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Abstract
This thesis describes a novel, single point-of-attachment, gravitational torque energy harvesting system
powered from rotational motion. The primary aim of such a system is to scavenge energy from a contin-
uously rotating host in order to power a wireless sensor node. In this thesis, a wireless tachometer was
prototyped.
Most published work on motion-driven energy harvesters has used ambient vibrations in the environ-
ment as the energy source. However, none of the reported devices have been designed to harvest energy
directly from continuous ambient rotation. There are important applications such as tire pressure sensing
and condition monitoring of machinery where the host structure experiences continuous rotation. In this
work, it is shown that in many applications, a rotational energy harvester can offer significant improvements
in power density over its vibration-driven counterparts.
A prototype single point-of-attachment rotational energy harvester was conceived using a simple direct-
current generator. The rotational source was coupled to the stator and an offset mass was anchored on the
rotor to create a counteractive gravitational torque. This produces a relative angular speed between rotor and
stator which causes power to be generated. Power transfer from the generator to a load was maximised by
enforcing an input impedance match between the generator’s armature resistance and the input impedance
of a boost converter which in this case, functioned as a resistance emulator. Energy storage and output
voltage regulation were implemented using supercapacitors and a wide-input buck regulator respectively.
When excess power was generated, it was stored in the supercapacitors and during low source rotation
speeds, i.e. insufficient harvested power, the supercapacitors will discharge to maintain operation of the
interface electronics.
A detailed optimisation procedure of a boost converter was conducted in Matlab in order to minimise
the power loss, resulting in a maximum voltage gain of 11.1 and measured circuit efficiency of 96 %. A
state-space control model of the harvester electronics was developed in the analogue domain using classical
control techniques and this showed the system to be closed-loop stable. A final prototype of the rotational
energy harvesting system was built and this comprised an input impedance controller, wireless transmitter
and tachometer. The entire system has a measured end-to-end efficiency which peaked at 58 % from a
source rotation of 1400 RPM with the generator producing 1.45 W under matched load conditions.
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Chapter 1
Introduction
Energy harvesting from moving structures has been a topic of much recent research, especially
in the field of battery-less low-power wireless sensing. The conversion of what was perceived
to be worthless ambient energy into a usable form of electrical power elevates the practicality of
autonomous wireless sensing to a strong and advantageous position in the field of modern electron-
ics. A pragmatic evolution from constrained and finite energy sources to one that is theoretically
limitless will broaden the scope of applications for low-power electronic sensors.
Most motion-driven energy harvesters are inertial, extracting energy from a damper moved by
the relative motion between an oscillating proof mass and the frame from which it is suspended.
While most reported devices use the linear relative motion between the proof mass and frame,
which is itself driven from a linear reciprocating motion, rotational motion can be used as an
energy source and in fact, an inertial energy harvester with a rotating mass is the key operating
principle behind the Seiko Kinetic range of watches.
Correspondingly, the motivation behind the work presented in this thesis is to investigate en-
ergy harvesting from rotational structures, such as rotating machines. In this chapter, an overview
of early examples of energy harvesting will be presented followed by the motivation that resulted
in modern day research on energy harvesting devices in order to replace batteries which are inher-
ently, a finite source of energy.
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1.1 Energy Harvesting: A Historical Perspective
The wheel as we have come to perceive it was and still is one of the greatest discoveries known to
man. It allowed engineers, entrepreneurs and opportunists alike, to envision and create many great
derivatives from its original conception and purpose. The transition of modern society’s needs
from an agrarian lifestyle to a truly industrialised community did set the wheels of modernisation
in motion. During the Industrial Revolution in the United Kingdom, circa 18th century, flywheels
and cogs were an integral part of nearly every single coal-powered machine built in this epoch.
Prior to that, a few centuries before the industrialisation of the modern world, the wheel found
its place in what has to be two of the earliest forms of energy harvesting from ambient sources:
the windmill and the water wheel (Fig. 1.1). Although, it has to be said that sailing, which has
contributed to many intercontinental explorations, was also a means of energy harvesting from an
ambient energy source.
(a) Photograph of a windmill in Kinderdijk, Nether-
lands, reproduced from [1].
(b) Illustration of a water wheel (right) powering a
metallurgical bellow (left) used for casting iron in 31
AD China, reproduced from [2].
Figure 1.1: Early forms of energy harvesting from ambient energy sources: the windmill and the
water wheel.
In the past, windmills were commonly used as a tool to grind or crush grain in milling plants
or in some instances, for water irrigation purposes. Structurally, the windmill resembles a rimless
wheel with sails (similar to spokes from the modern day bicycle wheel) that extend from its central
shaft. As the wind blows through the sails, the shaft would rotate which consequently, through
auxiliary gears and shafts, set the milling plant in operation or in the case of water irrigation,
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pumps water to and from a reservoir to prevent flooding of low-level areas, an example of which
can be found in the famous city of Kinderdijk in the Netherlands [1]. Fundamentally, windmills
convert wind power into mechanical motion and a water wheel, as shown in Fig. 1.1(b), uses the
constant flow of water from a river to continuously open and close a metal casting billow [2]. In
both cases, the continuous flow of air and water respectively, were idle ambient energy sources,
prior to their conversion into mechanical motion that can be purposefully utilised.
As society progressed and electricity became a mainstay in the day-to-day lives of modern
civilisation, there was an increasing interest in harnessing the power of nature and transforming
or adapting it into a usable form of energy, in this instance, electricity. In the late 1800s, Charles
Brush was the first person in recorded history to harness the natural power of wind to generate
electricity [3] — at that time, an engineering marvel. Brush’s wind dynamo (or generator), as it
was called then, had a rotor diameter which spanned 50 feet and was capable of generating 12 kW
of DC power at a generator rotation speed of 500 revolutions per minute (RPM). Figure 1.2 shows
the electricity generating wind dynamo in Brush’s backyard. The scale can be ascertained by
comparing the machine to the man in the bottom right of the photograph.
Figure 1.2: Charles Brush’s wind power generator which was built and tested in his backyard, in
Cleveland, Ohio, reproduced from [3].
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This wind dynamo influenced the design of modern wind turbine generators commonly found
offshore or scattered around remote and windy locations of the industrial world. Whilst these are
early examples of energy harvesting, modern day energy harvesting research has, as an example,
resulted in the development of the Seiko Kinetic range of wristwatches. Recent research on energy
harvesting devices has been progressing rapidly due to the reductions in power consumption of
electronic devices, advancements in wireless data transmission and the miniaturisation of devices
through the use of micro electromechanical systems (MEMS) technologies. More importantly,
these improvements in the field of electronics have provided a stable and encouraging platform
from which the idea of ubiquitous wireless sensor networks has begun to emerge and encompass
society.
1.2 Wireless Sensor Networks (WSN)
Generally, a wireless sensor network consists of a group of sensors positioned on or in multiple
host structures and communicating with one another in order to achieve a common goal. An ex-
ample of a WSN is the PicoRadio network of sensor nodes which had as one of the aims to manage
and regulate the living conditions of a room depending on the number of occupants inside [4]. Sen-
sors have been deployed to ubiquitously monitor the conditions of machinery and structures [5,6]
or even in military applications where remote sensors were used to transmit crucial information
to the soldiers in the front line [7]. The wide-scale and distributed deployment of these pervasive
sensors provide a window of opportunity to continuously monitor and discover physical aspects
and behaviour of the environment that it resides in.
Whilst wired technologies have been a mainstay for many decades, wireless sensing does offer
the advantage of simplifying the installation of the sensor [8–10]. Recent advancements in MEMS
fabrication technology have resulted in low-power, low-cost digital signal processing (DSP) chips
and radio frequency (RF) electronics which in many ways led to commercially available and in-
expensive WSN devices [11]. However, these low-power sensors often have limited lifetimes due
to batteries being the primary energy source and in some ways, the growth and improvements in
29
MEMS techniques has not been matched by battery technologies. As the sensors and their power
management electronics become less power demanding, batteries may be displaced by energy
harvesting devices as a power source in a WSN device.
There are two major concerns when using these sensors: the lifetime and physical size of the
batteries that power the devices. Batteries are a finite energy source which will eventually require
replacing or recharging in order to maintain continuous operation of the device that it supplies
power to [12]. Additionally, in a widespread deployment of sensors, having to locate and replace
or recharge exhausted batteries in these sensors can be a costly and cumbersome task. This is even
more so if the sensors were positioned in places where access is limited such as within a concrete
structure, in an artificial pacemaker [13] or in some cases, the battery is permanently concealed
within the sensor unit [14]. Despite the conveniences offered by a stable and high energy density
source such as a battery, its finite lifetime and relatively large dimensions when compared to the
device it powers, in this case low-power sensors, are a detriment to its usage in wireless sensor
networks.
In his PhD thesis [15], Roundy made a comparison of the average available power density
against device lifetime for various battery technologies with that from solar and vibration-based
energy harvesters, as shown in Fig. 1.3. In the graph, the output power from the energy harvesters
are independent of the device lifetime (as they are assumed to generate energy forever) and the
portions of the graph allocated to solar and vibration-based harvesters are of course dependent on
the operating conditions of the harvesters. It should be noted that the vertical axis in the graph
(which was obtained from Roundy’s thesis) is actually the power density of the energy sources per
cm3, i.e. µW/cm3 and not just power in µW as labelled in the figure.
Under typical office lighting conditions, the solar energy harvester is capable of generating
between 10 µW/cm3 to 100 µW/cm3 of output power and when the device was used outdoors,
the output power ranges from 100 µW/cm3 to 1000 µW/cm3. For vibration-based harvesters, the
output power spectrum encompasses devices which were subjected to vibration frequencies of a
few hundred Hz and in Roundy’s work, his piezoelectric vibration-driven energy harvester was
excited at an acceleration of 2.25 ms−2 at 120 Hz.
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Figure 1.3: A comparison of average available power per cm3 from batteries and from vibration
and solar-based energy harvesters, reproduced from [15].
From his analysis, batteries are a better choice to supply power to a WSN which require
approximately 100 µW of average power over one year. However, it was not mentioned if the
analysis in his thesis included the option for recharging the batteries. Beyond two years, the
performance of batteries begin to degrade considerably due to leakage currents or a finite number
of charge-discharge cycles [16] and herein lies the root of the problem in battery-dependent remote
wireless sensing applications; battery technologies cannot fulfil the long term energy requirements
of the sensor electronics such that human intervention is needed in order to maintain operation of
the entire sensor network.
Based on the comparison of battery technologies and energy harvesting devices in Fig. 1.3, it
is evident that kinetic energy harvesters offers a long term solution in low-power wireless sensing
applications. Despite the conveniences offered by a stable and high energy density source such
as a battery, there is a niche within the range of available power sources where kinetic energy
harvesters can fulfil the need for a long term and reliable energy source with a life cycle that is
independent of time.
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1.3 Research Objectives
Most of the published literature on kinetic energy harvesters are driven directly by ambient vi-
brations and this will be reviewed in Chapter 2. These ambient vibration sources are often found
in buildings, human body motion and rotating machinery. In the latter, ambient vibrations ex-
ist as a by-product of the rotating host which inherently experiences continuous rotation during
its operation. Many of the published works as well as commercially available energy harvesters
have been driven by the associated vibration from these rotating machines. In applications such
as tire pressure monitoring systems, the host structure does undergo continuous rotation and this
thesis will aim to demonstrate that rotational motion can be used directly to harvest power and that
conventional rotating machines can be easily adapted for this purpose.
The research objectives of this work are therefore as follows:
1. Demonstrate a single point of attachment rotational energy harvester powered by continuous
source rotation using a conventional direct-current generator.
2. Simulate and design an optimal maximum power point tracking circuit through a resistance
emulator.
3. Investigate the behaviour of the impedance matching controller using root locus analysis
and state-space averaging techniques.
4. Develop a wireless sensing application that is completely self-powered by a rotational en-
ergy harvester.
1.4 Thesis Structure
The work presented in this thesis describes a gravitational torque energy harvester for rotational
motion and is organised into eight chapters.
• Chapter 1 has introduced some early examples of energy harvesting systems and the moti-
vation behind recent research into energy harvesting devices.
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• Chapter 2 will provide a literature review of the recent research on kinetic and non-kinetic
energy harvesting devices as well as the interface electronics for different types of harvesters
will be discussed. A comparison of the effects of miniaturisation on rotational and vibration-
driven energy harvesters will be made as well as the motivation that led to the idea of energy
harvesting from a continuous rotation source.
• Chapter 3 discusses the use of a conventional direct-current generator as a proof of concept
gravitational torque energy harvester and initial experimental results of the harvester under
different load conditions will be presented. In addition, analysis on mounting the rotational
energy harvester away from the axis of rotation will be provided.
• Chapter 4 analyses the condition for stable power generation and will provide details on the
first prototype of the power management electronics which transfers maximum power from
the harvester to an electrical load. The experimental results will illustrate the capabilities of
this circuit to perform output voltage regulation and energy storage.
• Chapter 5 elaborates on a detailed optimisation procedure in order to maximise the useful
output power from the interface circuitry, i.e. minimise the component count and power
loss.
• Chapter 6 defines a model of the impedance matching controller using state-space averaging
methods in Matlab and PSpice. Root locus analysis will be used to choose the appropriate
controller gains.
• Chapter 7 presents a working prototype of a wireless tachometer powered by the rotational
energy harvester complete with energy storage and output voltage regulation.
• Chapter 8 summarises the work reported in this thesis and suggestions for future work will
be discussed.
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Chapter 2
Literature Review
A literature review of energy harvesting devices will be presented in this chapter. This review
will be divided into four sections: a review on kinetic and non-kinetic energy harvesting devices,
power management electronics for maximum power transfer from an energy harvester to a load, a
discussion on the scaling laws that affect the performance of miniaturised devices and finally, the
motivation that led to the study on a gravitational torque energy harvester for continuous rotation.
Information regarding the reported fabrication techniques is not discussed here.
Extraction of power from the aforementioned ambient energy sources will require a transducer
or transduction mechanism in order to obtain usable electrical power. To date, there two types of
ambient energy sources from which energy can be harvested and converted into usable electrical
power and these are kinetic and non-kinetic sources. Kinetic energy sources rely on ambient
motion or more specifically, vibrations that are present in the environment or host structure [17,18].
On the other hand, non-kinetic energy sources include electromagnetic waves from the RF or
microwave spectrum [19–21], solar energy from the radiation of the sun [22, 23] and last but not
least, thermal energy arising from a thermal gradient present between two thermally conducting
materials [24–27]. The transduction mechanisms of non-kinetic energy harvesters will not be
examined any further because the focus of this thesis is on the development of a rotational energy
harvesting system. Additional information about non-kinetic energy harvesting can be obtained
from the aforementioned publications.
34
Typically, most reported energy harvesters have been designed to scavenge energy from a sin-
gle ambient source, be it from kinetic or non-kinetic sources. However, Lhermet et al. from the
French Atomic Energy and Alternative Energies Commission (CEA) have reported a power gen-
erator complete with an application-specific integrated circuit (ASIC) as the power management
electronics, that harvests energy from ambient RF and thermal sources [28].
2.1 Transduction Mechanisms of Kinetic Energy Harvesters
In this section, the transduction mechanisms of kinetic energy harvesters will be discussed. A
transducer is a device that converts energy from one form to another. In energy harvesting terms,
the transducer has the sole objective of extracting energy from an ambient source and converting it
into usable electrical power. Kinetic energy harvesters employ various transducers or transduction
mechanisms such as piezoelectric, electromagnetic and electrostatic to harvest ambient energy
from the environment in which the device is located.
2.1.1 Operating Principles of Motion-Driven Energy Harvesters
Energy harvesting from ambient motion is commonly achieved by using inertial harvesters, i.e.
a device with a proof mass suspended in a frame whereby energy is extracted using a transducer
that damps the motion of the proof mass within the frame. These devices have the advantage that
they can function simply by being attached to a source of motion at a single point, rather than
relying on the relative motion of different parts of the host structure, which is an alluring criteria
for a practical implementation of an energy harvesting device. Vibration-driven inertial energy
harvesters are often modelled as a second order spring-mass-damper system (Fig. 2.1) whereby
energy is extracted though a transducer (represented by a dashpot, D) that damps the motion of a
mass suspended within the generator’s frame, as reported in [29].
In Fig. 2.1, the absolute motion of the frame is represented by y (t) and if the vibration source
is harmonic, the source motion amplitude will be given as Y0. The displacement of the proof mass,
m, within the generator’s frame is z (t) with a maximum limit of Zl and x (t) is the displacement
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of the mass relative to the host structure. At resonance, the generated output power is given by:
Pres =
1
2
Y0Zlmω
3 (2.1)
m
y(t)
x(t)
z(t)
k
D
Zl
Figure 2.1: Schematic of a mass-spring-damper representation of inertial energy harvesters, re-
produced from [30].
It should be noted that the derivation of (2.1) makes the following assumptions:
• The mass has achieved steady state motion.
• The ambient energy source is unperturbed by the harvester, i.e. it is an infinite energy source.
• The choice of damping factor, ζ = D/2mωn, determines the maximum travel distance of
the mass, Zl. A larger ζ results in a smaller Zl and vice versa. In practice, ζ = ζe + ζp
where ζe is the electrical damping and ζp is the parasitic damping in the harvester.
2.1.2 Electromagnetic Transducers
Electromagnetism as defined by Faraday’s law of induction forms the working principles of an
electromagnetic transducer. When a closed-loop coil of electrically conducting material is moved
relative to a magnetic field (or vice versa), an electromotive force (EMF) will be induced in the
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coil and if the coil is connected to a load, current will flow in the circuit. The mechanical motion
of the coil is thereby converted into an electrical current. Figure 2.2 shows a schematic representa-
tion of an electromagnetic energy harvester where neodymium iron boron (NdFeB) magnets were
mounted at the free end of the cantilever. In this embodiment, the magnetic field will be moving
relative to a stationary copper coil with 2800 turns [31].
Figure 2.2: Mark 3 electromagnetic generator reported by Torah et al., reproduced from [31].
2.1.3 Piezoelectric Transducers
A piezoelectric transducer relies on the direct piezoelectric effect whereby exerting a mechanical
strain on the material will induce electrical charge on the piezoelectric capacitance and thus a
voltage (or electric field) is developed across the terminals of the device [32]. Conversely, a
piezoelectric actuator will experience a mechanical force or strain when a voltage is applied across
the device terminals. Typically, a piezoelectric energy harvester comprises a cantilever beam with
either one or two layers (unimorph or bimorph) of deposited piezoelectric material such as lead
zirconate titanate (more commonly known as PZT) and a seismic mass attached to the free end of
the beam [33]. This is schematically shown in Fig. 2.3.
The conversion of mechanical energy into electrical power is dependent on the piezoelectric
coupling coefficient, kij , and the capacitance of the piezoelectric material,Cp. The subscripts i and
j in the coupling coefficient represent the polarisation of the material in three dimensional space.
Two poling modes exist for piezoelectric materials, i.e. 33-mode and 31-mode. Piezoelectric
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materials are typically used in the 33-mode because it has a higher coupling coefficient than the
31-mode [34]. In the 33-mode, both the applied strain and electric field is in the 3-direction. In
the 31-mode, the strain acts in the 3-direction and the electric field developed across the device is
in the orthogonal plane, i.e. 1-direction [15].
Piezoelectric material
Proof mass
Cantilever
Source vibration
Figure 2.3: An example of a unimorph piezoelectric cantilever beam.
2.1.4 Electrostatic Transducers
An electrostatic harvester consists of a variable capacitor where the plates move relative to each
other when subjected to the ambient mechanical motion. Firstly, electrical charge must be pushed
onto the capacitor plates and this is followed by a separation of the plates, i.e. moving one plate
relative to the other. In doing so, work is done against the electrostatic force that tends to hold the
plates at a minimum separation distance. During this period, the overall capacitance of the device
will vary between its predefined minimum and maximum values which forces the stored charge
on the capacitor plates to vary in order to satisfy the requirement of Q = CV .
The extraction of energy from this transducer is dependent on the instances at which the vari-
able capacitor is connected to the load using switches and this will be duly called switched systems.
In some cases, the transducer is always connected to the load and switches are not required; these
are known as continuous systems. There are two types of energy conversion methods when using a
switched system for the electrostatic transducer, i.e. constant charge or constant voltage and these
operating conditions, along with that of continuous systems, will be discussed in the later section
of this chapter.
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An example of an electrostatic transducer is shown in Fig. 2.4. The device consists of three
parts: a bottom plate holding the charging contacts, discharge contacts on the top plate and a
middle plate (proof mass) can only allowed to move between the other two plates if the ambient
mechanical motion reaches a certain level.
Figure 2.4: Prototype of an electrostatic generator fabricated using MEMS techniques reported by
Miao et al., reproduced from [35].
2.1.5 Vibration-Driven Energy Harvesters
A review of vibration-driven energy harvesters will be provided in this section, with a focus on
publications which elaborate on the requirements and design of the harvester’s power manage-
ment electronics. This is because the work undertaken in this thesis concerns a rotational energy
harvesting system that transfers maximum power from the harvester to an electrical load. A brief
mention of the latest developments within the energy harvesting community in resonant frequency
tuning of vibration-driven devices will also be included. Review papers by [12, 34, 36] should
be consulted for a thorough and comprehensive analysis of existing vibration-driven energy har-
vesters.
Kim et al. presented a cymbal-shaped piezoelectric transducer with impedance matching us-
ing a DC-DC buck converter in [37, 38] and is reproduced in Fig. 2.5. Their cymbal transducer
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consisted of ten PZT layers stacked under a steel cymbal enclosure resulting in a thickness of
1 mm. The piezoelectric harvester was subjected to vibrations that are similar to that found in
a car engine. A buck converter was connected across the terminals of the device to step-down
the high output voltage (approximately 250 V) to a maximum value of about 25 V, depending on
the converter’s output load resistance. Impedance matching was performed by setting the input
impedance of the converter to the output impedance of the piezoelectric harvester. The generator
and its added electronics was tested on a load comprising a parallel and series combination of
eighty four light emitting diodes (LED) having a total impedance of roughly 530 Ω. At an output
voltage of 5.3 V, 53 mW was transferred from the device to the LED load and the power consump-
tion of the impedance matching controller was measured at 5 mW when operated at a switching
frequency of 1 kHz. It should be noted that the authors did not present an adaptive impedance
matching technique and this suggests that the power processing capabilities of their work will not
be optimal should the operating conditions change.
(a) Dimensions of the cymbal-shaped piezoelectric trans-
ducer.
(b) Experimental setup for the
transducer.
Figure 2.5: Fabricated cymbal-shaped piezoelectric transducer reported in [37, 38].
Mitcheson et al. [29] produced a detailed analysis of three types of energy harvester archi-
tectures; a velocity-damped resonant generator (VDRGs), a coulomb-damped resonant generator
(CDRGs) and a coulomb-force parametric generator (CFPGs). Operating charts from the ana-
lytical solutions to each generator’s power density influenced the choice of generator, depending
on the conditions each device is subjected to. The authors also highlight the consequence of
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parasitic damping effects on the overall damping coefficient of the generator and if the parasitic
damping becomes significant, Mitcheson et al. suggest that the electrical damping factor must be
re-optimised. This can be done by adjusting the electrical damping to match the parasitic damping.
If the proof mass hits the end-stops in this mode, the electrical damping must be changed until the
mass just reaches the end-stops, i.e. the mass traverses a distance of twice the displacement limit.
Roundy and Wright reported a piezoelectric vibration-powered generator prototype that pro-
duced an output power of 375 µW into a resistive load from an excitation source having a fre-
quency of 120 Hz at an acceleration of 2.5 ms−2 [39]. Two cantilevered-designs (clamped on
one end with a mass on the free end of the beam) were reported in their publication, each with
dimensions of 15 mm × 6.7 mm and 30 mm × 3.6 mm. Both generators were designed with a
volume constraint of 1 cm3 and was used to transmit signals from a custom made radio operating
at 1.9 GHz. The authors presented a method for modelling the mechanical parts of the piezoelec-
tric generator using electrical components. For example, the mass was represented as an inductor,
mechanical stiffness as a capacitor and the mechanical damping as a resistor. A diode rectifier was
used to convert the generator’s output voltage to DC before it charged a storage capacitor. The
charging of the capacitor was determined by a “shutdown control” block which was only activated
once the capacitor voltage has dropped below a specified level. It was not mentioned whether the
storage capacitor will charge whilst power is supplied to the radio. The use of a bigger capacitor
than the one reported (47 µF) might have prolonged the lifespan of the radio transmitter. Addi-
tionally, maximum power transfer from the generator to a capacitive load was achieved when the
storage capacitor’s voltage was half that of the open circuit output voltage. This agrees with the
fact that maximum power transfer occurs under matched load conditions.
Shenck and Paradiso reported two approaches to designing a shoe-mounted piezoelectric ki-
netic energy harvester in [10]. Their device, complete with the power conditioning circuitry, is
shown in Fig. 2.6. The first approach uses a hexagonal-shaped piezoelectric material to harvest
energy during the bending of the ball of the foot as a person walks. In the second approach, a
bimorph piezoelectric plate was positioned under the heel and this method scavenges the energy
dissipated when the heel strikes the ground. Both methods result in the piezoelectric material ex-
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periencing a mechanical strain as the wearer walks. Around 1.3 mW and 8.4 mW of average power
was generated under matched resistive loads for both methods. The harvested energy generated by
either technique was used to power a radio frequency identification (RFID) tag which transmitted
a periodic RF signal, similar to the system used for wireless entry key fobs. The interface electron-
ics for this harvester was designed to accumulate charge in a storage capacitor and once there is
sufficient energy available, a 5 V transmitter was energised. To realise a battery-less application,
the authors had to replace the low-dropout linear regulator with a forward switch mode converter
which is more efficient because of the large difference between the voltage from the piezoelectric
energy harvester (approximately 170 V-peak from the bimorph plate) and the load voltage (5 V).
Figure 2.6: A shoe-mounted piezoelectric energy harvesting system developed by Shenck and Par-
adiso, reproduced from [40].
In resonant energy harvesters, the output power of the device deteriorates once the dominant
source vibration frequency deviates from the device resonant frequency. This implies that high-Q
resonant devices are not suitable in environments where the excitation frequency is broadband in
nature. Over the years, considerable research has been done to design a broadband device capable
of passively or actively changing its resonant frequency to coincide with the source excitation
frequency.
Ayala et al. published results from an electromagnetic vibration-driven energy harvester with
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a contact-less adaptive resonant frequency tuning mechanism in [41]. This was achieved by alter-
ing the stiffness of a cantilever structure that houses the electromagnetic transducer and a tuning
magnet at the free end of the beam. Another tuning magnet was mounted on a linear actuator and
positioned opposite the aforementioned magnet such that an attractive force exists between the
two. The standalone electromagnetic harvester resonates at 45 Hz but with the tuning mechanism
in place, the resonant frequency was successfully adjusted to vary between 64 Hz – 78 Hz, giving
a bandwidth improvement of approximately 54 times from the standalone device. A schematic of
the device and experimental setup is depicted in Fig. 2.7.
(a) Schematic of a tunable electromagnetic energy
harvester from Ayala et al.
(b) Experimental setup of the tuning mechanism.
Figure 2.7: Resonant frequency tuning of an electromagnetic energy harvester using magnets, re-
produced from [41].
In [42], Leland and Wright designed a vibration-driven piezoelectric energy harvester whose
resonance was made tunable by applying a compressive axial pre-load on the device. A schematic
of the device structure and the locations where compressive axial loads were applied to is shown
in Fig. 2.8. This causes the stiffness and correspondingly, its resonance frequency, to reduce upon
application of a compressive load. The authors cite the brittle nature of piezoelectric materials as
the reason why a tensile load cannot be used for resonance tuning. Power levels between 300 µW –
400 µW was produced across a source excitation frequency range of 200 Hz – 250 Hz when a 7 g
proof mass was used. On the other hand, a 12 g mass resulted in a larger output power spread,
360 µW – 650 µW between frequencies of 160 Hz – 195 Hz.
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Figure 2.8: Schematic of a piezoelectric energy harvester with compressive axial preloading for
resonant frequency tuning, redrawn from [42].
2.1.6 Fluid Flow Energy Harvesters
Presently, most of the reported rotational energy harvesters are based on mm-scale alternating
current (AC) machines that convert energy in fluid flow into electrical power.
A paper by Arnold [43] reviews three types of magnetic-based power generators that have
been researched on in the past decade. These generators fall into the following three categories:
hybrid, oscillatory and rotational generators. The term “hybrid generator” was used to represent
magnetic generators that convert linear displacements into rotational motion. For example, the
Seiko Kinetic wristwatch [44] uses an eccentric mass as the rotor which will rotate a PM-generator.
Arnold highlights a few key points as to why improvements in power densities of magnetic-based
generators are difficult to achieve and these will be detailed in the subsequent paragraphs. It should
be noted that the power density was defined as the ratio of maximum output power to the volume
of the active electromagnetic components.
The use of high flux density materials such as neodymium iron boron (NdFeB) and iron plat-
inum (FePt) in present day microfabrication techniques requires the use of high temperatures dur-
ing the annealing process. Such high temperatures are detrimental to the magnetic materials when
used to attach the magnets to a typical silicon-based MEMS system. Thus, the magnetic prop-
erties of MEMS-scale generators are sub-optimal compared to when they are bulk-manufactured.
Magnetic power generators rely on the rotational movements of the rotor and/or stator parts of the
device which results in friction between the moving parts. Consequently, the output power from
the generator will degrade as a result of unavoidable wastage in overcoming the frictional forces.
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Arnold suggests the use of low-friction micro ball bearings in the moving parts to overcome the
loss due to frictional forces. However, integrating micro ball bearings into the fabrication process
further complicates the design of the device. Although, this is the subject of a major research effort
in University of Maryland under the supervision of Reza Ghodssi [45, 46].
In a separate publication, Arnold et al. reported a second generation three-phase, axial-flux
PM-generator that has copper stator windings and an 8-pole PM rotor [47]. The authors cite two
advantages that PM-generators have when miniaturized; firstly, the flat geometries associated with
axial-flux PM-generators make it easier to integrate into MEMS fabrication techniques. Secondly,
the generator’s dimensions scale independently of the magnetic field of the PMs causing an in-
crease in the induced current density from smaller magnets [48]. Experimental results indicate a
30 % improvement in terms of power density when the first and second generation machines were
compared. This was largely due to optimization of the coil geometry in the stator as well as the use
of a different coil winding pattern on the substrate. These two factors contribute significantly to
the reduction in the winding resistance and increased flux linkage between the rotor (which houses
the PMs) and stator coils. In the second generation design, the stator coils on the substrate occu-
pied a larger surface area compared to the rotor, hence reducing the amount of flux leakage from
the PMs. From their optimisation procedure they have found that although increasing the number
of poles or coil turns will linearly increase the output voltage, in doing so the coil resistance will
increase quadratically. They decided on an 8-pole, 3 turns per pole ratio design which produced
8 W of measured power when rotated at a speed of 305 kRPM under matched load conditions.
The load resistance was reported at 37 Ω and the device volume at 136 mm3. With an efficiency of
28 %, a huge portion of the generated power is being dissipated within the generator which could
cause significant heating. However, mm-scale PM machines have higher surface area to volume
ratios which means heat is more readily dissipated in such devices compared to their macroscale
counterparts.
In [49], Holmes et al. report a MEMS-based axial-flux permanent magnet (PM) generator
having a diameter of 7.5 mm, delivering an output power of 1.1 mW per stator rotating at 30 kRPM
(Fig. 2.9). The device has two silicon stators located above and below the permanent magnet
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rotor. The authors discussed the scaling issues associated with cm-scale generators. According
to the paper, output power is proportional to L5 with L being any characteristic linear dimension
of the generator. In order to add some numbers to illustrate how the output power scales with the
device dimensions, suppose one has a cm-scale generator that produces an output power of about
10 mW, shrinking the device into the mm-scale will result in approximately 0.1 µW of output
power. Two-dimensional finite element analysis were conducted in ANSYS show the benefits of
having magnetic poles close to the PMs to concentrate its flux distribution within the generator’s
boundaries. The authors concluded that a reduction in PM generator size will reduce output power
levels drastically, unless the rotation speed of the rotor is significantly increased.
Figure 2.9: A MEMS-based axial-flux permanent magnet generator, reproduced from [49].
In [50], Raisigel et al. from Laboratoire d’Electrotechnique de Grenoble presented an 8 mm
diameter axial-flux permanent magnet microgenerator (Fig. 2.10) with a stator that consisted of
three-phase planar coils. The microgenerator produced a maximum electrical output power of 5 W
per stator at 380 kRPM with a reported efficiency of 66 % when each phase was connected to a
12 Ω resistive load. Higher electrical efficiencies were reported at 95 % but resulted in an output
power of 1.2 W at 399 kRPM. A prototype AC/DC synchronous rectifier and step-up converter
was designed to condition the generator’s output power. The authors did not comment if the
power electronics in their setup was designed to transfer maximum power from the generator to an
electrical load or whether it was used to . Furthermore, the resistance of the stator coil windings
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was not mentioned. However, the generated electrical power peaked when a load resistance of
12 Ω was used and the generated power decreased when the load resistance was either increased
or decreased from 12 Ω. The authors stated that higher electrical efficiencies could be achieved if
the resistance in the stator coils was reduced however, higher electrical efficiencies does not imply
maximum power will be transferred from the microgenerator to the load, which is a crucial aspect
should this microgenerator be used to supply power in their target application: a wireless flow
speed sensor.
Figure 2.10: Side view of the micro-generator from Raisigel et al. [50].
Pan and Wu [51] developed a planar electromagnetic microgenerator capable of producing a
maximum output power of 0.412 mW on a load resistor measuring 30 Ω (matched load condi-
tions), at a rotation speed of 2240 RPM. Their device had a volume of 50 mm3 and the reported
maximum output power was generated by an eight pole magnetic rotor with a four layer microcoil
stator having a resistance of 30 Ω. Having a stacked stator coil structure enabled them to achieve
approximately twenty times more power under matched load conditions. The simulated and ex-
perimental values reported in the paper had close agreement although leakage flux through the air
gap (fixed at 1 mm) was neglected. This could be due to the sintering and magnetizing process
that was used to produce a set of NdFeB magnets for the rotor with a flux density of 1.44 T.
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2.1.7 Discussion
The review of vibration-driven and fluid-flow energy harvesters presented in this section were used
as a guideline to the work undertaken on the rotational energy harvester. A list of conclusions that
were drawn from this section will be presented here.
The electrical damping from the load electronics should be set such that it equals the parasitic
damping present in the harvester in order to maximise the generated output power. This condition
assumes that the motion of the mass does not exceed the physical boundaries of the harvester.
However, if the parasitic damping is significantly larger than the electrical damping, an impedance
match between the input impedance of the load electronics and output impedance of the harvester
will result in maximum power to be transferred from the harvester to a load. In relation to the
rotational energy harvester, the condition for stable power generation requires that the offset mass
does not flip-over and synchronise with the rotation source. Details of the controller scheme to
prevent flip-over will be discussed in Chapter 3 and this involves changing the amount of elec-
trical damping on the rotational energy harvester when the offset mass approaches the flip-over
condition.
Energy storage elements are a fundamental requirement should an energy harvester be used
to replace a finite energy source such as a battery. This is because the ambient energy source
is always assumed to be intermittent. In situations where the generated voltage (power) from a
single energy harvester is insufficient to maintain operation of the power management electronics,
multiple harvesters can be cascaded to increase the output voltage or power levels. It should be
noted that whilst multiple harvesters can increase the power generation capabilities of the energy
harvesting system, the power density measure must not be compromised.
Existing magnetic-based generators produce an AC output which needs to be converted to DC
when the generator is used as a replacement to traditional batteries or, indeed to charge batteries.
There is also a need for regulated output voltage levels under differing load conditions. In doing
so, it is important to ensure that the size of the power electronics is comparable to the generator’s
size otherwise it negates the purpose of miniaturizing.
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The frequency or amplitude spectrum of some ambient energy sources can be broadband in
nature and recent work within the community has delivered active and passive methods to alter the
resonant frequency of vibration-driven energy harvesters.
Should the size of rotation-driven generators be reduced, higher source rotation speeds are
needed to maintain the power density levels of the device. In addition, mm-scale generators tend
to suffer from heating effects when operated at high rotation speeds. Excessive temperature levels
on the device can be detrimental and one way to radiate the generated heat is by designing a
generator that has a high surface area to volume ratio.
2.2 Power Management Electronics
In most low-power systems, power management is often thought of as being an ability to switch
certain parts of a system off or switch them into a low-power state when they are not being utilised,
and to manage the charging of a battery. While these are important aspects of low-power electron-
ics powered by energy harvesters, there are much more fundamental reasons for requiring power
electronics in an energy harvesting system than simply managing a battery and conserving energy.
From the review of the different transduction mechanisms in the previous section, the power
management electronics required to interface the energy harvesters must typically fulfil the fol-
lowing criteria:
• To achieve high power densities from an energy harvester, there should be some form of
impedance match between the energy source and transducer (energy harvester) and the elec-
tric load. This requires control of the input impedance of the interface electronics.
• The output voltage and current from the energy harvester are rarely directly compatible with
the load electronics and thus, some form of voltage regulation is required.
• For self-sufficient energy harvesting systems, some form of energy storage is definitely a
major requirement so that any intermittency from the ambient energy source does not have
a detrimental effect on the continuous operation of the system.
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Generally speaking, the basic power electronics topology for an energy harvesting system
follows the one shown in Fig. 2.11.
Transducer
Interface 
Circuit
Energy
Storage
Output
Voltage
Regulation
Load 
Electronics
Energy harvested 
from motion or 
light or heat
Power Processing Stages
Figure 2.11: Generic power electronics topology for energy harvesting systems.
2.2.1 Energy Transfer Requirements
In a large scale electrical energy generation plant such as a coal-fired power station — where
fuel must be purchased and large amounts of power are produced — it is crucial that as much
as possible of the energy contained in the original fuel source is converted into usable electrical
power. This requires first and foremost, a high efficiency of conversion of the energy stored in the
fuel source to a mechanical form, secondly, a high conversion efficiency of that mechanical energy
into electrical energy and finally, a high efficiency of power transfer from the electrical generator
to a load.
To ensure that the energy produced in the electrical generator is efficiently transferred to the
load, there is a prominent and fundamental requirement that the impedance of the load should be
considerably larger than the impedance of the generator, as depicted in Fig. 2.12(a). Whilst this
configuration of Rload  Rsource achieves the maximum electrical efficiency (thus, preventing
the generator from thermal destruction), it does not achieve the maximum power transfer from
source to the load for a given rotation speed. Maximum power transfer for the DC case occurs
when the load resistance is equal to the source resistance, as shown in Fig. 2.12(b) and will be
described further in Section 3.3. In the case of an alternating current (AC) voltage source, the load
should provide a complex conjugate match to the source. If the circuit diagrams in Fig. 2.12 were
taken as a very basic representation of conventional electromagnetic electrical generator supplying
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a load resistance, Rsource would represent the armature (generator winding) resistance and Vsource
would represent the electromotive force (EMF) produced by time-varying flux linkage with those
windings.
Vsource Rload >> Rsource
Rsource
(a)
Vsource Rload = Rsource
Rsource
(b)
Figure 2.12: Requirements on the load impedance to achieve maximum efficiency of energy trans-
fer from the source to the load (a) and maximum power transfer to the load (b).
In energy harvesting systems, the energy source is effectively free and this essentially brings
forth the desire to be able to transfer maximum power into a load, rather than to accomplish this
energy transfer at a high efficiency. Furthermore, the quantities of power generated are sufficiently
low that an impedance match rarely has any thermal implications on the system.
For an energy harvesting transducer, the definition of the impedance of the source to which
the load should be matched to is not generally as trivial as matching the load to a single electrical
impedance. The source impedance will be dependent upon the type of energy harvester used
and the conditions under which the harvester operates in. In some circumstances and harvester
operating conditions, it may not be optimal to match the impedance of the load to that of the
source due to other constraints. Nonetheless, in many cases, the input impedance of the interface
circuit will be set to match that of the source.
The details of source impedance modelling will be discussed in the subsequent sections for
each harvester type considered. The source impedance will always be shown as an electrical
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equivalent circuit that will often contain components that represent quantities other than purely
electrical ones. For example, vibration-driven harvesters have a source model that takes into ac-
count the mechanical properties of the system such as the mass, spring and the characteristics of
the vibration source. All these aspects must be included in the source model so that a suitable
interface circuit can be designed. Otherwise, global system optimisation cannot be achieved [52].
2.2.2 Equivalent Circuit Models for Motion-Driven Energy Harvesters
To determine an optimal electrical load for a motion-driven energy harvester, a suitable source
model must be found, i.e. the output impedance and voltage characteristics of the transducer must
be known. All aspects of the energy transfer from the vibration energy source through to the mass,
spring and the transduction mechanism must be taken into consideration in the model. Seeing
as the overall aim is to provide an optimal electrical load to the energy harvester, it is sensible
to construct an electrical equivalent model of the harvester that incorporates the mechanics of
the system as electrical components. Two generic examples of the such models are illustrated in
Fig. 2.13 [53].
The circuits of Fig. 2.13 show the electrical equivalent circuit models for vibration-driven
energy harvesters using electromagnetic and piezoelectric damping. The portion of the circuit
connected to the primary side of the transformer models the mechanics of the energy harvester. It
was assumed that the source motion is unaffected when energy is extracted by the harvester. In Fig.
2.13(a), the current source represents the input energy to the system (i.e. the ambient mechanical
vibration), the capacitor, m, represents the mass, the inductor, 1/k, represents the spring, and the
resistor, 1/Dp, represents the parasitic damping. In Fig. 2.13(b), the voltage source represents
the vibration source, the inductor represents the mass, the capacitor represents the spring, and the
resistor represents the parasitic damping. In both cases the transformer represents the coupling
from the mechanical domain to the electrical domain. In Fig. 2.13(a), voltages across components
on the left of the transformer represent the velocity of those components, and currents through
them represent forces applied to them. The contrary is true for Fig. 2.13(b).
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(b) Piezoelectric harvester model.
Figure 2.13: Electrical equivalent circuit for motion-driven energy harvester using: (a) electro-
magnetic and (b) piezoelectric transduction mechanisms.
In both cases, the terminals on the secondary of the transformer represent the physical termi-
nals of the transducer to which the interface circuit can be connected to (shown as a simple load
resistor in this case). The inductor, LT , represents the self-inductance of the coil in an electromag-
netic device and CT is the terminal capacitance of either the piezoelectric material. It is important
to note that the fundamental requirement for stored energy in these transducers places a limit on
the maximum real power that can be transferred to a load resistor (in other words, energy stored in
the inductance LT or capacitance CT ). Whilst Fig. 2.13(a) is a good model of an electromagnetic
harvester and Fig. 2.13(b) is a good model of a piezoelectric harvester, neither model is perfect
for the electrostatic moving capacitor transducer. This is because Fig. 2.13 is a linear circuit and
electrostatic transducers are inherently non-linear systems, i.e. their capacitance is non-constant.
The task, then, in the case of a motion-driven inertial generator, is to connect a value of load
resistance (or much better, a power conditioning circuit feeding a storage element which together
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emulate a load resistance) which can absorb the maximum amount of energy from the energy
source on the left of the transformer, for a given fixed input vibration amplitude, Y . It is clear
from Fig. 2.13 that maximum power can be extracted from the source into the load (shown here
as R) if the circuit is operated at a frequency where the inductor and capacitor resonate, i.e. are
tuned out and, if the load resistance equals the equivalent resistance of the parasitic damping when
referred through the turns ratio.
Therefore, in the case of an impedance match for a load to a motion driven micro-generator,
the aim is often to produce a power converter which can feed energy into a storage element whilst
maintaining an input impedance of resistance 1/Dp. It should be noted that operating conditions
exist where the optimal load resistance which should be presented by the interface circuit is not
simply given by 1/Dp.
A different optimal resistance exists if the generator is operating off resonance and still a
different expression can be found for the optimal resistance if the generators proof mass becomes
displacement limited, which may be the case if the parasitic damping can be made small [29].
However, whilst the optimal load resistance may change depending on the operating condition, in
all these cases, there is an optimal impedance that should be presented by the power electronics
interface circuit (Fig. 2.14) to the electrical terminals of the micro-generator’s transducer.
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Figure 2.14: Interfacing the power processing electronics to the electromagnetic energy harvester
equivalent circuit model.
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2.2.3 Interface Electronics for Electromagnetic Harvesters
There are some general requirements when interfacing to an electromagnetic transducer in a
vibration-driven micro-generator and these are:
• Voltage step-up capabilities.
• Emulation of a resistive load for impedance matching purposes (the series reactance of the
harvester is assumed to be small at the source vibration frequencies).
• Rectification of the generated voltages and output voltage regulation.
The simplest electrical interface for an electromagnetic harvester consists of a step-up trans-
former which feeds two Schottky diodes (D1 and D2) and a capacitor (C) which acts as a storage
component, as shown in Fig. 2.15 [54]. Due to the sinusoidal nature of the input vibrations, the
output voltage from the electromagnetic harvester is AC. Using a transformer, the typically low
transducer output voltage (tens or hundreds of mV) is up-converted through the use of an appro-
priate transformer turns ratio. However, it should be noted that to achieve a sufficiently large turns
ratio, the transformer windings will have larger parasitic resistances and reactances. Rectification
of the stepped-up voltage is achieved by diode, D1, which conducts during one half of the AC
output voltage followed by D2 in the other half. This technique of using diodes to rectify the AC
voltages from vibration-based energy harvesters is quite common [55–57].
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Figure 2.15: A simple electrical interface circuit which rectifies and steps-up the voltage from an
electromagnetic energy harvester, reproduced from [54].
55
In the configuration shown in Fig. 2.15, only one diode conducts during each half cycle of the
input vibration when compared to a standard diode bridge thus minimising the effect of diode volt-
age drop, although this can still pose a problem. This configuration does not perform an impedance
match between the electromagnetic harvesters source impedance and the interface electronics and
therefore maximum power is not transferred from the harvester to the load. Nonetheless, the sim-
plicity of the arrangement in achieving rectification and voltage step-up is an advantage of this
method.
Alternatively, voltage multipliers such as the Villard multiplier (Fig. 2.16) and the Dickson
multiplier have been used to boost the voltage from the transducer [58]. Cascading multiple stages
of the Villard multiplier will result in greater step-up ratios on the voltage from the transducer.
One benefit of this approach over the previous arrangement is the ability to step up without us-
ing magnetic components (reduces the effects of component parasitics), which favours integrated
fabrication techniques. Again, such an approach fails to provide an impedance match.
D1
C1
C2
D2
C3
D3
C4
D4 CVIN (AC)
2 • VIN 4 • VIN
Energy
Harvester
Figure 2.16: Using a Villard voltage multiplier for voltage up-conversion, reproduced from [58].
Mitcheson et al. proposed a dual-polarity boost converter that interfaces an electromagnetic
generator as a potential solution to provide rectification, an impedance match, voltage step-up
and output voltage regulation (3.3 V) all in one circuit [52]. This converter, shown in Fig. 2.17,
provides low-voltage rectification of the positive and negative half cycles of the generated volt-
age: two boost converters are activated alternatively to rectify the AC voltage from the harvesters
output. The dual-polarity nature of the converter removes the need for a diode bridge rectifier.
Additionally, the circuit performs voltage step-up if the output voltage from the generator is in-
adequate to supply a CMOS or TTL device directly or to ease subsequent processing and energy
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storage. Within the boost converter, the authors recommended the use of synchronously switched
MOSFETs or Schottky diodes to reduce the effects of power losses in the converter. The circuit
was simulated using PSpice where the converter was operated at a duty cycle of 90 % with the
switching frequency set to 50 kHz and a sinusoidal voltage source with a peak voltage of 95 mV
represented the generated voltage from a electromagnetic generator. Details of the power con-
sumption of the interface electronics was not provided in the publication.
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Figure 2.17: A dual-polarity boost converter, redrawn from [52].
In [59], Maurath et al. reported on an adaptive impedance matching technique utilising
switched capacitor arrays. The proposed circuit, depicted in Fig. 2.18, consumed less than 50 µW
(from simulations) and is geared towards self-powered applications for energy harvesters. Typ-
ically, the output current from a microgenerator is quite low (less than 1 mA) which was why
an on-chip capacitor-based impedance matching circuit was chosen as an interface to the gener-
ator. If the voltage across the switched capacitor array is half that of the generators voltage, an
impedance match exists between the generators internal resistance and the load. This is an at-
tractive impedance matching technique because it negates the need for current sensing within the
power converter. The capacitors in the switched-array are charged to (0.5Vgen+∆Vcharge) during
a charging time period and then the switch toggles to the other state whereby the capacitors will
then discharge to a storage capacitor that feeds a boost converter. At the end of the discharge
cycle, the voltage across the capacitor array will decrease to (0.5Vgen−∆Vcharge). The switching
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frequency for these capacitor arrays depends on the value of ∆Vcharge: a small ∆Vcharge increases
the conversion efficiency of the circuit . The control of the circuit was not described in the paper
in detail but it is likely that some measurement of the transducer open circuit voltage is needed
when the operating conditions of the harvester changes.
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Figure 2.18: Adaptive impedance matching technique using switched capacitor arrays, redrawn
from [59]
A prototype of a digital signal processing (DSP) circuit having a low-power voltage regula-
tor powered by its own electromagnetic-based vibrational energy harvester was developed and
reported by Amirtharajah and Chandrakasan in [60]. The generator was predicted to be able to
produce 400 µW of power whilst the power processing DSP circuit consumed 18 µW. A buck
converter was used to step-down the generated voltage and was used as the supply to a voltage-
controlled oscillator (VCO). Output voltage regulation was achieved by comparing the frequency
of the VCO, fvco, to a reference value, fref , and changing the duty cycle accordingly. When the
generator was excited at an amplitude of 2 cm and frequency of 2 Hz, which is a typical vibration
characteristic when a person walks, an average output power of 400 µW was generated over 2 sec-
onds. This was sufficient to operate the DSP chip for 23 ms, equating to about 12000 instruction
cycles at a clock frequency of 500 kHz. A bootstrap circuit switches between the regulated out-
put voltage and an external power source that is used during start-up. The authors highlight the
drawbacks associated with duty cycle values undergoing limit cycles because the error that was
fed back to the control loop had a digital resolution of only 2 bits. These limit cycles will cause
the output voltage to oscillate around its target value and the amount of variation depends on the
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resolution of the digital controller. However, it is possible to solve this issue by implementing a
more precise control function using a proportional and integral controller that accumulates the past
and present error values. In the paper, the concept of maximum power transfer from the generator
was not discussed and this could potentially hinder the performance of any low-power electronics
attached to the generator.
2.2.4 Interface Electronics for Piezoelectric Harvesters
The typical electrical equivalent circuit of a vibration-driven piezoelectric harvester is shown in
Fig. 2.13(b). When considering the design of interface circuits for electromagnetic devices shown
in Fig. 2.13(a), power extraction from the transducer was maximised when the interface circuit was
set to have an input impedance of 1/Dp, assuming that the generator was operating at resonance
and that no other constraints (such as displacement limit of the mass) were in operation. This
argument is valid as long as the reactance of the transducer is negligible and this is frequently
the case for the electromagnetic harvester (although not always). However, the shunt capacitance
of piezoelectric transducers can never be neglected because of the low coupling coefficient of the
piezoelectric material.
A poor coupling between the mechanical and electrical domains of the piezoelectric mate-
rial means that the transformer component in Fig. 2.13(b) is a step-up transformer with a high
turns ratio. This effectively results in very little voltage across the primary side of the transducer.
Therefore, at resonance, the mechanical motion of the transducer (its maximum displacement) is
set almost entirely by the mechanical parasitic damping on the primary side of the transformer
rather than the electrical loading. Consequently, the generated piezoelectric current is almost in-
dependent of the electrical loading on the generator and the equivalent circuit can be replaced with
a much simpler model as shown in Fig. 2.19.
In Fig. 2.19, the frequency of the current source is the same as the mechanical vibration and its
magnitude is set by the properties of the piezoelectric material (which determines the capacitance)
and the parasitic damping (which determines the amplitude of mechanical motion). Therefore, it
was shown in [30] that the maximum power that can be dissipated in a linear load resistance (or
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into an interface circuit with an equivalent input impedance) occurs when the load resistance is
given by:
RL =
1
ωCT
(2.2)
IIN CT RL
Figure 2.19: Simplified model of a piezoelectric generator with poor electromechanical coupling.
It is clear that in this case, the power that can be extracted from the circuit is limited by the
intrinsic shunt capacitance of the piezoelectric material. However, if an impedance match as per
(2.2) was presented to the piezoelectric harvester, the mass could potentially hit the end-stops
of the harvester. This is because the electrical damping force from an optimal load resistance
is not large enough to damp the motion of the mass when the displacement of the harvester is
significantly larger than the maximum displacement limit of the proof mass. Unlike the power
processing circuits presented earlier in this literature review, a conventional impedance match
utilising a large shunt inductance to tune out the parasitic capacitance would be the best method
to use in order to prevent the proof mass from needlessly dissipating energy at the end-stops.
Early work on piezoelectric harvesters made use of this resistive match to maximise power
output by measuring power dissipated in a simple load resistor [39, 61], although more recent
work has attempted to overcome this limitation by using timed switching elements instead of
optimised linear resistive loads. To increase the power output over what can be achieved with a
linear resistive load, two steps can be taken:
• Pre-biasing the piezoelectric material before mechanical work is done against it.
• Synchronously extracting charge from the piezoelectric element rather than continuous ex-
traction into a linear resistive circuit.
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When a piezoelectric material is strained in one direction in open circuit, the resulting charge
displacement causes a force which tries to move the material back to an unstrained state, similar
to that in an electrostatic spring, causing work to be done in straining the material. If a charge is
placed onto the material forcing it to become strained in one direction before the material is forced
to move in the other direction by an external force, more mechanical work can be done as the force
presented by the piezoelectric material has increased and therefore, more electrical energy can be
generated. This is illustrated in Fig. 2.20.
Rest state: zero charge
Maximum positive charge: 
Negative pre-bias
Maximum negative charge: 
Positive pre-bias
Figure 2.20: Pre-biasing of a piezoelectric cantilever will increase the damping force, redrawn
from [62].
When the piezoelectric cantilever is strained upwards to its maximum displacement such that
a positive charge would be generated by the deflection of the material if in open circuit, a negative
pre-bias voltage is applied to the material allowing increased mechanical work to be done as the
cantilever deflects in the opposite direction (downwards). The contrary applies when the free end
of the piezoelectric cantilever is at the maximum downwards position. If the applied bias, VB ,
is large compared to the piezoelectrically induced voltage change, ∆Vp, the force magnitude will
now be constant at approximately αVB , rather than oscillating in the range ±α∆Vp. The voltage
on the piezoelectric material is then as sketched in Fig. 2.21.
This technique of pre-biasing was originally proposed by Taylor et al. in [63], however Guy-
omar et al. were the first to apply the technique in the low-power energy harvesting domain which
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Figure 2.21: Piezoelectric voltage when operated with pre-bias and synchronous discharge, repro-
duced from [62].
was reported in [64]. An increase in output power (when dissipated in an optimal load resistor)
of approximately ninefold (from 0.6 mW to 5.3 mW) was demonstrated by inverting the charge
from the piezoelectric material at the extremes of the motion. The piezoelectric transducer ter-
minals were also connected to a bridge rectifier and smoothing capacitor, allowing the extraction
of power in a useful and stable DC form. In [64], the explanation of improved power output is
given in terms of the non-linear functioning of the circuit, but it is the increased mechanical force
due to the resultant cell biasing that is the essential origin of the increased output power. The
disadvantage of this technique is that the charge extraction from the piezoelectric material can-
not be controlled independently of the voltage on the output side storage capacitor. Ultimately
this means that the pre-charge bias cannot be optimised for the particular vibration source and
mechanical generator characteristics because it is dependent on the storage capacitor voltage and
load resistance. In other words, the optimal electrical damping cannot be set independently of the
capacitor voltage.
The latest results from Garbuio et al. are presented in [65], where they proposed a synchro-
nised switch harvesting on inductor circuit with magnetic rectifier (SSHI-MR). This circuit, shown
in Fig. 2.22, utilises a transformer with a turns ratio that is much greater than one. The transformer,
with two anti-parallel primary windings, allows conversion of the AC piezoelectric voltage to DC.
Switches S1 and S1′ (serially connected to each primary winding) are closed when the displace-
ment of the piezoelectric element reaches its maximum and minimum points respectively. These
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switches are alternatively opened at half the resonating time period of
√
LC0, which arises from
the series combination of L and C0.
In Fig. 2.22, the transformer lowers the threshold at which the diode conducts to VD/m where
m is the turns ratio of the transformer. This could potentially give a significant reduction in the
diode conduction losses when compared with a full diode bridge directly connected to the circular
piezoelectric material [65]. In the experimental measurements reported in [65], a harvester of
diameter 24 mm and thickness of 0.04 mm was used. When the harvester was subjected to a
displacement amplitude of 23 µm and vibration frequency of 1 kHz, the SSHI-MR technique
resulted in a harvested power of approximately 400 µW when an optimal load resistor is used. It
was reported that the SSHI-MR circuit consumed roughly 5 % of the harvested power, allowing for
a self-sufficient energy harvesting system implementation. The harvested power is 56 times greater
than when a conventional diode bridge rectifier was used in place of the transformer — signifying
the importance of reducing the power losses inherent in discrete power electronics components
such as diodes and that of increasing the coupling via non-linear techniques.
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Figure 2.22: Synchronised switch harvesting on inductor (SSHI) with a magnetic rectifier circuit
as proposed by Garbuio et al., redrawn from [65].
In an attempt to allow optimal pre-biasing without dependence on the status of the load circuit,
i.e. capacitor voltage or load resistance, Dicken et al. presented a new approach to increasing the
output power from piezoelectric energy harvesters by pre-biasing combined with a synchronous
charge extraction circuit [62]. The key potential improvement of this approach over the techniques
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presented by Guyomar et al. is that the pre-charge bias circuit and piezoelectric generation cycle
can be completely isolated from the output side circuitry and in this case, there is no such thing
as an optimal load resistance, only an optimal pre-bias voltage. The optimisation of the energy
capture by this circuit therefore only depends on the pre-bias voltage applied to the piezoelectric
device. The prototyped circuit is shown in Fig. 2.23.
Figure 2.23: Piezoelectric pre-biasing circuit with synchronous charge extraction, reproduced
from [62]. It should be noted that the orientations of the MOSFETs in this diagram
are upside down, i.e. the drain and source terminals should be swapped.
MOSFETs 1 to 4 are used to pre-bias the piezoelectric material at the extremes of the cycle.
MOSFETs 5 and 6 are used to extract the energy from the piezoelectric material to the output
stage just before pre-biasing occurs. The diodes are present to allow recovery of energy stored in
inductors to the power supply.
The energy stored in the piezoelectric materials intrinsic capacitance is proportional to the
square of the voltage generated by its deflection. If additional charge was added to the piezoelectric
material prior to the generation of charge due to mechanical deflections, more work is required to
charge the intrinsic capacitance as the material flexes. This is because the voltage of the charge
will be higher when compared to the situation where no initial charge was present (no pre-biasing).
Once the energy generated from the previous half cycle of the mechanical deflection is discharged,
the piezoelectric material will be pre-biased at its maximum and minimum deflection positions
before the material deflects in the opposite direction.
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The results presented in [62] and reproduced in Fig. 2.24, showed that the pre-biasing tech-
nique produced a net output power of about 1 mW at a pre-bias voltage of 12.5 V. This is an
increase of roughly ten times the output power compared to that using a simple optimal load re-
sistance. Presently, this technique has not shown as much increase in power over a simple optimal
resistor as that shown by Guyomar et al., although in the experimental results shown in Fig. 2.24,
the breakdown of the semiconductors was the limiting factor.
Figure 2.24: Improvements in the net output power when pre-biasing was used compared to using
just an optimal resistive load, reproduced from [62].
Lefeuvre et al. describe a power optimization method using buck-boost converters to harvest
ambient mechanical vibrations using a piezoelectric generator in [66]. The authors have included
a diode rectifier and smoothing capacitor between their piezoelectric generator and the buck-boost
converter. A buck-boost converter has an advantage of being able to perform voltage step-up
and down as compared to buck or boost converters which can only step-down or -up respectively.
Their method makes use of prior knowledge of the load impedance that results in maximum power
transfer from the PZT generator and the buck-boost’s input impedance was set to match that value.
In the experimental tests, they have managed to perform an impedance match between the range
of -6 % to 37 % of the desired value of 12 kΩ.
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2.2.5 Interface Electronics for Electrostatic Harvesters
The electrostatic energy harvester typically uses a moving plate capacitor in order to convert ki-
netic energy into electrical energy. The existence of a non-constant valued capacitor makes it
difficult to model an electrostatic generator using linear circuit components. Figure 2.13(b) can
be an approximate model for this type of harvester but it does not necessarily provide insight into
how the device operates. It is, however, possible to derive the optimal operation of an electrostatic
energy harvester using the capacitor voltage and thus, to determine the optimal operation of the
interface electronics so as to realise the equivalent of an impedance match for the electrostatic
case.
There are two main techniques which have been reported to realise an electrostatic energy
harvester and these are: switched systems and continuous systems [67]. In switched systems,
the connection between the transducer and the interface electronics involves a reconfiguration of
the system, through the operation of switches, at different parts of the energy generation cycle.
Switched transducers can be further divided into two main types:
• Constant charge.
• Constant voltage.
When the transducer is operated under constant charge, an external voltage source is used
to prime the variable capacitor and it is disconnected entirely from the capacitor. As the moving
plate of the capacitor is subjected to a mechanical vibration, the amount of charge in the transducer
remains constant but the voltage across the capacitor varies. Under constant voltage operation, an
external voltage source is permanently connected to the capacitor as it is subjected to an external
mechanical excitation. During this time, charge will be extracted from the capacitor at different
stages of the mechanical excitation.
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Switched Systems: Constant Charge Operation
An example of the interface electronics for a MEMS-fabricated electrostatic energy harvester in
constant charge operation was reported by Mitcheson et al. in [68]. The prototype was fabricated
using deep reactive-ion etching and the movable capacitor plate had an active area of approxi-
mately 200 mm2. In Fig. 2.25, at around 50 ms, the capacitor is pre-charged, at maximum capac-
itance, to around 30 V. After some time, the acceleration of the source motion causes the plates to
separate. This operation is done under constant charge and so a large increase in voltage can be
seen. Once the electrodes reach maximum separation, the capacitor is discharged. This generator
was shown to generate around 12 µJ from an input motion of 40 Hz and 6 mm amplitude.
Figure 2.25: Simulated and experimental data for an electrostatic generator operating under con-
stant charge, reproduced from [68].
A suitable power conversion circuit for this generator is the half-bridge step-down circuit
shown in Fig. 2.26 which was reported by Stark et al. in [69]. The half-bridge has been cho-
sen so that a boot-strap drive can be used to turn on the high-side semiconductor switch, in this
case a MOSFET. Although the generation cycle time is long (circa 10 ms) and unpredictable, the
power converter need only operate for less than 1 ms to completely discharge the capacitor and
so the boot-strap technique is viable. It is desirable to use an integrated inductor, and inductance
values in the range 1 µH – 10 µH appear to be achievable [70]. The discharge of the generator will
occur in a short current pulse and controlling this current through chopping would require a high
switching frequency and consequently the associated power losses will be undesirable, hence the
circuit operates in a one-shot mode.
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Figure 2.26: Half-bridge converter proposed in [69]. The low-side MOSFET is only required for
bootstrapping the gate drive.
The operation of the circuit shown in Fig. 2.26 can be explained by splitting the operation of
the circuit into three phases, as shown in Fig. 2.27. As mentioned, the converter is used in a single-
pulse mode and the source is weak enough to be completely discharged within a few nanoseconds.
In the first phase, during the turn-on of the MOSFET, current flows into the diode to establish a
reverse bias and to allow the voltage across the MOSFET to reduce. This current is supplied by
the generator and is an unwanted loss of charge. During the second phase, the inductor current
increases and the generator voltage falls until the generator is completely discharged. At this point
the inductor current is at its maximum. In the final phase, the current free-wheels through the
diode until the inductor is demagnetized.
Figure 2.27: The three conversion phases in the half-bridge converter in Fig. 2.26, showing the
current paths when the MOSFETs were subsequently switched, reproduced from [69].
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In the previous example, interface electronics are required to charge the variable capacitor
through an external pre-charge power supply (probably battery) at maximum capacitance and to
discharge the variable capacitor through a load (or to recharge the battery) at minimum capaci-
tance. The discharge circuitry alone is not sufficient to make a working energy harvester system.
An example of a more complete system with both input and output side electronics for the elec-
trostatic transducer is shown in Fig. 2.28. In this circuit, the capacitor acts as a physical charge
pump. Diode D1 will conduct when the variable capacitor is at its minimum position, i.e. when
the capacitance is maximum. Diode D2 will be on when the voltage at node “A” is greater than the
load voltage. Both the diodes will be off during rest of the vibration cycle period. Diodes with low
reverse leakage current are required for this application. Junction field-effect transistors (JFETs)
working in a diode mode were used in [71].
+
–
D1 D2
Variable 
Capacitor
Precharge
+
–
Storage
A
Figure 2.28: Basic charge pump circuit.
The basic circuit of Fig. 2.28 will eventually discharge the energy in the pre-charge source.
To avoid this, a flyback inductor was used as shown in Fig. 2.29 and this was reported in [72].
Charging and discharging of the variable capacitor is done using the charge pump circuit and the
flyback inductor was used to transfer the energy from the temporary storage capacitor, CSTORE .
Energy is stored in the inductor by turning on the MOSFET and when the MOSFET is turned
off, the inductor current will free wheel through diode DFLY . The MOSFET gate pulse need
not be synchronised with the vibration cycle, which is the case of modified charge pump circuit
(Fig. 2.29) and hence, the complexity of the circuit is reduced [72]. In addition to that, the system
is able to begin operation at very low generated voltages of approximately 89 mV. The authors
state that the power consumption of the interface electronics is dominated by the gate driver in the
flyback circuit which was switched at 475 Hz and consumes 50 nW.
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Figure 2.29: The schematic of a variable-capacitance energy harvesting system utilising a charge
pump and a flyback converter to deliver power to a resistive load, reproduced from
[72].
Switched Systems: Constant Voltage Operation
A brief review of the interface electronics for constant voltage electrostatic harvesters will be
presented to distinguish between the circuits used in constant charge devices.
In an effort to reduce the forward conduction losses in diodes, active switches are used in [73]
and the modified charge pump circuit is shown in Fig. 2.30. Control of the energy conversion
from the mechanical to electrical domain was implemented using low-power digital control cir-
cuitry consisting of a delay-locked-loop (DLL) capable of synchronising the energy extraction
mechanism to the source vibration frequency. Upon achieving this phase lock, the reference clock
in the digital circuitry will be in-phase with the motion of the generator’s moving plate. This en-
ables the generation of the timing pulses for the gates of SW1 and SW2. During the precharge
condition, SW2 is switched on to store energy in inductor, L. The stored inductor energy will be
used to charge the variable capacitor, Cvar, by turning on and off SW1 and SW2 respectively.
During the discharge period, the opposite switching sequence of the pre-charging condition will
be implemented to discharge Cvar. Simulation results of the digital control circuit in HSPICE
predicted a control overhead of around 3 µW. The electrostatic generator was predicted to produce
8.6 µW, leaving 5.6 µW of electrical power for the load electronics.
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(a) (b)
Figure 2.30: (a) A modified charge pump circuit that uses active MOSFET switches instead of
diodes to reduce forward conduction losses and (b) circuit waveforms when the
switches SW1 and SW2 were switched on and off. Both images were reproduced
from [73].
Another example of a power processing circuit for a voltage constrained electrostatic micro-
generator is shown in Fig. 2.31. During the pre-charge condition, S2 and S5 are switched on to
store energy in the inductor, L. Switches S3 and S4 will be turned on by simultaneously turning
off S2 and S5 to charge the variable capacitor, Cvar. The unidirectional switch S1 is turned on
to allow the current to flow from Cvar to the battery. When the variable capacitor has reached
its minimum capacitance value, S1 will be turned off. In order to completely recover the charge
across the variable capacitor, Torres and Rinco´n-Mora used used a reverse switching sequence of
the pre-charge condition [74].
L
Battery Cvar
S4
S1
S2 S3
S5
Figure 2.31: Power processing circuit for a constant voltage electrostatic microgenerator for
battery-charging applications, reproduced from [74].
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Continuous Systems
In continuous systems, an electrostatic energy harvester is always connected to a load and voltage
source that provides the polarisation voltage. An example of this is a voltage source, a resistor and
a variable capacitor connected in series, as depicted in Fig. 2.32. Altering the capacitance value
by physically moving the electrodes relative to each other will always result in a charge transfer
between the electrodes through the load resistance, causing work to be done in the load. The use
of controlled switches, as previously discussed, complicates the implementation of the harvester.
Furthermore, the circuitry required to control the switches consumes some of the generated power
and in some instances, the use of a continuous system is preferred.
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Figure 2.32: Schematic of a variable capacitance electrostatic harvester polarised by an electret,
redrawn from [75].
Sterken et al. have shown in [75,76] that continuous systems can be implemented using a vari-
able capacitor with an electret that provides a constant polarisation source. The micromachined
prototype of a 0.1 cm2 electrostatic microgenerator (comb structure) using silicon-on-insulator
(SOI) methods was predicted to be able to generate 50 µW. An electret pre-charges the moving
plate of the capacitor, up to a limit of 50 V to prevent clamp-down,which is suspended by me-
andered beams that function as springs. The lateral displacement of the moving plate changes its
capacitance and charge, thus causing a current to flow through the load resistor, R, located on the
left of the schematic diagram shown in Fig. 2.33. This load resistor is representative of prospective
power management electronics to condition the power from the electrostatic generator.
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Figure 2.33: Cross section (top) and side view (bottom) of the micromachined electrostatic gener-
ator, reproduced from [76].
2.2.6 Discussion
A summary of the key points from the review of the power management electronics for the three
transduction mechanisms considered in this section will now be presented.
The interface electronics for an electromagnetic transducer has to perform voltage rectification
and step-up because of the low AC output voltages (typically less than 1 V) from the harvester. In
most cases, rectification was implemented using diodes and voltage step-up was achieved using
either a boost converter or a voltage multiplier. Maximum power transfer for an electromag-
netic harvester requires an impedance match between the coil and load resistances if the parasitic
damping is small and the device is not displacement limited. The generated electrical power is
maximised when both the electrical and parasitic damping are equal, i.e. the coil parameters, flux
density of the magnets and load resistance should be altered such that the electrical damping is
equal to the parasitic damping [36].
The majority of work on the interface electronics for vibration-driven energy harvesters has
been for piezoelectric transducers. They are regarded as easier to interface to because of the com-
paratively higher output voltages. For this reason, a step-down converter may be required in the
load electronics in addition to voltage rectification. Typically, the output impedance of piezoelec-
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tric harvesters is large, greater than 1010 Ω, because the parasitic capacitance of the material, CT ,
is often in the pF range. An impedance match in the form of an optimised resistive load will
result in maximum power transfer from the transducer, for a particular excitation frequency. How-
ever, a linear resistive load might not create an electrical damping force that is sufficiently large
to prevent the mass from dissipating energy at the end-stops of the system. Alternatively, the use
of pre-biasing techniques and timed switches to synchronously extract charge from the transducer
ensures optimal and adaptive operation of the harvester, irrespective of the load resistance [62,65].
Electrostatic harvesters typically generate high output voltages (> 100 V) at low currents. The
output impedance of this transducer is determined by the variable capacitance of the structure
which changes according to the mechanical force that it is subjected to. A priming voltage is
needed prior to its operation and this is often provided by an electret [76]. For switched electro-
static systems, electrical charge is extracted from the transducer using controlled switches which
increases the complexity of the implementation. Therefore, continuous electrostatic systems are
sometimes preferred due to their relative simplicity compared to their switched counterparts.
There are a few design techniques and considerations from this review that can be used for the
gravitational torque energy harvesting system and these are:
• Voltage rectification is often required and it is crucial that the diode voltage drop is min-
imised. This can be achieved by using a dual-polarity boost converter described in [52] or a
transformer to lower the threshold at which the diode conducts [65].
• Low power microprocessors operated at low duty cycles is the preferred option when a
control algorithm for maximum power extraction is required [11, 60].
• An adaptive power processing stage is preferred rather than an optimal solution that applies
to a single operating condition because the ambient energy source characteristics can change
over time.
• A holistic approach to a self-powered energy harvesting solution is lacking in the literature
and the design of a truly optimised system should consider the interaction between the
transducer and power management electronics.
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2.3 Scaling Laws
A review on the scaling laws affecting miniaturisation processes was included because the rota-
tional generator reported here has the possibility of being implemented in the mm-scale range.
In [77], Trimmer presents an intuitive formulation on the scaling of parameters in MEMS
devices using matrices. Prior knowledge on how certain device parameters such as acceleration
and time are affected by the device’s dimension is required. Each parameter can be represented
by a scaling variable, L, which is a linear dimension of the device. As an example, the mass of an
object, m, scales as L3 because the mass’ density is proportional to its volume whereas a frictional
force, F , scales as L2 because it is dependent on the area of the mass in contact with a surface.
Combining these two parameters and using Newton’s third law, F = ma, the acceleration, a,
of a mass across a surface scales as L−1. The author concludes that forces like surface tension,
L1 and biological forces from muscles, L2 can be very useful if manipulated properly in small
devices. Forces that scale as L2 might result in an output power per unit volume that scales as
L−1. Shrinking the dimension by a factor of ten will result in a ten times increase in the output
power per unit volume.
For a rotation-driven electromagnetic generator such as the one proposed in [49], the output
power (for a given rotation speed, ω) when dissipated on a resistive load is proportional to V 2out/R,
where Vout ∝ L2ω and the resistance of a piece of wire (or armature windings in the case of
motors) is inversely proportional to its length, R ∝ L−1. Therefore, output power scales as
L3ω2. For a constant rotation speed, the power density of the generator will scale as ω2, i.e.
independent of the linear dimensions of the generator.
In [78], Trimmer and Gabriel stated that ω scales as L−1. In other words, smaller rotary
devices will be able to achieve higher rotational speeds than their larger counterparts. This implies
that the output power from a rotational generator will scale as L. When this is compared to the
output power from a vibration-driven inertial energy harvester, Y0Zlmω3/2, which scales as L2,
a rotational energy harvester will produce output power levels which are an order of magnitude
larger than their vibration counterparts for a given device volume.
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2.4 Rotational Energy Harvesting
There may exist situations where a self-powered wireless sensor system, which encompasses wire-
less transmission of the sensor data for condition monitoring purposes, needs to be mounted on
a rotating machine, transport vehicle or a turbine. Vibration-driven energy harvesters have been
used to power these sensors by converting the vibrations associated with the rotational motion of
the host structure into usable electrical power. The PMG FSH vibration-driven energy harvesters
from Perpetuum [79] have been deployed in the transportation industry where they are capable of
supplying 20 mW (5 V at 4 mA) for input accelerations of up to 0.5 g RMS applied at the tuned
resonant frequency of the device. Meanwhile, the VEH-460 electromagnetic energy harvester
from Mide´ [80] is capable of providing 5.2 mW of rectified DC power at an input acceleration of
0.1 g at 60 Hz.
In [81], Yeatman presented analysis on energy harvesters which rely on rotating proof masses
which are driven by linear or rotational motion of the host structure. Comparisons were made with
inertial energy harvesters where a suspended proof mass moves linearly within the device frame
when subjected to a vibrating source. Two types of proof mass oscillatory behaviour were consid-
ered in this paper: non-resonant and resonant. In the non-resonant rotational energy harvester, the
maximum output power obtainable is comparable to harvesters with a proof mass that experiences
linear internal motion, which according to Mitcheson et al. in [29], is mY0Zlω3/2 when the mass
traverses an internal travel range of Zl. When the non-resonant rotational device was excited by a
linear vibration source, the output power is proportional to ω3Y0 and it is proportional to ω3Ω0 for
excitations from a rotational source where Ω0 is maximum angular position of the device frame.
In the resonant rotational device, the output power was found to scale with the mechanical quality
factor of the device which inherently will degrade the output power once the source rotation fre-
quency deviates from resonance. In addition to the aforementioned devices, the author proposed
using a continuous rotation source which would be coupled to the frame of a non-resonant gener-
ator and relying on gravity as a means to counteract the electrical torque from a velocity damper.
This will create a difference in the angular speeds of the mass and device frame, allowing power
to be extracted from the harvester.
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A vibration-based piezoelectric generator capable of harvesting energy from the inner tread
of a vehicle tire is presented by Keck in [82]. The proposed harvester was used to power a tire
pressure sensor (which included wireless data transmission) and was designed to replace coin-
shaped batteries typically used in a TPMS module [83]. The device, shown in Fig. 2.34, was
designed to resonate between 550 Hz – 600 Hz as a trade-off between the vibration frequencies
at different car speeds. With a total device volume of 128 mm3 (without load electronics), the
harvester offered a 95 % volume reduction when compared to a CR2450 lithium coin-shaped
battery. Measurements of the device’s output power peaked at roughly 80 µW for a linear car
speed of 80 kmh−1, allowing a transmission period of 5 seconds at a rate of once every minute.
The author stated the difficulties involved in maintaining reliable power generation and device
robustness during high rotation speeds as a cause for concern.
(a) Schematic of the PZT generator (b) Size of the PZT generator (right) compared to a
CR2450 coin-shaped battery (left)
Figure 2.34: Piezoelectric generator reported by Keck, reproduced from [82]
Lo¨hndorf et al. evaluated the possibilities of using energy harvesters to power tire pressure
monitoring systems (TPMS) due to the availability of a multitude of mechanical vibration sources
in industrial and automotive machines [83]. An in-plane vibration-driven electrostatic energy har-
vester (which was mounted on the inner tread layer of the tyre) was chosen with the intent of
miniaturising the harvester using MEMS technologies in future iterations of the device. Simula-
tions of the device’s output power indicated that the device is capable of harvesting almost 8.5 µW
when the vehicle’s linear speed is 50 km·h−1. The authors state that the simulation parameters
will be available in a future publication. The output power was observed to vary proportionally
with vehicle speed, implying that the vehicle’s vibrations followed a similar trend. However, the
authors acknowledge the fact that the generated power (tens of µW) for this device is insuffi-
77
cient to power commercially available TPMS modules which require 200 µW, as cited from [84].
A significant reduction in the power consumption of the load electronics is required in order to
favourably integrate energy harvesters with TPMS modules.
In [85], Manla et al. reported a non-resonant vibration piezoelectric generator which is capable
of harvesting energy from a rotating disk. Their device consisted of a ball bearing enclosed in a
hollow tube with piezoelectric transducers located at both ends. Two possible orientations of the
generator were discussed: the generator’s tube (frame) can be placed either tangentially or radially
on the rotating disk. Gravity causes the ball bearing to shift its position as the tube rotates along the
disk. The movement of the ball within the generator’s frame was unrestricted, unless of course, in
the tangential case where the bearing was susceptible to direct centrifugal forces. At high rotation
speeds this could result in the bearing being pushed permanently onto one end of the transducer.
Nonetheless, in the radial alignment case, experimental measurements have shown that 4 mW of
output power was obtainable at a rotation speed of 800 RPM. If the bearing was removed, output
power generation is solely dependent on the deflection of the piezoelectric transducer and the
measured output power dropped by three orders of magnitude. This highlights the importance of
the impact force that the bearing has on power generation in this device.
Gu and Livermore presented experimental results of a passive self-tuning piezoelectric beam
that harvests energy from rotational motion [86]. The PZT beam was aligned radially on the
rotating host with the fixed point of the beam (of length, l) positioned at a distance, r, from the
axis of rotation. When the beam experiences a centrifugal force, the beam stiffness and resonant
frequency will change. By altering the values of l and r, the authors were able to tune the resonant
frequency of the harvester to track that of the driving (host) frequency over a reported range of
0 Hz – 21 Hz, with a maximum frequency mismatch of 0.5 Hz at a driving frequency of 6.2 Hz
(8 % error). The tuned harvester achieved a maximum output power of approximately 0.7 mW
at a source frequency of 13.2 Hz (this is equivalent to 970 RPM). With this self-tuning feature,
the harvester showed a significant increase in output power, over a bandwidth of 8.2 Hz, when
compared to the same device without frequency tuning.
There has been an extensive amount of published work on kinetic energy harvesters driven
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by ambient vibrations from a rotating machine. However, none of these harvesters have been
designed to scavenge energy directly from the rotation source. From a practical standpoint, using
a vibration-driven energy harvester on rotating machinery does have its drawbacks. The source
vibrations have a fixed amplitude and frequency spectrum and a vibration energy harvester is
designed for normal operating conditions of the host structure. There is nothing that can be done
to increase the harvested power although it may well increase due to imminent failure of the host.
For the commercial devices reported in [80, 87–89], when the vibration frequency deviates from
resonance, the output power decreases, which is expected of resonant energy harvesters.
Broadly speaking, even if the source vibration frequency (ω) is increased, this will cause a re-
duction in the source vibration amplitude (Y ) for a fixed acceleration level (A = ω2Y ) [5,36,90].
Unless of course, the machinery dissipates more energy in the form of vibrations during its oper-
ation, which implies that the machine is nearing the end of its operational lifetime. Furthermore,
a brand new and well-designed machine should not vibrate at all which is a disadvantage in using
vibration-driven energy harvesters on rotating machinery. According to Bartsch et al. in [91],
the trajectory of the proof mass must be aligned in the direction of the source excitation and in
the case of vibrations from rotating machinery, this axis is not well defined. Thus, the source
vibration spectra must be obtained beforehand in order to optimally position the vibration-driven
energy harvester on the host structure.
In cases where the energy harvester is used to supply a self-powered, battery-less wireless
sensor node, as much of the source energy must be converted into usable electrical power such
that excess energy can be pushed into a storage element such as a supercapacitor to account for
any irregularities in the source excitation. On top of that, the output power from a rotational energy
harvester is not bounded by the restrictions posed by the quality factor of vibration-driven resonant
energy harvesters. This effectively removes the need for resonant harvesters that can only produce
useful output power levels at a particular vibration frequency.
The advantages of using vibration-driven energy harvesters on rotary machines can be sum-
marised as follows:
• The harvester can be easily mounted on the chassis of the machine where the vibrations are
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prominent which is the case for the Perpetuum PMG FSH energy harvester [79].
• If the harvester was designed to operate under resonance, i.e. the resonant frequency of the
device matches that of the source excitation frequency, maximum power can be harvested
so long as the vibration spectrum of the host structure does not change.
On the other hand, the disadvantages are:
• The vibrations on the rotating machinery are a by-product of the rotation and exist when the
machine is not functioning properly due to misalignment of components or wear and tear
of the mechanical parts. As a matter of fact, the vibration levels in well-made machines are
small (20 mg – 150 mg) [5].
• The rotating machinery has to operate at a fixed speed otherwise the vibration spectrum of
the host will be different to that of the vibration energy harvester.
2.5 Conclusions
Among all the energy harvesters reported to date, miniaturisation of electrostatic harvesters have
been more promising than the other transducer technologies in terms of the creation of true MEMS
devices utilising MEMS fabrication techniques at typical MEMS device scales. This is because at
smaller dimensions, the scaling laws favour electrostatic forces which scale between L1 and L2,
compared to electromagnetic forces which scale between L3 and L4, where L in this case is the
largest dimension of the device [77]. In addition to the aforementioned scaling laws, moving plate
capacitor structures have been extensively used in MEMS-based accelerometers manufactured by
companies such as Analog Devices and ST Microelectronics. Therefore, widespread fabrication
of electrostatic devices using MEMS techniques is economically feasible and can be easily inte-
grated with power management electronics using conventional microfabrication technology [12].
Consequently, the power electronic circuits for electrostatic energy harvesters have generally been
designed with a view to the fact that the output power of a MEMS-scale device is very low, in
the 1 µW – 100 µW range. The very small power output and the high voltages generated place
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difficult constraints on the power electronics in terms of minimising the off-state conductances
and parasitic capacitances [92].
Generally, the efficiency of an energy harvester depends on both the mechanical and electrical
efficiencies. Having high generator efficiencies will be ineffectual if the power conversion stage
dissipates too much power due to switching and conduction losses. While it may be impossible
to avoid parasitic components, it is possible to choose and design the components to reduce the
losses to a bearable level. The interface electronics for energy harvesters should be designed such
that charge cannot leak through the electronics when the current is not drawn from the transducer.
This prevents a loss of charge through a leakage current path when the harvester is in operation.
Typically, the immediate interface to an energy harvester is a rectifier stage after which the
generated voltage is regulated across a load. From a survey of the published literature, rectifica-
tion can be achieved using either a diode bridge or an adaptive dual-polarity switch-mode power
converter and the latter presents three advantages over diodes:
• Voltage step-up can be achieved during the positive and negative half cycles of the generated
AC voltage.
• An adaptive impedance match between the transducer and interface electronics can be
achieved by controlling the duty cycle of the switch-mode power converter.
• The generated voltage will not be reduced by two diode voltage drops which occurs when a
diode rectifying bridge is used.
The novelty in the work reported in this thesis lies in the direct conversion of ambient con-
tinuous rotational motion into usable electrical power using a conventional rotating machine, in
this case a DC generator, rather than harvesting the vibrational energy from rotating machines. A
rotational energy harvester differs from a conventional generator firstly in that it should normally
apply a mechanical load small enough not to substantially impede the source motion. Secondly, it
will typically be desirable to attach the harvester to the rotation source at a single point, without the
need to anchor it to a stationary structure. The latter requirement creates a need for a mechanism
to oppose the source rotation, which will be demonstrated in due course, can be straightforwardly
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provided by gravity, with the limitation that the axis of rotation or a significant portion of it is
horizontal, i.e. perpendicular to the gravitational force.
In Chapter 3, the working principles of a DC generator configured to harvest energy from
a rotation source will be presented, followed by experimental results from a proof-of-concept
gravitational torque harvester. As with most rotational devices, the alignment of the rotation axis
constitutes a key aspect of its functionality and the issue of using the harvester in an off-axis
application will be discussed. The use of a DC generator in this research simplifies the power
management electronics because the rectification stage is not necessary. A boost converter will be
used to perform an impedance match with the rotational energy harvester by controlling the duty
cycle of the converter. Changes in duty cycle will result in altering the current drawn from the
harvester such that it meets a demand value set by the armature resistance and output voltage from
the harvester. Excess energy from the harvester will be pushed into a an energy storage element
with the aim of implementing a rotational energy harvester powered wireless sensor node.
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Chapter 3
Gravitational Torque Harvester
3.1 Introduction
Rotational motion can be turned into electricity using various methods, with an electromagnetic
generator being a common transduction mechanism. Conventionally in a power station, the rotor
of the generator is driven by a prime mover and the stator is bolted to the floor. When current flows
in the generator, a torque on the rotor acts to reduce the velocity of the prime mover which in turn
causes a torque on the stator, which coincidentally, is prevented from moving due to its fastenings.
A conventional generator has, as a matter of fact, two attachment points: the rotor is fastened to a
turbine shaft or a rotation source and the stator is anchored onto the ground.
Whilst this arrangement of a generator has been the pie`ce de re´sistance of modern day elec-
tricity generation in a power station, it is inconvenient to have two attachment points in small
scale power generation from an energy harvesting system. In light of the work undertaken in
this project, which is to harvest energy from a continuous rotation source, the rotational energy
harvester should have a single attachment point, in the same way that inertial, single attachment
point harvesters are preferred for generating power from reciprocating linear motion. However,
if the stator is not fixed, the torque generated by the current would cause the rotor and stator to
synchronise. A novel solution is to use gravitational force to generate a counter-torque that will
oppose the torque generated by the prime mover, which in this case, is the rotating host.
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In a practical conception and throughout the work conducted in this thesis, a gravitational
torque was provided by unbalancing either the rotor or stator with an offset mass. Essentially,
this imposes a difference in the angular speeds of the rotor and stator in order to harvest power
from a continuous rotation source, assuming that the entire setup has its axis of rotation aligned
perpendicularly to gravity. As one part rotates with the source, the other is held in position by the
mass. The gravitational torque from this offset mass will generate an opposing torque to the elec-
trical torque produced by the generator due to the rotation source. This encapsulates the general
idea behind the gravitational torque harvester — a gravitational torque counteracting the torque
produced by the generator, which in turn produces power harvested from the rotation source.
Potential sources of ambient rotational energy are from vehicle wheels or industrial rotating
machinery where the rotation of the host structure is prevalent compared to the vibrations due
to the rotation of the host. In this case, the gravitational torque harvester can be used to power
sensors or devices that provide condition monitoring of the host structure, examples of which
include tyre pressure monitoring systems and tachometers. The harvester is deemed to work best
when the host structure does not experience linear vibrations which might cause wear and tear of
the rotating components in the harvester. In addition, the method in which the gravitational torque
is generated from an offset mass has a fundamental requirement that the mass does not flip over
and synchronise with the rotation source and this will be elaborated further in Section 3.3.2.
3.2 Mechanical Modelling of a Gravitational Torque Harvester
Figure 3.1 shows two possible configurations of a gravitational torque harvester (or rotational
generator). Normally, the chassis of a generator is stationary (stator) and the shaft rotates (rotor).
Figure 3.1a depicts a conventional configuration where the shaft of a generator is coupled to a rota-
tional host (or source) from which energy is harvested. An offset mass is attached to the stator and
as the rotor spins, the stator will be held in position by the gravitational force acting on the mass.
As current is drawn from the generator, the torque between the stator and rotor is counteracted by
the gravitational torque from the offset mass and power is generated. In the configuration depicted
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in Fig. 3.1b, the shaft is stationary and the chassis rotates. There is no preferred configuration of
the rotational energy harvester but whichever implementation is utilised, the weight of the offset
mass and generator must not substantially load the host structure mechanically.
Figure 3.1: Possible implementations of the gravitational torque harvester: (a) the rotation source
is coupled to the generator shaft, with an offset mass attached to the generator chassis;
and (b) the rotation source is coupled to the chassis with an offset mass mounted on
the shaft.
The resultant gravitational torque generated from the rotation of the offset mass from its ver-
tical position will form the basis of the transduction mechanism of the generator. As the offset
mass rotates, its gravitational torque will oppose the torque generated from the rotation source and
the difference in these two torques will cause power to be generated, which can then be dissipated
onto a load. In a conventional generator, the counter-torque (gravitational torque) is provided by
anchoring the generator’s chassis to a non-rotating structure, while the rotor is coupled to a rotation
source.
When dealing with rotational motion, it is preferable to use torques instead of forces to analyse
the mechanical behaviour of the bodies in question. Fig. 3.2 indicates the direction of the torques
present for a rotational energy harvester configured as shown in Fig. 3.1a. Here, the mass is
represented by m, the acceleration of gravity is g, the distance from the centre of the mass to the
axis of rotation is L, the deflection angle from the vertical axis is θ, and finally, the source rotation
speed is labelled as ω.
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Figure 3.2: Schematic of the gravitational torque harvester.
In Fig. 3.2, a conventional DC motor is employed with its rotor coupled to a continuously
rotating source and an offset mass is attached onto an otherwise axially symmetric stator at a dis-
tance L from the generator’s axis of rotation. Assuming that current is drawn, by connecting a
finite load to the generator’s output terminals which in turn allows power to be drawn, the mag-
netic torque will initially rotate the stator along with the rotor and source rotation. This creates a
gravitational torque which is given by (3.1).
Tgen = mgL sin (θ) (3.1)
The motor torque from the resultant rotation of the rotor can be expressed by (3.2) where KE
and IA are the motor constant and armature current of the generator. The units of KE are given as
either V·RPM−1 or V/rad·s−1.
Tm = KEIA (3.2)
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This leads to an expression for the net torque in the generator-mass embodiment.
Net torque = KEIA −mgL sin (θ) (3.3)
Certain manufacturers do not quote the value of KE in their data sheet however, KE can be
determined experimentally and this will be detailed in Section 3.4. Either configuration shown in
Fig. 3.1 will not affect the value of KE when it is measured experimentally.
For a fixed value of θ and if the mechanical system is in steady state, there will be no net torque
between the generator and the offset mass. This implies that both the motor and gravitational
torques are equal. Therefore, the solution to (3.3) = 0 indicates how much the mass will displace
itself from the vertical axis when the rotor spins. When the deflection angle exceeds 90◦, the mass
will flip over and continuously rotate around the generator, that is to say, the stator will rotate
almost synchronously with the rotor. Consider a scenario where the gravitational torque equals
the motor torque, i.e. Tgen = Tm. The armature current reaches its maximum when the mass is
held at an equilibrium position of 90◦ under steady state conditions (net torque is equal to zero).
This maximum armature current, IA(max), is given as:
IA(max) =
mgL
KE
(3.4)
For rotating objects, the fundamental kinetic energy is a rotating body is 1
2
Iω2 where I is the
moment of inertia of the rotating body. Under steady state conditions, the gravitational torque is
maximised when θ = 90◦ leading to a maximum value of mgL. This maximum torque is the
limit at which stable power generation is feasible. Therefore, the maximum power that can be
extracted from the generator for a given angular rotation speed of the source, ω, is:
Pmax = mgLω (3.5)
Having examined the mechanical behaviour and power generation limits of the gravitational
torque harvester, the next step is to analyse its electrical behaviour.
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3.3 Electrical Modelling of a DC Generator
The electrical equivalent circuit of a DC generator can be represented by the schematic in Fig.
3.3 [93]. In this figure, RA and RL are the armature and load resistances respectively whereas XA
and XL represent any reactance present in the motor windings and the load. V (t) and IA (t) are
the time varying voltage and armature current from the generator.
V(t)
XL
RL
DC Generator External Load
RA XA IA(t)
Figure 3.3: Electrical equivalent circuit of a DC generator.
In an energy harvesting system, it is crucial to maximise power transfer from the harvester to
a load. To achieve this, there is a well known and fundamental requirement that the impedance
of the load should be closely matched to the source impedance (details of this impedance match
will be discussed later in this section). This technique is also known as impedance matching and
is prevalent in radio frequency electronics to reduce signal reflections from a load, back to the
source. One common example would be headphones having specific impedances to match that of
audio amplifiers.
Referring to Fig. 3.3, the magnitude of the armature current is given by (3.6). In this equation,
ZA = RA + jXA and ZL = RL + jXL.
|IA| = |V ||ZA + ZL| (3.6)
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The electrical power dissipated on RL is
Pelec = I
2
rmsRL =
|V |2RL
|ZA + ZL|2
(3.7)
3.3.1 Maximum Power Transfer
The maximum point of (3.7) occurs when ZL = Z∗A i.e., a complex conjugate match exists be-
tween the load and armature impedances, which means
RL = RA and XL = −XA (3.8)
The armature windings will have some reactance, XA = jωL and in this work, this reactance
is negligible because the AC components in the generated voltage would be due to the oscilla-
tions of the offset mass about a fixed point and this tends to be of very low frequency. In other
words, when the rotational generator is connected to a rotation source which starts off at zero and
increases to a certain speed, the offset mass will deflect to a certain angle. Once the source speed
reaches a steady state (becomes constant), the mass will oscillate about a fixed point because the
gravitational torque continuously opposes the motor torque, assuming that the mass does not flip
over and synchronise with the source. Thus, the load resistance only needs to be matched to the
armature resistance. Consequently, the electrical power dissipated on a load resistance is
Pelec =
|V |2RL
(RA +RL)
2 (3.9)
Taking the derivative of dPelec
dRL
and setting the result to equal zero, the maximum achievable
electrical load power is given by (3.10) where RL = RA.
Pelec(max) =
V 2
4RL
(3.10)
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In the case of the gravitational torque harvester, V (t) will be substituted with EG which is the
output voltage of the generator. EG can also be expressed as the product of angular speed, ω with
the motor constant, KE , as shown in (3.11).
EG = KEω (3.11)
Thus, the electrical power dissipated in a load resistor can be rewritten as
Pelec =
(KEω)
2RL
(RA +RL)
2 (3.12)
As an example, a Matlab simulation of (3.12) was conducted with a DC voltage source having
a series resistance of 1 kΩ, connected to a continuous variation of load resistances which ranged
from 100 Ω to 2 kΩ. The results plotted in Fig. 3.4 confirms that maximum power is dissipated in
the load resistor only when a resistive impedance match was achieved.
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Figure 3.4: Variations in the power dissipated on different load resistances connected to a DC
voltage source with a fixed series resistance.
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3.3.2 Condition for Flip Over
From (3.10), it is possible to derive an expression for the maximum rotation speed before the
offset mass flips over, i.e. the flip over speed, ωf , by noting that the total electrical power is
twice that of the load power expressed in (3.12). At speeds greater than ωf , which is given in
(3.13), the generator will continue to harvest energy, but the motion of the offset mass will now be
significantly chaotic and the output power levels are likely to decrease. In addition, the strain on
the shaft coupler will most likely increase when the mass flips over because of the gravitational
torque during each revolution of the mass around the generator.
ωf =
2mgL
K2E
RL (3.13)
When the offset mass flips over, it will rotate synchronously with the rotation source. It does
not matter how the harvester was configured, i.e. whether the offset mass was attached to the stator
or rotor (Fig. 3.1), eventually there will be no relative angular displacement between the stator and
rotor of the harvester. As such, there will not be an induced EMF in the armature windings and
hence, power is not generated at all. Example practical situations where flip over can occur is
when the rotational energy harvester was utilised on a vehicle wheel. In this case, there is a high
possibility of the offset mass flipping over when the vehicle accelerates, goes over a speed bump
or is ground to a halt.
There are two possible ways to prevent the offset mass from flipping over, one of which is
adjust the variables in the expression for ωf or by imposing a limit on the current drawn from the
generator as the source speed approaches the flip over value, i.e. reducing the motor torque, Tm.
The current limit approach will be discussed and demonstrated in Chapter 7.
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3.4 Initial Experiments
3.4.1 Proof-of-Concept Rotational Energy Harvester
A proof-of-concept experiment for this type of energy harvester was devised using two DC motors
whereby one was configured as a rotation source, the other as the harvester. An offset mass was
attached to the stator of the generator motor and both rotors were coupled together such that
the source rotation feeds directly to the rotor of the generator, as shown in Fig. 3.5 which is
essentially the configuration described in Fig. 3.1a. In the figure, a gearbox is attached to the
rotational generator. However, this gearbox was not in used in the experiments reported in this
section of the thesis. An identical DC motor was used which was not connected to a gearbox and
the experimental parameters are listed in Table 3.1.
Figure 3.5: Experimental setup of the generator and rotational source.
92
Table 3.1: Experimental parameters of the gravitational torque harvester in the preliminary ex-
periments.
Parameter Value
KE 0.0247 V·RPM−1
RA 1.1 Ω
m 20 g
L 20 mm
The motor constant, KE , of the generator was predetermined experimentally by coupling a
rotation source to the generator’s rotor and measuring the open circuit output voltage. No offset
mass was used when determining the value of KE . Fig. 3.6 shows a plot of the open circuit
generated voltage against the rotation speed, from which the gradient is the measured KE for this
particular generator.
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Figure 3.6: Experimental measurements to determine the generator’s motor constant.
The voltage drop across the load resistor was measured and with an optical tachometer [94],
the angular speed of the coupled shafts, ω, was read. Fig. 3.7 shows the measured output power
for load resistances of 0.5 Ω, 1.2 Ω, 5.1 Ω and 10 Ω. The highest output power (for a given rota-
tion speed) was obtained when the load resistance was almost matched to the armature resistance
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(1.1 Ω) of the generator, as predicted by (3.8). This reinforces the expected basic behaviour of
this type of energy harvester where the output power varies with the rate of rotation squared, in
accordance with (3.12).
0 1 2 3 4 5 6 7 8
0.2
0.4
0.6
0.8
1.0
1.2
Source Rotation [kRPM]
O
ut
pu
t P
ow
er
 [W
]
 
 
0.5 Ω
1.2 Ω
5.1 Ω
10 Ω
Matched
Figure 3.7: Measured output power for the specified load resistances when RARM = 1.1Ω.
3.4.2 Modelling the Flip Over Speed
The measured and modelled flip over speed of the offset mass are plotted against load resistance in
Fig. 3.8. Intuitively, the flip over speed should increase with load resistance, as a consequence of
a decrease in armature current and the associated reduction in motor torque, Tm. The theoretical
model which excludes the drag between the rotor and stator was obtained by adjusting (3.13) to
the case where the load resistance does not equal the armature resistance, resulting in (3.14).
ωf =
mgL
K2E
(RL +RA) (3.14)
It is evident that (3.14) somewhat overestimates the flip over speed. A more accurate model
was derived by including the torque due to the cogging torque between the stator and rotor, which
is dependent on the rotation speed. This additional cogging torque adds onto the motor torque
and counteracts the gravitational torque, causing the mass to flip over at a lower rotation speed.
In other words, should the harvester be at rest (no source rotation), the permanent magnets inside
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the stator will attract the armature windings and thus, tilting the offset mass at an angle prior to
the start of the experiment. Analytically, the equation describing the torques in the mechanical
system is now is given by (3.15) where θnl is the deflection angle of the offset mass under no-load
conditions.
K2Eω
RL +RA
= mgL [1− sin (θnl (ω))] (3.15)
0 2 4 6 8
10
20
30
40
Load Resistance [Ω]
Fl
ip
−o
ve
r S
pe
ed
 [k
RP
M]
Figure 3.8: Flip over speed plotted against load resistance when RARM = 1.1Ω: theoretical
model without cogging torque (circles); experimental (crosses) and model with cog-
ging torque included (squares).
The value of sin (θnl (ω)) can be approximated by fitting a function to the graph of measured
deflection angle θ, against rotation speed for the open circuit condition (no motor torque), as shown
in Fig. 3.9. This equation is:
sin (θnl) = 2.66× 10−5ω + 0.40 (3.16)
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Figure 3.9: Estimation of the drag torque between the stator and rotor under no-load conditions
using the measured deflection angle θnl.
Using the expression for sin (θnl), (3.15) can now be used to find the drag-dependant flip over
speed, ωf (drag).
ωf (drag) =
RL +RA
K2E
mgL︸ ︷︷ ︸
β
[
1− (2.66× 10−5ωf (drag) + 0.40)]
ωf (drag) =
0.593β
1 + 2.66× 10−5β (3.17)
Even though the drag-inclusive model fits the measured flip over speed better, in this case,
ωf(drag) is slightly underestimated when compared with the linear model and measured values of
the flip over speed in Fig. 3.8. One possible explanation for this is the contact friction between the
brushes and commutator of the generator was neglected and this friction is quite likely to be speed
dependent.
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3.4.3 Using a Gearbox to Extend the Operating Range
Initial results from the test bench earlier in this section indicate that maximum power was obtained
when the load resistance was matched to the armature resistance. Likewise, the offset mass had a
greater tendency to flip over at lower load resistances because a higher armature current is being
drawn from the rotational generator, leading to an increase in the motor torque.
There are limitations to the amount of power that is harvested when the rotational generator
is operating at low source rotation speeds because the output power is proportional to the rotation
speed, ω. This can be improved by attaching a gearbox to up-convert the source rotation speed.
The attachment of a gearbox is shown schematically in Fig. 3.10. In this schematic, the gearbox
will rotate synchronously with the offset mass.
Figure 3.10: Schematic description of a gearbox attachment between a rotation source and a ro-
tational generator.
Thus, for a particular generator volume, output power is always limited by the source rotation
speed. Additionally, for micro-electromechanical systems (MEMS) or other miniature implemen-
tations, it is difficult to achieve large motor torques except at very high rotation speeds, so the
maximum achievable electrical power before the offset mass flips over cannot be reached.
Figure 3.5 shows the experimental setup of the rotational generator and includes a gearbox
to up-convert the source rotation speed (the gearbox was not used in the earlier experiments).
In this prototype, the gearbox was already mounted onto the chassis of the rotational generator.
This eliminates the need to accurately align the rotor of the generator into the gearbox by hand.
However, this setup differs from the schematic in Fig. 3.10 in that the gearbox rotates along with
the generator.
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The graph in Fig. 3.11 shows the advantages of using a 1:15 gear ratio (N ) to up-convert the
source rotation speed. Although, there is a drawback in using higher gear ratios as this would
imply having to use more gears to achieve the higher gear ratio and therefore, more torque is
required to overcome the static friction in the gear teeth. The use of gear boxes will benefit a
rotational energy harvesting system where the source rotation speed is insufficient to generate the
required output power levels for the application. With a gear box in place, the offset mass will flip
over at ωf/N instead of ωf .
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Figure 3.11: Comparing the advantages of using a gearbox to up-convert low source rotation
speeds to obtain more output power.
3.5 Off-Axis Operation
Whilst there are many applications in which the rotational generator could be used with the centre
of rotation of the generator aligned with the centre of rotation of the rotation source, there are
certainly applications in which this might not be feasible or where off-centre attachment of the
rotational generator would significantly reduce the complexity of installation. Furthermore, even
when it is possible to mount the generator on-axis, there will always exist some degree of mis-
alignment between these two axes. A schematic of the generator mounted off-axis is shown in
Fig. 3.12 and in this part of the text, it will be beneficial to define the variables that describe the
mechanical behaviour of the generator when mounted off-axis. These are listed in Table 3.2.
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Figure 3.12: Schematic of the rotational generator when mounted off-axis.
Table 3.2: Mechanical parameters for the rotational generator when mounted off-axis.
Parameter Definition
lG Distance between the axis of rotation to the centre of the rotational generator [m]
lm Distance between the centres of the mass and rotational generator [m]
θG Deflection angle of the rotational generator with respect to the vertical axis of the host [◦]
θm Deflection angle of the offset mass with respect to the vertical axis of the host [◦]
θ˙G Angular speed of the rotational generator [RPM]
θ˙m Angular speed of the offset mass [RPM]
If the centres of rotation are misaligned by increasing the distance between the axis of rotation
to the centre of the rotational generator, lG, the entire generator is subjected to a centrifugal force.
This has the effect of causing the offset mass, m, to flip over and be thrown outwards resulting
in a decrease in the rate of change of (θG − θm). As it is this rate of change that causes power
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to be generated, this off-axis orientation of the generator will tend to reduce the power generated.
However, if the mass is not flipped over or subjected to an excessive centrifugal force, the rate of
change of (θG − θm) is the same as in the on-axis case.
As shown in Fig. 3.12 [95, 96], this mechanical arrangement is inherently that of the double
pendulum, where the inner link, lG, is driven at a constant rotational speed, i.e. θ˙G is constant.
The equation of motion describing the rotation of the mass, m, through the angle, θm, is given by:
θ¨m =
1
lm
[
lGθ˙
2
G sin (θG − θm)− lGθ¨G cos (θG − θm)− g sin (θm)
]
−
K2E
(
θ˙m − θ˙G
)
2mRAl2m
(3.18)
Equation (3.18) is the well-known equation of motion for a double pendulum [97], with an
additional term
K2E
(
θ˙m − θ˙G
)
2mRAl2m
added to represent the damping due to the generator’s torque.
Analytical solutions to the motion of the double pendulum system are not possible even when θ˙G
is constant because as can be seen from (3.18), the system is non-linear and is in fact chaotic.
When the rotational generator is mounted off-axis, the host structure will be imbalanced by
the weight and asymmetrical position of the generator from the center of rotation. One way to
counteract this asymmetrical arrangement is to use two generators, each located equidistant from
the center of rotation and opposite one another. Utilising two generators will increase the total
generated power from the rotation source and possibly the integration of additional sensors or
electronics.
3.5.1 Modelling the Off-Axis Behaviour
Due to the difficulty of solving (3.18) or gaining insight of the system behaviour analytically,
it was decided that basic understanding of the off-axis system could be obtained by numerical
simulation and therefore, a Simulink model of a generator mounted off-axis was built. This model
implements (3.18), with the values of the physical parameters taken from those of the generator
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used in the experimental work (shown in Fig. 3.5 with the parameters from Table 3.1), under
matched load conditions (RL = RA). The host rotation speed was linearly increased from zero to
50 rad·s−1 (approximately 500 RPM) and the model was simulated for 100 seconds.
When there is no non-linear effect, i.e. lG = 0, the Simulink model is expected to generate
power which is proportional to the square of rotational angular velocity. This behaviour is con-
firmed by the results from the simulation and is illustrated by the quadratic line in Fig. 3.13. Also
shown in this figure is the instantaneous power for offset distances (lG) of 0.1 m and 0.02 m after
applying a moving average filter on the results. Observing the results in Fig. 3.13, power initially
rises as in the on-axis case, but with oscillations of increasing magnitude. For the larger offset
distance of 0.1 m, the centrifugal force eventually dominates the gravitational effect and the power
begins to drop.
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Figure 3.13: Graph of generated power as the host rotation speed is increased linearly from 0 to
480 RPM for the labelled offset distances, lG.
In Fig. 3.14, the vertical axis shows the number of revolutions the offset mass makes for offset
distances of 0.02 m and 0.1 m. The source rotation speed was set to ramp up linearly from zero
to approximately 500 RPM (just like in the previous figure) and in this plot, the horizontal axis
was limited to 250 RPM to accentuate the behaviour of the mass during off-axis operation. After
a certain speed, the mass will flip over and make a complete revolution about the generator’s axis.
Following that, the gravitational torque from the mass will counteract the generator’s motor torque
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and this is the cause of the oscillations present after each revolution. As expected, the larger offset
distance of 0.1 m resulted in the mass flipping over at a lower source rotation speed.
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Figure 3.14: The deflection angle of the offset mass, θm, normalised with respect to one revolution
around the rotational generator’s axis (360◦) for offset distances of 0.02 m and 0.1 m.
Prior to the mass flipping over, the oscillations that it undergoes become larger as the source
rotation speed is increased. This is due to the tangential acceleration that the mass experiences as
it traverses around the host rotation structure. Depending on the deflection angle of the mass (θm)
and where the generator is on the host structure, the tangential acceleration of the mass will either
increase or decrease the gravitational torque that the off-axis system experiences.
Figure 3.15 shows a comparison of the number of revolutions the mass makes when the source
rotation speed was linearly increased from zero to approximately 500 RPM, with the same simu-
lation parameters as before. When the generator is mounted 0.02 m away from the source axis, it
begins flipping over at about 175 RPM and as the source rotation is increased, the bar plot indi-
cates that the mass flips over more frequently. Beyond 350 RPM, the mass begins to flip over more
frequently and this resulted in a greater decrease in output power. For the 0.1 m offset, the increase
in mass revolutions is more gradual which suggests that the centrifugal force is more dominant for
larger offset distances and that output power will tend to roll off much faster and at lower source
rotation speeds.
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Figure 3.15: A comparison of the number of revolutions that the offset mass makes when the ro-
tational generator is mounted 0.02 m and 0.1 m away from the axis of rotation for a
simulation time of 100 seconds.
By comparing the attainable output power for the offset distances of 0.02 m and 0.1 m, the
larger offset resulted in significantly more output power before the offset mass synchronises with
the rotation source. In the off-axis case, the output power of the rotational generator is propor-
tional to the square of the difference between the rotation speeds of the generator and offset mass,
(θ˙G − θ˙m) and this is shown in Fig. 3.16 as the absolute terms of the speed differences, without
scaling them to rotation squared. These plots highlight the fact that for larger offset distances,
the tendency for both the rotor and stator to synchronise is much greater and this is evident from
the rapidly decreasing difference between θ˙G and θ˙m. The speed range chosen for Fig. 3.13 was
significantly lower than for the experimental on-axis values of Fig. 3.7 because of the low flip
over speeds encountered at higher offset distances. Nonetheless, the on-axis case in Fig. 3.13, i.e.
lG = 0, agrees well with the matched load line in Fig. 3.7.
The flip over behaviour is further illustrated in Fig. 3.17 where the relative angular position
of the generator is plotted for lG = 0.1 m. In the first instance, this angle rises rapidly since
the rotor is rotating synchronously with the rotation source whilst the stator undergoes only small
oscillations. At approximately 80 RPM, the stator begins to flip over multiple times, but then stops
and this sequence of events occurs several times. Finally, the motion of the stator is almost in sync
with the rotor, so that only small and decreasing oscillations in the relative angle (θG − θm) are
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seen, corresponding to a decline in power from 300 RPM onwards.
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Figure 3.16: Three separate plots of
(
˙θG − ˙θm
)
for generator offset distances (lG) of 0 m, 0.02 m
and 0.1 m.
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Figure 3.17: Relative angle between the generator and offset mass, (θG − θm), for lG = 0.1 m.
However, for the smaller offset distance of 0.02 m, the results plotted in Fig. 3.13 indicate
that the stator remains fixed in place by the gravitational torque such that the generated power
continues in a rising trend until approximately 400 RPM. In general, for large offset distances,
it is intuitive to expect a maximum limit on the rotational speed beyond which there is a notable
reduction in the achievable output power.
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3.5.2 Off-Axis Experimental Results
The test bench in Fig. 3.18 was manufactured to mount the rotational generator in an off-axis
position. This causes the generator to behave like a double pendulum with the first link being the
distance from the source rotation’s axis to the centre of the generator, lG, and the second link is
the distance between the centre of the generator to the centre of the mass, lm. The pre-drilled gaps
on the mounting plate allowed for offset distances in multiples of 0.5 cm, starting from 1.5 cm. In
addition, the generator can also be mounted on-axis.
Figure 3.18: Experimental setup to observe the off-axis behaviour of the rotational generator.
Obtaining experimental measurements from this off-axis setup was more complicated than in
the on-axis case described in Section 3.4 because of the centrifugal forces acting on the offset
mass. One end of a pair of wires were soldered onto the generator’s output terminals and the
other end was connected to terminals on a breadboard. The experiment was stopped once the
offset mass flipped over because the wires were tangled up. Various load resistors were connected
across these two wires to obtain the output voltages from the generator. The source rotation speed
was measured with an optical tachometer [94]. A different DC generator was used for the off-axis
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experiments because a larger shaft was needed to fit into the coupler. The motor constant of this
new generator is 133 RPM·V−1.
The graphs that will be shown in the subsequent figures were obtained from the experimental
setup shown in Fig. 3.18. At an offset distance of 0 cm, the generated output power should display
a square law dependency on rotation speed because it follows (3.12). It should be noted that
the simulation model created in Simulink did not account for any mechanical friction within the
generator. The off-axis simulation model was validated by testing it with an offset of 0 cm and
comparing the results with the experimental measurements. The results for the on-axis case are
plotted in Fig. 3.19.
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Figure 3.19: A comparison of the simulated (blue) and measured (red) output power for an offset
distance of 0 cm when load resistors of 1.5 Ω (circles) and 10 Ω (crosses) were used.
For a given source rotation speed, the difference between the simulated and measured output
power is different when either a 1.5 Ω or 10 Ω load resistance is used. If this difference was due
to frictional losses in the generator’s brushes and commutator (which are quite likely to be speed
dependent), then the same amount frictional losses should occur for a given speed, irrespective of
the load resistance. For example, at a source rotation speed of 1000 RPM, when RL = 1.5 Ω, the
difference in output power is 69 mW whereas when RL = 10 Ω, the difference is 5 mW. In this
case, the reason for the Simulink model overestimating the output power could not be solely due
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to the frictional losses in the generator. Further work needs to be done in developing the Simulink
model and this will be discussed in Chapter 8.
In Fig. 3.20, the offset distance was set to 1.5 cm and in the simulation, the output power
decreased by approximately 40 % when the source rotation speed was increased beyond 300 RPM
and 350 RPM for load resistances of 1.5 Ω and 10 Ω respectively. This could be due to the offset
mass flipping over multiple times at these higher source rotation speeds, whislt at the same time,
there is still a relative difference between the angular speeds of the rotor and stator such that energy
is still harvested, but at reduced levels. Intuitively, the offset mass has a higher tendency to flip
over when mounted off-axis or when a large current is drawn from the rotational generator. In the
experiments, no further measurements could be taken when the offset mass synchronises with the
source rotation speed. The experimental flip over speed for a 1.5 cm offset distance is 445 RPM
and 436 RPM for the load resistances of 1.5 Ω and 10 Ω respectively.
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Figure 3.20: A comparison of the simulated (blue) and measured (red) output power for an offset
distance of 1.5 cm when load resistors of 1.5 Ω (circles) and 10 Ω (crosses) were
used.
The results shown in Fig. 3.20 presents two key points that should be addressed in future
iterations of the Simulink model. Firstly, the simulated and measured flip over speeds differ by
approximately 145 RPM and 86 RPM for load resistances of 1.5 Ω and 10 Ω respectively. The
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simulation predicts a lower flip over speed than the observations from the experiments which
amounts to a significant difference in terms of the generated voltage from this particular generator,
i.e. 0.7 V – 1.1 V. Secondly, the simulated output power varies independently from source rotation
speed once the flip over condition occurs. Intuitively, once the mass synchronises with the source
rotation, the power generated should reduce drastically because the relative difference in angular
speeds between the rotor and stator will approach zero. As mentioned previously, the Simulink
model is an ideal representation of the off-axis generator and does not include any mechanical
frictional losses. A more detailed Simulink representation of the off-axis case may provide a
better insight into how the off-axis system behaves.
The difficulty in obtaining measurements was further accentuated at larger offset distances of
2 cm and 2.5 cm. The mass was observed to deflect outwards and it remained in that position due to
the centrifugal forces. In this case, the gravitational torque could not counteract the motor torque
from the generator. Therefore, the results shown in Fig. 3.21 and Fig. 3.22 indicate the detrimental
effects of larger offset distances which significantly reduces the amount of output power and the
range of source rotation speeds from which power can be generated reliably.
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Figure 3.21: A comparison of the simulated (blue) and measured (red) output power for an offset
distance of 2 cm when load resistors of 1.5 Ω (circles) and 10 Ω (crosses) were used.
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Figure 3.22: A comparison of the simulated (blue) and measured (red) output power for an offset
distance of 2.5 cm when load resistors of 1.5 Ω (circles) and 10 Ω (crosses) were
used.
It is worth noting from these preliminary results that the measured output power was not
affected by the offset distance until the point when the mass flips over. The off-axis behaviour
of the generator can be compensated by using a controller that alternates between two operating
regimes: performing an impedance match between the rotational generator and load electronics
and one that implements a constant current demand from the generator. In the latter case, the
input impedance of the interface electronics is no longer matched to the armature resistance and
as the source rotation speed increases, the current demand from the generator is held constant. For
a given source rotation speed, drawing less current from the generator reduces the motor torque
(KEIA) and thus, the mass is less likely to flip over and synchronise with the rotation source.
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3.6 Conclusions
In this chapter, the conditions to extract maximum power from the rotational generator were es-
tablished by using the electrical equivalent circuit of a DC generator. This was validated by ex-
perimental results on the prototype generator where an impedance match will result in maximum
power transfer from the generator (for both on and off-axis cases) to a resistive load impedance. To
ensure stable power generation, the offset mass must not flip over (synchronise) with the rotation
source and to prevent this from happening, a limit on the current drawn from the generator was
established.
The analysis of off-axis operation of the generator resulted in a double pendulum model of
the generator and consequently, the further the generator is mounted from the source rotation axis,
the mass behaves more unpredictably at lower source rotation speeds due to the centrifugal force
acting on the mass. Once the mass first flips over, it has a higher tendency to continue doing so if
the source rotation increases and this will eventually cause the rotor and stator of the generator to
synchronise, leading to a significant reduction in power generation.
This gravitational torque harvester will supply power to a self-sufficient and battery-less en-
ergy harvesting system, complete with a wireless sensor. The next step is to design the interface
electronics that will extract maximum power from the rotational generator. This circuit must be
able to regulate its input impedance according to the variation in its input voltage, in addition to
performing voltage step-up so that the excess harvested energy can be accumulated in an energy
reservoir or storage element. It is crucial that the energy harvesting system has energy storage
capabilities because of the intermittent nature of the source rotation. This allows the system to
sustain itself at times of low source rotation speeds or in the worst case, when the source stops
rotating.
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Chapter 4
Proof of Concept of Rotational
Harvester Circuitry
4.1 Conditions for Stable Power Generation
To find out how much usable electrical power that can be dissipated into a load or pushed into
an energy storage element, the electrical equivalent circuit of the generator and load must be
considered. This circuit was previously analysed in Fig. 3.3 and a simplified version of the circuit
is reproduced in Fig. 4.1 (the armature reactance is negligible at low frequencies and has been
omitted in this schematic).
Generator External load
EG
RA
RL
IA
+
–
Figure 4.1: Simplified DC model of the rotational generator.
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Current is drawn when a load is connected to the output of the rotational generator and this
causes the offset mass to rotate such that the gravitational torque, Tgen = mgL sin (θ) opposes
the motor torque, Tm = KEIA. For a particular source rotation, ω, the maximum limit on the
generated electrical power is mgLω, assuming that θ = 90◦, i.e. the offset mass deflects and is
held at 90◦ to the vertical axis. If this angle surpasses 90◦, both the stator and rotor will begin to
synchronise and power generation will reduce drastically.
Using this fundamental argument, the armature current that is drawn from the generator should
be such that the offset mass does not flip over or even better, is held at 90◦ to maximise the armature
current drawn. However, this setup only means that maximum power is generated, which does not
necessarily result in the most useful power as some power is wasted in the generator windings.
As previously discussed in Section 3.3, maximum power was transferred from the rotational
generator to the load when the load resistance was matched to the armature resistance (RL = RA),
i.e. assuming the electrical generator is generating, an impedance match ensures maximum power
is transferred to the load. This statement holds true for a given rotation speed and generated
voltage, EG. Therefore, there are two possible operating conditions that ensures maximum power
is transferred from the rotational generator to a load:
• The load impedance should be closely matched to the armature resistance of the generator
when the system operates at low rotation speed. The load resistance is fixed in this mode of
operation.
• With increasing rotation speeds and under matched load conditions, the offset mass will
eventually deflect to 90◦. At this point, the load impedance should be increased to reduce
the amount of armature current drawn and hence, prevent the mass from flipping over which
will result in the synchronisation of the generator’s stator and rotor which will cause a
significant reduction in generated power. As a consequence, the generator current should be
held constant in this operating mode to allow for continuous power generation.
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4.2 Interface Electronics Topology
Based on the two aforementioned operating conditions, the load resistor that is depicted in Fig.
4.1 must be able to dynamically adapt to the host rotation speed or in other words, the load should
change according to the generated voltage or the source rotation speed. Evidently, this warrants
the use of an interface circuit in place of the load resistor in order to allow the load impedance
to be varied and the power to be collected in a storage capacitor or battery, rather than dissipated
directly in a resistor. The input impedance of this interface circuit must therefore be controllable to
guarantee maximum energy can be harvested under all operating conditions, for a given armature
resistance, source rotation speed and setup.
The storage element can then power useful loads such as a transmitter that broadcasts the host
rotation speed (or other parameters) to a receiver. As a result, the interface electronics has to be
designed in such a way that it is able to push charge to an energy storage element(supercapacitors
or a battery) and to present to the rotational generator either a constant input impedance at low
rotation speeds or a constant current input at high rotation speeds. The topology for the chosen
interface electronics is as shown in Fig. 4.2.
RA
EG
Rotational 
Generator
Boost 
Converter
CSTORE
RL
Regulated
Buck 
Converter
VOUT
RIN
VIN
IIN
Figure 4.2: Topology of the interface electronics for the rotational generator.
A boost converter was selected as the direct interface to the rotational generator because it
is capable of smoothing the input current so that the input side of the converter appears to be
resistive. In addition, the converter will step-up the input voltage and store the excess energy in
the storage element which will be discharged at times of low rotation speeds to keep the interface
circuitry in operation.
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The storage element will serve two functions, a) as an energy reservoir — storing energy at
times of excess power generation (high rotation speeds) and discharging itself when the power
consumed by the interface electronics exceeds that of generation (low rotation speeds); and b) fil-
tering the output voltage of the boost converter to smooth out the intermittently harvested power
generation typical in energy scavengers. It is worth noting that storage capacitors will have larger
capacitances than typical filter capacitors on a boost switch mode power supply. Finally, the last
stage in Fig. 4.2 is a regulated buck (step-down) converter that maintains a constant voltage across
the load circuit which is represented by a resistor in the topology. This regulator must be a wide-
input device as the storage capacitor voltage may change substantially during its operation (charge
and discharge cycles).
Typically, a rotational generator may generate around 100 mW of power for the physical size
of the generator and the rotation speed of the host investigated in this thesis. At these power levels,
wide-input voltage switch mode power converters with output voltage regulation are commercially
available at a low cost and more importantly, with high efficiency. Therefore, the regulated buck
converter stage in Fig. 4.2 is readily available as an off the shelf component. Supercapacitors were
chosen as the storage element because of the potentially wide range of output voltages from the
boost converter and also because this rotational energy harvesting system must be self-powered
from the rotation source, negating the need for on-board batteries. With regards to the boost
converter, commercial products with the appropriate characteristics (input impedance control or
input current control) are not readily available and must be designed. The design, construction and
experimental measurements of this converter will be discussed in Chapter 5.
4.3 PSPICE Implementation
4.3.1 Modelling the Rotational Generator
A mixed electro-mechanical model of the rotational generator was modelled in PSpice using its
electrical equivalent of a DC generator shown in Fig. 3.3, using the equations of the mechanical
system in (3.1), (3.2) and (3.3). The series inductance due to the armature windings was neglected
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because at low frequencies, the reactance of the inductor approaches zero. The PSpice simulation
schematic is depicted in Fig. 4.3.
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Figure 4.3: PSpice model of the rotational generator.
A voltage ramp was used to simulate a periodic rotation source that increases linearly from
zero to a maximum value before decreasing to zero again. The generated voltage is labelled as EG
(product of KE and ω) and it is connected in series with an armature resistance, RA. Equations
for the various torques as derived in (3.1, 3.2, 3.3) were implemented in the “Torque Calculations”
block. The angular acceleration of the offset mass (θ¨) was obtained from the net torque. Integration
of angular acceleration gives the angular speed of the mass, θ˙, which is also the rotation speed of
the generator’s stator. The difference between the rotation source and stator speed will give an
exact value of the relative speed (ω) that produces a voltage at the generator’s output terminals.
Calculation of the offset mass deflection angle was done by integrating the stator’s speed. Finally,
the armature current, IA, forms the input to the boost converter which will be analysed next.
4.3.2 Input Impedance Matching Algorithm
The use of a boost converter for input impedance matching can be visualised using the flow chart
given in Fig. 4.4. Given the typically small value of RA compared to the input impedance of a
device powered by this generator, a boost switch mode power supply (SMPS) was designed as the
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interface circuit because it is capable of stepping up the relatively low voltages from the generator
to store energy in a supercapacitor (or battery) and the inductor on the input-side is capable of
smoothing the input current from the generator and thus, emulate a resistive input impedance [98].
The input impedance (RIN ) of a boost converter can be altered to be less than its load impedance
(RL) by adjusting the duty cycle, δ, according to (4.1). However, (4.1) is only true for a resistive
load when the converter operates in continuous mode. So, a control loop is required because the
load resistance is actually a storage capacitor whose is voltage is constantly changing.
RIN = RL · (1− δ)2 (4.1)
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Figure 4.4: Block diagram of the input impedance matching procedure in the boost converter.
Using a sense resistor Rsense and a current sense amplifier, the inductor current can be mea-
sured. Seeing that the inductor current is the armature current from the generator, the input
impedance matching procedure will attempt to match this inductor current to a demand value.
This current demand value is obtained from the boost converter’s input voltage, divided by the
armature resistance, RA. Prior knowledge of RA is required and implemented into the control
algorithm beforehand. This provides an estimation of how much inductor current should be flow-
ing in the converter so that an almost ideal impedance match is presented between the armature
resistance and the load resistance that the generator sees. The error between the two currents is
then passed through a proportional and integral (PI) controller (the proportional and integral gains
were chosen by inspection) which calculates the required duty cycle that will match the measured
current as close as possible to the demand current.
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4.3.3 Output Voltage Regulation
In the earlier stages of this work, a regulated flyback (buck-boost) converter was used in place of
the regulated buck converter because of the possibility of having substantial voltage fluctuations
across the storage capacitor. The flyback converter’s ability to either step-up or step-down its input
voltage allows for output voltage regulation irrespective of the voltage fluctuations at the input.
A voltage control loop was designed such that it measures the output voltage from the fly-
back converter and compares it with a reference voltage. The procedure involved is shown in the
flowchart in Fig. 4.5 and it is similar to the current control loop shown in Fig. 4.4.
+
-
Verror Proportional 
Gain
δ Limit function
0 < δ < 1
Generate PWM signal
5 V
0
Flyback 
Converter
Vmeasured   =  Vout
Vmeasured
Vdemand
Figure 4.5: Flow chart of the output voltage regulation procedure in the flyback converter.
4.3.4 PSPICE Simulation Results
The circuit implementation of the boost converter and its input impedance matching controller
was constructed in PSpice. This circuit, shown in Fig. 4.6, was first simulated with a constant
input voltage to test the functionality of the controller. Analogue low pass filters were used to
remove the high frequency switching noise present in the waveforms due to the transistor’s high
switching frequency. It is crucial that the sense resistor be as small as possible due to the low
armature resistance of the rotational energy harvester. In addition to that, a Schottky diode was
used to reduce the on-state voltage drop when the diode is in conduction. An ideal switch was used
in place of a transistor in this simulation and a power MOSFET will be used when building the
circuit. It is worth noting that in most low power switch mode converters, synchronous rectification
would be the preferred choice in place of a MOSFET.
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Figure 4.6: PSpice circuit implementation of the current control loop for the boost converter.
Figure 4.7 shows the simulation results from the boost converter and its current control loop.
The controller in this simulation only has a proportional gain and its value was chosen based on
trial and error, which will then be properly designed later in this work. The top graph shows that
the error reduces to a negligible value within 2 ms of the simulation time and in the bottom graph,
the input impedance stays very close to the target value of 1.1Ω.
0
40
80
120
160
In
du
ct
or
 C
ur
re
nt
 [m
A]
0 1 2 3 4 5
1
2
3
Time [ms]
In
pu
t I
m
pe
da
nc
e 
[Ω
]
Average
Instantaneous
I
error
Idemand
I
measured
Figure 4.7: Top: Inductor currents — measured, demand and error. Bottom: Current control loop
performed input impedance matching to a value of 1.1Ω.
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Similarly, the flyback converter and its voltage control loop were simulated using a fixed input
voltage and an ideal switch in place of the switching transistor, to determine the correct basic func-
tions of the flyback controller. In Fig. 4.8, the flyback converter’s output voltage was compared
to a reference voltage. The difference between these two voltages will produce an error voltage
which was multiplied with a constant gain. Finally, the appropriate duty cycle is generated from
the error voltage.
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V_demand
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Flyback Converter
Voltage Control Loop
Duty Cycle Generation
Reference
Voltage
Measured Output Voltage
ABS
10k
R_loadL_flyback
1
2
1.59n
1
0
5
0
C_flyback
D_Schottky
5V
V_input
V_sawtooth
1E3 1E3
+ -
+ - Ideal_Switch
+ -
+ -
Figure 4.8: PSpice circuit implementation of the voltage control loop for the flyback converter.
The two plots in Fig. 4.9 are the simulated results from the circuit shown in Fig. 4.8. A
reference voltage of 5 V was set as the demand on the output of the flyback converter. The
output voltage overshoots past 20 V and it takes about 25 ms before the output voltage stabilises
at the reference value. During the overshoot, the duty cycle remains at zero to reduce the error
between the measured and reference voltages. Once the measured output voltage approximates
the reference value, the duty cycle begins to vary in order to maintain a regulated output voltage.
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Figure 4.9: Simulation results of the voltage control loop performing output voltage regulation at
5 V.
4.3.5 The Complete PSpice Model
Having verified the individual components of the interface circuitry, the circuit models described
in the previous sections were assembled together to represent the rotational generator’s electro-
mechanical behaviour and the associated power processing circuitry to achieve input impedance
matching and output voltage regulation. The complete circuit schematic is shown in Fig. 4.10
whereby the power converters and control loops were represented using hierarchical blocks to
reduce the clutter in the schematic.
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Figure 4.10: Complete PSpice simulation circuit consisting of the rotational generator and inter-
face electronics.
The simulation results of the complete PSpice circuit is shown in Fig. 4.11. The host rotation
speed was modelled using a ramp which increased linearly up to 3000 RPM and remains constant
before immediately decreasing to zero. As the speed increases, the storage capacitor charges up
and the current control loop matches the input impedance of the boost converter to the armature
resistance of 1.1 Ω. Once the rotation speed decreases to zero, the storage capacitor will discharge
to regulate the output voltage at 5 V. During this phase, power is not being transferred from the
rotational generator to the boost converter and hence, the converter’s input impedance RIN does
not need to be matched to the armature resistance and is left undefined. It takes roughly 30 ms for
the output voltage to stabilise at the reference value of 5 V and this is shown in the graph as -5 V
because the flyback converter has an inverted output.
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Figure 4.11: PSpice simulation results showing output voltage regulation at 5 V for an armature
resistance of 1.1 Ω and a load resistance of 10 kΩ.
4.4 Circuit Implementation
Figure 4.12 illustrates the block diagram of the circuit that was built on a stripboard to test the
simulated input impedance matching algorithms described in the earlier sections and for this rea-
son, a bench power supply was used to imitate the rotational generator’s EMF alongside a series
connected resistor to represent the armature resistance, RA. The proportional and integral (PI)
compensator was realised using a Microchip PIC18F1320 microprocessor [99].
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Figure 4.12: Schematic of the power processing circuitry.
Tuning of the PI controller gains was done by inspection; their values were chosen as a trade-
off on the amount of jitter present in the calculated PWM gate drive signal and the response time
of the controller. It takes around 3.3 ms to execute the control loop in the microprocessor, i.e.
the sampling time is 3.3 ms. Based on the error between the measured and demand currents, a
100 kHz PWM signal was generated from the PIC and was passed through a gate driver integrated
circuit. This was done to reduce the effects of switching losses associated with the Miller plateau
present in the boost converter’s switching transistor as the PIC current-drive capability is relatively
low. The code in the microprocessor was written in the C programming language and compiled
using Microchip’s MPLAB C18 Compiler [100, 101].
The storage capacitor, CSTORE accumulates charge when more power is being generated
than is being consumed by the load and it discharges when the power generated is insufficient to
supply the load. It is crucial that the output voltage from the interface circuit is regulated when
it is used to power a device. In this prototype, output voltage regulation was achieved by means
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of an off-the-shelf wide-input, regulated buck switch mode power supply from Recom [102]. A
dummy transistor, T1 was placed in series with the load resistor to simulate variations in the load
by switching it at a rate of 0.3 Hz. With T1 switched on, the buck converter will have to draw more
input current to regulate the output voltage and provide the required load current. On the contrary,
switching T1 off results in minimal current being drawn by the buck converter and therefore, the
charge on CSTORE will increase if the generated power exceeds that of the load power. This
demonstrates the capabilities of the storage capacitor to continuously provide sufficient power to
the load.
4.4.1 Boost Converter Characteristics
The boost converter in this implementation was not optimised and featured components that were
chosen to fulfil basic requirements such as low inductor current and output voltage ripple as well
as a small drain-source resistance in the switching transistor. Prior to testing the control circuitry,
the boost converter was independently characterised (regulated buck converter was disconnected
from the circuit) by applying a constant input voltage of 5 V and using a load resistance of 1 kΩ
at the boost converter’s output. The results are plotted in Fig. 4.13 indicating a maximum voltage
gain of roughly 5.2 at a duty cycle of 93 % before the voltage gain rolls off due to parasitics in
the circuit. Consequently, the microprocessor was hard-coded to limit the duty cycle to 93 % to
preserve a monotonic response between voltage gain and duty cycle.
The efficiency of this boost converter is shown in Fig. 4.14 where a input voltage of 5 V and a
load resistance of 1 kΩ was used to conduct this characterisation. A maximum efficiency of about
90 % was recorded and it begins rolling off once the duty cycle exceeds 80 %. The results from
these two characterisations is that this converter will not suffice if a self-powered rotational energy
harvesting system is to be realised. Hence, the voltage gain and efficiency characteristics will be
used as a benchmark to which an optimised boost converter (to be designed and built in Chapter
5) will be compared to.
To determine the impedance matching performance of the boost converter, the series con-
nected resistance (RA), which forms the converter’s input impedance, was set to a test value of
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Figure 4.13: Voltage gain characteristics of the boost converter.
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Figure 4.14: Efficiency of the boost converter (without optimisation) for an input voltage of 5 V
and a load resistance of 100 Ω.
9.1 Ω, which is the armature resistance of a new generator compared to the one used in the initial
experimental work involving the the setup shown in Fig. 3.5. Two values of load resistance (50 Ω
and 100 Ω) were connected across the storage capacitor (23 mF). As before, the regulated buck
converter was left disconnected from the circuit. The input voltage from the bench power supply
was changed from 0.3 V to 2.0 V and measurements of the input current were obtained from the
power supply itself. Figure 4.15 shows a proportional variation in input current to the changes
in input voltages, indicating that the input impedance of the boost converter remained constant at
9.1 Ω for the aforementioned different load resistances.
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Figure 4.15: Input impedance matching performance of the PI-controller.
Figure 4.16 illustrates the changes in duty cycle and correspondingly, the voltage across the
storage capacitor, while the boost converter’s input impedance was constantly matched to the
armature resistance of 9.1 Ω. Again, the regulated buck converter was removed and the load
resistance was connected across the output of the boost converter. The stability of the control loop
was accentuated by the inconspicuous deviations in the input current for the two load resistances.
Under steady state conditions, higher duty cycles will result in an increase of the voltage across
the storage capacitor and this was also observed in the results.
4.4.2 Experimental Results of the Interface Circuit
Having established the individual characteristics of the boost converter and the input impedance
matching controller, the behaviour of the complete circuit (including the regulated buck converter)
was investigated. Now, the load resistance was set to 27 Ω (in order to observe the charging and
discharging cycles of the storage capacitor), the input voltage to the boost converter (generated
voltage, EG from the rotational generator) was fixed at 2.0 V and an external signal generator was
used to drive the gate of transistor T1 with pulses at a frequency of 0.3 Hz. The graphs in Fig. 4.17
show five waveforms from the complete circuit: gate drive signal to transistor T1, voltage across
the storage capacitor, regulated output voltage (buck converter) and finally, the input current and
calculated input impedance of the boost converter.
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Figure 4.16: Variations of duty cycle for different load resistances to achieve a converter input
impedance of 9.1 Ω.
When transistor T1 was switched on (gate driven high), a load current is drawn which causes
the storage capacitor to discharge. This is because the buck regulator requires more input power
than what is being generated to regulate the output voltage at the predefined level of 3.3 V. When
T1 was switched off, the output side of the buck regulator is essentially an open-circuit and no
load current flows. There is an accumulation of charge in CSTORE and this is reflected by the
increase in the voltage across the capacitor. Throughout the on and off intervals of T1, the input
current drawn by the boost converter remains constant and hence, the input impedance of the
boost converter was matched to the armature resistance. Therefore, maximum power was being
transferred from the rotational generator to the load. When excess power was generated, the
excess energy was pushed into the storage capacitor which regulates the output voltage at times of
inadequate power generation (low rotation speeds).
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Figure 4.17: Experimental measurements from the interface electronics during two output load
conditions: short-circuit (T1 is on) and open-circuit (T1 is off).
There will be situations where the rotational generator’s speed will vary and this condition was
simulated by changing the boost converter’s input voltage by adjusting the bench power supply,
i.e. the input voltage to the converter represents the generated voltage from the rotational gen-
erator. Transistor T1 was removed, leaving the load resistor connected directly across the buck
regulator’s output. It was observed that the input current changes proportionally to the variations
in input voltage such that a constant input impedance of 9.1 Ω was achieved. When more power
is generated than is consumed by the load, the voltage across the storage capacitor will increase.
On the other hand, when the generated power is insufficient to maintain operation of the buck reg-
ulator, the storage capacitor will discharge, resulting in a decrease of its voltage. From the plots
shown in Fig. 4.18, it can be seen that the output voltage stays regulated at 3.3 V and, as impor-
tantly, the input impedance remains matched to the armature resistance — an essential condition
for harvesting energy optimally from a rotational source in practical situations.
A breakdown of the power consumption of the off the shelf components in the interface elec-
tronics is given in Table 4.1 and this is based on an average input current of 0.2 A, a maximum
storage capacitor voltage of 15 V and switching frequency of 100 kHz. The interface electronics
was powered by an external power supply in this proof of concept prototype and the total power
consumption was calculated to be 1.57 W. It should be noted that the components were chosen
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Figure 4.18: Experimental measurements for a varying rotation speed and fixed load.
based on their individual characteristics in order to demonstrate the working principles of the con-
troller. For example, the MOSFET has a drain-source resistance of 0.2 Ω and the Schottky diode
has a forward voltage drop of 0.35 V. In doing so, the prototype electronics is not suited for a
self-powered rotational energy harvesting system and an optimisation procedure of the interface
electronics will be discussed in the next chapter.
Table 4.1: Power consumption of the power processing electronics described in Fig. 4.12.
Device Power Consumption
PIC18F452 microcontroller 1.25 W
Gate driver (LM5110) 5 mW
Current sense amplifier (LM6171) 30 mW
Sallen-Key filter (LM6171) 30 mW
RECOM Buck regulator (R-783.3-0.5) 132 mW
MOSFET (IRF520) conduction losses 6 mW
MOSFET (IRF520) switching losses 0.13 mW
Schottky diode (STPS10L25) conduction losses 45 mW
Schottky diode (STPS10L25) reverse recovery losses 68 mW
Total 1.57 W
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4.5 Conclusions
This chapter has demonstrated the basic modelling and implementation of an input impedance
matching controller to transfer maximum power from the rotational energy harvester to a load.
Initial results from the PSpice simulations provided an insight into the type of controller required
to interface the rotational generator. From here, a prototype maximum power point tracking cir-
cuit was built, which consisted of a boost converter with a 22 mF electrolytic storage capacitor
connected to its output, an off-the-shelf buck regulator that provides a 3.3 V output, a PIC18F452
microprocessor that implements the controller and a gate driver to overcome the low current-drive
capabilities of the microprocessor.
The experimental measurements from the prototype circuit established an input impedance
match between the boost converter and the generator’s armature resistance. At times of excess
power generation, the storage capacitor was accumulating charge and during low source rotation
speeds, the capacitor will discharge itself to maintain full operation of the buck regulator. It should
be noted that, this is a first demonstration of a power processing interface that results in maximum
power transfer from a motion energy harvester to an electrical load.
The next step will be to ensure that the interface circuitry is completely self-powered by the
energy harvested from the source rotation. This means that additional circuit components such as
the gate driver and active filters have to be removed and the boost converter components have to
incur minimum power losses. In the subsequent chapter, details of the boost converter optimisation
procedure will be discussed, leading to a purpose-built converter with minimised losses and geared
towards self-sufficiency.
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Chapter 5
Interface Circuit Optimisation
5.1 Introduction
The design of switch mode power converters that process power in the range of a few Watts is a
relatively standard process involving the choice of components with as little parasitics as possi-
ble. For example, selecting a switching frequency and inductor combination that would provide
adequately a low current ripple or choosing a sufficiently large output capacitor with a small equiv-
alent series resistance (ESR) and equivalent series inductance (ESL) to minimise output voltage
ripple. It is also preferred that the MOSFET and diode have the relevant voltage and current ratings
and switching speeds [103].
However, in the design of a low-power converter for an energy harvesting system, the overhead
of the converter control circuitry and gate capacitance losses must be taken into account. In such
a converter, it may also be advantageous to reduce the component count for simplicity, cost and
power reasons. The use of additional circuitry such as a MOSFET gate driver or active filters
(which require operational amplifiers) will contribute towards the control overhead of the interface
electronics. Besides, gate drivers consist of two transistors in a totem pole arrangement and they
will incur parasitic losses too. Moreover, at any given time, only one of the gate driver transistor
can be switched on. In practical terms, this means that unless there is a reasonable amount of
delay between each transistor switching on, there could be instances where both transistors will
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be conducting current at the same time. Essentially, this will result in additional power being
wastefully dissipated in the gate driver circuit.
At such low input power levels, which is typical of energy harvesters, as much of the har-
vested power must be efficiently transferred to the electrical load in order to supersede the need
for batteries. As an example, energy is dissipated when charging (or discharging) the gate capac-
itances of the MOSFET to fully turn it on (or off) and this irrecoverable energy should be taken
into consideration as it may contribute a substantial proportion of the power loss in the converter.
These additional issues make the optimisation of the converter more difficult and complex.
The design objective is then to maximise the useful output power of the converter (by reducing
the parasitic losses and control overhead) and to allow the converter to function at a low input
voltage. Whilst the analysis in this chapter does not include additional circuit components, the
same optimisation procedure will still be valid if a gate driver or active filters were used, it just
requires a change in the optimisation parameters.
5.1.1 Boost Converter Parasitic Losses
L rL
Rds
C
rC
RLVin Vout
MOSFET
Diode
CGD
CGS
Figure 5.1: Typical schematic of a boost converter with component parasitics.
In the previous chapter, it was decided that the interface electronics for the gravitational torque
harvester must be able to perform an input impedance match to the generator as well as voltage
step-up so that excess harvested power can be pushed into a storage element. A boost switch
mode converter fulfils these requirements because a) the inductor is capable of smoothing the
input current and this allows for a near constant current waveform which allows for an input
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impedance matching scheme and b) the output voltage of a boost converter is always greater than
its input which means that excess generated power can be stored. A schematic of a boost switch
mode converter with the component parasitics is shown in Fig. 5.1. Table 5.1 lists and discusses
briefly, the power losses associated with the component parasitics in a boost converter.
Table 5.1: Effects of component parasitics on boost converter operation.
Inductor Series resistance,
RESR
Quite simply, an inductor is a wire wound up to form
adjacent loops. The longer the wire is, the more resistive
it will be. This series resistance in the wire will result in
I2R losses in the converter.
Diode
Reverse recovery
charge, Qrr
When a forward biased diode is switched off rapidly, the
internally stored charges will sustain the flow of a reverse
current until they are depleted. During the time that this
reverse current flows, power is lost in the diode.
On-resistance,
Ron
When the diode is forward biased, there will be a finite
on-state resistance in series with the device. This resis-
tance is proportional to the ratio of the large-signal for-
ward voltage to the forward current. Consequently, this
causes I2R losses in the converter.
MOSFET
Drain-source
resistance, RDS
In a MOSFET, a channel forms between the drain and
source regions when the device is switched on. This re-
sistance appears in the ohmic region of an enhancement
mode device and when a drain current flows between the
two regions, I2R losses will ensue.
Gate-source and
gate-drain
capacitances,
CGS and CGD
A MOSFET requires a finite amount of time to com-
pletely switch on and off and this is achieved by pushing
charge onto and off the gate of the device. The current
that flows into the gate has to charge (or discharge) and
the build up of voltage across these two capacitances will
cause power to be dissipated in the form of gate charge
losses and switching losses.
In any power processing circuit, it is important to identify the components and methods by
which power is dissipated. Moreover, in a low power application such as a self-powered rotational
energy harvesting system, if the converter stage of the overall system was dominated by component
losses, it will supersede what the converter was meant to do: transfer maximum power from the
harvester to a load.
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5.1.2 Outline of the Optimisation Procedure
With the primary aim of minimising the aforementioned power losses, the choice of components
are governed by these parameters. For example, by choosing a MOSFET with the lowest drain-
source resistance, the device will most likely be rated at a higher current (for a particular reverse
breakdown voltage) than necessary. At this higher current rating, the device will have a higher
gate-drain capacitance which will lead to an increase in switching losses. Therefore, what is
required from this optimisation procedure is to simultaneously account for all the component par-
asitic losses such that a global minimum point in the converter’s power loss calculations is found,
for a chosen converter operating point.
The design for this boost converter was determined by the likely operating point of a rotational
generator having the characteristics listed in Table 5.2.
Table 5.2: Operating conditions for boost converter optimisation.
Generator armature resistance 11.2 Ω
Generated EMF from transducer 4.4 V
Capacitance of energy storage 4.53 mF
Storage capacitor rated voltage 45 V
Whereas the sum of the individual power losses in the boost converter that should be minimised
are listed in Table 5.3.
Table 5.3: Individual device power losses.
Device Power Loss
MOSFET
Conduction loss
Switching loss
Gate charge energy loss
Diode
Conduction loss
Reverse recovery loss
Inductor Conduction loss
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A different DC generator was chosen to the one reported in Section 4.4.1, which had an arma-
ture resistance of 9.1 Ω, because the former has a smaller motor constant of 1.7 × 10−3 V·RPM−1
compared to the latter which is rated at 0.96 × 10−3 V·RPM−1. Thus, the generated voltage will
be larger per RPM, by a factor of 1.8 times, for the generator presented in this section and this will
be the final choice from this point onwards. This increase in generated voltage does come with an
increase in the device volume of approximately 6 %. A brief summary of the specifications for the
two generators is listed in Table 5.4.
Table 5.4: Comparison of the present and previous generator specifications.
Present Generator Previous Generator
Product number 118733 110094
Armature resistance 11.2 Ω 9.1 Ω
Motor constant 1.7 × 10−3 V·RPM−1 0.96 × 10−3 V·RPM−1
Body length 43.5 mm 28.9 mm
Body diameter 16 mm 19 mm
Device volume 8.7 cm3 8.2 cm3
Optimisation of the boost converter involves minimising the sum of the individual power losses
in the MOSFET, diode and inductor by choosing an optimal switching frequency and component
ratings. Power losses in the components were formulated in terms of operating conditions and
parameters that are available from the datasheet, as listed below.
• MOSFET: gate charge (Qg), rated operating current (Irated), drain-source resistance (RDS)
• Diode: rated operating current (Irated), on-resistance (Ron), reverse recovery charge (Qrr)
• Inductor: series resistance (RESR)
Once the expressions for the individual component power losses were acquired in terms of
the device parameters, the Matlab function, “fmincon”, was used to obtain the optimum values
of each parameter which minimises the total power loss in the converter. “fmincon” computes
the minimum value of a constrained non-linear multi-variable function, which in this case, is the
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total power loss of the boost converter. The variables in this instance are the parameters listed
above. Finally, the switching transistor and diode will be selected based on their respective rated
operating currents and the choice of inductor will depend on its equivalent series resistance.
In this optimisation procedure, there are four free parameters that can be selected in the attempt
to minimise power loss in the converter and they are listed below. Changing one free parameter to
reduce one of the losses may cause an increase in other losses. For example, increasing the diode
current rating to reduce the diode conduction loss will most certainly increase the diode reverse
recovery losses and therefore, a complete system optimisation that accounts for all the parameters
simultaneously must be performed.
• PWM switching frequency
• Inductor inductance
• MOSFET voltage and current ratings
• Diode voltage and current ratings
5.2 MOSFET Loss Minimisation
5.2.1 Conduction Losses
Conduction losses are dependent on the drain-source resistance, RDS , of the MOSFET and it is
equal to:
Pcond = I
2
in ·RDS · δ (5.1)
For the interface electronics used in this rotational energy harvesting system, the maximum
voltage blocking capability required by the MOSFET is the same as the maximum voltage across
the storage capacitors (energy storage element) at the output side of the converter. Six 15 V
rated 6.8 mF supercapacitors were used, in a series combination of three pairs of two parallel
supercapacitors, giving a maximum rated voltage of 45 V.
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Ideally, the voltage across series connected capacitors should be distributed evenly but under
practical conditions, the leakage current will distort this voltage distribution. Conventionally,
voltage balancing resistors (or bleeding resistors as they are sometimes known as) are used to act
as voltage dividers and hence, evenly distribute the voltage across each capacitor. However, in this
circuit, voltage balancing resistors were not used because each capacitor has another connected
to it in parallel and this will help minimise the chances of an uneven voltage distribution across
the capacitors. In addition to that, the reported leakage currents for the supercapacitors used in
this circuit is 10 µA [104]. As a precautionary step, a conservative value of 40 V was chosen as
the maximum storage capacitor voltage. Therefore, the MOSFET must be rated to a maximum of
40 V.
Under a given operating current, the conduction loss in a MOSFET is approximately propor-
tional to the square root of the maximum blocking voltage [105]. Therefore, it is advantageous to
use a MOSFET with the rating required by the application without over-rating the device’s voltage.
Thus, the best device for the application is a 40 V MOSFET whose current rating must now be
determined. To begin with, RDS values were gathered for a range of 40 V MOSFET as a function
of their rated operating current, as shown in Fig. 5.2.
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Figure 5.2: Relationship between the drain-source resistance (RDS) and rated current (IRated).
Each data point in Fig. 5.2 represents an n-channel enhancement mode FET with a particular
drain-source resistance and its specified rated current. These FETs were chosen based on their
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threshold voltage (Vth) which must be less than the peak value of the PIC microprocessor’s PWM
signal (3.3 V). Hence, the selected FETs have a Vth range of 2.25 V to 3 V. By applying a suitable
curve-fit to the points, a relationship betweenRDS and rated current for the commercially available
MOSFETs is given by (5.2).
RDS = 2.56 · (IRated)−2.08 (5.2)
The conduction loss in the device can then be expressed as (5.3).
Pcond = δ · I2in
[
2.56 · (IRated)−2.08
]
(5.3)
5.2.2 Switching Losses
Switching losses arise because of the time taken to push charge onto and off the gate capacitance
in order to switch the MOSFET fully on or fully off. The time taken to switch between these two
states depends on the current drive capability of the gate drive circuitry, the parasitic capacitances
at the gate-source and gate-drain junctions, CGS and CGD respectively, the MOSFET threshold
voltage (Vth) and a device specific constant, k = µCoxW
L
where µ is the carrier mobility in the
channel, Cox is the gate oxide capacitance per unit area (F·m−2), W is the width of the channel
and L is the length of the channel. Although values of CGS and CGD are readily available from
the datasheets, they are voltage dependent. Therefore, it is more precise to perform the switching
loss calculations based on the gate charges (QGS and QGD) reaching a certain drain current.
Fig. 5.3 shows the typical waveforms of a MOSFET switching an inductive load, as is the case
in the boost converter. Detailed analysis of the waveforms is described in detail in [106]. When
the gate drive of the FET transitions from low to high, the gate voltage VG begins to rise, charging
CGS until it reaches the threshold voltage (Vth) of the FET at time t1. At this point, the drain
current, IDS , begins to flow and the charge on CGS continues to increase. This situation persists
until the drain current is equal to the inductor current at time t2. Between t2 and t3, VG and IDS
remain fixed as the Miller capacitance, CGD, is charged to allow VDS to fall. At t3, the voltage
drop across the drain-source region is almost negligible because the MOSFET is fully switched
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on. VGS then stabilises at the final value of the gate drive voltage.
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t1 t3t2
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VDS
Vth
IDS,max
VDD
VG
Q1
L
RG
IDS
VDS
Boost converter
Figure 5.3: Typical voltage and current waveforms as the transistor turns on to switch an inductive
load.
The power loss due to switching occurs in the overlapping region between t1 and t3 because
of the non-negligible voltage across and current through the MOSFET. Consequently, the instan-
taneous power loss is the product between the VDS and IDS waveforms. Essentially, this is the
area under the curve in Fig. 5.4 (VDS · IDS vs. time) and the analytical expression for this loss is
given in (5.4).
PSW =
1
2
(VDD · IDSmax) · (t3 − t1) · fSW (5.4)
Values of VDSmax and IDSmax are known operating conditions for the converter. Therefore, in
order to calculate the switching power loss, only t1 and t3 must be found. In this example, the gate
drive for the MOSFET is provided by an output pin on a PIC18F1320 microprocessor [99]. As
discussed above, the time taken to switch the transistor is the time taken to charge both CGS and
CGD to the required voltage. The PIC supplies this charging current from its output pin which is
138
t1 t3t2
t
VDS·IDS
VDS,max · IDS,max
Figure 5.4: Switching power loss waveform.
capable of driving 25 mA. Therefore, the switching times can be estimated from (5.5) and (5.6).
t1 =
QGS
IPIC
=
QGS
25mA
(5.5)
t3 =
QGD
IPIC
+ t1 (5.6)
QG(th)
QGS
Total Gate
Charge
VGS
Vth
QGD
Figure 5.5: Effects of VGS on the charging of CGS and CGD.
Values of QGD and QGS can be estimated from the plots of gate-source voltage against total
gate charge which are obtainable from the datasheet. Figure 5.5 shows a representative plot of
VGS against total gate charge. From this plot, it is possible to correlate the individual gate charges
to the time instances t1 to t3. For example, t1 is the time required to increase the gate voltage
to the threshold voltage, t2 is the time at which CGS is sufficiently charged to support the drain
current set by the inductor and finally, the interval from t2 to t3 is the time taken to charge the
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Miller capacitance, CGD.
By inspecting the plot of gate voltage against total gate charge in the MOSFET datasheet,
values of QG(th), QGS and QGD were estimated for each device, at their respective rated currents.
This is shown in Fig. 5.6 and Fig. 5.7.
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Figure 5.6: Estimated QGD values as a function of rated current.
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Figure 5.7: Estimated QGS values as a function of rated current.
The relationship between QGD and rated current for the selected commercial MOSFETs was
found to be:
QGD = 7 · 10−10 · (IRated)0.976 (5.7)
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Similarly for QGS ,
QGS = 4 · 10−10 · (IRated)1.158 (5.8)
Finally, the analytical expression for the switching power loss is given by (5.9).
PSW =
1
2
(VDD · IDS,max) ·
[
7 · 10−10 · (IRated)0.976
IPIC
]
· fSW (5.9)
5.2.3 Gate Charge Losses
The capacitances CGS and CGD are repeatedly charged and discharged during the turn on and
turn off transients of the switching transistor in a boost converter. This results in energy being lost
as none of the energy stored in these capacitors is ever recovered. Figure 5.8 shows a switching
circuit with a gate driver from which the flow of charge through these capacitances can be analysed
and the energy lost in the aforementioned parasitic capacitances can be calculated. Transistors T1
(NMOS) and T2 (PMOS) were assumed to be ideal switches in a typical gate driver circuit. VG is
the supply voltage of the gate driver circuit and RG is the output resistance of the gate driver. The
MOSFET of the boost converter in Fig. 5.8 is labelled as M1.
T1
T2
RG
CGD
CGS
VG
Gate driver
L D
VIN
M1 C
VOUT
Figure 5.8: Boost converter with a gate driver to illustrate the energy lost in charging the gate
capacitances, CGS and CGD.
The gate charge energy loss occurs twice per switching cycle: when the transistor is being
switched on and when it is being switched off. Power loss due to the gate capacitances occurs
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when charge is taken from either the gate driver circuit’s supply, VG, or from the boost converter’s
input, VIN , to bias CGS and CGD. Consider the turn on scenario in Fig. 5.9 where T1 becomes a
short circuit and T2 is open circuit in order to turn on the MOSFET of a boost converter which is
labelled in the figure as M1.
RG
CGD
CGS
VG
L D
VIN
M1 C
VOUT
VD
Figure 5.9: Turn on transient of a boost converter.
Energy is transferred from the gate driver’s supply to CGS and CGD as indicated by the flow
of current shown by the arrows in Fig. 5.9. The current from the gate driver will push charge
onto CGS causing the voltage across the capacitor to change from 0 V to VG. At this point CGS
will have accumulated QGS worth of charge from the gate driver’s bias, VG, which amounts to
a stored energy of (QGS · VG) in CGS . In order to turn on M1, the drain voltage must fall from
(VOUT + VD) to 0 V, i.e. the gate driver must supply charge onto the gate-side of capacitor CGD
to discharge it. To achieve this, CGD will have to accumulate charge from the gate driver and this
amounts to an energy of (QGD · VG). Therefore, the power lost in these stray capacitances during
the turn on transient is given by (5.10). It should be noted that QGD is defined as the amount of
charge accumulated in the gate when the MOSFET is in the Miller plateau.
PGate(ON) = fSW × (QGS · VG +QGD · VG) (5.10)
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As M1 is switched off, both capacitances will discharge according to the path shown by the
arrows in Fig. 5.10. Here, T1 is open circuit and T2 is shorted to ground. The current from CGS
will flow directly to ground and thus, no further energy is taken from the voltage source. On the
other hand, VIN supplies the energy to bias CGD through the inductor. The energy supplied from
the boost converter’s input is (QGD · VIN ) whereas the energy stored in CGD is
(
1
2
QGD · VIN
)
.
This difference arises due to the inductor which will store half of the energy from the boost con-
verter’s input and discharge the stored energy when the switching transistor changes its state.
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CGD
CGS
L D
VIN
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VD
Figure 5.10: Turn off transient of a boost converter.
This results in a turn off power loss of:
PGate(OFF ) = fSW ×
(
1
2
QGD · VIN
)
(5.11)
Consequently, the total power loss due to the gate charge is the sum of (5.10) and (5.11):
PGate = fSW ×
(
QGS · VG +QGD · VG + 1
2
QGD · VIN
)
(5.12)
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5.2.4 Total MOSFET Power Loss
Adding the contributions from conduction, switching and gate charge losses gives the total power
loss in the MOSFET as a function of the device’s rated current and the switching frequency:
PFET = PCond + PSW + PGate (5.13)
This final expression for the MOSFET power loss is a function of the variables most commonly
found in the datasheet, i.e. gate charge and drain-source resistance, which were expressed in terms
of the device rated current. Hence, the function PFET can be minimised with respect to the rated
current and subsequently, a MOSFET can be chosen based on the optimised value of the rated
current.
5.3 Diode Loss Minimisation
There are two contributors to the power loss in diodes: the on-resistance and the reverse recovery
charge inherent in blocking junctions.
5.3.1 On-Resistance Losses
This can be thought of as a form of I2R loss and it is due to the diode having a finite, large-signal
on-resistance (Ron) when it is forward biased. Values of Ron were estimated by calculating the
large-signal slope in the graph of forward current against forward voltage drop. The choice of an
operating point, from which the large-signal slope is calculated, depends on the value of the boost
converter’s input current (assuming that the current ripple is small). In Fig. 5.11, both Ron and the
rated current for various diodes are plotted.
Using a curve-fit, the relationship between Ron and rated current was found for the sample of
diodes acquired in Fig. 5.11.
Ron = 1.62 · (IRated)−0.02 (5.14)
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Figure 5.11: Estimated Ron values from various diodes.
Given that the diode is only conducting when the converter’s MOSFET is switched off, the
expression for the resistive power loss must include the duty cycle.
PRon = I
2
inRon · (1− δ)
PRon = I
2
in
[
1.62 · (IRated)−0.02
]
· (1− δ) (5.15)
5.3.2 Reverse Recovery Losses
Switch mode converters operate at high switching frequencies which means that the diode must
turn on and off rapidly as dictated by the inductor current and transistor state. This leads to
residual charges appearing in the region surrounding the junction of the diode. The internally
stored charges will sustain the flow of a reverse current until they are depleted. At this point, the
two charge-depleted regions will behave like a parallel plate capacitor. This leads to a build up of
a reverse voltage across the diode until the diode capacitance is fully charged, i.e. reaches a steady
state. During the time that this reverse current flows, power is lost in the diode.
Calculation of this power loss requires an estimate of the reverse recovery charge, Qrr, stored
in the diode. In most diode datasheets, the manufacturers provide a graph of diode capacitance
plotted against the reverse voltage drop across the diode. Correspondingly, Qrr is the area under
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this graph because of the relationship, Q =
∫
C dV . Fig. 5.12 shows the estimated reverse
recovery charge plotted against rated current for various diodes.
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Figure 5.12: Estimated Qrr from diode capacitance values.
By applying a curve-fit to the Qrr data points, the expression shown in (5.16) was obtained.
Qrr = 10
−9 · (IRated)2.055 (5.16)
Finally, the power loss due to the diode’s reverse recovery charge is given by (5.17). VOUT in
this equation is the output voltage of the boost converter.
Prr = QrrVOUT fSW (5.17)
5.3.3 Total Diode Power Loss
The sum of the on-resistance loss and the reverse recovery loss constitute the total power loss in
the diode, as shown in (5.18).
PDiode = PRon + Prr (5.18)
146
5.4 Inductor Loss Minimisation
The inductor power loss is a direct consequence of the boost converter’s input current flowing
through the inductor’s equivalent series resistance, RESR, and hence, it takes the form of an I2R
power loss. By gathering the values ofRESR from different inductors (for a fixed inductor volume)
and plotting them against their respective inductances, the graph in Fig. 5.13 was obtained.
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RESR = 388.5 ⋅ L + 0.013
Figure 5.13: Variation of RESR with inductance.
The relationship between RESR and inductance from Fig. 5.13 is given by (5.19).
RESR = 388.5 · L+ 0.013 (5.19)
Next, the analytical expression for the inductor’s power loss can be equated as:
PInd = I
2
INRESR = I
2
IN (388.5 · L+ 0.013) (5.20)
A linear relationship between RESR and inductance for a fixed device volume is expected
based on the following analysis. The variable, k, in this context represents a constant. The series
resistance, R, of a coil of length, l, resistivity, ρ, and cross sectional area, A, is given by R = ρl
A
.
The inductance, L, of a coil of wire is proportional to the number of turns (N ) squared, i.e.
L = k1N
2
. In addition, the length of the coil is proportional to the number of turns squared,
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l = k2N
2
, whilst the cross sectional area can be expressed as, A = k3
N
, for a fixed window
area. Consequently, the ratio of series resistance to inductance is just a constant, for a fixed device
volume.
5.4.1 Effects Of The Inductor Ripple Current
In this energy harvesting system, a boost converter performs an input impedance match to the
rotational generator and it is important to ensure that the peak-to-peak inductor current ripple
magnitude, ∆iL, is as small as possible. This is because the presence of a ripple in the measured
inductor current will cause the input impedance of the boost converter to deviate from the target
value. The steady-state equation that governs the inductor’s ripple current is shown in (5.21). Vin
is the input voltage of the boost converter, δ is the duty cycle of the PWM signal, fSW is the
PWM’s switching frequency and L represents the inductance.
∆iL =
1
2
Vin · δ
fSW · L (5.21)
In the current control loop of the input impedance emulator, a sense resistor, current sense
amplifier and a PIC microprocessor was used to measure the inductor current. Subsequently, this
current is then compared with a demand current to determine the instantaneous input impedance
of the boost converter. Deviations of the inductor current from its average value will alter the
converter’s input impedance and this reduces the power transferred from the harvester to the load.
This is because the primary function of the converter is to allow maximum power transfer from
the harvester to a load and not maximum power transfer efficiency. If a high power transfer
efficiency was desired, the load would be chosen to be significantly larger than the harvester’s
source resistance.
Boost Converter Effectiveness
To achieve adaptive input impedance matching, the converter’s duty cycle will change according
to the generated voltage from the harvester, implying that the inductor current will deviate from its
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average value. The bigger the ripple current, the more mismatched the converter’s input impedance
will be with respect to the harvester’s source resistance. It is possible to analyse the effect that the
inductor ripple current has on the effectiveness, ξ, of the converter. The term effectiveness will
be defined as the ratio of the converter’s input power to the maximum possible input power under
matched load conditions, as given in (5.22).
ξ =
Pin
Pin,max
(5.22)
A simplified electrical equivalent circuit of the rotational generator is shown in Fig. 5.14.
In the figure, the input impedance of the interface electronics, in this case a boost converter, is
represented by a load resistor labelled as RL. The armature current, IA, is the average inductor
current that flows through the converter.
EG RL
RA IA
Figure 5.14: Simplified electrical equivalent circuit of the rotational generator with a load resis-
tance, RL, connected to its output.
Referring to Fig. 5.15, throughout the time that the switching transistor is turned on (ton), the
inductor current will increase and the contrary occurs in the remainder of a single switching cycle
of period, T . When there is no ripple current (∆iL = 0), the input impedance of the converter
will be perfectly matched to the armature resistance.
In the time interval 0 < t < ton, the inductor current is given by (5.23).
iL (t) =
(
IDC − 1
2
∆iL
)
+
(
∆iL
ton
)
t (5.23)
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Similarly for ton < t < T ,
iL (t) =
(
IDC +
1
2
∆iL
)
−
(
∆iL
T − ton
)
t (5.24)
IDC ∆iL
ton T
t
iL
Slope =
∆iL
ton
Slope =
∆iL
toff
–
toff
Figure 5.15: Typical inductor current waveform for a particular duty cycle and switching fre-
quency.
Under matched load conditions, the maximum possible input power into the converter is
E2G/4RA. However, if the inductor current ripple is taken into account (as shown in Fig. 5.15), the
instantaneous input power of the boost converter is dependent on the inductor (armature) current
and is equivalent to the power dissipated in RL as per (5.25).
Pin = i
2
L (t)RL =
1
T
T∫
0
[
EGiL (t)− i2L (t)RA
]
dt (5.25)
As the inductor current undergoes a transient from its minimum to maximum value (during
ton), the input impedance of the boost converter will decrease, for a fixed input voltage, i.e. the
source rotation speed does not change. The contrary applies during the turn off time. The instan-
taneous impedance mismatch due to the inductor current ripple will be evaluated for one half of
the switching cycle because the mismatch is identical in the other half. For this reason, the integral
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given in (5.25) will be evaluated in the time interval 0 < t < ton.
Pin =
1
ton
ton∫
0
[
EGiL (t)− i2L (t)RA
]
dt (5.26)
Evaluating the integral in (5.26) results in:
1
ton
ton∫
0
EGiL (t) dt =
1
ton
EG
ton∫
0
[
IDC − 1
2
∆iL +
(
∆iL
ton
)
t
]
dt
= EG
(
IDC − 1
2
∆iL
)
+
1
2
EG∆iLton (5.27)
1
ton
ton∫
0
i2L (on) (t)RA dt = RA
[
I2DC − IDC∆iL +
1
4
(∆iL)
2
]
+
1
3
RA (∆iL)
2
+RA∆iL
(
IDC − 1
2
∆iL
)
(5.28)
A plot of the effectiveness of the boost converter as a function of inductor current ripple nor-
malised to the averaged inductor current is shown in Fig. 5.16. There are two plots in this figure:
the blue line was obtained from evaluating (5.26) in Matlab and this was verified with a time-
domain simulation in PSpice (red crosses) where a DC current source was connected in parallel
with a pulsed current waveform to mimic the inductor current ripple in a boost converter. The
simulated PSpice circuit is shown in Fig. 5.17. Both simulations agree with one another and as
expected, when there is no ripple, ξ = 1, which is to say, Pin = Pin,max. Even in the worse case
scenario where the current ripple magnitude approaches IDC , the effectiveness is 91.8 %.
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Figure 5.16: Effectiveness as a function of inductor ripple current normalised to the average in-
ductor current.
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Figure 5.17: PSpice current source model to verify the analytical expression in (5.26).
During the time that the inductor current deviates from the average value (either during ton or
toff ), the instantaneous input impedance of the boost converter is no longer matched to the source
resistance of the harvester and hence, the power transfer from the harvester to the load is not
maximised. Therefore, the effectiveness of the converter has to be included into the optimisation
procedure in Matlab. By applying a third-order polynomial curve-fit onto the graph shown in
Fig. 5.16 (without normalising the inductor ripple current to its average value), the effectiveness
as a function of the inductor current ripple is given by:
ξ = −8.6× 10−13∆iL3 − 2.1∆iL2 − 2.5× 10−14∆iL + 1 (5.29)
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Equation (5.29) will be used to scale the equation describing the boost converter’s input power
in order to account for the mismatch in the converter’s input impedance caused by the inductor
current ripple. In doing so, the results from the optimisation procedure is guaranteed to produce a
global minimum power loss point, rather than a potential local minimum. For example, a switching
frequency of 0 Hz will be one of the solutions from the optimisation procedure if the equation
describing the effectiveness of the converter was neglected. This is because the switching and gate
charge losses in the MOSFET as well as the reverse recovery losses in the diode will be minimal
if the switching frequency was set to 0 Hz. However, this solution is physically impossible to
implement in a switch mode power converter.
5.5 Total Power Loss in the Boost Converter
By summing all the power loss expressions for the MOSFET (5.13), diode (5.18) and inductor
(5.20), an analytic expression for the power loss in all three components was obtained as a function
of the parameters listed at the end of Section 5.1.2.
Total Power Loss = PFET + PDiode + PInd (5.30)
5.5.1 Power Loss Minimisation in Matlab
Next, the MATLAB function, fmincon, was used to find the minimum value of the total power
loss (5.30). The results obtained from the optimisation procedure are listed in Table 5.5, along
with the selected component values.
Table 5.5: Results from the minimisation procedure.
Variable Optimum Value Chosen Device Value
MOSFET rated current 3.54 A 5.3 A
Diode rated current 0.1 A 0.75 A
Switching frequency 33.5 kHz 36.2 kHz
Inductance 690 µH 681 µH
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These results were validated by sweeping each variable whilst keeping the others constant to
ensure that the power loss in the boost converter was minimised, i.e. the maximum useful output
power was achieved from the optimum values from the fmincon function. The four graphs in
Fig. 5.18 confirm that the minimization procedure was accurate given that the power loss in the
boost converter was minimised when the values in Table 5.5 were used. Correspondingly, the
boost converter was built using off the shelf components that were rated as closely as possible to
the optimum values listed in Table 5.5.
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(c) Sweeping the MOSFET rated current
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(d) Sweeping the diode rated current
Figure 5.18: Validation of the optimisation procedure.
A plot of the simulated individual power loss contributions from the MOSFET is provided
in Fig. 5.19. The switching frequency used in this simulation is 33.5 kHz and the total power
loss from the MOSFET is approximately 20 mW when the optimised device is chosen (MOSFET
with a rated current of 3.54 A). Figure 5.20 shows a plot of the simulated individual power loss
contributions from the diode. The total power loss from the diode is approximately 10 mW in this
case. At higher rated currents, the reverse recovery losses dominate the on-resistance losses. The
choice of diode is optimised when the device is chosen to have the lowest possible forward current
rating and at the same time, the least amount of on-resistance.
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Figure 5.19: Power loss contributions from the MOSFET due to the conduction (blue), gate charge
losses (grey) and switching (red) losses.
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Figure 5.20: Power loss contributions from the diode due to the diode on-resistance (blue) and
reverse recovery (red) losses.
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5.6 Measured Performance of the Optimised Boost Converter
Having built the boost converter with the appropriate optimised components, an experiment was
put together such that the external signal generator that provides the PWM signal had a frequency
of 36.2 kHz and a peak-to-peak value of 3.3 V, values which correspond to what the PIC micro-
controller will provide. For experimental purposes, a 500 Ω load resistor was connected at the
output of the converter. Input voltage values of 0.2 V, 0.5 V, 1.0 V and 2.0 V were sequentially
fed to the boost converter. For duty cycle values less than 0.8, the efficiency of the boost converter
peaked at 96 % as shown in Fig. 5.21. It seems that at higher duty cycle values, more current flows
in the converter and this results in an increase in I2R losses, which degraded the efficiency of the
converter.
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Figure 5.21: Efficiency of the boost converter plotted against duty cycle for different input voltages.
Thereafter, the characterisation of the boost converter DC transfer characteristic was carried
out by applying the same input voltages and load resistor as before. A maximum voltage gain
of 11.1 was achieved at a duty cycle of 0.95 for an input voltage of 0.5 V. As expected, the
experimental results coincide very well with the ideal voltage gain (dotted line) and this can be
observed in Fig. 5.22.
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Figure 5.22: Voltage gain characteristics of the optimised boost converter for different input volt-
ages.
5.7 Conclusions
This chapter discussed the steps taken to optimise the circuitry that interfaces the rotational energy
harvester. The parasitic losses arising from the inductor, diode and MOSFET in a boost converter
was formulated using parameters available from the component datasheets. The equivalent series
resistance in an inductor results in I2R losses. The reverse recovery charge and on-state resistance
contribute towards the power losses in the diode. For the MOSFET, three types of power loss was
identified: conduction loss due to the drain-source resistance, gate charge and switching losses
due to the gate-source and gate-drain capacitances.
To ensure that the optimisation procedure will give a definite global minimum power loss
point, the effectiveness (as a function of inductor current ripple), ξ, of the boost converter was
used to scale the boost converter’s input power. A mismatch between the rotational generator’s
armature resistance and the input impedance of the boost converter was bound to occur during
each switching cycle of the converter. This is due to the inductor current ramping up and down
during the turn on and turn off times of the transistor.
An optimisation routine in Matlab, fmincon, was used to find an optimal solution for the
component parameters that will result in the boost converter having minimum power losses, for a
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given operating condition of the rotational generator. The results from fminconwas then verified
by conducting a parameter sweep of each component variable whilst keeping the others constant.
The boost converter was built using components that are rated as close as possible to the solu-
tions from the optimisation procedure (these are listed in Table 5.5). Consequently, the optimised
converter has a measured maximum efficiency of 96 % for an input voltage as low as 0.2 V and the
efficiency is always greater than 90 % for duty cycles less than 0.8. The voltage gain characteristics
of the converter strongly follows that of the ideal gain, 1
1− δ . Additionally, it is possible to obtain
a maximum gain of 11.1 for input voltages of 0.5 V and above. The optimised boost converter
presented in this chapter was benchmarked against the un-optimised boost converter described in
Chapter 4. It was found that the maximum achievable voltage gain increased almost two-fold from
5.2 in the un-optimised converter to 11.1 in the optimised converter. The maximum efficiency of
the optimised converter was measured at 96 % compared to the un-optimied converter which had
an efficiency of 90 %.
With this highly optimised boost converter interface circuit, the subsequent step will be to
design an input impedance matching controller to allow maximum power transfer from the rota-
tional generator to a load. A proportional-integral (PI) controller, will be used to determine an
appropriate duty cycle for the boost converter in order to achieve an impedance match. This builds
on the simulations reported in Chapter 4. The boost converter will be modelled using state-space
equations and the gains of the PI-controller will be chosen based on root locus plots.
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Chapter 6
Control of Harvester Power Electronics
6.1 Introduction
This chapter will discuss the use of state-space averaging and root locus techniques to model the
power electronics used for maximum power transfer in a rotational energy harvesting system. In
this system, the power electronics consists of a boost converter operating in tandem with a PIC
microprocessor. The microprocessor samples the inductor current and input voltage of the con-
verter in order to calculate the appropriate duty cycle to implement an impedance match with the
rotational harvester’s armature resistance. Whilst it may be beneficial to model the microprocessor
in its entirety, it is more important to establish a generic model of a controller that will perform an
input impedance match in a rotational energy harvesting system. For that reason, the micropro-
cessor is modelled, in the analogue domain, based on the voltages it samples from the converter
(neglecting the sample and hold effects) and the post-processing stages (duty cycle calculations
and error reduction using a proportional-integral (PI) controller).
First and foremost, a model of a boost converter (with the component parasitics included)
and the input impedance matching controller, independently designed in Matlab and verified in
PSpice, will be presented. Next, the converter and controller models are combined and analysed
using root locus techniques to choose suitable PI-controller gains. Finally, the observed behaviour
of the controller when high PI-gains were chosen will be discussed.
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Having optimised the boost converter, its application as an impedance matching interface cir-
cuit for an energy harvester requires a control loop that dynamically adjusts the duty cycle accord-
ing to changes in the generated voltage from the rotational generator, storage capacitor voltage and
load current. In an ideal boost converter (no component parasitics), the output power is equal to
the input power, i.e. Vout · Iout = Vin · Iin. The input impedance is the ratio of Vin to Iin, and this
is equal to Vout (1− δ) /Iin, which is not constant even for a fixed output voltage and duty cycle
and hence, a controller is needed to match the input impedance of the converter to the rotational
generator’s armature resistance.
The inductor current of the converter will be measured to ensure it tracks a demand value which
will be set based on the generated voltage. A PI-controller would perform such a task; however,
a method of tuning its proportional and integral gains is needed in order to obtain a reasonable
trade-off between steady state error and overshoot in the duty cycle. Therefore, a suitable control
model must be established to achieve this trade-off. Intuitively, this requires the use of root locus
techniques and prior to that, a transfer function or state-space model relating the generated voltage,
EG, to the inductor current must be formulated. This task can be achieved by using the method of
state-space averaging to model the boost converter, specifically the transfer function relating EG
to inductor current.
In this chapter, state-space averaged control model development, root locus analysis and con-
troller design for the maximum power point tracking switch mode power electronic interface is
presented. The PI-controller gains for the interface circuit that was built and experimentally tested
in Chapter 4 were chosen by inspection, i.e the gains were chosen based on the amount of jitter
present in the PWM gate drive signal and response time of the controller which resulted in a pro-
portional gain (Kp) of 3 and an integral gain (Ki) of 15. In this chapter, a thorough analysis of
the circuit stability will be described through the use of classical control theory and techniques to
chose and verify the chosen PI-controller.
At the time of writing, the author believes that this is the first time that such techniques have
been applied to the interface circuitry of miniature or micro-scale energy harvesting devices. A
small signal state-space averaged model relating the generator’s EMF (EG) to the inductor current
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was formulated in Matlab using techniques from [107]. These models have previously been ap-
plied to voltage and current-mode controller design for switch mode power supplies in the presence
of a disturbance [103]. However, the model presented in [103] is not applicable to the interface
electronics for the rotational generator, hence a new model was derived. This Matlab model will be
compared with a PSpice model to validate its accuracy. Subsequently, the controller gains will be
chosen using pole-zero placement techniques on a root locus plot of the entire closed loop Matlab
small-signal model.
The states of a system are the physical, time-dependent variables that describe the evolution of
the system outputs when the inputs are known [108]. What this means is, when the behaviour of a
system or plant is modelled using state-space matrices, the system outputs can be fully determined
if the initial states and inputs are known. In a boost converter, the state variables are often taken
as the inductor current and output capacitor voltage. In cases where the states vary according to
time, the derivatives of the state variables can be expressed as a combination of the present state
variable and the independent inputs to the system, as given by (6.1), assuming that the system is
linear. The output of the system is given by the current state variable values and inputs of the
system (albeit with different matrix constants), as shown in (6.2). A complete derivation of the
small-signal state-space model is given in Appendix A.
dx (t)
d t
= Ax (t) +Bu (t) (6.1)
y (t) = Cx (t) +Du (t) (6.2)
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6.2 State Equations for the Boost Converter with Parasitic Compo-
nents
In Appendix A, an analytical state-space model for a boost converter was derived, resulting in an
input to output transfer function of the model. This is reproduced here as:
sX (s) = AavgX (s) +GUn (s)
X (s) = [sI−Aavg]−1GUn (s) (6.3)
Y (s) = CavgX (s) +HUn (s)
Y (s)
Un (s)
= Cavg (sI−Aavg)−1G+H (6.4)
The matrices of the model must now be filled with the relevant elements from the boost con-
verter that interfaces the rotational generator. The boost converter schematic presented in this
section will be based on the actual circuit that was designed and built using the components from
the optimisation procedure outlined in the chapter on maximum power point tracking.
rL
rs
RL
rC
L
Cδ
Vin
rDS
vD
Vout
Figure 6.1: Schematic of a boost converter with its parasitic components present.
Figure 6.1 shows the schematic of a realistic boost converter, including the component para-
sitics. Here, the parasitic resistances of the inductor and capacitor, rL and rC respectively, were
taken into consideration as well as the transistor’s on-state resistance between its drain-source
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junction, rDS . A sense resistor, rs, was placed on the input side of the converter to provide mea-
surements of the inductor current. The diode voltage drop was accommodated in the model by a
constant, vd, which will form part of the input vector of the model. In reality, the I-V character-
istics of the diode must be taken into account but this is out of the scope of this work. For the
purposes of demonstrating a functional control model of the power electronics, a constant diode
voltage drop will suffice.
In this work, the vectors representing the state, x, input, u and output, y, are defined in (6.5).
It may seem an odd convention to set the input current as an output of the model, but this is the
variable that needs to be controlled.
x =
 iL
vC
 y = [iL] u =

Vin
vd
δ
 (6.5)
During the subinterval when the transistor is switched on, the boost converter circuit reduces
to that shown in Fig. 6.2.
rL
rs
RL
rC
L
C
Vin
rDS
Vout
iL
vc
iout
iC
Figure 6.2: Boost converter circuit when the transistor is switched on.
Applying Kirchoff’s Voltage Law on the input side of the on-state circuit,
Vin = L
diL
dt
+ iL (rL + rDS + rs)
diL
dt
=
1
L
[Vin − iL (rL + rDS + rs)] (6.6)
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Similarly for the output side,
vC = iout (rC +RL)
vC = −iC (rC +RL)
dvC
dt
= − 1
C (rC +RL)
vC (6.7)
Equations (6.6) and (6.7) can be rewritten in matrix form as follows:
 ˙iL
˙vC
 =
−
(rL + rDS + rs)
L
0
0 − 1
C (rC +RL)

 iL
vC
+
 1L 0
0 0

Vin
vd
 (6.8)
[
iL
]
=
[
1 0
] iL
vC
+ [0 0]
Vin
vd
 (6.9)
Having found the equations that describe the behaviour of the inductor current and capacitor
voltage, it is now possible to fill in the on-state matrices of the converter based on (6.8) and (6.9).
Aon =
−
1
L
(rL + rDS + rs) 0
0 − 1
C (rC +RL)
 Bon =
 1L 0
0 0

Con =
[
1 0
]
Don =
[
0 0
]
(6.10)
164
When the transistor is switched off, the boost converter circuit reduces to that shown in Fig.
6.3.
rL
rs
RL
rC
L
C
Vin Vout
iL
vc
iout
iC
vd
Figure 6.3: Boost converter circuit when the transistor is switched off.
As before, Kirchoff’s Voltage Law was applied to the input side of the circuit.
Vin = L
diL
dt
+ iLrL + vd + vC + iCrC + iLrs (6.11)
Some manipulation is required in (6.11) such that the derivative of the inductor current com-
prises only of the variables defined in (6.5). Therefore, iC in the previous equation needs to be
substituted to give:
vC + iCrC = ioutRL
vC + iC (rC +RL) = (iout + iC)RL
iC =
iLRL − vC
rC +RL
(6.12)
diL
dt
=
1
L
[
Vin − vd − iL
(
rL + rs +
rCRL
rC +RL
)
− vC
(
RL
rC +RL
)]
(6.13)
Correspondingly, the derivative of the capacitor voltage can be found by rearranging (6.12).
dvC
dt
= iL
[
RL
C (rC +RL)
]
− vC
[
1
C (rC +RL)
]
(6.14)
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Finally, (6.13) and (6.14) can be grouped together in matrix form.
 ˙iL
˙vC
 =
−
1
L
(
rL + rs +
rCRL
rC +RL
)
− RL
L (rC +RL)
RL
C (rC +RL)
− 1
C (rC +RL)

 iL
vC
+
 1L − 1L
0 0

Vin
vd
 (6.15)
[
iL
]
=
[
1 0
] iL
vC
+ [0 0]
Vin
vd
 (6.16)
Having written state equations of the converter’s signals, the off-state matrices can be extracted
from (6.15) and (6.16).
Aoff =
−
1
L
(
rL + rs +
rCRL
rC +RL
)
− RL
L (rC +RL)
RL
C (rC +RL)
− 1
C (rC +RL)
 Boff =
 1L − 1L
0 0

Coff =
[
1 0
]
Doff =
[
0 0
]
(6.17)
6.3 Control Models of the Switch Mode Input Impedance Controller
It is now possible to construct an averaged state-space model of the boost converter using the
matrices in (6.10) and (6.17). As mentioned previously, the boost converter was chosen as an
interface circuit to perform an impedance match between the rotational generator’s armature re-
sistance, RA, and the connected load (the input impedance of the boost converter). This involves
manipulating the duty cycle of the converter (as the rotation speed and storage capacitor voltage
changes) and continuously checking that the inductor current meets a demand value.
A proportional-integral (PI) controller was chosen to reduce the error between the measured
and demand currents. The use of a derivative control term in a switch mode power supply must
be done with care due to the existence of switching noise. From a control perspective, adding a
derivative term will complicate the tuning of the controller gains [109] and it also increases the
system gains at high frequencies [110].
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Because Matlab is renowned for simulating and modelling control-related problems, the max-
imum power point tracking circuit will be modelled in Matlab in two stages: the first stage being
just the boost converter as the plant to be controlled with the transfer function iL/EG in open loop
and the second stage is the converter alongside the entire interface circuitry that implements the
impedance match, essentially closing the control loop. As will be shown later, the transfer function
of iL/EG will be modelled in two steps: the first being a standalone boost converter model, i.e.
iL/Vin and the second step includes the generated voltage, EG, and armature resistance, RA, in a
closed loop configuration to give iL/EG. These Matlab models will be verified in PSpice prior to
the final task of choosing the controller gains.
A state-space model of the boost converter with predefined input and output vectors as per
(6.5) was constructed in Matlab. Three input variables were fed into the model: boost converter’s
input voltage, diode voltage drop and the duty cycle. The converter’s input voltage, Vin, was
represented by an external reference input that undergoes a step change and the effects of this
change was observed in the inductor current. At this juncture, it was assumed that the inductor
current was continuous. This model is shown in the block diagram of Fig. 6.4.
Boost Converter
iLVin
δ vd
navg
navg
uHxCy
uGxAx
+=
+=&
Figure 6.4: Block diagram showing the connections made to the boost converter state-space model
in Matlab to model the open loop step response of iL when Vin changes.
From Fig. 6.4, the open loop transfer function is given by
iL
Vin
=
s
(
1
L
)
+
1
LC (rC +RL)
s2 + sα+ β
(6.18)
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where
α =
1
C (rC +RL)
+
1
L
(
rL + rs + δrDS + (1− δ) rCRL
rC +RL
)
β =
1
LC (rC +RL)
[
rL + rs + δrDS +
(1− δ) rCRL
rC +RL
+
(1− δ)2R2L
rC +RL
]
The block diagram in Fig. 6.5 shows the closed loop state-space model with the generated
voltage, EG, as the reference input, resulting in an input-to-output transfer function of iL/EG.
RARM
Boost Converter
navg
navg
HuxCy
GuxAx
+=
+=& iL
Vin
EG
+
-
δ vd
Figure 6.5: Block diagram showing the connections made to the boost converter state-space model
in Matlab to model the closed loop step response of iL when EG changes.
The closed-loop transfer function from EG to iL is
iL
EG
=
s
(
1
L
)
+
1
LC (rC +RL)
[s2 + sα+ β] +RA
[
s
(
1
L
)
+
1
LC (rC +RL)
] (6.19)
The closed-loop Matlab model in Fig. 6.5 was compared with a large signal time-domain
simulation in PSpice [111] for verification of the inductor current waveform when the reference
input, EG undergoes a step change, i.e. the generator’s speed changes. Fig. 6.6 shows the PSpice
model with the simulation parameters (Table 6.1) which are identical to those in the Matlab model.
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0.2
Figure 6.6: Verifying the Matlab transfer function, iL
EG
, in PSpice with a step input on EG.
Table 6.1: Simulation parameters for the PSpice model in Fig. 6.6.
Parameter Value
Initial EG 4.4 V
EG step change 0.2 V
Duty cycle 0.7
The circuit was simulated for 400 ms and the value of EG was fixed until 200 ms, at which
point a step increase of 0.2 V was applied to the initial value of EG. All other variables were held
constant throughout the simulation. Fig. 6.7 shows the averaged inductor current from Matlab
(blue line) and PSpice (red line). In the time prior to the step change, the Matlab data points
remain fixed at the steady state value given in (6.3). There is a high degree of agreement from the
circuit simulation model and the state-space model from Matlab, seeing as the averaged inductor
currents differ by less than 1 mA. This constant offset implies that there is a slight discrepancy
between the two models which could be caused by modelling a fixed diode voltage drop in Matlab.
In PSpice, the average diode voltage drop might be smaller than the value in Matlab, leading to a
slightly greater inductor current in PSpice. It is then possible to state that the Matlab state-space
model is accurate as far as PSpice is concerned.
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Figure 6.7: Comparing the averaged inductor current waveforms from PSpice and Matlab in re-
sponse to a step change in the generated voltage.
The waveforms from Matlab do not have any switching ripples present because of the state-
space averaging method used to derive the models. Closer inspection of the instantaneous inductor
current from PSpice, as shown in Fig. 6.8, shows that the switching ripples are evident and corre-
spond to the same frequency as the PWM signal that feeds the ideal switch. This figure confirmed
the assumption that the circuit was operating in continuous conduction mode because the inductor
current ripple had a peak-to-peak value of 6.6 mA, which is considerably smaller than its averaged
value.
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Figure 6.8: Switching ripples in the instantaneous inductor current waveform from PSpice.
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Having verified the transfer function given in (6.19), a Matlab model of the impedance match-
ing circuitry was constructed and this included the PI-controller mentioned earlier, with the power
converter plant model (Fig. 6.5) in the complete closed-loop system. This model is shown in Fig.
6.9.
EG
+
–
VIN idemand ierror
K PI – Controller
δ
Boost 
Converter
iL
Low Pass 
Filter
imeasured
–
+
VRarm
RARM
1
RARM
Figure 6.9: Closed-loop Matlab model of the impedance matching circuitry to investigate how the
circuit responds to changes in the generated voltage EG.
Due to the complexity of this closed-loop model, the Matlab function connect [112] was
used to specifically connect the blocks as shown in the figure. Each block consists of either a
transfer function or state-space model that defines its input to output behaviour. The objective
now is to obtain a transfer function that relates EG to iL, in this closed-loop configuration as a
function of controller gains. The difference between the demand and measured current values
was passed through a forward gain, K, followed by a PI-controller, which then generates the duty
cycle which will eventually reduce the error. In this simulation, the PI-controller gains (Kp and
Ki) were set prior to building the closed-loop model of Fig. 6.9. Therefore, changing K will
effectively scale both Kp and Ki proportionally. In PSpice, the input impedance controller was
implemented using the Analog Behavioural Modelling (ABM) library, as shown in Fig. 6.10. This
model was used to validate the functionality of the Matlab model in Fig. 6.9. The only difference
between the two closed-loop models is the existence of the PWM signal generator in the PSpice
model. In Matlab, all that is required by the boost converter’s state-space model is the numerical
value of the duty cycle.
The circuit was simulated for 280 ms and the step increase in EG of 0.2 V occurs at 200 ms.
All the circuit components are identical to the simulation conducted for the schematic in Fig. 6.6
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Figure 6.10: Closed-loop PSpice model of the experimental circuit that implements the input
impedance match.
and the initial choice of controller gains were 3 and 15 for the proportional and integral gains
respectively. It should be noted that these gain values were chosen by inspection of the measured
PWM signal from the interface circuit that was built and tested in Chapter 4, i.e. the controller
gains were determined based on the fluctuations of the duty cycle values on a sample-to-sample
basis. Once the Matlab model was verified with the simulation results from PSpice, the root locus
plot of the closed-loop transfer function will be inspected to determine suitable PI gain values.
The PWM signal was generated by comparing the output from the PI-controller with a saw-
tooth waveform (100 kHz) and passing the duty cycle modulated waveform through a reasonably
high gain value of 1000 before limiting the PWM amplitude between 0 V and 10 V. This is neces-
sary to ensure that the switch completely turns on and off when the PWM amplitude exceeds the
turn on and off threshold levels. A switch was used in place of a MOSFET because the state-space
averaged model of the boost converter removes the switching harmonics present in real systems.
Essentially, this means that the switching waveforms were replaced by their averaged versions.
The behaviour of the averaged inductor current from both models, at the instant where the
step change in EG occurs, is plotted in Fig. 6.11. There is good agreement between the inductor
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currents in the small and large-signal closed-loop models for a step change in generator speed.
Unlike the previous model where it was possible to calculate the steady state value of the input
vector, x, as derived in (A.22), the equations governing the closed-loop model had to be iteratively
obtained, as a closed form solution was not available and hence, it was not possible to explicitly
extract the steady state value of the state variables.
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Figure 6.11: A comparison of the averaged inductor current waveforms from Matlab and PSpice
for the closed-loop input impedance matching circuit model in Figures 6.9 and 6.10.
Intuitively, if the generated voltage remains constant for a certain amount of time, the inductor
current should settle to a value of EG/2RA, assuming that the PI-controller gains were correctly
chosen. For the simulation results shown in Fig. 6.11, EG was set to 7 V and thus, the steady state
inductor current should settle at 318.2 mA, prior to the step change in EG.
6.4 Root Locus Analysis
Having verified the transfer function for the Matlab closed-loop model (Fig. 6.9), the root locus
plot of the closed-loop system can now be investigated. In such a plot, the behaviour of the
system’s closed-loop poles (roots of the system’s characteristic equation) can be visually analysed
when a system parameter (usually the system’s forward control loop gain) is changed. When
the closed-loop system gains are altered, the closed-loop poles will traverse along a locus in the
complex s-plane to form a root locus plot [113]. The locus of points always begin at the poles (at
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small gains) and end at the zeros (as the gain approaches infinity). In some instances, there might
be more poles than zeros which will result in the additional poles moving towards zeros located at
infinity. A brief discussion on root locus theory is included in Appendix B.
6.4.1 Root Locus for the Matlab Models
The transfer function for the closed-loop model with the embedded boost converter shown in Fig.
6.9 is given by (6.20).
iL(s)
EG(s)
=
2.49× 10−7s3 + 2.681× 10−4s2 + 0.01922s+ 0.08945
s4 + 1.856× 104s3 + 1.875× 107s2 + 1.184× 109s+ 1.968 (6.20)
Equation (6.20) gives three real zeros at -1000, -71.8, -5 and four real poles at -1.75 × 104,
-1000, -67.7, 0. All these poles and zeros are in the left half plane. A plot of the root locus (with
increasing values of forward gain) for the aforementioned zeros and poles is given in Fig. 6.12.
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Figure 6.12: Root locus plot of the transfer function iL
EG
for the Matlab model in Fig. 6.9.
This plot was obtained using Matlab’s Single-Input-Single-Output (SISO) Design Tool [112]
where the closed-loop system model shown in Fig. 6.9 was fitted into an identical control archi-
tecture. The loci of points for the poles and zeros located near the origin is present in the figure
but due to the scale of the axis, they are not visible. Figure 6.13 shows root loci for the poles and
zeros near the origin.
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Figure 6.13: Root loci for the poles and zeros near the origin.
By definition, the root locus plot shows how the closed-loop poles of the system move as some
system parameter is varied. In this model, the forward gain, K, was increased from zero to a large
value (in theory, this is often noted as infinite gain). The closed-loop poles were observed to move
further along the negative real axis without ever venturing away from it (they have no imaginary
parts). Since the damping factor, ζ, is found by taking the cosine of the angle the root locus makes
with respect to the real axis, i.e. cos (α) = ζ, this closed-loop system has a damping factor of 1
for all positive values of gain, K. As a matter of fact, the system behaviour will be more damped
(and stable) as K is increased because the closed-loop poles will be located further in the negative
real axis. A graphical interpretation of α and ζ in a root locus plot is given in Appendix B.
A comparison between the closed-loop system responses from Matlab (blue) and PSpice (red)
is plotted in Fig. 6.14 for a 0.2 V step increase in the generated voltage, EG. As with the previous
comparisons in this chapter, PSpice was used to test the validity of the linearised small-signal
model in Matlab. For different values of forward gain, K, the averaged inductor currents are
plotted on the left column and the input impedance on the right. In both cases, the time domain
simulation lasted 180 ms with the step change occurring at 90 ms. The time-axis in all six plots
are shown from 80 ms onwards to show the transient occurring during the step change. Prior to the
step change, the averaged inductor current reached its steady state value of 318 mA for EG = 7 V
and RA = 11 Ω.
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(a) Averaged inductor current: K = 1
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(b) Input impedance: K = 1
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(c) Averaged inductor current: K = 10
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(d) Input impedance: K = 10
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(e) Averaged inductor current: K = 100
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(f) Input impedance: K = 100
Figure 6.14: Step responses of the closed-loop system for forward gains of 1, 10 and 100.
As can be seen from the plots in Fig. 6.14, there is a strong agreement between averaged
inductor currents from the Matlab and PSpice models with discrepancies of less than 1 mA for
two of the three gain values, prior to the step change at 90 ms. With increasing values of K, it is
evident that the input impedance settles quicker at the target value of 11 Ω for both models. When
K = 1, the averaged inductor current does not reach the steady state value before the step change
in EG which indicates that there is insufficient proportional and integral gain to reduce the error
between the demand and measured currents.
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Based on the root locus plot and the step response of the closed-loop system, the closed-loop
system is more stable and achieves steady state more quickly, i.e. less overshoot and oscillations,
when larger forward gains are chosen. However, the contrary was observed in the experiments
conducted on the MPPT circuit; at higher gains, the duty cycle generated by the microprocessor
had a tendency to oscillate between its maximum and minimum values. This observation will be
explained in more detail in the next section.
6.5 Duty Cycle Fluctuations at High Controller Gains
In the PIC microprocessor implementation, the proportional and integral gains were 3 and 15
respectively and these gains were chosen by inspection of how much jitter was present in the
duty cycle values. A new duty cycle value was calculated each time the PIC sampled the boost
converter’s input voltage and measured inductor current (through a sense resistor). The difference
between the demand and measured inductor currents will be compensated by a PI-controller which
generates a new duty cycle value after each sampling instant.
The sampling instant depends on how much time it takes to execute the code in the PIC and
the main delay was due to reading the sampled converter waveforms from the ADC. In the exper-
iments, it took approximately 3.3 ms for the PIC to perform the impedance matching algorithm,
corresponding to a sampling frequency of 303 Hz and this sampling occurs continuously through-
out the operation of the circuit. There is the possibility that the converter’s input voltage will have
changed significantly between successive sampling instants of the PIC, resulting in a change in
the demand current.
To illustrate this change in converter waveforms, consider a possible scenario shown in Fig.
6.15 where the solid line corresponds to the measured inductor current and the dark circles are
the values sampled by the PIC at sampling instances tS1 to tS3. The dotted line is the demand
current calculated based on the input voltage of the boost converter and armature resistance of the
rotational energy harvester.
At the first sampling instant, tS1, the measured inductor current is less than the demand value
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Figure 6.15: Rapid changes in inductor current due to high controller gains and a low sampling
rate.
and this will cause an increase in the duty cycle to draw more current from the generator. If the PI-
controller gains were too high, the calculated duty cycle would overcompensate the difference in
measured and demand currents, causing a large overshoot in the inductor current. Following that,
at tS2, the measured current is now greater than the demand value and evidently, the controller will
generate a smaller duty cycle in order to reduce the current drawn from the generator. As before,
due to the large controller gains, the new duty cycle will be too small, causing the measured current
to significantly decrease beyond the demand current. These oscillations were caused by a feedback
delay in the control loop, the effect of which was made worse for large controller gains.
Whilst the choice of PI-controller gains is crucial in reducing the error between the measured
and demand currents, the rate at which the PIC samples the input voltage and inductor current
affects how the control loop behaves. Presently, the sampling frequency was set to 303 Hz and
this was limited by the PIC’s processing speed. This limitation in sampling frequency will cause
the duty cycle, and subsequently the inductor current, to oscillate between the predefined minimum
and maximum values. Ideally, the sampling frequency of the control loop should be at least a factor
of two higher than the maximum expected frequency at which the generated voltage changes. In
reality, the speed of this digital implementation is too slow to provide a fast response to the control
of the input current whilst maintaining the stability of the system.
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6.5.1 Experimental Observations
At high controller gains, large sample-to-sample fluctuations of the duty cycle values were ob-
served in the PWM waveform of the boost converter. A screen shot from the oscilloscope is
shown in Fig. 6.16, depicting the PWM signal and the sampling instances are indicated by the
blue arrows and labelled as tS1 – tS4. A close-up view of the PWM signal at the four sampling
instances is shown in Fig. 6.17.
Figure 6.16: Screen shot of the PWM waveform and the sampling instances, tS1 – tS4.
The measured time between successive sampling instances was about 3.3 ms and this con-
firmed that the PIC was sampling the boost converter waveforms at a frequency of 303 Hz. Large
changes in the duty cycle were evident from this screen shot of the PWM signal. In the time scale
from which this PWM signal was obtained, the duty cycle changed from its minimum to maxi-
mum value in four sampling instances. Effectively, these large sample-to-sample fluctuations will
cause the inductor current to undergo large amplitude changes after each sampling instant. These
oscillations in the duty cycle values were caused by a feedback delay in the control loop, the effect
of which was made worse for large controller gains.
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Figure 6.17: Close-up view of the experimental measurements of the PWM signal at sampling
instances tS1 – tS4
As a result, the input impedance of the boost converter will experience larger fluctuations
around the target value, which in this case is the armature resistance of the rotational generator.
While it may be difficult to attain a perfect impedance match under practical situations, these large
duty cycle variations will inadvertently result in a larger differential between the input impedance
of the boost converter and the armature resistance of the rotational energy harvester.
The large fluctuations in the duty cycle is akin to the inductor current having a large ripple,
assuming that in both cases, the average current remains the same. Figure 5.16 illustrates that even
when the inductor current ripple has a peak-to-peak magnitude equal to that of the average current,
the effectiveness of the boost converter only deteriorates by approximately 8 %. Therefore, it can
be said that the fluctuations in duty cycle will in a worst case scenario, reduce the amount of power
transferred from the rotational generator by 8 %.
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6.6 Conclusions
This chapter presented a method to model and control that interface electronics in order to obtain
maximum power transfer from a rotational energy harvester. A state-space averaged control model
of a boost switch mode converter with component parasitics was derived from first principles and
embedded in a control loop that performs input impedance matching to the armature resistance
of the rotational harvester. Root locus techniques were used to choose the proportional-integral
controller gains.
The converter and controller models were developed in Matlab and verified using large-signal
time domain simulations in PSpice. Simulations of the control models were done in stages, i.e. a
boost converter model with component parasitics was first derived and verified prior to embedding
it in the impedance matching controller. A comparison of simulation results from Matlab and
PSpice were shown for each stage of the control model development in order to verify that the
models in Matlab were functionally correct.
The methods reported in this chapter can be expanded to include other types of energy har-
vesters and power management electronics by changing the modelling parameters. It was found
that increasing the controller gains will result in a more damped closed-loop system response and
for this specific example, the closed-loop behaviour is non-oscillatory for all positive values of
gain. However, it should be noted that choosing large controller gains may result in large sample-
to-sample oscillations in the duty cycle values. These oscillations were observed in the circuit that
was built and tested in the lab when the controller gains were tuned by inspection.
Correspondingly, the next chapter will describe a rotational energy harvesting system for a
wireless sensor node based on the analysis developed thus far.
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Chapter 7
Rotational Energy Harvester Powered
Sensor Node
This chapter will discuss the implementation and integration aspects of a rotational energy har-
vesting system based on the groundwork from the previous chapters. A sensor node consisting
of a wireless tachometer was chosen as the application for the rotational energy harvester. The
tachometer consists of two accelerometers mounted on the same printed circuit board as the rest
of the power management electronics. Wireless transmission of the measured source rotation
speed was realised using an AM-transmitter. The rotational energy harvester is configured such
that the rotation source is coupled to the stator of the generator whilst the offset mass is attached
to the rotor. A mechanical frame encloses both the generator and printed circuit board, allowing
the accelerometers to rotate synchronously with the rotation source. The overall purpose of this
example system is to demonstrate the feasibility of harvesting power optimally from a continuous
rotation source in order to supply power to a wireless sensor node. In this example application,
the sensor measures and transmits the source rotation speed which is monitored on a LabVIEW
interface.
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7.1 Mechanical Frame Design
In the initial stages of this work, construction of the initial proof-of-concept rotational energy
harvester and the maximum power point tracking circuit were done independent of one another
to test their functionality in isolation. The rotational generator was implemented using two DC
motors with their rotors coupled together and an offset mass attached to the generator’s stator
(reproduced in Fig. 7.1), in the same fashion as a motor generator set but with the generator not
bolted down. In this first prototype, the additional mechanical parts were the shaft coupler and
a steel frame to mount the rotation source onto the laboratory bench, whilst the generator was
suspended in air. Both rotors were assumed to be aligned, irrespective of the offset mass.
Figure 7.1: Test bench arrangement of the rotational energy harvesting system with a separate DC
motor as the rotation source.
In order to properly demonstrate a self-powered wireless sensor node powered from the ro-
tational harvester, an improved pre-production level prototype was constructed. A photograph of
this harvester can be seen in Fig. 7.2. The rotational generator is housed in a lightweight durable
aluminium frame with the rotation source coupled to the generator’s stator and the offset mass
attached to the rotor. Manufacture of this aluminium frame was outsourced to Engineering So-
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lutions & Supply Ltd. One of the main problems with the first prototype (Fig. 7.1) was that the
alignment between the two rotors was slightly compromised because the generator was suspended
in air. The shaft coupler for the prototype in Fig. 7.1 was not machined accurately which caused
a misalignment in the axis of rotation. Furthermore, the weight of the rotational energy harvester
and offset mass caused the shaft coupler to flex.
To overcome this problem, the weight of the generator and offset mass can be supported by
the rotation source. Under extreme conditions, the bending of the generator’s shaft will cause the
rotor and stator to come into contact. In any case, motors are not designed to be cantilevered off
their shaft and in doing so, this will exert excessive weight on the bearings of the motor (rotation
source). The arrangement shown in Fig. 7.2 is not the only configuration for the rotational energy
harvester. An an alternative setup was depicted in Fig. 3.1 in Chapter 3 where the offset mass was
attached to the stator and the rotation source was coupled to the rotor.
Figure 7.2: Improved configuration of the rotational energy harvesting system with a separate DC
motor (on the right) acting as the rotation source.
Figure 7.3 shows the mechanical assembly that houses the rotational generator. The outer
frame has dimensions of 145 mm by 85 mm whereas the inner frame has a length of 90 mm and
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width of 45 mm. This frame enables the rotation source to couple directly to the stator of the
generator (using the collar) whilst the offset mass is attached to the rotor via a coupler and an
alignment spindle. Two 50 g semicircular masses were attached to the spindle via a vertical rod.
In the outer frame, a circular gap with interior glacier bush bearings allow the spindle to come out
through the frame and rotate in sync with the generator’s rotor, allowing very low frictional losses
between the spindle and ball bearings. Due to the short length (3.6 mm) of the generator’s shaft,
an additional coupler was required to link the rotor and spindle. The rotational generator is fixed in
position within the inner frame by fastening the rotor-face to a rectangular connection piece which
links the two inner frame posts. It is crucial that the axis of rotation is aligned throughout the
frame and therefore, two alignment pads were fastened onto the inner and outer frames to support
the weight of the offset mass. Without the alignment pads, the spindle has a greater tendency to
rest at an angle on the bearings.
Figure 7.3: Top view of the rotational generator’s mechanical frame.
The physical dimensions (in mm) of the rotational generator used in this work are shown in
Fig. 7.4. A gearbox of ratio 1:4.4 was attached to the shaft to up-convert the source rotation
speed. Table 7.1 lists the electrical characteristics of this generator which was chosen based on
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a compromise between the armature resistance and a sensible voltage and current for the boost
converter’s input. In other words, the input voltage of the boost converter should be greater than
the minimum input voltage of the buck regulator (4.75 V) which can be achieved for a KE of
1.7 × 10−3 V·RPM−1 when the source rotation speed is 600 RPM.
Figure 7.4: Physical dimensions (in mm) of the DC generator from Maxon Motor [114].
Table 7.1: Electrical characteristics of the chosen generator from Maxon Motor with model num-
ber, 118733.
Parameter Value
Motor constant, KE 588 RPM·V−1
Armature resistance, RA 11.2 Ω
Maximum speed 16000 RPM
Generator weight 40 g
Generator length 43.5 mm
Generator radius 8 mm
An advantage of this mechanical design is that the collar can be separated from the four-post
frame and replaced with another that will fit onto a different rotation source. For example, Fig. 7.5
shows the mechanical frame with a different collar with the rotational energy harvesting system
mounted on the rotor of an induction machine (rated at a few kilowatts). Similarly, if a different
rotational generator was used, only the plate that fastens onto the rotor-face of the generator needs
to be changed (assuming that the generator’s physical dimensions do not exceed that of the space
between the inner frame posts). In essence, by designing the mechanical framework using multiple
parts, the test bench can be taken apart and put together with relative ease without compromising
on the precise placement of the rotating components.
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Figure 7.5: The mechanical frame can be fitted onto a different rotation source just by changing
the collar. Here, the rotational energy harvesting system was fitted onto an induction
machine.
7.1.1 Total Device Volume
The largest dimension of the mechanical frame is 145 mm × 85 mm and the printed circuit board
(PCB) measures 100 mm × 80 mm (details of its design are given in Appendix C). In the im-
plementation shown in Fig. 7.5, the PCB is aligned perpendicular to the axis of rotation so that
the accelerometers will be able to measure the host rotation speed. The whole device fits within
a rectangular box of dimensions 145 mm × 100 mm × 80 mm, giving a total swept volume of
1160 cm3. It should be noted that compactness was not being aimed for in the current conception
of the rotational energy harvester, i.e. the design of a smaller mechanical frame and selection of
a DC generator with a flatter profile will be undertaken in future iterations of the entire system.
Additionally, the PCB can be designed to be mounted parallel to the axis of rotation which will
reduce the total swept volume of the system.
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7.2 Energy Storage Interfaces
The majority of energy harvesting transducers will not be capable of supplying energy at a constant
rate over long periods of time. As an example, a vibration energy harvester can only generate
power when it is subjected to an acceleration and a solar cell can only produce electrical energy
when it is illuminated. Nonetheless, many applications of energy harvesting technology may
require a constant source of electrical energy to supply the load. Clearly, if the average power
consumption of the load is greater than the average power generated by the harvester, it is not
possible to provide power continuously to the load. However, it is possible to continuously power
the load if the average generated power is equal to or exceeds the average consumption by the load.
When excess power is harvested, it is stored in the storage element and when there is insufficient
power from the harvester, the storage element can be discharged to maintain operation of the
load electronics. Besides that, energy storage components such as batteries and supercapacitors
are capable of handling surges in load currents during events like a turn-on transient of the load
electronics.
In this work, supercapacitors were chosen as the storage element because energy can be pushed
into them relatively easily with no special charging requirements. Storage capacitors are very tol-
erant to the rate at which energy is transferred into and out of them. It should also be noted
that supercapacitors typically have a higher energy density when compared to ordinary capacitors
which was the reason they were chosen as an energy reservoir in this work. The only restriction in
using ordinary capacitors or supercapacitors is that when the capacitor has reached its maximum
operating voltage, the interface electronics must stop transferring excess energy from the harvester
in order to prevent breakdown. Whilst the use of a capacitor as a storage element makes the de-
sign of the interface electronics much simpler, one disadvantage is the wide voltage range that it
operates over. This is why a wide-input buck regulator is needed to account for the large voltage
variations in the storage capacitor, in order to provide a fixed supply voltage for the load electron-
ics. The electrical characteristics of the supercapacitor used in the power management electronics
are listed in Table 7.2.
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Table 7.2: Electrical characteristics of the chosen supercapacitor from AVX with model number,
BZ05FB682Z.
Parameter Value
Capacitance 6.8 mF
Rated voltage 15 V
Equivalent series resistance (ESR) 0.5 Ω
Maximum leakage current 10 µA
If batteries were used as a storage element, the rate and method in which the battery is charged
can significantly influence the lifetime of the battery cells. One major benefit is that the battery
voltage is relatively constant, therefore the output load voltage regulation is much simpler than in
the capacitive storage case and indeed, output voltage regulation may not even be required as long
as the battery cells are carefully selected. On the other hand, the available battery cell voltages
must be taken into account when using them. For example, lithium-ion cells have a nominal
voltage of approximately 3.7 V [115] and hence, it is not possible to power lower voltage circuitry
from Lithium-ion cells without some form of output voltage regulation.
7.3 Output Voltage Regulation
By choosing a capacitor as the storage element, there will be fluctuations in the voltage across
the capacitor and some form of load regulation is required. Output voltage regulation can in
some cases be achieved by using off-the-shelf linear or switching voltage converters, however, the
inefficiency of a linear regulator makes them unsuitable for wide-input, fixed-output conversion.
In this case, a wide-input switching regulator is the preferred interface between the energy storage
component and the load electronics. Presently, commercial off-the-shelf switch mode regulators
in the tens to hundreds of milliwatts capability have reported efficiencies of around 90 %, as shown
in Fig. 7.6 [102].
Given that such high efficiencies exist for commercial switching regulators, it may be more
convenient to search for one which meets the design requirements, rather than to design from
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Figure 7.6: Graphs of efficiency against load current under different regulated output voltages for
the R-78XX-0.5 regulator from RECOM International [102].
scratch. This of course, depends on the power levels in the system. For example, consider the
R-783.3-0.5 buck regulator from RECOM International (Fig. 7.7) [102]. It is small in size at
0.89 cm3 and has a wide-input range of 4.75 V – 34 V, making it suitable for output voltage
regulation when there are significant voltage fluctuations from a storage capacitor.
Figure 7.7: The R-783.3-0.5 wide-input, output voltage regulator from RECOM International
[102].
Linear regulators are only likely to be suitable if the voltage fluctuations are minimal, other-
wise the efficiency will be very low over parts of the operating range. However, if a battery was
used as the storage element, a simpler and more efficient solution is probably to store the energy
at a voltage which is suitable to run the load electronics. This avoids the need for additional power
processing and hence, less energy will be lost in additional circuit components.
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7.4 Rotational Speed Calculations
7.4.1 Optical Tachometers
A typical tachometer application is in precision controlled robotic arms, which are commonplace
in the handling of wafers [116] in clean rooms or even in medical technology where the da Vinci®
surgical system [117] has been making headlines. There are two types of commercially available
tachometers: magnetic and optical. With the advent of microfabrication technology [118] and
digital signal processing techniques, optical shaft encoders are more commonly utilised in place
of their magnetic counterparts. Companies such as Hengstler [119] and Baumer [120] have been
manufacturing commercially available optical tachometers and the price range of their products is
between £ 100 – £ 250 from distributors such as RS and Farnell.
The design of an optical tachometer consists of a translucent encoder disk with binary code
patterns (opaque and transparent areas) printed on its surface and mounted on the axis of the ro-
tating shaft. An array of light emitting diodes (LEDs) will illuminate the disk surface whilst a
photodetector is aligned opposite the LEDs to sense the light that passes through. The light pat-
tern is converted into an electrical signal which in most cases looks like a pulse width modulated
waveform. A microprocessor will read and decompose this optical pattern to determine the rota-
tional speed of the shaft. The rotation direction can be determined if a quadrature encoder is used
where two optical patterns are produced, with one pattern leading the other by 90◦.
From the brief discussion given above, using an optical tachometer requires the assembly of the
following parts: an encoder disk concentrically aligned on the rotating shaft, accurate placement
of the LED and photodetector array, a separate microprocessor to decode the optical pattern and
an external power supply to operate the encoder system, LEDs and photodetectors. In essence,
precise alignment of the encoder disk and LED/photodetector array is a key requirement in getting
the most out of an optical tachometer, in addition to the auxiliary components such as the power
supply and wiring needed to connect the different parts of the system [121]. In future applications,
the resolution of the binary code patterns on the encoder disk will in fact limit the accuracy and
precision of such encoders [122].
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The patterned disk and the LED array must be mounted on the rotating part and fixed part
respectively or vice versa, while still being close together and well aligned. The assembly of
the encoder system can be made much simpler if these additional components and alignment
requirements can be addressed from the initial mounting point on the rotating shaft. A potential
alternative is to use the rotational energy harvester described in this work which can be mounted
on just the rotating part of the host structure. In this case, the harvested energy could be configured
to realise a self-powered wireless tachometer.
7.4.2 Wireless Tachometer Implementation
A wireless tachometer can be implemented by using two dual-axis, ± 5 g ADXL320 accelerom-
eters from Analog Devices [123] to perform online calculations of the source rotation speed, ω.
Figure 7.8 depicts the arrangement of the accelerometers opposite one another on the PCB and
equidistant from the centre of the rotational generator, with their sensing axes (labelled as X and
Y in the figure) perpendicular to the axis of rotation.
In the figure, the distance between the centre of the accelerometers and the axis of rotation
is noted as r which is equal to 27 mm. Visually, this amounts to the rotation axis being in the z-
direction and the two sensing axes in the x- and y-directions. This symmetrical arrangement means
that the gravitational effects on the accelerometers can be cancelled out. A solder reflow station
was used to connect the accelerometers onto the PCB because it came assembled in a Leadframe
Chip Scale Package (LFCSP) where the solder pads are located on the back-side of the chip.
The calculations of source rotation speed depends on the analogue output voltage (proportional
to the acceleration) from the accelerometers which buffered by a unity gain operational amplifier
before being sampled by the PIC18F1320 microprocessor. This buffer stage is necessary because
the maximum recommended input impedance for the PIC’s analogue input ports is 2.5 kΩ whereas
the output stage of the accelerometer has an impedance of 32 kΩ.
Each sensing axis will experience an acceleration of ± 1 g if the axis is directed towards the
earth’s gravitational pull and 0 g if the sensing axis is perpendicular. In the arrangement shown
192
in Fig. 7.8, the radial acceleration experienced by the accelerometers are denoted as ax1 and ax2,
which are analogue voltage outputs from the accelerometers. The distance between the axis of
rotation and the centre of the accelerometer is r.
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Figure 7.8: Relative positions of the two accelerometers with respect to the axis of rotation (marked
with a cross). Both accelerometers were soldered 27 mm from the axis of rotation.
For a source rotation speed of ω,
ax1 = ax2 = ω
2r (7.1)
However, the measured acceleration read from the devices will also include the gravitational
force. This needs to be subtracted and to do so, the gravitational pull has to be resolved radially to
give ag1 and ag2.
ag1 = −g cos (90◦ − θ) = −g sin (θ)
ag2 = g cos (90
◦ − θ) = g sin (θ)
(7.2)
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The net radial acceleration experienced by each accelerometer is given by (7.3).
a1 = ax1 − ag1 = ω2r + g sin (θ)
a2 = ax2 − ag2 = ω2r − g sin (θ)
(7.3)
Adding a1 and a2 together removes the sin (θ) term, leaving both net radial accelerations as a
function of ω and r.
a1 + a2 = 2ω
2r
∴ ω =
√
a1 + a2
2r
(7.4)
The chosen accelerometers with analogue output voltages have a variable called the sensitivity
parameter, S, which scales the voltage outputs into units of g (m·s−2). For the ADXL320, the
sensitivity parameter takes a nominal value of 0.174 V/g when the supply voltage is 3.3 V (from
the buck regulator). At 0 g, the analogue outputs will take on the value of half the supply voltage,
Vs. Therefore, the 0 g “bias” (or Vs/2) must be subtracted from the analogue voltages.
Aana =
(
a1 − 1
2
Vs
)
+
(
a2 − 1
2
Vs
)
∴ Aana = a1 + a2 − Vs (7.5)
As the sensing axis deviates around the 0 g boundary, the analogue output will either increase
or decrease, depending on how much g-force it experiences. Scaling the analogue voltages of a1
and a2 with the sensitivity parameter and then multiplying them with the acceleration of gravity,
g = 9.81 m.s−2 gives the accelerometer output in m.s−2.
Aacc =
a1 + a2
S
× 9.81 (7.6)
This is the value of radial acceleration when the source rotation speed is ω as given in (7.4). It
is then possible to find the source rotation speed in units of RPM by substituting (7.6) into (7.4)
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and multiplying the result with a conversion factor of 1 rad.s−1 = 60/2pi RPM.
RPM =
60
2pi
√
Aacc
2r
(7.7)
7.5 Wireless Data Transmission
To realise a wireless shaft encoder application, the source rotation speed, ω, was encoded into
an 8-bit data stream in the PIC microprocessor using the Universal Synchronous Asynchronous
Receiver Transmitter (USART) module which is then transmitted using an AM-transmitter (AM-
RT4-433) [124]. An AM-receiver (AM-HRR16-433) [125] was configured to pick up the trans-
mission and relay the data stream into a desktop computer to be displayed on a LabVIEW user
interface [126]. This transmitter-receiver pair was chosen because they are simple to use and the
power consumption of the transmitter is low (13 mW). Optimisation of the wireless transmission
scheme was not part of the work reported in this thesis. Figure 7.9 gives an overview of the stages
involved in the wireless data transmission.
PIC18F1320
(Encode Data)
AM-Transmitter AM-Receiver
Desktop PC
(LabVIEW)
PIC18F14K50
(Data verification)
Figure 7.9: The stages involved in wireless data transmission for the rotational energy harvesting
system.
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7.5.1 AM-Transmitter and Receiver
The transmitter comes in a dual-in-line (DIL) package measuring just 17.8 mm by 10.2 mm and
operates at a frequency of 433 MHz with a maximum transmission distance of roughly 70 m.
Power was supplied by the buck regulator (3.3 V) and the transmitter has a rated operating current
of 4 mA which means, in this work, the power it consumes is 13.2 mW. It has a maximum data rate
of 9600 bits per second (bps) which places a limit on the Baud rate at which the USART module
in the PIC operates. In addition, the desired and actual Baud rate of the encoded data from the PIC
are unequal, resulting in a Baud rate error when configuring the PIC to transmit at a desired Baud
rate. Although transmission at 9600 bps was possible, it resulted in a Baud rate error of 1.7 %
compared to an error of 0.16 % for a 2400 bps transmission. Further information on configuring
the USART module can be found in Appendix E.
The AM-HRR16-433 receiver was chosen because it operates at the same frequency (433 MHz)
and is capable of handling the data rate from the transmitter. The received data is passed on to
a PIC18F14K50 microprocessor [127] which in turn transfers it to a desktop computer to be dis-
played on a LabVIEW user interface (as shown in Fig. 7.9). Relaying the data streams from the
PIC18F14K50 to the computer was achieved using the Low Pin Count USB Development Kit
from Microchip Technology [128]. Communication between the PIC18F14K50 and the computer
was set at a Baud rate of 2400 bps even though USB-based data transfers can tolerate much higher
data rates. This was because another PIC would have to be set up to increase the Baud rate for the
USB-to-computer transmission and in the interest of keeping the wireless data transmission stage
as simple as possible, a single Baud rate was used.
For this application, the USART module was programmed to transmit five data streams, of
which two of them are the calculated source rotation speed and the calculated input impedance of
the boost converter. The three additional data streams can be configured to transmit other values
and they must be values sampled and stored by the PIC microprocessor. To prevent the receiver
from picking up the data streams midway through their transmission, check-bits were added before
and after the five successive data sets. The PIC18F14K50 will review the received data to ensure
that the correct sequence of check-bits were transmitted. If the correct data sequence is present, the
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data will be passed onto a computer via a Universal Serial Bus (USB) connection and displayed
on a LabVIEW interface which is described in Appendix D. Otherwise, the receiver-side PIC will
remain idle until a correct data sequence is detected.
7.6 Experimental Results
The experimental results presented in this section were measured using the setup shown in Fig. 7.2
where the source rotation was provided by a DC motor. The performance of the rotational energy
harvesting system was identical when mounted on the induction machine. However, this requires
connection of the induction machine onto a grid network. Hence, for experimental measurements,
it was more convenient to use a DC motor as the rotation source.
7.6.1 Cold Starting the Interface Electronics
It is worth mentioning that the power management electronics in this rotational energy harvesting
system was able to function from a cold start, without any batteries. A simplified system topology
is depicted in Fig. 7.10.
Rotational 
Energy 
Harvester
Boost 
Converter
Storage 
Capacitors
Wide-Input 
Buck 
Regulator
3.3 V
Interface 
Electronics
Input 
Impedance 
Matching
Figure 7.10: A simplified topology of the rotational energy harvesting system.
From a cold start, all the harvested power will be pushed into the storage capacitors, bypassing
the boost converter through the Schottky diode. The input terminals of a buck regulator with a
minimum input voltage of 4.75 V was connected across the storage capacitors. Once the voltage
across the capacitors surpasses 4.75 V, the regulator will supply 3.3 V to the interface electronics.
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The Schottky diode in the boost converter has a forward voltage drop of approximately 0.4 V and
the motor constant, KE , for this particular rotational generator, is 589 RPM·V−1. In addition to
that, a gearbox with a step-up ratio of 4.4 was fitted onto the rotational generator. Thus, to turn
on the buck regulator, the generator has to produce 5.15 V or in other words, be subjected to a
source rotation of 690 RPM. In practice, the indicator LEDs on the interface electronics PCB were
lighted at a source rotation of 600 RPM.
7.6.2 Calculated Source Rotation Speed
If the rotational energy harvesting system was deployed as a wireless tachometer, the source rota-
tion speed (and angle) must be calculated as accurately as possible. Using the equations outlined
in Section 7.4 and culminating in equation (7.7), the sampled analogue output voltages from the
two accelerometers were sampled and processed by the PIC microprocessor before the source
rotation speed values were transmitted. Figure 7.11 shows a comparison between the measured
source rotation speeds from the accelerometers and an optical tachometer.
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Figure 7.11: Plot of the calculated (from PIC microprocessor) and measured (using optical
tachometer) source rotation speeds.
The tachometer speed readings provide the control variable to which the accelerometer version
will be compared. There is a strong correlation between the two, which suggests that the calcula-
tions using the accelerometer’s output are accurate. However, as with all practical devices, there
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is a limitation to how much acceleration the accelerometers can measure and this is discussed in
Appendix F.
Transmission Errors
Floating point values of the calculated source rotation speed were converted into a char to be
used in the function WriteUSART (char data) — this function will load the transmit regis-
ter buffer with the value data and subsequently begin the transmission of data from the USART
module. Therefore, the marginal errors between the accelerometer and optical tachometer mea-
surements were most likely due to rounding errors when an accurate floating point representation
is rounded off to an eight bit integer value.
An eight bit transmission can have 28 digitised values or in terms of decimals, a maximum of
256. On some occasions, the measured rotation speed will be greater than 256 RPM and it was
decided that the measured speed will be divided by 10 before passing it to the eight bit USART
module, giving a maximum measured speed of 2560 before the eight bit encoding is bit-limited.
As an example, if the measured speed was 308 RPM, the transmitted speed value will be rounded
off to the nearest integer value of 31, i.e. round(308/10). Upon receiving the transmitted data, the
display in LabVIEW will show a measured source rotation speed of 31 and the user will interpret
this as 310 RPM. There is an error of 2 RPM between the measured and transmitted values which
results in an error of 0.64 %.
Figure 7.12 shows a plot of the transmission rounding errors against the measured speeds. This
percentage error was calculated with the transmitted speed as the base value. Hence, at higher
rotation speeds, the percentage error will decrease. Nonetheless, with the present configuration,
the maximum transmission error is about 2.5 %.
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Figure 7.12: The absolute transmission error depends on the rotation speed that is being transmit-
ted and arises due to the rounding off errors in the USART module.
7.6.3 Current Limiting Effects
When the source rotation speed exceeds the flip over speed, ωf , a matched load will cause the
maximum motor torque, Tm, to be exceeded. At this point, the optimal input impedance regulation
strategy changes to one that will limit the armature current to maintain Tm = mgL. The rotational
generator and boost converter will no longer be impedance matched once the current limit is
enforced. However, the offset mass will still be held at a position where θ = 90◦.
Figure 7.13 shows the two regions of operation for the rotational generator. The first is the
quadratic region (red line) where output power from the rotational generator varies with rotation
speed squared, and the second is the linear region (blue line) where power varies proportionally
to rotation speed. In the linear region, each parallel line has a slope of mgL and they indicate
the positions of different power-speed curves when gearboxes are used; higher gear ratios (1 : N )
will cause the curve to move towards the case with an infinite gear ratio (when N is large, ωf
approaches 0).
Essentially, before the current limit, output power should vary as rotation speed squared as in
RL
(
KEω
RA +RL
)2
, which is the equation for the electrical power dissipated on a load resistor, as
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Figure 7.13: Two regions of rotational generator operation: quadratic variation (red line) of out-
put power with source rotation speed under matched load conditions and linear vari-
ation (blue line) when the armature current is limited to prevent flip-over.
derived in (3.9). However, when the current limit is enforced, the output power becomes
Pout(ω) = mgLω −RA
(
mgL
KE
)2
(7.8)
In (7.8), the output power is taken to be the power generated from the rotation, mgLω, less
the amount of power dissipated in the armature resistance. This theoretically indicates a linear
relationship between the output power and source rotation speed, ω. Power is further maximised
if a high gear ratio is used to reach the flip-over speed, ωf , at the lowest possible source frequency.
The PIC was configured to limit the armature current to a maximum value of mgL/KE to
prevent the mass from flipping over and synchronously rotate with the generator’s rotor. As the
generated voltage, EG, increases, the converter’s input voltage will increase as well. This simulta-
neously causes the demand current to rise and the PIC will force the demand current to equal the
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current limit. Thus, the duty cycle will have to decrease to reduce the amount of current drawn
from the rotational generator. This effectively causes the converter’s input impedance to increase,
as shown in Fig. 7.14. Theoretically, the mass should not flip over when a current limit is imposed
on the rotational generator. In practice, however, the mass eventually flips over because the mass
is never stationary at θ = 90◦ because the gravitational torque exerted by the mass always coun-
teracts the rotational torque from the generator. Therefore, only two data points were obtained for
the current limit region in Fig. 7.14. Nonetheless, during this current limit, the converter’s input
impedance is no longer matched to the armature resistance — this is a necessary trade-off so that
power can still be extracted from the generator as the source rotation speed increases.
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Figure 7.14: Measured input impedance as seen by the rotational generator. The armature resis-
tance was 11Ω.
7.6.4 Storage Capacitor Discharge Time
One of the key design aspects of this rotational energy harvesting system is its ability to completely
power and sustain itself from the source rotation. To achieve this, six supercapacitors were used
as energy storage elements — they accumulate charge if more power is being generated than
consumed or, they will discharge to keep the interface electronics in operation in the event that
insufficient power is being harvested. Each supercapacitor has a capacitance of 6.8 mF and a rated
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operating voltage of 15 V [104]. They were arranged as three series connected pairs of parallel
capacitors, giving a total capacitance of 4.53 mF. In this arrangement, the maximum voltage across
all six supercapacitors is the sum of their rated operating voltage, 45 V. An advantage of this
arrangement is that the output voltage of the converter will be equally distributed amongst all the
capacitors and thus, the chances of exceeding the rated voltage of each capacitor is significantly
lowered. However, the buck regulator has a maximum input voltage of 34 V which means that the
voltage across the supercapacitors has to be limited to less than 34 V.
To investigate how long the supercapacitors were able to maintain operation of the circuit,
an external power supply was used to mimic the input voltage and current from the rotational
generator. This was necessary so that accurate measurements of the capacitor voltage can be
taken because probing the relevant ports on the PCB whilst it is rotating is impossible. The other
alternative is to use the AM-transmitter to relay this information to the LabVIEW interface but the
voltage values will not be as precise as viewing them on an oscilloscope.
For this part of the experiment, the input voltage to the boost converter was varied between
1.08 V to 2.30 V which corresponds to a source rotation speed range of 145 RPM to 308 RPM for
the generator used in this work. Measurements of the storage capacitor voltage were taken once
the input current was observed to have stabilised to a value which will result in an input impedance
of 11 Ω (RA). At this point, the storage capacitor voltage will have reached steady state and the
excess harvested power from the external supply (rotational generator) will be accumulated in the
capacitors. Next, the external power supply was switched off in order to simulate a scenario where
the rotation source is removed. At this point, a hand-held stopwatch was started. An oscilloscope
probe was placed on the PWM pin of the PIC and the stopwatch was stopped when the PWM is
no longer operational. This means that the PIC has ceased to operate due to the supercapacitor
voltage dropping below 4.75 V which is the minimum input voltage of the buck regulator.
Figure 7.15 shows a plot of the voltage across the supercapacitors and the time it takes for
them to discharge completely from their initial value to 4.75 V, i.e. the length of time that the
interface electronics can sustain its operation from the energy stored in the supercapacitors. For
an initial capacitor voltage of 26.5 V, the interface electronics can sustain itself for 11.6 seconds.
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Figure 7.15: Measured initial supercapacitor voltage plotted against the time taken to discharge
to 4.75 V.
The energy stored in the supercapacitors was calculated using Ecap =
1
2
C(V − 4.75)2 where
the supercapacitors were charged to a voltage, V , before the external power supply was discon-
nected. At this point, the supercapacitors will discharge until the voltage across it reaches the
minimum input voltage of the regulator (4.75 V). Figure 7.16 shows a plot of the energy stored in
the supercapacitors as a function of the initial voltage across the supercapacitors.
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Figure 7.16: Energy stored in the supercapacitors.
A breakdown of the power consumption of the components in the interface electronics ex-
cluding the parasitic losses in the boost converter or the RC filters used in the circuit, is given in
Table 7.3. The total power consumption of the interface electronics is 49.7 mW.
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Table 7.3: Power consumption of the main components in the interface electronics.
Component Power Consumption
Accelerometers, ADXL320 3.2 mW
PIC18F1320 (continuous operation) 33 mW
Buffer opamps, TLV2761 0.1 mW
Current sense amplifier, AD627 0.2 mW
AM-transmitter, AM-RT4-433 13.2 mW
Total 49.7 mW
Figure 7.16 can be used to estimate the time taken to sustain operation of the interface elec-
tronics through the following equation: P = Ecap/t. For this system, the discharge of the super-
capacitors will sustain operation of the circuit for an estimated time, t = Ecap/49.7 mW. Figure
7.17 shows a plot of the estimated (from t = Ecap/P ) and measured time at which the interface
electronics was sustained solely by the energy stored in the supercapacitors. The estimated values
did not account for the efficiency of the buck regulator, which varies according to the input voltage
and load current. Therefore, some of the energy from the supercapacitor’s discharge will be lost
in the buck regulator.
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Figure 7.17: Estimated (blue) and measured (red) duration at which the interface electronics can
sustain itself from the energy stored in the supercapacitors.
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7.6.5 Interface Circuit Efficiency
The experimental end-to-end efficiency of the interface electronics is plotted against the source
rotation speed in Fig. 7.18. In this figure, the power consumption of the microprocessor and the
transmitter constitute the control overhead of the rotational energy harvesting system. Here, the
efficiency is defined as the ratio of output power dissipated in a load resistor (calculated as V 2/R)
to the input power from the harvester operating with an input impedance match, (KEω)2 /4RA.
In this part of the experiment, the control circuitry and wireless transmitter was disconnected
from the system, leaving just the rotational generator, boost converter, supercapacitors and buck
regulator. A resistive decade box was connected across the output terminals of the buck regulator
to represent a resistive load. For a given source rotation speed, the load resistance was adjusted
such that all the input power from the rotational generator is used to supply the buck regulator, i.e.
the load resistance was adjusted until the buck regulator was just able to sustain 3.3 V at its output.
Taking the control overhead into account, the achievable net efficiency is 58 % at a source rotation
speed of 1400 RPM.
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Figure 7.18: Experimental results of efficiency with and without the control overhead at different
source rotation speeds.
Figure 7.19 shows a comparison of the experimental measurements (without the control over-
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head) and theoretical output power of the entire system. This graph was derived from Fig. 7.18
where the measured output power is expressed in terms of Watts instead of a fraction of the the-
oretical output power. As such, the peak end-to-end efficiency (with control overhead) occurs at
1400 RPM and at this speed, the net power available is 1.45 W which corresponds to an efficiency
of 58 %, as shown in Fig. 7.18.
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Figure 7.19: Experimental and theoretical output power of the rotational energy harvesting sys-
tem.
7.7 Conclusions
In this implementation, the stator of the rotational generator was coupled to the source rotation
whereas the offset mass was fastened onto the rotor. The mechanical frame of the rotational
generator allows the application to be fitted onto different rotation sources (hosts) just by changing
the collar. On the other hand, if a different generator is used, the inner frame can be adjusted to fit
it. The total harvester volume in this implementation is 1160 cm3.
Six supercapacitors (each rated at 6.8 mF and 15 V) were used as storage elements in the sys-
tem whereby excess energy is stored and when insufficient energy is harvested, the capacitors will
discharge to maintain operation of the interface electronics. At its peak, the voltage across the stor-
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age capacitors reached a steady state value of 26.5 V and if the rotation source was disconnected
at this point, the wireless sensor node was kept in operation for 11.6 seconds, powered entirely by
the discharge cycle of the supercapacitors. Output voltage regulation was achieved using a com-
mercially available wide-input buck switch mode regulator which is capable of providing a 3.3 V
output and a maximum current of 0.5 A.
In Section 7.4, the mathematical calculations to measure the source rotation speed using two
accelerometers were established. By placing them opposite one another and with the sensing-axes
perpendicular to the axis of rotation, the effects of gravity on the accelerometer’s output were
cancelled. The measured values were compared with the readings from an optical tachometer
(used as a reference) and there was a significant degree of agreement between the two measured
values of source rotation speed.
It was also shown that wireless data transmission is possible with the use of low-power AM-
Transmitters in the interface electronics. Rounding off errors were inherent in the transmitted
data this constitutes a small percentage (2.5 %) of the transmitted value. Five data streams were
allocated for transmission and they were sandwiched between check-bits to ensure secure and un-
interruptible transmission of data. A LabVIEW graphical interface (with data logging capabilities)
was used to display the transmitted data.
Taken together, the results from this chapter show that a rotational energy harvester is capable
of powering a wireless sensor node, in this case a tachometer, entirely from a rotating host without
the use of batteries. A measured end-to-end efficiency of 58 % at a source rotation of 1400 RPM
was achievable with the rotational generator harvesting about 1.45 W from the host structure at
this speed, which equates to a power density of 1.25 mW/cm3.
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Chapter 8
Conclusions and Further Work
The work reported in this thesis was undertaken to investigate a gravitational torque energy har-
vesting system for rotational motion that incorporates a maximum power point tracking controller,
energy storage and load voltage regulation. The system was verified by making a wireless sen-
sor node acting as a self-powered tachometer. Presently, commercially available energy harvesters
have been deployed to scavenge energy from vibrations inherent in rotating machinery [80,87–89].
These reported devices may have been sufficient to power wireless sensor nodes for condition
monitoring purposes but this work assessed the feasibility of harvesting energy directly from the
rotating host structure rather than from the associated vibrations as it was considered that a more
practical harvester could be constructed using this method.
On a typical power rating rotating machine, a harvester of power density of 1.25 mW/cm3 was
demonstrated with the rotational energy harvester compared to 0.69 mW/cm3 from commercially
available vibration energy harvesters designed by Perpetuum [88] which were used on rotating
machinery. The design, implementation and achievements of the prototype rotational energy har-
vester with maximum power point tracking and wireless sensing capabilities will be summarised
here.
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8.1 Summary of Main Results
8.1.1 Gravitational Torque Harvester
A working prototype of the harvester was realised by using a DC motor configured as a rotational
generator where the rotation source was coupled to the stator of the device and an offset mass
attached to the rotor. Initial experiments using an on-axis setup with an offset mass of 20 g pro-
duced output power levels of 1 W at a source rotation speed of 8000 RPM, under matched load
conditions. It was also shown that with the use of a gearbox (with a gear ratio of 1 : N ), the same
output power can be achieved at a lower source rotation speed, i.e. ω/N , assuming that the mass
does not flip over, i.e. θ < 90◦.
A separate test bench was constructed to observe the behaviour of the rotational energy har-
vester when mounted off-axis. Such a mounting method may be necessary when the physical
construction of the host structure would not permit aligning the device along the axis of rotation.
An example of this is the tyre rim of a typical London TX4 black cab (or indeed most passenger
vehicles) where the centre of the wheel is enclosed in a cover. The findings from the off-axis
experiments suggest that the output power from the harvester deteriorates rapidly as it is mounted
further away from the source rotation axis. This was due to the centrifugal forces which act to
direct the mass outwards and thus the difference in angular speeds of the rotor and stator of the
generator will decrease significantly, leading to a drop in output power as the rotation source and
rotational energy harvester synchronise.
Further investigation into the off-axis case led to the investigation of a damped double pen-
dulum problem in Simulink where the offset mass was more prone to flip-over at lower source
rotation speeds when compared to the on-axis scenario. It was observed in the Simulink simu-
lations in Section 3.5.1, specifically Fig. 3.13, that the generated power for an offset distance of
0.1 m was approximately 2 times greater than an offset of 0.02 m, prior to the mass flipping over.
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8.1.2 Optimisation of the Interface Electronics
An optimised boost switch mode converter was designed to interface the rotational energy har-
vester to allow for maximum power transfer to an electrical load. A boost converter was chosen
because the smoothed input currents allows impedance emulation to create an impedance match
to the armature resistance of the rotational harvester and to provide voltage step-up capabilities in
order to push excess energy into an array of storage capacitors.
Two conditions exist for stable power generation:
• Constant impedance load
The input impedance of the boost converter has to be matched to the armature resistance of
the rotational generator, resulting in maximum power transfer from the harvester to a load,
assuming that the offset mass does not flip-over and synchronise with the source rotation.
• Constant current load
As the source rotation increases (so will the armature current and generated voltage, EG),
the motor torque will eventually overwhelm the gravitational torque and this will cause the
mass to flip-over. The control loop in the interface electronics limit the armature current
when EG increases and this acts to increase the input impedance of the boost converter such
that power can still be generated at high source rotation speeds.
A detailed optimisation of the boost converter was conducted with the primary aim of choosing
an inductor, diode, MOSFET and switching frequency that would result in a global minimum
power loss point in the circuit. The relevance of this optimisation procedure lies in the need for a
completely self-powered circuit that is able to start-up from the energy harvested from the rotating
host, without the need for batteries.
Experimental results from the optimised and un-optimised boost converter is compared in
Table 8.1. In the un-optimised converter, the components were chosen based on generic rules in
building a switch mode power supply. A good rule of thumb in this case is to choose a MOSFET
with the smallest drain-source resistance to reduce the on-state resistance of the converter and
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an inductance with a large inductance to minimise input current ripple. However, this will not
result in a global minimisation of component power loss in the circuit. The relevance of the
optimisation procedure is clearly supported by the relative improvement of 6 % in the efficiency
and approximately 113 % in the maximum achievable voltage gain in the optimised boost converter
compared to the original proof of concept circuit described in Chapter 4.
Table 8.1: Comparison of the optimised and un-optimised boost converter characteristics.
With Optimisation Without Optimisation
Maximum Voltage Gain 11.1 5.2
Maximum Efficiency 96 % 90 %
8.1.3 Modelling the Impedance Matching Controller
The development and verification of a power electronics interface controller for a rotational energy
harvesting device was achieved using classical control techniques such as root locus analysis and
state-space averaging. The results from the Matlab and PSpice simulation models can be expanded
to include other types of energy harvesters or interface circuitry. Presently, higher proportional-
integral controller gain values will result in a more stable and damped closed-loop system. It was
observed from the simulation results that the closed-loop system response was non-oscillatory for
all positive gains.
On the contrary, the impedance matching circuit that was built displayed oscillations in the
duty cycle values when large values of PI-controller gains were used. These oscillations were
apparent when the controller was tuned by inspecting the amount of jitter in the PWM signal.
8.1.4 Rotational Energy Harvester Prototype
The present rotational energy harvesting device is fitted into a mechanical frame consisting of a
multiple parts that enclose various sections of the system. This not only ensures that the whole sys-
tem is portable and precise (in terms of alignment), it also allows interchangeable parts to be easily
integrated onto the original frame. In this setup, only a single attachment point is needed between
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the device and the host structure. Once the rotational energy harvesting sensor node is mounted
onto the host structure (via the collar in the mechanical frame), it can begin scavenging energy and
perform calculations to measure the source rotation speed. Unlike commercial tachometers, this
single-point-of-attachment rotational energy harvester presents a novel, convenient and definitive
way of sensing rotational parameters of the host structure without having to align and fit a shaft
encoder onto the rotation source. Furthermore, the provision of power and data transmission can
be supplied from the host structure.
To tackle the problem of designing a battery-less application, supercapacitors were used as
energy storage elements. This permitted the operation of the wireless sensor node (tachometer
and wireless data transmission parts of the overall system) when the source rotation was removed
from the system. The capacitor will discharge to enable continuous operation of a wide-input
constant-output buck regulator which supplies the PIC microprocessor, AM-transmitter and the
accelerometers. Once the capacitor voltage dips below 4.75 V (minimum input voltage of the
buck regulator), the interface electronics will cease to function. Under such circumstances, it may
be beneficial to sense a prolonged decrease in stored energy (capacitor voltage) and transmit a
warning signal to alert the user of this decreasing trend and the imminent possibility of the system
shutting down. In other words, the intermittency of the power source means the system requires
a fail safe mode when operated in some applications. A better implementation requires a much
lower power load circuit.
An AM-receiver picks up the transmitted data streams and using a separate microprocessor,
the necessary check-bits will be identified before passing the data to a computer through a USB
connection. A LabVIEW user interface was developed to view the transmitted data. Currently,
five viewing channels have been allocated in the interface, showcasing a graphical plot of the data
against time and the instantaneous transmitted numerical values. In this wireless transmission
scheme, the rotational energy harvester can be utilised in inaccessible or even dangerous environ-
ments such as an enclosed rotating machinery or the wheels of a transport vehicle and the data can
be picked up from a different location. Reliable transmission was available up to 20 m.
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8.1.5 Experimental Results
Empirical results from the rotational energy harvesting system were used to investigate the system
performance as a self-powered wireless tachometer and potentially a shaft encoder. The source
rotation speed measurements were shown to be accurate with a small degree of rounding errors,
giving a maximum transmission error of 2.5 %, during the encode and transmit stages. With
the existing ADXL320 accelerometers, the theoretical maximum source rotation speed that can be
measured is 407 RPM however, in the experiments, speeds up to 480 RPM were reliably measured.
During periods of high source rotation speeds, the system was configured to limit the armature
current from the rotational generator in order to maintain stable power generation or in other
words, to prevent the offset mass from flipping over and synchronising with the host rotation.
Otherwise, an input impedance match will be imposed in order to extract maximum power from
the device. With large gear ratios, the theoretical output power will vary proportionally to the
source rotation because the offset mass will attain its flip-over speed, ωf , at the onset of operation.
Prior to exceeding the flip-over speed, the generated power will change according to rotation speed
squared.
Sustaining the functionality of the wireless sensor node during periods of low or intermittent
source rotations was made possible through the use of energy storage elements. In this implemen-
tation of the rotational generator, six supercapacitors rated at 6.8 mF, 15 V, were used. If they were
charged to their maximum voltage (approximately 27 V), and the source rotation was disconnected
from the rotational generator, the interface electronics was kept operational for up to 11.6 seconds.
The limiting factor in this case was the maximum input voltage (34 V) of the buck regulator and
the PIC microprocessor was programmed to restrict this voltage to a conservative value of 30 V.
The end-to-end efficiency of the entire system, with the control overhead accounted for, peaked
at 58 % with a source rotation speed of 1400 RPM. Equivalently, at this speed, the maximum
attainable output power is 1.45 W (dissipated in a load resistor). To make a comparison with
other energy harvesters, the power density of the system has to be found. In its current imple-
mentation, the dimensions of the mechanical frame is 145 mm × 85 mm and the PCB measures
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100 mm × 80 mm, giving a total swept volume of 1160 cm3. This does take up a considerable
amount of volume due to the position of the PCB on the mechanical frame, as shown in Fig. 8.1.
The power density of the system at its peak efficiency of 58 % is 1.25 mW·cm−3. At this rate of
power generation, the peak power density is between one to three orders of magnitude larger than
electromagnetic vibration-driven energy harvesters reported in the review paper by Mitcheson et
al. [12]. Based on the results so far, it seems that rotational energy harvesting could possibly solve
the power density conundrum in vibration-driven harvesters in certain scenarios.
Figure 8.1: Side view of the rotational energy harvester with the interface electronics.
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8.2 Author’s Contribution
The first major contribution and to a certain extent, the primary novelty of the work undertaken in
this PhD has been the development of a device that scavenges energy directly from a continuous
rotation source. Previously reported motion-driven energy harvesters have exploited the vibrations
emanating from rotating machinery in order to generate power from an ambient energy source. In
its current embodiment, the rotational energy harvesting system is used as a self-powered wireless
tachometer with energy storage capabilities to counteract any potential intermittency from the
ambient energy source. A variation of the rotational harvester was proposed in the form of an
off-axis mounted device for situations where on-axis attachment is restricted by space constraints.
Along with this variation, came a new perspective in modelling the off-axis behaviour of the
rotational harvester, i.e. that of a double pendulum problem which is typically associated with
control theory — and therein lies the possibility of adjoining control theory with energy harvesting
devices.
A detailed optimisation procedure was performed on the boost interface circuit in order to
maximise the useful output power from the switch-mode converter or in other words, choosing
optimal components which will result in a global minimum power loss point in the converter. This
was necessary step to ensure that a completely self-powered wireless sensor node can be realised
using the rotational energy harvester described in this work. Whilst the optimisation procedure
described in this thesis was specific to a boost converter, the same technique can be used for other
types of converters and this forms the second major contribution.
A proportional-integral controller was used to constantly adapt the duty cycle of the boost
converter to achieve an impedance match between the rotational energy harvester and a boost
converter which constitutes the first stage of the interface electronics. A combination of root locus
analysis and state-space averaged models of the boost converter with the PI-controller were used to
design and validate the stability of the input impedance matching controller. These methods have
not been reported for small-scale power generation from energy harvesting devices and herein lies
a third contribution of this research work.
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8.3 Suggestions for Future Work
A number of potential future studies on the current implementation of the rotational energy har-
vester are evident. Further work needs to be done to establish the following improvements on a
rotational energy harvesting system:
• Size reduction of the rotational generator and mechanical framework.
• Increasing the host rotation speed measurement range.
• Using a brushless DC generator to increase the harvester lifetime and the relevant electron-
ics.
• Control model development of the entire rotational energy harvesting system.
• Limits on off-axis operation of the rotational energy harvester.
• Fault protection circuitry in the output voltage regulation stage.
• Synchronous sampling of the boost converter’s inductor current.
8.3.1 Reduction of Total Device Volume
The mechanical system design is governed by the size of the DC generator and the interface
electronics. The total swept volume encapsulates a rectangular box due to the PCB extending
above and below the mechanical frame when viewed on its side, as shown in Fig. 8.1.
On the PCB, the components that occupy the largest area are the PIC microprocessor and in-
ductor. Coincidently the inductor, which is vertically mounted on the centre of the PCB, can be
concealed inside the collar that attaches the system onto the host structure. This is possible by
boring a hole opposite the part of the collar that clutches the rotating source. During the develop-
ment stages of the input impedance controller, the PIC microprocessor had to be reprogrammed
and debugged numerous times therefore it was more convenient, in this case, to use the plastic
dual-in-line package (PDIP) version of the PIC18F1320, which measures at 300 mm × 8 mm.
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Once the device is finalised, the code can be programmed into a quad-flat, no lead (QFN) package
which occupies an area of 36 mm2. Space-wise, the QFN package offers 98.5 % reduction in area.
Further investigation and experimentation in reducing the overall device volume is strongly
advocated. To do so, either the rotational generator or the PCB has to be reduced in size. Pancake-
shaped motors, as the name suggests, have a flat profile and would reduce the extent to which the
mechanical frame extends from the host structure. However, choosing a smaller DC motor has its
drawbacks, mainly the motor constant, KE (units V·RPM−1), is not large enough such that the
generated voltage is sufficient to overcome the start-up voltage of the interface electronics, which
in this case, is 4.75 V.
A reasonable approach to address the problem of reducing the total device volume is to search
for dimensionally smaller DC motors. Table 8.2 lists three dimensionally smaller (from the same
A-Max family of motors as the one used in this thesis) DC motors from Maxon Motor that could
potentially be used as a rotational energy harvester. The calculated generated power is based on a
source rotation speed of 1400 RPM with a matched load impedance in order to make a comparison
with the present generator, Maxon Motor 118733. Generally, it was observed that the smaller the
motor is (dimensionally), the higher the motor constant (RPM·V−1) will be. In terms of the
generated output power, it is inversely proportional to (RA ·K2E), which means there is a higher
dependence on KE for a given source rotation speed. From this quick assessment of commercially
available DC motors, using the smallest available motor might solve the size reduction problem,
but it might not be the right option.
Table 8.2: A comparison of smaller sized DC generators that could potentially be used as a rota-
tional energy harvester. The calculated generated power is based on a source rotation
of 1400 RPM and matched load at the generator’s output.
Maxon
Motor
RA
[Ω]
KE
[RPM·V−1]
Length
[mm]
Radius
[mm]
Generated Power
[W]
110142 140 176 31.9 11 0.452
221019 78.2 205 28.9 10.5 0.596
2516-804 248 817 17.4 8 0.012
118733 11.2 589 43.5 8 1.45
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As an example, the specifications of motors 221019 and 2516-804 will be compared to illus-
trate this fact. The former is three times bigger in volume, however, it is capable providing fifty
times more output power under matched load conditions. Therefore, choosing a smaller sized DC
motor is not a trivial matter but one that requires an investigation into the trade-off between total
device volume and generated output power or in some cases, the power requirements of the load
electronics. It should be noted that comparisons of the output power density from different gen-
erators is dependent on the volume of the mechanical frame which coincidently, depends on the
dimensions of the generator and the host structure.
8.3.2 Increasing the Speed Measurement Range
Presently, the accelerometers are rated at± 5g with a sensitivity of 0.174 mV/g and can accurately
measure source speeds up to 480 RPM. The operating limits of an accelerometer is primarily
dependent on three factors:
• Supply voltage.
• Rated acceleration range in g, where 1 g = 9.81 m·s−2.
• Sensitivity of the sensing axes (in units of V/g).
Whilst the rated acceleration range is device-centric, for an analogue accelerometer, its contin-
uous output voltage deviates from Vsupply/2 by± (Sensitivity ×Acceleration). On the contrary,
a digital accelerometer provides a pulse width modulated signal for its output whereby the accel-
eration is proportional to the amount of time that the signal is high. The accelerometer outputs are
ratiometric which means that if the supply voltage is doubled, the sensitivity parameter is doubled.
Therefore, it is best to power the devices as close as possible to the maximum supply voltage.
The obvious choice is to select an accelerometer that has a higher rated acceleration range.
There is, however, a drawback in doing so. Devices that have high acceleration ranges have
smaller sensitivities which means that changes in acceleration will result in small variations in the
outputs. For the rotational energy harvesting system described in this thesis, the accelerometer
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outputs were sampled by the PIC microprocessor’s 10-bit analogue-to-digital converter (ADC)
and a 3.3 V supply was provided by a buck regulator. The smallest resolution on the ADC is
3.2 mV. One possible solution is to use a an output voltage regulator that will provide the interface
electronics with a higher supply voltage. Another alternative is to position multiple accelerometers
at different radii from the axis of rotation with those that are rated for larger accelerations being
mounted closer to the axis of rotation.
8.3.3 Bidirectional Rotation Sources
The current research on the rotational energy harvester was not specifically designed for a host
structure that has clockwise and anti-clockwise rotation. This was primarily due to selecting a
DC generator as the harvester which provides a DC output with variable polarity depending on
the direction of the rotation source. Presently, the direction of the source rotation has to be such
that a positive voltage is generated at the output terminals of the generator, which will result in
a positive input to impedance matching circuit (boost converter). An implication of this is that
a single-polarity boost converter interface was able to solve the impedance matching problem
through continuous monitoring of the generated voltage and armature current, without having to
deal with negative input voltages or currents. However, a versatile application requires an energy
harvester capable of scavenging energy from bidirectional rotation sources.
One viable option is to use a three-phase brushless DC motor that is configured to operate
as a generator. The output voltage is trapezoidal and symmetrical about the zero volt point. Its
frequency is determined by the number of pole-pairs in the generator. In order to supply power to
an electrical load, rectification is necessary to convert the AC signal into a DC output. Rectification
of the AC output can be achieved through a diode bridge rectifier or a voltage multiplier network
consisting of two diodes and two capacitors.
An advantage of using a voltage multiplier is that it performs voltage step-up in addition
to rectification of the AC input, as demonstrated in [129], where Torah et al. used a five-stage
Dickson charge pump to boost a peak 0.45 Vrms from their electromagnetic vibration energy
harvester to a 2.2 V DC output. Moreover, each voltage multiplier stage (two diodes and two
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capacitors) represents an increase of two times that of the peak AC signal voltage and significant
output voltage increases is possible by cascading several multiplier stages.
Alternatively, Dwari and Parsa reported in [130], that a single-stage AC-DC converter is more
efficient than two separate stages consisting of a rectifier and power converter when dealing with
low-voltage AC signals from an electromagnetic energy harvester. When a diode bridge is used, a
voltage drop across two forward conducting diodes occurs every half cycle of the AC signal that is
being rectified. In an energy harvesting system, the energy source is assumed to be intermittent and
that the generated voltage is usually quite low. Therefore, the diode voltage drop could constitute
a major portion of the generated voltage and should be avoided when possible.
8.3.4 A Complete Model of the Rotational Energy Harvesting System
Future developments of the control models must include the mechanical part of the system so that
instability of the rotational energy harvester can be investigated if the offset mass flips over and
synchronises with the rotation source. In addition to that, PI-controller gain scheduling may be
required because the rotational energy harvester operates under two regimes: matched impedance
for maximum power transfer or current limiting to prevent the offset mass from flipping over and
causing the generated power to decrease. Presently, the control models only simulate the behaviour
of the maximum power point tracking circuit operating under the impedance matching regime in
the analogue domain. The sampling effects caused by the ADC in the microprocessor were not
accounted for in this work.
8.3.5 Experimental Validation of the Off-Axis Rotational Generator
The initial experiments conducted on the off-axis test bench (reproduced in Fig. 8.2) did not extend
beyond basic power and speed measurements. Even then, it was difficult to take measurements
simply because the offset mass was more prone to flipping over which then resulted in the wires
being entangled. With the final prototype in working order, it would be important to assess the
experimental behaviour of the off-axis operation by manufacturing a new collar to fit into the
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existing off-axis test bench. The AM-transmitter can be used to transmit experimental data from
the interface electronics and this will definitely provide a more accurate description of the off-axis
behaviour.
Figure 8.2: Experimental setup to observe the off-axis behaviour of the rotational generator.
The Simulink model described in Section 3.5.1 is an ideal implementation of the rotational
generator within the context of a double pendulum scenario. In doing so, the model appears to
have overestimated the output power generation capabilities of the generator when compared to
the experimental results. An improved and more precise Simulink model is required and it should
address the following points:
• If mechanical friction was the sole cause for the discrepancies in the simulated and measured
output power, then for a given source rotation speed and offset distance, there should be a
constant offset between the simulated and measured output power. However, this was not
the case for the results obtained in Section 3.5.1.
• The simulated output power was observed to reduce by approximately 40 % and subse-
quently, vary independently with source rotation speed after the mass synchronises with the
host. This goes against intuition because at this point, the relative angular speed between
the stator and rotor will be negligible and hence, the output power should reduce to zero.
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• The flip over speed observed in Simulink and in the experiment differs by 145 RPM and
86 RPM for load resistances of 1.5 Ω and 10 Ω respectively. The design of a controller
for the off-axis generator should take into consideration this flip over speed and perform
a gain scheduling procedure that alternates between two regimes of operation: maximum
power transfer and current limiting. Ideally, the former regime is preferred because it eases
the power processing stages in the power management electronics. Therefore, a model that
predicts a lower flip over speed is disadvantageous.
8.3.6 Output Stage Fault Protection
More work needs to be done to ensure that the maximum input voltage of the output voltage
regulator is not exceeded. The initial work on the interface electronics presented in this thesis
was concerned only with developing a prototype rotational energy harvesting system to power
a wireless sensor node. Whilst specific optimisation and control techniques were applied to the
impedance matching controller, the fault protection aspects of the circuit were mostly achieved
using software. For example, the PIC microprocessor was programmed to ensure that the voltage
across the storage capacitors will not exceed 31 V, which is just short of the 34 V maximum input
of the buck regulator.
There were occasions during the development phase where either the diode or switching tran-
sistor were subjected to excessive voltages and this caused the device to breakdown. This resulted
in the regulator undergoing a large current transient and causing it to fail. Therefore, an over-
voltage protection hardware is needed such as a transzorb, provided the additional fault protection
circuitry does not compromise the efficiency of the system. Alternatively, components rated for
higher voltages could be chosen and this will require re-optimising the boost converter with the
added constraint of limiting the armature current.
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8.3.7 Synchronous Sampling of Inductor Current
In the present implementation of the boost converter, the method of which the inductor current is
sampled is as follows. The inductor current is measured using a sense resistor on the input side
of the converter. The voltage drop across this sense resistor is RC low pass filtered before it is
sampled by the microprocessor. Whilst using an RC filter simplifies the design, it can induce a
time delay in the overall system response in a digital controller. Moreover, according to Wang and
Tzou in [131], the switching noise inherent in switch-mode power converters are likely to couple
into the current sensing path and this effect is made worse when the sampling frequency of the
digital controller is asynchronous with the PWM switching frequency.
By synchronously sampling the inductor current halfway between each successive peak and
trough, i.e. the current is sampled in the middle of the transistor turn-on and turn-off times, the
sampled inductor current value will always be an averaged value. In order to achieve this, the mi-
croprocessor has to be able to sample the inductor current at the same rate as the PWM frequency.
An example of synchronous sampling is shown in Fig. 8.3 where the black circles indicate the
sampling instances.
Time
PWM
iL
Figure 8.3: Synchronous sampling of the boost converter’s inductor current at the PWM frequency,
redrawn from [131].
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Appendix A
State-Space Modelling of a Switch
Mode Converter
Derivations of a switch mode converter state-space model will be presented here. The equations
in this Appendix were used to obtain the state equations in Section 6.2 for a boost converter [132].
Nonetheless, the equations are valid for other switch mode converters, just that the system matrices
will take a different form [133].
A boost converter transitions between two (or more) configurations depending on whether the
transistor is switched on or off. For a boost converter operating in continuous conduction, the
inductor current is always greater than zero and only two states exists: on or off. On the other
hand, in discontinuous conduction mode, an additional third state occurs where the inductor falls
to zero during the transistor off-state due to small load currents. In the prototype controller, it
was observed that the inductor current was always greater than zero. Hence, in the subsequent
derivations, only two states will be considered.
The state and output equations for a state-space model are given below and they were repro-
duced from Chapter 6.
dx (t)
d t
= Ax (t) +Bu (t) (A.1)
y (t) = Cx (t) +Du (t) (A.2)
227
During the time interval when the transistor is switched on, the state-space equation will be
multiplied by the duty cycle, δ, which is the fraction of the on-time to switching time period.
Consequently, during the off-time, the state-space equation is multiplied by (1− δ) to represent
the proportion of time that the transistor is off. Equations (A.3) and (A.4) are the averaged versions
of equations (A.1) and (A.2) respectively.
x˙ (t) = [δAon + (1− δ)Aoff ]x (t) + [δBon + (1− δ)Boff ]u (t) (A.3)
y (t) = [δCon + (1− δ)Coff ]x (t) + [δDon + (1− δ)Doff ]u (t) (A.4)
Evidently, (A.3) and (A.4) are non-linear equations because the duty cycle, δ, which is a
time varying control input to the converter, is multiplied with the state and input vectors, x and
u respectively. This non-linearity can be linearised about a quiescent operating point, provided
that the AC perturbation terms have frequencies which satisfy the Nyquist criterion, i.e. the AC
variations occur at a frequency that is less than the converter’s switching frequency.
The small signal AC analysis can be performed by redefining each variable in (6.1) and (6.2) to
include a quiescent operating point (DC value) and a perturbation term (AC variations), denoted
by a tilde sign as shown in (A.5). These AC variations are assumed to be around an order of
magnitude smaller than their respective operating points.
x (t) = X+ x˜ (t)
u (t) = U+ u˜ (t)
y (t) = Y + y˜ (t)
δ (t) = ∆+ δ˜ (t)
(A.5)
From this point onwards, the time varying variables such as x (t) will be written as the variable
itself, without the time component to reduce clutter in the equations. The perturbed system model
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can then be formed by substituting (A.5) into (A.3) and (A.4).
X˙+ ˜˙x =
[(
∆+ δ˜
)
Aon +
(
1−∆− δ˜
)
Aoff
] (
X˙+ ˜˙x
)
+
[(
∆+ δ˜
)
Bon +
(
1−∆− δ˜
)
Boff
]
(U+ u˜) (A.6)
Y˙ + ˜˙y =
[(
∆+ δ˜
)
Con +
(
1−∆− δ˜
)
Coff
] (
X˙+ ˜˙x
)
+
[(
∆+ δ˜
)
Don +
(
1−∆− δ˜
)
Doff
]
(U+ u˜) (A.7)
To reduce the clutter in the subsequent equations, it is useful to redefine a new set of A, B, C
and D matrices.
Aavg = [∆Aon + (1−∆)Aoff ]
Bavg = [∆Bon + (1−∆)Boff ]
Cavg = [∆Con + (1−∆)Coff ]
Davg = [∆Don + (1−∆)Doff ]
(A.8)
Extracting the DC terms from (A.6) and (A.7) results in
X˙ = [∆AonX+ (1−∆)AoffX]
+ [∆BonU+ (1−∆)BoffU] (A.9)
Y = [∆ConX+ (1−∆)CoffX]
+ [∆DonU+ (1−∆)DoffU] (A.10)
Under steady state conditions, the derivatives of the state variables must equal zero, so setting
(A.9) = 0 results in:
0 = AavgX+BavgU (A.11)
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Y = CavgX+DavgU (A.12)
Equation (A.11) can be rearranged to solve for X which is the operating point of the system
state variables. This is then used to find Y as outlined in (A.13) and (A.14). The operating points
of the system are
X = −A−1avgBavgU (A.13)
Y =
(−CavgA−1avgBavg +Davg)U (A.14)
Similarly, the small signal terms can be grouped whilst ignoring the products of two or more
perturbation terms — the assumption that ‖x˜‖  ‖X‖must hold true for all perturbation terms in
(A.5).
˜˙x = Aavgx˜+Bavgu˜+ [(Aon −Aoff )X+ (Bon −Boff )U] δ˜ (A.15)
y˜ = Cavgx˜+Davgu˜+ [(Con −Coff )X+ (Don −Doff )U] δ˜ (A.16)
From (A.15) and (A.16), the effect of the operating point on the small signal model is rather
evident as it converts the non-linear boost converter into a set of linearised equations that can be
perturbed about its operating points. This is because the small-signal terms are now multiplied
with steady state terms. Although these two equations appear different when compared to the
fundamental state-space equations given in (A.1) and (A.2), the additional δ˜ input variable can be
combined with the input vector, u˜, so that only one input matrix exists in both equations and this
new input vector will be labelled as u˜n.
u˜n =
[
u˜1 u˜2 · · · δ˜
]
(A.17)
It will be helpful to redefine the input matrices for the δ˜ term before concatenating the input
matrices for the on and off-states of the boost converter.
E = [(Aon −Aoff )X+ (Bon −Boff )U]
F = [(Con −Coff )X+ (Don −Doff )U]
(A.18)
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G =
[
Bavg E
]
H =
[
Davg F
] (A.19)
The concatenated small signal equations become
˜˙x = Aavgx˜+Gu˜n (A.20)
y˜ = Cavgx˜+Hu˜n (A.21)
To obtain the transfer function that relates the input to output vectors, a Laplace transform was
applied on (A.20) and (A.21). Whilst the transfer function might appear rather simple in form (i.e.,
it is a simple polynomial equation), the analytical expression for (A.23), which forms the basis of
the Matlab control models developed in the latter stages of Chapter 6, involves many variables
when the parasitic components of the converter are included.
sX (s) = AavgX (s) +GUn (s)
X (s) = [sI−Aavg]−1GUn (s) (A.22)
Y (s) = CavgX (s) +HUn (s)
Y (s)
Un (s)
= Cavg (sI−Aavg)−1G+H (A.23)
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Appendix B
Root Locus Theory
B.1 Closed-Loop Feedback
The position of the closed-loop poles determines the damping factor, ζ, and undamped natural
frequency, ωn, of the system. The gain can either be in the feedback path or in the forward path
because the characteristic equation of the closed-loop system is identical in these cases. This is
demonstrated using Fig. B.1 with a generic plant model represented as G(s) and a single feedback
loop. The characteristic equations are the denominators in (B.1) and (B.2). If positive feedback
was chosen instead, the characteristic equations for both cases will still be identical; 1−KG(s).
For Fig. B.1(a),
Y (s) = KG(s)E(s)
E(s) = U(s)− Y (s)
Y (s)
U(s)
=
KG(s)
1 +KG(s)
(B.1)
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KU(s)
Y(s)
+
–
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+
–
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Figure B.1: Block diagram showing two generic feedback configurations of a closed-loop system.
The characteristic equation for both systems are the same.
For Fig. B.1(b),
Y (s) = G(s)E(s)
E(s) = U(s)−KY (s)
Y (s)
U(s)
=
G(s)
1 +KG(s)
(B.2)
B.1.1 Closed-Loop Poles in the S-Domain
The s-domain plot of the root locus can be divided into two regions — the left half plane and the
right half plane, as shown in Fig. B.2. If the poles are located in the right half plane and have
real and imaginary parts (complex poles), the system will exhibit highly oscillatory behaviour
with increasing amplitude. Whereas poles with only real parts will result in a system with an
exponentially increasing output. On the other hand, if the poles are on the left half plane, complex
poles will result in oscillations of decreasing amplitude and purely real poles will cause the system
output to decay exponentially.
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Figure B.2: The positions of the closed-loop poles will determine the closed-loop system be-
haviour.
The choice of gains is then governed by the locale of the root locus on the complex plane,
which is to say that it is preferable to have the closed-loop poles move away from the right half
plane to avoid unstable, oscillatory behaviour in the system’s response. As the poles move closer
towards the imaginary axis, the system’s response time will increase which implies that the closed-
loop system will take longer to settle to its steady state value. There are quite a few definitions of
what constitutes the system response time and more often than not, it is acceptable to define it as
the time it takes for the system to reach 90 % of its steady state value.
The system can also be characterised by the damping factor, ζ, which gives an insight on
whether the system is under-damped, critically damped or over-damped [134]. Based on the
location of a closed-loop pole, the amount of damping and oscillations present in the system’s
behaviour can be calculated as per (B.3) [113].
cos (α) = ζ (B.3)
In Fig. B.3, the position of any particular pole will give an indication of the frequency of
oscillations (if the system is not over-damped) present in the system response. This frequency is
known as the natural frequency of the system, ωn, which coincidently, is the distance of a pole
from the origin of the s-plane. Therefore, poles that are equidistant from the origin will always
have the same value of ωn.
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Imaginary Axis
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-ζωn
ωn
ζ = 0
ζ = 1 ζ = -1
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0< ζ < 1
180 - α
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constant ωn
Figure B.3: Dependence of the closed-loop system characteristics on the pole locations.
From Fig. B.3, there are five cases that is of interest, namely:
• ζ = 1: The system is critically damped and there are no oscillations in the system response
thus, the system response reaches its steady state value the quickest compared to the other
cases in this list. If there were oscillations at the beginning of the transient response, these
will rapidly die down.
• 0 ≤ ζ < 1: The system is under-damped and as ζ increases from 0 to 1, the system response
will exhibit less oscillatory behaviour at the damped natural frequency, ωd = ωn
√
1− ζ2,
with less overshoot at the expense of longer rise times (the time taken for the system to
move from 10 % to 90 % of its peak value).
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• ζ > 1: The system is over-damped with no oscillations at all however, the response time
will be significantly longer than the other cases of ζ presented here.
• ζ < 0: The system is deemed to be unstable with oscillations that will increase without
bounds (assuming no energy is lost).
• ζ = 0: There is no damping in the system so, any oscillations present will be sustained at
the natural frequency of the system, ωn. In other words, the system maintains its status quo.
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Appendix C
Printed Circuit Board Design
Once the component choices for the interface electronics was finalised, the Eagle Layout Editor
version 5.9.0 [135] was used to design the printed circuit board. Due to the restrictions on the
software, the board could only accommodate at most, two signal layers (top and bottom layers)
and a physical dimension of 10 cm by 8 cm (Fig. C.1. The red tracks are on the top-side and the
blue tracks on the bottom-side of the board. The components were distributed across the board
whilst preserving as much symmetry and visual aesthetics as possible.
A simple quarter-wavelength antenna for the AM-transmitter was traced around the sides of
the board to avoid having to place a helical antenna on the board. For a transmitter bandwidth of
433 MHz, the antenna length (or trace in this case) is 0.17 m. Four square holes measuring 8 mm
by 8 mm were drilled across the middle of the board so that the mechanical frame slots through
the PCB and the output terminals from the rotational generator can be soldered onto the input-side
of the boost converter.
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Figure C.1: Top view of the printed circuit board for the interface electronics in the rotational
energy harvesting system.
238
Appendix D
LabView Interface
By utilising a USB communication interface, any computer that has the LabVIEW user interface
installed can be used to view the data transmitted by the rotational energy harvesting system. This
makes the system portable and easily accessible because LabVIEW models can be downloaded
and executed, assuming the user has the software installed. A screen shot of the LabVIEW user
interface is shown in Fig. D.1.
The top left box contains parameters that specify the type of transmission data from the rota-
tional energy harvesting system. Parameters such as the number of data bits, USB-to-computer
transmission Baud rate and the number of data points that will be displayed on the graphical dis-
play can be set prior to running the LabVIEW model. There is also the option of saving all the data
onto a text file which can then be used to plot the same graphs elsewhere. Integer values of the five
transmitted data streams are displayed in the bottom left box when the interface is in operation.
There is also the option of choosing which data signals to display on the graph. As mentioned
in the previous paragraph, this is a simple interface to demonstrate the wireless data transmission
capabilities of the rotational energy harvesting system.
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Appendix E
USART Baud Rate Selection
The USART mode of operation in the PIC18F1320 microprocessor is divided into 8-bit or 16-bit
data streams with either synchronous or asynchronous transmission. This is set by selectively
addressing the SYNC, BRGH and BRG16 registers. If the BRG16 bit is 1, the data stream will
contain 16 bits, otherwise an 8 bit data stream will be transmitted.
Table E.1: Possible Baud rates when using a 20 MHz crystal oscillator.
SYNC : BRGH : BRG16 Baud Rate Error (%) Baud Rate FormulaDesired Actual
0 : 0 : 0
1200 1221 1.73 Fosc
64 · (n+ 1)2400 2404 0.169600 9766 1.73
0 : 1 : 0 2400 – – Fosc
16 · (n+ 1)
9600 9615 0.16
0 : 0 : 1 2400 2399 -0.039600 9615 0.16
Table E.1 lists three possible configurations of the SYNC, BRGH and BRG16 registers and
the associated Baud rates. Differences between the desired and actual Baud rates are listed as a
percentage of the desired Baud rate in the error column. For an 8-bit asynchronous data stream,
the desired Baud rate, is found using: Fosc/ [64 · (n+ 1)], here n is the integer value assigned to
the Baud rate registers in order to obtain the desired Baud rate and Fosc is the frequency of the
crystal oscillator (20 MHz). There is a possibility that n might not be an integer and has to be
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rounded off thus, rounding errors are produced when the Baud rate registers are set. Given that
the maximum Baud rate that the AM-transmitter can handle is 9600 bps, the USART module was
configured to encode an 8-bit data stream at 2400 bps.
In addition to the 8-bit data stream, the USART module also transmits a start-bit (logic low)
and stop-bit (logic high) before and after the eight bits which makes the total bits to be transmitted
equal to ten (Fig. E.1). Each bit will have a pulse duration of approximately 420 µs (1/2400 s).
Start-bit Stop-bit
8-bit data
10 1 0 0 0 01 1 1
Figure E.1: Example of the transmitted data stream which shows the data stream sandwiched be-
tween the start and stop-bits.
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Appendix F
Accelerometer Limitations
The ADXL320 accelerometers have a reported operating range of ± 5 g [123]. With this infor-
mation at hand, it is possible to calculate what is the maximum source rotation speed that it can
measure and this requires the use of (7.6) and (7.7) which will be reproduced here for convenience.
Aacc =
a1 + a2
S
× 9.81 (F.1)
RPM =
60
2pi
√
Aacc
2r
(F.2)
Assuming that both accelerometers experience an acceleration of 5 g, Aacc = 98.1 m·s−2.
The resulting source rotation speed is then 407 RPM. Contrastingly, in the experiments, speeds up
to 480 RPM were measured with good accuracy (when compared to the optical tachometer mea-
surements). The choice of accelerometers requires a trade-off between the sensitivity of the device
and the amount of acceleration it can accurately measure. Generally, the higher the sensitivity, the
less acceleration that the device can measure.
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