Most existing channel pruning methods formulate the pruning task from a perspective of inefficiency reduction which iteratively rank and remove the least important filters, or find the set of filters that minimizes some reconstruction errors after pruning. In this work, we investigate the channel pruning from a new perspective with statistical modeling. We hypothesize that the number of filters at a certain layer reflects the level of "redundancy" in that layer and thus formulate the pruning problem from the aspect of redundancy reduction. Based on both theoretic analysis and empirical studies, we make an important discovery: randomly pruning filters from layers of high redundancy outperforms pruning the least important filters across all layers based on the state-ofthe-art ranking criterion. These results advance our understanding of pruning and further testify to the recent findings that the structure of the pruned model plays a key role in the network efficiency as compared to inherited weights.
Introduction
Deep convolutional neural networks have achieved significant success in a wide range of studies (Hu et al., 2014; He et al., 2016; Silver et al., 2017; Christiansen et al., 2018) . However, the property of over-parameterization limits their employment on resource-limited platforms and applications such as robotics, portable devices, and drones (Sandler et al., 2018; Ma et al., 2018) . Channel pruning, by removing a whole set of filters as well as their corresponding feature maps, has been developed as an important approach to improve the efficiency of neural networks without customized software or hardware (Sze et al., 2017) . In this work, we study saliency-based channel-pruning, a significant branch of channel pruning. Existing saliencybased approaches iteratively rank the importance of filters with certain criteria and remove the lowest-ranked (least important) filters. Taylor expansion estimates the loss change of each filter's removal (Molchanov et al., 2016) . There are also heuristic criteria, e.g. minimum magnitudes of weights and the mean values of the activation maps (Li et al., 2016) and (Polyak & Wolf, 2015) . Although these kinds of methods achieved considerable pruning ratio while maintaining the performance, as we will show in our studies, there are still rooms for further improvement.
In this paper, we formulate channel pruning as a process of redundancy reduction to the network structure. With a statistical model, we prove that when a certain layer has much higher redundancy than other layers, randomly pruning filters from that layer can even outperform pruning filters with the lowest ranks across all layers. This finding is also verified by empirical studies. We manually increase the number of filters in a certain layer of AlexNet and VGG-16 and find that randomly pruning filters from the created redundant layer performs much better than using the stateof-the-art criterion-based approach, i.e., the Taylor expansion approach. We further show that a naive redundancy reduction based approach, which removes filters from the layer with the most filters in standard AlexNet and VGG-16, can outperform the Taylor expansion approach.
Based on the theoretic analysis and empirical studies, we believe that network structure obtained through iterative redundancy reduction, rather than a procedure of unimportant weights removal, plays a more significant role in better sustaining a network performance. Our findings imply that exploring the redundancy lying in a neural network is a promising research direction for future pruning study.
Pruning as Redundancy Reduction -A Theoretic Analysis
We formulate the problem of channel pruning from redundancy reduction perspective, where redundancy refers to the number of filters at a certain convolutional layer.
Without loss of generality, suppose we have a two-layer DNN with m and n filters, respectively, where n ≫ m. Let {ξ 1 , ξ 2 , · · · , ξ m } and {η 1 , η 2 , · · · , η n } be random variables, representing the contributions of all the filters in these two layers, respectively, and ξ i (i = 1, · · · , m) and
Claim: If a certain layer has much higher redundancy than others, randomly pruning filters from that layer outperforms pruning filters with the lowest ranks across all layers.
Denote ξ = min{ξ 1 , ..., ξ m }, η = min{η 1 , ..., η n } as the filters with the lowest rank in two layers, respectively. Let a and b be positive constants. We assume there is no performance degradation when some filters are pruned if
, where x, y are nonnegative integers. Suppose ξ r and η r are selected from {ξ 1 , ..., ξ m } and {η 1 , ..., η n } with equal probability, respectively. Without loss of generality, we suppose ξ r = ξ m and η r = η n for simplicity. We compare the performance of five different scenarios: (1) without pruning (v o ), (2) pruning randomly-selected filters from the second layer (v sr ), (3) pruning the lowest-ranked filters in the second layer (v sl ), (4) pruning the lowest-ranked filters in the first layer (v f l ), and (5) pruning the globally lowest-ranked filters in both layers (v gl ).
The v o , v sr , v gl , v f l , v sl can be represented with Eqs. (1) to (5), respectively.
(1)
Note that 0 ≤ η n − η ≤ η n , we have
which indicates v sr ≤ v sl ≤ v o . Moreover, we also have
which indicates v f l ≤ v o . For the filters in the second layer, we make the following assumptions:
Assumption 2. There are at most C 2 % pairs correlated filters.
By Chebyshev's inequality, for any real number ǫ > 0,
From Assumption 1, it is obvious that Cov(
By Eq. 9,
Suppose the number of filters in the second layer n is large enough, say n > 2b ǫ0 , with Assumption 3, we have,
Letting n → +∞ and taking limit, by Eq. 10 we have
Similarly,
and then we have v sr ≈ v sl ≈ v o . It is also obvious that
In summary, we have v f l ≤ v gl ≤ v sr ≤ v sl ≤ v o , which indicates that the network performance after pruning randomly-select filters from large redundant layers is better than the performance of a network after pruning the least important filters across all layers.
In this section, we aim to first verify the Claim as outlined in Section 2 and then demonstrate the superiority of pruning with redundancy reduction with a naive strategy.
Setup We utilize two widely-used architectures (AlexNet (Krizhevsky et al., 2012) and VGG-16 (Deng et al., 2009) ) and two benchmark datasets (CIFAR-10 ( Krizhevsky & Hinton, 2009 ), Birds-200 (Welinder et al., 2010 ) in our experiments for classification purpose. The saliency criterion used in the experiment is Taylor expansion (Molchanov et al., 2016) , which has achieved the state-of-the-art performance. If not explicitly noted, we prune 10 and 50 filters at each run and fine-tune the networks with 100 and 500 updates (with a batch size of 32, and an SGD optimizer with a momentum of 0.9) for AlexNet and VGG-16, respectively. For a fair comparison, we run each experiment five times and report the average results with corresponding standard deviations.
Experiment 1
The derivation in Section 2 considers the situation when large redundancy exists. It mainly focuses on the performance comparison of two pruning strategies: 1): randomly pruning filters from redundant layers, and 2): removing the lowest-ranked filters among all layers. For this purpose, we manually create extremely redundant layers by quadrupling the number of filters in certain layers of benchmark structures. Taylor expansion is used for filter ranking in Strategy 2. The performance comparison of two strategies are shown in Fig. 1 . It is clear to see that, consistent with the Claim, Strategy 1 continuously outperforms Strategy 2 until 81%, 95%, 95% and 95% filters of the predefined redundant layer are pruned in the four cases, respectively. The drastic drop after that is due to the fact that there is a small number of filters left in the predefined redundant layer and redundancy in that layer no longer exists during the pruning process.
Experiment 2 We have confirmed the influence of redundancy in pruning. However, how to find or measure the redundancy for a standard neural network (e.g., original AlexNet or VGG-16 without adding redundancy) remains an open question. Here we use a naive redundancy reduction strategy, i.e., pruning filters from the layers with the most filters at each run to demonstrate the superiority of pruning with redundancy reduction. We consider two redundancy-based strategies here: (1) randomly pruning filters from the layers with the most filters, and (2) pruning the lowest-ranked filters selected by the Taylor expansion approach from the layers with the most filters. The baseline here is still the typical pruning approach with Tay Taylor expansion outperforms the baseline while the redundancy reduction based method with random pruning performs worse than the baseline. The probable reason is that for Birds-200, VGG-16 is a well-distributed structure so that redundancy is evenly distributed in each layer. Overall, such a naive strategy can outperform the state-of-theart ranking-based pruning approach, indicating that redundancy reduction is a potential direction for future study in this area. 
Conclusion
In this paper, we formulated the network pruning problem with redundancy reduction. We proved, through both theoretic analysis and empirical studies, random pruning the most redundant layer can outperform importancebased pruning strategies. We also showed that a naive redundancy reduction strategy outperforms well-designed saliency-based pruning approaches, which indicates that exploring the redundancy lying in a neural network is a promising research direction for future network pruning study.
