ABSTRACT The problem of cloud resource optimization is examined, while the uncertainty in demand and user feedback is considered. We propose a Markov decision process model for resource assignment in cloudbased content delivery networks. Furthermore, we include a feedback-based probabilistic model for quality of experience in the resource assignment problem. We apply dynamic programming to solve this stochastic optimization problem. In order to address the challenges regarding the computational complexity of the problem, we first present an optimal solution with linear complexity for a special case of unlimited bandwidth cloud sites. Then, we propose a sub-optimal algorithm for the generic bandwidth-constrained problem with significantly reduced complexity and quasi-optimal performance. Simulation results are presented to corroborate the merits of the proposed algorithms.
I. INTRODUCTION A. BACKGROUND
The exponential rise in the number of network-connected user devices has led to an increased demand for content delivery over a variety of end devices. It is estimated that in five years, video streaming will account for over three quarters of mobile network traffic [1] . With advances in technology, higher video resolutions such as UHD have become available on a range of devices from big-screen smart TVs to small mobile phones. As such, end users now expect a high degree of quality of experience (QoE) for their services. Given that such multimedia services nowadays are delivered through cloud-based content delivery networks (CCDN), maintaining consistently high QoE would require real-time, dynamic resource allocation along the delivery path in a way that could compensate for dynamic changes in network conditions and user demand volumes, while reducing the costs for service provider networks.
Resource assignment in CCDN can be considered as the replica placement of the content in proper cloud sites with resources allocated to serve a number of user groups. It encompasses some inherent implementation constraints such as: 1) significant initialization time, 2) high overhead for updating assignment and 3) limited leased time duration of resources [2] . On the other hand, current networks endure abrupt demand variation and the emerging/demerging of demands within the lease time of the resources. Adopting conventional CDN resource assignment in CCDN is not the best solution as they are merely based on a snapshot of the network state, i.e., demand rates and QoS (see [2] - [4] ). CCDNs, on the other hand, exploit resources more efficiently and on a needed basis. Resources in a CCDN are virtual and can be included as bandwidth or content rates to be served, the storage or number of contents to be stored, and the number of virtual machines (VMs) for implementing the CCDN.
In addition to resource assignment, mapping physical resources to cloud ones should be addressed in assigning each user group to a serving cloud site [3] . Using statistical features of the demand values such as variance, moments, etc., to regulate the resource assignment could be useful in terms of saving resources but still not effective enough, as future demand decrease causes a waste of resources while demand increase could lead to penalties and significant bandwidth costs due to redirections in the content provider network [5] .
Bringing QoE into resource allocation decisions further complicates the situation due to the fact that QoE is naturally subjective [6] . The ITU-T P910 standard [7] provides methods for measuring QoE for an audience based on mean opinion score (MOS), and some interesting solutions have been suggested for generating such user feedbacks during the multimedia streaming session, for instance OneClick [8] , in which the users click a button to show their displeasure with the quality of the service they are experiencing. The results from such feedback could depend on a variety of factors that include not only network conditions and the actual quality of the video, but also people's mood, the type and condition of the end device they are using, and other environmental conditions. As such, there are uncertainties in subjective QoE feedback that may also be represented by a stochastic process.
For an effective CCDN resource assignment scheme, not only online network state, but also possible future state variations need to be considered. In other words, both current and future cost/revenue should be taken into account in the algorithm design. This would be especially useful in networks where demand variations and QoE feedbacks can be statistically characterized by a traceable memory based model. Above reasons have led us to consider Markov decision process (MDP) modeling for CCDNs and stochastic optimization for resource assignment. Stochastic optimization based on MDP modeling is performed by dynamic programming (DP) which is usually a recursive algorithm converging to global optimum and can be implemented in the network through a lookup table.
In general, considering stochastic optimization based on MDP modeling allows for better resource assignment in virtualized CDNs by taking statistics of future network states and expectation of future rewards into account. In our model, we also propose using QoE index as a level of satisfaction of each user group, into the resource assignment. QoE index is defined by a set of quantized levels and provided by each user group after each assignment.
B. RELATED WORK
There is a large body of work on CDN resource provisioning (see [9] and references therein), however research on CCDNs is still in early stages. Initial work on CCDN resource assignment attempted to use fundamental cloud principles in online resource adaptation, e.g., the fact that resources are leased as needed and based on real time request pattern of demand [4] , [10] . For instance, [10] investigates the joint problem of optimal replica placement and distribution path determination, and proposes online and offline heuristic solutions. The objective of this optimization is typically to minimize the total cost of leasing resources [3] , [4] , [10] - [12] . However, other types of cost can also be included such as the cost of content updating in cloud sites [13] , power/energy consumption [14] , [15] and quality of service (QoS) violation costs [11] , [12] . In particular, in [12] different costs including leasing resources, delay penalties and root site redirection have been considered into the problem and a twostep resource assignment approach is proposed. We refer the reader to [16] for more information about CCDN cost models where an overview of CCDN infrastructure accompanied with content characteristics is studied and a holistic perspective of the main influential aspects in content placement algorithms in CCDN, their practical implications and future challenges are discussed.
The issue of QoS in networks has been considered since the early days of networking. In particular, with regards to cloudbased services, QoS-aware design in clouds has received a great deal of attention. In [5] , a comprehensive study of QoS-aware resource assignment in cloud environments is presented from the implementation perspectives. Also, [11] includes QoS in the optimization by modeling QoS as the delay experienced by the end users, and considers a penalty for delays exceeded above a given threshold. Such delaybased modeling is reasonable as it is one of the main factors in QoS and also is directly related to QoE [17] . In [18] human behavior patterns have been exploited to build a demand profile for each subscriber. This profile is used for optimal proactive resource allocation and demand shaping. To the best of our knowledge, the inclusion of QoE has not yet been taken into consideration in CCDN resource optimization.
Stochastic network resource optimization and MDP models have been used in a number of works in the past. In particular, MDP modeling for resource assignment has been used in different wireless network architectures. For instance, MDP modeling has been used to manage recharging or harvesting energy in the nodes of a wireless sensor network [19] - [21] . Prior applications of this concept in content delivery networks can be categorized into cache-enabled [22] - [24] and cloud-based [25] - [27] scenarios. Studied in [22] is cacheenabled heterogeneous cellular network, where macro and small base stations equipped with a cache storing number of contents are considered and an MDP based content multicast scheduling problem is established to jointly minimize the average network delay and power cost. A similar setup is assumed in [24] where the base stations are modeled as a wireless CDN, and for the binary-defined state and actions, a content replacement problem is presented to maximize the hit ratio (which is a function to reflect the amount of reduced congestion). In [25] , VM allocation among clustered femto cells, i.e., small low power cellular base stations, is formulated to minimize network delay. Reference [26] addresses intermittent connectivity between mobile users and cloudlets, e.g., a vehicular base station, and proposes an algorithm to minimize the computation and offloading cost.
Research on application of MDP modeling in CDN and CCDN has been very limited [28] , [29] . In [29] , a time slot allocation at a resource to a network function virtualization (NFV) component is addressed. The reliability of NFV resources is estimated via a machine learning based method and modeled to represent state transition probability of the system.
C. CONTRIBUTIONS
Considering the inherent features and constraints of resource provisioning in CCDNs, in this paper we propose an MDP-based modeling of CCDN for resource assignment.
This allows for a better CCDN resource assignment than the conventional approach (hereafter referred to as myopic approach) by taking the probabilistic expectation of future network states and rewards into account. In the QoE model we assume each user group feeds back its level of satisfaction by a predefined quantized level after each resource assignment action. Assuming a probabilistic QoE model, we included a level of uncertainty in the QoE feedback. Our contributions are outlined in the sequel:
1) We present a feedback-based probabilistic QoE model in our proposed MDP based modeling of CCDN for resource assignment. 2) We formulate an MDP-based stochastic optimization problem, and analyze its complexity for real-size networks. 3) We propose an optimal solution for a relaxed version of the problem as unlimited bandwidth at cloud sites. Then, we propose a suboptimal solution, named sortand-select (SaS) algorithm, with a close performance to the optimal solution. Complexity analysis is conducted for the proposed algorithms.
D. PAPER ORGANIZATION
The rest of this paper is organized as follows. In Section II, we present our MDP-based model for resource allocation in CCDN, and propose our feedback-based QoE model. In Section III, the CCDN resource assignment is formulated as an infinite horizon discounted reward problem. The conventional DP algorithm is presented and the challenges of the problem for real size networks are discussed. In Section IV, a low complexity solution is proposed for a special unlimited bandwidth of cloud sites. Then a suboptimal algorithm, referred to as SaS, is proposed and its complexity analysis is presented, where we prove that the SaS algorithm follows a polynomial complexity rather than the exponential one for the optimal solution. Numerical results and conclusions are presented in Sections V and VI, respectively. We use t for time instant, upper case calligraphic font for set, |.| for set cardinality, bold capital letter for matrix, bold letter for vector,. for quantization, and underline for certain values. Also, [.] (i,j) is the element (i, j) of its matrix argument, [.] j is the element j of its vector argument, and is the transpose operation.
II. SYSTEM MODEL AND MDP FORMULATION
We consider a groups of users, U = {i} |U | i=1 , located in |U| abstract locations, served by contents originated from a root cloud site C 0 using a set of |C| surrogate cloud sites, C = {j} |C| j=1 (see Fig. 1 ). User group i and cloud site j are labeled as U i and C j , respectively. The delay in the link between user group U i and cloud site C j is denoted by D ij time unit. Similar to [2] , we assume a single-content type scenario with the same size for simplicity. However, the model can be extended to the set of multiple contents. In the multicast clustered graph model in Fig. 2 , each user group is served by the root site C 0 through cloud site(s) C j . The bandwidth or the In the considered CCDN, we assume U i offers a demand value at each time instant which is to be served by one of the cloud sites. The demand values of U i in different time instants are assumed to follow a first order Markov model which means they are dependent of each other. In addition, we allow U i to feed back its level of satisfaction, denoting its individual QoE, after being served by one of the cloud sites. Considering the presented tractable demand and QoE scenarios, we can use MDP modeling to model the presented CCDN. The objective of the considered CCDN is to assign each user group to an appropriate cloud site in order to maximize an objective function defined later on. Using MDP modeling allows us to exploit the stochastic optimization advantages offered in such modeling in comparison with conventional greedy/myopic approaches. An MDP model is defined by a tuple including state and action spaces, reward function, and transition probability model. In the sequel, we model each of these concepts in more detail according to the considered CCDN.
A. STATE SPACE
We consider demands of user groups as time dependent random variables. The demand for user group U i at time instant t, denoted as d i (t), takes one of the quantization values, i.e.,
Here D is the set of quantization values andd 1 <d 2 < . . . < d |D| . Also, we define vector of demands as
We assume a QoE index value, q i (t), is fed back by U i to the network resource management system at each time instant, t, where we have
and
We assumeq 1 <q 2 < . . . <q |Q| , whereq 1 is for the worst quality andq |Q| is for the best one. Note that the system is considered to be casual, i.e., q(t) is available for resource management at time instant t based on resource assignment decisions made at time instant t − 1.
Using (2) and (3), the state of the network at time instant t is defined as
where S is the state space and
. . , |U|, be the assignment variable implying the cloud site which serves demand d i (t). For example, x 1 (t) = 3 means d 1 (t) is served by C 3 . Hence, at time instant t, we denote the action vector x(t) as
In each state s(t), an action x(t) is selected from the corresponding action set A s(t) defined as
where B j is the bandwidth limit of C j and I (·) is an indicator function which is equal to one if its argument is true and zero, otherwise. We assume that B j is a fixed parameter per cloud site and that each cloud site can support as much as demands of different user groups as long as the bandwidth constraint in (7) is satisfied at each time instant, t. The action space is defined as
Note that the bandwidth constraint in (7) can decrease the size of the action space at each time instant, significantly. Also, in order to make sure that all demands always are served, we assume the summation over bandwidths of all cloud sites is larger than the maximum possible demand that all user groups can offer. In other words, we have
where the right hand side of (9) is the maximum possible demands of all user groups. Also, it is assumed that B j ≥d 1 which means each cloud site can support at least the minimum possible demand value.
C. REWARD
Both profit and cost are included in the reward function. The value of the reward at time instant t, denoted as R(s(t), x(t)), is a function of the state and the action at time instant t. After each action, we calculate a reward value according to a defined reward function. We define the reward function as an increasing function of the served demand d i (t) as well as received QoE q i (t). Also, the cost of using each cloud site should be considered in the reward function. Thus, we can define
where for user group U i , w p i is the profit of the demand unit and w q i is the gain of the QoE index unit. Also, P b j is the price of the bandwidth unit in C j . The first summation of (10) reflects the profit gained out of the served demands and the received QoE indexes of all users. Moreover, the second summation of (10) is the bandwidth cost used in each cloud site.
D. TRANSITION PROBABILITIES
The transition probability, Pr(s |s, x), is the probability that the network state changes from the state s at time t, to the state s at time instant t +1, given an action x. Considering (5), each state includes vectors of demands and QoE feedbacks. Demand variations in two successive time instances are modeled by a Markov chain, i.e., they are dependent of each other and independent of the QoE feedback as well as the action. Furthermore, we assume that the QoE feedback sent by each user group at each time instant is merely dependent on the assigned cloud site to that user group, i.e., the corresponding action in the previous time instant. Therefore, we have
where we assume s
. Also, we used the fact that for the given action x(t) = x, the demand and QoE vectors can be considered to be independent. It is worth mentioning that in general at each user group QoE feedbacks are affected by the demand values, however, since the actions are selected based on the demand values, then, we can consider actions as sufficient statistics for the next QoE feedback value.
We assume transition probabilities do not depend on time, i.e., a stationary stochastic process is assumed. In the sequel we analyze the 1st and the 2nd part of (11).
Since the demands of different user groups are independent of each other, we have (12) . Note that
where we assume q i and x i are the ith element of q and x, respectively. To provide a mathematical form for each term under the product of (13), we present a feedback-based QoE model in the sequel.
FEEDBACK-BASED QoE MODEL
In order to create a probabilistic, quasi-subjective feedbackbased QoE model, we assume the feedback from each user group is probabilistically related to network-related quantitative performance measures of delivery at the user side. Such performance parameters depend on the content type and other network parameters; for instance for video, performance measures related to bandwidth, jitter and buffering time could be considered, or for software distribution, end-toend delay would be an important performance measure. Our model can work with any QoE parameter suitable for a given content. We assume an overall quantitative quality parameter is calculated for the user group U i and represented by ξ i (t) which is modeled as a function of the selected action x i . Hence, in our modeling we have
In (14), we assume a one-by-one relationship between the selected action, i.e., x i , and the quantitative quality parameter, i.e., ξ i . Furthermore, we can consider a probabilistic mapping between the quantitative quality parameter that each user group experiences and the QoE index that is provided by the user group. To this end, considering |Q| levels of feedback for each user group, we can consider |Q| intervals for the quantitative quality parameter using ξ b k , k = 1, . . . , |Q| predefined fixed thresholds, where ξ b 1 < ξ b 2 < ξ b 3 < · · · < ξ b |Q| , and ξ b 1 0. Then, for the parameter ξ i that falls into kth interval, i.e., ξ b k < ξ i < ξ b k+1 , we assign the highest probability for receiving (|Q| − k + 1)th quantization level of the QoE feedback, i.e.,q |Q|−k+1 . For instance, for a given high value of ξ i (t), the most probable QoE index to be received is the highest one, i.e., q |Q| . Thus, we can consider QoE feedbacks follow the following probability mass function (pmf)
where M , M > 1 is a design parameter and ξ b k , k = 1, . . . , |Q|, are the thresholds defined earlier. Using the fact that the summation of the pmf in (15) over all cases, i.e., k = 1, . . . , |Q|, is 1, α is obtained as
In the presented model, the highest probability for the feedback of the most probable QoE index is M α while receiving the other QoE feedback indexes are considered to be α. Using the pmf (15), (14) and thus (13) are obtained. The value of M can be determined by experimentation, i.e. direct measurement of QoE feedback responses from a group of human users. Intuitively, a higher value for M implies that the effect of the quantitative quality parameter on the QoE is designed to be high while the human uncertainty factor over QoE is assumed to be low. The probabilistic QoE model adopted in (15) reflects the level of uncertainty offered by other factors in QoE such as subjective effects of human behavior and thus provides a better representation of user-supplied QoE feedback measures. In Section V, we describe the model we use in our simulations, in which network delay is used as the main quantitative quality parameter. However, as clarified earlier, any other QoE parameter can be substituted in our probabilistic model as well.
While the transition probability for each given triple s(t + 1) = s , s(t) = s, and x(t) = x was obtained above, we can present a compact expression to obtain the transition probability in a matrix form. To this end, in Appendix A we define a transition probability matrix for any given action vector and present matrix form expressions using the aforementioned demand and QoE models.
III. RESOURCE OPTIMIZATION FORMULATION A. OBJECTIVE FUNCTION
A policy is a rule that determines a decision for the given state of the system and is denoted by π [30] . Based on the policy π, each action x(t) is a function of the state of the system denoted by x(t) = A π (s(t)) where A π : S → A s . For the starting state s(0) = s and the policy π , infinite horizon discounted reward is defined as
where the expectation is over all possible sequences of states that the policy π is used. Also, γ ∈ (0, 1) is a discounting factor. For the given starting state s(0), our objective is to find the maximum discounted reward in an infinite horizon scenario and the corresponding best policy. In other words, we have
where is the set of all possible policies. Note that for γ = 0, only the first term in (16) is considered in the optimization, i.e., J π γ (s) = R s(0), x(0) , s(0) = s, which is equivalent to the conventional myopic approach where only the current observed state, s(0) = s is considered in the optimization. We consider myopic scenario in the simulation results as a benchmark.
B. DYNAMIC PROGRAMMING
The optimization problem (17) is known as infinite horizon discounted reward problem. A family of schemes known as dynamic programming (DP) can be used to solve stochastic problems that are based on MDP models. There are different DP algorithms to solve the optimization problem (17), such as value iteration, policy iteration, linear programming based schemes, and the hybrid ones. Value iteration is the most suitable scheme due to the simplicity in implementation. In Algorithm 1, we present value iteration algorithm to solve (17) . Note that n is the iteration number and not the time index. Also, π n is the policy, i.e., the set of actions corresponding to the state space, used to obtain the value v n . Furthermore, is a tolerance fixed by the designer where for the selected final policy π and value v the following inequality is satisfied
Algorithm 1 Value Iteration 0-Initialization,
• n ← n + 1 • Go to 1. 3-Return v and π .
C. CHALLENGES
The main challenges in the presented optimization problem include a very large state space and a large action space. In particular, the exponential complexity of the computations with regard to the number of users is the main drawback of the implementation. Parallel processing can moderately improve the situation for small size networks, e.g., |U| = 4, |C| = 3, but it is not useful for networks with realistic sizes as the state space becomes too large to handle. For the value iteration algorithm, we need to perform O = |S| 2 |A| number of operations in each iteration that for the model is
For instance, even a small size network with |D| = 4, |Q| = 3, |U| = 4, |C| = 3, needs O ∼ 3.47e10 operations per iteration which is not feasible. In the sequel, we propose alternative solutions to tackle these challenges.
IV. APPROXIMATIONS AND SUBOPTIMAL ALGORITHMS
Here, we address the challenges mentioned in Section III-C. We start with unlimited bandwidth scenario as an especial case of the problem and prove that the DP implementation can be performed by a significantly reduced complexity. Then, we deal with the generic limited bandwidth scenario and propose a DP based algorithm to solve the problem.
A. UNLIMITED BANDWIDTH AND BW ∞ algorithm
If the bandwidth of each cloud site is considered to be large enough to guarantee serving of its assigned user groups, we can assume that the resource assignment of each user group is independent of the other groups. We define state for U i as
where S i is the corresponding state space. The action is x i (t), x i (t) ∈ C meaning the action space for U i , denoted as A i , is A i = C. The reward for user group U i is written as
Furthermore, the transition probability for U i is obtained as (21), we can express the probability transition matrix of each user group for a given action (see Appendix A). The infinite horizon discounted reward as the objective function for each user group is as follows
where π i is a selected policy for U i . For the considered infinite bandwidth scenario, (22) and (16) satisfy the following equation
where s consists of all individual states s 1 , . . . , s |U | , and π is the set of individual policies, π i , of all user groups.
Equation (23) shows that in the unlimited bandwidth scenario, we can use DP individually for each user group. It means that we can use Algorithm 1 with the earlier defined state/action space and reward for each user group (see Algorithm 2) . This reduced size of the state/action space can significantly reduce the complexity and speed up obtaining the optimal policy. In other words, using the value iteration algorithm for each user group, we need to perform the following number of operations in each iteration to reach the optimal policy.
|C|.
For example, for the same simulation scenario in Section III-C, i.e., |D| = 4, |Q| = 3, |U| = 4, |C| = 3, we have O = 1.7e3 which is significantly lower than that of the conventional model i.e., O ∼ 3.47e10, mentioned before.
• Perform Algorithm 1 independently for user group U i using the corresponded inputs,
Algorithm 3 SaS.

1-Obtaining weight values:
• perform DP via Algorithm 1 for cloud site C j as a single action, using the corresponded inputs,
• for each DP round, save value,
ij as the argument solution of the optimization problem (24). 3-Return π ij as the best action iff u * ij = 1.
B. LIMITED BANDWIDTH AND SORT-AND-SELECT (SAS) ALGORITHM
The key feature of Algorithm BW ∞ to decrease computational complexity is that each user group is independently investigated from the others. Inspiring by Algorithm BW ∞ , we can develop an algorithm for the limited bandwidth scenario hereafter referred as sort-and-select (SaS) algorithm. We eliminate the time instant parameter in the variables as the algorithm is performed at each time instant, t. Algorithm SaS is based on making a list of weight values of all cloud sites at each user group for the current state of the network, s(0) = s. For the given state s(0) = s, the DP-based weight value of each cloud site at U i can be made as follows. We assume a single cloud site C j is selected for user group U i and perform DP via value iteration algorithm (Algorithm 1) to obtain the corresponding objective function denoted by V ij . We repeat this process to get V ij values for all user groups and cloud sites, i.e., i ∈ U, j ∈ C. In other words, we provide |C| weight values for each user group. Note that there is no optimization made here yet, due to considering only a single action, C j , in each objective value V ij . Using the obtained values, we solve the following linear integer programming maximize u ij i∈U ,j∈C u ij V ij (24) subject to,
where d i is the demand value of U i given at the current state
The control variables u ij identify the cloud sites assigned to the user groups. Constraint (25) reflects bandwidth constraint. Also, (26) denotes user group U i is served by a single cloud site. The solution of the optimization problem (24) gives us which weight values, V ij , contributes at the objective function. We show the SaS algorithm in Algorithm 3. Note that π ij is equivalent to C j . Moreover, the value of in Algorithm 3 is selected sufficiently small such that the approximation V ij ≈ V * ij is valid. The main idea of Algorithm SaS comes from the property (23) in the case of unlimited bandwidth constraint. Hence, for bandwidth constraint we can still assume (23) can approximate the objective function in (16) . It means a linear combination of V ij in the objective function (24) along with the constraints (25) and (26) can reflect an approximation of the main objective function in (16) .
The sub-optimality of the algorithm comes from the fact that in the optimal DP scheme, i.e., Algorithm 1, the constraint of the bandwidth limited cloud sites are directly contributed to obtain the value function. However, in Algorithm SaS the bandwidth constraint is not considered in the DP of each user group to obtain the value function, but at the final integer programming (24) . Due to the low complexity and the fast running time offered by Algorithm SaS, we do not need to save the policy, i.e., the state-action lookup table. This is because at each time instant, for the given state, we can run the algorithm and obtain the best action.
The significantly reduced complexity of Algorithm SaS in comparison with the conventional approach, i.e., solving the main problem by Algorithm 1, is because in order to obtain each V ij , we have |A i | = 1 leading us to the following number of operations per iteration for each user group as
and thus for all user groups and cloud sites the average number of operations to be performed per iteration is
which is the same as that of in BW ∞ algorithm. Regarding the complexity analysis of the integer programming (24)- (26), first, it is independent of |D × Q| which can reduce the complexity significantly. Second, we can see it is equivalent to a multiple-choice multi-dimensional Knapsack problem (MMKP) with n = |U| classes of items, each with maximum p = |C| items and m = |C| resource constraints (see e.g., [31] and references therein). In [32] 
V. PERFORMANCE RESULTS AND COMPARISONS
Our simulations are performed for a network containing |C| = 3 cloud sites and |U| = 4 user groups, spread over a square area of 1000x1000 km 2 , as shown in Fig. 2 . We assume inter node delay D ij and distance l ij follow the rule
, with λ = 0.02 and β = 5 time units. For our QoE model, we used end-to-end network delay as the main quantitative quality parameter which can be defined as
We assume two fixed delay thresholds ξ b 2 = 10, ξ b 3 = 14, as used in (15) . We assign a link delay measure to each edge between a cloud site and a user group in order to indicate the delay D ij experienced by that user group, where the delay measure equals to 1 if
, and 3, otherwise. Considering three delay intervals, we assume three corresponding QoE levels, Q = {1, 2, 3}. Note that when using delay as a quantitative quality parameter, it has an inverse relationship with QoE feedback, i.e., the higher the end-to-end delay, the higher probability of a verdict of lowquality from the user group. Our current setting did not allow large-scale experiments with a user feedback collection that would allow more accurate calculation of M and α. Therefore, we simply assumed values that would provide a reasonable separation between good and bad quality from a user perspective. Hence, we used M = 3, α = 0.2 in the probability function of QoE feedback in (15) .
Four demand levels, D = {1, 2, 3, 4} is used. We assume γ = 0.9, = 0.002 for the DP based algorithms. We assume unit values for weights of profit w Transition probability of demands in each user group is assumed to be equal to the others, i.e., P d i = P d where the elements [P d ] (m,n) , n, m ∈ {1, ..., |D|} are set to 0.2 for n = m + 1, 0.1 for n = m − 1, and 0 for |m − n| ≥ 2. Note
We start with an arbitrary state and perform resource provisioning at each time instant, t, t = 0, . . . , T , T = 4e3, using the current state s(t), where t is normalized by an appropriate value such as, e.g., minimum lease time of resources.
For performance evaluation, we compare the following schemes: value iteration (optimal), SaS and myopic, as well as the divide-and-conquer (DaQ) algorithm previously presented by us in [33] . In DaQ approach the optimization problem is divided into a number of sub-problems with lower complexities. Each sub-problem is solved directly, then the results are recursively combined to give a solution for the main problem. In order to solve the sub-problems, the algorithm performs DP optimization for each user for a given initial fixed policy while the other usergroups? actions are fixed. Then, the policy is updated based on the best action. We repeat the algorithm until it converges to a solution. The reader is referred to [33] for a more detailed description of the DaQ algorithm.
We define non-equality-ratio for two equal-size matrices A and B, as the ratio of the number of nonzero elements in A − B to the total number of elements. The non-equalityratio between the |S|-by-|U| action matrices of different schemes SaS, DaQ and myopic were computed as 1.6%, 32.5% and 58.8%, respectively. This means SaS can offer very close performance to the optimal approach because only 1.6% of the actions in two lookup tables are different.
In the following we implement different schemes in the network with the state sequences in t = 0, . . . , T to compare their performances. First, let define the accumulated reward (AR) of a considered Scheme at time t, A Scheme r (t), as A Scheme r (t) = T t =0 R(s(t ), x(t )). We also define the AR gap of a considered Scheme over the myopic one, denoted by g Scheme , as follows
In Fig. 3 we plot the ARs of different schemes all normalized by the myopic performance. Again, our results demonstrate that SaS performs closely to the optimal one and offers ∼3% improvement comparing to the myopic scheme, i.e., g SaS ≈3%. Note that the improvement offered by SaS indicates that, as we proceed in time, the ARs of SaS is diverged from the ones in the myopic scheme.
The improvement index, denoted by the value g Scheme , is significantly affected by varying network parameters. To this end, in Table 1 Fig. 3 . In the other rows of the table, we only change one network input, presented in the second column, and fix the others. Rows 2-6 indicates increasing w q , γ and/or decreasing w p can improve the gain. In row 7, by increasing M and decreasing α in the pmf (15), we increase dependency of QoE feedback level with the delay of each assigned cloud site which leads us to an improvement of the gain. Furthermore, in row 8 as we decrease the system memory through decreasing the demand dependency, the gain is decreased. In row 9, we applied all changes in rows 3, 5 and 7, which gains around 20%. The superior performance of SaS over DaQ scheme is also seen in the table.
In Fig. 4 the effect of the bandwidth constraint of each cloud site over g SaS is studied. We set a bandwidth for each cloud site and linearly increase all bandwidths with a same trend. It is seen that loosing bandwidth constraint cannot improve the gain. Furthermore, for some bandwidth constraint B = [5 9 5] the gap is significant. This comes from the fact that higher bandwidth in a highly userassigned cloud site improves the gain. For infinite bandwidth, B = [∞ ∞ ∞] , almost no gain is obtained for this network topology. In Fig. 5 we plot the AR performance of BW ∞ scheme normalized by the myopic performance for different numbers of cloud sites and versus number of user groups. Each curve is obtained by averaging over 1000 independent realizations. As it is seen, adding more cloud sites improves the performance. It means, even for unlimited bandwidth scenario, our MDP based algorithm more effectively exploits distributed cloud sites in the network in comparison with the conventional myopic algorithms.
VI. CONCLUSION AND FUTURE WORKS
We presented a stochastic optimization based on a proposed MDP modeling of CCDN in order to perform resource assignment. Also, we proposed that QoE is fed back by user groups and contributes in each resource assignment decision. We showed that because of high complexity the optimization problem is too cumbersome to be solved using conventional approaches for the networks with more than 10 users. To this end, we proposed solutions with a significantly low complexity; at first, we proposed an optimal solution for a special case of unlimited bandwidth of the cloud sites. Then, we proposed an algorithm referred to as SaS for the limited bandwidth scenario. We showed that the proposed algorithm offers a very close performance to the optimal solution offered by conventional approaches such as value iteration. We presented complexity analysis for all algorithms and discussed about the effect of different parameters via simulation results.
For future work, we can further improve our model by involving more parameters that may impact QoE feedback. For instance in addition to average delay, we could associate QoE feedback with the cloud site bandwidth constraint, through including the bandwidth constraint into the QoE pmf function. Furthermore, we can include other realistic assumptions in the model such as receiving a subset, instead of the whole set, of QoE feedbacks from the user groups. This leads us to model the network by a partial observable MDP (POMDP) model which is an extended version of MDP model. Another option is to extend the work for a software defined network (SDN) scenario via modifying the reward function using the approach presented in [34] .
APPENDIX A TRANSITION PROBABILITY MATRIX STATE OF THE NETWORK
We denote |D|-by-|D| transition probability matrix for demand values at user group U i by P d i where [P d i ] (k,l) = Pr(d i (t + 1) =d l |d i (t) =d k ), i ∈ U, and is considered to be given as an input network parameter. For transition probability of QoE feedbacks, let action x i (t) = x i be given for U i . We define transition probability vector of QoE feedbacks for U i at time instant t, denoting by p q i (x i ), as [p q i (x i )] k = Pr(q i (t + 1) =q |Q|−k+1 |ξ i (t) = ξ i ), (29) where k = 1, . . . , |Q|, and ξ i (t) is the quantitative quality parameter which is a function of x i (t) and can be modeled as, e.g., an end-to-end network delay defined in (27) . Let define the transition probability matrix of QoE feedback for each U i denoted by P q i (x i ) such that [P q i (x i )] (k,j) = Pr q i (t + 1) =q |Q|−k+1 q i (t) =q |Q|−j+1 , ξ i (t) = ξ i .
Since based on our model (30) is not dependent on the previous values of q i (t), we have
where 1 |Q| is a |Q|-by-1 all-one vector, and ⊗ denotes Kronecker product. Considering the state definition in (5), the transition probability matrix of the system for a given action x(t) = x = [x 1 · · · x |U | ] , is as P(x) = P 
STATE OF EACH USER
For the state s i (t) = [d i (t) q i (t)] defined in (19) , the transition probability matrix of U i for a given action x i (t) = x i , is given by
Note that for the user groups with equal size we may assume P d i are equal to each other.
