In this paper we re-analyze the nature of the trend (deterministic or stochastic) in the Nelson-Plosser macroeconomic data set from an alternative method relative to the previous studies. We underline the eects of large, but infrequent shocks due to major economic or nancial events on U.S. macroeconomic time series, such as the Great Depression, World War II and recessions, using outlier methodology. We apply an ADF test corrected for detected outliers based on intervention models and calculate the specic critical values of the unit root tests for each series. The results point out the rejection of the unit root null hypothesis for ve of the fourteen Nelson-Plosser macroeconomic time series, namely real GNP, real per capita GNP, industrial production, employment and unemployment.
Introduction
Since the inuential paper of Nelson and Plosser (1982) , much attention has been devoted to examining whether macroeconomic time series are trend or dierence stationary. Indeed, dierent models of the trend can imply dierent conclusions concerning the validity of economic theories and can imply dierent policy implications for macroeconomic models. If the series is trend-stationary, and is thus characterized by stationary movements around a deterministic trend, a shock has only a temporary eect and the series reverts to its steady trend after the shock. In contrast, if the series is dierence stationary (or has a unit root), and is therefore characterized by a random walk (possibly with a drift), a shock has a persistent eect. As a result, the series does not return to its former path following a random disturbance, and its level shifts permanently.
Applying the unit root tests developed by Dickey and Fuller (1979) on a wide variety of U.S. macroeconomic time series, Nelson and Plosser (1982) found that the null hypothesis of a unit root could be rejected for only one out of the fourteen macroeconomic time series in their data set, i.e. the unemployment rate. Their nding had a profound impact on the way economic series have been viewed and treated (Banerjee and Urga, 2005) ; in particular, if the series were indeed integrated, random shocks would have a permanent eect on the economy.
However, several authors pointed out that the tests employed by Nelson and Plosser have a drawback related to the presence of breaks, i.e. that structural breaks can be biased towards erroneous non-rejection of the unit root hypothesis (e.g., Perron, 1989; Rappoport and Reichlin, 1989 ; Montañés and Reyes, 1998; Leybourne et al., 1998; Sen, 2008 ).
A number of tests have been developed
to take into account a structural change, where the date of the break is a priori unknown, namely the breakpoint is determined endogenously from the data.
2 In this way, many researchers revisited the Nelson-Plosser empirical results using unit root tests with structural breaks, allowing for one (e.g., Zivot and Andrews, 1992; Li, 1995; Perron, 1997; Sen, 2004; Montañés et al., 2005) More precisely, Perron (1989) and Rappoport and Reichlin (1989) demonstrated that unit root tests fail to reject the unit root null hypothesis when there is a break under the trendstationary alternative. Further, Nunes et al. (1997) , Montañés and Reyes (1998) , Leybourne et al. (1998) , Lee and Strazicich (2001) and Sen (2008) found that unit root tests spuriously reject the unit root null when there is a break under the null hypothesis.
See 
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For these reasons, we re-examine the Nelson-Plosser data set from a new perspective. First, we consider that the major economic events represent major shocks that occur infrequently (low-frequency shocks), but that their occurrence is randomly determined. This approach results from the fact that there are numerous examples of random, heterogeneous, and infrequent events that have a dramatic impact on the economy, especially for long-term economic series (e.g., oil crises, wars, nancial slumps, changes of political regime, and natural catastrophes). We therefore seek the presence of these shocks, which can have a permanent or temporary eect, in the form of outliers, providing a certain amount of information about the nature and magnitude of the economic shocks ! Nunes et al. (1997) provide evidence that assuming no break under the null in endogenous break unit root test leads to signicant rejection of the unit root null when the data generating process is a unit root with break (see Perron, 2006) . This the case for some of the tests cited. The paper is structured as follows. In Section 2, the methodology for detecting outliers is described. The detected outliers that can be associated with major economic or nancial events are discussed in Section 3. Section 4 presents the results of the Dickey-Fuller tests on the intervention models, interprets these results, and provides a comparison with a robust approach. Section 5 concludes the paper.
Outlier Methodology
The search for outliers is based on an unobserved components model with two such components: a regular one and an outlier one. The latter reects extraordinary, infrequently occurring events or shocks that have important eects on the macroeconomic time series. The model is given by 
where ω i , i = AO, IO, LS, TC, denotes the magnitudes of the outlier, and I t (τ )
is an indicator function with the value of 1 at time t = τ and 0 otherwise, with τ the date of outlier occurring.
These outliers aect the observations dierently: AO causes an immediate and one-shot eect on the observed series; LS produces an abrupt and permanent step change in the series (permanent shock); TC produces an initial eect, and this eect dies out gradually with time, where the parameter δ is designed to model the pace of the dynamic dampening eect (0 < δ < 1); the eect of IO is more intricate than the eects of the others types of outliers.
6 IO produces a temporary eect for a stationary series, but produces a permanent level shift for a nonstationary series (see Chen and Liu, 1993) .
It is considered that AOs and IOs are outliers related to an exogenous and endogenous change in the series, respectively, whereas TCs and LSs are are associated with structural changes. TCs represent ephemeral shifts in a series, whereas LSs are more the reection of permanent shocks. However, IOs have a relatively persistent eect on the level of the series. Note that level shifts and (nonstationary) innovative outliers detected in levels of the time series correspond to additive or innovative outliers in rst-dierence, i.e. in growth rates (Balke and Fomby, 1991; Maddala and Kim, 2000) .
Methods are well-developed in the eld of outlier detection based on intervention analysis as originally proposed by Box and Tiao (1975 below.
An ARIMA model is tted to y t in (2) and the residuals are obtained
where
For the four types of outliers in (1), the equation (4) becomes
These expressions can be viewed as a regression model forâ t , i.e.,
% From a simulation study, Chen and Liu (1993) show that their procedure performs well in terms of detecting outliers and obtaining unbiased parameter estimates. & Gómez and Maravall (1997) implemented this method in the computer program TRAMO.
Franses and Haldrup (1994), Tolvi (2001) and Darné and Diebolt (2004) also used this method to detect and correct outliers in macroeconomic series whereas Balke and Fomby (1991, 1994) and Bradley and Jansen (1995) applied that of Tsay (1988) .
with x i,t = 0 for all i and t < τ , x i,t = 1 for all i and t = τ , and for t > τ and
The detection of the outliers is based on likelihood ratio [LR] statistics, given is compared with a critical value, and if the test statistic is larger, an outlier is found at time t = τ 1 and its type is selected (i * ). When an outlier is detected, the eect of the outlier is removed from the data as follows: the observation z t is adjusted at time t = τ 1 to obtain the corrected y t via (1) using the estimated magnitudeω i * and the appropriate structure of outlier f (t) i * as in (3), i.e.
We also compare the second largest absolute value of the LR statistics for the four types of outliers to the critical value, i.e.τ max = max|τ i (τ )| with τ ̸ = τ 1 , and so on. This process is repeated until no more outliers can be found.
Next, we return to the outer iteration in which another ARIMA(p, d, q) model is re-estimated from the outlier-corrected data, and start the inner iteration again. This procedure is repeated until no outlier is found. Finally, a multiple regression is performed on the various outliers detected to identify (possible) spurious outliers. and Balke (1993) , an outlier search has been conducted from an ARIMA(p, 0, q) to better determine whether the outliers can be considered permanent or not. Finally, the outlier detection has been examined on the series in growth rates, and we found the same type of outliers as for the series in levels. We have obtained similar results when using the same span of data as in Nelson and Plosser (1982 16 This approach is equivalent to using the ADF t-statistic for testing that ρ = 1 in the following
where f (t) i,j is dened as in equation (3) and Lee and Strazicich (2003) .
by the outlier analysis; and (2) the B-J critical values computed by following the approach employed by Bradley and Jansen (1995) for which the outlier analysis was applied at each replication and using these outliers to construct an intervention model.
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The results of the unit root test are displayed in Panel A of Tables 5-18 . The lag order k in the regression is selected using the sequential procedure proposed by Campbell and Perron (1991) and with k max = int
. The results show that the unit root null hypothesis can be rejected at the 5% level using the B-F and B-J critical values for 5 of the 14 macroeconomic time series of interest, namely real GNP, real per capita GNP, industrial production, employment and unemployment. This result is also obtained by recent studies using unit root tests with two structural breaks for some variables (see Table   19 ), e.g., Lumsdaine and Papell (1997) At times, the B-F critical values are actually higher in absolute value than the B-J critical values. We would like to thank the referee for suggesting the two approaches to generate the critical values. ' Kim et al. (2000) show that the test of Zivot and Andrews (1992) may be biased when the dates of the structural change are not well chosen, and when a second break is present but not taken into account. Lumsdaine and Papell (1997) 
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In addition, we show that real GNP, real per capita GNP, industrial production, employment and unemployment are aected by both low-frequency (due to major economic events) and high-frequency shocks (due to a stochastic trend).
We also compare our results with another approach based on robust methods for estimation and unit root testing developed by Cavaliere and Georgiev (2009) .
They propose a robust quasi maximum likelihood (QML) approach for the augmented Dickey-Fuller regression, giving the ADF QM L statistic test. They also propose a sequential procedure for the linear trend case by applying the robust QML approach on the GLS detrended series, as in Elliott and al. (1996) and Ng and Perron (2001) . Panel B of Tables 5-18 gives the results of the robust QML approach and nds the rejection of the unit root hypothesis for employment, unemployment, industrial production, real GNP and real per capita GNP at the 5% level and money stock at the 10% level. These results conrm our ndings from the ADF test corrected for detected outliers, except for money stock. Note that through robust unit root tests Lucas (1995a) also found that the null is rejected for real GNP, real per capita GNP, industrial production and unemployment but not for employment in the extended NelsonPlosser data (see Table 19 ). This dierence can be explained by the fact that, as shown by Cavaliere and Georgiev (2009) in their Monte Carlo simulations, the robust QML approach is more powerful than the robust method proposed by Lucas (1995a Lucas ( , 1995b ).
5 Conclusion
This paper re-examined the nature of the trend in the Nelson-Plosser data set from an alternative method relative to the previous studies. We underlined the eects of large, but infrequent shocks due to major economic or nancial events on U.S. macroeconomic time series, such as the Great Depression, World
War II and recessions, using outlier methodology. We applied an ADF test For the researchers seeking only a robust estimate for testing the unit root, the robust QML approach seems to be advisable. However, when identication of the dates of occurrence of the outliers is important, the procedure of applying an ADF test corrected for detected outliers based on intervention models is a recommanded. Future research should investigate these approaches in the cointegrating regression framework. The BDS test follows a standard normal distribution under the null hypothesis. The BDS test follows a standard normal distribution under the null hypothesis. 
