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CMC HIERARCHY
JOE S. WANG
Abstract. We propose an extension of the differential system for constant mean
curvature (CMC) surfaces in a three dimensional space form to an associated
hierarchy of evolution equations by the higher-order commuting symmetries. The
infinite sequence of higher-order conservation laws of CMC surfaces admit the
corresponding extension to the conservation laws of the entire hierarchy. A class
of generalized CMC surfaces are introduced as the phase space of the hierarchy.
The total CMChierarchy is transformed to a completely integrable system of linear
partial differential equations with constant coefficients under a formal dressing,
and we define the corresponding wave function for CMC hierarchy.
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1. Introduction
1.1. Symmetry of a differential equation. From the inception, Lie viewed a Lie
group as a transformation group of symmetries of a differential geometric object,
[12][13] translated in [9][10]. Specifically, he applied a version of symmetry re-
duction method to differential equations, and the corresponding Lie algebra of
infinitesimal symmetries naturally came to the fore.
It is evident that this point of view underlie the classification of finite dimen-
sional simple Lie algebras by Killing and Cartan. The geometric structures associ-
atedwith finite, and infinite, dimensional Lie groups and Lie algebraswere among
the main theme of Cartan’s works on geometric theory of differential equations,
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and various forms of symmetries played an important role in the analysis of dif-
ferential invariants towards integrating the differential equations. For the related
recent works, we refer to [2][14] and the references therein.
The symmetries of a differential equation considered by Lie and Cartan are in a
sense classical symmetries satisfying the uniform jet-order constraint so that they
are generated by (infinitesimal) transformations defined on a finite jet space. There
are, on the other hand, many differential equations of interest that admit various
forms of generalized higher-order symmetries, which are generated by legitimate
transformations written in terms of a set of finite jet-order relations and yet cannot
be defined on, or reduced to, a finite jet space. To accommodate these symmetries,
one needs to consider the infinite jet space of a differential equation as a whole,
and the infinite prolongation space becomes the necessary background. Moreover,
there are occasionswhere it is relevant to introduce the auxiliary nonlocal variables
to the analysis of a differential equation by integrable extension, [11].
The following analogy with algebraic equation case may provide a pertinent
perspective.
Differential equation Algebraic equation
integrable extension field extension
infinite prolongation completion
The space of symmetries corresponds in this generalized setting to the kernel of
the linearization of the infinitely prolonged differential equation. The foundational
works of Tsujishita [16], Vinogradov [18, 19], and Bryant and Griffiths [3] provide
the general method of commutative algebraic analysis to compute the symmetries
and other cohomological invariants of a differential equation. Regarding the inte-
grable extension, it suffices tomention that the (log of) tau function of KP hierarchy
for example is by definition a potential for a nonlocal conservation law obtained
by dressing.
1.2. Symmetry extension. The typical examples of differential equations with in-
finitely many higher-order symmetries are integrable equations. In fact, one of the
characteristic properties of an integrable evolution equation like KdV equation is
that it admits an infinite hierarchy of mutually commuting flows (evolution equa-
tions) which are generated by the higher-order symmetries. This in turn allows to
extend the differential equation to the entire hierarchy of equations with infinite
number of independent variables. Compared to infinite prolongation and inte-
grable extension, which are vertical extensions in a sense, this symmetry extension
of a differential equation, which increases the number of independent variables,
may be considered as a horizontal extension.
The upshot of the symmetry extension, at least for the known integrable equa-
tions cases, lies in that it reveals the possibly hidden, or additional symmetries of
the differential equation. Furthermore, it turns out that the stationary solutions to
the additional symmetries may provide a new class of solutions distinct from the
known finite type, algebro-geometric solutions, which are the stationary solutions
to higher-order symmetries themselves, [4][17].
The elliptic Monge-Ampere system for constant mean curvature (CMC) sur-
faces in a three dimensional space form is a typical example of integrable elliptic
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equation. In particular, it possesses an infinite sequence of higher-order symme-
tries and conservation laws. We wish to apply the idea of extension by symmetry
described above to find the additional symmetries, and ultimately to understand
the geometry of moduli space of CMC surfaces. As a first step, the purpose of
this paper is to show that the differential system for CMC surfaces admits such an
extension by the higher-order commuting symmetries to an associated compatible
CMC hierarchy. Although in a different context, the model for our investigation
is Frenkel’s work [6] on the hierarchy of evolution equations associated with an
affine algebra.
1.3. Results. In the previous work [5], we have determined an infinite sequence
of higher-order symmetries and conservation laws of the differential system for
CMC surfaces in a three dimensional Riemannian space form. The method of
analysis was constructive and we gave an inductive differential algebraic formula
for the associated loop algebra Λso4(C)-valued canonical formal Killing field. The
symmetries and conservations laws are embedded in the structure equation of the
formal Killing field, and as a result they can be assembled out of the components
of the formal Killing field.
The algebraic basis of this analysis lies in the compatibility of the prolongation
structure of the differential system for CMC surfaces with the recursive structure
equation of the loop algebra Λso4(C). In this paper we claim that the consequence
of this compatibility goes beyond the effective calculation of symmetries and con-
servation laws; we show that the differential system for CMC surfaces admits a
canonical extension to an associated CMC hierarchy of evolution equations for a
class of generalized CMC surfaces, Thm. 7.1, Cor. 9.1. Furthermore, there exists the
corresponding extension of the infinite sequence of higher-order conservation laws
of CMC surfaces to the conservation laws of the entire CMC hierarchy, Thm. 8.1.
The total CMC hierarchy is transformed to a completely integrable (Frobenius)
system of linear partial differential equations with constant coefficients under a
formal dressing, and we define the corresponding wave function for CMC hierar-
chy, Thm. 10.3.
Let us briefly discuss the main idea of construction of CMC hierarchy. Given a
CMC surface Σ, let F → Σ be the SO(2)-bundle of oriented orthonormal frames.
Let φ be the associated su2-valued induced Maurer-Cartan form on F .
1 From the
fact that a CMC surface is locally equivalent to a primitive map into an associated
4-symmetric space, let λ ∈ C∗ be the auxiliary spectral parameter and set the
sl2(C)[λ, λ−1]-valued extended Maurer-Cartan form φλ by
φλ = λφ+ + φ0 + λ
−1φ−.
Here {φ+, φ0, φ− } are the appropriate components of φ. Then the extended 1-form
φλ continues to satisfy the structure equation
(1) dφλ + φλ ∧φλ = 0.
The (positive truncated) formal Killing field Y is a canonically defined sl2(C)[[λ]]-
valued function on F which satisfies the Killing field equation
(2) dY + [φλ,Y] = 0.
1Under the Lie algebra isomorphism so4 = su2 ⊕ su2 , the analysis in terms of φ is locally equivalent
to the analysis in terms of the original so4-valued induced Maurer-Cartan form.
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In order to extend the CMC surface system to an associated CMC hierarchy, let
t = (t1, t2, ... ) be the infinite sequence of deformation variables and we consider
the extension of φλ to an sl2(C)[[λ, λ−1]]-valued 1-form φ of the following form:
φ = φλ +
∞∑
m=1
Umdtm.
Here each extension coefficient Um is a sl2(C)[λ−1]-valued function defined as
follows. For each m ≥ 1, let Y = 2iλ2m+2Um + Y(m+1) be the decomposition of Y
where the λ-degree of the terms in λ2m+2Um are bounded above by 2m+ 1, and the
λ-degree of the terms in Y(m+1) are bounded below by 2m+ 2. The extension is such
that the pair (φ,Y) satisfies the extended version of the equations (1), (2) for the
pair (φλ,Y), i.e.,
dφ +φ ∧φ = 0,(3)
dY + [φ,Y] = 0.(4)
The claim is that this extended system of equations are formally compatible.
Note that Eq. (3) is the compatibility equation of Eq. (4). It follows that, roughly
speaking, it suffices to show
Eq. (3) ≡ 0 mod Eq. (4).
By applying the ‘+,− decomposition’ type of trick to Eq. (4), which is known in
the construction of Gelfand-Dickey hierarchy, one finds that the compatibility of
the proposed extended structure equations reduces to the following differential
identities obtained from Eq. (4): for all m, ℓ ≥ 1,
∂
∂tm
Uℓ −
∂
∂tℓ
Um + [Um,Uℓ] = 0.
See Sec. 5 for the details.
The extension process is also similar conceptually to the construction of inte-
grable hierarchies of KP type. In the KdV case for an example, by embedding
the formal moduli space of scalar functions in 1 variable to the formal moduli
space of 1-dimensional second order Schro¨dinger operators, the compatibility of
the higher order jet structure of scalar functions with the Lie algebra structure of
pseudo-differential operators induces an infinite sequence of higher-order com-
muting flows (symmetries) on the formal moduli space of scalar functions. The
analogy with the present CMC case can be summarized as follows.
KdV CMC
formal moduli space of
scalar functions in 1 variable
formal moduli space of
generalized CMC surfaces
Lie algebra of
pseudo differential operators
loop algebra
Λso4(C)
In fact, thePDEanalogueof theproposedCMChierarchy is the sinh-Gordon+mKdV
hierarchy. From this analogy, it is expected that a substantial part of the existing
theory of integrable hierarchies can be introduced to the study of CMC surfaces.
For a related work on sGmKdV hierarchy, we refer to [8].
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After a summary of results of [5] in Sec. 2, we start by examining the trivial
deformation of (generalized) CMC surfaces by an so4(C) Killing field as a model
for our analysis, Sec. 3. We then consider the class of conformal (generalized) CMC
deformations preserving Hopf differential, and show that such a deformation is
generated by a Jacobi field, Sec. 4. Based on this analysis, we propose an ansatz
for the CMC hierarchy in terms of an sl2(C)-valued extendedMaurer-Cartan form,
Sec. 5. The proposed CMC hierarchy is translated into an so4(C)-valued extended
Maurer-Cartan form in Sec. 6. In Sec. 7, we give a proof that the proposed extended
structure equation for the CMC hierarchy is compatible. In Sec. 8, we show that
there exists the corresponding extension of the higher-order conservation laws. In
Sec. 9, we introduce a class of generalized CMC surfaces as a kind of complexifi-
cation of CMC surfaces. The formal moduli space of generalized CMC surfaces
serves as the phase space of CMC hierarchy. In Sec. 10, we consider a canonical
dressing transformation for CMC hierarchy, and define the corresponding wave
function.
The construction of compact, high genus CMC surfaces so far has relied on
the analytic existence results of PDE’s; either to find the fundamental domain for
reflection, or to perturb the approximate CMC surface obtained by gluing to an
actual CMC surface, see [1] for a survey of the related works. One of the initial
objectives of [5] was to find a new class of generalized finite type CMC surfaces.
We hope that a combination of the possibly time dependent additional symmetries
of the CMC hierarchy may lead to a new class of CMC surfaces which can be
analyzed by the methods of ODE’s.
2. Summary of results from [5]
We start by recalling some of the relevant notations and results from [5]. Let
M be the simply connected three dimensional Riemannian space form of constant
curvature ǫ. LetX →M be the unit tangent bundle. When ǫ , 0,X is a 4-symmetric
space associated with the complex Lie group SO(4,C).
Let x : Σ ֒→ M be an immersed oriented surface of constant mean curvature δ.
Set a structural constant γ by
γ2 = ǫ + δ2.
For our analysis we make the non-degeneracy assumption that
γ2 , 0.
Let F → Σ be the SO(2)-bundle of oriented orthonormal frames with respect to
the induced Riemannian metric. Let ξ be the tautological unitary (1, 0)-form on
F , and let ρ be the corresponding Levi-Civita connection 1-form. They satisfy the
structure equation
dξ = iρ ∧ ξ,
dρ = R
i
2
ξ ∧ ξ.
HereR is the Gauß curvature of the metric. The complexified second fundamental
form of x called Hopf differential is the holomorphic quadratic differential defined
by
II = h2ξ
2
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for a scalar coefficient h2. These data satisfy the compatibility equation
R = γ2 − |II|2 = γ2 − h2h¯2.
Let g = so(4), or so(1, 3), be a real form of the Lie algebra gC = so4(C) depending
on the sign of γ2 ≷ 0. Let ψ be the g-valued 1-form
ψ = ψ+ + ψ0 + ψ−
decomposed into three parts, where
ψ− =
1
2

· −γξ iγξ ·
γξ · · −h2ξ
−iγξ · · −ih2ξ
· h2ξ ih2ξ ·
 ,(5)
ψ0 =

· · · ·
· · ρ ·
· −ρ · ·
· · · ·
 ,
ψ+ =
1
2

· −γξ −iγξ ·
γξ · · −h¯2ξ
iγξ · · ih¯2ξ
· h¯2ξ −ih¯2ξ ·
 .
The 1-form ψ satisfies the structure equation dψ + ψ∧ψ = 0.
From the fact that CMC surfaces are locally equivalent to primitive maps into
an associated 4-symmetric space of SO4(C), let λ ∈ C∗ be the auxiliary spectral
parameter and set the gC[λ, λ−1]-valued extended Maurer-Cartan form by
(6) ψλ = λψ+ + ψ0 + λ
−1ψ−.
The 1-form ψλ takes values in the Lie algebra g whenever λ is a unit complex
number. The extended 1-form ψλ continues to satisfy the structure equation
dψλ + ψλ ∧ψλ = 0.
In order to access the higher-order structures of CMC surfaces, inductively
define the covariant derivatives of the coefficient h2 by the equation
dh j + i jh jρ ≡ h j+1ξ, mod ξ, j ≥ 2.
Set z j = h
−
j
2
2
h j, j ≥ 3, and let R = C[z3, z4, ... ] be the polynomial ring. There exist
a sequence of elements { a2n+1, h
1
2
2
b2n+2, h
− 12
2
c2n+2 }n≥0 in Rwhich satisfy the structure
equation
da2n+1 = (iγc2n+2 + ih2b
2n+2)ξ + (iγb2n + ih¯2c
2n)ξ,(7)
db2n+2 − ib2n+2ρ =
iγ
2
a2n+3ξ +
i
2
h¯2a
2n+1ξ,
dc2n+2 + ic2n+2ρ =
i
2
h2a
2n+3ξ +
iγ
2
a2n+1ξ.
Here we set the initial circuit b0 = c0 = a1 = 0.
[Symmetry]
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Each coefficient a2n+1 is a Jacobi field which lies in the kernel of the Jacobi
operator
E := ∂ξ∂ξ +
1
2
(γ2 + h2h¯2).
Here ∂ξ, ∂ξ denote the covariant derivatives in ξ, ξ directions respectively. Jacobi
fields are the generators of generalized symmetries of CMC surfaces. The set
{ a2n+1, a2n+1 }n≥1 spans the space of higher-order Jacobi fields.
[Conservation laws]
Set
(8) ϕn = c2n+2ξ + b2nξ, n ≥ 0.
Then
dϕn = 0,
and each ϕn represents a nontrivial conservation law of CMC surfaces. The set
{ [ϕn], [ϕn] }n≥0 spans the space of higher-order conservation laws.
The sequence of coefficients { a2n+1, b2n+2, c2n+2 }n≥0 are in fact the components of
a loop algebraΛso4(C)-valued formal Killing field. Let X be the positive-truncated
formal Killing field defined by
(9) X =

· i(c2 + b4) −(c2 − b4) −a3
−i(c2 + b4) · −ia1 −i(b2 + c4)
(c2 − b4) ia1 · −(b2 − c4)
a3 i(b2 + c4) (b2 − c4) ·
 ,
where
a1 =
∞∑
n=0
(−1)nλ4n+0a4n+1, b2 =
∞∑
n=0
(−1)nλ4n+1b4n+2, c2 =
∞∑
n=0
(−1)nλ4n+1c4n+2,
a3 =
∞∑
n=0
(−1)nλ4n+2a4n+3, b4 =
∞∑
n=0
(−1)nλ4n+3b4n+4, c4 =
∞∑
n=0
(−1)nλ4n+3c4n+4.
It satisfies the structure equation
(10) dX + [ψλ,X] = 0.
Via the isomorphism so(4,C) = sl2(C) ⊕ sl2(C), the formula for the associated
Λsl2(C)-valued formal Killing field will be given in Sec. 5.
3. Trivial deformation
Let eλ : F → SO(4,C) be a (local) frame
2 such that
deλ = eλψλ.
For a time parameter t, let g(t) = etV be a one parameter subgroup of SO(4,C).
Consider the corresponding 1-parameter family of frames eλ(t) = eλg(t) bymotions
2The frame eλ must satisfy an appropriate twistedness (reality) condition, so that it takes values in
SO(4), or SO(1, 3) when |λ| = 1, in order to be the frame of a CMC surface. Here it should be considered
as a generalized CMC frame. We comment on this further in the next section.
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g(t). One finds
deλ(t) = eλ(t)(ψ˜λ + Vdt)
= eλ(t)ψλ(t),
where ψ˜λ = g(t)−1ψλg(t). The structure equation for the extended 1-form ψλ(t) is
given by
dψλ(t) + ψλ(t) ∧ψλ(t) =
(
dψ˜λ + ψ˜λ ∧ ψ˜λ
)
+
(
dV + [ψ˜λ,V]
)
∧dt
=
(
dξ,ξψ˜λ + ψ˜λ ∧ ψ˜λ
)
+
(
dtψ˜λ + [ψ˜λ,V] ∧dt
)
= 0.
Here dξ,ξ = d mod dt, and dt = d − dξ,ξ. The first term vanishes for
dξ,ξψ˜λ = g(t)
−1(dψλ)g(t).
The second term vanishes for ddt g(t) = g(t)V.
In the next section wewish to generalize this and consider a class of (formal) de-
formations of a CMC surface by canonical Jacobi fields for which the compatibility
equation for the extended Maurer-Cartan form is more complicatedly coupled.
4. Deformation by symmetry
Consider a general one parameter family of generalized CMC frames eλ(t) and
its associated extended Maurer-Cartan form
ψλ(t) = eλ(t)
−1deλ(t).
By this we do not necessarily mean that for each time t the 1-form ψλ(t) is the
Maurer-Cartan form of a CMC surface. We only require the following: decompose
(11) ψλ(t) = ψ˜λ + Vdt,
where ∂∂tyψ˜λ = 0 and ψ˜λ has no dt components. Then ψ˜λ must be of the form (5),
(6), except that we do not require the reality conditions
ξ = (ξ), (complex conjugate),
h¯2 = (h2),
ρ = (ρ).
Thedeformation of CMCsurfaces to be consideredwould generally lie in anhomo-
geneous space of SO(4,C) ⊃ SO(4). See Sec. 9 for further details. For convenience,
we shall continue to denote the components of ψ˜λ as in (5), (6).
The components of scalar matrix valued function V are denoted by
V =

· c + f ic − i f ia
−c − f · v −b − g
−ic + i f −v · ib − ig
−ia b + g −ib + ig ·
 .
Here ’·’ denotes ’0’. The structure equation for the family of frames is as before
(12)
(
dψ˜λ + ψ˜λ ∧ ψ˜λ
)
+
(
dV + [ψ˜λ,V]
)
∧dt = 0.
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We shall consider the class of generalized CMC deformations satisfying the
following three conditions:
1) autonomous (V does not depend on t explicitly),
2) conformal,
3) preserving Hopf differential.
The precise description of these conditions will be given in the analysis below.
These conditions put differential algebraic constraints on the deformation coef-
ficient V. Applying the compatibility equation (12), we wish to show that the
coefficient a is a Jacobi field and the other coefficients are generated by a.
Denote the matrix valued 2-form in the left hand side of (12) by Dψ˜λ(t), and its
(i, j)-component by Dψ˜λ(t)ij. Observe first that Dψ˜λ(t)
4
1
gives
aξ = λ
−1(iγg + ih2 f ),(13)
aξ = λ(iγb + ih¯2c).
Here da ≡ aξξ + aξξ mod dt.
The equations Dψ˜λ(t)12 ± iDψ˜λ(t)
1
3
give
ξ˙ := L ∂
∂t
ξ =
∂
∂t
ydξ = (iv − λ
2
γ
fξ)ξ +
λ
γ
(
−2 fξ + λih¯2a
)
ξ,(14)
˙
ξ := L ∂
∂t
ξ =
∂
∂t
ydξ = (−iv −
2
λγ
cξ)ξ +
1
λ2γ
(
−2λcξ + ih2a
)
ξ.
The conformal condition, ξ˙∧ξ = 0,
˙
ξ∧ξ = 0, then forces
(15) fξ = λ
i
2
h¯2a, cξ = λ
−1 i
2
h2a.
Here d f − i fρ ≡ fξξ + fξξ, dc + icρ ≡ cξξ + cξξ mod dt.
Recall η1 = h2ξ, η1 = h¯2ξ. Nextwe show that the conditions to preserveHopf dif-
ferential,L ∂
∂t
(η1 ◦ξ),L ∂
∂t
(η1 ◦ξ) ≡ 0 mod dt, impose constraints on the derivatives
of g, b. Similarly as above, the equations Dψ˜λ(t)42 ± iDψ˜λ(t)
4
3 give
η˙1 := L ∂
∂t
η1 =
∂
∂t
ydη1 = −ivη1 + λ2gξξ +
(
λ2gξ − λ
2iγa
)
ξ,(16)
η˙1 := L ∂∂t
η1 =
∂
∂t
ydη1 = +ivη1 + λ
−12bξξ +
1
λ2
(
λ2bξ − iγa
)
ξ.
It follows that the equations ˙(η1 ◦ ξ),
˙
(η1 ◦ ξ) ≡ 0 mod dt imply
λ−1gξ = λbξ =
i
2
γa,(17)
gξ =
h2
γ
fξ =:
i
2
h2a”,
bξ =
h¯2
γ
cξ =:
i
2
h¯2a
′.
The analysis thus far shows that
E(a) = aξξ +
1
2
(γ2 + h2h¯2)a = 0,
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and a is a Jacobi field for each time t. Moreover one may check that a′ and a” are
also Jacobi fields.
Note the similarity of the equations (13), (15), and (17) for the five coefficients
{ b, c, a, f , g }with the structure equation (7) for the formal Killing field coefficients
{λ2n−1b2n, λ2n−1c2n, λ2na2n+1, λ2n+1b2n+2, λ2n+1c2n+2}.The construction of the extended
Maurer-Cartan form for the CMC hierarchy will be based on this observation.
5. CMC hierarchy in terms of sl2(C) Maurer-Cartan form
In order to extend the CMC surface system to a CMC hierarchy, we now con-
sider the class of generalized CMC deformations discussed in the previous section
which depend on an infinite sequence of deformation variables t = (t1, t2, ...). The
construction is such that each variable tm corresponds to the Jacobi field a2m+1, and
the proposedCMChierarchy can be considered as an extension of the CMC system
by the infinite sequence of commuting higher-order symmetries. See Sec. 9 for a
definition of the phase space for the CMC hierarchy.
For a computational purpose, we shall start by extending the sl2(C)-valued
Maurer-Cartan form canonically associated with a CMC surface. In the next sec-
tion, this will be translated into the extension of the original so4(C)-valuedMaurer-
Cartan form.
Recall from [5] the following sl2(C)-representationof the canonical formalKilling
field for CMC surfaces. Set
φ+ =
(
· − 12γξ
1
2 h¯2ξ ·
)
, φ0 =
(
i
2ρ ·
· − i2ρ
)
, φ− =
(
· − 12h2ξ
1
2γξ ·
)
,
φλ = λφ+ + φ0 + λ
−1φ−(18)
=
(
i
2ρ −λ
1
2γξ − λ
−1 1
2h2ξ
λ 12 h¯2ξ + λ
−1 1
2γξ −
i
2ρ
)
.
Here λ ∈ C∗ is the spectral parameter, and ‘·’ denotes ‘0’. The 1-form φλ satisfies
the structure equation
dφλ + φλ ∧φλ = 0.
Let Y be the Λsl2(C)-valued positive-truncated formal Killing field defined by
(19) Y =
(
−ia 2c
2b ia
)
,
where
a =
∞∑
n=0
λ2na2n+1, b =
∞∑
n=0
λ2n+1b2n+2, c =
∞∑
n=0
λ2n+1c2n+2
(recall a1 = 0). It satisfies the Killing field equation
(20) dY + [φλ,Y] = 0.
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In view of the preceding analysis, we consider the following ansatz for an
extension of φλ. First, denote the deformation of the components of φλ by
(21)
dξ − iρ∧ξ =
∑∞
m=1 xmdtm∧ξ,
dξ + iρ∧ξ =
∑∞
m=1 xmdtm∧ξ,
dρ = R i2ξ∧ξ +
∑∞
m=1 dtm∧(wmξ + wmξ),
dh2 + 2ih2ρ = h3ξ +
∑∞
m=1 ymdtm,
dh¯2 − 2ih¯2ρ = h¯3ξ +
∑∞
m=1 ymdtm.
We remark that, similarly as before, we do not require the reality conditions such
as
xm = (xm), etc,
on the deformation coefficients {xm, xm, ym, ym,wm,wm}.
For each m ≥ 0 (we only need Um for m ≥ 1), let
Uam =
1
2i
m∑
j=0
λ(2 j+0)−(2m+2)a2 j+1,
Ubm =
1
2i
m∑
j=0
λ(2 j+1)−(2m+2)b2 j+2,
Ucm =
1
2i
m∑
j=0
λ(2 j+1)−(2m+2)c2 j+2,
and set
Um =
(
−iUam 2U
c
m
2Ubm iU
a
m
)
.
With this preparation, define the extendedΛsl2(C)-valuedMaurer-Cartan form by
(22) φ := φλ +
∞∑
m=1
Umdtm.
We claim that;
a) the extendedMaurer-Cartan formφ satisfies (formally) the structure equa-
tion
Dφ := dφ +φ ∧φ(23)
=
(
dφλ + φλ ∧φλ
)
+
∞∑
m=1
(
dUm + [φλ,Um]
)
∧dtm +
∞∑
m,ℓ=1
1
2
[Um,Uℓ]dtm ∧dtℓ
= 0.
b) the formal Killing field Y still satisfies
(24) dY + [φ,Y] = 0.
The proof for these claims is postponed to Sec. 7.
Let us make some relevant remarks.
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a’) By imposing the conditions that the hierarchy of deformations are con-
formal and preserve Hopf differential, the compatibility equations (23)
imply:
xm = ym = wm = 0,(25)
xm = a
2m+3,
ym = −2h2a
2m+3,
wm = γb
2m+2 + h¯2c
2m+2 = −ia2m+3
ξ
.
These are obtained by equating Eq. (23) mod dtn∀ n , m, for each m ≥ 1.
Under these conditions, Eqs. (21) reduce to
(26)
dξ − iρ∧ξ =
∑∞
m=1 a
2m+3dtm∧ξ,
dξ + iρ∧ξ = 0,
dρ = R i2ξ∧ξ +
∑∞
m=1 dtm∧
(
(γb2m+2 + h¯2c2m+2)ξ
)
,
dh2 + 2ih2ρ = h3ξ − 2
∑∞
m=1 h2a
2m+3dtm,
dh¯2 − 2ih¯2ρ = h¯3ξ.
Compare this with the sGmKdV hierarchy in [8].
b’) Note from (26) that d(h
1
2
2
ξ) = 0. Introduce a (nonlocal) variable t0 such that
dt0 = −
1
2h
1
2
2
ξ. Then
λ−1φ− = U0dt0.
c’) The tm-derivatives of the formal Killing coefficients a2n+1, b2n+2, c2n+2 are
obtained by examining the equation (24), and as a consequence the struc-
ture equations for them close up. It remains to check that these structure
equations are compatible, i.e., d2 = 0 is a formal identity.
Before we proceed to the proof of the claims a), b) above, we give a formulation
of the proposed CMC hierarchy in terms of the original so4(C)-setting.
6. CMC hierarchy in terms of so4(C) Maurer-Cartan form
We record here the structure equation for the CMC hierarchy translated into the
original so4(C) setting.
Recall the so4(C)[λ, λ−1]-valued Maurer-Cartan form ψλ from (5), (6). The cor-
responding Λso4(C)-valued positive-truncated formal Killing field X is given by
X =

· i(c2 + b4) −(c2 − b4) −a3
−i(c2 + b4) · −ia1 −i(b2 + c4)
(c2 − b4) ia1 · −(b2 − c4)
a3 i(b2 + c4) (b2 − c4) ·
 ,
where
a1 =
∞∑
n=0
(−1)nλ4n+0a4n+1, b2 =
∞∑
n=0
(−1)nλ4n+1b4n+2, c2 =
∞∑
n=0
(−1)nλ4n+1c4n+2,
a3 =
∞∑
n=0
(−1)nλ4n+2a4n+3, b4 =
∞∑
n=0
(−1)nλ4n+3b4n+4, c4 =
∞∑
n=0
(−1)nλ4n+3c4n+4.
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It satisfies the structure equation
(27) dX + [ψλ,X] = 0.
For each m ≥ 1, define the deformation matrix Vm depending on the pairity of
m as follows.
[case m is even]
Define
ǫ(m) =
+1 if m ≡ 0−1 if m ≡ 2 (mod 4).
Let
Va1m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j−2)−(2m+2)a4 j−1, Va3m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j+0)−(2m+2)a4 j+1,
(28)
Vb2m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j−1)−(2m+2)b4 j+0, Vb4m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j+1)−(2m+2)b4 j+2,
Vc2m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j−1)−(2m+2)c4 j+0, Vc4m = ǫ(m)
m
2∑
j=0
(−1) jλ(4 j+1)−(2m+2)c4 j+2.
Here we set a−1 = 0.
[case m is odd]
Define
ǫ(m) =
−1 if m ≡ 1+1 if m ≡ 3 (mod 4).
Let
Va1m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−4)−(2m+2)a4 j−3, Va3m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−2)−(2m+2)a4 j−1,
(29)
Vb2m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−3)−(2m+2)b4 j−2, Vb4m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−1)−(2m+2)b4 j+0,
Vc2m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−3)−(2m+2)c4 j−2, Vc4m = ǫ(m)
m+1
2∑
j=1
(−1) jλ(4 j−1)−(2m+2)c4 j+0.
Now set
(30) Vm =

· i(Vc2m + V
b4
m ) −(V
c2
m − V
b4
m ) −V
a3
m
−i(Vc2m + V
b4
m ) · −iV
a1
m −i(V
b2
m + V
c4
m )
(Vc2m − V
b4
m ) iV
a1
m · −(V
b2
m − V
c4
m )
Va3m i(V
b2
m + V
c4
m ) (V
b2
m − V
c4
m ) ·

.
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Define the extended Λso4(C)-valued Maurer-Cartan form by
(31) ψ := ψλ +
∞∑
m=1
Vmdtm.
The corresponding structure equations are:
dψ +ψ ∧ψ = 0,(32)
dX + [ψ,X] = 0.
It can be checked that these equations are equivalent to the Λsl2(C) structure
equations for (φ,Y) from Sec. 5.
7. Main theorem
Let us summarize here the structure equations for the CMC hierarchy estab-
lished in Sec. 5:
(A)

dξ − iρ∧ξ =
∑∞
m=1 a
2m+3dtm∧ξ,
dξ + iρ∧ξ = 0,
dρ = R i2ξ∧ξ +
∑∞
m=1 dtm∧
(
(γb2m+2 + h¯2c2m+2)ξ
)
,
dh2 + 2ih2ρ = h3ξ − 2
∑∞
m=1 h2a
2m+3dtm,
dh¯2 − 2ih¯2ρ = h¯3ξ.
(B)
(
dφλ + φλ ∧φλ
)
︸             ︷︷             ︸
B1
+
∞∑
m=1
(
dUm + [φλ,Um]
)
∧dtm
︸                             ︷︷                             ︸
B0
+
∞∑
m,ℓ=1
1
2
[Um,Uℓ]dtm ∧dtℓ
︸                        ︷︷                        ︸
B−2
= 0.
(C) dY + [φ,Y] = 0.
We now state the main theorem of this paper.
Theorem 7.1. Consider the elliptic Monge-Ampere differential system for surfaces of
constant mean curvature in a three dimensional Riemannian space form.3
a) There exists a canonical extension of the differential system for CMC surfaces to an
associated CMC hierarchy of evolution equations by the higher-order commuting symme-
tries.
b) The structure equation for the CMC hierarchy is given by the three sets of equations
(A), (B), and (C). These equations are compatible, and admit a unique infinite prolongation
to a formally integrable (Frobenius) system.
Let us comment on the part b) of the theorem. In the structure equations
(A), (B), and (C), the derivatives of all the coefficients and differential forms are
determined except for h¯3. The compatibility of the structure equation implies that,
by differentiating the equation for dh¯2, one may prolong to obtain the following
equation for h¯3;
dh¯3 − 3ih¯3ρ = h¯4ξ + (∂ξh¯3)ξ +
∞∑
k=1
(∂tk h¯3)dtk,
3It should be remarked that we are assuming the structure constant γ2 , 0.
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where h¯4 is the new prolongation variable, and ∂ξh¯3, ∂tk h¯3 are uniquely determined
in terms of the known coefficients including h¯3. The compatibility of the structure
equation for CMC hierarchy ensures that one may continue this process uniquely
without any obstruction for all h¯ j, j ≥ 3. One consequently arrives at the formally
Frobenius infinitely prolonged system.
Since the compatibility equation of Eq. (C) is Eq. (B), it suffices to check that
Eq. (B) vanishes identically modulo Eq. (A), Eq. (C), and that d2 = 0 is an identity
for Eq. (A) modulo Eq. (A), Eq. (C).
Note by definition that the λ-degrees of Um-terms lie in the closed interval
[−(2m + 1),−1]. This implies the following bounds on the λ-degrees of the three
expressions in Eq. (B).
λ-degree
B1 [−1, 1]
B0 (−∞, 0]
B−2 (−∞,−2]
In the following subsections, we first examine Eq. (B) and show that it vanishes
modulo Eq. (A), Eq. (C). The compatibility of Eq. (A) shall be examined at the end.
7.1. dt∧dt-terms of λ-degree ≤ −2. We first compute mod ξ, ξ.
Step 1. From Eq. (C), we have
(33) ∂tmY + [Um,Y] = 0.
Here ∂tm =
∂
∂tm
denotes the partial derivative. Note
(34) Y = 2iλ2m+2Um + Y(m+1),
where Y(m+1) is the (m + 1)-th lower-truncated part of Y, i.e.,
(35) Y(m+1) =
(
−ia(m+1) 2c(m+1)
2b(m+1) ia(m+1)
)
with the components given by
a(m+1) =
∞∑
n=m+1
λ2na2n+1, b(m+1) =
∞∑
n=m+1
λ2n+1b2n+2, c(m+1) =
∞∑
n=m+1
λ2n+1c2n+2.
Hence,
∂tmY = −[Um,Y] = −[Um,Y(m+1)].
Since the λ-degrees of Um-terms lie in the interval [−(2m + 1),−1], it follows that
the right hand side of this equation is a series in λ, and Eq. (33) makes sense.4
Step 2. Consider first the terms of λ-degree ≤ −2 in Eq. (B). From the degree
bounds in the table above, the first expression B1 has no contribution. Equating
mod ξ, ξ, ρ, Eq. (B) reduces to
∂tmUℓ − ∂tℓUm + [Um,Uℓ] = 0 (λ-degree ≤ −2).
Here it is understood that we only take into consideration the terms of λ-degree
≤ −2. In fact, we claim that this identity holds without any restriction on λ-degree.
4Note the similarity of this argument with the +,− trick in the Lax pair construction of Gelfand-
Dickey hierarchy, [4].
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Lemma 7.2. For all m, ℓ ≥ 1,
(36) ∂tmUℓ − ∂tℓUm + [Um,Uℓ] = 0.
Proof. We give a proof of this claim by λ-degree counting.
Applying the operation λ2ℓ∂tℓ to (34), one gets
2iλ2m+2ℓ+2∂tℓUm + λ
2ℓ∂tℓY(m+1) = −λ
2ℓ[Uℓ,Y]
= −2iλ2m+2ℓ+2[Uℓ,Um] − λ
2ℓ[Uℓ,Y(m+1)].
Here the second equality is obtained by substituting (34) to Y. Interchange ℓ,m
and take the difference, and one gets
2iλ2m+2ℓ+2(∂tmUℓ − ∂tℓUm) + (λ
2m∂tmY(ℓ+1) − λ
2ℓ∂tℓY(m+1))
(37)
+ 2iλ2m+2ℓ+2(2[Um,Uℓ]) + (λ
2m[Um,Y(ℓ+1)] − λ
2ℓ[Uℓ,Y(m+1)]) = 0.
Lemma 7.3. For all m, ℓ ≥ 1,
2iλ2m+2ℓ+2[Um,Uℓ] + (λ
2m[Um,Y(ℓ+1)] − λ
2ℓ[Uℓ,Y(m+1)]) +
1
2i
λ−2[Y(m+1),Y(ℓ+1)] = 0.
Proof. This is a direct calculation from
[Y,Y] = 0 = [2iλ2m+2Um + Y(m+1), 2iλ
2ℓ+2Uℓ + Y(ℓ+1)].

Substituting this equation to (37), one gets
2iλ2m+2ℓ+2
(
(∂tmUℓ − ∂tℓUm) + [Um,Uℓ]
)
(38)
+ (λ2m∂tmY(ℓ+1) − λ
2ℓ∂tℓY(m+1)) −
1
2i
λ−2[Y(m+1),Y(ℓ+1)] = 0.
In this equation, the λ-degree of the first line is bounded above by 2m + 2ℓ + 1,
whereas the λ-degree of the second line is bounded below by 2m+2ℓ+2. It follows
that the equation above holds separately, i.e.,
(∂tmUℓ − ∂tℓUm) + [Um,Uℓ] = 0,
(λ2m∂tmY(ℓ+1) − λ
2ℓ∂tℓY(m+1)) −
1
2i
λ−2[Y(m+1),Y(ℓ+1)] = 0.(39)
This completes the proof of Lem. 7.2. 
The claim (36) now follows.
7.2. dt∧dt-terms of λ-degree (−1). Consider next the terms of λ-degree (−1) in
Eq. (B).
Step 1. By the degree bound, the expression B−2 has no contribution. Equating
mod ξ, ξ, ρ, the only contributions are from
dφ− +
∞∑
m=1
dU−1m ∧dtm.
Here
U−1m =
1
2i
(
· 2c2m+2
2b2m+2 ·
)
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is the coefficient of λ−1 in Um. From this we get the following two equations.
d(h2ξ) ≡ h2dξ ≡ −i(∂tmc
2n+2 − ∂tnc
2m+2)dtm ∧dtn,
dξ ≡
i
γ
(∂tmb
2n+2 − ∂tnb
2m+2)dtm ∧dtn, mod ξ, ξ, ρ.
Step 2. We claim that these two equations are equivalent modulo Eq. (C). From
Eq. (36), consider the λ−1-coefficients. This gives
∂tmU
−1
n − ∂tnU
−1
m = 0.
Hence for all m, n ≥ 1, we have the commutation relations
(40) ∂tmc
2n+2 − ∂tnc
2m+2 = ∂tmb
2n+2 − ∂tnb
2m+2 = 0.
This implies
dξ ≡ 0 mod ξ, ξ, ρ.
Note that this equation agrees with Eq. (A).
7.3. ξ∧dt, ξ∧dt-termsofλ-degree≤ −2. Wenext consider themixed terms, ξ∧dt, ξ∧dt-
terms, of Eq. (B). For the computation in this section, we adopt the simplified
notation
dξ,ξ := d mod dt.
Here ‘mod dt’ means mod dt1,dt2, ... .
The only contribution is from the middle expression B0. Substituting (34) to
Eq. (C) mod dt, one gets
2iλ2m+2(dξ,ξUm + [φλ,Um]) + (d
ξ,ξY(m+1) + [φλ,Y(m+1)]) = 0.
Since the 1-form φλ takes values in gC[λ, λ−1], the λ-degree counting as before
shows that (dξ,ξUm + [φλ,Um]) necessarily consists of the terms of λ-degree −1, or
0 only.
7.4. ξ∧dt, ξ∧dt-termsofλ-degree (−1). One finds that the only contribution is from
dφ− +
∞∑
m=1
(dξ,ξU−1m + [φ+,U
−2
m ]) ∧dtm (mod ρ).
A direct computation shows that this agrees with the equations for dξ,dh2 in
Eq. (A). We omit the details.
7.5. Terms of λ-degree 0. Now consider all the λ0-terms in Eq. (A). The only
contribution is from
dφ0 + (φ+ ∧φ− + φ− ∧φ+) +
∞∑
m=1
[φ+,U
−1
m ] ∧dtm.
A direct computation shows that this agrees with the equation for dρ in Eq. (A).
We omit the details.
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7.6. Terms of λ-degree 1. Consider all the λ1-terms in Eq. (A). The only contribu-
tion is from
dφ+ + (φ+ ∧φ0 + φ0 ∧φ+).
A direct computation shows that this agrees with the equations for dξ,dh¯2 in
Eq. (A). We omit the details.
For the proof of Thm. 7.1, it is left to show that d2 = 0 is an identity for Eq. (A)
modulo Eq. (A), Eq. (C).
7.7. d(Eq. (A)). It is clear that d2ξ = 0 is an identity.
Let ∂t0 , ∂t0 be the vector fields (partial derivative operators) dual to the (closed)
1-forms dt0 = −
1
2h
1
2
2
ξ,dt0 = −
1
2 h¯
1
2
2
ξ respectively, see Eq. (42) in the next section. A
computation shows that the following lemma is sufficient to imply the identities
d2ξ,d2ρ,d2h2 = 0.
Lemma 7.4. For all m, n ≥ 0,
a) ∂tma
2n+3 − ∂tna
2m+3 = 0.
b) ∂tmb
2n+2 − ∂tnb
2m+2 = 0.
c) ∂tmc
2n+2 − ∂tnc
2m+2 = 0.
Proof. The claims b), c) follow from the following generalization of Lem. 7.2.
Lemma 7.5. For all m, ℓ ≥ 0,
(41) ∂tmUℓ − ∂tℓUm + [Um,Uℓ] = 0.
Proof. As mentioned earlier, note by definition that U0dt0 = λ−1φ−. This implies
∂t0Y + [U0,Y] = 0. The claim follows from the same argument as in Sec. 7.1, which
implies that Eq. (40) holds for all m, ℓ ≥ 0. 
To prove claim a), consider the Lie derivatives
d(∂tmb
2n+2) = L ∂
∂tm
(db2n+2) ≡
iγ
2
(
∂tma
2n+3ξ + a2n+3L ∂
∂tm
(ξ)
)
,
d(∂tnb
2m+2) = L ∂
∂tn
(db2m+2) ≡
iγ
2
(
∂tna
2m+3ξ + a2m+3L ∂
∂tn
(ξ)
)
, mod ρ, ξ,dt.
From the structure equation for dξ in Eq. (A), we have
L ∂
∂tn
(ξ) = a2n+3ξ, n ≥ 0.
Here we used the equality ∂∂t0 = −2h
− 12
2
∂ξ. The claim a) follows. 
8. Extension of conservation laws
Recall the sequence of higher-order conservation laws for CMC surfaces ϕn,
Eq. (8). We show that they also can be extended to the conservation laws of CMC
hierarchy.
Note from Eq. (A) that
d(h
1
2
2
ξ) = d(h¯
1
2
2
ξ) = 0.
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Introduce the (nonlocal) variables t0, t0 by the equations
(42) dt0 = −
1
2
h
1
2
2
ξ, dt0 = −
1
2
h¯
1
2
2
ξ.
Let ∂t0 , ∂t0 be the corresponding partial derivative operators so that we write for a
scalar function f ,
d f = (∂t0 f )(−
1
2
h
1
2
2
ξ) + (∂t0 f )(−
1
2
h¯
1
2
2
ξ) +
∞∑
j=1
(∂t j f )dt j.
The operators ∂t0 , ∂t0 , ∂t j , j ≥ 1, on scalar functions thus commute with each other.
Recall R = C[z3, z4, ...]. It is easily checked from Eq. (C) that the operators
∂t0 , ∂t j , j ≥ 1, act on R,
∂t0 , ∂t j : R → R.
Theorem 8.1. The sequence of higher-order conservation laws {ϕn }n≥0 of CMC surfaces
can be extended to the conservation laws of the CMC hierarchy in the following way. For
each n ≥ 0, there exists a 1-form δϕn =
∑∞
k=1 f
n
k
dtk, f nk ∈ R, such that the extended 1-form
defined by
ϕn := ϕn + δϕn
becomes closed, i.e.,
dϕn = 0.
Proof. Let cˆ2n+2 = h
− 12
2
c2n+2, bˆ2n = h
1
2
2
b2n so that cˆ2n+2, bˆ2n ∈ R. Then ϕn is written as
− 12ϕ
n = cˆ2n+2dt0+
1
r bˆ
2ndt0,where r = (h2h¯2)
1
2 . Taking the exterior derivative, we get
−
1
2
dϕn =
∞∑
k=1
dtk ∧
(
∂tk cˆ
2n+2dt0 + ∂tk (
1
r
bˆ2n)dt0
)
.
Taking the exterior derivative again and collecting dt∧ξ∧ξ-terms, we get
0 = dξ,ξ
(
∂tk cˆ
2n+2dt0 + ∂tk (
1
r
bˆ2n)dt0
)
for each k ≥ 1.
We state the following fact without proof. This again follows from Eq. (C): the
partial derivative operators ∂tk : R → R, k ≥ 0, invert the parity of spectral weight.
5 Note
also that
∂tk (r) = −ra
2k+3, and hence ∂tk (
1
r
) =
1
r
a2k+3.
By the classification of conservation laws in [5]6, it follows that there exists a
function f n
k
∈ R such that
−
1
2
dξ,ξ f nk = ∂tk cˆ
2n+2dt0 + ∂tk(
1
r
bˆ2n)dt0.
Set
ϕn = ϕn +
∞∑
k=1
f nk dtk.
5We refer the reader to [5, Sec.12] for the definition of spectral weight.
6The same argument works in the present case. See Sec. 9.
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Then
dϕn =
∞∑
k=1
dt( f nk ) ∧dtk =
1
2
∞∑
j,k=1
(
∂t j ( f
n
k ) − ∂tk ( f
n
j )
)
dt j ∧dtk,
where dt := d mod ξ, ξ. Taking the exterior derivative again, we get for each
j, k ≥ 1,
0 = dξ,ξ
(
∂t j ( f
n
k ) − ∂tk( f
n
j )
)
.
By the weighted homogeneity, [5], this implies ∂t j ( f
n
k
) − ∂tk ( f
n
j
) = 0. 
9. Generalized CMC surfaces
As remarked in Sec. 4, the structure equation Eq. (A) in Sec. 7 for each time t, i.e.,
’Eq. (A) mod dt’, becomes the structure equation of a CMC surface only with the
additional reality assumption that ξ, h¯2 are complex conjugate to ξ, h2 respectively,
and ρ is real. Since
Ltmξ = a
2m+3ξ, while Ltmξ = 0,
the surfaces obtained by flowing aCMC surface under CMChierarchy of evolution
equations are not in general genuine CMC surfaces.
We wish to give a precise definition of such generalized CMC surfaces which
arise as the phases of CMC hierarchy. As will be shown in the below, the formal
moduli space of generalized CMC surfaces, the phase space of CMC hierarchy, can
be considered as a complexification of the formal moduli space of CMC surfaces.
It is in this extended framework that CMC hierarchy is realized as a hierarchy of
commuting flows by higher-order symmetries.
Let us first record a preliminary analysis on the curvature associated with a
nowhere zero 2-form on a Riemann surface.
Let Σ be a Riemann surface. Let Υ ∈ H0(Ω1,1,Σ) be a nowhere zero (1, 1)-form.
There exist at least locally a (1, 0)-form ξ and a (0, 1)-form η such that Υ can be
written as
Υ =
i
2
ξ ∧ η
(in order to avoid confusion, here we use the notation η instead of ξ). Such 1-forms
ξ and η are defined up to scale
(ξ, η)→ (sξ, s−1η), s ∈ C∗.
Let π : FΥ → Σ be the corresponding C∗-structure induced byΥ.
7 From the general
theory of G-structures, [7], let ξ, η be the tautological 1-forms on FΥ → Σ, which
we denote by the same notations, such that
π∗Υ =
i
2
ξ ∧ η.
A standard equivalence method argument shows that there exists a unique (com-
plex) connection 1-form ρ on FΥ such that
dξ = +iρ ∧ ξ,
dη = −iρ ∧ η.
7Here C∗ is considered as a multiplicative group.
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The curvature RΥ of the (1, 1)-formΥ is then defined by
dρ = RΥΥ.
With this preparation, we give a definition of generalized CMC surfaces.
Definition9.1. A generalizedCMCsurfacewith the real structural constant γ2 , 0
consists of the triple of data (Σ,Υ,Φ), where Σ is a Riemann surface,Υ is a nowhere
zero (1, 1)-form on Σ, and Φ is a holomorphic quadratic differential on Σ. They
satisfy the following compatibility equation: suppose we write
Υ =
i
2
ξ ∧ η,
for a (1, 0)-form ξ and a (0, 1)-form η. Let
Φ = p2ξ
2,
Φ = q2η
2 (complex conjugate)
for scalar coefficients p2, q2. Then
(43) RΥ = γ
2 − p2q2.
Here RΥ is the curvature of the (1, 1)-formΥ.
The formal moduli space of generalized CMC surfaces is denoted byMC.
It is clear from Eq. (A) that generalized CMC surfaces are the correct phases of
CMC hierarchy.
Let us make a few relevant remarks.
The results of Sec. 5, Sec. 6 imply that, via a Bonnet type theorem, a gen-
eralized CMC surface admits a local embedding into the homogeneous spaces
SL2(C)/H, SO4(C)/H′ respectively for appropriate subgroups H,H′.
One may check that most of the main results of [5] on Jacobi fields, symmetries,
and conservation laws for CMC surfaces continue to hold for generalized CMC
surfaces.
Note the formulae (28) in Sec. 6 for the deformation coefficient Vm in terms of
so4(C) frame. Onefinds that the highestλ-degree termof the componentV
a3
m is a
2m+1
up to constant scale. Since the Va3m -component corresponds to the normal direction
to the CMC surface in the original moving frame computation, we conclude that
the tm-th flow of CMC hierarchy is the evolution by the symmetry generated by
the Jacobi field of the form a2m+1 + (lower order Jacobi fields).
In case the quadratic differentialΦ does not vanish identically, the compatibility
equation (43) can be written in the following local normal form. Away from the
zero divisor of Φ, choose a local holomorphic coordinate z on the Riemann surface
such that Φ = (dz)2.Without loss of generality, let
ξ = eudz, η = eudz
for a (complex) scalar function u = u(z, z) so that
p2 = q2 = e
−2u,
Υ = e2u
i
2
dz ∧dz.
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One finds that the connection 1-form is given by
ρ = i(uzdz − uzdz),
where uz, uz denote the partial derivatives. The curvature RΥ is given by
RΥ = −4e
−2uuzz.
Eq. (43) now becomes the (complex) sinh-Gordon equation
uzz +
1
4
(γ2e2u − e−2u) = 0.
We next describe how the formal moduli space of CMC surfaces sits insideMC
as a real form.
For a generalized CMC surface (Σ,Υ,Φ), consider the triple defined by
(Σ,Υ,Φ).
It is easily checked from the definition that the compatibility equation for this triple
is (following the notations above)
R
Υ
= γ2 − q2p2.
One also finds from the definition of curvature for (1, 1)-form that
R
Υ
= RΥ.
Since γ2 is real, it follows that the map (Σ,Υ,Φ)→ (Σ,Υ,Φ) defines an involution i
onMC;
i :MC →MC, i2 = 1MC .
The fixedpoint loci of i, the generalizedCMCsurfaceswith realΥ = Υ, then exactly
correspond to the CMC surfaces.
As a result, the preceding analysis leads to the following geometrical interpre-
tation of CMC hierarchy.
Corollary 9.1. Let M be the formal moduli space of CMC surfaces, and let MC be the
formal moduli space of generalized CMC surfaces.
a) There is an involution i :MC →MC such thatM = (MC)i is the fixed point loci
of i. In this wayMC ⊃M is a complexification ofM.
b) The CMC hierarchy defines an infinite sequence of commuting flows onMC.
10. Dressing
In this section we introduce a canonical dressing action by an appropriate loop
groupwhich transforms the CMChierarchy to a completely integrable (Frobenius)
system of constant coefficient linear partial differential equations. This leads to a
wave function for CMC hierarchy. We shall closely follow [15].
Recall ΛSL2(C) is the loop group. Let λ ∈ C∗ ⊂ C ∪ {∞} = CP1 be the corre-
sponding spectral parameter. Define the twisted loop group by
ΛSL2(C)
′ = { g ∈ ΛSL2(C) |diagonal components of g are even functions of λ,
off-diagonal components of g are odd functions of λ }.
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Let Λsl2(C)′ denote the Lie algebra of ΛSL2(C)′. Let
D+ = {λ ∈ CP1 | |λ| ≤ 1 },
D− = {λ ∈ CP1 | |λ| ≥ 1 }.
Define the subgroups
Λ+G′ := Λ+SL2(C)
′ = { g ∈ ΛSL2(C)
′ | g(λ) admits a holomorphic extension to D+ },
Λ−I G
′ := Λ−I SL2(C)
′ = { g ∈ ΛSL2(C)
′ | g(λ) admits a holomorphic extension to D−, g(∞) = I2 }.
Here I2 is the 2-by-2 identity matrix. Let Λ+g′,Λ−0 g
′ denote the corresponding
subalgebras respectively,
Λ+g′ := Λ+sl2(C)
′ = {A ∈ Λsl2(C)
′ |A(λ) admits a holomorphic extension to D+ },
Λ−0 g
′ := Λ−0 sl2(C)
′ = {A ∈ Λsl2(C)
′ |A(λ) admits a holomorphic extension to D−, A(∞) = 0 }.
Recall the decomposition of the formal Killing field Y = 2iλ2m+2Um + Y(m+1),
where the λ-degree of Y(m+1) is bounded below by 2m + 2. Set
U(m+1) :=
1
2i
λ−(2m+2)Y(m+1)
so that Y = 2iλ2m+2
(
Um +U(m+1)
)
. Define
φˇ :=
(
λφ+ + φ0
)
−
∞∑
m=0
U(m+1)dtm.
Let
α :=
1
2i
∞∑
m=0
λ−(2m+2)dtm,
and note that dα = 0. By definition, we have the identity
(44) Yα = φ − φˇ.
Lemma 10.1. The Λ+g′-valued 1-form φˇ satisfies the compatibility equation
dφˇ + φˇ ∧ φˇ = 0.
Proof. Note the extra identity (39) for a motivation. From the equation φˇ = φ−Yα,
we get
dφˇ + φˇ ∧ φˇ =
(
−φ ∧φ + (φY − Yφ) ∧α
)
+
(
φ ∧φ −φ ∧Yα − Yα ∧φ
)
= 0.

Let S be a Λ+G′-valued frame for φˇ, which satisfies the equation
S−1dS = φˇ.
Consider the dressing by S−1 of the extended Maurer-Cartan form φ for CMC
hierarchy. One finds
SφS−1 − (dS)S−1 = S
(
φ − S−1dS
)
S−1
= S
(
φ − φˇ
)
S−1
= SYS−1α = Zα, where Z = SYS−1.
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Lemma 10.2. The dressed formal Killing field Z is a constant element in Λ+g′, i.e.,
dZ = 0.
Proof. Since Y satisfies the Killing field equation dY + [φ,Y] = 0, Z satisfies the
dressed equation
dZ + [Zα,Z] = dZ = 0.

Note that S is by definition determined up to left multiplication by Λ+G′.Hence Z
is determined up to conjugation by Λ+G′.
For definiteness, let
ζ :=
∫
Zα = Z
∞∑
m=0
1
2i
λ−(2m+2)tm
be an anti-derivative for Zα.
With this preparation,wedefine thewave function (or Baker-Akhiezer function).
Definition 10.1. The wave function for CMC hierarchy is
W = eζS.
It is determined up to left multiplication by Λ+G′.
Note ∂ξe
ζ = 0.
Theorem 10.3. The wave function satisfies the structure equation for CMC hierarchy,
dW =Wφ.
Proof. This follows from that eζ is a solution to the dressed equation (by S−1)
deζ = eζZα.

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