In this paper we propose mathematical optimizations to select the optimal regularization parameter for ridge regression using cross-validation. The resulting algorithm is suited for large datasets and the computational cost does not depend on the size of the training set. We extend this algorithm to forward or backward feature selection in which the optimal regularization parameter is selected for each possible feature set. These feature selection algorithms yield solutions with a sparse weight matrix using a quadratic cost on the norm of the weights. A naive approach to optimizing the ridge regression parameter has a computational complexity of the order O(RK N 2 M) with R the number of applied regularization parameters, K the number of folds in the validation set, N the number of input features and M the number of data samples in the training set. Our implementation has a computational complexity of the order O(K N 3 ). This computational cost is smaller than that of regression without regularization O(N 2 M) for large datasets and is independent of the number of applied regularization parameters and the size of the training set. Combined with a feature selection algorithm the algorithm is of complexity O(RK N N 3 s ) and O(RK N 3 N r ) for forward and backward feature selection respectively, with N s the number of selected features and N r the number of removed features. This is an order M faster than O(RK N N 3 s M) and O(RK N 3 N r M) for the naive implementation, with N M for large datasets. To show the performance and reduction in computational cost, we apply this technique to train recurrent neural networks using the reservoir computing approach, windowed ridge regression, leastsquares support vector machines (LS-SVMs) in primal space using the fixed-size LS-SVM approximation and extreme learning machines.
Introduction
Linear regression is often used in machine learning to find an approximation of a desired output using a linear combination of its input features. It minimizes the sum of squared errors of the approximation. Ridge regression (RR) or L2 regularized linear regression [1] adds an additional term to the loss-function proportionate to the L2-norm of the output weights. The regularization parameter defines the relative cost of the weight magnitude and the sum-squared-error on the output. Finding a good regularization parameter is important to avoid overfitting on the training data. As the total cost is a nonconvex function of the L2-norm, cross-validation is usually applied to optimize this parameter, which is often time consuming. For small datasets many algorithms have been proposed to speed-up the optimization process [2, 3] . However the computational complexity and memory use of these techniques scale quadratically with the size of the dataset.
Feature selection [4] is a regularization technique which avoids overfitting by removing redundant features. Validating each possible combination of features is for most common tasks intractable. Therefore a forward or backward approach is mostly used to find a near to optimal set of input features. In forward feature selection (FFS), features are progressively added onto larger and larger subsets until no further performance increase is achieved. In contrast, backward feature selection (BFS) starts with a set containing all features. In every iteration, the removal of each feature is evaluated and the removal that cased the largest decrease in validation error is eliminated from the subset. The algorithm is repeated until there is no further improvement. Forward algorithms are generally faster and result in fewer features but backward algorithms often achieve a better performance because they tend to better preserve constructive relationships between seemingly irrelevant features [4] .
RR does not automatically yield sparse weights as opposed to Lasso [5] or L1 regularized regression. However, many publications show the advantages of RR [6] [7] [8] or even linear regression [9] with sparse input features. In [7] and [9] a fast algorithm for feature selection with small datasets was proposed. The algorithm by Pahikkala et al. in [8] also combines feature selection with the optimization of the regularization parameter. However, none of these algorithms are suited for large datasets since their computational complexity and memory use still scale quadratically with the size of the dataset.
In this work, we propose mathematical optimizations for cross-validation on large datasets that allow for the optimization of the regularization parameter in combination with FFS and BFS on the regression input features. We also extend these algorithms to make them compatible with class reweighted RR (CRRR), which is optimized for classification tasks with unbalanced datasets. We apply our technique to reservoir computing (RC) [10] , windowed RR, fixed-size least-squares support vector machines (FS-LS-SVMs) [11] and extreme learning machines (ELMs) [12] . For RC and windowed RR we apply it to an epileptic seizure detection system presented in [13] . For FS-LS-SVM we apply it to the UCI Adult dataset as described in [14] and the Heat Exchanger task as explained in [15] , and for ELMs it is tested on several regression datasets used in [9] . A Python implementation is freely available as part of the Oger Toolbox 1 [16] .
Ridge Regression
Ridge Regression minimizes the following loss function:
where X t represents the input data from the training set, Y t the desired output on the training data, W t the output weights and λ the regularization parameter that adds an extra cost to the squared norm of the output weights. For mathematical convenience and since each desired output requires a different regularization parameter, we assume only 1 desired output throughout the rest of this work. Minimizing Eq. (1) results in the following equation for the output weights:
If the optimal regularization parameter is known, calculating the optimal weights is of the order O(N 2 M + N 3 ) [17] , with N the number of input features and M the number of data samples in the training set.
To find the optimal regularization parameter λ, a list of possible λs is created and crossvalidation is applied to select the optimal λ. If the training and validation sets are representative for the test set, one can assume that when the validation error is minimized the test error gets reduced. The loss function on the validation set is defined as follows:
where X v represents the validation data and Y v the desired output on the validation data.
Typically an output weight matrix is trained for each training set and each value of the regularization parameter and then the validation error is calculated using Eq. (3). If R represents the number of regularization parameters, K the number of validation sets and M the number of data points in the training set, the computational complexity of this procedure is of the order O(RK N 2 M).
Covariance Method
For large datasets, with N M, the computational cost of Eq. (2) is of the order O(N 2 M). To speed up the optimization of the regularization parameter we can rewrite Eq. (3) as follows:
where A v denotes the covariance matrix of the validation data, B v the cross-covariance vector of the validation data and the desired output and c v the covariance number of the desired output. Since each output is considered independently, these covariance matrices have dimensions N x N, N x1 and 1x1 respectively. Following the technique presented in [18] to optimize the regularization parameter for FS-LS-SVMs, the covariance matrix A on the training and validation set combined can be calculated as follows:
Following a similar analogy for B, W t can be rewritten as follows:
The covariance matrices, which need to be calculated to find the optimal weights using Eq. (2), can be calculated for each validation set before starting the validation procedure. One matrix inversion is needed per possible regularization parameter to compute the W t matrix. This is of order O(N 3 ) in a typical implementation [17] . Calculating the covariance matrices and optimizing the regularization parameter now becomes of the order O(N 2 M + RK N 3 ), with R the number of regularization parameters. We will refer to this technique as the Covariance Method.
Eigen Method
We can reduce the computational cost of determining W t using the eigendecomposition of the real and symmetric covariance matrix
Although applied differently, the eigendecomposition has been used to reduce the computational cost in [19] and [20] . If for each validation set the following matrices are calculated beforehand, the computational requirements for each λ are further reduced:
For each λ we then calculate:
Since both D and I are diagonal matrices and B Ct is a vector, the previous calculation can be done element-wise and is thus of the order N . If we integrate this in Eq. (4) we get: If R < N the order of the algorithm is O(K N 3 ) and thus independent of the number of values for the regularization parameter R that are tested. If K N < M, which is mostly the case for large datasets, this is in fact lower than the computational cost of Eq. (2). Finding the optimal regularization parameter and calculating the optimal output weights is then of the order O(N 2 M). This means that optimizing the regularization parameter adds little to no computational cost to RR for large datasets.
Applying the eigenvalue decomposition to an ill-conditioned matrix results in numerical errors [21] . This can be avoided by adding λ max I, with λ max the largest regularization parameter, to the covariance matrices [21] and subtracting it afterwards from the eigenvalues D t .
Feature Selection
Since RR does not in general yield sparse input features, it is often combined with feature selection [6] [7] [8] . FFS and BFS can also be achieved by performing the operation described in the previous section on sub-matrices of the covariance matrices. Simply removing the row and column n for the N x N matrices and the row n for the N x1 matrices, where n is the feature to be removed, will already be more efficient than the naive implementation. Selecting the best set of features and regularization parameters in this way, results in a complexity of the order
for the FFS and BFS respectively. In the following sections we will show how this can be further reduced. We start with BFS because it is conceptually easier.
Backward Feature Selection
Because the n-th element on the diagonal of A t is inversely proportional to the sensitivity of the output on the n-th input [22, 23] , one can remove a feature by setting the n-th diagonal element to ∞. If u is a vector containing zeros except for the n-th element which is equal to 1, we can calculate the reduced matrix inverse using the Sherman-Morrison formula [24] as follows:
If we replace A by its eigen-decomposition in the previous equation we get:
with C (n,:) the n-th row of C. If we introduce this in Eqs. (6) and (7) we find that the output weights with a removed feature become:
Because D is a diagonal matrix and W Ct and C (i,:) T have dimension N x1, this equation is again of the order O(N ). Testing the exclusion of 1 feature is thus of the same order of complexity as testing one ridge-regression parameter, O(N 2 ). If this is tested for each of the K validation sets, each of the R regularization parameters and, in the worst case, each of the N features, this becomes O(RK N 3 ), which is of higher than that of the eigenvalue decomposition. We need to repeat this process N r + 1 times, with N r the number of removed features, to find the optimal set of features. The combined complexity of the BFS and regularization parameter optimization is thus O (RK N 3 N r ) . This results in a training algorithm with overall computational complexity O(N 2 M + RK N 3 N r ).
Forward Feature Selection
When a feature is removed, the n-th row and column of the inverse of the reduced covariance matrix A −1 r , are all zero, with n the index of the removed feature. When features are added we can thus start from the matrix A r . If we want to add a feature to this matrix we need to compute A e = A r + A a , where A a is a rank 2 matrix that contains all zeros except for the elements missing in A r to create the covariance matrix with the added feature A e . Because A a is symmetric and has rank 2 it can be decomposed in A a = URU T , with U of dimension (N s + 1)x2 and R of dimension 2x2, with N s the number of already selected features. If the last row and column of A r corresponds to the missing features, the elements of U and R can be easily determined as follows:
with A (n,n) the n'th diagonal element of A and A (n,1:N s ) the elements corresponding to the already selected features on the n'th row of A. Using the Sherman-Morrison-Woodbury formula [21] we can now determine the inverse of A e as follows:
with the eigenvalue decomposition of A r = CDC T and C U = U T C. If we introduce this in Eqs. (6) and (7) we find that the output weights with an added feature become:
D is a diagonal matrix, W Ct has dimension N x1, C U has dimension N x2 and R has dimension 2x2. Hence, this expression, when evaluated in the right order, has complex- 
Class Reweighted Ridge Regression
CRRR was introduced by Toh in [25] to achieve better classification results using a reweighted form of regression. As opposed to Eq. (1), CRRR minimizes the following loss function:
with R t a diagonal matrix that reweights all positive examples by a factor 1 √ n t, pos and all negative samples to
with n t, pos and n t,neg the number of samples in the training set in the positive and negative class, respectively.
To use CRRR in combination with the proposed algorithm it suffices to calculate covariance matrices,
independently for each class. The positive and negative covariance matrices can be combined using the following formula:
with A + and A − respectively the positive and negative covariance matrix. After calculating the covariance matrices the rest of the previously described algorithms can be executed.
Experiments
To show the gain in computational efficiency, we test the previously described algorithms on a 2.6 GHz Intel Core 2 Quad with 8 GB of RAM. The performance is evaluated on four different machine learning techniques and several tasks from literature. For RR without feature selection we compare the naive implementation, the implementation that makes use of the covariance matrices and the implementation that uses the eigendecomposition. To evaluate the combination of RR and feature selection we tested the covariance method and the eigen-decomposition combined with the Sherman-Morisson technique for both FFS and BFS. The naive implementation was not tested for feature selection since its computation time was more than 100 days for the classification tasks. Since L1 regularized regression is the default technique for sparse regression in literature, we compare our technique with the least angle regression (LARS) algorithm [5] , a fast implementation of the LASSO paradigm 2 . We also show the performance of optimally-pruned linear regression (OP-LR) [9] , a sparse regression technique that uses LARS for feature ranking, typically used in OP-ELMs. For completeness we also implemented an L2-regularised version of OP-LR using our algorithms, which we call optimally-pruned RR (OP-RR). For each of the tasks and algorithms the fixed computational cost of the algorithm, the added time to optimize the parameters and feature set, the condition number of the covariance matrix, the percentage of removed input features and the test error are given. 
Reservoir Computing Applied to Epileptic Seizure Detection
Feed-forward neural networks are known for their generalization properties and ability to learn complex relationships between input features and outputs with limited training. Recurrent neural networks add recurrent connections and thus time information to these networks, resulting in a dynamical system that can find relationships between the desired output and the input history. Traditionally all interconnection weights between the neurons in an recurrent neural network are trained. In contrast, RC makes use of a randomly created neural network, called a reservoir, from which only a single linear output is trained, often using RR. That way the long training time and stability issues of regular recurrent neural networks are avoided without losing the desired generalization abilities. For more information on RC we refer to literature [10] .
To show the time gain achieved with the proposed training technique and the performance of feature selection in combination with RC, we tested it on an epileptic seizure detection task using the detection system presented in [13] . It uses one wavelet feature extracted from EEG as input for a 200 neuron reservoir. The training set consists of 23 time-series of 5 min or 15,000 samples from 23 different subjects. To improve classification results we use CRRR to train the reservoir. Table 1 shows the test error given as balanced error rate (BER) 3 with the standard deviation over the 23 subjects in the test set. The optimization times were achieved using leave-one-time-series-out or in this case 23-fold cross-validation for 60 values of the regularization parameter. Because of the high correlation between subsequent data points, leave-one-time-series-out is the most suited way to perform leave-one-out cross-validation for time-series [3] .
Windowed Ridge Regression Applied to Epileptic Seizure Detection
To apply RR on time-series windowed RR is often used. The input vector, which typically contains the current input samples, is then extended with a windowed representation of the past input samples. To test windowed RR in combination with the presented algorithms we apply it to the same epileptic seizure detection dataset as used in the previous section. Instead of 1 wavelet feature we now extract 4 different wavelet features from the EEG. Each of these features resulted in 3,000 samples per validation set. As input we use the last 5 s, or 50 samples, The fixed computational cost, optimization time, percentage of removed features, error and variance on the error are given using leave-one-time-series-out or in this 23-fold cross-validation and 60 values for the regularization parameters. The training set consisted of 69 000 samples and contained 200 feature vectors. The condition number of the covariance matrix is 6.9 × 10 4
for each of these 4 features. The results for leave-one-time-series-out cross-validation and a set of 60 regularization parameter values are given in Table 2 . Since 4 features are used instead of 1, the test error is not comparable with the previous experiment.
Fixed-Size Least-Squares Support Vector Machines Applied to the Adult Dataset
In contrast to the more common SVM, the LS-SVM uses a quadratic loss-function instead of the hinge loss and is conceptually easier, as training is reduced to solving a set of linear equations [11] . A disadvantage of this approach is that LS-SVMs do not result in sparse solutions. Especially with large datasets the computational demands of training LS-SVMs can be high. To cope with large datasets FS-LS-SVMs were introduced in [14] . Instead of choosing all the data points as support vectors, only the N data points that result in the largest Renyi entropy are selected. Using these data points a Gramm-matrixK is constructed and a Nyström approximation is made using the eigendecomposition ofK:
This allows the creation of a feature vector x in primal space for a given data point u using the following formula:
where x (I ) is feature i of data point x and k(u,Ũ ( j,:) ) is the kernel function of the input vector u and the j-th selected data point. This formula can be used on the entire training set U to generate the input data X. For more details on this process we refer to [11] and [18] .
We apply the FS-LS-SVM approach to the UCI Adult dataset as described in [14] and the heat exchanger task as described in [15] . The first task is a classification task and the second is a regression task. The LS-SVM-LAB Matlab toolbox 4 was used to determine the optimal subset and to calculate the features in primal space, our algorithms were used for training. The results of this experiment using 10-fold cross-validation and a set of 50 possible values for the regularization parameter are given in Tables 3 and 4 , respectively. The fixed computational cost, optimization time, percentage of removed features and misclassification error are given using 10-fold cross-validation and 50 values for the regularization parameters. The training set consisted of 16,281 samples and contained 400 feature vectors. The condition number of the covariance matrix is 9.1 × 10 4 The fixed computational cost, optimization time, percentage of removed features and normalized root mean squared error multiplied by 10 are given using 10-fold cross-validation and 50 values for the regularization parameters. The training set consisted of 3,800 samples and contained 100 feature vectors. The condition number of the covariance matrix is 1.7 × 10 8
Extreme Learning Machine Applied to Regression Datasets
Guang-Bin Huang et al. proposed in [12] a fast algorithm to train the weights of the hidden neurons in feed-forward neural networks called ELMs. The weights from the input to the hidden layer are randomly initialised, and similarly to RC, only the weights from the hidden layer to the output are trained using regression. In practise an ELM performs a non-linear mapping ψ of the input vector u to result in the following formulation for the feature vector:
In [9] an extension to this algorithm was proposed called OP-ELMs which added pruning of the hidden neurons to the ELM approach. The pruning algorithm, in this work referred to as OP-LR, first ranks all the hidden neurons using LARS. The best combination of features is then selected using cross-validation. For more details on ELMs and OP-ELMs we refer to literature [12] and [9] . OP-ELMs have been shown to render good results on several regression datasets 5 in [9] . We used the OP-ELM toolbox 6 to generate an ELM with 100 hidden neurons. Our implementations were used to train the linear readout of the network and evaluate the error. To improve performance direct connections from the input to the output were added to the processed data. The results of these experiments using 20-fold cross-validation and a set of 80 possible regularization parameters are shown in Tables 5 and 6 . Since the regression datasets are rather small compared to the classification datasets and because of the high similarity in optimization time, only average times are given in Table 5 .
Discussion
Because the big-O notation does not always provide a good estimation for the real computational cost of an algorithm, we did several experiments on datasets from literature. From Tables 1, 2 , 3, 4 and 5, we can conclude that the algorithms presented in this paper are significantly faster than the naive implementation and the covariance method. For the regularization parameter optimization, FFS and BFS, computation times were improved by one order of magnitude for the small datasets and up to 4 orders of magnitude for the large datasets. Because of this reduction in computational cost, feature selection can be executed within a reasonable time frame for these datasets. Even though for the FS-LS-SVM classification task, the feature selection procedure required more than 1 h, this is relatively short compared to the 14 h needed to find the subset of 400 data points with the highest Renyi entropy. From the regularization parameter optimization in the RC and windowed RR tasks we can also deduct that in this case the calculation time is independent of the size of the dataset but scales proportionately to the number of features.
The results also show that there is no difference between the task performances achieved by the 'naive', 'covariance' and 'eigen' implementations even for covariance matrices with a high condition number. This is because the same regularization parameter is chosen by all methodologies and the same features are removed. However from Tables 5 and 6 we can conclude that the LARS algorithm underperforms when the covariance matrix has a large condition number.
As shown in Tables 1, 2 , 3, 4 and 5, the combination of feature selection and RR can lead to better test results. The error is at least equal or better than that of LARS, OP-LR and OP-RR on most tasks. Usually BFS performs better than FFS. This is due to the fact that FFS algorithms have difficulty seeing the constructive correlation between separate features [4] . As a side effect, FFS often yields sparser solutions. For the FS-LS-SVMs tasks and the Elevator task there is no performance increase nor decrease using BFS. Tables 3 and 5 show, however, that more than 40 % of the features are removed, which results in a much faster execution time on the test data. For the seizure detection task using windowed RR we noticed that the presented algorithms were outperformed by the LARS algorithm, even though they both removed all time windows of 2 irrelevant wavelet filters. This shows that L1-regularization is better suited for this task.
Most cross-validation algorithms discussed in literature [2, 3, 7, 8] require that the full Gram matrix 7 fits in the system memory. This matrix has a dimension M x M which rapidly becomes too large for large datasets. The presented algorithms on the other hand limit the memory use to O(N 2 ) variables, which is independent of the size of the dataset.
Conclusion
Calculating the output weights using RR has a computational complexity of O(N 2 M) with N the number of input features and M the number of data samples in the training set. To optimize the regularization parameter using cross-validation, the algorithm presented in this paper adds a computational cost of complexity O(K N 3 ), with K equal to the number of validation sets. The order is independent of the number of regularization parameter values R if R < N . For large datasets, such that K N < M, we can conclude that the additional cost of our algorithm is smaller than the cost of the original RR algorithm. This is in strong contrast with the, to our knowledge, most commonly used naive implementation of optimizing the regularization parameter which has a computational cost of O(RK 2 N 2 M).
RR can be combined with a FFS of BFS algorithm to result in a sparse solution. Optimizing the optimal set of features and selecting the optimal regularization parameter results, in a naive implementation, in an algorithm of complexity O (RK N N 3 s M) and O(RK N 3 N r M)
for respectively FFS and BFS. The algorithms we propose in this paper have a computational complexity of O(RK N N 3 s ) and O(RK N 3 N r ), which is M times faster than the naive implementation and thus independent of the size of the training set.
To show the computational cost of the proposed algorithms and the performance of ridge regression in combination with feature selection, we applied them to different tasks and machine learning techniques from literature. We applied RC and windowed RR to an epileptic seizure detection task, FS-LS-SVMs to the UCI Adult dataset and Heat Exchanger task, and ELMs to several regression datasets from literature. Results show that feature selection results a lower error or at least a reduction of the number of features needed to achieve the same performance. BFS often outperforms FFS and even Lasso on all but one task. However, FFS results in sparser output weights. The regularization parameter optimization algorithm and the feature selection algorithms reduced the computational cost by one order of magnitude for small datasets and over 4 orders of magnitude for larger datasets, compared to naive implementations.
