Abstract. We characterize locally Lipschitz mappings and existence of Lipschitz extensions through a first order nonlinear system of PDEs, that we call "contact equations". As an application, we show the existence of Lipschitz extensions for mappings defined on subsets of the 2-dimensional Euclidean space with values in higher dimensional Heisenberg groups. These results suggest a precise method to tackle Lipschitz extension problems for new couples of groups.
Introduction
In this paper we investigate the relationship between a system of first order nonlinear PDEs and the geometric properties of its solutions, that are mappings between graded groups. These Lie groups are connected, simply connected and nilpotent Lie groups with graded Lie algebra. When the first layer of the grading Lie spans all of the algebra we say that the group is stratified. The so-called horizontal directions of the group are spanned by the left invariant vector fields of the first layer of the algebra, see Section 2 for more details.
Stratified groups are the object of several recent investigations under different perspectives. In this work, we focus our attention on the Lipschitz property of mappings from a stratified group G taking values into a graded group M. It is well known that Lipschitz mappings between stratified groups a.e. satisfy the contact property, [11] . Contact property corresponds to sending horizontal directions of G into horizontal directions of M and it can be equivalently stated in terms of differential constraints that correspond to the associated contact equations (1), according to Remark 2.17. Obviously, in principle contact property only requires differentiability along horizontal directions. In other words, the mapping should be at least horizontally differentiable, according to the notion introduced in [10] . Nevertheless, this notion is too weak, since it does not imply any reasonable metric regularity on the mapping, as we show in Example 4.1. As it is well known, the right notion of differentiability that is compatible with the metric structure of the groups is that of Pansu differentiability. Pansu differentiability, contact equations and Lipschitz property are the three main elements of our first result, where we show that under suitable hypotheses, these conditions are equivalent. From Theorem 1.1, we see that Pansu differentiability is equivalent to both horizontal differentiability, namely ∇ X i F ∈ L ∞ loc (Ω), and the validity of contact equations. In other words, we have precise analytic description of Pansu differentiability. The other important characterization of the same theorem concerns the relationship between solutions of (1) and the Lipschitz property of the corresponding mapping. This suggests to use this characterization in the study of Lipschitz extensions for mappings beteen stratified gorups. As an abstract principle, existence of Lipschitz extensions can be characterized as follows. 
µ-a.e. holds in Ω, for each j = 2, . . . υ, where (X 1 , . . . , X m ) is a basis of V 1 . Whenever a function g satisfying these three conditions exists, then the Lipschitz extension of f is given byf = f 1 E + g 1 Ω and we have the estimate
for some geometric constant C > 0.
The problem of finding Lipschitz extensions is widely open in the setting of stratified groups and it seems to possess an interesting geometric content. As an example of this phenomenon, we show how a result of Allcock [1] concerning a quadratic isoperimetric inequality on Heisenberg groups H n , when properly extended to Lipschitz regularity, implies the following Theorem 1.3. The couple of metric spaces (R 2 , H n ) with n ≥ 2 has the Lipschitz extension property.
In conclusion, our results should represent the first step in the path to obtain either existence or nonexistence of Lipschitz extensions for specific couple of groups. Our techniques can be seen as a continuation of the ones developed in [10] .
Preliminaries and known results
2.1. Some elementary facts on graded groups. A graded group is a real, finite dimensional, connected and simply connected Lie group M, whose Lie algebra M can be written as the direct sum of subspaces W i , called layers, such that
The integer υ is the step of nilpotence of M. A graded group M is stratified if its layers satisfy the stronger condition [W i , W j ] = W i+j , see for instance [4] . The horizontal tangent spaces
define all horizontal directions of the group, that are collected into the so-called horizontal subbundle HG. We fix a norm · in M, then the bilinearity of Lie brackets gives
for some constant β > 0, depending on the norm and on the algebra. The grading of M allows us to introduce a one-parameter group of Lie algebra automorphisms δ r : M −→ M, defined as δ r (X) = r i if X ∈ V i , where r > 0. These mappings are called dilations. Taking into account that the exponential mapping exp : M −→ M is a diffeomorphism for simply connected nilpotent Lie groups, we can read dilations in the group M through the mapping exp and mantain the same notation. We fix a homogeneous distance ρ on M, namely, a left invariant continuous distance that is 1-homogeneous with respect to dilations δ r . We will use the convention ρ(x) = ρ(x, e), where e denotes here the unit element of M. Following the notation of [11] , Section 4.5, in the next definition we introduce the iterated Lie bracket.
We can express the group operation in the Lie algebra by the Baker-CampbellHausdorff formula, that we present in the following form
where c 1 (X, Y ) = X + Y , c 2 (X, Y ) = [X, Y ]/2 and the subsequent terms can be defined inductively, [12] . Notice that the sum (6) has υ addends, since X, Y belong to M that has step of nilpotence υ. We take from [10] the following lemma. Lemma 2.2. Let ν > 0 and let n = 2, . . . , ι. Then there exists a constant α n (ν) only depending on n and ν such that
whenever X , Y ≤ ν. Definition 2.3. A homogeneous subgroup H of G is a Lie subgrup that is closed under dilations. Analogously, for subalgebras the same terminology is adopted.
Definition 2.4. Let N and H be homogeneous subgroups of G, where N is normal, N ∩ H = {e} and NH = G. Then G is an inner semidirect product of N and H and we write G = N ⋊ H. Definition 2.5. We denote by H X the one-dimensional subgroup of G, spanned by exp X, where X ∈ G.
The next basic fact corresponds to Proposition 7.7 of [10] . Proposition 2.6. Let p and h be homogeneous subalgebras of G and let P and H denote their corresponding homogeneous subgroups, respectively. Then the condition p ⊕ h = G is equivalent to require that P ∩ H = {e} and P H = G. Furthermore, if one of these conditions hold, then the mapping
We notice that N is a homogeneous ideal, hence N = exp N is a normal homogeneous subgroup of G. By definition of N , we have N ∩ span{X} = {0} and this implies that N ∩ H X = {e} and NH X = G, see for instance Proposition 2.6. In other words G = N ⋊ H X . 2 2.2. Haar measure and Fubini's theorem. We consider a graded group G with grading G = V 1 ⊕ · · · ⊕ V ι and we fix a left invariant Riemannian metric g on G.
Then the associated volume measure vol g is clearly left invariant and defines the Haar measure of G. We will denote by µ this measure. Let X ∈ V 1 and N be a homogeneous normal subgorup N such that G = N ⋊ H X . Then we have the following Fubini's theorem with respect to this factorization. 
where A n = {h ∈ H X | nh ∈ A}. We have denoted by µ N and ν X the Haar measure of N and of H X , respectively, Proof. We fix an orthonormal basis (X 1 , . . . , X q ) of G with respect to the metric g. In addition we assume that this basis is adapted to the grading of M, such that X 1 is proportional to X. By Proposition 2.6, the mapping
is a diffeomorphism. Our fixed basis also introduces the special system of coordinates
see for instance Proposition 2.3.47 of [9] . Thus, the fact that X 1 ∈ V 1 implies that the mapping F −1 • ψ has jacobian equal to one. Combining these facts with classical Fubini's theorem, we get our claim. 2 2.3. Pansu differentiability. In the present subsection, we recall the notion of Pansu differentiability. G and M denote two stratified groups and Ω is an open subset of G.
for every x ∈ G and r > 0 is called homogeneous homomorphism, in short h-homomorphism. Analogous terminology will be used for the corresponding Lie algebra homomorphisms of graded algebras that commute with dilations. Definition 2.10 (P-differentiability). Let d and ρ be homogeneous distances of G and M, respectively. We consider the mapping f : Ω −→ M. We say that f is
The h-homomorphism L satisfying this limit is unique and it is called P-differential of f at x. We denote L by Df (x), when we read the P-differential between the corresponding Lie algebras, we will denote it by df (x).
This theorem is an important result due to Pansu, [11] . Here have presented a slightly more general version where M is graded, but it might not be stratified, [10] . Definition 2.12 (Distributional derivative). Let Ω be an open subset of a stratified group G, let X be a left invariant vector field of G and let E be a finite dimensional normed space. Then for every
Uniqueness of G allows us to use the notation ∇ X F . In the case Ω is an open subset of R n and X = ∂ x j we will use the notation ∇ j , where e j belongs to the canonical basis of R n Remark 2.13. To avoid confusion, we stress that the symbol ∇ X will always denote a distributional derivative, since we will never consider connections in this work.
Definition 2.14 (Horizontal gradient). Under the conditions of Definition 2.12 if we have equipped V 1 with a scalar product and (X 1 , . . . , X m ) is an orthonormal basis of V 1 , then we introduce the notation 
holds for every x ∈ U and every i = 1, . . . , υ.
The next result corresponds to Theorem 5.3 of [10] . (1) Γ is absolutely continuous, (2) γ is absolutely continuous and the differential equatioṅ
is a.e. satisfied for every i ≥ 2. If one of the previous conditions holds, then there exists a constant C > 0 only depending on ρ and · , such that for any τ 1 < τ 2 , we have
Remark 2.17 (Contact property). We wish to point out how the contact property of a mapping f : Ω −→ M at some point x ∈ Ω, namely,
is equivalent to the differential constraint
for every i = 1, . . . , m and every j = 2, . . . , υ, where (X 1 , . . . , X m ) is a basis of
see Theorem 2.14.3 of [12] . Identifying for every y ∈ M the tangent space T y M with M and applying formula (14), we have
This proves the characterizing property of equations (13) . We also notice that this characterization holds even if the mapping is differentiable along horizontal directions, see [10] for the precise definition of horizontal differentiability.
Technical lemmata
In this section we study the properties of mappings f : A −→ M where M is a graded group and A may vary. F denotes the mapping exp
where M is the Lie algebra of M. The canonical projections onto the layers W i of the algebra M are the mappings π : M −→ W i . We use the notation
Proof. We adopt the same notation used in the proof of Proposition 2.8. Then we recall tha mapping ψ :
Taking into account that F −1 • ψ has jacobian equal to one, by definition of distirbutional derivative one easily gets the following equality of distributional derivatives
Thus, by a standard mollification argument, see for instance [3] , Theorem 2 of Section 4.9.2, our claim follows. 2 
and that there exist
for every i = 1, . . . , m and j = 2, . . . , υ and the contact equations
µ-a.e. hold in Ω for every j = 2, . . . , υ, then there exists C > 0, depending on ρ and · , such that
for every exp(tX), exp(τ X) ∈ J and every n ∈ O.
Proof. Up to a left translation, taking into account the left invariance of X, it is not restrictive to assume that z is the unit element. Then we consider the curve
where γ n,j = π j • γ n and γ n = exp −1 •Γ n . We choose t, τ ∈ R with t < τ such that exp(tX), exp(τ X) ∈ J. By linearity, we have D X F exists and belongs to L ∞ loc (Ω, M). Taking into account continuity of all F j 's, Lemma 3.1 gives
that is compactly contained in Ω. In particular, t → F • Γ n (t) is absolutely continuous on compact intervals for all n ∈ O. By Proposition 2.8, from the µ-a.e. validity of (16) it follows that for µ N -a.e. n ∈ O, we have
for a.e. s ∈ {l ∈ R | exp(lX) ∈ J}. Thus, we can apply Theorem 2.16 to the curve
Then the continuity of f and the hypothesis XF 1 ∈ L ∞ (Ω) lead us to the conclusion. 2 Proof. First of all, due to the Lipschitz continuity of f the conditions (15) are satisfied taking X i = ∂ x i and i = 1, . . . , k. In fact, we can think of R k as commutative stratified group equipped with the Euclidean metric, that coincides with the Carnot-Carathéodory distance. We choose two arbitrary points z, w ∈ Ω and consider the curve γ(t) = z + t(w − z). Since in this case any direction is horizontal, we consider X = w − z and the orthogonal hyperplane N = X ⊥ . We can find now an open subset O in N and ε > 0 such that
Taking into account (18), we can apply Lemma 3.2, therefore we get a geometric constant
where C i depend on the norm we have fixed on the first layer W 1 . 2 Lemma 3.4. Let f : X −→ M be a Lipschitz mapping, where X is a metric space. Then there exists a constant C > 0, depending on the norm · of M and the distance ρ of M such that
Proof. We define
This concludes the proof. 2 
that uniformly converge to γ 1 . Exploiting (11), we can define
and more generally by iteration
ds.
The curve Γ k = exp υ j=1 γ jk is the unique horizontal lifting of γ k . We wish to show that it is piecewise horizontal and uniformly converge to Γ. To see this, we observe that the projection on the first layer of any curve t −→ exp ξ exp tX with X ∈ V 1 and ξ ∈ G has the form t −→ ξ 1 +tX, where π 1 (ξ) = ξ 1 ∈ V 1 . We notice that γ 1k has exactly this form, since ϕ k is piecewise constant, then the uniqueness of the horizontal lifting implies that Γ k is piecewise horizontal. By construction, the fact that γ 1k uniformly converges to γ 1 implies the uniform convergence of Γ k to Γ. From Corollary 5.5 of [10] , we get the formula
It follows that length(Γ k ) → length(Γ) as k → ∞. 2
Proof of the main results
We begin the section giving the proof of the characterization of locally Lipschitz maps as suitable solutions of contact equations.
Proof of Theorem 1.1. We first assume that f is locally Lipschitz. By Lemma 3.4, there exists C > 0 only depending on the norm · and the distance ρ, such that
for every x, y ∈ Ω. Then F 1 is also locally Lipschitz. We wish to show that all F j 's are locally Lipschitz. By the Baker-Campbell-Hausdorff formula (6), we have
then estimate (7) yieldsα n (ν) > 0, with ν = max{ ξ , η }, such that
then taking into account (4) and (10), we get
where U is a compact set containing exp ξ and exp η, hence depending on ν. As a consequence, replacing both ξ i and η i with F i (x) and F i (y), we have shown that all F i 's are locally Lipschitz. As a standard fact, it follows that all ∇ X i F j belong to L ∞ loc (Ω). To prove the a.e. validity of (1), we choose an arbitrary left invariant vector field X ∈ V 1 and by Lemma 2.7 we get a normal subgroup N of G such that G = N ⋊ H X . We can cover Ω by a countable union of open sets of the form zOJ, where z ∈ G, O and J are connected open neighbourhoods of the unit element in N and in H X , respectively. Thus, we can reduce ourselves to prove our claim in the case Ω = zOJ. Due to Theorem 2.11 in the case M is a vector space, we consider the full measure set A ⊂ Ω of points where all F j 's are P-differentiable. Then formula (9) implies
for µ N -a.e. p ∈ O. Let us pick one of these p's. For a.e. t we have zp exp(tX) ∈ A, then all F j 's are P-differentiable at this point. Definition of P-differentiability yields DF j c zp,X (t) (X) = XF j c zp,X (t) , for every j = 2, . . . , υ, where we have defined τ −→ c zp,X (τ ) = zp exp τ X .
As a result, setting
where we have set γ zp,X,j = π j • γ zp,X . We have then proved thaṫ γ zp,X,j (t) = XF j • c zp,X (t). (22) By Theorem 2.16, the local Lipschitz property of f implies the a.e. validity of (11) for the curve γ zp,X . Thus, taking into account (22), we obtain
for a.e. τ . We have proved the a.e. validity of the previous equation for µ N -a.e. p ∈ O, therefore Proposition 2.8 implies the validity of
µ-a.e. in Ω for every j = 2, . . . , υ. The arbitrary choice of X gives the validity of (1).
Conversely, we assume the validity of the second condition. By linearity of distributional derivative and of (1) for every X ∈ V 1 , we have D X F ∈ L ∞ loc (Ω, M) and (23) µ-a.e. holds for every j = 2, . . . , υ. We fix X = 1 and arbitrarily selsect z ∈ Ω. We choose connected open neighbourhoods O ⊂ N and J ⊂ H X of the unit element e ∈ G such that Ω ′ = zOJ is compactly contained in Ω. Thus, we can apply Lemma 3.2, getting
for every n ∈ O and every exp(tX), exp(τ X) ∈ J. Now, we consider the CarnotCarathéodory distance δ generated by a left invariant metric fixed on G, see for instance [6] . This distance is homogeneous and then it is equivalent to d. It is well known that (G, δ) is a length space, namely any couple of points x, y ∈ G is connected by a geodesic whose length equals their distance δ(x, y). Then from (24), we get
where C = C ′ / inf Y =1 δ(exp Y ). Now we arbitrarily choose r > 0 and p ∈ Ω such that B p,6r ⊂ Ω, where we have denoted by B p,r the open ball of center x and radius r with respect to δ. Let x, y ∈ B p,2r and let Γ : [0, δ(x, y)] −→ G be the geodesic connecting x with y. By triangle inequality, it follows that the image of Γ is contained in B p,6r . By Lemma 3.6 we can find a sequence (Γ k ) of piecewise horizontal lines defined in [0, δ(x, y)] and contained in B p,6r that uniformly converge to Γ and their lengths converge to Γ. On any horizontal segment of Γ k with horizontal direction X i , that is also a geodesic, we apply the estimate (25) where J is considered contained in the subgroup H X i . Thus, triangle inequality yields
where K p,r = B p,6r and l(Γ k ) is the length of Γ k with respect to δ. Passing to the limit as k → ∞, we have shown that
for every x, y ∈ B p,2r . Adopting the same argument of Theorem 3.18 of [8] , it follows that f is Lipschitz continuous on compact sets of Ω, namely, f is locally Lipschitz. Now, we show that the third condition is equivalent to the previous ones. We first assume that the first condition holds, namely, f is locally Lipschitz. Due to Theorem 2.11, f is a.e. P-differentiable and the equivalence of the first two conditions clearly yields ∇ X i F ∈ L ∞ loc (Ω, M) for every i = 1, . . . , m. If we know that f is a.e. P-differentiable and ∇ X i F ∈ L ∞ loc (Ω, M) for every i = 1, . . . , m, then we apply Theorem 4.8 of [10] , according to which the pointwise P-differentiability of f implies the pointwise P-differentiability of all F j : Ω −→ M with the validity of formulae
at P-differentiability points x. Taking into account that dF i denotes tje P-differential read in the Lie algebras and that dF i (x)(exp X) = XF i , these formulae implies the a.e. validity of contact equations (1) . We have then shown that that the third conditions implies the second one. This concludes the proof. 2
Example 4.1. We consider the exponential coordinates (x 1 , x 2 , x 3 ) of the three dimensional Heisenberg group H 1 , where p = exp 3 j=1 x j X j ∈ H 1 and the basis of left invariant vector fields is given by
Thus, we define the smooth mapping I : H 1 −→ H 1 defined with respect to this system as I(x 1 , x 2 , x 3 ) = (f 1 , f 2 , f 3 ) = (x 3 , x 1 , x 2 ). Let us check the validity of contact equations. We have
Thus, defining
and taking into account both (1) and
, it follows that the contact equations cannot hold at every point. As a consequence of Theorem 1.1, the mapping f is not Lipschitz on every open subset of H 1 . On the other hand, since I is smooth, according to Definition 2.4 of [10] , the mapping I is continuously horizontally differentiable.
Next, we show how existence of Lipschitz extension can be interpreted as existence of solutions for the contact equations with assigned boundary datum.
Proof of Theorem 1.2. If f admits a Lipschitz extensionf , in view of Theorem 1.1, taking the restrictionf |Ω = g, it follows that g satisfies conditions (1), (2) and (3). Conversely, let us assume the existence of a mapping g : Ω −→ M satisfying these three conditions. Let p ∈ G and let X ∈ V 1 be arbitrarily fixed, with X = 1. Let us consider the curve
The open set c 
By assumptions (2) and (3) on g, Lemma 3.2 applies, hence we have in particular 
Now, considerf = f 1 E + g 1 Ω and arbitrary select t, τ ∈ R, with t < τ . We have the following cases. If t, τ ∈ I j for some j, then (27) yields
If t ∈ I j and τ / ∈ c −1 p,X (Ω), then the triangle inequality and the fact that c p,X is a geodesic yield
The same estimate is obtained in the analogous case τ ∈ I j and t / ∈ c −1 p,X (Ω). If t ∈ I j and τ ∈ I k with j = k, with analogous argument we get
The remaining case t, τ / ∈ c −1
where f is Lipschitz. We have shown that for every r, r ′ ∈ c p,X (R), we have
Finally, we adopt the same argument used in the proof of Theorem 1.1, where we connect two arbitrary points p, p ′ ∈ G by a geodesic with respect to the length distance δ, then we approximate the geodesic by a sequence of piecewise horizontal lines, according to Lemma 3.6, and we let the estimate (30) pass to the limit. 2 5. Lipschitz extension property of (R 2 , H n )
In this section, we show how our results can be used to achieve a Lipschitz extension theorem for mappings defined on subsets of R 2 takig values in H n , with n ≥ 2.
Following the work by Lang and Schlichenmaier [7] , we introduce the following We say that a couple of metric spaces (X, Y ) has the Lipschitz extension property if there exists a constant C > 0 such that for every subset Z ⊂ X and every Lipschitz map f : Z −→ Y , there exists a Lipschitz extension f : X −→ Y such that
Theorem 5.2 (Lang-Schlichenmaier, [7] ). Let X and Y be two metric spaces and suppose that the Nagata dimension of X is less than or equal to n and that Y is complete. If Y is Lipschitz m-connected for m = 0, 1, . . . , n−1, then the pair (X, Y ) has the Lipschitz extension property. Nagata dimension has been introduced in [2] , see also [7] . For our purposes, it suffices to know that the Nagata dimension of R 2 is two, [2] . Thus, as a consequence of Theorem 5.2, showing that (R 2 , H n ) has the Lipschitz extension property for n ≥ 2 corresponds wo prove that H n is Lipschitz both 0-connected and 1-connected. Lipschitz 0-connectedness is an immediate consequence of the fact that H n is connected by geodesics. Then the subsequent part of this section is devoted to the proof of Lipschitz 1-connectedness of H n with n ≥ 2, that is achieved in Theorem 5.6. This result proves the validity of Theorem 1.3.
Remark 5.3. Notice that Lipschitz 1-connectedness of H
n with n ≥ 2 shows more generally that whenever X is a metric space with Nagata dimension less than or equal to two, then the couple (X, H n ), with n ≥ 2 has the Lipschitz extension property.
Our first important step to prove Theorem 5.6 is Theorem 5.4. This result is essentially a different presentation of Allcock's Theorem 2.3 in [1] , that he used to show a quadratic isoperimetric inequality in Heisenberg groups. Since we are interested in the version with Lipschitz regularity and with an explicit estimate for the Lipschitz constants, for the reader's sake we wish to add its proof. Recall the symplectic form
Let c : [a, b] −→ R 2n be a Lipschtz curve, then the symplectic area swept by c is defined as follows 2 −→ R 2n is an isotropic homotopy carrying c 0 to c 1 if Γ is Lipschitz, satisfies
a.e. in [0, 1] 2 for every i, j = 1, 2, Γ(·, 0) = c 0 , Γ(·, 1) = c 1 and Γ(0, t) = Γ(1, t) for every t ∈ [0, 1]. For our purposes, it is not necessary to require that Γ(0, t) coincides with a point for every t. The Euclidean norm will be understood on R 2n and S 1 will be thought of as the subset {(x, y) | x 2 + y 2 = 1} equipped with the distance of R 2 . D 2 will denote the closed unit disk of R 2 . Proof. We consider α(t) = c e 2πit , where α ω = 0. We setα :
We first change the parametrization by the homotopy
Notice that Γ 1 is Lipschitz and clearly the pull-back form Γ * Notice that ω β 1 (s), β 2 (s) = 0, therefore defining the homotopy
we get Γ * 2 (ω) = 0 a.e. in [0, 1] 2 . Thenα(2s − 1) is isotropically homotopic to
Now, we move β 1 to a symplectically orthogonal space defining
where (e i ) indicates the canonical basis of R 2n , hence ω(β 1 , β 1 ) = 0. Notice that to do this we have used the assumption n ≥ 2. We define the isotropic homotopy
Observing that ω β 1 ,β 1 ) = ω(β 1 ,β 1 a.e. in [0, 1] , by a direct computation we get
We have shown that β 1 * β 2 is isotropically homotopic to β 1 * β 2 . Now, we consider the curve 
is an isotropic homotopy between β 1 * β 2 and γ. Finally, the mapping Γ 5 (s, t) = (1 − t) γ(s) makes γ isotropically homotopic to the origin. Thus, we define Γ(s, t) = Lip(Γ j ) .
Explicit computations yield
To compute both Lip(Γ 4 ) and Lip(Γ 5 ), we have taken into account that
To construct the extension on the unit closed disk D 2 , we consider a complex argument θ : Ω −→ R defined as
y > 0 π y = 0 and x < 0 π + arccos −x/ x 2 + y 2 y < 0
can be continuously extended to the closed unit disk D 2 . Clearly ϕ extends c to D 2 and satisfies ϕ * ω = 0 a.e. in D 2 . The last property follows looking at ϕ as the composition Γ • h, for a suitable a.e. differentiable mapping h, then
Now, let x, y ∈ D 2 and let δ(t) = x + t(y − x). The segment [x, y] = x + [0, 1](y − x) yields n closed segments I 1 , . . . , I n with n ≤ 5 where the restriction ϕ • δ to one of these segments has either the form ϕ • δ ≡ 0 or
It follows that
Taking into account (32) and (33), our claim is achieved. 2 Proof. Let Γ : S 1 −→ H n be a Lipschitz loop. Up to a left translation, that preserves the Lipschitz constant of Γ, we can assume that Γ(0, 1) = e, the unit element of H n . We introduce the 1-periodic mappings a :
We fix a basis (X 1 , . . . , X 2n ) of V 1 and T ∈ V 2 such that [X j , X n+j ] = 2T for every j = 1, . . . , n. We fix the unique scalar product on h n such that (X 1 , . . . , X 2n , T ) is an orthonormal basis. Then the corresponding norm is understood on h n . With respect to this basis of h n , we have 
As a consequence, 1-periodicity of β yields
We notice that the curve c = (c j ) :
has vanishing symplectic area, due to (35). Thus, we can apply Theorem 5.4, getting a Lipschitz extension ϕ :
To construct the extension of Γ, we introduce the function
We have a(t) = A e 2πit and β(t) = z(e 2πit ) .
where z : S 1 −→ R is Lipschitz continuous. To achieve our claim, we have to find a Lipschitz function Z : D 2 −→ V 2 such that Z |S 1 = z T and the contact equations (37)
a.e. hold. In fact, if such a function Z exists, then Corollary 3.3 implies that
is Lipschitz continuous and
for a suitable geometric constant only depending on the fixed norm in h n and the homogeneous distance in H n . Furthermore, Φ |S 1 = Γ and Corolary 5.5 yields another geometric constant κ such that
The curve Γ : S 1 −→ H n is Lipschitz, then t −→ Γ(t) is Lipschitz and a.e. Pdifferentiable, due to Theorem 2.11. Let t ∈ [0, 1] be a P-differentiability point. It follows that lim h→0 |e 2πih − 1| |h| ρ Γ(e 2πi(t+h) ), Γ(e 2πit ) |e 2πi(t+h) − e 2πit | = 2π ρ expȧ(t) ≤ Lip(Γ) .
Then we have a constant C 0 , depending on ρ such that (39) α L ∞ (0,1) ≤ C 0 Lip(Γ) .
Let p, q ∈ S 1 be two distinct points. Then they can be represented as p = e 2πiθ and q = e 2πi(θ+σ) , where 0 < σ ≤ 1/2. We have Notice that in the previous difference, the second order derivatives cancel. Furthermore, ω ϕ converges to zero in L 1 (B 1−δ ) as ε → 0 + for arbitrary 0 < δ < 1. It is also easy to observe that g ε a.e. converges to f and it is uniformly bounded with respect to ε in the L ∞ norm. These conditions yield ∇ 1 f 2 − ∇ 2 f 1 = 0 in the distributional sense.
As a consequence, setting f [a,ȧ] =ḃ, it follows that b =b. This shows that Φ |S 1 = Γ and leads us to the conclusion. 2
