Transfer learning accelerates the development of new models (Student Models). It applies relevant knowledge from a pre-trained model (Teacher Model) to the new ones with a small amount of training data, yet without affecting the model accuracy. However, these Teacher Models are normally open in order to facilitate sharing and reuse, which creates an attack plane in transfer learning systems. Among others, recent emerging attacks demonstrate that adversarial inputs can be built with negligible perturbations to the normal inputs. Such inputs can mimic the internal features of the student models directly based on the knowledge of the Teacher Models and cause misclassification in final predictions.
INTRODUCTION
Transfer learning is widely applied in the development of machine learning systems and promoted through many commercialised machine learning services, e.g., Google Cloud AI [9] . With less training data and computation resources, new models (Student Models) can be developed through transferring relevant knowledge (i.e., copying and slightly tuning training network structures and parameters) from a pre-trained model (Teacher Model) on a similar task [18] . In a typical deep learning task, when the scale of the networks blows up, the amount of the training data for obtaining high accuracy models also increases. However, the large training datasets are often hard to collect in practice, and developing large models is time-consuming. For example, the InceptionV3 classifier training on ImageNet [5] with 1.2 million images requires more than 2 weeks using 8 GPU [30] . By contrast, in transfer learning, a quality Student Model recognising publics faces can be developed from a Teacher Model with only several hundred training images in minutes [18, 33] .
The reuse of the models also introduces vulnerability to the newly learned Student models [12, 33, 35] . Although the Student Models are often proprietary and hidden as a black-box, the corresponding Teacher Models which contain similar knowledge are hosted on public platforms for wide adoption. Therefore, the attackers can gain both the training network structures and parameters from the Teacher Models, and easily apply adapted black-box attacks to the resulting Student Models. Among others, recent emerging attacks proposed in [33] show that attackers can imitate the internal features of the target inputs, and the similar internal representations will lead to the same prediction from two different source inputs. Accordingly, two types of misclassification attacks are instantiated, i.e., targeted attacks and non-targeted attacks. The former attacks can generate adversarial inputs which can be identified to a target class, while the latter ones can misclassify the inputs to any other classes. The above attacks demonstrate strong transferability, even the structures and parameters of the Student Models are modified. To our best knowledge, they are the most effective and efficient attacks with limited knowledge on the Student Model. Note that other existing general attacks [2, 8, 17, 19, 20, 25, 29] either fail to maintain the performance due to the modification of the model [8, 17, 25, 29, 33] or require extra queries to the targeted model or knowledge about the training data [2, 19, 20, 33] .
In the literature, few methods can effectively defend against these misclassification attacks. Most of the existing defences against adversarial examples are not suitable in transfer learning. Some of them like adversarial detection [6] loss their abilities since the new model structures and weights are modified, while others like adversarial training [14, 31] are general defence methods which are not optimized for transfer learning. The original attack paper [33] provides two basic defences, i.e., Randomizing Input via Dropout and Injecting Neuron Distances. Unfortunately, these two approaches are either of limited model accuracy or time-consuming. Besides, they both fall short of addressing non-targeted attacks. Detailed comparisons can be found later in Section 6.
In this paper, we aim to design effective mechanisms to defend against the most advanced misclassification attacks to transfer learning [33] in the current literature. Our goal is to improve the trained models to classify or reject the adversarial inputs while maintaining the model accuracy. To successfully classify the adversarial inputs, we build a dedicated classifier called differentiator which can correctly classify between two classes in an attack pair of a targeted attack (misclassifying a source input from one class to a target input from another class). Such a differentiator developed by network pruning and high distilling has strong robustness defending against the adversarial inputs. Meanwhile, we apply iterative retaining to preserve its classification accuracy. For the non-targeted attacks, we develop an ensemble structure of the differentiators to classify or reject the adversarial inputs of random attack pairs. The ensemble models consist of differentiators corresponding to every potential attack pair, which vote for the final prediction. The contributions of our work are summarized as follows:
• We implement our defence to two transfer learning applications including Face Recognition and Traffic Sign Recognition. It is shown that the models applying our design are robust to the adversarial images generated by the misclassification attacks. • We design distilled differentiators to defend against adversarial inputs for the targeted attacks. We utilise activation pruning to effectively remove the impact from adversaries while maintaining the accuracy of the classification. During the pruning, we apply adapted ratios considering the different feature representations for the early and later layers. Particularly, we prune via filter rather than connectivity for the convolutional layers to fully distill the models. In addition, in order to preserve the classification accuracy within a proper range after pruning, we build the models through iterative retraining. For defending against the non-targeted misclassification attacks, we propose an ensemble structure of these differentiators.
• We evaluate our design on the defence rate, model accuracy, and the efficiency of the model development. It achieves over 90% defence rates for both the targeted and non-targeted attacks in the above two different applications and keeps the model accuracy over 97% which is slightly lower than 99% for the original models. From the detailed comparison, particularly for the non-targeted attacks, our defence rate (∼90%) is much higher than the rates (∼20%) of prior arts proposed in [33] .
The rest of our paper is organized as follows. Section 2 introduces related work on attacks and defences of machine learning and transfer learning systems. Section 3 provides the background knowledge of transfer learning and network pruning which is used in our design. Section 4 states the attack model and the evaluation strategy of our defence. Section 5 presents our defence design in details. Section 6 shows the experimental results of our defence and the comparisons among our design to others. Section 7 discusses effectiveness of our design in broader scenarios. Section 8 gives a conclusion and future directions.
RELATED WORK
Attacks on machine learning systems: There are several prior studies about attacking the machine learning system. One of the popular approaches is to build adversarial inputs. These inputs have unnoticeable differences from the normal inputs but can cause misclassification. Goodfellow et al. devise a fast algorithm, called Fast Gradient Sign Method (FGSM), to generate these adversarial inputs [8] . For example, in image recognition systems, they add small perturbations along the direction of the sign of gradient for every pixel in an original clean image input. After that, Sabour et al. propose to build the adversarial inputs through minimizing the internal feature distances between the original and target inputs [25] , and Seyed-Mohsen et al. propose to add perturbations through finding the smallest distance between the original inputs and the classification boundaries [17] . Recently, Su et al. design an attack that only modifies one pixel to generate the adversarial images [29] .
However, these attacks are less effective in transfer learning systems. The structure of the last layer and the weights of several layers in the Student Model can be modified according to Student Model tasks in different applications. As a result, white box attacks based on this knowledge from the Teacher Models lose their performance when targeting at the Student Model. For those black-box attacks directly targeting at the Student Models, they rely on building reasonable surrogate models using extra information, for example, part of the training dataset or other dataset with a similar distribution. These assume stronger attacker access [4, 19] or require a large number of queries [4, 20] which make them less deployable and unnoticeable.
How to attack a transfer learning system is also investigated in the literature. Ji et al. demonstrate attacks that can generate adversarial models to attack the transfer learning systems during their development periods [12] . Wang et al. represent an effective attack to generate adversarial inputs for both targeted and non-targeted attacks to the transfer learning system [33] . Comparing these two different approaches, it is easier for the attackers in practice to use adversarial inputs than generating adversarial models during system development [7] . Therefore, in this paper, we focus on how to defend against the practical misclassification attacks proposed in [33] . Defences against adversarial machine learning: Defence approaches are explored heavily in prior researches. There are three major approaches to make machine learning systems more robust. The first approach is called adversarial training, which adds adversarial images to the training datasets during system development. Kurakin et al. show that adversarial training can make the system more robust to the adversarial inputs generated by one step without doing iterations [14] . Tramèr et al. demonstrate an ensemble adversarial training strategy to improve the robustness of adversarial training models [31] . The second approach prepossess the inputs before they are sent to the classifiers. Bendale et al. propose to add an extra layer, called OpenMax, to reject adversarial inputs before they are fed into the original models [3] . Abbasi et al. come out with an ensemble structure consisting of multiple specialists which can correctly classify or reject the adversarial inputs [1] . Feinman et al. propose to detect the adversarial inputs by comparing the distribution of Bayesian uncertainty for a model trained with dropout [6] . The third approach is to prune the networks to defend against the adversarial inputs. Liu et al. develop a strong defence against backdoor attacks by pruning and fine-tuning the neural networks [16] . However, these defences designed for normal machine learning system are less effective for the transfer learning attacks. Since the structures and other parameters are changed during the development of the Student Models, the defences based on the knowledge of the original models fail to defend for the new Student Models. Meanwhile, other defences such as adversarial training and dropout affect the model accuracy which is not applicable to sensitive applications.
We have not found effective yet efficient methods of defending the transfer learning attacks. Wang et al. suggest two basic approaches which either suffer from accuracy loss or expensive cost [33] . One is called Randomizing Input via Dropout. It applies dropout for the input layer of the Models. Several pixels of the input images are randomly dropped before they are sent to the classifier, which affects the model accuracy as mentioned. Another defence introduced by Wang et al. is Injecting Neuron Distances. The key idea of this approach is to increase the dissimilarities of the internal features at a certain (attack) layer by retaining the Student Models. The dissimilarities can make attacks less effective in transfer learning. However, applying this approach, the parameters of the whole models should be retrained and updated iteratively, which increases the computation costs of development and reduces the benefits of transfer learning. In addition, the non-targeted attacks are still effective to both above approaches.
Our design employs advanced approaches which overcome the limitations of these two methods. The classification accuracy of the models with our defence maintains via iteration pruning and retraining. For the non-targeted attacks, our design achieves much better performance than prior work in [33] through developing a customized ensemble structure. Detail comparison results among our design and these two methods are shown in the experimental results in Section 6. 
BACKGROUND
Transfer learning: Transfer learning is proposed to learn knowledge from a pre-trained model [18] . The new model for one task can be developed based on both weights and architectures of the layers from a well-trained model for other similar tasks. It can be built by fine-tuning the parameters to fit its own task using its own dataset. When applying the transfer learning, in the first step, the Student Model will copy both architecture and weights from the Teacher Model. After that, the last layer of the Student Model will be changed to fit the new different task. In the second step, the Student Model will be tuned based on the similarity of two tasks. One common methodology is to freeze different layers and retrain the rest of them as shown in Figure 1 .
In particular, there are three approaches for realisation [33] . Deep-layer Feature Extractor: only the last layer is retrained using datasets for Student Model tasks. This is suitable when the tasks of Student Models are very similar to the tasks of Teacher Models. Mid-layer Feature Extractor: some of the layers are unfrozen and retrained using datasets for Student Model tasks. Full Model Fine-tuning: All of the layers are unfrozen and tuned. This suits for the Teacher and Student Model pairs with large differences. Network Pruning: Network pruning aims to prune a dense neural network to a phase network. It is originally designed to improve the efficiency of both running and storing machine learning models. According to prior work [10, 32] , most of the model structures have redundant neurons and connectives. These connectives contribute few during the classification tasks. Pruning these non-significant components can still maintain the model accuracy if we perform iteration pruning and training [10] . Figure 2 overviews the pruning over a two-layer neural network.
There are two approaches to conduct pruning. Pruning via weights [10] : this approach prunes the weights with small absolute values. The weights in neural networks will directly contribute to the final outcomes. For a small absolute value closed to zero, it is expected to contribute less for the predictions and be a non-significant component. This is a simple and direct way for pruning. Pruning via activation [24] : This approach prunes the components with small activation. Rather than only considering the weights, the inputs of the layers can also affect the final outcomes. The activation evaluates how the weights are activated by the expected inputs [24] . By considering both weights and expected inputs, this method is more comprehensive.
For large neural networks with convolution layers, the internal features are generated by the convolution matrix also called kernel or filter. Li et al. raise that it is the whole filter rather than separated connectives that should be pruned when pruning the convolution layer [15] . Considering the pruning components, there are also two approaches for pruning. Pruning the connectives: The connectives with fewer weights or less activation can be pruned. Pruning the filters: The filters with small average weights or less overall activation are pruned.
PROBLEM DEFINITION 4.1 Attack Assumption
In this paper, we target the most advanced misclassification attacks in transfer learning [33] and follow their assumptions. White-box Teacher Model: We first assume that the attackers have full access to the Teacher Model. This is realistic because most of the well-trained models are publicly available. The attackers can pretend to be one of the Students so that they can know both the weights and the architecture of the Teacher Models. We also assume that the attackers can find the corresponding Teacher Model when they are targeting at a Student Model. This Teacher Model fingerprinting method is introduced in [33] . Black-box Student Model: On the other hand, the attackers are assumed to have no access to the Student Models. Namely, the Student Model is considered as a black box. We assume that neither the model parameters (including the weights and the architecture) nor the training dataset for Student Models is accessible to the attackers. In real situations, this information which may include sensitive and private data is normally considered proprietary to Student Model owners. Besides, we assume that the attackers can only use limited queries to the implemented Student Models, which makes them hard to reproduce the shadow models. Remark: In this paper, we do not consider the case where the Student Models are reproduced or leaked. If the attackers can directly gain enough information from the Student Models rather than from the Teacher Models, the implementation of the attacks will not be impacted by the transfer learning method. Namely, this case will become a generic attack and defence problem in machine learning. Nevertheless, We also consider relaxing the assumption about the attacker's knowledge of the defence implementation according to a guiding principle proposed in [4] , which suggests that the adversaries have knowledge of the defense algorithm. More detailed discussions can be found in Section 7. 
Attack Overview
In Section 2, we introduce several prior attacks against machine learning systems. However, most of these attacks fail to maintain their performance in the transfer learning system, especially for the targeted attacks. These attacks are based on the analysis of the decision boundary which is strongly correlated to the classification layer, while the classification layers in the Student Models are rebuilt or modified to fit their new classification scenarios. The difference of the weights and structure considerably reduce the effectiveness of these ordinary attacks. As a result, our work focuses more on the attacks specifically targeting at transfer learning system while the most effective and easily deployable attacks in the current literature are the targeted and non-targeted misclassification attacks proposed by Wang et al. [33] . The attacks can generate adversarial images with negligible perturbations to the input images to cause misclassification for the Student Models. Targeted Attacks: Figure 3 depicts the idea of how the misclassification attacks work. The key insight is that the attacks can make the internal features of a certain layer output in Teacher Models for two different input images being very similar. We refer to this certain layer as attack layer. For a target transfer learning system, the attackers expect a carefully chosen layer where the layers before it may be frozen or just be slightly tuned during the development of the Student Models. In this case, the internal features of the attack layer outputs can still be similar in the Student Models. Since the models are feedforward networks, the output of each layer will only depend on the preceding output. Once two internal features of the output from the attack layer are close enough, the outputs for the rest of the layers are likely to be very similar even they are retrained. Such similarity will be maintained to the final prediction. As a result, the misclassification takes place since two inputs with different labels have a similar prediction. For realisation, it can be translated into an optimized problem which minimizes the distance for the internal outputs by limited perturbations. More details can be found in Appendix A. Non-targeted Attacks: A non-targeted attack is applied by evaluating multiple adversarial images for different targeted attacks and choosing the one with the smallest internal feature dissimilarity. According to [33] , a subset including five supposed targeted attack images is sufficient to find an adversarial image that has a high probability to attack the models successfully.
In both attacks, since the attackers do not know the transfer learning approaches or the cutoff layers for building the Student Models. The attackers will attack each layer of the Student Models to find the optimal layers and generate the final adversarial images.
Defence Definition and Evaluation
Our goal is to develop a defence approach to address the attack models described above. Considering the real application scenarios for the defenders, several assumptions are made. Since robust machine learning systems against the adversarial inputs are desired for users, the development of our defence can be fully supported by the customers owning the Student Models. Naturally, the defenders are assumed to have access to the parameters and structures of the Student Models as well as the training data. They are also assumed to be able to modify the Student Models and make them more robust to the adversarial images.
For the targeted attacks, the defenders are assumed to know what will be the source images class as well as the target images class. In the real case, there are several evident goals for the attackers. Some sensitive goals or attack pairs with high value are attracted. For example, attackers prefer to misclassify the red light to the green in a traffic light recognition system. These attack goals are also clear to the defenders, which corresponds to our assumption. For the non-targeted attacks, we assume the defenders have no information about what will be the source image class and the target image class. Unlike the situations for the targeted attacks, the attackers plan to cause general misclassification rather than a specific one, where the defenders do not know the exact attack pairs. This assumption can also be referred as the approach building the adversarial inputs of the non-targeted attacks with randomly chosen attack pairs.
In particular, the defence will be evaluated in terms of both efficiency and effectiveness as follows: Classification accuracy: The models with our defence should be able to successfully classify the clean images. These models should restrain the decrease of accuracy on clean inputs within 5% compared to the original models. Defence success rate: Our defence expects to classify most of the adversarial inputs. Even for the adversarial inputs which are hard to be successfully classified, it should still be able to identify them from clean inputs and reject them in high confidence. Namely, the defence success rate is expected to be as high as possible. Time consuming: As one of the motivations of transfer learning is to save cost for large scale learning tasks, our defence is expected to use fewer computation resources compared to others while introducing an acceptable time cost. Our defence is also expected to be scalable for the large Teacher Models, because transfer learning will be widely adopted when the Teacher Models become large and complex.
DEFENCE DESIGN 5.1 Defence Overview
We first give an intuition of our defence against the misclassification attacks introduced above. The misclassification happens when the classifiers fail to find the true decision boundaries among different classes. To understand the underlying reason, we review the training procedure. During training periods, the models are trained to find these decision boundaries which help the models successfully classify the inputs. Ideally, after training, the decision boundaries should be the same as the true ones. But there will be error areas between them in practice. Most of the adversarial inputs are built to locate at these error areas. If the models with refined decision boundaries can be built, the error areas will decrease and thus make the adversarial inputs hard to fool the classifiers.
Differentiator for Targeted Attacks.
Following the above observation, we first focus on the targeted attacks, which happen as the misclassification between a source class and a target class.
To avoid the misclassification, a distilled differentiator that only classifies between these two classes can be designed. It can be very specific and only focus on classifying two classes. The influence of other classes can be minimized during its development. Therefore, it can find a refined boundary closer to the true decision boundary which decreases the attack success rates of the adversarial inputs. The intuition of building the differentiators is to distill these classifiers. Distillation via Pruning: From a network-viewpoint, the decision boundary is built by the connectivity of the model network while some of the connectivity is redundant for a specific classification task. During the clean input classification, no all the connectivity is active. For an adversarial input, there is also active connectivity while it is different from the clean one for achieving misclassification. A distilled model with only the clean input activated connectivity can stop the adversaries from utilising the clean input inactivated connectivity and drive the model only focus on classifying the clean inputs. A commonly-adopted way of the classifier distillation is to prune their networks [11, 21] . Figure 4 shows the idea about using pruning to build a distilled classifier defending against the adversarial inputs. After pruning, since most of the clean input activated connectivity remains, the classification for the clean inputs can maintain their accuracy. However, most of the previous adversarial input activated connectivity is pruned which reduces the effectiveness of the attacks, so the model is more robust to these adversarial inputs. Two-class differentiators: To build the classifiers with better classification boundaries, our intuition is that the dedicated two-class differentiators have better performance. The networks for more diversified classification tasks activate more connectivity which may be exploited by the adversaries. Meanwhile, for a classification problem with fewer classes, the activated connectives may cover fewer components in the network. Therefore, the more dedicated classifiers which have pruned more insignificant components are more robust to the adversarial inputs. In our design, we build differentiators for classifying only two classes as a default setting.
Ensemble
Structure for Non-targeted Attacks. As introduced before, each non-targeted attack is chosen from several targeted attacks. Therefore, the same approach as the targeted attacks can be adapted but with an ensemble structure. The ensemble structure consists of differentiators corresponding to every attack pair. To ensure the robustness of the ensemble of models, every differentiator should be built to have strong defence ability. These differentiators can successfully classify the adversarial inputs generated as the corresponding attack pairs. Since the defenders do not know which attack pair will be applied as the non-targeted attacks, all the possible attack pairs should be taken into consideration. Therefore, we combine all the differentiators corresponding to each attack pair to make sure that at least one of them can successfully classify the adversarial inputs. Considering an adversarial input generating from a source class targeting at a target class, any differentiators whose corresponding attack pair includes the source class can successfully classify the adversarial inputs. By applying such an ensemble structure, we can make sure that several numbers of the differentiators can successfully classify the inputs. With a standard voting strategy, the ensemble of models can have a reliable final prediction.
Defence Implementation
This section introduces the technical details of our proposed defence implementation. Specifically, we will elaborate on how to develop the differentiators and then the ensemble structure.
Distilled Differentiator Implementation for Targeted Attacks.
To address the targeted attacks, we design distilled classifiers called differentiators which is robust to the specific targeted attack pairs. Each differentiator can identify between two labels and it is hard for the corresponding adversarial inputs to fool them. Algorithm 1 shows how to build the distilled differentiators. For a K classes classification problem,
differentiators are built to cover all possible attack pairs. Each differentiator is trained by two datasets only including the class data of the attack pair. Our design applies the general transfer learning method to build the differentiators. As introduced in Section 3, parts of the layers copied from the Teacher Model are frozen, and the rest of them will be retrained by the datasets for the differentiator's tasks. After that, these differentiators are distilled via pruning each layer and we prune the differentiators as followed. Activation Pruning We use activation pruning which has been demonstrated more comprehensive by considering the effect of both inputs and models parameters. In our design, the differentiators are expected to only focus on classifying between the two classes of the attacks pairs to preserve a better defence performance. By applying activation pruning, the inactivated and less activated connectives, which do not affect the prediction of the normal inputs but could be leveraged by the adversarial inputs, can be removed. As a result, it astricts the adversaries to imitate the features of the target images, which reduces the attack effectiveness.
Algorithm 1 Differentiator Generator
Input: D i , D j , two training datasets for the differentiator; S t eacher , the Teacher Model of the transfer learning task. activation, the activation of the two class for Teacher Model. Output: A distilled differentiator S. for each layer in S t eacher do 3: if layer is convolution layer then 4:
Prune non-significant filter in layer based on activation 5: if layer is full-connected layer then 6: Prune non-significant connectives in layer based on activation 7:
S student ← Trains f erLearinд(D i , D j , S t eacher ) 8: for i = 1 to IterationTimes do 9: for each U n f rozenLayer in S student do 10:
Prune non-significant connectives in U n f rozenLayer based on activation 11: S student ← FineTuninд(S student ) 12: return S student Pruning via Ratio Our design prunes the models via ratio rather than via threshold values. According to our experiments, the values of the activation can be entirely different for each differentiator. If the models are pruned via absolute values, values with huge distinction should be chosen for differentiators in various tasks to have a better performance. On the contrary, the pruning ratio can be limited in a small range which expedites our defence developments. Therefore, we prune the network via ratio. Different Ratio for Different Layers In our defence, different pruning rates are chosen for different layers in each differentiator. According to previous work [15] , each layer has a different sensitivity corresponding to the final model accuracy. Our experiments show that their sensitivities to defence performance are also different. Therefore, it is necessary to choose a proper pruning rate for each layer to gain better performance. In our design, we conduct empirical studies to choose the pruning rate, which will be discussed in Section 6. Filters and Connectives To distill the differentiators better, we apply diverse strategies for different types of layers. For the fullconnected layers, we prune every single connectivity evaluating their activation. For the convolution layers, we prune the filters consisted of correlative connectives. While [15] shows that pruning the filters in the convolution layers makes the networks more efficient, we find it also improves the defence. Pruning via filter can remove a whole batch of correlative insignificant connectives without omission. Therefore, it can fully remove the negative effect from irrelevant components. Independent Pruning We prune each layer separately, where the pruning for each layer is not affected by the others. By pruning each layer independently, every layer can be pruned in parallel which makes our pruning more efficient. The activation of each class for activation pruning are calculated once and reused when developing other differentiators.
According to the above configurations, we first prune the nonsignificant filters in the convolution layers via activation. Then, we apply connectivity pruning for the full-connected layers via activation as well and a distilled differentiator can be built. Iteration Pruning and Retraining: To preserve accuracy, we propose to retrain and prune the models iteratively. As directly pruning the networks will harm the accuracy of the models, the classifiers can regain accuracy by performing iteration pruning and retraining the whole models [10] . In order to limit the computation cost, we apply the iteration pruning and retraining only for the unfrozen layers.
And the final differentiator is built with acceptable accuracy and robustness to adversarial inputs.
Ensemble
Structure for Non-targeted Attacks. To address the non-targeted attacks, we design an ensemble structure of differentiators. Given an input, it is identified by every differentiator and the final prediction is based on the voting among them. The construction of the ensemble models and their voting mechanism are present as followed. Ensemble Construction At least one differentiator should be guaranteed to predict the correct result. Therefore, all differentiators for each attack pairs are included in the whole ensemble models in our design. Considering a classification problem with K classes, we assume any combinations of classes pairs are possible to be attack pairs. In this case, there are K(K − 1) possible attack pairs (c s , c t ), where each of them corresponds to a differentiator. Two reversed attack pairs (c i , c j ) and (c j , c i ) share the same differentiator. As a result, K (K −1) 2 differentiators can be built. Each of them is trained by the steps described above using their corresponding training subsets. They are expected to maintain high accuracy for classifying the clean inputs and be robust to the adversarial inputs according to the design goals of the differentiators. For any clean inputs, there will always be K − 1 differentiators which can correctly classify the inputs. For any adversarial inputs, since all combinations of the attack pairs are also considered, there will always be at least one differentiator which is designed to classify the inputs correctly. In conclusion, there will always be at least one differentiator which can provide a correct result. Voting Mechanism Then, a proper voting strategy is designed to make sure that the correct result wins the voting. Assuming the inputs do not fool any of the differentiators, a standard approach is equally voting for every differentiator. The detailed strategy is described in Algorithm B in Appendix. The inputs will be identified by all of the differentiators to get the final predictions where all these predictions will be counted. Based on our structure, the maximum number of differentiators voting to the same class is K − 1. If K − 1 differentiators have the same prediction, it is considered to be the final outcome. If the maximum number of the differentiators voting to the same class is less than K − 1, it is considered that even the differentiators are fooled by the adversarial inputs. As seen, the inputs will be rejected for this case. According to our experiments, it is a rare event. Figure 5 illustrates an example of the above progress. Given an input image with source class 1, it will be identified by all differentiators. In our example, K − 1 of them correctly classify this input and agree to vote to class 1. Assuming all classifiers work properly, the number of other prediction results will always be less than K −1. Thus, the winner of the simple equal voting strategy is the correct prediction.
Note that, for equal voting, the winner should gain K − 1 votes which is the maximum number any predictions can gain. Meanwhile, it is possible for one of the losers gaining K − 2 votes which is just slightly smaller than the winner. Therefore, the final reliability of our design strongly relies on that all differentiators work correctly. In our design, the differentiators are planned to be credible and the experimental results show that all the differentiators are faithful. For other erratic systems, our design can be improved by assigning different weights for each differentiator. The voting weights can be decided based on the frequency of attack pairs taking place in practice. It is considered as future work of our design. Efficiency Improvement: While our design achieves much better performance in the non-targeted attacks compared to prior methods, the ensemble structure increases the developing costs. To improve the efficiency of our design, one may reduce the number of models by combining several differentiators as a multiple attack pair classifier. We apply optimization, and the detail results are shown in Appendix C. Our experiments show that, when preserving the classification accuracy, the defence rates of the differentiators combining three attack pairs are slightly reduced. As a result, while increasing the efficiency of development, the defence abilities can not be preserved. It is desired to carefully balance the trade off between the development cost and the defence performance. We leave this optimisation as our future work.
EXPERIMENTAL RESULTS
This section shows the comprehensive experimental results of our design. We demonstrate that our design can defend against the targeted and non-targeted misclassification attacks in transfer learning. We evaluate our defence in both accuracy and defence success rates for transfer learning applications under various parameter settings. We also evaluate another popular attack in ordinary machine learning system called FGSM. And we show that these attacks are less effective in transfer learning system and fail to attack our design.
6.1 Experimental Setup 6.1.1 Teacher and Student Models Selection. To evaluate our defence, we apply the misclassification attacks to two popular transfer learning tasks: (1) Face Recognition(recognising five public people in a dataset called PubFig [23] ), and (2)Traffic Sign Recognition(recognising five traffic signs in a dataset called GTSRB [27] ). Face Recognition: The task is to classify several human faces. And it is a common task used to evaluate both the attacks and defences. The Teacher Model is a popular pre-trained model, called VGG-Face [22] which is already well trained to classify 2622 faces with an accuracy of over 90%. The Student Model will be trained to classify five public people chosen from PubFig dataset [13] with only 647 images. Traffic Sign Recognition: Another task is to classify different traffic signs for an auto-driving system. The Teacher Model is a normal VGG16 model [26] trained via ImageNet dataset with 14 million images to recognised 1000 classes items. The top-5 test accuracy of this pre-trained model is about 92.7%. The training data for the Student Model comes from the GTSRB dataset [28] which has more than 50,000 images of about 40 classes traffic signs. Our task aims to recognise five different traffic signs with only 214 images.
These two tasks both use popular pre-trained models as the Teacher Models, which are trained with a large amount of data, while the training datasets for the Student Models are limited to simulate the general transfer learning applications. The classification tasks are chosen to classify only five classes. According to our experiments, the misclassification attacks are more powerful when attacking the models classifying fewer labels. Our design is shown to be effective for a broader range of applications even the attacks are much stronger.
Transfer Method Selection.
In our experiments, two different transfer learning methods are applied for the two tasks above. As we introduced in Section 3, there are three approaches for applying transfer learning: Deep-layer Feature Extractor, Mid-layer Feature Extractor, and Full Model Fine-tuning. According to previous work [33] , the transfer learning misclassification attacks are less effective for the Student Models developed using Full Model Fine-tuning. Therefore, only the applications for the former two approaches are evaluated in our experiments. For the first tasks, both the Teacher Model and the Student Model focus on face recognition. Therefore, the transfer learning system can be applied in a direct and simple way. The Deep-layer Feature Extractor is built for the Face Recognition. For the second task, the Teacher Model is classifying general objects, while the Student Model focuses on traffic signs. Therefore, the Mid-layer Feature Extractor is used in this task. The cutoff layer is chosen to be layer 10 out of 16 for VGG16 Model when developing the Student Model to maintain the accuracy.
Attack Setup.
In our experiments, we generate 1000 adversarial images following the same steps as [33] as given in Appendix A for both the target and non-target attacks which are sufficient to evaluate our defence. Attack Pairs: Both the source and target images are randomly chosen from the test dataset, and they are all not used for training the Student Model. This treatment matches to the assumption that the Student Model is black-box and the attackers cannot get the training data. For the targeted attacks, we randomly choose 10 source and target pairs to generate 1000 adversarial images. For the non-targeted attacks, we also randomly choose 10 source images.
For each of them, we randomly choose 5 target images with different classes. After that, we evaluate the distance between the internal feature vectors of the adversarial and target images. The source and target pair with the smallest distance will be chosen to generate the final adversarial images of the non-targeted attacks. We generate 1000 adversarial images as well. Attack Configuration: The adversarial images are generated targeting at different attack layers. The optimal attack layer which has the highest attack success rate will be considered to be the final attack layer. The perturbation budget of the adversarial images is 0.003 for Face Recognition task and 0.01 for Traffic Sign Recognition task. These two perturbations are significantly small compared to the original work [33] . The optimizer for the adversarial sample generator is Adadelta. The optimized problem of the adversarial images generation uses 2000 for the iteration times and 1 for the learning rate.
Evaluation for Our defence
We evaluate our design by comparing the robustness of the systems with and without our design. We also compare our design with other defences to demonstrate the advantages.
Comparison between Models with and without our defence.
Firstly, we compare the performance for the Student Models with the defence and the original Student Models without any defence. The results confirm that models with our method can defend most of the misclassification attacks and maintain acceptable accuracy for clean samples.
Our experiment results illustrate the attack success rates of the Student Models for both Face Recognition and Traffic Sign Recognition with and without our defence. We also evaluate another attacks called FGSM targeting at ordinary machine learning system. The results show that they are less effective for transfer learning system where the attack success rate drops from almost 100% to about 27% and is much lower (almost 0%) while targeting at models with our design. For the attack configurations, the perturbation budget is fixed to be 0.003 for the adversarial images of the Face Recognition task, and 0.01 for the Traffic Signs Recognition as mentioned. For the defence setup, the iteration number is fixed to be 5. The pruning ratios for different layers in each differentiator are empirically chosen to be different. Our defence reduces the attacks success rates from 100% and 97% for the unguarded Face Recognition and Traffic Sign Recognition model to 1% and 2% for the targeted attacks, and 4% and 10% for the non-targeted attacks. Impact of Attack Layers: We evaluate our defence by applying attacks aiming at different layers. Since the attackers do not know which transfer method is used for the development of the Student Models, they generate small sets of adversarial images targeting several layers to find the optimal attack layer. Our design is expected to defence against the attacks aiming at all layers. For Deep-layer Feature Extractor, based on the experience of prior work [33] , the optimal attack layer is at the last frozen layer. In Figure 6a , our defence is quite effective. For the original Student Model without our defence, the success rates for the attack aiming at the last layer are almost 100% for both the targeted and non-targeted attacks. After applying our design, the attack success rate drops to 1% for the targeted attacks and 4% for the non-targeted attacks. Figure 6b shows the relationship between the attack layers and the attack success rates with and without the defence for the Traffic Signs Recognition. It can be seen that the attack success rates targeting at different layers keep small, where most of them are less than 5%. Unlike the unguarded models which have an obvious attack success rate increase when the attack layers close to the optimal layer, the variation tendency for our design is flat. It is difficult for the attackers to find the optimal layer with a small set of adversarial images. In addition, even when the attackers successfully find the optimal attack layer, the attack success rates are still limited below 10%. Impact of the Perturbation Budget: In practice, the attack configurations such as the perturbations added to the inputs are various. A larger perturbation budget makes the adversarial inputs stronger to fool the classifiers. In order to justify the ability of our defence in different situations, we also evaluate our design for different perturbation budgets. Figure 7 shows the relationships between perturbation budgets and the attack successful rates for both Face Recognition and Traffic Sign Recognition. For these adversarial images, we choose the optimal attack layers which have the highest attack success rates as shown in Figures 6. According to the results, our design is robust to the perturbation. For the Face Recognition, when the perturbation budgets are in the range of 0.0005 and 0.004, the attack success rate targeting unguarded models increases to almost 1. And for a larger perturbation budget, the attack success rate increases observably. For the Traffic Signs Recognition, the attack is effective when the perturbation budget is larger than 0.01. On the contrary, the models with our defence are more robust to the perturbation variation. In the test region, the attack success rates are all less than 10%. Impact of Iteration Number: The models applying our design can still maintain the acceptable accuracy after several iteration periods. Some defence approaches may affect the performance of classification. As introduced in Section 5, the original neural networks are pruned in our design. Previous studies [10, 24] show that pruning the neural network of classifiers will affect the model accuracy, while iteratively pruning and retraining can help the models regain their accuracy. In our design, the weights in the frozen layers are fixed, and thus the damage caused by the pruning cannot be recovered by retraining these layers. Our experiments show that the iteration pruning and retraining for only the unfrozen layers can still regain an acceptable model accuracy. In addition, the pruned models with more iteration numbers for pruning and retraining will lead to higher model accuracy. However, unlike the general network pruning which retrains the whole models, it is hard for our design to achieve the same or better accuracy compared to original models. Figure 8 illustrates the connection between the iteration times and the accuracy of the Student Models for both tasks. It can be found that the model accuracy for Face Recognition task increases to more than 90% after 2 iterations. For Traffic Signs Recognition, the accuracy is also over 90% after 4 iteration periods. As a result, with iteration pruning and retraining, the accuracy of the Student Models rises back to an acceptable value. Impact of the Pruning Ratio: Based on the current experiments, to achieve a high defence success rate and maintain proper accuracy at the same time, the pruning ratio for each layer for different differentiators should not be fixed. According to prior work [10] , the sensitivities for the selection of layers to the model accuracy are different. Therefore, it is necessary to choose a proper pruning ratio for each layer. In addition, for diverse differentiators aiming at varieties of attack pairs, the proportion of activating neurons are different. As a result, the pruning ratio should be adapted for each specific differentiator. Table 1 reports the accuracy and attack success rates for five differentiators under the same pruning ratio. From the results, some of the differentiators such as differentiator 4 loses its accuracy caused by excessive pruning. However, with the same pruning ratio, differentiator 2 maintains the accuracy while the attack success rate is high, which means that the network should be pruned further to defend against the adversarial inputs. Therefore, it is necessary to choose the pruning ratio for each differentiator properly to achieve a good performance in both accuracy and defence ability.
Comparison with Others
Defences. As introduced in Section 2, two basic defence approaches against transfer learning are introduced. They are Randomizing Input via Dropout and Injecting Neuron Distances. We further compare our design with these two defences. Comparison to Randomizing Input via Dropout: In Randomizing Input via Dropout, several random pixels of the input images are dropped to decrease the attack success rates of adversarial images. Although it can make the models more robust, the accuracy of the Student Models is severely affected. On the contrary, our design maintains much better accuracy of the Student Models. Table 2 reports the comparison between our defence and Randomizing Input via Dropout method. For Randomizing Input via Dropout method, the accuracy drops from 99% to 81% after the attacks being conducted. Our design still maintains the classification accuracy at about 98% by doing iteration pruning and retraining. Moreover, the defence rates of both targeted attacks and non-targeted attacks in our design are higher. Comparison to Injecting Neuron Distances: Another defence method is Injecting Neuron Distances. It retrained the whole Student model to increase the distances of the internal feature vectors at the cut-off layer for the inputs. Unlike the previous method, it maintains the model accuracy to some extent. However, the computation cost is much higher due to the iteratively retraining of the whole models. For our defence approach, only the unfrozen layers are retrained. It highly improves the efficiency of developing defence models. In the original attack work [33] , it takes about 2 hours for Injecting Neuron Distances to develop a robust model with 30.87% targeted attack success rate by using 1 GPU. In our work, it only takes less than 10 minutes to develop a differentiator aiming at specific attack pairs with 1% targeted attack success rate.
Furthermore, the ability of Injecting Neuron Distances defending against the non-targeted attacks is less effective. In our design, multiple Differentiators are trained for defending against multiple Table 2 : Performance Comparison between Different Defences targeted attacks or non-targeted attacks. Such treatment makes our models more robust to these attacks. Detailed comparison is shown as Table 2 . The attack success rate for the non-targeted attacks for Injecting Neuron Distances is about 86%; it is much higher than our design which is 4%.
DISCUSSION
Attack Efficiency with Known Defence Methodology: Based on the guidance principle discussed by Carlini et al. in [4] , where the defense algorithm might not be held secret, we enhance the knowledge of the attackers on the defence strategy. The attackers are assumed to know our defence strategies such as the activation pruning and ensemble structure. However, even with this knowledge, the attackers still cannot gain enough information about the weights and structure of the targeted models. The Student Models are developed by activation pruning, and thus the parameters and architectures of the models are strongly related to the private training data which is hidden to the attackers. Therefore, it is still hard for them to adopt effective attacks against these variable pruned models. The known defence methodology might be useful for a more powerful attacker with knowledge about the training data distribution. They could manage to build similar surrogate models via our defence strategy. To mitigate such advanced attackers, a possible approach is to introduce randomness to the differentiator pruning. It can make our design more flexible and robust to these attacks. We leave the detailed investigation as our future work.
Necessity of Combining Specialising and Pruning: In our design, the differentiators are built by considering two defence intuitions. Firstly, the models are devoted to classifying the small subsets of classes to be robust to adversaries. Secondly, the models are pruned to prevent interference by irrelevant network components which may be used by the attackers. In our design, both the concentration on fewer classes and the networks pruning are indispensable while only by combining the above two approaches, our defence can achieve a better defence performance. For the differentiators classifying fewer classes, there are also fewer active neurons and connections. The neurons and the connectives utilized by the adversarial inputs which are active for other label classification can be pruned without affecting the model accuracy. Therefore, the networks of the models can be fully pruned, which minimises the exploitation of the network components from the adversaries and reduces the effectiveness of the adversarial inputs.
CONCLUSION
In this paper, we describe and implement our defence against the misclassification attacks in the transfer learning system. We show that by activation pruning, the distilled differentiators which are robust to adversarial inputs can be built. We apply iteration pruning and retraining to maintain the classification accuracy. In addition, we design an ensemble structure to defend against the non-targeted attacks. Finally, we evaluate our defence by comparing it to several other methods. Our design is shown to be more effective and accessible to be implemented. Potential improvement of the ensemble structure is considered as a part of the future works.
A MISCLASSIFICATION ATTACKS IN TRANSFER LEARNING
The misclassification attacks in transfer learning are minimizing the distance for the internal outputs within perturbation budgets. To measure this perturbation, one simple way is to use L p distance which is a common measurement for vectors. In our design, it is used to measure the internal feature similarity. For the distance of inputs, Structural Dissimilarity(DSSIM) is used in our design. DSSIM is a distance matrix evaluating the structural similarity of images [34] . It evaluates the difference between two input images similar to human's criterion which is suit for the two image recognition applications in our experiments. Two kinds of attacks, the targeted and non-targeted attacks are applied to the classification systems. As we have introduced, 
The distance(measured by D(.)) between both internal feature H (.) at attack layer K, for the adversarial input x ′ s and the target inputs x t is minimized. The perturbations adding to source inputs x s is limited by the budget P (measured by distance function d(.)).
For the non-targeted attacks which evaluate multiple adversarial images for different targeted attacks and choose the one with the smallest internal feature dissimilarity, it can be an optimized problem as equation 2
B VOTING ALGORITHM
We design a proper voting strategy to make sure that the correct result among at least one of the differentiators wins the voting.
Algorithm 2 Voting Strategy
Input: input image x; S 1 , S 2 , ... S M K (K −1) 2
Specialists which can classify between every two classes for a classification problem of K classes, the outputs of these Specialists are labels from 1 to K. Output: final prediction y. y ← 0 ▷ there is no class 0, we define class 0 as rejection. 9: return y
C DIFFERENTIATOR AGAINST MULTIPLE ATTACK PAIRS
We combine several differentiators as a multiple attack pair differentiator to further reduce the development cost. It targets at defending the adversarial images built from more than one attack pairs. Table 3 reports the performance of these differentiators. As seen, combination of the differentiators reduces the defence performance. The attack success rate for the targeted attacks increases to 15.4% while for the non-targeted attacks it increases to 26.7%. Since the number of labels increases, more neurons are active during the classification. To maintain the accuracy, fewer neurons are pruned during the development of our defence. Meanwhile, this restraint on adversarial images is relieved. As a result, the defence ability of the design may be affected when multiple differentiators are combined to one.
