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We consider stochastic delay systems 
dx(t)=g(x(t-r))dW(t) 
driven by multi-dimensional Brownian motion K The diffusion coefficient g is 
smooth with a possible degeneracy at 0. For a large class of deterministic initial 
paths we show that the solution x(t) admits a smooth density with respect to 
Lebesgue measure. The proof is based on Malliavin calculus together with new 
probabilistic lower bounds on the solution x. 0 1991 Academic PESS, IDC. 
1. INTRODUCTION 
In recent years there has been a great deal of interest in the application 
of the Malliavin calculus to establish the existence of smooth densities for 
solutions of stochastic differential equations [6, 1, 10, 11,4, 51. Much of 
this work has focused on Ito diffusions of the form 
dx(t) = h(x(t)) dz + g(x(t)) dW(t), (1) 
where the coefficients h and g are smooth functions on Euclidean space and 
W is multi-dimensional Brownian motion. However, Kusuoka and Stroock 
[4] used the Malliavin calculus to give the first treatment of a much more 
general problem in which the coefficients h and g are allowed to depend on 
time and also on the whole history x(s), s d r, of the path x. Assuming that 
the matrix-valued function g is uniformly bounded away from zero, they 
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showed that x(t) admits a smooth density with respect to Lebesgue 
measure at every positive time t. The main difference between the ordinary 
diffusion equation and the one considered in [4] lies in the fact that in the 
latter case the current state x(t) is a non-Markov process, and so techni- 
ques from partial differential equations are no longer available. 
In this paper we apply the Malliavin calculus to study the regularity of 
the distribution of the solution x(t) to the stochastic (differential) delay 
equation (sdde): 
dx( t) = g(x( t - r)) dW( t), t>o 
x(t) = V(f)? --Y<t,<O. 
(11) 
In the above equation, ‘I: [ -r, 0] + Rd is a square integrable deterministic 
initial path and g is a Lipschitz map Rd-+ Rdxn into the space Rdxn of all 
d x n matrices. All spaces R”, R”, and lRdxn carry the Euclidean norm 1 .I. 
We assume that the time delay r is strictly positive; thus (II) may be inter- 
preted as either an It6 or a Stratonovich differential equation without 
changing the solution x [2]. The sdde (II) falls into the general class of 
sde’s considered by Kusuoka and Stroock [4]. Indeed the solution x of 
(II) is non-Markovian and hence (II) exhibits much of the complexity 
inherent in the larger class studied in [4]. However, in our more restricted 
setting we are able to prove that, for each t > 0, x(t) has a C” density 
under weaker hypotheses than those in [4]. In particular, our hypotheses 
allow g to become degenerate at 0 and so include the case when g is linear. 
Needless to say the latter case is not covered by the results in [4, cf. 
Corollary 3.93. 
More specifically, let Q denote the space of all continuous paths 
co: Iw+ +w, o(O) =O, with the topology of uniform convergence on 
compacta. Let P denote the Wiener measure on Q, F = Bore1 Q and e 
the o-algebra generated by all evaluations 
0 <u< t. Standard Brownian motion W: R+ x Q + R” is defined by 
lV(t, w) = w(t), t 2 0, o E 52. The sdde (II) is then defined on the complete 
filtered probability space (52, 9, ($)I> 0, P). Our main result in this paper 
is the following. 
THEOREM 1. In the sdde (II) let g: Rd+ Rdxn be a C” map with all 
derivatives globally bounded. Assume that there exist positive constants A, 6 
such that 
g(v) g(v)* 2 2 min(lv12, 6) Z (1) 
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for all u E Rd, where g(u)* denotes the transpose of g(u) and I the d x d iden- 
tity matrix. Suppose the delay r is strictly positive and the initial path 
~E[Im([-.r,0],[Wd)iss~chthat~~,Ir(s)l2ds>O.Defines,~[-r,0]by 
so :=sup S:SE[-r,O],j’ 
1 
In(u)l*du=O 
--r 1 
and let x: C-r, 00) x Q + Rd be the solution of the sdde (II). Then for each 
t > so + r the random variable x(t) has a distribution which is absolutely 
continuous with respect to d-dimensional Lebesgue measure and has a C” 
density. 
The following corollaries are simple consequences of the above theorem. 
COROLLARY 1. In addition to the assumptions of the theorem, suppose n 
is continuous and n( -r) # 0. Then for each t > 0, x(t) has a C” density with 
respect o Lebesgue measure on Rd. 
COROLLARY 2 (Kusuoka and Stroock [4, Corollary 3.93). Assume the 
conditions of the theorem and suppose further that there exists i > 0 such 
that g(u) g(u)* > /IZfor all v E Rd. Then, for each t > 0, x(t) has a C” density 
with respect o Lebesgue measure on Rd. 
The structure of the proof of the above theorem is as follows. In Sec- 
tion 2 we show that the solution map of the stochastic delay equation (II) 
lies in the domain of the number operator. This result actually follows from 
a general theorem of Kusuoka and Stroock [4, Lemma (2.9)]. However, 
using the fact that our sdde (II) can be solved for x by successive Ito 
integrations over steps of length r, we are able to give an especially simple 
inductive proof of it. In Section 3 we examine the Malliavin covariance 
matrix C(t) of the solution x(t) of (II). This matrix, which serves as a 
stochastic analogue of the square of the Jacobian, is the central object 
in Malliavin’s theory. A convenient integral representation for C(t) is 
obtained by using a stochastic extension technique developed by one of the 
authors in [ 1, Chap. 41. This part of the argument closely parallels the 
ordinary (i.e., non-delay) case. We then show in Section 4 that C(t) is 
almost surely non-degenerate and det C(t))’ lies in Lp(Q, R) for every 
integer p 2 1 and every t > r. Here the reasoning is quite different from that 
in the non-delay case where the required property of C(t) follows from the 
invertibility of the flow of the stochastic ode. In the sdde (II) the solution 
x(t) is non-Markovian and hence does not correspond to a stochastic flow 
on lRd (cf. [8]). Our approach is to establish suitable asymptotics for the 
probability that sip,. lx(u)l* d u is less than E for small E > 0. The existence 
of these asymptotics is perhaps surprising since it is by no means clear that 
they generally exist in the non-delay case. 
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2. MALLIAVIN SMOOTHNESS OF THE SOLUTION 
In the sequel we shall adopt the functional analytic approach to the 
Malliavin calculus developed by Stroock [ 111. See also Bell [ 1, Chap. 2, 
pp. 16331. Without loss of generality we fix any 0 < T< cc and restrict the 
Wiener paths to the time interval [0, T]. So Q will stand for the space of 
all continuous paths o: [0, T] + R” such that w(O) = 0. 
Let IL* := lL*(Q, R; P) be the Hilbert space of all square-integrable 
Wiener functionals f: Q -+ R with the norm 
llfll = Lw12P2. 
By Wiener’s well known decomposition theorem, IL* admits an orthogonal 
splitting 
[L*= ; Ck, (2) 
k=O 
where Ck is the space of kth order homogeneous chaos, k 20 [lo; 1, 
Theorem 1.16, p. 141. We denote by xk: [1* -t Ck the orthogonal projection 
onto Ck and by 9 c [L* the dense subspace 
9 := f: fE k*, f k2jlZkfl12 < Co 
i I 
. 
k=l 
We then define the number operator L: 9 + O_* and an associated bilinear 
form (.,.):9xX+L* by 
L(f) := - 5 (;) nkf, 
k=l 
(3) 
cfi,f2> :=L(fif*)-fiL(f*)-f*L(fi), fi, f2E9. (4) 
For any set Y c 9 let M(Y) denote the union of 5 and the set of all 
elements in L* obtained by applying L to any element of F and (.,. ) to 
any pair of elements in Y. The fundamental theorm of Malliavin’s calculus 
is as follows (see [l, Sect. 2.31 for a proof): 
THEOREM 2 (Stroock [lo]). Let X:= (X,, X2, . . . . X,) E zBd satisfy the 
following hypotheses: 
(i) If M, denotes the set {Xl, X2, . . . . Xd} in 9, then 
M,(M,) :=M(M,), M,(M,) :=M(M,), . . . . etc. are all subsets of $9 and 
M,(M,) c n;= 1 [Lp for every integer n 2 0. 
(ii) The d x d Malliavin covariance matrix C := ((Xi, Xj))fj= 1 is a.s. 
invertible and det C - ’ E nF=, IL p. 
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Then P 0 X ~ ’ is absolutely continuous with respect to Lebesgue measure on 
[Wd and has a C” density. 
In this section we shall verify that for each t > 0 the random variable 
X:=x(t): Q + Rd satisfies hypothesis (i) of the above theorem, where x 
is the solution of the sdde (II). To this end we introduce the following 
notation and definitions. 
Let A$ denote the class of all stochastic processes LX: [0, T] x 12 -+ F! 
such that a(t, .) E 9 for every t E [O, T]. For any CI, p E Jltr let L(a) and 
(LX, /I) be processes defined by 
u@)(t) := Udt)), tE CO, Tl 
(6 B>(t) := (dt), P(t)>, tE CO, Tl 
For any subset S of A&. we define 
M(S) := (4 L(a), (4 P>: % BE S) 
and we say that a process a: [0, T] x 52 + UJ! is Mailiavin smooth if 
aE.4-, M,(a) := M( {a}) c A$, M,(a) := M(M,) c A$, . . . . M,(a) := 
M(M,_ 1(~)) c A$, . . . . etc. 
Finally, let BT denote the class of all Malliavin smooth processes CI such 
that for any n 2 0 and any /I E M,(E), 
E SUP IB(t)l”< ~0 for every p 2 1. (5) 
OifC T 
Remark. Note that .4&- forms an algebra under pointwise addition and 
multiplication of processes and is closed with respect o the operator L. In 
particular this implies that if c1 E B?\r and /I E .!A?,, then (a, b) E W,. 
We shall require the following result regarding the Malliavin smoothness 
of classical It8 processes. 
THEOREM 3. Let {Z(t): 0 < t < T} be a real-valued process of the form 
Z(t)= i j’a,(u)dW,(u)+j;/I?(u)du, (6) 
j=l O 
where aI, . . . . a, and fi are adapted processes all belonging to 9, and W = 
(WI, w,, ..*> W,,). Then Z also belongs to 9, and the process LZ is an ZtB 
process of the same form as I. 
Proof Theorem 2.9 of [l] shows that ZE A$- and LZ is given by the 
equation 
(U(t) = i J’ [ (LCr,)(u)-i a,(u)] d%(u) + Ji (LB)(u) du (7) 
j=, 0 
580/99/l-6 
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for all t E [0, T]. Thus LZ is an It8 process with diffusion and drift 
coefficients belonging to 9&. Doob’s Lp inequality together with (5) 
immediately yields (5) for LZ. Let J be any It6 process satisfying the condi- 
tions imposed on Z in the statement of the theorem. Then a similar 
argument shows that the process (Z, J) also has the properties which 
we have derived for LZ. Iteration of these results shows that LZ actually 
belongs to c&.. u 
We are now in a position to prove the main theorem of this section. 
THEOREM 4. Let g: Rd-+ Rdxn be a C” map with all derivatives bounded. 
Assume that the initial path q: C-r, 0] + Rd is deterministic, measurable, 
and bounded. Then the solution XI [0, T] of the sdde (II) belongs to (!2T)d 
for every 0 < T< 00. 
Proof. We prove the result by induction. Suppose that for some integer 
m >O the process {x(t): 06 t dmr} belongs to (.c%~,)~. (Note that this is 
trivially satisfied for m = 0 since x(0) is deterministic.) If mr Q t < (m + 1) r, 
we may write 
x(t) = x(mr) + i’ g(x(u - r)) dW(u). 
mr 
Now by the inductive hypothesis and the boundedness of the deterministic 
initial path n, the process {x(u-r):O<u<(m+l)r} belongs to 
w(m+l)r )‘. It follows that each process (gi(x(u-r)): 06 u< (m + l)r} 
below to M’,, + 1 )r )“, where g,(x(u - r)) d enotes the ith row of the matrix 
g(x(u - r)) for i= 1, 2, . . . . d (see, e.g., [l, Sect. 2.31). Theorem 3 now 
implies that XI [0, (m + l)r] lies in (9?(*+ ,J,)d, which completes the induc- 
tive step. i 
Theorem 4 together with (5) and the remark following (5) clearly implies 
that for every 0 < t < co, x(t) satisfies hypothesis (i) in Theorem 2. 
3. AN INTEGRAL REPRESENTATION OF THE COVARIANCE MATRIX 
In this section we shall derive an integral formula for Malliavin’s 
covariance matrix 
c(t)‘=(<xi(t), xj(t))):j=15 tER+ (8) 
of the solution x(t) = (x,(t), . . . . xd(t)), t E R+, of the sdde (II). This formula 
will allow us to obtain the estimates necessary to verify condition (ii) of 
Theorem 2. We fix r < T< co and view Q as a Banach space under the 
supremum norm. 
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Let Hc Q be the Cameron-Martin subspace of Q consisting of 
absolutely continuous paths h: [0, T] + R” such that Jl IK(u)l* du < 00. 
The space H is a Hilbert space under the inner product 
(h,,h,),:=IIh;(u).h;(u)du, h,,h,EH, 
0 
where a. b denotes the Euclidean inner product for a, b E R”. In the proof 
of Theorem 5 below we make use of the following properties of the bilinear 
form (.,. ) (see [4, Sect. 11): 
(1) Let cp, $: 52 + R be Cl functions with Frechet derivatives D&w), 
D$(w) at o E 0. The directional derivatives D,cp(w) := &(w)l,, 
DHti(O) := W(@)IH are viewed as members of H under the natural 
isomorphism H* z H. It follows from [4] that cp, II/ E 9 and 
(cp, $1 = (DIN(~)? DHti(O))H. (9) 
(2) Let v,$E~ and {(p,,,};=i, (I,G~}~=~ be sequences in 9 such 
that lim,,, qrn=q, lim,,, $,=$ exist in k*(52, R) and the sequences 
{UGJ)~=~~ {U$,)):=l, {(~,,~,>~~=, all converge in k*. Then 
lim, + m (cp,, I+$,) = (cp, Ic/) in IL*. To see this observe that L is a closed 
linear operator in [L2(R, R) and so the sequences {L(~,)}~=l, 
{ L($,)},“= , converge in [L* to L(q) and L($), respectively. The relation 
then implies that {L(~,$,)}~=l converges in [I’. Since L has a closed 
extension in IL’, it follows that lim,, o3 L(cp,$,) = L((p$) in [I’. Thus 
lim (cp,,~,~=L(cp,rcI)-cpL(~)-ILL(~)=(cp~II/~. m-cc 
Denote by K the space of all absolutely continuous paths k: [O, T] + W 
such that k(O)=0 and 1; Ik’(u)l’du< co. Then K is a Hilbert space 
furnished with the inner product 
(k,, k,),:= j-‘k;(u) . k;(u) du, k,, k2 E K. 
0 
We shall need the following lemma in the proof of Theorem 5 below: 
LEMMA 1. Suppose g: Rd+ Rdxn 1s C’ with Dg bounded. For a fixed 
square integrable initial path q: C-r, 0] -+ Rd and any vector h E H let 
y: C-r, T] -+ Rd be the unique solution of the equation 
Y(t) = 
~(0) + sl, g(y(u - r)) h’(u) du, O<t<T 
v(t), -rdt<O. 
(10) 
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Consider the map Y: H + K defined by 
Y(h) = Y I CO, Tl, hEH. 
Then Y is C’. Furthermore, for each h E H and k E K we have 
DW)* (k)(t) = ji g(y(u - r))* 4~) & O<t<T, (11) 
where z is the solution of the advanced equation 
z(u) = k’(u) + j”7 C&(y(v - r))(.W(v))l* (z(v)) 4 (u + r) A T 
O<u<T. (12) 
Remark. Note that for every y, E R”, Dg(y,) is a linear map from KY’ 
into Rd” “; thus for every zO E R”, Dg( yO)( .)(zO) defines a linear map from 
lRd to Rd. In (12) and in the sequel we regard such a map as a d x d matrix. 
Note also that we are now using the symbol * to denote both adjoint 
between the Hilbert spaces H and K, and matrix transpose. 
ProoJ: We fix h E H and think of DY(h)* as a member of L(K, H). Let 
vEH and set 
5 := DY(h)(v) E K. (13) 
Then < satisfies the delay equation 
!A {&Mu - r))(tXu - r)) h’(u) 
T(t) = + g(y(u - r)) v’(u)> du, O<t<T (14) 
0 -r<t<O. 
Let k E K be arbitrary and consider 
(5, klK= ~oTDg(Y(u- r))(t(u - r)) h’(u) .k’(u) du 
+jrg(y(u-r))v’(u)-k’(u)du (15) 
0 
=z,+z,, 
say, where I1 and Z2 denote the first and second integrals on the right-hand 
side of (15). Note that 
g(y(u - r))* k’(u) du . (16) 
H 
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For simplicity, set f(u) := [Dg(y(u-r))( .)(/z’(u))]* (k’(u)), O<u< T. 
Then we may write 
I,= or~(u-r).j(u)du I 
= T~(U-r).f(U)du s r 
T-r 
= I 5(u) .f(u + r) fh 0 
= 
0 
p(u) du, j~T-r)nO/(U+r) du) 
K 
* (T-r) h (4 
= 
w 
5, f(u+r)du 
0 > K' 
(17) 
where J*: K + K denotes the adjoint of the integration operator 
Using integration by parts it is easy to see that 
(t)=tk(T)-l;k(u)du, O<t<T,kEK. (18) 
Combining (15), (16), and (17) gives 
(u,DY(h)* (k)),= DY(h)(~),S*f~~~“~“‘f(u+r)du) 
0 K 
g(Au - r))* k’(u) du 
H’ 
i.e., 
g(y(u-r))* k’(u) du 
> 
. 
H 
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Since v E H is arbitrary this implies that 
DY(y)* k-j* j(r-ry-(u+r)du] 
[ 0 
s 
C-1 
= g(y(u-r))*k'(u)du. 
0 
Now consider for 1 E K the integral equation 
(19) 
(20) 
i.e., 
0 < t < T. Differentiating with respect o t gives 
k’(r)=E’(t)+jr-r f(s+r)ds 
(T-r)A I 
=Eyq+JT CDg(y(u-r))(.)(h’(u))l* W(u)) dw 7-h (r+r) 
Writing z(t) := k’(t), 0 <t < T, it follows from the above that (20) is 
equivalent to the advanced equation 
z(t) =P(t) + j= CWAu - r))t. W(u))l* (4~)) du (21) TA (t+r) 
for O-cttT. Now for anyitEKwe prescribezI[T-r,T]=EI[T-r,T] 
and so obtain a unique solution z of (21) on [0, T] by taking 
backward steps of length r over the intervals [(T- 2r) v 0, T- r], 
[(T- 3r) v 0, (T- 2r) v 01, etc. We then use this solution z to compute 
DY(h)* from the formula 
DY(h)* (E)=J;‘) g(y(u-r))*z(u)du. 
This completes the proof of the lemma. 1 
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We now state the main result of this section: 
THEOREM 5. Suppose g is C2 with Dg and D2g globally bounded. Then 
we have as. 
C(T)=jrZ(u) g(x(u-r)) g(x(u-r))* Z(u)* du, (22) 
0 
where the d x d matrix-valued process Z satisfies the advanced Stratonovich 
equation : 
Z(u)=Z+ j' Z(u) Dg(x(u - r))(.)~dWu), O<u< T. (23) 
7-A (u+r) 
Remark. Note that (23) implies that Z satisfies the terminal condition 
Z(U) = Z, T- r d u < T. Indeed, Eq. (23) is solved by taking backward steps 
or length r starting from the last delay period [T- r, T]. Each such step 
produces an iterated Stratonovich integral with an anticipating integrand, 
defined in the sense of Nualart and Pardoux [9]. However, reversing the 
order of integration in each such integral immediately gives classical Ztb- 
type iterated integrals with non-anticipating integrands. This is actually the 
form in which Z appears in the following proof. 
Proof of Theorem 5. We shall approximate the solution x(t) of the sdde 
(II) by introducing a sequence of piecewise linear approximations 
{IV,}:= r to the Brownian motion W. The point is that for the mollified 
paths the corresponling covariance matrix can be obtained by an elemen- 
tary argument involving Lemma 1. Passage to the limit in m then yields the 
required formulas for C(T). 
For each integer m b 1, define a projection pm: Q -+ H by 
P,(O) := m,, coEi-2, 
where 
co,,.):=[~-(j-l)]c+3+(?-j)co(+y (24) 
forjT/m<u<(j+l)T/m, j=O, 1,2 ,..., m-l. 
For m > 1 we let xm: C-r, T] x Q + Rd be the solution of the random 
delay equation 
xrn(t) = ~(0) + sh g(x”(u - r)) o&(u) du, 
O<t<T 
?(t), -rgt<O. 
(11,) 
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By considering the difference x”(t) - x(t) for t in each of the steps [0, r], 
[r, (2r) A T], [(2r) A T, (3r) A T], . . . it is not hard to see that for every 
pal we have 
lim sup Elx”(t)-x(t)lP=O. 
m-crz OCf<T 
(25) 
Write xm( t) = (xy( t), xy( t), . . . . x’;(t)), O<t<T. Thus for each l<k<d, 
the sequence {x;(t)}~= 1 converges in [L2(sZ, R) to xk(f) as m + co. We 
next apply L to both sides of (II,) using well known properties of the 
number operator [ll; 1, p. 291. This shows that the path L(x”) satisfies a 
random delay equation of a similar type to (II,). Hence by an argument 
similar to the one used in establishing (25), it follows that the sequence 
g~~)pE= 1 converges in [L2(Q, R) to L(xR)(t) for every 1 <k < d and 
. . . 
Now for each m > 1, pm is continuous linear and g is C’; so the solution 
xm of (II,) is C1 in o E Q. In fact, we can think of xm ( [0, T] as a C1 map 
x”:Q+K 
WHXrn(-, co), 
and using Lemma 1 we see that 
[DHxm( ., co)]* (E) = jd’ g(x”(u- r))* zm(u) du, EEK, (26) 
where zm is defined by the advanced equation 
zrn(u) =E’(u) + j’ CbW’(u - ~))(.Ndn(~))l* W(U)) & (27) (u + r) A T 
for 0 < u < T. In order to identify D”x;( T, o) E H* with the corresponding 
path in H we write 
$‘(T,-)=P,,.~~“‘, 1 <k<d, (28) 
where pk, r: K + IF! is the evaluation 
pk,T(O) = ok(T) (29) 
for every d = (ai, . . . . rrd) E K, 0 < t < T. It is easy to see from (28) that 
D,,xr(T, w) may be identified with the path [DHxm( ., o)]* (p,&) E H, 
where pjf, =E K is given by 
d. TtU) = uek9 O<u<T (30) 
MALLIAVIN CALCULUS AND DELAY EQUATIONS 87 
and {ek);f=, is the canonical basis of IF@‘. Thus replacing 1 by pz, T in (26) 
we can identify D,xr(T, o) with 
s 
(.I 
‘dx”(u - r))* t:(u) du, (31) 
0 
where 5: satisfies 
TT=e*+JT [&W”(~ - r))( ~)(d,(u))l* (G’(u)) 4 (32) 
(u+r) A T 
for O<ud T. 
Observe that for each 0 Q u d T we may write 5;: (u) = Zm(u)* ek, where 
Zm(u) is the d x d matrix satisfying the advanced equation 
Zm(u,=I+jT Z’Yv) DgWY~ - r))(.)(d,du)) do, 
(u+r) h T 
O<u<T. (33) 
Clearly the above equation has a unique solution Z”: [0, T] x Q + Rdxd 
which can be obtained by successive backward integrations over the inter- 
vals [(T-2r) v 0, T-r], [(T-3r) v 0, (T-2r) v 01, . . . starting with 
the terminal condition Zm(u) = 1, T- r < u < T. We now compute 
(xT(T),x;(T)) as (D,xy(T), DH~y(T))H and use (31) and (32) to 
obtain 
<x:(T), xi”(T)) 
s T = g(x”(u- r))* Zm(u)* ei.g(xm((u-r))* Zm(u)* ejdu. (34) 0 
In order to get relations (22) and (23) of the theorem it remains to pass 
to the limit as m + co in (33) and (34) respectively. We first look at (33) 
over the interval (T- 2r) v 0 Q t d T- r. This gives 
z-(t)=I+yr DgW’Yu - r))( .) ddu) du, 
(T-2r)vO<t<T-r. (35) 
Since Dg is globally Lipschitz, a simple argument using (35) and (25) 
shows that 
lim sup ~IIZm(t)-Z(t)llP=O, pb 1, (36) 
m--ro2 (T--2r)vO<tGT--r 
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where 
z(t)=z+j= &Mu - r))(.) dW(u), (T-2r) vO<t<T-r. (37) 
ffi- 
On the interval (T-3r) v O<t<(T-2r) v 0 we write 
x Dg(xm(u - r))( .) C&(U) du 
+ 
s 
T Dg(x”(u - r))( .) w;(u) du 
T-r 
=I+ I T Dg(x”(u-r))(.)o&(u)du *+r 
T-r T 
+ 
s s {Dg(x’“(u - r))( .)c&(u)}Dg(xm(u- r))( .)oL(u)du du IfT u+r 
(38) 
=I+ 
s 
T Dg(x”(u - r))( .) w;(u) du 
t+r 
Note that we arrived at (39) by reversing the order of integration in the 
iterated integral appearing in (38). Furthermore all the integrands in (39) 
are non-anticipating with respect o the Brownian motion W. On the other 
hand the iterated integral in (38) involves anticipating integrands. 
We now take m to co on the right-hand side of (39). It is clear that the 
single integral in (39) converges in ILp for every p 2 1 as m + cc to 
s T &Mu--r))(.)dW(u) r+r 
uniformly for t E [(T - 3r) v 0, (T- 2r) v 01. Similarly in the iterated 
integral we get 
lim OPT s Dg(x”(u - r))( .) O;(U) du m-‘x ,+r 
s u--T = &Mu--r))(.) dW(u,-CT 
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in [Ip, ~21, uniformly for all pairs (t, u) in the triangle 
(T-3r) v O<t<(T-2r) v 0, t+2rdu<T. Hence 
exists in kp, p > 1, uniformly for t E [(T- 3r) v 0, (T- 2r) v 0). 
Continuing in this manner we see by induction that 
lim sup EIIP(t)-Z(t)llP=O, pb 1, 
~‘az O<f<T 
(40) 
where 2 is the solution of the anticipating Stratonovich equation (23). 
Now (34) and (40) immediately imply the existence of the limit 
lim (x?(T), x,“(T)) 
m-m 
= T g(x(u - r))* Z(u)* e,.g(x(u- r))* Z(u)* ej du 
in ILp,p>l. 
The remarks preceding Lemma 1 now imply that the above limit is equal 
to (C(T)), a.s. for i, j = 1, 2, . . . . . Hence the representation (22) holds and 
the proof of the theorem is complete. 1 
4. INVERTIBILITY OF THE MALLIAVIN COVARIANCE MATRIX 
We verify here condition (ii) of Theorem 2; i.e., we show that under the 
conditions of Theorem 1, C(T) is invertible as. and det C(T)-’ E 
flPm_l Lp(!2, R), for T>r. As we pointed out in Section 1, the main 
difficulty in achieving this is the fact that in the present case the current 
state x(t) E Rd does not correspond to an invertible flow on KY’. In fact, 
even if one considers the segment x, : 52 + O_‘( [ - r, 01, I?‘), 
XI(S) = x( t + s), -rds<O, t>O, 
the generator of the Markov process (x(t), xl) E Rd x L*( [ -r, 01, FP) is a 
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highly degenerate partial differential operator on the Hilbert space 
W’x L*( [ -r, 01, Rd) with the norm 
11(~,~)112=14*+ j-” Iv(4l’d~> (u,rj)ERdx[L2([-r,O],Rd) -I 
[S, 73. Needless to say, techniques relating to the analysis of such inlinite- 
dimensional partial differential operators have not yet been developed. 
For these reasons we adopt an entirely different method in studying 
det C(T)-‘. Our approach is to use the representation (22) (23) of C(T) 
and the fact that the segment x, belongs to a small ball of radius E in 
f~*( [ -r, 01, Wd) with a small probability of order o(?), k > 1 (Lemma 4 
below). More specifically, the argument breaks down into the following 
sequence of lemmas: 
In what follows we let SdP ’ = {e: e E IR”, lel = 1 } be the unit sphere in Rd 
and denote by 2: Rd + [w + the function 
g(u) :=inf{(g(u)* (e)l: eESdP’), UERd. (41) 
Then we have 
LEMMA 2. Suppose g is C* with Dg and D*g globally bounded. Then 
det C(T)2 ~~~~~(x(u-r))*d~]~ as. T> r. (42) 
Proof Let A0 20 be the smallest eigenvalue of C(T) and eoE SdP1 a 
corresponding eigenvector. From the representation 
C(T)= j’Z(u) g(x(u-r)) g(x(u-r))* Z(u)* du 
0 
it follows that 
= f oTlg(x(u-r))* Z(u)* e,l* du 
2 s T IMu-r)) eo12 du r-r 
T 
2 s d(x(u - r))* du T-r 
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because Z(u) = I for T- r < u < T. Hence 
T d 
det C(T)>A,d> 
[j 
g(x( u - r))2 du 
T-r 1 
and the lemma is proved. 1 
The next lemma is a key step in showing that det C(T)-’ E lLp(Q, R) for 
every p3 1: 
LEMMA 3. Assume that g satisfies condition (1) and is C ‘, and that Dg 
is globally bounded. Let 0 < a < b < T and suppose that 
P E-+0+ (43) 
for every integer k > 1. Then 
(i 
6 
P g(x(u))’ du < E 
a > 
= o(E~) as E-+0+ (44) 
for every k 2 1. 
Proof Assume that g is C’ with Dg globally bounded. Let g also satisfy 
(1) and suppose that the solution x fulfills (43). Observe first that condition 
(1) and the definition (41) of g easily imply that 
for all v E Rd. 
For E > 0 consider the probability 
0 b P g(x(u))*du<~ <P(E)+P(F)fP(G), a > (46) 
where the events E, F, G c Q are defined by 
(J b E:= 2(x(u))* du<E and lx(u)/* ~6 for all UE [a, b] > , (47) u 
(1 b F:= d(x(u))‘du<~ and /x(u)[~=~ for some UE(U, b) , 1 (48) II 
G := 
( 
lb g(x(u))’ du < s and lx(u)[* 2 S for all u E [a, b] 
> 
. (49) 
n 
We shall show that the probability of each of the above events is o($) as 
c--to+ for every k> 1. 
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From (45) and the assumption (43) of the lemma, we get 
qb ,x(u),2du<E) 
L1 
=P 
(c 
,” lx(u)12 du < ;) 
= 0(&k), kB1 (50) 
as c-+0+. 
Again by (45) we get 
if E < J&b -a). 
P(G) < P(U(b - a) <E) = 0 (51) 
It remains to show that P(F) is o(sk). To do this we proceed as follows. 
In view of (45) we may choose 0 < 6, < fi and p > 0 such that 
i!(u) 2 P (52) 
for all u E Rd with 101 > 6,. Define the (YJ,.O-stopping time 
7, .- *- inf{u: UE [a, b], Ix(u)1 = $} 
if such a u exists, and z1 := b otherwise. Then write 
where 
F=F,uF,, 
U<E and 3r2e (r,, b] such that 1x(r2)1 =a, 
> 
, 
and Ix(u)1 >6, for all u~(ri, b] . 
> 
See Fig. 1. 
Then, by (52) and the definition of F1, we have 
j** g(x(u))‘du<E 
11 > 
<P(r,r,i-+) 
<P( sup Ix(t)-X(~1)l >$-a 
rEC71,TL+4C121 
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FIGURE 1 
2k 
g(x(u - r)) dW(u) . (53) 
Since r1 is an (9j)1a0- stopping time, the process 
J(t) := J”” dx(u - r)) dWu), t>O 
=I 
is a continuous ($$+s,)raO- mar in a e t g 1 and so there exists a constant C, > 0 
independent of E such that 
2k 
E g(x(u - r)) dW(u) 
=E sup IJ(t)12k 
0 < I < e/p= 
<Qk-lE s 
(42) + XL 
\ I&(u-r))12kdU (54) 
‘I 
by a standard estimate on the It6 integral [3, p. 261. Using the linear 
growth property 
IId~)ll G C2(1 + I4)v VERd 
of g (implied by the boundedness of Dg) it follows that the expectation on 
the right-hand side of (54) is finite; thus 
P(F,) = 0(&k) as E+O+ (55) 
for each k 2 1. 
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P(F,) = P 1” g(x(u))’ du + Ib .g(x(u))’ dzJ < & 
a T1 
and Ix(u)1 > 6, for all UE (r,, b] 
> 
?’ ~x(u)~2du+p2(b-T1)<E 
> 
=P lb Ix(u)I~~UIE”+~~ Ix(u)(~~u and 6-r,<E), 
( a T, 
where E := &/(A A p2). 
By the triangle inequality 
1~~~~12~~1~~~~-~~~,~12+~1~~~,~12, z, < u < b as. 
and hence 
sup lx(~)/~62 sup (x(u)-x(r,)~*+26 as. 
r,<uCb rl<u<b 
(56) 
(57) 
Using an argument similar to the one used to get (55), it is easy to see 
that there is a constant C3 > 0, independent of E, such that 
P( sup Ix(u)-x(r1)12>~ and b--rl<E”) 
rl<u<b 
6 P( sup I-+4-xh)12>4 
Tl4UCTl+2 
= o(F) as E+O+ (58) 
for all k> 1. 
Now, using (56), (57), (58), and hypothesis (43) of the lemma, we obtain 
P(F*) < P 
( 
J-b Ix(u)l’ d u<E”(l+ sup lx(u)/*) and b-z, <E 
a r,<u<b > 
<P 
U 
ab Ix(u)l2du<E(1+4a)) 
+P( sup Ix(u)-x(r1)12>~ and b-r,<E) 
r,<u<b 
= o( [E( 1 + 46)]9 + o(.F) as E-+0+ 
= 0(&k) as s-+0+, forallka 1. 
This completes the proof of the lemma. m 
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The next lemma says that if q f 0 and g satisfies condition (1) then the 
probability that the segment x, visits a ball of radius E in IL*( [ -Y, 01, P’) 
is o(ak) as E+O+ for every k2 1. 
LEMMA 4. Suppose that g satisfies condition (1) and is C ‘, and that Dg 
is globally bounded. Let q E L*( [ -r, 01, KY’) be such that j’?r IV(S)/’ ds > 0. 
Then, for each t > 0 and every k > 1, 
NXrllt2 < &I = obk) as E-+0+. (59) 
ProoJ: Suppose that J”‘;’ lq(s)12 ds > 0 for some 0 < to < r. We shall 
prove that 
(J 1o+(m-1)r P Ix(u)l’ du < E (m- 1)r > = o(E~) as s-+0+ (60) 
for all k 2 1 and m 2 0. 
We use induction on m. Note that the condition on q implies that for 
m =0 the left-hand side of (60) is zero for E ~st0;~ lq(s)I* ds. So suppose 
that the inductive hypothesis (60) holds for some m 2 0. For E > 0 consider 
the probability 
Ix(u)l’du<c -s PI + I’,, (61) 
where 
P, :=P Ix(u)l*du<e and j’“+mr ~(x(u-r))2du>$/18) (62) mr 
and 
P,:=P $(x(u - r))* du < &l/l8 
> 
. (63) 
The inductive hypothesis (60) and Lemma 3 imply that 
ro+(m-1)r 
P,=P ~(x(u))~ du < &l/l8 = o(.zk) 
(m- 1)r 
(64) 
as e+O+ for every k> 1. 
To estimate the probability P, let { ei}yZ r, { Zj}r= 1 be canonical bases of 
Rd and UP, respectively. Then for each v E TV’ we have 
jg, Ig(v)(gji) .eil*= l&Y(V)* (ei)l’a t?(O)’ (65) 
580/99/l-7 
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for i = 1, 2, . . . . d. In coordinates we write r] = (qI, q2, . . . . 71~) and 
Xi(t)=qi(O)+ i It g(X(U-r))(~j)‘eidWj(U), 1 <i<d. (66) 
j=l O 
Now, from the proof of an inequality due to Kusuoka and Stroock 
[l, Lemma (63, pp. 77-813, (66) implies that 
P xi(u)’ du < e and {Ir+m’!I Ig(x(u- r))(Zj).eil* du >/E~‘~* 
> 
= 0(&k) as E+O+ 
for i= 1, 2, . . . . d, k>l, m=O, 1,2 ,.... But by (65) 
= o(2) as .s+O+,k>l,i=l,..., d. (67) 
Hence (64) and (67) imply that (60) holds for all m > 0. 
To prove the conclusion (59) of the lemma for any t 20, let m be the 
integer such that (m - 1) r < t < mr and write 
= [’ Ix(u)l’du+ [cm-l’r lx(u)12 du as. (68) 
J(m- 1)r Jr-r 
Since sc’r b&s)\ * ds > 0, then either 
f 
I--m? 
M412 ds>O --r 
or 
s p_,, Iv(412d=-0. 
If t is such that (69) holds, then it follows 
(m- 1)r) and (68) that 
(69) 
(70) 
from (60) (with to := t - 
m&-=)~P 5’ 
( 
Ix(u)12du<z 
(m-l)r > 
= 0(&k) as e-+0+, 
for every k > 1. 
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On the other hand, if t is such that (70) holds then an induction 
argument similar to the one used in getting (60) implies that 
/x(u)~*~u<E =o(~~) 
> 
as &+O+,k>l. (71) 
Hence, by (68) 
= 0(&k) as E-O+, 
k B 1. This completes the proof of the lemma. 1 
Remark. It is easy to see that (59) implies that I[x,~/~~ #O as. for all 
t > 0, and in fact 
w4l GP < a 
for all t 2 0 and every p B 0. 
The above results lead to the following theorem which is the last step in 
the proof of our main result: Theorem 1, Section 1. 
THEOREM 6. Suppose g satisfies Condition (1) and is C’ with Dg globally 
bounded. Assume that s”r Iv(s)1 2 ds > 0. Then for T >, r, C(T) is invertible 
as. and det C(T)-’ E flT=, Lp(Q, [w). 
Proof: Suppose T 3 r, !:I lv(s)12 ds > 0, and E > 0. Combining 
Lemmas 3 and 4 we get 
T 
P g(x(u-r))*du<E =o(ck) 
> 
as E+O+ (72) 
T--r 
for k z 1. Using the above relation together with Lemma 2 immediately 
gives 
P( det C( T) < E) = o( Ed) as E+O+ 
for each k 2 1. This implies the conclusion of the theorem (cf. the remark 
following the proof of Lemma 4). 1 
We Iinally put everything together and give the following: 
Proof of Theorem 1. Suppose the initial path VE ea([ -r, 01, 52”) is 
deterministic and satisfies jyr Ir](u)l * du > 0. Let g fulfill the conditions of 
Theorem 1. Set 
sg .- sup S:SE[-rY,O],ji 
-i- 
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Suppose first that T 2 r. Then by Theorems 4 and 6, the random variable 
x(T) satisfies hypotheses (i) and (ii) of Malliavin’s fundamental theorem 
(Theorem 2, Section 2). Hence PO x( T)- ’ is absolutely continuous with 
respect to Lebesgue measure on Rd and has a C” density. 
If s0 + r < T < r, the random variable x(T) - ~(0) is Gaussian with mean 
zero and positive definite covariance A = (AU)fj= i , where 
tr A = 5 E[x,(T)-q,(O)]’ 
i= 1 
> i jr- I g(q(u))* (ei)l* du 
i=l so 
s 
T--r 
>a’ i(W)* dz.4 so 
> dl 
s 
*-r(lq(u)12 A 6)du>O. 
so 
Thus x(T) has a C” density with respect to d-dimensional Lebesgue 
measure. This completes the proof of the theorem. 1 
Concluding Remarks. (1) If g is linear and 0 < T < so + r, then we have 
x(T) = r](O) a.s. and therefore it does not have a density with respect to 
d-dimensional Lebesgue measure. 
(2) Our argument easily generalizes to cover the case 
g(u) g(u)* 2 1 min( Ju - oo12, 6) Z 
for all u E R”, a fixed u. E IX”, and some positive constants A, 6. 
(3) It is possible to extend Theorem 1 to include a delayed drift term 
in (II). 
(4) An interesting feature of the Malliavin covariance matrix is the 
fact that it gives an explicit relationship between the stochastic structure of 
the solution process x and the regularity of the auxiliary matrix-valued 
process Z. Our formulas (22) and (23) for the covariance matrix and the 
process Z of the sdde (II) remain valid for the ordinary diffusion equation 
(I) (with h - 0); one simply substitutes r = 0. However, a major qualitative 
difference xists in the behavior of the two systems (I) and (II), namely in 
the former case the matrix Z(f) is strongly invertible at all times t, while 
in the latter Z(t) may be degenerate at small times. Thus in contrast to the 
ordinary case (I) it seems unlikely that the foregoing techniques, which 
require lower bounds on the integrand in (22), could be used to establish 
the existence of smooth densities for the solution of the sdde (II) assuming 
only an initial point condition on the diffusion coefficient g. 
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