Abstract Using variational methods combined with perturbation arguments, we study the existence of nontrivial classical solution for the quasilinear Schrödinger equation
Introduction
In this paper we consider the following quasilinear Schrödinger equations
where V : R N → R and l : R → R are continuous function and κ > 0 is a parameter. Solutions of (1.1) are related to standing wave solutions for the following Schrödinger equations:
where W : R N → R is a given potential and ρ : R → R is a real function. Quasilinear Schrödinger equations like (1.2) play an important role in various domains in physics. For ρ(s) = as p , (1.2) appears in various problems in plasma physics and nonlinear optics, e.g. oscillating soliton instabilities during microwave and laser heating of plasma [11, 22] . Moreover, (1.2) is also the basic equation describing oscillations in a superfluid film when ρ(s) = −α − β (a+s) 3 [15] . We refer the readers to [5, 6, 12, 16, 18] for more details on the background.
In this paper, we restrict ourselves to two model cases ρ(s) = s q−2 2 or ρ(s) = −1 + 1 (1+s) 3 and we are interested in the existence of standing wave solutions, i.e. solutions of the form z(t, x) = exp(−iEt)u(x), where E ∈ R and u is a real function. Putting z(t, x) = exp(−iEt)u(x) into (1.2), we are led to the following equations For equation (1.3) , semilinear case corresponding to κ = 0 has been studied extensively in recent years, see e.g. [2, 17] . When κ < 0, this equation has been introduced in [3, 4, 13 ] to study a model of self-trapped electrons in quadratic or hexagonal lattices and has attracted much attention. For the subcritical case, i.e., 4 < q < 22 * in (1.3), the first existence results are, up to our knowledge, due to Poppenberg, Schmitt and Wang in [23] . In [23] , the main existence results are obtained, through a constrained minimization argument. Subsequently a general existence result for (1.3) was derived in Liu, Wang and Wang [20] . The idea in [20] is to make a change of variable and reduce the quasilinear problem (1.3) to semilinear one and an Orlicz space framework was used to prove the existence of a positive solutions via Mountain pass theorem. The same method of changing of variable was also used by Colin and Jeanjean in [8] , but the usual Sobolev space H 1 (R N ) framework was used as the working space. Precisely, since the energy functional associated to (1.3) is not well defined in H 1 (R N ), they first make the changing of unknown variables v = f −1 (u), where f is defined by ODE:
, t ∈ [0, +∞), (1.5) and f (t) = −f (−t), t ∈ (−∞, 0]. Then, after the changing of variables, to find the solutions of (1.3), it suffices to study the existence of solutions for the following semilinear equation
By using the classical results given by Berestycki and Lions [2] , they proved the existence of a spherically symmetric solution. In [21] , the authors used a minimization on a Nehari-type constraint to get existence results. Their argument does not depend on any change of variables, so it can be applied to treat more general problems. By minimization under a convenient constraint, Ruiz and Siciliano in [24] discussed the existence of ground states for (1.3) with q ∈ (2,
4N
N −2 ). For the critical case, Silva and Vieira in [25] established the existence of solutions for asymptotically periodic quasilinear Schrödinger equations (1.3) with the nonlinearity |u| q−2 u replaced by
The existence of multiple solutions were established in [28] . We refer to [7, 19, 28, 29] for more results.
Recently, in [26, 30] , the authors introduced the changing of known variables s = G −1 (t) for t ∈ [0, +∞) and G −1 (t) = −G −1 (−t) for t ∈ (−∞, 0), where
Since κ < 0, integral (1.6) makes sense and the inverse function G −1 (t) exists. Then, using variational methods, they established the existence of nontrivial solutions for (1.3) with subcritical or critical growth.
The main purpose of the present paper is studying the existence of nontrivial solutions for models (1.3) and (1.4) with κ > 0. Unfortunately, we note that at this moment, neither the changing of variables (1.5) nor (1.6) are suitable for dealing with this kind of problem because 1 − κt 2 may be negative. As far as we know, in the mathematical literature, few results are known on (1.3) and (1.4) with κ > 0. Hereafter, we assume that potential V : R N → R is continuous and satisfies:
We have the following result: Theorem 1.1. Assume that 2 < q < 2 * , (V 0 ) and (V 1 ). Then, there exists some κ 0 > 0 such that for all κ ∈ [0, κ 0 ), (1.3) has a solution. Moreover, Remark 1.1. When V (x) ≡ V ∞ , using the classical results given by Berestycki and Lions [2] , Theorems 1.1 and 1.2 are still true. Furthermore, u also has the following properties:
(2) u is spherically symmetric and u decreases with respect to |x|;
(4) u together with its derivatives up to order 2 have exponential decay at infinity:
for some C, δ > 0 and |α| ≤ 2.
Therefore, in this paper, we assume that
Remark 1.2. When κ = 0, (1.1) has already been studied by many authors, see e.g. [1, 2, 14] . So, in Theorem 1.1, we only consider the case κ > 0. 
That is, the nonlinearity ρ(t) = 1 − 
and
where z = z(x, t) is the unknown wave function, κ is a real constant, p > 0, µ > 0 and A < 0. Under some conditions on p, µ and A, they proved that if 0 < κ < κ 2 (or 0 < κ < κ 3 ) with some κ 2 , κ 3 > 0, then (1.7) (or (1.8)) has a standing wave solution v(x) with v(x) > 0, v(−x) = v(x), v ′ (x) < 0 for x > 0 and lim |x|→∞ v(x) = 0. Moreover, this solution is unique up to translation. Here, we generalize their results to higher dimension. Remark 1.6. For κ > 0, H. Lange, M. Poppenberg and H. Teisniann [16] studied the whole space Cauchy problem for quasilinear Schrödinger equation (1.2) with W = 0 and ρ = 0. When N = 1 and z(0, x) = φ(x), they obtained L 2 −solutions for (1.2) with κ|φ(x)| ≤ δ < 1. Moreover, for 2κ φ W 1,∞ < 1, they also proved the existence of H 2 −solutions for arbitrary space dimension. We refer to [16] for more details.
Note that (1.3) is the Euler-Lagrange equation associated to the natural energy functional
From the variational point of view, the first difficulty that we have to deal with is to find some proper Sobolev space since (1.9) is not well defined in H 1 (R N ) for N ≥ 3 and κ = 0. However, even if this difficulty is set up, there is another one: to guarantee the positiveness of the principal part, i.e. 1 − κu 2 > 0. In order to prove our main results, we first establish a nontrivial solution for a modified quasilinear Schrödinger equation. Precisely, we consider the existence of nontrivial solutions for the following quasilinear Schrödinger equation
Clearly, when g(t) = √ 1 − κt 2 and l(u) = |u| q−2 u, (1.10) turns into (1.3). Then, by using Morse L ∞ estimate, we prove that there exists κ 0 > 0 such that for all κ ∈ [0, κ 0 ) the solutions that we have found verify the estimate max
. Thus, they are solutions of the original problem (1.3). To prove Theorem 1.2, we need further to modify the nonlinearity. We mention that similar method have been adopted by Alves, Soares and Souto to study a supercritical Schrödinger-Poisson equation [1] . In [1] , they mainly modified the nonlinearity and provide an estimate involving the L ∞ −norm of a solution related to a subcritical problem. However, unlike [1] , here we need to modify the principal part first.
The organization of this paper is as follows: In Section 2, we reformulate the problem and study the existence of nontrivial solutions of a modified quasilinear Schrödinger equation (1.10) . In Section 3, we provide an estimate involving the L ∞ -norm of a solution related to (1.10) and we prove Theorems 1.1. Section 4 is devoted to prove Theorem 1.2.
In this paper, C,
The modified problem
Hereafter, we shall work on the space H 1 (R N ) endowed with the norm
.
By (V 0 ) and (V 1 ), the above norm is equivalent the usual one on H 1 (R N ) . For equation (1.10), we let l(t) = |t| q−2 t for 2 < q < 2 * and we will consider g : [0, +∞) → R given by
Setting g(t) = g(−t) for all t ≤ 0, it follows that g ∈ C 1 (R, (
, g is a even function, increases in (−∞, 0) and decreases in [0, +∞).
Note that (1.10) is the Euler-Lagrange equation associated to the natural energy functional
Our goal is proving the existence of a nontrivial critical point u of (2.1)
, which will be a nontrivial solution of (1.10) with g(u) = √ 1 − κu 2 , and so, a nontrivial solution of (1.3). In what follows, we set
and we observe that inverse function G −1 (t) exists and it is an odd function. Moreover, it is very important to observe that G, G −1 ∈ C 2 (R). Next lemma shows important properties involving functions g and G −1 which will be used later on.
Proof. By the definition of g,
Thus, (1) and (2) are proved. Since
we get (4). Now, fixing the change variable
we observe that functional I κ can be written of the following way
and it is a classical solution for (1.10).
Proof. By using the fact that
or equivalently,
showing that u is a classical solution of
Therefore, in order to find a nontrivial solutions of (1.10), it suffices studying the existence of nontrivial solutions of the following equation
Next, we establish the geometric hypotheses of the Mountain Pass Theorem for J κ .
Proof. By Lemma 2.1−(3) and Sobolev embedding,
Thereby, by choosing ρ 0 small, we get
and so,
In order to prove the existence of e ∈ H 1 (R N ) such that J κ (e) < 0, we fix
with suppϕ =B 1 and show that J κ (tϕ) → −∞ as t → ∞, because the result follows taking e = tϕ with t large enough. By Lemma 2.1−(3),
In consequence of Lemma 2.3 and Ambrosetti-Rabinowitz Mountain Pass Theorem [27] , for the constant
where
there exists a Palais-Smale sequence at level c κ , that is,
* , the Palais-Smale sequence {v n } is bounded.
Proof. Since {v n } ⊂ H 1 (R N ) is a Palais-Smale sequence, then
and for any
, it follows from Lemma 2.1−(4),
On the other hand, by Lemma 2.1−(3),
Combining (2.9) and (2.10), we have ψ ∈ H 1 (R N ) with ψ ≤ 6 v n . Thus, by using
Therefore, by (2.7), (2.8) and (2.11),
showing the boundedness of {v n }.
Since {v n } is a bounded sequence and H 1 (R N ) is a separable Hilbert space, there exists v κ ∈ H 1 (R N ) and a subsequence of {v n }, still denoted by itself, such that
Theorem 2.1. The weak limit v κ of {v n } is a nontrivial critical point of J κ and J κ (v κ ) ≤ c κ .
Proof. Our first goal is proving that v κ is a weak solution. To this end, it suffices showing that J
Once that
, it is sufficient to show the last equality only for functions belonging to
By [31] , |v n | ≤ |z(x)| for every n with z ∈ L q (B 2R (0)).
Consequently,
v κ a.e. on B 2R (0), as n → ∞, and
Moreover, by Lemma 2.1,
Hence, by Lebesgue Dominated Theorem
The same type of arguments also can be use to prove the below limits
Now, the above limits combined with
from where it follows that
Once that R is arbitrary and
Now, next step is showing that v κ ≡ 0. To prove this, we argue by contradiction supposing that v κ = 0. We claim that in this case, {v n } is also a Palais-Smale sequence for functional J κ,∞ :
On the other hand, recalling
Next, we claim that for all R > 0, the following vanishing cannot occurs:
Suppose by contradiction that (2.19) occurs, then by a Lions' compactness lemma [17] , v n → 0 in L q (R N ) for any q ∈ (2, 2 * ). So,
Once that,
Therefore, we deduce that
which is a contradiction, because c κ ≥ a 0 > 0. Thus, {v n } does not vanish and there exist α, R > 0, and
Define v n (x) = v n (x + y n ). Since {v n } is a Palais-Smale sequence for J κ,∞ , { v n } is also a Palais-Smale sequence for J κ,∞ . Arguing as in the case of {v n }, we get that v n → v κ in H 
The last limits together with Fatous' Lemma lead to
Then,
Setting γ(t)(x) = v κ,t (x), we see that
which is a contradiction. This way, v κ is a nontrivial critical point for J. Moreover, repeating the same type of arguments explored in (2.21), we have that
L ∞ estimate of the solution
In this section, we will establish an L ∞ estimate for solution v κ obtained in Theorem 2.1. Indeed, by standard elliptic regularity estimate [10] , v κ ∈ L ∞ (R N ). However, this boundedness is not enough to prove our results. In the following, we will prove an L ∞ estimate dependent on κ > 0. To this end, firstly we need to give an uniform boundedness of the Sobolev norm independent on κ > 0 for v κ .
Proof. Using the hypothesis that v κ is a critical point of J κ ,
from where it follows that,
From now on, we consider the functional
and the set
By Lemma 2.1−(3), we have J κ (v) ≤ P ∞ (v) and thus Γ ∞ ⊂ Γ κ . Therefore
where d ∞ is independent on κ. Consequently, by Lemma 4.4, the solution v κ must satisfy the estimate
Proposition 3.1. There exists a constant C 0 > 0 independent on κ, such that
Proof. In what follows, we denote v κ by v. For each m ∈ N and β > 1, let
Using v m as a test function in (2.5), we deduce that
Hence,
Then, from (3.4) and (3.5),
Combing (3.3), (3.4) and (3.6), since β > 1, we have
, by Sobolev inequality and Lemma 2.1−(3),
By Hölder inequality, we have
By Monotone Convergence Theorem, letting m → ∞, we have
Setting σ = 2 * /(2q 1 ) and β = σ in (3.7), we obtain 2q 1 β = 2 * and
From (3.8) and (3.9),
Taking β = σ i (i = 1, 2, · · · ) and iterating (3.7), we get
Therefore, by Sobolev inequality, (3.1) and taking the limit of j → +∞, we get
where C 0 > 0 is independent of κ > 0. This ends the proof.
Proof of Theorem 1.1.
Combining the arguments in Section 2 and Proposition 3.1, the solution v κ of (1.10) established in Theorem 2.1 satisfies
is a classical solution of (1.3).
Proof of Theorem 1.2
In this section, we fix 0 < κ < 1 3 and for equation (1.10), we let
Setting g(t) = g(−t) for all t ≤ 0, clearly g ∈ C 1 (R, (
, g increases in (−∞, 0) and decreases in [0, +∞).
We further modify the nonlinearity of equation (1.4) as follows:
where 2 < q < min{ 14 5 , 2 * } and fix l(t) = f (t) in (1.10). We note that f is continuous and satisfies the following conditions:
We make change of variables
Then, at this moment, the inverse function G −1 (t) satisfies the following properties:
Proof. By the definition of g and since κ < 1 3 ,
Thus, (1) and (2) are proved. Since g(t) > 0 is decreasing in [0, ∞), then 1 3
≤ t for all t ≥ 0, which implies (3). By direct calculation, we get (4).
Next, we consider the equation
We establish the geometric hypotheses of the Mountain Pass Theorem for the following energy functional corresponding to (4.1):
From Lemma 4.1 and (
Proof. By (f 2 ) and (f 3 ),
Thus, by Lemma 4.1−(3) and Sobolev embedding inequality, we have
Therefore, by choosing ρ 1 small, we get (1) for v = ρ 1 .
To prove (2), we choose some
with suppϕ =B 1 (0). We will show that J κ (tϕ) → −∞ as t → ∞, which will prove the result if we take φ = tϕ with t large enough. By (f 4 ),
which implies (2).
In consequence of Lemma 4.1 and of a special version of the Mountain Pass Theorem found in [9] , for the constant
there exists a Cerami sequence at levelc κ , that is,
Lemma 4.3. The Cerami sequence {v n } given in (4.4) is bounded.
Now, by previous arguments, we know that there is C > 0 such that
Thus, the last inequality combined with (4.4), (4.5) and (4.6) implies that
Once that V (x) ≥ 1 for all x ∈ R N , q > 2 and
it follows that lim sup
Recalling that there is S > 0 such that
we derive that lim sup This together with J ′ (v n )v n = o n (1) gives
Using Lemma 4.1-3 and the fact that From (4.7) and (4.8), it follows that {v n } is bounded in H 1 (R N ).
Analogous to the arguments in the end of Section 2, we can assume there is v κ ∈ H 1 (R N ) and a subsequence of {v n }, still denoted by itself, such that
Moreover, v κ is a nontrivial critical point for J κ , J κ (v κ ) ≤c κ and by (4.7), Proof. Setting the functional Q ∞ : H 1 (R N ) → R given by
we observe that
As in Lemma 4.2, it follows that Q ∞ verifies the mountain pass geometry. Therefore, if d ∞ denotes the mountain pass level associated with Q ∞ , the last inequality yieldsc κ ≤ d ∞ . Hence, by (4.10)
finishing the proof. Proof. Since the proof is similar to Proposition 3.1, we only indicate the necessary changes. Denoting v κ by v, we now have , we have that
This implies that u = G −1 (v κ ) is a positive solution of (1.4).
