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Abstract 
A scaling analysis is performed for the transient boundary layer established adjacent to an 
inclined flat plate following a ramp cooling boundary condition. The imposed wall 
temperature decreases linearly up to a specific value over a specific time. It is revealed 
that if the ramp time is sufficiently large then the boundary layer reaches quasi-steady 
mode before the growth of the temperature is finished. However, if the ramp time is 
shorter then the steady state of the boundary layer may be reached after the growth of the 
temperature is completed. In this case, the ultimate steady state is the same as if the start 
up had been instantaneous. Note that the cold boundary layer adjacent to the plate is 
potentially unstable to Rayleigh-Bénard instability if the Rayleigh number exceeds a 
certain critical value for this cooling case. The onset of instability may set in at different 
stages of the boundary layer development. A proper identification of the time when the 
instability may set in is discussed. A numerical verification of the time for the onset of 
instability is presented in this study. Different flow regimes based on the stability of the 
boundary layer have also been discussed with numerical results. 
KEYWORDS: Natural convection; Ramp cooling; Boundary layer; Unsteady flow; 
Instability; 
 
 
 
 
2 
Nomenclature 
A slope of the plate  ur unsteady velocity scale 
L length of the plate uq velocity scale at quasi-steady state 
l length of the horizontal 
projection of the plate 
  
h height of the plate usr quasi-steady velocity 
g acceleration due to gravity x, y coordinates 
k thermal conductivity Greek symbols 
p pressure  thermal diffusivity 
Pr Prandtl number  thermal expansion coefficient 
Ra Rayleigh number T temperature difference between cold surface 
and the ambient 
RaL local Rayleigh number T thickness of the thermal boundary layer 
Rac critical Rayleigh number Tr thickness of the thermal boundary layer at 
quasi-steady time  
T temperature Tq thickness of the thermal boundary layer at the 
quasi-steady stage 
T0 reference temperature v viscous layer thickness 
Tc cooling temperature  vr viscous layer thickness at quasi-steady time 
t time vq viscous layer thickness after quasi-steady time 
tB critical time  thermal diffusivity 
tsr quasi-steady time  Density 
tp ramp time  kinematic viscosity 
u, v velocity components  angle 
 
1. Introduction 
Natural convection adjacent to an inclined plate has received less attention than the 
classic cases of vertical and horizontal plates. However, natural convection heat transfer 
from an inclined surface is very frequently encountered in engineering devices and the 
natural environment. For example; solar collectors, inclined walls of the attic space. 
When a cooling boundary condition is applied to a downward facing inclined plate, a 
cold boundary layer is formed under the plate which is potentially unstable for higher 
Rayleigh number. The instability of free convective boundary layer flow is generally a 
combination of the problems of thermo-convective instability and hydrodynamic 
instability. When the density of the lower fluid is lower than that of the upper fluid then 
the thermo-convective instability arises. The classical Rayleigh-Bénard convection and 
the boundary layer flows over inclined cooled surfaces fall in this category. The primary 
mode of instability of the inclined cooled surface takes the form of longitudinal vortices 
in the direction of the induced basic flow (see e.g. [1-3]). On the other hand, the 
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buoyancy force is the driving force for the free convection boundary layer flow over a 
vertical heated surface. However, the instability formed by this force is known as 
hydrodynamic in origin which takes the form of 2D waves travelling in the stream-wise 
direction (see e.g. [4-9]). 
  The main objective of this study is to find a time scale of the onset of instability 
of the boundary layer adjacent to the inclined flat plate. In the literature it is found that 
Sparrow and Husar [2] were the first to prove experimentally the existence of 
longitudinal vortices in a natural convection flow along an inclined flat plate. The authors 
found that the wavelength of the vortices is nearly invariant with the angle of inclination 
of the plate, but varies inversely with the temperature difference between the plate and 
the ambient fluid. They also found that the onset of the vortices is moved downstream 
with the decreasing angle of inclination from the vertical plane and the decreasing 
temperature difference between the plate and the ambient fluid.  
A critical Rayleigh number for the onset of instability at each angle of inclination 
of the plate was established by Lloyd and Sparrow [10] and compared their results with 
the results of previous investigations. The authors also reported that vortices exist over an 
isothermal plate for inclination angles of 73° or less from the horizontal plane and a two-
dimensional wave structure exists for inclination angles of 76° or greater. An 
experimental investigation of the vortices on an isothermal inclined plate has been carried 
out by Cheng and Kim [11] using smoke visualization in air. However, the authors 
considered small angles of inclination from the horizontal plane. Wavelengths and critical 
Rayleigh numbers for the onset of vortices were found and agreed qualitatively with the 
results of the previous studies. Shaukatullah and Gebhart [12] also performed an 
experimental investigation of the onset and wavelength of the vortices on a constant heat 
flux inclined plate. 
An analytical as well as experimental investigation has also been performed to 
predict the onset of the vortices using linear stability theory by Haaland and Sparrow [1]. 
A temporal linear stability analysis in which some non-parallel flow effects were taken 
into account and a numerical integration was performed. Iyer and Kelly [13] were not 
quite happy with the experimental works done by Haaland and Sparrow [1]. They 
claimed that these experiments were not sensitive enough to detect the first instabilities 
4 
predicted by theoretical analyses. Thus, using a spatial linear stability analysis with the 
parallel flow assumption, Iyer and Kelly [13] examined the formation and growth of both 
wave instabilities and longitudinal vortices and attempted to find a correlation between 
experimental and theoretical results by finding the total amplification between the earliest 
disturbances and the observed disturbances. 
To predict the onset of instability, a scaling analysis in a wedge subject to surface 
cooling has been investigated by Lei and Patterson [14]. In that study, the authors 
identified different flow regimes based on the Rayleigh number through scaling analysis 
for the boundary layer adjacent to the horizontal surface. They found that the flow is 
stable if the Rayleigh number is less than a critical value. However, the flow becomes 
unstable, characterised by plunging surface plumes, if the Rayleigh number exceeds that 
critical value. A scaling analysis in the wedge subject to radiative heating has also been 
conducted by Lei and Patterson [15]. The authors reveal that the bottom inclined surface 
absorbs the residual radiation from the sun and re-emits the absorbed energy as a 
boundary heat flux. Therefore, a hot boundary layer develops adjacent to the sloping wall 
which is potentially unstable to the Rayleigh-Bénard instability for higher Rayleigh 
numbers. Similar to the cooling case, the authors also identified different flow regimes 
based on the Rayleigh numbers. Very recently scaling analysis for the case of sudden and 
ramp temperature boundary conditions for the inclined plate and the inclined walls of the 
attic space is performed by Saha et al. [16-20].  
 Most of the scaling work mentioned above was done in the context of an 
instantaneous, application of either the isothermal or isoflux boundary condition. 
However, in real situation this is not possible to achieve physically and thus consideration 
needs to be given to the case where the heating is applied over some non-zero time 
period. In this study the case of the start up of the boundary layer on a downward facing 
inclined plate after cooling which follows a linear decrease in temperature difference over 
a prescribed time period tp, that is, a ramp start up and then remain constant has been 
examined for a fluid with Pr < 1. This is different than the case of an instantaneous start 
up. The boundary layer adjacent to the inclined plate is potentially unstable due to 
Rayleigh-Bénard instability. A proper identification of the time when the instability may 
set in for different stages of flow development is discussed. A series of numerical 
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calculations have been carried out for different parameter values to verify the scaling 
predictions.  
 
2. Problem Formulation 
The flow adjacent to the inclined flat plate is modeled by the two dimensional 
flow of an initially stationary fluid contained in a rectangular domain CDEF shown in 
Fig. 1. We consider the full side of the rectangle, CD = L as a cooled inclined flat plate. 
Initially the fluid temperature in the domain is T0. If we consider the plate as the 
hypotenuse of a right angled triangle then the altitude is h, the length of base is l and the 
angle that the plate makes with the base is . Except for the plate, all three other walls of 
the rectangle are assumed to be insulated, rigid and non-slip. A ramp cooling boundary 
condition is applied on the plate. That means the temperature on the plate linearly 
decreases up to a specified temperature over some specific time (ramp time) after which 
the temperature is maintained.  
The development of natural convection adjacent to the inclined plate is governed 
by the following dimensionless two-dimensional Navier–Stokes and energy equation 
with the Boussinesq approximation:   
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All boundary conditions have been shown in Fig. 1. The temperature boundary 
condition on the plate is specified by the final plate temperature T0 - T and the time tp 
over which the wall temperature decreases linearly from the initial value T0 to the final 
value, as a ramp function. The temperature far from the plate is maintained at T0 Thus 
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3. Scaling analysis 
 
3.1 Thermal layer development 
 
The start-up stage is initially dominated by heat transfer via conduction through 
the cold plate, resulting in a cold thermal boundary layer of a thickness O(δT). This layer 
grows according to 1/2t1/2, which is obtained from a balance between the unsteady term 
and the diffusion term in the energy equation (eqn. 4). The velocity inside the boundary 
layer is obtained by balancing the unsteady and viscous term with buoyancy term which 
is given by   
  
.
/11
~
22/12




















 ht
t
h
t
APr
PrARa
u
p
r


 (6) 
as it is seen in Saha [16]. Where Ra = gTh3/ 2 and Pr =  /.This velocity scale (6) is 
valid until the conduction balances convection (if the conduction and convection balance 
before the ramp is finished) or the ramp is finished (if the conduction and convection 
balance after the ramp is finished). The flow inside the boundary layer will be in a quasi-
steady mode when conduction and convection balance at the time  
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so long as tsr<tp. As discussed in Saha [16], if the quasi-steady state time is longer than 
the ramp time, then the steady state time is the same as the case of sudden cooling and 
there is no difference between ramp and instantaneous cooling at the later stage of the 
flow development after the ramp cooling is finished.     
The thickness of the boundary layer along the plate and the velocity inside the 
boundary layer at the quasi-steady time respectively are   
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Now if the quasi-steady state time is shorter than the ramp time then once tsr is 
reached, the boundary layer stops growing according to κ1/2t1/2 which is valid only for 
conductive boundary layer. The thermal boundary layer is in a quasi-steady mode with 
convection balancing conduction. Further decrease of the heat simply accelerates the flow 
to maintain the proper thermal balance. Therefore, the thickness and the velocity scales at 
the quasi-steady mode are  
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respectively. 
The corresponding viscous boundary layer thickness prior to and at the quasi-
steady time can be obtained and is given by 
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However the temperature on the plate still decreases, therefore, the viscous boundary 
layer thickness after the quasi steady state is  
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3.2 Onset of the thermal layer instability 
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The stability property of a fluid layer cooled from above is characterised by a 
local Rayleigh number, RaL, which is given by 
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Therefore, there exists a critical Rayleigh number for which the instability will occur.    
The critical Rayleigh number for the inclined plate can be derived directly from 
that of a differentially heated horizontal layer as suggested by [21-22]. They established a 
relation between the critical Rayleigh number for the case of a differentially heated 
horizontal layer and an inclined plate layer, which is given by  
 
 
,
cos
0



c
c
Ra
Ra   (16) 
where θ is the inclination angle of the plate with the horizontal plane and Rac(θ) and 
Rac(0

) are the critical Rayleigh numbers for the inclined and the horizontal fluid layers, 
respectively.  
In the present case, the thermal boundary layer is bounded by a rigid surface of 
the plate and a cold air layer, which is equivalent to the free-rigid boundary configuration 
[15, 23-24], for which Rac(0

) = 1101. We will use this critical value and the angle of the 
inclined plate with the horizontal plane to calculate the critical Rayleigh number for the 
inclined thermal boundary layer in subsequent analyses and calculations. 
From the above scaling analysis, it is found that the flow may become quasi-
steady either before or after the ramp is finished. For the case when the quasi-steady time 
is much shorter than the ramp time, the onset of instability may set in before or after the 
quasi-steady state but before the ramp is finished. If the instability sets in before the 
quasi-steady state, then the local Rayleigh number in the thermal boundary layer is 
calculated from (15), for which the thickness of the boundary layer develops according to 
δT ~ 
1/2
t
1/2
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If RaL ≥ Rac, where Rac is calculated in (16), the instability will set in. From (17), a 
critical time scale for the onset of thermal layer instability can be obtained as 
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so long as tB1 < tsr. For t < tB1 < tsr, the thermal boundary layer is stable.  For t > tB1 , the 
instability will set in, and tsr is irrelevant. 
 If the instability sets in after the quasi-steady state, then the local Rayleigh 
number in the thermal boundary layer is also calculated from (15), for which the thermal 
boundary layer thickness develops according to the scale (10). Therefore the local 
Rayleigh number is given by 
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and the time scale for onset time of instability is  
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so long as tsr  < tB2 < tp.  
As we discussed before, if the steady state time is longer than the ramp time then 
there is a mode where the flow develops as per the instantaneous case. Therefore, the 
instability may set in after or before the ramp is finished. If instability sets in before the 
ramp is finished then the scaling for the onset of instability is the same as (18). For the 
case when the instability sets in after the ramp is finished, the local Rayleigh number can 
be calculated as 
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3.3 Possible flow regimes 
 
If the quasi-steady time is shorter than the ramp time (tsr < tp), then the global 
Rayleigh number must satisfy the following condition: 
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and if the flow is stable until the ramp is finished then  
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However, if the instability happens after the quasi-steady state is reached but before the 
ramp is finished, the time scale for the onset of instability is (20), thus the global 
Rayleigh number is  
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and if the instability happens before the quasi-steady state then the global Rayleigh 
number is  
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and if the steady state time is longer than the ramp time, then 
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If the instability sets in after the ramp is finished but before the steady state then  
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However, the instability may set in before the ramp is finished when the ramp time is 
shorter than the steady time if 
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Based on the onset of instability, we may classify certain flow regimes based on the 
global Rayleigh number. The flow regimes for different Rayleigh numbers are tabulated 
in Tables 1 and 2.  
 In the following section, mesh and time step dependence tests will be carried for 
the accuracy of the numerical simulation. The numerical results will be used to verify the 
scaling relations derived above.   
 
4. Numerical scheme and grid and time step dependence test  
 
The Fluent 6.3.26 software has been used to solve equations (1) - (4) along with 
the initial and boundary conditions using the SIMPLE scheme. The Finite Volume 
method has been chosen to discretize the governing equations with the QUICK scheme 
(see Leonard and Mokhtari [25]) approximating the advection term. The diffusion terms 
are discretized using central-differencing with second order accurate. A second order 
implicit time-marching scheme has also been used for the unsteady term. The details can 
be found in the user's manual [26]. The associated Gambit 2.16 software is also used for 
the grid generation.   
The detailed of the grid distribution has been discussed in Saha [16]. The Grid 
and time step dependence tests have been conducted for the numerical simulations. The 
time steps have been chosen in such a way that the CFL (Courant-Freidrich-Lewy) 
number remains the same for all meshes. The maximum CFL number for A = 0.1, 0.2 and 
0.5 are 2.54, 3.04 and 1.55 respectively. Four different mesh sizes, 200100, 300150, 
400200 and 600300, have been considered for each aspect ratio. The computed time 
series of the temperature at a fixed point and the standard deviation of temperature along 
a line parallel to the plate are shown in Fig. 2.  
 Calculated results of the grid dependence tests are listed in Table 3, which include 
the onset of instability and the temperature calculated at a point, E' in the boundary layer. 
The method of calculation of the onset of instability will be described in details later. The 
temperature has been calculated at the time when the instability sets in. The variations of 
the onset time for the finest (600300) and the second finest mesh (400200) are less 
than 2% for all aspect ratios with the two different boundary conditions. However, the 
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variations of the temperature among the four different meshes are very small (bellow 
0.11%) for all aspect ratios. Therefore any one of the meshes can be selected for the 
simulations based on the temperature variation. However, based on the response of the 
onset of instability, either of the two finest meshes can be adopted.  
Fig. 2 plots the time series of the temperature at a point, E and the growth curves 
of the standard deviation of the temperature along a straight line which is parallel and 
very closed (0.00121m far from the plate) to the plate. Instead of considering the straight 
line equal to the total length of the plate, we choose to calculate the standard deviation in 
the middle portion (1/3 of the plate) of the plate to avoid the effect of two adiabatic end 
walls. Clearly, the predicted growth of the perturbation depends on the grid resolution. 
However, for the two finest grids (400200 and 600300), the dependency of the onset 
time of instability on the grid resolution is weak, consistent with the results shown in 
Table 3.  
The time series of the temperature in Fig. 2 initially fall together for four different 
grid sizes of each aspect ratio. At the time when the instability sets in, the dependency of 
the temperature on the grid is negligible. However, after the instability sets in the 
temperature depends strongly on the mesh which can be seen for all aspect ratios. Since 
the purpose of this study is to predict the onset of instability rather than resolving the 
details of the instability, either of the 400200 and 600300 meshes can be adopted to 
reproduce the basic features of the flow. Hence, a mesh size of 400200 will provide 
adequate resolution for the present analysis and has been adopted for subsequent 
calculations. 
 
5. Amplitude of the perturbation test  
 
Since the two ends of the plate are connected with two adiabatic walls, some end 
effects are inevitable. To avoid the end-wall effects, we have calculated the standard 
deviation along a line parallel to the plate in the middle portion of the plate (1/3
rd
 of the 
total length) which is very close to the plate. An artificial perturbation has also been 
continuously applied in time on the cold inclined plate, which is defined by 
  5.01,0randˆ  T , (31) 
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where  specifies the intensity of the perturbation ( <<1); rand (0, 1) generates random 
numbers between 0 and 1. 
We first examine the system response to different perturbation amplitudes to 
ensure that the selected amplitude for this study is within the range in which the system 
response is linear. Three different values of the amplitude (ε = 0.5%, 1.0% and 2.0% 
respectively) are calculated for the case of Pr = 0.72 and Ra = 8.50×10
6
.  
Fig. 3 shows the calculated results with different amplitudes of the perturbation 
source. The system response to perturbations, or the growth of perturbations, is indicated 
well by the time series of the standard deviation of temperature parallel to the plate. It is 
noted that the standard deviation is plotted on a logarithmic scale in this figure. As 
described by Lei and Patterson [27], each of the plots in Fig. 3 can be divided into three 
regions in time: a constant-response region, an exponential-growth region, which is 
represented by the linearly increasing part of the curve, and a transitional region 
connecting the above two regions. In the constant-response region, the perturbation is not 
amplified, suggesting that the flow, and in particular the inclined thermal boundary layer, 
is stable, and the system response echoes the random perturbation.  
The perturbation grows exponentially in the exponential-growth region with time, 
which is given by 
 Bttc
DEV aeT
 , (32) 
where TDEV is the standard deviation of temperature along the line parallel and very close 
to the plate, a is the amplitude, c is the growth rate and tB is the critical time for the onset 
of instability. The growth rate c then corresponds to the slope of the linearly increasing 
part in Fig. 3, which can be determined accordingly. The critical time, tB for the onset of 
the instability has been determined in Fig. 3 as the intersection point between the 
constant-response curve and the exponential-growth curve (see e.g. [27]). Note that the 
critical time is independent of the amplitude of the perturbation source. 
In summary, within the range of parameters examined here, the variation of the 
perturbation amplitude does not change the stability properties of the flow (e.g. the 
critical time for the onset of instability), and the system response to perturbations is 
linear. Subsequent calculations will be conducted with a fixed perturbation amplitude of ε 
= 1.0%. 
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6. Flow development in different regimes  
 
6.1 Ramp time shorter than steady state time 
 
Fig. 4 shows the temperature contours and the streamlines (Regime 1) for Pr = 
0.72, Ra = 10 and A = 0.1 at time t/ts = 0.22, where tp/ts = 4.3510
-3
. Fig. 4(a) presents the 
temperature contours and Fig. 4(b) presents the corresponding streamlines. In this regime 
the steady state time is longer than the ramp time. Therefore, the boundary layer grows 
according to the scale 1/2t1/2 even after the ramp is finished. The thermal boundary layer 
expands and exceeds the length of the plate with time before the steady state of the 
boundary layer is reached. Since it is a closed domain with three adiabatic sides, the 
whole domain cools down with time. The streamlines typically show a single closed cell 
structure as it is a closed domain.  
Fig. 5 represents the temperature contours and the streamlines for (Regime 2) Pr = 
0.72, Ra = 8.5104 and A = 0.1 at time t/ts = 2.04, where tp/ts = 0.58. Fig. 5(a) presents 
the temperature contours and Fig. 5(b) presents the corresponding streamlines. In this 
regime the thermal boundary layer becomes unstable to the Rayleigh-Bénard instability 
after the ramp is finished. The corresponding streamlines show a number of convective 
cells near the cooled plate. Since the two ends of the domain are not open, one larger cell 
forms inside the domain.    
The numerical results for Regime 3 are presented in Fig. 6. Fig. 6 shows the 
temperature contours and the streamlines for Pr = 0.72, Ra = 3.40105 and A = 0.1 at 
time t/ts = 2.33, where tp/ts = 0.81. The temperature contours and the corresponding 
streamlines are shown in Fig.s 6(a) and (b) respectively. In this regime the instability sets 
in before the ramp is finished which is seen in the temperature contours. The 
corresponding streamlines show a number of convective cells near the cooled plate. Two 
larger cells appear inside the domain as two ends of the domain are adiabatic.    
 
 
6.2 Ramp time longer than the quasi-steady time 
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A representative case in Regime 4 has been chosen as Ra = 2.00103, Pr = 0.72, A 
= 0.1, and tp/ts = 1.05. The temperature contours and streamlines are shown in Fig. 7 for 
the above mentioned case at t/tsr = 1.05. In this regime the flow is stable to the Rayleigh-
Bénard instability until the ramp is finished. The boundary layer reaches a quasi-steady 
state prior to the completion of the ramp time. Since two ends of the plate have adiabatic 
walls, the boundary layer has an end effect (see Fig. 7a). However, the middle portion of 
the boundary layer is unaffected. The corresponding streamlines show a big cell inside 
the enclosure (Fig. 7b) with two small cells near two ends of the plate.  
The representative case in Regime 5 is chosen as Ra = 1.35106, Pr = 0.72, A = 
0.1, and tp/ts = 1.76. The temperature contours and streamlines are shown in Fig. 8 for the 
above mentioned case at t/tsr = 1.5. In this regime the flow is stable initially and reaches 
to the quasi-steady state time. However, in the temperature contour (see Fig. 8a) it is seen 
that the boundary layer becomes unstable in the quasi-steady mode as the plate is still 
cooling in the quasi-steady mode until the ramp is finished. The convective cells due to 
the Rayleigh-Bénard instability can be seen in the corresponding streamlines (Fig. 8b).  
On the other hand, the instability may set in before the flow becomes quasi-steady 
(Regime 6). Fig. 9 represents the numerical results in this sub-regime at t/tsr =  0.81 for a 
case with tp/tsr = 4.10. The isotherms and streamlines for Ra = 1.7010
7
 and A = 0.1 with 
Pr = 0.72 are depicted in Fig. 9(a) and (b) respectively. This regime is characterized by 
the presence of convective instability at the early stage of the flow development in a form 
of sinking plumes, as can be observed in Fig. 9.  
 
7. Validation of selected scales 
Fourteen simulations of different Rayleigh numbers and aspect ratios with a fixed 
Prandtl number, which are shown in Table 4, have been performed to verify the scaling 
relations for different flow regimes under the ramp cooling condition. Based on the onset 
time of instability at different stages of flow development, there are four possible flow 
regimes. Runs 1-7 falls in the regime when the instability sets in before the quasi-steady 
state of the boundary layer is reached (tB1 < tsr). Runs 8-10 falls into the regime when the 
instability sets in after the quasi-steady state but before the ramp is finished (tsr < tB2 < tp). 
Run 14 falls in the regime where the instability sets in before the ramp is finished in 
which the steady-state time is longer than the ramp time and runs 11-13 are in the regime 
16 
when the instability sets after the ramp is finished (tB3 > tp) for the case when the steady-
state time is longer than the ramp time. For all the simulations the ramp time has been 
chosen to be 20s.  
 The velocity parallel to the plate has been recorded at several locations along a 
line perpendicular to the plate at the mid point to obtain the velocity profile along that 
line.  The maximum velocity parallel to the plate is then calculated from the velocity 
profiles and used to verify the velocity scale relation. 
 The unsteady velocity scale (6) is verified in Fig. 10. The maximum parallel 
velocity to the surface for different parameters considered here. Relatively smaller 
Rayleigh numbers have been chosen to verify the unsteady velocity scale to avoid 
complication caused by the instability in the early stage. It is seen that all the plots for 
different Rayleigh numbers lie together initially, forming a straight line through the 
origin until the instability sets in for some Rayleigh numbers. This indicates that the 
scaling relation for unsteady velocity (6) is valid. This velocity scale is valid until the 
conduction and convection balance in the energy equation, provided that the flow 
remains stable for the cooling case. However, the flow for the cooling case is potentially 
unstable to the Rayleigh-Bénard instability if the Rayleigh number exceeds a critical 
value. The deviation of the curves from the straight line in Fig. 10 indicates the onset of 
instability.  
Fig. 11 shows the comparison of the calculated critical time from the numerical 
simulation with the predicted critical time from the scaling analysis for different flow 
regimes. There are four possible scenarios based on the comparison of three time scales, 
namely steady-state time, ramp time and the onset of instability time (see Regimes 2, 3, 5 
and 6 in Tables 1 and 2).  
Fig. 11(a) shows the comparison of the calculated and predicted critical times in 
the case with the onset time shorter than the quasi-steady state time, which is shorter than 
the ramp time. This figure also includes the onset time of instability for the third scenario 
mention above (run 14). It is found in the figure that all values for different Rayleigh 
numbers and aspect ratios with a fixed Prandtl number fall onto a single straight line with 
the same order of magnitude. Therefore, the scaling relation (18) is verified. The second 
regime in which the instability sets in after the quasi-steady state has been shown in Fig. 
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11(b). Again all results fall on a straight line which confirms the scaling relation (20). 
Finally, the regime in which the instability sets in after the ramp is finished for the case 
with the steady state time longer than the ramp time is shown in Fig. 11(c). Once again, 
all solutions fall onto a straight line. Therefore, the scale relation (23) is verified.  
 
8. Conclusions 
Natural convection adjacent to a cooled inclined flat plate is examined by scaling 
analysis and verified by numerical simulation for air (Pr = 0.72) in this study. The 
development of the boundary layer flow depends on the comparison of the time at which 
the ramp cooling is completed with the time at which the boundary layer completes its 
growth. As we know that the cold boundary layer is potentially unstable to the Rayleigh-
Bénard instability, the instability may occur in different regimes, based on the global 
Rayleigh number. The instability may set in before the quasi-steady time, after the quasi-
steady time or after the ramp is finished. Several scaling relations have been established 
in this case, which include the maximum velocity parallel to the inclined plate inside the 
boundary layer (usr), the time for the boundary layer to reach the quasi-steady state (tsr), 
the thermal and viscous boundary layer thicknesses (δTr and δν) for both quasi-steady and 
steady state modes, and the onset time of instability for four different regimes. The 
comparisons between the scaling relations and the numerical simulations demonstrate 
that the scaling results agree very well with the numerical simulations.  
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Table 1 Possible flow regimes for tsr > tp or Ra<(1+Pr)(1+A
2
)h
4
/[A
2Prκ2tp
2
]. 
Ra < Rac Rac < Ra < Rac[(h
2
/)/tp]
3/2 
Rac[(h
2
/)/tp]
3/2 
< Ra <  
(1+Pr)(1+A
2
)h
4
/[A
2
Prκ2tp
2
]   
Regime 1 Regime 2 Regime 3 
The flow is stable to the 
Rayleigh-Bénard instability. 
The thermal boundary layer 
grows very slowly and 
exceeds the length of the 
plate before convection 
becomes important. 
The flow is stable until the 
ramp is finished. However, it 
becomes unstable before the 
steady-state of the thermal 
boundary layer is reached.  
The thermal boundary 
layer is unstable to the 
Rayleigh-Bénard 
instability before the 
ramp is finished.  
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Table 2 Possible flow regimes for tsr < tp or Ra>(1+Pr)(1+A
2
)h
4
/[A
2Prκ2tp
2
]. 
(1+Pr)(1+A
2
)h
4
/[A
2
Prκ2tp
2
] < 
Ra < Rac
4
A
6
/(1+A
2
)
3
 
Rac
4
A
6
/(1+A
2
)
3 
< Ra < 
Pr
5
A
10
Rac
6
tpκ/[(1+Pr)
5
(1+A
2
)
5
h
2
] 
Ra > 
Pr
5
A
10
Rac
6
tpκ/[(1+Pr)
5
(1+A
2
)
5
h
2
] 
Regime 4 Regime 5 Regime 6 
The flow is stable to the 
Rayleigh-Bénard 
instability until the ramp 
is finished. The 
boundary layer reaches a 
quasi-steady state prior 
to the completion of the 
ramp time.  
Again the thermal 
boundary layer reaches 
quasi-steady state with 
conduction convection 
balance. However, the flow 
becomes unstable to 
Rayleigh-Bénard instability 
in the quasi-steady state 
mode. 
The thermal boundary layer is 
unstable to the Rayleigh-
Bénard instability. The 
instability sets in before the 
growth of the thermal 
boundary layer completes.  
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Table 3 Onset time of instability and the temperature at that time at a point, E'.  
Mesh 
size 
A = 0.1 A = 0.2 A = 0.5 
tB T (at t=1.31s) tB T (at t=4.21s) tB T (at t=10.87s) 
200100 1.215s 299.494 K 3.58s 298.168 K 10.45s 295.028 K 
300150 1.251s 299.490 K 3.92s 298.177 K 10.65s 295.029 K 
400200 1.310s 299.496 K 4.21s 298.178 K 10.87s 295.030 K 
600300 1.321s 299.495 K 4.25s 298.176 K 10.92s 295.029 K 
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Table 4 Values of A, and Ra for 14 runs. 
Runs  A Ra Regimes 
1 0.1 1.70108 
Regime 6 
2 0.1 8.50107 
3 0.1 3.40107 
4 0.1 1.70107 
5 0.1 1.35107 
6 0.1 8.50106 
7 0.2 1.30108 
8 0.1 2.88106 
Regime 5 9 0.1 2.35106 
10 0.1 1.70106 
11 0.1 1.70105 
Regime 2 12 0.1 1.35105 
13 0.1 8.50104 
14 0.5 1.54108 Regime 3 
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Figure Captions 
 
Fig. 1 Schematic of the geometry and the coordinate system. 
Fig. 2 Time series of temperature (a, c, e) at a point (0.6m, 0.00121m) and the growth of 
the standard deviation of the temperature (b, d, f) for four different grids. 
Fig. 3 Growth of the standard deviation of the temperature for different amplitude of 
perturbation source for Ra = 8.50106. 
Fig. 4 (a) Temperature contours and (b) streamlines for Ra = 10, Pr = 0.72 and A = 0.1 at 
t/ts = 0.22. 
Fig. 5 (a) Temperature contours and (b) streamlines for Ra = 8.5104, Pr = 0.72 and A = 
0.1 at t/ts = 2.04. 
Fig. 6 (a) Temperature contours and (b) streamlines for Ra = 3.40105, Pr = 0.72 and A = 
0.1 at t/ts = 2.33. 
Fig. 7 (a) Temperature contours and (b) streamlines for Ra = 2.00103, Pr = 0.72 and A = 
0.1 at t/tsr = 1.05. 
Fig. 8 (a) Temperature contours and (b) streamlines for Ra = 1.35106, Pr = 0.72 and A = 
0.1 at t/tsr = 1.5. 
Fig. 9 (a) Temperature contours and (b) streamlines for Ra = 1.70107, Pr = 0.72 and A = 
0.1 at t/tsr = 0.81. 
Fig. 10 Normalised unsteady velocity against normalised time. 
Fig. 11 Numerically obtained onset time of instability against corresponding scaling 
values, for all runs. (a) tB1 < tsr, (b) tsr < tB2 < tp, (c) tB3 > tp. 
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Figure 1:  S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 2: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 3: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer. 
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Figure 4: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 5: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 6: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 7: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 8: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 9: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
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Figure 10: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer  
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Figure 11: S. C. Saha, J.C. Patterson and C. Lei, Int. J. Heat Mass Transfer 
 
 
 
 
 
 
