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Abstract—Feature-based transfer is one of the most effective
methodologies for transfer learning. Existing studies usually
assume that the learned new feature representation is truly
domain-invariant, and thus directly train a transfer model M
on source domain. In this paper, we consider a more realistic
scenario where the new feature representation is suboptimal
and small divergence still exists across domains. We propose a
new learning strategy with a transfer model called Randomized
Transferable Machine (RTM). More specifically, we work on
source data with the new feature representation learned from
existing feature-based transfer methods. The key idea is to
enlarge source training data populations by randomly corrupting
source data using some noises, and then train a transfer model M̃
that performs well on all the corrupted source data populations.
In principle, the more corruptions are made, the higher the
probability of the target data can be covered by the constructed
source populations, and thus better transfer performance can
be achieved by M̃. An ideal case is with infinite corruptions,
which however is infeasible in reality. We develop a marginalized
solution with linear regression model and dropout noise. With a
marginalization trick, we can train an RTM that is equivalently
to training using infinite source noisy populations without truly
conducting any corruption. More importantly, such an RTM
has a closed-form solution, which enables very fast and efficient
training. Extensive experiments on various real-world transfer
tasks show that RTM is a promising transfer model.
I. INTRODUCTION
Transfer learning is a learning strategy reusing knowledge
across domains. It aims to build a model using data from one
domain (i.e., source domain) while capable of generalizing
good performance on the prediction task of another different
but related domain (i.e., target domain). Such knowledge
transfer avoids the expensive process of collecting target
labeled data, but is obstructed by domain divergence, that
is, the so-called out-of-distribution (o.o.d) challenge. Different
from the identically-independently-distributed (i.i.d) assump-
tion, the data distribution usually differs dramatically across
domains in transfer learning.
Feature-based transfer is one of the most effective method-
ologies in transfer learning. Subspace learning [1], [2], [3],
[4] and deep feature learning [5], [6], [7], [8] are two popular
research directions. The two research directions share the
same underlying rationale, i.e., although two domains differ
considerably in the original feature space, there exists a
domain-invariant feature representation in which the domain
divergence is eliminated. Both subspace learning and deep
feature learning methods focus on learning such a ‘good’
feature representation.
To achieve better and better feature representation, many
studies are proposed considering more and more complex
and diverse data properties, e.g., geometric structure [1],
sparsity [9], second-order moments [10], low-rankness [11],
multiple manifolds [4], and disentanglement [12] etc. The
transfer model, however, is then directly trained on source
domain, regardless of how the new feature representation is
learned. Situation differs slightly between subspace learning
and deep feature learning, where the former usually decouples
feature learning with model training as two separate stages
while the latter jointly learns new feature representation and
transfer model together. Admittedly, training a transfer model
on source domain using the learned new feature representation
is currently the best practice considering that only source
domain has sufficient ground-truth labels and using target
pseudo labels may suffer from the error reinforcement issue
[13]. However, going back to the fundamental challenge of
transfer learning, one question arises: Is the learned new
feature representation sufficiently good enough to guarantee
that the transfer model trained on source can generalize well
to target? In other words, is the new feature representation
truly domain-invariant?
The continuing emergence of new feature-based transfer
methods with their incremental improvements on transfer per-
formance implicitly indicates that the truly domain-invariant
feature representation has not been achieved yet. Although
many existing efforts claim the success of learning domain-
invariant features, their results are usually quickly “defeated”
by newer works. New feature-based transfer methods are
flourishing, and such a ‘defeat-to-improve’ situation seems to
be endless as it stands now. One may naturally doubt whether
the truly domain-invariant feature representation is achievable.
Unfortunately, no existing research studies can answer this
question, but we may get some clues from the development
of feature-based transfer studies.
The distance metric, which is the key factor of measuring
domain divergence, is studied in Maximum Mean Discrepancy
(MMD) [14], A-distance [15] and Wasserstein distance (W-
distance) [16]. However, it is difficult to decide which metric is
currently the best for transfer learning, and difficult to predict
whether new metrics would be proposed in future studies.
Moreover, for a given metric, it is infeasible to achieve the
ideal zero-divergence case due to various reasons, e.g., the
finite number of data samples, the consideration of other data
properties, the hyper-parameters used for learning, and opti-
mization related matters, etc. We believe that it is extremely
hard to achieve truly domain-invariant feature representations,
and current works only yield some suboptimal alternatives or
context-specific results.
There is still space to further boost transfer performance, al-
though the learned new feature representation has highlighted
some similarities in two domains. Since domain divergence
still exists in the learned new features, probably very small,
directly training a transfer model on source domain is prob-
lematic. In this work, we focus on the problem of how to train
a better transfer model using new feature representations, only
on the source domain, to further boost transfer performance.
To the best of our knowledge, this is the first work studying
such a problem, while existing methods usually assume that
the learned new features are already truly domain-invariant,
and thus directly train a transfer model on the source domain.
We propose a randomized transferable machine (RTM).
Instead of training a model that fits the source data only,
we propose to train an RTM that is capable of generalizing
good performance on numerous noisy source data populations.
The underlying intuition is that noisy source data populations
can well cover the characteristics of the target data. This is
reasonable since the source and target data represented by
new feature representation are already very similar. The small
discrepancies can be easily captured by the noisy source data
with a large number of different random corruptions. In prin-
ciple, the more random corruptions are involved, the higher
the probability of target data can be covered by constructed
source populations, and thus the better transfer performance
can be achieved by RTM. The ideal case is training RTM
with an infinite number of random source data corruptions.
However, it is infeasible in practice. To make it happen, we
provide a marginalized solution to simulate infinite random
corruptions for RTM without really conducting any corruption.
By training RTM with this marginalization trick, we expect to
boost transfer performance on the target task.
Note that source data can be corrupted by different types of
noise. In this paper, we propose to randomly corrupt source
data with a dropout noise. By applying such noise to the
linear logistic regression model, we instantiate an RTM with
a closed-form solution. This makes the learning of RTM
super fast and efficient. We test the RTM trained on source
new feature representations learned from various feature-based
transfer methods. The empirical results demonstrate that our
RTM can further improve the transfer performance compared
with the transfer model directly trained on source new features.
We also test the RTM trained using original source data, and
surprisingly, we observe that the RTM is capable of achieving
considerable good transfer performance. In some transfer
learning tasks, the RTM even outperforms deep learning
transfer methods in transfer performance. Further considering
the fast learning speed of the RTM, we believe it is a very
promising transfer model.
The rest of the paper is organized as follows. We discuss
related work in Section II. We then introduce our proposed
RTM in Section III. The experimental study is described in
Section IV. We conclude with some discussion in Section V.
II. RELATED WORK
A transfer learning problem [17] involves two crucial con-
cepts: domain and task. A domain is defined by feature space
and marginal feature distribution, and a task is defined by
label space and predictive function. In the typical two-domain
transfer learning scenario, a source domain and a target domain
are assumed. The objective is to predict target labels via the
target predictive function with the help of source domain
information.
According to Pan et al. [17], transfer learning can be fur-
ther divided into inductive transfer learning [18], transductive
transfer learning [19], and unsupervised transfer learning [20].
In inductive transfer learning, labels of the target domain are
available while labels of the source domain are unavailable.
In transductive transfer learning, only the source domain has
labels. Finally, in unsupervised transfer learning, both domain
labels are not available. Domain adaptation [21] is one of the
subproblems of transductive transfer learning, where the tasks
are assumed to be the same. In domain adaptation, source and
target domain data have the same feature space and label space
but different marginal distributions. The goal of a domain
adaptation algorithm is to adapt one or more source domains
to transfer the knowledge across domains and improve the
performance of the target task.
Feature-based transfer is one of the most effective method-
ologies for domain adaptation. The underlying intuition is
that there exists a domain-invariant feature representation
across domains. One typical way of learning domain-invariant
feature representation is by constructing subspace. In [1], Pan
et al. propose to learn transfer components by minimizing
MMD. To model the domain shift dynamically, Gong et al.
[22] propose to generate an infinite number of intermediate
subspaces that lie between the source and target domains along
the geodesic flow on a Grassmann manifold. To alleviate the
computational issue of Gong et al. [22], a subspace alignment
method [23] that directly aligns the subspaces of different
domains is developed. The following works consider diverse
data properties in transfer. In [24], Long et al. not only align
the marginal distributions of different domains, but also align
the conditional ones using pseudo target labels. Long et al.
[25] further propose a transfer joint matching method jointly
matching feature distributions and reweighting instances. In
[26], Li et al. jointly take into account feature adaptation with
distribution matching and sample adaptation with landmark
selection. Sun et al. [2] consider the second-order statistics
to align domains. In [27], Ghifary et al. propose Scatter
Component Analysis which is based on a geometric measure
called scatter. It finds a feature representation that maximizes
between-class separability and minimizes the discrepancy be-
tween the source and target domains through the scatter.
Aiming to benefit from both the geometric property and the
statistical property of data, Zhang et al. [3] propose a joint
geometrical and statistical alignment for visual transfer. Most
recently, Wei et al. [4] propose to learn shared features based
on a multiple manifolds assumption.
With the development of deep neural networks, deep trans-
fer method is attracting increasing interests as deep features
can disentangle complex and high-level information under-
lying the data, making the feature representations more dis-
criminative and informative to transfer tasks. Chen et al. [28]
propose a marginalized stacked denoising autoencoder to learn
deep features by reconstructing the randomly corrupted data.
This approach achieves significant positive transfer perfor-
mance on the cross domain sentiment analysis. Deep nonlinear
feature coding [6] further boosts the transfer performance
of Chen et al. [28] by considering feature alignment and
nonlinearity exploration. Long et al. [5] develop a deep adap-
tation network (DAN) to learn transferable features. Multiple
kernelized MMD is adopted to reduce domain discrepancies
in the last 3 layers of DAN. Instead of focusing on the last
3 layers, Long et al. [7] propose a joint adaptation network
(JDN) to minimize the joint distribution of full layers of
features through MMD. Considering the class weight bias
across domains, Yan et al. [29] develop a weighted domain
adaptation network (WDAN), which improves the transfer
performance of DAN. Apart from using MMD as distance
metric, Ganin et al. [15] propose an adversarial learning based
method for transfer. It builds a domain discriminator to confuse
the task of classifying domains. Following Ganin et al. [15],
Tzeng et al. [30] propose to combine discriminative modelling,
weight sharing, and generative adversarial learning. In Cai et
al. [12], semantic representations are explored by disentangle-
ment. A variational auto-encoder to reconstruct semantic latent
variables and domain latent variables is proposed. Although
generally more effective than subspace-based methods, many
deep transfer learning methods are actually motivated from
subspace-based ones, e.g., DAN is motivated by Pan et al.
[1].
III. THE PROPOSED METHOD
In this section, we introduce the problem setting and moti-
vate our proposed method. We also elaborate the technical de-
tails of the proposed randomized transferable machine (RTM).
A. Problem Outline
We focus on knowledge transfer between two domains,
one source domain S and one target domain T . Data from
the source domain S and the target domain T lie in the
same feature space but with different feature distributions.
Specifically, the source domain S has sufficient labelled data
while the target domain T only has unlabelled data. We
denote the source original data matrix with its corresponding
label matrix as XS = [xS
1
, ...,xSn ] ∈ R
d×n and YS =
[yS
1
, ...,ySn ] ∈ R
C×n where d is the dimensionality of the
original feature space and C is the number of classes. Herein,
xSi is the i-th d-dimensional source instance, and y
S
i is its one-
hot label vector with a single 1 and all the others 0 1. Note that,
1If an instance belongs to the c class, the c-th element of its label vector
is 1.
not otherwise specified in this paper, we use bold capital letter
to represent matrix, bold lower case letter to represent vector,
and normal letter to represent scalar. Similarly, we denote
the target data matrix as XT = [xT
1
, ...,xTm] ∈ R
d×m. The
objective is to use X = [XS ,XT ] and YS to train a model,
and then utilize the model to predict labels of XT . A simple
and brute-force way is to train a transfer model using XS and
YS , denoted as Mx, and then use Mx for the prediction of
XT . However, due to the domain divergence between S and T ,
Mx is usually not capable of generalizing good performance
on XT .
The problem setting studied in this paper is well known
as Unsupervised Domain Adaptation. Feature-based methods
including subspace learning and deep feature learning have
shown very effective for this transfer setting. Using feature-
based transfer methods, one can obtain new feature represen-
tations for both domains. Specifically, the data matrices with a
new feature representation for S and T are denoted as ZS =
[zS
1
, ..., zSn ] ∈ R
k×n and ZT = [zT
1
, ..., zTm] ∈ R
k×m, where k
is the dimensionality of the new feature representation. With
ZS and ZT , a transfer model Mz is then directly trained using
ZS and YS . The prediction is done by applying Mz to Z
T .
The superiority of Mz over Mx has been sufficiently verified
by many feature-based transfer methods on various real-world
transfer tasks.
B. Motivation
While affirming the progress of using Mz for transfer, we
notice a basic assumption of Mz made by existing feature-
based transfer methods. That is, the new feature representation
with which Mz is trained is truly domain-invariant. Only
under this assumption, can ZS and ZT be taken as i.i.d and the
generalizability of Mz be guaranteed. However, as we have
discussed in Introduction, the truly domain-invariant feature
representation has not been achieved yet. That is, existing
feature-based transfer works fail to achieve the truly domain-
invariant feature representation. They do align two domains
in some extents, but only yield some suboptimal domain-
invariant alternatives or context-specific results.
With this in mind, we turn our attention back to Mz , the
transfer model trained using ZS . Such a transfer model Mz is
problematic if ZS is not truly domain-invariant. Discrepancy
still exists between ZS and ZT , although it may be much
smaller than that between XS and XT . This degenerates the
generalizability of Mz to Z
T , and leaves room to be further
improved on transfer performance. To do so, we propose a new
learning strategy to train a transfer model, specifically only
using ZS , and call such a model as Randomized Transferable
Machine (RTM).
C. Randomized Transferable Machine
We consider a linear logistic regression model used as the
training model on the learned source new feature representa-
tions. It is formally defined as follows:
fz(z) = W
Tz, (1)
where W ∈ Rk×C is the weight matrix. The objective is to




TzS − yS ||l2 ] + α||W||l2 , (2)
where l2 norm regularization is used to control the complexity
of W. As empirically evidenced by existing feature-based
transfer methods, fz can achieve considerably good prediction
performance on ZT . Only partial target data are wrongly clas-
sified, and these are the nuances with ZS that we should pay
attention to. If we can take the partial target data into account
in the training, we are expected to achieve improvements on
the transfer performance.
To do so, we propose to enlarge the source data to make the
training data population most likely to cover the characteristics
of the target data. More specifically, we propose to randomly
corrupt the source data with a dropout noise, while assigning
the artificially corrupted data the same label as the data point
from which it is corrupted. To try the best to cover the
characteristics of the target data by the randomly corrupted
source data, we conduct as many corruptions as possible. Then,
our objective is to train a model M̃z that performs well on
all the possible randomly corrupted source data. Assuming we












i ||l2 + α||W||l2 , (3)
where z̃Si,j is the j-th version corruption of z
S
i . To sim-
plify, we denote the J-times repeated version of ZS as
ẐS = [ZS , ...,ZS ], the corrupted version of ẐS as Z̃S ,
and the corresponding J-times repeated label matrix as






tr([WZ̃S − ŶS ][WZ̃S − ŶS ]T) + α||W||l2 ,
where tr is the trace operator. The larger J is, the higher
probability the characteristics of the target data is covered by
the randomly corrupted source data. The ideal case is with
infinite corruptions. However, we cannot make it in practice.
To simulate the infinite random corruptions without really
making any corruption, we apply a marginalization trick by











where ǫ is the noise distribution, and we omit the term
(ŶS)TŶS as it does not contain any learnable variables.
Note that only Z̃S is associated with noise distribution.
Eq. (4) is the standard ordinary least squares [31], and it has
closed-form solution as follows:
W = (Eǫ[Ŷ
S(Z̃S)T])(Eǫ[Z̃
S(Z̃S)T] + αI)−1. (5)
Algorithm 1 Randomized Transferable Machine with Linear
Logistic Regression Model and Dropout Noise
Input: Source data matrix with new feature representation
ZS , source label matrix YS , and the corruption probability
in dropout noise p.
1. Calculate Eǫ[Ŷ
S(Z̃S)T] using Eq. (6);
2. Calculate Eǫ[Z̃
S(Z̃S)T] using Eqs. (7) and (8);
3. Calculate the model weight matrix W using Eq. (5).
Output: The prediction function f̃z , i.e., the transfer model
M̃z .
where I is an identity matrix. Then, our focus in on the two
terms Eǫ[Ŷ
S(Z̃S)T] and Eǫ[Z̃
S(Z̃S)T] that are dependent on
the noise distribution used to corrupt the source data. Herein,
we take advantage of the widely used dropout noise [32],
which is defined as follows:
Definition 1: Dropout noise: given a data point x, each
feature dimension of x is randomly corrupted by a noise ǫ
that draws a Bernoulli distribution with a probability p. That
is to say, each feature is corrupted to 0 with the probability p
and retains with the probability 1− p.
With the dropout noise, we can calculate the two terms by




S(Z̃S)T] = (1− p)YS(ZS)T, (6)
For Eǫ[Z̃
S(Z̃S)T], when α 6= β,
[Eǫ[Z̃
S(Z̃S)T]]α,β = (1 − p)
2[ZS(ZS)T]α,β , (7)
and when α = β,
[Eǫ[Z̃
S(Z̃S)T]]α,α = (1− p)[Z
S(ZS)T]α,α, (8)
where subscripts α and β are the row index and column index
of a matrix, respectively. With the above equations, we can
obtain the model weights by solving Eq. (5). Notably, the
proposed RTM can be implemented by several lines of code.
We summarize the instantiated RTM in Algorithm 1. It can
be seen that our instantiated RTM is compact and easy to
be implemented. As training is convex and a global-optimal
solution is guaranteed, it is also very computationally efficient.
D. Discussions on RTM
The underlying intuition of RTM is to augment more source
data populations in the model learning so that target data
can be taken as one of these populations. However, it is
significantly different from the existing noise injection or
random data augmentation methods [33], [34]. Clearly shown
in Section III.C, we actually do not conduct any random
corruption or augmentation, but utilize a marginalization trick
to model the ideal case with infinite corruptions.
Our RTM also shares the similar idea with some other
research lines including adversarial training [35] and domain
randomization [36]. In adversarial training, a model is trained
to be robust to the adversarial examples. The research efforts
mainly confine to finding the adversarial perturbations and to
training models that are robust to them. Domain randomization
mainly deals with ‘sim-to-real’ scenarios in reinforcement
learning. It adds noise to simulation environment variables to
create more diverse environments, and learns a good policy on
all these environments. The real-world environment is assumed
to be included in these constructed environment simulations,
and thus the learned policy can be well applied. Both of the
two research lines receive significant attention and result in a
number of approaches. This implies the potential of RTM in
transfer learning from a side.
IV. EXPERIMENTAL STUDIES
We conduct extensive empirical studies on several real-
world datasets. Our aim is to demonstrate the effectiveness
of our proposed RTM. To do so, we mainly verify the transfer
superiority of M̃z to Mz . We also test the performance of
RTM on the original data by comparing M̃x with Mx. All
the experiments are done on a 64-bit operating system with
Intel(R) Xeon(R) CPU E5-1650 0 @ 3.20GHz using Matlab
2019b.
A. RTM on New Feature Representation
In this section, we compare M̃z with Mz using the new fea-
ture representation learned by various state-of-the-art feature-
based transfer methods. The evaluation is done on 4 real-world
datasets, namely Office-Caltech10 [22], COIL1-COIL2 [25],
Amazon product review dataset [37], and 20-Newsgroups [6].
The former two datasets are widely used in computer visual
tasks and the latter two datasets are widely used in natural
language processing tasks.
Office-Caltech10 [22] is an image benchmark dataset for
transfer learning. It consists of 4 domains: C (Caltech-256),
A (Amazon), W (Webcam), and D (DSLR). These 4 domains
share the same 10 objects, but have different data distributions.
In our experiment, we construct 12 transfer tasks, denoted as
‘source-target’. Following [22], We use SURF features.
COIL1-COIL2 [25] is also a widely used dataset for object
recognition. Two domains, COIL1 and COIL2, share 20 ob-
jects. Each of them has 720 images, and each image is 32×32
pixels with 256 gray levels per pixel. The images in two
domains are taken in different directions, and thus are drawn
from different distributions. COIL1 contains images taken
in the directions of [0◦, 85◦] ∪ [180◦, 265◦]. COIL2 contains
images taken in the directions of [90◦, 175◦] ∪ [270◦, 355◦].
We construct two adaptation tasks: CL12 and CL21.
Amazon product review dataset [37] contains sentiment
reviews from 4 product categories: books (B), DVD (D),
electronics (E) and kitchen appliance (K). Each review is char-
acterized by unigram and bigram tf-idf features and labeled as
positive or negative. Each domain has about 2,000 samples.
When a domain is selected as source/target, all the samples in
this domain are used as training/test data. By pairing up the
domains for adaptation task, we have 12 domain pairs, denoted
as ‘source-target’. For example, B-D means that category B is
the source domain and D is the target domain.
20-Newsgroups [6] consists of about 20,000 documents from
4 top categories: computer (C), recording (R), science (S), and
talk (T). Each top category has 4 subcategories. Top categories
are treated as labels, while subcategories are treated as related
domains. Six binary prediction tasks are formed: C-R, C-S, C-
T, R-S, R-T, and S-T. We take the task C-R for instance. Top
category C is the positive class and R is the negative class. Two
subcategories under each class are selected to constitute the
source domain, while another two subcategories are selected
to form the target domain. By exchanging the roles of the two
domains, we have two domain pairs for the prediction task
C-R, denoted as CR-1 and CR-2.
For each dataset, we first adopt several existing subspace-
based transfer methods to learn new features, including TCA
[1], GFK [22], SA [23], TJM [25], JDA [24], CORAL [2],
JGSA [3], and MMIT [4]. For all the methods, we uniformly
set the subspace dimensionality as 20. Regarding the hyper-
parameters in each method, we follow the default ones spec-
ified by the authors. As the aim is to show the superiority
of RTM to the conventional transfer model used in existing
works, we compare the best results achieved by M̃z and Mz .
To do so, we use the best performance with the optimal p
in each task where p takes values from 0.05 to 0.95 with
0.05 as step. For fair comparison, we also use linear logistic
regression model for Mz . Note that most of existing methods
use Nearest Neighbors as the base classifier, which makes the
reported results in this paper different from those reported in
existing papers. All the results are shown in Table I. For each
task, we highlight the winner between Mz and M̃z using red.
We also demonstrate the average results of all the transfer tasks
in each dataset, and the average results of all the transfer tasks
for comparisons.
Regarding the average result of all the transfer tasks, M̃z
consistently outperforms Mz in all the subspace-based trans-
fer methods. The improvement is up to 11.39% in SA, and
the mean of the improvement on the 8 methods is 3.69%.
This shows the superiority of M̃z over Mz . Considering that
M̃z is a simple attempt with linear logistic regression model
and dropout noise, RTM is a very promising transfer model.
Regarding the average result of each dataset, we find that
M̃z sweeps Mz in 3 of 4 datasets. The only exception is TJM
in 20-Newsgroups dataset, where M̃z achieves slightly worse
result, 0.15% less, than Mz . The means of the improvement
on the 8 methods are 7.59%, 4.64%, 3.77%, 2.02% for
COIL1-COIL2, Office-Caltech10, 20-Newsgroup, and Ama-
zon product review dataset, respectively. These results verify
the effectiveness of M̃z in diverse transfer tasks as well as
using diverse new feature representation.
Moreover, we observe that M̃z is not as good as Mz in
some specific transfer tasks. However, we find that the results
of M̃z are comparable with those of Mz in these cases. This is
because the instantiated RTM in this paper may be not power-
ful enough to take all the nuances across domains into account,
which leaves much room to improve RTM by considering
Table I
COMPARISONS OF M̃z AND Mz USING THE FEATURE REPRESENTATION LEARNED FROM EXISTING SUBSPACE-BASED TRANSFER METHODS
Task TCA GFK SA TJM JDA CORAL JGSA MMIT
Model Mz M̃z Mz M̃z Mz M̃z Mz M̃z Mz M̃z Mz M̃z Mz M̃z Mz M̃z
C-A 53.44 53.65 55.32 54.07 28.29 46.24 51.77 51.77 49.27 49.69 35.07 54.18 51.67 54.28 51.98 52.82
C-W 50.51 51.86 49.49 51.19 23.39 37.63 49.49 49.49 48.14 50.17 31.19 48.14 45.42 49.49 49.15 50.85
C-D 47.77 49.04 43.95 49.04 21.66 45.22 41.40 42.04 47.13 49.68 31.85 46.50 40.76 45.86 47.13 48.41
A-C 42.83 43.54 41.94 44.52 26.54 39.63 44.97 44.70 38.91 42.39 28.50 43.72 42.65 44.17 42.56 43.81
A-W 38.98 41.02 40.68 43.73 16.27 36.61 45.08 45.76 46.78 48.81 25.42 41.69 35.59 41.36 40.00 41.02
A-D 40.13 43.31 38.85 48.41 23.57 39.49 43.95 44.59 48.41 48.41 28.66 43.31 37.58 42.68 41.40 43.31
W-C 36.69 37.22 36.69 36.87 24.49 34.28 39.36 39.09 32.32 33.30 30.01 35.80 34.55 35.17 38.11 37.13
W-A 40.29 40.50 37.79 40.81 19.73 37.47 39.98 40.19 36.12 35.91 33.92 39.87 38.31 39.46 40.29 40.40
W-D 77.71 78.98 74.52 78.34 41.40 65.61 70.06 70.70 74.52 75.80 77.71 84.08 82.80 83.44 76.43 78.98
D-C 35.62 36.60 30.45 36.78 20.66 35.89 33.13 33.93 32.50 32.32 29.74 35.53 32.95 33.48 35.71 34.73
D-A 38.83 38.83 40.40 41.02 26.62 36.01 35.18 35.07 35.59 35.39 33.72 38.10 35.91 36.12 39.35 38.10
D-W 80.34 82.03 73.90 80.00 37.29 64.75 74.58 76.27 77.63 77.63 80.00 85.08 84.07 84.07 79.32 79.66
Mean 48.60 49.72 47.00 50.40 25.82 43.24 47.41 47.80 47.28 48.29 38.82 49.67 46.86 49.13 48.45 49.10
CL12 77.36 80.42 62.22 78.47 48.06 76.11 74.72 76.11 83.06 83.06 68.47 79.58 76.53 79.03 76.94 81.81
CL21 78.06 78.61 62.92 77.78 51.67 74.58 76.81 77.50 83.06 83.19 68.06 78.19 73.89 76.39 77.08 79.44
Mean 77.71 79.51 62.57 78.13 49.86 75.35 75.76 76.81 83.06 83.13 68.26 78.89 75.21 77.71 77.01 80.63
CR-1 68.29 71.72 61.95 73.01 62.04 71.98 76.69 74.81 64.52 66.41 60.50 69.58 63.24 69.58 71.12 71.72
CR-2 81.42 81.34 75.74 79.30 76.42 73.45 74.13 74.55 81.51 83.21 74.89 84.22 83.04 84.22 81.51 82.02
CS-1 73.48 73.40 70.15 83.92 68.69 83.92 78.96 76.99 87.17 87.34 68.35 78.61 77.16 78.61 78.44 77.59
CS-2 70.44 69.85 73.68 79.30 72.91 78.96 73.94 73.59 73.25 73.85 70.19 75.72 72.74 75.72 71.29 77.27
CT-1 80.48 79.43 64.98 85.65 63.83 80.29 82.87 82.49 86.12 85.93 63.54 90.05 86.89 90.05 86.22 85.84
CT-2 84.33 84.96 81.39 87.17 78.97 84.12 84.54 86.01 88.12 88.43 81.91 90.12 89.70 90.12 88.12 87.49
RS-1 74.77 74.68 71.91 77.88 71.07 73.17 79.14 79.73 78.64 79.39 70.06 75.36 70.73 75.36 72.83 73.25
RS-2 74.79 75.04 70.99 76.90 72.43 76.81 74.37 73.95 81.45 81.79 72.26 79.93 79.09 79.93 75.13 74.79
RT-1 68.28 67.99 60.42 67.42 59.56 64.02 76.61 76.61 75.57 75.19 60.98 68.84 64.11 68.84 77.37 76.61
RT-2 77.52 77.82 67.25 73.20 68.07 69.82 79.57 79.36 81.11 81.31 69.82 75.98 67.15 75.98 80.80 79.98
ST-1 69.82 69.91 59.98 69.91 59.22 62.25 79.19 79.28 69.06 68.31 58.85 79.85 77.29 79.85 73.60 73.42
ST-2 82.01 81.80 66.18 75.90 64.74 71.25 82.32 83.14 82.94 84.28 67.11 86.14 83.66 86.14 82.21 83.28
Mean 75.47 75.66 68.72 77.46 68.16 74.17 78.53 78.38 79.12 79.62 68.21 79.53 76.23 79.53 78.22 78.44
B-D 77.64 78.49 79.64 79.49 71.99 76.74 76.89 77.19 76.39 76.54 76.04 79.49 78.69 78.84 78.49 79.34
B-E 76.48 76.48 78.23 78.28 67.67 75.88 79.73 79.58 78.33 78.38 72.52 79.03 77.03 77.28 75.48 75.38
B-K 78.19 78.14 79.24 80.64 60.68 76.64 79.09 79.14 78.84 80.04 74.04 80.84 79.39 79.39 76.99 77.74
D-B 78.05 78.60 78.05 79.20 66.50 75.70 78.05 77.60 76.60 76.45 75.90 79.90 78.80 79.85 77.80 78.30
D-E 78.18 78.13 77.63 80.08 70.87 77.48 79.53 79.73 80.48 80.48 69.57 78.98 76.68 77.38 77.58 76.98
D-K 78.44 78.29 78.84 80.64 65.93 79.19 79.54 79.29 79.49 79.74 72.54 81.34 79.44 80.29 78.79 78.84
E-B 73.75 73.85 73.70 75.05 58.75 71.30 72.55 73.65 73.60 73.60 70.25 75.55 74.45 74.65 72.75 73.35
E-D 74.84 74.99 74.34 76.74 62.68 74.54 75.49 75.69 75.64 75.44 69.88 74.94 74.09 74.34 74.39 74.84
E-K 81.79 81.84 82.74 83.59 76.29 82.84 81.64 81.79 81.29 81.39 81.24 84.94 84.79 85.04 82.79 83.04
K-B 73.45 73.45 75.60 76.35 64.35 71.80 71.85 71.45 73.05 73.85 71.15 76.25 75.75 75.70 73.50 74.20
K-D 74.44 74.39 73.89 76.14 73.34 74.79 72.99 72.54 73.19 73.99 71.79 76.09 74.39 74.34 74.29 75.29
K-E 80.68 81.23 81.68 82.13 78.63 81.68 77.23 77.38 79.18 79.63 81.23 83.33 82.33 83.18 81.03 81.33
Mean 77.16 77.32 77.80 79.03 68.14 76.55 77.05 77.08 77.17 77.46 73.85 79.22 78.07 78.36 76.99 77.38
Mean4 67.63 68.20 64.40 69.45 53.82 65.21 68.09 68.23 68.66 69.23 60.71 69.97 67.48 69.46 68.37 68.96
more powerful model, e.g., kernel ridge regression, and other
type of noise distribution, e.g., Gaussian noise. We further
notice that M̃z performs differently using the feature represen-
tation learned from different transfer methods, e.g., in Office-
Caltech10, M̃z obtains 17.41% improvement in SA while
achieves only 0.65% improvement in MMIT. This indicates
two points. Firstly, RTM can make up the transfer deficiency
of those suboptimal domain-invariant feature representation,
especially when the learned new feature representation is far
from being truly domain-invariant, e.g., SA. Secondly, for the
new feature representation that is already a good suboptimal
domain-invariant alternative, RTM has room to be further
improved. We leave more possibilities of the instantiation of
RTM in future studies.
B. RTM on Original Data
In this section, we investigate the performance of RTM on
the original data. Specifically, we compare M̃x with Mx on
5 real-world datasets. Except for Office-Caltech10 and 20-
Newsgroups, we also use 3 benchmark datasets that is widely
used in the evaluations of deep learning transfer methods. The






C-A 33.30 49.27 51.67 51.98 55.32
C-W 26.44 48.14 45.42 49.15 49.49
C-D 25.48 47.13 40.76 47.13 47.13
A-C 25.02 38.91 42.65 42.56 44.08
A-W 20.00 46.78 35.59 40.00 41.02
A-D 24.20 48.41 37.58 41.40 42.68
W-C 31.17 32.32 34.55 38.11 34.46
W-A 35.18 36.12 38.31 40.29 39.46
W-D 80.25 74.52 82.80 76.43 83.44
D-C 31.97 32.50 32.95 35.71 32.77
D-A 35.59 35.59 35.91 39.35 36.64
D-W 80.68 77.63 84.07 79.32 84.75
Mean 37.44 47.28 46.86 48.45 49.27
CR-1 60.50 64.52 63.24 71.12 69.58
CR-2 74.89 81.51 83.04 81.51 84.22
CS-1 68.35 87.17 77.16 78.44 78.61
CS-2 70.19 73.25 72.74 71.29 75.72
CT-1 63.54 86.12 86.89 86.22 90.05
CT-2 81.91 88.12 89.70 88.12 90.12
RS-1 70.06 78.64 70.73 72.83 75.36
RS-2 72.26 81.45 79.09 75.13 79.93
RT-1 60.98 75.57 64.11 77.37 68.84
RT-2 69.82 81.11 67.15 80.80 75.98
ST-1 58.85 69.06 77.29 73.60 79.85
ST-2 67.11 82.94 83.66 82.21 86.14
Mean 68.21 79.12 76.23 78.22 79.53
Mean2 52.82 63.20 61.54 63.34 64.40
Office-31 [5] is a benchmark dataset for visual domain adap-
tation. It contains 4,652 images and 31 categories from 3
distinct domains: Amazon (A), Webcam (W) and DSLR (D).
Each contain images from amazon.com, or office environment
images taken with varying lighting and pose changes using
a webcam or a dslr camera, respectively. By pairing up 2
domains, we construct 6 transfer tasks. For instance, A-W
represents a transfer task where Amazon is used as the source
domain and Webcam is used as the target domain.
ImageCLEF-DA [7] is built for ImageCLEF 2014 domain
adaptation challenge. It contains 4 domains including Caltech-
256 (C), ImageNet ILSVRC 2012 (I), Bing (B) and Pascal
VOC 2012 (P). Each domain contains images from different
sources. Following [7], we construct 6 transfer tasks, e.g., C-
I with Caltech-256 as source domain and ImageNet ILSVRC
2012 as target domain.
Office-Home [12] is a more challenging domain adaptation
dataset, which consists of around 15,500 images from 65
categories of everyday objects. This dataset is organized into
4 domains: Art (Ar), Clipart (Cl), Product (Pr) and Real-world
(Rw). By pairing up 2 domains, we have 12 transfer tasks.
Apart from the results of M̃x and Mx, we also show






A-W 67.7 80.5 82.0 85.4 74.5
A-D 74.3 78.6 79.7 84.7 80.3
W-A 58.8 62.8 67.4 70.0 63.2
W-D 96.2 99.6 99.1 99.8 96.6
D-A 57.1 63.6 68.2 68.6 61.0
D-W 91.7 97.1 96.9 97.4 92.6
Mean 74.3 80.4 82.2 84.3 78.0
C-I 75.8 86.3 87.0 86.9 82.3
C-P 60.0 69.2 74.3 72.7 66.0
I-C 82.0 92.8 96.2 95.3 85.8
I-P 65.8 74.5 75.0 75.6 70.3
P-C 75.8 89.8 91.5 92.2 84.3
P-I 73.0 82.2 86.0 86.8 83.3
Mean 72.1 82.5 85.0 84.9 78.7
Ar-CI 43.9 43.6 45.6 45.9 50.5
Ar-Pr 62.6 57.0 59.3 61.2 68.0
Ar-Rw 68.8 67.9 70.1 68.9 73.6
CI-Ar 44.7 45.8 47.0 50.4 51.5
CI-Pr 59.5 56.5 58.5 59.7 63.6
CI-Rw 59.8 60.4 60.9 61.0 64.8
Pr-Ar 46.8 44.0 46.1 45.8 51.5
Pr-CO 41.3 43.6 43.7 43.4 45.9
Pr-Rw 70.4 67.7 68.5 70.3 73.1
Rw-Ar 62.6 63.1 63.2 63.9 65.0
Rw-CI 47.9 51.5 51.8 52.4 51.0
Rw-Pr 76.8 74.3 76.8 76.8 77.3
Mean 57.1 56.3 57.6 58.3 61.3
Mean3 65.1 68.9 70.6 71.5 69.8
methods. For subspace learning case, we use JDA, JGSA, and
MMIT. For deep feature learning case, we adopt DAN [5],
DANN [15], and JAN [30]. We use the results on ResNet-
50 features, which are reported in the existing works. The
comparison results are shown in Tables II and III. For each
task, the best result is highlighted using bold.
From Table II, it can be seen that M̃x consistently achieves
better transfer performance than Mx, and yields 11.58%
improvement in average. This again verifies the effectiveness
of our proposed new learning strategy for RMT, not only on
the new feature representation, but also on the original data.
We further observe that M̃x also outperforms the existing
transfer methods, i.e., Mz , in some tasks, and wins in terms
of the average performance. Even as a new and independent
transfer method, RTM shows its promising transfer capability,
not to say it can further improve the transfer performance
based on the existing subspace-based transfer methods.
Table III shows the comparison results for deep learning
case. Not surprisingly, M̃x beats Mx in all tasks. However,
different from the subspace case where M̃x also outperforms
Mz in average, M̃x is not as good as Mz in the deep learning
case, overall. It is worth noting that this is not exactly a
negative finding. On the one hand, we observe M̃x achieves
better results than Mz in some tasks, e.g., DAN in A-D,
W-A, and P-I. For Office-Home, M̃x even achieves the
best among all the baselines in 11 out of 12 transfer tasks.
On the other hand, M̃x has a closed-form solution and is
computationally efficient, which is a huge advantage over deep
learning methods. It only takes minutes to complete learning
with moderate computing resources, while deep learning meth-
ods usually take hours and days with tremendous computing
powers. Furthermore, it can be expected that combining RTM
with these deep learning methods can further boost the transfer
performance.
V. CONCLUSIONS
In this paper, we propose an Randomized Transferable
Machine (RTM). We notice that the new feature representation
learned by existing feature-based transfer methods is not truly
domain-invariant, and directly training a transfer model on it
is problematic. To alleviate this issue, we propose to learn a
transfer model that generalizes good performance on infinite
source data populations. To do so, we propose a marginalized
solution to RTM with linear logistic regression model and
dropout noise. Extensive experiments show that our proposed
RTM is a promising transfer model.
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