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Abstract
MmWave communications are expected to play a major role in the Fifth genera-
tion of mobile networks. They offer a potential multi-gigabit throughput and an
ultra-low radio latency, but at the same time suffer from high isotropic pathloss,
and a coverage area much smaller than the one of LTE macrocells. In order to
address these issues, highly directional beamforming and a very high-density de-
ployment of mmWave base stations were proposed. This Thesis aims to improve
the reliability and performance of the 5G network by studying its tight and seam-
less integration with the current LTE cellular network. In particular, the LTE
base stations can provide a coverage layer for 5G mobile terminals, because they
operate on microWave frequencies, which are less sensitive to blockage and have
a lower pathloss.
This Thesis will propose an LTE-5G tight integration architecture, based on
mobile terminals’ dual connectivity to LTE and 5G radio access networks, and
will evaluate which are the new network procedures that will be needed to support
it. Moreover, this new architecture will be implemented in the ns–3 simulator,
and a thorough simulation campaign will be conducted in order to evaluate its




La quinta generazione di reti cellulari prevede l’utilizzo di comunicazioni su fre-
quenze millimetriche. Queste, infatti, offrono una potenziale capacità nell’ordine
del gigabit, e una latenza estremamente ridotta. Tuttavia, la perdita di potenza
del segnale trasmesso dovuta alla propagazione è molto alta, e la copertura di
una cella con frequenze così elevate è ridotta. Per ovviare a questi problemi, si
propone di utilizzare tecniche di beamforming e un’installazione ad alta densità
di stazioni radio base per il 5G. Questa tesi propone un’ulteriore soluzione per
migliorare l’affidabilità e le prestazioni della rete 5G, studiando una possibile inte-
grazione con l’attuale rete LTE. In particolar modo, le stazioni radio LTE possono
offrire una copertura omogenea alle celle 5G, in quanto usano frequenze più basse
e meno soggette a diminuzione della potenza del segnale per la propagazione.
Questa tesi propone una architettura per l’integrazione di LTE e 5G, basata su
terminali connessi contemporaneamente alla rete LTE e 5G, e valuta quali sono
le procedure di rete necessarie per supportarla. Inoltre, questa architettura sarà
implementata nel simulatore di rete ns–3 e una estensiva campagna di simulazioni
fornirà risultati utili alla valutazione delle prestazioni del sistema, rispetto a quelle
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The next generation mobile network (5G) will become a reality before 2020, driven
by an increase in mobile traffic demand and by a variety of use cases that cannot be
satisfied by the current LTE networks. According to the latest Ericsson Mobility
Report [1], the smartphone traffic on mobile networks is expected to increase by
12 times before 2021. As shown in Fig. 1.1, the monthly traffic per smartphone
in Europe and the United States will be greater than 15 GB.
The 5G cellular network is required to address these traffic demands, a growth
of connected devices, and to define new business models for network operators. It
will be designed with a holistic approach, considering different use cases in order
to provide natively an optimized experience for each of them. According to the
guidelines in [14], 5G networks should support:
• a cell–edge rate of 50 Mbit/s or more, and in general a cell throughput
higher than 1 Gbit/s, in order to support 4K video streaming and a large
number of connected users;
• an ultra-low end-to-end latency, preferably below 10 ms, with a stricter
requirement of 1 ms latency for specific applications (tactile internet, remote
industrial controls);
• ultra-high service availability, with high reliability and a consistent user
1
Figure 1.1: EricssonMobility Report mobile trafﬁc outlook, from [1]
experience in the network;
• a massive deployment of Machine Type Communications (MTC) devices,
which have to be energy efficient and use a very low power.
In the last few years, the research on 5G became a hot topic in the telecommuni-
cation area. Indeed there are several challenges to address in order to satisfy these
requirements. The low latency objective, for example, may require a re-design of
the core network. The massive MTC deployment will need cheap electronics and
simple networking procedures.
The main challenge is however to reach the ultra-high throughput objective. A
possible enabler is the use of mmWave frequencies. Indeed, the spectrum at lower
microWave frequencies is very fragmented, and the allocation of large chunks of
spectrum (in order to obtain large available bandwidths) is not possible. On the
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contrary, in the mmWave band there is a chance to allocate gigahertz bandwidths
to network operators [15].
However, several issues must be faced when using carrier frequencies greater
than 10 GHz: (i) high isotropic pathloss; (ii) blockage from buildings and also
from the human body; (iii) attenuation given by foliage and heavy rain [3].
Therefore, mmWave links may provide a very high throughput, but their quality
is variable. In particular, a User Equipment (UE) may experience an outage, or
an SINR too low to communicate with the mmWave evolved Node Base (eNB).
A possible solution is to use the LTE network, which operates on microWave
frequencies, as a fallback. In current mobile networks the usual procedure used
to fallback is a handover. However, the conventional LTE procedure may be too
slow, and there may be an interval in which the cellular service is unavailable.
In this Thesis, an alternative to the standard handover is investigated. Firstly,
a more general topic is discussed and analyzed, i.e., the integration between LTE
and 5G networks. In an integrated system, a UE is in connected state to both LTE
and mmWave eNBs. Therefore, this is called a dual connected setup. Secondly,
this system will be analyzed for the usage of fast switching, i.e., only one of the
two eNBs serves data to the UE, but it is possible to switch from one Radio
Access Technology (RAT) to the other with a single control message, without
the involvement of the core network. There are already Dual Connectivity (DC)
solutions standardized by 3GPP [10], and in some papers as [16], [17] there are
proposals on how LTE and 5G should integrate. The main contributions of this
Thesis are (i) the evaluation of a possible architecture for integration at the
Packet Data Convergence Protocol (PDCP) layer; (ii) the proposal of new network
procedures to enable this solution; and (iii) an implementation of this system for
the ns–3 simulator, in order to assess its performance with a thorough simulation
campaign.
The thesis is organized as follows:
• Chapter 2 describes the enabling technologies for 5G networks, with a par-
ticular focus on mmWave communications;
• Chapter 3 reviews which is the state of the art on LTE-5G tight integration.
Moreover, the 3GPP proposals on DC for LTE are illustrated. A brief
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introduction on the LTE protocol stack is also given, and LTE standard
handover procedures are shown;
• Chapter 4 introduces the New York University (NYU) mmWave module for
ns–3, by describing in detail the channel model employed and the function-
alities provided. Moreover, the LTE module for ns–3 is briefly described;
• Chapter 5 describes the proposed architecture and our new procedures for
LTE-5G tight integration with dual connectivity. Then, our new implemen-
tation of this architecture in ns–3 is detailed, along with the implementation
of the baseline handover setup;
• Chapter 6 outlines the simulation scenario, presents figures and comments
the results obtained;
• Finally, Chapter 7 draws some conclusions and suggests possible future




The next generation mobile networks will be standardized before 2020,
according to the 3GPP road map [18]. As described in Chapter 1, research on
5G is driven by forecasts that predict an increase of mobile internet traffic, both
human generated and machine generated. There are many technologies that have
been identified as enablers by several papers that propose guidelines and research
directions for 5G networks. In the following sections, we will briefly provide an
introduction to the technologies that will make the 5G vision become reality.
2.1 5G Technology Enablers
The ambitious goals upon which 5G network design is based require both an
evolution of the current LTE 4G radio access and core network, and new disruptive
technologies. Challenges such as a 1000x increase in capacity, a 100x increase in
data rate, latency below 10 ms [19], along with sustainable costs and a consistent
Quality of Experience (QoE), can be addressed only by using a combination of
different solutions, based on ground breaking technologies and on refinements
of robust and known systems. In particular, the authors of the survey in [20]
list as potential enablers the usage of mmWave frequencies, massive multiple-
input multiple-output (MIMO), smart infrastructures, and native support for the
5
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(e.g., device battery) and operator (e.g., radio
and transport network resource, base station
power) sides. Hence, a challenge for 5G is to
support applications and services with an opti-
mal and consistent level of QoE anywhere and
anytime.
Despite the diversity of QoE requirements,
providing low latency and high bandwidth gener-
ally improves QoE. As such, most enablers men-
tioned previously can improve QoE. Additionally,
traffic optimization techniques can be used to
meet increasing QoE expectations. Furthermore,
installing caches and computing resources at the
edge of the network allows an operator to place
content and services close to the end user. This
can enable very low latency and high QoE for
delay-critical interactive services such as video
editing and augmented reality.
Better models that describe the relationship
of QoE to measurable network service parame-
ters (e.g., bandwidth, delay) and context parame-
ters (e.g., device, user, and environment) are
also emerging. Big data, including information
from sensors (e.g., on the device) and statistical
user data, can be used intelligently with such
models to more precisely assess the QoE expect-
ed by a user and determine the optimal resources
to use to meet the expected QoE. SDN can then
be used to flexibly provision the necessary
resources.
Besides the mobile network, advances in the
fixed network and potential convergence of the
fixed and mobile networks are also needed to
address the challenges highlighted above. How-
ever, specific discussions related to the fixed net-
work and convergence of the mobile and fixed
networks are outside the scope of this article. 
5G MOBILE NETWORK
ARCHITECTURE VISION
Figure 2 illustrates a 5G mobile network archi-
tecture that utilizes the enablers discussed previ-
ously. The key elements in the architecture are
summarized below:
• Two logical network layers, a radio network
(RN) that provides only a minimum set of
L1/L2 functionalities and a network cloud
that provides all higher layer functionalities
• Dynamic deployment and scaling of func-
tions in the network cloud through SDN
and NFV
• A lean protocol stack achieved through
elimination of redundant functionalities
and integration of AS and NAS
• Separate provisioning of coverage and
capacity in the RN by use of C/U-plane
split architecture and different frequency
bands for coverage and capacity
• Relaying and nesting (connecting devices
with limited resources non-transparently to
the network through one or more devices
that have more resources) to support multi-
ple devices, group mobility, and nomadic
hotspots




• U-plane mobility anchor
• OTA security provisioning
• Authentication
• Mobility management
• Radio resource control
• NAS-AS integration
• L1/L2 functions
• High CF with M-MIMO - for capacity
• Extraction of actionable insights from big data
• Orchestration of required services and
   functionalities (e.g., traffic optimization,
































NOMA Non-orthogonal multiple access
NW Network
OTA Over the air
OTT Over-the-top player






• Low CF with NOMA - fall back for coverage
• High CF with M-MIMO - wireless backhaul
• L1/L2 functions
• Super high CF and/or unlicensed
   spectrum - for local capacity
• Switched on on-demand
• Dual connectivity
• Independent C/U-plane mobility
• Nesting and relaying to support
   low-powered devices, nomadic
   cells and group mobility
• Network-controlled D2D
• Connectionless, contention-based
   access with new waveforms for
   MTC asynchronous access
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Figure 2.1: 5Gmobile network vision and potential technology enablers, from [2]
different use cases (mobile broadband, massive M2M, ultra-low latency). Other
papers agree with this point of view and also add control and user plane split,
software defi ed networkin (SDN) [2], full duplex radio [21] and heterogeneous
networks. Fig. 2.1 shows a complete set of potential nablers and details their
role with respect to the whole system.
The following paragraphs therefore describe how some of these technologies can
contribute to the dev lopment of 5G networks:
• m Wave frequencies can offer large chunks of free unused spectrum
that can be allocated to telecom operators. Propagation is harder at these
frequencies but, with the exception of the sensitivity to blockage, the con-
ditio s a e very si ilar to the ones of microwaves. However, this particular
enabler will be discussed in detail in Sec. 2.2;
• Heterogeneous networks allow to increase the capacity of the radio ac-
cess network with small cells (known as picocells and femtocells), deployed
more densely, but with smaller coverage area and transmission power. These
cells will require a coverage layer provided by legacy 4G macro cells or by
6
5G cells operating on microWave frequencies, in order to avoid service in-
terruptions. As part of the HetNet proposal, the usage of U/C plane
split means that user plane functionalities can be provided by mmWave
5G small cells, while control plane messages are sent by using the coverage
layer, allowing to increase the reliability of the connection;
• Massive MIMO refers to the use of a system in which the number of an-
tennas at the base station (BS) is much larger than the number of devices
per signalling resource [22]. By operating in the mmWave frequency band,
it is possible to pack more smaller antennas inside a UE or in a BS. With
massive MIMO it is possible to have very narrow beams, which allow to
exploit spatial multiplexing and increase the throughput. A main limita-
tion is the need for a timely channel estimation in order to track the user
mobility, however as mentioned in [2] a dual connectivity solution could
be used to provide an immediate fallback to another link, whose aim is to
provide constant coverage;
• Support for different use cases is expected to be empowered by the
use of (i) a configurable frame scheme at the Physical (PHY) and Medium
Access Control (MAC) layer, based on Orthogonal Frequency Division Mul-
tiplexing (OFDM) or on one of its variants; (ii) an adaptive core network
that can meet the QoS required for each data flow. This proposal is part of
an approach that wants to harmonize the Radio Access Technology of 5G
networks with the current LTE and Wi-Fi OFDM-based RATs [23];
• Full duplex radio technology has been thoroughly studied in recent years,
and can be enabled by self interference cancellation techniques, thanks to
the increased computational power available at both mobile terminals and
base stations. It can be used either in the radio access network or for
backhaul links between base stations [24];
• Smart infrastructures are key to fully exploit the new opportunities and
the increase in performance given by the other enablers. Smart infrastruc-
ture means the usage of caching at the edge of the network, a core network
which can be reconfigured and is able to serve users with different require-
ments, with SDN and a lean design. Another proposal is network slicing,
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i.e., different functionalities of the network are offered by different service
providers that interface with one another [25]. A smart infrastructure can
also offer different business opportunities to telecom operators.
2.2 MmWave Technology And Its Adoption In 5GNetworks
As mentioned in the previous section the adoption of millimeter wave (mmWave)
frequencies communications in 5G networks is seen as a way to reach the through-
put and capacity increase goals. Millimeter wave frequencies are the ones in
the 3-300 GHz band, where the wavelength is indeed in the 1-100 millimeter
range. They are mostly unlicensed, or lightly licensed [26], and the International
Telecommunication Union (ITU) will define which are the most suitable bands
for 5G radio access networks in the next few years. Fig. 2.2 immediately shows
why these systems appeal to telecommunication researchers: the potential spec-
trum that can be allocated to 5G systems is very large. The potential carrier
frequencies studied by a team at NYU are 28 GHz and 73 GHz [4].
There are several benefits given by the adoption of such high frequencies, as
well as some drawbacks. The main pros are (i) the very large available band-
width; (ii) the possibility of packing more antennas in a mobile terminal, with
respect to the ones that a microWave system allows; (iii) an improved relative
power consumption, with respect to lower frequencies [7], i.e., the power spent
to transmit each bit is lower for mmWave than for typical LTE bands; (iv) the
possibility of using very narrow beams in order to limit the interference toward
other base stations and terminal devices, and to improve coverage.
Among the main cons, there are (i) the limitations in coverage, in particular in
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MILLIMETER WAVE SPECTRUM
UNLEASHING THE 3–300 GHZ SPECTRUM
Almost all commercial radio communications
including AM/FM radio, high-definition TV, cellu-
lar, satellite communication, GPS, and Wi-Fi have
been contained in a narrow band of the RF spec-
trum in 300 MHz–3 GHz. This band is generally
referred to as the sweet spot due to its favorable
propagation characteristics for commercial wireless
applications. The portion of the RF spectrum
above 3 GHz, however, has been largely unexploit-
ed for commercial wireless applications. More
recently there has been some interest in exploring
this spectrum for short-range and fixed wireless
communications. For example, unlicensed use of
ultra-wideband (UWB) in the range of 3.1–10.6
GHz frequencies has been proposed to enable high
data rate connectivity in personal area networks.
The use of the 57–64 GHz oxygen absorption band
is also being promoted to provide multigigabit data
rates for short-range connectivity and wireless local
area networks. Additionally, local multipoint distri-
bution service (LMDS) operating on frequencies
from 28 to 30 GHz was conceived as a broadband,
fixed wireless, point-to-multipoint technology for
utilization in the last mile.
Within the 3–300 GHz spectrum, up to 252
GHz can potentially be suitable for mobile
broadband as depicted in Fig. 1a. Millimeter
waves are absorbed by oxygen and water vapor
in the atmosphere. The frequencies in the 57–64
GHz oxygen absorption band can experience
attenuation of about 15 dB/km as the oxygen
molecule (O2) absorbs electromegnetic energy at
around 60 GHz. The absorption rate by water
vapor (H2O) depends on the amount of water
vapor and can be up to tens of dBs in the range
of 164–200 GHz [4]. We exclude these bands for
mobile broadband applications as the transmis-
sion range in these bands will be limited. With a
reasonable assumption that 40 percent of the
remaining spectrum can be made available over
time, millimeter-wave mobile broadband (MMB)
opens the door for a possible 100 GHz new
spectrum for mobile communication — more
than 200 times the spectrum currently allocated
for this purpose below 3 GHz.
LMDS AND 70/80/90 GHZ BANDS
LMDS was standardized by the IEEE 802
LAN/MAN Standards Committee through the
efforts of the IEEE 802.16.1 Task Group (“Air
Interface for Fixed Broadband Wireless Access
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Figure 2.2: Spectrum in the range [0, 300] GHz, from [3]
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urban environments, where mmWave signals suffer from blockage; (ii) the abso-
lute power consumption. These issues, however, have been recently studied and
addressed by several papers, that will be summed up in the following paragraphs.
2.2.1 MmWave Radio Propagation
Measurements of mmWave-band outdoor propagation have been conducted only
in recent years, while the indoor case was extensively covered since the 1980s [27]
and the usage of mmWave for indoor communications is already part of a stan-
dard [28]. The authors in [3] propose to use the mmWave frequencies in mobile
networks; outdoor measurements followed soon, and the main preliminary results
are reported in [4, 26].
Some general considerations can be made on the propagation of mmWave fre-
quencies:
• While the omni-directional propagation loss obeys Friis Law, and in-
creases with the square of the frequency, when considering mmWave link
budget also the antenna gain must be taken into account. Given the same
antenna aperture area, the gain increases with the frequency. Therefore this
factor compensates the free space pathloss in the link budget. Moreover,
with mmWave more directional antennas can be created in a small space,
thus allowing high beamforming gain, provided that the beam can track the
mobile terminal [15];
• The main concern for mmWave frequencies is shadowing. Materials as
such as brick exhibit an attenuation factor in the range of 40-80 dB, and
also the human body can attenuate mmWave signals up to 35 dB [15].
However, a higher reflection facilitates non-line-of-sight communications.
Also foliage and heavy rain can cause severe attenuation in mmWave bands.
The attenuation given by foliage increases with the frequency and with the
foliage depth: for example, at 80 GHz a depth of 10 m is enough to attenuate
the signal by 23.5 dB [3].
In addition, even rain attenuates the mmWave signals, because the wave-
length is comparable to the size of a rain drop, thus causing scattering of
the radio signal. The attenuation due to rain is measured in dB/km and
9
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the vertical and horizontal planes provided by rotatable horn
antennas).
Since transmissions were always made from the rooftop
location to the street, in all the reported measurements below,
characteristics of the transmitter will be representative of the
base station (BS) and characteristics of the receiver will be
representative of a mobile, or user equipment (UE). At each
transmitter (TX)—receiver (RX) location pair, the azimuth
(horizontal) and elevation (vertical) angles of both the trans-
mitter and receiver were swept to first find the direction of the
maximal receive power. After this point, power measurements
were then made at various angular offsets from the strongest
angular locations. In particular, the horizontal angles at both
the TX and RX were swept in 10◦ steps from 0 to 360◦. Vertical
angles were also sampled, typically within a ±20◦ range from
the horizon in the vertical plane. At each angular sampling
point, the channel sounder was used to detect any signal paths.
To reject noise, only paths that exceeded a 5 dB SNR threshold
were included in the power-delay profile (PDP). Since the
channel sounder has a processing gain of 30 dB, only extremely
weak paths would not be detected in this system—See [19]–
[21] for more details. The power at each angular location is the
sum of received powers across all delays (i.e., the sum of the
PDP). A location would be considered in outage if there were
no detected paths across all angular measurements.
III. CHANNEL MODELING AND PARAMETER ESTIMATION
A. Distance-Based Path Loss
We first estimated the total omnidirectional path loss as a
function of the TX-RX distance. At each location that was not
in outage, the path loss was estimated as
PL = PTX − PRX +GTX +GRX , (1)
where PTX is the total transmit power in dBm, PRX is the
total integrated receive power over all the angular directions
and GTX and GRX are the gains of the horn antennas. For this
experiment, PTX = 30 dBm and GTX = GRX = 24.5 dBi.
Note that the path loss (1) is obtained by subtracting the
antenna gains from power measured at every pointing angle at
a particular location, and summing the powers over all TX and
RX pointing angles as shown in [46], and thus (1) represents
the path loss as an isotropic (omnidirectional, unity antenna
gain) value i.e., the difference between the average transmit
and receive power seen assuming omnidirectional antennas at
the TX and RX. The path loss thus does not include any
beamforming gains obtained by directing the transmitter or
receiver correctly—we will discuss the beamforming gains in
detail below.
A scatter plot of the omnidirectional path losses at different
locations as a function of the TX-RX LOS distance is plotted
in Fig. 2. In the measurements in Section II, each location was
manually classified as either LOS, where the TX was visible to
the RX, or NLOS, where the TX was obstructed. In standard
cellular models such as [24], it is common to fit the LOS and
NLOS path losses separately.
Fig. 2. Scatter plot along with a linear fit of the estimated omnidirectional
path losses as a function of the TX-RX separation for 28 and 73 GHz.
For the NLOS points, Fig. 2 plots a fit using a standard linear
model,
PL(d) [dB] = α+ β10 log10(d) + ξ, ξ ∼ N (0,σ2), (2)
where d is the distance in meters, α and β are the least square
fits of floating intercept and slope over the measured distances
(30 to 200 m), and σ2 is the lognormal shadowing variance.
The values of α, β and σ2 are shown in Table I. To assess
the accuracy of the parameter estimates, a standard Cramér-Rao
calculation for a linear least squares estimates (see, e.g., [47])
shows that the standard deviation in the median path loss due to
noise was < 2 dB over the range of tested distances.
Note that for fc = 73 GHz, there were two mobile antenna
heights in the experiments: 4.02 m (a typical backhaul receiver
height) and 2.0 m (a typical mobile height). The table provides
numbers for both a mixture of heights and for the mobile only
height. Unless otherwise stated, we will use the mobile only
height in all subsequent analysis.
For the LOS points, Fig. 2 shows that the theoretical free
space path loss from Friis’ Law [18] provides a good fit for the
LOS points. The values for α and β predicted by Friis’ law and
the mean-squared error σ2 of the observed data from Friis’ Law
are shown in Table I.
We should note that these numbers differ somewhat with the
values reported in earlier work [19]–[21]. Those works fit the
path loss to power measurements for small angular regions.
Here, we are fitting the total power over all directions. Also,
note that a close-in free space reference path loss model with a
fixed leverage point may also be used. Such a fit is equivalent
to using the linear model (2) with the additional constraint that
α+ β10 log10(d0) has some fixed value for some given refer-
ence free space distance d0. The close-in free space reference
model is often better in that it accounts for true physical-based
models [9] and [26]. Work in [44] shows that since this close-in
free space model has one less free parameter, the model is less
sensitive to perturbations in data, with only a slightly greater
(e.g., 0.5 dB standard deviation) fitting error. While the analysis
below will not use this fixed leverage point model, we point
this out to caution against ascribing any physical meaning to
Figure 2.3: Pathloss for 28 GHz and 73GHz, from [4]
strongly depends on the intensity of the rain in mm/hour. In the case of
light rain (2.5 mm/hour), the attenuation is small (1 dB/km), in particular
when considering the expected typical maximum range of mmWave cells
(200 m). However there may be particular cases (such as monsoons) in
which mmWave communication can be disrupted by very heavy rain [3].
The measurements of [4] corroborate these general considerations. They were
performed in New York, usi g highly directional anten as at 28 GHz and 73 GHz.
It can be seen from Fig. 2.3 that Friis Law (freespace line) fits the measurements
for the line-of-sight (LOS) case, while the non-line-of-sight (NLOS) scenario ex-
hibits a linear behavior in the distance, with an additional attenuation of 20 dB
with respect to the LOS case. The maximum distance considered in Fig. 2.3 is
200 m, since at a higher distance no signal was measured (varying the transmis-
sion power from 15 dBm to 30 dBm). This case is considered as outage, i.e., the
mobile terminal cannot receive a signal from the base station. This distance is the
actual limit of the radius of mmWave small cells, which will have to be densely
deployed in order to provi e uniform coverag .
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2.2.2 MmWaveDirectional Transmission
As mentioned in the previous section, the high isotropic propagation loss can be
compensated by directional antennas with high beamforming gain. This, however,
defines another challenge, i.e., directionality for the UE must be tracked and
accounted for at the eNB [15].
Moreover, highly directional transmissions create issues for broadcast signals
and synchronization for initial cell search. As explained in [29], there is a direc-
tionality trade-off. With omnidirectional communications, the range that each
mmWave eNB can cover is limited, but, at the same time, it is possible for all
the devices under coverage to receive broadcast informations. On the other hand,
semi or highly directional solutions allow to increase the transmission range, and
reduce the interference, but then a spatial search is needed when accessing the net-
work. Besides, if broadcasts are omnidirectional and data transmission is instead
directional, there may be a mismatch between the area in which synchronization
and broadcast control informations can be received, and the area in which data
transmissions are supported, as shown in [30]. A directional procedure for Initial
Access (IA), on the other hand, may introduce additional latencies [15]. The de-
lay and coverage issues for IA are evaluated in [31], while in [32] the performance
of different solutions to avoid a greedy spatial search is evaluated.
2.2.3 MmWave Power Consumption
Another issue that must be addressed when considering mmWave communications
and the very high bandwidth employed is power consumption. In current cellular
networks, as Fig. 2.4 shows, the energy consumption of base stations accounts for
nearly 60% of the electric energy bill of a typical telecom operator. Since it is
expected that the number of cells deployed will increase to account for the smaller
coverage of mmWave frequencies [15], it is necessary to adopt an energy efficient
approach when designing and planning 5G networks.
Particular attention must be given to the design of analog to digital converters
and processing units. Indeed, the power consumption of an A/D converter scales
linearly with the rate considered. For example, a state of the art circuit operating
at 100 Ms/s [33] can require up to 250 mWwhen operating, thus causing a too high
power consumption in mmWave mobile terminals [15]. It is generally expected
11
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current wireless network is shown in Fig. 1a.
These results clearly show that reducing the
power consumption of the base station or access
point has to be an important element of this
research program.
Studies have indicated that the mobile hand-
set power drain per subscriber is much lower
than the base station component, Fig. 1b [1];
hence, the Green Radio project will mainly focus
on base station design issues. Figure 1b also
shows that the manufacturing or embodied ener-
gy is a much larger component in the mobile
handset than in the base station. This is because
the lifetime of a base station is typically 10–15
years, compared to a typical handset being used
for 2 years. In addition, the energy costs of a
base station are shared between many mobile
subscribers, leading to a large imbalance in the
contribution of embodied energy. From the
point of view of handsets, significant efforts need
to be put into reducing manufacturing energy
costs and increasing handset lifetime, through
recycling programs, for example. The Third
Generation Partnership Project (3GPP) Long
Term Evolution (LTE) system has been chosen
as the baseline technology for the research pro-
gram; its specifications have recently been com-
pleted with a view to rolling out networks in the
next two to three years [2].
The next section of this article discusses the
architecture of existing base stations and identi-
fies key parts of the system hardware where sig-
nificant energy savings can be obtained.
BASE STATION
POWER EFFICIENCY STUDIES
The overall efficiency of the base station, in
terms of the power drawn from its supply in
relation to its radio frequency (RF) power out-
put, is governed by the power consumption of its
various constituent parts, including the core
radio devices.
Radio transceivers: The equipment for gener-
ating transmit signals to and decoding signals
from mobile terminals.
Power amplifiers: These devices amplify the
transmit signals from the transceiver to a high
enough power level for transmission, typically
around 5–10 W.
Transmit antennas: The antennas are respon-
sible for physically radiating the signals, and are
typically highly directional to deliver the signal
to users without radiating the signal into the
ground or sky.
Base stations also contain other ancillary
equipment, providing facilities such as connec-
tion to the service provider’s network and cli-
mate control. A major opportunity to achieve
the power reduction targets of the program lies
in developing techniques to improve the efficien-
cy of base station hardware.
Analysis within the program has developed
models for various base station configurations
(macrocell, microcell, picocell, and femtocell) in
order to establish how improvements in the
hardware components will impact the overall
base station efficiency. The starting point for this
analysis has been the transmit chain. Near-mar-
ket power consumption figures have been used
in order to establish a benchmark efficiency
against which improvements made as part of the
project can be assessed. Target power consump-
tion figures allow future overall base station effi-
ciencies to be predicted.
REFERENCE BASE STATION ARCHITECTURE
The target system for the base station efficiency
analysis is the LTE system with support for four
transmit antennas. This system can exploit the
space domain to achieve high data throughputs
through multiple input multiple output (MIMO)
techniques [2]. The reference architecture under
investigation is shown in Fig. 2, this represents a
macrocellular base station with three sectors,
with an effective isotropic radiated power
(EIRP) of 27 dBW per sector. The four transmit
chains needed for the four antennas therefore
require 12 power amplifiers (PAs) and antennas
Figure 1. a) Power consumption of a typical wireless cellular network (source: Vodafone); b) CO2 emissions per subscriber per year as
derived for the base station and mobile handset, after [1]. Embodied emissions arise from the manufacturing process rather than opera-
tion.
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Figure 2.4: Typical power consumption in a current mobile network, from [5]
and exponentially with b [8]. Therefore, considering Nyquist
sampling rate, PADC in terms of B and b is given by
PADC = cB2
b = cBR (5)
where c is the energy consumption per conversion step, and
R = 2b is the number of quantization levels of the ADC.
A. PTot Comparison
A comparison of PABFTot , PHBFTot and PDBFTot is shown in
Figures 4 and 5 for B equal to 100 MHz and 1 GHz,
respectively. In these plots, NANT is set to 16 and 64, b
is varied from 1 to 10, and NRF = 4 for HBF. Moreover,
PLNA = 39 mW, PPS = 19.5 mW, PM = 16.8 mW, [9], [10]
c = 494 fJ [1], PLO = 5 mW, PLPF = 14 mW, PBBamp = 5
mW [2] and PSP = 19.5 mW. Note that the results shown in
Figures 4 and 5 are for the LPADC considered in [1]1.
In Figures 4 and 5, results show that PTot increases with an
increase in NANT , B or b, as expected. Firstly, note that ABF
consumes the least power for every configuration. Secondly,
DBF always has some configuration for which it has a lower
power consumption than HBF. This is because PADC increases
exponentially with b, and therefore for small b there is no
significant power consumption due to PADC with respect to
the other components in Eq. (3). Moreover, at low b, the
power consumption of additional components in HBF, e.g.,
phase shifters, becomes dominant and therefore HBF may even
result in a higher power consumption than DBF. Note that the
value of b which results in a lower PDBFTot in comparison to
PHBFTot (for fixed NRF ) decreases with an increase in NANT
and B. For instance, for NANT = 64 and with B = 1 GHz
and B = 100 MHz, PDBFTot is less than PHBFTot up to 6 bits
and 9 bits, respectively. Moreover, similar results obtained by
considering an HPADC model [2] (not shown here), show that
PDBFTot always results in a higher power consumption than
PABFTot for the configurations used in Figure 4 and 5. However,
DBF results in a lower power consumption than HBF for
B = 100MHz and B = 1 GHz and with NANT = 16 only for
a range of b up to 5 and 2, respectively. A further discussion
on the impact of the number of bits is given in Section-III.
We next provide analytical formulas to identify B∗ and b∗
for which PDBFTot is similar to PHBFTot , for a general NANT .
This is useful to properly characterize the regions in which
DBF is to be preferred over the HBF alternative.
B. Evaluation of b∗ and B∗
We now compare DBF with HBF, and evaluate the max-
imum number of bits b∗ and the maximum bandwidth B∗
which satisfy the condition that PDBFTot ≤ PHBFTot .To find the values of b∗ and B∗ that result in the same total
power consumption for HBF and DBF we first evaluate the
1Similar results can be obtained by considering HPADC (with c ≈ 12.5
pJ) as in [2], which results in a reduced range of b or B for which DBF has
a lower power consumption than ABF or HBF. We will mention the range of
b and B for HPADC whenever necessary.
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B = 100 MHz
Figure 4. PTot for different beamforming schemes vs b for B = 100 MHz
and NANT = 16, 64.
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B = 1 GHz
Figure 5. PTot for different beamforming schemes vs b for B = 1 GHz
and NANT = 16, 64.
intersection point of Eqs. (2) and (3). This gives the following
result
(NANT −NRF )PRF + 2(NANT −NRF )PADC =
NANTNRFPPS +NRFPC +NANTPSP
(6)
and ther for b∗ and B∗ fo HBF and DBF ca be calculated
as
R =







NANT (NRFPPS + PSP ) +NRFPC − (NANT −NRF )PRF
2(NANT −NRF )cR (8)
where ⌊x⌋ represents the floor of the variable x, i.e., the largest
integer ≤ x. Eqs. (7) and (8) hold for NRF < NANT . Now if












NRFPPS + PSP − PRF
2cR
(10)
Eqs. (9) and (10) show that, for a large number of antennas,
the values of b∗ and B∗ for DBF are inversely related to B
and b, respectively, and directly related to NRF . Moreover, for
constant PPS , PRF , PSP , c, NRF and b or B, Eqs. (9) and
(10) also provide a lower bound for b∗ and B∗, respectively,
for any NANT . In addition, note that if NRF increases in
proportion to NANT , then the values of b∗ and B∗ will
increase with an increase in NANT .
Figure 2.5: Ptot forB = 1GHz, different beamforming schemes and number of antennasNANT , from [6]
that digital beamforming (DBF) solutions, which employ two A/D converters for
each antenna, have a higher power consumption than hybrid beamforming (HBF)
systems, where a lower number of A/D co verter is used, a the price of a lower
flexibility. However, in [6], the perf rmance of differ n beamforming schemes in
terms of power consu ption Ptot is assessed. In particular, the authors consider
all the elements in a mmWave receiver, i.e., not only the A/D converters, but also
combiners, mixers, low n is amplifiers, different bandwidths B and number of
bits b for the analog to digital conversion. As shown in Fig. 2.5, there are some
values of b for which the power consumption of a receiver with DBF is smaller
than that of a receiver with HBF. Analog beamforming (ABF), instead, always
12
For the previous example in which the receiver has unity gain 
with a noise figure of 10 dB, 1 W is used by non-path 
components, the minimum SNR is 10 dB, the carrier 
frequency is 38 GHz, and the power-efficiency factors are 0.5 
for the transmitter and receiver, then (23) evaluates to 
approximately 66 m for a 400 MHz baseband bandwidth and 
420 m for a 10 MHz baseband bandwidth.  It is essential to 
realize that the performance parameters of the receiver and 
transmitter impact the threshold distance.  This is why the 
results from section I-III are important in understanding the 





Figure 5– The consumption factors for a) 10 MHz and b) 400 MHz 
bandwidth 38 GHz carrier cellular channels as a function of maximum 
achievable excess path loss over 5 m. (Note the path loss at 38 GHz at 5 m 
is 77.9 dB [3]).  The plot shows that when the signal is not highly 
attenuated (e.g. smaller excess path loss, likely due to smaller T-R 
separation distances) the system will have a greater (e.g. better) 
consumption factor when using the wider bandwidth transmission, while 
systems in highly attenuating channels (e.g. greater excess path loss, likely 
due to larger T-R separations), may use a narrower bandwidth (e.g. a 
lower data rate) in order to achieve a greater (e.g. better) consumption 
factor.   
 
V. CONCLUSION 
 We have reviewed the consumption factor framework 
for a general communication system, and have applied the 
framework to future millimeter-wave cellular systems using 
extensive measurements form an in situ channel sounding 
campaign. As future 5th generation cellular networks 
contemplate the use of millimeter-wave bandwidths with 
highly directional beam antennas, and given the growing 
importance of energy efficiency of wireless services, the 
consumption factor may be used to determine tradeoffs 
between performance and power.  Conclusions from this work 
show that components on the signal path of a communication 
system that handle the most power should have the highest 
power efficiencies.  Also, for millimeter-wave cellular 
channels, when studied using the consumption factor 
framework, we find that higher bandwidths will result in 
superior consumption factors provided the channel is not 
severely attenuated as shown by Figure 5.  In contrast, highly 
attenuated channels, e.g. those formed through NLOS paths, 
will have more power efficiency when using lower bandwidths 
(per Figure 5). While these results are intuitive, the CF theory 
given here allows specific metrics to be assessed for such 
cases so that power efficient tradeoffs and operating 
conditions may be compared and established. This CF theory 
may be extended to the network and system architecture level, 
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Figure 2.6: CF for a 38 GHz system, with a bandwidthB = 10MHz orB = 400MHz, from [7]
has the lowest power consumption, given the same number of antennas used.
The power consumption of mmWave systems has been studied in relation to
the achievable rate in [7], in order to understand whether LOS or NLOS con-
ditions have a role in the power consumption and how much bandw dth should
be allocated in the two different scenarios. In particular the consumption factor





where Rmax is the maximum rate achievable given a certain communication sys-
tem and can be computed using Shannon’s theory, and Pconsumed;min is the power
consumption. In Fig. 2.6 there is a comparison between the CF that can be ob-
tained by a system with 10 MHz and 400 MHz bandwidth, for different pathlosses.
It can be seen that in a LOS setting it is preferable from the point of view of
the CF to use larger bandwidths, while in NLOS (higher pathloss) a smaller





As seen in Chapter 2, the next generation of mobile networks will be a combi-
nation of an evolution of legacy 4G networks and new disruptive technologies.
However, since telecom operators have recently put a lot of effort in deploying
LTE networks, it will make sense to exploit them as part of the new 5G genera-
tion. In particular, 4G can provide a coverage layer and make 5G networks more
robust to link outages and service unavailability.
There is a case for a tight integration between these two networks. Indeed, the
5G physical layer is expected to be OFDM based, with different numerologies to
account for different use cases [34]. Moreover, while the medium access control
operations will have to be adapted to the new physical requirements [29], the
higher layers of the mobile network protocol stack are expected to be in common
between LTE (and its evolutions) and 5G.
In the following sections the state on the art on these topics will be described.
Firstly, the current LTE protocol stack and the LTE network architecture will be
introduced, and from this starting point the main proposals of integration with

































Figure 2.5: The E-UTRAN user plane protocol stack. Reproduced by permission of©
3GPP.
2.3.1.1 Data Handling During Handover
In the absence of any centralized controller node, data buﬀering during handover due to user
mobility in the E-UTRAN must be performed in the eNodeB itself. Data protection during
handover is a responsibility of the PDCP layer and is explained in detail in Section 4.2.4.
The RLC and MAC layers both start afresh in a new cell after handover is completed.
2.3.2 Control Plane




























Figure 2.6: Control plane protocol stack. Reproduced by permission of© 3GPP.
The greyed region of the stack indicates the AS protocols. The lower layers perform the
same functions as for the user plane with the exception that there is no header compression
function for control plane.
Figure 3.1: LTE protocol stack, from [8]
3.1 The LTE Protocol Stack
A firs comprehensive view of the LTE protocol stack and of the main network
nodes is in Fig. 3.1. The mobile LTE stack is used to provide effective commu-
nications between the mobile terminal a d the eNBs, and it interfaces with the
IP layer. In the following paragraphs, the functionalities offered by the PHY and
the MAC layers will be briefly introduced, while the Radio Link Control (RLC)
and the Packet Data Convergence Protocol (PDCP) layer will be described in
details.
3.1.1 LTE Physical andMediumAccess Control layers
The LTE PHY layer provides the low level functionalities (modulation, framing)
which are needed for the transmission of data and control packets over the wireless
medium. An LTE system can be configured as either Time Division Duplexing
(TDD) or Frequency Division Dupl xing (FDD), and there are different specifica-
tions for the framing in the PHY layer accordingly to the chosen configuration. It
is also responsible for Adaptive Modulation and Coding (AMC), power control,
and it provides measurements to the Radio Resource Control (RRC) layer for
procedures like initial cell search and synchronization.
The MAC layer is in charge of mapping the data received from higher layers
to physical transport channels, thus performing multiplexing and demultiplexing
of higher layer Packet Data Units (PDUs) into a single MAC Service Data Unit
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(SDU). It also performs scheduling at the eNB side and reporting of buffer status
from the UE to the eNB. Additionally, the Hybrid Automatic Repeat reQuest
(HARQ) mechanism offers error correction via retransmission [35].
The PHY and MAC layers are also responsible for the Random Access (RA)
procedure, upon triggering from the RRC layer. There is a single PHY and MAC
layer instance for each device (either eNB or UE).
3.1.2 Radio Link Control Layer
The RLC layer [9] is the one above the MAC layer, and it forwards and receives
data from the MAC layer through logical channels. In both the UE and the
eNB there is an RLC entity for each Evolved Packet System (EPS) bearer, i.e.,
for each data or signalling flow. The RLC layer acts as an interface between
the PDCP layer and the MAC layer, since it buffers the data coming from the
PDCP layer and receives transmission opportunities (in terms of bytes that can
be transmitted) from the lower layer. Therefore it segments and/or concatenates
PDCP PDUs into an RLC PDU that can fit into the transmission opportunity,
and at the receiver side it performs the inverse process in order to retrieve the
original packets. Moreover, the RLC protocol is designed to reorder RLC PDUs in
case they are received out of order, for example because of HARQ retransmissions
at the MAC layer.
There are three different possible configurations for the RLC layer:
• RLC Transparent Mode (TM), which simply maps RLC SDUs (i.e., PDCP
PDUs) into RLC PDUs. It cannot be used for data transmission in LTE,
but only for operations such as the transmission of System Information
Broadcast messages, the first messages in the RRC configuration (RRC
Connection Request and RRC Connection Setup) and paging;
• RLC Unacknowledged Mode (UM), which performs segmentation and con-
catenation of RLC SDUs at the transmitter side, reassembly and reordering
at the receiver side, and packet loss detection. No retransmission is per-
formed, and packets are simply declared lost (even if a single segment of
the entire packet is missing). This configuration is used for delay sensitive
applications, that need very low latency (and this does not allow to use
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Figure 3.2: RLCAMblock diagram, from [9]
offers a retransmission mechanism (HARQ), which is however limited by a
maximum number of retransmissions, typically 3;
• RLC Acknowledged Mode (AM), that has the same functionalities of UM,
and adds a retransmission mechanism. The receiver entity periodically
sends to the transmitting one a status report that contains information
on which packets were lost, and they are retransmitted as soon as the MAC
layer signals a suitable transmission opportunity. Packets and fragments
can be fragmented once again, and reconstructed at the receiver side. The
transmitter can also poll for a status report, in case it has completed the
transmission of buffered packets. The block diagram of a transmitter and
receiver RLC AM entities is shown in Fig. 3.2.
RLC PDUs carry one or more (possibly fragmented) RLC SDUs and an RLC
header, which contains the sequence number and control information on the pay-
load.
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3.1.3 Packet Data Convergence Protocol Layer
The PDCP layer [36] collects data and signalling packets from the upper layers
and forwards them to the associated RLC entity. It provides the first entry point
for packet streams to the LTE mobile protocol stack, and there is a PDCP instance
for each EPS bearer. It provides in order delivery to upper layers, and discards
user plane data if a timeout expires. Its main functionalities are however header
compression (upper-layer static header parts are not transmitted for each packet,
thus reducing the overhead) and security (ciphering and integrity protection).
3.1.4 Radio Resource Control Protocol
The RRC protocol provides the control functionalities for eNBs and UEs, and
it supports the communication of control-related information either in broadcast
from the eNB or in an exchange with a single UE. In particular, the services that
it offers are related to [8, 37]:
• Broadcast and reception of System Information (SI), which includes initial
configurations of the eNB that UEs need to start a connection;
• Establishment, maintenance, modification and release of an RRC connec-
tion between an eNB and a UE. The RRC protocol has primitives for the
setup of Data and Signalling Radio Bearers (DRB and SRB), for connection
reconfiguration during handovers and configuration of lower layers;
• Inter-RAT mobility, with context transfer, security functionalities, cell han-
dover commands;
• Collection of measurements from PHY layer (at the UE) and reporting to
the eNB.
The RRC messages are sent over SRBs. Signalling Radio Bearer 0 configuration
is fixed and known to all the LTE devices, it uses RLC TM, and it is responsible
for the exchange of the first RRC messages at the beginning of a connection setup.
SRB1 and SRB2 are respectively for the normal-priority and the low-priority RRC
messages. Both these SRBs use RLC AM in order to reliably deliver the message
to the other endpoint.
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Figure 3.3: The LTE access network, composed of EPC and E-UTRAN, from [10]
3.2 LTENetwork Architecture
A brief introduction to LTE network architecture will help understand the de-
scription of dual connectivity and handover that will be given in the next sections.
The LTE standard provides specifics on the Evolved Universal Terrestrial Radio
Access Network (E-UTRAN), which is the radio access part and is used in con-
junction with the Evolved Packet Core (EPC) network. Together they form the
EPS [10].
The entry point to this network is the Packet Data Network Gateway (P-GW),
which has a link to the Service Gateway (S-GW). This node, which is sometimes
co-located with the P-GW, has knowledge of which eNB a certain UE (mapped
to an IP address) is connected to, thanks to the interaction with the Mobility
Management Entity (MME). The MME node is in charge of tracking the UE
mobility and updating the path for each UE in the S-GW.
As shown in Fig. 3.3, the base stations, namely eNBs, are connected to S-
GW and MME via the S1 interface, which is split into S1-MME (for the control
channel to the MME) and S1-U (for the data channel, to the S-GW). In the
eNBs the data packets are forwarded in the PDCP layer of the radio stack. eNBs
are connected to their neighbors with the X2 interface, which is used to trasfer
handover commands, data during handovers and load information [8]. There are
also additional components (X2 gateways, Home eNB gateways) that enable the
EPC to provide heterogeneous networking functionalities.
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3.3 LTE-5G Tight Integration
As shown in Chapter 2, mmWave communications can enable very high through-
put, but they also suffer from the high variability of quality of the received signal,
and from outages due to buildings and obstacles. Additionally, a very dense de-
ployment of base stations is expected. This introduces some key challenges: (i)
frequent handovers between mmWave cells, or to legacy RATs, due to user mo-
bility, and (ii) exposure to Radio Link Failure (RLF), which triggers time and
energy consuming random access procedures. This is why the integration be-
tween a legacy RAT such as LTE and the new 5G air interface has been recently
proposed by the major players.
3.3.1 TheMETIS Vision
In [38], the European project Mobile and wireless communications Enablers for
the Twenty-twenty Information Society (METIS) considers 5G as a set of evolved
versions of existing RATs (such as, for example, LTE) and new wireless func-
tionalities suited for different use cases. Therefore, there will be a need for new
architectures to manage this multi-RAT system, in terms of coordination, inter-
networking, radio resource management. The METIS final report on architec-
ture [19] suggests that the LTE Advanced radio access can be used as a coverage
layer to improve reliability and ease the deployment of 5G networks. In partic-
ular, an integration of LTE and 5G can bring benefits to different applications,
e.g.:
• Unified system access, with broadcast messages with common information
for different RATs sent only with LTE, common paging, high resiliency to
mobility thanks to the better propagation at LTE frequencies;
• User plane aggregation, either with the possibility of transmitting on mul-
tiple links in order to maximize throughput, or on a link at a time but with
the potential to quickly switch from one RAT to another;
• Common control plane, possibly on lower frequencies, in order to provide a
more robust system.
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The report does not specify the final architecture that should be adopted, but
offers some considerations on the requirements of different integration solutions.
In the mobile stack, some functions need synchronization, i.e., different layers
must cooperate with a tight time schedule, and others can be asynchronous.
Therefore, synchronous functionalities (such as, for example, the ones provided
by the MAC layer) must be RAT dependent and deployed in each eNB, while
asynchronous ones (i.e., higher layer services) can be centralized, or common to
the different RATs. Another consideration is about the possibility of co-locating
the access points (i.e., the base stations) of the different RATs. This would be a
more expensive solution to deploy, but would offer the possibility of integrating
the synchronous services of different RATs.
3.3.2 Different Architectures to Enable Tight Integration
The layer at which the LTE and the 5G protocol stacks will converge is defined as
the integration layer. This layer has an interface to lower layers which belong to
different radio access technologies, but offer the same services to the integration
layer. The latter will deliver packets from upper layers to the different RATs, and
collect the traffic coming from the different lower layers.
In [16] there is an analysis of the main pros and cons of using the PHY, MAC,
RLC or PDCP layers as integration points:
• Common PHY layer: this solution should be viable in principle, since
OFDM or one of its variants are expected to be the basis for the 5G phys-
ical layer. However, very different frame structures and numerologies are
expected to be used in 5G, with multiple numerologies to account for dif-
ferent use cases. Therefore, integrating LTE and 5G at the PHY layer is
a very challenging task, and the benefits would be limited. Moreover, the
usage of a common PHY layer limits the possibility to change the upper
layers stack in order to adapt it to 5G requirements. Finally, operations at
the PHY layer must be tightly synchronized in this case, and this prevents
a non co-located deployment of eNBs for different RATs;
• Common MAC layer: integration at the MAC layer could enable high co-
ordination gains. A possible option for MAC aggregation is carrier ag-
gregation, which is already standardized for LTE [39]. At this level, it is
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possible to coordinate the scheduling of resources to the different RATs, to
perform HARQ on different carriers, and to avoid the complexity of con-
text transfers between RLC and PDCP entities, since there would be a
single instance of both, for each bearer. However, as for the PHY layer, the
operations at the MAC layer are synchronized, allowing only the deploy-
ment of co-located RATs. Moreover, LTE and 5G may be designed with
different duplexing solutions, and different time and frequency resource al-
location schemes. Therefore, while the possible gains are very appealing,
the integration at the MAC layer would limit the possibilities of designing
5G medium access control differently from LTE, not allowing a brand new
design that addresses the peculiarities of mmWave communications;
• Common RLC layer: also this choice presents some limitations that would
prevent a non co-located deployment. Indeed, the RLC layer receives from
the MAC layer scheduler indications on the transmission opportunities, i.e.,
how many bytes are available for transmission during the next slot. This
communication cannot be subjected to the additional latencies of a MAC-
RLC communication between remote locations. Moreover, segmentation
and reassembly would work only in the presence of a common scheduler.
Finally, the main benefit of integration at the RLC layer is the presence
of a single transmission and, for RLC AM, retransmission buffer, and this
allows to increase the coordination between the two RATs;
• Common PDCP layer: as shown in Sec. 3.1, the PDCP layer has no strict
synchronization requirements and therefore can be a suitable candidate as
the integration layer when a non co-located approach is desired. Integration
at the PDCP level allows a clean slate design of the PHY, MAC and RLC
layers, so that they can be adapted to the new requirements of 5G networks.
The authors of [16] also propose a common RRC protocol. Its functionalities do
not require synchronization, and having a single RRC protocol allows to optimize
the control functionalities of the overall system.
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3.3.3 LTE As 5GBackup: The SDNPoint Of View
In [17] and [40] there is a case for integration of 5G and LTE from a software
defined networking point of view.
One of the main reasons behind LTE and 5G integration is economic: 5G will
probably be developed on top of existing and already deployed LTE infrastruc-
ture [17]. The 3GPP too is currently studying this topic in the 5G standardization
process [41]. This is why 5G protocol layers should be able to integrate and co-
exist with the LTE stack, in particular at upper layers. A multi-connectivity
solution must be designed in order to (i) support a flexible and possibly dynamic
centralization of certain Radio Access Network (RAN) services; (ii) take into ac-
count the capacity of backhaul, and the computational power available in the
distributed nodes (eNBs, coordinators); (iii) provide an interface for a network
controller, if SDN is employed.
A software defined network can be used also to enable the possibility of orches-
trating the access to one or another RAT, in case the mobile terminal is under
the coverage of different technologies (LTE, 5G, Wi-Fi) [40]. Multi-connectivity
would allow also to perform load balancing and assign resources to the different
RATs according to traffic needs and signal quality over the various links.
3.3.4 Expected Beneﬁts of LTE-5G Tight Integration
The integration of the new radio interface of 5G, which will probably work at
mmWave frequencies, with the already deployed LTE, at microWave frequencies,




For example, the reliability of both user plane and control plane communications
can be enhanced by a fast switching (FS) mechanism, in which both the LTE
and the 5G radios are in connected mode, but only one of the two at a time is
actually used. If the quality of the signal on the link that the UE is currently
using degrades below a certain threshold, the mobile equipment can simply switch
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to the other link by receiving a command from the eNB. In the current mobile
networks this is done with a handover, which however requires a long procedure
that may introduce significant latency. Another approach is based on transmit
diversity, with the same packet sent on both links, but this would limit the system
to the LTE data rates.
Instead, throughput-oriented solutions make use of both links at the same time
in order to increase the bandwidth and thus the throughput available to the UE.
Finally, by using a multi-connected device it is possible to transmit system
information on all the RATs on a single radio interface (for example, LTE), and
turn off all the others when not used. This reduces both energy consumption
and broadcast overhead in the air interfaces not used for SI transmission [16].
Moreover, the transmission of broadcast information on LTE bands is seen in [29]
as a possible way to tackle the issue of directional transmissions when performing
IA.
3.4 LTEDual Connectivity
The 3GPP has proposed a Dual Connectivity solution for LTE systems in Release
12.
In [10], there is a basic description of the functionalities needed to support
DC. In particular it is specified that “E-UTRAN supports Dual Connectivity
operation whereby a multiple Rx/Tx UE in RRC_CONNECTED is configured to
utilise radio resources provided by two distinct schedulers, located in two eNBs
connected via a non-ideal backhaul over the X2 interface”. An eNB involved in a
DC connection may be a Master (MeNB) or a Secondary (SeNB), and the UE in
DC is connected to one MeNB and one SeNB at a time.
There are 3 different kinds of EPS bearers that can be set up:
• Master Cell Group (MCG) bearer;
• Secondary Cell Group (SCG) bearer;
• Split bearer;
The three different configurations are shown in Fig. 3.4. A MCG bearer is an





















Figure 3.4: Radio Protocol Architecture for DC, from [10]
eNB. In order to support these bearers, both the eNBs have a termination to an
S1 interface to the S-GW and P-GW. A split bearer, instead, is a single flow that
is forwarded from the core network to the MeNB PDCP, which splits the traffic
into the MeNB RLC and the SeNB RLC. The connection between the PDCP and
the remote RLC is an X2 link.
In this proposal, there is only one RRC entity, which is located in the MeNB.
SRBs are thus always configured as MCG bearers and only use the radio resources
of the MeNB. Therefore there is only one connection from the RAN to the MME
per DC UE. Each base station should be able to handle UEs independently, i.e.,
to serve as Master to some UEs and as Secondary to others. Each eNB involved
in DC for a certain UE controls its radio resources and is primarily responsible
for allocating radio resources in its cell. Coordination between MeNB and SeNB
is performed with X2 signalling.
In the 3GPP report [42] there is another study on different possible configu-
rations for a Dual Connectivity setup in a heterogeneous network scenario. In
particular, it focuses on the Dual Connectivity for the User Plane, and lists some
options, namely 1A, 2A, 2B, 2C, 2D, 3A, 3B, 3C and 3D. The numbers represent
different choices in the configuration of the S1-U interface termination at Master
and Secondary eNBs:
1 S1-U interface terminates both at MeNB and SeNB;
2 S1-U interface terminates at MeNB, but no bearer split is performed in the
Radio Access Network (i.e., two independent bearers are carried over S1-U
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to the MeNB, and one of the two is forwarded to SeNB via X2);
3 S1-U terminates in MeNB and bearer split is performed in RAN, i.e., there
is a single bearer for each dual-connected UE and its flow is split in the
MeNB.
Each option is completed by a letter (A, B, C, D), where
A stands for Independent PDCP layers, i.e., there are independent user plane
endpoints in MeNB and SeNB;
B stands for Master-Slave PDCP layers, i.e., a part of the PDCP layer is in
MeNB, and another, which acts as a slave, is in SeNB. However the report
does not specify the details of the functional split between the two PDCP
layers;
C stands for Independent RLC layers, i.e., there is a single PDCP layer which
is located in the MeNB, and two independent RLC layers in the Master and
Secondary cell;
D stands for Master-Slave RLCs, i.e., as in option C there is a single PDCP
layer and a master RLC layer in the MeNB. The latter can forward some
RLC PDUs (i.e., packets ready for transmission to the MAC layer, already
segmented and with sequence numbers assigned by the Master) to a slave
RLC layer in the SeNB.
These 9 options are further analyzed with pros and cons. In particular, the
report considers implementation issues and impact to the standard. For example,
all the options require an extension of the X2 interface between eNBs in order
to support signalling and coordination, and the transmission of packets (either
as PDCP PDUs or SDUs, or as RLC SDUs). Options C and D require also a
remote coordination between the PDCP and the RLC layers. Another aspect
that is considered is security. Alternative A, for example, requires two different
encryptions at MeNB and SeNB (since this functionality is located at the PDCP
layer), while B, C and D do not. Finally, the modifications to transmission
and reception mechanisms are taken into account. In particular, the number of
PDCP and RLC entities needed for each bearer and the level of coordination
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needed are considered: alternative 3A requires two PDCPs even for split bearers,
thus it needs a new layer above PDCP in which the flows can be split, and this
has a large impact in terms of both standardization and efficiency. Option 1A,
instead, can serve each of the two independent bearer flows with one of the two
independent PDCPs and thus it does not require changes to the protocol stack.
Other aspects that are considered are the SeNB mobility and its transparency to
the core network, and the service interruptions required. For example, alternative
1A would need a complete path switch in the core network with the involvement
of the MME. The same holds for dynamic offloading, i.e., for the possibility
of dynamically routing traffic in the two eNBs according to radio conditions,
congestion, etc. Alternative 1 requires the intervention of the MME to change
the flow allocation between the two bearers, while alternatives 2 and 3 do not
need to involve the MME and the dynamic offloading happens at the eNB level.
Finally, the processing power of the MeNB is taken into account. With alterna-
tive 1, the MeNB does not process any of the SeNB traffic. Option 2 also allows
only a lightweight operation (routing of packets to the SeNB), while alternative
3 is the most computationally expensive for the MeNB, since it has to process
all the SeNB traffic, and in some cases (3B, 3C, 3D) it has also to cypher and
decypher it. This has an impact also on the size of the buffers of PDCPs and
RLCs entities.
The report concludes that only 1A and 3C can be considered for further studies
and performance evaluations, since alternative 1A does not require a backhaul and
a coordination between eNBs, but it is expected to provide a lower performance
gain, while option 3C needs a fast backhaul but promises a higher performance
gain thanks to a greater coordination between MeNB and SeNB.
It then defines 2 alternative schemes for RRC, the first with the RRC layer
only in MeNB and the second with RRC in both eNBs. A single RRC layer
simplifies the UE protocol stack, but needs forwarding of RRC-related messages
of the SeNB to the MeNB via X2.
3.5 Handover In LTE
LTE supports handover inside the E-UTRAN and also to other legacy RATs
(UMTS, CDMA2000, GSM). There are an X2-based handover procedure and an
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Figure 2.16: S1-based handover procedure. Reproduced by permission of© 3GPP.
2.5.6.2 Inter-RAT Mobility
One key element of the design of LTE is the need to co-exist with other Radio Access
Technologies (RATs).
For mobility from LTE towards UMTS, the handover process can reuse the S1-handover
procedures described above, with the exception of the ‘STATUS TRANSFERŠ message
which is not needed at steps 10 and 11 since no PDCP context is continued.
For mobility towards CDMA2000, dedicated uplink and downlink procedures have been
introduced in LTE. They essentially aim at tunnelling the CDMA2000 signalling between
the UE and the CDMA2000 system over the S1 interface, without being interpreted by the
eNodeB on the way. An ‘UPLINK S1 CDMA2000 TUNNELLING’ message is sent from the
eNodeB to the MME; this also includes the RAT type in order to identify which CDMA2000
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2. HANDOVER REQUIRED
3. FORWARD RELOCATION REQUEST 
6. HANDOVER REQUEST ACK
5. Resource setup
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8. HANDOVER COMMAND
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12. HANDOVER CONFIRM
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Figure 3.5: S1-based handover procedure, from [8]
S1-based handover procedure. The first is used for intra-RAT handovers only, and
is based on the interaction between the source and the target eNB. The second,
instead, is us d when er is no X2 link between eNBs or w n the handover is
toward another RAT. The inter-RAT handover, indeed, requires the relocation of
the UE to a different MME that andles the mobility of the other Radio Access
Network, and this service is provided by the S1-based handover [8].
The S1-based handover procedure is shown in Fig. 3.5. It involves the exchange
of sev ral messages with core network nodes, and this could increase the latency
of the operation with a service interruption of up to 300 ms [43].
The X2-based handover request, instead, as shown in Fig. 3.6, involves the
core network only at the end, in order to switch the path from the S-GW to the
target eNB. It is designed in order to limit the data loss during handovers. Notice
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2.6.3 Mobility over X2
Handover via the X2 interface is triggered by default unless there is no X2 interface
established or the source eNodeB is configured to use the S1-handover instead.
The X2-handover procedure is illustrated in Figure 2.19. Like the S1-handover, it is also
composed of a preparation phase (steps 4 to 6), an execution phase (steps 7 to 9) and a
completion phase (after step 9).
Figure 2.19: X2-based handover procedure.
The key features of the X2-handover for intra-LTE handover are:
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Figure 3.6: X2-based handover procedur , from [8]
that, after the reception of the handover command, the UE has to go through a
complete Random Access procedure. However, it is a Non Contention Based RA,
i.e., the target eNB reserves a preamble ID for the incoming UE, which is notified
to the UE with the handover command from the source eNB.
There are also two different PDCP handover modes: seamless and lossless
handover. From the time at which the source eNB receives the Handover Request
ACK from the target eNB and sends the handover command to the UE, the
packets that arrive to the source eNB from the core network are forwarded via X2
to the target eNB. This forwarding ends when the Path Switch Request message
is received by the S-GW, which in turn starts forwarding packets for the UE to
the target eNB. Moreover, also RLC buffers are forwarded from source to target
eNB, in two different ways, according to the handover mode chosen. Seamless
HO is used for bearers which use RLC UM, and packets already processed by the
PDCP and in the RLC or lower layer buffers are not forwarded, and thus are lost
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if not already transmitted to the UE. This is used for example in delay sensitive
but loss tolerant applications. Instead, when RLC AM is used, and lossless HO
is chosen, packets in the RLC AM buffers are actually forwarded to the target
eNB and must be sent to the UE before any other packet is actually sent. The
buffers that are forwarded are those with PDCP PDUs not yet transmitted, those






Network Simulator 3 (ns–3) is an open source discrete-event simulator that aims
to provide an advanced tool for research, development and educational use [44].
In particular, it focuses on networking research, and thanks to the contribution
of an active community it provides modules for the simulation of several network
standards and protocols. It is developed in C++ and Python and, thanks to the
high level of detail that can be obtained when implementing a particular protocol,
it offers the possibility of studying the performance of complex systems, where a
mathematical analysis is impractical.
In this Thesis, the simulations use:
• the LTE module (LENA, [45]), which models a realistic LTE radio access
network and offers some elements of the EPC network;
• the mmWave module which is being developed by NYU [11] and that was
released in its first version in May 2015. It offers the channel model, the
PHY and the MAC layer for 5G mmWave protocol stack, and relies on the
LTE module for the upper layers;
• the Building module, which allows to add buildings to the simulation, with
different kind of walls, sizes, number of floors [46];
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• the core simulator modules that offer TCP/IP connectivity, discrete-event
simulation functionalities and tracing features.
These modules combined allow to simulate complex scenarios with base stations
and mobile terminals in an environment with buildings, streets and obstacles, and
with realistic applications on top of the transport and network layers.
The version of ns–3 on which the research of this Thesis is based is 3.25, with
the addition of the NYU mmWave module. In the following sections, the features
and the modeling choices of the mmWave module will be described, then some
details on which functionalities are available in the LTE module will be given.
4.1 NYUmmWaveModule for ns–3
The module is the first open source framework that allows to simulate end to end
mmWave systems, and its main strength are (i) a fully customizable physical layer,
where carrier frequency, bandwidth, frame structure and OFDM numerology can
be changed in order to test different PHY and MAC configurations; (ii) a channel
model for the 28 GHz and 73 GHz carrier frequencies based on real measurements
made in New York [26]. The adaptability of the physical layer to different frame
structures is a wise implementation choice, since 5G is not yet a standard, and
therefore having the possibility of changing the parameters without altering the
source code makes the simulator flexible and ideal for research.
The structure of the classes is based on the ns–3 LTE module, which is imple-
mented with an interface paradigm, i.e., layer A communicates with layer B not
directly by calling its methods but using an interface I, which acts as a wrapper
on the actual implementation of the functions in B. Therefore, layer B can be
swapped with layer B_1, provided that the minimal requirements of interface I
are met by the new layer.
Thanks to this implementation paradigm, the NYU mmWave module can use
the upper layers of the LTE module, as described in [12], and this allows to
perform end to end simulations with 5G devices.
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4.1.1 MmWave ChannelModeling
The mmWave model offers two different channel models. The first, described
in [11], is derived from extensive MATLAB traces obtained from the measure-
ments of [4], while the second is based on a third-party ray tracing software.
Simulation-Based StatisticalModel
This model takes into account several features in order to describe the mmWave
channel in a realistic way: firstly, the SINR is computed from pathloss, gain
provided by MIMO and interference, and then an error model is applied.
The link budget in dB can be expressed as
Prx = Ptx +GMIMO   L  S (4.1)
where Prx and Ptx are respectively the received and transmitted power, GMIMO
the MIMO gain (MIMO is used for beamforming), L the pathloss and S the
shadowing.
Pathloss and Shadowing: the mmWave module relies on the ns–3 Building
module to create obstacles in the simulation scenario. Then, for each transmitter
- receiver pair an imaginary line is drawn in order to decide whether the commu-
nication happens in a LOS or NLOS environment. If an obstacle is crossed, then
the channel state is set to NLOS, otherwise LOS is assumed. Then the pathloss
as a function of the distance d is computed as
L[dB](d) =  + 10 log10(d) + ;   N(0; 2) (4.2)
where  is the shadowing, and ,  and  are parameters that change accordingly
to the LOS or NLOS state. These are obtained in [4], by fitting the measurement
shown in Fig. 2.3, and are reported in Table 4.1.
Channel Matrix: the channel model is based on the 3GPP/ITU MIMO
model. It is modeled as a random number of K path clusters, with each of them
representing a macro-scattering path. Each cluster is described by (i) a fraction
of the transmission power; (ii) angles of departure (AoD) and arrival (AoA) of
the path; (iii) how much the beam is spread around those angles; (iv) the group
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28 GHz 73 GHz
   [dB]    [dB]
LOS 61:4 2 5:8 69:8 2 5:8
NLOS 72 2:92 8:7 86:6 2:45 8:0
(4.3)
Table 4.1: Propagation parameters for Eq. (4.2), from [4]
propagation delay and the delay profile of the cluster. In the NYU mmWave
channel model the temporal element (iv) is not taken into account. In [4] the
clusters of a mmWave transmission on 28 GHz and 73 GHz are defined by fitting
real measurements. In particular the parameters of each cluster are:
• The number of clusters, estimated with a clustering algorithm, for each
measure, and modeled as a Poisson random variable
K = maxf1; Poisson()g (4.4)
with  = 1:8 for 28 GHz and  = 1:9 for 73 GHz;
• The power fraction for each cluster, computed in [4] following the 3GPP/ITU
MIMO model;
• The angular dispersion of each cluster, measured as the Root Mean-Squared
(RMS) beamspread around the two angular dimensions (vertical and hor-
izontal), which is modeled as an exponential random variable as shown in
Fig. 4.1.
Then, the channel gain matrix is generated as follows [4]. At first, realizations
of large-scale parameters are drawn (pathloss, number of clusters K, power frac-
tions, angular beamspread). Secondly, small-scale fading is taken into account
by splitting each cluster into L subpaths, each with a horizontal and a vertical
AoA (rxk;l, rxk;l)) and AoD (txk;l, txk;l)), with k = 1; : : : ; K the cluster index and
l = 1; : : : ; L the subpath index. These are generated as Gaussian random vari-
ables centered around the cluster central angle and with a standard deviation
equal to the RMS beamspread of the cluster. Then, given a pair TX-RX with nrx
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Fig. 5. Distribution of the fraction of power in the weaker cluster, when
K = 2 clusters were detected. Plotted are the measured distributions and the
best fit of the theoretical model in (6) and (7).
For the mmW data, Fig. 5 shows the distribution of the
fraction of power in the weaker cluster in the case when
K = 2 clusters were detected. Also, plotted is the theoretical
distribution based on (6) and (7) where the parameters rτ and
ζ2 were fit via an approximate maximum likelihood method.
Since the measurement data we have does not have the relative
delays of the different clusters we treat the variable Uk in (6)
as an unknown latent variable, adding to the variation in the
cluster power distributions. The estimated ML parameters are
shown in Table I, with the values in 28 and 73 GHz being very
similar.
We see that the 3GPP model with the ML parameter selection
provides an excellent fit for the observed power fraction for
clusters with more than 10% of the energy. The model is likely
not fitting the very low energy clusters since our cluster detec-
tion is likely unable to find those clusters. However, for cases
where the clusters have significant power, the model appears
accurate. Also, since there were very few locations where the
number of clusters was K ≥ 3, we only fit the parameters based
on the K = 2 case. In the simulations below, we will assume
the model is valid for all K.
3) Angular Dispersion: For each detected cluster, we mea-
sured the root mean-squared (rms) beamspread in the different
angular dimensions. In the angular spread estimation in each
cluster, we excluded power measurements from the lowest
10% of the total cluster power. This clipping introduces a
small bias in the angular spread estimate. Although these low
power points correspond to valid signals (as described above,
all power measurements were only admitted into the data set
if the signals were received with a minimum power level),
the clipping reduced the sensitivity to misclassifications of
points at the cluster boundaries. The distribution of the angular
spreads at 28 GHz computed in this manner is shown in
Fig. 6. Based on [50], we have also plotted an exponential
distribution with the same empirical mean. We see that the
exponential distribution provides a good fit of the data. Similar
distributions were observed at 73 GHz, although they are not
plotted here.
Fig. 6. Distribution of the rms angular spreads in the horizontal (azimuth)
AoA and AoDs. Also, plotted is an exponential distribution with the same
empirical mean.
D. LOS, NLOS, and Outage Probabilities
Up to now, all the model parameters were based on locations
not on outage. That is, there was some power detected in at least
one delay in one angular location—See Section II. However,
in many locations, particularly locations > 200 m from the
transmitter, it was simply impossible to detect any signal with
transmit powers between 15 and 30 dBm. This outage is likely
due to environmental obstructions that occlude all paths (either
via reflections or scattering) to the receiver. The presence of
outage in this manner is perhaps the most significant difference
moving from conventional microwave/UHF to millimeter wave
frequencies, and requires accurate modeling to properly assess
system performance.
Current 3GPP evaluation methodologies such as [24] gener-
ally use a statistical model where each link is in either a LOS
or NLOS state, with the probability of being in either state
being some function of the distance. The path loss and other
link characteristics are then a function of the link state, with
potentially different models in the LOS and NLOS conditions.
Outage occurs implicitly when the path loss in either the LOS
or NLOS state is sufficiently large.
For mmW systems, we propose to add an additional state,
so that each link can be in one of three conditions: LOS,
NLOS or outage. In the outage condition, we assume there
is no link between the TX and RX—that is, the path loss is
infinite. By adding this third state with a random probability
for a complete loss, the model provides a better reflection of
outage possibilities inherent in mmW. As a statistical model, we
assume probability functions for the three states are of the form:
pout(d) = max(0, 1− e−aoutd+bout) (8a)
pLOS(d) = (1− pout(d)) e−alosd (8b)
pNLOS(d) = 1− pout(d)− pLOS(d) (8c)
where the parameters alos, aout and bout are parameters that are
fit from the data. The outage probability model (8a) is similar
in form to the 3GPP suburban relay-UE NLOS model [24].
Figure 4.1: Distribution of themeasured beamspre d for 28 GHz, and exponential ﬁt, from [4]


















where urx(; ) and utx(; ) are the RX and TX spatial signatures, respectively,
and gk;l(t) is the small-scale fading coefficient on the l-th subpath of the k-th
cluster. It describes the sudden fluctuations in the received power due to the
self-interference given by the same signal received from the L diff rent subpaths




where fd;max is the maximum Doppler frequency, !k;l is the angle of arrival of
the subpath relative to the motion direction, k;l the delay spread, f the carrier
frequency and L is the pathloss computed in Eq. (4.2).
Beamforming: the NYU mmWave module provides a new antenna model for
a Uniform Linear Array (ULA) in the AntennaArrayModel class, that supports
nalog beamforming. The beamforming v ctors are pre-computed using MAT-
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Fig. 11. Downlink (top plot)/uplink (bottom plot) SINR CDF at 28 and
73 GHz with 4 × 4 and 8 × 8 antenna arrays at the UE. The BS antenna array
is held at 8 × 8.
4 × 4 λ/2-array at 28 GHz would take about the same area as
an 8 × 8 λ/2 array at 73 GHz. Both would be roughly 1.5×
1.5 cm2, which could be easily accommodated in a handheld
mobile device. In addition, we see that 73 GHz 8 × 8 rate and
SNR distributions are very close to the 28 GHz 4 × 4 distri-
butions, which is reasonable since we are keeping the antenna
size constant. Thus, we can conclude that the loss from going to
the higher frequencies can be made up from larger numbers of
antenna elements without increasing the physical antenna area.
As a second point, we can compare the SINR distributions
in Fig. 11 to those of a traditional cellular network. Although
the SINR distribution for a cellular network at a traditional fre-
quency is not plotted here, the SINR distributions in Fig. 11 are
actually slightly better than those found in cellular evaluation
studies [24]. For example, in Fig. 11, only about 5 to 10% of
the mobiles appear under 0 dB, which is a lower fraction than
typical cellular deployments. We conclude that, although mmW
systems have an omnidirectional path loss that is 20 to 25 dB
worse than conventional microwave frequencies, short cell radii
combined with highly directional beams are able to completely
compensate for the loss.
As one final point, Table III provides a comparison of
mmW and current LTE systems. The LTE capacity numbers
Fig. 12. Downlink (top plot)/uplink (bottom plot) rate CDF at 28 and 73 GHz
with 4 × 4 and 8 × 8 antenna arrays at the UE. The BS antenna array is held
at 8 × 8.
are taken from the average of industry reported evaluations
given in [24]—specifically Table 10.1.1.1-1 for the downlink
and Table 1.1.1.3-1 for the uplink. The LTE evaluations include
advanced techniques such as SDMA, although not coordinated
multipoint. For the mmW capacity, we assumed 50-50 UL-DL
TDD split and a 20% control overhead in both the UL and
DL directions. Note that in the spectral efficiency numbers for
the mmW system, we have included the 20% overhead, but
not the 50% UL-DL split. Hence, the cell throughput is given
by C = 0.5ρW , where ρ is the spectral efficiency, W is the
bandwidth, and the 0.5 accounts for the duplexing.
Under these assumptions, we see that the mmW system for
either the 28 GHz 4 × 4 array or 73 GHz 8 × 8 array provides
a significant > 25-fold increase of overall cell throughput over
the LTE system. Of course, most of the gains are simply coming
from the increased spectrum: the operating bandwidth of mmW
is chosen as 1 GHz as opposed to 20 + 20 MHz in LTE—so
the mmW system has 25 times more bandwidth. However, this
is a basic mmW system with no spatial multiplexing or other
advanced techniques—we expect even higher gains when ad-
vanced technologies are applied to optimize the mmW system.
While the lowest 5% cell edge rates are less dramatic, they still
offer a 10 to 13 fold increase over the LTE cell edge rates.
Figure 4.2: Downlink rate CumulativeDistribution Function (CDF)with 4x4 and 8x8ULA at theUE side (eNB has
a 8x8 ULA), for 28 GHz and 73GHz, from [4]
LAB and loaded when the simulation is launched. The beamforming assumes
perfect Channel Side Information (CSI) and full knowledge of the channel matrix
H(t; f). The result is that the optimal beamforming vector is always chosen for
a TX/RX pair i; j, and the beamforming gain is computed as [11]
G(t; f)i;j = jwrxi;jH(t; f)wtxi;j j2 (4.7)
where wrxi;j is the beamforming vector of receiver j, when the transmitter is i,
and vice versa wtxi;j is the beamforming vector of transmitter i when the receiver
is j.
The available antenna arrays of the AntennaArrayModel class are a 2x2, a 4x4,
an 8x8 and a 16x16 array, which offer a good compromise between the size of the
array (in order to be placed in a mobile device) and the performance in an urban
environment, as shown in Fig. 4.2.
Channel Configuration for the simulation: at simulation startup, pre-
viously generated channel matrices and beamforming vectors are loaded in the
simulator. This helps reduce the computational load of a simulation. As stated
i [12], due to the lack of understanding of the time dynamics of the mmWave
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channel, and in order to simulate a time varying channel with large-scale fading
effects, the channel matrices are updated periodically for NLOS channels. For
the LOS state, instead, the channel is assumed to be much more stable and re-
mains constant. In NLOS, at each update, one of the channel matrix instances
is picked at random, thus making each interval independent. As specified in [12],
this method is not yet validated, but allows to simulate a form of large-scale block
fading.
The small-scale fading represented by Eq. (4.6), instead, is updated at every
transmission, using the mobility model of ns–3 to have knowledge of the UE speed
and position relative to the mmWave eNB. In particular, the information on the
position is used to compute the pathloss L. Then, by knowing the UE speed v it





with fc the carrier frequency and c the speed of light. The other factors, such as
the Doppler shift cos!k;l and the delay spread k;l, are not based on measurements,
and are constant throughout all simulations.
Ray-Tracing GeneratedModel
The NYU mmWave module offers also the possibility of using traces generated
by a third-party ray tracing software, which simulates the radio propagation en-
vironment (see [47] for an example of application to TCP). It is used to generate
channel matrices and update them according to the UE mobility, while the beam-
forming is updated with Eq. (4.7).
4.1.2 ErrorModel
The Error Model is based on standard link-to-system mapping techniques, which
allow to map the SINR to an error probability for the whole transport block (TB),
taking into account modulation and coding techniques [11].
The SINR computation is done for each transmission according to the following
procedure. Firstly, interference from adjacent eNBs that operate in the same
frequency is accounted for: as shown in Fig. 4.3, in order to compute the SINR
for the transmission from base station 1 to UE 1, the beamforming gain G1;1 of
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Figure 5: Interference model.
sian cumulative distribution, respectively. Now we can com-





In case of failure, the PHY layer does not forward the in-
coming packet to the upper layers and, at the same time,
triggers a retransmission process.2
3.4 Interference
Albeit being presumably less threatening in the mmWave
regime, because of the directionality of the multiantenna
propagation, interference computation is still pretty relevant
in terms of system level simulations. In fact, there might be
some special spatial cases where interference is non negli-
gible. Therefore, we propose an interference computation
scheme that takes into account the beamforming directions
associated with each link.
We will use Fig. 5 as a reference. As an example, we
compute the SINR between BS1 and UE1. To do so, we
first need to obtain the channel gains associated with both
the desired and interfering signals. Following Eq. 5, we get
G11 = |w⇤rx11H(t, f)11wtx11 |2,
G21 = |w⇤rx11H(t, f)21wtx22 |2.
(8)









where PTx,11 is the transmit power of BS1, PL11 is the
pathloss between between BS1 and UE1, and BW ⇥ N0 is
the thermal noise.
3.5 CQI Feedbacks
In order to ensure reliable communication over a variable
channel, feedback mechanisms are key in mostly all cellular
communication systems. Similar to LTE we utilize the CQI
feedback scheme for our module. The downlink CQI feed-
back message is generated by the mmWaveUePhy. In our
simulator the UE computes the CQI based on the SINR of
the signal received in a particular data slot. The computa-
tion of CQI is the same as that for LTE as given in [9] and
[10].
2This can be a TCP retransmission, or an hybrid automatic
repeat request (HARQ), which is part of our future work.
4. MAC LAYER
The MAC layer is developed using the class mmWaveMac
which is the base class for the mmWaveEnbMac for the eN-
odeB and the mmWaveUeMac for the user. The chief func-
tion of this layer is to deliver data packets coming from the
upper layers (the net device in this case) to the physical
layer and vice-versa. In fact this layer is designed for the
synchronous delivery of upper layer data packets to the PHY
layer which is key for proper data transfer in TDD mode.
The eNodeB MAC layer is connected to the scheduler mod-
ule using the MAC-SCHED service access point (Sec. 5.2).
The relationship between the PHY, MAC and the scheduler
module for the eNodeB is depicted in Fig. 6. Thus the
MAC layer communicates the scheduling and the resource
allocation decision to the PHY layer. The scheduler hosts
the adaptive modulation and coding (AMC) module. The
following sub-sections discuss these features in depth.
4.1 Adaptive Modulation and Coding
The working of the AMC is similar to that for LTE. The user
measures the CQI for each downlink data slots it is allocated.
The CQI information is then forwarded to the eNodeB us-
ing the mmWaveCqiReport control message. The eNodeB
scheduler uses this information to compute the most suit-
able modulation and coding scheme for the communication
link.
The AMC is implemented by the eNodeB MAC schedulers.
During resource allocation, for the current frame work, the
wide band CQI is used to generate the modulation and cod-
ing scheme (MCS) to be used and the transport block (TB)
size that can be transmitted over the physical layer. The
AMC module provides this frame work for the unique map-
ping of the CQI, the MCS, spectral e ciency and the TB
size. The TB size is calculated based on the values of the
total number of subcarriers per resource block derived from
the user customized configuration, the number of symbols
per slot and the number of reference symbols per slot. A
cyclic redundancy code (CRC) length of 24 bits is used.
4.2 Scheduler
Following the design strategy for the ns-3 LTE module [10],
the virtual classmmWaveMacScheduler defines the interface
for the implementation of MAC scheduling techniques. The
scheduler performs the scheduling and resource allocation
for a subframe with both downlink and uplink slots.
4.2.1 TDD scheme
The TDD scheme enforced by the scheduler module is based
on the user specified parameter “TDDControlDataPattern”
given in Table 1. The slots specified for control are assigned
alternately for downlink and uplink control channels. The
data slots are equally divided between downlink and uplink
slots with the first n/2 data slots allocated to downlink data
and rest for uplink, where n is the total number of data slots.
This scheme minimizes the switching time between uplink
and downlink data transmissions.
The scheme described in Fig. 2 is an example of the imple-
mentation of the above algorithm with the default control
data pattern. This module will be further enhanced in future
to incorporate more advanced features like dynamic TDD.
Figure 4.3: Interference computation example, from [11]
this pair is computed, as well as the beamforming gain G2;1 of the interfering base









where PTxi;j is the tra smit power the eNB i uses to transmit to UE j, Li;j is the
pathloss from transmitter i to receiver j, and BN0 is the thermal noise. Thanks
to the ns–3 Spectrum module, it is possible to compute th SINR of each OFDM
subcarrier.
This is used to compute the Mean Mutual Information per coded Bit (MMIB)
i for each of the C codeblocks (CB) of which the TB is composed. The MMIB
is a sample mean of the Mutual Information per Coded Bit (MICB) computed
for each subcarrier as described in [48] as a functi n of the SINR. Then for CB
i the block error rate (BLER) is modeled with a Gaussian cumulative model, in











where the parameters bCSIZE ;MCS and cCSIZE ;MCS are the mean and standard
deviation of the Guassian distribution, and are computed by numerical fitting of




Subframes per frame 10
Subframe duration 100 s
OFDM symbols per subframe 24
OFDM symbol length 4.16 s
UL/DL switching guard period 4.16 s
Frequency-related parameters
Number of sub-bands 72
Sub-bands bandwidth 13.89 MHz
Subcarriers in each sub-band 48
Carrier frequency 28 GHz (also 73 GHz is supported)
Processing latencies
MAC scheduling to transmission delay 2 subframes
PHY reception to MAC processing delay 2 subframes
Table 4.2: Default frame structure and PHY-MAC related parameters for ns–3mmWavemodule
(MCS). Finally, the TB BLER is
TBLER = 1  Ci=1(1  CBLER;i(i)): (4.11)
For each transmission, a TB is declared received with error by drawing a uni-
form random value and comparing it to TBLER.
4.1.3 mmWave Physical Layer Frame Structure
Several papers argue that a TDD structure will allow to reduce the latency of the
5G radio interface [49, 50, 51]. Therefore the NYU mmWave module implements
a TDD frame structure for the physical layer, which can be configured on several
parameters. The default values are shown in Table 4.2, and unless specified
otherwise, they will be used for the simulations of Chap. 6.
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Figure 2: Proposed mmWave frame structure.
thogonal Frequency-Division Multiplexing (OFDM)
symbols.1 Within each subframe, a variable number of sym-
bols can be assigned by the MAC scheduler and designated
for either control or data channel transmission. The MAC
entity therefore has full control over multiplexing of phys-
ical channels within the subframe, as discussed in Section
4. Furthermore, each variable-length time-domain data slot
can be allocated by the scheduler to di↵erent users for either
DL or UL.
Figure 2 shows an example of the frame structure with the
numerology taken from our proposed design in [10]. Each
frame of length 1 ms is split in time into 10 subframes,
each of duration 100 µs, representing 24 symbols of approx-
imately 4.16 µs in length. In this particular scheme, the DL
and UL control channels are always fixed in the first and
last symbol of the subframe, respectively. A switching guard
period of one symbol is introduced every time the direction
changes from UL to DL. In the frequency domain, the entire
bandwidth of 1 GHz is divided into 72 sub-bands of width
13.89 MHz, each of which is composed of 48 sub-carriers.
It is possible to assign UE data to each of these sub-bands,
as is done with Orthogonal Frequency-Division Multiple Ac-
cess (OFDMA) in LTE, however only TDMA operation is
currently supported for reasons we shall explain shortly.
3.2 PHY Transmission and Reception
The MmWaveEnbPhy and the MmWaveUePhy classes model the
physical layer for the mmWave eNodeB and the UE, respec-
tively, and encapsulate similar functionality to the LtePhy
classes from the LTE module. Broadly, these objects (i)
handle the transmission and reception of physical control
and data channels (analogous to the PDCCH/PUCCH and
PDSCH/PUSCH channels of LTE), (ii) simulate the start
and the end of frames, subframes and slots and (iii) deliver
received and successfully decoded data and control packets
to the MAC layer.
In MmWaveEnbPhy/MmWaveUePhy, calls to StartSubFrame()
and EndSubFrame() are scheduled at fixed periods, based
on the user-specified subframe length, to mark the start
1Although many waveforms are being considered for 5G cel-
lular, OFDM is still viewed as a possible candidate. There-
fore we adopt OFDM, which allows us to continue to leverage
the existing PHY models derived for OFDM from the LTE
LENA module.
and the end of each subframe. The timing of variable-TTI
slots, controlled by scheduling the StartSlot() and End-
Slot() methods, is dynamically configured by the MAC via
the MAC-PHY SAP method SetSfAllocInfo(), which en-
queues a SfAllocInfo allocation element for some future
subframe index specified by the MAC. A subframe indica-
tion to the MAC layer triggers the scheduler at the beginning
of each subframe to allocate a future subframe. For the UE
PHY, SfAllocInfo objects are populated after reception of
Downlink Control Information (DCI) messages. At the be-
ginning of each subframe, the current subframe allocation
scheme is dequeued, which contains a variable number of
SlotAllocInfo objects. These, in turn, specify contiguous
ranges of OFDM symbol indices occupied by a given slot,
along with the designation as either DL or UL and control
(CTRL) or data (DATA).
The data packets and the control messages generated by
the MAC are mapped to a specific subframe and slot index
in the packet burst map and control message map, respec-
tively. Presently, in our custom subframe design, certain
control messages which must be decoded by all UEs (such as
the DCIs) are always transmitted in fixed PDCCH/PUCCH
symbols as the first and last symbol of the subframe, but
this static mapping can easily be changed by the user. 2
Other UE-specific control and data packets are dequeued at
the beginning of each allocated TDMA data slot and are
transmitted to the intended device.
To initiate transmission of a data slot, the eNB PHY first
calls AntennaArrayModel::ChangeBeamformingVector() to
update the transmit and receive beamforming vectors for
both the eNB and the UE. In the case of control slots, no
beamforming update is applied since we currently assume
an “ideal” control channel. For both DL and UL, either the
MmWaveSpectrumPhy method StartTxDataFrame() or
StartTxCtrlFrame() is then called to transmit a data or
control slot, respectively. The functions of MmWaveSpec-
trumPhy, which are similar to the corresponding LENA class,
are as follows. After the reception of data packets, the
PHY layer calculates the SINR of the received signal in each
sub-band, taking into account the path loss, MIMO beam-
forming gains and frequency-selective fading. This triggers
the generation of Channel Quality Indicator (CQI) reports,
which are fed back to the base station in either UL data or
control slots. The error model instance is also called to prob-
abilistically compute whether a packet should be dropped by
the receiver based on the SINR and, in the case of a HARQ
retransmission, any soft bits that have been accumulated
in the PHY HARQ entity (see Section 4.3). Uncorrupted
packets are then received by the MmWavePhy instance, which
forwards them up to the MAC layer SAP.
3.3 Channel Models
The mmWave module allows the user to choose between
two channel models. The first, implemented in the MmWave-
PropagationLossModel and MmWaveBeamforming classes, is
based on our previous code in [4], which is derived from ex-
2As in [9, 10], we assume that either FDMA or SDMA-based
multiple access would be used in the control regions. How-
ever, we do not currently model these modulation schemes
nor the specific control channel resource mapping explic-
itly. We intend for this capability to be available in later
versions, which will enable more accurate simulation of the
control overhead.
Figure 4.4: Possible time-frequency structure of ammWave frame, from [12]
Each slot of a subframe can be assigned eithe to a downlink (DL) or to an
uplink (UL) transmission, with the exception of the first (DL control symbol)
and the last (UL control symbol). A guard period between UL and DL symbols
is introduced. In the frequency domain, while in principle each sub-band could
be assigned to different UEs, the Orthogonal Frequency-Division Multiple Access
(OFDMA) of LTE is not implemented, and therefore he whole 1 GHz band is
assigned to a certain UE in each slot.
The frame structure in time and frequency is shown in Fig. 4.4.
4.1.4 mmWave PHY andMAC Layer Operations
The PHY and MAC layers of the mmW ve modul are organized as the LTE
corresponding classes.
The mmWave PHY layer of eNBs and UEs provides the following common
functionalities:
• it receives MAC PDU and stores hem in buffers;
• it calls the StartSubFrame end EndSubFrame methods at fixed intervals, as
specified in Table 4.2;
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• it calls the StartSlot and EndSlot methods, with a slot representing a vari-
able quantity of OFDM symbols of a subframe allocated to DL and UL.
The length of a slot is specified by the MAC layer, and in a slot a device
may either transmit or receive;
• it relies on the MmWaveSpectrumPhy class to perform the transmission, re-
ception, computation of SINR and packet error probabilities as described
in Sec. 4.1.2, and generation of a Channel Quality Indicator (CQI), which
is fed back to the eNB MAC layer either in UL data or control slots.
The MAC layer main functionalities are instead scheduling in the eNB, AMC
and multiprocess stop and wait HARQ.
MAC Scheduling: the scheduler is described in [12]. It is a Round-Robin
scheduler which assumes a Time Division Multiple Access (TDMA) scheme, which
may be a reasonable assumption if analog beamforming is employed1. The TDMA
scheme is improved with a variable slot duration as described in [51], in order to
maximize resource utilization and account for transport blocks of different sizes.
The scheduler is triggered by the MAC layer at the beginning of a frame.
Firstly, HARQ retransmissions are scheduled, and secondly new data is processed,
by dividing the data symbols in the subframe evenly among users.
Adaptive Modulation and Coding: it mainly reuses the ns–3 LTE module
AMC class, with some changes in order to account for a TDMA scheme. It
computes the MCS from the CQIs reported by the UE or the SINR measurements
at the eNB. Then, it computes the number of symbols needed to serve a TB with
a certain MCS.
At the UE side, there is a method to generate a CQI from a wideband SINR
measurement, so that feedback for the downlink channel can be provided to the
eNB.
Hybrid ARQ retransmission: also HARQ is based on the ns–3 LTE HARQ.
It provides a stop and wait HARQ with the possibility of using up to
NumHarqProcesses parallel HARQ processes.
1The transmitter and receiver have to align their antennas in order to experience the max-
imum gain in a certain direction, and this is possible for a single TX/RX pair at a time with
analog beamforming. If digital beamforming is employed, instead, multiple transmissions are
possible, however digital beamforming is typically considered to be very costly and power con-
suming, therefore it may deployed only in the eNBs
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4.2 The ns–3 LTEUpper Layers
The ns–3 LTE module [45] implements the LTE stack and some nodes of the EPC
network. The main focus of the ns–3 LTE module is the assessment of the system
level performance when UEs are in the RRC_CONNECTED state, therefore the
functionalities related to this state are implemented with a high level of detail,
while other parts of the LTE standard are not implemented.
The mmWave module uses the RLC, PDCP, RRC layers and core network
classes of the LTE module, on top of the custom mmWave PHY and MAC.
4.2.1 The RLC and PDCP Layers
The PDCP layer implementation mainly offers (i) the creation of PDCP PDUs
with an SDU received from upper layers and a PDCP header with a sequence
number; (ii) the transmission and reception of data or control packets. It does
not offer security-related primitives, nor header compression, in-order delivery
and timeout-triggered PDU discard. It offers an interface to the RRC layer
(PdcpSapProvider) with the primitive TransmitPdcpPdu, and an interface to
any RLC entity associated with it (PdcpSapUser), with the ReceivePdcpSdu
method.
Moreover, the PDCP implementation does not support lossless handover, i.e.,
during a handover only new incoming packets are forwarded from the source to
the target eNB, while the content of RLC buffers is not.
The RLC layer is implemented in the three different versions described in Chap-
ter 3, and offers segmentation/concatenation of PDCP PDUs and retransmission
for the AM entities. The interfaces provided by RLC and to RLC are described
in Fig. 4.5. With respect to the PDCP layer, the RLC interface allows to receive
a PDCP PDU and forward to the PDCP layer a PDCP PDU. With respect to
the MAC layer, the RLC layer reports the buffer status and forwards RLC PDUs,
while the MAC layer notifies transmission opportunities and forwards RLC PDUs
to the RLC layer.
The RLC AM supports concatenation and segmentation of PDCP PDUs but
not of segments to be retransmitted. Moreover, it does not offer the primitives to
signal that the maximum number of retransmissions is reached and to reassemble
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Figure 4.5: ImplementationModel of PDCP and RLC entities and SAPs, from [13]
packets segmented in buffers for lossless handover. The same holds for RLC UM,
with the exception of retransmissions.
The RLC TM, instead, is directly interfaced with the RRC in order to transmit
control packets, without modifying them (no segmentation, and the RLC is not
added).
For each signalling and data radio bearers, a PDCP and an RLC entity are
created both at the eNB and at the UE side.
4.2.2 The RRC Layer
The RRC layer model which is implemented in the ns–3 LTE module is divided
among the LteEnbRrc and LteUeRrc classes, with support of the LteRrcProtocolIdeal
and LteRrcProtocolReal classes. The implementation has a lot of details, and
the main functionalities are
• transmission of SI from the eNB to the UE - only Master Information Block
(MIB), System Information Block Type 1 and 2 (SIB1 and SIB2);
• LTE initial cell search and synchronization procedures;
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• three different RRC procedures related to the connection state, i.e., RRC
connection establishment, RRC connection reconfiguration (for example for
data and signalling radio bearers setup, and for handover), and finally RRC
connection re-establishment after handover;
• maintaining a list of radio bearers with related PDCP and RLC entities.
Each of these functionalities requires methods on both the UE and the eNB
RRC layers, and primitives in the protocol classes in order to transmit the mes-
sages between the two entities.
The LteRrcProtocolIdeal class offers an ideal way to forward RRC commands
from the eNB to the UE and vice versa, i.e., the methods of the other RRC
endpoint are called directly and no packet is sent on physical interfaces. The
LteRrcProtocolReal class, instead, models the transmission of RRC messages
as it is defined by the LTE standard. In particular, for every RRC message that
needs to be sent, an RRC PDU is created by encoding the Information Elements
(IEs, namely each parameter-value pair of the message) with a ASN.1 encoder,
as specified in [37]. Only the IEs that are useful to the simulation are encoded
and sent, thus the actual traffic generated by the RRC layer is slightly lower than
the one that would be generated in a real system. Then, each encoded RRC
PDU, containing the ASN.1 header and the actual payload, is forwarded to the
PDCP layer associated with a signalling radio bearer. Only SRB0 and SRB1
are actually modeled, the first uses RLC TM, while the second uses RLC AM.
Therefore the PDUs generated by the LteRrcProtocolReal class are subject to
the same modeling used for data communications: scheduling and transmission
delays, possibility of not receiving the packet, thus retransmissions, and actual
radio resource consumption.
The RRC implementation does not model the functionalities associated with
the RRC_IDLE state at the UE side, or needed to reach this state once in the
RRC_CONNECTED state, as for example RLF or RRC connection release. The
only occasions in which the RRC exits from state RRC_CONNECTED are the
handovers, for which it switches to RRC_CONNECTED_HANDOVER. At the
eNB side the release of a UE context is implemented for the handover functionality
or if one of the standard-defined timers expires.
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4.2.3 Evolved Packet Core Network in ns–3
The ns–3 LTE module provides a basic modeling of the EPC network.
The S-GW and P-GW nodes are hosted in the same node, which is connected
to the eNBs with point to point links. These are characterized by a limited band-
width, a latency and a Maximum Transfer Unit (MTU), and are used to transfer
data packets from the internet to the LTE UEs. These links are the physical
medium upon which the S1-U interface works, which performs tunneling for each
data radio bearer. The tunnelling protocol used in the 3GPP LTE standard is
the GPRS Tunneling Protocol (GTP). In downlink, the S-GW node adds the
GTP-U header to the packets and forwards them to the eNB, in which the class
EpcEnbApplication is in charge of delivering the packet to the radio protocol
stack, addressing it to the correct UE thanks to the tunneling information.
The MME, instead, is not modeled as a node but it is simply an object whose
methods are invoked when needed. Therefore, also the S1-AP interface is not
realistically modeled. The primitives that are supported by the EpcMme class
are related to the UE initial setup and to the path switching operations during
handovers.
Finally, the X2 interface between eNBs is modeled as a point to point link,
with its datarate, latency and MTU, on top of which are exchanged packets with
X2 headers and X2-AP PDUs. The X2-C should be implemented using SCTP
as transport protocol, however, since this is not available in ns–3, UDP is used.
X2-U instead performs tunneling over GTP.
This part of the ns–3 LTE module is not integrated in the mmWave module,
which does not support X2-based handover. The implementation of X2-based






In this Chapter, the proposed Dual Connectivity architecture for LTE-5G inte-
gration at the PDCP level will be discussed and the implementation in ns–3 will
be presented. Firstly, general features and architectural choices will be described.
Then, this Chapter will focus on the features needed to support fast switching,
i.e., the form of Dual Connectivity in which the UE is connected to both RATs,
but uses just one of the two at a time for data transmissions. By being connected
to both, the UE will switch between the two with a single RRC message. More-
over, the baseline for comparison, i.e., hard handover (HH) between LTE and 5G,
will be described, along with some implementation details.
5.1 LTE-5GMulti-ConnectivityArchitecture: Control Signalling
A first attempt to describe an LTE-5G architecture from the control point of
view was made in [52]. This paper, that is the starting point of the control
implementation of this Thesis, considers different aspects of an LTE-5G integrated
system, such as: (i) control signalling and coordination between LTE and 5G; (ii)
5G sound reference signals, with analysis of different alternatives.
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5.1.1 Measurement Collection
A UE is typically within reach of an LTE eNB, which is designated as Master Cell,
in accordance to 3GPP terminology. This cell can act as a coordinator for the
mmWave cells which are located under its coverage, but the coordinator entity
can be placed also in a different node inside the core network (provided it is close
enough to the edge). The mmWave cells act as Secondary Cells, and exchange
control information with the coordinator via the X2 interface.
One of the main functionalities of this architecture is to report the mmWave
link signal quality to the coordinator, which selects the best mmWave cell to
which the UE should connect. In particular, it is expected that mmWave-capable
UEs and eNBs will use directional phase arrays for beamforming. Therefore, each
node selects a certain number of directions, or sectors (NUE for the UE and NeNB
for the eNB). A measure of the signal quality is needed for each UE-eNB direction
pairs, for a total of NUE NeNB measures per UE, considering all the mmWave
eNBs within reach. These measures are then reported to the coordinator, in a
procedure that works as follows:
1. The UE broadcasts a reference signal for each of the NUE directions, chang-
ing sector at each transmission. The reference signal is known to the eNB
and can be used for channel estimation. If analog beamforming is used,
each mmWave eNB either scans its NeNB sectors one at a time, or, if digital
beamforming is applied, collects measurements from all of them at once.
The mmWave eNB fills a Report Table (RT) with the SINR and the SINR
variance for each UE, in each direction, and sends it to the coordinator;
2. The coordinator is able to build a Complete Report Table (CRT) for each
UE, considering the information coming from all the mmWave eNBs. The
optimal eNB and direction for each UE is then selected considering the
SINR for each (mmWave eNB, direction) pair;
3. The LTE eNB (even if not acting as coordinator) reports to the UE which
is the (mmWave eNB, direction) pair that yields the best performance. The
choice of using the LTE control link is motivated by the fact that the UE
may not be able to receive from the optimal mmWave link if not properly
50
BF Architecture Delay D
eNB side UE side
Analog Analog 25.6 ms
Analog Digital 25.6 ms
Digital Analog 1.6 ms
Digital Digital 1.6 ms
Table5.1: Delayneeded tocollectmeasurements foreachUE, ateachmmWaveeNB, forTref = 200s,NUE =
8,NeNB = 16
configured. The LTE control link, moreover, offers higher stability and
reliability.
There is a necessary delay to collect all the measurements for a UE, as described
in [52]. The period of transmission of a reference signal is defined as Tper, and
each signal lasts Tsig. The assumed values are Tper = 200s and Tsig = 10s,
in order to maintain an overhead of 5%. The measurement procedure for each
UE requires NeNBNUE=L scans, with L the number of simultaneous directions
from which the receiver can receive. For example, with analog beamforming
L = 1, while for an eNB (UE) with digital beamforming L = NeNB (L = NUE)





Table 5.1 reports the delay for different configurations of a system with NUE = 8
and NeNB = 16, for uplink-based reference signals.
Once the reporting is done, the UE has to perform initial access to the mmWave
eNB, or handover from a mmWave eNB to a new one. These procedures will be
described in Sec. 5.2, by highlighting the details that are added to the scheme
in [52] in order to be compatible with the architecture and the implementation
of this Thesis.
Notice that the NYU mmWave module does not implement any kind of sound
reference signal transmission, but, when assigning radio resources, it accounts
for the overhead that it generates. In order to be able to compute the SINR in
the mmWave eNBs, it is possible to exploit the flexibility provided by the fact
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that ns–3 is a simulator, and not an actual implementation. What was done for
this Thesis is to use the same procedure of SINR computation described in Chap-
ter 4, by adding it in the new UpdateSinrEstimate method of the MmWaveEnbPhy
class. Then, every D ms, for each UE in the scenario, the MmWaveEnbPhy class of
each mmWave eNB uses this method to compute the SINR and reports it to the
mmWave RRC layer.
5.2 Implementation of Dual Connectivity
Sec. 3.3.2 presents an extensive discussion on which layer can be used as the
integration layer. In this thesis, the PDCP layer is chosen for evaluation as the
candidate integration layer. Indeed, there are several points in favor of this choice.
1) Non co-located deployment - The first is that synchronization is not required,
and therefore a non co-located deployment of the stack is feasible. Since mmWave
cells are expected to have a coverage radius of at most 200 m, they will be deployed
with a density higher than that of LTE cells (which are already installed) [15].
It would be costly to install both an LTE and a mmWave eNB in each new site.
Moreover, a high density of LTE eNBs implies a smaller coverage area for each
of them, in order to avoid inter-cell interference. One of the main features of
LTE-5G tight integration is the large coverage layer that LTE macro cell could
provide. If the area of each LTE cell is reduced to the same as that of mmWave
cells, then the coverage layer would not be effective.
Moreover, the PDCP layer can be moved to the core network, in a new coordi-
nator node, that can act as gateway for a group of LTE eNBs and the mmWave
eNBs under their coverage, or can be deployed in a macro LTE eNB.
2) No design constraints on 5G PHY to RLC layers - The second is the possi-
bility of designing the mmWave 5G protocol stack from the PHY layer to the RLC
layer without constraints given by the already standardized LTE protocols. This
allows to have a clean slate approach that may help addressing 5G performance
requirements and tackle the mmWave challenges. For example, a TDD scheme
can be employed at the PHY and MAC layers, since it helps reducing the radio
access latency [49]. If the integration is performed at the MAC or the PHY layer,
for example, the duplexing would have to be the same for LTE and mmWave 5G,
and most of the already deployed LTE networks use FDD.
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Figure 5.1: LTE-5G tight integration architecture
3) Lean and simple solution - The third is that a dual connectivity solution
at the PDCP layer is a simple and lean solution. If the integration happens at
the RLC layer, the reassembly process at the receiver would be slowed down by
the fact that the fragments sent on the LTE air interface have a higher latency
than the one of mmWave fragments, and therefore the latter would have to stay
in the buffer and wait for the LTE RLC PDUs with the missing fragments. At
the PDCP layer, instead, no fragmentation/reassembly is performed. The PDCP
layer may however discard packets due to timeout: in order to account for this
problem the timeout has to be set high enough.
Fig. 5.1 shows a block diagram of the proposed architecture. Notice that it
recalls option 3C from the 3GPP report [42], as discussed in Sec. 3.4, but there




























Figure 5.2: Block diagram of amulticonnected device, an LTE eNB and ammWave eNB
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5.2.1 The McUeNetDeviceClass
The core of the Dual Connectivity implementation is the McUeNetDevice class. It
is a subclass of the ns–3 NetDevice, which is a basic class that abstracts network
devices and provides an interface between the upper layers of the TCP/IP stack
and custom lower layers. In particular, the LTE module extends this class with
the LteUeNetDevice and the LteEnbNetDevice, the same is done in the mmWave
module. The NetDevice holds pointers to the custom lower layer stack classes,
and has a Send method that forwards packets to the TCP/IP stack. In both the
LTE and mmWave module this method is linked to a callback on the DoRecvData
of the EpcUeNas class, which as specified by the LTE standard acts as a connection
between the LTE protocol stack and the TCP/IP stack.
The McUeNetDevice represents a UE with a single EpcUeNas, but with a dual
stack from this layer down, and a basic UML diagram can be seen in Fig. 5.2: there
are mmWave PHY, MAC and RRC layers, and LTE PHY, MAC, RRC layers.
The EpcUeNas layer has an interface to both RRC entities and is in charge of the
exchange of information between them.
This class can be used to simulate different dual connected modes, i.e., it can
support both fast switching and throughput-oriented dual connectivity, according
to which RRC and X2 procedures and primitives are implemented.
Each physical layer of the two stacks uses the respective mmWave or LTE
channel model. Notice that since the two systems operate on different frequencies,
the modeling of interference between the two RATs is not needed. Each of the
two channel models can therefore be configured independently.
In order to use a McUeNetDevice as a mobile terminal in the simulation, several
features were added to the helper class of the mmWave module: (i) the possibility
to create an LTE channel; (ii) a method to install and configure LTE eNBs, so
that they can be connected to the LTE stack of the McUeNetDevice; (iii) methods
to set up a McUeNetDevice and connect its layers as shown in Fig 5.2.
5.2.2 Dual Connected PDCP Layer
As mentioned in Chapter 4, the PDCP layer implementation in ns–3 only performs
basic functions. In order to support Dual Connectivity, the LtePdcp class was
extended by the McEnbPdcp and McUePdcp classes, respectively at the eNB side
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and at the UE side.
The McUePdcp simply adds to the PDCP layer implementation a second inter-
face to a lower RLC layer, by storing the LteRlcSapProvider interface offered by
the mmWave RLC. Then, when packets have to be sent on the mmWave (LTE)
RAT, the PDCP uses the mmWave (LTE) RLC interface.
The implementation of McEnbPdcp and of the remote RLC on the mmWave
eNB, instead, required new interfaces to the EpcX2 class methods:
• EpcX2PdcpSapProvider offers a SendMcPdcpPdu method that the PDCP
can call to send a PDU to the remote RLC layer using the X2 interface;
• EpcX2PdcpSapUser offers a ReceiveMcPdcpPdumethod that the EpcX2 class
can call to forward to the PDCP a packet received from the remote RLC;
• EpcX2RlcSapProvider has a ReceiveMcRlcSdu method that the specific
RLC implementation calls to send a packet received from lower layers to
the remote PDCP, via X2;
• EpcX2RlcSapUser has a SendMcRlcSdu method that is used by the class
implementing the X2 interface to forward packets to the RLC layer in the
mmWave eNB, once it has received them from the LTE eNB.
A basic diagram of interfaces and methods is shown in Fig. 5.3. The McEnbPdcp
and the instance of the remote RLC store the LTE eNB and the mmWave eNB
cell IDs, and the GTP tunneling identity for the transmission on the X2 interface.
5.2.3 RRC Layer
In this section, the features that were added to the RRC layer will be described.
Differently from what proposed in [42] for the Dual Connectivity option 3C,
both eNBs have an RRC layer. At the same time, the UE has an RRC layer
for both protocol stacks. This allows to achieve more flexibility, since new fea-
tures may be added to the RRC protocol for mmWave RATs. Moreover, the
LTE RRC is used for the management of the LTE connection and to exchange
commands related to dual connectivity, while the mmWave RRC is used to man-
age only mmWave-related communications, and the collection of measurements























Figure 5.3: Relations between PDCP, X2 and RLC
the communications on the mmWave RRC link, the LTE RRC is in charge also
of the handling of the RLC and PDCP entities for both RATs. By using a ded-
icated RRC link, the secondary eNB avoids to encode and transmit the control
PDU to the master cell, therefore the latency of control commands is reduced.
The mmWave signalling radio bearers are used only when a connection to LTE is
already established, and this can offer a ready backup in case the mmWave link
suffers an outage. Finally, only the LTE eNB (or coordinator) has to interact
with the core network when dealing with Dual Connected devices, acting as a
data plane and mobility anchor for the UE. This allows to reduce the number of
connections needed to the MME, but increases the computational and networking
load of the LTE eNB (or coordinator).
In the implementation of this Thesis, the coordinator is placed in the LTE eNB
and therefore the Master Cell RRC layer is extended in order to support the new
coordinator functionalities.
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Collection of measurements frommmWave eNBs
A new X2 primitive is added for the transmission of reports from secondary eNBs
to the master cells. Each report is organized as in Fig. 5.4. Notice that, since the
mmWave NYU beamforming always assumes that there is a perfect alignment
between the UE and the mmWave eNB, and that directionality measurements
are not implemented yet, the SINR that is reported is the one corresponding to
the optimal direction, and not an SINR for each eNB direction. Moreover, the
variance is not yet accounted for and is left as an extension of the framework,
since the evaluation of complex handover algorithms is out of the scope of this
research. In the Report Table, each UE is identified by the International Mobile
Subscriber Identity (IMSI)1.
When the LTE RRC receives a new Report Table it updates the relative entries
in the CRT. An example of CRT is shown in Fig. 5.5. Notice that this CRT is
simpler than the one in [52], since variance and directionality are not accounted
for.
RT for mmWave eNB i
UE imsi 1 SINR i;1
UE imsi 2 SINR i;2
... ...
UE imsiN SINR i;N
Figure 5.4: Report Table for mmWave eNB i. There is an entry for each UE, each entry is a pair with the UE IMSI
and the SINR measured in the best direction between the eNB and the UE
Selection of the best mmWave eNB for each UE
Once all the entries in the CRT are updated, the LTE eNB selects which is the best
mmWave cell for each UE. In order to support fast switching, it also detects when
a switch to LTE is needed, i.e., when the SINR of the mmWave link is too low to
be used for data transmission. The same criterion is used to trigger the handover
from mmWave to LTE in the hard handover baseline scenario. The algorithm
1The IMSI is a unique identifier of a UE in a mobile network. Each UE connected to an
eNB has also another identifier, the C-RNTI (Cell Radio Network Temporary Identifier), which
is assigned on a cell basis.
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eNB 1 eNB 2 : : : eNBM
UE imsi 1 SINR 1;1 SINR 2;1 : : : SINR N;1
UE imsi 2 SINR 1;2 SINR 2;2 : : : SINR N;2
... ... ...
: : : ...: : :
UE imsiN SINR 1;N SINR 2;N : : : SINR N;N
Figure 5.5: Complete Report Table available at the LTE eNB (or coordinator). There is an entry for eachUE in each
mmWave eNB, each entry is a pair with the UE IMSI and the SINR measured in the best direction between the
eNB and the UE
that selects if a handover or switch is necessary is described by the pseudocode
in Alg. 5.1 for the fast switching case and in Alg. 5.2 for the handover scenario.
The algorithm to trigger the handover is presented here in order to highlight the
fact that the criteria for switching and handover are the same, but the actual
practicalities of the handover implementation will be given in Sec 5.3.
The parameters of the algorithm are the SINR threshold LTE under which a
UE switches or handovers to LTE (e.g., because there may be an outage), which
is set to  5 dB, and a hysteresis of hys that avoids to perform handover when
the SINR difference is too small, in order to prevent frequent handovers due to
small-scale fading.
Notice that the handover or switch rules are quite simple, but the algorithm is
designed in such a way that they can be easily replaced by a more sophisticated
handover or cell selection algorithm.
NewData Structures
In order to maintain a dual connection, some changes have to be made to the
RRC layer of the Master eNB, of the Secondary eNB and of the UE, and some
X2 and RRC protocol commands have to be added. These changes embrace new
data structures, and new signalling procedures.
The LteEnbRrc has a private variable that maps UeManager instances to each
UE C-RNTI. Each UeManager object represents a UE which is known to the eNB,
and stores
• the UE RRC state;
• a map of LteDataRadioBearerInfo objects, that abstract the information
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Algorithm 5.1 UE Association Algorithm for Dual Connected UEs with fast
switching
1: The LTE eNB has an updated CRT.
2: forAll the UEs connected to the LTE eNB
3: Consider the UEwith imsi i, currently attached tommWave curreNB j .
4: Find themmWave eNB with the best SINR opt.
5: Let curr be the SINR in the current mmWave eNB j .
6: Let =  opt  curr bethegain inSINRthatcanbeobtainedbychanging themmWave
eNB.
7: if opt < LTE
8: mmWave cell SINR too low, switch to the LTE stack.
9: else if the UE is not already performing a handover
10: if 6= j and > hys and the UE is using themmWave stack.
11: Switch to the LTE stack.
12: Trigger a secondary cell handover with SendMcHandoverRequest primitive.
13: else if 6= j and > hys and the UE is using the LTE stack
14: Trigger a secondary cell handover with SendMcHandoverRequest primitive.
15: else if == j and opt > LTE +hys and the UE is using the LTE stack
16: Switch to themmWave stack.
associated with EPS Data Radio Bearers (and contain also pointers to RLC
and PDCP entities), as shown in Fig. 5.6;
• a pointer to LteSignalingRadioBearerInfo for SRB0 and SRB1;
• imsi, rnti and X2 configurations;
The same informations are present in the LteUeRrc class, along with the CellId
of the current cell.
In order to support dual connectivity, a UeManager knows whether the UE is
a dual connected device or not, and whether the LteEnbRrc class to which it
belongs is the LTE or the mmWave one, thus if it is hosted in a coordinator, or in
a remote eNB where, for each bearer, only the RLC entity must be managed. In
particular, in order to create and manage remote RLCs, a new RlcBearerInfo
class is introduced. It is the equivalent of the LteDataRadioBearerInfo class
but for remote eNBs, and, as can be seen in Fig. 5.6, it stores a pointer to the
60
Algorithm 5.2 UE Association Algorithm for Hard Handover with coordinator
1: The LTE eNB has an updated CRT.
2: forAll the UEs connected to the LTE eNB
3: Consider the UEwith imsi i.
4: Find themmWave eNB with the best SINR opt.
5: if The UE is attached to ammWave eNB
6: Let curr be the SINR in the current mmWave eNB j .
7: else
8:  curr =   inf
9: Let =  opt  curr be the gain in SINR that canbeobtainedbyperforminghandover
tommWave eNB .
10: if opt < LTE
11: mmWave cell SINR too low, perform a handover to the LTE cell.
12: else ifThe UE is not already performing a handover and is attached to ammWave eNB
13: if 6= j and > hys
14: Trigger ammWave cell handover.
15: else if the UE is not already performing a handover and is attached to the LTE eNB and
 opt > LTE +hys
16: Perform handover tommWave eNB .
RLC entity but not to the PDCP one, since it is not needed in the remote eNB. A
UeManager of a Dual Connected device that is stored in a mmWave eNB therefore
contains also a map of RlcBearerInfo objects.
Another structure that is added to the LteEnbRrc is a map of X2 endpoints for
Dual Connected devices, so that when a packet is received on the X2 interface it
is forwarded to the correct RLC, PDCP or UeManager.
Finally, the other data structures added to the LteEnbRrc are those needed
to manage Report Tables and Complete Report Tables. They are maps that for
each Dual Connected UE known to the LTE eNB store the following information
by imsi:
• the current mmWave eNB to which the UE is connected;






Logical Channel Identity and Conﬁguration
GTP tunneling ID for X2 and S1
bool splitBearer CellId of the LTE cell
RLC entity RLC remote entity
PDCP entity
Figure 5.6: Information of LteDataRadioBearerInfo and RlcBearerInfo classes
• whether the UE is using the LTE or the mmWave stack;
• a map of SINR of the UE in each mmWave eNB.
New Signalling Procedures
The new signalling procedures involve (i) the initial Dual Connected access; (ii)
the handover for Secondary cells; (iii) the switch from the two RATs.
In [52] there is a proposal for the IA for Dual Connected devices, however it
does not deal with the setup of remote bearers. Therefore the IA procedure is
extended in order to complete the setup of the remote RLC layer in the mmWave
eNB, and of the associated RLC in the UE, and to end the IA with a switch to
the mmWave RAT. The complete procedure is shown in Fig. 5.7.
Fig. 5.8, instead, shows the procedure for the handover of mmWave secondary
cells. Firstly, the LTE RAT becomes the one in use, in order to ensure service
continuity during the secondary handover. Then a handover between the two
mmWave cells takes place. Notice that, since mmWave eNBs do not have Radio
Bearers to set up, the Handover Request and the RRC Connection Reconfigu-
ration PDUs have a smaller size than those used when a classic handover takes
place. Once this procedure is completed, the LTE RRC is used to signal to the
LTE eNB that a secondary mmWave eNB is available, so that the LTE eNB
triggers the procedure to set up remote RLCs. Another difference with a classic
handover is that the core network is not involved, i.e., the path switch message
that a classic handover procedure has to send to the MME is not needed, since
the bearer has a single endpoint in the LTE eNB.
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Setup RLC Rlc Setup Request ACK
Send RRCConnection Reconﬁg
uration with list of RLC to setup
Setup UE RLCs
Switch toMmWave RAT Send RRCConnection Reconﬁguration Completed Switch to
MmWave RAT
Figure 5.7: Initial Access for Dual Connected devices and mmWave RLC setup. Dashed lines are RRC messages,
solid lines are X2messages
Finally, Fig. 5.9 shows the messages that are exchanged for the switch from
LTE to mmWave and vice versa.
In order to support these procedures, new X2 and RRC PDUs are defined,
as well as headers, whose Information Elements are encoded following the LTE
standard indications.
5.3 Implementation of Hard Handover
The X2-based handover is already implemented in the ns–3 LTE module, but it
was not supported by the NYU mmWave module. Therefore the code of the LTE
classes was integrated in the mmWave ones, in particular the main features that
were ported are:
• X2 links between mmWave eNBs, by extending the helper of the mmWave
module;
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RRCConnection Reconf. Completed
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UEContext Release
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Rlc Setup Request ACK
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ion with list of RLC to setup
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MmWave RAT
Send RRCConnection Reconﬁguration Completed
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MmWave RAT
Figure 5.8: Secondary cell Handover
• Non Contention Based Random Access, that is implemented in the MAC
and RRC LTE classes but was missing in the mmWave MAC.
Then also X2 links between mmWave eNBs and LTE eNBs are added. Notice
that the measurement framework detailed in Sec. 5.1 is applied also to the han-
dover scenario, and the handover rules are presented in Sec. 5.2.3. The usage of
different reference signals (i.e., downlink based) and of the relative handover rules
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(a) Switch from LTE RAT tommWave RAT










(b) Switch frommmWave RAT to LTE RAT
Figure 5.9: Switch RAT procedures
that can be used are left as a future implementation. Therefore, also the han-
dover assumes a light form of coordination, and it is modeled as an intra RAT
handover, and not as an inter RAT handover. This choice was made in order
to focus the comparison on the actual difference between a handover procedure
and a fast switch procedure, given the same switching/handover rules and set of
measurements available.
The McUeNetDevice class is the basis also for devices capable of handover
between LTE and mmWave eNBs. However, with respect to the dual connectivity
case, a single RRC is used in the UE. This layer has interfaces to both LTE and
mmWave PHY and MAC classes, but only one of the two stacks is used at a
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time. When the UE RRC receives a handover command to a certain target eNB,
it checks whether it is an LTE or a mmWave cell. If, for example, it is connected
to a mmWave cell (and thus uses the interfaces to the mmWave PHY and MAC
layers) and receives a handover command to an LTE cell, it resets the mmWave
PHY and MAC layers, swaps the interfaces, and starts using the LTE stack. This
allows to simulate a handover among RATs while keeping a single RRC with a
consistent state with respect to the eNBs to which it is connected and to the
MME that controls its mobility in the core network.
5.3.1 Lossless Handover and RLC Buffer Forwarding
A feature that was missing from the LTE ns–3 module is the lossless handover,
that was described in Sec. 3.5. An attempt to implement it was made in [53].
The main challenge is to reconstruct the segmented packets in the RLC AM
retransmission and transmitted buffers, in order to forward to the target eNB the
original PDCP SDUs. The solution adopted in [53] is to re-use the reassembly
algorithm provided by the RLC AM class. The first step is to merge the content
of transmitted and retransmission buffers, by using header sequence numbers.
Then the new merged buffer is given to the reassembly algorithm. Finally, the
PDCP SDUs are forwarded to the target eNB before any other incoming packet
is forwarded.
The implementation of lossless handover of [53] was ported to the mmWave
module, and adapted to be used for handovers between LTE and 5G. Moreover,
the same methods are used when performing fast switching.
5.4 S1-AP Interface AndMMENode Implementation
As mentioned in Sec. 4.2.3, the MME is not modeled as a real node in the EPC
network. The MME is used during a handover, as shown in Fig. 3.6, and it
receives a message from the target eNB with the path switch command. It then
updates the information on the UE on handover in the MME and S-GW, so that
packets are forwarded to the correct eNB. Finally, it replies with a path switch
acknowledgment message. Therefore, until the MME receives the path switch,














Figure 5.10: Relations betweenMME and eNB
In order to model the performance of handover in a more realistic way, a real
interface between MME and eNBs is added to the core network implementation.
In particular, the EpcMme class of the LTE module is modified into an application
(EpcMmeApplication), which is installed on an ns–3 node (MmeNode). Then this
application is interfaced with the S1-MME endpoint at the MME. This is con-
nected with a point to point link with the other endpoint, in the eNB, which is
interfaced with the EpcEnbApplication.
The EpcS1Mme and EpcS1Enb classes receive SDUs from the MME and the
eNB, respectively, and create PDUs that can be sent over S1 by encoding the
Information Elements and adding the S1-AP header2. Since not all the MME-
related signalling is needed in the ns–3 LTE and mmWave modules (i.e., no paging,
no tracking area updates), only a subset of possible S1-AP PDUs is supported.
In particular, from the eNB to the MME the messages are:
• Initial UE Message, which is sent when a UE performs its first random
access;
• Path Switch Request, which is sent at the end of a handover;
2S1-AP is the protocol which runs on top of the S1-MME link, according to LTE terminology.
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• E-UTRAN Radio Access Bearer (E-RAB) Release Indication;
while those from the MME to the eNB are:
• Initial Context Setup Request, with information related to UE bearers;
• Path Switch Request ACK, to signal that the switch in the MME and S-GW
happened successfully.
5.5 Data Collection Framework
The ns–3 simulator has a built-in system that allows to connect traces in different
modules and to create logger classes in order to collect statistics.
The PDCP and RLCmodules already log transmission and reception of packets.
The logging in the PDCP module was enhanced in order to account for the packets
to and from remote RLCs.
Moreover, for each simulation, it is possible to generate traces of:
• PDCP PDUs transmission and reception, with packet size and latency;
• RLC PDUs transmission and reception, with packet size, latency and logical
channel identity, so that it is possible to distinguish RRC PDUs and data
PDUs;
• X2 PDUs reception for each pair of eNBs, with packet size, latency and a
flag that signals whether they are control packets or data packets;
• the SINR measurements that are periodically taken in the mmWave eNBs;
• the time at which each handover starts and ends;
• the cell to which a UE belongs, over time;
• the total number of application packets sent and received.
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Simulation And Performance Analysis
6.1 Simulation Scenario
6.1.1 Simulation Assumptions
The simulations that will be described in this Chapter use the ns–3 simulator
described in Chap. 4 with the additional features added in Chap. 5. Therefore,
UL-based reference signals for the mmWave cells will be used, with digital beam-
forming at the eNB side.
The reference scenario is presented in Fig. 6.1. It is a typical urban grid, there
are 4 buildings and each of them is 15 meters high. The mmWave eNBs are
located in two streets along the y-axis, at a height of 10 meters. At the beginning
of the simulation, the UE is at coordinates (100; 5). It then moves along the
x-axis at speed s m/s, until it arrives in position (300; 5). The goal of the
simulations is indeed to test the performance of the system in a scenario where
the UE is far from the mmWave eNBs, and experiences outages. The simulation




















mmWave eNB mmWave eNB
LTE eNB
UE path at speed sUE
Figure 6.1: Simulation scenario. The grey rectangles are buildings
6.1.2 Simulation Parameters and Procedures
The parameters for the OFDM frame structure are the same of Table 4.2. Addi-
tional parameters are summarized in Table 6.1.
The goal of these simulations is to assess the difference in performance between
the fast switching and the hard handover setups. The simulations are performed
with two different RLCs, AM and UM, and for a wide set of parameters. In
particular, the for cycle used to launch the simulation is described in Alg. 6.1. A
total of 5400 simulations were run.
Algorithm 6.1 Simulation campaign
1: forUE speed s 2 f2; 4; 8; 16gm/s
2: forRLCAMor UM
3: for 2 f20; 40; 80; 160gs
4: forBRLC 2 f1; 10; 100gMB
5: forDX2 2 f0:1; 1; 10gms RunN simulations with these parameters
The LTE bandwidth of the eNBs is the highest that can be used in an LTE
system. The transmission powers are typical values in LTE deployments, while
mmWave UEs and eNBs are expected to use a transmission power in the 20-30
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Parameter Value Description
mmWave BW 1 GHz Bandwidth of mmWave eNBs
mmWave fc 28 GHz mmWave carrier frequency
mmWave UL-DL Ptx 30 dBm mmWave transmission power
LTE BW 20 MHz Bandwidth of LTE eNBs
LTE fc 2.1 GHz LTE downlink carrier frequency
LTE DL Ptx 30 dBm LTE transmission power for downlink
LTE UL Ptx 23 dBm LTE transmission power for uplink
F 5 dB noise figure
LTE -5 dB Threshold for switch/handover to LTE
hys 3 dB Hysteresis for handover
mmWave eNB antenna 16x16 ULA
mmWave UE antenna 8x8 ULA
s f2; 4; 8; 16g m/s UE speed
BRLC f1; 10; 100g MB RLC buffer size
 f20; 40; 80; 160gs UDP packet inter-arrival time
DX2 f0:1; 1; 10g ms One-way delay on X2 links
DMME 10 ms One-way MME Delay
N 10 Iterations per set of parameters
Table 6.1: Simulation parameters
dBm range [4]. The noise figure of 5 dB accounts for the noise at the receiver
side.
The value of the delay to the MME node (DMME) is chosen in order to model
both the propagation delay to a node which is usually centralized and far from
the access network, and the processing delays of the MME server.
The one-way delay of the X2 interface, instead, varies in f0:1; 1; 10g ms in order
to understand the dependence of the system performance on this value. However,
for practical applications, the typical delay is around 1 ms. The Next Generation
Mobile Networks Alliance requires that the round-trip delay must be smaller than
10 ms (i.e., a one-way delay of 5 ms), and recommends a round-trip value smaller
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than 5 ms [54].
The parameter N was chosen as a trade-off between the time required to per-
form the simulations, which are computationally very expensive, due to the level
of detail of the simulator, and the need for small enough confidence intervals.
These are however not shown in the figures, in order to make them easier to read.
The main metrics that will be collected are related to the UDP packet losses,
the latency at the RLC layer, the PDCP and the RRC throughput, and finally
the X2 link traffic. For each of these metrics, the dependence on simulation
parameters will be investigated. Only downlink traffic is considered.
6.2 Main Results
6.2.1 Packet Losses
The first element to consider in this performance analysis is the number of packets
lost, i.e., the difference between sent and received packets, averaged over the N
different iterations for each set of parameters.
In Figs. 6.2 and 6.3 the metric considered is the ratio of lost packets over the
total sent packets. Since the UDP source constantly pushes packets to the system,
with inter-arrival time , it can be computed as
Rlost = 1  

r (6.2)
where r is the number of received packets, and  the duration of the simulation.
In the x-axis of Figs. 6.2 and 6.3, there are different pairs (DX2; BRLC), where
DX2 is the latency of X2 links between eNBs, and BRLC is the transmission buffer
size of RLC entities.
In Fig. 6.2a the first thing to observe is that at very low packet inter-arrival
intervals ( = 20s) the mobile network is not able to successfully deliver to the
UE as many packets as the eNBs receive from the core network, and this causes
system instability, with very high packet losses. It must be said that (i) the SNR
of mmWave links is generally low in the simulation scenario, thus low MCS must
be used, and therefore the rate offered on the mobile network is limited; (ii) the
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(b) Rlost as a function of the UE speed, for  =
40s,BRLC = 10MB,DX2 = 0:1ms
Figure 6.2: UDP packet losses for simulations with RLCAM
buffer is full1. This behavior for  = 20s is independent of the UE speed s,
therefore the trends for s 2 f4; 8; 16g m/s are redundant and are not shown.
While simulations of an unstable system cannot be used to derive statistically
sound results, it is interesting to observe the general behavior at very low .
This allows to understand the application rate that can be supported with very
small losses by the setup under analysis, and compare the fast switching and hard
handover solutions.
Therefore, the second observation that can be made is that with the fast switch-
ing solution fewer packets are lost. Notice that, since with many parameter
combinations the number of lost packets is 0, it is not possible to compute a
loss probability. However, since the number of packets sent in a simulation for
s = 2m/s and  = 80s is in the order of 107, then the confidence interval at 95%
for the loss probability for DX2 < 1 ms will be [0; 3  10 7], for the fast switching
solution.
The reason behind this behavior is the following. In the simulated scenario,
the UE experiences a lot of handovers and/or switches, because of the simple
handover/switch algorithm and of the high variability of the mmWave channel.
1However, the retransmission buffer is not limited in size (because of the particular ns–3
implementation), therefore once packets are sent a first time, they are moved to the retrans-
mission buffer which can be filled without limits. This explains why there is no difference in
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DC,  = 80 s
HH,  = 80 s
(b)RLCUM
Figure 6.3: UDP packet losses for UE speed s = 2m/s, = 80s
The design of the LTE procedure for the lossless handover with RLC AM tries
to minimize the packet losses, but in an extreme scenario like the simulated one
this is not enough. There are two elements that contribute to the losses:
• The first, which depends weakly on the buffer size BRLC , is the fact that
some packets, which are segmented in the RLC AM retransmission buffer,
cannot be re-composed as the original PDCP SDU. Therefore they are lost;
• The second, which depends on the buffer size, is that during handover, the
target RLC AM transmission buffer receives both the packets sent by the
UDP source at rate , and the packets that were in the source RLC buffers.
If the source RLC buffers are full, then the target buffer may overflow and
discard packets.
Both these phenomena are stressed by the fact that the handover procedure
takes more time than the switching procedure. Indeed, it involves 3 messages
on the X2 interface and a message to the core network before the handover is
completed at the target eNB. Moreover, until the UE has completed the Non
Contention Based RA procedure with the target eNB, packets cannot be sent
to the UE and must be buffered at the RLC layer. This worsens the overflow
behavior of the RLC buffer. Instead, with fast switching, the UE does not need
to perform random access, since it is already connected, so as soon as packets get
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to the buffer of the eNB that is the target of the switch, they are transmitted to
the UE.
In Fig. 6.3a there is the trend of Rlost for s = 2m/s and  = 80s and the
behavior that was just described can be seen in detail. When the RLC AM buffer
size BRLC increases from 1 to 10 MB, the value of Rlost decreases, but it remains
constant for 10 and 100 MB. It can also be seen that the packet losses with
the hard handover setup decrease as the X2 latency DX2 increases. This can be
explained by the fact that once the handover is completed, with a greater X2
latency DX2 it takes more time to trigger the next handover, in case the channel
suddenly changed during the previous handover operation, therefore RLC buffers
have a smaller chance to overflow. However, since the update on the channel
is reported with delay DX2 to the LTE eNB and a handover command would
take another DX2 to be received by the mmWave eNB, the UE may be connected
to an eNB with a low SINR link. Therefore the packets in the buffer cannot
be transmitted (no transmission opportunity is issued by the MAC layer) or are
transmitted with errors and need to be retransmitted. This is why there are still
packet losses, and also the performance of the fast switching setup worsens.
This behavior is exacerbated when RLC UM is used, as shown in Fig. 6.3b.
Indeed, since there are no retransmissions, the packet losses for the fast switching
solution with a high X2 latency are higher than those with hard handover, which
benefits from the fact that fewer handovers happen, thus the RLC buffers are reset
less often. ForDX2 2 f0:1; 1gms, i.e., for less extreme X2 latencies, fast switching
performs better than hard handover also with RLC UM, and as expected packet
losses are higher with RLC UM than with RLC AM.
In Fig. 6.2b, finally, there is a comparison between Rlost for fast switching and
hard handover as the UE speed increases, for  = 40s, and it can be seen that
the ratio of lost packets increases with the UE speed in both systems.
6.2.2 Latency
The latency L is measured for each packet, from the time at which the PDCP
PDU enters the RLC buffer of the eNB to when it is successfully received at the
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(b)RLCUM
Figure 6.4: LatencyL for differentDX2 andBRLC , UE speed s = 2m/s
The choice of measuring this type of latency was made in order to exclude the
first DX2 delay in the fast switching setup, which is given by the forwarding of the
packet from the LTE eNB to the mmWave RLC. Indeed, the coordinator may not
be placed in the LTE eNB, unlike assumed in these simulations, but, for example,
it may be deployed in the core network, or even in the mmWave eNB. It may also
be the case that the X2 link is not a point to point link, but a more complex
multi-hop network, where the delays from the coordinator to the LTE eNB and
from the coordinator to the mmWave eNB are similar. Therefore, a measure of the
latency which includes also the first X2 delay would be deployment-dependent,
and would limit the validity of the observations to the particular simulation setup.
Moreover, the main behavior that is of interest for this analysis is given by the
time that packets spend in the RLC buffers (at transmitter and receiver side),
before successful reception, and the additional latency that occurs when a switch
or handover happens and the packet is forwarded to the target eNB or RAT. This
kind of delay has a large impact on cellular networks, which are designed to limit
packet losses, at a price of higher buffering latencies [55]. Therefore it will be of
interest to evaluate how fast switching and hard handover compare with respect
to this metric, for both RLC AM, and RLC UM, where the buffering delay issue
should be less relevant (but there are more packet losses, as shown in Sec. 6.2.1).
Fig. 6.4 shows the mean packet latency over N simulations for UE speed s =
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Figure 6.5: Difference between fast switching and hard handover latency,BRLC = 10MB,DX2 = 1ms
2m/s and different buffer and X2 latency values. It can be seen that fast switching
outperforms hard handover, both with RLC AM and UM, when the X2 latency
is 0.1 or 1 ms. However, for RLC AM, the latency of hard handover decreases for
DX2 = 10 ms, while the fast switching slightly increases. This is due to the fact
that for DX2 = 10 ms less frequent and longer handovers are performed, therefore
there is a smaller chance that an RLC PDU already in the buffer is forwarded
between source and target eNBs. Instead, the increase in the fast switching
latency can be explained by the fact that, since the updates on mmWave SINR
are reported with a larger delay to the LTE eNB, the overall performance of a
dual-connected setup becomes worse, also from the point of view of the packet
losses and throughput, as seen in Sec. 6.2.1. For example, the UE may experience
an outage in the mmWave link, but given the X2 delay, the LTE eNB becomes
aware of this after DX2 = 10 ms. During this interval, the UE may not receive,
or may receive with errors, the packets sent from the mmWave eNB, which must
then be retransmitted, and this further increases the latency.
With RLC UM the latency is smaller than with RLC AM, because no re-
transmissions are performed. However, the difference between RLC AM and UM
latency for fast switching is smaller than for hard handover, i.e., the latency of
hard handover with RLC UM decreases more than the latency for fast switching.
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In particular, for DX2 = 10 ms and  = 80 s, the latency of hard handover is
slightly smaller than that of fast switching. The reasons are the same as for the
respective behavior for RLC AM.
In Fig. 6.5 the dependence on the UE speed s is shown. In particular, the
quantity plotted is
LHH   LDC (6.3)
i.e., the difference in latency between the two setups, as a function of the UE
speed, for two different  2 f80; 160gs, BRLC = 10 MB and DX2 = 1 ms. It
can be seen that, for RLC AM, the difference, which is in the order of 10 ms, is
higher for higher . Moreover, the difference increases as the UE speed increases
from 2 to 8 m/s, as expected, but slightly decreases when further increasing the
UE speed s from 8 to 16 m/s. However, notice that this is the latency of packets
which are actually received, and, as shown in Sec. 6.2.1, the packet losses are
higher at s = 16 m/s. The same trend is observed also for RLC UM, but the
difference is nearly one order of magnitude smaller and the dependence on the
UE speed is weaker.
Fig. 6.6 shows why the fast switching setup for RLC AM has a latency which
is smaller than that of the hard handover system. The metric reported in Fig. 6.6
is the CDF computed on all the latencies of the received packets, for each set
of N simulations with s = 2 m/s and BRLC = 10 MB. Moreover, two different
 2 f80; 160gs are shown. Notice that the x-axis is in logarithmic scale.
The first observation is that most of the packets (up to 80% in some cases)
are sent with a very small latency (in the order of 10 3:4 s, i.e., in less than a
millisecond). This is actually the latency of the mmWave radio access network,
which by design is the one that should be used most of the time, since it should
provide a higher throughput. Therefore, the mean values shown in Fig. 6.4 are
very different from the median values, which are similar for the fast switching
and hard handover setups.
The second observation is that for DX2 = 0:1 ms and DX2 = 1 ms the fast
switching option manages to send nearly 5 and 10% more packets with the
mmWave interface latency. Moreover, the latency value for which the CDF for
fast switching reaches 1 is smaller than the respective value for hard handover.
This explains why the fast switching setup has a lower mean latency. The reason
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Figure6.6: CDFofpacket latencyL forUEspeeds = 2m/s,BRLC = 10MB,RLCAM.Thex-axis is in logarithmic
scale
for this behavior is that a switch is much faster than a handover, therefore the
UE experiences (i) no service interruptions; (ii) a mmWave channel with a good
SINR (higher than LTE) most of the time, so that more packets can be served
by the mmWave interface without additional delays. This phenomenon is instead
less relevant for DX2 = 10 ms, and this explains why the difference in the mean
values is smaller.
6.2.3 PDCP Throughput
The throughput over time at the PDCP layer is measured by sampling the logs
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Figure 6.7: PDCP throughput S^PDCP
to obtain the total number of bytes received B(t). Then the throughput S(t) is





Then, in order to get the mean throughput SPDCP for a simulation, these samples
can be averaged over the total simulation time, and finally over the N simulations
to obtain S^PDCP .
Notice that the PDCP throughput is mainly made up of the transmission of
new incoming packets, but it may also account for retransmission of already
transmitted packets. Indeed, in the RLC AM setup, if a packet was transmitted,
but not already ACKed, it is stored in the RLC AM retransmission buffer. Then,
when a handover (switch) happens, the retransmission buffer is forwarded to the
target eNB (RAT) and transmitted again. Therefore, if at the first time it was
received successfully, it is wastefully retransmitted.
The PDCP throughput is mainly a measure of the rate that the radio network
can offer, given a certain application rate.
Fig. 6.7a shows the PDCP throughput S^PDCP for UE speed s = 2 m/s and
different combinations of DX2 and BRLC . It can be observed that the throughput
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achievable with the fast switching dual connectivity solution is higher than the
one with hard handover. Moreover, the difference in throughput increases as
the application rate increases, in accordance with the results on packet losses
described in the previous section.
As for the relation with the UE speed, there are different behaviors with re-
spect to the hard handover and fast switching setup. Fig. 6.7b shows the PDCP
throughput for different speeds, different DX2,  = 80s and BRLC = 10 MB.
Notice that since the size of PDCP SDUs is 1042 bytes, then the rate at which new
packets arrive at PDCP is Sincoming = 104:2 Mbit/s. If the PDCP throughput
S^PDCP is higher than Sincoming, it means that the contribution given by unneeded
retransmissions (that increase the throughput) is more significant than that of
packet losses (that decrease the throughput), and vice versa if S^PDCP < Sincoming.
The throughput generally decreases as DX2 increases from 1 to 10 ms. The
reason is the same one that explains the behavior of the packet losses in Fig. 6.2a:
there are fewer handovers/switches. Therefore, with the fast switching, where
the switch to the best channel happens in a very short time, the number of
unnecessary retransmissions decreases as the number of switches decreases. The
same holds for the handover case, but since the service interruption is longer and
the channel that the UE uses is not the optimal one for a longer time, then there
is a loss in performance also due to the non optimal choice of the channel.
The fast switching option, at lower speed, experiences fewer unneeded retrans-
missions, thus the throughput is smaller with respect to the one for higher UE
speeds, with the exception of s = 16 m/s and DX2 = 10 ms, where besides the
increase given by retransmission there is also a loss due to the combination of a
faster UE and less timely SINR estimation updates. The handover performance
instead decreases as the UE speed increases.
6.2.4 RRC Trafﬁc
The RRC traffic is measured at the RLC layer by analyzing the received RLC
PDUs logs and accounting only for packets of signalling radio bearers. Then,
Eq. (6.4) is applied to get the instantaneous RRC throughput, which is then
averaged over the duration of a simulation.
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DC, s = 8 m/s HH, s = 8 m/s
DC, s = 16 m/s HH, s = 16 m/s
Figure 6.8: RRC trafﬁc as a function of the UE speed and X2 latency
the UE-eNB pairs. Moreover, it is dependent also on the RRC PDU size. For
example, a switch message contains 1 byte for each of the bearers that should be
switched, while an RRC connection reconfiguration message (which triggers the
handover) carries several data structures, for a minimum of 59 bytes for a single
bearer reconfiguration.
Fig. 6.8 shows the RRC throughput for different DX2 delays and different UE
speed s. Notice that the RRC traffic is independent of the buffer size BRLC ,
since even 1 MB is enough to buffer the RRC PDUs, and of the UDP packet
inter-arrival time, .
It can be seen that fast switching has an RRC traffic which is 4 to 5 Kbit/s
lower than for hard handover. A lower RRC traffic is better, since it allows to
allocate more resources to data transmission. Moreover, in this simulation a single
UE is accounted for, but the number of devices that an LTE or mmWave eNB
has to serve may be large, thus the RRC traffic could cause a large overhead.
The other trends that can be observed are:
• the RRC traffic increases with the UE speed. This is probably due to
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the fact that at a higher speed, more retransmissions of the messages are
required. Moreover, at higher speeds the channel changes more frequently,
therefore there are more handovers and switches;
• the RRC traffic slightly decreases asDX2 increases from 0.1 to 1 ms. Instead,
when DX2 = 10 ms, the RRC traffic decreases. This shows that with such
a high X2 delay, handover and switch procedures last longer, thus fewer
messages are exchanged. Moreover, in the hard handover case, the difference
between the RRC throughput at different speeds is minimized when DX2 =
10 ms. This is due to the fact that with less timely updates there is no
actual difference between how the channel is seen at the coordinator for
different UE speeds.
6.2.5 X2 Trafﬁc
Another metric that must be considered when analyzing a dual connected system
is the X2 link traffic. Indeed, if the coordinator is placed in the LTE eNB, the X2
link has to support the forwarding of data packets to the mmWave remote RLCs.
If, instead, it is placed in the core network, the same considerations made for the
X2 link will also be valid for the link connecting the coordinator to the LTE and
mmWave eNBs.
In this simulation campaign only one UE is used, therefore it is not meaningful
to show the ratio at which X2 links are used, since it also depends on the particular










where S^X2;i is the mean throughput of X2 link i across the N iterations. In these
simulations there are 3 X2 links, one for each mmWave eNB to the LTE eNB and
one between the two mmWave eNBs.
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Figure 6.9:MetricX (see Eq. (6.5)) for different UE speed s and, forBRLC = 10MBandDX2 = 1ms
This metric aims to show how much the X2 link is used, given a certain PDCP
throughput, i.e., given the rate at which data packets are sent over the radio
access network. This is shown in Fig. 6.9 for different  and different UE speed
s, and BRLC = 10 MB, DX2 = 1 ms. Hard handover has a ratio X close to 0.2,
in general much smaller than the ratio for fast switching, and independent of the
rate . This means that, given a certain application rate that the system must
support, the X2 link must be dimensioned to offer just 20% of it, per UE. Notice
also that in this case there are many handovers, therefore this is an extreme
scenario with respect to the utilization of X2 links.
The most interesting comparison is however with the ratio X of the fast switch-
ing solution, which is close to 1 for  2 f40; 80; 160gs. This means that X2 links
have to forward many more data packets, as expected, and a certain amount of
control information, which explains why the ratio is in some cases greater than
1. For  = 20s, instead, the ratio X is not meaningful, since the rate at which
packets are sent to the RAN is higher than the rate at which they are forwarded
to the UE, i.e., packets reach the LTE eNB, are forwarded to the mmWave eNB
and then either discarded (because the transmission buffer overflows), or not
transmitted successfully and moved to the retransmission buffer.
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6.3 Comments And Further Analysis
It can be seen that, in general, the fast switching option performs better than the
hard handover setup.
The main benefit of the fast switching setup is the short time it takes to change
radio access network. This is shown by several metrics. The latency is in general
smaller for the fast switching setup, because the handover is a long procedure and
packets have to be buffered in the target eNB before they can be sent. When the
buffer is too small (1 MB), this also causes buffer overflow and packet losses.
Fast switching performs better with lower X2 one-way latencies, while it ap-
pears that the hard handover prefers higher X2 latencies. This however depends
on the fact that the simulated scenario is extreme with respect to the mmWave
channel quality and to the number of handovers performed, therefore what causes
the reduction of latency and packet losses is the smaller number of handovers
that are performed as the X2 latency increases. This does not mean that hav-
ing a higher X2 latency is better: indeed, as shown in Sec. 6.2.3, the PDCP
throughput decreases because the updates on channel quality are not timely.
The gain in performance is consistent also at different UE speeds, therefore the
fast switching solution may be a good candidate for its robustness to mobility.
Another advantage of the dual connectivity solution is that the control sig-
nalling related to the user plane (i.e., setup of Data Radio Bearers, switching) is
performed on the LTE connection. This may cause an increase in the traffic of
the LTE eNB, however, as shown in Sec. 6.2.4, the overall2 RRC traffic is smaller
with the fast switching solution. Moreover, the LTE eNB is used for user plane
traffic only when the SINR of all the mmWave eNBs is smaller than LTE, there-
fore the UEs use the mmWave eNBs most of the time. This allows the LTE eNB
to handle the load of many more UEs than it would be able to manage if the LTE
user plane were always used.
The computational load on the LTE eNB, however, is expected to increase,
in particular if the coordinator is co-located on the LTE eNB. This aspect was
not investigated in the simulations, because the simulation framework in ns–3
does not model CPU or memory loads. However, the LTE eNB has to collect
2The analysis in Sec. 6.2.4 aggregates the RRC traffic of the LTE eNB and of the mmWave
eNBs
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the report tables and find the optimal mmWave association for each UE, and it
has to encode and send RRC messages to the UE. Moreover, if the coordinator
is co-located, and since the PDCP encrypts the PDUs it receives from higher
layers, the LTE eNB has to encrypt all the traffic of dual connected UEs under
its coverage. Therefore, when deploying the next generation 5G networks, it will
be necessary to consider if an update of computational elements in the LTE eNBs
is required.
Another drawback of the dual-connected fast switching solution is that the X2
links are heavily stressed, and the deployment of this solution must be carefully
planned with respect to the datarate of X2 links, otherwise they may be the
bottleneck of the system.
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7
Conclusions And Future Work
This thesis introduced dual connectivity with fast switching at the PDCP layer
as an architecture for LTE-5G tight integration, and presented a performance
evaluation of the system, comparing it with the baseline of hard handover between
RATs.
After having illustrated the main technologies which are expected to be part
of the next 5G standard, the main challenges of mmWave communications were
described. The main proposals for LTE-5G tight integration were then reviewed,
along with the state of the art in the LTE mobile protocol stack, dual connectivity
and handover procedures.
Besides, the ns–3 simulator was presented as the tool used for the performance
evaluation. In particular, the mmWave module developed by NYU was illustrated,
with specific attention to its main strengths in modeling the mmWave channel.
The LTE module was also examined.
The network procedures and the architecture for integration were presented
next, together with a discussion on their implementation in ns–3. Details were
given on the necessary control signalling and on the modifications at the RRC
layer, on the definition of a dual-connected network device in the simulator, and
on the implementation of handover between LTE and 5G. This was the first main
contribution of this Thesis. The second is the definition of a simulation scenario
to compare fast switching and hard handover, and the simulation campaign that
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allowed to describe the performance of the system with several metrics.
Results showed that, given a suitable latency on the X2 interface, the fast
switching solution is able to provide a lower latency for RLC PDU transmissions.
Moreover, it guarantees lower packet losses and RRC traffic, so that the overhead
due to control traffic is reduced. On the other hand, it sometimes performs
retransmissions of already successfully transmitted packets, and needs a minimum
rate on the X2 interfaces comparable to the sum of the rates of the UEs that the
mmWave eNB wants to support.
The handover, on the other hand, has the benefit of requiring a smaller level of
integration and coordination between the two RATs, a lower computational load
on the LTE eNB and a lower utilization of the X2 link, but the performance in
terms of latency is worse than with the fast switching setup, because of the service
interruption and buffering required during the handover operation. Moreover, one
of the main limitations of the handover solution is the RRC traffic, which is much
higher with respect to the fast switching system.
Therefore, it is possible to conclude that the fast switching option is preferable,
but its deployment must be carefully designed.
7.1 FutureWork
As future work, it will be interesting to implement the coordinator in a node
different from the LTE eNB, and study architectural solutions to manage the
relation of the coordinator with the core network on one hand and the radio
access on the other.
Moreover, more refined algorithms for handover can be implemented and tested,
in order to minimize the number of handovers and switches, by trying to predict
the behavior of the channel. Enhanced procedures for secondary cells handover
will be proposed and studied, in order to minimize service interruption time of
secondary cells.
Finally, the simulation framework implemented for the evaluations of this The-
sis is very flexible and can be adapted also to other studies, such as, for example,
the evaluation of dual connectivity to increase the throughput, control and user
plane split or diversity and the performance of multipath TCP algorithms.
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