In this work we consider a Timoshenko model system with a memory operator in the external force term which arises in the theory of transverse vibrations of a beam. We prove the existence and uniqueness of solutions of the initial-boundary value problem for this system by using the time discretization method.
Introduction
Let (0, L) ⊂ R 1 and Q = (0, L) × (0, T ). Here we consider the Timoshenko model system
ρ 2 ψ tt − bψ xx + a(ϕ x + ψ) + F (ψ) = 0 (2) in Q, with boundary conditions ϕ| x=0 = ϕ| x=L = 0, ψ| x=0 = ψ| x=L = 0 in (0, T ]
and initial conditions
where t denotes the time variable, x -the space variable along the beam of length L in its equilibrium configuration; the terms a(ϕ x + ψ), F (ψ) and bψ xx in (2) denote the shear force, the external force and the bending moment, respectively. We denote by ϕ = ϕ(x, t) the transversal displacement (vertical deflection) and ψ = ψ(x, t) is the rotation angle of the filament. Here ρ 1 = ρA, ρ 2 = ρI, a = KAG, b = EI, where ρ denotes the density, A is the cross-sectional area, I is the area moment of inertia, E is the modulus of elasticity, K is the shear factor and G is the shear modulus. The term F (ψ) is a memory operator (at any instant t, F (ψ) may depend not only on ψ(t), but also on the previous evolution of ψ) which acts from M (0, . We assume that the operator F is applied at each point x ∈ (0, L) independently: the output [F (ψ (x, ·))] (t) depends on ψ (x, ·)| [0,t] , but not on ψ (y, ·)| [0,t] for any y = x.
The problem (1)-(4) without F (ψ) was studied in the works of different authors (see, for example [4, 1] ). Several authors studied the Timoshenko model with different mechanism of dissipation and the most of them considered this mechanism only on the bending moment. There are several works analyzing Timoshenko models with dissipative memory effect (see [3, 10, 9, 8] ); see also [11] for nonlinear systems. The uniform stabilization of Timoshenko beams with b(x)ψ t (x, t) in equation (2) without F (ψ) was studied by Soufyane [13] .
Note that there are many works regarding the initial-value problem of Timoshenko system with memory; but none of them contains the memory operator (see, [14] ), for which the known fix point arguments or any other classical methods are not applicable to the proof the existence of solutions to the problems like (1)-(4). Therefore we prove the results on the existence of solutions to the problem (1)-(4) by discretization method (see, for example [14, 6, 2] ).
In this work we prove the existence and uniqueness of solutions of problem (1)-(4).
Problem statement and main results
We assume that F fulfils the following properties:
and
The assumptions (5)-(9) are fulfilled by a wide class of memory operators, for instance, by [14] ).
Definition 2.1
The pair of functions (ϕ, ψ) is said to be a solution of prob-
The variational equations (10), (11) yield
in
Integrating by parts in time in (10) , (11) we get
In turn (12)- (14) yield (10)- (11).
We have also proved the uniqueness theorem under the following additional condition: 
We define ψ m (x, ·) and w m (x, ·) similarly and consider the following problem
Acting in a similar way as it was done in [14] , we show that this problem can be solved step by step in time. Assume that ϕ 
, which is known and on ψ n m (x), which must be determined. That is,
and using (7) we obtain that, for
We define the operatorΨ
is affinly bounded and strongly continuous. (23) From (8) we have
By (22) and the latter inequality, there exist c 1 ,
Equations (17) and (18) can be written as:
where
Using (27) in (26) we have
or omitting the mixed indexes m and n:
m . We use a standard procedure to show that this equation has at least one solution. Let {V j } j∈N be a sequence of finite dimensional subspaces invading H 1 0 (0, L); for any j ∈ N we consider the following finite-dimensional problem:
) is a strongly continuous operator. By (24) it is also coersive:
Hence, by the Brower fixed point theorem (see.
and by (23) we haveΨ ψj →Ψ (ψ) strongly in L 2 (0, L). Therefore, taking j → ∞ in (29), we get (28).
A priori estimates. We multiply (17) and (18) m , respectively, and sum for n = 1, 2, ..., for any ∈ {1, 2, ..., m}:
Applying Hölder inequality in these inequalities, we obtain
Adding these inequalities yields
or by (9):
Using (7), we have
where by the inequality:
we get
Using the latter inequality and the inequality ψ n m
in (32), we have
for ∀l ∈ {1, ..., m} , where
Hence by Gronwall lemma we get,that for any n = 1, ..., m:
whereC is a positive constant independent on m. And it is easy to obtain from the latter one that
where C is a positive constant independent on m. Let (17), (18) we have
e. in (0, T ); and by (33) we get
As
) (with a continuous injection), by (7) and (36) we have
(34)-(37) yield
Limit procedure. It is known that if D is a Banach space and D) ) (see, for example, [5, chapter I, p. 14] ). Using this fact for
and the above estimates, we conclude that there exist ϕ, ψ, w such that, possibly taking m → ∞ along a subsequence,
So, by taking m → ∞ in (34), (35), we get (12), (13) in the sense of (14) is also easily obtained. As we saw, this yields (10), (11) .
It is known (see [7, chap. 4] , ) that for ε ∈ 0,
with continuous injections (the latter one is also compact). Hence possibly extracting a further subsequence, we have
) by (6) and
As w m (x, ·) is the linear time interpolate of w n m (x) = [F (ψ m )] (x, nk) (n = 0, 1, ..., m) for a.e. x ∈ (0, L), we have
Therefore, by (42) we get that w = F (ψ) a.e. in Q and F (ψ) ∈ L 2 (Q). Theorem 2.2 is proved.
Proof of Theorem 2.3
Let (ϕ 1 , ψ 1 ) and (ϕ 2 , ψ 2 ) be two solutions of problem (1)-(4), fulfilling (15) and setφ = ϕ 1 − ϕ 2 ,ψ = ψ 1 − ψ 2 . Then we have
in (H 1 0 (0, L)) , a.e. in (0, T ) and
Asφ tt ,ψ tt , (F (ψ 1 )−F (ψ 2 )) ∈ L 2 (Q), from (45), (46) we get, thatφ xx ,ψ xx ∈ L 2 (Q) and the equations are satisfied almost everywhere in Q. Therefore, we can multiply (46), (47) byφ t ,ψ t , respectively, and integrate over Q t = (0, L) × (0, t). Then we get whence by (47), we get that
for ∀t ∈ [0, T ]. By (16) we have
Using (50) in (49) yields
From (48) and (51) . Hence, we get thatφ = 0,ψ = 0. Theorem 2.3 is proved.
