In this paper, we propose a descent direction method for solving variational inequalities. A new iterate is obtained by searching the optimal step size along a new descent direction which is obtained by the linear combination of two descent directions. Under suitable conditions, the global convergence of the proposed method is studied. Two numerical experiments are presented to illustrate the efficiency of the proposed method.
Introduction
The theory of variational inequalities is a well-established subject in nonlinear analysis and optimization. It was started during early sixties by the pioneering work of Fichera [] and Stampacchia [] (see also [] ). Since then it has been extended and studied in several directions. One of the most important aspects of the theory of variational inequalities is the solution method. Several solution methods were proposed and analyzed in the literature (see, for example, [-] and the references therein). The fixed point theory plays an important role in developing various kinds of algorithms for solving variational inequalities. By using the projection operator technique, one can easily establish the equivalence between variational inequalities and fixed point problems. This alternative equivalent formulation provides an elegant solution method, known as projection gradient method, for solving variational inequalities. The convergence of this method requires the strong monotonicity and Lipschitz continuity of the underlying operator. Many applications do not have these strong conditions. As a result, the projection gradient method is not applicable for such problems. Korpelevich [] modified the projection gradient method to overcome these difficulties and introduced the so-called extragradient method. It generates the iterates according to the following recursion:
and ρ >  is a fixed parameter. This method overcomes the difficulties arising in the project gradient method by performing an additional forward step and a projection at each iteration according to double projection. It was proved in [] that the extragradient method is globally convergent if T is monotone and Lipschitz continuous on K and , for solving variational inequalities. More precisely, in the first method, a new iterate is obtained by searching the optimal step size along the integrated descent direction from the linear combination of two descent directions, and another optimal step length is employed to reach substantial progress in each iteration for the second method. It is proved theoretically that the lower-bound of the progress is greater when obtained by the second method than by the first one. Under certain conditions, the global convergence of the proposed methods is proved. Our results can be viewed as significant extensions of the previously known results.
Preliminaries
Let K ⊂ R n be a nonempty closed convex set and T : K → R n be an operator. A classical variational inequality problem, denoted by VI(T, K), is to find a vector u * ∈ K such that
It is worth to mention that the solution set S * of VI(T, K) is nonempty if T is continuous and K is compact. It is well known that if K is a closed convex cone, then VI(T, K) is equivalent to the nonlinear complementarity problem of finding u * ∈ K such that
where In what follows, we always assume that the underlying operator T is continuous and pseudomonotone, that is,
and the solution set of problem (), denoted by S * , is nonempty.
The following results will be used in the sequel.
Lemma  []
Let K ⊂ R n be a nonempty closed convex set and P K (·) denote the projection on K under the Euclidean norm, that is, P K (z) = arg min{ z -x : x ∈ K}. Then the following statements hold:
From Lemma , it is clear that u is a solution of () if and only if u is a zero point of the function
The next lemma shows that e(u, ρ) is a non-decreasing function, while
is a non-increasing one with respect to ρ.
Algorithm and convergence results
In this section, we suggest and analyze two new methods for solving variational inequalities (). For given u k ∈ K and ρ k > , each iteration of the first method consists of three steps, the first step offersũ k , the second step makesū k and the third step produces the new iterate u k+ .
Algorithm 
Step . Given
Step .
Step . () For a given u k ∈ K , calculate the two predictors
() If ρ k satisfies both
and
then go to Step ; otherwise, continue.
() Perform an Armijo-like line search via reducing ρ k ,
and go to Step .
Step . Take the new iteration u k+ by setting
Step . Adaptive rule of choosing a suitable ρ k+ as the start prediction step size for the next iteration.
() Prepare a proper ρ k+ ,
() Return to Step , with k replaced by k + .
Remark  (a) The proposed method can be viewed as a refinement and improvement of the method of He et al. [] by performing an additional projection step at each iteration and another optimal step length is employed to reach substantial progress in each iteration. 
, it indicates that ρ k will be too large for the next iteration and will increase the number of Armijo-like line searches. So, we choose ρ k for the next iteration to be only modestly smaller than ρ k to avoid expensive implementations in the next iteration.
We now consider the criteria for α k , which ensures that u k+ (α k ) is closer to the solution set than u k . For this purpose, we define
Theorem  Let u * ∈ S * . Then we have
where
Using the definition of Θ(α k ), we get
For any solution u * ∈ S * of problem (), we have
By the pseudomonotonicity of T, we obtain
Adding () and (), and using the definition of
Multiplying () by α k β  and () by α k β  , then adding the resultants with (), we obtain
We can apply (a) with v = u k+ , to obtain
Multiplying () by α k β  and then adding the resultant to () and using the definition
and the theorem is proved.
Proposition  Assume that T is continuously differentiable, then we have
(
ii) Φ (α) is a non-increasing function with respect to α ≥ , and hence, Φ(α) is concave.
Proof
It easy to see that the solution of the following problem
. By substituting y * into () and simplifying it, we obtain
Φ(α) is differentiable and its derivative is given by
and hence (i) is proved. We now establish the proof of the second assertion. Letᾱ > α ≥ . We show that (a) , respectively, we get
By adding () and (), we obtain
that is,
It follows that
We obtain inequality () and complete the proof. Now for the same kth approximate solution u k , let
Since Ψ (α) is a quadratic function of α and it reaches its maximum at
In order to make α * k  to be obtained more easily, we approximately compute α * k  by solving the following simple optimization problem:
where m  ≥ .
Based on Theorem  and Proposition , the following result can be proved easily.
be defined by () and (), respectively, and let T be pseudomonotone and continuously differentiable. Then
represent the new iterates generated by the proposed method with
measure the progresses made by the new iterates, respectively. By using Proposition , it is easy to show that
The above inequalities show that the proposed method with α k = α * k  is expected to make more progress than the proposed method with α k = α * k  at each iteration, and so it explains theoretically that the proposed method with α k = α * k  outperforms the proposed method
In the next theorem, we show that α * k  and Ψ (α * k  ) are lower bounded away from zero, and it is one of the keys to prove the global convergence results.
Theorem  Let u
* be a solution of problem (). For given u k ∈ K , letũ k ,ū k be the predictors produced by (a) and (b). Then
By some manipulations, we obtain
Then we have
Lemma  Let u * be a solution of problem () and let u k+ (γ α k ) be the sequence generated
Then u k is bounded and
It follows from (), () and () that
Since μ ∈ (, √ ), we have
From the above inequality, it is easy to verify that the sequence u k is bounded.
We now present the convergence result of Algorithm . Proof It follows from () that
Theorem  If inf
which means that
Since the sequence u k is bounded, {ũ k } is too, and it has at least a cluster point. Let u ∞ be a cluster point of {ũ k } and the subsequence {ũ k j } converges to u ∞ . By the continuity of e(u, ρ) and inequality (), it follows that
This means that u ∞ is a solution of problem ().
We now prove that the sequence {u k } has exactly one cluster point. Assume thatũ is another cluster point and satisfies
Since u ∞ is a cluster point of the sequence {u k }, there is k  >  such that
On the other hand, since u ∞ ∈ S * and from (), we have
it follows that
This contradicts the assumption thatũ is a cluster point of {u k }. Thus, the sequence {u k } converges to u ∞ ∈ S * .
Numerical experiments
In order to verify the theoretical assertions, we consider the nonlinear complementarity problems 
