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Abstract
In this paper, we present the convergence analysis for some modified Gauss–Seidel and
Jacobi type iterative methods and provide a comparison of spectral radius among the Gauss–
Seidel iterative method and these modified methods. Some recent results are improved.
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1. Introduction
Consider the following linear system
Ax D b; (1.1)
where A is an n  n square matrix, and x and b are n-dimensional vectors. For any
splitting, A D M − N with the non-singular matrix M, the basic iterative methods
for solving Eq. (1.1) is
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x.kC1/ D M−1Nx.k/ C M−1b; k D 0; 1; 2; : : :
For simplicity, we assume that A has unit diagonal entries and let A D I − L − U;
where L and U are strictly lower and strictly upper triangular matrices, respectively.
Then the iteration matrices of the classical Jacobi and classical Gauss–Seidel meth-
ods are J D L C U and T D .I − L/−1U; respectively.
We consider a preconditioned system of (1.1)
PAx D Pb:
The corresponding basic iterative method is given in general by
x.kC1/ D M−1p Npx.k/ C M−1p Pb; k D 0; 1; 2; : : : ;
where PA D Mp − Np is a splitting of PA.
A simple modified Gauss–Seidel (MGS) method was first proposed by Gunawar-
dena et al. [1] with P D I C S and
S D
2
66666664
0 −a12 0    0
0 0 −a23    0
:::
:::
:::
.
.
.
:::
0 0 0    −an−1;n
0 0 0    0
3
77777775
:
The main theorem in [1] is given as follows.
Theorem 1.1 T1U. Let AD.aij / 2 Rnn with 0 < ai;iC1aiC1;i < 1; i; j D 1; : : : ;
n − 1; and A D I − L − U; where L and U are strictly lower and strictly
upper triangular matrices; respectively. Let TGS D .I − L/−1U and T D
.I − L − SL/−1.U − S C SU/. Then
(a) .T / < .TGS/ if .TGS/ < 1;
(b) .T / D .TGS/ if .TGS/ D 1;
(c) .T / > .TGS/ if .TGS/ > 1:
Recently, Kohno et al. [2] extended Gunawardena et al.’s work to a more general
case and presented a new MGS method by using the preconditioned matrix P D
I C S; where
S D
2
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0 −1a12 0    0
0 0 −2a23    0
:::
:::
:::
.
.
.
:::
0 0 0    −n−1an−1;n
0 0 0    0
3
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:
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They showed that if A is a non-singular diagonally dominant Z-matrix with some
conditions, then there exists an 0 > 1 such that .I C S/A is a strictly diagonally
dominant Z-matrix for all i 2 T0; 0U and presented some numerical investigation
for the choice of the optimal parameter. It is shown in [2] by numerical investigation
that their method is superior to other methods. Now we give one main result of [2]
as follows.
Theorem 1.2 T2; Theorem 3U. Let A D .aij / 2 Rnn be a non-singular diagonal-
ly dominant Z-matrix with unit diagonal entries and
Pn
jD1 anj > 0: Assume thatPn
jD1 aiC1;j > 0 if
Pn
jD1 aij D 0 for some i < n: Let A D I − L − U; where L and
U are strictly lower and strictly upper triangular matrices; respectively. Then .I C
S/A is a strictly diagonally dominant Z-matrix; and .T / < 1 for 0 6 i 6 1
.1 6 i < n/; where T  D .I − L − SL/−1.U − Sa C SU/:
Theorem 1.2 provides a convergence result that the general MGS method is con-
vergent when A is a non-singular diagonally dominant M-matrix.
Throughout this paper, we always assume that ai;iC1 =D 0; i D 1; : : : ; n − 1 and
aii D 1; i D 1; : : : ; n; A D I − Lm − Um; where Lm and Um are strictly lower
triangular non-negative and general non-negative matrices, respectively. Now we
consider more general MGS methods, which say to be an MGS type method, its
iterative form is given by
x.kC1/ D Tx.k/ C b; k D 0; 1; 2; : : : ; (1.2)
where x.0/ is an initial approximation, and
T D .I − Lm − SLm/−1.Um − S C SUm/;
b D .I − Lm − SLm/−1.I C S/b:
Notice that, if we take some specific values of  and Um; then the MGS type method
reduces to the well-known methods as classical Jacobi, classical Gauss–Seidel and
MGS method given in [1,2]. By T and J we denote T D TD0 and J D Lm C Um,
which are iteration matrices of Gauss–Seidel type method and Jacobi type method,
respectively.
Our work in the presentation is to provide convergence analysis. The main results
are summarized below:
 We prove that if A is a non-singular M-matrix, the MGS type method converges
for all parameters in T0; 1U and the convergence rates for the MGS type methods
are better than those of the corresponding GS type methods without the condi-
tion that A is diagonally dominant as given in Theorem 1.2 and the condition
0 < ai;iC1aiC1;i < 1 as given in Theorem 1.1; see Theorems 3.1 and 3.2.
 We present the convergence of some modified Jacobi type iteration and Stein–
Rosenberg type theorem for the general MGS and modified Jacobi (MJ) type
methods; see Theorems 4.1 and 4.2 and Corollary 4.1.
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2. Preliminaries
For an n  n matrix A, the directed graph C.A/ of A is defined to be the pair
.V ;E/; where V D f1; : : : ; ng is a set of vertices and E D f.i; j/ V aij =D 0;
i; j D 1; : : : ; ng is a set of arcs. A path from i1 to ip is an ordered tuple of vertices
.i1; i2; : : : ; ip/ such that for each k, .ik; ikC1/ 2 E: A path .i1; i2; : : : ; ip/ is said to
be a cycle provided that i1; : : : ; ip−1 are pairwise distinct and i1 D ip: We say a
directed graph to be strongly connected if for any two vertices i; j there is a path
from i to j. A matrix A is said to be irreducible if C.A/ is strongly connected.
Let A 2 Rnn;  and  be subsets of V. We denote by AT j U the submatrix of
A whose rows are indexed by  and columns by  and ATU D AT j U: By 0 we
denote 0 D V n:
A matrix B is non-negative, semi-positive and positive if each entry of B is non-
negative, non-negative but at least a positive entry and positive, respectively. We
denote them by B > 0; B > 0 and B  0. A matrix A D .aij / is called a Z-matrix
if for any i =D j; aij 6 0; and an M-matrix if A D sI − B; B > 0 and s > .B/;
where .B/ denotes the spectral radius of B.
A D M − N is said to be a splitting of A if M is non-singular. A splitting is said to
be convergent if the iteration matrix M−1N is convergent. A splitting A D M − N is
said to be regular if M−1 > 0 and N > 0, M-splitting if M is a non-singular M-matrix
and N > 0, and weak non-negative if M−1N > 0; respectively. In general,
M-splitting ) regular splitting ) weak nonnegative splitting.
Some basic properties are given below, which will be used in the proof of our
main theorems.
Theorem 2.1 T3U. Let A be a Z-matrix. Then the following statements are equivalentV
(a) A is a non-singular M-matrix.
(b) There is a positive vector x such that Ax  0:
(c) All principal submatrices of A are non-singular M-matrices.
(d) All principal minors are positive.
Theorem 2.2 T3U. Let A be a Z-matrix. Then the following statements are equivalentV
(a) A is an M-matrix.
(b) All principal submatrices of A are M-matrices.
(c) All principal minors are non-negative.
Theorem 2.3 T3U. Let A be a Z-matrix.
(a) If there is a positive vector x such that Ax > 0; then A is an M-matrix with
property c.
(b) If A is a singular irreducible M-matrix; then there is a positive vector x such that
Ax D 0.
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3. Convergence theorem
The following lemmas are useful to prove our main theorem.
Lemma 3.1. Let A be a diagonally dominant Z-matrix. Then A is a non-singular
M-matrix if and only if A is non-singular.
Proof. We only need to prove sufficiency. If A is a diagonally dominant Z-matrix,
Ae > 0, where e D .1; : : : ; 1/T. Then A is an M-matrix from Theorem 2.3. 
Lemma 3.2 T4;7U. Let A D M − N be an M-splitting of A. Then .M−1N/ <
1.D 1/ if and only if A is a non-singular .singular/ M-matrix.
Lemma 3.3. Let A be a Z-matrix. Then A is a non-singular M-matrix if and only if
for any i 2 T0; 1U; i D 1; : : : ; n − 1; .I C S/A is a non-singular M-matrix.
Proof. If A is a non-singular M-matrix, for any i 2 T0; 1U; i D 1; : : : ; n − 1; letQA D .I C S/A D . Oaij /. Then
Oaij D

aij − iai;iC1aiC1;j ; 1 6 i < n;
anj; i D n:
Since A is a Z-matrix, Oaij 6 0 for i =D j; i:e:; QA is a Z-matrix. Since A is a non-singu-
lar M-matrix, by Theorem 2.1 there exists a positive vector x such that Ax  0: Also
we have QAx D .I C S/Ax  0: By Theorem 2.1 QA is a non-singular M-matrix.
If QA is a non-singular M-matrix, QAT is also a non-singular M-matrix. By Theo-
rem 2.1 there is a positive vector x such that QATx  0; i:e:; AT.I C ST /x  0. Let
y D .I C ST /x. Then y  0 and ATy  0, which imply that AT is a non-singular
M-matrix from Theorem 2.1, and so is A. 
Lemma 3.4. Let A D .aij / be an n  n matrix .n > 2/ with ai;iC1 =D 0; i D 1; : : : ;
n − 1: Then A can be written by the following block formV
A D
2
6664
A11 A12    A1k
0 A22    A2k
:::
:::
.
.
.
:::
0 0    Akk
3
7775 ; (3.1)
where Aii is irreducible; i D 1; : : : ; k.
Proof. We use the induction on n to prove this theorem. It is obvious that this is
true for n D 2. We assume that it is true for any matrices with dimension < n. Let
i1 D max16j6nfj j there is a path from j to 1 in C.A/g and  D f1; : : : ; i1g: First we
show that ATU is irreducible. In fact, since ai;iC1 =D0; i D1; : : : ; n − 1; .1; 2; : : : ; i1/
is a path in C.A/: By the definition of i1; there is a path from i1 to 1. Let this path be
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.i1; i2; : : : ; it ; 1/: Then ip 6 i1 by the definition of i1; p D 1; : : : ; t: Hence, for any
i; j 2 ; .i; i C 1; : : : ; i1; i2; : : : ; it ; 1; 2; : : : ; j / is a path from i to j in C.ATU/, and
thus ATU is irreducible. If i1 D n; A has the form (3.1) with k D 1. If i1 < n, then
0 =D ;: We need to show that AT0 j U D 0: Otherwise, if AT0 j U =D 0; then there
exist i 2 0 and j 2  such that aij =D 0; i:e:; .i; j/ 2 C.A/: Since ATU is irreducible
and 1; j 2 , there is a path from j to 1 in C.A/: Since .i; j/ 2 C.A/; there is a path
from i to 1 in C.A/: Noting i 2 0; then i > i1; which contradicts the definition of
i1: Hence AT0jU D 0:
Now let A11 D ATU: Since AT0U also satisfies the condition of the theorem and
is of dimension < n. By the inductive assumption, AT0U can be written as the upper
triangular block form AT0U D .Aij / with Aii is irreducible, i D 2; : : : ; k: Thus, A
has the upper triangular block form (3.1), which proves the lemma. 
Further properties for matrix splitting are given in the following two lemmas. The
proof of the first one can be obtained by noting Theorem 6.3 in [5] and the second
one follows Lemma 3.3 in [6] and Theorem 2.3.10 in [3].
Lemma 3.5. Let A be a non-singular M-matrix and A D M1 − N1 D M2 − N2 be
two convergent splittings; one weak non-negative and one regular. If N1 > N2; then
.M−12 N2/ 6 .M
−1
1 N1/:
Lemma 3.6. Let A be irreducible; A D M − N be an M-splitting. Then there is a
positive vector x such that M−1Nx D .M−1N/x:
Our main result in this section is as follows.
Theorem 3.1. Let A D .aij / 2 Rnn and A D I − Lm − Um; where Um is a non-
negative matrix and Lm is a strictly lower triangular non-negative matrix. ThenV
(a) For any i 2 T0; 1U; i D 1; : : : ; n − 1; .T/ < 1 if .T / < 1. In this case; we
have .T/ 6 .T / 6 .J / < 1: Moreover; if A is irreducible; then .T/ <
.T / for i 2 .0; 1U; i D 1; : : : ; n − 1:
(b) For any i 2 T0; 1/; i D 1; : : : ; n − 1; .T/ D 1 if .T / D 1:
Proof. Let
QA D .I C S/A;
M D .I C S/.I − Lm/;
N D .I C S/Um;
E D I − .I C S/Lm;
F D Um − S C SUm;
(3.2)
where E D .eij /; Lm D .lij / and Um D .uij /. Clearly, we have
QA D M − N D E − F: (3.3)
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(a) Since Lm is a strictly lower triangular non-negative matrix, I − Lm is a non-
singular M-matrix and therefore, A D .I − Lm/ − Um is an M-splitting. Since .T /
< 1; it follows from Lemma 3.2 that A is a non-singular M-matrix. Hence .J / <
1. By Lemma 3.3, QA is also a non-singular M-matrix and E is a lower triangular
Z-matrix with
eii D

1 C iai;iC1liC1;i i < n;
1 i D n: (3.4)
Since liC1;i D −aiC1;i − uiC1;i 6 −aiC1;i , by (3.4) eii > 1 − iai;iC1aiC1;i ; i D
1; : : : ; n−1. Since all 22 principal minors of A are positive, eii >1−iai;iC1aiC1;i
> 0 for i 2 T0; 1U. This implies that E is a non-singular M-matrix and F is a
non-negative matrix. Then QA D E − F is an M-splitting of the non-singular M-
matrix QA: By Lemma 3.2, .T/ < 1: Notice that M−1 N D .I − L/−1U > 0 and
.M−1 N/ D ..I − Lm/−1Um/ D .T / < 1. So QA D M − N D E − F are
two convergent splittings, QA D M − N is weak non-negative and QA D E − F is
regular. It is easy to see that N > F . By Lemma 3.5, .E−1 F/ 6 .M−1 N/ <
1; i.e., .T/ 6 .T /. We obtain .T / 6 .J / by noting Lemma 2.3(1) in [4]. The
first part of (a) is proved.
For the second part of (a), let A be irreducible. By Lemma 3.6 there is a posi-
tive vector x such that T x D .T /x and by the same proof as [1, p. 133], we have
Tx − .T /x D ..T / − 1/.I − Lm − SLm/−1Sx. Since all diagonal entries of
.I − Lm − SLm/−1 are positive and the first n − 1 rows of S are non-zero, the first
n − 1 rows of .I − Lm − SLm/−1S are semi-positive. Let y D .1 − .T //.I −
Lm − SLm/−1Sx: Then y > 0 and the first n − 1 entries of y are positive. Clearly,
we have Tx D .T /x − y: By Lemma 3.4 of [6], there exists a permutation matrix
P, such that
PTP
T D

0 H1
0 H2

;
where H2 is an irreducible square matrix whose dimension is equal to the number of
non-zero columns in F . It is readily to see (F/i;iC2 D −ai;iC2 C iai;iC1aiC1;iC2 >
0 for i > 0; i D 1; : : : ; n − 2; i.e., F has at least n − 2 non-zero columns. Hence,
the dimension of H2 is equal to or larger than n − 2.
When n > 4, the dimension of H2 is at least 2. Since Tx D .T /x − y we
have PH2P TPx < .T /Px; which deduces .H2/ < .T / from Perron–Frobenius
Theorem (see [3]), and therefore, .T/ < .T /. When n 6 3, we consider the
following two cases, respectively.
Case 1. If the last row of Lm is non-zero, then there is 1 6 i < n such that lni =D 0.
We see that ..I − Lm − SLm/−1/ni and .S/i;iC1 are non-zero. Since .I − Lm −
SLm/
−1 and S are semi-positive, ..I − Lm − SLm/−1S/n;iC1 is positive. This
implies that each row of .I − Lm − SLm/−1S is semi-positive, and hence y  0.
Then we obtain .T /x  Tx; and thus, .T/ < .T / from Perron–Frobenious
Theorem.
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Case 2. If the last row of Lm is 0 and n D 2, then Lm D 0: It is easy to deduce
that the first column of T is non-zero, and the first entry of y is positive. It is easy
to see .T/ < .T /. If the last row of L is 0 and n D 3, since A is irreducible, there
is k; 1 6 k 6 2, such that u3k =D 0: Hence, it is easy to see that the kth and third
columns of F are non-zero, i.e., the dimension of H2 is at least 2. Similarly, we
have .T/ < .T /:
(b) Let .T / D 1. Since A D .I − Lm/ − Um is an M-splitting, by Lemma 3.2, A
is a singular M-matrix.
First we need to prove that E is non-singular. Clearly, E is a lower triangular Z-
matrix with the diagonal entries as in (3.4). It is noted that for any i 2 T0; 1/; eii >
1 − iai;iC1aiC1;i > 0; i D 1; : : : ; n − 1 since A is a singular M-matrix. Then E
is a lower triangular Z-matrix with positive diagonal entries, and therefore, E is a
non-singular M-matrix.
Secondly, we prove that QA is a singular M-matrix. If A is irreducible, A is an
irreducible singular M-matrix. It follows from Theorem 2.3 that there is a positive
vector x such that Ax D 0, and QAx D .I C S/Ax D 0. Since QA is a Z-matrix, QA is
a singular M-matrix by Theorem 2.3. If A is reducible, by Lemma 3.4, A has the
upper triangular block form (3.1) with k > 2. Let I C S D .Sij /kk with the same
block form as (3.1). Then I C S is also an upper triangular block matrix and its
diagonal block Sii has the same non-zero structure as I C S . Hence, QA D . QAij /
has the same upper triangular block structure as (3.1) with diagonal blocks QAii D
SiiAii; i D 1; : : : ; k. Since A is a singular M-matrix, all diagonal blocks Aii; i D
1; : : : ; k; are irreducible M-matrices. If Aii is non-singular, by Lemma 3.3 QAii is
a non-singular M-matrix. If Aii is singular, QAii is a singular M-matrix by the above
proof. By the definition of QA and Lemma 3.4, QA is an upper triangular block Z-matrix
whose diagonal blocks are QAii; i D 1; : : : ; k. Hence QA is a singular M-matrix.
We can conclude that QA D E − F is an M-splitting of a singular M-matrix. It
follows from Lemma 3.2 that .T/ D 1. 
From Theorem 3.1 we can easily obtain the following theorem.
Theorem 3.2. Let A be a non-singular M-matrix and A D I − Lm − Um. Then
MGS type method converges and the convergence rates for the MGS type methods
are better than those of the corresponding GS type methods for i 2 T0; 1U; i D
1; : : : ; n − 1:
Remark 3.1. (a) Theorem 3.1(b) is not true for some  with i 2 T0; 1U since E
may be singular. For example, taking 1 D 1 and
A D

1 −1
−1 1

; E D

0 0
−1 1

:
(b) Under the assumption in Theorem 3.1, one still cannot obtain .T / 6 1 from
.T/ 6 1. For example, let 1 D 1 and
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A D

1 −2
−1 1

; L D

0 0
1 0

; I C S D

1 2
0 1

:
We have
E D
−1 0
−1 1

; F D
"
0 0
0 0
#
and
T D E−1 F D 0:
It is easy to obtain .T/ D 0 < 1 and .T / D .TGS/ D 2 > 1: In the following
section, we shall consider this problem.
Remark 3.2. Um in Theorem 3.1 is assumed to be a general non-negative matrix
rather than an upper triangular non-negative matrix as given in [1,2]. Then, Jacobi
iteration is a special case with Um D I − A and Lm D 0. The corresponding results
are given in the following corollaries.
Corollary 3.1. Let A D .aij / 2 Rnn be a Z-matrix and J D I − A be a Jacobi
matrix. Let J D J − S C SJ: ThenV
(a) For any i 2 T0; 1U; i D 1; : : : ; n − 1; .J/ < 1 if A is a non-singular
M-matrix. In this case; we have .J/ 6 .J / < 1: Moreover; if A is irreduc-
ible; then .J/ < .J / for i 2 .0; 1U; i D 1; : : : ; n − 1:
(b) For any i 2 T0; 1U; i D 1; : : : ; n − 1; .J/ D 1 if A is a singular M-matrix.
Corollary 3.2. Let A be a non-singular M-matrix. Then MJ iterative methods con-
verge for i 2 T0; 1U; i D 1; : : : ; n − 1:
Remark 3.3. When Um is a classical upper triangular non-negative matrix, the
conditions in Theorem 3.1 become that A is Z-matrix and .T / 6 1, i.e., A is an
M-matrix, which are still weaker than the conditions in Theorem 1.2.
Notice that the inequality
.T/ 6 .TGS/
is not true even for diagonally dominant M-matrix case. For example, let
A D

1 −1
− 12 1

:
Then .TGS/ D 12 . Let
Lm D

0 0
1
4 0

; Um D

0 1
1
4 0

; and S D

0 
0 0

:
We have
.T/ D 14 − 
h
1
2 C 12
p
.17 − 20 C 42/
i
:
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Hence, if we take 0 6  < 23 ; then .T/ > .TGS/: But if we take  D 1; then
.T/ < .TGS/:
The inequality .TD1/ 6 .TGS/ is not true in general. For example,
A D
2
666664
1 −0:2 −0:1 −0:4 −0:2
−0:2 1 −0:3 −0:1 −0:6
−0:3 −0:2 1 −0:1 −0:6
−0:1 −0:1 −0:1 1 −0:01
−0:2 −0:3 −0:4 −0:3 1
3
777775 :
We consider the classical splitting, i.e., Lm D 0 and Um D L C U . In this case,
.TGS/ D 0:9611 and .TD1/ D 0:97843 > .TGS/:
Corollary 3.3. Let A be a non-singular M-matrix; A D I − Lm − Um D I − L0m −
U 0m with Lm 6 L0m; then .T/ > .T
0
/ for all  2 T0; 1U:
Proof. Since A D .I C S/A D .I − Lm − SLm/ − .Um − S C SUm/ D .I −
L0m − SL0m/ − .U 0m − S C SU 0m/  M − N D M 0 − N 0; for all i 2 T0; 1U; it
is easy to show that the above two splittings are regular and N > N 0: Then by Lem-
ma 3.5, we have .M−1 N/ > .M 0−1 N 0/; which proves that .T 0/ 6 .T/. 
By Corollary 3.3 and Theorems 3.1 and 3.2 we can obtain the following inequal-
ities:
Corollary 3.4. If A is a non-singular M-matrix; then
.T / 6 .T/ 6 .T / 6 .J / < 1:
Proof. In fact, it need only show .T / 6 .T/ from Theorems 3.1 and 3.2. Let
L0m D L: Then T 0 D T : The result follows from Corollary 3.3. 
Remark 3.4. Notice that if A is a generalized diagonally dominant and non-singular
Z-matrix, then A is a non-singular M-matrix. Therefore, the MGS, MGS type, GS
type and Jacobi type methods are all convergent by Corollary 3.4.
4. Stein–Rosenberg type theorem
In Section 3, we have given a counterexample for which .T / > 1 although the
conditions in Theorem 3.1 are satisfied and .T/ 6 1. In order to present some
necessary and sufficientconditions, some additional restrictions on A are necessary.
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Lemma 4.1. Let A D .aij / 2 Rnn with ai;iC1aiC1;i < 1; i; j D 1; : : : ; n − 1; be
irreducible. If .T / > 1; then for any i 2 T0; 1U;
.T/ > .T / > 1:
Proof. Clearly, A D .I − L/ − U is an M-splitting. By Lemma 3.6, there is x  0
such that T x D .T /x: Since T D M−1 N (as defined in (3.2)), we have M−1 QAx D
.I − T /x D T1 − .T /Ux: Then QAx D T1 − .T /UMx: This implies that E−1 QAx D
T1 − .T /UE−1 Mx, i.e., .I − T/x D T1 − .T /UE−1 Mx: By the definition of
E and M we have E−1 M > I and therefore,
Tx > .T /x: (4.1)
By (4.1) and Theorem 2.2 of [1], we obtain .T/ > .T / > 1. 
The following theorem is called Stein–Rosenberg type theorem.
Theorem 4.1. Let A D .aij / 2 Rnn with ai;iC1aiC1;i < 1; i; j D 1; : : : ; n − 1:
ThenV
(a) For any i 2 T0; 1U; .T/ < 1 if and only if .T / < 1. In this case, we have
.T/ 6 .T / < 1:
(b) For any i 2 T0; 1U; .T/ D 1 if and only if .T / D 1:
(c) For any i 2 T0; 1U; .T/ > 1 if and only if .T / > 1. In this case, we have
.T/ > .T / > 1:
Proof. By Theorem 3.1, we only need to prove the necessity of (a) and (b). Since
E is a lower triangular Z-matrix with diagonal entries given in (3.4), E is a non-
singular M-matrix for i 2 T0; 1U and QA D E − F is an M-splitting.
(a) Let .T/ < 1: Since QA D E − F is an M-splitting, by Lemma 3.2, QA is
a non-singular M-matrix. It follows from Lemma 3.3, that, A is also a non-singular
M-matrix. Then A D .I − Lm/ − Um is an M-splitting of a non-singular M-matrix.
By Lemma 3.2 we obtain .T / < 1:
(b) Let .T/ D 1. Since QA D E − F is an M-splitting, by Lemma 3.2, QA is a
singular M-matrix. We consider the following two cases:
Case 1. Assume that A is irreducible. Then J D Lm C Um is also irreducible.
Hence, there exists a positive vector y such that yTJ D .J /yT from Theorem 2.1(b)
of [1]. Since QA is a singular M-matrix, there is a non-zero non-negative vector x such
that QAx D 0 from Theorem 2.3, i.e., .I C S/Ax D 0: This implies that .I − J /x D
Ax D 0 and we have yTx D yTJx D .J /yTx. Since yTx > 0, we have .J / D 1.
Then A is a singular M-matrix and, .T / D 1 from Lemma 3.2.
Case 2. Assume that A is reducible. By Lemma 3.4, A has the upper triangular
block form (3.1). From our proof of Theorem 3.1(b) we obtain QAii D SiiAii; i D
1; : : : ; k; where Aii is irreducible, and Sii has the same non-zero structure as I C S .
Then each Sii ; i D 1; : : : ; k, is non-singular and all QAii; i D 1; 2; : : : ; k, are M-ma-
trices. It follows from Case 1 and Lemma 3.3 that diagonal blocks Aii; i D 1; : : : ; k;
238 W. Li, W. Sun / Linear Algebra and its Applications 317 (2000) 227–240
are all M-matrices. Since A is an upper triangular block form with diagonal blocks
Aii; i D 1; : : : ; k; A.D I − J / is a singular M-matrix, which deduces that .J / D
1: So we have .T / D 1:
(c) From the parts (a) and (b), we see that .T/ > 1 () .T / > 1. When A
is irreducible, (c) follows from Lemma 4.1 immediately. When A is reducible, we
define A D .a./ij / as a perturbed matrix of A, which is given by
a./ij D
(
aij ; if aij =D 0;
−; if aij D 0; 1 6 i; j 6 n;
where  is a positive real number. Let A D I − Lm./ − Um./ and J D Lm./ C
Um./. Then both A and J are irreducible matrices. Let  be small enough such
that −ai;iC1 < 1; i D 1; : : : ; n − 1. Then the conditions in this theorem are sat-
isfied for A . Since J is irreducible, there is x  0 such that Jx D .J/x from
Theorem 2.1 of [1]. Since J D Lm./ C Um./ > Lm C Um D J , we have Jx 6
Jx D .J/x and .J/ > .J / > 1. By Lemma 3.2, .T/ > 1; where T D .I −
Lm.//
−1Um./ and moreover by Lemma 4.1, we have .T 0/ > .T/ where T 0 D
.I − Lm./ − SLm.//−1T.I C S/Um./ − SU. Part (c) can be obtained by
letting  ! 0. 
Remark 4.1. Notice that, in Theorem 4.1, the conditions ai;iC1aiC1;i > 0; i D
1; : : : ; n − 1, are not necessary, i.e., A may be reducible.
Remark 4.2. The equalities in Theorem 4.1 may hold in some case. For example,
A D
"
1 −1
0 1
#
:
It is easy to see that for any  2 T0; 1U; .T/ D .T / D 0. In order to obtain the
strict inequalities, the irreducibility of A is necessary. We present the result in the
following theorem and the proof is similar to those for Theorems 4.1 and 3.1(a).
Theorem 4.2. Let A be irreducible and A D .aij / 2 Rnn with ai;iC1aiC1;i < 1; i;
j D 1; : : : ; n − 1. ThenV
(a) For each i 2 .0; 1U; .T/ < 1 if and only if .T / < 1. In this case, we have
.T/ < .T / < 1:
(b) For each i 2 T0; 1U; .T/ D 1 if and only if .T / D 1:
(c) For each i 2 .0; 1U; .T/ > 1 if and only if .T / > 1. In this case, we have
.T/ > .T / > 1:
Since Um is a general non-negative matrix, it is easy to extend the results to some
Jacobi type iteration methods.
Corollary 4.1. Let A D .aij / 2 Rnn with ai;iC1aiC1;i < 1; i; j D 1; : : : ; n − 1.
Then; for any i 2 T0; 1U; we have
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(a) .T/ < 1 if and only if .J / < 1. In this case, we have .T/ 6 .T / 6 .J /
< 1:
(b) .T/ D 1 if and only if .J / D 1:
(c) .T/ > 1 if and only if .J / > 1. In this case, we have .T/ > .T / > .J /
> 1:
Remark 4.3. We have given some inequalities of spectral radii of iteration matrices.
However, the spectral radius of the MGS type method also depends upon the choice
of the parameters i; i D 1; : : : ; n − 1: For example, let
A D
2
4 1 −1 00 1 −1
− 12 0 1
3
5 :
We have
QA D .I C S/A D
2
64
1 0 −1
− 12 1 0
− 12 0 1
3
75 ; T D
2
64
0 0 1
0 0 12
0 0 12
3
75 ;
and .T / D 12 . If we choose i D 13 ; i D 1; 2;
I C S D
2
41 13 00 1 13
0 0 1
3
5 ; QA D .I C S/A D
2
64
1 − 23 − 13
− 16 1 − 23
− 12 0 1
3
75
and
T D
2
64
1 0 0
− 16 1 0
− 12 0 1
3
75
−1 2
64
0 23
1
3
0 0 23
0 0 0
3
75 D
2
64
0 23
1
3
0 19
13
18
0 13
1
6
3
75 :
Then
.T/ D 536 C 136
p
313 > 12 D .T /:
If we choose 1 D 23 and 2 D 1;
I C S D
2
41
2
3 0
0 1 1
0 0 1
3
5 ; QA D .I C S/A D
2
64
1 − 13 − 23
− 12 1 0
− 12 0 1
3
75
and
T D
2
64
1 0 0
− 12 1 0
− 12 0 1
3
75
−1 2
40
1
3
2
3
0 0 0
0 0 0
3
5 D
2
64
0 13
2
3
0 16
1
3
0 16
1
3
3
75 :
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Then .T/ D .T / D 12 .
A natural and open problem is whether the convergence rate of MGS type meth-
ods is a monotonic function of the parameter .
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