[1] One common problem of many atmospheric circulation models is the overestimation of the mean westerly winds in the mid-latitude North Pacific. This westerly wind bias is also a prominent feature in a recent version of the ECMWF model. Here we use the ECMWF model to investigate whether the use of stochastic parameterizations help reduce this error, using the concept of weather regimes. The focus is on the winter season when the atmospheric regime structure is most pronounced. It is shown that the operational version of the ECMWF stochastic physics scheme has little impact on the frequency of occurrence of North Pacific weather regimes. A recently developed scheme, however, which is based on combining a cellular automaton with a stochastic backscatter component, leads to substantial improvements in the simulation of the frequency of occurrence of North Pacific weather regimes and therefore a reduction of the westerly wind bias. Citation: Jung, T., T. N. Palmer, and G. J. 
Introduction
[2] During the last 50 years, numerical models of the atmosphere have become one of the most valuable tools in the atmospheric sciences and in climate research. Nowadays they are routinely used to carry out short-range and mediumrange weather forecasts and, by coupling to other components of the climate system, they are also used for monthly and seasonal forecasting and for assessing possible future climate change under increasing greenhouse gas concentrations. Despite substantial model improvements in recent decades even state-of-the-art models still have systematic errors from the short-range into the extended-range [Jung, 2005; Jung et al., 2005] . Some of these errors are particularly robust; different atmospheric models tend to show similar systematic errors as pointed out by Gates et al. [1999] , even though different model formulations are used.
[3] One possible explanation for the persistence of systematic model error has been provided by Palmer [2001] , who pointed out that one source of forecast error might be the way the governing equations are approximated; specifically that the equations of motion are truncated at some prescribed scale and the influence of unresolved scales is modeled by a set of deterministic bulk formulae. Palmer [2001] suggests that the effect of unresolved processes should be represented by relatively simple stochastic-dynamic systems coupled to the resolved system. In this way a common model problem, that is, the underestimation of kinetic energy near the truncation level [Shutts, 2005] could be addressed.
[4] One way to understand how the use of stochasticdynamic systems could reduce systematic errors has been outlined by Molteni and Tibaldi [1990] . Their argument is based on the notion that the distribution of the extratropical flow is non-Gaussian or even multi-modal (see Kimoto and Ghil [1993] and Smyth et al. [1999] for observational evidence). Suppose we have a dynamical system whose distribution is bimodal and which is driven by a stochastic forcing. Further suppose that one of the peaks of the probability density function (PDF) is much higher than the other, which corresponds to a potential well structure with two minima of different depth. If the magnitude of the stochastic forcing is too weak then the more stable regime will be overpopulated which will give rise to systematic model error. If the dominant mode of the PDF is associated with relative westerly flow, then the overdominance of that regime will correspond to a systematic westerly error. If the magnitude of the stochastic forcing is increased the two regimes become more evenly populated and the mean climate of the model changes accordingly due to a change in the frequency of noise induced transitions (for a more detailed discussion, see Molteni and Tibaldi [1990] and Palmer [2001] ). From the above discussion it becomes clear that weather regimes provide a promising framework for studying the impact that stochastic physics schemes can have on the mean climate of models.
Data and Methods
[5] The atmospheric model component of the European Centre for Medium-Range Forecasts (ECMWF) Integrated Forecast System (IFS) is used to address the questions posed in the Introduction. Specifically, the numerical experimentation is based on model cycle 26r3, which was used operationally at ECMWF from 7 October 2003 to 8 March 2004. A horizontal resolution of T L 95 (linear Gaussian grid, %1.875°) is used with 60 levels in the vertical. Observed sea surface temperature fields are used as lower boundary condition. The performance of earlier model cycles in simulating the observed climate is described elsewhere [e.g., Brankovic and Molteni, 2004; Jung, 2005; Jung et al., 2005] .
[6] In total, three experiments were conducted. The first experiment, the control integration (CNTL, hereafter), is based on the original ECMWF model. In the second experiment the standard stochastic physics scheme [Buizza et al., 1999] (SSP, hereafter), used operationally at ECMWF in the ensemble prediction system, has been applied during the course of the integration. In the SSP scheme, the term P is added to the model tendencies, where P denotes the parameterized tendency associated with sub-grid scale processes (e.g., convective heating) and is a random number drawn from a uniform distribution in the interval [À0.5, 0.5]. The same random numbers are used over a time range of 6h and a spatial domain of 10 Â 10 latitude/ longitude (for details, see Buizza et al. [1999] ). In the third experiment (CASB, hereafter), the cellular automaton/ stochastic backscatter scheme by Shutts [2005] is used [see also Palmer et al., 2005] . In the CASB scheme, the stream function tendency arising from unresolved or poorly resolved physical processes is proportional to the square root of the dissipation rate associated with numerical dissipation, mountain drag and deep convection. The spatial and temporal structure of stream function forcing is given by the cellular automaton. A cellular automaton (CA) [Wolfram, 2002] is a grid array of cells (smaller in scale than the IFS grid) whose current state will be one of a finite number of distinct states (e.g., dead or alive). The state of a cell at the next step is governed by the current state of its neighbors given a set of simple rules, e.g. a dead cell become alive if 3 of its neighbors are alive. In this way a sequence of CA states can be defined and it is found that given an initial ''seeding'' of the CA array, complex patterns may emerge, depending on the character of the ruler set. Details of the effectively stochastic rules used here are given by Shutts [2004] .
[7] For each of the above experiments 6-month long integrations were started on 1 October of each of the years 1962-2001, a total of 40 integrations for each experiment. The first two months of the integrations have been discarded in order to remove transient effects and to focus on the extended winter season (December through March). ERA-40 reanalysis data [Uppala et al., 2005] are used as ''truth''. A summary of the experiments used in this study is given in Table 1 .
[8] The main method used to identify weather regimes in ERA-40 data and the three experiments is K-means clustering [Hartigan and Wong, 1979] . The outcome of K-means clustering depends to some degree on the choice of initial clusters used. In order to reduce the sensitivity to initialization, an ensemble of cluster analyses has been carried out, encompassing a total of 500 members. For further diagnosis we have chosen that member which is most similar to all other 499 members taking into account that the cluster ordering might be different for different members. Here similarity is measured in terms of root mean square differences (small values implying strong similarity). In this study we use K = 3 clusters, which has been found to be the best choice (J. Berner, personal communication, 2005 ) using the mixture model clustering technique described by Smyth et al. [1999] .
[9] K-means clustering has been applied to the leading ten non-normalized principal components (PCs) of North Pacific 500 hPa geopotential height (Z500) anomalies. By using non-normalized PCs (the PCs carry the units) it is ensured that the K-mean clustering algorithm gives more weight to the leading PCs. The North Pacific region encompasses the domain 20°-80°N and 100°E-100°W. Z500 anomalies were obtained as follows. First, nonoverlapping ten-day averages were computed and then the mean annual cycle (based on fitting a third-order polynomial to the data) was removed. The mean annual cycle has been separately determined for each dataset. By using ten-day averages the total sample size is 480 for each of the datasets used in this study.
Results
[10] To start with consider the impact that the two stochastic parameterization schemes have on the mean wintertime circulation. Systematic Z500 errors for CNTL are shown in Figure 1a . The above-mentioned tendency of the model to produce too strong westerly winds (westerly wind bias) in the central North Pacific is clearly evident. The North Pacific westerly wind bias is significantly reduced in the CASB experiment (Figures 1b and 1d ). This is in contrast to the SSP experiment (Figure 1c ), which shows a very similar systematic error structure to CNTL throughout the Northern Hemisphere. Evidently the CASB scheme has a much stronger impact on the mean circulation than the SSP scheme, and this impact is clearly beneficial in terms of reducing the westerly wind bias.
[11] The three clusters obtained from ERA-40 reanalysis data and the control integration are shown in Figure 2 . The first and third cluster obtained from ERA-40 resemble the negative and positive phase of the Pacific North America (PNA) pattern, respectively. The second cluster closely resembles one of the regimes identified by Kimoto and Ghil [1993] and describes latitudinal shifts of the Aleutian low pressure system. A comparison between observed and simulated clusters reveals that the ECMWF model is capable of accurately simulating the spatial structure of the observed regimes. However, there are substantial differences in the observed and simulated frequencies of occurrence of the clusters. The least populated cluster (31.3%) in the ERA-40 data, for example, becomes the most populated cluster (40.8%) in the control integration. The second cluster, which is associated with reduced zonal flow in the northern North Pacific, on the other hand, is substantially underpopulated in the model. In summary the westerly wind bias of the ECMWF model can be explained in terms of deficits in accurately simulating the observed frequency of occurrence (but not structure) of North Pacific weather regimes.
[12] The three regime centroids for the simulation with the SSP scheme are shown in Figures 3a -3c . As for CNTL, the spatial structure of the clusters is very similar to those obtained from ERA-40 reanalysis data. Moreover, the experiment with the SSP scheme shows similar deficits to CNTL in terms of simulating the observed regime frequencies. In fact, the frequency with which the regimes are occupied in the two experiments are barely distinguishable.
[13] Simulated North Pacific weather regimes in the experiment employing the CASB scheme (Figures 3d-3f ) also show the same spatial structure as for the other datasets. However, the simulated frequencies of occurrence of the individual regimes are much more realistic closely resembling those for the ERA-40 reanalysis data.
Summary and Discussion
[14] The performance of the ECMWF model in simulating the observed North Pacific regime structure has been investigated. The control integration reveals realistic regime structures; however, the frequency of occurrence of the regimes has been found to be considerably misrepresented compared to those obtained from ERA-40 reanalysis data. Sensitivity experiments have been carried out in order to answer the question whether the use of stochastic parameterization schemes is beneficial in reducing this model problem. It was found that the SSP scheme has no beneficial impact. A recently developed scheme (CASB), however, improves the simulated regime frequencies dramatically.
[15] We believe that the CASB scheme is more efficient because it forces the stream function field directly (e.g., the convective dissipation is used to force momentum fields). This conjecture is further supported by the relatively strong impact that the CASB scheme has on other fields such as precipitation (not shown). Furthermore, our results are supported by the study of Palmer et al. [2005] in which it is shown that the use of the CASB scheme significantly reduces the underestimation of the frequency of occurrence of simulated North Pacific blocking events (reduced westerly wind bias).
[16] As mentioned in section 1 the conceptual model of Molteni and Tibaldi [1990] predicts that a lack of stochastic forcing can lead to an overpopulation (underpopulation) of the more (less) stable regimes. Increasing the level of stochastic forcing leads to more evenly populated weather regimes. It is worth pointing out that this is exactly what is happening in the experiment in which the recently developed CASB scheme has been used to increase the kinetic energy of the model at the truncation level.
[17] Our modelling study shows that energy injected at near grid scale can propagate to the largest scales. It is worth pointing out that observational evidence for the existence of such an inverse energy cascade has been found [Nastrom and Gage, 1985] (see also Palmer [2001] for a detailed discussion). Moreover, the energy input of the CASB scheme spans a wide range of scales stretching from the truncation scale to the sub-synoptic scale [Shutts, 2005] . It is likely that the projection of the sub-synoptic scale vorticity forcing onto baroclinically unstable modes is directly affecting forecast evolution on synoptic and planetary scales.
