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Abstract
Natural environment and our interaction with it is essentially multisensory,
where we may deploy visual, tactile and/or auditory senses to perceive, learn
and interact with our environment. Our objective in this study is to de-
velop a scene analysis algorithm using multisensory information, specifically
vision and audio. We develop a proto-object based audiovisual saliency map
(AVSM) for the analysis of dynamic natural scenes. A specialized audiovisual
camera with 360° Field of View, capable of locating sound direction, is used
to collect spatiotemporally aligned audiovisual data. We demonstrate that
the performance of proto-object based audiovisual saliency map in detecting
and localizing salient objects/events is in agreement with human judgment.
In addition, the proto-object based AVSM that we compute as a linear com-
bination of visual and auditory feature conspicuity maps captures a higher
number of valid salient events compared to unisensory saliency maps. Such
an algorithm can be useful in surveillance, robotic navigation, video com-
pression and related applications.
1. Introduction
Scientists and engineers have traditionally separated the analysis of a
multisensory scene into its constituent sensory domains. In this approach,
for example, all auditory events are processed separately and independently
of visual and/or somatosensory streams even though the same multisensory
event might have created those constituent streams. It was previously nec-
essary to compartmentalize the analysis because of the sheer enormity of
information as well as the limitations of experimental techniques and com-
putational resources. With recent advances, it is now possible to perform in-
tegrated analysis of sensory systems including interactions within and across
sensory modalities. Such efforts are becoming increasingly common in cellu-
lar neurophysiology, imaging and psychophysics studies [1–5].
Recent evidence from neuroscience [1, 6] suggests that the traditional
view that the low level areas of cortex are strictly unisensory, processing
sensory information independently, which is later on merged in higher level
associative areas is increasingly becoming obsolete. This has been proved by
many fMRI [7, 8], EEG [9] and neuro-physiological experiments [10, 11] at
various neural population scales. There is now enough evidence to suggest
an interplay of connections between thalamus, primary sensory and higher
level association areas which are responsible for audiovisual integration. The
broader implications of these biological findings may be that learning, mem-
ory and intelligence are tightly associated with the multi-sensory nature of
the world.
Hence, incorporating this knowledge in computational algorithms can
lead to better scene understanding and object recognition for which there
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is a great need. Moreover, combining visual and auditory information to
associate visual objects with their sounds can lead to better understanding
of events. For example, discerning whether the bat hit the baseball during
a swing of the bat, tracking objects under severe occlusions, poor lighting
conditions etc can be more accurately performed only when we take audio
and visual counterparts together. The applications of such technologies are
numerous and in varied fields.
In summary, a better understanding of interaction, information integra-
tion, and complementarity of information across senses may help us build
many intelligent algorithms for scene analysis, object detection and recog-
nition, human activity and gait detection, elder/child care and monitoring,
surveillance, robotic navigation, biometrics etc, with better performance,
stability and robustness to noise. In one application, for example, fusing au-
ditory (voice) and visual (face) features improved the performance of speaker
identification and face recognition systems [12, 13]. Hence, our objective in
this study is to develop a scene analysis algorithm using multisensory in-
formation, specifically vision and audio. We develop a purely bottom-up,
proto-object based audiovisual saliency map (AVSM) for the analysis of dy-
namic natural scenes.
Building on the work of Russell et al. [14], we add visual motion (Sec-
tion 3.1.1) as another independent feature type along with color, intensity
and orientation, all of which undergo a grouping process (Section 3.4) to form
proto-objects of each feature type. In the auditory domain, we consider the
location and intensity of sound as the only proto-objects as these are found
to be most influential in drawing the spatial attention of an observer in many
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psycho-physics studies. Various methods of combination of the auditory and
visual proto-object features are considered (Section 3.6). We demonstrate
the efficacy of the AVSM in predicting salient locations in the audiovisual
environments by testing it on real world AV data collected from a specialized
hardware (Section 4) that can collect 3600 audio and video that are tempo-
rally synchronized and spatially co-registered. The AVSM captures nearly all
visual, auditory and audio-visually salient events, just as any human observer
would notice in that environment.
2. Related Work
The study of multi-sensory integration [3, 6, 15], specifically audio-visual
integration [4, 16] has been an active area of research in neuroscience, psychol-
ogy and cognitive science. In the computer science and engineering fields,
there is an increased interest in the recent times [17–19]. For a detailed
review of neuroscience and psychophysics research related to audio-visual
interaction, please refer to [3, 15]. Here, we restrict our review to models
of perception in audio-visual environments and some application oriented
research using audio and video information.
In one of the earliest works [20], a one-dimensional computational neural
model of saccadic eye movement control by Superior Colliculus (SC) is in-
vestigated. The model can generate three different types of saccades: visual,
multimodal and planned. It takes into account different coordinate trans-
formations between retinotopic and head-centered coordinate systems, and
the model is able to elicit multimodal enhancement and depression that is
typically observed in SC neurons [21, 22]. However, the main focus is on Su-
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perior Colliculus function rather than studying audio-visual interaction from
a salience perspective. A detailed model of the SC is presented in [23] with
the aim of localizing audio-visual stimuli in real time. The model consists of
12,240 topographically organized neurons, which are hierarchically arranged
into 9 feature maps. The receptive field of these neurons, which are fully
connected to their input, are obtained through competitive learning. Intra-
aural level differences are used to model auditory localization, while simple
spatial and temporal differencing is used to model visual activity. A spiking
neuron model [24] of audio-visual integration in barn owl uses Spike Timing
Dependent Plasticity (STDP) to modulate activity dependent axon develop-
ment, which is responsible for aligning visual and auditory localization maps.
A neuromorphic implementation of the same using digital and analog mixed
Very Large Scale Integration (mixed VLSI) can be found in [25].
In another neural model [26, 27] the visual and auditory neural inputs
to the deep SC neuron are modeled as Poisson random variables. Their hy-
pothesis is that the response of SC neurons is proportional to the presence of
an audio-visual object/event in that spatial location which is conveyed to to-
pographically arranged deep SC neurons via auditory and visual modalities.
The model is able to elicit all properties of the SC neurons. An information
theoretic explanation of super-additivity and other phenomena is given in a
[27]. They also show that addition of a cue from another sensory modality
increases the certainty of a target’s location only if the input from initial
modality/ies cannot reduce the uncertainty about target. Similar models are
proposed in [28] and in [29], where the problem is formulated based on Bayes
likelihood ratio. An important work [30] based on Bayesian inference explains
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a variety of cue combination phenomena including audio-visual spatial loca-
tion estimation. According to the model, neuronal populations encode stimu-
lus information using probabilistic population codes (PPCs) which represent
probability distributions of stimulus properties of any arbitrary distribution
and shape. They argue that neural populations approximate the Bayes rule
using simple linear combination of neuronal population activities.
In [31], audiovisual arrays for untethered spoken interfaces are developed.
The arrays localize the direction and distance of an auditory source from the
microphone array, visually localize the auditory source, and then direct the
microphone beamformer to track the speaker audio-visually. The method
is robust to varying illumination and reverberation, and the authors report
increased speech recognition accuracy using the AV array compared to non-
array based processing.
In [32] the authors found that emotional saliency conveyed through audio,
drags an observer’s attention to the corresponding visual object, hence people
often fail to notice any visual artifacts present in the video, suggest to exploit
this property in intelligent video compression. For the same goal authors
of [33] implement an efficient video coding algorithm based on the audio-
visual focus of attention where sound source is identified from the correlation
between audio and visual motion information. The same premise that audio-
visual events draw an observer’s attention is the basis for their formulation.
A similar approach is applied to High Definition video compression in [34].
In these studies, spatial direction of sound was not considered, instead stereo
or mono audio track accompanying the video was used in all computational
and experimental work.
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In [35], a multimodal bottom-up attentional system consisting of a com-
bined audio-visual salience map and selective attention mechanism is imple-
mented for the humanoid robot iCub. The visual salience map is computed
from color, intensity, orientation and motion maps. The auditory salience
map consists of the location of the sound source. Both are registered in
ego-centric coordinates. The audio-visual salience map is constructed by
performing a pointwise max operation on visual and auditory maps. In an
extension to multi-camera setting [36], the 2D saliency maps are projected
into a 3D space using ray tracing and combined as a fuzzy aggregations of
salience spaces. In [37, 38], after computing the audio and visual saliency
maps, each salient event/proto-object is parameterized by salience value,
cluster center (mean location), and covariance matrix (uncertainty in esti-
mating location). The maps are linearly combined based on [39]. Extensions
of this approach can be found in [40]. A work related to [40] is presented
in [41] where weighted linear combination of proto-object representations ob-
tained using mean-shift clustering is detailed. Even though the method uses
linear combination, the authors do not use motion information in comput-
ing the visual saliency map. A Self Organizing Map (SOM) based model
of audio-visual integration was presented in [42] in which the transforma-
tions between sensory modalities, and the respective sensory reliabilities are
learned in an unsupervisory manner. A system to detect and track a speaker
using a multi-modal, audio-visual sensor set that fuses visual and auditory
evidence about the presence of a speaker using Bayes network was presented
in [43]. In a series of papers [17, 44, 45] audio-visual saliency is computed
as a linear mixture of visual and auditory saliency maps for the purpose
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of movie summarization and key frame detection. No spatial information
about audio is considered. The algorithm performs well in summarizing the
videos for informativeness and enjoyability for movie clips of various gen-
res. An extension of these models incorporating text Saliency can be found
in [46]. By assuming a single moving sound source in the scene, audio was
incorporated into the visual saliency map in [47] where sound location was
associated with the visual object by correlating sound properties with the
motion signal. By computing Bayesian surprise as in [48], the authors in [49]
present a visual attention model driven by auditory cues, where surprising
auditory events are used to select synchronized visual features and empha-
size them in a audio-visual surprise map. A real-time multi-modal home
entertainment system [50] performing a Just-In-Time association of features
related to a person from audio and video are fused based on the shortest
distance between each of the faces (in video) and the audio direction vector.
In an intuitive study [51] speaker localization by measuring the audio-visual
synchrony in terms of mutual information between auditory features and
pixel intensity change is considered. In a single active speaker scenario, they
obtain good preliminary results. No microphone arrays are used for the lo-
calization task. In [52] visually detected face location is used to improve the
speaker localization using a microphone array. A fast audiovisual attention
model for human detection and localization is proposed in [53].
The effect of sound on gaze behavior in videos was studied in [18, 54]
where a preliminary computational model to predict eye movements was
proposed. They use motion information to detect sound source. High level
features such as face are hand labeled. A comparison of eye movements
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during visual only and audio-visual conditions with their model shows that
adding sound information improved predictive power of their model. The role
of salience, faces and sound in directing the attention of human observers
(measured by gaze tracking) was studied with psychophysics experiments
and computational modeling in [55] and an audiovisual attention model for
natural conversation scenes was proposed in [56], where they use a speaker
diarization algorithm to compute saliency1. Even though their study is re-
stricted to conversation of humans and not applicable any generic audio-
visual scene, hence cannot be regarded as a generalized model of audio-visual
saliency, some interesting results are shown. Using EM algorithm to deter-
mine the individual contributions of bottom-up salience, faces and sound in
gaze prediction, they show adding original speech to video improves gaze pre-
dictability, whereas adding irrelevant speech or unrelated natural sounds has
no effect. By using speaker diarization algorithm [56] when the weight for ac-
tive speakers was increased, their audio-visual attention model significantly
outperformed the visual saliency model with equal weights for all faces. An
audio-visual saliency map is developed in [59] where features such as color, in-
tensity, orientation, faces, speech are linearly combined with unequal weights
1 Speaker diarization deals with the segmentation of speech into non-overlapping ho-
mogeneous regions separated by silence and assigning each of the segmented speech bits
to unique speakers. Even though multi-modal speaker diarization methods perform audio-
visual integration, for example in [57] they combine audio and visual information using
an Expectation Maximization (EM) algorithm in a Dynamic Bayesian Network (DBN)
framework, the application is specific to speech and cannot generalize to a saliency map,
hence not reviewed. A review of these methods can be found in [58].
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to give different types of saliency maps depending on the presence/absence
of faces and/or speech. It is not clear as to whether location of the sound
was used in their approach. Plus, they do not factor in motion, which is an
important feature while designing a saliency map for moving pictures.
3. Description of the model
The computation of audiovisual saliency map is similar to the computa-
tion of proto-object based visual saliency map for static images explained
in [60], except for (i) the addition of two new feature channels, the visual
motion channel and the auditory loudness and location channel; and (ii) dif-
ferent ways of combining the conspicuity maps to get the final saliency maps.
Hence, whereever the computation is identical to [60], we will only give a gist
of that computation to avoid repetition and detailed explanation otherwise.
The AVSM is computed by grouping auditory and visual bottom-up fea-
tures at various scales, then normalizing the grouped features within and
across scales, followed by merging features across scales and linear combi-
nation of the resulting feature conspicuity maps (Figure 1). The features
are derived from the color video and multi-channel audio input (Section 4)
without any top-down attentional biases, hence the computation is purely
bottom-up. And the mechanism of grouping “binds” features within a chan-
nel into candidate objects or “proto-objects”. Approximate size and location
are the only properties of objects that the grouping mechanism estimates,
hence they are termed “proto-objects”. Such proto-objects, many of them,
form simultaneously and dissolve rapidly [61] in a purely bottom-up manner.
Top-down attention is required to hold them together into coherent objects.
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Also, computation of AVSM is completely feed-forward. Many spatial
scales are used to achieve scale invariance. First the independent feature
maps are computed, features within each channel are grouped into proto-
objects. Such proto-object feature pyramids at various scales are normalized
within and across scales. Such feature pyramids are merged across scales
followed by normalization across feature channels to give rise to conspicuity
maps. The conspicuity maps are linearly combined to get the final AVSM.
Each of these steps is explained in more detail below.
3.1. Computation of feature channels
We consider color, intensity, orientation and motion as separate, indepen-
dent feature channels in the visual domain. Loudness and spatial location as
features in the auditory space. The audio-visual camera equipment used for
data gathering (See Section 4) guarantees spatial and temporal concurrency
of audio and video.
A single intensity channel, where intensity is computed as the average of
Red, Green and Blue color channels is used. Four feature sub-channels for
angle, θ = {0, pi
4
, pi
2
, 3pi
4
} are used for Orientation channel. Four color oppo-
nency feature sub-channels: Red-Green (RG), Green-Red (GR), Blue-Yellow
(BY) and Yellow-Blue (YB) are used for color channel. The computation of
color, orientation and intensity feature channels is identical to Russell et al.
[60].
Visual motion, auditory loudness and location estimate are the newly
added features, the computation of which is explained below.
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Figure 1: Computation of proto-object based AVSM. (a) Grouping mechanism: At each
scale, feature maps are filtered with center-surround cells, normalized, followed by border
ownership (BO) computation. Grouping cells, at each scale, receive a higher feed-forward
input from BO cells if they are consistent with Gestalt properties of convexity, proximity
and surroundedness. Hence, grouping gathers conspicuous BO activity of features at
object centers. Each feature channel undergoes same computation at various scales (except
Orientation, see explanation), only Intensity channel shown in Figure 1(a). (b) Audivisual
saliency computation mechanism: Five feature types are considered: Color, Orientation,
Intensity and Motion in the visual domain; spatial location and loudness estimate in the
auditory domain. All features undergo grouping as explained in (a) to obtain proto-object
pyramids. The proto-object pyramids are normalized, collapsed to get the feature specific
conspicuity maps such that isolated strong activity is accentuated and distributed weak
activity is suppressed. The conspicuity maps are then combined in different ways as
explained in Section 3.6 to get different saliency maps. Figure. 5 of [60] modified with
permission.
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3.1.1. Visual motion channel
Motion is computed using the optical flow algorithm described in [62]
and the corresponding code available at [63]. Consider two successive video
frames, I(x, y, t) and I(x, y, t + 1). If the underlying object has moved be-
tween t and t+1, then the intensity at pixel location, (x, y) at time, t should
be the same in a nearby pixel location at (x+∆x, y +∆y) in the successive
frame at t + 1. Using this as one of the constraints, the flow is estimated
which gives the horizontal and vertical velocity components, u(x, y, t) and
v(x, y, t) respectively, at each pixel location (x, y) at time t. For a more
detailed explanation, see [62]. Since we are interested in detecting salient
events only, we do not take into account the exact motion at each location
as given by u(x, y, t) and v(x, y, t), instead, we look at how big the motion is
at each location in the image. The magnitude of motion at each location is
computed as,
M(x, y, t) =
√
u(x, y, t)2 + v(x, y, t)2 (1)
The motion map, M(x, y, t) gives the magnitude of motion at each loca-
tion in the visual scene at different time instances, t. Figure 2 shows two
successive frames of the video in (A) and (B) respectively. The computed
magnitude of motion2 using the optic flow method in [62] is shown in (C).
The person in the video is the only moving source.
2for an alternate method to compute motion and incorporate it into saliency map, see
[64]
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Figure 2: Computation of motion magnitude map. (A)A frame from the dataset, (B)the
successive frame. The person in the two frames is the only moving object in the two image
frames, moving from left to right in the image. (C)The motion magnitude map
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3.1.2. Auditory loudness and location channel
The auditory input consists of a recording of the 3D sound field using 64
microphones arranged on a sphere (See Section 4 for details). We compute a
single map for both loudness and location of sound sources, A(x, y, t). The
value at a location in the map, A(x, y, t) gives an estimate of loudness at that
location at time, t, hence we simultaneously get the presence and loudness of
sound sources at every location in the entire environment. These two features
are computed using beamforming technique as described in [65–67]. A more
detailed account is given in Section 4. Two different frames of video and
the corresponding auditory loudness and location maps superimposed on the
visual images are shown in Figure 3(B) and (F) respectively. Warm colors
indicate higher intensity of sound from that location in the video.
3.2. Feature pyramid decomposition
Feature pyramids are computed for each type. As the scale increases, the
resolution of the feature map decreases. The feature maps of successively
higher scales are computed by downsampling the feature map from the pre-
vious scale. The downsampling factor can be either
√
2 (half-octave) or 2
(full octave). The feature pyramids thus obtained are used to compute proto-
objects by border ownership and grouping computation process explained the
next two sections.
3.3. Border ownership pyramid computation
Computation of proto-objects by grouping mechanism can be divided into
two sub-steps: (i) border ownership pyramid computation, and (ii) grouping
pyramid computation.
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Figure 3: Computation of auditory location and loudness map: Two different video frames
in (A) and (E). Corresponding audio samples from one of the audio channels are shown
in (D) and (H), which display only 4410 samples, i.e. , audio of 0.1 s. Corresponding
auditory loudness and location maps are in (C) and (G). Corresponding video overlays in
(B) and (F) for illustration only, not used in any computation. Left column: sound of a
clap. Right column: some part of the word “eight” uttered by the person
16
The operations performed on any of the features, auditory or visual is the
same. Edges of four orientations, θ = {0, pi/4, pi/2, 3pi/4} are computed using
the Gabor filter bank. The V1 complex cell responses [60] thus obtained are
used to construct the edge pyramids. Border ownership response is computed
by modulating the edge pyramid by the activity of center-surround feature
differences on either side of the border. The rationale behind this is the
observation made by Zhang and von der Heydt [68], where they reported
that the activity border ownership cells was enhanced when image fragments
were placed on their preferred side, but suppressed for the non-preferred side.
Two types of center-surround (CS) feature pyramids are used. The center-
surround light pyramid detects strong features surrounded by weak ones.
Similarly, to detect weak features surrounded by a strong background, a
center-surround dark pyramid is used. The rationale behind light and dark
CS pyramids is that there can be bright objects on a dark background and
vice-versa. The center-surround pyramids are constructed by convolving fea-
ture maps with Difference of Gaussian (DoG) filters.
The CS pyramid computation is performed in this manner for all feature
types including motion and audio, except for the orientation channel. For
the orientation feature channel, the DoG filters are replaced by the even sym-
metric Gabor filters which detect edges. This is because, for the orientation
channel, feature contrasts are not typically symmetric as in the case of other
channels, but oriented at a specific angle.
An important step in the border ownership computation is normaliza-
tion of the center-surround feature pyramids. We follow the noramlization
method used in [69] which enhances isolated high activities and suppresses
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many closely clustered similar activities.
This normalization step enables comparison of light and dark CS pyra-
mids. Because of the normalization, border ownership activity and grouping
activity are proportionately modulated, deciding relative salience of proto-
objects from the grouping activity.
The border ownership (BO) pyramids corresponding to light and dark CS
pyramids are constructed by modulating the edge activity by the normalized
CS pyramid activity. The light and dark BO pyramids are merged across
scales and summed to get contrast polarity invariant BO pyramids. For
each orientation, two BO pyramids with opposite BO preferences are be
computed. From this, the winning BO pyramids are computed by a winner-
take-all mechanism.
3.4. Grouping pyramid computation
The grouping computation shifts the BO activity from edge pixels to
object centers. Grouping pyramids are computed by integrating the winning
BO pyramid activity such that selectivity for Gestalt properties of convexity,
proximity and surroundedness is enhanced. This is done by using Grouping
cells in this computation, which have an annular receptive field. The shape
of G cells gives rise to selectivity for convex, surrounded objects. At this
stage we have the grouping or proto-object pyramids which are normalized
and combined across scales to compute feature conspicuity maps, and then
the saliency map.
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3.5. Normalization and across-scale combination of grouping pyramids
The computation of grouping pyramids as explained in Section 3.4 is
performed for each feature type. Let us represent the grouping pyramid for
intensity feature channel by GkI(x, y, t), where k denotes the scale of the proto-
object map in the grouping pyramid. The color feature sub-channel group-
ing pyramids are represented as GkRG(x, y, t) for Red-Green, GkGR(x, y, t) for
Green-Red, GkBY(x, y, t) for Blue-Yellow and GkYB(x, y, t) for Yellow-Blue color
opponencies. The orientation grouping pyramids are denoted by GkO(x, y, t, θ)
where θ denotes orientation, motion feature channel by GkM(x, y, t) and au-
ditory location and intensity feature channel by GkA(x, y, t). The correspond-
ing conspicuity maps for , intensity I(x, y, t), color C(x, y, t), orientation
O(x, y, t), motion, M(x, y, t) and auditory location and loudness estimate,
A(x, y, t) are respectively obtained as,
I(x, y, t) =
k=10⊕
k=1
N (GkI(x, y, t)) (2)
C(x, y, t) =
k=10⊕
k=1
(
N (GkRG(x, y, t)) +N (GkGR(x, y, t))
+N (GkBY(x, y, t)) +N (GkYB(x, y, t))
) (3)
O(x, y, t) =
k=10⊕
k=1
∑
θ∈{0,pi
4
,pi
2
,3pi
4
}
N (GkO(x, y, t, θ)) (4)
M(x, y, t) =
k=10⊕
k=1
N (GkM(x, y, t)) (5)
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A(x, y, t) =
k=10⊕
k=1
N (GkA(x, y, t)) (6)
where N (.) is a normalization step as explained in Itti et al. [69], which
accentuates strong isolated activity and suppresses many weak activities, the
symbol
⊕
denotes “across-scale” addition of the proto-object maps, which is
done by resampling (up- or down-sampling depending on the scale, k) maps
at each level to a common scale (in this case, the common scale is k = 8)
and then doing pixel-by-pixel addition. We use the same set of parameters
as in Table 1 of Russell et al. [60] for our computation as well.
The conspicuity maps, due to varied number of feature sub-channels have
different ranges of activity, hence if we linearly combine without any rescal-
ing to a common scale, those features with higher number of sub-channels
may dominate. Hence, each feature conspicuity map is rescaled to the same
range, [0, . . . , 1]. The conspicuity maps are combined in different ways to get
different types of saliency maps as explained in Section 3.6.
3.6. Combination of conspicuity maps
The visual saliency map is computed as,
VSM(x, y, t) = wIR(I(x, y, t)) + wCR(C(x, y, t))
+wOR(O(x, y, t)) + wMR(M(x, y, t))
(7)
where VSM(x, y, t) is the visual saliency map, R(.) is the rescaling operator
that rescales each map to the same range, [0, . . . , 1] and wI , wC, wO and
wM are the individual weights for intensity, color, orientation and motion
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conspicuity maps, respectively. In our implementation, all weights are equal
and each is set to 0.25, i.e. , wI = wC = wO = wM =
1
4
.
Since audio is a single feature channel, the conspicuity map for auditory
location and loudness is also the auditory saliency map, ASM(x, y, t).
We compute the audio-visual saliency map in three different ways to
compare the most effective method to identify salient events (See Section 5
for related discussion).
In the first method a weighted combination of all feature maps is done to
get the audio-visual saliency map as,
AVSM1(x, y, t) = wIR(I(x, y, t)) + wCR(C(x, y, t)) + wOR(O(x, y, t))
+wMR(M(x, y, t)) + wAR(A(x, y, t))
(8)
where different weights can be set for w(.) such that the sum of all weights
equals 1. In our implementation, all weights are set equal, i.e. , wI = wC =
wO = wM = wA =
1
5
.
In the second method, the visual saliency map is computed as in Equa-
tion 7 and then a simple average of the visual saliency map and the auditory
conspicuity map (also auditory saliency map, ASM(x, y, t)) is computed to
get the audio-visual saliency map as,
AVSM2(x, y, t) = 1
2
(
R(VSM(x, y, t)) +R(A(x, y, t))
)
(9)
The distribution of weights in Equation 9 is different from that in Equa-
tion 8. In method 2, a “late combination” of the visual and auditory saliency
maps is performed, which results in an increase in the weight of the auditory
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saliency map and a reduction in weights for the individual feature conspicuity
maps of the visual domain.
In the last method, in addition to a linear combination of the visual and
auditory saliency maps, a product term is added as,
AVSM3(x, y, t) =
(
R(VSM(x, y, t)) +R(A(x, y, t))
+R(VSM(x, y, t))⊗R(A(x, y, t))
) (10)
where the symbol, ⊗ denotes a point-by-point multiplication of pixel values of
the corresponding saliency maps. The effect of the product term is to increase
the saliency of those events that are salient in both visual and auditory
domains, thereby to enhance the saliency of spatiotemporally concurrent
audiovisual events. A comparison of the different saliency maps in detecting
salient events is in Section 5.
4. Data and Methods
Audio-Visual data is collected using the VisiSonics RealSpaceTM audio-
visual camera [65, 67]. The AV camera consists of a spherical microphone
array with 64 microphones arranged on a sphere of 8 inches diameter and 15
HD cameras arranged on the same sphere (Figure 4). Each video camera can
record color (RGB) videos at a resolution of 1328 × 1044 pixels per frame
and 10 frames per second. The audio channels record high fidelity audio
at a sampling rate of 44.1 kHz per channel. The audio and video data are
converted into a single USB 3.0 compliant stream which is accepted by a
laptop computer with Graphical Processing Units. The individual videos are
stitched together to produce a panoramic view of the scene in two different
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projection types: spherical and Mercator. The audio and video streams are
synchronized by an internal Field Programmable Gate Array (FPGA) based
processor. The equipment can be used to localize sounds and display them on
the panoramic video in real time and also record AV data for later analysis.
The length of each recording can be set at any value between 10 seconds and
390 seconds . The gain for each recording session can set to three predefined
values: -20 dB, 0 dB and +20 dB. This is particularly helpful to record
sounds with high fidelity in indoor, outdoor and noisy conditions.
To compute the loudness and location estimate of sound sources in the
scene, Spherical Harmonics Beamforming (SHB) technique is used. The 3D
sound field sampled at discrete locations on a solid sphere is decomposed
into spherical harmonics, whose angular part resolves the direction of the
sound field. Spherical harmonics are the 2D counterpart of Fourier transforms
(defined on a unit circle) defined on the surface of a sphere. A description
of the mathematical details of the SHB method is beyond the scope of this
article, interested readers can find details in [65–67].
The 64 audio channels recorded at 44100 Hz are divided into frames, each
of 4410 samples. This gives us 10 audio frames per second, which is equal
to the video frame rate. Spherical harmonic beamforming is done for the
audio frames to locate sounds in the frequency range, [300, 6500] Hz. For
natural sounds, a wide frequency range, as chosen is sufficient to estimate
location and loudness of most types of sounds including speech and music.
The azimuth angle for SHB is chosen in the range, [0, 2pi] with the angular
resolution of 2pi
128
radians, i.e. , 2.81250 and the elevation angle in 0, pi with an
angular resolution of pi
64
radians, i.e. , 2.81250 radians. The output of SHB
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Figure 4: The Audio-Visual Camera being used to collect data in a recording session
outdoors
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is the auditory location and loudness estimate map as shown in Figure 3.
We collected four audiovisual datasets using the AV camera equipment,
where three datasets are 60 seconds in length and the other one is of 120
seconds duration, all indoors. The AV camera equipment and our algo-
rithms can handle data from any type of audiovisual surroundings, indoor
or outdoor. We made sure all combination of salient events in purely visual
intensity, color, motion, audio and audiovisual domains were present. SHB
was performed with parameters set as explained in the previous paragraph
to get the sound location and loudness estimates. The videos are stitched
together to produce panoramic image in the Mercator projection which is
used in our saliency computation. The stitch depth for panoramic images
was 14 feet, hence in objects that are too close to the AV camera appear to
be blurred due to overlapping of images from different cameras on the sphere
(Figure 5).
The scene consisted of a loudspeaker placed on a desk in one corner
of the room (green box) playing documentaries, a person (author) either
sitting or moving around the AV camera equipment clapping or uttering
numbers out loud, an air conditioning vent (blue box) making some audible
noise and other objects visible in the scene. The loudspeaker acts like a
stationary sound source, which was switched on/off during the recording
session to produce abrupt onsets/offsets. The person wearing a black/blue
jacket moving around the recording equipment acts like a salient visual object
with or without motion, when speaking acts as an audiovisual source. The
person moves in and out of the room producing abrupt motion onsets/offsets.
The air conditioning vent, which happens to be very close to the recording
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Figure 5: The audiovisual data collection scene. The scene consists of a loudspeaker (green
box), a person and an air conditioning vent (blue box)
equipment is a source of noise which is audible to anyone present in the room,
acts as another stationary audio source. The bright lights present in the room
act as visually salient stationary objects. The set of sources together produce
all possible combinations of visually salient events with or without motion,
acoustically salient sources with or without motion and audiovisual salient
events/objects with and without motion. The dataset can be viewed/listened
to at the following url: https://preview.tinyurl.com/ybg4fch4. Results
of audiovisual saliency, comparison with unisensory saliencies on this dataset
are discussed in the next section.
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5. Results and Discussion
First, we will examine which of the three audiovisual saliency computa-
tion methods described in Section 3.6, Eqs 8 - 10 performs well for different
stimulus conditions. Then we will compare results from the best AVSM with
the unisensory saliency maps followed by discussion of the results.
All saliency maps computed as explained in Section 3.6 will have salience
value in (0, 1) range. On such a saliency map, unisensory or audiovisual, any-
thing above a threshold of 0.75 is determined as highly salient. This threshold
is same for all saliency maps, Visual Saliency Map (VSM, variables (x, y, t)
dropped as unnecessary here), Auditory Saliency Map (ASM) and the three
different Audio-Visual Saliency Maps (AVSMi,where i = 1, 2, 3). Hence,
this provides a common baseline to compare the workings of unisensory SMs
with AVSM, and among different AVSMs.
To visualize the results we did the following: On the saliency map (can be
VSM, ASM or AVSMi), saliency value based isocontours for the threshold
of 0.75 are drawn and superimposed on each of the input video frame. For
example, see Figure 6, where AVSM1 for frame # 77 of Dataset 2 is shown.
Any thing that is inside the closed red contour of Figure 6(B) is highly
salient and has a saliency value greater than 0.75. Outside the isocontour,
the salience value is less than 0.75. Exactly, along the isocontour the salience
value is 0.75 (precisely, 0.75± 0.02).
The results can be best interpreted by watching the input and different
saliency map videos. But, since it is not possible to show all the frames and
for the lack of a better way of presenting the results, we display the saliency
maps for a few key frames only. The videos and individual frames of the
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Figure 6: Visualization of results with isocontours. (A) Input frame # 77 of Dataset 2.
(B) The red contour superimposed on the same input frame is the isocontour of salience
values. All the values along the red line are equal to the threshold value. Anything inside
the closed red isocontour has a salience value greater than 0.75
saliency maps are available at the url: https://preview.tinyurl.com/ybg4fch4.
Figure 7 shows AVSM1, AVSM2 and AVSM3 for input image frame
# 393 of Dataset 1. At that moment in the scene, the loudspeaker (at the
center of the image frame) was playing a documentary and the person was
moving forward. So, there is a salient stationary auditory event and a salient
visual motion. From visual inspection of Figure 7, it is clear that AVSM1,
AVSM2 and AVSM3 give roughly the same results, and are able to detect
salient events in both modalities. This is the behavior we see in all AVSMs
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(AVSMi) for a majority of frames. But, in some cases, when the scene
reduces to a static image, the behavior exhibited by each of the methods will
be somewhat different.
Consider, for example, frame # 173 of Dataset 3, where the visual scene
is equivalent to a static image with a weak auditory stimulus, which is the
air conditioning vent noise (Figure 8). Here, according to AVSM1 (Figure 8
(B)), the most salient location coincides with the strongest intensity based
salient location at the bottom part of the image. This is because in AVSM1
we averaged the conspicuity maps with equal weights. So, when salient audio
or motion is not present, the AVSM automatically switches to being a static
saliency map with Color, Intensity and Orientation as dominant features.
But, in AVSM2 it is computed as the average of visual and auditory saliency
maps, hence it leads to redistribution of weights in such a way that each of
the visual features contributes only one-eighth to the final saliency map and
audio channel contributes one half. As a result, auditory reflections could get
accentuated and show up as salient, which may not match with our judgment,
as seen in Figure 8(C). In reality, such auditory reflections are imperceptible,
hence may not draw our attention as indicated by AVSM2.
In AVSM3 where a multiplicative term, VSM(x, y, t) × ASM(x, y, t)
is added, accentuates the conjunction of visual and auditory salient events
if they are spatio-temporally coincident. But, since auditory and visual
saliencies already contribute equally instead of the five independent fea-
tures making equal contributions, the effect of the multiplicative term is
small, so we see that AVSM3 has similar behavior as AVSM2. We did
not investigate whether the conjunction of individual feature conspicuity
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Figure 7: Comparison of audiovisual saliency computation methods. (A) Input frame
# 393 of Dataset 1. A small loudspeaker at the corner of a room, which is located
almost at the center of the image frame, is playing a documentary, hence constitutes a
salient stationary auditory event. The person is leaning forward gives rise to salient visual
motion. (B) AVSM1 computed using Eq 8 where all 5 feature channels are combined
linearly with equal weights. (C) AVSM2 computed using Eq 9 where VSM and ASM
are averaged. (D) AVSM3 computed using Eq 10. All methods give similar results with
minor differences
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Figure 8: Audiovisual saliency in a static scene. (A) Input frame # 173 of Dataset 3.
The scene is almost still reducing the visual input to a static image with a weak auditory
noise emanating from the air conditioning vent. (B) The most salient location according
to AVSM1 coincides with the intensity based salient location at the bottom of the image.
(C) AVSM2 shows some locations that are not salient according to any feature. This may
be happening due to exaggeration of auditory reflections which are detected as salient in
AVSM2. (D) AVSM3 shows similar results as AVSM2
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maps, like I(x, y, t) × ASM(x, y, t), O(x, y, t) × C(x, y, t), etc can result
in a better saliency map. But based on visual comparison we can conclude
that AVSM1, where each feature channel contributes equally, irrespective
of whether it is visual or auditory, is a better AVSM computation method
compared to AVSM2 and AVSM3.
So an important observation we can make at this point is that, even
though vision and audition are two separate sensory modalities and we expect
them to equally influence the bottom-up, stimulus driven attention, this may
not be the case. Instead, we can conclude that each feature irrespective of
the sensory modality makes the same contribution to the final saliency map
from a bottom-up perspective.
Next, we will compare how AVSM1 performs in comparison to unisen-
sory saliency maps, namely VSM and ASM. Since AVSM1 was found to
be better, the other two AVSMs are not discussed.
Figure 9 shows ASM, VSM and AVSM1 for frame # 50 of Dataset 4,
where the person moving is the most salient event, which is correctly detected
in VSM and AVSM1, but not in ASM. This is expected.
Next, in Figure 10 saliency maps for frame # 346 of Dataset 2 are shown,
where audio from the loudspeaker is the most salient event, which is correctly
detected as salient in ASM and AVSM1, but missed in VSM, which agrees
with our judgment.
In frame # 393 of Dataset 1, there is strong motion of the person as
well as sound from the loudspeaker. The unisensory and audiovisual saliency
maps are shown in Figure 11. Again, the salients events detected by the
respective saliency maps agree with our judgment.
32
Figure 9: Comparison of AVSM with unisensory saliency maps (A) Input frame # 50 of
Dataset 4. The most prominent event in the scene is the person moving. (B) The most
salient location according to ASM misses the most salient location, but shows a different
location as salient (C) VSM shows the prominent motion event as salient as expected (D)
AVSM1 also captures the salient motion event as the most salient
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Figure 10: Comparison of AVSM with unisensory saliency maps (A) Input frame # 346 of
Dataset 2. The most prominent event in the scene is the audio from the loudspeaker. (B)
The audio event is salient in ASM (C) VSM in this case would be equivalent to a static
saliency map, hence the auditory salient event is missed here(D) AVSM1 also captures
the audio as the most salient as expected
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Figure 11: Comparison of AVSM with unisensory saliency maps (A) Input frame # 393
of Dataset 1. (B) ASM detects the salient auditory event, but misses the salient visual
motion (C) VSM correctly detects the salient motion event, but misses the salient audio.
(D) AVSM1 captures both valid salient events from two different sensory domains
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From these results we can conclude, the unisensory saliency maps detect
valid unisensory events which agree with human judgment. At the same time,
the audiovisual saliency map detects salient events from both sensory modali-
ties, which again agree with our judgment. So, we can say, the AVSM detects
more number of valid salient events compared to unisensory saliency maps.
The unisensory saliency maps miss the salient events from the other sensory
modality. Hence, AVSMs in general, and AVSM1 in particular, perform
better than unisensory saliency maps in detecting valid salient events. As a
result, AVSMs can be more useful in a variety of applications like surveil-
lance, robotic navigation, etc. Overall, the proto-object based audiovisual
saliency map reliably detects valid salient events for all combinations of au-
ditory, visual and/or audiovisual events in a majority of the frames. The
readers can verify themselves additionally by watching the videos or looking
at individual video frames at: https://preview.tinyurl.com/ybg4fch4.
An important distinguishing factor of our AVSM computation comes from
the use of proto-objects. With proto-object based computation, we see that
salient locations roughly coincide with object centers giving an estimate of
audiovisual “objectness” [70]. So, this enables selection of image regions with
possible objects based on saliency values. Moreover, since saliency gives
a natural mechanism for ranking scene locations based on salience value,
combined with “objectness” that comes from proto-objects, this can serve
to select image regions for object recognition, activity recognition, etc with
other methods, such as deep Convolutional Neural Networks [71, 72].
Second, due to linear combination of feature conspicuity maps, the model
adapts itself to any scene type, static or dynamic scenes, with or without
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audio. Because of this, we get a robust estimate of bottom-up saliency in a
majority of cases. Plus, the method works well for a variety of environments,
indoor and outdoor.
Finally, the AVSM computed in this manner enables us to represent and
compare saliencies of events from two different sensory modalities on a com-
mon scale. Other sensory modalities or feature channels can be similarly
incorporated into the model.
One of the factors that we have not considered in our model is the tem-
poral modulation of audiovisual saliency. We treat each 100 ms interval as a
snapshot, independent of previous frames and compute unisensory and au-
diovisual saliencies for each 100 ms frame. Even though this “memoryless”
computation detects valid salient events well, temporal aspects are found to
strongly influence saliency, especially from the auditory domain [73]. Hence,
factoring in the temporal dependence of saliency can further improve the
model. For example, in the few cases where saliency maps appears to be
noisy, we can improve the results with temporal smoothing of the saliency
maps. Though, the proportion of such noisy frames is very small compared
to valid detections.
Temporal dependence of attention is important from the perspective of
perception as well. For example, a continuous motion or an auditory alarm
can be salient at the beginning of the event due to abrupt onset, but if
it continues to persist, we may switch our attention to some other event,
even though it is prominent in the scene. The mechanism and time course
of multisensory attentional modulation needs to be further investigated and
incorporated into the model.
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Another aspect, related to temporal modulation of audiovisual saliency
that we have not considered is the Inhibition of Return (IOR) [69, 74]. IOR
refers to increased reaction time to attend to a previously cued spatial loca-
tion compared to an uncued location. The exact nature of IOR in the case
of audiovisual attention is an active topic of research [75, 76]. More recent
experimental evidence [75] suggests that IOR is not observed in audiovisual
attention conditions. If this is the case, not having audiovisual IOR may not
be a significantly limiting factor, but certainly worth investigating.
Lastly, a drawback of our work is that the results are not validated
with human psychophysics experiments. Since, saliency models aim to pre-
dict human attention based on bottom-up features, validating the results
with human psychophysics experiments is necessary. Such validation would
strengthen the findings of our study even more. But from visual judgment of
the results, the readers can verify that the model is capable of selecting valid,
perceptually salient audiovisual events for further processing. Moreover, our
goal is to build a useful computational tool for automated scene analysis and
the results show that the model is capable of doing so. features, validating
the results by presenting it human beings and measuring how they allocate
attention in such environments, how much of their attentional behavior can
be explained purely based on bottom-up features should be studied to vali-
date and further strengthen the findings of our study.
6. Conclusion and Future Work
We have shown that a proto-object based audiovisual saliency map de-
tects salient unisensory and multisensory events, which agree with human
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judgment. The AVSM detects a higher number of valid salient events com-
pared to unisensory saliency maps demonstrating the superiority and useful-
ness of proto-object based multisensory saliency map. Among the different
audiovisual saliency methods, we show that linear combination of individual
feature channels with equal weights gives the best results. The AVSM com-
puted this way performs better compared to others in detecting valid salient
events for static as well as dynamic scenes, with or without salient auditory
events in the scene. Also, it is less noisy and more robust compared to other
combination methods where visual and auditory conspicuity maps, instead
of individual feature channels, are equally weighed.
In future, incorporating the temporal modulation of saliency would be
considered. We would also like to validate the AVSM with psychophysics
experiments. Also, the role of Inhibition of Return in the case of audiovisual
saliency map would also be investigated. In conclusion, a proto-object based
audiovisual saliency map with linear and equally weighted feature channels
detects a higher number of valid unisensory and multisensory events that
agree with human judgment.
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