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Abstract
In this thesis, thermal-diffusive instabilities are studied experimentally in diffusion
flames. The novel species injector of a recently developed research burner, consisting
of an array of hypodermic needles, which allows to produce quasi one-dimensional un-
strained diffusion flames has been improved. It is used in a new symmetric design with
fuel and oxidizer injected through needle arrays which allows to independently choose
both the magnitude and direction of the bulk flow through the flame. A simplified
theoretical model for the flame position, the temperature and the species concentration
profiles with variable bulk flow is presented which accounts for the transport properties
of both reactants. The model results are compared to experiments with a CO2-diluted
H2-O2 flame using variable bulk flow and inert mixture composition.
The mixture composition throughout the burning chamber is monitored by mass
spectrometry. An elaborate calibration procedure has been implemented to account for
the variation of the mass spectrometer sensitivity as a function of the mixture composi-
tion. The calibrated results allow the effective mixture strength of the diffusion flames
to be measured with a relative uncertainty of about 5 %.
In order to properly characterize the flame produced, the velocity and temperature
distribution inside the burning chamber are measured. The resulting species concen-
tration and temperature profiles are compared to the simplified theory and demonstrate
that the new burner configuration produces a good approximation of the 1-D cham-
bered diffusion flame, which has been used extensively for the stability analysis of
diffusion flames. The velocity profiles are also used to quantify the residual stretch
experienced by the flame which is extremely low, below 0.15 s1. Hence, this new re-
search burner opens up new possibilities for the experimental validation of theoretical
models developed in the idealized unstrained 1-D chambered flame configuration.
The thermal-diffusive instabilities observed close to extinction are investigated ex-
perimentally and mapped as a function of the Lewis numbers of the reactants. The use
of a mixture of two inerts (helium and CO2) allows for the effect of a wide range of
Lewis numbers to be studied. A cellular flame structure is observed in hydrogen flames
when the Lewis numbers is relatively low with a typical cell size between 7 and 15mm.
The cell size is found to scale linearly with the diffusion length, in good agreement with
theoretical predictions. When the Lewis number is increased by using a higher helium
content in the dilution mixture, the instabilities observed are planar intensity pulsation.
The use of methane allowed pulsating flames to be generated for a wide range of bulk
velocities and transport properties. The pulsating frequencies measured are in the 0.7
to 11 Hz range and were found to scale linearly with a diffusion frequency defined as
U22Dth multiplied by the square root of the Damko¨hler number. The experimental re-
sults presented here are the first observations of thermal-diffusive instabilities in such
a low-strain flame. They constitute a unique dataset that can be used to quantitatively
validate theoretical models on diffusion flame stability developed in the simplified one-
dimensional configuration.
Keywords: Thermal-diffusive instability, unstrained, diffusion flame, experimental.
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Re´sume´
L’utilisation d’un nouveau type the bruˆleur permet de produire des flammes de dif-
fusion uni-dimensionelles et sans e´tirement. La nouveaute´ re´side dans la manie`re
avec laquelle les espe`ces re´actives sont introduites dans le bruˆleur, au travers de cen-
taines d’aiguilles hypodermiques. Une e´volution du design est introduite dans laquelle
l’arrangement syme´trique du syste`me d’injection permet un controˆle inde´pendant sur
l’intensite´ et la direction de l’e´coulement moyen dans la chambre de combustion. Un
mode`le the´orique simplifie´ tenant compte de l’e´coulement moyen variable est pre´sente´
pour la position de flamme de meˆme que les profils de concentration et d’espe`ce dans
le bruˆleur. Les pre´dictions de ce mode`le sont compare´s aux re´sultats expe´rimentaux
pour des flammes d’hydroge`ne et d’oxyge`ne dilue´s dans du CO2.
La composition du me´lange de gaz pre´sent dans la chambre de combustion est
mesure´ a` l’aide d’un syste`me de spectrome´trie de masse. Une technique de calibration
sophistique´e a du eˆtre mise au point pour compenser le changement de la sensibilite´
de l’instrument intervenant en fonction de la composition du me´lange mesure´. La
flamme produite a aussi e´te´ characte´rise´e par la mesure des distributions de vitesse et
de tempe´rature dans le bruˆleur. Les profils de concentration et de tempe´rature ainsi
obtenus ont e´te´ compare´s avec succe`s a` la the´orie simplifie´e. Ceci de´montre que la
flamme produite est une bonne approximation de la configuration uni-dimensionelle
simplifie´e, qui est utilise´e abondement dans le de´velopment de mode`les the´oriques sur
la stabilite´ des flammes de diffusion. Les profils de vitesse permettent e´galement une
e´valuation de l’e´tirement re´siduel subi par la flamme, qui est infe´rieur a 0.15 s1. Ce
nouveau type de bruˆleur de recherche ouvre de nombreuses possibilite´s de recherches,
en particulier pour la validation expe´rimentale de mode`les the´oriques sur la stabilite´
des flammes de diffusion, de´velope´s en supposant une absence d’e´tirement dans la
configuration uni-dimensionelle simlifie´e.
Les instabilite´s thermo-diffusives forme´es a` l’approche de l’extinction ont e´te´ ob-
serve´es et cartographie´es en fonction des nombres de Lewis des espe`ces utilise´es.
L’utilisation d’un me´lange de deux gaz inertes (he´lium et CO2) pour la dilution des
espe`ces re´actives a permis le balayage d’une large plage de nombres de Lewis. Une
structure de flamme cellulaire est observe´e pour les nombres de Lewis relativement
faibles, avec une taille de cellules comprise entre 7 et 15 mm, e´voluant line´airement
avec la longueur characteristique de diffusion, conforme´ment aux pre´dictions the´oriques.
Quand le nombre de Lewis est augmente´ en utilisant une plus grande proportion d’he´li-
um dans le me´lange de dilution, les instabilite´s observe´es deviennent des oscillations
plannes de l’intensite´ de la re´action. L’utilisation du me´thane comme combustible a
permis la production de flammes oscillantes sur une large plage de vitesse d’advection
et de proprie´te´ de transport du me´lange. Les fre´quences de pulsation observe´es sont
incluses dans l’intervalle de 0.7 a` 11Hz, et e´voluent en fonction d’une fre´quence de dif-
fusion de´finie commeU22Dth multiplie´e par la racine carre´e du nombre de Damko¨hler.
Les re´sultats expe´rimentaux d’instabilite´ thermo-diffusives pre´sente´s ici sont les pre-
miers re´alise´s dans une telle flamme pratiquement de´pourvue d’e´tirement. Ils con-
stituent une base de donne´es unique permettant les premie`res validations quantitatives
des mode`les sur la stabilite´ des flammes de diffusion re´alise´s dans la configuration
uni-dimensionnelle simplifie´e.
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Chapter 1
Introduction
The thesis presented here covers the subject of thermal-diffusive (TD) instabilities in
diffusion flames. The understanding of this phenomena is of great interest in modern
combustion systems who tend to be operated with lean mixtures to control emissions,
making them prone for the development of these instabilities. The experimental in-
vestigations were carried out in a novel research burner that allows the creation of a
nearly-unstrained one-dimensional diffusion flame. In the absence of strain and other
hydrodynamic effects, the results gathered can be compared quantitatively with simpli-
fied theoretical models, providing the experimental validation they lacked so far.
1.1 Chemically reacting flows
Combustion processes have played a central role throughout human history, often pro-
viding the energy driving the paradigm shifts that shaped our current societies. The
discovery and control of fire over a million years ago [1] contributed to the emergence
of our species and is used as a criterion to identify our ancestors. The ability to generate
artificial fire arrived much later towards the end of the middle Paleolithic area with the
Neanderthal man striking flint against pyrite [2]. The first civilizations of Mesopotamia
used combustion extensively for smelting copper, sparking the bronze age and count-
less technological advances brought by hard metal. In the late 18th century, the use of
fossil fuels in the industrial revolution brought us where we are today: in a society de-
pendent upon combustion for most of its energy supply but still a long way from fully
understanding the intricacies of the combustion process. The current recently acquired
awareness of the consequences of the widespread use of fossil fuels such as the gener-
ation of various air pollutants [3] and the rise in atmospheric CO2 concentration [4, 5]
infuses a renewed purpose to the field of combustion research.
Combustion refers to an exothermic reaction between a fuel and an oxidizing agent
usually mediated through a series of radical chain reactions. The detailed study of
chemically reacting systems invariably brings the question of how are the reactants
brought to the reaction site and how are the products evacuated. As a result, combustion
problems are tightly coupled with associated fluid dynamics problems. The governing
equations of chemically reacting flows are therefore the equations of fluid motion sup-
plemented by the equations governing the chemical process. The interactions of these
chemical and transport processes can lead to instability, a state characterized by the un-
bounded growth of a small perturbation. In combustion systems the growth is limited
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by the geometry of the burning chamber resulting in pattern formation in the flame,
periodic load variations or extinction, compromising performance and reliability.
In most practical applications the combustion is turbulent and partially premixed,
making its analysis particularly complicated. In this situation, the transport of species
is done by advection and diffusion. However, the chemistry is usually fast compared
to transport precesses, resulting in thin reaction zones with steep concentration gradi-
ents where diffusion is the locally dominant transport phenomena. In both premixed
and non-premixed combustion, the competing mechanisms of diffusion and reaction
can be a source of instability. The former distributes heat and species from regions of
abundance to regions of relative scarcity, while the latter requires heat to act as a sink
for reactants and a source for products. These thermal-diffusive (TD) instabilities can
result in the formation of cellular patterns in the flame from the uneven spatial distri-
bution reaction rate magnitude. The phenomenon has been observed in both premixed
and non-premixed configuration. Pulsation in flame intensity and other phenomena can
also result from this thermal-diffusive instability.
In order to reduce emissions, the trend in many modern combustion applications
is to operate the combustors in a lean mixture, making them more susceptible to the
development of thermal-diffusive instabilities. These instabilities playing a key role in
soot formation [6, 7] and in the dynamic extinction and re-ignition process, fundamen-
tal knowledge of their behavior is desirable.
1.2 Reaction-diffusion and thermal-diffusion
instabilities
The thermal-diffusive instability is part of the larger family of reaction-diffusion (RD)
instabilities. They can occur wherever the differential transport of reactants and prod-
ucts to a reaction site is dominated by diffusion. Alan Turing, in his landmark paper
on morphogenesis [8] postulated this mechanism to be at the origin of pattern forma-
tion in the natural world, from leaf arrangement on a stem to fingerprints. Although
the underlying mechanisms are different in the Turing instability in morphogenesis and
in the thermal-diffusive instabilities in combustion, interesting parallels can be drawn
between the two.
Three conditions must be met for the RD or TD instabilities to develop, as illus-
trated in figure 1.1. First, in both cases a product of the reaction must be a catalyst for
that same reaction, making it auto-catalytic. In the case of morphogenesis, this product
is an biological activator that was only postulated to exist by Turing, but whose exis-
tence has been demonstrated since [9, 10]. Specific activator/inhibitor pairs have been
linked to the formation of hair [11], feathers [12] and teeth [13]. For combustion, heat
as a reacting agent induces a positive feedback through its action on the reaction rate.
Secondly, another product of the reaction must have the opposite effect of slowing the
rate of the reaction upon its release. In combustion systems, the release of combustion
products has this effect by reducing the available concentration of reactants in the re-
action area. For biological systems, Turing again postulated the existence of reaction
inhibitors that were later identified. Finally, for pattern formation to occur, the diffu-
sion coefficient of the activator must be significantly higher that that of the inhibitor
[8, 14, 15]. This favors sites where the reaction is already occurring to remain active
while preventing propagation and merging of different active sites. The resulting re-
gions of relatively high reaction rate will become the petals of the flower, the ridge of
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Figure 1.1: (a) The origin of the reaction-diffusion instability leading to pattern forma-
tion, a autocatalysed reaction where a product is also an inhibitor that diffuses faster
than the catalyst. (b) Differential diffusion of the agents results in pattern formation
in the intensity of the reaction and hence in the distribution of the products. Here a
simulation of the labyrinthine pattern in the cerebral cortex, taken from [16].
Since the innovative work of Turing, pattern formation in reactive-diffusive systems
has been studied extensively. Numerical studies have predicted a certain number of
pattern that should occur under specific conditions [17, 18]. Experimentalists observed
some of these patterns in specially designed gel-filled reactors with peculiar chemical
reactions systems displaying the characteristics necessary for the development of the
Turing instability. Experimental observations include rotating spirals [19], stationary
strips or cells and self replicating cells [20]. Examples of patterns predicted analytically
or numerically and observed experimentally are presented in figure 1.2.
The reaction-diffusive and thermal-diffusive systems differ because the effect of
heat on the combustion reaction rate is of much higher non-linear order that the one of
any activator on a bio-chemical reaction. In chemical systems, reaction occur when two
reactive molecules collide with a sufficient amount of energy E called the activation
energy. Arrhenius [23] was the first to recognize fact and introduced relation 1.1 that
now beards his name to account for the temperature variation of the chemical reaction
rate.
In this equation, ω is the reaction rate, A is the pre-exponential factor (also called
the frequency factor), R is the perfect gas constant and T the temperature. The pre-
exponential factor exhibits a weak temperature dependence and the Arrhenius equation
can be modified to equation 1.2, where T0 is a reference temperature and n a unitless
power. The expression exp<E2RT A is the Boltzmann factor, representing the fraction
of all collisions that have at least an energy of E.
ω   A exp<E2RT A (1.1)
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Figure 1.2: Examples of reaction-diffusion patterns. Rotating spiral in the concentra-
tion distribution, analytical solution (a) from [21], experimental observation (b) from
[19]. Lamellar pattern, numerical simulation (c) from [18] and experimental observa-
tion (d) from [20]. Self-replicating spot pattern, numerical simulation (e) from [22]
and experimental observation (f) from [20].
On the other hand, in bio-chemical systems pattern formation is caused by the
marginal reaction rate, that is the change in reaction rate is mainly caused by the
change in the reactant concentration [8, 24] through the actions of the activator and
inhibitor. This change is therefore affecting the pre-exponential factor A of equation
1.1 which is a measure of the collision frequency between the reactive species. Turing
[8] assumed that the reaction rate was a linear function of the reactants concentrations,
following the law of mass action, an hypothesis justifiable for systems just beginning
to leave a homogeneous condition. The temperature and concentration dependence of
the pre-exponential factor of equation 1.1 is detailed in equation 1.3.






The symbols in brackets  A, B represents the concentrations of species A and
B while σAB is their hard-sphere collision cross-section, kB the Boltzmann constant
and µ the reduced mass (mAmB2<mA  mBA) with mA,B the mass of the reactive
species. The exponents i and j are the orders of the reaction with respect to A and B
respectively.
Additionally, most potential activator-inhibitor combinations have similar diffusiv-
ities in aqueous solutions, with nearly all simple molecules and ions having a diffusion
coefficient within a factor 2 of 1.5  105 cm2 s1. Although this condition is not abso-
lute [25], it helps explains why experimental evidence of Turing instabilities was only
gathered relatively recently [14, 15] and first in chemical system rather than biological
ones.
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1.2.1 The study of thermal-diffusive (TD) instabilities
Thermal diffusive instabilities are known to occur in both premixed and non premixed
combustion, for reviews see [26, 27, 28, 29]. The focus of the present research lies
in the experimental investigation of thermal-diffusive instabilities of non-premixed or
diffusion flames. In this configuration, the reactants are supplied separately to the re-
action area and combustion occurs where they meet in stoichiometric proportions. The
choice of using diffusion flames to study these instabilities is justified by the limita-
tions inherent to the premixed configuration. However, considerably more attention
has been directed towards the thermal-diffusive instabilities of premixed than non-
premixed flames. In premixed combustion, the reaction is located in a flame front
that travels with a characteristic velocity in the combustible mixture.
Because of the practical importance of this flame speed, the first experimentations
on flat flames were aimed at determining the characteristic velocity of the propagation
of a flame front in a combustible mixture. The pioneering work of Mallard and Le
Chatelier [30] on a simple laminar flame front traveling in a tube revealed the thermal
nature of the mechanism responsible for flame propagation. For an interesting histor-
ical perspective with illustration of the apparatus used, see the review of Oppenheim
[31]. It was not until much later than Darrieus [32] and Landau [33] independently
demonstrated that such planar deflagration fronts are inherently unstable. It is the much
stronger coupling between the reaction and diffusion processes [26, 28] in this config-
uration that gives rise to aerodynamic instabilities resulting from thermal expansion.
This Darrieus-Landau instability makes flat flame fronts simply established in a cham-
bered flow of combustible mixture (figure 1.3(a)) unpractical for experiments aimed
at investigating flame dynamics because of the strong coupling between this impor-
tant hydrodynamic effect and the combustion process. Experimental results of a planar
flame front deformed by the Darrieus-Landau instability is presented in [34]. A proce-
dure allowing the creation of unstrained planar premixed flames is described by Searby
[35]. It involves keeping the bulk velocity in the chamber of figure 1.3(a) at a critical
velocity different that the laminar flame speed to avoid the Darrieus-Landau instability.
More commonly, to study thermal-diffusive instabilities in premixed flames without
these complications, the hydrodynamic instability is usually stabilized either through
heat loss of hydrodynamic strain.
A premixed flat flames can be generated by supplying a combustible mixture through
a porous injection plate because of the stabilizing effect of heat loss at the plate [36],
see sketch in figure 1.3(b). However, this approach induces important perturbation of
the flame front because of the heat loss and possible upstream diffusion of radicals
towards the cold injection plate, where they are neutralized through wall collisions.
Another approach consists at opposing free jets of the combustible mixture, resulting
in the formation of two planar flames on either sides of the stagnation plane formed
by the jets impinging one another, see [37] for pictures and figure 1.3(c) for a concep-
tual sketch. The radial expulsion of combustion products creates a velocity gradient,
stretching and stabilizing the flame. This stretch has been shown to also have a strong
effect on thermal-diffusive instabilities [29] and extinction [37], making this config-
uration of limited use to study these phenomena. Finally, if the combustible mixture
is injected through a porous cylinder, the flow rate can be adjusted so that the diverg-
ing flow field stabilizes the flame [38], as shown in figure 1.3(d). However, buoyancy
forces tend to break symmetry through the Rayleigh-Taylor instability [39] if the ex-
periment is not carried out in microgravity.
One dimensional flame generated using the burner configurations mentioned in this
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Figure 1.3: Premixed burner configurations. (a) Chambered premixed flame. Com-
bustible mixture supplied from bottom at uniform velocity U corresponding to flame
speed, resulting in static flame front. Unconditionally unstable to Darrieus-Landau in-
stability. (b) Flat flame stabilized through heat loss at a water cooled porous plate (1)
used to supply the mixture. c) Opposed jets, with flame forming on either side of the
stagnation plane (2), stabilized by hydrodynamic stretch. d) Flame around a porous
cylinder, stabilized by diverging flow field, requires microgravity.
section and some other type of burners such as the Bunsen torch have been used to
study thermal-diffusive instabilities in premixed systems. However, the thermal or
hydrodynamic perturbations induced by the burner prevents the investigation of the
TD instabilities uncoupled from other phenomenon in these premixed flame.
1.2.2 The study of thermal-diffusive instabilities in diffusion flames
The strong coupling between the reaction and diffusion processes at the origin of the
hydrodynamic instability in premixed flames is much less of a concern in the non-
premixed configuration. The stabilization mechanism used in premixed combustion
experiments invariably have an effect on the observed thermal-diffusive instabilities. To
gain fundamental knowledge on the phenomenon, theoreticians and experimentalists
seek to avoid these hydrodynamic effects to develop and validate their models. From
this theoretical perspective, diffusion flames are an attractive analytical tool even if at
first they seem far from actual combustion applications.
Although in most practical applications the combustion is turbulent and at least par-
tially premixed, knowledge gained in diffusion flames can help model premixed flames.
In the context of the turbulent flamelet model [40], where chemistry is considered fast
compared to the transport process, the reaction occurs in asymptotically thin layers.
These flamelets are embedded in the turbulent flow field with a one-dimensional in-
ner structure. As long as the thickness of the flamelet is asymptotically thin, it can be
shown that the advection is a lower order term that the chemically reacting part, making
diffusion processes dominate the flamelet dynamics. To gain fundamental knowledge
of the combustion process, one-dimensional flames configurations are therefore very
attractive because of their use as a validation tool for theoretical models.
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Several configurations are available to generate diffusion flames for research pur-
poses. As with premixed flames, the challenge resides in keeping the transport process
simple (ideally it should be strictly one-dimensional) and in avoiding thermal or hy-
drodynamic perturbations, such as strain. A very simple one-dimensional diffusion
flame configuration was introduced as theoretical construct for research purposes by
Kirkby and Schmitz [41]. The combustion chamber is a straight duct open at one
end to a fast stream of oxidant and supplied at the other with fuel through a semi-
permeable membrane. A sketch is provided in figure 1.4(a). All transport processes
are one-dimensional with the oxidant counter-diffusing against the flow of products to
the planar reaction sheet. In such a simple configuration, analytical solutions can be
found for the governing equations and numerous stability models have been developed
using this system [42, 43, 44, 45, 46, 47]. These models predict a planar stable flame
sheet when far from extinction. Unfortunately, this burner is impossible to realize in
practice because of the perturbations induced by the fast stream required to remove
the products and supply the oxidant above the chamber. Therefore, these theoretical
models remain without quantitative experimental validation.
The opposed jet flame presented in figure 1.4(b) has been used extensively to gen-
erate flat diffusion flames. The strain induced in the flame as the products are forced
radially makes this configuration useful for the investigations on the effects of strain on
the chemistry [48, 49], extinction limits [50] and stability of diffusion flame [51]. The
unavoidable nature of this strain, its high magnitude and its stabilizing effect implies
that this configuration is of limited use to study thermal-diffusive instabilities.
Low strain diffusion flame have been generated close to the forward stagnation
point of porous cylinders and hemispherical caps [52], injected with fuel and placed
in a slow stream of oxidant. A sketch is presented in figure 1.4c), for a review of
various counterflow diffusion flame configurations see [53]. With great care, the strain
rate can be kept as low as 1.4 s1 [52] by using a large radius porous injector. Using
this type of burner, thermal-diffusive instabilities were observed close to the extinction
limit showing qualitative agreement with numerical models [54]. The influence of
hydrodynamics is still important in this burner and prevents the formation of durable
instability patterns, making comparison with theoretical models difficult.
A novel research burner configuration was recently introduced [55, 56] that allows
the creation of flat one-dimensional nearly-unstrained diffusion flames. In this thesis,
the original experiment is improved and a new symmetrical version is built. A sketch
of the original configuration is presented in figure 1.4d). In designing this burner, great
care was taken to reduce to a minimum all causes of flame stretch: aerodynamic strain-
ing, flame curvature and flame/flow unsteadiness [57]. The resulting flame is ideally
well suited to study thermal-diffusive instabilities uncoupled from parasitic effects.
The results gathered during this thesis and presented here will allow the first quantita-
tive experimental validation of the theoretical models developed in the simplified one-
dimensional counter-diffusing configuration of figure 1.4(a). Such comparison enables
the identification of the critical simplifying assumptions made during the theoretical
developments and their influence on the models precision.
1.3 Objectives and scope of the thesis
The main objective of this thesis is to further develop and characterize the novel quasi-
unstrained one-dimensional counter-diffusion research burner recently introduced by
the Laboratory of Fluid Mechanics at the Swiss Federal Institute of Technology Lau-
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Figure 1.4: Non-premixed burner configurations. (a) Idealized unstrained one-
dimensional chambered flame model. (b) Opposed jet counter-diffusion configuration.
(c) Low-strain hemispherical cap burner. (d) Novel quasi-unstrained counter diffusion
burner, the design used and improved in this thesis.
sanne (EPFL-LMF) [55, 56]. Improvements are implement on the existing version
(Mark I) and a new version is designed and constructed (Mark II). The new version
features a symmetric design that allows control over bulk flow magnitude and direction
across the flame sheet. These unique experimental facilities are used to quantitatively
validate theoretical models of diffusion flame stability developed in the idealized one-
dimensional configuration of figure 1.4a).
The comparison between experiment and theoretical models necessitates the im-
plementation of specific measurement techniques. A necessary preliminary objective
of the present work is therefore to select and implement measurement techniques suit-
able to gather data useful for the validation of theoretical models. Mass spectrometry
is used in order to quantify the effective mixture composition supplied to the burner
and the species concentration profiles across the burning chamber.
The scope of the work presented here is the experimental investigation thermal-
diffusive instabilities of unstrained diffusion flames. The unique experimental facilities
developed during this thesis offer vast possibilities for original research in the field of
combustion. The present investigation will be limited to thermal-diffusive instabilities
resulting in the formation of a cellular flame pattern or in planar intensity pulsations.
1.4 Contributions
Novel research burner configuration, description and characteriza-
tion
Chapters 4 and 6: the recently introduced unstrained counter-diffusion burner has been
improved and measurements have been carried out to verify that it is indeed a good ap-
proximation of the idealized one-dimensional flame configuration. The working prin-
ciples of the burner are described and the flame produced characterized as a function
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of the operating parameters.
Work partially published in U.S. Combustion meeting, 2007 and International Sym-
posium on Combustion 2008. Accepted for publication in Proceedings of the Combus-
tion Institute, vol. 32, 2009. Detailed configuration description and characterization to
be submitted to Combustion and Flame.
Mass spectrometer calibration procedure over a wide concentration
range
Chapter 5: through the use of a semi-automated gas mixture generator and the devel-
opment of a novel calibration procedure, an inexpensive mass spectrometer has been
calibrated to drastically improve its accuracy for the quantitative measurement of com-
plex mixture composition over a wide concentration range.
Work to be submitted to Measurement Science and Technology.
Mapping of Lewis number parameter space and scaling of the insta-
bilities
Chapter 7: the use of a two-inert dilution mixture allows the mapping of extended
regions of the Lewis number parameter space for instabilities while keeping mixture
strength roughly constant. Using the same oxidant and fuel allowed the generation
of the first experimental stability map of a diffusion flame in the absence of any hy-
drodynamic effects. The experimental measurements carried out in both cellular and
pulsating flames describe the scaling of the instability properties as a function of the
physical parameters of the flame.
Work to be submitted to Combustion and Flame.
1.5 Thesis Outline
• Chapter 2 reviews the literature on theoretical, experimental and numerical in-
vestigations of the instabilities of unstrained diffusion flames. The focus is on
providing the state of the art rather than giving technical details on the various
approaches used.
• Chapter 3 deals with theoretical considerations relevant to the present investi-
gation. The simplified one-dimensional counter-diffusion flame construct used
to develop theoretical models is presented. Since this thesis is principally ex-
perimental in nature, the theoretical developments presented will be limited to
the minimum necessary to properly compare the models with the experimental
results.
• Chapter 4 presents the experimental facilities used. The improvements imple-
mented on the Mark I burner are presented. Design choices made for the Mark
II version are explained and the construction process is described. The equip-
ments used for mixture preparation, velocity and temperature measurement are
described.
• Chapter 5 covers the extensive developments that were made for the calibration
of the mass spectrometer used. A novel calibration procedure is introduced to
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account for the intrinsic non-linearities of this type of instrument over the wide
mixture concentration ranges encountered in this experiment.
• Chapter 6 covers the measurements that were made to characterize this new
burner configuration and verify that it is indeed a good approximation of the
idealized one-dimensional configuration.
• Chapter 7 presents the measurements that were made on the thermal-diffusive
instabilities. The influence of the Lewis number is studied by diluting the reac-
tants in a two-inerts mixture. A mapping of instabilities and extinction limits in
the Lewis number parameter space is shown. Finally, the cell size and pulsation
frequency scaling in unstable flames is treated, as a function of both the Lewis
numbers and bulk velocity.
• Chapter 8 provides conclusions and future research perspectives opened by the
novel experimental facility presented here.
Chapter 2
State of the art
The subject of instability in combustion has generated an extensive and diversified
literature. The current presentation will be limited to the subject of thermal-diffusive
instabilities, with a clear emphasis on the non-premixed configurations. The interested
readers are directed to the broader reviews of the field by Sivashinsky [26], Buckmaster
[27], Clavin [28] and Matalon [29]. As the review articles presented above clearly
show, research in the field of combustion instabilities has focused until recently on
premixed rather than diffusion flames.
This imbalance between the premixed and non-premixed configuration probably re-
sides not it lack of interest but rather in the difficulty to observe thermal-diffusive insta-
bilities in simple diffusion flames suitable for analytical treatments. Cellular structures
in premixed flames have been noticed a long time ago on Bunsen burners [58, 59] and
later recognized as part of the greater family of thermal diffusive-instabilities [60, 61].
The ability to generate flat premixed flames in the controlled conditions of the lab-
oratory using a uniform flow kept equal to the laminar flame speed then sparked the
intensive research using this configuration mentioned in the review articles listed above.
The first experimental evidence of thermal-diffusive instabilities in a non-premixed
flame came much later, with the work of Garside & Jackson [62]. Since then, research
on the instabilities of diffusion flames has gained momentum. This is especially true
for in the past two decades, when the push to reduce emissions meant that combustion
systems tend to be operated with partially premixed lean mixtures, making them more
prone to develop this type of instability. This chapter is divided as follows, first the
literature is review for theoretical investigations will be presented, followed by the
experimental and finally a glimpse at the numerical approaches used will be shown.
2.1 Theoretical studies
Before Garside & Jackson [62] made their first documented observations of cellular
instabilities in diffusion flame, the non-premixed received some attention from theo-
reticians. The term diffusion flame was introduced by Burke and Schumann [63] in
their landmark paper of 1928 in which they studied the flames formed between con-
centric and co-flowing streams of fuel and oxidant. At the time, they did not report pre-
vious theoretical investigation on the properties and shape of diffusion flames. They
devised a simple theory, assuming constant velocity, equal diffusion coefficients for
the two species and one-dimensional transport (radially). They also did not treat the
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chemical kinetics part of the problem and collapsed the reaction zone to an infinitely
thin surface. Bypassing the internal structure of the reaction zone in the analysis greatly
simplified the problem. Using these assumption they achieve good agreement for flame
shape between their theory and experimental flames formed using hydrogen, city gas
or methane as the fuel and air as the oxidant.
Later, Zeldovich [64] performed a more complete investigation of the combustion
of initially unmixed gases in a similar configuration. He added the assumption that
both reactants molecular diffusivities are equal to the thermal diffusivity, resulting in
both Lewis numbers being equal to 1. Using a burner configuration analogous to the
one of Burke and Schumann [63], he obtained theoretical results for the species and
temperature distribution at the flame, showing that they were the same as for a prepared
mixture in stoichiometric proportions. He also demonstrated that contrary to premixed
flames where the reaction rate is determined by the physico-chemical properties of
the reactants, in diffusion flames the reaction rate can be limited by the mixing rate
between the reactants.
To study the unperturbed diffusion phenomena controlling the dynamics of these
non-premixed flames, a one-dimensional theoretical construct was later introduced by
Spalding at al. [65, 66]. It is a variation of this configuration that is created experi-
mentally in the novel burner developed for this thesis. The theoretical model Spalding
& Jain developed uses again the assumption of unity Lewis numbers, referred to as
the normal diffusion assumption (NDA), but considers temperature dependent trans-
port properties and finite rate chemical kinetics. The maximum reaction rate was
determined and compared to an analogous premixed flame and the extinction limits
were found. The authors concluded that the maximum reaction rate can probably
be predicted by the Zeldovich-Spalding theory but point out the lack of experimental
validation, especially regarding fuel leakage through the flame. This idealized one-
dimensional flame configuration has been used extensively since then to develop in-
creasingly complex theoretical models and will be described in detail in chapter 3.
The early models described previously used broad assumptions and were aimed
at predicting basic flame parameters such as shape, reaction rate, temperature and ex-
tinction. Subsequent models either pursued broader goals or grew in complexity, ac-
counting for more variables and relaxing some assumption. Kirkby & Schmitz [41]
were the first to tackle the task of studying theoretically the stability of the planar
diffusion flames formed in the idealized one-dimensional configuration. They consid-
ered the sensitivity of the model developed by Spalding & Jain [66] to infinitesimal
disturbances, using constant transport properties and allowed the Lewis number to be
different than unity. They found that the stability of the steady burning state to small
perturbations must be analyzed and demonstrated a reduction in the domain of possi-
ble burning mixture caused by instabilities. More precisely, they identified temperature
oscillations in mixtures with Lewis number above unity as a possible mechanism for
extinction. Kirkby & Schmitz [41] used numerical methods on the model to obtain
these results. At the time, computing power was scarce and expensive, limiting the
amount of parameters that could be investigated simultaneously. More modern numer-
ical approaches to thermal-diffusive instabilities in combustion will be presented in
section 2.3.
The introduction of activation energy asymptotic, notably through the work of
Lin˜a´n [67, 68], yielded results covering the entire range of Damko¨hler number, from
the Burke-Schumann limit of infinitely fast chemistry down to extinction. The Damko¨hler
number Da is the ratio of the characteristic residence time to the characteristic chem-
ical time and is used extensively to characterize the intensity of the chemical reaction
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in a burning flame. Such analyzes yield the precise location of the reaction zone that
can be treated as a thin reaction sheet. Plotting the maximum flame temperature as a
function of the Damko¨hler number yields the typical S-shaped response curve of the
flame. Traveling along the curve with increasing Da, the flame condition jumps from a
frozen-flow ignition regime to a near-equilibrium diffusion controlled regime where a
thin reaction zone sits between two regions of equilibrium flow. In between those two
extreme regimes, intermediate states with significant leakage of reactants through the
reaction zone exist in which instabilities can occur. This leakage was demonstrated by
Lin˜a´n to occur at low Da in non-premixed flames, where the mixing rate can exceed
the reaction rate, implying that one or both reactants can pass through the flame front
without reacting completely. Response curves and their uses will be discussed further
in section 3.2.1.
The use of large activation energy asymptotic allowed many parameters to be con-
sidered simultaneously in theoretical models. One of the first such theoretical investi-
gation to be applied to the idealized one-dimensional configuration is that of Matalon
& Ludford [69] who obtained explicit response curves for the whole range of Da.
Their asymptotic treatment of Kirkby and Schmitz’s problem included a wide range
of parameters that were initially overlooked because of the huge computing power re-
quirements of the numerical method initially employed. Apart from the more complete
response curves, their main results included explicit formulas for the extinction and
ignition points.
At the time, the theoretical models on laminar diffusion flames mentioned above
were considered to be more or less without practical applications since in practice most
combustion occurs in turbulent flows with fuel and oxidant at least partially premixed.
This view changed following the work of Peters [70] which views a turbulent diffusion
flame as an ensemble of laminar diffusion flamelets. In this perspective, the counter-
flow laminar diffusion flame used in the theoretical studies mentioned above becomes
a representative configuration to investigate the behavior the laminar flamelets. These
flamelets are then used to model the partially premixed turbulent combustion regime
present in most practical applications. The flamelet model accounts for the fact that
in partially premixed turbulent flames, the local diffusion time scales can vary con-
siderably, locally lowering Da and breaking the fast chemistry assumption, leading to
non-equilibrium effects such as increased pollutants or soot formation.
Since then, numerous research groups have investigated the stability of diffusion
flames using the planar flame produced in the simplified one-dimensional configura-
tion as the base state. Among the most notable and active ones are those of Matalon
[44, 71], Kim [42, 72] and Miklavcic [73, 74]. Each group used a slightly different
theoretical burner configuration, set of boundary conditions, simplifying assumptions
and mathematical treatment, yielding different results. The crux of their approaches in-
volves taking the Zeldovich number Θ (the ratio of the activation energy to the thermal
energy, also called the activation-energy parameter) as a large perturbation parameter
to perform activation-energy asymptotics. The detailed stability model formulation be-
ing outside of the scope of this work, the interested reader is referred to the above listed
papers themselves for further details. Our work will be compared primarily to the mod-
els developed by Matalon et al. [44, 71] because they include effect of a relatively large
number of control parameters on the stability of an unstrained 1-D diffusion flame with
finite rate chemistry. For example, they allow for both Lewis numbers to be different
than one as well as unequal while the other models assume equal Lewis Numbers or a
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single effective1 Lewis number.
Their results will be used extensively in this thesis which aims to provide the first
experimental results allowing validation of these models. Most of the works cited
above focused in identifying the regions on the S-Curves where instabilities can oc-
cur and investigating the nature of these instabilities. The highlights of these papers
is that as the Damko¨hler number is decreased, bringing the flame closer to extinction,
instabilities can arise from the competing mechanisms of thermal and molecular diffu-
sion. These instabilities can results in stripped quenching patterns (cellular flames) or
intensity pulsations. The type of instability, if they occur at all before extinction, will
depend on the Lewis numbers of both the fuel (Lef ) and the oxidant (Leo) which are
defined as the ratio of thermal to molecular diffusivities.
All of these research groups generally predict cellular type instabilities for Lewis
numbers below 1 and intensity pulsation for Lewis numbers above 1, with slight vari-
ations in critical Lewis numbers depending on other flame parameters such as mixture
strength φ. According to the work using linear stability theory carried out by the Mat-
alon group, the cell size is expected to scale with the diffusion length ld, which is
defined as Dth2U , divided by the critical wavenumber in the marginally stable state,
σ [44]. In a similar manner, the pulsation frequency is also expected to be well defined
and scale with Dth2U2 multiplied by the critical frequency ωI . Kukuck and Matalon
predicted that the pulsation frequency should be in the range of 1-6 Hz for typical ex-
perimental flames [71]. A recent paper by Wang et al. [75] presents a detailed mapping
of the pulsation instabilities, using bifurcation analysis based on the asymptotic ap-
proach of Cheatham and Matalon. They predict that stable oscillations are possible in
a restricted parameter range. These oscillations can either stabilize by themselves or
grow in amplitude and lead to flame extinction.
2.2 Experimental studies
Thermal-diffusive instabilities have been observed since the late 19th century in pre-
mixed flames through the polyhedral structure they confer to Bunsen flame in certain
burning conditions[58, 59]. The first evidence that this type of instability can also
occur in diffusion flames came up much later in 1951 and is attributed to Garside and
Jackson [62], who were originally investigating polyhedral flames structures in the pre-
mixed configuration. They noticed that when the reactants are provided separately to
an axi-symmetric jet burner, a polyhedral flame structure can be observed if the fuel,
hydrogen in this case, is mixed with an inert gas. Since these first chance observations,
many experimental investigations have been aimed specifically at thermal-diffusive in-
stabilities in diffusion flames.
Using a splitter plate burner, Dongworth and Melvin [76] also observed cellular
pattern at the base of diffusion flames close to the lean extinction limit. They postulated
that these instabilities were caused by fuel leaking through the base of the flame and
forming a composite premixed/diffusion flame where instabilities could develop on the
premixed side. Later Ishizuka and Tsuji [77] observed striped quenching patterns in
diffusion flames formed at the forward stagnation surface of a porous cylinder. The fuel
is inserted through the cylinder that is placed in a stream of oxidant. Using hydrogen as
1Following this approach [72], the effective Lewis number is determined from the Lewis numbers of both
reactants weighted by the mixture strength. Information is loss in this process because the same effective
Lewis number can be produces from different combinations of the reactants Lewis numbers and result in
different stability characteristics.
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the fuel and air as the oxidant, they observed cells when the fuel was diluted in nitrogen
or argon, but not when diluted in helium. They argued that the cells were caused by
preferential diffusion of H2 relative to O2. Cells occurred when the flame was located
on the fuel side of the stagnation layer and were prevented when the flame moved to
the oxidant side.
A exhaustive review of the counterflow diffusion burner configurations available
for research purposes was presented by Tsuji [53]. Some of these burners were illus-
trated in figure 1.4. The burner types that are treated in this paper are: the opposed
jet flame, opposed matrix burner, flames located at the forward stagnation point of
a porous hemispherical cap, and flames located at the forward stagnation point of a
porous cylinder, also called the Tsuji burner. The author presents the characteristics of
each burner but very little is said about the potential of each configurations for research
aimed at thermal-diffusive instabilities, save a mention of striped quenching pattern ob-
served before extinction in the Tsuji burner with some reactant compositions. It should
be noted however, that all of these burner types induce a significant strain on the flame.
Little has changed since then so far as burner configurations are concerned, except a
few improvements aimed at reducing the strain experienced by the flame. A notable
improvement is of course, the recent introduction of the burner configuration used in
this thesis.
With the rise in interest towards diffusion flames in the last two decades, more
systematic experimental investigations on thermal-diffusive instabilities in this config-
uration were realized. One of the first such study is that of Chen et al. [78], who
used a slot-jet (Wolfhard-Parker) burner with a wide variety of fuels and inerts to pro-
duce cellular flames. The authors point out that the choice of the burner configuration
was guided by the flame strain in opposed jet flames inhibiting cellularity and axi-
symmetric burners of the type used by Burke and Schumann exhibits curvature effects
that also perturb the instabilities. Their results include maps of where cells were en-
countered as a function of the inert used, the oxidant concentration and the flow veloc-
ity. They concluded that the non-premixed instabilities observed were similar in nature
with the cellular instabilities observed in premixed flames. They where observed close
to extinction when leakage and intermixing are expected to be significant across the
flame front. The cellular instabilities are associated with conditions where the Lewis
number of the more consumed reactant is sufficiently below unity, a threshold that they
estimated at about Le  0.8.
In a recent paper by Han et al. [52], great efforts were taken to reduce as much
as possible the strain in a flame formed at the forward stagnation point of a porous
hemispherical cap immersed in a stream of oxidant. To do so, a sintered porous burner
of very large radius (5.22 m) and a very low speed oxidant stream were used. However,
since the combustion products are still evacuated radially, the flame is strained. The
magnitude of the strain is evaluated on the order of Ks  1.4s1 in the center of the
burner, but was not evaluated across the whole burner cross-section and the effect of
curvature was not included. Using methane diluted in nitrogen, they observed holes
and stripes in the flame sheet. The stripes they observed were always aligned along
the unstrained tangential direction and being advected radially outwards by the bulk
flow of products. This indicates at least some aerodynamic effects on the instabilities
they generated since no static flame patterns where observed. The flame stability was
plotted as a function of the nitrogen dilution and the fuel injection speed, identifying
regions where cellular instabilities occur. However, no mention of the Lewis number of
the reactants, their variations or their effect of the flame patterns observed were made.
Within the Laboratory of Fluid Mechanics (LMF) at the Swiss Federal Institute of
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Technology in Lausanne (EPFL) our research group has been active in experimental
investigations of thermal-diffusive instabilities in diffusion flames. Using methane and
propane flames, Fu¨ri et al. [79] observed thermal-diffusion induced pulsations in a axi-
symmetric jet flame. These heavy fuels with oxygen diluted in nitrogen allowed the
Lewis numbers to be above unity, enabling the onset of this type of instability close
to extinction. The occurrence of pulsation instabilities was mapped as a function of
the jet velocity and the oxygen content of the oxidant stream. The observed pulsation
frequencies were in the order of a few Hz.
Cellular flames where also observed and investigated in the same axi-symmetric jet
burner and in a two-dimensional slot burner (Wolfhard-Parker). Lo Jacono et al. [80]
considered the effect of both reactants Lewis numbers and the initial mixture strength
on the cellular patterns found, in addition to the parameters considered in the papers
presented above. The regions where cellular flames formed close to extinction where
plotted in the Lewis numbers (of both reactants) parameter space and as a function of
both reactants initial concentrations in the supplied streams. Using H2-O2 diluted in
CO2, they found that when decreasing initial mixture strength, cells appeared over a
larger portion of the parameter space. Depending on flow conditions, they observed
between 1 and 6 cells on their 7.5 mm diameter burner. In the flames having between
1 and 3 cells, the pattern was rotating.
In a subsequent paper using the same configuration, Lo Jacono and Monkewitz [81]
investigated the effect of numerous parameters on the cell size. These included burner
geometry, injection velocities, mixture strength and reactant transport properties. The
observed cellular pattern was carefully mapped in the reactant concentration-jet ve-
locity for both the axi-symmetric and slot burners. The scaling of the cell size was
reported as a function of the vorticity thickness of the mixing layer where the flame is
located and the Reynolds number based on the injection nozzle. A variation of the cell
size was also observed as a function of the mixture strength φ, with the cells growing
with increasing φ.
Our group recently introduced of a novel research burner configuration [55] that
allows the creation of quasi-unstrained one-dimensional diffusion flames. This opened
new research opportunities for the investigation of thermal-diffusive instabilities in dif-
fusion flames in the absence on hydrodynamic effects. The first results in this new
burner where published by LoJacono et al. [55, 56]. The results gathered covered
the variation of the flame position as a function of mixture strength and a preliminary
mapping of the instabilities as a function of the fuel and oxidant composition of the
feed streams. However, drawback in the first version of this new design were pointed
out, namely that a residual strain remained, inducing cell motion and that the effective
mixture strength could not be determined a priori from the supplied reactants streams.
Therefore, these results should be considered only qualitatively. One of the first tasks
in the present thesis was modifying the experimental setup to allow quantitative mea-
surements and comparison with theory.
2.3 Numerical methods
The recent advances in computer hardware that now provides colossal amounts of com-
puting power at the disposal of research scientists has changed the way that numeri-
cal methods can be used in the field of combustion. The numerical results of Kirkby
& Schmitz [41] where of limited scope because of the limited amount of computing
power available at the time. Comparatively, the asymptotic methods available shortly
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after allowed for models to include more parameters and yield analytical results for
important flame characteristics (i.e. ignition and extinction).
However, using asymptotic methods to find the dispersion relation used in the mod-
eling of the instabilities, as in the last papers listed in section 2.1, still requires substan-
tial numerical treatment because the dispersion relations found are transcendental. This
explains why many of the most recent work cited in section 2.1 include substantial nu-
merical results. Modern computer hardware allows the free-boundary problem to be
solved directly using numerical methods, an approach that permits inclusion of more
parameters in the analysis that the asymptotic method, such as density variations [82].
Here will be presented a selection of recent numerical investigations on the stability of
diffusion flame that will also benefit from the unique experimental results presented in
this thesis for validation.
Direct numerical simulation work on pulsating flames by Sohn et al. [83] have
revealed the occurrence of pulsations that can either decay of grow in amplitude and
lead to flame extinction, depending on the Damko¨hler number before the perturbation.
The authors suggested that the threshold Damko¨hler number, below which the flame
cannot recover stability, could be used as a revised extinction criterion for diffusion
flamelet library in the laminar flamelet regime of turbulent combustion. However, this
analysis assumes that both Lewis numbers are equal and only a limited range of Lewis
numbers has been investigated.
In a numerical simulation including the effect of more parameters, such as a vari-
able density, Christiansen et al. [84] investigated thermal-diffusive oscillations in hy-
drogen and methane flames. They concluded that while all oscillations would ulti-
mately lead to extinction, in certain flames this process could be slow enough to allow
experimental observation. They also argued that oscillations in hydrogen flames would
be too low in amplitude (5K) and too high in frequency (60 Hz) to be observed exper-
imentally.
In the numerical study of cellular instabilities, striped patterns have been observed
for Damko¨hler numbers slightly above extinction. Lee and Kim [85] reported that
after the emergence of the cellular pattern, a further decrease in the damko¨ler number
results in a reduction of the number of cells observed on a two-dimensional opposed
jet burner. Recently, Vala¨r et al. [86] performed numerical simulations on the cellular
pattern developing in axi-symmetric jet flames and reported good agreement with the
experimental results of Lo Jacono et al. [80, 56]. However, no recent numerical results
have been found that address cellular flames in the idealized one-dimensional diffusion
flame that is the focus of this work.
The results obtained by Metzener and Matalon [45] will be used extensively in
this work because their model is the most complete we have encountered and was
developed for a burner configuration compatible with our experimental realization. It
accounts for the effects of many parameters and covering regimes of both cellular and
pulsating flames. Parameters considered includes both Lewis numbers, which can be
distinct and different than 1, the initial mixture strength and the flow conditions. The
instability map presented in figure 2.1 is reproduced from their work and shows the
predicted regions where different types of instabilities are expected close to extinction,
as a function of both Lewis numbers. The flame parameters for which this map was
generated can be reproduced in our experimental burner and the results presented in
this thesis will be compared to this numerical model. The same reference also provides
other maps and general trends for different mixture strength and flow conditions, the
validity of which can also be tested using our experimental methodology.












Figure 2.1: Detailed map of the instabilities expected close to extinction as a function
of the Lewis numbers of both reactants, with an initial mixture strength of φ   0.5.
Reproduced from reference [45].
Chapter 3
Theoretical considerations
In this chapter will be presented the fundamentals of the theoretical developments used
in the models that this experimental study aims to validate. The details of the linear sta-
bility analysis are outside of the scope of this work and the interested reader is referred
to the literature review of section 2.1 for a list of papers that covers this topic. The
first section will present a simple model for the stable flame generated in the idealized
one-dimensional counter-diffusion burner. The simplifying assumptions made will be
listed and the main steps of the development explained. The results of interest are the
theoretical species and temperature profiles as well as the relation for flame position.
These will be used later to assess how well our experimental realization approaches the
idealized theoretical construct.
The only aspect of stability theory that will be presented here is the response curve
of the flame, which links the flame burning rate to the Damko¨hler number. This charac-
teristic S-shaped curve is very useful to illustrate the mechanisms that lead to the onset
of instability and flame extinction. Finally, numerical modeling was also employed
in this thesis to provide stable flame structure data beyond the drastic simplifying as-
sumption of the theoretical modeling. The strategy used was based on the Cantrea
software package and will be detailed in the last section of this chapter. This tool was
also used to determine the mixture transport properties from the measured composition
and temperature data.
3.1 Simple one-dimensional model for
the baseline flame
We start from the simplified theoretical model for the idealized chambered diffusion
flame of figure 3.1(a) (see e.g. Cheatham & Matalon [44]). In the original configura-
tion, one reactant (usually the fuel) is supplied from the bottom with a uniform velocity
U˜ , while the oxidizer is introduced from the top and reaches the reaction area solely
by diffusion against the flow of products. The distribution of oxidizer and products is
‘magically’ kept uniform over the cross section by the fast top stream which removes
combustion products and supplies reactant. In the following, this model is adapted to
the more general symmetric configuration shown in figure 3.1(b) with arbitrary bulk
flow magnitude and direction imposed.
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Figure 3.1: a) Conventional chambered diffusion flame. b) Symmetric chambered dif-
fusion flame with reversible bulk flow.
3.1.1 Reaction-sheet approximation
In the symmetric configuration, the fuel and oxidant are introduced uniformly over the
burner cross section at x˜   0 and x˜   L, respectively. In the following, dimensional
variables and unscaled mass fractions X are designated by ˜. It is assumed that both
reactants follow Fick’s law of mass diffusion and burn in a global one-step irreversible
reaction 3.1.
νf fuel  νx oxidizer È  products Q (3.1)
Next, we make the assumption of constant mass flux ρ˜U˜ and transport properties
Di, κ and Cp, independent of temperature. In addition, it is reasonable to assume
that both reactants and the combustion products have identical mean molecular weight
W¯ , thermal diffusivity Dth and specific heat Cp since both reactants are diluted with
an inert (CO2 in this case) that constitutes the bulk of the mixture. The steady-state














  νfWf ω˜ (3.3)








Here ω is the chemical reaction rate, ρ the density of the mixture and Wf ,Wo the
molecular weights of the fuel and oxidant, respectively. The system is made dimen-
sionless using the chamber lengthL as characteristic length andDth2L as characteristic
velocity. The reference temperature is q˜2Cp where q˜   Q˜X˜f,L2νfWf represents the
heat released per unit mass of fuel consumed. The mass fractions of fuel and oxidizer,
finally are scaled with the conditions where they are introduced: the fuel mass fraction






Invoking the large activation energy approximation, where it is assumed that no
reaction occurs outside of a thin reaction sheet located at x˜   x˜f , the dimensionless





















  ωδ<x  xf A (3.8)
where ωδ<xxf A   νfWfL2ω˜<x˜A Dthρ˜X˜f,01. Here are introduced the Lewis num-









with Dth the thermal diffusivity and Df , Do the molecular diffusivities of the fuel
and oxidant, respectively. The Lewis numbers of both reactants will play a critical
role in determining which type of instability, if any, can grow in the flame. The non-
dimensional boundary conditions at the location of fuel and oxidizer injection at x   0
and x   1, respectively are
x   0  Xf   1, Xo   0, T   T0 (3.10)
x   1  Xo   φ
1, Xf   0, T   TL (3.11)
To link the solutions across the flame sheet at x   xf , equations (3.6) - (3.8) are
integrated from x   xf  0 to x   xf  0 to yield the jump conditions
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	   0 (3.13)
where the operator     represents the jump of the respective quantity across the reaction
sheet (the difference between its value at xf  0 and xf  0). These jump relations
(3.12) and (3.13) represent respectively continuity of all variables and the fact that the
reactants have to reach the flame sheet in stoichiometric proportions to have complete
combustion, i.e. to satisfy the boundary conditions Xo<x   0A   0 and Xf <x   1A   0.
3.1.2 Model results
The above model corresponds to the leading order of the activation energy expansion
of Cheatham [44], with slightly different boundary conditions resulting from the finite
chamber length, and represents a stable planar flame sheet. Solving equations (3.6) -
(3.8) in each sub-domain 0 2 x 2 xf and xf 2 x 2 1 and applying the boundary
and jump conditions (3.10) - (3.13) yields the flame position xf given by equation
(3.14) and the exponential species and concentration profiles (3.15) - (3.17), where
Tf is the adiabatic flame temperature defined by the jump relation. The theoretical
profiles obtained from this simplified theory applied to a stable lean flame (φ   0.5)
are presented in figure 3.2.
eULefxf  1
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for xf 2 x 2 1
(3.17)
It is interesting to notice in equation 3.14 that the flame position in the present
finite length burner depends on the Lewis number of both species, in contrast to the
semi-infinite configuration of Cheatham and Matalon [44] where xf depends only on
the Lewis number of the species which has to diffuse against the bulk flow. In our
burner, when the bulk velocity is very small, both Lewis numbers become relevant for
the determination of flame position since for both species diffusion plays an important
in transport towards the flame.
When the bulk velocity is high, equation 3.14 agrees with the expression given by
Cheatham and Matalon [44] as one would expect. In the limiting case of vanishing
bulk flow U   0, the expressions (3.14) - (3.17) have to be evaluated with Hoˆpital’s
rule to yield the limiting flame position:






























































Figure 3.2: Theoretical species concentration profiles (fuel   , oxidant    ) and
temperature (—) profiles obtained from the simplified one-dimensional model. The
results shown are for a CO2-diluted H2-O2 lean flame (φ   0.5) with a bulk flow of 20
mm/s.




In this limit of a purely diffusive flame without bulk flow, the temperature and
species concentration profiles become linear and will not be shown here.
3.1.3 Adiabatic flame temperature
In premixed flames, the calculation of the adiabatic flame temperature is a relatively
straightforward process. Assuming a complete depletion of the fuel, one simply has to
determine the amount of heat released and find the resulting temperature increase for
the unburned species and the products. In the diffusion flame configuration used here,
the situation is complicated by the fact that the amount of the counter-diffusing reactant
that removes heat from the reaction zone is unknown. Considering the particular case of
complete combustion with the oxidant counter-diffusing, simply taking into account the
amount of oxidant consumed results in a large overestimation of the flame temperature.
In the theoretical treatments of the problem found in the literature, the adiabatic
flame temperature is often determined using a relationship (dimensionless) of the form
given in equation 3.19 [44]. This equation is valid for the case where the oxidant is
the counter-diffusing species. The parameters used are T

, the temperature at the
advected end of the chamber, ∆T the difference between the two supply temperatures,
φ the mixture strength and Leo the Lewis number of the counter-diffusing species.
However, since this approach assumes constant transport properties, it results in a con-
siderable underestimation of the flame temperature when compared to the experimental
results available.




In this thesis, the adiabatic flame temperature was determined considering that the
heat released by the combustion is used to raise the temperature of three species. The
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first two are the inerts contained in the advected stream and the products of combustion.
These are assumed to be raised to the flame temperature. The third contribution to
the heat expenditure includes part of the supplied counter-diffusing species that never
reaches the flame but is nonetheless heated above its supplied temperature. The choice
of the temperature at which this last contribution is raised is somewhat arbitrary and
has a huge influence on the resulting adiabatic flame temperature. The assumption
used here is simply that the whole of the oxygen present at the counter-diffusing end
of the burner is raised to a temperature halfway between the injection temperature and
the flame temperature. This choices yielded results in very good agreement with the
experimental results and the values obtained from the numerical models presented in
section 3.3.
3.2 Stability considerations
Theoretical investigation of the stability of diffusion flames usually involves applying
asymptotic methods to a simplified model similar to the one presented in the previous
section. The linear stability analysis is often performed by introducing a small per-
turbing parameter in the stable base state [72, 44]. In these studies, it is customary to
assume constant density to remove hydrodynamic effects from the analysis. The result-
ing dispersion relation reveals the nature and flame conditions under which instabilities
can develop in unstrained diffusion flames. Important parameters that must be included
in the analysis include both reactants Lewis numbers, the initial mixture strength φ, the
temperature difference between the two ends of the chamber and the Damko¨hler num-
ber. This critical parameter can be used to characterize the burning state of a flame
using the response curve concept that will be presented in section 3.2.1.
In the present thesis, the results of the group lead by Moshe Matalon will be used
extensively because they include the effect of more control parameters [44, 71, 45]. Of
special significance is the inclusion of both reactants Lewis numbers, which are allowed
to be different from each other and different from unity. Other linear stability analysis
often uses a single effective Lewis number which is derived from both reactants Lewis
numbers weighted by the mixture strength [87, 73]. This operation, while simplifying
the mathematics of the analysis, loses the information about the physical role of each
reactant in the onset of the instabilities.
In the limit of infinitely fast chemistry, the Burke-Schumann limit, there is not leak-
age of reactants across the flame sheet and there is no real solutions to the dispersion
relation with a positive growth rate, the flame is unconditionally stable. In the case of
equal diffusion coefficients, where Lef   Leo   1, the dispersion relation again admits
no real positive growths rates and the flat flame is again unconditionally stable [44].
For all other cases of unequal diffusivities and finite-rate chemistry, instabilities can
arise.
3.2.1 The response curve
A response curve relates the flame maximum burning temperature or reaction rate to
some flame parameter such as the reactants initial temperature, bulk flow velocity, etc.
It is used to visualize certain states of the flame, ignition, stable burning solution, in-
stabilities or extinction. In this section, the response curve linking the flame reaction
rate to the Damko¨hler number will be used to illustrate the parameters involved in the
onset of instabilities close to the lean extinction limit of diffusion flames.
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The Damko¨hler number Da is defined as the ratio of the residence time in the
reaction zone to the chemical reaction time. The formulation of the Damko¨hler number
can vary depending on the context it is intended to be used in. The form presented in
equation 3.20 is applicable to the one-dimensional configuration used here and is taken
from reference [44]. It covers the range of Damko¨hler numbers from an infinitely
fast rate of burning, the Burke-Schumann limit at the high end, down to instabilities
and extinction at the low end. This range is sufficient here since our interest is in the













Response curves for diffusion flames are typically S-shapes with the three branches
representing different burning regimes. They were first studied by Fendell [88] and
Lin˜a´n [67], for a more recent and broader presentation, see [46]. A typical S-shaped
response curve is shown in figure 3.3. On the bottom branch of the curve, the flow
is nearly frozen, with a very small reaction rate. As the Damko¨hler number increases
progressively, so does the reaction rate until Da reaches a critical value Da,I corre-
sponding to ignition. The reaction rate then increases in an infinite manner and the
burning state jumps on the upper branch of the curve corresponding to intense burning
rates. If Da is further increased, the system approaches the Burke-Schumann limit of
infinitely fast and complete combustion. On the other hand, if Da is decreased the re-
action rate will follow the top branch and decrease slowly until another critical value
is reached,Da,E corresponding to extinction. The system state then jumps back on the
lower branch of the curve with nearly frozen flow. The central part of the curve cor-
responds to unstable states with a reaction rate decreasing with increasing Da that can
therefore be considered physically unrealistic [46]. The portion of the top branch of
the S-curve immediately before extinction is where the thermal-diffusive instabilities
are predicted and observed.
In figure 3.4 is presented a close-up of the portion of the top branch of the S-
Curve immediately adjacent to the extinction point. The solid red line represents stable
burning states and towards the right, as Da is increased towards the Burke-Schumann
limit, the flame temperature tends asymptotically to the adiabatic flame temperature.
The dashed line represents unstable burning states with the transition point located at
Da   D

a being a marginally stable state. It is between this critical value Da and
extinction that the thermal-diffusive instabilities can develop and therefore it is there
that the experiments should be conducted.
In our experiment, we would like to be able to move downward on the top branch
of the S-curve to reach the unstable regime located immediately before extinction. The
ways available experimentally to change the Damko¨hler number are limited and involve
altering the characteristic flow time or the characteristic reaction time. The latter can
be used to lower Da by reducing the flame temperature, either through increasing the
reactants dilution while maintaining their proportions constant or simply by changing
the mixture strength. Changing the dilution without changing the mixture strength
φ is difficult because of the inherent complexity of our experimental configuration.
In practice, it is difficult to predict the effective boundary condition on the counter-
diffusive injection side resulting from a change in dilution level, as will be explained in
section 4.1. Therefore, the most convenient way to decrease the Damko¨hler number in
our experimental realization is to reduce the mixture strength by decreasing the amount



































Figure 3.3: Typical S-shaped response curve linking the flame maximum burning tem-
perature to the Damko¨hler number of the system. The square shaded region where


































Figure 3.4: Enlargement of the S-curve region close to the extinction limit. The solid
line represents stable burning states on the upper branch of the S-curve of figure 3.3.
On the dashed line, between the marginally stable state Da and extinction, are located
the unstable stated where thermal-diffusive instabilities can grow.
of fuel supplied in the fuel stream.
It is also possible and easy to change the residence time by changing the bulk flow.
However, the range of experimentally achievable bulk flow is limited, ranging from
very small values to about 30 mm/s. From the expression given in equation 3.20 we
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see that Da varies as the inverse of the square of the bulk velocity and with the third
power of the adiabatic flame temperature Ta. The inability to significantly increase the
bulk velocity to reach the low Da where the instabilities are observed means that the
flames are usually brought to instabilities simply by lowering the mixture strength to
decrease the heat release, increasing the chemical reaction time.
3.2.2 Thermal-diffusive instabilities
The thermal-diffusive instabilities that can develop close to extinction in diffusion
flames can take many forms, the distribution of which in the parameter space has been
the subject many of the works reviewed in section 2.1. Of interest here are the instabil-
ities that can be observed in the laboratory: mainly cellular flames and planar intensity
pulsations. Other instability regimes are also expected from theoretical modeling, such
as oscillatory cells at the transition between the two modes. The concept of a thermal-
diffusive instability evolving on very fast timescales, comparable to the characteristic
chemical time was also demonstrated by Buckmaster et al. [89].
The driving mechanism behind these thermal-diffusive instabilities is the differen-
tial diffusion between species and heat, both of which being necessary to sustain the
combustion reaction. The ratios of these quantities, the Lewis numbers introduced ear-
lier in equation 3.10, are the key parameters that will determine what type, if any, of
instability that will develop as the Damko¨hler number is decreased to approach extinc-
tion. Naturally, if all diffusivities are equal, the flame is unconditionally stable to TD
instabilities. However if they are not, there will be either an excess or deficiency in
available enthalpy in the reaction zone.
The sketch presented in figure 3.5 show qualitatively the location of the regions
of cells and pulsations expected in the Lewis number space. The figure is adapted
from reference [29], with pictures obtained in this work inserted in the regions of cells
and pulsations. The solid line represents the conditions where there is no excess or
deficiency of available enthalpy hf in the reaction zone. Above this line, there is a
deficiency of enthalpy while below the line there is an excess of enthalpy. The vertical
dashed line represents the effective mixture strength at the flame γ, with lean conditions
having a negative γ on the left and the rich conditions on the right.
Generally speaking, when the Lewis numbers are below unity, the thermal diffu-
sivity is smaller than the molecular diffusivity and since all the heat cannot be carried
away, there is an excess of available enthalpy in the reaction zone. This situation favors
the creation of a cellular flame pattern at low Da. The opposite situation where Lewis
numbers above unity yields a deficiency of enthalpy close to the flame results in pla-
nar intensity pulsations. When considering the initial mixture strength, cells are more
likely to occur in lean flames and pulsations in rich flames [45]. The high-frequency in-
stability regions shown in figure 3.5 corresponds to the fast-time instability introduced
by Buckmaster et al. [89] and intervenes on such small time and length scales that they
are not expected to be observable in practice.
Stationary cellular flames are found when the fastest growing mode has a finite
wavenumber and pulsation when this wavenumber is zero. In between those two
domains, the two types of instabilities can co-exist, resulting in oscillatory cellular
flames. Theoretical studies [44, 71] reveal that the typical size of the cellular patterns
is expected to scale with the diffusion length lD   Dth2ρcpU divided by the critical
wavenumber in the marginally stable state. In a similar fashion, the pulsation frequency
should also be well defined and scale with Dth2U2 multiplied by the critical frequency
in the marginally stable state.




















Figure 3.5: Qualitative sketch of the types of instabilities expected close to extinction
as a function of the Lewis number of both reactants. This figure was adapted from ref-
erence [29]. The inserted pictures illustrated the cellular flames that will be discussed
in chapter 7.3 and the planar intensity pulsations that will be discussed in chapter 7.4.
The locations of the various regions illustrated in figure 3.5 depends strongly on the
flame parameters, especially the mixture strength. In a rich flame the graph is stretched
along the vertical axis and compressed on the horizontal axis with lean configurations
having the opposite effects. If the roles of the two reactants are inverted, with the fuel
now having to counter-diffuse to the reaction zone, a similar map could be drawn. In
this reversed configurations, the same regions would be found but their location would
have to be flipped relative to a line passing through Leo   Lef .
3.3 Numerical tools
In this thesis, numerical tools were used to perform three tasks. First, to evaluate trans-
port and thermodynamic properties for the complex gas mixtures encountered in this
experiment. Second, to gather needed flame parameters, such as the maximum flame
temperature without having to perform lengthy experiments for every flame configu-
rations used. Finally, to calculate species and temperature profiles beyond the drastic
assumptions of the theoretical model, allowing comparison with the experiment. The
Cantera software package [90, 91] was used for all of these tasks. Cantera is an open-
source (distributed under the BSD software license), extensible software suite created
and maintained by D. G. Goodwin of Caltech. For the results presented here, Cantera
was used only from within the Matlab environment.
The transport properties were evaluated using the NASA thermodynamic database
for gas phase mixtures [92, 93]. Matlab code was written to interact with Cantera,
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either through a command line or a GUI interface. From the supplied mixture compo-
sition and temperature data measured experimentally, the program returned the relevant
mixture properties. Since at least one end of our burner is open to the atmosphere and
the pressure drop in the exhaust path is very small, the pressure in the burning chamber
was always assumed to be one atmosphere.
For all results presented here, the mixture composition at both ends of the burner
was always measured or known from the prescribed gas stream. However, measuring
the composition and temperature in the reaction zone itself where they are the most
relevant to the analysis is difficult, lengthy and induces perturbations on the flame.
Moreover, the mass spectrometry instrumentation implemented here to measure the
composition in the chamber can only account for stable species. In the reaction zone
where radicals are abundant, this can induce errors in excess of 10% [94].
When the mixture composition at the flame or the temperature data was not or
could not be measured experimentally, these values were evaluated from a numerical
model of the burner. Supplying the measured boundary conditions to this model and
solving using the routines built into the Cantera package yielded the desired informa-
tion about the conditions prevailing at the flame front. The reaction mechanisms used
in this model for both the methane and hydrogen flames encountered in this thesis was
GRI/Mech 3.0 [95]. This mechanism includes 53 species and 325 reactions. Although
optimized to model methane combustion, this mechanism is also widely used for hy-
drogen combustion [95].
The use of numerical tools also allows to go beyond the assumptions used to de-
velop the simple one-dimensional model for the baseline flame presented in section
3.1. Using the same numerical model provided results on flame position, species and
temperature profiles that can be compared to both the simplified model and the exper-
imental data. Numerical results are presented in figure 3.6 for the same stable flame















































































































Figure 3.6: Species concentration (fuel – – –, oxidant - - -) and temperature (—) profiles
obtained using the Cantera software package. The theoretical profiles from figure 3.2
are shown with the black lines. The results shown are for a CO2-diluted H2-O2 lean
flame ( phi=0.5 ) with a bulk flow of 20 mm/s.
The main differences between the two datasets is seen in the concentration profile
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of the advected species and in the location of the flame front. These discrepancies are
expected since in the theoretical model constant transport properties are assumed and
evaluated at the flame conditions. The advected species being supplied at a temperature
significantly lower that the flame temperature it is normal to see a poor accuracy of the
theoretical model in this region. There is also a slight difference between the theoretical
and numerical models regarding flame position. Again, this difference can be explained
by a drastic assumption made in the simplified theory. By assuming that the chemistry
is infinitely fast, the reaction zone collapses to an infinitely thin surface, which is not
the case in reality or in the numerical model which accounts for finite-rate chemistry




At the core of this thesis is the gathering of experimental data on the thermal-diffusive
instabilities of diffusion flames in the absence of strain. In this chapter will be pre-
sented the experimental facilities and techniques that were used for this purpose. In
the first section will be described the two burners featuring the novel species injection
arrays that allow the creation of the sought after unstrained flames. A more lengthy
description will be given for the second, or Mark II, version of the burner since it was
built specifically for this thesis.
Subsequent sections will cover the experimental means that were implemented to
probe the flame and measure its characteristic. First will be discussed the photographic
and cinematographic techniques used to record flame shape and motion. Then the way
the velocity and temperature profiles were measured will be presented. The last section
will cover the mixture generation setup. An extensive suite of mass spectrometric
techniques were also developed specifically for this thesis and because of its extent,
this topic will be treated separately in the next chapter.
4.1 The burners
The main challenge when attempting to create an unstrained chambered flame is to
supply the reactants and remove the products evenly across the reaction area. A novel
way to address this problem and produce a truly unstrained flame has recently intro-
duced at EPFL by Prof. Peter Monkewitz and successfully implemented [55, 96]. In
this novel burner configuration, this difficulty is overcome by supplying the reactant
through an array of closely spaced needles while allowing the products to escape be-
tween them. The result is a flame with very little residual strain which results mainly
from temperature inhomogeneities in the supply and exhaust paths. This strain can be
minimized and the supply configuration poses no restriction for the strain to be com-
pletely eliminated, contrary to burners where the products are evacuated radially. This
unique configuration is ideally well suited to provide experimental validation for the-
oretical diffusion flame stability models and accordingly has been developed in close
collaboration with Prof. Moshe Matalon who heads a very active research group work-
ing on the theoretical side of the problem.
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Figure 4.1: Schematic of the Mark I version of the burner. (1) The in injection array,
(2) the injection layer and (3) the secondary burners.
4.1.1 Mark I burner
The first (Mark I) version of the burner was built by David Lo Jacono under the super-
vision of Peter Monkewitz, starting in 2003. The first results gathered in this unique
burner were published in 2005 [55, 56]. No results generated in this thesis were gath-
ered using this first iteration of the burner design as it was used for the publications
listed above. The first results presented in this thesis and published in reference [96]
were achieved using an improved version of the Mark I burner where great care at been
taken to reduce the residual flame stretch.
A sketch of this modified version is presented in figure 4.1. The injection array,
labeled (1) in the figure is made of 625 stainless steel hypodermic needles capillaries
210 mm long (Unimed S.A., Lausanne). The needles have a 1.0 mm outer diameter, a
0.1 mm wall thickness and are arranged in rows of 25 on a 1.78 mm Cartesian grid. The
result is a 46  46 mm square cross section burner. The burning chamber is surrounded
entirely by quartz walls, 3 mm thick. One pane features a 10 mm diameter hole to allow
the insertion of an open flame for ignition. Immediately below the needles, there is a
layer with localized tri-dimensional flow where the injected stream mix with the hot
flow of products escaping upward from the reaction zone below. This layer is referred
to as the injection layer (labeled (2) in figure 4.1) and since the needle spacing is small,
the flow is expected to be strictly one-dimensional only a short distance below the tip
of the needles. This introduces the problem that the mixture composition below the
injection layer is not known a priori from the supplied gas streams since it a significant
proportion of the mixture injected through the needle array can go straight back up
the chimney with the flow of products, as illustrated in figure 4.2a). To obtain this
information about the effective boundary conditions of the burner, mass spectrometry







Figure 4.2: a) Detailed representation of the injection layer immediately below the tip
of the needle array. b) View of the mass spectrometer capillary inserted to probe the
mixture composition below the injection layer.
was used to sample the mixture composition throughout the burning chamber. This
topic will be discussed in chapter 5.
In the top injection plenum the needles originate from, a porous metal filter cre-
ates a pressure drop high enough to ensure uniform conditions at the top of the array.
The reactant advected from the bottom is inserted in the chamber after passing through
a stabilization chamber and a flow straightener composed of closely packed 3.0 mm
stainless steel tubes. Porous metal filters and other means to generates strong pres-
sure drops were avoided to allow the flow to be seeded, enabling laser-based velocity
measurements.
The initial measurements made in the Mark I version proved the validity of the
concept, but revealed a number of problems in the implementation. Addressing these
problems was the first tasks carried out in this thesis. Two main issues with the flame
created compromised the quantitative comparison with the theory are illustrated in fig-
ure 4.3. In the first frame, significant curvature can be seen on the edges of the flame
and the second frame illustrates the rapid cell motion observed in the pattern formed
in unstable flames. Some asymmetry can also be noticed in the flame shape, with the
left side of the flame appearing dimmer. Temperature measurements in the exhaust
path revealed that one side was significantly colder than the other. This was caused by
all hot components of the burner being attached to the support column from the same
side. All of these components were made of metal (brass and aluminum) resulting in
colder temperatures in the chimney on the attached side. A new symmetric attachment
scheme was implemented that improved the symmetry of the flame shape.
The flame curvature was initially believed to be caused by heat loss at the windows
in the burning chamber. To alleviate this problem, a set of secondary burners, labeled
(3) in figure 4.1, were fitted on the outside of the burner, at the same level as the flame.
A picture of the lit burner with the side burners in action is sown in figure 4.4. The
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Figure 4.3: Typical pictures of flames from the unmodified Mark I version of the burner.
(a) Stable flame seen from the side with noticeable curvature on the edges. (b) Unstable
flame seen from below. The blur in the cellular pattern is caused by the residual flame
stretch induced rapid motion of the cells.
Figure 4.4: Picture of the improved Mark I version of the burner with a flat flame
present and the lit secondary burners.
removal of the lateral support did improve the symmetry of the flame, but even with
the side burners the flame curvature on the edges is still visible. This fact hinted that
the cause of the curvature and residual strain was not in the burning chamber but rather
in the exhaust path and injection layer. In both the initial experiment of Lo Jacono and
in this modified version, the influence of a residual strain on the flame is revealed by
the rapid motion of the cellular patterns observed close to extinction. The picture of
figure 4.3b) shows this motion through the streaks and fuzziness of the cells capture
with a moderately long exposure time of 1/10 s. Velocity measurements made in the
lit burner by Lo Jacono [56] showed an acceleration of the flow toward the sides of the
burner. The residual strain was evaluated at the time to be on the order of 1.5 s1.
Several aspects of this first burner design are thought to contribute to the curvature
of the flame edges and the residual strain observed. They can globally be referred to
as wall effects since they all take their origins in inhomogeneities close to the chimney
and burning chamber walls. First, since there is no row of half cylinder emerging from
the chimney walls, the escape path between the last row of tubes and the walls offers
a lower resistance to the flow of products that the space between two rows of tubes.
Second, heat loss at the chimney walls, which are made of brass and not insulated,
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implies that the flow in the colder region of the exhaust adjacent to the walls is less
viscous. These two phenomenon have the effect of increasing the flow velocity on the
periphery of the chimney and upper part of the burning chamber. This effect is clearly
seen on the velocity measurements of Lo Jacono [56] and somewhat counter-balances
the velocity boundary layer that develops on the burning chamber windows.
There is a third wall effect however that appears to be dominating the two others
since it is the only one that can explain the curvature of the flame downward at the
edges. From the temperature gradient in the chimney it follows that the supply needles
routed through it will experience different pressure drops depending on their location.
Needles on the edges are colder that at the center, about 20XC on average. The flow in
the needles of the central core of the injection array being hotter and more viscous, the
counter-diffusing reactant will exit the needles with a lower velocity at the center of
the burner that on the edges. The result is that the effective mixture strength is not the
same over the burner cross-section. In the case of the flame pictured in figures 4.3a)
and 4.4 the excess of oxidant on the edges lowers the mixture strength and pushes the
flame further from the injection array.
4.1.2 Mark II burner
The lessons learned from the experiments made in the Mark I version of the burner
were extremely useful in designing the improved Mark II version. In this new version,
all of the issues listed at the end of the previous section were addressed and corrected
with some level of success. One important new feature was also added by inserting both
reactants through needle arrays thus providing the possibility to allow the products to
escape through both ends of the burning chamber. This gives simultaneous control over
both the bulk flow magnitude and direction. This feature was implemented to allow the
investigation of unstrained diffusion flames with very small bulk flow and eventually
the limit situation where there is no bulk flow across the chamber, all transport being
through diffusion only.
A schematic representation of the burner is provided in figure 4.5a). The injection
arrays consist of 31  31   961 stainless steel hypodermic needles with an outer di-
ameter of 1.2 mm and a wall thickness of 0.1 mm on a Cartesian grid with 2.5 mm
spacing. Both arrays are introduced in a quartz walled burning chamber with a square
cross-section of 77.5  77.5 mm2. The products are allowed to escape through a sec-
ond set of 32  32   1024 tubes of 1.2 mm I.D. located between the injection needles.
These extraction tubes are bent outwards to deliver the exhaust gas into annular exhaust
plenums which are heated to prevent condensation in the exhaust manifolds resulting
in non-uniform product extraction. To accommodate the two sets of needles, the spac-
ing of the arrays was increased from 1.78 mm in the Mark I version to 2.5 mm in the
Mark II version. The same diameter injection tubes (0.8 mm I.D., 1.0 mm O.D.) were
used in both version due to geometrical constrains in the region of the chimney where
both sets of tubes overlap. However, to ensure that the jets exiting the injection tubes
had roughly the same speed in the two versions, a small section of larger diameter
tube (1.0 mm I.D., 1.2 mm O.D.) was attached at the end of each injection tube. This
compensated for the larger grid spacing and kept the injection layer in the two version
geometrically similar.
The spacing between the two injection arrays is adjustable between 10 mm and
80 mm but for the results presented here was either 20 mm or 40 mm. Figure 4.5b)
shown a photograph of the partially assembled burner. The symmetric arrangement of
the product extraction manifolds exhausting into two plenums on both ends (not shown













Figure 4.5: (a) Representation of the symmetric Mark II version of the burner; (1), Re-
actant injection plenums; (2), Straight injection needle arrays emerging from plenums;
(b) Photograph of the partially assembled burner (without exhaust plenums and thermal
insulation) with all needle arrays in place. (1) and (2), same as in (a); (3), Extraction
needles bent outwards between injection needles; (4), Quartz-walled burning chamber.
on the photograph) allows control over both the magnitude and direction of the bulk
flow through the flame by adjusting the pressure difference between the two exhaust
plenums.
The use of the secondary array of extraction tubes to remove the products helped
manage the wall effects that caused most of the undesirable features of the Mark I ver-
sion. To account for the presence of the wall, the diameter of the last row of extraction
tubes was reduced to provide roughly the same exhaust flow rate for each supply tube
of the array. A sketch of the extraction and supply tubes configuration is provided in
figure 4.6. Even if the tube diameters could only be chosen from a limited set of val-
ues available from our supplier, this improvement had a significant effect on the flame
produced. The parasitic motion observed in the cellular flame produced was reduced
drastically, hinting at a significant reduction of the residual flame stretch.
To further isolate the central portion of the burner from the walls where velocity,
species and temperature gradients remains, a large diameter quartz tube was placed in
the chamber. The tube covers the entire distance from the top to the bottom injection
arrays. This creates two flames at the same position in the burning chamber, ensuring
homogeneous temperature boundary conditions for the central flame. In figure 4.7a),
a side view of the burning chamber is shown, with a 45 mm O.D. (43 mm I.D.) quartz






Figure 4.6: (a) Configuration of the injection and extraction tubes. (1) In red, the
straight injection tubes (0.8 mm I.D., widening to 1.0 mm further down). (2) In blue,
the extraction tubes, bent outward between the injection tubes (1.2 mm I.D.). (3) In
green, the edge row of the extraction tubes (1.0 mm I.D.). (4) In yellow, the corner
extraction tube (0.8 mm I.D.). (b) The two injection/extraction arrays fully assembled,
each made of close to 3’000 stainless steel tubes each.
tube inserted. The presence of the tube ensures that only the velocity inhomogeneities
caused by the boundary layers remain inside the cylinder where the experiments are
conducted. The typical flame shape obtained in this setup is shown in figure 4.7b) with
the central portion of the burner exhibiting remarkable flatness. Tubes with different
diameters (35, 40, 45, 50, 55 mm O.D.) were custom made with thin walls of 1.0 mm
(VQT S.A., Neuchaˆtel) for two chamber lengths (20 and 40 mm).
The other improvements implemented in the Mark II burner had a less spectacu-
lar result, although their combined effect contributes to the outstanding performance
of the whole apparatus. To reduce the temperature gradient in the exhaust path, the
chimney walls were made of machinable ceramics (Macor, Corning Inc., New York,
USA) to reduce heat conduction. The chimney was also insulated from the outside
using amorphous glass wool (Superwool 607HT, Thermal Ceramics LLC, Windsor,
U.K.). The extraction plenums were also insulated and heated to prevent condensation
in the extraction tubes. A picture of an extraction plenum with half of the outer shell
removed is shown in figure 4.8 with the insulation and heating visible. The insulation is
made of compressed glass wool boards (Superwool 607HT boards, Thermal ceramics
LLC, Windsor, U.K.). The heating is electrical and done using coiled nickel-chromium
wire (NIC80, Omega Engineering Inc., Stamford CT, USA) inserted in a Pyrex tube
to prevent ignition of the combustible mixture that might form in the exhaust plenum.
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Figure 4.7: a) 45 mm O.D. quartz cylinder inserted in the burning chamber to isolate
the uniform central portion from the edges where small gradients remain. b) Flame
shape in the Mark II version of the burner with the quartz cylinder inserted.
These heating element were then formed into coils using a blowtorch to increase the
power density. Four such heating elements are placed in each extraction plenum, con-
nected in series for a total heating resistance of about 400 Ohms. The assembly is
connected to an autotransformer, with the voltage varied to produce the desired heating
power. Using thermocouples inserted at different locations in the exhaust plenums, the
temperature is regulated manually at around 200XC to avoid the formation and accumu-
lation of condensation. This heating system has the advantage that it also helps to keep
the temperature of the injection array uniform. In the Mark I version of the burner,
the formation of a hot core in the array resulted in important lateral gradients in the
counter-diffusing species boundary condition, contributing to flame curvature.
Finally, to ensure a symmetrical repartition of the heat losses in the burning cham-
ber and chimney, all of the attachment are symmetrical in this version. All components
are held by the corners only, which also improves the optical access to the burning
chamber. The ignition port (present in one of the chamber windows) used in the Mark
I version caused significant heat loss, especially because of the rod used to close it. To
avoid this problem, the flame is now lit with an electrical arc. A device as built which
can produce electrical arcs up to 25 mm in length. Two small holes in the chimney
allow the introduction of electrodes in the chamber. This technique proved safer and
more reliable that the open flame ignition used in the Mark I version of the burner.
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Figure 4.8: Picture of one of the extraction plenums in the Mark II burner, half of the
outer shell removed, with insulation and electrical heating installed.
4.2 Image Acquisition
For all data relevant to flame position and shape where gathered using the visible light
emission of the reaction zone. It is therefore an indirect measure of the chemical re-
action rate but one that should be representative of the flame temperature. To measure
flame position and the patterns formed by cellular instabilities, digital still photography
was used. To capture the very dim dynamics of the intensity pulsations, high-sensitivity
video cameras were used. Laser based techniques such as laser-induced fluorescence
(LIF) could have allowed the reaction rate distribution to be measured more directly.
But in the hydrogen flames that constitutes the bulk of the work presented here, the
low concentration of radicals in the reaction zone mean that large integration time have
to be used, providing little advantage over photography of the visible light emission.
For this reason, this potentially helpful but surely time-consuming technique was not
implemented in this thesis.
In this section will be briefly reviewed the experimental means and techniques that
were used to produce the images presented in this thesis and the experimental data
derived from them.
4.2.1 Photography
The instabilities at the heart of this work occur close to flame extinction when the burn-
ing intensity is weak and the light emission very dim. To capture the flame shape it was
necessary to use sensitive cameras, wide aperture lenses (low f/#) and long exposure
time. Two viewing angles were used and are illustrated in figure 4.9. To measure the
flame position or the location of probes (thermocouples, mass spectrometer capillary)
in the chamber the images were taken from the side (position 1). To record the shape
of cellular flames the burning chamber was imaged from below, with a viewing angle
of about 30X (position 2) from the horizontal. Typical exposure time for cellular flames
ranged from 122 to about 1210 in the weakly luminous hydrogen flames studied and us-
ing the most sensitive equipment available. This explains the extensive efforts taken to
reduce the strain-induced cell motion, allowing these long-exposure pictures to reveal
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the true flame shape without streaks behind the cells.
Custom image treatment software was developed under Matlab to extract the flame
standoff distance relative to the injection tubes from the images captures from the side.
A reference picture was taken in ambient light with a scale reference inserted at the
flame location. From this picture, reference points are chosen for the location of the
injection array and scale factors. A semi-automated procedure then identifies the flame
position from the location of the peak of light emission. Provided that the images used






Figure 4.9: Viewing angles used to capture flame and probe locations relative to the
top injection array (position #1) and the shape of the cellular pattern formed (position
#2).
Two cameras were used, the first is a Nikon D200 digital SLR with which most
of the images presented in this thesis where captured. The specifications include a 10
megapixels sensor (3’872  2’592) with a maximum ASA/ISO rating of 1600. The
Lenses used were either a 105 mm f/1.8 or a 50 mm f/1.4 for very low light conditions.
For both lenses, extension rings were used to maximize the spatial resolution offered
by the camera. Typical resolutions are on the order of 40 pixels/mm. The camera
was usually piloted directly from the computer using the Nikon capture software that
allow the control over all camera functions through a USB interface. This avoided the
vibrations resulting from triggering the camera manually for long exposure shots.
The second camera used is a SONY Cybershot DSC-F828 digital still camera
(3’264  2’448 px, 8 megapixels) with fixed optics (28-200 mm zoom f2.0-1.8). The
maximum ASA/ISO rating of the sensor is 800. Although manual control over all
essential features is possible, it is through complicated menus since this model is in-
tended as a straightforward point-and-shoot camera rather than a research tool. The
limited light gathering capabilities and working distance (no macro photography pos-
sible) resulted in this camera being used only when two simultaneous viewing angles
were necessary. For example to get the flame position (side view) and the cellular
pattern (viewed from below).
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4.2.2 Video
The other type of thermal-diffusive instabilities investigated in this thesis, planar in-
tensity pulsation, proved harder to record than the cellular flames which have the ad-
vantage of remaining more or less steady, allowing long exposure time. For pulsation,
temporal resolution is required more than spatial resolution and that, for the dim flames
in which pulsations are observed, can be challenging. Intensified cameras are usually
the obvious choice for this type of task, but none was available at the time with suffi-
cient bandwidth.
In the field of high-speed imaging, very sensitive light sensors are sought because
of the short exposure time available between the frames. The use of a high-speed cam-
era at a low speed setting provides a remarkable light sensitivity. For this reason and
because of availability, a very-high-speed digital video camera was used to capture the
dynamics of the pulsating flames. The instrument used was a Photron FastCam APX
(Photron Limited, Tokyo, Japan) capable of recording up to 120’000 frames per second
(fps). In these experiments, the frame rate used was between 50 fps (the minimum) and
250 fps, with the exposure time being simply the inverse of the frame rate. The camera
was positioned at the position 1 of figure 4.9 to gather as much light as possible. An-
other image treatment program was coded under Matlab to extract intensity variations
from the produced movies and compute the frequencies present in the signal of the
pulsating flames.
To observe pulsations in hydrogen flames, where very little light is emitted, the
Photron video camera was not sensitive enough, even at 50 fps. However, the digital
still cameras described in section 4.2.1 also had limited video recording capabilities.
The Sony can reach 30 fps. Unfortunately, the poor light gathering capabilities and
limited sensitivity of the Sony camera made it unusable to record pulsations in hydro-
gen. The Nikon camera is capable of taking up to 4 fps with full resolution and it is
with this limited temporal resolution that these instabilities where documented.
4.3 Velocity measurements
In the idealized one-dimensional chambered flame model of figure 3.1, the velocity
is simply assumed to be strictly parallel to the burner axis. Therefore, a set of very
important measurements to validate and characterize our experimental realization are
the velocity profiles. Only a limited number of experimental techniques are available
to measure the very small gas velocities (10-100 mm/s) that are encountered in this
experiment without inducing too much perturbations on the flow, two were used in this
thesis. In the Mark I version of the burner, the velocity measurements were taken using
the non-intrusive Laser Doppler Anemometry (LDA) technique. However, in the Mark
II version, the flow cannot be seeded to enable the use of LDA since both reactants
are inserted through needles array. When seeding is attempted, the seeding particu-
lates stick to the walls of the needles and an insufficient amount reaches the burning
chamber. For this reason, another more invasive technique based on heat transfer from
a heated element inserted in the flow was implemented to gather at least some data on
the flow field in the Mark II burner.
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4.3.1 Laser Doppler Anemometry (LDA)
Velocity measurements techniques that are based on optical techniques such as LDA
provides the advantage that all measurement instruments can be located outside the
flow being measured. The perturbation of the flow is therefore minimal and limited to
the seeding particulates inserted in the fluid and used as tracers. The technique of LDA
works by intersecting two beams of collimated, monochromatic and coherent laser at
a point in the flow where the velocity should be measured. When they interfere, the
beams produces a set of straight fringes. It is these fringes that the tracer particles
reflect toward a detector where velocity of the fluid can be deduced from the frequency
of the backscatter signal, provided that proper calibration is carried out.
The experimental setup used for this purpose includes a Ar-Ion laser (Coherent
Innova 90) that produces the three laser lines used to measure velocity along three axis
in the flow. The laser beams are aimed at the burner by a optical head located on a
three-axis computer-controlled motorized traverse system. The backscatter signal is
processed by a burst spectrum analyzer (Dantec BSA model S, 57N10 and 57N25). A
detailed description of the setup used is provided in reference [56].
The flow is seeded with alumina dust, nominal diameter 0.3 µm (Micropolish IIA,
Buehler, Lake Bluff, IL, USA). To achieve satisfactory particle suspension in the very
low flow rates used in this experiment, a new seeder had to be constructed. The
fluidized-bed seeder used is based on a design by Willmert and Jarius [97]. The gas
to seed is inserted from the bottom of a cylinder partly filled with particulates through
a porous metal plate to ensure even distribution. To avoid the formation of channels
in the dust, part of the gas is also inserted through a hollow stirring device inserted in
the mass of dust and rotated by an electrical motor. This design proved very effective
and allowed hours of uninterrupted operations before the device had to be refilled with
dust.
4.3.2 Hot thermistor anemometry
The Mark II version of the burner preventing the seeding of the flow, another tech-
nique was implemented to gather some insight about the nature of the flow in this new
burner. The technique used is a derivative of hot wire anemometry, based on the heat
transfer between a heated element and the flow. As the name implies, in this technique
an extremely thin electrically heated wire, usually platinum, is inserted in the flow to
measure. The velocity is deduced from the fact that the resistance of the wire changes
with temperature. If a certain amount of electrical energy is dissipated in the wire, its
temperature will depend on the amount of energy that can be carried away by the flow,
which is a function of its velocity. With proper calibration of the wire resistance de-
pendence on temperature it is possible to get accurate results, provided that the probes
are constructed to minimize the perturbations they induce in the flow field.
However, hot wires cannot measure the very small flow velocities prevailing in the
burning chamber, down to 10 mm/s. To do so, another resistive element with a re-
sistance that depends more strongly on temperature can be used, the thermistor. This
passive electronic component is designed specifically as a solid-state temperature sen-
sor, its name being a portmanteau for thermal and resistor. Examples of such systems
can be found in the literature [98, 99] that can measure gas velocities as low as a few
centimeter per second. Although commercial system based on this technique exists,
they are not aimed at research applications and must be modified to enable the extrac-
tion of a usable signal. One such device that was tested with limited success is the
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Testo 405 (Testo A.G., Germany), which is made for the ventilation industry.
The actual device used was developed at EPFL for measurement of thermally-
induced air flows in models of various landscapes [100]. The system works by sup-
plying a constant current to the thermistor (constant current anemometry CCA) and
recording the variation of the element resistance as a function of the flow velocity. A
sample of a typical response curve of the output signal, measured in millivolts, as a
function of the flow velocity is given in figure 4.10. From this calibration curve it is

























Figure 4.10: Sample of calibration curves typically obtained from the hot thermistor
anemometer.
The probes were too big to be inserted in the burning chamber through one of the
extraction tubes. The burner was therefore opened and the probes leads inserted from
the inside through one of the extraction tubes before being connected to the rest of
the instrument. After each change in position the system was calibrated since changes
were observed in the zero flow response following the unmount and re-mounting of
the probes. Probably because the advanced age of the electronics used (exceeded a
quarter-century), the repeatability of the measurements was limited and their accuracy
is not expected to be better that 10%.
4.4 Temperature measurements
The flame temperature is an important parameter to assess the quality of the flame re-
alized experimentally and compare it with the theoretical configuration where models
are developed. The measurement of temperature in flames is a challenging task, the
extremely high temperatures, high radicals concentrations and probe induced pertur-
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bations are all complicating factors that must be overcome. Two mainstream methods
are available to obtain the temperature of a flame. The first is based on optical tech-
niques while the second, which is used in the current work, uses specially designed
thermocouple probes.
Optical techniques are used extensively in combustion research to obtain both tem-
perature and species concentration measurements. They rely either on linear (Laser-
induced fluorescence (LIF), absorption, spontaneous Raman scattering (SRS)) or non-
linear (coherent anti-Stokes Raman spectroscopy (CARS), degenerate four wave mix-
ing(DFWM)) processes. Using these methods, it is possible to determine the rotational
distribution of some ion (frequently OH) from which the temperature of the gas can
be determined. The errors resulting from the fits of the experimental spectra can be
as low as 17 K[101] or 5% [102], depending on the technique used. However, this
approach is complicated, expensive, time-consuming and require quality optical access
to the flame. For a complete treatment of laser diagnostics techniques in combustion,
see the book of Eckbreth [103].
The use of thermocouples is considerably less material intensive but the direct
probing of the flame implies complications that must accounted for. Nevertheless,
the simplicity of thermocouples based temperature measurements has motivated many
researchers to devise ways to overcome these complications. Comparisons with optical
techniques confirm that good precision can be achieved with thermocouple flame tem-
perature measurements, on the order of 50 K [104] or better. To achieve such results,
proper care must be used in the fabrication of the probes and the interpretation of the
output signal.
4.4.1 Temperature measurements with thermocouples
When a conductor is placed in a temperature gradient it will generate a potential dif-
ference, this is called the thermoelectric effect or Seebeck effect. Since the magnitude
of the effect is a function of the conductor used, two different conductors connected
together at one end and exposed to the same temperature gradient will each produce a
voltage of different magnitude and opposed sign. The resulting net potential difference
across this thermocouple will then be a function of the temperature of the junction only.
The topic of temperature measurement from thermocouples is mature and extensive
literature is available regarding the subjects of probe design, calibration and compen-
sation which will not be treated here[105, 106]. In the measurements presented here,
the signal from the thermocouple probes is read and compensated by commercially
available thermocouple readers. The instruments available consisted of a 16 channel
desktop unit (model SR636, Stanford Research Systems, Sunnyvale. CA, USA) and
a two channel handheld reader (model HH502, Omega Engineering, Stamford, CT,
USA).
4.4.2 Probes fabrication
When performing measurements in combustion systems, the temperature as deter-
mined from the voltage between the two thermocouple leads is the result of a balance
between the different processes supplying and removing heat from the junction. These
include conduction and radiation losses, catalytic heating through surface reactions on
the probe material and convective heat transfer with the gas environment. A graph-
ical representation of the situation if presented in figure 4.11. In order to be able to
calculate the gas temperature with reasonable accuracy from the junction temperature,
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probe design generally aims to eliminate conduction and catalytic effects. The heat
exchange problem then reduces to equating the radiations losses of the probe to the
heat transferred from the surrounding gas by convection. The techniques implemented






















Figure 4.11: Schematic of a thermocouple illustrating the contributions in the heat
transfer problem.
Several thermocouple metal pairs suitable for flame temperature measurements are
available commercially. All the thermocouples used in this thesis were of R-type
(platinum - platinum/13% rhodium) or B-type (platinum/30% rhodium- platinum/6%
rhodium), because of their high temperature stability and widespread availability in
various wire diameters. Such thermocouples can measure continuous temperatures up
to 1600XC and 1700XC respectively. Other metal pairs are available with characteristics
suitable for specific applications, the interested reader is referred to the literature [107].
The junction between the two leads can be soldered, welded or simply twisted, as long
as good electrical contact is provided. However, the size of the junction determines the
spatial resolution of the measurement and must be able to sustain the high temperatures
of the flame front. For these reasons, all the thermocouples used had a welded junction.
The thermocouples where acquired from Omega Engineering Inc. (Stamford, CT,
USA). The R-type thermocouples are of the P13R model while the B-type are P30R
model and where all bought pre-welded with a spherical bead junction. The dimen-
sions of the leads and junctions of the different thermocouples used are provided in
table 4.1. This table also includes the K-type general use thermocouples (chromel-
alumel™) used to monitor the low-temperature regions of the burner, to detect the risk
of condensation. These thermocouple have a maximum measurable temperature of
1250XC.
In the instances where the thermocouple junctions had to be welded, either for
repair or to create new probe geometry, electric arc welding was used. In this technique,
an electric arc generated by discharging a capacitor bank is used to melt some lead
material and form the junction. The arc can also simply be produced by short-circuiting
a DC power supply. The operation is delicate and must be realized under a microscope
and using micro manipulators. The use of a carbon electrode helps to produce spherical
bead junction while an axial (or butt weld) junction without bead can be produced by
placing the wires end-to-end with only a small gap. This welding technique can be
used on wire as small as 30 µm [107].
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Probe # Type Junction type Wire diameter Junction Diameter
[mm] [mm]
0 R-adjacent Bead 0.125 0.195
1 B-opposed Bead 0.203 0.386
2 B-opposed Bead 0.203 0.365
3 B-opposed Butt welded 0.203 0.230
4 B-opposed Butt welded 0.203 0.280
5 R-adjacent Bead 0.125 0.192
Table 4.1: Characteristics of the thermocouples used, before coating. The opposed type
probes are the Y-shaped design of figure 4.12(a) used to minimize conduction losses.
Conduction losses
The classical approach to minimize conduction losses starts by using lead wires as
small as possible. The platinum wires used for R and B type thermocouples are found
easily in diameter as low as 0.001 and 0.0005 (25.4 µm and 12.7 µm) but these are
so fragile that a strong breath will break them[107]. The thermocouples used here had
nominal diameters of 0.003, 0.005 and 0.008 inch (76, 127 and 203 µm), as can be
seen in table 4.1.
To further minimize the heat transfer out of the junction by conduction in the leads,
the wires are often arranged axially (opposed) out of the junction and aligned perpen-
dicular to the temperature gradient. This is of course only possible in flat flames and
ensures that the wire immediately next to the junction does not experiences a temper-
ature gradient and therefore does not transfer heat. Some of the probes used in this
thesis were constructed in a Y configuration to use this technique and an example is
shown in figure 4.12a).
These probes have the disadvantage of being relatively bulky and are impossible to
insert in our burner design through the extraction tubes. To position them in the burning
chamber, the burner had to be opened, the chamber windows removed and the sheathed
probe leads inserted unconnected in two separate extraction tubes from the inside. Once
the leads ends reached the outside of the burner, they were connected to the measuring
instrument and moved to control the junction location in the chamber. Simpler probes
with adjacent wires where also constructed, with limited attempts made to minimize
conduction losses, such as the one presented in figure 4.12(b). These could be inserted
directly in the 1.2 mm inner diameter extraction tubes from the outside without the
need to open the burning chamber. To build these probes, the finest thermocouple
wires (76 µm diameter) were first coated with a thin layer of liquid ceramic adhesive
(Cerambond 835M, Aremco, Valley Cottage, NY, USA) and then inserted in a stainless
steel capillary (Unimed SA, Lausanne) of 0.5 mm outer diameter. At the probe tip, the
leads are insulated with a double bore ceramic tube of 0.8 mm outer diameter (Omega
Engineering) and glued to the metal capillaries with the ceramic adhesive.
Catalytic heating
The conditions prevailing at the flame front can be hard on the thermocouple probe
material, with very high temperatures and significant free radicals concentrations. The
noble metal pairs chosen above for the thermocouple materials ensure reasonable probe






Figure 4.12: (a) Y-shaped (opposed leads) thermocouple probe, used to minimize con-
duction losses. (b) Compact probe with adjacent leads from the thermocouple junction
to allow insertion through the extraction tubes.
lifetime and performance but their catalytic properties induces another significant source
of error. All metal surfaces exhibit catalysis activity for atoms and radicals recombi-
nation reactions, liberating heat [107]. This activity is particularly strong for platinum
alloys, as demonstrated by its widespread use in catalytic converters.
The magnitude of the catalytic heating effect varies significantly depending on the
type of flame. In rich premixed flames, the radical concentration is low and the tem-
perature increase can be as low as 60 K [108]. For premixed stoichiometric and lean
flames however, the effect is much more pronounced and can reach 350 K [108]. In
diffusion flames, the effect is relatively small and introduces errors on the order of one
or two hundreds degrees Kelvin [109, 104] between thermocouple and optical mea-
surements. It is customary to coat the exposed thermocouple wires and junction with a
non-catalytic material to eliminate this effect. Results from both coated and uncoated
thermocouples will be presented in section 6.3, allowing the evaluation of the ampli-
tude of this effect in the present burner.
The first successful coatings developed for noble metal thermocouples is attributed
to Kaskan[110]. It consist of a thin film of quartz silica deposited by immersing the
thermocouple in a flame where a small amount of silicone oil is burner along with the
fuel, usually methane. The oil use is typically hexamethyldisiloxane. When the strict
procedure is followed, the coating is only a few microns thick (2 to 4 µm [111]) and
successfully shields the probe from radicals. However this coating has been reported
as delicate [112]. Additionally, the presence of silica in the coating can be detrimental
[113] since silica is reduced by hydrogen at high temperature. The resulting free sil-
icon can diffuses in the thermocouple material, causing embrittlement and calibration
change.
Another approach has been developed by Kent [113] to deposit a coating of rare
earth oxides (yttrium and beryllium). The procedure is once again tedious but good
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results have been reported [113, 114]. This coating also has its lot of problems, while
satisfactory at atmospheric pressures, the temperature drifts in low pressure flames
[114]. More problematic is the fact that the compound is not stable over long periods
and that the beryllium oxide BeO is highly toxic, causing lung problems and cancer
among other conditions [115].
Recent work on thermocouple based flame temperature measurements have advo-
cated the use of alumina-based ceramic adhesives as coatings [112, 116]. The proce-
dure is very simple and was be the only used in this thesis. These products are available
commercially and the probes simply coated by dipping. By using alumina based adhe-
sives and adjusting the viscosity with an appropriate thinner, a suitable coating can be
achieved. The thickness of coating deposited on the probes is significantly greater than
with the two previous methods, usually a few hundreds microns. With proper charac-
terization this does not constitute a problem other than loss of spatial resolution. The
adhesives used for coating in this work are from Aremco Corporation (Valley Cottage,
NY, USA), products number 503, 671 and 835M. All of these are delivered in single
component liquids with different viscosities and rated for continuous use up to 1650XC.





Figure 4.13: First row: (a) uncoated thermocouples probes with opposed leads with
bead junction and (b) butt-welded junction. (c) Thermocouple probe with adjacent
leads. Second row is the same probes as the first row but coated with ceramic adhesive
to prevent catalytic effects. The background grid has 1 mm spacing.
Probe # Type Junction type Wire diameter Junction Diameter
[mm] [mm]
0 R-adjacent Bead 0.793 0.530
1 B-opposed Bead 0.362 0.605
2 B-opposed Bead 0.375 0.520
3 B-opposed Butt welded 0.394 0.526
4 B-opposed Butt welded 0.322 0.424
5 R-adjacent Bead 0.206 0.570
Table 4.2: Characteristics of the thermocouples used, after coating with alumina based
adhesive.
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Radiation losses
The thermocouple, the burning gas mixture and the chamber walls being at different
temperatures, they will exchange energy through electromagnetic radiation. The trans-
fer will generally be away from the thermocouple and will result in a junction temper-
ature lower than the temperature of the surrounding gas. This effect can be significant,
inducing errors up to 500 K [116] and must be quantified for thermocouple measure-
ments to be meaningful. Through comparison with optical measurements or numerical
models the accuracy of thermocouple measurements of flame temperatures has been
estimated to be within 10  20 K[107] when proper probe fabrication and radiation
correction are used.
The level of sophistication in the radiation correction can vary greatly and will
determine the precision of the thermocouple measurement. The probe surface will ex-
change heat with every surface it has a line of sight with and ideally, all of these surfaces
should be taken into account. Such an approach was taken be Kim et al. with a probe
surrounded by 3 surfaces. They solved the four-body problem following the method-
ology of the circuit equivalent analysis of Holman [117]. However in the burner used
here, all of these surfaces are likely to have different temperatures distributions, emis-
sivities and specular properties1. The problem is further complicated by the presence
of hot gas in the enclosure, with H2O and CO2 absorbing and radiating infrared radi-
ation significantly [117]. This explains the red glow observed above the thermocouple
(on the water rich side) when inserted in the flame zone.
To simplify the problem, two assumptions can be made alternatively at the ex-
pense of some accuracy in the radiation correction. First, the probe can be assumed
to only emit radiation, neglecting the radiation it receives from its surroundings. This
assumption is valid for a small radiating body in a large enclosure and will result in an
overestimation of the radiation correction and of the measured temperature. The alter-
native, which is used here, consists of assuming that the whole enclosure is large and
behaves as a gray body with a single temperature. The resulting net heat flux between
the radiating body (the probe) and its surrounding is given by equation 4.1, where q is
the net heat flux, A1 the surface of the hotter body, ǫ1 its emissivity, σ   5.669  108
W 2m2   T 4 the Stefan-Boltzmann constant and T1, T2 the temperatures of the hotter
body and its colder enclosure, respectively. For results presented in section 6.3, the
temperature used was the measured temperature of the surface with the largest shape
factor with the probe2.






When the junction is inserted in the hot gas stream, heat will be supplied to it at a
rate limited by the properties of the flow. This rate must be known in order to balance
the other exchange processes listed above. The fluid mechanics of such problems is
complicated and therefore it is customary to use empirical correlations for the heat
transfer dependence on the flow conditions. The relevant dimensionless numbers in
this situation are the Reynolds number, the Nusselt number and the Prandtl number,
1The radiation reflected by the quartz windows has both a significant specular and diffusive character.
Additionally, the transmission and absorption of the material cannot be neglected.
2The shape factor between two surfaces is the fraction of the energy that leaves the first and reaches the
second[117].
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which are given in equation 4.3. The Reynolds number is the ratio of the inertial and
viscous forces, illustrating the strength of the convection. The Nusselt number relates
the magnitudes of the convective to the conductive heat transfer and the Prandtl number
is the ratio of the viscous to the thermal diffusion rates. In these expression U is the
bulk velocity, D is the probe diameter, ν is the kinematic viscosity, Dth is the thermal
diffusivity, h the convective heat transfer coefficient and λ the coefficient of thermal
conductivity. The net convective heat flux qc between the flow and the probe can then
be found using the convective heat transfer coefficient, as shown in equation 4.3, with
T












qc   h   A1 <T  T1A (4.3)
Empirical correlations are numerous for the low Reynolds numbers flow preva-
lent around the probe with the one developed by Kaskan [110], following work by
McAdams [118] being used frequently. The correlation used here was developed by
Holman [117] and is given in equation 4.4. It is valid in the Reynolds number range
encountered in this work (0.4 3 Re 2 4) and accounts for the influence of the Prandtl
number.
Nu   0.989   <ReA0.330   Pr123 (4.4)
4.4.3 Effective temperature
The probe fabrication technique used here minimized the conduction losses from the
probe and the catalytic effects on its surface. Accordingly, both of these phenomena
were neglected. The determination of the effective gas temperature from the measured
temperature of the thermocouple junction then simplifies to balancing the radiation
losses with the convective heat transfer to the probe. When equating the net heat fluxes
by radiation and convection (equations 4.1 and 4.3) it is possible to solve for T

, the










The parameters that need to be determined experimentally or from the literature
are the temperature representative of the surroundings T2, the probe diameter D and
the emissivity of the thermocouple coating ǫ. The first two can easily be measured.
The temperature representative of the surroundings has to be averaged from the values
of the different chamber walls but plays only a small role in the equations because
of its relatively small variation. The more important probe diameter was determined
precisely from optical microscope measurements (see tables 4.1 and 4.2).
The most critical parameter determining the accuracy of the radiation correction
procedure is the emissivity of the thermocouple surface. This value can vary consid-
erably with temperature and it obviously has a huge effect on the radiated heat flux.
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Both experimental results and theoretical predictions are available in the literature for
the emissivities of various materials with reasonable agreement between the two. For
the uncoated thermocouples, the emissivity of pure platinum was used since for the
platinum-rhodium alloys used here the difference in emissivity is small [119]. Since
the effect of radiation is most important at high temperature and to minimize the error
in determining the flame temperature, the emissivity used was chosen for a relatively
high temperature of 1500 K. For this temperature representative of the region close to
the flame front, the emissivity of platinum found in the literature was 0.29 [120, 121].
It was considerably harder to find reliable data for the emissivity of the ceramic
adhesives used to coat the thermocouples. Other researches have assumed a value of
ǫ   0.8 [112], corresponding to the emissivity of alumina (Al2O3, the major constituent
of the Cerambond adhesive used) at ambient temperatures. However, the emissivity
of alumina decreases significantly even for moderate temperature increases [122], re-
sulting in overestimation of the radiation correction [112]. Data for high temperature
emissivity of alumina was found in the review paper of Whitson [123] and the value
used of ǫ   0.38 corresponds to a temperature of 1500 K. This last reference also con-
tains data consistent with the value of ǫ   0.16  0.20 used by Kim et al. [116] for
magnesia-based ceramic coatings.
The gas transport properties are also highly temperature dependent, especially the
viscosity used to compute the Reynolds number in equation 4.4. This dependence is
taken into account either through an iterative procedure based on the numerical tools
described in section 3.3 or by using Sutherland’s formula for the temperature depen-
dence of gases. This procedure was implemented to obtain the results presented in
section 6.3 of the burner characterization chapter.
4.5 Gas mixtures preparation
Before being supplied to the burner, the fuel and oxidant are mixed with an inert gas
to achieve the necessary mixture strength and Lewis numbers to observe instabilities.
When a set of reactants is diluted in a given inert gas the range of Lewis numbers
resulting from different dilution levels is very limited. For example, between a mixture
of 80% O2 in CO2 and a mixture of 20% O2 in CO2 the Lewis number changes only
from 0.97 to 0.79. More importantly, changing the dilution level is not a convenient
way to control the Lewis number since is also changes the mixture strength3. The use
of different reactants or dilution gas allows other Lewis numbers to be investigated, but
again only in a narrow range. Additionally, CO2 is a convenient dilution gas, especially
for hydrogen flames because it contributes significantly to light emission. It is therefore
desirable to have at least some of it in the inert gas mixture used.
To enable the generation of a wider range of Lewis numbers the reactants were di-
luted in a mixture of two inert gases. CO2 was always used as one of the dilution gases
to ensure that hydrogen flames emitted enough light to be easily detectable. The gas
mixtures supplied to the burner were prepared using a set of 6 mass flow controllers
(model HFC 202 Low Flow, Teledyne-Hastings, Hampton, VA, USA), 3 for each of
the fuel and oxidant streams. The precision of these units is 1% of the full scale and all
of were used in the 0-10 standard liters per minute (SLMP) range. The mixture com-
3Ideally the mixture strength could be maintained while changing the dilution level. However, with the
counter-diffusing species injection technique used here it is very difficult in practice because the bound-
ary condition needs to be measured for each mixture composition used. Maintaining the mixture strength
constant would require a lengthy iterative procedure to set the desired effective boundary condition.
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position was controlled through a Labview application using data acquisition boards
(PCI-6025E and PCI- 6713, National Instruments, Austin, TX, USA) to interface with
the equipment. The calibration of the system for each gas used was made using a flow
calibrator (DryCal DC-2, Bios International Corporation , Butler, NJ, USA). The gas
mixtures are then fed to the burner through long lines to ensure homogeneous mixing.
Precise gas mixtures were also required to calibrate the mass spectrometer for all
the species present in the various flames, enabling quantitative measurements of the
mixture composition inside the burner. The critical importance of the accuracy of this
task is discussed in section 4.1 and the mass spectrometry technique used is described
in chapter 5. The instrument used required extensive calibration and because of a
strong mixture dependence of the response, a very large amount of reference mixtures
had to be measured. For all species except water the reference mixtures were simply
generated using the setup described previously.
For water, it was necessary to develop a apparatus that could vaporize a precise
amount of water and mix it with a stream of the other gases. The first approach con-
sisted of simply injecting liquid water in a heated gas stream. This proved ineffective as
water boiled in the supply tube resulting in a very irregular flow (slug flow). Moreover,
the amount of water that could be vaporized was limited by the heat that could be stored
in the gas before it reached the auto-ignition temperature of the hydrogen-oxygen mix-
tures that needed to be calibrated. The resulting maximum water concentration that
could be achieved in this way was about 5% by volume. This would have required
multiple vaporization stages to reach the 30% water vapor expected in the flame.
In the approach developed to reach this water content, the liquid is injected in
a porous ceramic wick, made from machinable insulation (Sali-II, Zircar Ceramics,
Florida, NY, USA). This wick is heated from the outside by a coiled heating element
shielded by a Pyrex tube, as shown in figure 4.14b). This ensured constant water vapor
production and allowed the system to generate mixtures with arbitrary water content.
The other gases are heated before being inserted in the water vaporization chamber.
The whole mixture is supplied to the mass spectrometer through another heated line, as
shown in figure 4.14a). The liquid water is supplied to the unit using a medical syringe
pusher (model B88801, Fisher Bioblock Scientific), which allow precise pumping in
the ml/h range.






Figure 4.14: (a) Water vaporisation scheme used to produce calibration mixtures with
high water content. (1) Input gases heating line, (2) Water vaporization unit, (3) Syringe
pusher and (4) Mass spectrometer sampling point. (b) Close-up of the heated ceramic




The reactant supply method described in section 4.1.1 implies that effective the compo-
sition of the mixture injected in the burning chamber will not be know a priori from the
gas streams prescribed at the flow controllers. The determination of the initial mixture
strength requires the measurement in situ of the mixture composition at the burning
chamber boundaries.
5.1 The choice of experimental technique
To measure the effective mixture composition it was first necessary to identify a suit-
able experimental technique. The field of analytical chemistry provides many instru-
mental means to obtain a quantitative measurement of the composition of a gas sample.
The choice of a particular technique was guided by the following factors:
• Low perturbation of the flame. The sampling of the gas mixture must not
significantly affect the gas flows to the flame, which are on the order of 5  10
SLPM.
• Precision. Should obviously be as good as possible, a few % error (2  5%)
would be acceptable.
• Repetition rate. Since the whole burning chamber will have to be scanned mul-
tiple times, one data point should be collected in a few minutes at the most.
• Cost
The instruments commercially available from manufacturers intended for this task
rely on various principles to extract information from the sample. Generally, the sample
is subjected to a stimulus and then a transducer captures its response to be analyzed.
For gas mixture composition measurements, most instruments rely on electromagnetic
radiation (spectroscopy), electric and magnetic fields (mass spectrometry), separation
(chromatography) or a combination of these techniques to probe the sample.
Fourier transform infrared spectroscopy (FTIR) was initially considered because
of its wide availability and simplicity. The optical nature of the instrument allows for
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stable performance over time and good linearity of the response over the wide concen-
tration range to be investigated. However, due to the low absorption of gas samples the
instrument requires long interaction length with the sample, on the order of 10 cm. This
implies the use of large sample volumes, on the order of 200 ml for the most afford-
able models. The collection of such samples in the reaction area would either perturb
the flame or prevent the use of a decent repetition rate. Moreover, presence of a large
amount of water in the sample can prevent such instrument to function normally since
water vapor has a broad absorbance range in the region of the spectrum used. Since the
water produced by hydrogen combustion in the burner can exceed 30-40% by volume1
at the flame, the option of using FTIR had to be rejected.
Gas chromatograph are often used for the type of low sampling rate gas analysis
needed for this work. In this technique, the gas samples are inserted in a flow of an
inert carrier gas and circulated through a long thin tube. The different species present
in the sample will then be advected with the carrier gas at different rates depending
on their weight. At the end of the tube a detector measures some property, such as
thermal conductivity, of the flowing mixture to identify the different species. However
the batch nature of this technique, limiting the achievable sampling rate, and the non-
specific nature of the detection made this technique unsuitable for the needed real-time
monitoring of the mixture composition.
In a mass spectrometer, the sample is first ionized and then the individual molecules
composing it are separated (deflected) using an electric or magnetic field. The ability
to measure very small ionic currents (picoAmperes) implies that a very small sampling
rate is required to obtain a usable signal. It is mainly based on this argument that the
choice of mass spectrometry was justified. A model using a sampling rate of 0.2ml/min
was selected (MKS Cirrus), ensuring that the probe could be placed very close to the
flame or even inside it without inducing significant perturbations. A separation tech-
nique such as gas chromatography is often combined with mass spectrometry to form
hybrid systems (GC-MS in this case), with the associated increase in the performance
of the instrument mainly directed towards improved molecule identification. For the
task at hand, which is the identification of the proportions of known species in a gas
sample, a mass spectrometer alone was considered the most suitable option.
The burner configuration investigated here prevents the use of wide angle quartz
probes that aerodynamically quench the reactions and allow the measurements of rad-
icals through a molecular-beam mass-spectrometry system (MBMS). It is a widely
used technique in combustion research for its ability to detect both stable and unsta-
ble species [124, 125, 126]. In our experiment, the samples being directly collected
through a thin capillary, we expect the stable species concentrations to be reliable where
the radical concentration is negligible, away from the thin reaction zone. In the reac-
tion zone, the presence of atoms and free radicals can induce errors up to 10% [94] in
the stable species concentration because of radical-radical recombination reaction oc-
curring as the sample is transported towards the mass spectrometer. The introduction
of the small sink that constitutes the capillary in a concentration gradient unavoidably
induces perturbations. The reliability of the sample collected compared to the con-
centration at the probe tip has been investigated in the past [127], with the effect of
suction of the capillary resulting in the collected sample being representative of a lo-
cation slightly upstream of the probe tip. This offset has been measured to be up to 5
orifice diameters for some wide angle cone probes[128], but more typically 2 orifice
1The water can even reach 60% by volume when the inert mixture used contains a large proportion of
helium
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diameters[129, 130]. For the straight capillary used in this experiment, we expect the
perturbation to be of the same magnitude or smaller and the sampling system to deliver
representative samples of stable species immediately in front of the probe tip, which
has a 0.1 mm inner diameter.
5.2 Mass spectrometry based partial pressure analyzer
The instrument used for gas analysis is a compact quadrupole mass-spectrometer (QMS)
based residual gas analyzer (RGA) or partial pressure analyzer (PPA). This type of in-
strument is used extensively for measuring the composition of gas samples in indus-
trial settings. Their low cost, ease of use and wide application range has lead to their
widespread adoption in applications where qualitative data is sought, i.e. to assess the
integrity of vacuum systems [131], detect the presence of contaminants in semiconduc-
tor manufacturing [132, 133] or monitor chemical processes for deviation from optimal
operating parameters [134, 135].
The response of PPAs for a particular mass-to-charge ratio (m2z) is usually as-
sumed to be a linear function of the partial pressure of the species with mass m in the
sample, provided that there is no overlapping peaks. The validity of this assumption is
limited by the precision expected from the measurements and must be investigated to
ensure proper interpretation of the results. For the applications mentioned above, the
concentration of the species of interest varies only in a narrow range in an otherwise
constant mixture. Accordingly, the assumption of linearity is usually reasonable and
can yield results accurate within a few percent [134] at best following proper calibra-
tion.
On the other hand, the use of PPAs to gather quantitative composition data for ar-
bitrary mixtures of a given number of species is much more limited. While trivial to
interpret for qualitative analysis, the instrument response necessitates extensive calibra-
tion to yield useful quantitative results. The interpretation of the data is complicated
by the numerous factors that can compromise the instrument linearity when varying
mixture composition over a wide concentration range. In this thesis, a custom calibra-
tion procedure is developed to account for the intrinsically non-linear behavior of the
QMS response over a wide concentration range in a complex mixture of reactive gases,
drastically improving measurement precision.
5.3 The instrument working principles
The working principles of mass spectrometry are considerably more complicated than
for techniques based on interaction of the sample with electromagnetic radiation (spec-
troscopy). A mass spectrometer is made from three basic units: a ion source, a mass
analyzer and a detector. A schematic representation is presented in figure 5.1. In order
to properly calibrate the instruments and interpret its results, it is essential to prop-
erly understand these basic units. The mass spectrometer used throughout the current
investigation presented here is manufactured by MKS Instruments Inc.(Andover, Ma,
USA) . The Cirrus mass spectrometer is a bench-top unit that can only be controlled
remotely by a computer through an Ethernet connection. A picture of the instrument is
presented in figure 5.2(a). The assembly is built around a Microvision plus IP Residual
Gas Analyzer (RGA). A view of the opened instrument identifying various components
is presented in figure 5.2(b).
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Figure 5.1: Outline of the different components involved in the mass spectrometer
function.
 
Figure 5.2: (a) Picture of the MKS Cirrus RGA used in this thesis. (b) View of the
opened instrument with: (1) the oven enclosure; (2) Bypass line; (3) the capillary inlet;
(4) high vacuum chamber housing the ion source and mass filter; (5) detector and
associated electronics.
The sensitivity of the instrument is defined as the magnitude of the output signal
per unit of the quantity measured. For PPA, this quantity is therefore expressed as the
ionic current detected per unit of pressure of the species measured. Accordingly, the
units used will either be Amperes per Pascals or Amperes per millibars. The instrument
sensitivity is expected to be constant, producing a linear response as a function of the
partial pressure, but in practice this is not the case. This is especially significant over
the wide concentration ranges measured in this work. Various phenomena can induces
non-linearities in each component of the instrument and in order to achieve a suitable
calibration, these need to be understood. The calibration strategy will aim at estab-
lishing the instrument sensitivity separately for all species of interest and as a function
of the factors that were found to be relevant (mixture composition, operating parame-
ters). Because of limited access to the system internal states (operating pressures, ion
currents) and for simplicity, the procedure described in section 5.4 calibrates the in-
strument as a whole without separating the different components. The possible origin
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of these non-linearities of the mass-spectrometer will be discussed in the individual
components described in the following sections.
5.3.1 Sampling
The sample is collected through a fused silica capillary, which can be heated to prevent
condensation and the resulting flow perturbations. The sampling rate is a function of
the diameter and length of the capillary used. For the results presented here, the capil-
lary diameter was 100 µm and its length was 230 cm. The resulting flow rate removed
from the burning chamber was small enough to never induce observable perturbations
on the flame. This issue is further discussed in appendix A. The capillary exits in a
vacuum chamber housing the RGA that is purged by a turbomolecular pump backed
by a dry diaphragm pump. The diaphragm pump also serves as a by-pass pump for
the capillary aspiration and ensures a pressure sufficiently low at the entrance of the
high vacuum vessel. The whole vacuum chamber is housed in an oven to help water
vapor removal after startup (bake setting, 180XC) and pumping efficiency throughout
normal operation (warm setting, 80XC). This arrangement is visible in figure 5.2(b)
and a detailed schematic representation is provided in appendix A.
The sample collected is representative of the composition immediately in front of
the sampling point. Particular attention was taken to properly characterize the flow
regimes present in the different components of the system to avoid mass separation
effects, or fractionation. A detailed analysis of the system used is presented in ap-
pendix A. Readers interested in sampling issues in PPA are directed to the exhaustive
review paper of Blessing et al.[136]. The very small sampling rate (0.2 ml/min) re-
sults in the conditions throughout the capillary being laminar (Re   4.9) and subsonic
Ma   1.59103. From the estimated pressure distribution in the sampling system,the
intermolecular forces are important and the flow can be considered viscous. Therefore,
no mass separation effect is expected in the mixture. The conductance of such capillar-
ies operating in the viscous regime, given by equation A.6 is the same for every species.
Accordingly, the composition in the bypass chamber is identical to the composition at
the sampling point since the flow is viscous in both the input capillary and the bypass
line.
5.3.2 The ion source
In the MKS Cirrus, part of the sample is ionized in the ion source through electron im-
pact ionization (EI). Electron ionization is a common technique in mass spectrometry,
especially when dealing with gas samples with unknown organic molecules. Electrons
are produced by heating a tungsten filament (thermionic emission) and then acceler-
ated towards the sample by a static electric field. The sample molecule or atom M is
ionized following relation 5.1.
M  e È M  2e (5.1)
The proportions of sample molecules that will be ionized will vary greatly depend-
ing on many parameters and will be a great source of variability in the calibration
procedure. These include the specie nature (weight, diameter, etc.), its partial pressure,
the total pressure, the electron energy, the presence of reactive species in the chamber,
the state of the filament (age, surface adsorption of certain species, etc.) and many
others to a lesser extent. For the particular model used here, the ion source comprises
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two tungsten filaments located close to each other. The particular filament used will
have an influence on the electrons trajectories and hence on the ionization efficiency.
To ensure stable operation, ion source design has to account for physical phenomena
that can affect electron production.
As they are used, the filament lose material to evaporation. This loss of surface
area means that the filament has to be operated at a higher temperature to supply the
same electron current. Although the emission current is regulated automatically and
in real time to account for the variation in the filament performance, the ionization
efficiency can vary significantly over the course of a measurement. In this paper, we
are mainly interested in the effect of mixture composition on EI efficiency. It has
been known for a long time that the presence of even a small amount of gas around a
thermionic cathode induces strong species-specific emission changes[137]. Over the
course of our experiments two time scales have been noticed in the variation of the
instrument performance: upon mixture composition change, some changes occurred
over the course of a few seconds or minutes, while others took hours to set it. Recent
experimental evidence [138] demonstrate that the nature of the gas species present
in the vacuum chamber can also affect the work function of the thermionic emitter
through diffusion in the filament material. The nature of the atoms adsorbed on the
emitter surface is also believed to play a role. These phenomena imply that even if
the ionization current is monitored and regulated, the energy of the electrons and the
focusing of the ions vary with the mixture composition. This variation in the ionization
efficiency of the source necessitates proper calibration to allow the instrument to be
operated over a wide mixture composition range.
It has been shown that space charge effects can account for the almost instanta-
neous change in instrument sensitivity when the mixture composition is changed. The
space charge effects can change both the local potential in the ionization chamber and
the efficiency of ions focusing towards the mass filter [139, 140, 141]. This effect de-
pends strongly on the geometry of the ion source and is therefore instrument specific.
It is however found to some extent in all commercial mass spectrometers [142]. Space
charge effects can also become significant when the absolute pressure in the vacuum
chamber is increased while the mixture composition remains constant. This effect is
probably the most investigated mass spectrometer nonlinearity [143, 142, 140, 134].
For the experiments presented here, the very small and constant leak rate into the vac-
uum chamber ensured that the pressure remained more or less constant, see appendix
A for details. The small measured pressure changes2 observed while the mixture com-
position was changed are attributed to the ionizing nature of the total pressure gauge
used (Penning gauge). Accordingly, the calibration presented here do not include the
effect of high pressure on the instrument sensitivity.
The introduction of reactive gases in the vacuum chamber causes, in addition to
the short timescale phenomena mentioned above, a slow drift in the instrument re-
sponse. Oxidation and evaporation of material from the filament [144, 145] should
normally be compensated by the electronics regulating the electron emission. On the
other hand, the adsorption of molecule on the source surfaces can have reversible ef-
fects on the order of 10% with timescales of hours [142, 134] following even brief
exposure to reactive gases. Over the course of weeks or months of operation, ion
source and mass filter fouling can also induce significant variation in the instrument
sensitivity through the deposition of insulating films on conductors or conducting films
2The Cirrus model allows the monitoring of the vacuum chamber pressure in real time while the experi-
ments are conducted.
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on insulators [143, 142, 146], modifying the source optics. These long timescales ef-
fects collectively known as source fouling will be addressed by the implementation of
a calibration transfer strategy [147, 146], described in section 5.4.2.
5.3.3 The mass analyzer
To separate ions based on their mass-to-charge ratio, a quadrupole arrangement is used.
The RF (radio frequency) oscillating electric field it produces deflects the ions differ-
ently depending on their mass-to-charge ratio (m2z). The quadrupole is designed in
such a way that for a given frequency only ions with a single m2z ratio will reach
the detector. The variation of this frequency across a certain range generates a signal
reaching the detector that is representative of a succession of m2z ratios. The resulting
scan is the mass spectrum of the species present in the sample. The mass filter used
in the Cirrus is able to filter ions having a mass from 2 to 200 amu. The transmission
efficiency of the quadrupole mass filter is known to be strongly mass dependent, up to a
factor 5 [142]. This effect will be addressed by the calibration procedure implemented
in section 5.4.2.
Some ambiguity may arise if two species present in the sample have the same m2z
ratio, for instance carbon monoxide and molecular nitrogen (mass 28). The electron
impact ionization can also result in the fragmentation of target molecules, producing
new species that can overlap with species of interest. Cracking tables provided by the
manufacturer or found in the literature can be used to determine the height of these
secondary peaks from the main ones to resolve the ambiguity. In the results presented
here the only instance where this was necessary was when measuring molecular oxygen
and methane simultaneously. The fragmentation of O2 upon ionization produces a
secondary peak of mass 16 (11% of the height of the main peak), corresponding to
atomic oxygen that must be subtracted from the methane peak to get its true value.
All of the ions whosem2z ratios are discarded by the mass filter end up their courses
on the quadrupole rods where they recombine with electrons. When measuring certain
species, especially large hydrocarbons, this can result in a surface fouling phenomenon
similar to the one described in the previous section. Because of the nature of the species
measured in this experiment, this effect is not expected to be important. In any case, the
resulting long term sensitivity drift will be corrected by the calibration transfer strategy
described in section 5.4.2.
5.3.4 The detectors
The sensitivity of the ion detector itself is also subject to variations over time. The
Cirrus instrument used here is equipped with two types of detectors: A Faraday cup
and a secondary electron multiplier (SEM).The Faraday cup detector is the most stable
detector type, with the observed sensitivity changes for some instruments as low as
10% over months of use [134]. The more sentitive SEM detector is considerably less
stable, especially when new, with order-of-magnitude variations observed over the first
few weeks of use [142].
The SEM detector is significantly more sensitive that the Faraday cup, allowing
detection levels in the low parts per millions (ppm) to hundreds of parts per billion
(ppb) for the type of instrument used. However, the most sensitive detectors are usu-
ally the most non-linear [134]. Consequently, for all of the measurements presented
here, only the Faraday cup detector was used because ppm detection levels were not
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required. This simplified the calibration by removing the detector voltage as a parame-
ter and was more than enough for the parts per thousand precision expected from these
measurements.
5.3.5 Control software
To interface with the RGA, MKS supplies a software named Process Eye. This soft-
ware is recipe-based, which means that the instrument is not controlled directly by the
user but rather through a file (the recipe) containing a set of instructions. The language
used is Visual Basic for applications (VBA) but the user is discouraged edit or even
look at the code and directed to the software wizard for the creation of the recipes.
This interface only allows the creation of very basic tasks for the instrument, such as
measuring specific ranges of masses for a given time interval and performing basic
data treatment. The wizard then writes the code for the recipe and that’s it as far as the
average user is concerned. When the instrument is started, the software reads the sup-
plied recipe file and follows the instructions supplied therein. The wizard only allows
the measured data to be provided graphically to the user or saved to a proprietary file
format and is always in units of pressure. The user software does not provide means
to access, let alone control, the instrument operating parameters such as the measured
currents.
The implementation of the more complex tasks expected of this instrument in the
research context in which it is used was a monumental task. For instance, the calibra-
tion of the instrument described in the next section calls for the relationship between
the input (the partial pressure of a specific species) and the output (the measured cur-
rent) to be established. The wizard was completely useless for this task since it does
not even allow the knowledge of the measured current, it is supplied to the user al-
ready converted to a partial pressure, with the intermediate steps unspecified. All of
the recipes used were therefore coded by hand and since the user is not expected to be
able to write de code, documentation was very scarce.
The software reference supplied with the product contains only information on how
to use the wizard which, needless to say, is a disappointment. The most useful docu-
mentation obtained from the manufacturer is a scriptable object reference. It lists the
name of the software object used to control the instrument, its inputs and its outputs.
Unfortunately, it only lists the names of the object, not their authorized values nor their
description. A lot of trial and error was therefore involved in getting anything to work
at all. A more exhaustive reference intended for applications developers using this soft-
ware was later acquired: the software development kit (SDK) reference manual for the
Process Eye software. It included a more detailed reference of some the scriptable ob-
jects but proved of limited use for the understanding of the instrument control, behavior
and responses.
In the end, the use of software and the instrument in general was a horrible ex-
perience. The writing of recipe files was a tedious task and necessitated endless trial
and errors to achieve the desired outcome. Over 15’000 lines of code where written
throughout this project only to achieve the calibration of the instrument, a task that
easily swallowed the equivalent of six months of full-time work. The technical sup-
port staff at MKS was usually very friendly and helpful to answer specific questions,
once they were identified. However, most of the time their answers to more general
questions were that they don’t know because the instrument and software were simply
never intended for such tasks. The software is only aimed at providing a clueless user
the ability to monitor small changes from a reference state in a mixture containing only
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trace amounts of one specie of interest. Everything else is uncharted territories and had
to be characterized for this specific instrument. I will end my rant now, I just wanted
to point out that I hate this machine and especially its control software.
5.4 Mass spectrometer calibration
The issue faced when wanting to use a atmospheric pressure RGA such as the MKS
Cirrus to perform quantitative mixture composition is one of purpose. The instrument
is intended to measure small variation in species themselves present in a small quan-
tity diluted in a more or less constant gas matrix (hence the name residual). In these
conditions, it is reasonable to expect the instrument response to be a linear function of
the amount of the species of interest present. To calibrate the instrument, one mixture
close what is typically encountered in practice and containing all the species of interest
should be sufficient. In the current work, the mixtures encountered have a wide con-
centration range, i.e. the composition of the gas matrix is the subject of interest. As a
result, significant non-linearities arise in different parts of the instrument (ion source,
mass filter, detector) and need to be calibrated extensively. In the following sections
will be discussed first the calibration procedures supplied by the instrument manufac-
turer and then the one implemented to account for the observed non-linearities.
5.4.1 Built-in procedure
The calibration procedure built-in the MKS mass spectrometer proved very disappoint-
ing, to the point that the results initially gathered were unusable for their intended pur-
pose. As it is delivered, the only available calibration procedure implemented involves
determining the instrument sensitivity by measuring a single reference sample. The
user has to supply the molecular mass of one of the species present in the sample and
its partial pressure. The software then simply divides the measured signal by the sup-
plied partial pressure to obtain a calibration factor, in amperes per unit of pressure (the
millibar or the Pascal were used here). This calibration factor is the instrument sensi-
tivity for the specific species used in the calibration under the conditions prevalent at
the time. This single calibration factor was then used by the software to calculate the
partial pressure of every species under every conditions. As it is delivered, the instru-
ment is therefore assumed to have a constant sensitivity as a function of the analyzed
mass and a linear response over its dynamic range.
Tillford [134] noted in his paper on the limiting factors in the use of RGA for
process monitoring, that users and some manufacturers assume that the same relative
sensitivities used in ionization gages can be used for RGAs. However, this shortcut
fails to account for the mass dependence of the different constituents of the RGA sys-
tem listed in sections 5.3.1 to 5.3.4. For instance, in this same paper, the mass filter
transmission dependence on the mass of the ions measured changes the RGA sensitiv-
ities by a factor 5 to ten compared to the ionization gages relative sensitivities. The
shortcomings of these simplistic assumptions soon proved significant when measuring
the mixtures encountered in this experiment.
When analyzing initial measurements made using the instrument calibrated fol-
lowing the built-in procedure, outrageous errors were noticed if the measured mixture
deviated from the one used for the calibration. Moreover, the sensitivities for different
species measured in pure samples is drastically different, with one order of magnitude
between the sensitivity of hydrogen and that of CO2. Further investigations revealed a
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strong variation of the instrument sensitivity as a function of the mixture content being
analyzed. For instance, the sensitivity of the instrument to hydrogen doubles between
a mixture containing only trace amounts of the gas in an argon matrix and an even
mixture of the two gases. When concentration profiles are taken along the burner lon-
gitudinal axis, the fuel concentration varies from typically 15  30% to trace amounts
and errors in excess of 100% can result from the use of a constant calibration factor.
The effect was a little less pronounced for oxygen, and as low as about 20% for CO2.
Nevertheless the cumulative effect on the measurement of the mixture strength, which
is the main task that the instrument is intended for, is nothing short of catastrophic.
From that point, it was clear that this specific mass spectrometer would be useless
in this experiment without the implementation of an extensive calibration procedure.
This will make the instrument more versatile, allowing to go beyond the assumption of
linear response. Although simplistic, this assumption is nevertheless valid for the actual
purpose this instrument is designed for. That is the on-line monitoring and analysis of
gas mixtures including trace contaminants in process gases.
5.4.2 Calibration over a wide concentration range
The objective of the calibration procedure implemented here is to capture the instru-
ment response for each species of interest as a function of the operating parameters
and the mixture composition in which the measurements are conducted. This is done
through the measurement of numerous reference mixture of different compositions, re-
ferred to as the training set. The result is multidimensional mapping of the instrument
sensitivity, with the number of dimensions equal to the number of gases in the mix-
ture minus one3. One of these maps has to be generated for each species of interest
and each set of operating parameters of the instrument. The parameters that should be
considered include the ionization current, the extraction potential, the filter voltage and
the detector gain. For the sake of simplicity, after the optimal operating conditions had
been found, all of the instruments settings were kept constant.
Since the extent and nature of the non-linearities in the response of QMSs is poorly
documented and instrument specific, it was difficult to defined an optimized training
set beforehand. Therefore, the initial treatment of the problem involved a large amount
of different mixtures spread over the entire concentration space of interest. Efforts to
reduce the training set to a minimum required by the nature of the instrument response
can then be made for further calibrations. An experimental set-up had to be constructed
that could provide a wide range of reference mixtures of the species of interest, which is
presented in section 4.5. For the CO2-diluted H2-O2 flames studied, the concentration
space of interest is 0-100% for CO2, 0-75% for O2 and 0-50% for H2, H2O.
Calibration transfer
The term calibration transfer applies to methods aiming to establishing the current be-
havior of an instrument through a limited number of measurements, referred to as the
transfer set, by transferring the knowledge of the instrument behavior gained using an
extensive training set[148, 147, 146]. For the procedure implemented here, correction
factors are determined for each species of interest by comparing the measured sen-
sitivities from similar mixtures in the transfer and initial training set. It is assumed
3One dimension can be removed because we assumed that all gases present in the sample are measured.
This allows the total of all the measured mole fractions to be set to 1 and an arbitrary species concentration
to be considered a dependent variable.
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that these effects while affecting each m2z ratios differently, hence the species specific
correction factors, do not affect the interactions between the species. The sensitivity
maps themselves are therefore retained from the initial training set and the correction
simply applied as an offset. This account for the variations in instrument sensitivity
that occurred since the initial calibration. Experimental results on two and three gas
mixtures confirm that this assumption is reasonable because although the height of re-
sponse surface changes over the course of weeks, its shape remains unchanged. This
temporal drift in the instrument response is present in all QMS instruments and be-
comes significant over the course of days to weeks, depending on the nature of the
mixtures measured.
In the present experiment, the transfer set was simply the species of interest either
pure (for CO2) or at the upper bound of their calibrated range (75% for O2, 50% for H2
and H2O) diluted in CO2. This allowed the calibration of the instrument to be refreshed
daily from the measurement of only four simple mixtures.
Binary mixtures
The response of the instrument was first measured when exposed to various binary
mixtures of the species of interest diluted in a inert gas. Argon was chosen since it is
very stable and extensive literature for the mass spectrometric measurement is available
on this species. The variation of the instrument sensitivity, in Amperes per Pascals4 is
presented in figure 5.3 for the first three species of interest (H2, O2 and CO2). Since
some of these measurements series were taken on different days, the calibration trans-










































































Figure 5.3: Mass spectrometer sensitivity in binary mixtures of H2 (Q), O2 (b), CO2
(2) in Ar. a) Effect of the addition of the other gases on the sensitivity of argon. b)
Sensitivity of H2, O2 and CO2 as a function of their volume fraction.
.
It can be seen from the results presented in figure 5.3(a) that the presence of hy-
drogen in the sample increases the sensitivity of the instrument for argon while oxygen
4In the determination of the instrument sensitivities, the atmospheric pressure is used as the reference
state. This implies that the pressure drop in the sampling capillary is included in the calibration factor. The
measured non-linearities are therefore the sum of the contributions of each component in the system, from
the gas molecules sampled to the electrons counted at the other end. The interested reader is referred to
appendix A for an analysis of the sampling and ionization part of the system.
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decreases it. CO2 has a small positive effect on the sensitivity, but less pronounced
that for the two other species. To understand this phenomena, it should be noticed
from figure 5.3(b) that the magnitude of the sensitivities differs significantly between
the species. For instance, the sensitivity of the instrument to hydrogen is about 5 times
smaller than for argon. Therefore, as the argon is replaced by hydrogen in the sample,
the charge density in the ionization chamber and mass filter decreases. This hints to-
wards space charge effects being one of the causes of the observed mixture dependence
of the instrument sensitivity. The effect of water, the fourth species of interest, is shown
in figure 5.4. As water added in a CO2 sample, it can be seen that the sensitivity of both
the H2O and the CO2 decreases. The phenomenon is similar in nature and magnitude


























Figure 5.4: Mass spectrometer sensitivity variation in the presence of a variable amount
of H2O (b) in a CO2 (2) matrix.
The presence of O2, H2O and to some extent CO2 in a sample is known to induce
oxidation and adsorption on the surface of the instrument exposed to these reactive
gases. This results in changes in the properties of these surfaces intervening over the
course of minutes to hours. When the exposure to the reactive gas is ended, these gases
desorb from the surface which recovers some if not all of its initial properties. To study
this effect, the composition of a binary mixture of argon and oxygen was changed sev-
eral times over the course of a 6 hours period, the results are presented in figure 5.5.
This experiment revealed that after initial exposure to oxygen, the system takes close
to one hour to stabilize within 10% of its final sensitivity. The addition of 10% O2 re-
sulted in a 20% decrease of the instrument sensitivity to argon. Subsequent changes in
the oxygen content of the mixture seemed to be equilibrated equilibrated slightly faster.
These timescales had to be considered when conducting measurement over large oxy-
gen concentration ranges. The sudden drops and recovery in both species sensitivity
noticed between 2 and 3 hours are of unknown origin and have been observed spo-
radically. The global effect of these variation suggest that they are perhaps caused by
partial and temporary blockage of the sampling system. In the event that such a varia-
tion were to become permanent, the calibration transfer procedure described in section
5.4.2 ensures that the instrument response is updated frequently.


































Figure 5.5: Time dependence of instrument sensitivity in a binary mixture of argon (2)
and oxygen (X).
Mixtures of three and four gases
In the simplest experiments presented in this thesis, the number of species present in the
burning chamber is four and include both reactants, a single product and the inert. To
properly characterize the mass spectrometer in this three-dimensional parameter space,
a large number of reference mixtures evenly distributed in the region of interest were
generated. For the measurements of concentration profiles in hydrogen-oxygen flames
diluted in CO2, the ranges of interest are 0-50% for H2, 0-50% for H2O, 0-75% for O2
and 0-100% for CO2. For obvious reasons, an automated mixture generation setup was
developed and is described in section 4.5. Mapping the sensitivity of the instrument in
three gas mixtures (without water) using 49 reference composition sampled about 30
minutes each took a little over a day of measurements. An example of the sensitivity
dependence in such a three gas mixture is presented in figure 5.6.
The addition of the fourth species to the mixture required the development of a
precise water vaporization unit, described in section 4.5 to supply a controlled flow rate
of water vapor to a heated mixture of the other three gases. The three gas procedure
described above was then repeated 4 times with a different amount of water vapor
to cover the range of interest for this species. This four gas calibration procedure
required an extensive amount of time to be completed. Accordingly, to reduce the
influence of the long term drift of the instrument on the accuracy of the calibration, the
number of mixtures measured for each water concentration was decreased to 36 and
the measurement time to 20 minutes. With these measures it was possible to complete
the whole four-gas calibration in just under 48 hours. To ensure that the instrument
long term drift did not induce a bias in the measurements, a pure sample of one of the
species of interest was measured at regular intervals in the procedure to monitor the
evolution of the absolute sensitivity. Unfortunately, the device available to supply the
liquid water to the apparatus (a medical syringe pusher) required human intervention
throughout this lengthy calibration process. It was necessary to change the syringe
about every hour and manually set the flow rate, preventing the implementation of a
truly automated procedure.



























































































































































Figure 5.6: Mass spectrometer sensitivity in H2-O2-CO2 mixtures. When the total of
the volume fractions of the two species given on the base axes of the graph do not equal
100%, the remainder is CO2.
Extension to more complex mixtures
To produce the wide ranges Lewis numbers necessary for the work presented here, a
second inert must be added to the mixture. This means that the minimum number of
species present in the burner climbs to five. From practical considerations it is evident
that the calibration procedure described previously cannot be extended in its current
form from four to five species. The time required to map such a complex parameter
space implies that the state of the instrument cannot be assumed constant throughout
the procedure. Accounting for this drift effect would add another level of complication
to a process that does not need it.
The extension of the method to more complex gas mixtures therefore requires the
use of a certain number of simplifying assumptions. The simplest solution would be to
construct a multi-dimensional mapping of the instrument sensitivity from elementary
knowledge gained in simple mixtures. Using the results from binary mixtures it is
possible to quantify the effect that the concentration of a given gas has on the sensitivity
of other gases. This approach was tested on the three gas mixtures presented in figure
5.6. However, no trick was found to account for the different effect of one gas on
another as a function of the concentration of a third. It is believed that the interactions
between the species are too important for such a simple approach to be effective.
One simplification can be found by exploiting the limit of infinitely fast combustion
which specifies that the advected reactant should be consumed entirely at the flame. In
the absence of leakage both reactants should therefore never be present simultaneously
in any great amount at the same location in the burner. Each reactant can then be
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calibrated separately with the two inerts using the three gas procedure described previ-
ously. The effect of the product, water in this case, can be dealt with in the same fashion
as previously, resulting in a mere doubling of the length of the calibration procedure
from the four to the five gas scenario. Further simplification is possible by considering
the effect of water as a multiplying factor applied on top of the three gas sensitivity
maps available for each domain of the burner. The effect of the water concentration
on the sensitivity of other gases can be derived from graphs such as the one presented
for CO2 in figure 5.4. This requires the assumption that the relative effect of H2O on
the instrument sensitivity is the same for every species which was measured to be rea-
sonable for the H2O range investigated here. The choice of the dataset to use for the
mixture analysis will then be dictated by which of the reactants is present in the largest
amount. The sensitivity of the scarce reactant was estimated from the other dataset by
taking into account the general effect of the abundant reactant on other species.
The choice of the second inert to use in the five gas mixture was focused on find-
ing an inert as light as possible, since it will result in higher Lewis number for the
reactants. These high Lewis numbers are required to produce mixtures where the dom-
inant thermal-diffusive instability mode close to extinction is intensity pulsations. This
requirement made the choice of Helium natural. Unfortunately, the use of this gas
complicates the calibration procedure since its very high ionization energy results in
extremely low ionization efficiency and sensitivity. For reference, the typical sensi-
tivity of helium measured here is 1220 that of CO2. The heavy inert used was only
chosen sufficiently different from helium to ensure that the range of Lewis numbers
produced was sufficiently wide to conduct meaningful experiments. Even if CO2 is
used in most of the combustion experiments, argon was also investigated because it is
of similar weight but is known to be much more simple to measure in mass spectrom-
eter systems. Examples of three gas sensitivity maps for both the fuel and the oxidant
sides of the burner are presented in figure 5.7 and 5.8, respectively.
The use of helium and argon as the inert mixtures illustrates the effect of a large
change in the mean proprieties of the mixture on the instrument sensitivity. The most
important of these properties appear to be the mass and the first ionization energy. The
graphs of figure 5.7(a) and 5.7(b) show a factor two change in the sensitivity of H2 and
helium as a function of mixture composition. The lowest sensitivities are associated
with the highest concentrations of argon in the mixture. The calibration of the oxidant
side presented in figure 5.8 yield similar results for O2 and helium. A comparison
between the two sides reveals that the sensitivity of argon seems to be more affected
by the presence of O2 that that of H2.
5.4.3 Results and discussion
The effectiveness of the calibration method implemented was assessed regularly by
measuring reference mixtures of known composition. At the beginning of each day of
measurement, a reduced transfer set of mixtures was analyzed to perform the calibra-
tion transfer. Following this adjustment, a few other reference mixtures representative
of the experiment being conducted at the time were measured. This provides an esti-
mation of the error associated with the current measurements. The results gathered fol-
lowing this calibration update and verification routine over the course of 2 months are
presented in figure 5.9. These results include the error evaluation for H2, O2, helium
and CO2. The measurement of reference samples containing water vapor generally
yielded an error of about 5% for H2O. The verification of measurements of the sam-
ples with a water content was carried out less often that for the other species because




















































































































































































































































































































Figure 5.8: Mass spectrometer sensitivity in O2-He-Ar mixtures.





































































































Figure 5.9: Evaluation of the mass spectrometer measurement error after the imple-
mentation of the five gas calibration.
of the long startup times associated with the vaporization apparatus.
To determine the effectiveness and usefulness of the complex calibration procedure
implemented here, the measurements were also analyzed using a constant sensitivity.
This average was determined from the available sensitivity maps of each species and
yields results that should be expected from a simplistic approach neglecting the mixture
dependences of the instrument response. In the results reported in figure 5.10 using
this rudimentary calibration the maximum errors are close or exceeding 20% for every
species. Achieving these relatively poor results still requires the implementation of a
substantial calibration procedure to improve on the performance of the instrument as
it is delivered from the manufacturer. Following the default mixture analysis approach
and using a single sensitivity for all species would certainly have resulted in far worst
results.
Comparatively, the results calibrated using the extensive five gas calibration pre-
sented here have a maximum relative deviation of 10% with respect to the reference
mixtures measured. Over 100 such measurements were made and the typical errors
associated with the oxidant volume fraction has been lower that 5%. This value is of
special significance since when the fuel is advected to the flame, only the oxidant con-
centration at the counter-diffusing injection is required to define the mixture strength
prevalent in the burner. The uncertainty on φ as measured by mass spectrometry is
therefore believed to be on the order of 5% for the results presented in this thesis.
More generally, the implementation of the extensive calibration procedure described in
this section has allowed the error associated with the mass spectrometry measurements
to be divided by at least a factor three.






































































































Figure 5.10: Evaluation of the mass spectrometer measurement error with rudimentary
calibration, overlooking the mixture dependence of the instrument sensitivity but still
considering its species specificity.
Chapter 6
Burner characterization
For the comparison between this experiment and the theoretical models to be of any
significance, the burner and the flame it produces must first be characterized. The set
of measurements presented in this chapter include data on the velocity, species and
temperature distributions over the burning chamber width and length. The injection
layer immediately next to the counter-diffusing species supply needles was investi-
gated to ensure that it did not induce perturbations on the flame. The resulting flame
shape was also measured along with its parasitic curvature and the parameter result-
ing in hydrodynamic instabilities (Rayleigh-Be´nard convection cells). To assess how
well this experimental realization approaches the idealized one-dimensional theoretical
configuration, the flame position and the longitudinal species concentration profiles are
compared to the theoretical relationships obtained from the simplified theory.
The burner used here is very versatile, allowing control over many parameters
defining the diffusion flame generated. The bulk flow, reactant concentration at each
end of the chamber as well as the nature and concentration of the inert gas mixture used
can all be controlled independently. For the sake of simplicity, only a small number of
stable flames configurations were used for the different measurements made to char-
acterize the burners. The main operating parameters used for these flames are given if
table 6.1. For all of these, hydrogen was used as the fuel since the mass spectrometer
calibration was develop specifically for H2-O2 flames. For simplicity considerations,
the fuel was always the advected species in this chapter, except for specific measure-
ments regarding flame position.
Config. Burner Advected mixture Inert Diffusing mixture
Fuel F.R. U Oxidant F.R.
[%H2] [SLPM] [mm/s] [%O2] [SLPM]
Flame #1 I 30 2.25 17.7 CO2 100 3.0
Flame #2 II 35 7.0 19.4 CO2 100 8.0
Flame #3 II 35 7.5 20.8 CO2 90 7.0
Flame #4 II 35 8.5 23.6 CO2 90 7.0
Table 6.1: Parameters used to generate the stable flames used for burner characteriza-
tion.
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6.1 Flame shape
The shape of the stable flames produced in the Mark I and II is presented in figure 6.1a)
and b), respectively. The photographic technique described in section 4.2.1 was used
to capture these images. The red lines drawn on top of the flames represent the flame
sheet location as determined by the position of the maximum visible light emission.
The observed light is emitted through two distinct mechanisms. First and foremost,
flames are chemiluminescent [107] with a peak of luminosity in the primary reaction
zone. Chemical reactions radiating discrete lines or bands of frequencies in the visible
part of the spectrum are numerous for carbon containing fuels and involve species such
as C2 and CH. For the hydrogen flames studied here the emission of the species excited
in the reaction zone (OH and H20) fall in the ultraviolet part of the spectrum. As a
result, H2-O2 flames emit very little visible light and are essentially invisible to the
naked eye. The second source of light is the blackbody radiation emitted by the heated
gas molecules and solid particles in the flow, the frequency of which increases with
temperature. The temperature range of H2-O2 flames results in the blackbody radiation
emitted falling mostly in the infrared range. Moreover, absence of carbon soot implies





Figure 6.1: Flame shape observed in the burners using typical operating conditions,
with the fuel advected. (a) Mark I burner, (flame #1) bulk velocity U   17.7 mm/s.
(b) Mark II burner, bulk velocity U   20.8 mm/s (flame #3), with the white arrows
indicating the position of the inner quartz cylinder. The red lines represent the location
of the maximum light emission, associated with flame location.
The choice of the inert used for the dilution of the reactants used in this thesis was
guided to increase the luminosity of the reaction zone. The presence of CO2 allowed
the flames to be visible to the naked eye and conventional photographic equipment
to be sufficiently sensitive to measure them. When used in conjunction with helium
for the dilution, at least 5% to 10% of CO2 in the mixture was necessary to yield a
visible flame. The use of noble gases only would have been convenient since they
are significantly less complicated to measure with the mass spectrometer than CO2.
However, dilution with only He produced entirely invisible flames and the tests made
using argon (either alone or in conjunction with He) resulted in very dim greenish
flames impossible to capture with the available equipment.
The enhanced luminosity of the reaction zone in the presence of CO2 results in
low-level continuum radiation in the blue region of the spectrum [107]. The continuous
nature of this radiation is in contrast to the line or band emission of chemiluminescence
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which takes its origin in electronic transitions between quantized states in an atom
or molecules. The continuous emission of CO2 observed in the H2-O2 flame used
here is believed to take its origin in the excitation or ionization and recombination
of the molecule in the reaction zone [149]. Water vapor is also known emit in the
same way [47, 150], but apparently not sufficiently to allow observation in H2-O2
flames without CO2. The intensity of the visible light emission is therefore considered
a reliable indicator of the position of the flame front [107].
An example of the measure light emission profiles across the flame sheet, extracted
from figure 6.1b), is presented in figure 6.2. As expected, the blue component is the
strongest and was used preferentially to determine the flame position. When this chan-
nel was found saturated in certain images, the green and red components of the profiles
were used alternatively. The width of the light emitting region, measured as the full
width at the half of the peak height, (Full Width Half Maximum, FWHM) was found
to be 2.83 mm for the typical stable flame encountered in the Mark II burner and pre-
sented in figure 6.1b). The measured light results from the band emission of CO2 men-
tioned above which peaks in the reaction zone and extends in the equilibration region
downstream [107], explaining the relatively thick luminous layer. Accordingly, the
light emission profile is not indicative of the reaction zone thickness but its maximum













































Figure 6.2: Profile of the flame visible light emission for each of the three channels of
the RGB image, extracted from the flame presented in figure 6.1b). The width of the
light emitting zone (FWHM) is 2.83 mm.
6.1.1 Flame parasitic curvature
The great care taken to minimize thermal and flow inhomogeneities in the burner re-
sulted in the very flat flames presented in figure 6.1. The flame sheet found from the
location of maximum light emission and illustrated with the red lines of figure 6.1 nev-
ertheless exhibit parasitic curvature. This quantity was measured because it plays a role
in the residual stretch experienced by the flame. The angle between the vector normal
to the flame sheet and the vertical axis is presented in figure 6.3 for both the Mark I and
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the Mark II version of the burner. This data is extracted from both pictures of figure


















































Figure 6.3: Angle of the vector normal to the flame sheet for typical conditions, in
minutes or arc. In red for the Mark I version of the burner (flame #1 —, 30% H2 in
CO2, 100% O2 and U   17.7 mm/s), in green and blue for the Mark II version (- - -
flame #3: U   20.8 mm/s, 30% H2 in CO2, 100% O2, – - – flame #4: U   23.6 mm/s).
The data presented in figure 6.3 confirm that the flame is extremely flat in the central
portion of the burner. The small parasitic curvature results in the vector normal to the
flame sheet pointing away from the vertical by less than 1220 of a minute of arc. In
this figure, the solid line is from a flame in the Mark I burner while the two dashed
lines are from two distinct flames in the Mark II burner. Also picture is the location of
the inner quartz cylinder, described in section 4.1.2 and used to isolate the most stable
central part of the burner. From this figure it can be seen that the significant curvature
is effectively kept outside the cylinder, with an almost perfectly flat flame on the inside.
Part of the small variations observed in the central flame in the Mark II burner results
from reflections on the inner cylinder causing slight errors in the optical determination
of the flame location. These are small enough to induce only minimal errors in the
determination of the flame stretch.
6.1.2 Formation of convection cells
The location of the hot layer that constitutes the flame below the colder injection array
brings the question of the stability of this temperature stratification to hydrodynamic
disturbances. The stability of a fluid layer sandwiched between differentially heated
boundaries is one of the classical problems of fluid mechanics pioneered by the work
of Lord Rayleigh and Henri Be´nard. They showed that if a dimensionless number
accounting for the effects of buoyancy, viscosity, momentum diffusivity and thermal
diffusivity is high enough, the steady-state conduction mode becomes unstable and
convection cells develop. This dimensionless number shown in equation 6.1 is called
the Rayleigh number Ra and the critical value at the onset of the instability is RaC .




<T1  T2A d
3
  GrPr (6.1)
In this expression, g is the gravity acceleration,B the thermal expansion coefficient,
ν the kinematic viscosity andDth the thermal diffusivity. The temperature difference is
between the hot and cold boundaries, kept at temperatures T1 and T2, respectively. The
last parameter is the separation between the two boundaries d, which has a strong influ-
ence and is included to the third power. The Rayleigh number can also be expressed by
the product of two other dimensionless numbers: the Grashof number and the Prandtl
number. The Grashof number is the ratio of buoyancy and viscous forces while the
Prandtl number accounts for the balance between thermal and momentum diffusivities.
Treatments of this problem in the literature abound, the interested reader is referred to
the classical book of Chandrasekhar [151] and the recent review of Bodenschatz et al.
[152]. Variations on the classical configuration are also investigated with the introduc-
tion of complications such as a Poiseuille flow parallel to the boundaries [153].
In the burner, the problem is further complicated by the bulk flow going through the
system, perpendicular to the temperature gradient. Additionally, the two boundaries
need to be considered free because the flow is not restrained between the needles. This
uncommon configuration has received little attention from theoreticians and experi-
mentalists. A similar configuration exists industrially in the porous media of fluidized
bed reactors which has received some attention [154] and the problem has also been
treated analytically [155]. The most useful analysis found in the literature, albeit on a
different scale, was found in atmospheric sciences and focuses on convection induced
cloud formation. The extensive theoretical and experimental work of Krishnamurti
[156, 157, 158] provides stability considerations including a large number of parame-
ters.
The results of interest here is the influence of the bulk flow magnitude and direction
on the stability of the layer. From the classical treatment of the problem it is known
that the layer will be marginally stable for a critical Rac of approximately 1708 if both
boundaries are rigid and 657.5 if they are both free [151]. The effect of a bulk flow
directed from the hot to the cold boundary, such as in the burner used here, can have an
opposite effect depending on the Prandtl number [156]. Small Prandtl numbers such
as those prevailing in the burner (on the order of Pr   0.7), we can expect the critical
Rayleigh number at which convection cells will develop to decrease with increasing
bulk velocity. This effect can be illustrated by considering the opposite case where a
high Prandtl number results in thin thermal boundary layers on both sides of the domain
considered. The addition of the bulk flow increases the boudary layers thickness and
induces a curvature in the conduction profile. As a result, although the temperature
gradient remains unchanged, it extends over a shorter depth and it follows an increase
in the critical Rayleigh number.
When the flame position was lowered too far from the injection array, this resulted
in the collapse of part of the flame and formation of stationary ridges in the reac-
tion sheet, such as those shown in figure 6.4. Once the flame had collapsed, a strong
hysteresis effect was observed, presumably from the heating of part of the injection
array on either side of the burning chamber. The critical flame offset d of 12  15
mm achievable while maintaining a planar flame results in a critical Rayleigh num-
ber in qualitative agreement with the theoretical works mentioned above. Considering
the uncertainties on the measured flame and injection array temperatures and the large
number of parameters involved no further attempts were made toward a quantitative
comparison.
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Figure 6.4: Flame pattern observed when the flame position is low enough below the
injection array to result in the formation of convection cells in the burner.
6.2 Velocity measurements
6.2.1 Injection layer
The trick used to supply the counter-diffusing reactant to the burning chamber de-
scribed in section 4.1.1 introduces localized inhomogeneities in the burning chamber.
The introduction of hundreds of tiny jets in the bulk flow forms a thin region where the
reactant intermixes with the flow of products. This region is called the injection layer
and must be measured to ensure that it does not perturb the flame. The main concern is
the determination of the thickness of this layer outside of which the transport of species
can be considered strictly one-dimensional.
The only technique available with sufficient spatial resolution and the non-invasive
character required to probe the narrow jets produced by the injection needles is Laser
Doppler Anemometry (LDA). The velocity was measured following the procedure de-
scribed in section 4.3.1. Unfortunately, it was impossible to seed the counter-diffusing
species mixture with tracer particles since they tend to stick to the metal walls of the
thin tubes of the injection arrays. Consequently, LDA measurements could only be
carried out in the Mark I version of the burner where the bottom advected reactant is
inserted through larger diameter tubes. The measurements were made without a flame
present in the burner. When the burner is hot, the SiO2 seeding particles used become
polarized from the pyroelectric effect and tend to stick to the burner windows above
the flame. As a result, frequent shutdowns and cleanups are required, interrupting the
long acquisition times required to scan the region of interest.
Where the unseeded jets exiting the injection needles meet the seeded bulk flow,
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the tracers are scarce and travel mostly vertically with the bulk flow. As a result, long
integration times where necessary to gather a usable signal and compressed air was
used in both streams to save pure gases. The transverse velocity profiles presented in
figure 6.5 are taken at progressively greater depth below the injection arrays. Only
the vertical component of the velocity is plotted since the horizontal component of
the LDA produced no usable signal from the small velocities along this axis and the
limited seeding issues mentioned above. The measurements of figure 6.5 show that the
jets emanating from the needles have an effect on the bulk flow down to between 2.5


































Figure 6.5: Velocity profiles taken at different depths below the injection array in the
Mark I version of the burner. The injection layer thickness is seen to be between 2.5
and 3.0 mm.
The value of 2.5 mm is considered the upper bound for the the injection layer thick-
ness since the typical bulk velocity in the burner when considering thermal expansion
are higher that the value used for this experiment. Moreover, this value is the velocity
injection layer and the species concentration injection layer is likely to be smaller from
the effect of diffusion. Below this layer, the flow can be considered one-dimensional
with the transport of the species injected from the top being done only by diffusion
against the bulk flow. All of the results presented in this thesis from this point onward
have been gathered in this one-dimensional portion of the burner.
6.2.2 Transverse velocity profiles
The one-dimensional character of the flow throughout the burning chamber was veri-
fied by taking velocity profiles across the entire burner cross section at different heights.
These measurements were taken with a flame present in the burner and using LDA
when possible. In the region of the burner where these measurements are carried
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out, below the flame, the seeding is good and the temperature relatively low. This
means that more data points could be gathered before the windows became opaque
from the accumulating seeding particles compared to the injection layer measurements
presented above. The velocity profile span almost the entire width of the burner but
the detailed measurements of the velocity boundary layers on the walls is prevented by
limited optical access.
Mark I burner
In the Mark I version of the burner, it was possible to use LDA as in section 6.2.1 to
get two components of the velocity. The resulting velocity vectors taken across the
midplane of the burner are presented in figure 6.6. The uppermost profile was taken in
the flame itself and each successive profile below it at increments of 5 mm. From this
figures it can be seen that the flow is not homogeneous at the bottom of the burner. This
is attributed to the limited performance of the flow equalization chamber used on the
advected side of the Mark I burner. The imperative of letting the seeding particulates


















Figure 6.6: Vector plot of the velocity in the midplane of the Mark I burner. The
uppermost profile is take in the flame itself.
As can be seen in the two uppermost profiles of figure 6.6, as the flow approaches
the flame it becomes significantly more homogeneous as it is accelerated following
thermal expansion. This can be more easily seen in figure 6.7, where each component
of the velocity was plotted separately. From these plots, the burning chamber below
the flame can be separated in two regions. In the lower part of the burner the flow is
converging slightly towards the center of the burner but the opposite is observed when
approaching the flame. From the horizontal component of the velocity it can be seen
that this phenomenon is more pronounced on the right side of the burner. Since it is on
that side that the ignition port is located, inducing higher heat losses, this converging-
diverging flow can probably be attributed to thermal effects at the windows.












































































































Figure 6.7: The two components of the velocity in the Mark I burner plotted separately.
The same profiles as in figure 6.6 are used, taken at different heights in the burner: at
the flame(2) and below the flame (5 mm (), 10 mm (Q), 15 mm ()). (a) Vertical
component. (b) Horizontal component.
Mark II burner
Using the thermistor-based system described in section 4.3.2 it was also possible to
get some measurement of the velocity distribution in the Mark II version of the burner.
However, since the probe used is not directional, only the absolute magnitude of the
velocity could be determined. This measurement could not be realized with a flame
present in the burner, the thermistor having a maximum operating temperature of 250XC.
Therefore, cold air was used to supply both streams. The profile shown in figure 6.8
was taken at half the height of the burning chamber. The relatively large size of the
probe assembly used (about 5 mm diameter) prevented the detailed measurements of
the boundary layers on the chamber walls. Nevertheless, the first data points on either
sides of the profile still reveal the influence of the walls.
Comparing the Mark II profile of figure 6.8 to the ones taken at similar heights
in the Mark I burner presented in figure 6.7(a) reveal that the velocity is much more
uniform in the new version of the burner. This difference is attributed partially to the
absence of a flame in these measurements but also to the improved injection plenums
used in the second version. The long plenums (80 mm) allowed the use of numerous
devices (screens, porous plates, honeycomb sections) to ensure homogeneous supply
to the injection needle array. The new plenum design and the needles themselves in-
duced a pressure drop in the advected species injection path sufficient to ensure a flat
velocity profile throughout the burning chamber. The previously mentioned drawback
of this approach is that the flow can no longer be seeded for LDA-based velocity mea-
surements.
6.2.3 Residual strain
Transverse velocity profiles such as the uppermost one from figure 6.6 taken inside a
stable flame typical of those encountered in this thesis allow the evaluation of the resid-
ual stretch imposed on the flame. This quantity is of critical importance because of the
strong stabilizing effect it has on the thermal-diffusive instabilities. In the theoretical
models it is expected to be zero but experimentally there is no such thing and inhomo-


















Figure 6.8: Transverse velocity profile in the Mark II version of the burner without
a flame present acquired using the hot thermistor technique. The Black vertical lines
represent the position of the inner quartz tube walls. The horizontal dashed line is the
average value expected from the supplied flow rate (28.41 mm/s).
geneity in the velocity distribution will induce a finite strain that must be quantified.
The flame stretch K is a measure of rate of deformation of a surface element of the







Accordingly, a stretched flame has a positive value of K while a compressed flame
results in a negative K . The introduction of the concept is attributed to Karlovitz et
al. [160] with the specific form of equation 6.2 depending on the geometric flame
configuration. These authors investigated jet flames, where the reaction zone is located









This expression for the stretch rate is known as the Karlovitz number where U is
the velocity parallel to the flame sheet and y the coordinate normal to it. The parameter
δ is a diffusion length defined as δ   λ2ρCpS0f where λ is the thermal conductivity,Cp
the specific heat and S0f the adiabatic flame speed. The Karlovitz number is sometimes
considered as a general definition of strain, but it is valid only in the specific configu-
ration where it was developed. A general expression for flame stretch was derived by
Matalon [161, 162] and is presented in equation 6.4. This formulation was selected
because it is dependent upon physically measurable quantities, is independent on the
flame configuration and the choice of coordinate system.
K   Vf   n  ~n     <~v  ~nA (6.4)
Equation 6.4 was developed for the case of premixed combustion with Vf the flame
sheet propagation speed projected on its normal vector ~n and ~v the velocity vector. In
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diffusion flames, the reaction front does not propagate and the stretch equation used
must be modified by setting Vf   0. What remains is only the second term of equation
6.4, that can be expanded using the triple product rule in the following way:
K   ~n     <~v  ~nA
K   ~n  ~v<   ~nA  ~n<   ~vA  <~n   A~v  <~v   A~n
K   <~n   ~vA<   ~nA  ~n   <
1
2
<~v  <~vAT AA   ~n
K   <~n   ~vA<   ~nA  ~n  E   ~n   Kc Ks (6.5)
In this last equation, E represents the rate of strain tensor [163, 162]. The first
term isolated in equation 6.5 represents a contribution of the flame curvature to the
flame stretch that was hidden in the second term of equation 6.4. The second term
of equation 6.5 is the change in flame surface area induced by the strain in the flow.
The total stretch experiences by the flame is therefore the superposition of the stretch
contributions induced by the flame front curvature (Kc) and by the flow strain (Ks),
even in the absence of flame propagation.
Using this formula, a velocity profile taken in the flame front such as the one pre-
sented in figure 6.9(a) and the flame shape extracted from figure 6.1 it is possible to
quantify flame stretch. The result is presented in figure 6.9(b) with total stretch and
the separate contributions of curvature and strain plotted separately. As expected, the
residual stretch is extremely low, below 0.15 s1 everywhere in the burner. It should
be noted that these results are from the Mark I burner since only in this version LDA
could be used to gather the velocity vector field. From the data presented in figure 6.3
it is reasonable to expect that the maximum stretch in the Mark II version of the burner
should be of the same order of magnitude. In this version, the central portion of the
burner were measurements are conducted is shielded from the slightly stretched flame
edges by the quartz cylinder. In the corresponding region of the Mark I burner, the
stretch is below 0.05 s1 and this value is expected in the center of the quartz cylinder
in the Mark II version. However, it is necessary to remember that this inner quartz
cylinder will induce a velocity boundary layer in the inner flame, which will cause its
edges to be slightly more stretched than its center. However, without LDA velocity
measurements, the magnitude of this stretch is impossible to quantify more precisely
than the values given above.
6.3 Temperature measurements
The flame temperature was measured using thermocouples following the procedure
described in section 4.4. A picture presenting two probes in the burner with a stable
hydrogen flame present is shown in figure 6.10. The triangular shape of the probes was
chosen to minimize the conduction losses of the thermocouple junction by placing the
junction wires parallel to the temperature gradient. Because of this design choice, the
temperature measurements could not be done with the inner quartz cylinder present in
the burner. The measurements were done in the Mark II version of the burner with the
size of the probes necessitating the use of the longer burning chamber length setting of
40 mm. The parameters used are typical for the stable flames presented in this chapter
and are listed under flame #2 in table 6.1.
Great efforts were taken to mitigate the effects of catalytic heating and radiation
losses of the thermocouple junction, as described in section 4.4. The effect of the coat-





























































Figure 6.9: Velocity profile and residual stretch in the flame sheet. (a) Velocity profile
used in determining the flame stretch, taken from figure 6.6. (b) Profile of the residual
stretch experienced by the flame, with 2 the contribution from flame from curvature
(Kc), X the flow induced strain (Ks) and Q the total flame stretch.
Figure 6.10: Picture of thermocouple probes inserted in the burner. The probe on the
left is coated with ceramic adhesive while the one on the right is left bare.
ing used to shield the probes can be seen in figure 6.11(a) were the measurements
from uncoated and coated thermocouples is presented. As expected, in this figure
the catalytic activity of the platinum present in the thermocouple alloy promotes re-
combination reactions on the probe surfaces, raising its temperature. The uncoated
thermocouple registers a maximum temperature of 1720 K while the coated one only
measured 1532 K, for a difference of 188 K. However, since the measurements pre-
sented in figure 6.11(a) are not corrected for radiation, the real temperature increase
cause by catalytic effects is somewhat lower. The diameter of the coated thermocouple
being larger and its emissivity greater, its measured temperature is lowered more by
radiation than that of the bare probe.
Nevertheless, this effect remains important for the accuracy of the measurements.
Further proof of the strength of the platinum induced catalysis was clearly visible
shortly after the flame was extinguished. As the unburned reactants located in the
exhaust plenums diffused back in the chamber, they participated in surface reaction on
the bare probe material. In figure 6.11(b), this resulted in the uncoated thermocou-
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ple becoming incandescent from the surface reactions, with a measured temperature of
1400 XC without a flame in the burner. The phenomenon lasted from 5 to 10 minutes































Figure 6.11: (a) Longitudinal temperature profiles from coated (2) and uncoated (X)
probes (flame #2). (b) Catalytic effect on platinum wire resulting in incandescent wire
even in the absence of a flame.
The measurements were corrected for radiation following the procedure described
in section 4.4.3 with values of the emissivities used for the radiation correction given in
that section. The magnitude of the radiation correction as a function of the temperature,
for a coated probe, is given in figure 6.12. For the measurements of the maximum
flame temperature, the radiation correction reaches about 350 K. In this figure, the two
datasets illustrates the effect of neglecting the radiation received by the probe from
the enclosure walls. This simplification results in an overestimation of the radiation
correction of 25 K relative to the assumption of a representative wall temperature of
500 K. For the results presented from this point onward, the radiation received from
the walls will be included in the calculation of the radiation correction.
The radiation corrected data for the uncoated and coated probes is presented in
figures 6.13(a) and 6.13(b), respectively. In these figures, the solid black line represents
the temperature profile obtained from the numerical model described in section 3.3.
The radiation correction resulted in the difference between the coated and uncoated
probes to decrease from 188 K to 150 K. This difference can be entirely attributed to
the catalytic effects on the probe surface and is sufficient for the uncoated thermocouple
measurement to clearly overestimate the flame temperature.
The radiation-corrected data from the coated thermocouple measurement is com-
pared in figure 6.14 to both the numerical results and the prediction of the simplified
model presented in section 3.1.2, with the three datasets showing remarkable agree-
ment, within 50 K. The maximum flame temperature reached in the theoretical profile
was determined following the procedure described in section 3.1.3. The small differ-
ence in the experimental data on the cold advected side of the burner can simply be
explained by the boundary conditions used for the theoretical and numerical models.
The value of 500 K used in the models is representative of a large range of flames while
the specific experimental data plotted in this figure has an injection temperature at the
advected end of 460 K.









































Figure 6.12: Magnitude of the radiation correction for a coated probe as a function of
measured temperature, by neglecting the radiation received by the probe from the walls
(X) and by assuming a representative wall temperature of 500 XC (2).
6.3.1 Temperature in the burning chamber
From the shape of the flame presented in figure 6.1, it seems obvious that the flame
intensity and therefore its temperature is not uniform over the burner cross section.
To measure this temperature variation, a coated thermocouple probe was successively
introduced in the burning chamber through different extraction tubes. The resulting
transverse temperature profile is presented in figure 6.15. The effect of the walls in-
duces a significant reduction of the flame temperature on the periphery of the burning
chamber, in excess of 350 K. In this figure, the solid and dashed lines represent the
adiabatic flame temperature and the result of the numerical model, respectively.
The use of the quartz cylinder described in section 4.1.2 allows the inner flame
where the measurements are conducted to be much closer to isothermal. The position
of the cylinder is illustrated in the figure by the vertical lines. Within this region,
the flame temperature deviates no more than 125 K from either the adiabatic flame
temperature or the flame temperature obtained numerically. Heat loss only account for
part of the deviation since, as will be discussed in the next section, inhomogeneities in
the species distribution results in a reduced mixture strength on the burner edges.
6.4 Species measurements
The measurement of mixture composition in the burning chamber was done using mass
spectrometry, with the equipments and procedures described in chapter 5. This tech-
nique was employed throughout this thesis to establish the effective boundary condi-
tions at the counter-diffusing inlet of the burner. It was also used to characterize the
species distribution in the burner and the flames generated. These results are presented
in this section.











































































Figure 6.13: Radiation corrected longitudinal temperature profiles (X) and untreated
measured temperatures (2). a) Using uncoated thermocouple probes; b) Using coated
thermocouple probe. The solid black line is the profile obtained from the numerical
model. The catalytic effects on the uncoated thermocouple surface result in an overes-





































Figure 6.14: Comparison between experimental (X), numerical (—) and theoretical (–
– –) longitudinal temperature profiles. The experimental values are slightly shifted to
the left as a result of the small conduction losses in the probe assembly.
6.4.1 Species transverse concentration profiles
In the previous two sections it was shown that the temperature and velocity boundary
layers in the burning chamber and chimney are significant issues in the burner design









































Figure 6.15: Flame temperature distribution across the burning chamber. The vertical
lines represent the position of the walls of the inner quartz cylinder. The measure-
ments were made with coated thermocouples,  uncorrected temperatures, X radiation
corrected temperatures. The solid and dashed lines represent the adiabatic flame tem-
perature and the result of the numerical model, respectively.
used here. From these findings is appears obvious that the injection layer would be
subjected to slightly different conditions across the injection array. By introducing the
mass spectrometer capillary through successive extraction needles, it was possible to
characterize the species distribution in the injection layer and the define the variation
of the boundary conditions at the counter-diffusing end. The results presented in figure
6.16(a) and 6.16(b), covering one half of the burner cross section, show the variation
of the oxidant volume fraction and the corresponding change in mixture strength, re-
spectively. Once again, the vertical lines represent the position of the inner quartz
cylinder. Within this inner region of the flame, the mixtures strength was measured to
be uniform within 10% of its average values. On the edges of the burning chamber, the
phenomena listed above result in the flame having a mixture strength over 50% lower.
This considerably leaner periphery flames is colder and reaches instability well before
the central region, often becoming extinct as the instabilities are still studied within the
quartz cylinder.
This variation in the mixture strength φ measured in figure 6.16(b) is believed to
be the main cause of the rapid cell motion observed in the cellular flames developing
in the Mark I version of the burner, shown in figure 4.3. Rather than being caused
by heat loss at the chamber windows, as was initially believed, the heat loss in the
chimney is expected to play a central role in the phenomenon. The walls of the chimney
being colder, the exit velocity of the species injected through the needles is higher
in the periphery rows of the array. Additionally, the upward velocity is slower there
because of the boundary layer developing in the burning chamber. The result from the
combination of these effects is a higher concentration of the counter-diffusive species
close to the chamber walls. This φ variation induces flame curvature and associated
flame stretch that is responsible for the cell motion.
The introduction of the inner quartz cylinder in the burning chamber, as described
in section 4.1.2 only addresses one of these problems, since velocity boundary lay-
ers are still present within the cylinder. However, the good flame flatness (see section
6.1) and absence of cell motion (see section 7.3) observed within the cylinder reveal
that the influence of the velocity boundary layer is small. Solving the problem of the
curvature of the flame edges and residual stretch would require the homogenization







































Figure 6.16: Effect of the walls on the oxidant distribution in the chamber, over one half
of the burner cross section. (a) Variation of the O2 volume fraction. (b) Corresponding
change in the mixture strength. The vertical lines represent the position of the inner
quartz cylinder.
of the temperature distribution in the burner chimney. Placing the whole assembly in
an oven set at a temperature close to that of the exhaust would help but complicate
optical access to the burning chamber. Localized heating on the chimney is another
option but would require the presence of a heat conductive fluid, perhaps circulated,
in the space between the injection and extraction arrays to ensure sufficient heat trans-
fer. Some experimentations were made following this concept, with the very limited
beneficial effect not outweighing the considerable increase in system complexity. In
the end, since improvements provided by simply using a quartz cylinder to isolate the
unstretched central region of the burner proved sufficient to allow the observation of
stationary cellular flames, only this solution was implemented. This choice explains
the significant increase in the area of the burner cross-section between the Mark I and
the Mark II, to ensure that the inner unstretched region was large enough to conduct
meaningful experiments.
6.4.2 Species longitudinal concentration profiles
Species concentration profiles covering the length of the burning chamber were also
obtained by slowly moving the tip of the mass spectrometer capillary from the outside
with a stable flame burning in the chamber. The procedure is described in chapter 5 and
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is only able to measure stable species, with an estimated relative accuracy of about 5%
for most of the mixtures measured. Close to the flame sheet, the large concentration of
radical species can results in additional errors of up to 10%.
The profiles presented in figure 6.17(a) and 6.17(b) cover the cases where the fuel
is advected and counter-diffusing, respectively. The concentration of the fuel (H2), ox-
idant (O2) and product (H2O) are included. The profiles expected from the simplified
theoretical model presented in section 3.1 are also plotted using solid lines. There is
a surprisingly good agreement between the experiment and the simplified model, con-
sidering the drastic assumptions that were made in developing it, especially regarding
the constant transport properties. These being evaluated at the flame temperature, it
is without surprise that the main disagreement between the two are found in the cold
region close to the advected species inlet.
The results obtained from the numerical model are also plotted in figure 6.17(a),
using dashed lines. The agreement with the experimental data on the side where the fuel
is advected is not very good, which is surprising considering that the model accounts for
the variation of the transport properties with temperature. However, as seen previously,
the model properly accounts for the flame position and the temperature profile. In the
fuel counter-diffusing configuration, the numerical model failed to converge to a stable
burning state. The reason for these errors is unknown, but since the numerical treatment
of the problem is not the main concern of this thesis, this topic was not investigated
further.
6.5 Flame position
To measure the flame location in the burner, photographs where taken from the side,
following the procedure described in section 4.2.1. The images where then analyzed
and the flame position determined as the point of maximum luminosity in the center of
the chamber. This optically determined flame location was verified to be in excellent
agreement with the location of the water concentration and temperature maxima. For
the sake of simplicity, the optical method was used for all of the results presented here.
6.5.1 Virtual origin
The procedure used to determine the boundary condition at the counter-diffusing end
of the burner is illustrated in figure 6.18. For each experimental condition, the mix-
ture composition immediately next to the injection needle array supplying the counter-
diffusing species was measured by mass spectrometry. These local concentration pro-
files (shown in the insert of figure 6.18, about 5 to 10 mm long), extending from the
injection tube tips to the flame, allowed the determination of the amount of counter-
diffusing reactant swept into the exhaust by the bulk flow, and hence the effective mix-
ture strength in the burner. Based on this concentration profile, a point beyond the
injection layer was chosen as the virtual origin of the counter-diffusing reactant.
The use of this short profile instead of a single point allowed some latitude in choos-
ing the reference point to generate large datasets with more or less constant mixture
strength. For instance, when increasing the bulk velocity the injection layer thickness
decreased even if all other parameters remains constant. Accordingly, the oxygen con-
centration at a reference point 3.5 mm below the array decreased. This resulted in the
mixture strength measured at that reference point to increase. To be able to use these
two data points to measure the influence of bulk velocity on flame position, a new

























































































































































































































































































Figure 6.17: Longitudinal species concentration profiles, fuel (), oxidant () and
water (X). The solid and dashed lines are the profiles obtained from the simplified




























Figure 6.18: Sketch illustrating the technique used to set the virtual origin of the sys-
tem. The short profile of counter-diffusing species concentration taken below the in-
jection array (shown in the insert) allow the choice of reference points with the same
mixture strength despite different injection layers.
reference point was chosen slightly downstream from the first one, where the oxidant
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concentration was the same as in the first case. The result is that for the two data points
the chamber length is slightly different and this was accounted for in the normalization
process.
In the measurements presented here, the change in the virtual position associated
with a change in bulk flow velocity was relatively small, on the order of 1 to 2 mm
at the maximum. The minimum distance between the virtual origin and the needle
array was always chosen to ensure that the reference point was outside of the injection
layer. Following the measurements presented in section 6.2.1, this distance was set at
2.5 mm. The use of a two gas mixture (helium and CO2) allowed the investigation
of the effect of the Lewis number on flame position. Change in the inert composition
and therefore in the advected mixture density, caused an effect of larger magnitude on
the mixture strength than the one described previously for the bulk velocity. As can be
seen in figure 6.19, when the inert gas was progressively changed from pure CO2 to
pure He at constant bulk velocity, the virtual origin had to be changed by about 3 to 7














































Figure 6.19: Effect of bulk velocity and mixture density on the virtual origin used to
achieve a constant mixture strength of φ   0.5.
The displacement of the virtual origin proved a suitable technique to account for
both of the effect of the bulk velocity and advected mixture density on the effective
mixture strength. The mixture composition and temperature at the reference point were
then used as boundary condition and the reduced chamber length as the new reference
length for the comparison with the simplified model of section 3.1. This procedure
allowed the effective mixture strength φ to be kept constant, despite the varying loss
of counter-diffusing species into the exhaust at different bulk flow velocities and in-
ert composition. To evaluate the theoretical flame position, the experimental Lewis
numbers of the reactants were evaluated using the mixture composition and tempera-
ture measured at the flame. The dimensional bulk velocity was determined from the
supplied mass flow rate.
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6.5.2 Influence of bulk velocity
The position of the flame inside the burning chamber as a function of the bulk velocity
magnitude and direction was investigated using CO2 diluted H2-O2 flames. The re-
sults are presented in figure 6.20(a) and 6.20(b) for the fuel advected and fuel counter-
diffusing configurations, respectively. Because of the limits imposed by the counter-
diffusing species injection scheme, it was impossible to obtain data with the same mix-
ture strength for both the fuel advected and fuel counter-diffusing configurations. When
the fuel is counter-diffusing, most of it is carried away in the exhaust by the compara-
tively heavier inert. Accordingly, the flames produced in this configuration are always
very lean. Typical results are presented in figure 6.20(b) for φ   0.33 and φ   0.25.
The thermal diffusivityDth, used to determine the dimensionless bulk velocity was
evaluated at three different temperatures for comparison purposes: at both inlet tem-
peratures and at the flame temperature measured or as determined either numerically
or using the method described in section 3.1.3. The result presented in figure 6.20
clearly show that the flame temperature is the most appropriate to evaluate Dth used
in the dimensionless bulk velocity. When this reference point is used, the results show
good agreement between the simplified theory for the flame position (equation 3.14)
and the experimental results. The figures also show that the flame position is more ac-
curately predicted by the simplified theory when the oxygen rather than the hydrogen
is counter-diffusing.
Several factors can be invoked to explain the differences between the two data sets.
The assumption of constant transport properties made in the theoretical development
is not equally drastic in both configurations. Equation (3.14) reveals that the flame po-
sition is mainly determined by the Lewis number of the counter-diffusing species. In
this dataset, Leo varied only slightly from the injection point to the flame sheet (from
0.861 to 0.865) when the oxidant was counter diffusing. When the fuel was counter-
diffusing, the Lef variation was more significant, between 0.25 at the injection and
0.22 at the flame, on average. In addition, the thermal expansion, also neglected in the
simplified theory, decreases the transport of the counter-diffusing species to the reac-
tion zone. This effect increases the effective φ when the oxidant is counter-diffusing
and decreases it in the reverse configuration (note that a decreasing φ lowers the curve
xf <UA in figures 6.20(a) and 6.20(b)).
6.5.3 Influence of Lewis number
From the simplified theory described in section 3.1, when the velocity is high, only the
Lewis number of the counter-diffusing species is expected to have a significant effect
on flame position. However, when the velocity is small, both Lewis number need to be
considered because the forward diffusion of the advected species becomes significant.
To test this theory, the reactants were diluted in a mixture of two inerts (helium and
CO2) to generate a range of Lewis numbers for the two reactants. In these results the
fuel-advected configuration was used and accordingly the Lewis number of the oxidant
(Leo) is expected to have a dominating influence on the flame position. Assuming a
constant Lef , the expected flame position dependence on Leo and U is given in figure
6.21(a).
The use of helium as a dilution gas with its high thermal diffusivity means that the
dimensionless velocity is relatively small, so the Lewis number of the advected species
has to be taken into account. In figure 6.21(b), the flame position predicted by the
theory is showed with and without considering the variation in the advected species























































Figure 6.20: Effect of bulk flow velocity on flame position for the case of
counter-diffusing oxidant (a) and counter-diffusing fuel (b). The Dth used to non-
dimensionalize the bulk velocity is evaluated at the flame (2), at the advecting inlet (X)
and at the counter-diffusing inlet (Q). The lines represent the flame position predicted
by the simplified theory, a) ——, for φ   1, Lef   0.35 and Leo   0.85, b)Lef   0.25,
Leo   0.80, φ   0.25 (filled symbols and solid line) and φ   0.33 (open symbols and
dashed theoretical line).
Lewis number. For the low-velocity flames considered here (0.4 1 U 1 2), neglecting






















































































Figure 6.21: Effect of bulk velocity and counter-diffusing species Lewis number (Leo)
on flame position predicted by the simplified theory. a) The fuel Lewis number is
assumed constant and the mixture strength is φ   0.5. b) Theoretical results, with (X)
and without (2) considering the variation of Lef measured for the experimental data
points available.
The results gathered in these conditions and presented in figure 6.22 confirm the
necessity of considering both Lewis numbers. In figure 6.22(a), the measured flame po-
sition from the virtual origin is simply normalized using the reduced chamber length1.
A comparison between these results and the theoretically predicted values, even con-
sidering the variation of both Lewis numbers, yields considerable errors. For the data
1The reduced chamber length is the total chamber length minus the position of the virtual origin used.
6.5. FLAME POSITION 95
presented in figure 6.22(a), the error exceeds 20% for the flames with the lowest bulk
flows.
This discrepancy can be explained by considering that for the low velocities used
for this experiment, the conditions present at the end of the bottom injection tubes are
not the same as in the prescribed gas stream. With the small chamber length 2 used
here (20 mm), the bottom injection array is located in a region with significant concen-
tration gradients. This results in a forward diffusion effect in the injection tube and in
the effective chamber length being longer than expected. For the experiment presented
here, when the inert gas is mostly helium, the fuel exits the needles only 10 mm from
the flame and easily diffuses towards it, resulting in a concentration gradient within the
injection needles. The consequence is that the effective chamber length is longer that
the distance between the tip of the two needle arrays. This was confirmed my mass
spectrometry measurements carried out throughout the burning chamber and inside the
advected species injection tubes. Naturally, this effect will vary significantly with the
burner operating condition, much like the position of the virtual origin described in sec-
tion 6.5.1. From the mass spectrometric measurements, it was estimated that this effect
resulted in an chamber length increase of 5 mm on average for the conditions used in
this section. The results using this corrected chamber length for the normalization of
the flame position are presented in figure 6.22(b), resulting in much better agreement
with the theoretical predictions (differences below 5%).












































































Figure 6.22: Experimental results for flame position with variable Lewis numbers.
a) Comparison with simplified theory. b) Comparison with theory using an effective
chamber length slightly longer than the actual chamber length, to compensate for dif-
fusion effects in the advected supply at low velocity. With (2) experimental measure-
ments and (X) theoretical results.
2The small chamber length of 20 mm used in this section, compared to the 40 mm used in section 6.5.2




In this chapter, the experimental observation of thermal-diffusive instabilities realized
in the unstrained diffusion flames characterized in the previous chapter are presented
and analyzed. In the first section, the limits of stability and extinction of the flame are
presented as a function of the burner operating parameters. In the second section, the
type of instability occurring close to the lean extinction limit is identified in the Lewis
number parameter space. The subsequent sections are dedicated to the two types of
thermal-diffusive instabilities observed in this experiment: cellular flames and planar
intensity pulsations.
7.1 Stability and extinction limits
In section 3.2 it was shown that the limit of infinitely fast and complete combustion
(the Burke-Schumann limit, corresponding to Da   ) is unconditionally stable. The
experimental results on instabilities presented in this chapter are all gathered by start-
ing from such a stable baseline flame. This flame is described by the theoretical model
of section 3.1 and has been extensively characterized in chapter 6. In order to observe
thermal-diffusive instabilities, it is therefore necessary to decrease the Damko¨hler num-
ber Da until a marginally stable state is achieved. When Da is further decreased, the
unstable flame can remain burning for a certain range of Da before reaching extinc-
tion. This sequence of events follows the top branch of the S-shaped response curve of
figure 3.3.
In numerical treatments of the problem such as the one by Metzener and Matalon
[45], it is convenient to control the Damko¨hler number simply by changing the bulk ve-
locity U while keeping all other parameters constant. Unfortunately this is not possible
experimentally using the present configuration because of the strong coupling between
U and other important parameters such as the boundary condition at the side of the
chamber with the counter-diffusing reactant. As a result, only a narrow range of veloc-
ities can be used while maintaining a configuration similar to the idealized model of
figure 3.1. If the bulk flow is too fast, the flame will be located in the injection layer
and if it is too low the flame sheet is far from the injection array as to be subjected
to buoyancy induced instabilities (see section 6.1.2). Although it should be possible to
generate flames with a very small bulk flow using this configuration, experimentally the
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task has proved extremely difficult. As the bulk flow magnitude is decreased, the flame
has a tendency to collapse entirely or partially onto one of the injection arrays. As
a result of the subsequent asymmetric heating of the supply tubes causing convection
within the burner, it was almost impossible to re-create a stable planar flame sheet in
the center of the burner without extinguishing and re-igniting the burner. Consequently,
the conveniently usable bulk velocities available in the burner ranges only from about
15 to 30 mm/s. This range is insufficient to change the Damko¨hler number enough to
bring the flame from stability down to extinction.
For the burner design used, the only other experimentally available mean to con-
trol the Damko¨hler number is through the flame temperature that can be varied ei-
ther through the dilution (its nature or its amount) or the mixture strength. Changing
the burning temperature through dilution alone while maintaining constant mixture
strength is very complicated because, similarly to the bulk flow magnitude, the nature
of the inert has a strong influence on the injection layer (see figure 6.19). Therefore,
the Damko¨hler number was reduced and the flame brought to instability simply by re-
ducing the mixture strength through the supplied fuel volume fraction. The following
procedure was used to map the burning regime sustained in the burner, under constant
bulk velocity, as a function of the supplied mixture composition. Starting from a stable
flame, the strength (fuel fraction) of the fuel stream was progressively reduced while
keeping all other parameters constant. The flame shape and position in the burner is
monitored simultaneously using two cameras, as described in section 4.2.1. Prior to
the implementation of the mass spectrometric measurements, the results could only be
plotted as a function of the reactant composition of each stream supplied to the burner.















































































































Figure 7.1: Stability limits inferred from the supplied flow rates, corresponding to
flame #2 in table 6.1 (U   19.4 mm/s). a) As a function of the volume fraction of the
reactants. b) As a function of the mass fractions. Key: (X) Stable planar flames; (2)
Onset of first holes in flame sheet; (Q) Partly cellular flames; (S) Fully cellular flames;
(3) Fully cellular flame collapsed on injection array.
It was observed that the flame does not become cellular instantaneously as a whole
but is rather observed to first become partly cellular and later fully cellular as the input
mixture composition is changed. This was expected from the measurements of the
species distribution over the burner cross section presented in figure 6.16. The 10%
variation in φ observed in the central part of the burner results in part of the flame
reaching instability before the rest. In figure 7.1, the operating parameters resulting in a
partially and a fully cellular flame have been identified separately. These measurements
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were made using the conditions listed under flame #2 in table 6.1 as the baseline state
(varying only the fuel and oxidant content in their respective streams).
The concept of extinction is also somewhat blurred in this configuration since
the flame does not stop burning completely until very low fuel volume fractions are
reached, on the order of 8-10%. What happens is that, as the flame approaches extinc-
tion and fuel leakage through the reaction zone increases, the flame front moves in the
direction of the flow. At some point the flame jumps into the highly oxygenated region
of the injection layer where it can continue burning despite further reduction in mixture
strength. The criteria for flame extinction used in this thesis is therefore one of flame
position rather than one of flame aspect1. The flame was considered unusable for mea-
surements if it was located very close or downstream of the virtual origin considered
for the definition of φ. While the flame might actually still burn, in the correspond-
ing situation for the idealized one-dimensional burner of figure 3.1 it would have been
blown out into the top stream.
Because of the nature of injection layer already abundantly discussed in this thesis,
the results presented in figure 7.1 are only qualitative. The use of mass spectrometry
allows the generation of more reliable stability and extinction limits as a function of the
effective counter-diffusing boundary conditions of the burner. The results presented of
figure 7.1 are plotted in this manner in figure 7.2. The comparison between the two
figures reveals the necessity of such mixture composition measurements to define the
true operating parameters of the burner. This dataset was obtained using a fixed virtual
origin 2.75 mm below the injection array and demonstrate that the effective oxidant













































































































Figure 7.2: Stability limits inferred from the mass spectrometric data, as a function
of the volume (a) and mass (b) fractions of the reactants at either end of the burning
chamber. The burner is operated in the fuel-advecting configuration and the symbols
are the same as in figure 7.1.
From the measurements used to generate the maps given in figures 7.1 and 7.2, the
variation of the effective mixture strength can also be determined as the flame becomes
unstable and leakage becomes significant. Again the mass spectrometric data are es-
sential to identify the true flame parameters. This is especially true for rich flames when
the counter-diffusing stream has a low oxygen content. In this situation, the strong ef-
fect of the bulk flow on the injection layer results in a five fold difference between the
1Using the same burner configuration as here, Lo Jacono[55] defined in his thesis the extinction as a state
when the flame occupied only 0.2% of the burner cross section. From the measurements presented here, this
limit occurs long after the flame is displaced to the tip of the injection needles
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mixture strengths as determined from the supplied mixtures and by mass spectrometry.


























































Figure 7.3: Mixture strength (2) inferred from flow rates (a) and mass spectrometry (b).
The circles (X) represents the projection of the data points in the mixture composition
plane.
Through the variation of the mixture strength, as the fuel content of the advected
stream is varied and the flame becomes unstable, it also changes position. The ob-
served flame position corresponding to the different stable and unstable flames plotted
in figure 7.2 are given in figure 7.4(a). A more detailed view is presented in figure
7.4(b) where the flame position of two flames is shown as the mixture strength is pro-
gressively lowered. As expected, when the flame is stable or partly cellular (φ 1 0.6), a
decrease in the advected fuel mixture volume fraction results in the flame moving up-
stream. However, when the flame becomes fully cellular (φ  0.5) the trend is reversed
and the flame moves towards the oxidant end of the burner as the mixture strength is
further decreased. The phenomenon is most likely strongly influenced by the signifi-
cant reactant leakage through the reaction zone implying some degree of pre-mixing in
the resulting cellular flames. When the mixture strength is reduced significantly below
the value corresponding to full cellularity, the position of the flames moves upstream of
the virtual origin. This corresponds to negative values in figure 7.4(b). As mentioned
above, under these conditions the flame was considered unusable because located in
the injection layer and no longer strictly one-dimensional.
7.2 Mapping of the instabilities
The theoretical investigations of the thermal-diffusive instabilities of diffusion flames
presented in chapter 2 predict that the type of instability that develops close to extinc-
tion, if any, will depend on the transport properties of the reactants. The Lewis num-
bers of both reactants play a defining role in the phenomena as they relate the rates at
which the reactants can be supplied and the heat evacuated from the reaction zone. The
combination of possible Lewis numbers constitutes the parameter space that should be
explored to validate the theoretical predictions on the nature of the thermal-diffusive
instabilities in diffusion flames.
Numerical treatment of the linear stability problem allows both Lewis number to
be controlled independently and the whole parameter space to be investigated. The
result are maps such as the one presented in figure 2.1 where the type of instability is
predicted as a function of both Lewis number. However, experimentally the situation
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Figure 7.4: Flame position change as the mixture strength is lowered and the flame
becomes unstable. For two initially stable flames, using 100% (2) and 90% (X) oxygen
in the counter-diffusing stream. Negative values mean that the flame is located above
the virtual origin and in the injection layer.
is different since the two Lewis numbers are not independent and cannot be chosen ar-
bitrarily. Only a limited set can be produced as a result of the reactants and inert gases
available for this type of study. The hydrogen-oxygen combination was selected as the
main reactive system because of its simplicity and the extensive experience of our lab-
oratory with this type of diffusion flames. The simplicity of the reaction, yielding only
water as a product, also eases the mass spectrometric analysis of the mixture composi-
tion in the burner. Since H2-O2 flames produce very little visible light emissions, the
inert has to be chosen appropriately to solve this problem. Carbon dioxide (CO2) fits
this requirement and was used extensively in this thesis as the inert gas. Additionally
it is cheap, non-toxic and relatively stable at high temperature.
Hydrogen-oxygen diffusion flames diluted in various amounts of CO2 yield only
relatively small variations of the Lewis number of both species. For instance, measure-
ments made in the Mark I version of the burner[96] with such mixtures only allowed
Lef to vary between 0.23 and 0.27. The results collapse almost to a single point in the
Lewis number parameter space and are of limited use for the validation of the theoreti-
cal models. In order to produce wide ranges of Lewis numbers, a mixture of two inerts
with drastically different transport properties can be used for the dilution of the reac-
tants. For the results presented in this thesis, the second inert selected is helium. As
this lighter inert progressively replaces CO2 in the dilution mixture, the Lewis numbers
of both reactants increases significantly. This allowed the investigation of part of the
parameter space where planar intensity pulsation are expected.
However, as the helium replaces the CO2, the flame becomes less luminous, to the
point of making observation from its visible light emission impossible at high Lewis
numbers. For this reason, a heavier fuel (methane CH4), was used to explore the pul-
sation instability region of the parameter space, corresponding roughly to both Lewis
numbers being above unity. CO2 and helium were again used as the dilution mixture
for the sake of simplicity and convenience in the mass spectrometer calibration. The
combustion of methane producing CO2 in addition to water, the use of two other in-
erts would have required a six gas calibration for the mass spectrometer, complicating
the procedure described in section 5.4.2 beyond practical feasibility. The use of still
heavier fuels and different inerts would allow the investigation of a larger part of the
Lewis number parameter space at the cost of some complications of the experiment.
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Examples of such combinations with an estimation of the parameter space covered are
given in appendix B.
The measured region of the Lewis number parameter space covered by hydrogen
and methane burning with oxygen in a mixture of CO2 and He is given in figure 7.5(a)
with the corresponding type of instability observed close to extinction. With hydrogen,
cellular flames are observed when the inert used is comprised only of CO2. When
helium almost entirely replaces CO2, oscillations were observed in the H2 flames but
were difficult to measure because of their very dim light emission. The methane flames
produced were seen to oscillate for the whole range of helium-CO2 inert mixtures used.
However, when the inert is almost exclusively CO2, corresponding to the lowest Lewis
numbers, the oscillation are of very low amplitude, even close to extinction. This hints
at a possible transition towards another instability mode close to the limit of the Lewis






































Figure 7.5: a) Experimental map of the instabilities in the Lewis number parameter
space. With 2 cellular hydrogen flames, b pulsating hydrogen flames and Q pulsating
methane flames.The mixture strength is roughly 0.5 for cellular flames. b) Mixture
strength variation associated with the change in inert composition for the pulsating
methane flames.
The change in the inert composition used to achieve the wide range of Lewis num-
bers presented above obviously caused changes in the injection layer and therefore
on the resulting mixture strength. The results presented in figure 7.5(b) quantify this
change for pulsating methane flames.
7.3 Cellular flames
7.3.1 Observed instabilities
An example of the observed typical transitions starting from a stable flame sheet to
a fully cellular flame as the mixture strength is progressively reduced is presented in
figure 7.6. This sequence was captured inside a 48 mm inner diameter quartz cylinder
place inside the burner. The outer flame in the rest of the burner has followed the
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same transition, but with strong cell motion, and became extinct before the instabilities
developed in the inner cylinder. The difference in the mixture strength between a stable
and a fully cellular flame is quite high, about ∆φ   0.1. This difference is mainly due
to the change in the counter-diffusing boundary condition resulting from progressively
reduced flame activity. This results in a reduction of the effective bulk velocity in
the injection layer and an increase in the oxygen content at the top of the chamber,
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Figure 7.6: Photographs of cellular flame structures, from onset to full cellularity. For
this sequence, the inert is pure CO2 and the bulk velocity is kept constant at 19.4 mm/s.
In these hydrogen flames, the Lewis numbers for the fuel and oxidant are approximately
0.23 and 0.86, respectively.
From the distribution of the oxidant across the burner cross section presented in
section 6.4.1, the effective mixture strength is expected to be slightly higher in the
central portion of the burner. Accordingly, the instabilities are expected to occur at the
periphery of the flame first. They should then propagate inward as the mixture strength
is reduced, however the opposite is observed. The residual flame stretch distribution
in the burner can be invoked to understand this counter-intuitive finding. From the
results presented in section 6.2.3, the residual stretch is expected to be higher on the
periphery of the inner flame because of the velocity boundary layers. Since stretch is
known to have a strong stabilizing influence on the thermal-diffusive instabilities, this
can explain why the instabilities occur first in the richer but less stretched flame center.
One of the main problems in the Mark I version of the burner is that the residual
flame stretch and species distribution inhomogeneities are high enough to induce strong
cell motion in the unstable flames. This prevents the accurate measurements of the
cellular flames geometrical characteristics since the cells produce streaks in the long
exposure photographs required to capture their dim light emission. For example, the
picture presented in figure 4.3 was taken using a 1210 second exposure and is barely
usable to determine the cell size. By comparison, the images taken in the Mark II
version and used in the sequences of figure 7.7 are captured using 124 second exposure
time. The absence of streaks behind the cells demonstrate that the true shape of the
cells can be measured from these photographs.
The two sequences of figure 7.7 reveal the small cell motion that is still observed
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in the Mark II burner for partially and fully cellular flames. The number and size of
the cells is constant, but there is a very slow drift in the cells positions. There are also
cells that divide and other cells that tend to absorb their neighbors. These phenomena














































Figure 7.7: Cell motion in cellular flames for one partly cellular flame (first row, φ  
0.443) and a fully cellular flame (second row, φ   0.408), corresponding to frames g
and h in figure 7.6, respectively.
The concentration profiles of the reactants taken in the center of the burner, along
its longitudinal axis, are presented in figure 7.8. These profiles were taken through a
lean (φ   0.5) stable planar flame sheet, very close to the onset of the first cells. This
figure can be compared to the profiles given in figure 6.17(a) for a similar flame but
richer (φ   1) and hence further from the transition to instability. The main difference
between the two sets of profiles is the reactant leakage through the reaction zone. In
the flame close to the transition to instability, the leakage is significant while almost
none was measured for the richer flame. This confirms the belief that through leakage
























































Figure 7.8: Reactant concentration profiles across a stable flame close to the transition
to a cellular structure, corresponding to frame b) in figure 7.6. Significant fuel (2) and
oxidant (b) is seen across the still homogeneous reaction sheet.
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7.3.2 Cell size scaling
From the theoretical modeling the size of the transverse cell spacing lT in the cellular
structure is expected to scale linearly with the diffusion length lD   Dth2U [44]. This
quantity is defined as the ratio of the thermal diffusivity to the bulk flow velocity. The
results of the linear stability analysis show that the wavelength with the maximum
growth rate at marginal stability will be indicative of the cell size. The more general





In this equation, σ is the wavenumber at the onset of the instability. This pa-
rameter σ is obtained from the numerical treatment of the dispersion relation with its
dependence on flame parameters such as Da, Leo, Lef , U and φ unknown. For stoi-
chiometric flames with small Lewis numbers, σ has been shown to be roughly equal
to 1 [45]. For the lean flames such as those were the cellular structure is observed
in this burner (φ  0.5) the same reference evaluates σ again close to unity, but in-
creasing slightly with Leo. The dependence of σ on the other parameters is likely to
be significant in the determination of the cell size, but specific numerical calculation
would be required to enable direct comparison with the available experimental results.
Accordingly, since it falls outside of the scope of this thesis, the dependence of lT on
σ will not be discussed further here.
To investigate the scaling of the cell size, the experiment was constructed to allow
control over the two quantities defining the diffusion length lD. The bulk velocity
can be changed directly, and the resulting effect of the cellular flame structure can be
seen in figure 7.9. These experiments were realized using hydrogen as the advected
fuel and pure CO2 as the inert. The cell size is clearly seen to increase as the bulk
velocity is decreased, as expected. Under those conditions, when the bulk flow is
lowered below about 18mm/s the cellular pattern starts to rotate at about one revolution
per second. From a stationary partly cellular flame, a small decrease in the mixture
strength suddenly changes the flame structure to a fully cellular and rotating pattern.
This change is associated with a sudden increase in the cell size and accordingly the
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Figure 7.9: Pictures of cell size scaling with bulk velocity in the fuel-advected config-
uration, with pure CO2 used for the inert. The mixture strength is φ   0.45 on average
for these pictures.
The second parameter defining the diffusion length, the thermal diffusivity, was
modified through the use of a two inert mixture as the dilution gas. The resulting
change in the cellular pattern as the inert composition is progressively changed from
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pure CO2 to pure helium is given in figure 7.10(a). As expected, this increase in the
thermal diffusivity results in an increase in the observed cell size. It should be noted
here that the large size cells are observed to have small amplitude and unsteady size
oscillations. In figure 7.10(b), the reactants transport properties in the cellular flames
presented in figure 7.10(a) are plotted in the Lewis number parameter space. This
reveals that the large size cells are produced very close to the transition where the
dominant instability close to extinction is intensity pulsations rather than cells. It is
expected to see competing modes of instability in this region of the parameter space
[45]. In the transition region it was also possible to observe under certain conditions
a rotating planar flame spiral inside the burner. This situation corresponds to a single
cell in rotation with the observed angular velocity being again on the order of one
revolution per second. Unfortunately the phenomenon was to weakly luminous to be
further investigated using the experimental techniques available. All of the flames with
varying bulk velocities realized in pure CO2 inert presented in figure 7.9 correspond to

































Figure 7.10: a) Images of cell size scaling in the fuel-advected configuration. b) Loca-
tion in the Lewis number parameter space corresponding to the cellular flames shown
in a)(Q). The other data points represents conditions where cellular flames (2) and
planar intensity pulsations (b) have been observed in hydrogen flames.
The cell sizes λc extracted from both datasets presented previously is plotted in
figure 7.11 against the diffusion length calculated using the thermal diffusivity at the
flame temperature . In this figure the expected linear scaling with thermal diffusiv-
ity is observed for both datasets, particularly for the one realized at constant velocity.
This is consistent with the results of Metzener and Matalon [45] which suggest that
the Lewis number dependence of σ is weak. Further knowledge regarding the ve-
locity dependence of the parameter σ would be required to determine if the diffusion
length alone is sufficient to account for the cell size dependence on bulk flow velocity.

















Figure 7.11: Scaling of the measured cell size λc as a function of the diffusion length,
using the thermal diffusivity at the flame. The two datasets were realized at constant
velocity, varying the inert composition (2) or using CO2 as the inert and changing the
velocity (X).
Unfortunately the limited range of velocity under which stable cellular flame pattern
are observable in the current burner configuration does not allow the matter to be in-
vestigated further. Attempts have been made to try to correlate λc2lD with parameters
that might help reduce the scatter observed in figure 7.11 such as Leo, φ or U without
discernible trends emerging. It was impossible to use the Damko¨hler in this situation
since the fragmentation of the flame front in cellular flames prevents the gathering of
reliable mass spectrometric data.
Changes in the mixture strength resulting from the use of different velocities and
inerts can be estimated in manner similar to the one documented in section 6.5.1 for the
virtual origin. Assuming a constant virtual origin position 3.0 mm below the injection
array, the mixture strength variation resulting from the changes in velocity and inert
composition applied in this section is presented in figure 7.12. For the range of inerts
and velocities considered here, the mixture strength before the onset of the instabilities
is φ   0.5  0.2.
7.4 Planar intensity pulsations
The results presented in the previous section reveal that as the reactant Lewis numbers
are increased so does the size of the cells forming close to extinction. For very big
cells, the pattern becomes less well defined and unsteady. In this section, flames with
higher Lewis numbers are produced where planar intensity pulsations instead of a cel-
lular pattern develops close to extinction. The video acquisition technique described
in section 4.2.2 is used to capture the flame dynamics. It is operated between 50 (the
lowest possible acquisition rate) and 250 frames per second (fps) to provide the band-
width sufficient to properly resolve the pulsations. The analysis of the digital videos
provides a 8bit signal of the intensity of the light emission of the chemical reaction. It
is necessary to point out here that this signal is only an indirect measure of the chemical
activity. A signal that falls to zero simply means that the flame does not emit enough

































































Figure 7.12: Effect of bulk velocity and mixture density on the mixture strength, con-
sidering a constant virtual origin 3.0 mm below the injection array. The open symbols
have the same meaning as in figure 7.11 with the filled symbols being their projection
in the density and bulk velocity plane.
light to be detected, not that it is extinct.
The technique therefore only provides a limited dynamic range for the flame inten-
sity. The settings of the image acquisition had to be adjusted to ensure that the flame
could be observed over the entire pulsation cycle and avoid pixel saturation. There-
fore the exposure time and the aperture were changed between very dim and brighter
flames. As a result, the absolute magnitude of the signal acquired and the pulsation
amplitude cannot be directly compared between flames. However, the image sensor
of the camera was used with a linear sensitivity setting (γ   1) so the variation of the
maximum flame light emission intensity relative to its average was considered the best
measure of the pulsation amplitude available. This signal was acquired by consider-
ing a sampling window such as the one presented in figure 7.13. For each column of
pixels in this window, the value and position of the intensity maximum is found. The
width of the windows typically used includes from 10 to 20 columns, ensuring that the
average values returned are not biased by optical artifacts and represent the true flame
position and intensity. The procedure is repeated for each frame of a video sequence
capturing several flame pulsation cycles. Typical sample lengths are between 10 and 20
seconds, comprising between 500 and 5000 frames, the longest requiring of the order
of 2 minutes of processing time to extract the signals.
As was the case for the cellular flames of section 7.3, the instabilities investigated
here occur close to extinction, meaning that the flames are very dim. The unsteady
nature of the intensity pulsation also requires the use of short exposure times to capture
the phenomena. To maximize the light gathering, the images are taken from the side,
using viewing position # 1 in figure 4.9. Consequently, the signal available is a spatial
integration over the width of the flame. Care has to be taken in the interpretation of
the signal since the temporal oscillations of the flame also resulted in some spatial
inhomogeneities. For instance, the appearance of traveling waves resulted in a large
increase in the measured flame intensity when the wave passed on the camera side of
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Figure 7.14: Intensity pulsation in a helium diluted hydrogen flame.
the burner. It is for this reason that the amplitude results presented in this section must
be treated with caution and to have a relatively high uncertainty. The results on the
pulsation frequency on the other hand were found to be unaffected by these traveling
waves and are considered very reliable.
7.4.1 Observed instabilities
The first experimentations of pulsating planar flames were made using hydrogen as the
fuel and mostly helium as the inert to provide sufficiently large Lewis numbers. Tran-
sition from cells to pulsations as the dominant mode of instability close to extinction
was observed with flames created using the inner quartz cylinder in the burner. It was
not possible to observe pulsating hydrogen flames in the absence of the inner quartz
cylinder as extinction always occurred before the instability could develop. The lim-
ited light sensitivity of the high speed camera was insufficient to capture these very
weakly luminous flames. The slowest acquisition rate of the device still imposes a
relatively fast exposure time of 1/50 of a second. Using the Nikon D200 digital still
camera, described in section 4.2.1, it was possible to take up to 24 frames in succes-
sion at approximately 4 frames per second. A sequence of a pulsating hydrogen flame
acquired using this technique is presented in figure 7.14.
The observed pulsating hydrogen flames, such as the one presented in figure 7.14,
are identified in the map of figure 7.5(a) and are associated with the highest achievable
Lewis numbers using this fuel. Using the 4 sample per second signal extracted from
these flame, the pulsation frequency was determined to be about 1.5 Hz. This is very
close to the Nyquist frequency of such a signal and illustrates the difficulty of capturing
the dynamics of these flames. In addition to these technical problems, hydrogen flames
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Figure 7.15: Pulsation in a methane flame with the inner quartz cylinder present. The
time increment between the frames is 0.05 seconds and the frame width is equal to the
quartz cylinder inner diameter. The vertical dashed line represent the maximum flame
size, associated with the higher intensity part of the oscillation.
are not well suited to investigate the intensity pulsations because the transition between
cellular flames and intensity pulsations occurred when about 80% of the inert was
helium. This provides only a very limited range of Lewis number over which the
phenomenon could be studied.
Methane (CH4) is a much more appropriate fuel for the generation of pulsation
instabilities in diffusion flames. Its higher mass results in significantly larger Lewis
numbers when mixed with He-CO2, meaning that pulsations can be observed for a
large range of inert composition. Additionally, CH4 flames emit much more light than
H2 flames, allowing the use of higher acquisition rates. For these reasons, the re-
sults presented in the remainder of this chapter are obtained using exclusively methane
flames. The list of the burner parameters of the various flames used to gather the pic-
tures and signals presented in the following pages is given in table 7.1, at the end of the
section.
In the sequence shown in figure 7.15 a methane flame analogous the the previous
hydrogen flame is pulsating inside the quartz cylinder. The use of the cylinder allowed
the flame to be as unstretched as possible. For all such experiments, the outer flame
always went extinct very shortly after the onset of the instability. It was never possible
to observe sustainable intensity pulsations in this region of the burner, probably because
of the strong concentration gradients. The observed flame somewhat reduces in size
during the low intensity part of the cycle and expands back toward the wall while
remaining planar. In figure 7.15 this is shown by the vertical dashed lines representing
the maximum extent of the flame observed during the higher intensity part of the cycle.
In this figure the flame appears to cover only about half of the inner cylinder diameter.
This effect is only a result of the limited sensitivity of the camera used and the fact that
on the edges of the flame the light emission of the flame is integrated over a shorter
length. With the naked eye, the flame was observed to extend much closer to the quartz
cylinder walls. Typical variations in the flame diameter as recorded by the camera over
one pulsation cycle are on the order of 2 mm.
When the quartz cylinder was present in the burner, it was very difficult to achieve
sustainable pulsating flames under certain conditions. The main problem is that flames
with low velocity or created using mostly CO2 as the inert (the low frequency flames)
loose their flatness as soon as the pulsations begin to grow in amplitude. In flames
pulsating at a higher frequency, the very uniform species distribution means that the
whole flame reaches instability at the same time. As a result, the amplitude of the
instability grows very quickly often leading to flame extinction. This complicates the
use of a large parameter range and motivated the comparison of the pulsating flames
generated with and without the quartz cylinder in the burner.













































































Figure 7.16: Pulsation in a methane flame without the inner quartz cylinder present.
As the flame increase intensity, it expands in the leaner burner edges and dips down as
a result.
When the instabilities were allowed to develop unimpeded in the chamber, the
edges of the flames were seen to dip downward during the high intensity part of the
cycle. This can be seen in the sequence presented in figure 7.16. In the high intensity
part of the cycle, the flame expands in the periphery of the burning chamber where the
lower mixture strength pushes the edges of the flame down towards the fuel side.
It is without surprise that the parameters affecting the magnitude of this phenomenon
are those suspected to play a role in the extent of velocity and species boundary lay-
ers present near the walls. For instance, if the bulk velocity is increased relative to
the situation presented in figure 7.16, the edges of the flame remain almost stationary
throughout the cycle. This can be seen in the sequence presented in figure 7.17 where
the velocity is 19.42 mm/s, compared to 13.87 mm/s for the previously mentioned
flame. In general, this behavior of the flame edges was always more pronounced in
flames pulsating at a lower frequency. When comparing both the pulsation amplitude
and frequency, no difference were measured between the flames created with and with-
out the quartz cylinder in the burner. Consequently, since it allows the investigation of
a wider range of parameters, the results presented in this section were realized mostly































Figure 7.17: Pulsation in a methane flame without the inner quartz cylinder present.
The burner parameters are chosen to reduce the wings on the flame edges.
without the inner cylinder.
Examples of the variation of the measured flame light emission are presented in
figure 7.4.1. In some of the flames observed, the onset of the instability is quickly
followed by a period of rapid growth of the pulsation amplitude which leads to flame
extinction. This behavior was particularly observed in moderately low frequency (1-
3 Hz) pulsating flames (hydrogen flames, flames with low bulk flows) and in flames
generated with the inner quartz cylinder present. A typical intensity variation for these
flames from the onset to flame extinction is presented in figure 7.18(a). In other flames,
at the threshold of the instability, it was possible to observe pulsation spontaneously ap-
pear and dampen by themselves. The reduction in the pulsation amplitude of one such
flame is presented in figure 7.18(b). Spatial inhomogeneities in the burner sometimes
resulted in two regions of the flame pulsating at slightly different frequencies or at the
same frequency but out of phase. An example is presented in figure 7.18(c), with a
modulation in the integrated light signal gathered resulting from the interference be-
tween the two frequencies. However, for the majority of the results presented here
focusing on the frequency of the oscillations, the signal used was that of saturated and
steady-state oscillations. In several cases, the burner parameters were kept constant for
close to one hour while different measurements were taken without measurable change
in the pulsation frequency.
As the intensity of the chemical reaction oscillates in the reaction sheet, so does the
heat released. This has an effect on the fluid mechanics of the burner and results in a
variation of the flame position coupled with the variation of the flame intensity. The
results presented in figure 7.4.1 show this effect for two flame with different operating
parameters. Naturally, the magnitude of this effect depends on the relative importance
of heat release when compared to bulk velocity. In high velocity flames, which tend
to pulsate at relatively high frequencies, this effect results in variations of the flame
position on the order of 0.5 mm and is not visible to the naked eye. When the bulk
flow and the pulsation frequency is lower however, the flame position often changes by
over 2 mm between the high and low intensity part of the cycle. It is also interesting to
notice that the intensity and position variations are almost in phase at high frequencies
but drastically out of phase at low frequencies. This suggests that at high frequency the


























































































Figure 7.18: Variation of the flame intensity for different types of pulsations. a) Pul-
sation with rapid growth in amplitude, quickly leading to extinction. b) Damping of
pulsations. c) Pulsating flame with two competing frequencies. d) Stable intensity
pulsations.
decrease in heat release is too brief for a new equilibrium to be reached in the chamber
before it increases again.
Contrary to cellular flames, in the case of the intensity pulsation instability, the
flame front remains homogeneous spatially. This means that species concentration
profiles can be taken reliably in unstable flames without concern that the particular
location chosen is not representative of the whole flame sheet. Such reactant concen-
tration profiles taken in two flame with only small to moderate amplitude pulsations
are presented in figure 7.20. For these particular flames, the displacement of the flame
front during the oscillation is small enough not affect significantly the spatial resolution
of the measurement. From these profiles the reactant leakage through the reaction sheet
is important, as was the case for flames very close to the onset of cellular instabilities.
This again indicate that at least some degree of reactant pre-mixing occurs for these
pulsating flames.
7.4.2 Pulsation frequency scaling
In order to determine the pulsation frequency and amplitude as accurately as possible,
the raw intensity signal is processed to ensure a reliable transfer to the frequency do-
main. All of the signal processing operations mentioned here are implemented using
the MATLAB environment. The frequency signal is obtained through the MATLAB
implementation of the fast Fourier transform (FFT) , an efficient algorithm to compute



































































































































Figure 7.19: Simultaneous variation of the flame intensity and position. a) For high
frequency pulsations, the variation in position is small and in phase with the high am-
plitude oscillation (over 100% or the average). b) For low frequency oscillations, the


































































































Figure 7.20: Concentration profiles showing the reactant leakage across two pulsating
flames. The same virtual origin was used for the two flames produced using different
inert composition, explaining their different mixture strength. The flame parameters
corresponding to the open and filled symbols are listed in table 7.1 are listed under a)
and b), respectively.
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Figure U % CH4 Inert Lex Lef φ f
[mm/s] [%He] [%CO2] [ ] [ ] [ ] [hz]
7.16 13.87 11.5 40 60 1.05 0.95 0.62 2.62
7.17 19.42 11.0 75 25 1.23 1.08 0.95 5.81
7.18(a) 19.42 11.0 75 25 1.23 1.08 0.95 5.81
7.18(b) 13.87 11.0 15 85 0.96 0.88 - 1.04
7.18(c) 13.87 12.5 90 10 1.41 1.16 1.31 7.21
7.18(d) 13.87 12.5 85 15 1.33 1.13 1.18 6.97
7.19(a) 13.87 12.5 90 10 1.41 1.16 1.31 7.21
7.19(b) 13.87 12.0 20 80 0.95 0.86 0.89 0.86
7.20(a) 13.87 12.0 50 50 1.09 0.99 0.81 3.67
7.20(b) 13.87 12.0 0 100 0.91 0.82 0.57 0.73
Table 7.1: Burner parameters for the flames presented in section 7.4.1. All of the flames
are realized using CH4 as the fuel, U is the bulk flow velocity and f the measured
pulsation frequency. The symbol [-] is used when the data is not available.
the discrete Fourier transform (DFT) of the temporal signal. The procedure used starts
by removing the unwanted frequencies in the signal. Of particular concern is the very
low frequency modulation2 of the average measured light intensity which can cause
problems in the frequency analysis. This is done through the use of a finite impulse
response (FIR) bandpass filter. The filter parameters are chosen to ensure that both
the main frequency and the first harmonic remain intact since the ratio of these two
quantities is of interest in weakly non-linear stability theory.
It is also necessary to address the spectral leakage occurring in the discrete Fourier
transform (DFT) caused by the finite length of the available signal. This effect stems
from the DFT assumption that the signal is periodic. The result is that some of the
signal energy end up in frequencies not present in the sample. The issue is addressed
by multiplying the signal with a window function of the same length that falls to zero
on both ends. This forces periodicity even if the first and last values of the signal are
not equal, attenuating the secondary peaks in the frequency domain. The Hann window
is used here, providing a relative side lobe attenuation of 32 db for the 1250 samples
long signals typically used here. An example of signal of flame intensity before and
after application of the bandpass filter and the Hann window is presented in figure
7.21(a).
In order to obtain the pulsation amplitude from the frequency signal, a dummy
cosines signal was used. This reference was constructed using a known amplitude and
a frequency close to the actual frequency of the signal. The same filters were then ap-
plied to the reference dummy and the flame pulsation signal, as can be seen in figure
7.21(b). The ratio of the filtered and unfiltered amplitudes of the fundamental fre-
quency peak in the dummy was then used to calculate the true amplitude of the flame
intensity pulsation from its filtered spectral representation. This is illustrated by the
sample Fourier transforms presented in figures 7.21(c) and 7.21(d). The flame used
2This modulation is on the order 0.1 Hz and is observed in many signals. It was often found to be the
results of variations in the aspect of the flames edges downwards motion during the high intensity part of the
cycle, mentioned in section 7.4.1. The cause is therefore related to low frequency unsteadiness in the burning
chamber boundary layers and is not expected to influence the fundamental pulsation frequency.
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for the example of figure 7.4.2 pulsates at 6.48 Hz with an amplitude in the maximum
measured pixel value of 2.71. Relative to the average maximum light emission mea-
sured, this corresponds to a variation of 10.2%. The flame used had a bulk flow of
16.65 mm/s containing 10.5% CH4 by volume. The inert composition was 75% He
with the remainder of CO2, yielding Lewis numbers of Leo   1.25 and Lef   1.09.
Results from linear stability analysis
Results from the linear stability analysis of the thermal-diffusive instabilities in the ide-
alized one dimensional configuration reveal that the pulsation frequency should scale
following equation 7.2 [71]. Here the parameter ωI is the imaginary part of the growth





The term U22Dth represents a diffusion frequency with which the observed pulsa-
tion frequency should scale if it is assumed as a first approximation that the parameter
ωI is constant3. The experimental results gathered to clarify the scaling of the pulsation
frequency can be grouped in two categories. In the first the bulk velocity is constant
and the inert composition is varied, while the opposite being true for the second. In
figure 7.22, both datasets are plotted against the diffusion frequency evaluated with the
mixture transport properties measured at the flame. If the variation of the parameter ωI
could be neglected, the experimentally measured frequency should increase linearly
with the diffusion frequency but the opposite is observed.
The results of figure 7.22 indicate that contrary to what was the case for the cellular
flames (section 7.3), for pulsation instabilities the parameter dependence of the growth
rate (ωI in this case) needs to be considered in the scaling of the instability. ωI can only
be obtained numerically from the dispersion relationship and depends on the dimen-
sionless parameters used in the analysis (Da, φ, Lef , Leo,θ). Here θ is the activation
energy parameter or Zeldovich number. Unfortunately, the nature of the dependence
of ωI on these characteristic flame parameters is unknown, with the numerical results
found in the literature being valid only for specific situations [71, 45].
Dimensional analysis
When facing such a problem involving a large number of physical parameters, it is often
useful to use the principle of dimensional analysis to identify the dimensionless groups
governing the phenomenon. From the theoretical investigations mentioned previously
and from physical reasoning, the pulsation frequency can be expected to depend upon
the parameters listed in table 7.2. Generally speaking, these parameters account for
the amount of heat supplied and the ability of the system to evacuate it away from the
reaction zone. Other parameters might be involved and could be added to refine the
model in further iterations.
Using the parameters of table 7.2, two dimensionless groups can be formed using
the Buckingham-Pi theorem. The first one is f  Dth2U2, which is the pulsation fre-
quency divided by the diffusion frequency mentioned above. The second is Cp Tf 2U2
and expresses the amount of chemical energy released in the reaction zone. The rela-
tionship between the two is plotted in figure 7.23, showing that these two parameters
3A similar approximation was quite successful for the scaling of the cell size in the cellular flames treated
in section 7.3













































































Figure 7.21: Treatments and Fourier transform of intensity signal. a) Raw input signal
(– – –) and filtered signal (—). b) Dummy reference signal before (– – –) and after
filtering (—). (c), (d) Frequency domain representation of the signal and the reference
dummy, respectively.






















Figure 7.22: Pulsation frequency scaling with the diffusion frequency. The data does
not scale as expected from the linear stability theory when the parameter ωI is assumed
constant.
Name Symbol Units
Pulsation frequency f s1
Thermal diffusivity Dth m2 s1
Bulk velocity U m s1
Specific heat Cp J kg1 K1 = m2 s2 K1
Flame Temperature Ta K
Table 7.2: List of parameters considered for the dimensional analysis of the pulsation
frequency scaling.
are not related by a simple power law, except at the larger values of the heat release pa-
rameter. Other quantities involved in the phenomenon and not included in the analysis
can be responsible for the scatter observed. For instance, when only data points having
similar values for both φ, Leo and Lef , the linear relationship becomes clearer, as can
be seen from the third dataset plotted in figure 7.23. Accordingly, assuming constant
Lewis numbers and mixture strength, the influence of the bulk velocity vanishes and





These results offer only limited insight on the phenomenon, hinting that some
other relevant parameter was overlooked in the dimensional analysis. The group f 
Dth2U
2 appears the proper dimensionless form for the frequency because its value
varies around unity but Cp  Tf 2U2 is suspicious because of its extremely large mag-
nitude. As an alternative dimensionless expression of the chemical heat release, the
Damko¨hler number given in equation 3.20 is promising as it contains the Arrhenius
factor which can possibly account for the non-power law relation of figure 7.23.
























Figure 7.23: Pulsation frequency scaling obtained from dimensional analysis, with both
the dataset gathered at constant inert composition (2) and constant velocity (b) shown.
The agreement between the two datasets is best when the flame mixture strength is
similar (Q).
Scaling with Damko¨hler number
The experimental determination of the Damko¨hler number is not trivial, as can be seen
by the large number of parameters involved in its definition, reproduced in equation
7.4. The main difficulty resides in finding suitable values for the activation energy
E and the Arrhenius pre-exponential factor B. The activation energy is especially
troublesome since it must be determined experimentally from measured reaction rate
constants. The data available in the literature for methane is limited [164] and valid
only for specific reaction temperature and value of B. This pre-exponential factor B
can be estimated analytically but often differs significantly from experimental values.
Fortunately, it exhibits only a limited dependence on temperature and is not a important












In equation 7.4, the terms expected to have a dominating influence in the change of
the Damko¨hler number between the flames studied here are Dth2U2, <R0Ta2EA3 and
especially exp<E2R0TaA. Accordingly and because of the restrictions on the avail-
able data, all of the other parameters and E are assumed constant. The Damko¨hler
number used in this section is a relative one, calculated with respect to a flame arbi-
trarily selected in the available dataset and assumed to have Da   1. The measured
dimensionless frequency f Dth2U2 as a function of this Damko¨hler number is shown
in figure 7.24(a). In this figure, the correlation is much closer to a power law than in the
previous cases. However it appears that, as in section 7.4.2, the two datasets gathered
using constant mixture properties and constant velocity have approximately the same
power law exponent but different pre-factors.
The first clues explaining this difference were found after systematic visual in-
spection of the videos. The spread observed in the data of figure 7.24(a) was found
to be correlated to the difference in amplitude between the various pulsating flames
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measured. As a initial approach, the video were simply categorized as almost stable
(weakly pulsating), pulsating and almost extinct (high amplitude pulsations). The re-
sults plotted in figure 7.24(a) show a clear correlation for all three types of flames,
with a slope in the log-log graph roughly equal to 0.5. Most of the data available was
comprised of steady-state pulsation of medium amplitude because flames with similar
aspect were desired to avoid saturation and under exposition in the videos. Using only
this dataset of flames with similar pulsation amplitudes, the following correlation was
found (plotted with the solid line in figure 7.24(a)):
fDth
U2
  0.909 Da0.45 (7.5)
The dimensionless frequency therefore scales roughly with the square root of the
Damko¨hler number, at constant amplitude. The coefficient of determination R2 of this
correlation is excellent at 0.97. For simplicity, the square root of Da will be used as an
approximation when further refining this correlation. Unfortunately, it was impossible
to gather enough data points to verify if this relation still hold true for very high or
very low pulsation amplitudes. The high amplitude flames are difficult to capture since
they often quickly lead to extinction. On the other hand, low amplitude flames are hard
to identify without complex video analysis. They are usually discarded as stable from
visual inspection during the experiment, except during systematic experiments on the
instability onset. The few data points available with flame close to the marginal state
seem to indicate that a similar relationship can be found in those conditions.
The amplitude was measured quantitatively following the technique described at
the beginning of section 7.4.2 with the resulting data plotted in figure 7.24(b). The
trend observed with the naked eye in the videos is visible in this figure, with the flames
close to the marginally stable state having an amplitude lower than the average. The
flame identified as close to extinction have an amplitude significantly greater that the
flames used to define the correlation of equation 7.5. The highest amplitudes mea-
sured represent a variation in the measured light emission equal to over 125% the av-
erage value. In figure 7.24(c), the variation of the amplitude is shown as a function of
the constant in equation 7.5, using an approximate value of 0.5 for the power of the
Damko¨hler number.
The limit-cycle oscillations observed are believed to be the result of supercritical
Hopf bifurcation, like in the premixed configuration [165]. This belief is confirmed
by the substantial reactant leakage measured and reported in figure 7.20 and 7.8, indi-
cating some degree of premixing associated with the instabilities. If it is the case, the
Stuart-Landau weakly non-linear stability theory [166] applies close to the bifurcation
and predicts that the square of the oscillation amplitude should scale with the bifur-






  C0  aǫ
2 (7.6)
Where ǫ is the pulsation amplitude. This theoretical prediction is plotted as the
solid line in figure 7.24(c). The constants C0 is the dimensionless frequency divided
by
p
Da when the amplitude is zero, corresponding to the marginally stable state.
This value could be estimated directly from the available experimental data at very low
amplitude. The value of the parameter a was then determined through the correlation
found with the whole experimental dataset. By adjusting the value of C0 slightly to
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maximize the correlation coefficient, it was possible to achieve a correlation in qualita-
tive agreement with the theoretical prediction, with the amplitude raised to the power
1.67. However, the R2 for the correlation remained low at about 0.6. It should be em-
phasized here that the confidence in the amplitude data gathered in this experiment is
limited because mainly of the spatial integration imposed by the acquisition technique
used (see section 7.4.2).
The ratio of the fundamental to the first harmonic of measured intensity signal was
also calculated. According to weakly non-linear stability theory, the amplitude of the
first harmonic should be proportional to the square of the amplitude of the fundamen-
tal. Attempts were made to verify this relationship, but the available amplitude data
proved too unreliable to yield conclusive results. The spatial integration of the flame
light emission inherent to the acquisition method used that causes an amplitude modu-
lation when two regions of the burner pulsate at slightly different frequencies or out of
phase. An example of such a modulated signal is given in figure 7.18(c). Refinements
in the experiment should be implemented to investigate more deeply the role of the
pulsation amplitude in the frequency scaling. Such refinements should include tech-
niques allowing spatially resolved measurements of the intensity variation with a wide
dynamic range. Recent development in sensitive temperature measurements based on
optical techniques offering the required bandwidth is a promising prospective solution
towards this goal.





































































































































































Figure 7.24: a) Scaling of the pulsation frequency with the Damko¨hler number, with the
different flame types observed: almost stable (b, Y), medium amplitude pulsations (2,
i) and almost extinct (Q, M). The open and filled symbols are from datasets gathered
at constant inert inert composition and constant velocity, respectively. b) Measured
pulsation amplitude for the data in (a). c) Scaling taking into account the pulsation
amplitude, with C0   0.05 used.
Chapter 8
Conclusions and outlook
The burner presented in this thesis has evolved from the first experimental realization
of a one-dimensional chambered diffusion flame [55, 96]. The novel symmetric design
of the reactant supply to the combustion chamber allows the investigation of the effect
of bulk flow magnitude and direction on a diffusion flame in the absence of signifi-
cant strain. The improvements introduced in the present version of the burner allow
a reduction of the parasitic flame curvature and residual strain observed in the initial
implementation of the design. One important innovation is the use of a quartz cylinder
placed inside the burning chamber to separate the more homogeneous central portion
from the edges where velocity, species and temperature gradients exist. The result is
the creation of a very flat flame inside the cylinder, where all the measurements are
carried out.
The practical difficulty with this design which is due to the unknown proportion of
fuel and/or oxidant lost into the exhausts has been overcome by the systematic use of
mass spectroscopy in the combustion chamber. The key to the successful use of the
mass spectrometer in this situation with large concentration variations is an innovative
calibration procedure which yields continuous concentration profiles of the four or five
species present in the burner and permits the determination of the effective mixture
strength of the flame. The relative error in the measurement of this important flame pa-
rameter is estimated to be on the order of 5%, a precision that could not be approached
without the novel calibration developed in this study.
In addition to the mass spectrometric measurements, a detailed characterization of
the burner and flame produced has been achieved by using advanced experimental tech-
niques. The fluid flow in the burner has been measured using LDA and has allowed
a precise quantification of the residual strain experienced by the flame front, which
was determined to be below 0.15 s1. The flame temperature was determined using
thermocouple probes, constructed to avoid conduction losses and catalytic effects. The
radiation corrected maximum measured temperature agree within 50 K with the flame
temperature as determined from numerical adiabatic calculations. The measurements
regarding the homogeneity of the species and temperature distribution in the central
part of the burner have revealed deviations below 125 K in the flame temperature and
10 % in the counter-diffusing species volume fraction at the boundary. The good agree-
ment between the present experiments and the simple theory for the flame position, the
temperature and the species concentration profiles demonstrates that our new symmet-
ric burner is a good approximation of a chambered one-dimensional diffusion flame,
with one species transported against the bulk flow by diffusion only.
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The central contribution of this study has been the quantitative documentation and
analysis of thermal-diffusive instabilities close to extinction. The use of a two inert
mixture (helium and CO2) as dilution for the reactants has allowed a wide range of
Lewis numbers to be investigated. The type of instabilities observed close to extinction
has been mapped in the Lewis number parameter space for both hydrogen and methane
flames burning with oxygen. In hydrogen flames, a cellular structure was observed for
the low Lewis numbers associated with a dilution gas comprised mostly of CO2. The
characteristic size of the cellular pattern was observed to grow as the Lewis number
increased when CO2 was replaced by helium in the inert. It ranged from about 7 mm
for flames diluted in pure CO2 to 15when mostly helium was used. The cell size scaled
rather close to linearly with the diffusion length lD, in good agreement with theoretical
predictions.
The transition from cellular to intensity pulsations as the dominant mode of in-
stability close to extinction occurred for hydrogen flames when 80% of the dilution
mixture was helium. The weak light emission of these H2 pulsating flames prevented
their detailed investigation and methane flames where used to study the phenomenon
for the first time in an essentially unstrained setting. Pulsation frequencies in the range
of 0.6 to 11 Hz were observed in these flames using the same two inerts for dilution.
A correlation was found for the scaling of the pulsation frequency as a function of the
flame parameters: the pulsation frequency multiplied by the thermal diffusion time was
found to scale approximately with the square root of the Damko¨hler number.
For the first time, theoreticians now have experimental data in unstrained diffusion
flames available to validate their models. Direct comparison between observations and
the theoretical predictions is however not trivial beyond what has been done in this
thesis because of the limited parameter range which it is possible to explore experi-
mentally. In the experiment, one also observes saturated modes while the theory is
presently limited to infinitesimal perturbations. Nevertheless, with this in mind future
theoretical and numerical investigations can be designed specifically to allow quantita-
tive comparisons.
On the definition of the mixture strength φ
The experimental results gathered in this thesis have revealed the limitations of the
currently used definition of the mixture strength φ. The virtual origin technique im-
plemented in section 6.5 to compensate for the velocity or density induced variation
of the boundary conditions while keeping a constant φ illustrates the arbitrary nature
of this definition. The φ stays constant because the concentration of the oxidant at the
boundary has not changed, but the distance between the flame and the boundary has
changed. Surely from the flame point of view the situation must be different.
Let’s consider an example in the configuration most frequently used in this thesis,
with the oxidant counter-diffusing against the bulk flow. For a given flame a certain
amount of oxidant is present at the boundary, of which only a fraction will manage to
reach the reaction zone. Now, to compensate for the increase in the oxidant volume
fraction at the boundary following a decrease in bulk velocity a new virtual origin
is taken upstream of the initial boundary position. At this new location, the amount
of oxidant is the same as in the previous case; What has changed is the value of the
exponential in the concentration profile of equation 3.15. The definition of the mixture
strength should therefore include not only how much of the counter-diffusing reactant
is supplied but also how it is supplied. As new quantity, for instance the maximum
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slope of the mass fraction of the counter-diffusing species at the flame, might be a
useful and physically more meaningful measure of the ratio of the supplied fuel to the
available oxidant, weighted by the stoichiometric ratio.
Future work
The numerous improvements implemented and the detailed characterization carried out
in the new version of the burner have yielded a clear picture of the configuration pre-
sented in this thesis. Refinements are still possible and have been identified to bring this
experimental realization still closer to the idealized one-dimensional construct. One of
the main issues is the management of heat losses, particularly in the chimney since
they are believed to be at the origin of the most detrimental wall effects observed in
the burner, that is the variation in the counter-diffusing species boundary condition.
Resulting in flame front curvature and residual stretch. One option to improve this sit-
uation would be to use a fluid or paste with a high thermal conductivity in the chimney
to improve the heat transfer between the injection and extraction tubes. The use of elec-
trical heating in this region of the burner is also a possible solution, but in both cases
temperature inhomogeneities will probably remain, albeit with a lower magnitude than
is currently observed. A more definitive solution to this issue would be to place if not
the whole burner, at least the chimney in an oven heated to the temperature of the ex-
haust gas. This would however require a considerable increase in the complexity of the
experiment to maintain optical and physical probing access to the combustion chamber.
The use of more advanced experimental techniques could also help to resolve re-
maining issues. In particular, laser based temperature and species measurements could
provide a drastic improvement in dynamic range of the measurement of planar inten-
sity pulsations. This is of course provided that sufficient bandwidth could be achieved
to temporally resolve the phenomenon. The technique would also allow the spatial
resolution of the pulsation, avoiding the problems encountered with spatially integrat-
ing techniques such as the one used in this thesis when parts of the flame pulsate out
of phase with each other. The results gathered in this way would more importantly
provide a reliable measurement of the pulsation amplitude, allowing more in-depth
analysis on the nature of the instabilities present and its scaling. Using such techniques
might also permit to further investigate very weakly luminous phenomena that could
only be observed with the naked eye in this study, such as pulsations or rotating spirals
in hydrogen flames.
The effect of heat loss to the injection array on the thermal diffusive instability is
also difficult to evaluate in this experiment, but is likely to have a significant effect. At-
tempts to quantify this process, either experimentally or analytically, would be useful
since heat loss is known to play a role in thermal-diffusive instabilities. For instance,
Cheatham and Matalon [167] have demonstrated that intensity oscillation can be trig-
gered both by high Lewis number without heat loss and by high heat loss, even for
relatively small Lewis numbers.
The symmetric burner design introduced here is in particular aimed at the first in-
vestigation of a purely diffusive unstrained flame in the zero bulk flow limit. Exper-
iments have been conducted to generate such a flame but have not met with success.
These attempts involved starting with a stable flame and a small bulk flow, then open
the extraction plenum of the advected species to remove the bulk flow by allowing the
products to escape symmetrically. However, as this happened, the flame always col-
lapsed on one of the injection arrays, either partially or totally. Once this condition
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developed, it was very difficult or impossible to stabilize the flame front in the middle
of the burner, even after one of the exhaust plenums was again closed. More experi-
ments need to be made before the realization of such a purely diffusive flame without
bulk flow can be ruled out. Perhaps some kind of active control is required in the pres-
sure drop between the exhaust plenums. It might also be useful to try placing different
devices inside the burning chamber to keep the flow one dimensional and prevent the
formation of convection cells believed to be at the origin of the partial flame front col-
lapse. A honeycomb structure might be useful for this task. Alternatively, the burner
could be lit with both exhausts already open. This last option was not tried during the
intense measurement sessions leading to this thesis for fear that the stronger explo-
sions resulting from ignition in a quiescent chamber with a larger volume of explosive
mixture would damage the equipment.
Research opportunities
The novel burner configuration presented in this thesis has only been used so far to
investigate thermal-diffusive instabilities in the absence of strain. However, the possi-
bility to generate such unstrained diffusion flames also offers new and unique opportu-
nities in other fields of research. For example, to generate planar intensity pulsations,
rich methane flames were produced and the formation of a highly luminous soot layer
on the fuel side of the flame was noticed. A snapshot is shown in figure 8.1 where a
bright yellow band is visible below the flame. The conditions under which this chance
observation was made could be optimized specifically to improve the one-dimensional
character of the soot layer. The burner design used in this thesis could therefore be used
as a new tool to investigate the effect of strain and in particular the absence of strain on
the formation of soot in hydrocarbon flames. Research on the subject has so far been
limited to flame configurations where strain is always present [48, 168].
   
Figure 8.1: Chance observation of a soot layer forming on the fuel side of a rich
methane flame.
Diffusion flames of methane and oxygen can also used for the production of car-
bon nanotubes [169]. This discovery was made while investigating the effect of the
the strain rate on the microstructure of the soot formed in an opposed jet flame. The
technique is novel because it provides a means to continuously produce this promising
material, in contrast to the batch processes typically used today. The strain has been
observed to have an effect of the structure of the carbon clusters formed. An unstrained
flame would therefore be a useful research tool to investigate the parameters relevant




The initial trials of the instrument in situ revealed that its complex and sometimes un-
predictable response to the numerous complicating aspects of this experiment (wide
concentration range, presence of reactive species, etc.) would require a detailed anal-
ysis of the system to understand its intricacies. In this section, the pressures and flow
rates through the different components of the mass spectrometer are determined. This
will allow in the next two section the identification of the sources of non-linearity and
the implementation of an appropriate calibration procedure.
This mass spectrometer is designed to be able to sample gas mixtures directly at
atmospheric pressure. Before analysis, the pressure of the sample must the be lowered
drastically to bring it to a state where the molecules are far enough apart to stop inter-
acting with each other. Such a rarefied gas is said to be in molecular flow, its motion no
longer governed by pressure differentials but only by the random kinetic velocity of the
atoms and molecules it contains. This velocity of the molecules will play a critical role
in the dynamics of the sample transmission between the different parts of the system.
The velocity distribution of the molecules in a gas follows the Maxwell-Boltzmann dis-
tribution and quantities such as the mean speed of the molecules va will characterize










Here κ   R2NA   1.38e23 is the Boltzmann constant,R   8.3144 the perfect gas
constant, NA   6.022e23 Avogadro’s number, T the temperature, m the mass of the
particle and M the molecular weight. From this equation, it is obvious that the mean
speed and hence many features of the system, is gas specific. For the numerical appli-
cations presented in this section, the mean molecular speed of CO2 at 300 K, which
is 379.9 m/s, will be used since this species usually makes up most of the mixtures
analyzed.
A.1 Working pressures
To verify that the molecular flow assumption is reasonable for the different parts of
the system, it is necessary to compare the mean free path (L) of the molecules with a
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characteristic length scale (a). The resulting ratio is called the Knudsen number (Kn)
and forKn 1 1 a gas can be considered in free molecular flow. ForKn 0 0.01 the flow
is considered viscous and the usual equations of fluid mechanics can be used. Between
those two extreme values correction factors can be applied to either the viscous or










In this system the temperature is regulated to avoid condensation so the mean free
path will be mostly a function of the pressure maintained in the different components of
the instrument. A schematic representation of the sampling and analysis system of the
MKS Cirrus is presented in figure A.1. In vacuum systems, the ability of a channel to
allow the flow of gas is usually represented by the conductanceC [170]. This quantity
corresponds to the rate of flow (throughput)Q per unit of pressure difference between
the two ends of the channel. The units of the conductance is m32s so the throughput
Q is not a volumetric flow rate, it is a quantity that illustrates the mass flow, a pressure





The components used to create three successive pressure drops in the sample as it is
transported towards the mass filter are presented with their conductances in table A.1.
The resulting pressure variation experienced by the sample and the associated change
in the mean free path are summarized in table A.2. The values of the pressures at point
B was communicated by the manufacturer and a total pressure gauge gives the pressure

















Figure A.1: Schematic representation of the vacuum system of the mass spectrometer.
1. The capillary input, 2. Bypass line, 3. Orifice, 4. Ionization chamber, 5. Exhaust
line. The conductances and pressures of the various components are presented in tables
A.1 and A.2.
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Component Label in figure A.1 Conductance
[m3/s]
Capillary line 1 3.41e-9
Orifice plate 3 6.71e-8
Ion source 4 2.23e-4
Table A.1: Conductance values (for CO2) for the different components of the vacuum
system




[mbar] [mbar] [m] [ ]
Sampling A 970 970 6.02e-8 6.02e-4
Bypass B 5 5 11.66e-6 0.78
Ion. Chamber C 1.51e-3 1.50e-3 38.33e-3 38.33
Vacuum chamber D 1e-5 4e-6 9.60 192
Table A.2: Values of pressures and mean free paths throughout the vacuum system.
As can be seen in table A.2 the flow at the sampling end of the capillary is obvi-
ously viscous. The expression given in equation A.6 for the volumetric flow rate and
the conductance of the capillary can therefore be estimated using the Hagen-Poiseuille
equation A.6[171]. This requires the flow to be laminar as will be verified once the
flow rate is known. Here V˙ is the volumetric flow rate, r   0.05mm is the radius of the
tube, l its length and µ the dynamic viscosity. Here the term Pa, the average pressure,
is added to yield a mass flow rate Q consistent with the rest of our development. This
relation is only an approximation since thermal and compressibility effects can signifi-









Using this conductance, adding the conductance from the bypass line 2 in fig. A.1,
and using the specifications of the bypass pump, it is possible to determine the pressure
in the bypass chamber, labeled B in figure A.1. This pressure is important because
it controls the flow rate inserted in the ionization chamber and hence its operating
pressure. Using various models to evaluate the conductance of the bypass line in the
transition regime (Kn Æ 0.05)[175], the pressure in the bypass chamber was estimated
to be between 1 and 2 mbar. These values are considerably lower than the nominal
value of 5 mbar supplied my MKS. For the remainder of the calculations, the bypass
chamber pressure was assumed to be 5 mbar, considering it to be a safe upper bound
for this parameter. However, the implications of considering a lower value for this
pressure will be briefly discussed.
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The sample present in the bypass chamber is supplied to the ionization chamber
through a disk, labeled 3 in figure A.1, with an array of 4 holes of 15 µm diameter to
further reduce the pressure. The ion source enclosure, label 4 in fig. A.1, is pumped
through 3 holes of 1 mm diameter exiting in the main vacuum chamber pumped by
the turbomolecular pump. The pressure in this chamber is available through a total
pressure penning gauge. To determine the pressure inside the ionization chamber, a
critical parameter to determine the nature of the ionization process, it is then necessary
to calculate the conductances of the orifice disk and the ion source enclosure.
The conductance of a circular orifice, in the molecular flow regime, is given by
equation A.7, where A is the area of the orifice and va is the mean molecular speed.
The total conductance of the orifice plate (COr) and ion source enclosure is then simply
found by summing the conductances of the individual holes allowing gas exchange in
each component. The resulting numerical values for the conductances for CO2 at 300





From the values of the mean free path and Knudsen numbers presented in table
A.1, one might argue that the flow in the orifice plate holes is not molecular but actually
transitory. The value of Kn   0.78 (based on the orifice diameter) for CO2 is in fact
a conservative estimate because all the other species having a smaller diameter, their
mean free path is longer. For example in the same situation the Knudsen number for
hydrogen is 1.41 and 1.05 for both oxygen and argon. Moreover, a slight increase in
temperature also has the effect of increasing the mean free path and Knudsen number.
For instance if heating is used to avoid condensation, as it often is, the temperature in
the bypass region becomes 80XC and the Knudsen number for CO2 is 0.91. The values
for the hard sphere collision diameters of the various molecules and atoms were found
in the literature[163].
Nevertheless, if we consider the viscous nature of the flow in the orifice, the con-
ductance of this element can be determined using equation A.8[176] assuming a negli-
gible plate thickness and isentropic gas expansion. In this equation γ is the isentropic
expansion factor, which is equal to 1.30 for CO2 at room temperature[171]. The result-
ing viscous conductance of the 4 orifice of the plate is 181.98e  9 m3/s, so about 2.7















The pressure inside the ionization chamber is found by solving successively the
equation of the conductance A.4 between points B and C then between points C and D,
assuming a constant mass flow rate. Assuming that the flow is molecular in the orifice
plate 3, the pressure in the ionization chamber is 1.50e  3 mbar. In the unlikely event
that the viscous regime dominates in the holes of this component, the upper bound for
the pressure inside the ion source enclosure is 4.07e3mbar. These values are obtained
assuming a 5 mbar bypass chamber pressure. If the pressure is 1 mbar, the flow rate to
the ionization chamber is reduced and its pressure falls to 3.00e  4 mbar
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A.2 Sampling rate and ionization efficiency
The flow rate sucked from the flame can be found using the capillary conductance
determined in the previous section and equation A.4. The resulting molar flow rate
is 131.92E  9 mol/s. This corresponds to 1.77e  4 SLPM, a negligible proportion
(0 1250000) of the approximatively 10 SLPM bulk flow in the burner.
The resulting velocity is 0.432 m/s at the entrance and 83.83 m/s at the exit. This
implies a maximum Reynolds number based on the tube diameter of ReD   V d2ν  
4.91, confirming that the flow is laminar since the very narrow cross-section of the
tube.
The actual flow rate entering the ion source through the orifice plate (label 3 in
figure A.1) is determined by considering the conductances of the orifice plate and the
ion source enclosure connected in series. The total impedance ZTot   12CTot of this










Assuming molecular flow in the orifice, the resulting molecular flow rate is 13.45e
9 mol/s, or 8.10e15molecules per seconds (the bypass ratio is then about 10), implying
a 9.81 bypass ratio. Considering that the total ionic current detected by the instrument
supplied with pure CO2 is approximately 3.85e  9 A, or 24.02e9 charges per sec-
ond, this corresponds to a combined ionization and detection efficiency of 2.96e  4%.
In other words, for CO2 one out of every 337000 molecules inserted in the vacuum
chamber is detected. These values rely on the assumption that the pressure in the by-
pass chamber is 5 mbar. If instead we use the 1 mbar estimation from the hardware
specifications, we find a flow rate into the ionization chamber of 2.26e  9 mol/s. In
this case, the bypass ratio is 58.4 and the ionization efficiency 1.77e  3% or one out
of every 56600 molecules ionized and detected.
For these flow rate calculations, the conductances of the bypass line and the tur-
bomolecular pump inlet (labels 2 ant 5 in figure A.1) where evaluated conservatively
using standard formulas[170, 175] and the available geometrical information. They are
found to offer significantly less resistance to the gas flow than the capillary and the
orifice plate and hence play only a minor role in the final values of the pressures and
flow rates.
Appendix B
Possible reactant and inert
combinations
The choice of the reactants (hydrogen and methane) and inerts (helium and CO2) used
in the experiments presented in this thesis is the result of an thorough selection process.
Two inerts are required to generate the range of transport properties sought to cover
as much as possible of the Lewis number parameter space. Other gases combination
were considered to generate the largest possible range of Lewis numbers. The use
of noble gases for the inerts seemed very attractive at first because of their inherent
stability and reliable detection by mass spectrometry. However, the use of two noble
gas as inerts plus the two reactants and the two products (H2O and CO2) resulting from
carbon-based fuel combustion would require a 6 gas mass spectrometer calibration.
The complexity of this task forces the use of CO2 as one of the inerts for all carbon-
based fuels. For hydrogen, CO2 must also be used to ensure that the flame emits enough
light to be visible. Other species with similar properties could be used, but CO2 was
used in hydrogen flames as well to avoid complications. Nitrogen for instance, which is
less stable than CO2 at high temperature, resulting in the formation of nitrogen oxides
that should be accounted for in the calibration procedure.
To produce the high Lewis numbers necessary to observe the planar intensity pulsa-
tions described in section 7.4 required the use of either heavy fuels of light inerts. Both
of these choices had drawbacks that had to be weighted in order to find the optimal gas
combination. The light inert chosen was naturally helium because of its extremely low
molecular mass, very good high temperature stability and affordable prices. The Lewis
numbers covered using these inerts and some other on three different fuels burning in
hydrogen is given in figure B.1.
The use of heavier carbon-based fuels would necessitate extensive re-calibration of
the mass spectrometry system of the implementation of another technique to measure
the effective mixture composition in the burning chamber. These heavier fuels are also
associated with increased source and mass filter fouling in quadrupole mass spectrom-
eters. The formation of soot in the chamber would also be an issue, preventing optical
access to the chamber and necessitating frequent cleanup.
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Figure B.1: Lewis number parameter spaces covered using hydrogen, methane and
butane as the fuel. The inert mixtures considered are He and CO2 (2), He and Ar (b),





B [m3/mol*s] Specific heat at constant pressure
Cp [J/kg*K] Specific heat at constant pressure
Da [ ] Damko¨hler number
Di [m2/s] Diffusivity of species i
Dth   λ2<ρCpA [m2/s] Thermal diffusivity
E [J/mol] Activation energy
f [1/s] Pulsation frequency
K [1/s] Total stretch rate
Kc [1/s] Contribution of flame curvature to stretch rate
Ks [1/s] Strain rate
Lef   κ2Df [ ] Lewis number of fuel
Leo   κ2Do [ ] Lewis number of oxidant
Le [ ] Unique Lewis number or Lewis number of the most con-
sumed reactant
P [Pa] Pressure
q [J/kg] Heat released per unit mass of fuel
Q [J/mol] Total heat released
R [J/kg*mol] Ideal gas constant
Ta [K] Adiabatic flame temperature
U [m/s] Bulk flow velocity
W¯ [kg/mol] Mean molecular weight
Wi [kg/mol] Molecular weight of specie i
Xf [ ] Fuel mass fraction
Xo [ ] Oxidizer mass fraction
x [m] Coordinate along burner length
Greek alphabet
ǫ [variable] Pulsation amplitude
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λ [W/m*K] Thermal conductivity
νi [ ] Stoichiometric coefficient of species i
φ [ ] Equivalence ratio (mixture strength)
ρ [kg/m3] Density
σ [ ] Real part critical growth rate in the marginal state
ω [mol/s] Chemical reaction rate
ωI [ ] Imaginary part of critical growth rate in the marginal state
Shorthand
CCA : Constant current anemometry
EI : Electron impact ionization
EPFL : Swiss federal institute of technology, Lausanne
FWHM : Full width half maximum
ID : Inner diameter
LDA : Laser Doppler anemometry
LIF : Laser induced fluorescence
LMF : Laboratory of fluid mechanics
MBMS : Molecular beam mass spectrometry
OD : Outer diameter
PPA : Partial pressure analyzer
QMS : Quadrupole mass spectrometer
RD : Reaction-diffusion
RGA : Residual gas analyzer
SEM : Secondary electron multiplier
SLPM : Standard liters per minute
SLR : Single lens reflex
TD : Thermal-diffusive
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