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Abstract
Pontrygin-type maximum principle is extended for the present value Hamil-
tonian systems and current value Hamiltonian systems of nonlinear difference
equations for uniform time step h. A new method termed as a discrete time
current value Hamiltonian method is established for the construction of first
integrals for current value Hamiltonian systems of ordinary difference equations
arising in Economic growth theory.
1 Introduction
The dynamic optimization problems in economic growth theory are of funda-
mental importance for continuous as well as for discrete cases. The discrete time
dynamic optimization problems can be solved by three methods viz calculus of
variation techniques, dynamic programming and optimal control techniques de-
veloped for difference equations. Halkin [1] provided the maximum principle of
the Pontryagin type [2, 3] for systems described by nonlinear difference equa-
tions. The long-run steady state in a simple dynamic model of equilibrium with
discounted utility function was studied by Becker [4]. Day [5] investigated the
irregular growth cycles for the traditional Solow model in discrete time. Bohm
and Kaas [6] and Brianzoni et al [7] focused on the discrete time Solow-Swan
model with differential savings. In [7], a non-concave production function was
taken into account. Brida and Pereyra [8] formulated the Solow model in dis-
crete time with decreasing population growth rate. Benhabib et al [9] studied
the indeterminacy and cycles in two-sector discrete-time model. A few fun-
damental discrete time models in economic were presented by Nishimura and
Stachurski [10].
A sperate strand of literature analyzed the discrete time dynamic optimiza-
tion problems by dynamic programming. The necessary condition for optimality
is stated as a Bellman equation [11] for the value function and is widely used
by economists see e.g [12, 13, 14]. In the previous literature, the discrete time
economic growth models have been either solved along balanced growth paths
(and the equilibrium) or numerical solutions were established.
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The first integrals or conservation laws for differential equations are essen-
tial in constructing closed form solutions for both continuous and discrete cases.
The discrete analogue of celebrated Noether’s theorem [16] for the discrete vari-
ational equations was provided by Logan [17] and Dorodnitsyn [18, 19]. The
discrete Legendre transformation provides the equivalence of the discrete Euler-
Lagrange and discrete Hamiltonian equations [20]. Dorodnitsyn and Kozlov
[21, 22, 23] established the relation between symmetries and first integrals for
the discrete Hamiltonian equations by utilizing the discrete Legendre transfor-
mation. The discrete Noether’s theorem was formulated in terms of the discrete
Hamiltonian function and symmetry operators.
The optimal control problems involving current value Hamiltonian in eco-
nomic growth theory results in a current value Hamiltonian system which is not
of canonical form for both continuous and discrete cases. Conrad and Clark
[24] developed the notion of discrete time current value Hamiltonian and the
maximum principle of the Pontryagin type for current value Hamiltonian sys-
tems described by nonlinear difference equations. A current value Hamiltonian
approach was developed by Naz et al [25, 26] to derive the first integrals and
closed-form solutions of current value Hamiltonian system for continuous case.
The question arises can we develop a discrete time current value Hamiltonian
approach for difference equations. In this paper, the discrete time current value
Hamiltonian for difference equations arising in economic growth theory is de-
veloped. For continuous, time a partial Lagrangian approach for dynamical
systems was provided by Naz et al [27] for models in economics growth the-
ory. Kara and Mahomed [28] developed a partial Noether approach for PDEs.
For approximate ODEs the partial Lagrangian was proposed by Naeem and
Mahomed [29].
This paper adds to the literature in multiple ways: firstly the Pontrygin-
type maximum principle is extended for the present value Hamiltonian systems
and current value Hamiltonian systems of nonlinear difference equations for uni-
form time step h. Secondly, a current value Hamiltonian approach is developed
to establish first integrals and closed-from solutions of first order ordinary dif-
ference equations arising from sufficient conditions of optimal control problems
in economic growth theory. The current value Hamiltonian system is not of
canonical form so existing techniques do not hold here.
The layout of the paper is as follows. In Section 2, the overview of some
basic notations, definitions and theorems essential for difference equations is
given. In Section 3, the Pontrygin-type maximum principle is extended for the
present value Hamiltonian systems and current value Hamiltonian systems of
nonlinear difference equations for uniform time step h. In Section 4, a discrete
time current-value value Hamiltonian approach for construction of first integrals
is proposed.
Finally, conclusions are summarized in Section 5.
2
2 Preliminaries
I provide here the overview of some basic notations, definitions and theorem that
are essential for this work. The following definitions and results are adapted
from [20, 21, 22, 23].
2.1 Hamiltonian formalism for difference equations
Consider the spaceΩ of sequence (t,q,p). I introduce one dimensional difference
mesh
qt+1 = qt + h, t = 0, 1, 2, · · · , (1)
and
qt−1 = qt − h, t = 0, 1, 2, · · · , (2)
where a uniform mesh of step h is considered.
Definition 1: The Lie operator is defined as following:
X = ξt
∂
∂t
+ ηit
∂
∂qit
+ ζit
∂
∂pit
(3)
where
ξt = ξ(t, q
i
t, p
i
t), η
i
t = η
i(t, qit, p
i
t), ζ
i
t = ζ
i(t, qit, p
i
t).
Definition 2: The total shift (left and right) operators and corresponding
discrete operators on a uniform mesh are defined as:
S+hf(t) = f(t+ 1), D+h =
S+h − 1
h
, (4)
S−hf(t) = f(t− 1), D−h =
1− S−h
h
. (5)
The operators S+h, S−h, D+h and D−h commute in any combination. Also
D+h = D−hS+h and D−h = D+hS−h.
Definition 3: The discrete Leibniz rule for the operators of right and left
discrete differentiation are as follows:
D+h(FG) = D+h(F )G+ FD+h(G) + hD+h(F )D+h(G), (6)
D−h(FG) = D−h(F )G + FD−h(G) + hD−h(F )D−h(G). (7)
Definition 4: The variational operators are
δ
δpit
=
∂
∂pit
+ S−h
∂
∂pit+1
, i = 1, 2, · · · , n, (8)
δ
δqit
=
∂
∂qit
+ S−h
∂
∂qit+1
, i = 1, 2, · · · , n, (9)
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δδt
=
∂
∂t
+ S−h
∂
∂(t+ 1)
, (10)
where S+h and S−h are total right shift and left shift operators as defined in
equations (4) and (5).
Definition 5: The action of operators (8)-(9) on the finite-difference func-
tional ∑
Ω
(
pit+1(q
i
t+1 − q
i
t)−H(t, t+ 1, q
i
t, p
i
t+1)h
)
, (11)
equated to zero yields following 2n+ 1 discrete Hamiltonian equations:
qit+1 − q
i
t
h
=
∂Ht
∂pit+1
,
pit+1 − p
i
t
h
= −
∂Ht
∂qit
, i = 1, . . . , n, (12)
h
∂Ht
∂t
+ h
∂Ht−1
∂t
−Ht +Ht−1 = 0,
where
Ht = H(t, t+ 1, q
i
t, p
i
t+1) and Ht−1 = H(t− 1, t, q
i
t, p
i
t−1) = S−h(Ht). (13)
2.2 Noether-type theorem for difference Hamiltonian equa-
tions
The invariance of a difference Hamiltonian on a specified mesh provides first
integrals of the discrete Hamiltonian equations. To consider difference equations
three points of mesh are required.
Definition 6: The prolongation of the Lie group operator (3) for neighboring
points (t− 1, qt−1, pt−1) and (t+ 1, qt+1, pt+1) is defined as follows:
X = ξt
∂
∂t
+ ηit
∂
∂qit
+ ζit
∂
∂pit
+ ξt+1
∂
∂(t+ 1)
+ ηit+1
∂
∂qit+1
+ ζit+1
∂
∂pit+1
(14)
+ξt−1
∂
∂(t− 1)
+ ηit−1
∂
∂qit−1
+ ζit−1
∂
∂pit−1
, (15)
where
ξt+1 = ξ(t+ 1, q
i
t+1, p
i
t+1), ξt−1 = ξ(t− 1, q
i
t−1, p
i
t−1),
ηit+1 = η
i(t+ 1, qit+1, p
i
t+1), η
i
t−1 = η
i(t− 1, qit−1, p
i
t−1),
ζit+1 = ζ
i(t+ 1, qit+1, p
i
t+1), ζ
i
t−1 = ζ
i(t− 1, qit−1, p
i
t−1).
Dorodnitsyn and Kozlov [21, 22] provided following invariance conditions and
formula for first integrals of the discrete Hamiltonian equations.
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Theorem 1: A Hamiltonian function is invariant up to a gauge termB(t, qt, pt)
with respect to a group generated by operator (3) if and only if the conditions
ζit+1D+h(q
i
t) + p
i
t+1D+h(η
i
t)−X(Ht)−HtD+h(ξt) = D+h(B), (16)
X(Ω)|Ω=0 = 0
hold.
Theorem 2 (Hamiltonian version of Noether’s theorem): The discrete Hamil-
ton system (12) which is invariant has the first integral
I = pitη
i
t − ξt(Ht−1 + h
∂Ht−1
∂t
)−B (17)
for some gauge function B = B(t, qt, pt) if and only if the Hamiltonian action
is invariant up to divergence with respect to the operator X given in (3) on the
solutions to equations (12).
Remark 1: It is important to mention here that [21, 22, 23] used index free
version. I have used slightly different notions as are used ib [21, 22, 23]. For
example element qit+1 is denote by q
+
i and similar notions are used for other
variables.
3 Discrete time Pontryagin type maximum prin-
ciple and current value Hamiltonian formula-
tion
In this section, I state the discrete time optimal control problem of economic
growth theory for the infinite horizon for n state, n costate and m control
variables. The discrete time Pontryagin type maximum principle formulated by
[1] is presented on a uniform mesh. The maximum principle of the Pontryagin
type for current value Hamiltonian systems introduced by Conrad and Clark
[24] is extended for the uniform mesh h.
3.1 Discrete time Pontryagin type maximum principle
In order to state a discrete time optimal control problem, I consider the discrete
space Ω for time periods t = 0, 1, 2, · · · ,. Let t be independent variable, qt be
vector of n state variables, λt be vector of n co-state variables and ut be the
vector of m control variables. It is worthy to mention here that for discrete case
all the variables are in the form of a sequence for time periods t = 0, 1, · · · ,.
In economic analysis, the optimal control problem is stated as
Maximize F =
∞∑
t=0
βtF (qt, ut)
subject to
qit+1 − q
i
t
h
= f i(qt, ut), i = 1, . . . , n, (18)
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where β < 1 is discount factor. Also some appropriate boundary conditions
are imposed. The present value Hamiltonian for discrete time optimal control
problem (18) is defined as
H(t, t+ 1, qt, λt+1, ut) = β
tF (qt, ut) + λ
i
t+1f
i(qt, ut), (19)
where λit+1 is the co-state variable. The discrete time Pontryagin type maximum
principle is provided by Halkin [1] and requires
∂H
∂uit
= 0,
∂2H
∂uit
2 < 0
qit+1 − q
i
t
h
=
∂H
∂λit+1
, (20)
λit+1 − λ
i
t
h
= −
∂H
∂qit
, i = 1, . . . , n.
It is important to mention here that in economic growth theory one can also
have optimal control problems with no discount factor and for those problems
β = 1. Halkin [1] provided discrete time maximum principle for the case h = 1
and β = 1.
3.2 Discrete time Current-value Hamiltonian formulation
The discrete time optimal control problem (18) is non-autonomous but time
t enters into picture as part of discount factor. However, it is easy to con-
vert the problem into autonomous one by introducing following discrete current
value Hamiltonian formulation. The discrete time current value Hamiltonian
for optimal control problem (18) is defined as (see e.g. [24])
Hc(qt, pt+1, ut) = F (qt, ut) + βp
i
t+1f
i(qt, ut), (21)
where
Hc =
H
βt
, pit+1 =
λit+1
βt+1
. (22)
Lemma 1: The discrete time Pontryagin type maximum principle for current
value formulation for uniform time step h is
∂Hc
∂uit
= 0,
∂2Hc
∂uit
2 < 0
qit+1 − q
i
t
h
=
∂Hc
∂βpit+1
, (23)
pit+1 − p
i
t
h
= −
∂Hc
∂qit
+
1
h
(1− β)pit+1, i = 1, . . . , n.
Proof:
The proof of lemma 1 is straight forward. With the aid of transformations
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defined in (22) and the discrete time present value Hamiltonian system (21) one
can directly obtain the discrete time current value Hamiltonian system (23).
The first equation in (23) yields uit = g(q
i
t, p
i
t+1) and control variable can be
eliminated.
Remark 2: The discount factor β < 1 and the discrete time current value
Hamiltonian system (23) is obtained. Conrad and Clark [24] provided discrete
time maximum principle for current value Hamiltonian system for the case h =
1. For β = 1, the current value Hamiltonian does not exist and optimal control
problems are solved with aid of present value Hamiltonian.
4 A discrete time current-value value Hamilto-
nian approach
The discrete time current-value value Hamiltonian function is proposed here.
The Theorems 1 and 2 do not hold for these as current value Hamiltonian is not
a standard Hamiltonian. An extension of existing results for this case is needed
which I carry out in this section.
The discrete time current value Hamiltonian system satisfies
qit+1 − q
i
t
h
=
∂H
∂βpit+1
, (24)
pit+1 − p
i
t
h
= −
∂H
∂qit
+ Γi, i = 1, . . . , n,
where Γi are non-zero functions of t, qit, p
i
t+1. The extension of the existing
results for the standard Hamiltonian related to discrete time Hamiltonian equa-
tions to the discrete time current-value value Hamiltonian system (24) is es-
sential so that one can establish first integrals of system (24) in a systematic
way.
The current-value Hamiltonian operators determining equations and for-
mula for first integrals are provided below.
Theorem 3: A discrete time current value Hamiltonian is invariant up to
a gauge term B(t, qt, pt) with respect to a group generated by operator (14) if
and only if the conditions
ζit+1D+h(q
i
t) + p
i
t+1D+h(η
i
t)−X(H)−HD+h(ξt)
= D+h(B) + (η
i
t −D+h(q
i
t)ξt)(−Γ
i), (25)
hold, then discrete Hamilton system (12) which is invariant has the first integral
I = pitη
i
t − ξtH −B. (26)
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Proof: The discrete derivative of equation (26) with respect to t yields
D+h(I) = D+h
(
pitη
i
t − ξtH −B
)
= ηitD+h(p
i
t) + p
i
t+1D+h(η
i
t)−HD+h(ξ)− ξtD+h(H)−D+h(B)
= ηit(−
∂H
∂qit
+ Γi) + pit+1D+h(η
i
t)−HD+h(ξt)− ξt(Γi
∂H
∂βpit+1
)−D+h(B)
= ζit+1D+h(q
i
t) + p
i
t+1D+h(η
i
t)−X(H)−HD+h(ξt)
−D+h(B) − (η
i
t −D+h(q
i
t)ξt)(−Γ
i),
where we have used
D+h(H)|D+hqit= ∂H∂βpi
t+1
,D+h(pit)=−
∂H
∂qi
+Γi
= Γi
∂H
∂βpit+1
. (27)
For I to be first integral D+h(I) = 0 and this provides condition as given in
(25). This completes the proof.
5 Conclusions
Pontrygin-type maximum principle is extended for the present value Hamil-
tonian systems and current value Hamiltonian systems of nonlinear difference
equations for uniform time step h. A new method termed as a discrete time
current value Hamiltonian method is established for the construction of first
integrals for current value Hamiltonian systems of ordinary difference equations
arising in Economic growth theory.
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