Sigmoid function properties
The other properties of sigmoid function can be easily derived:
Sigmoid functions
Traditional example of sigmoid function is logistic function 
RBF preliminaries the signal processing formula
Where is space factor.
Generalized properties of function g
Let be continuous function satisfying:
Other properties of base function g is non-decreasing on ( ) 
RBF neuron approximation
Base function can be used for the approximation of RBF neuron using formula
The non-radial shape can be demonstrated for and sigmoid functions 
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New sigmoid vs. logistic function
The difference between the new sigmoid function 
Then the function is called linear neuron.
be number of layers. Let be number of neurons in layer of hierarchical ANN for .
• Let layer consists of linear neurons and of multiplicative perceptrons.
• Then the network is called Perceptron Radial Basis Function ANN and denoted as or .
Supposing the training set of patterns for , we can use least square method for learning of PRBF.
PRBF learning
Then the sum of squares 
PRBF testing

Matlab testing environment
The tests were performed on ANN time series prediction task Data set of annual number of sunspots (sunspots.dat) is freely available in the Matlab.
