Abstract. We describe the universal Gröbner basis of the ideal of maximal minors and the ideal of 2-minors of a multigraded matrix of linear forms. Our results imply that the ideals are radical and provide bounds on the regularity. In particular, the ideals of maximal minors have linear resolutions. Our main theoretical contribution consists of introducing two new classes of ideals named after Cartwright and Sturmfels, and proving that they are closed under multigraded hyperplane sections. The gins of the ideals that we study enjoy special properties.
Introduction
In this paper we study the universal Gröbner bases of the ideals of maximal minors and the ideals of 2-minors of multigraded matrices of linear forms. Our results might be seen as the generalization of the Bernstein-Sturmfels-Zelevinsky Theorem [4, 14] (asserting that maximal minors of a matrix of variables form a universal Gröbner basis) and of the result of Sturmfels [15] and Villarreal [16] (asserting that the cycles of the complete bipartite graph give rise to the universal Gröbner basis of the ideal of 2-minors of the matrix of variables). Intermediate results in this direction have been obtained in [1, 5, 6, 8, 9, 12] .
In order to study universal Gröbner bases, we introduce two families of multigraded ideals, which we call Cartwright-Sturmfels and Cartwright-Sturmfels * . Both families are characterized by properties of their multigraded generic initial ideals: CartwrightSturmfels ideals have radical generic initial ideals, while the generic initial ideal of a Cartwright-Sturmfels * ideal has a system of generators that involves only one variable per multidegree. We prove that the generic initial ideal of a Cartwright-Sturmfels or Cartwright-Sturmfels * ideal is independent of the choice of the term order.
It turns out that Cartwright-Sturmfels ideals are radical, and that every multigraded minimal system of generators of a Cartwright-Sturmfels * ideal is a universal Gröbner basis. In addition, the Castelnuovo-Mumford regularity of Z v -graded Cartwright-Sturmfels ideals and the projective dimension of Z v -graded Cartwright-Sturmfels * ideals are bounded by v. We also prove that squarefree monomial ideals in the two families are Alexanderdual to each other, and that the generic initial ideals of Alexander duals are obtained from each other via Alexander duality and polarization. Finally, we prove that the family of Cartwright-Sturmfels ideals and the family of Cartwright-Sturmfels * ideals are closed with respect to several natural operations on ideals. For example, both families are closed with respect to going modulo L and to taking the colon by L, for any multigraded linear form L. As a consequence of our results, we obtain that the ideals of maximal minors and the ideals of 2-minors of multigraded matrices of linear forms are Cartwright-Sturmfels. Moreover, the ideals of maximal minors of a column-graded matrix of multigraded linear forms is Cartwright-Sturmfels * as well. This allows us to derive the desired results about universal Gröbner bases.
Let S be a polynomial ring over a field K with a standard Z v -graded structure. By this we mean that the degree of every indeterminate of S is an element of the canonical basis {e 1 , . . . , e v } of Z v . Let A = (a ij ) be a m × n matrix with entries in S and denote by I t (A) the ideal of t-minors of A. We say that the matrix A is column-graded if n ≤ v and a ij = 0 or deg(a ij ) = e j ∈ Z v for every i, j. We say that A is row-graded if m ≤ v and a ij = 0 or deg(a ij ) = e i ∈ Z v for every i, j.
Main Theorem. Assume A is column graded or row graded of size m × n with m ≤ n. Then: This corresponds to the following geometric picture: for i = 1, . . . , v fix positive integers n i and let x i = (x i1 , . . . , x inv ) t be column vectors whose entries are distinct indeterminates. Let A i ∈ K m×n i be matrices with entries in K, let A be the matrix whose columns are A 1 x 1 , . . . , A v x v . Then A is a column graded matrix of size m × v, and it defines a map ϕ :
The ideal I 2 (A) defines the inverse image via ϕ of the diagonal {(P, . . . , P ) :
v , while I m (A) defines the locus of points of P n 1 −1 × . . . × P nv−1 whose images lie on a common hyperplane H ⊂ P m−1 . A row graded A of size m × n can be constructed similarly, and has a similar geometric interpretation.
Cartwright-Sturmfels ideals
Given v ∈ N, let S be a polynomial ring over an infinite field K with a standard Z vgraded structure. As said above, by this we mean that the degree of every indeterminate of S is an element of the canonical basis {e 1 , . . . , e v } of Z v . For i = 1, . . . , v let n i be the number of indeterminates of S of degree e i . We denote them by x i1 , . . . , x in i . We assume that n i > 0 for all i.
If v is clear from the context, we simply denote it by HS(M, y).
consisting of the upper triangular invertible matrices.
Borel fixed ideals are monomial ideals that can be characterized by means of exchange properties, as explained in [10, Thm. 15 .23] for standard Z-graded polynomial rings and in [2, Sect.1] in the standard Z 2 -graded case. Explicitly, an ideal I of S is Borel fixed with respect to the Z v -graded structure if it is generated by monomials and for every monomial generator u of I and every variable x ij appearing in u with exponent, say, c one has that (x ik /x ij ) d u ∈ I for every k < j and every 0 ≤ d ≤ c such that
Unless otherwise stated, we consider only term orders such that
Given a term order τ and a Z v -graded homogeneous ideal I of S, one can consider its Z v -graded generic initial ideal gin τ (I) := in τ (g(I)), where g is a general element in G. As in the Z-graded setting, Z v -graded generic initial ideals are Borel fixed and can be obtained as in τ (b(I)) for a general b ∈ B.
Inspired by the work of Cartwright and Sturmfels [6] we introduce two classes of ideals that will play an important role in the proof of the Main Theorem.
Let T = K[x 11 , x 21 , . . . , x v1 ] ⊂ S with the Z v -graded structure induced by that of S. Note that a Z v -graded homogeneous ideal of T is nothing but a monomial ideal of T . Similarly, a Z v -graded ideal of S which is extended from T is an ideal of S which is generated by monomials in the variables x 11 , x 21 , . . . , x v1 .
We say that I is a Cartwright-Sturmfels ideal if there exists a radical Borel fixed ideal J of S such that HS(I, y) = HS(J, y). We say that I is a Cartwright-Sturmfels * ideal if there exists a Z v -graded ideal J of S extended from T such that HS(I, y) = HS(J, y).
The set of Cartwright-Sturmfels ideals of S is denoted by CS(S), or simply by CS when S is clear from the context. Similarly CS * (S), or simply CS * , denotes the set of the Cartwright-Sturmfels * ideals of S.
The classes CS and CS * are in a sense dual to each other. In fact, in Theorem 1.14 we show that if I is a squarefree monomial ideal, then I belongs to CS if and only if its Alexander dual I * belongs to CS * .
Remarks 1.5. It follows from the definitions that the families CS and CS * are closed under Z v -graded coordinate changes, i.e. under the action of the group G. Moreover, I ∈ CS (respectively in CS * ) if and only if in τ (I) ∈ CS (respectively in CS * ), for some term order τ .
The next proposition was already proved in [9] . Proposition 1.6. Let I ∈ CS and let J be a radical Borel fixed ideal such that HS(I, y) = HS(J, y). Then for every term order τ one has gin τ (I) = J. In particular, I is radical and generated by elements of degree ≤ v i=1 e i . Moreover one has the following characterization of Cartwright-Sturmfels ideals:
is radical for some (equivalently all) term order τ }.
Proof. The first statement follows from [9, Theorem 2.5] applied to J and gin τ (I). The rest is an easy consequence.
The following are equivalent:
Proof. Let τ be a term order on S, let σ be a term order on S ′ which extends τ and such that x > σ z i for every i and every variable of x of S. One first observes that
since the generic initial ideal can be obtained as in(b(I)), for a general element b ∈ B.
The equality implies immediately that (1) and (2) are equivalent.
To prove that (2) and (3) are equivalent, one first notices that
Assuming (2) we have that gin τ (I) is radical and Borel fixed, hence gin τ (I)S ′ + (z) is radical and Borel fixed provided that we order the variables of S ′ so that the z i 's are the first in their multidegrees. Hence IS ′ + (z) has the Hilbert series of a radical and Borel fixed ideal, so IS ′ + (z) ∈ CS(S ′ ).
Assuming (3) we know that all the ideals with the Hilbert series of IS ′ + (z) are in CS(S ′ ) and in particular are radical. This implies that gin τ (I)S ′ + (z) is radical, hence gin τ (I) is radical. Remark 1.8. Let S = K[x ij : 1 ≤ i ≤ m and 1 ≤ j ≤ n] with the grading induced by deg(x ij ) = e i ∈ Z m . Denote by I 2 the ideal of 2-minors of (x ij ). In [6] Cartwright and Sturmfels proved that every Z m -graded ideal J with Hilbert series equal to that of I 2 is radical. Their argument relies on the fact that gin(I 2 ) is radical, a result proved by Conca in [8] . This circle of ideas lead us to consider the family of multigraded ideals with a radical gin, and to name them after Cartwright and Sturmfels.
We now turn our attention to the ideals in CS * . We start by establishing some properties, which will be essential in the sequel.
(1) C = gin τ (J) for every term order τ and C is the only Borel fixed ideal with the same Hilbert series as J.
S/J-regular and S/C-regular. (2) We know from (1) that
Since g is generic, applying Gaussian elimination to the L ij 's produces a system of generators of the same ideal of the form x ij − λ ij x i1 , for general λ ij . Since the property of being a regular sequence just depends on the ideal that the elements generate, it follows that the sequence Λ is S/J-regular. The assertion for C is obvious.
Finally, (3) follows from (2) since by construction J + (Λ) = C + (Λ), and (4) follows from (3) because the assertion is obviously true for C.
The following characterization of Cartwright-Sturmfels* ideals is a simple consequence of Proposition 1.9. 
Proof. Assuming (1), by Proposition 1.9 (4) there exist λ ij ∈ K * such that Λ = {x ij − λ ij x i1 | 1 ≤ i ≤ v, 2 ≤ j ≤ n i } is an S/J-regular sequence. Since J is monomial, J + (Λ) = J + (Γ), so Γ is S/J-regular. Assuming (2) we have that J + (Γ) = C + (Γ) for some ideal C extended from T . Then Γ is S/C-regular, hence HS(J, y) = HS(C, y).
We stress the following property of ideals in CS * .
Proposition 1.12. Let J ∈ CS * . Then any minimal system of Z v -graded generators of J is a universal Gröbner basis of J.
Proof. Let τ be a term order and let H = in τ (I). Then H ∈ CS * . By Proposition 1.9 (1), (3), and (4) H and J have the same graded Betti numbers and their minimal generators have incomparable degrees. It follows that any minimal system of Z v -graded generators of J is a Gröbner basis with respect to τ .
We have seen that the generic initial ideal of an ideal I which is either in CS or in CS * is independent of the term order. Hence we simply denote it by gin(I). If I is a squarefree monomial ideal, we denote by I * its Alexander dual. If I is a monomial ideal, we denote by pol(I) its polarization. An application of the Alexander inversion formula ([13, Theorem 5.14]) yields the following: Proof. Let I ∈ CS and B = gin(I). Since I and B have the same Z v -graded Hilbert series, the same holds for their Alexander duals I * and B * by Lemma 1.13. Since being in CS * depends only on the Hilbert series, it suffices to show that B * ∈ CS * . Since B is squarefree there exist elements a 1 , . . . , a t ∈ N v such that B = ∩ t k=1 P a k , where
In particular HS(B * , y) = HS(C, y), so B * ∈ CS * .
Conversely, assume that J ∈ CS * is a squarefree monomial ideal, let C = gin(J). Then C is generated by monomials in the variables x 11 , . . . , x v1 and HS(J, y) = HS(C, y).
The ideal pol(C) is squarefree with HS(J, y) = HS(pol(C), y). By construction pol(C) * is radical and Borel fixed, and by Lemma 1.13 we have HS(J * , y) = HS(pol(C) * , y). Therefore J * ∈ CS and gin(J * ) = pol(gin(J)) * .
The following is a simple consequence of Theorem 1.14.
Proof. Let σ be a term order on S. Since reg(I) ≤ reg(in σ (I)) and in σ (I) ∈ CS, we may assume without loss of generality that I is monomial. By Terai's Theorem [13, 5 .59] one has reg(I) = projdim(S/I * ). Since I * ∈ CS * we have projdim(S/I * ) ≤ v by Proposition 1.9 (3).
Finally, we prove that CS and CS * are closed under certain natural operations. 
Proof. (1) Being in CS
* just depends on the Hilbert series. Hence, by changing coordinates and passing to the initial ideal with respect to a suitable revlex order, we may assume without loss of generality that I is monomial and L = x 1n 1 . Identifying S/(x 1n 1 ) with the subring R of S in the variables different from x 1n 1 , the ideal I + (x 1n 1 )/(x 1n 1 ) may be identified with the ideal J of R generated by the monomials of I which are not divisible by x 1n 1 . The quotient R/J is an algebra retract of S/I, in particular it is a direct summand of S/I. In other words we have a decomposition S/I = R/J ⊕ M as R-modules, where M is the kernel of the projection S/I → R/J. The sequence
of elements of R is S/I-regular by Corollary 1.11. Hence it is also regular on the R-direct summands of S/I. In particular, Λ is R/J-regular. Then J ∈ CS * (R) by Corollary 1.11.
(2) As in the proof of (1) we may assume without loss of generality that I is monomial and L = x 1n 1 . We have a short exact sequence:
By (1) and Corollary 1.11 Λ is S/I+(L)-regular, and Γ = {x ij −x i1 | 1 ≤ i ≤ v, 2 ≤ j ≤ n i } is S/I-regular. Now it is a simple exercise on Koszul homology to prove that Γ is also S/(I : L)-regular. By Corollary 1.11 we conclude that I : L ∈ CS * (S).
(3) As in (2) one may assume without loss of generality that I is monomial and L = x 1n 1 . Using the short exact sequence
(4) Since being in CS only depends on the Hilbert series, we may assume without loss of generality that I is monomial and L = x 11 . Denote by R the polynomial subring of S generated by the variables different from x 11 . By Theorem 1.14 the Alexander dual I * of I is in CS * (S). Let J be the ideal of R generated by the monomials in I * that are not divisible by x 11 . Since J may be identified with I * + (x 11 )/(x 11 ) ⊂ S/(x 11 ), then J ∈ CS * (R) by (1) . Hence JS ∈ CS * (S) by Proposition 1.7. Since JS = (I : x 11 ) * , by Theorem 1.14 we conclude that I : x 11 ∈ CS(S).
(5) As above we may assume without loss of generality that I is monomial and L = x 11 . The Alexander dual of I + (x 11 ) is I * ∩ (x 11 ) and it belongs to CS * (S) by (2) . Hence I + (x 11 ) ∈ CS(S) by Theorem 1.14. Denote by R the polynomial subring of S generated by the variables different from x 11 . There exist an ideal J of R such that JS + (x 11 ) = I + (x 11 ). The gin of I + (x 11 ) has the form (x 11 ) + J 1 S, where J 1 is a squarefree monomial ideal of R which is Borel fixed in R. The ideal I + (L)/(L) may be identified with J that, by construction, has the same Hilbert series as J 1 . Hence J ∈ CS(R).
(6) Arguing by induction, we may assume that R is obtained form S by removing only one variable, say x 11 . Taking initial ideals with respect to an elimination order, we may assume that I is monomial. Let J = I ∩ R and notice that J may be identified with I + (x 11 )/(x 11 ). Then J is in CS(R) by (5). In Corollary 1.19 we will prove that I ∈ CS(S). Let F = x 11 x 21 x 32 + x 13 x 23 x 33 , then I : F = I + (x 12 x 13 , x 11 x 13 ).
Notice that I : F ∈ CS, since it has generators of degree (2, 0, 0), while ideals in CS are generated in degrees bounded by e i . By replacing I with its initial ideal J = (x 12 x 21 , x 13 x 21 , x 13 x 22 , x 11 x 33 , x 12 x 33 , x 21 x 33 , x 22 x 33 ) one obtains an example of a monomial ideal in CS such that J : F ∈ CS. Remark 1.18. If I ∈ CS * and L is a Z v -graded linear form, then I +(L) ∈ CS * in general. For example, (x 11 , x 12 ) ∈ CS * because ideals in CS * have generators with incomparable degrees.
We are finally ready to prove our main result.
Proof of the Main Theorem.
Assume first that A is row graded. Let X = (x ij ) be an m×n matrix of variables over K, and let R = K[x ij ] be the polynomial ring with standard Z m -grading induced by deg(x ij ) = e i ∈ Z m . The assignment x ij → a ij gives rise to a Z m -graded K-algebras homomorphism Φ : R → S, whose kernel J = Ker Φ is generated by Z m -graded linear forms. Hence Φ induces a Z m -graded K-algebra isomorphism:
where S ′ is the K-subalgebra of S generated by the entries of A. By [9, Theorem 1.1] we have that I m (X) ∈ CS(R). It follows from Theorem 1.16 (5) that I m (X) + J ∈ CS(R), hence I m (A) ∈ CS(S ′ ). Finally I m (A) ∈ CS(S) by Proposition 1.7. Now all the results follow from the general properties of ideals in CS that we have established. In particular, reg I m (A) ≤ m follows from Corollary 1.15 and the assertions on the initial ideals follow from Remark 1.5. The fact that the initial ideals are all generated in multidegree at most (1, . . . , 1) was shown in [9, Corollary 3.7] .
In the column graded case, we consider the Z n -grading on R = K[x ij ] induced by deg(x ij ) = e j ∈ Z n . The results for I m (A) follow from the same approach, with the exception of the statement about the linearity of the resolution which was proved in [9] .
For I 2 (A) in the row or column graded case, one applies the same approach as above and uses that I 2 (X) ∈ CS(R) for a matrix of variables, a result proved in [8] .
We wish to stress the following consequence of the previous proof. In addition to the families of determinantal ideals treated in Corollary 1.19, we have identified other classes of Cartwright-Sturmfels and Cartwright-Sturmfels * ideals, such as multigraded projective closures of linear spaces (generalizing the ideals studied in [3] ) and the binomials edge ideals from [11] . These results, together with a description of the multigraded generic initial ideals of the determinantal ideals above, will be the object of a paper in preparation.
