Abstract: This paper describes different schemes for tolerating faults in hypercube multiprocessors. A study of hypercube algorithms reveals that in many cases, the computations that require local communication are mapped onto topologies such as meshes or rings and the hypercube topology is used for global data communication. Therefore, a faulty hypercube needs to be reconfigured to perform both local and global communication as required by the algorithm, effectively and with minimal performance degradation. Two general approaches can be identified. The first approach looks into ways of utilizing the healthy processors and links of a hypercube with faulty nodes/links, for embedding topologies such as lower dimensional hypercubes, rings, meshes and trees for performing communication. The second approach makes use of hardware redundancy in the form of spare nodes and/or links and usually requires modifications in the communication hardware. Augmented hypercubes and spare allocation schemes are described.
Introduction
The area of reconfigurability in the presence of faults is becoming increasingly important with the emergence of massively parallel architectures. Therefore, fault tolerance is an important issue that needs to be addressed in the design of node architectures, communication hardware Two general approaches can be identified for fault tolerance in hypercube multiprocessors. The first approach looks into ways of utilizing the healthy processors and links of a hypercube with faulty nodes/links, to identify embedded topologies such as lower dimensional hypercubes (subcubes), meshes, etc. required by the computations. With this approach, some performance degradation is expected, however special hardware design for fault tolerance is not necessary. Embeddings are discussed in Section 2 and an algorithm for finding fault-free subcubes is described in Section 3.
A distributed fault diagnosis algorithm for identifying the set of faulty processors and links, when the number of faulty processors and links r d is given in [1] . Once the faulty elements are identified, the multiprocessor and the distributed algorithm running on the multiprocessor [2] must be reconfigured to run on the available processors. A faulty hypercube needs to be reconfigured to perform both local and global communication as required by the algorithm, effectively and with minimal performance degradation. A study of hypercube algorithms reveals that in many cases, the computations that require local communication are mapped onto topologies such as meshes or rings (grid problems for example [3] ) and the hypercube topology is used for global data communication. Therefore, both local and global communication schemes must be considered in designing algorithms for faulty hypercubes. The problem of communication in a faulty hypercube has been addressed by many researchers. A survey of some of these schemes as well as new results will be presented in Section 4.
The second approach to fault tolerance makes use of hardware redundancy in the form of spare nodes and/or links and usually requires modifications in the communication hardware.
Although a d-dimensional hypercube with faulty nodes still contains a number of lower dimensional subcubes and therefore can be used to run hypercube algorithms without any modification [4, 5, 6, 7] , one faulty node reduces the dimension of the largest fault-free subcube to (d ; 1) and 2 faulty nodes can reduce it to (d ; 2) . This has motivated researchers to investigate hardware redundancy and spare allocation schemes [8, 9, 10, 7, 11, 12, 13, 14, 15] . Augmented hypercubes and spare allocation schemes will be described in Section 5.
Previous research has shown that a number of useful graphs can be embedded isomorphically into healthy hypercubes. A graph G is cubical if there exists an isomorphic embedding of G in the d-cube graph. The focus of the research has been to determine the largest size of the graph G that can be embedded in a d-cube. For example, in [17] and [18] it is shown that trees are cubical, and that a (d ; 1)-height tree can be embedded in a d-cube isomorphically.
In cases where adjacency cannot always be preserved, embeddings of dilation greater than one have been determined [19, 20, 21, 22] .
In this section, we present an overview of algorithms for embedding trees, rings and meshes in faulty hypercubes. We discuss embeddings that handle node failures only, unless otherwise stated. The direction of the research in fault-tolerant embeddings has followed two different paths depending on the motivating problem.
The first approach [19, 20] is to find embedding functions that primarily minimize the cost of reconfiguration; i.e., the number of node state changes during reconfiguration is minimized. Generally, such research has focused on distributed algorithms so that the neighbors of the faulty node can detect the faulty node and locally decide how to remap the faulty node to a healthy node with minimum reconfiguration cost. Remapping in this way may not always preserve adjacency, thus increasing the communication cost. Furthermore, the number of nodes utilized in the embedding is not always maximized. Such algorithms also do not maximize the number of faults that can be tolerated and exist for single or double fault cases only.
The second direction taken by researchers [23, 24] in fault-tolerant embeddings has been to preserve the adjacency of nodes; i.e., produce an isomorphic embedding. Hence, for unit dilation embeddings, the focus has been to determine the maximum size of the embedding so that fewest number of healthy nodes are wasted (unused). Bounds on the maximum number of faults that can be tolerated are also obtained.
Rings
In this section we review the approaches taken in [20] and [23] . We elaborate on the idea used in [23] since it handles multiple faults and creates the fault-tolerant embedding at run time in a distributed manner.
The key idea in [20] is to embed the ring so that unused (healthy) nodes are close to all nodes in the embedding, whereby, an unused node can replace a faulty node in the embedding easily with a few reconfiguration steps. Fig. 1 (dark lines) illustrates a ring of length eight embedded in a 4-cube. In general, the algorithm utilizes a small percentage of the nodes where the maximum is 50%. It can be seen from Fig. 1 that such an embedding can tolerate two faults and the reconfiguration algorithm requires two state changes i.e., nodes 1010 and 1000 are added in place of the faulty nodes 0000 and 0001 respectively.
Embedding a ring in a d-cube so that the size of the ring is maximized is the approach taken by [23] . The authors devise a distributed algorithm that embeds a ring of size 2 d ;2f in a d-cube where the number of faults f b d+1 2 c. They use cyclic Gray codes to embed the ring as is done in healthy hypercubes [18] and vary this basis ring to skip over the faulty nodes. Fig. 2 shows a 4-cube with the basis ring embedded (shown by tracing the number in the angle brackets i.e., <> starting at node 0000). The embedding dimension sequence for the basis ring in a 4-cube denoted as DM 0 = f0 1 2 3g is (0 1 0 2 0 1 0 3 0 1 0 2 0 1 0 3) where following this dimension sequence from the source node results in the basis ring. Let us also denote the rank of the processor as the location of the processor in the embedded basis ring. The number in the angle bracket in Fig. 2 represents the rank of the processor. For example, the source has rank 1, and for the embedding sequence f0 1 2 3g the neighbor of the source along dimension 0 has rank 2 while the neighbor of the source along dimension 3 has rank 16. The first dimension in DM 0 is the alternating dimension (i.e., the dimension traversed most frequently), and is denoted as d f (d f = 0 in this example). When a faulty node is encountered along the embedded ring, the algorithm in [23] executes one of the following two cases. In the first case, if the dimension along which the faulty node is reached is the most frequently occurring dimension Fig. 2 (a) , if node 0111 is faulty, then at node 0110 (which is the fifth processor in the ring) the next dimension along the embedding sequence is changed from 0 to 1 i.e., the dimension sub-sequence 0 The algorithm is guaranteed to find a ring embedding (where for each faulty processor, a healthy processor is removed from the original embedding) provided that the number of faults does not exceed b d+1 2 c. In the first case, when the faulty processor is reached along d f , the faulty processor has an even rank in the embedding sequence. The algorithm skips the faulty processor and the processor after it in the fault-tolerant embedding. In the second case, when the faulty processor has an odd rank in the original embedding sequence, the algorithm skips the faulty processor and the processor before it in the fault-tolerant embedding. To tolerate multiple faults the algorithm handles fault distributions where (1) [24] . An example of embedding a 5 5 mesh in a faulty 6-cube is illustrated in Fig. 3 . An initial embedding of an 8 Fig. 3 and then by rearranging the rows and columns in Gray code ordering. For this example, the rows would be arranged as [101, 100, 000, 010, 011] and the columns as [001, 000, 100, 110, 111]. However, the search for a Gray code ordering of healthy rows and columns is computationally complex. Pasting of the healthy rows/columns for constructing either side of the mesh is equivalent to embedding a ring in a faulty d 1 -subcube or a faulty d 2 -subcube respectively and can be constructed using the ring embedding techniques so that a faulty node is skipped along with a node adjacent to it. In the worst case this results in two rows or columns of nodes being skipped for every fault, resulting in an embedded mesh of size However, if the hypercube has Direct-Connect Capability [25] and assuming that only processors can fail, then a linear array of any length m can be formed by first forming a linear array of length 2 d in a d-cube using a Gray code sequence and then connecting through the DirectConnect Modules (DCM's) of the faulty nodes. An m 1 m 2 mesh can be formed similarly by pasting the healthy rows and columns through the DCM's of faulty rows/columns (Fig. 3) . In routing messages, if the e-cube routing algorithm [25, 26] is used (dimension order routing starting with dimension 0), communication from the nodes of subcube xxx001 (column 001) to the nodes of subcube xxx110 (column 110) will go through the DCM's of subcube xxx000 and subcube xxx010; on the other hand, communication from the nodes of subcube xxx110 to the nodes of subcube xxx001 will go through the DCM's of subcube xxx111 and subcube xxx101. Thus e-cube communication is not suitable for two reasons: one is that routing is through a different set of processors in each direction. The more important reason is that a link connecting 2 processors in the mesh (such as xxx000 and xxx001) may be used, which is also used for local (nearest neighbor) communication between those 2 processors. In order to guarantee regular and uninterrupted local communication, messages between two processors in pasted rows/columns must go through the DCM's of the deleted rows/columns. In the example shown in Fig. 3 , messages between the nodes of subcube xxx001 (column 001) and the nodes of subcube xxx110 (column 110) should go through the DCM's of subcube xxx011 and subcube xxx010 in both directions. Thus the DCM must be designed to route messages in both directions in accordance with the coordinate sequence used in defining each side of the mesh.
In a specific Karnaugh-map illustration of a 2 d 1 2 d 2 mesh, the group of nodes in a column or a row form a d 1 -subcube or a d 2 -subcube, and are represented by a unique d-tuplef0 1 xg d .
In algorithm MESHDCM [24] , we ignore all the free coordinates "x" and consider the "bound" coordinates only in deleting faulty rows/columns and thus the group of nodes in a row or a col- Algorithm MESHDCM:
Step 1:
Step 2: Calculate the number of extra rows N e = (2 d 1 ; m 1 ), that can be deleted for forming the m 1 side of the mesh.
Step Step 5 If N c < m 2 , then go to Step 6, else exit.
Step 6: Check if all the possible choices of N e nodes have been used exhaustively in Step 4. If yes, then go to Step 7, else go to Step 4 for the next trial.
Step 7 Ne ways of deleting rows.
Step 3 has a complexity of f l o g 2 f and
Step 5 has a complexity of (f N e + f l o g 2 f). Therefore, the time complexity is O(
can be derived since d is deleted and F m 2 is f01 00g. Since N c = 2 < m 2 , trial 2 is required. In trial 2, F 2 is deleted and F m 2 is f01 00g. Since N c = 2 < m 2 , trial 3 is required. In trial 3, F 3 is deleted, F m 1 is f11g, F m 2 is f01g and N c = 3 = m 2 .
Binary Trees
Another topology that is often used in algorithms is a binary tree. Two significant results regarding tree embeddings have emerged. It was shown in [21] embedded in a d-cube with maximum dilation 2, i.e., the adjacency of nodes in a tree are not preserved. Here, the motivation is to utilize the maximum number of nodes thus trading off the increased dilation for a maximum embedding size. The other approach taken in [17, 18] was to show that a binary tree of height d ; 1, T d;1 , can be embedded in a d-cube with unit dilation. Here the trade-offs are just the reverse of the previous approach, i.e., preserving adjacency results in not maximizing the number of nodes used.
Fault-tolerant embeddings have been considered using one of the above two approaches as the basis embedding. The factors considered in the fault-tolerant embedding are: (1) the number of faults tolerated, (2) the dilation of the fault-tolerant embedding, (3) the reconfiguration cost i.e., the number of nodes in the new embedded graph that do not have the same state as in the basis embedding and (4) the size of the embedding.
In [21] the basis embedding is T d where the maximum dilation is 2 as shown in Fig. 5 (a) by the dark lines. The approach as seen in Fig. 5 (b) is to use the intermediate node i.e., node 111 (in the multi hop edge of the tree) to replace a faulty node (node 010) and utilize another tree node (node 001) in the basis embedding as an intermediate node as well as a tree node in the fault-tolerant embedding. Here the objective is to minimize the dilation of the fault-tolerant embedding (i.e., keep it constant at 2) and not degrade the size of the embedding (i.e., embed T d ). Only one fault is tolerated by this scheme. Note also that the new fault-tolerant embedding results in the states of all the nodes being changed as shown in Fig. 5 (b) . For example, the root of the tree is mapped to node 011 instead of 110, the left child to 111 instead of 010, the right child to 000 (via 001) instead of 101 (via 111) and so on. Improvements to this result have been made in [20] . Here, a fault-tolerant embedding with T d;1 as the basis embedding is used so that the dilation is minimized (i.e., kept constant at 1) and 2 faults are handled. This approach has the same penalty as before i.e., a reconfiguration cost of 2 d;1 ; 1. Furthermore, the height of the embedding is d ; 1 due to the approach taken for the basis embedding.
The other approach taken is to minimize the reconfiguration cost [27, 22] . Here the basis embedding has unit dilation but the fault-tolerant embedding has a dilation of 2 which is the penalty paid to obtain a reconfiguration cost of 1. In [22] the reconfiguration algorithm involves two state changes if the faulty node is at height 2 in the basis embedding. Both these algorithms use a mirror image of the faulty node along some dimension as the spare to replace the faulty node. The authors in [22] use a distributed algorithm where the faulty node is remapped and only its parent and children are aware of the change. The authors also extend their algorithm to tolerate multiple faults. Here they use a form of backtracking where if a node cannot embed its children, it declares itself faulty to its parent who must handle the reconfiguration. In the worst case, the algorithm will backtrack up to the root and the embedding will fail.
The results discussed so far have not considered maximizing the number of faults that can be tolerated. In [28] the authors show that in a d-cube with d ; 1 ; d log 2 de node and/or link faults, there exists a d ; 1 tree which avoids the faults. Then the fault avoiding (d ; 1) tree is constructed in two steps. First, a fault-free tree T 0 is constructed in which each node has exactly two or no children and the leaves of T 0 are at level d ; k or level d ; k ; 1, where the level of a node is the height of the node from the root and k = dlog 2 de+ 2 . Second, fault avoiding (k ;1) trees (i.e., of height k ; 1) are constructed to "attach" onto the leaves of T 0 at level d ; k and fault avoiding (k) trees to attach onto the leaves at level d ; k ; 1. It is shown that a k-subcube can be associated with the leaves at level d ; k and a (k + 1 )-subcube with the leaves at level d;k;1. These subcubes which partition the d-cube have the following properties. Exactly one of the leaves of T 0 and at most two internal nodes of T 0 belong to each of the k;cubes and each of the k-cubes has at most one fault. Exactly one of the leaves of T 0 and at most one internal node of T 0 belong to each of the (k + 1 ) ;cubes and each of the (k + 1 ) -cubes has at most two faults. Within such subcubes fault avoiding (k ; 1)-trees and k-trees can be constructed.
Finding Fault-Free Subcubes
Parallel algorithms for hypercubes can be formulated with the dimension d of the hypercube as a parameter of the algorithm [5] and therefore can be run on a fault-free subcube of the faulty hypercube. A simple distributed procedure to find the maximum dimension m d of a fault-free subcube is given in [5] . However, as indicated in [5] , this procedure does not always find m d and furthermore, it does not construct the set of fault-free m d -subcubes. An algorithm which always finds m d and also the complete set of fault-free m d -subcubes is presented in [4] . The results are briefly explained below. The algorithm is formulated to run on a single processor which would typically be the host or the resource manager in a commercial hypercube system. Note that there are 2 
Here, N(p i ) denotes the number of objects having property p i , N(p i p j ) denotes the number of objects having both properties p i and p j , and so on. Objects having the same property p i are elements of the set S i . The second summation on the right hand side of the equation is over all pairs of sets S i S j (i 6 = j) and therefore enumerates the number of elements in pairwise intersections of sets S i and S j , the third summation is over triples S i S j S k and finally the last term enumerates the number of elements in the intersection of sets S 1 S r .
This principle can be applied to counting the number of fault-free or available subcubes of a given dimension (d ; k), G d;k , as described by the following theorem.
Theorem 2[4]:
The number of fault-free (available) (d;k)-subcubes, G d;k , in the presence of r faulty processors F 1 F 2 ::::F r is
The steps of the algorithm for finding m d are given as: 
Communication in Faulty Hypercubes

Global Sum/Global Broadcast Algorithms for Healthy Hypercubes
Efficient communication algorithms [30, 31] have been devised for healthy hypercubes. The standard algorithm for broadcasting a message to all nodes from a single source was presented in [26] . This algorithm embeds a Spanning Binomial Tree (SBT) in the hypercube. The Global Sum (GS) and Global Broadcast (GB) algorithms are the duals of each other. 
Fault-Tolerant Global Broadcast Algorithms
The motivation in fault-tolerant communication algorithm design has been to devise schemes that take the same number of communication steps as the algorithms for healthy hypercubes since an increase in the number of communication steps is a heavy penalty to pay in message passing systems.
Several researchers [32, 27] have investigated GS/GB algorithms for faulty hypercubes. In [32] Broadcasting in faulty hypercubes using a d-bit control word was considered in [27] , where an unsafe node is defined as one that has at least two faulty or unsafe neighbors. A node that is not unsafe is defined as an active node. An algorithm that takes O(d 3 ) communication steps is used to determine the unsafe nodes in a d-cube. The authors show that the GB algorithm takes d communication steps if the source node is not unsafe or faulty (i.e., active) and d+ 1 steps if the source is unsafe provided that the number of node faults does not exceed d d 2 e. At each step of the broadcast an active node is assigned to broadcast in a subcube, the subcube size indicated by the number of 1's in the control word received by the active node. The control word is scanned from left to right. The algorithm sends a message from an active node to an active neighbor along dimension i, if the corresponding bit i of the control word is 1; it sends a message to an unsafe neighbor along dimension i only if bit i of the control word is 1, and all other bits are 0's. In other words, it broadcasts to all unsafe nodes only in the d th step of the GB algorithm. Fig. 7 (a) illustrates a 3-cube with two faults performing the GB from an active ISN 111 in 3 steps. The number in the square denotes the communication step number and the sequence in the angle brackets (<>) is the control word received by the node. The ISN generates a control word of < 111 > and first sends along dimension 3 with the control word altered to < 011 > to reflect the subcubes 1xx and 0xx in which nodes 111 and 011 must continue to broadcast.
If the ISN is an unsafe node, then the ISN sends the message to the first active neighbor obtained by scanning the control word from left to right. This active node acts as a new ISN and performs the GB as before except that no message is sent back to the original unsafe ISN. Fig. 7 (b) illustrates the cube performing the GB from an unsafe ISN i.e., node 100. Note that in step 4 node 101 does not send the message to 100 since 100 is the original ISN.
Global Sum for Faulty Hypercubes
In Section 4.1 a d-step algorithm for the GS operation in healthy hypercubes was described.
The GS [24] can also be collected by performing a partial Global Sum operation in 2 i disjoint (d ; i)-subcubes in parallel, collecting the partial global sum in nodes that form an i-subcube.
For example, in a 4-cube, for i = 1, splitting the 4-cube along dimension 3, results in two disjoint 3-cubes 0xxx and 1xxx. Each subcube can perform a partial GS in 3 steps collecting in nodes 0000 and 1000 respectively, which are the nodes of the 1-cube x000. Then, these 2 i = 2 nodes of the 1-cube x000 perform a GS operation in 1 step. Note that we can split the cube into disjoint subcubes of different sizes and yet apply the same principle. For example, the 3-cube 1xxx obtained earlier can be split along dimension 2 into two 2-cubes 10xx and 11xx. Now, the partial GS can be performed in 2 steps in the three subcubes S 1 = 0xxx, S 2 = 1 1 x x , and S 3 = 10xx in parallel, with nodes (0000 and 0100 2 S 1 ), node (1100 2 S 2 ) and node (1000 2 S 3 ) collecting the partial results. These are nodes of the 2-cube xx00 and can perform a GS in 2 steps. Note that in general, the dimension sequence of the partial GS can be different for the disjoint cubes. This technique can be used in faulty hypercubes where the d-cube is split into good and faulty partners as explained next.
Consider the 4-cube shown in Fig. 8(a) with 3 faulty nodes at f 1 = 0010, f 2 = 1100, and f 3 = 1111. The idea is to try to split the 4-cube into two 3-cubes, one healthy and the other containing all faulty nodes. If such a split can be found, then the healthy nodes in the faulty cube will send to the adjacent nodes in the good cube in one step and the GS will be performed in the good cube in d ; 1 of all faulty processors indicate the fixed coordinates among them, and can be used to split the cube. For the 4-cube considered, I 1 2 3 = f 1 I f 2 I f 3 =, and therefore a good-faulty subcube split cannot be found. Hence the 4-cube is split along any dimension into two faulty 3-cubes. Fig. 8(b) shows the first split along dimension 3 resulting in two 3-cubes 1xxx and 0xxx where f 2 and f 3 are contained in 1xxx and f 1 is contained in 0xxx. Since 0xxx contains only one fault, we can choose any dimension, for example dimension 1, to split it into goodfaulty partners 0x0x and 0x1x respectively. 1xxx has to be split again and dimension 2 which is a bound coordinate of the intersection (I 2 3 = 11q q) is chosen. This results in good-faulty partners 10xx and 11xx respectively. Now, the healthy nodes in the faulty subcubes can send their data to their partner in the good subcubes in parallel in 1 step. The partial GS's for the subcubes 0x0x and 10xx can be performed in parallel in 2 steps. In order to collect the results of the 2 partial GS's in one node in the 4th step, the nodes collecting the partial GS's in each 2-cube must be adjacent, i.e., the collecting nodes containing the result of the partial GS's must be in the same 1-cube, so that the final GS can be collected in 1 step. Such collecting nodes can be determined by performing a consistency operation on the healthy (collecting) subcubes found in the last split. For the two collecting cubes 10xx and 0x0x in Fig. 8(a) , the collecting nodes can be found by performing a consistency operation & d = f&g d defined as follows: 0&0=0&x=0, The split tree is a binary tree where each node represents a split and has associated with it a dimension d i used at that split to partition the cube. Note that the split tree does not include the edges of the tree corresponding to the last splitting operation to obtain the good-faulty partners (shown in dotted lines) since these edges do not have a node at either end. A leaf of the split tree is a node of degree 1, while an internal node is a node of degree 2 (root) or 3.
Now consider the same example but with dimension 2 chosen to split both subcubes 0xxx and 1xxx into good-faulty partners. The split tree in Fig. 9 shows that the 4-cube can be split resulting in two good 2-cubes 01xx and 10xx, but partial collecting nodes that are adjacent cannot be found.
d-Step Fault-Tolerant GS/GB Algorithm
By using a unique dimension at each split, the GS/GB operation can always be performed in d steps if the number of faults is d d 2 e. Having split the cube, the data from each healthy node in the faulty subcube is sent to its partner in the good subcube along a dimension i, where i is the dimension used at the final split to obtain a good-faulty pair. This is done in one step. Now all the data resides in the good subcubes. The following Depth First Search (DFS) operation on the split tree yields the dimension set D c of the FCC. Initially all the nodes of the tree are uncolored and D c is empty. When a node is visited, if it is not colored, and it is not a leaf node, then it is colored and the dimension associated with that node is added to set D c . The dimension of the FCC, which is the number of internal nodes in the split tree is denoted as k where k = j D c j.
Note that the dimension set of the FCC can also be obtained by the & operator applied to the good subcubes. The data in each good subcube is collected in parallel by a partial GS performed in d ; k ; 1 steps. Let the set of free coordinates of the collecting good subcubes be denoted by D gi where i is the i th good subcube. The dimension sequence along which to perform the partial GS operation in the i th good subcube is determined by deleting from D gi the dimensions in the intersection of D gi and D c . By construction we can show that the collecting node(s) in the good subcubes form a k dimensional Final Collecting Cube (FCC). The GS operation can then, be performed on the FCC in k steps to collect the data in one node. Hence, the entire operation takes d steps. The formal proofs can be found in [33] .
The following example illustrates the methodology used to determine the FCN and the dimension sequence along which to perform the first communication step from faulty to good subcubes, and thereafter the partial GS in each good subcube. Fig. 10 shows a 5-cube with 3 faults f 1 at 00100, f 2 at 00010, and f 3 at 11000. Fig. 11 shows the split tree for a chosen split. The FCN that collects the result of the GS operation is determined from the constructed split tree. Each node (circle) represents a subcube and the number inside the circle represents the dimension along which that cube is split. First the cube is split along dimension 4, giving rise to two faulty cubes 1xxxx and 0xxxx. Next, the first faulty subcube (1xxxx) is split along dimension 3 and the other faulty subcube (0xxxx) along dimension 2. The first split gives rise to a good-faulty pair where the good subcube is denoted by G 1 = 10xxx. The second faulty subcube is split into two faulty subcubes 0x1xx and 0x0xx.
Finally, the faulty subcubes 0x1xx and 0x0xx are split along dimensions 1 and 0 respectively to give good subcubes G 2 = 0x11x and G 3 = 0x0x1 respectively. Note that this is only one of the d! ways to split the 5-cube into good-faulty partners where a unique dimension is chosen for each split.
Using the DFS algorithm on the split tree, fD c g = f4 2g. The dimension of the FCC, is k = j D c j = 2. The FCC is given by x0x11 where the fixed dimensions correspond to the dimensions that result in the good-faulty splits, and the free dimensions correspond to the internal nodes of the split tree.
Any node contained in the FCC can be chosen as the FCN. Fig. 10 shows the GS operation for the 5-cube with the FCN being 00111. The number i in the square denotes the communication step i involved in the operation. In the first step, each node in the good subcubes receives data from its healthy partner in the faulty subcubes along the dimension used to perform the final split. Nodes in G 1 receive from their partners along dimension 3, while nodes in G 2 and G 3 receive from their partners along dimensions 1 and 0 respectively. This takes one communication step. The partial GS in each good subcube is performed in d ; k ; 1 steps i.e., 2 in this case.
The dimension sequence D i along which to perform the partial GS operation in the i th good subcube must satisfy the condition D i \D c = . Hence, in G 1 the GS is performed along dimensions 0 and 1, in G 2 along 0 and 3, and in G 3 along 1 and 3. The action to be taken by a node i.e., send, receive, or not participate is determined as in the healthy GS algorithm using the address(es) of the collecting node(s) in each subcube. The FCC is x0x11. The collecting nodes in G 1 are 10011 and 10111, the collecting node in G 2 is 00111, and the collecting node in G 3 is 00011. After the partial collection in the collecting nodes, the GS operation is performed on the FCC in 2 steps collecting the data in the FCN. The total number of steps taken is 5 (1 step for sending from faulty to good subcubes + 2 steps to perform the local partial GS in each good subcube + 2 steps to perform the GS in the FCC).
Fault-Tolerant Hypercubes
As mentioned in Section 1, faulty nodes can substantially reduce the dimension of the largest fault-free available subcube. To preserve the dimensionality of the faulty hypercube, hardware redundancy and spare allocation schemes [8, 9, 10, 7, 11, 12, 13, 14, 15] have been investigated.
A hardware scheme was first proposed by Rennels [8] . Here, N = 2 d processors are grouped into S = 2 s clusters of M = 2 m processors each, where d = m + s and one spare is assigned per cluster. Crossbar switches are employed to add spare nodes via the additional port in dimension (d + 1 ) (Fig. 12) . If a processor fails in a cluster, the spare replacing it must be able to communicate in d dimensions. Therefore, it has to be linked to the m neighboring processors in that cluster as well as one processor in each of the s external subcubes to which the failed processor is connected. This is accomplished using two crossbars, namely the CCB (Connection Crossbar) and the RCB (Relay Crossbar). The CCB allows a spare to be connected to each of the 2 m processors in its designated cluster via their spare port. Using the RCB, the spare is linked to each of the other s clusters to which the host cluster is connected. This approach can tolerate only a single faulty node per cluster with a significant overhead. It does not tolerate any link failures. For better fault coverage, spare boards consisting of one spare processor and S crossbars are suggested. Each spare node then can replace any faulty node directly. However, the degree of the spare node would effectively be equal to the size of the hypercube. Furthermore, additional crossbars to interconnect the spares are needed.
Several approaches are proposed by Banerjee et. al. [10, 7, 12] to perform reconfiguration using spare nodes and spare links. In [12] two spares per 3-cube are assigned (Fig. 13) spares is now that of a simple switch. Consequently each spare determines the node to which it needs to be connected by using the bitwise XOR of its own address, the address of the spare S, and the address of the faulty node. As an example let us consider Fig. 13 when node 01100 is faulty. The reconfiguration steps are as follows. Replace processor 01100 with the spare processor 11100. The links between the spare 11100 and nodes 01100 and 01111 are disabled. All other links are enabled. The spare node 11100 sends its address as well as the address of the faulty node (01100) to the its neighboring spare nodes (11000 and 10100). The spare nodes 11000 and 10100 calculate the address of the nodes they should be connected to as: 01100 11100 11000 = 01000 and 01100 11100 10100 = 00100. The spare nodes 11000 and 10100 then act as switches. This system can only tolerate a single node failure.
In [10] Banerjee proposes two schemes to tolerate faulty processors. The first scheme uses two sets of nodes; P-nodes and S-nodes. P-nodes are the regular nodes of the hypercube. An S-node consists of a spare attached to a P-node. S-nodes are allocated such that every regular node is at a Hamming distance of one from a spare node. For example in a 3-cube, spares can Figure 14 : A 3-dimensional reconfigurable hypercube proposed by Alam and Melhem be attached to nodes 0 and 7. When a node fails, the spare node at a distance of one from the faulty node is brought on line. The S-node's communication module is used to handle both the communication needs of the faulty node and that of the attached regular node. Messages that would have been routed to the faulty node, need to be routed to the spare using a routing table [7] . Therefore, some physical links may experience added traffic which is defined as congestion. If more than one node fails and the failed nodes are at a Hamming distance of one from an Snode, a weighted bipartite graph is set up to match the faulty nodes with the spares with the minimum link dilation. The link dilation in a faulty hypercube is defined by d(v (v)) where v represents the faulty node, (v) identifies the spare replacing v, and d denotes the distance between them. Both dilation and congestion are high with this scheme.
In the second method, spare nodes are placed between links connecting pairs of nodes. For example in a 3-cube, one spare can be placed between nodes 0 and 1, and another spare between nodes 6 and 7. Similar to the previous scheme, a weighted bipartite graph is used to assign spares to the faulty nodes. Again the scheme results in high dilation and congestion.
Alam and Melhem [34, 13, 14] using hardware redundancy, developed augmented approaches to tolerate faulty nodes. In [34, 13] , they have proposed two schemes. In the first one, a single spare is added to each cluster of 4 nodes. If one of the four nodes fails, the spare replaces it and inherits its address. The e-cube routing algorithm is no longer valid. The new routing algorithm takes up to 2d + 2 steps as compared to the d steps of the e-cube algorithm, to send a message from a source to a destination. The system can tolerate one faulty node per cluster. To allow more faulty nodes per cluster, in the second scheme 50% redundancy is used as shown for d = 3 in Fig. 14 . Note that each node can be replaced by one of two spares, making the spare assignment nondeterministic. Therefore, an even more complicated routing algorithm is needed. The system can handle two faulty nodes per cluster.
In [14] two spares are assigned per cluster of 4 nodes. Each spare is connected to every node in its cluster using multiple links (channels). The spares are also connected to form a cube of their own. Upon a node failure, the faulty node is assigned to one of the spares within the As shown in Fig. 16 the faulty inter-cluster link 0 ; 00 is replaced by the path connecting the nodes 0100 01S S 00S S and 0000. Similarly, spare nodes 01S Sand 11S Slogically replace faulty nodes 1100 and 1110, shown by the dark and dashed lines respectively.
Conclusions
A faulty hypercube needs to be reconfigured to perform the computational task and communication as required by the algorithm, with minimal or no performance degradation. The first approach is to avoid the faulty nodes/links and perform useful computation with the fault-free nodes. This paper outlines research in the area of embedding topologies such as lower dimensional hypercubes, rings, meshes, and trees in the faulty hypercube. To support the communication primitives required by the algorithm, a scheme that performs the Global Sum/Global Broadcast operation in a faulty d-cube is proposed. The second approach is to use hardware redundancy in the form of spare nodes and links that logically replace the faulty node(s)/link(s). A survey of various schemes is presented.
