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THE WEIGHT DISTRIBUTIONS OF A CLASS OF CYCLIC
CODES II
MAOSHENG XIONG
Abstract. Recently, the weight distributions of the duals of the cyclic codes
with two zeros have been obtained for several cases in [10, 5, 15, 16]. In this
paper we use the method developed in [16] to solve one more special case. We
make extensive use of standard tools in number theory such as characters of finite
fields, the Gauss sums and the Jacobi sums. The problem of finding the weight
distribution is transformed into a problem of evaluating certain character sums
over finite fields, which turns out to be associated with counting the number of
points on some elliptic curves over finite fields. We also treat the special case that
the characteristic of the finite field is 2.
1. Introduction
Denote by GF(q) the finite field of order q, where q = ps, s is a positive integer
and p is a prime number. An [n, k, d]-linear code C over GF(q) is a k-dimensional
subspace of GF(q)n with minimum distance d. If, in addition, C satisfies the condi-
tion that (cn−1, c0, c1, . . . , cn−2) ∈ C whenever (c0, c1, . . . , cn−2, cn−1) ∈ C, then C is a
cyclic code. Let Ai denote the number of codewords with Hamming weight i in C.
The weight enumerator of C is defined by
1 + A1x+ A2x
2 + · · ·+ Anxn.
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The sequence (1, A1, . . . , An) is called the weight distribution of C. In coding theory
it is often desirable to know the weight distribution of a code because it contains a lot
of important information, for example, it can be used to estimate the error correcting
capability and the probability of error detection and correction with respect to some
algorithms. This is quite useful in practice. Many important families of cyclic codes
have been studied extensively in the literature, so have their various properties.
However the weight distributions are difficult to obtain in general and they are
known only for a few special families.
Given a positive integer m, let r = qm, and α be a generator of the multiplicative
group GF(r)∗ := GF(r)− {0}. Let h be a positive factor of q − 1 and 1 < e be an
integer such that e| gcd (q − 1, hm). We define
g = α(q−1)/h, n =
h(r − 1)
q − 1 , β = α
(r−1)/e, N = gcd
(
r − 1
q − 1 ,
e(q − 1)
h
)
.(1)
It is clear that the order of g is n and (gβ)n = 1. Refining an argument from [10],
we will prove later that the minimal polynomials of g−1 and (βg)−1 are distinct over
GF(q), hence their product is a factor of xn−1, except when q = 3, h = 1, e = m = 2.
We remark that the conditions here are slightly more general than those in [10, 5, 16]
(and in several other references), which require that e|h. This consideration is
inspired by an anonymous referee and actually provides more flexibility.
Define the cyclic code over GF(q) by
C(q,m,h,e) =
{
c(a,b) : a, b ∈ GF(r)
}
,(2)
where the codeword c(a,b) is give by
c(a,b) :=
(
Tr
(
agi + b(βg)i
))n−1
i=0
.(3)
Here for simplicity Tr is the trace function from GF(r) to GF(q).
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The code C(q,m,h,e) has been an interesting subject of study for a long time. For
example, when h = q − 1, the code C(q,m,h,e) is the dual of a primitive cyclic linear
code with two zeros; such codes have been studied extensively (see for example
[1, 2, 3, 4, 8, 9, 11, 12, 14, 17]). In general the dimension of C(q,m,h,e) is 2m, but
determining the weight distribution is very difficult. However, in certain special
cases the weight distribution is known. We summarize these cases below.
1) e > 1 and N = 1 ([10]);
2) e = 2 and N = 2 ([10]);
3) e = 2 and N = 3 ([5]);
4) e = 2 and pj + 1 ≡ 0 (mod N), where j is a positive integer ([5]);
5) e = 3 and N = 2 ([15]);
6) e = 4 and N = 2 ([16]).
In this paper we compute the weight distribution for one more case e = N = 3. As
it turns out, if p ≡ 1 (mod 3), the number of distinct nonzero weights in the codes
is 12 or 13, the shortest code in the family has length p
3−1
p−1
over GF(p). On the other
hand, if p ≡ 2 (mod 3), then the number of distinct nonzero weights is 5 or 6, and
the shortest code in the family has length p
6−1
p2−1
over GF(p2). The dimension is always
2m where 3|m, so the smallest dimension is 6. We have computed several examples
for relatively small parameters by Magma, and thanks to the referee’s suggestions,
we also compare them with the best existing codes from Markus Grassl’s table
(http://www.codetables.de/). It seems the codes constructed in this way fall short
of such comparison.
To describe the results, for the sake of clear presentation, we use the “modified”
weight λ(a, b), instead of the usual Hamming weight w(c(a,b)) for a codeword c(a,b).
The relation between them is given by the formula
w(c(a,b)) =
h(r − 1)
q
− λ(a, b).(4)
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The case that p ≡ 2 (mod 3) is easy to describe.
Theorem 1. Let C(q,m,h,e) be the cyclic code defined by (2) and (3), and the param-
eters are given by (1) where q = ps. Assume that e = N = 3 and p ≡ 2 (mod 3)
(including the case p = 2).
(1). If 3| q−1
h
, the modified weight distribution of C(q,m,h,e) is given by Table 1.
(2). If 3 ∤ q−1
h
, the modified weight distribution of C(q,m,h,e) is given by Table 2.
Table 1. The case e = N = 3, p ≡ 2 (mod 3) and 3| q−1
h
Weight λ(a, b) Frequency
−h
q
{
2(−1)ms/2√r + 1} r−1
27
{
r − 8− 2(−1)ms/2√r}
h
q
{
(−1)ms/2√r − 1} 2(r−1)
27
{
4r − 14 + (−1)ms/2√r}
−h
q
{
(−1)ms/2√r + 1} 2(r−1)
9
{
r − 2 + (−1)ms/2√r}
−h
q
2(r−1)
9
{
2r − 1− (−1)ms/2√r}
h
3q
{
r − 4(−1)ms/2√r − 3} r − 1
h
3q
{
r + 2(−1)ms/2√r − 3} 2(r − 1)
h(r−1)
q
1
Table 2. The case e = N = 3, p ≡ 2 (mod 3), and 3 ∤ q−1
h
Weight λ(a, b) Frequency
−h
q
{
2(−1)ms/2√r + 1} r−1
27
{
r + 1− 2(−1)ms/2√r}
h
q
{
(−1)ms/2√r − 1} 2(r−1)
27
{
4r − 5 + (−1)ms/2√r}
−h
q
{
(−1)ms/2√r + 1} 2(r−1)
9
{
r − 2 + (−1)ms/2√r}
−h
q
r−1
9
{
4r − 11− 2(−1)ms/2√r}
h
3q
{
r + 2(−1)ms/2√r − 3} r − 1
h
3q
{
r − (−1)ms/2√r − 3} 2(r − 1)
h(r−1)
q
1
Example 1. Let p = 2, s = 2, q = 4, m = 3, r = 64, h = 1, e = N = 3. Letting
α be a generator of GF(64) from Magma, which uses the irreducible polynomial
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x6+x4+x3+x+1, we can construct the code explicitly and the weight distribution
of the cyclic code C(q,m,h,e) is given by
1 + 63x8 + 294x12 + 756x14 + 1890x16 + 1092x18.
This is confirmed by computing Table 1, since 3| q−1
h
= 3. Notice that there are only
six weights because two of the weights in Table 1 are the same, namely,
−h
(
2(−1)ms/2√r + 1)
q
=
h
(
r + 2(−1)ms/2√r − 3)
3q
.
Actually this happens if and only if r = 26 = 64. In other cases, there are always
seven distinct weights.
This is a [21, 6, 8]-cyclic code over GF(4). Grassl’s table shows that there is a
[21, 6, 12] code over GF(4), and the best possible minimum distance is 12. 
Example 2. Let p = 2, s = 2, q = 4, m = 3, r = 64, e = h = 3, N = 3. Letting
α be a generator of GF(64) from Magma, which uses the irreducible polynomial
x6+x4+x3+x+1, we can construct the code explicitly and the weight distribution
of the cyclic code C(q,m,h,e) is given by
1 + 126x30 + 252x36 + 756x42 + 1827x48 + 1134x54.
This is confirmed by computing Table 2, since 3 ∤ q−1
h
= 1. Same as Example 1,
there are only six weights because two of the weights in Table 2 are the same.
This is a [63, 6, 30]-cyclic code over GF(4). Grassl’s table shows that there is a
[63, 6, 44] code over GF(4), and the best possible minimum distance is 44. 
The case that p ≡ 1 (mod 3) can be described but the results are a little more
complicated, because they rely on a subtle choice of cubic characters of GF(p) and
GF(r), which need to be made explicit. We list the results first and then explain
how to compute them later.
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Theorem 2. Let C(q,m,h,e) be the cyclic code defined by (2) and (3), and the param-
eters are given by (1) where q = ps. Assume that e = N = 3 and p ≡ 1 (mod 3).
(1). If 3| q−1
h
, the modified weight distribution of C(q,m,h,e) is given by Table 3.
(2). If 3 ∤ q−1
h
, the modified weight distribution of C(q,m,h,e) is given by Table 4.
The symbols in Tables 3-4 are as follows: let
ω :=
−1 +√−3
2
.
Then there is a unique algebraic integer π ∈ Z[ω] such that ππ¯ = p and π ≡ −1
(mod 3) (π¯ is the complex conjugate of π), and we let ρ be the cubic character of
GF(r) arising from
(
·
π
)
3
, the standard cubic residue symbol of the ring Z[ω]/πZ[ω],
which is isomorphic to GF(p), and the three Gaussian periods η
(3,r)
1 , η
(3,r)
α and η
(3,r)
α2
are given by
η
(3,r)
1 =
(−1)sm+1r1/3 (πsm/3 + π¯sm/3)− 1
3
,
η(3,r)α =
(−1)sm+1r1/3 (ρ2(α)πsm/3 + ρ(α)π¯sm/3)− 1
3
,
η
(3,r)
α2 =
(−1)sm+1r1/3 (ρ(α)πsm/3 + ρ2(α)π¯sm/3)− 1
3
.
Moreover, the relation between the modified weight λ(a, b) and the Hamming weight
w(c(a,b)) is given by (4).
For computational purposes, we can choose the value of π explicitly. By the
unique factorization property of the ring Z[ω], the prime p can be represented as
p = a2 − ab + b2 for some integers a, b. If, in addition, we require that a ≡ 2
(mod 3), b ≡ 0 (mod 3) and b > 0, then such integers a, b exist and are unique. We
can choose π = a + bω. Hence π¯ = a+ bω2 = (a− b)− bω.
We still need to determine the value of ρ(α), which is either ω or ω2. This can
be done by using the definition of
(
·
π
)
3
and the explicit identification of Z[ω]/πZ[ω]
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with GF(p) (see [6, Chapter 9]), and we can describe the algorithm as follows: since
p ∤ b, there is an integer b′ such that bb′ ≡ 1 (mod p). Let Nr/p : GF(r) → GF(p)
be the norm map, we know that Nr/p(α) = α
(r−1)/(p−1) ∈ GF(p), and Nr/p(α)
can be naturally identified by an integer modulo p. It can be shown that either
Nr/p(α)
(p−1)/3 ≡ −b′a (mod p) or Nr/p(α)(p−1)/3 ≡ −1 + b′a (mod p). Then the
value of ρ(α) is given by
ρ(α) =


ω : if Nr/p(α)
(p−1)/3 ≡ −b′a (mod p),
ω2 : if Nr/p(α)
(p−1)/3 ≡ −1 + b′a (mod p).
Example 3. Let p = q = 7, s = 1, m = 3, h = 1, e = N = 3. Letting α be a
generator of GF(73) from Magma, which uses the irreducible polynomial x3+6x2+4,
we can construct the code explicitly and find that the weight distribution of the cyclic
code C(q,m,h,e) is
1 + 342x30 + 342x32 + 342x36 + 3990x45 + 14364x46 + 12312x47
+16302x48 + 24624x49 + 14364x50 + 14364x51 + 12312x52 + 3990x54.
This is confirmed by computing Table 3, since p ≡ 1 (mod 3) and 3| q−1
h
= 6. Here
7 = 22 − 2 ∗ 3 + 32, so a = 2, b = 3, π = 2 + 3ω. We choose b′ = −2 so that bb′ ≡ 1
(mod 7). We find from Magma that Nr/p(α) = 3. Hence 3
(p−1)/3 = 32 ≡ 2 (mod 7)
and −1 + ab′ = −1 + 2 ∗ (−2) = −5 ≡ 2 (mod 7), so ρ(α) = ω2. The Gaussian
periods can be computed as η
(3,r)
1 = 2, η
(3,r)
α = −12, η(3,r)α2 = 9. Now the weight
distribution can be obtained from Table 3. There are only 13 weights because two
of the weights in Table 3 are the same, namely
3hη
(3,r)
1
q
=
h(2η
(3,r)
α2 + η
(3,r)
α )
q
=
18
7
.
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This is a [57, 6, 30]-cyclic code over GF(7). Grassl’s table shows that there is
a [57, 6, 42] code over GF(7), and the best possible minimum distance can not be
larger than 45. 
Example 4. Let p = q = 7, s = 1, m = 3, e = h = 3, N = 3. Letting α be a
generator of GF(73) from Magma, which uses the irreducible polynomial x3+6x2+4,
we can construct the code explicitly and find that the weight distribution of the cyclic
code C(q,m,h,e) is
1 + 342x93 + 342x99 + 342x102 + 4104x135 + 14364x138 + 12312x141
+16416x144 + 24282x147 + 14364x150 + 14364x153 + 12312x156 + 4104x162.
This is confirmed by computing Table 4, since p ≡ 1 (mod 3) and 3 ∤ q−1
h
= 2. As
in Example 3, we find ρ(α) = ω2, η
(3,r)
1 = 2, η
(3,r)
α = −12 and η(3,r)α2 = 9. Now the
weight distribution can be obtained from Table 4. Same as Example 3, there are
only 13 weights because two of the weights in Table 4 are the same.
This is a [171, 6, 93]-cyclic code over GF(7). The length 171 of the code is too
large for comparison with Grassl’s table. 
The ideas of the proofs of Theorems 1 and 2 are similar to those of [16], that
is, first we use orthogonal properties of characters to transform the problem of
finding the weight distribution into a problem of evaluating certain character sums
over finite fields, and then we group character sums accordingly and relate them to
counting the number of points on some curves over finite fields. For e = N = 3,
the curves turn out to be elliptic curves, on which the number of points can be
computed explicitly by using standard techniques involving Gauss sums and Jacobi
sums. While the methods are similar, the problem in this paper is more complicated,
because firstly N = 3, so there are three Gaussian periods instead of two; the
difference is significant. Secondly, the prime p could be p = 2, p ≡ 1 (mod 3) and
p ≡ 2 (mod 3), all of which need to be taken care of; moreover, whether or not 3
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Table 3. The case e = N = 3, p ≡ 1 (mod 3), and 3| q−1
h
Weight λ(a, b) Frequency
3h
q
η
(3,r)
1
r−1
27
{
r − 8− (−1)ms (πms + π¯ms)}
3h
q
η
(3,r)
α
r−1
27
{
r − 8− (−1)ms (πms + π¯ms)}
3h
q
η
(3,r)
α2
r−1
27
{
r − 8− (−1)ms (πms + π¯ms)}
h
q
{
2η
(3,r)
1 + η
(3,r)
α
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
1 + η
(3,r)
α2
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
h
q
{
2η
(3,r)
α + η
(3,r)
1
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
h
q
{
2η
(3,r)
α + η
(3,r)
α2
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
α2 + η
(3,r)
1
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
α2 + η
(3,r)
α
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
−h
q
2(r−1)
9
{
r + 1− (−1)ms (πms + π¯ms)}
h
3q
{
r − 1 + 6η(3,r)1
}
r − 1
h
3q
{
r − 1 + 6η(3,r)α
}
r − 1
h
3q
{
r − 1 + 6η(3,r)α2
}
r − 1
h(r−1)
q
1
divides q−1
h
also has an effect. There are simply quite a few cases to consider and
a lot of computation is involved. It turns out that the case p = 2 can be included
into the case p ≡ 2 (mod 3).
The paper is organized as follows: in Section 2 we recall the result we obtained
in [16] and apply it to the case e = N = 3; the cases p = 2 and p odd need to be
taken care of separately; Section 3 is devoted to the proof of Theorem 2; in Section
4, we argue that p = 2 can be included into the case p ≡ 2 (mod 3), and we prove
Theorem 1. We find the papers [10, 5, 15] quite inspiring and very well-written,
which we use as general references and starting points of this paper. Interested
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Table 4. The case e = N = 3, p ≡ 1 (mod 3), and 3 ∤ q−1
h
Weight λ(a, b) Frequency
3h
q
η
(3,r)
1
r−1
27
{
r + 1− (−1)ms (πms + π¯ms)}
3h
q
η
(3,r)
α
r−1
27
{
r + 1− (−1)ms (πms + π¯ms)}
3h
q
η
(3,r)
α2
r−1
27
{
r + 1− (−1)ms (πms + π¯ms)}
h
q
{
2η
(3,r)
1 + η
(3,r)
α
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
1 + η
(3,r)
α2
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
h
q
{
2η
(3,r)
α + η
(3,r)
1
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
h
q
{
2η
(3,r)
α + η
(3,r)
α2
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
α2 + η
(3,r)
1
}
r−1
9
{
r − 2− (−1)ms (ρ2(α)πms + ρ(α)π¯ms)}
h
q
{
2η
(3,r)
α2 + η
(3,r)
α
}
r−1
9
{
r − 2− (−1)ms (ρ(α)πms + ρ2(α)π¯ms)}
−h
q
r−1
9
{
2r − 7− 2(−1)ms (πms + π¯ms)}
h
q
(
r−1
3
+ η
(3,r)
1 + η
(3,r)
α
)
r − 1
h
q
(
r−1
3
+ η
(3,r)
1 + η
(3,r)
α2
)
r − 1
h
q
(
r−1
3
+ η
(3,r)
α + η
(3,r)
α2
)
r − 1
h(r−1)
q
1
readers may refer to them for some preliminary background and other information
related to this subject.
Acknowledgment The author is grateful to the anonymous referees for many valu-
able suggestions which help improve the quality of the paper substantially, and to
Professor Cunsheng Ding for bringing this problem to his attention.
2. Preliminaries
We first prove that, given parameters p, q, r,m, s, β, g, . . . etc with r = qm in (1)
and conditions h|(q − 1) and 1 < e| gcd(q − 1, hm), the order of g is n, (gβ)n = 1
and the minimal polynomials of g−1 and (βg)−1 are distinct over GF(q) except when
q = 3, h = 1, e = m = 2.
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It is clear that the order of g is n. Since q ≡ 1 (mod e) and
h(r − 1)
q − 1 = h(q
m−1 + · · ·+ q + 1) ≡ hm ≡ 0 (mod e),
we also have (gβ)n = 1.
Now suppose that the minimal polynomials of g−1 and (βg)−1 are the same over
GF(q), then there is an integer a, 0 ≤ a ≤ m− 1 such that
q − 1
h
(qa − 1) ≡ q
m − 1
e
(mod qm − 1).
Clearly a 6= 0 as e > 1, so a ≥ 1 and m ≥ 2. Since
0 <
q − 1
h
(qa − 1), q
m − 1
e
< qm − 1,
we have the equality
q − 1
h
(qa − 1) = q
m − 1
e
.(5)
If a ≤ m− 2, then
(q − 1)e
h
(qa − 1) ≤ q2(qm−2 − 1) = qm − q2 < qm − 1,
so we must have a = m− 1. From the equation (5) we find that
e(q − 1)
h
(
qm−1 − 1
q − 1
)
=
qm − 1
q − 1 .
Since
gcd
(
qm−1 − 1
q − 1 ,
qm − 1
q − 1
)
=
qgcd(m−1,m) − 1
q − 1 = 1,
we obtain
qm−1 − 1 = q − 1 =⇒ m = 2.
Hence
e(q − 1)
h
= q + 1.
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This implies that e|(q− 1, q+1) = (q− 1, 2). Since e > 1, we have e = 2. Now from
the above equation we find
q =
2 + h
2− h.
The only valid values are h = 1 and hence q = 3. So the minimal polynomials of
g−1 and (βg)−1 are distinct over GF(q) except when q = 3, h = 1, e = m = 2. 
Next we recall the general result we obtained in [16, Section 2].
Denote by C(N,r) the subgroup of GF(r)∗ generated by αN . Since N |(m, q − 1),
the integer (r − 1)/(q − 1) = qm−1 + qm−2 + · · · + q + 1 is divisible by N , hence
β ∈ C(N,r). It is also easy to see that GF(q)∗ ⊂ C(N,r).
For any u ∈ GF(r), define
η(N,r)u =
∑
z∈C(N,r)
ψ(zu),(6)
where ψ is the canonical additive character of GF(r), which is given by ψ(x) =
exp
(
2πi
p
Trp(x)
)
, here Trp is the trace function from GF(r) to GF(p). Obviously
η
(N,r)
0 =
r−1
N
. If u 6= 0, the term η(N,r)u is called a “Gaussian period”. Note that the
Gaussian periods η
(N,r)
u , u 6= 0 depend only on the particular coset of GF(r)∗ with
respect to C(N,r) that u belongs to, so there are N such Gaussian periods.
Recall from [5, Lemma 5] (see also [10, 15]) that for any (a, b) ∈ GF(r)2, the
Hamming weight of the codeword c(a,b) is given by
ω
(
c(a,b)
)
=
h(r − 1)
q
− λ(a, b),(7)
where the “modified weight” λ(a, b) is defined by
λ(a, b) =
hN
eq
e∑
i=1
η
(N,r)
(a+βib)gi .
It suffices to study λ(a, b) only. We have proved in [16, Section 2] that λ(a, b) can
attain the following values.
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Case 1.
∏e
i=1 (a + β
ib) 6= 0: For any c1, . . . , ce ∈ GF(r)∗, we write c = (c1, . . . , ce)
and define
F(c) =
{
(a, b) ∈ GF(r)2 : (a+ βib) gici ∈ C(N,r) ∀i
}
.
Then
λ(a, b) =
hN
eq
e∑
i=1
η
(N,r)
c−1i
, (a, b) ∈ F(c)(8)
f(c) := #F(c) = r − 1
N e
∑
χNi =ǫ
χ1,...,χe−1
fχ1,...,χe−1(c),(9)
where the sum is over all multiplicative characters χi’s of GF(r)
∗ such that χNi = ǫ,
ǫ being the principal character, and
fχ1,...,χe−1(c) =
e−1∏
i=1
χi
(
gi(1− βi)cic−1e
) ∑
b∈GF(r)
e−1∏
i=1
χi (b+ γi) ,
γi =
βi
1− βi , i = 1, 2, . . . , e− 1.(10)
Case 2. (a, b) 6= (0, 0) and a + βtb = 0 for some t, 1 ≤ t ≤ e: Then
λ
(−βtb, b) = hN
eq


r − 1
N
+
e∑
i=1
i 6=t
η
(N,r)
bgi(βi−βt)

 , 1 ≤ t ≤ e.(11)
3. The case e = N = 3: the general setting
When e = N = 3, the parameters are
β = α(r−1)/3, g = α(q−1)/h, 3 = gcd
(
m,
3(q − 1)
h
)
, 3|h and h|(q − 1).
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Hence β3 = 1, 1 + β + β2 = 0. Note that β and any a ∈ GF(q)∗ are both cubic
powers in GF(r). The exact values of the three Gaussian periods η
(e,r)
u , u = 1, α, α2
are known ([13]), which we assume now.
3.1. Evaluation of f(c). We fix a non-trivial cubic character ρ of GF(r)∗. Then all
the cubic characters are ρ, ρ2 and ǫ = ρ3. For c = (c1, c2, c3) where c1, c2, c3 ∈ GF(r)∗,
from (8) and (9) we have
λ(a, b) =
h
q
3∑
i=1
η
(3,r)
c−1i
, (a, b) ∈ F(c),(12)
f(c) := #F(c) = r − 1
33
∑
1≤e1,e2≤3
∑
b∈GF(r)
ρ
(
f1(b)
e1f2(b)
e2
)
,(13)
where we define
f1(b) = g(1− β)c1c−13 (b+ γ1), f2(b) = g2(1− β2)c2c−13 (b+ γ2).
Here γi =
βi
1−βi
, 1 ≤ i ≤ 2. We see that
γ1 − γ2 = β
1− β2 .
For each e1, e2, let e = (e1, e2). Define
A = {(e1, e2) : 1 ≤ e1, e2 ≤ 3}, A0 = {(3, 3)},
A1 = {(3, 1), (3, 2), (3, 3)}, A2 = {(1, 3), (2, 3), (3, 3)},
A3 = {(1, 2), (2, 1), (3, 3)}, A4 = {(1, 1), (2, 2), (3, 3)},
and
hi(c) :=
∑
e∈Ai
∑
b∈GF(r)
ρ
(
f1(b)
e1f2(b)
e2
)
, 0 ≤ i ≤ 4.
THE WEIGHT DISTRIBUTIONS OF A CLASS OF CYCLIC CODES II 15
We can see that
f(c) =
r − 1
33
(
h1(c) + h2(c) + h3(c) + h4(c)− 3h0(c)
)
.(14)
To compute f(c), it suffices to compute hi(c) for each i. Since γ1 6= γ2, we find
h0(c) =
∑
b∈GF(r)
b+γi 6=0
1 = r − 2.
As to h1(c), we have
h1(c) =
∑
e∈A1
∑
b∈GF(r)
b+γ1 6=0
ρe2
(
f2(b)
)
=
∑
b∈GF(r)
3∑
e=1
ρe
(
f2(b)
)−
3∑
e=1
ρe
(
f2(−γ1)
)
.
For any x ∈ GF(r), define δ3(x) = 1 if x ∈ GF(r)∗ is a cubic power, and δ3(x) = 0
if otherwise. Then by the orthogonal property of characters we have
δ3(x) =
1
3
3∑
e=1
ρe(x), x ∈ GF(r).
Using this we obtain
h1(c) = #{(y, b) : y3 = f2(b), y 6= 0} − 3δ3
(
f2(−γ1)
)
.
From this it is easy to check that
h1(c) = r − 1− 3δ3
(
g2c2c
−1
3
)
.
Then h2(c) is computed in a similar way. We obtain
h2(c) = r − 1− 3δ3
(
gc1c
−1
3
)
.
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As for h3(c), we obtain
h3(c) =
3∑
e=1
∑
b∈GF(r)
ρe
(
f1(b)f2(b)
2
)
=
3∑
e=1
∑
b∈GF(r)
(b+γ1)(b+γ2)6=0
ρe
(
f1(b)
f2(b)
)
.
Make changes of variables we find
h3(c) =
3∑
e=1
∑
b∈GF(r)
1+(γ1−γ2)b6=0
b6=0
ρe
(
c1
g(1 + β)c2
(1 + (γ1 − γ2)b)
)
.
Related to solving the equation
y3 =
c1
g(1 + β)c2
(1 + (γ1 − γ2)b) , (y, b) ∈ GF(r),
we find that
h3(c) = r − 1− 3δ3
(
g2c1c
−1
2
)
.
Finally we need to compute h4(c). We can write
h4(c) =
3∑
e=1
∑
b∈GF(r)
ρ
(
c1c2c3(b+ γ1)(b+ γ2)
)
=
3∑
e=1
∑
b∈GF(r)
ρ
(
c1c2c3b(b+ γ1 − γ2)
)
.
Let A be the number of solutions (y, b) ∈ GF(r)2 such that
C : y3 = c1c2c3b(b+ γ1 − γ2).(15)
Then h4(c) = A− 2.
3.1.1. Case 1: p odd. If p is odd, we can make a change of variables to complete the
squares on the right side of (15), so that the curve C is transformed into the elliptic
curve
E : y2 = x3 − 3(c1c2c3)4 .(16)
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The number of GF(r)-points on E can be computed explicitly by using standard
tools such as the Gauss sums and the Jacobi sums. For example, following the
argument in [6, Theorem 4, p. 305] (see also [7, Exercise 21, p. 63]), we find that
A = r + χ(−3)ρ (c1c2c3)J(ρ, ρ) + χ(−3)ρ (c1c2c3) J(ρ, ρ),
where χ is the non-trivial quadratic character of GF(r)∗ and J(ρ, ρ) is the Jacobi
sum associated with the character ρ. The value J(ρ, ρ) can be evaluated by the
Hasse-Davenport relation and [6, Proposition 8.3.4]. The explicit result is a little
complicated to state, because the choice of one of the two cubic characters ρ has
a subtle influence on the exact value of J(ρ, ρ), and ρ(α) could also be any of the
two primitive cubic roots of the unity, depending on how we choose the generator
α of GF(r)∗. However, the theory about it is well known, so we record the result as
follows. Interested readers may refer to [6, Chapters 8,9,10] for details.
Lemma 1. Let the assumptions be as before, r = qm, q = ps, p odd. Let
ω :=
−1 +√−3
2
.
Choosing ρ appropriately we have
J(ρ, ρ) = (−1)ms+1πms,
where
1). If p ≡ 1 (mod 3), then π ∈ Z[ω] is an algebraic integer such that ππ¯ = p and
π ≡ −1 (mod 3). Identifying Z[ω]/πZ[ω] with the finite field Fp ⊂ Fr, then
ρ is the cubic character of F∗r arising from
(
·
π
)
3
, the standard cubic residue
symbol in Z[ω]/πZ[ω].
2). If p ≡ 2 (mod 3), then s is even and π = √−p. Identifying Z[ω]/pZ[ω] with
the finite field Fp2 ⊂ Fr, then ρ is the cubic character of F∗r arising from the
standard cubic residue symbol in Z[ω]/pZ[ω].
18 M. XIONG
By Lemma 1 we obtain
A = r − χ(−3)(−1)ms (ρ (c1c2c3) πms + ρ2 (c1c2c3) π¯ms) .
Therefore
h4(c) = r − 2− χ(−3)(−1)ms
(
ρ (c1c2c3)π
ms + ρ2 (c1c2c3) π¯
ms
)
.
In summary we obtain
Lemma 2. If p is odd, then for any c = (c1, . . . , c3) where c1, . . . , c3 ∈ GF(r)∗, we
have
f(c) =
r − 1
33
(
r + 1− 3δ3(g2c2c−13 )− 3δ3(gc1c−13 )− 3δ3(g2c1c−12 )
−χ(−3)(−1)ms(ρ (c1c2c3)πms + ρ2 (c1c2c3) π¯ms)
)
.
3.1.2. Case 2: p = 2. On this case, the characteristic of GF(r) is 2. We find that
γ1 − γ2 = β
1− β −
β2
1− β2 = 1,
so the curve C given in (15) is
C : y3 = c1c2c3b(b+ 1).(17)
As in Section 2, ψ is the canonical additive character of GF(r) given by ψ(x) =
exp (πiTr2(x)), here Tr2 is the trace function from GF(r) to GF(2). It is easy to see
that x = b2+ b for some b ∈ GF(r) if and only if ψ(x) = 1, hence for any a ∈ GF(r),
the number of solutions for b ∈ GF(r) such that b2 + b = a is 1 + ψ(a). So we find
that the number of solutions (y, b) ∈ GF(r)2 on the curve C in (17) is given by
A =
∑
y∈GF(r)
1 + ψ
(
y3
c1c2c3
)
.
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From this we obtain
A = r + 1 + 3η
(3,r)
(c1c2c3)2
.
Therefore
h4(c) = A− 2 = r − 1 + 3η(3,r)(c1c2c3)2 .
In summary we obtain
Lemma 3. If p = 2, then for any c = (c1, . . . , c3) where c1, . . . , c3 ∈ GF(r)∗, we
have
f(c) =
r − 1
33
(
r + 2 + 3η
(3,r)
(c1c2c3)2
− 3δ3(g2c2c−13 )− 3δ3(gc1c−13 )− 3δ3(g2c1c−12 )
)
.
3.2. The remaining case. Next we need to evaluate λ (−βtb, b) in (11). For sim-
plicity we adopt a notation: λ ≡ µ (mod △) means that λ, µ ∈ GF(r)∗ and λ
µ
is a
cube in GF(r)∗.
For t = 1, it is easy to see that
β2 − β ≡ β3 − β ≡ β − 1 (mod △),
so we obtain
λ (−βb, b) = h
q
{
r − 1
3
+ η
(3,r)
bg2(β−1) + η
(3,r)
b(β−1)
}
.(18)
Similarly we find for t = 2
λ
(−β2b, b) = h
q
{
r − 1
3
+ η
(3,r)
bg(β−1) + η
(3,r)
b(β−1)
}
,(19)
and for t = 3
λ
(−β3b, b) = h
q
{
r − 1
3
+ η
(3,r)
bg(β−1) + η
(3,r)
bg2(β−1)
}
.(20)
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4. The case e = N = 3: p ≡ 1 (mod 3)
It is known from (12) that the weight λ(a, b) is a simple linear combination of the
Gaussian periods. For u 6= 0, the Gaussian periods are
η(3,r)u =


η
(3,r)
1 if u ≡ 1 (mod △),
η
(3,r)
α if u ≡ α (mod △),
η
(3,r)
α2 if u ≡ α2 (mod △).
(21)
The exact values of the three Gaussian periods are known ([13]), which we assume
now and will make explicit later. Basically, when p ≡ 1 (mod 3), the three Gaussian
periods are all distinct.
We summarize the argument as follows: each ci( 6= 0), i = 1, 2, 3 has three distinct
values: ci ≡ 1, α, α2 (mod △), which result in three Gaussian periods η(3,r)c−1i , so
λ(a, b) from the equation (12) has at most 10 different values, and the value depends
only on the vector c = (c1, c2, c3) for which (a, b) ∈ F(c). Moreover, for each such
vector c, the number #F(c) = f(c) is given by Lemma 2. We also notice that when
p ≡ 1 (mod 3), then
(
−3
p
)
= 1, here
(
·
p
)
is the Legendre symbol with respect to p,
hence
χ(−3) =
(−3
p
)ms
= 1.
The final results will depend on whether or not 3| q−1
h
.
4.1. The Proof of Table 3. Assume first that 3| q−1
h
, then g = α(q−1)/h is a cube
in GF(r). By Lemma 2 we have
f(c) =
r − 1
33
(
r + 1− 3δ3(c2c−13 )− 3δ3(c1c−13 )− 3δ3(c1c−12 )
−(−1)ms(ρ (c1c2c3) πms + ρ2 (c1c2c3) π¯ms).
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For any u = 1, α or α2, if c1 ≡ c2 ≡ c3 ≡ u (mod △), then the “modified weight”
λ(a, b) = h
q
3η
(3,r)
u−1 =
3h
q
η
(3,r)
u−1 , and the total number of such (a, b)’s counted in this
F(c) is given by
f(c) =
r − 1
33
(
r − 8− (−1)ms(πms + π¯ms)
)
.
If c1, c2, c3 are all distinct modulo △, then λ(a, b) = hq
(
η
(3,r)
1 + η
(3,r)
α + η
(3,r)
α2
)
=
−h
q
, and the number of such (a, b)’s counted in this F(c) is given by
f(c) =
r − 1
33
(
r + 1− (−1)ms(πms + π¯ms)
)
.
The total number of such c’s is 6.
Let (i, j, k) be a permutation of (1, 2, 3). If ci ≡ cj ≡ 1 (mod △) and ck ≡ α
(mod △), then λ(a, b) = h
q
(
2η
(3,r)
1 + η
(3,r)
α2
)
, and the number of such (a, b)’s counted
is given by
f(c) =
r − 1
33
(
r − 2− (−1)ms(ρ(α)πms + ρ2(α)π¯ms)
)
.
The total number of such c’s is 3. On the other hand, if ci ≡ cj ≡ 1 (mod △) and
ck ≡ α2 (mod △), then λ(a, b) = hq
(
2η
(3,r)
1 + η
(3,r)
α
)
, and the number of such (a, b)’s
counted is given by
f(c) =
r − 1
33
(
r − 2− (−1)ms(ρ2(α)πms + ρ(α)π¯ms)
)
.
The total number of such c’s is also 3.
Similarly we consider that cases that
• ci ≡ cj ≡ α (mod △) and ck ≡ 1 or α2 (mod △);
• ci ≡ cj ≡ α2 (mod △) and ck ≡ 1 or α (mod △);
and we can obtain similar results. This yields the first ten weights λ(a, b) and the
corresponding frequencies in Table 3.
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We also need to count the weight λ(a, b) and its frequency coming from (a, b)’s
such that a = −βtb for some t, 1 ≤ t ≤ 3. Such cases are treated in (18)–(20). Since
3| q−1
h
, g is a cube in GF(r). Considering t = 1 and λ (−βb, b) in (18), we find that
λ (−βb, b) = h
q
{
r − 1
3
+ 2η
(3,r)
b(β−1)
}
.
This is h
q
{
r−1
3
+ 2η
(3,r)
u
}
with frequency (r − 1)/3 for any u = 1, α, α2 respectively
when b ∈ GF(r)∗ varies. The results for t = 2, 3 are the same, and this yields the
weights λ(a, b) and frequencies from lines 11–13 in Table 3. The last line of Table
3 comes from (a, b) = (0, 0), which corresponds to the codeword with Hamming
weight zero. The completes the proof of Table 3. 
4.2. The Proof of Table 4. Assume that 3 ∤ q−1
h
, so that g ≡ α or α2 (mod △).
The analysis is similar in either case.
For any u = 1, α or α2, if c1 ≡ c2 ≡ c3 ≡ u (mod △), then the “modified weight”
λ(a, b) = 3h
q
η
(3,r)
u−1 , and the total number of such (a, b)’s counted in this F(c) is given
by
f(c) =
r − 1
33
(
r + 1− (−1)ms(πms + π¯ms)
)
.
If c1, c2, c3 are all distinct modulo △, then λ(a, b) = −hq , and the number of such
(a, b)’s counted in this F(c) is given by
f(c) =
r − 1
33
(
r + 1− (−1)ms(πms + π¯ms)
−3δ3
(
g2c2c
−1
3
)− 3δ3 (gc1c−13 )− 3δ3 (g2c1c−12 )
)
.
The total number of such c’s is 6. Collecting all such c’s into the set T1, it is easy
to check that
∑
c∈T1
δ3
(
g2c2c
−1
3
)
=
∑
c∈T1
δ3
(
gc1c
−1
3
)
=
∑
c∈T1
δ3
(
g2c1c
−1
2
)
= 3.
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Hence the total number of such (a, b)’s inside one of those F(c)’s is given by
∑
f(c) =
r − 1
32
(
2r − 7− 2(−1)ms(πms + π¯ms)
)
.
Let (i, j, k) be a permutation of (1, 2, 3). If ci ≡ cj ≡ 1 (mod △) and ck ≡ α
(mod △), then λ(a, b) = h
q
(
2η
(3,r)
1 + η
(3,r)
α2
)
, and the number of such (a, b)’s counted
is given by
f(c) =
r − 1
33
(
r + 1− χ(−3)(−1)ms(ρ(α)πms + ρ2(α)π¯ms)
−3δ3
(
g2c2c
−1
3
)− 3δ3 (gc1c−13 )− 3δ3 (g2c1c−12 )
)
.
The total number of such c’s is 3. Collecting all such c’s into the set T2, it is easy
to check that
∑
c∈T2
δ3
(
g2c2c
−1
3
)
=
∑
c∈T2
δ3
(
gc1c
−1
3
)
=
∑
c∈T2
δ3
(
g2c1c
−1
2
)
= 1.
Hence the total number of such (a, b)’s inside one of those F(c)’s is given by
∑
f(c) =
r − 1
32
(
r − 2− (−1)ms(ρ(α)πms + ρ2(α)π¯ms)
)
.
For all the other cases the results are similar. This yields the first 10 weights λ(a, b)
and the corresponding frequencies in Table 4.
We also need to count the weight λ(a, b) and its frequency coming from (a, b)’s
such that a = −βtb for some t, 1 ≤ t ≤ 3. Such cases are treated in (18)–(20). Since
3 ∤ q−1
h
, g is not a cube in GF(r). Considering t = 1 and λ (−βb, b) in (18), we find
that
λ (−βb, b) = h
q
{
r − 1
3
+ η
(3,r)
bg2(β−1) + η
(3,r)
b(β−1)
}
.
The right hand side could be h
q
{
r−1
3
+ η
(3,r)
1 + η
(3,r)
α
}
, h
q
{
r−1
3
+ η
(3,r)
1 + η
(3,r)
α2
}
or
h
q
{
r−1
3
+ η
(3,r)
α + η
(3,r)
α2
}
, each of which appears with frequency (r − 1)/3 when b ∈
24 M. XIONG
GF(r)∗ varies. The results for t = 2, 3 are the same. This yields the weights λ(a, b)
and frequencies from lines 11–13 in Table 4. The last line of Table 4 comes from
(a, b) = (0, 0), which corresponds to the codeword with Hamming weight zero. This
completes the proof of Table 4. 
4.3. The Gaussian Periods. Finally we shall determine explicitly the three Gauss-
ian periods η
(3,r)
1 , η
(3,r)
α and η
(3,r)
α2 . This could be provided by [13, Theorem 22], how-
ever, it seems the results do not distinguish the value η
(3,r)
α from η
(3,r)
α2 , so we use the
basic property [13, Proposition 1] to compute the values by ourselves. It works in
general situation, but for simplicity, we stick to our notation and the special case
that e = N = 3 and p ≡ 1 (mod 3).
First, for k = 0, 1, 2, define
Gk :=
∑
x∈GF(r)
ψ(αkx3),
here as in Section 2, ψ is the canonical additive character of GF(r). It is easy to see
that
Gk = 3η
(3,r)
αk
+ 1, k = 0, 1, 2.
So it is enough to find the values Gk. [13, (g) of Proposition 1] states the relation
Gk =
2∑
j=1
ρ(α)−jkτ(ρj),
where ρ is the cubic character of GF(r) arising from χπ(·) :=
(
·
π
)
3
that we have
chosen from Lemma 1, and for any multiplicative character ζ of GF(r), τ(ζ) is the
Gauss sum given by
τ(ζ) :=
∑
x∈GF(r)∗
ζ(x)ψ(x).
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Because of the careful choice of π, we know that ([6, Section 4, Chapter 9])
J(χπ, χπ) = π, τ(χπ)
3 = pπ,
where J(χπ, χπ) and τ(χπ) are the Jacobi sum and Gauss sum defined on Z[ω]/πZ[ω],
which is identified naturally as GF(p). Since r = psm and 3|sm, by the Davenport-
Hasse relation (see [6] or [13, Proposition 18]), we find that
τ(ρ) = (−1)ms+1(τ(χπ))ms = (−1)ms+1
(
τ(χπ)
3
)ms/3
= (−1)ms+1r1/3πsm/3.
We also derive
τ(ρ2) = τ(ρ) = (−1)ms+1r1/3π¯sm/3.
The values τ(ρ) and τ(ρ2) can be used to evaluate Gk’s, which in turn provide
explicit evaluations of η
(3,r)
αk
’s as claimed in Theorem 2. Now the proof of Theorem
2 is complete. 
5. The case e = N = 3: p ≡ 2 (mod 3)
5.1. We first argue that the cases p = 2 and p ≡ 2 (mod 3), p odd, can be brought
together.
First, when p ≡ 2 (mod 3), whether p is odd or even, then 2|s. The values of the
Gaussian periods are described as follows.
Lemma 4 (Proposition 20, [13]). Assume that p ≡ 2 (mod 3), r = psm, 6|sm.
Define
Gu = 3η
(3,r)
u + 1, u ∈ GF(r)∗.
Then
G1 = −2(−1)ms/2
√
r, Gα = Gα2 = (−1)ms/2
√
r.
So in either case, there are two distinct values in the Gaussian periods, and the
formulas are the same.
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Second, when p ≡ 2 (mod 3) and p is odd, then π = √−p. Since
r − 1
p− 1 = p
sm−1 + psm−2 + . . .+ p+ 1 ≡ 0 (mod 2),
and F∗p is generated by α
(r−1)/(p−1), any a ∈ F∗p is a perfect square in GF(r), hence
χ(−3) = 1. For any c = (c1, c2, c3) where c1, c2, c3 ∈ GF(r)∗, the formulas for f(c)
given by Lemma 2 can be simplified as
f(c) =


r−1
33
(
r + 1− 3δ3(g2c2c−13 )− 3δ3(gc1c−13 )− 3δ3(g2c1c−12 )
−(−1)ms/2√r(ρ (c1c2c3) + ρ2 (c1c2c3))
)
.
(22)
Using
ρ (c1c2c3) + ρ
2 (c1c2c3) =


2 if c1c2c3 ∈ C(3,r),
−1 if c1c2c3 6∈ C(3,r),
the formulas for f(c) can be simplified further.
On the other hand, if p = 2, using the Gaussian periods described by Lemma 4,
it is easy to find that for any c = (c1, c2, c3) where c1, c2, c3 ∈ GF(r)∗, the formula
for f(c) given by Lemma 3 is the same as the one for f(c) given in (22). Therefore
the results for p = 2 can be included into the case p ≡ 2 (mod 3).
5.2. The argument for p ≡ 2 (mod 3), p odd, is exactly the same as the previous
section for p ≡ 1 (mod 3), and the results are summarized in Tables 3-4, except
that we have to take into account of the extra conditions
η(3,r)α = η
(3,r)
α2 , η
(3,r)
1 + 2η
(3,r)
α = −1.
In other words, some of the different weights in Table 3-4 turn out to be the same if
p ≡ 2 (mod 3). Taking care of those repeated weights, we have completed the proof
of Theorem 1.
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