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Quantum resources can be more powerful than classical resources – a quantum computer can solve
certain problems exponentially faster than a classical computer, and computing a function of two
people’s inputs can be done with exponentially less communication with quantum messages than
with classical ones. Here we consider a task between two players, Alice and Bob where quantum
resources are infinitely more powerful than their classical counterpart. Alice is given a string of
length n, and Bob’s task is to exclude certain combinations of bits that Alice might have. If Alice
must send classical messages, then she must reveal nearly n bits of information to Bob, but if she is
allowed to send quantum bits, the amount of information she must reveal goes to zero with increasing
n. Next, we consider a version of the task where the parties may have access to entanglement. With
this assistance, Alice only needs to send a constant number of bits, while without entanglement,
the number of bits Alice must send grows linearly with n. The task is related to the PBR theorem
which arises in the context of the foundations of quantum theory.
Introduction. In a typical communication task, two
players, Alice and Bob, are given inputs x and y and
asked to compute some function or relation, f (x, y). As
initially neither player has any knowledge of the other’s
input, some communication will have to take place be-
tween the parties to achieve their goal. Depending on the
resources available to them, this communication may in-
volve sending quantum states or perhaps be restricted to
sending classical messages. How much of an advantage
can be gained in using quantum strategies over classi-
cal ones? The standard measure used to investigate this
question is the communication complexity [1], the mini-
mum amount of bits or qubits the players must exchange
to succeed. Tasks exist for which there is an exponential
separation between the quantum and classical commu-
nication complexities [2–4] and in the absence of shared
entanglement, it is known that such a separation is max-
imal in the bounded error model [5].
Here we consider two modified scenarios and ask how
big the separation can be. Firstly, rather than analyzing
how much communication is needed in a given task, we
look at the amount of information regarding the players’
inputs that needs to be exchanged. For our task we find
that in the zero error setting, it is possible to have an in-
finite separation with respect to this measure: classically
nearly all of the information needs to be revealed while
a quantum strategy can succeed yet reveal next to noth-
ing. This result has clear implications if one is concerned
about keeping such information private. If we instead
want an infinite separation in the number of sent bits,
rather than the amount of sent information, we are able
to do so by allowing the players to abort some fraction
of the games they play. Here an entanglement assisted
strategy has constant communication complexity, while
the purely classical complexity is Ω(n).
The game we consider, and shall refer to as the exclu-
sion game, involves Alice and Bob, together with a referee
to mediate the task. It runs as follows. First, the referee
gives Alice an n-bit string, ~x ∈ {0, 1}n, with each of the
2n strings being equally likely. Alice is then allowed to
send a single message regarding her input to Bob. Next,
the referee chooses at random a subset, y ⊆ [n] of size
m, of locations in Alice’s bit string and gives this to Bob.
There are
(
n
m
)
possible subsets and they are all equally
likely. If My (~x) denotes the m-bit string formed by re-
stricting ~x to the bits specified by y, Bob’s task is to
produce a string ~zy ∈ {0, 1}m such that My (~x) 6= ~zy.
As an illustration, consider a game where n = 3, m = 2
and the inputs given to Alice and Bob are ~x = 001 and
y = {1, 3} respectively. Winning answers that Bob can
give would then be ~zy ∈ {00, 10, 11} as the only losing
answer is ~zy =My (~x) =M{1,3} (001) = 01.
More formally, the amount of information that the
players reveal to one another about their inputs is called
the internal information cost of the protocol [6]. The
information cost is a useful quantity as it lower bounds
the protocol’s communication complexity [7, 8]. In classi-
cal information theory, it has found use in proving direct
sum theorems [7–10] and while for quantum protocols in-
volving multiple rounds there have been many definitions
(see for example [11–13] and in particular [14] for a re-
cent, fully quantum generalization of the classical case),
it is relatively simple to define for single round schemes.
If one wants to reveal as little information as possible, it
is natural to ask if an advantage can be gained in using
quantum protocols and there are known exponential sep-
arations [15]. We find that in the exclusion game, for cer-
tain choices of m, classical strategies must reveal greater
than n − o(n) bits of information. Quantum mechanics
however, admits a strategy for which the information cost
tends to zero in the limit of large n.
For our second result, we consider how the communi-
cation complexity changes when the players are allowed
to share entanglement. This scenario was originally for-
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2mulated in [16] (and developed in [17, 18]) where a task
was found for which sharing an entangled state reduces
the communication complexity by a single bit. Expo-
nential separations between what is possible with entan-
glement assisted and classical strategies have also been
found [19, 20] but in general, it is known that almost all
Boolean functions have linear communication complex-
ity even in the presence of shared entanglement [21–23].
For a recent survey, see [24]. By modifying the exclusion
game to allow Alice to decline to play with probability
δ, it is possible to find an entanglement assisted scheme
for which the communication complexity is less than a
constant for particular m. For purely classical strategies,
the communication complexity is Ω(n).
Previous unbounded separations for communication
tasks exist in the non-deterministic setting. Here, for
a Boolean function, two parties are required to compute
f correctly with certainty if f (x, y) = 0 and non-zero
probability if f (x, y) = 1. In this regime, a 1 qubit vs.
log (n) bits separation has been found for the communi-
cation complexity [25] and a 1 vs. n gap exists for the
query complexity [4]. Furthermore, [25] uses this sepa-
ration to show that unbounded classical communication
is needed to simulate bipartite measurements on a Bell
state if the parties share only a finite amount of random-
ness. In a similar vein, it was shown in [26] that there
exist scenarios where a qubit can be substituted only for
an unbounded number of classical bits.
This paper is organized as follows. First, we investi-
gate the amount of information revealed, giving a quan-
tum strategy and lower bounding the classical informa-
tion cost. Next we consider the case where Alice is al-
lowed to abort the game. We lower bound the classical
communication complexity and give a quantum strategy
making use of shared entangled states. Appendices can
be found in the supplementary material. Throughout
this paper standard notation for asymptotic complexity
(O, o,Ω, ω) is used. Formal definitions can be found in,
for example, [27].
Information revealed. More formally, how do we quan-
tify the amount of information revealed in a given task?
Let X and Y denote the random variables, distributed
according to some joint distribution µ, received by Alice
and Bob respectively. Let pi be the protocol they follow in
attempting to achieve their goal and pi (X,Y ) denote the
public randomness and messages exchanged during the
protocol. The internal information cost of the protocol
is then given by [10]:
ICµ (pi) = I (X : pi (X,Y ) |Y )+I (Y : pi (X,Y ) |X) , (1)
where I(R : T |U) denotes the mutual information be-
tween R and T given knowledge of U . In terms of
the Shannon entropy H(R), I(R : T |U) := H(R,U) +
H(T,U)−H(R, T, U)−H(U). Intuitively, the first term
in Eq. (1) captures the amount of information Bob gains
about Alice’s input, X, by following the protocol, pi.
Conditioning on Y accounts for any correlations that ex-
ist between X and Y . The second term reverses the roles
of Alice and Bob.
In the exclusion task focused on here, Alice and Bob’s
inputs are uniform and independent of one another. Fur-
thermore, a protocol consists of sending a single message
from Alice to Bob. This simplifies Eq. (1) so that for a
classical message, MC :
ICunif (MC) = n−H(X|MC), (2)
where H(T |U) is the conditional Shannon entropy. For
general µ, when the message is quantum, denoted MQ:
ICµ (MQ) ≤ 2S(MQ), (3)
where S(R) is the von Neumann entropy.
To devise a quantum strategy, consider the measure-
ment used by Pusey, Barrett and Rudolph (PBR) in the
context of investigating the reality of the quantum state
[28]. The measurement in question applies to the follow-
ing scenario. Suppose r systems are each prepared in one
of two states:
|ψ0 (θ)〉 = cos
(
θ
2
)
|0〉+ sin
(
θ
2
)
|1〉,
|ψ1 (θ)〉 = cos
(
θ
2
)
|0〉 − sin
(
θ
2
)
|1〉,
(4)
so that in total there are 2r possible preparations:
P =
{
|Ψ~x (θ)〉 =
r⊗
i=1
|ψxi (θ)〉
}
~x∈{0,1}r
. (5)
PBR noted that if θ is chosen to be:
θr = 2 arctan
(
21/r − 1
)
, (6)
it is possible to perform a global measurement across the
r systems such that the outcome enables one to deduce
a preparation that has not taken place. In other words,
if the global preparation resulted in |Ψ~x〉, after the mea-
surement it is possible to produce a ~z such that ~z 6= ~x
with certainty.
This is the smallest value of θ for which such a mea-
surement is possible [29] and the measurement to per-
form in this case is given by the set of projectors, M =
{|ζ~z〉}~z∈{0,1}r , where:
|ζ~z〉 = 1√
2r
|~0〉 −∑
~s 6=~0
(−1)~z·~s |~s〉
 . (7)
Converting these results into a quantum strategy for
playing the exclusion game leads to the following:
Theorem 1. Suppose m ∈ ω
(
n
1
2+β
)
, β > 0. Then
there exists a quantum strategy for the exclusion game
(for all prior distributions on ~x and y) such that Bob is
able to produce ~zy 6=My (~x), for any y, while the amount
of information Alice reveals to Bob regarding ~x tends to
zero in the limit of large n.
3Proof. The full proof is given in Appendix B. Suppose
that upon receiving the bit string ~x from the referee,
Alice prepares the state |Ψ~x (θm)〉 where θm is defined by
Eq. (6). She sends this state to Bob. The referee then
gives input y to Bob who takes the systems in Alice’s
message identified by y and performs the measurement
described in Eq. (7). This allows him to produce a ~zy
such that ~zy 6= My (~x) with certainty. Hence Alice and
Bob succeed in their task.
To upper bound the amount of information this strat-
egy reveals, by Eq. (3) it suffices to consider the entropy
of the message sent by Alice. That this tends to zero for
the m specified, is shown in Appendix B. Essentially, as
n increases, the angle between |ψ0〉 and |ψ1〉 can be made
smaller while still allowing exclusion to be possible.
How much information must Alice reveal to Bob in a
classical strategy? For him to succeed with certainty, the
message that Alice sends needs to allow him to produce
a set of answers, A~x = {~zy} such that ~zy 6= My (~x) for
each possible y. Each of the
(
n
m
)
elements of A~x allows
Bob to deduce a set, S~zy , of 2
n−m strings not equal to ~x.
S~zy consists of all ~x such that My (~x) = ~zy. Hence each
~zy ∈ A~x reveals some information about ~x to Bob, al-
though there may be some overlap between the elements
in different S~zy . To lower bound the amount of informa-
tion that is revealed we need to find the A~x that allows
Bob to exclude the fewest possible candidates for ~x.
Doing so leads to the following result:
Theorem 2. If ~x and y are chosen independently and
from the uniform distribution, µ = unif:
1. Any classical strategy, MC , for the exclusion game
such that Bob is able to produce ~zy 6= My (~x), for
any y, is such that:
ICunif (MC) ≥ n− log2 (γm) , (8)
where γm =
∑m−1
i=0
(
n
i
)
.
2. For the following parameterizations of m we find:
(a) If both m ∈ ω (√n) and m ∈ o(n) hold, then
ICunif (MC) ≥ n− o(n).
(b) If m = αn for some constant α, 0 < α < 12 ,
then ICunif (MC) ∈ Ω (n).
Proof. The full proof is given in Appendix C. First we
show that a set of answers that allows Bob to exclude the
fewest possible ~x is of the form A~x = {~zy : ~zy =My (~a~x)}
where ~a~x ∈ {0, 1}n is some suitably chosen bit string such
that My (~a~x) 6=My (~x), ∀y. Without loss of generality,
to calculate the number of strings such a A~x will exclude,
we can assume ~a~x to be the all zero string, ~0. Hence the
~x that Bob can exclude are precisely those containing m
or more zeros. The number of remaining possibilities is
given by γm =
∑m−1
i=0
(
n
i
)
and to lower bound the amount
of information revealed, it is sufficient to assume that Bob
believes that they are all equally likely. Using this fact
and Eq. (2) gives Eq. (8).
Part 2 follows by considering the scaling of γm for the
stated m. This is done in Appendix C.
From Theorem 1 and Theorem 2 Part 2a, we obtain
our first infinite separation between quantum and clas-
sical mechanics. For the exclusion game, there exists a
quantum strategy such that for certain choices of m, the
amount of information Alice must reveal to Bob tends to
0 in the limit of large n. On the other hand, for the same
scaling of m all classical strategies must reveal nearly n
bits of information about ~x to Bob. Quantum mechan-
ics allows Alice to reveal almost nothing about her input
while classically she must reveal close to everything.
In the discussion so far, we have demanded that Alice
and Bob’s strategy should allow Bob to always output a
winning string. What impact does allowing Bob to make
an error with probability at most ε have? The scaling
given in Theorem 2 Part 2 is not robust against allowing
such an error. To see this, suppose that Alice sends no
information to Bob and upon receiving input y from the
referee he is forced to guess an answer. There are 2m
possible strings he can give and of these only one, that
which is equal toMy (~x), is incorrect. Hence, for ε ≥ 12m ,
Alice does not need to send a message to Bob and thus
reveals no information regarding ~x.
Entanglement assisted communication complexity. It
should also be noted that the quantum strategy given re-
quires exactly n qubits to be sent from Alice to Bob while,
as the information cost lower bounds the communication
cost, an optimal classical strategy may require n − o(n)
bits. By modifying the game, we obtain a task which
admits a strategy involving entanglement with constant
communication complexity while all classical strategies
involve at least Ω(n) bits being sent. In what follows,
Alice may choose to abort the game with probability δ
on each pair of inputs, (~x, y), and the players have access
to both private and shared randomness. When she does
not abort however, Bob must give a correct answer.
How does this change affect the classical communica-
tion complexity?
Theorem 3. Suppose m = αn, 0 < α < 12 and Alice
can abort with probability at most δ > 0 on each pair
of inputs, (~x, y). Any classical strategy for the exclusion
game such that when Alice does not abort, Bob is able to
produce ~zy 6=My (~x) for any y, has communication cost
Ω(n).
Proof. The full proof is given in Appendix D. First we
assume that Alice is allowed to abort with average prob-
ability at most δ where the average is taken over all inputs
and any randomness used. We show that in this setting
any winning protocol has information cost Ω(n) when ~x
and y are independent and uniformly distributed. Hence,
any winning protocol where Alice aborts with probability
at most δ for each pair of inputs also has information cost
Ω(n) on this distribution. Finally, the information cost
of a protocol lower bounds its communication cost.
4With access to entangled states, rather than sending
|Ψ~x (θm)〉 to Bob directly, Alice could instead attempt to
steer Bob’s side of the entanglement to the desired state
by performing an appropriate measurement on her own
system. To see how this would work, suppose Alice and
Bob share n entangled states, one for each bit in ~x. From
[30] we know that there exists an entangled state, |Φ〉AB ,
and two measurements with outcomes labeled by 0 and
1, S = {S0, S1} and R = {R0, R1}, with the following
properties. Firstly, if Alice measures her half of |Φ〉AB
with S and obtains the outcome 0, Bob’s half of |Φ〉AB is
steered to |ψ0 (θm)〉 while if she obtains outcome 1, Bob’s
system is steered to the state |−〉. Similarly, measuring
with R will steer Bob to either |ψ1 (θm)〉 or |+〉. If the
value of xi determines which of S and R Alice applies,
the probability that Bob’s system is steered to the state
|ψxi (θm)〉 is:
Psteer =
1
1 + sin θm
. (9)
Full details on the form of |Φ〉AB , S and R are given in
Appendix E.
Making use of this steering while allowing Alice to oc-
casionally abort gives the following result.
Theorem 4. Suppose m = αn, 0 < α ≤ 1 and Alice can
abort with probability at most δ > 0 on each pair of in-
puts, (~x, y). Then there exists an entanglement assisted
strategy for the exclusion game using log2 k bits of com-
munication, such that when Alice does not abort, Bob is
able to produce ~zy 6= My (~x) for any y. Here k is some
constant that depends on δ but not on n.
Proof. The full proof is given in Appendix E. Suppose
Alice and Bob share k sets of n copies of |Φ〉AB . On
receiving ~x, on the ith copy in each set, Alice measures
her half using S, if xi = 0, and R, if xi = 1.
If there is a set for which all measurements resulted
in the 0 outcome, Alice knows Bob’s systems in this set
have been steered to |Ψ (θm)〉 and she sends log2 k bits
to identify this set to him. Upon receiving y, if Bob
performs the PBR measurement described by Eq. (7) on
the set, he will obtain ~zy 6=My (~x).
If for each of the k sets the measurement outcome 1
occurs at least once, Alice aborts the game. This happens
with probability:
Pabort =
(
1−
(
1
1 + sin θm
)n)k
, (10)
and we show in the Appendix that this can be made less
than δ, ∀n, for some constant k that depends on δ but
not on n.
From Theorem 3 and Theorem 4 we obtain our sec-
ond result. By allowing Alice to occasionally decline
to answer, there exist choices of m such that in the ex-
clusion game, with access to entanglement, only a con-
stant amount of communication is required. For classical
strategies on the other hand, Alice needs to send Ω(n)
bits of communication.
There is a relation between our two results. It was
shown in [31] that if the first round of a quantum pro-
tocol reveals c bits of information, then this round can
be replaced with one making use of shared entanglement
and O(c) bits of classical communication at the expense
of introducing some small additional probability of error.
In our setting, allowing the players to abort some fraction
of the games avoids this extra error.
Conclusion. In this paper, we have designed a commu-
nication task which exploits a result from the foundations
of quantum mechanics, the PBR theorem. Quantum
strategies for this task can drastically outperform classi-
cal ones with respect to the amount of information they
reveal. Additionally, when the players are allowed an
abort probability, the communication complexity is simi-
larly improved by using shared entanglement. In fact, we
have shown that while classically on the order of n bits
of information need to be revealed or sent, quantum me-
chanics admits strategies where a constant or even van-
ishingly small amount is required. This contrasts sharply
with the usual measure studied in communication tasks,
the communication complexity in the absence of entan-
glement, where at most an exponential advantage can
be gained from using quantum mechanics over classical
schemes in the bounded error setting.
Our quantum advantage has been shown to hold for
particular scalings of m and in the zero error regime.
Open questions are to determine: firstly the optimal
quantum strategies in both scenarios for general m and
secondly, whether the game can be made more robust
against allowing some error. Furthermore, while it can
be shown that a quantum strategy for m ∈ o(n) has com-
munication complexity at least Ω (log n), it is not known
if the same holds for m = αn and it may be possible to
find a beyond exponential gap with respect to the com-
munication complexity in this regime. Finally, the PBR
measurement we use also appears in the task of quantum
bet hedging [32]. It would be interesting to investigate
the relationship between the two tasks.
What does the existence of these infinite separations
tell us about the structure and power of quantum me-
chanics? Even though a quantum message may convey
a vanishingly small amount of information, to reproduce
this information using purely classical means can require
an infinitely large amount of information to be sent. The
amount of excess informational baggage that a classical
model of quantum theory needs to carry round can be
very heavy indeed.
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6Appendix A: Preliminaries
1. Information Theory
Here we define quantities from both classical and quantum information theory that will be used to define the
complexity measures of communication protocols. For a more thorough overview, see, for example, [33].
Definition 1. Entropy.
• The Shannon Entropy of a classical random variable X is given by:
H (X) = −
∑
x
p (x) log2 p (x) . (A1)
Note in particular that if X has support on |X | elements, then H (X) ≤ log2 |X | with equality iff X is uniformly
distributed over X .
• The classical conditional entropy is given by:
H (X|Y ) =
∑
y
p (y)H (X|Y = y) , (A2)
or equivalently:
H (X|Y ) = H (X,Y )−H (Y ) . (A3)
• The von Neumann entropy of a quantum state ρ is given by:
S (ρ) = −Tr (ρ log2 ρ) . (A4)
Definition 2. Mutual Information.
• The mutual information of two classical random variables, X and Y is given by:
I (X : Y ) = H (X) +H (Y )−H (X,Y ) , (A5)
or equivalently:
I (X : Y ) = H (X)−H (X|Y ) , (A6)
• The mutual information between classical random variables X and Y conditioned on a third variable Z is given
by:
I (X : Y |Z) = H (X|Z)−H (X|Y,Z) . (A7)
• The quantum mutual information for a composite quantum system on AB is given by:
I (A : B) = S (A) + S (B)− S (A,B) . (A8)
• The quantum conditional mutual information for a composite quantum system on ABC (conditioning on sub-
system C) is given by:
I (A : B|C) = S (A,C) + S (B,C)− S (C)− S (A,B,C) . (A9)
72. Classical Communication Protocols
In a typical communication task, Alice and Bob are given inputs, x ∈ X and y ∈ Y respectively, and asked to
output z ∈ Z such that it matches some function or relation on x and y, f (x, y). As initially neither player has any
knowledge of the other’s input, some communication, either classical or quantum, may have to take place according
to a protocol, pi, for them to achieve their goal. To assist them with their task, they may have access to additional
resources such as randomness in the form of either a private or public coin or in the quantum setting, they may share
an entangled state.
We will be interested in two measures of the cost of a protocol: the communication cost and the internal information
cost and we define these below. For the exclusion game (EG) considered in this paper, the communication is restricted
to be one-way; a message can only be sent from Alice to Bob and our definitions reflect this. We shall use MC to
denote a protocol that requires only a classical message to be sent from Alice to Bob and MQ to denote one that
requires only a quantum message from Alice to Bob. Usually, we also require that upon receiving this message Bob
never makes an error in evaluating EG (~x, y).
Definition 3. One-way, zero error, communication complexity.
• Classical:
– Let Πpub,→C be the set of protocols in which Alice and Bob have access to shared randomness and their
communication is restricted to sending classical messages from Alice to Bob. The communication cost of
such a protocol, CCC (MC), is the maximum number of bits that Alice sends in any run of the protocol.
– The one-way, zero error, classical communication complexity of f , CCC→0 (f), is the communication cost
of the cheapest protocol in Πpub,→C that allows Bob to evaluate f (x, y) with zero error.
• Quantum:
– Let Π→Q be the set of protocols in which Alice and Bob do not share any entangled states and their com-
munication is restricted to sending quantum messages from Alice to Bob. The communication cost such a
protocol, QCC (MQ), is the maximum number of qubits that Alice sends in any run of the protocol.
– The one-way, zero error, quantum communication complexity of f , QCC→0 (f), is the communication cost
of the cheapest protocol in Π→Q that allows Bob to evaluate f (x, y) with zero error.
• Entanglement Assisted:
– Let Πent,→C be the set of protocols in which Alice and Bob may share entangled states and their commu-
nication is restricted to sending classical messages from Alice to Bob. The communication cost of such a
protocol, ECC (MC), is the maximum number of bits that Alice sends in any run of the protocol.
– The one-way, zero error, entanglement assisted communication complexity of f , ECC→0 (f), is the commu-
nication cost of the cheapest protocol in Πent,→C that allows Bob to evaluate f (x, y) with zero error.
Definition 4. Internal information cost. Suppose X and Y are distributed according to some joint distribution µ.
For protocol pi, let pi (X,Y ) denote the public randomness and messages exchanged during the protocol. The internal
information cost of pi is then:
ICµ (pi) = I (X : pi (X,Y ) |Y ) + I (Y : pi (X,Y ) |X) . (A10)
If pi only involves communication from Alice to Bob, this reduces to:
ICµ (pi) = I (X : pi (X) |Y ) . (A11)
In what follows, we will make use of the following lemmas:
Lemma 1. For a classical protocol, piC , for any distribution, µ, on the inputs:
ICµ (piC) ≤ CCC (piC) (A12)
Proof. See, for example, [34].
Lemma 2. Suppose X and Y are independent and uniformly distributed, µ = unif. Then in a one-way classical
protocol:
ICunif (MC) = log2 |X | −H (X|MC) . (A13)
8Proof.
ICunif (MC) = I (X : MC |Y ) ,
= H (X|Y )−H (X|MC , Y ) ,
= H (X)−H (X|MC , Y ) , as X is independent of Y,
= H (X) +H (MC , Y )−H (X,Y,MC) ,
= H (X) +H (MC) +H (Y )−H (X,MC)−H (Y ) , as X,MC independent of Y,
= H (X)−H (X|MC) ,
= log2 |X | −H (X|MC) , as X is uniformly distributed.
Lemma 3. The information cost of a one-way quantum protocol can be bounded to give:
ICµ (MQ) ≤ 2S (MQ) . (A14)
Proof.
ICµ (MQ) = I (X : MQ|Y ) ,
= S (X,Y ) + S (MQ, Y )− S (Y )− S (X,MQ, Y ) ,
= S(X) + S(MQ)− S(X,MQ), as X,MQ independent of Y,
≤ S(X) + S(MQ)− |S(X)− S(MQ)| , using the Araki-Lieb inequality for the joint entropy,
≤ 2S(MQ).
a. Protocols with abort
We shall also be interested in a modification of the exclusion game where Alice is allowed to abort the game with
some probability. When she does not abort, Bob should again be able to evaluate f (x, y) with zero error.
Definition 5. One-way, δ-abort, communication complexity. Given X,Y drawn according to some distribution
µ and a parameter δ, 0 < δ < 1, define:
• Classical:
– The set Πpub,→C,(δ,max) to be the set of all classical, one-way, protocols with access to shared randomness such
that Alice aborts with probability at most δ on any pair of inputs, (x, y), and Bob calculates f(x, y) with
zero error when she does not abort.
– CCC→δ (f) to be the classical communication cost of the cheapest protocol contained in Π
pub,→
C,(δ,max). Denote
this protocol by pi∗.
– The set Πpub,→C,(δ,µ) to be the set of all classical, one-way, protocols with access to shared randomness such that
Alice aborts with probability at most δ (where the inputs are sampled according to µ) and Bob calculates
f(x, y) with zero error when she does not abort.
• Entanglement Assisted:
– The set Πent,→C,(δ,max) be the set of protocols in which Alice and Bob may share entangled states and their
communication is restricted to sending classical messages from Alice to Bob such that Alice aborts with
probability at most δ on any pair of inputs, (x, y), and Bob calculates f(x, y) with zero error when she does
not abort.
– ECC→δ (f) to be the entanglement assisted communication cost of the cheapest protocol contained in
Πent,→C,(δ,max).
The following Lemma will prove useful.
9Lemma 4. For δ, such that 0 < δ < 1, and any distribution, µ, on X and Y :
CCC→δ (f) = CCC (pi
∗) ≥ ICµ (pi∗) ≥ min
pi∈Πpub,→
C,(δ,µ)
ICµ (pi) . (A15)
Proof. The first inequality follows from Lemma 1. To see the second inequality, note that the probability a protocol
in Πpub,→C,(δ,max) aborts when X,Y are distributed according to µ is:∑
x,y
p (abort|x, y)µ (x, y) ≤
∑
x,y
δµ (x, y) ≤ δ. (A16)
Hence pi∗ ∈ Πpub,→C,(δ,max) ⊆ Πpub,→C,(δ,µ).
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Appendix B: Proof of Theorem 1
Theorem. Suppose m ∈ ω
(
n
1
2+β
)
, β > 0. There exists a one-way, quantum strategy for the exclusion game (for
all prior distributions on ~x and y) such that Bob is able to produce ~zy 6= My (~x), for any y, while the amount of
information Alice reveals to Bob regarding ~x tends to zero in the limit of large n.
More formally, for m ∈ ω
(
n
1
2+β
)
, β > 0, there exists a quantum strategy, MQ, such that ICµ (MQ)→ 0 as n→∞,
∀µ.
Proof. We give an explicit protocol that achieves this:
1. Alice receives input ~x ∈ {0, 1}n from the referee.
2. Alice prepares the state:
|Ψ~x (θm)〉 =
n⊗
i=1
|ψxi (θm)〉, (B1)
where:
|ψ0 (θ)〉 = cos
(
θ
2
)
|0〉+ sin
(
θ
2
)
|1〉,
|ψ1 (θ)〉 = cos
(
θ
2
)
|0〉 − sin
(
θ
2
)
|1〉,
(B2)
and:
θm = 2 arctan
(
21/m − 1
)
. (B3)
3. Alice sends MQ = |Ψ~x (θm)〉 to Bob.
4. Bob receives input y from the referee and considers the systems in Alice’s message specified by y. On these
systems, Bob has the state:
|ΨMy(~x) (θm)〉 =
⊗
i∈y
|ψxi (θm)〉. (B4)
5. To the systems specified by y, Bob applies the projective measurement, M = {|ζ~zy 〉}~zy∈{0,1}m , where:
|ζ~zy 〉 =
1√
2m
|~0〉 −∑
~s 6=~0
(−1)~zy·~s |~s〉
 . (B5)
and obtains outcome ~zy.
6. Bob outputs ~zy as the answer to the referee’s question.
Firstly, note that this is a winning strategy as 〈ζMy(~x)|ΨMy(~x) (θm)〉 = 0, [29], so Bob always outputs ~zy 6=My (~x)
and the players always succeed at their task.
To bound the information cost of the protocol, by Eq. (A14), it suffices to consider the entropy of the message sent
by Alice:
S (MQ) ≤ nS
(
1
2
|ψ0 (θm)〉〈ψ0 (θm) |+ 1
2
|ψ1 (θm)〉〈ψ1 (θm) |
)
,
= n
[
−
([
cos2
(
θm
2
)]
log2
[
cos2
(
θm
2
)]
+
[
sin2
(
θm
2
)]
log2
[
sin2
(
θm
2
)])]
,
< n
(
θm
2
)2(
1
ln 2
− log2
[(
θm
2
)2])
, for small θm.
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Now consider the scaling behavior of θm. From Eq. (B3), we have:
1
m
= log2
(
1 + tan
(
θm
2
))
.
Taking the Taylor series expansion about θm = 0 gives:
1
m
=
1
ln 2
θm
2
− 1
ln 4
(
θm
2
)2
+
θm
3
4 ln 8
+O
(
θm
4
)
.
Hence, for small θm we have:
1
m
= log2
(
1 + tan
(
θm
2
))
,
<
1
ln 2
θm
2
,
<
2
ln 2
θm
2
− 2
ln 4
(
θm
2
)2
,
<
2
m
.
Using these upper and lower bounds on θm, we obtain:
S (MQ) <
n
m2
(2 ln 2)
2
[
1
ln 2
+ log2
(
m2
(ln 2)
2
)]
, for large m.
Hence, provided m ∈ ω
(
n
1
2+β
)
, β > 0, the entropy of the message sent by Alice and the information complexity of
the protocol, tend to zero in the limit of large n.
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Appendix C: Proof of Theorem 2
Theorem. If ~x and y are chosen independently and from the uniform distribution, µ = unif:
1. Any one-way, public coin, classical strategy, MC , for the exclusion game such that Bob is able to produce
~zy 6=My (~x), for any y, is such that:
ICunif (MC) ≥ n− log2 (γm) , (C1)
where γm =
∑m−1
i=0
(
n
i
)
.
2. For the following paramaterizations of m we find:
(a) If both m ∈ ω (√n) and m ∈ o(n) hold, then ICunif (MC) ≥ n− o(n).
(b) If m = αn for some constant α, 0 < α < 12 , then ICunif (MC) ∈ Ω (n).
1. Proof of Part 1.
Since Bob has to answer correctly with probability one, we can assume that Bob’s strategy is deterministic (by
fixing Bob’s private coins). Recall that MC includes the public coins of the protocol and note that Alice is allowed to
use private coins.
For any winning strategy, upon receiving MC from Alice, Bob must be able to construct a correct answer, ~zy 6=
My (~x) for each possible y. We denote this set of answers by A~x = {~zy}. Each of the
(
n
m
)
elements of A~x allows Bob
to deduce a set, S~zy , of 2
n−m strings not equal to Alice’s input, ~x. S~zy consists of all ~x such thatMy (~x) = ~zy. Hence
each ~zy ∈ A~x reveals some information about Alice’s input to Bob, although there may be some overlap between the
elements in different S~zy . The complete set of strings that MC allows Bob to rule out is given by S (MC) = ∪yS~zy .
Let T (MC) be the set of ~x that the message MC does not allow Bob to rule out. Then H (X|MC) will have support
only on ~x ∈ T (MC) and hence H (X|MC) ≤ log2 |T (MC)| . Combining this with Eq. (A13) gives:
ICunif (MC) ≥ n− log2 |T (MC)| . (C2)
To lower bound the information cost of a winning protocol, we need to calculate the set of answers which allows Bob
to exclude the fewest possible strings.
Claim 1. The set A~x that minimizes the size of S (MC) = ∪~zyS~zy is of the form A~x = {~zy : ~zy = My (~a~x)}, where
~a~x ∈ {0, 1}n is some suitably chosen bit string such that My (~a~x) 6=My (~x), ∀y.
Proof. To determine the set of answers, A~x, which minimizes the size of S = ∪~zyS~zy , first:
• Label the answers ~zyi , 1 ≤ i ≤
(
n
m
)
.
• Let kij = |yi ∩ yj | be the number of places in which answers ~zyi and ~zyj overlap (i.e. refer to the same bit in ~x).
Note that 0 ≤ kij ≤ m− 1.
• Similarly define kij...l to be the number of places where answers ~zyi , ~zyj , . . . ~zyl overlap.
• Let rij be the number of places in which answers ~zyi and ~zyj agree (i.e. assign the same value to a common
location in ~x). Note that 0 ≤ rij ≤ kij .
With these definitions, we proceed as follows:
• Answer ~zy1 excludes 2n−m strings.
• Answer ~zy2 excludes 2n−m strings. Some of these strings may have already been excluded by ~zy1 and this will
occur iff r12 = k12, i.e. the two answers give the same value for the bits they overlap on. The number of strings
that have already been excluded by ~z1 is then δr12,k122
n−2m+k12 , so the number of new strings excluded by ~zy2
is:
2n−m − δr12,k122n−2m+k12 . (C3)
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• Answer ~zy3 excludes 2n−m strings but we need to subtract the strings excluded by (~zy1 and ~zy3), (~zy2 and ~zy3)
and add back in the strings excluded by (~zy1 and ~zy2 and ~zy3). The number of new strings excluded is thus
given by:
2n−m − δr13,k132n−2m+k13 − δr23,k232n−2m+k23 + δr12,k12δr13,k13δr23,k232n−3m+k12+k13+k23−k123 . (C4)
Here k123 is the number of locations where ~zy1 , ~zy2 and ~zy3 overlap.
• This construction then needs to be continued up to answer ~zy
(nm)
and the number of new strings each mask
excludes summed to give the total number of strings excluded.
From this construction, we see that to minimize the number of strings excluded, one way is to choose A~x to be such
that rij = kij ,∀i, j. Note that if we had r13 < k13 in Eq. (C4), then it is not possible to exclude fewer strings. To see
this note that for three subsets y1, y2 and y3 of [n], each of size m:
m = |y2|,
≥ |y2 ∩ (y1 ∪ y3) |,
= |y1 ∩ y2|+ |y2 ∩ y3| − |y1 ∩ y2 ∩ y3|,
= k12 + k23 − k123,
⇒ n− 3m+ k12 + k13 + k23 − k123 ≤ n− 2m+ k13,
⇒ 2n−3m+k12+k13+k23−k123 ≤ 2n−2m+k13 ,
⇒ 2n−2m+k23 ≤ 2n−2m+k13 + 2n−2m+k23 − 2n−3m+k12+k13+k23−k123 ,
and setting δr13,k13 = 0 does not exclude fewer strings. Similar arguments show that other δr,k must be non zero.
Hence, the answers should be consistent with one another i.e. A~x = {~zy : ~zy = My (~a~x)} where ~a~x ∈ {0, 1}n is
some suitably chosen bit string that ensures the ~zy are winning answers.
Without loss of generality, to calculate the number of strings such a A~x will exclude, we can assume ~a~x to be the
all zero string, ~0. Here the ~x that Bob can exclude are precisely those containing m or more zeros. The number of
remaining possibilities is given by γm =
∑m−1
i=0
(
n
i
)
. Substituting |T (MC)| = γm in Eq. (C2), gives:
ICunif (pi) ≥ n− log2 (γm) , (C5)
as required.
2. Proof of Part 2.
Given Eq. (C1), we wish to show how it behaves for the particular m given in the statement of Part 2. To do this
the following Lemma will be useful:
Lemma 5. [35, Page 427] Let n ≥ 1 and 0 < q ≤ 12 . Then:
bqnc∑
i=0
(
n
i
)
≤ 2nH(q), (C6)
where H(q) is the binary entropy of q.
14
a. Instance (a).
Here both m ∈ ω (√n) and m ∈ o(n) hold. Suppose m = n1−, 0 <  < 12 . Then:
ICunif (MC) ≥ n− log2 γn1− ,
> n− log2
n1−∑
i=0
(
n
i
) ,
≥ n− log2
(
2nH(n
−)
)
, (Using Lemma 5),
= n− nH (n−) ,
≥ n− log2 (e)n1− − n1− log2 (n) for large n.
Hence for this parametrization of m, ICunif (MC) ≥ n− o(n).
b. Instance (b).
Here m = αn, for some constant α such that 0 < α < 12 . Then:
ICunif (MC) ≥ n− log2 γαn,
> n− log2
(
αn∑
i=0
(
n
i
))
,
≥ n− log2
(
2nH(α)
)
, (Using Lemma 5)
= n− nH(α).
Hence for this parametrization of m, ICunif (MC) ∈ Ω (n).
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Appendix D: Proof of Theorem 3
Theorem. Suppose m = αn, 0 < α < 12 and Alice can abort with probability at most δ > 0 on each pair of inputs,
(~x, y). Any one-way, public coin, classical strategy, MC , for the exclusion game such that when Alice does not abort,
Bob is able to produce ~zy 6=My (~x) for any y, has communication cost Ω(n).
More formally, for m = αn, 0 < α < 12 , CCC
→
δ (EG) ∈ Ω (n).
Proof. Since Bob has to answer correctly with probability one (on a non-abort message from Alice), we can assume
that Bob’s strategy is deterministic (by fixing Bob’s private coins). Recall that MC includes the public coins of the
protocol and note that Alice is allowed to use private coins.
Using Lemma 4, it suffices to show that if ~x and y are chosen independently and from the uniform distribution,
µ = unif, any strategy that aborts with probability at most δ but allows Bob to answer correctly otherwise, is such
that ICunif (MC) ∈ Ω (n).
Consider H (X|MC). Using Eq. (A2):
H (X|MC) = p (abort)H (X|Alice aborts) + p (non abort)H (X|Alice does not abort) . (D1)
To obtain a bound on ICunif (pi), we need to upper bound this quantity. The first conditional entropy in the sum is
trivially upper bounded by n as H (S|T ) ≤ H(S). If Alice does not abort, then, for any input y, Bob must win the
game with certainty. This means that we can apply the reasoning from the proof of Part 1 of Theorem 2 to upper
bound the second conditional entropy by log2 γm.
This gives:
ICunif (MC) ≥ n− (δn+ (1− δ) log2 γm) ,
= (1− δ) (n− log2 γm) .
From the proof of Part 2b of Theorem 2, we know that for m = αn, 0 < α < 12 , this expression is Ω (n).
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Appendix E: Proof of Theorem 4
Theorem. Suppose m = αn, 0 < α ≤ 1 and Alice can abort with probability at most δ > 0 on each pair of
inputs, (~x, y). Then there exists a one-way, entanglement assisted, strategy for the exclusion game using log2 k bits of
communication, such that when Alice does not abort, Bob is able to produce ~zy 6=My (~x) for any y. Here k is some
constant that depends on δ but not on n.
More formally, ECCδ (EG) ≤ log2 k for some constant k.
Proof. Making use of the state targeting strategy of [30], suppose Alice and Bob share k sets of n copies of |ΦAB〉
where:
|ΦAB〉 =
√
1
2
(
1 +
cos θm
1 + sin θm
)
|00〉+
√
1
2
(
1− cos θm
1 + sin θm
)
|11〉. (E1)
Figure 1 shows the reduced state of |Φ〉AB on Bob’s Bloch sphere. This reduced state is given by:
ρB =
 12 (1 + cos θm1+sin θm) 0
0 12
(
1− cos θm1+sin θm
)  . (E2)
The following measurement will be useful for our protocol.
Claim 2. If Alice measures the state |Φ〉AB with:
1. S = {S0, S1} where:
S0 = |s0〉〈s0|, with |s0〉 =
√
1
2
(
1 +
cos θm
1 + sin θm
)
|0〉+
√
1
2
(
1− cos θm
1 + sin θm
)
|1〉,
S1 = |s1〉〈s1|, with |s1〉 =
√
1
2
(
1− cos θm
1 + sin θm
)
|0〉 −
√
1
2
(
1 +
cos θm
1 + sin θm
)
|1〉.
(E3)
If the outcome labeled 0 occurs, Bob’s half of |Φ〉AB is steered to |ψ0 (θm)〉. This happens with probability 11+sin θm .
If the outcome labeled 1 occurs, Bob’s half of |Φ〉AB is steered to |−〉. This happens with probability sin θm1+sin θm .
2. R = {R0, R1} where:
R0 = |r0〉〈r0|, with |r0〉 =
√
1
2
(
1 +
cos θm
1 + sin θm
)
|0〉 −
√
1
2
(
1− cos θm
1 + sin θm
)
|1〉,
R1 = |r1〉〈r1|, with |r1〉 =
√
1
2
(
1− cos θm
1 + sin θm
)
|0〉+
√
1
2
(
1 +
cos θm
1 + sin θm
)
|1〉.
(E4)
If the outcome labeled 0 occurs, Bob’s half of |Φ〉AB is steered to |ψ1 (θm)〉. This happens with probability 11+sin θm .
If the outcome labeled 1 occurs, Bob’s half of |Φ〉AB is steered to |+〉. This happens with probability sin θm1+sin θm .
Proof. We give the proof for the measurement S, the result for R follows similarly. The probabilities for each of the
measurement outcomes can be calculated from [30].
Given a normalized entangled state, a0|00〉+a1|11〉, suppose Alice performs a measurement on her half and obtains
the outcome associated with the projector x0|0〉 + x1|1〉 with probability p. It is easy to see that Bob’s system is
steered to the (normalized) state:
1√
p
(x0a0|0〉+ x1a1|1〉) . (E5)
Using this together with Eq. E1, to prove Part 1 it suffices to show that:
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FIG. 1. |Φ〉AB as viewed on Bob’s Bloch sphere [30]. ρB denotes his reduced state.
• For the projective measurement |s0〉:
√
1 + sin θm
1
2
(
1 +
cos θm
1 + sin θm
)
=
1
2
√
(1 + sin θm + cos θm)
2
1 + sin θm
,
=
1
2
√
2 + 2 sin θm + 2 cos θm + 2 sin θm cos θm
1 + sin θm
,
=
1
2
√
(1 + sin θm) (2 + 2 cos θm)
1 + sin θm
,
= cos
(
θm
2
)
,
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and similarly:
√
1 + sin θm
1
2
(
1− cos θm
1 + sin θm
)
=
1
2
√
(1 + sin θm − cos θm)2
1 + sin θm
,
=
1
2
√
2 + 2 sin θm − 2 cos θm − 2 sin θm cos θm
1 + sin θm
,
=
1
2
√
(1 + sin θm) (2− 2 cos θm)
1 + sin θm
,
= sin
(
θm
2
)
,
so Bob is steered to |ψ0 (θm)〉.
• For the projective measurement |s1〉:√
1 + sin θm
sin θm
1
2
√
1 +
cos θm
1 + sin θm
√
1− cos θm
1 + sin θm
=
1
2
√
1 + sin θm
sin θm
√
1− cos
2 θm
(1 + sin θm)
2 ,
=
1
2
√
1 + 2 sin θm + sin
2 θm − cos2 θm
sin θm + sin
2 θm
,
=
1√
2
,
so Bob is steered to |−〉.
We now give an explicit protocol using these sets of |Φ〉AB , and based on the strategy in [30], that requires log2 k
bits of classical communication:
1. Alice receives ~x from the referee.
2. For each of the k sets, on the ith. copy of |Φ〉AB in that set:
(a) If xi = 0, Alice measures with S = {S0, S1}. If the outcome labeled 0 occurs, Bob’s half of |Φ〉AB is steered
to |ψ0 (θm)〉. If the outcome labeled 1 occurs, Bob’s half of |Φ〉AB is steered to |−〉.
(b) If xi = 1, Alice measures with R = {R0, R1}. If the outcome labeled 0 occurs, Bob’s half of |Φ〉AB is
steered to |ψ1 (θm)〉. If the outcome labeled 1 occurs, Bob’s half of |Φ〉AB is steered to |+〉.
3. If there is a set in which all of the measurements resulted in the 0 outcome, Alice sends a classical message of
length log2 k to Bob indicating which set it was. Otherwise, in each of the k sets, the measurement outcome 1
occurs at least once so Alice aborts the game and sends a special ‘abort’ symbol to Bob.
4. If Alice did not abort, Bob now has a set of n states that he knows is in the state, |Ψ~x (θm)〉. He runs steps 4-6
of the protocol given in Theorem 1 on this set to output a winning answer.
This protocol uses log2 k bits of communication and allows Bob to always output a winning answer when Alice does
not abort. It remains to show that k can be chosen to be a constant if Alice is allowed to abort with probability δ.
Claim 3. For m = αn, the probability that Alice aborts, Pabort, is such that:
Pabort ≤
(
1− 4− 1α
)k
. (E6)
Proof. For each measurement, the probability that Alice obtains the outcome 0 is given by [30]:
Psteer =
1
1 + sin θm
. (E7)
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The probability that all n measurements in a set give outcome 0 is:
P globalsteer =
(
1
1 + sin θm
)n
,
=
(
1 + 2
m−2
m − 2m−1m
)n
,
where we have used Eq. (B3) for θm and the identity sin (arctanx) =
2x
1+x2 .
Now:
lim
n→∞P
global
steer = lim
n→∞
(
1 + 2
αn−2
αn − 2αn−1αn
)n
,
= lim
n→∞ exp
[
n ln
[
1 + 2
αn−2
αn − 2αn−1αn
]]
,
= exp lim
t→0
ln
[
1 + 21−
2t
α − 21− tα
]
t
,
which, using l’Hopital’s rule, = exp lim
t→0
2
α ln 2
(
−21− 2tα
)
− 1α ln 2
(
−21− tα
)
1 + 21−
2t
α − 21− tα ,
= exp
[
2
α
ln 2− 4
α
ln 2
]
,
=4−
1
α .
and as P globalsteer is monotonically decreasing in n, P
global
steer ≥ 4−
1
α .
Finally, Alice aborts if each of the k sets fail to steer globally so:
Pabort =
(
1− P globalsteer
)k
≤
(
1− 4− 1α
)k
. (E8)
Hence, by choosing k such that
(
1− 4− 1α
)k
≤ δ, Alice and Bob succeed through sending a constant amount of
classical communication, regardless of the value of n.
