Pearson's χ 2 test, and more generally, divergence-based tests of goodness-of-fit are asymptotically χ 2 -distributed with m − 1 degrees of freedom if the numbers of cells m is fixed, the observations are i.i.d and the cell probabilities and model parameters are completely specified. Jiang [Jiang, J., 2001 . A nonstandard χ 2 -test with application to generalized linear model diagnostics. Statistics and Probability Letters 53, 101-109] proposed a nonstandard χ 2 test to check distributional assumptions for the case of observations not identically distributed. Under the same setup, in this paper a family of divergence-based tests are introduced and their asymptotic distributions are derived. In addition bootstrap tests based on the given divergence test statistics are considered. Applications to generalized linear models diagnostic are proposed. A simulation study is carried out to investigate performance of several power-divergence tests.
Introduction
The problem of goodness-of-fit to a distribution in the real line, H 0 : F = F 0 , is frequently treated by partitioning the range of data in disjoint intervals and by testing the hypothesis H 0 : p = p 0 of a multinomial distribution.
Let Y 1 , . . . , Y n be i.i.d. random variables with c.d.f. F. Let E 1 , . . . , E m be a partition of R = (−∞, ∞) in m intervals. Let p = ( p 1 , . . . , p m ) and p 0 = ( p 01 , . . . , p 0m ) be the true and hypothetical probabilities of the intervals E k , i.e.
Define the observed cell counts 
which is a particular case of the family of power-divergence statistics introduced by Cressie and Read (1984) and given by 
The test statistics T 0 n ( p, p 0 ) and T −1 n ( p, p 0 ) are defined by continuity. Well-known test statistics are obtained from particular values of r in (2). Some examples are r = 1 for Pearson's test statistic, r = 0 for the log-likelihood-ratio statistic, r = −1/2 for the Freeman-Tukey test statistic, r = −2 for the Neyman-modified test statistic and r = 2/3 for the Cressie-Read statistic.
More generally, T r n ( p, p 0 ) is a particular case of the φ-divergence test statistic
where D φ (·, ·) denotes the φ-divergence of two probability distributions introduced by Csiszár (1963) and Ali and Silvey (1966) for every φ in the set Φ of real convex functions defined on [0, ∞), continuously differentiable in the neighborhood of 1 and satisfying φ(1) = φ (1) = 0, φ (1) > 0. In formula (3) if either p 0k or p 0k and p k are zero, expressions 0φ(x/0) and 0φ(0/0) are defined as x · lim u→∞ φ(u)/u and 0 respectively. Properties of φ-divergences have been extensively studied by Liese and Vajda (1987) and Vajda (1989) . Zografos et al. (1990) proved
where L −→ stands for convergence in law. It is common to deal with the problem of testing the composite hypothesis that the c.d.f. F is a member of a parametric family {F θ } θ ∈Θ for a given open subset Θ ⊂ R d . In such cases cell probabilities depend on the unknown parameter θ, i.e.
so they may be estimated with minimum φ-divergence estimators satisfying
which contains as a particular case the maximum likelihood estimator (MLE) based on the quantized data. Morales et al. (1996) proved that if regularity conditions given by Birch (1964) hold, then
However, if MLE estimator θ is based on the original data, then the asymptotic distribution of T φ n ( p, p( θ )) under H 0 : F = F θ is a linear combination of independent χ 2 1 variables. This result was originally proved by Chernoff and Lehmann (1954) and extended to any φ ∈ Φ by Morales et al. (1996) .
If original variables are independent with c.d.f.s F 1 , . . . , F n , depending on an unknown parameter θ ∈ Θ ⊂ R d open, the hypothesis of interest is
Let us define
where θ is a consistent estimator of θ, and gave regularity conditions under which asymptotic distribution of χ 2 n J ( p, p( θ )) is a linear combination of independent χ 2 1 variables. The targets of this paper are to extend Jiang's result to the class of test statistics T φ n ( p, p( θ)), to introduce their bootstrap versions and finally to give some recommendations on the choice of φ based on the results obtained from Monte Carlo simulation experiments. The rest of the paper is organized as follows: In Section 2 the asymptotic distribution of T φ n ( p, p( θ )) is derived. In Section 3 the corresponding bootstrap tests are introduced. In Section 4 applications to GLM diagnostics are suggested, a simulation experiment is carried out to investigate the finite sample performance of the introduced test statistics and some conclusions are given.
Asymptotic distribution of T φ n statistics
In this section we derive the asymptotic distribution of the T φ n statistics
for the class of functions φ ∈ Φ under the null hypotheses (4). This leads to a goodness-of-fit test, which can be used to check the distributional assumptions in the model involving independent but not identically distributed random variables. Essential for us will be the result of Jiang (2001) where asymptotic distribution of the statistics χ 2 n J ( p, p( θ )) was given. Let us start with introducing some notation and regularity conditions used in Jiang (2001) .
It is known that the choice of θ has an impact on the asymptotic distribution of T φ n . Throughout this paper it is assumed that θ is a consistent estimator of θ and has an asymptotic expansion
For example, under some regularity conditions, the MLE of θ has the expansion (7), where ψ j is the score function corresponding to the jth observation and A n is equal to n times the inverse of the Fisher information matrix (based on all data). Let further ξ n = (ξ nk ) 1≤k≤m , where
and Σ n = Σ n (θ ) = n −1 n j=1 Var(h n j ). Let Q n be an orthogonal matrix such that
where λ n1 ≥ · · · ≥ λ nm are the eigenvalues of Σ n . The following set of assumptions is supposed:
and there exists δ > 0 such that
Under the assumptions (i)-(iv) Jiang proved that the asymptotic distribution of χ 2 n J is the same as that of First we extend Jiang's result to the Pearson statistics χ 2 n P ( p, p( θ )) defined in (1). To achieve this aim we need to put an additional assumption about the partition and the probability model:
The above-mentioned extension is stated in the following lemma. Proof. In the proof of his Theorem 1, Jiang (2001) showed that under the assumptions (i)-(iv) it holds
where D = diag(λ 1 , . . . , λ m ). Let us define the random vector
for n → ∞ and using the Slutsky theorem we get
From this it already follows that the asymptotic distribution of X t n X n is the same as that of
To finish the proof we will show that T 1 n = X t n X n + o P (1). Let us start with a partial problem. For k = 1, . . . , m we can write
Using the Taylor expansion
where θ ( j,k) lies in the line between θ and θ, we get
as follows from the assumptions of the lemma. Substituting this results into (10) for all k we finally get the asymptotic relation
For the statistic of interest we have
and thus
as can be seen from (8), (9) and (11).
The main result of this section stating the asymptotic distribution of T φ n is presented in the following theorem. Proof. The proof is based on the Lemma 4.1 of Menéndez et al. (1998) which states that for any random stochastic m-vectors s n , t n and all functions φ ∈ Φ it holds
provided that the conditions
where Π (t n ) = m k=1 t nk , are satisfied. Since the validity of (12) for t n = p( θ ) follows directly from (8) and (11), to prove the assertion we need to check the condition
and apply Lemma 4.1 of Menéndez et al. (1998) and Lemma 1 of the present paper. From the definition of ξ n , p and p( θ ) it follows that p k − p k ( θ ) = ξ nk /n, k = 1, . . . , m, and thus
As (1/n)ξ t n ξ n = χ 2 n J ( p, p( θ )) is the Jiang statistics which has under the assumed conditions the asymptotic distribution stated in Theorem 1 of Jiang (2001) and is thus O P (1), the proof is finished.
Let us note that to use the class of statistics T φ n for testing, the eigenvalues λ 1 , . . . , λ m as well as the stochastic vector q = (q 1 , . . . , q m ) have to be replaced by their estimators. From (11) it follows that p( θ ) = (1/n) n j=1 p j ( θ ) is a consistent estimator of the vector q. If we denote λ n1 , . . . , λ nm the eigenvalues of Σ n = Σ n ( θ ) then, by Weyl's eigenvalue perturbation theorem (e.g. Bhatia (1997) ), | λ nk − λ nk | ≤ Σ n ( θ) − Σ n (θ ) which can be expected to go to 0 since θ is consistent. By the same theorem it can be seen also that λ nk → λ k and so λ nk is a consistent estimator of λ k , k = 1, . . . , m. The following testing procedure can be thus proposed: Reject H 0 if T φ n exceeds the critical value of
Bootstrap goodness-of-fit tests
The application of the Jiang statistic (5) and the T φ n statistics (6) to test the hypothesis (4) requires the use of their asymptotic distribution given in Theorem 1 of Jiang (2001) and Theorem 1 of the present paper respectively. Practitioners will find the following difficulties in applying this approach: (1) in most cases, derivation of Σ n is not straightforward and numerical computations may be needed, and (2) Σ n is estimated with Σ n = Σ n ( θ ) and Σ n ( θ ) is assumed to be close to Σ n (θ ). Therefore sample size should be large enough to fulfil the desired test size. Bootstrap tests avoid the mentioned difficulties because they only require the calculation of the test statistics in independent bootstrap samples and they approximate the required distribution under H 0 .
Let Y 1 , . . . , Y n be random variables and let F 1θ , . . . , F nθ be c.d.f. depending on a common parameter θ ∈ Θ ⊂ R d open. The hypothesis (4) under consideration is of the form
Let T n = T n (Y 1 , . . . , Y n ) be a given test statistic for this problem and assume that H 0 is rejected if T n > c n for a given critical value c n > 0. Let F T n θ (x) = P n θ (T n ≤ x) be the distribution of T n under H 0 , where P n θ is the probability corresponding to the joint distribution n j=1 F jθ . Suppose that we have an estimator θ of θ such that θ is consistent under H 0 in the sense that
Assuming that F T n θ is continuous a bootstrap estimator of c n is 
and hypothesis is rejected if p n < α. A bootstrap estimator of p n is
where Y * 1 ∼ F 1 θ , . . . , Y * n ∼ F n θ are the bootstrap independent data. The computation of p n can be done by Monte Carlo simulation in the following way. Generate B independent bootstrap samples {Y * 1b , . . . , Y * nb } from the joint distribution n j=1 F j θ . Then p n is approximated by
This approach is also used in Section 4 to calculate the p-value
when T φ n = t has been observed.
Example and simulation
This section contains an example that illustrates results and proposals of Sections 2 and 3, as well as a simulation study designed to investigate the performance of several test statistics. Let us consider the linear model
with e j i.i.d. N (0, σ 2 ). Let θ = (β, σ 2 ) be the unknown parameter and let
be the corresponding maximum likelihood estimators. Consider the interval partition defined by the cut points
n j=1 p jk and define
for the h n jk 's introduced in Section 2. Let λ 1 , . . . , λ m be the eigenvalues of A = n diag(E
Regarding the introduced example a simulation experiment has been implemented to analyze the performance of Jiang and Cressie-Read statistics
For every considered test statistics, T n , the simulation follows the next steps.
1. Repeat I = 10000 times (i = 1, . . . , I ) 1.1. Generate a sample (y
. . , n, from model (13) 1.3.1. Generate e * (ib) j
n, < 0.05 0 otherwise. 2. Output:
It should occur that both ξ n and ξ * n are close to 0.05. In Table 1 test sizes of bootstrap and asymptotic tests are given. We observe that bootstrap tests attain the desired size even for small sample sizes (n = 40), where some asymptotic tests fails. To be sure that asymptotic distribution works properly under the null hypothesis, sample size should not be much lower than 100. At this point it is worthwhile to emphasize that the asymptotic distribution is in fact also approximated in some sense because eigenvalues are calculated from the estimated matrix Σ n and not from Σ .
Powers are calculated, and presented in Tables 2-4 , for the following alternatives to (13):
1. y j = g a (βx j ) + e j , with g a (x) = x a and a varying from 0 to 2.5, 2. e j ∼ (1 − p)N (0, σ 2 1 ) + p Gumbel(0, σ 2 2 ), with σ 2 1 = σ 2 2 = 1 and p = 0, 0.2, 0.5, 0.8, 1, 3. y j = κ i=1 β i x i j + e j , with β 1 = . . . , β 5 = 1 and κ = 1, . . . , 5. Table 3 Powers for case 2, α = 0.05 and n = 100 (asymptotic | bootstrap) Table 4 Powers for case 3, α = 0.05 and n = 40 (asymptotic | bootstrap) One can conclude that Jiang's test statistic has an excellent performance in relation with the more classical powerdivergence statistics. Comparing the Cressie-Read statistics no dramatic differences were observed. Just in the case 2 the Freeman-Tukey statistic (r = −1/2) seems to have the best behavior in the sense of powers, in this case even better than Jiang's statistic.
