Abstract. We derive here a recursive computation scheme for the rational interpolation method introduced in [7] . Explicit formulas for these multivariate rational interpolants are repeated in 2 while the recursive algorithm is described in 3. A number of interesting special cases such as the univariate rational interpolation problem and the multivariate Pad6 approximants introduced in [6] 1. Motivation. When we are dealing with interpolation problems, we must specify whether we are interested in an explicit formula for the interpolant or only in its value at some points different from the interpolation points. The former gives rise to a "coefficient problem," while the latter is a "value problem." For univariate rational interpolation the coefficient problem is translated into two linear systems of equations, one specifying the numerator coefficients and another which is homogeneous and determines the denominator coefficients. On the other hand, the values of the rational interpolant can be computed recursively by means of a generalization .of the e-algorithm which is a special case of the E-algorithm.
1. Motivation. When we are dealing with interpolation problems, we must specify whether we are interested in an explicit formula for the interpolant or only in its value at some points different from the interpolation points. The former gives rise to a "coefficient problem," while the latter is a "value problem." For univariate rational interpolation the coefficient problem is translated into two linear systems of equations, one specifying the numerator coefficients and another which is homogeneous and determines the denominator coefficients. On the other hand, the values of the rational interpolant can be computed recursively by means of a generalization .of the e-algorithm which is a special case of the E-algorithm.
For multivariate rational interpolation the coefficient problem was solved in [7] ; as in the univariate case, the unknown coefficients can be obtained from two linear systems of equations, one of which is homogeneous. We shall present here a recursive computation scheme for the calculation of the function values of these rational interpolants; the reasoning is again based on the E-algorithm. [7] p(x, y)= E aoBo(x, Y),
The rational interpolant (p/q)(x, y) will then be denoted by [N/D],. Let us introduce a numbering r(i, j) of the points in based on the enumeration (0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0,2), (3, 0), (2, 1), (1, 2) (2) (f" q)0,,oj Poi.oj ao,
we will assume that the interpolation set I is such that exactly rn of the homogeneous equations (2) are linearly independent. It is obvious that this condition guarantees the existence of a nontrivial solution of (2) given by the following determinant expressions, because the number of unknowns in the homogeneous system is now one more than its rank. We group the respective rn elements in I\ N that supply the linearly independent equations in the set H and number them also following the enumeration given above,
with Ho , Hi\Hi-1 {(h,, kl)}, l= 1,..., m.
The polynomials p(x, y) and q(x, y) satisfying (1) are then given by [7] (3a)
p(x, y)= 
This quotient of determinants can easily be computed using the E-algorithm 1]" Eo )= to(l), I=0,..., n+ m,
The values E t) and
g r, are stored as in Table 1 and Table 2 . Then
.. Since the solution q(x, y) of (2) to (1) tr
Ato(l+r-1) Atr(l+r-1) and from [7] 
If n > r then the interpolation set does not contain points of H but only the points {(i0,j0),""", (il, jl), (i,+l,jl+l), (ir,jr)}. ['] If [2] and [7] .
(b) Consequently univariate Pad approximants can also be computed by letting all the interpolation points coincide. In this case the E-algorithm reduces to the e-algorithm.
(c) Multivariate general order Pad approximants, introduced in [10] , can now also be computed recursively by letting the multivariate interpolation points coincide with the origin. The basis functions and divided differences become
The fact that a recursive computation scheme now exists for this type of approximants may result in a number of new applications, such as convergence acceleration or their use for the solution of systems of simultaneous nonlinear equations.
(d) The multivariate Pad6 approximants of order (n, m) introduced in [6] , which prove to satisfy a large number of the classical univariate properties and which can already be calculated recursively by means of the e-algorithm if the Atr(n + l-1) are homogeneous forms of degree n + l-r, can now be computed in a different way by choosing A tr as described in the previous section. To this end we take D {(d, e)lnm<=d+e<=nm+m}, N= {(i,j)lnm <-_ i+j<= nm+ n}, Hc{(h,k)lnm<=h+k<=nm+n+m+s with s>=0} where the integer s is related to the block-size of this multivariate Pad6 table. For more details see [6] . Explicit determinant formulas for these index sets, involving near-Toeplitz matrices, are given in [4] . which were mentioned in (c) of the previous section and which satisfy (f-R)(x, y)= <, ),. cqxi.
Our choice for the sets N, D and I is" The rational interpolants in (b) and (c) are computed using a backward evaluation algorithm while the rational interpolants from (g) are computed using the algorithm given in 3 here. For the Pad6 approximants in (d) the well-known e-algorithm is used while the Pad6 approximants from (e) and (f) are calculated using a similar technique [5] as the one described in 3. Of course one can also compute the approximants in (e) and (f) by means of older techniques used by the Canterbury-group [9] and Levin themselves [11] . The numerical results can be found in Table 4 below.
All the computations were performed in floating point double precision arithmetic on a VAX 11-780 with an input of 12 significant decimal digits. For all types of approximants, except (c), the choice for R(x, y) was such that it was a symmetric function. This was done because B(x, y) is symmetric. We notice that unsymmetric approximants yield worse numerical results. The polynomial approximants lose a number of significant digits because of the singularities of the Beta function. The e-algorithm (d) and the other Pad6 approximants (e) and (f) get all their information at the origin, far from the points (ui, v). This is a disadvantage in comparison with the interpolation methods. As a conclusion we can say that the general order rational interpolants (g) for which a computational scheme was introduced here, behave quite well.
