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Abstract
Gaussian process is a theoretically appealing model for nonparametric analysis,
but its computational cumbersomeness hinders its use in large scale and the existing
reduced-rank solutions are usually heuristic. In this work, we propose a novel con-
struction of Gaussian process as a projection from fixed discrete frequencies to any
continuous location. This leads to a valid stochastic process that has a theoretic sup-
port with the reduced rank in the spectral density, as well as a high-speed computing
algorithm. Our method provides accurate estimates for the covariance parameters
and concise form of predictive distribution for spatial prediction. For non-stationary
data, we adopt the mixture framework with a customized spectral dependency struc-
ture. This enables clustering based on local stationarity, while maintains the joint
Gaussianness. Our work is directly applicable in solving some of the challenges in the
spatial data, such as large scale computation, anisotropic covariance, spatio-temporal
modeling, etc. We illustrate the uses of the model via simulations and an application
on a massive dataset.
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1 Introduction
Gaussian process has a wide range of applications from computer experiment emulations
(Loeppky et al., 2009) to spatial data analysis (Cressie, 2015). The covariance is the
crucial component but it involves two crucial challenges: its evaluation in the likelihood is
prohibitively cumbersome and the consideration for non-stationarity is difficult.
Firstly, to address the computational issue, various reduced-rank approaches have been
proposed: Nystro¨m method uses truncation to the top m eigenvectors in the matrix (Smola
and Schlkopf, 2000); the Gaussian predictive process (Banerjee et al., 2008) models the full
observation as the prediction mean from a small set (with size m) of the knot process; the
spatial random effects model (Cressie and Johannesson, 2008) treats the covariance as a
quadratic transform of m predetermined basis functions. With small m, these methods
reduces the computational burden and makes the Gaussian process fitting viable in large
data. However, the small m usually incurs sacrifices in resolution and its choice is commonly
heuristic.
In spectral domain, some alternative approaches have been proposed to overcome the
computational obstacle. This pioneering work was Whittle’s likelihood (Whittle, 1953) in
time series analysis, where the covariance is approximated by a discrete Fourier transform of
the spectral density, if the data are regularly spaced. Multiple research methods have been
proposed to accommodate the irregularity in the lattice: Fuentes (2007) uses lattice binning
and mean filling to minimize the effects of irregularity; Stroud et al. (2014) uses lattice
embedding and Bayesian latent framework to estimate the incomplete lattice data; Xu et al.
(2015) models the randomly located data as realization of a Gaussian Markov random field
conditional on the lattice. These methods have very appealing computational advantage as
the likelihood evaluation is O(n log2 n) (faster than the reduced rank methods) and do not
involve resolution reduction. On the other hand, there is not much theoretic development
on the relaxed assumption about the lattice. Since conditioning on any arbitrary points off
the data lattice would involve changes in the data lattice and the matrix decomposition,
hence the likelihood does not lead to a valid stochastic process in the continuous data
space; likewise, prediction formulation (Kriging (Cressie, 2015)) is much restrictive as it
only projects to the lattice points.
Secondly, non-stationarity is very common in real-world data collected over large space.
A general strategy is letting the covariance function (or the spectral density) vary with
locations, as has been studied by Paciorek and Schervish (2006) and Anderes and Stein
(2011). In this regard, Priestley (1965) proposed the idea of “semi-stationary process”,
which matured to “locally stationary process” (Dahlhaus, 2000) with efficient algorithms
(Guinness and Stein, 2013; Guinness and Fuentes, 2015) to partition the full domain into
small stationary regions. For this spatial partitioning, an infinite mixture process pro-
vides more theoretically sound support from a probabilistic point of view: given the latent
class assignment (also known as “clustering”), the local stationarity is achieved inside each
class. The work in this area includes a spatially varying weight and stationary Gaussian
process component (Duan et al., 2007; Rodr´ıguez et al., 2010; Rodriguez and Dunson,
2011). Nevertheless, it is important to point out the discrepancy between the locally sta-
tionary process and the mixture construction: in the former, the whole random vector is
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still correlated across different stationary regions; in the latter, it is assumed independent
given the different latent class assignment (i.e. after the data are clustered). In the mix-
ture distribution case, to represent the correlation on the full domain, one has to use the
marginal distribution, which is no longer Gaussian.
In this paper, we propose a new spectral construction of the Gaussian process. Instead
of constraining the data to a lattice, we only fix the frequencies to a finite support set.
This allow us to construct a valid Gaussian process as a noisy projection from a finite
spectral set to any arbitrary and uncountable set in d-dimensional data space Rd. The
duality in frequency lattice and continuous space enables us to take advantages in both the
fast sampling algorithm and the common tools such as Kriging. Due to the sparsity in the
frequency support, the rank of the matrix can be automatically reduced and the computa-
tion is further accelerated to O(m log2 n). As for the non-stationary consideration, using
different way of projection from the shared frequency random vector leads to a valid non-
stationary Gaussian covariance. We customize the mixture framework with this spectral
dependency and show that the distribution is still multivariate Gaussian, even conditional
on the different cluster labeling. We illustrate the advantages of the proposed work with
simulations and a large spatio-temporal application with 1,343,752 data entries.
2 Functional Gaussian Process
2.1 Spectral Construction
As shown by Priestley (1965) and later by Higdon (1998), a weakly stationary Gaussian
process can be represented as Z˜s =
∫
ω∈Rd exp(is
Tω)g1/2(ω)Y (ω)dω + ξs. In this formu-
lation, Y (ω) ∼ CN(0, I) is an orthogonal complex normal process folded over 0, that is,
Y (ω) = Y1(ω)+iY2(ω) with Y1(ω), Y2(ω)
indep∼ N(0, I) with constraint that Y (ω) = Y (−ω).
We added the remaining ξs
iid∼ N(0, σ2) to ensure the full rank in the finite dimensional
density. By Bochner’s theorem, The function g(ω) = (g1/2(ω))2 is a positive and real value
function, which can be represented as the forward Fourier transform of the covariance
function.
We now give a similar construction but using discrete representation:
Zs =
∑
{ωl}l=1...m
exp(isTωl)g
1/2(ωl)Y (ωl)/
√
n+ ξs (1)
where each ωl represents a d-dimensional coordinate from a Cartesian product set of
{−m1/2
n1/2
∆1,−m1/2−1n1/2 ∆1, ...,
m1/2
n1/2
∆1}× ...×{−md/2nd/2 ∆d,−
md/2−1
nd/2
∆d, ...,
md/2
nd/2
∆d} where m(.) ≤
n(.), m = m1m2...md is the total number of coordinates. They have fixed increment and
symmetry about 0. We assume the mild condition that g(ω) ≈ 0 if ω falls outside of the
region W = (−m1
n1
∆1,
m1
n1
∆1) × ... × (−mdnd ∆d,
md
nd
∆d). Formally, in each sub-dimension of
ω, for any arbitrarily small  > 0 there is an ω0() such that if |ω| > |ω0()|, g(ω) < .
This condition is satisfied by most of the spectral density functions, since the detectable
frequencies is always bounded by the sampling rate (e.g. the minimum distance). And
commonly used covariance family, such as Mate´rn, has the spectral density g(ρ, ω) as a
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decreasing function in both the range parameter ρ and frequency ω: when ρ is large, g
declines rapidly in ω; when ρ is small, we can scale up the location unit so that ρ increases
accordingly; when ρ is extremely small, the correlation is simply negligible and not of
interests. In all cases, we can have a valid condition for this truncation.
Using matrix representation of row vector Qs = {exp(isTωl)}l=1...m and diagonal matrix
G = {g1/2(ωl)}l,l, the construction of (1) can be viewed as the result of a projection from
an m-element vector Y in frequency space to an n-element location space QsG
1/2Y and
adding random noise. We refer the set {ωl}l=1...m as the frequency support.
For an finite set of arbitrary locations S = {sj}j=1...N with sj ∈ Rd, it can be derived
that the joint distribution is:
ZS ∼ N(0,QSGQ∗S + Iσ2) (2)
where QS is the n-by-m matrix formed by stacking the row vectors QSj and Q
∗
S is its
conjugate transpose. It can be derived that the covariance function between any two
locations sj, sk is
Cov(sj, sk) =
m∑
l=1
exp{iωTl (sj − sk)}g(ωl)/n+ σ21j=k (3)
We would like to point out that (3) forms a valid covariance matrix, as stated by the
theorem below. For the conciseness of presentation, all the proofs will be shown in the
appendix.
Theorem 1. The covariance matrix formed by (3) is real and positive definite.
It can also be observed that the function of (3) is shift-invariant in (sj, sk), therefore ZS
is weakly stationary. In fact, any weakly stationary Gaussian distribution can be viewed
as the limit of formulation in (2), due to the following property:
Theorem 2. If we denote a weakly stationary covariance function by C(sj − sk), and its
spectral density as g(ω) =
∫
Rd exp(−ixTω)C(x)dx. Under mild condition that g(ω) <  if
ω 6∈ W, when m = m1...md goes to infinity, the function specified by (3) converges to the
covariance function, that is:
limm→∞Cov(sj, sk) = C(sj − sk)
with the rate of convergence being O(1/m2).
This property is important as under the case of relative large n(.), the spectral construc-
tion in (3) can be treated as an approximation to a weakly-stationary covariance. However,
it would not be fair to view this simply as an approximation method, in fact, when the
frequency support set {ωl} is fixed, the distribution specified in (3) can be extended to
uncountable set of locations Rd and form a valid stochastic process.
Theorem 3. With the frequency support set {ωl}l=1...m fixed, the finite dimensional distri-
bution of Z specified by (2) satisfies the Kolmogorov consistency criteria:
4
1. For any finite set {s1, s2, ..., sn} in Rd and all of its permutation {spi1, spi2, ..., spin}, we
have p(spi1, spi2, ..., spin) = p(s1, s2, ..., sn)
2. For any location in sk ∈ Rd, we have p(s1, s2, ..., sn) =
∫
Rd p(s1, s2, ..., sn, sk)dsk
Therefore, ZRd is a valid stochastic process. We name this process as the functional
Gaussian process (FGP).
2.2 Spectral Dimension Reduction
We have established the asymptotic equivalence of the functional Gaussian process and the
one constructed by the traditional covariance functions. Now we demonstrate its unique
advantage in computation.
We first note the properties of the n-by-m matrix QS under two conditions:
Theorem 4. If the location vector has S = {1, ..., n1} × {1, ..., n2} × ... × {1, ..., nd}, and
the frequency support {ωl}l has ∆(.) = pi and m(.) ≤ n(.), then we have Q∗SQS = I. When
m(.) = n(.), QSQ
∗
S = I.
This is very important as it greatly reduces the computational burden in the likelihood,
with two steps of truncations. We first truncate the frequency support to (−pi, pi)d (that is
∆(.) = pi and m(.) = n(.)), after ensuring g(ω) <  when |ω(.)| > pi in all the directions, for
arbitrarily small . If this condition were not met (although unlikely), we can manually scale
up in S and thereby increase the range parameter ρ, which leads to more rapid decrease of
g(ω) as discussed in the previous section.
As the second step, we further truncate the rank of QS down to m(.) < n(.), by
eliminating the frequencies with g(ω)  σ2. For illustration, we denote the full rank
matrix with subscript n and reduced rank with m. Since we have g(ω)/{g(ω) + σ2} =
o(g(ω)) for the omitted (n−m) frequencies, using Woodbury identity we have (QnGnQ∗n+
Inσ
2)−1 = Inσ−2 − σ−2QnGn(Gn + Inσ2)−1Q∗n ≈ Inσ−2 − σ−2QmGm(Gm + Imσ2)−1Q∗m,
and |QnGnQ∗n+ Iσ2| = |Gn+ Inσ2| ≈ |Gm+ Imσ2||I(n−m)σ2|. Our empirical finding is that
truncation at g(ω) ≥ 0.01 · σ2 results in indistinguishable parameter estimation. More will
be discussed in the simulation studies.
2.3 Bayesian Modeling and Posterior Computation
Similar to other spectral methods (e.g. Stroud et al. (2014)), we utilize lattice embedding
to obtain the frequency estimates. Before we elaborate the method, it is worth pointing out
that the lattice latent variable is only an auxiliary tool for posterior estimation, provided
a finite set of data are collected. This does not contradict the definition of functional
Gaussian process on any continuous domain. In fact, unlike other lattice method, we can
have even multiple observations on the same location and our construction is still valid.
We now assume the data Z˜S˜ are originally observed on n˜ coordinates S˜. We also
assume there is a latent random variable ZS on the lattice S = {1, ..., n1} × {1, ..., n2} ×
...× {1, ..., nd}. To satisfy the two conditions, we divide S˜ by the greatest common divisor
in each direction of the {s˜j− s˜k} and shift the smallest coordinate to (1, 1, ..., 1). We denote
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the transformed set as So, so we have So ⊂ S. As it is common to relax the homogeneity
assumption about the random noise, we added a diagonal matrix with location specific
random noise VSo . We have:
Z˜So |ZS ∼ N(ZSo ,VSo)
ZS ∼ N(0,QSGQS∗ + Iσ2)
(4)
where VSo = {νi} is a positive diagonal matrix.
The augmented likelihood becomes a product of m+ n˜ independent normal density:
p(Z˜So ,ZS) ∝
m∏
l=1
exp
(
− 1
2
[
(Q∗Z)l(QZ)l
{g(ωl) + σ2} + log{g(ωl) + σ
2}]
)
·
n˜∏
i=1
exp
(
− 1
2
{(Z˜Soi − ZSoi)
2
ν2i
+ log(ν2i )}
) (5)
where (Q∗Z)l denotes the lth element Q
∗Z. We would like to point out the famous Whit-
tle’s likelihood (Whittle, 1953) is a special case of the first step truncation to (−pi, pi)d in
dimension n on a full lattice. Here we present a more general case with further dimen-
sion reduction from n to m. The product of Q∗Z corresponds to the m-element truncated
inverse Fourier transform of Z. The full computation can be carried out at a complexity
of O(n log2 n) using Fast Fourier Transform (Cooley and Tukey (1965)) or even faster at
O(m log2 n) with the recently invented Sparse Fourier Transform (Hassanieh et al., 2012).
For posterior sampling, we use Gibbs sampling from the individual full conditional dis-
tribution. However, it is computationally demanding to generate random samples from
ZS|Z˜So . In a similar study of stationary Gaussian process, Stroud et al. (2014) proposed
using a k-iteration solver at each step with a complexity at O(kn log2 n). Here we in-
troduce a more efficient sampling scheme at O(n log2 n) with the latent lattice variable
µ = QSG
1/2Y followed by ZS ∼ N(µ, Iσ2).
We denote the covariance parameter in G as θ and its prior distribution as p(θ). As
the covariance function has the general form of C(x|θ) = θ1h(x/θ2), to assure posterior
propriety, we assign proper diffuse prior, IG(0.1, 0.1) for the scale parameter θ1 and uniform
prior U(0, 1000) for the covariance parameter θ2. If a stricter condition can be met such
that νi = νj for any i, j, the objective improper prior such as Berger et al. (2001) is more
desirable. The full conditional distributions can be derived:
Y|ZS ∼ CN(G1/2(G + Iσ2)−1Q∗SZS, σ2(G + Iσ2)−1),
µ =QSG
1/2Y,
p(θ|Z) ∝ p(Z|θ)p(θ),
Zi|µi,Z˜i indep∼ N(( 1
σ2
+
1
ν2i
)−1(
µi
σ2
+
Z˜i
ν2i
), (
1
σ2
+
1
ν2i
)−1), if i ∈ So,
Zi|µi indep∼ N(µi, σ2), if i /∈ So.
(6)
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2.4 Predictive Distribution
It is a common use of Gaussian process to make prediction at a set of arbitrary locations,
which is known as Kriging (Cressie, 1988). The functional Gaussian process also accom-
modates this demand, since the covariance matrix between two sets S1 and S2 is simply
QS1GQ
∗
S2
. The predictive distribution is Z˜S2 |Z˜S1 ∼ N(QS2GQS1∗(QS1GQ∗S1 + Iσ2 +
VS1)
−1Z˜S1 ,QS2GQS2
∗ + Iσ2 + VS2 −QS2GQS1∗(QS1GQ∗S1 + Iσ2 + VS1)−1QS1GQS2∗).
To facilitate the computation, when conditioning on the latent variable Y in the frequency
space, the predictive distribution can be further simplified to:
Z˜S2 |Y ∼ N(QS2G1/2Y,V + Iσ2), (7)
which is very efficient due to the independent condition.
2.5 Misaligned Model for Lower Resolution Analysis
It is worth noting that, the dimension reduction in our method is a result of the inherent
sparsity in the frequencies, as opposed to the approximation at the lower resolution. In
fact, all the latent variables in the location space are modeled at the same resolution as
the data themselves. Therefore, FGP provides estimation directly on the finest resolution.
Thanks to the high computational efficiency, it is easy to set up latent variables on a large
lattice without costing much, since the time demand only increases linearly.
On the other hand, there are scenarios where one may be interested in a lower resolution
analysis. For examples, some observations might be very close and there is little gain to
measure their correlation (since it is close to 1); some coordinates may contain measurement
errors and therefore perfectly assigning them to a dense lattice is unnecessary; there might
be a need for a even more real-time computation.
In these cases, we propose the approximation model for FGP. Assume a collection
of random variables from a functional Gaussian process are located on a lattice S, we
collect data at xi near the lattice point. To assign one lattice point for one xi, we define
s∗i = minsjargminsj∈S||xi − sj||. As a result, each lattice point sj may have multiple data
assigned, we denote the set as χsj = {all xi s.t. s∗i = sj}
To model these data, we simply treat them as misaligned: we assign the value on the
closest lattice point sj as the mean and an increasing function in the distance ||xi− sj|| as
the variance. That is,
ZS ∼ N(0,QSGQ∗S + Iσ2),
Z˜xi|Zsj
indep∼ N(Zsj , λ(||xi − sj||)) for all xi ∈ χsj .
(8)
One example of such function is λ(||xi − sj||)) = ν2i (1+κ||xi − sj||), for which if ||xi − sj|| =
0, this reduces to the formulation in (4). Therefore, the misaligned model is a generalized
case of (4), the properties and sampling algorithm of functional Gaussian process stills apply
in this scenario. The only modification is the posterior Zsj |µsj , {Z˜xi}xi∈χsj
indep∼ N(( 1
σ2
+∑
1
ν2i
)−1(
µsj
σ2
+
∑ Z˜xi
ν2i
), ( 1
σ2
+
∑
1
ν2i
)−1).
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3 Non-stationary Functional Gaussian Process
We now propose a more general framework that gives arise to a non-stationary Gaussian
process. Our work is largely inspired by the pioneer work in evolutionary spectrum and semi
or locally stationary process (Priestley (1965)). The former is to let the spectral process
change with location Hs = A(s,ω)Y (ω), where Y (ω) ∼ CN(0, 1) for each ω. As the
modulating function A(s,ω) changes with location s, the process and its Fourier transform
Z˜s =
∫
ω∈Rd exp(isω)Hs(ω)dω become non-stationary. The latter is defined in the sense
that A(s,ω) is slowly varying with s such that within a small region, the process can be
treated as stationary. We now combine this notion with the recently popularized mixture
modeling framework to construct a new non-stationary process.
3.1 A Stick-Breaking Process with Spectral Dependency
We first construct a non-stationary spectral process Hs(ω) on frequency ω ∈ Rd. At
location s:
Hs(ω) = Tk(ω) with probability pk,s,
Tk(ω) = g
1/2
k (ω)Y (ω),
pk,s = uk,si
∏
j<k
(1− uj,s),
(9)
where gk(ω) is the spectral density function of the kth certain class; Y (ω) ∼ CN(0, I)
is a complex normal vector folded over 0, as defined before; pk,s is the stick-breaking
weight that varies in s. Similar to Priestley (1965), the non-stationarity is realized via on
different modulating functions A(s,ω) = g
1/2
k (ω); the distinction is that this function is
now regulated via a stick-breaking process.
The uniqueness of this stick-breaking process is that there is only one copy of Y (ω),
shared by finite or infinite many components. This leads to dependent complex normal
distribution for Tk1(ω), Tk2(ω) ∼ CN(0, g1/2k1 g
1/2
k2
) for ω > 0, even if k1 6= k2.
3.2 Non-stationary Functional Gaussian Process
Similar to stationary functional Gaussian process, given the finite fixed frequency support
ω ∈W, we define the process in the continuous data domain:
Zs = QsHs + ξs, where ξs ∼ N(0, σ2), (10)
where Hs is defined in (9). The distributional differences of Hs is controlled by the location
varying pk,s. Marginalized over p, the covariance between two locations is Cov(Zs1 , Zs2) =
Qs1(
∑∞
k1=1
∑∞
k2=1
pk1,s1pk2,s2G
1/2
k1
G
1/2
k2
)Q∗s2 + σ
21s1=s2 . More importantly, conditional on
the latent class assignment Cs, all the observations on S are correlated and jointly form a
multivariate Gaussian distribution with mean 0 and covariance:
Cov(Zs1 , Zs2 |Cs1 , Cs2) = Qs1(G1/2Cs1G
1/2
Cs2
)Q∗sk + σ
21s1=s2 . (11)
We again verify the requirements stated in the following theorem.
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Theorem 5. For finite set S = {s1, s2, ..., sn}, The covariance function in (11) generates
a positive-definite matrix. The finite dimensional density of ZS satisfies the Kolmogorov
consistency criteria and therefore can extend to a valid stochastic process ZRd .
Therefore, we refer (10) as non-stationary functional Gaussian process (NS-FGP). The
conditional dependency in NS-FGP is inherited from the shared spectral vector Y , despite
of the different projections into the location space. This is a major distinguishing factor
of our method from the other stick-breaking constructions like Duan et al. (2007), where
Cov(Zs1 , Zs2|Cs1 , Cs2) = 0 if Cs1 6= Cs2 .
There are different choices to induce location varying p, such as hidden Markov random
field (Franc¸ois et al., 2006), generalized spatial Dirichlet process (Duan et al., 2007), probit
transform of a Gaussian process (Rodriguez and Dunson, 2011). For our purpose, the last
model is especially appealing for two reasons: first, the moderately large magnitude of µ
(e.g. |µ| > 3|) in the probit link p = φ(µ) can generate p close to 0 or 1, hence much less
randomness in C and a clearer clustering pattern; second, this framework can be easily
extended with our stationary functional Gaussian process to have extremely fast sampling
speed. We describe the model for p as follows:
pk,s = uk,si
∏
j<k
(1− uj,s),
uk,s = Pr(Lk,s ≥ 0),
Lk,S ∼ N(0,QSMkQ∗S + I),
(12)
where Lk,S is assumed to be from an FGP and Mk is a diagonal matrix formed by a certain
spectral density function.
3.3 Posterior Computation
We use the following data augmentation scheme to facilitate the posterior sampling for
NS-FGP. To allow for more flexible consideration, we again relax the assumption about the
homogeneous random error:
Z˜s|{Cs = k} = Zs,k + ξs ,where ξs ∼ N(0, ν2s ),
Cs = k w.p. ps,k,
ZS,k ∼ N(µS,k, Iσ2k),
µS,k = QSG
1/2
k Y,
uk,s = p(Lk,s ≥ 0),
Lk,S ∼ N(0,QSMkQ∗S + I).
(13)
Then the augmented likelihood-prior probability is:
Normal(Z˜So |ZS,CS)× FGP (ZS|CS)× SB(CS|Lk,S)× FGP (Lk,S)× Prior(θG,θM , σ2)
(14)
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where Normal is the density for independent normal distribution, FGP is the one for
stationary functional Gaussian process, SB is the one for stick-breaking process. Similar
to the stationary case, we assign all the covariance parameters as U(0, 1000) and all the
scale parameters as IG(0.1, 0.1). The full conditional distributions of the two FGPs are
mutually independent with computational complexity O(m log2 n). We list the sampling
algorithm as follows:
1. Draw Csi from {1, 2, ...} from
p(Csi = k) ∝ 1(wk,si > rsi)Normal(Zsi |Yk,si , νsi).
2. Sample from p(rsi) = Uniform(0, pCsi ,si) .
3. Sample from p(Lk,si) = Normal(ηk,si , 1)1(ηk,si ≥ 0, Csi = k)+Normal(ηk,si , 1)1(ηk,si <
0, Csi > k). And p(Lk,si) = Normal(ηk,si , 1) if Csi < k or Csi is unobserved.
4. Sample from p(θM,k) ∝ FGP (Lk,si |θM,k)pi(θM,k).
5. Sample from p(ηk,S) = MVN(QSMk(Mk + I)
−1Q∗SLk,S,QS(Mk −Mk(Mk + I)−1Mk)Q∗S).
6. Compute uk,si = Φ(ηk,si) and wk,si = uk,si
∏
k<l(1− uk,si).
7. Sample from p(θZ,k) ∝ FGP (Z{S:Cs=k}|θZ,k)pi(θZ,k).
8. Sample from p(Y ) = CN((I+
∑
k Gkσ
−2
k )
−1(
∑
k σ
−2
k G
1/2
k Q
∗Yk), (I+
∑
k Gkσ
−2
k )
−1).
9. Compute µS,k = QSG
1/2
k Y .
10. Sample from p(Zs,k) = Normal((
1
σ2k
+ 1
ν2i
)−1( µi
σ2k
+ Z˜i
ν2i
), ( 1
σ2k
+ 1
ν2i
)−1) if Cs = k; else
p(Ys,k) = Normal(µs,k, σ
2
k).
Similar to stationary FGP, the predictive distribution for NS-FGP is Z˜S2 |Z˜S1 ,GS2 ∼
N(QS2GS2GS1QS1
∗(QS1GQ
∗
S1
+Iσ2+VS1)
−1Z˜S1 ,QS2GQS2
∗+Iσ2+VS2−QS2GQS1∗(QS1GQ∗S1+
Iσ2 + VS1)
−1QS1GQS2
∗), or simply conditional on the spectral vector Z˜S2 |Y,GS2 ∼
N(QS2G
1/2
S2
Y,V + Iσ2),where the latent GS2 = Gk with probability pS2,k.
4 Data Applications
We now demonstrate the use of functional Gaussian process via simulated and real data
applications.
4.1 Simulated Data
We first assess the performance of parameter estimation in stationary FGP. We generated
2,500 locations randomly inside a square space si = (xi1, xi2) ∼ U(0, 100)×U(0, 100) (Fig-
ure1(a)). As most of the existing spatial packages assume isotropic covariance, for compar-
ison, we first tested the two isotropic functions:(1) Mate´rn function with the smooth degree
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at κ = 1.5, C(si − sj) = φ(1 + ||si − sj||/ρ1)exp(−||si − sj||/ρ1); (2) squared exponential
function or sometimes called “Gaussian” covariance, C(si − sj) = φexp(−||si − sj||2/2ρ21),
which can be viewed as Mate´rn function with the smooth degree at κ =∞ (Stein, 1999).
We would like to point out that the degree of smoothness κ is associated with the degree
of sparsity in the spectral density matrix G in FGP. In d-dimension, the spectral density
of Mate´rn family is g(ω) ∝ (ρ2 + ||ω||2d)−κ−d/2. Therefore, the spectral density with larger
value of κ will approach 0 faster. As illustrated in Figure1(b), the squared exponential is
much closer to 0 (hence much sparser) than Mate´rn κ = 1.5 as |ω| increases. Using our
empirical truncation criterion g(ω) ≥ 0.01 · σ2, we found that in Mate´rn κ = 1.5, ρ1 = 5
did not lead to any truncation at all; whereas in squared exponential, the spectral density
is truncated at m = 13%n, which leads to almost 8 times complexity reduction.
We compare the results against various spatial methods available in R, such as the
maximum likelihood method (“geoR”), traditional Bayesian Gaussian process (“spBayes”)
and predictive process (“spBayes”). The results are listed in Table 1.
For Mate´rn κ = 1.5 , FGP provides the most accurate estimate for the parameters and is
the fastest method among all, thanks to its spectral algorithm. Gaussian predictive process
(GPP) (Banerjee et al., 2008) is also very efficient in computation due to its dimension
reduction, but its estimate for the range parameter ρ1 deviates from the true value. This
result is consistent with the recent work of Datta et al. (2015), whose nearest-neighbor
Gaussian process method showed great improvement over predictive process in parameter
estimation.
For squared exponential function, we see a computational time reduction in GPP, due
to the lower evaluation cost of the covariance function. On the other hand, the sparsity
in the spectral density suggests that the covariance function is ill-conditioned for matrix
inversion. This severely affected parameter estimates in other methods: especially in the
last two Bayesian methods, where we had to use smaller upper bound in the uniform prior
of ρ to avoid the the matrix singularity. Nevertheless, FGP is not susceptible to this issue,
since no matrix inversion is involved. The sparse values in g enables us to test the reduced
dimension FGP. As shown in the Table 1, the results show almost no difference, while the
computation time is reduced by 6 times.
FGP (m=n) FGP (m n) MLE Full Bayes GP GPP (64 knots)
Mate´rn with κ = 1.5 ρ1 = 5 5.01(0.10) 4.78(0.23) 4.85(0.50) 7.46(0.47)
φ = 100 98.00(16.50) 86.56(10.54) 82.33(26.67) 127.95(6.71)
σ2 = 1 0.60(0.21) 1.1(0.51) 0.93(0.10) 1.16(0.84)
Time 277 secs 547 secs 31359 secs 605 secs
Squared Exponential ρ1 = 5 4.83(0.08) 4.87(0.17) 6.98(0.23) 2.87(0.49) 2.66(0.50)
φ = 100 98.79(8.80) 95.79(6.80) 100.70(14.57) 103.25(6.68) 105.95(7.71)
σ2 = 1 0.50(0.13) 0.53(0.12) 1.00(0.44) 0.96(0.11) 1.52(0.28)
Time 237 secs 40 secs 759 secs 2103 secs 257 secs
Table 1: Comparison of estimation for isotropic Gaussian process
We now assess the performance of the non-stationary FGP. To simulate non-stationary
surface data, we use the the formulation in Pintore and Holmes (2004). We use a localized
squared exponential covariance with C(s1, s2) = φhs1,s2exp(−||s1 − s2||2/αs1,s2), where
αs1,s2 = (α(s1) + α(s2))/2 and hs1,s2 = 2α(s1)
1/2α(s2)
1/2/(α(s1) + α(s2)) and α(si) =
2ρ(si)
2. To assign values to the local range parameter, we use a smooth surface from the
function ρ(s1, s2) = (cos(4pis1/100) + 2)exp(s2/200) with s1, s2 ∈ (0, 100)2 (Figure 2(a)),
11
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(a) Locations of the simulated data
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(b) Two spectral densities at log10 scale:
squared exponential (dashed) decreases
much faster than Mate´rn (solid).
Figure 1: Simulation for Stationary FGP
which generates data with different range of correlation (Figure 2(e)). The NS-FGP model
converges to 3 dominating clusters, with distribution pattern highly resembles the one
for the range parameter (Figure 2(b,c,d)). The estimated range parameters correspond
to different correlation strength (Figure 2(f,g,h)). To test the prediction performance, we
reran the model with a random 80% sample of the data and predict on the remaining
set. The non-stationary FGP model outperforms both the stationary FGP and the GPP
models in cross validation metrics of root-mean-square error (RMSE) and median absolute
deviation (MAD).
NS-FGP S-FGP GPP (64 knots)
ρ 2.78(0.05), 1.55(0.03) and 1.20(0.08) 2.15 (0.15) 3.56 (1.20)
RMSE 1.81 4.96 10.20
MAD 1.62 3.75 6.96
Time 300 secs 247 secs 291 secs
Table 2: Comparison of estimation for non-stationary Gaussian process
4.2 Real Data Application
We now apply the functional Gaussian process on a massive spatial-temporal dataset.
The data are obtained from the North American Regional Climate Change Assessment
Program (NARCCAP). We use the surface air temperature in the North America region
(Mearns et al., 2011). The data are simulations from the Weather Research & Forecasting
regional model (WRF) coupled with the Third Generation Coupled Global Climate Model
(CGCM3). We choose the daily average temperate in a 92-day period, from June 1st
to August 31th in 2000. which has 1,343,752 data points. To evaluate the prediction
12
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Figure 2: Simulation for Non-Stationary FGP
performance, we randomly left out 20% of the data as the testing set. This leads to
training on 1,075,000 data points, which cost about 3 GBs of computer memory for storage
alone. Direct estimation of the fine scale matrix with size of 1,075,000×1,075,000 would cost
3,225,000 GBs of memory, which is unrealistic for the modern computers. FGP provides
a nice solution to this problem: since it uses the Fourier transform of the original matrix,
it involves at most the same size of the data for each stationary component; often, it
cost less due to the sparsity of the spectral density (with sparse ratio commonly < 20%).
We would like to emphasize that, unlike other approaches that uses lower-resolution grid
for dimension reduction, FGP directly models the full scale matrix and does not involve
resolution loss. For such a massive and fine-scale system, it took only 27 hours to finish
each 30,000-step Markov-Chain Monte Carlo (MCMC) run.
We assume the observed temperature Z˜ at space/time point s = {s1, s2, t} is
Z˜s1,s2,t = β
TXs1,s2,t + Zs1,s2,t + s1,s2,t
where s1, s2, t represent the longitude, latitude and day, respectively; the term Xs1,s2,t is
a fixed linear term which contains the intercept, first and second order terms of s1, s2, t;
the second term Zs1,s2,t is assumed be a location varying term; the last term (xs, ys, ts)
represents the random error, which is assumed s1,s2,t
indep∼ N(0, ν2s1,s2,t).
We applied this NS-FGP to model the spatial varying term Zs1,s2,t. We parameterize
the non-stationary model, by assigning the component weight and component mean with
the isotropic covariance function Cov{(s1, s2, t), (s′1, s′2, t′)} = φexp(− |s1−s
′
1|2
2ρ21
− |s2−s′2|2
2ρ22
−
|t−t′|2
2ρ2t
) + σ21(s1,s2,t)=(s′1,s′2,t′). The spectral density is the product of three Fourier trans-
forms. We also tested multiplying an extra space-time interaction term exp(− |s1−s′1|2|t−t′|2
c1
−
|s2−s′2|2|t−t′|2
c2
) to the first term, as suggested by Cressie and Huang (1999). Nevertheless,
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we found that the posterior estimates of c1 and c2 for this data are quite large (> 10
5), so
that the interaction term is negligible. Therefore, we restrict the following analyses on the
non-interactive isotropic model.
We ran MCMC sampling for 30,000 steps and use the last 20,000 steps with 10-step
thinning as the posterior sample. To approximate the infinite component assumption,
we started with 16 components. The NS-FGP quickly converges to 3 major components.
The results for parameter estimation are listed in Table 3. We use the truncation rule
of g ≥ 0.01σ2 in likelihood evaluation, which leads a dimension reduction in the spectral
density values from 1,075,000 to only ∼53,000 (∼ 5% truncation rate). We repeated the
sampling for 3 times using different random numbers as the starting values, and found
the model converges to similar configurations and close parameter estimates (Figure 3(a)).
And the trace also suggests the model has good convergence (Figure 3(b)).
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(a) Trace plot of parameter ρt for the
1st component mean, collected from 3
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(b) Autocorrelation plot of parameter
ρt for the 1st component mean
Figure 3: The diagonistics show good mixing of the chain produced in the posterior sam-
pling
NS-FGP Stationary FGP
Component 1 Component 2 Component 3
Mean φ 24.80 (1.52) 38.27 (5.95) 9.89 (0.52) 48.42 (5.62)
ρ1 4.22 (0.05) 1.67 (0.02) 2.51 (0.04) 5.34 (0.45)
ρ2 4.90 (0.03) 2.19 (0.04) 3.05 (0.05) 5.75 (0.56)
ρt 0.43 (0.02) 0.09 (0.01) 2.95 (0.12) 0.54 (0.06)
Weight φ 1.58 (1.21) 57.45 (15.16) 65.05 (15.44)
ρ1 20.13 (2.53) 5.15 (0.11) 4.13 (0.09)
ρ2 15.41 (1.20) 6.76 (0.15) 5.31 (0.12)
ρt 12.04 (1.25) 0.73 (0.02) 0.67 (0.02)
Clustering C Proportion ( %) 64% 17% 19%
Prediction Performance RMSE 1.13 2.75
MAD 0.65 1.26
Table 3: The parameter estimates and cross-validation performance in non-stationary and
stationary model.
We plot the data without the estimated trend βTXs1,s2,t ( Figure 4 (a)), the mean
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estimate (Figure 4 (b)) and the weight estimate (Figure 4 (c)) for each major component
from June 1st,2000 to June 3rd, 2000 . The plots are organized by columns and each
column represents one day. The NS-FGP captures different strengths of correlation in the
mean estimates. Compared vertically, the three components seem to correspond to the
oceanic, coastal and the localized whether patterns in North America. Thanks to the large
scale φ for the latent weight process L, we see the weight p close to 0 or 1 in most locations.
This suggests a quite stable clustering, conditioning on which we can claim joint normality
in the whole region. Since we used daily temperature data, we observed large variation
of temperature pattern from day to day (compared horizontally in Figure 4 (a)). In the
model estimates, we indeed saw low temporal correlation (Table 3) and dynamic changes
in the distribution of the mean and the weight (Figure 4 (b,c)).
Lastly we tested the prediction performance of the NS-FGP. Since we do not know the
cluster assignment for the predicted locations, we first use the Cˆsj = argmaxk psj ,k as the
estimator for Csj . As mentioned above, we have maxk psj ,k ≈ 1 in almost all the locations.
In the prediction metrics, as shown in Table 3, NS-FGP produced quite accurate prediction.
As a comparison, we also ran the stationary FGP model on the data. The stationary FGP
seemed to overly smooth the data, therefore is less accurate than the non-stationary model.
5 Discussion and Future Work
Our proposed method provides a new construction of Gaussian process that directly con-
nects the spectral properties to its applications, such as parameter estimation and predic-
tion. There are several extensions worth researching in the future. First, since space-time
interaction is easier to obtain via spectral convolution than covariance function construc-
tion, it is interesting to relax the form of the spectral density, regardless of whether the
closed form of covariance function exists. Second, in the non-stationary method, we provide
a general mixture framework with spectral dependency and we use probit stick-breaking
process for illustration. Some other clustering approaches such as Pitman-Yor process (Ish-
waran and James, 2001) may be studied to have more components. Third, the spectral
properties in multivariate analysis can be studied, with a spatial correlation across differ-
ent dependent variables. Fourth, more theoretic studies can be pursued, such as objective
Bayesian priors and the posterior consistency.
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Figure 4: The surface temperature data in three days and the three stationary components
estimated by NS-FGP
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SUPPLEMENTARY MATERIAL
5.1 Proof of Theorems
5.1.1 Proof of theorem 1
We first prove the covariance (3) is real. Because of the symmetric function in g({ω1, ..., ωk, ..., ωd}) =
g({ω1, ...,−ωk, ..., ωd}) for any k = 1, 2, ..., d and symmetric distribution of {ωl} about 0,
we have
n∑
l=1
exp{iωTl (sj − sk)}g(ωl) =
n∑
l=1
{cos(ωTl (sj − sk))g(ωl) + i sin(ωTl (sj − sk))g(ωl)}
= 2
bn/2c∑
l=1
{cos(ωTl (sj − sk))g(ωl)}+ g(0)
where n is assumed to be an odd number; if n is even, we remove g(0) on the right hand
side. In either case, the imaginary parts are canceled.
To prove the positive definiteness, we use the matrix representation Σ = QGQ∗ + Iσ2.
For any nontrivial real vector X of size N , we have:
X ′ΣX = X ′QGQ∗X +X ′Xσ2
It is trivial that X ′Xσ2 > 0 for σ2 > 0 . Now we denote Q∗X = Y = Y1 + iY2,
where Y1 and Y2 are the real and the imaginary parts of the transform of X. We have
X ′QGQ∗X = Y1′GY1 +Y2′GY2 ≥ 0, as each element of G satisfies g(.) ≥ 0. Combining
two parts, we prove that for any nontrivial X, X ′ΣX > 0, which is the definition of
positive definiteness.
5.1.2 Proof of theorem 2
As the covariance function without the nugget σ2 can be viewed as
C(x) =
∫
Rd
exp(ixTω)
∫
Rd
exp(−ixTω)C(x)dxdω =
∫
Rd
exp(ixTω)g(ω)dω
.
Denote the specified covariance function as Cov(x) = Cov(sj, sk) and the subregion
W = {−m1
n1
∆1,−m1−1n1 ∆1, ..., m1n1 ∆1} × ...× {−mdnd ∆d,−
md−1
nd
∆d, ...,
md
nd
∆d} then we have:
||Cov(x)−C(x)|| ≤ ||
∫
ω∈W
exp(ixTω)g(ω)dω−
m∑
l=1
exp{ixTωl}g(ωl)/n||+
∫
ω 6∈W
cos(xTω)g(ω)dω
Since || cos(xTω)g(ω)|| ≤ , we let  = 1/m2 and use the dominated convergence
theorem limm→∞
∫
ω 6∈W cos(x
Tω)g(ω)dω =
∫
ω 6∈W limm→∞ cos(x
Tω)g(ω)dω = 0. And the
first part corresponds to the error of the middle Riemann sum:
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lim
m→∞
||
∫
ω∈W
exp(ixTω)g(ω)dω −
m∑
l=1
exp{ixTωl}g(ωl)/n|| ≤ K/m2
where K is a finite constant.
5.1.3 Proof of theorem 3
We first prove the exchangeable condition. For any permutation of location vector Spi =
{spi1, spi2, ..., spin} and the random variables ZSpi , we define the permutation matrix Ppi such
that Spi = PpiS. Then we have ZSpi = PpiZS, QSpi = PpiQS and PpiP
′
pi = P
′
piPpi = I.
Since (PpiΣP
′
pi)
−1 = PpiΣ−1P′pi and |PpiΣP′pi| = |P′piPpiΣ| = |Σ| for any positive definite
Σ, which we showed for ZSpi in theorem 1.
p(spi1, spi2, ..., spin) =(2pi)
−n/2|PpiΣP′pi|−1/2exp(−Z′SP′pi(PpiΣP′pi)−1PpiZS/2)
=(2pi)−n/2|Σ|−1/2exp(−Z′SΣ−1ZS/2)
=p(s1, s2, ..., sn)
Next, for a finite location set S0 = {s1, s2, ..., sn} and any location sk ∈ Rd, we have the
joint distribution: [
ZS0
Zsk
]
∼ N(
[
0
0
]
,
[
QSGQ
∗
S + Iσ
2 QSGQ
∗
sk
QskGQ
∗
S QskGQ
∗
sk
+ Iσ2
]
)
Using normal theory, it is straightforward to verify that:
∫
Rd
p(S0, sk)dsk = (2pi)
−n/2|QS0GQ∗S0+Iσ2|−1/2exp(−Z′S0(QS0GQ∗S0+Iσ2)−1ZS0/2) = p(S0)
5.1.4 Proof of theorem 4
The jth row of Q∗S, Q
∗
Sj, is an (n1n2...nd)-element vector, and j = j1 + ... + jd with
jk ∈ {0, ...,mk − 1} and mk ≤ nk. This row is composed of the (n1n2...nd) elements of the
tensor product qj1 ⊗ qj2 ⊗ ...⊗ qjd , where qjk represents a vector in the kth sub-dimension:
qjk = {exp[−i(−
nk
nk
pi)jk]/
√
nk, exp[−i(−nk − 1
nk
pi)jk]/
√
nk, ..., exp[−i(nk
nk
pi)jk]/
√
nk}
which is the jkth Fourier basis, which has the orthogonality. That is, given another row
l, if jk = lk then q
′
jk
q∗lk = 1, else q
′
jk
q∗lk = 0. Using the rule of tensor product, we have
Q∗SjQSl = 1 only if j = l, else 0.
When mk = nk, we have Q
′
S = QS and QSQ
∗
S = Q
′
SQ
′∗
S = (Q
′∗
S )
∗(Q′∗S ). Using the
similar proof as above, except for changing −i to i, we have QSQ∗S = I.
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5.1.5 Proof of theorem 5
We first show the positive definiteness of the non-stationary covariance function Cov(Zsj , Zsk |Csj , Csk) =
Qsj(G
1/2
Csj
G
1/2
Csk
)Q∗sk + σ
21j=k. For simplicity of notation, we abbreviate Qsj as Qj and G
1/2
Csj
as G
1/2
j . Then we have the follow matrix decomposition:

Q1G
1/2
1 G
1/2
1 Q
∗
1 + σ
2 Q1G
1/2
1 G
1/2
2 Q
∗
2 ... Q1G
1/2
1 G
1/2
n Q∗n
Q2G
1/2
2 G
1/2
1 Q
∗
1 ... ... Q2G
1/2
2 G
1/2
n Q∗n
... ... ... ...
QnG
1/2
n G
1/2
1 Q
∗
1 QnG
1/2
n G
1/2
2 Q
∗
2 ... QnG
1/2
n G
1/2
n Q∗n + σ
2

=

Q1 0
′ ... 0′
0′ Q2 ... 0′
... ... ... ...
0′ 0′ ... Qn


G
1/2
1
G
1/2
2
...
G
1/2
n
[G1/21 G1/22 ... G1/2n ]

Q∗1 0 ... 0
0 Q∗2 ... 0
... ... ... ...
0 0 ... Q∗n
+

σ2 0 ... 0
0 σ2 ... 0
... ... ... ...
0 0 ... σ2

=ABB′A∗ + Iσ2
where Q(.) is 1-by-m matrix, 0 is n-by-1 zero matrix and A and B represent two corre-
sponding block matrices. For any nontrivial vector X, we have X ′ΣX = X ′ABB′A∗X+
X ′Xσ2 = Y ′1Y1 + Y
′
2Y2 +X
′Xσ2 > 0, where B′A∗X = Y1 + iY2.
The two Kolmogorov consistency conditions are satisfied since the joint normal density
is defined for every location set. The proof is similar to the proof of theorem 3.
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