Abstract In this paper we derive an a priori error analysis for interior penalty discontinuous Galerkin finite element discretizations of the Poisson equation with exact solution in W 2,p , p ∈ (1, 2]. We show that the DGFEM converges at an optimal algebraic rate with respect to the number of degrees of freedom.
Introduction
In a bounded open Lipschitz domain ⊂ R 2 , we consider the elliptic model problem
where f ∈ L p ( ), for some p ∈ (1, ∞], is a given function. In this paper, we use the following standard notation: For an open set D ⊂ R n and p ∈ [1, ∞], we denote by L p (D) the space of all (scalar-valued) functions u on D for which the corresponding L p -norm,
ess sup x∈D |u(x)| for p = ∞, The standard weak formulation of (1)- (2) is to find u ∈ W 1,2 0 ( ) such that
where a(u, v) = ∇u · ∇v dx,
Given that the solution of (1)- (2) belongs to W 1,2 0 ( ), it is well-known that the standard conforming finite element method converges; see, e.g., [7, Theorem 3.2.3] . This follows from the fact that, firstly, the linear forms (5) and their corresponding standard FEM forms for (1)- (2) are formally the same (where the FEM is defined on a subspace of the solution space W 1,2 0 ( )) and, secondly, from the density of the conforming finite element space in W 1,2 0 ( ). Indeed, convergence is still available even if the solution of (1)- (2) is exactly in W 1,2 0 ( ). However, in that case, even though the finite element method converges, there is typically no algebraic convergence rate with respect to the number of degrees of freedom (i.e., the dimension of the corresponding finite element space). An analogous result for discontinuous Galerkin methods has recently been proved in [10] .
There is a variety of articles which deal with DG discretizations of elliptic problems under standard regularity assumptions (e.g., for solutions in W 2,2 or W 3 2 + ,2 with > 0); we refer to, e.g., [2-4, 6, 9, 12, 14, 15, 18] and the references therein for different types of DG methods. Obtaining a priori error estimates and, particularly, algebraic convergence rates for DG methods for low regularity solutions may be accompanied by some potential difficulties. For instance, the numerical fluxes along element interfaces appearing in DG schemes need to be carefully dealt with. Particularly, note that for functions in W 1,2 0 ( ) the trace of the normal gradient on element boundaries does not necessarily belong to L 2 and needs to be controlled in alternative norms. For elliptic problems with corner singularities in polygons, with solutions belonging to some weighted Sobolev spaces (based on a weighted W 2,2 -norm), DG methods have been analyzed in [16, [19] [20] [21] , for example.
In this paper, we will investigate interior penalty DG discretizations of (1)-(2) with solutions in W 2,p ( ) with p ∈ (1, 2]. We develop a priori error estimates in the standard energy norm and prove that the DG still converges at an (optimal) algebraic rate even if p < 2.
The article is organized as follows: In Sect. 2 we briefly review a Sobolev embedding result, discuss the variational formulation (4) of (1)- (2), and recall the regularity of the problem. Furthermore, Sect. 3 presents the interior penalty DG schemes. In Sect. 4, we consider some interpolation estimates, and Sect. 5 gives the main result. Finally, we include some numerical results in Sect. 6 and complete the article with a few concluding remarks in Sect. 7.
Regularity
The following Sobolev embedding result will be essential in our analysis. It is an excerpt from [ Proof The coercivity and continuity of the bilinear a with respect to the W 1,2 ( )-norm follow from standard arguments. In order to prove the continuity of l, we first use Hölder's inequality,
Using Lemma 2.1, there holds
Hence, is continuous, and the proof is complete.
Furthermore, the ensuing regularity result for (1)- (2) 
where C > 0 is a constant independent of u.
Discontinuous Galerkin Discretization
We will now introduce the (interior penalty) discontinuous Galerkin discretizations that will be analyzed in this paper.
Meshes, Spaces, and Element Boundary Operators
Let us consider shape-regular meshes T that partition into open disjoint elements {K} K∈T , i.e., = K∈T K. For simplicity, we do not consider hanging nodes in this work, even though the subsequent analysis could be extended easily to 1-irregular meshes, for example. Each element K ∈ T is an image of the open reference triangle T = {(
2 . By h K , we denote the diameter of an element K ∈ T . The elemental diameters are stored in a vector h given
Moreover, we will define some suitable element boundary operators that are required for the DG method. To this end, we denote by E I the set of all interior edges and by E B the set of all boundary edges in T . In addition, let E = E I ∪ E B . The boundary ∂K of an element K and the sets ∂K \ ∂ and ∂K ∩ ∂ will be identified in a natural way with the corresponding subsets of E.
Let K and K be two adjacent elements of T , and x an arbitrary point on the interior face e ∈ E I given by e = ∂K ∩ ∂K . Furthermore, let v and q be scalar-and vector-valued functions, respectively, that are sufficiently smooth inside each element K / . By (v / , q / ), we denote the traces of (v, q) on e taken from within the interior of K / , respectively. Then, the averages of v and q at x ∈ e are given by
respectively. Similarly, the jumps of v and q at x ∈ e are given by
respectively. Here, for K ∈ T , we denote by n K the unit outward normal vector of ∂K, respectively. On a boundary face e ∈ E B , we set v = v, q = q and [[v]] = vn, with n denoting the unit outward normal vector on the boundary ∂ . For a given finite element mesh T and a polynomial degree l ≥ 1, consider the DG space
where, for K ∈ T , S l (K) signifies either the space P l (K) of all polynomials of total degree at most l on K, or the space Q l (K) of all polynomials of degree at most l in each coordinate direction. Furthermore, for p ∈ [1, ∞] and s ∈ N, let
We will discretize (1)- (2) by an interior penalty discontinuous Galerkin method (see, e.g., [2, 3, 9, 15, 18] ) and the reference therein. More precisely, for fixed parameters γ > 0, θ ∈ R, we define a DG approximation u DG ∈ V DG (T ) by
where
and
Here, ∇ h is the elementwise gradient, and h ∈ L ∞ (E) is given by
Moreover, we define the DG norm
For sufficiently large γ , the form a DG is coercive with respect to ||| · ||| DG , and hence, the DGFEM (7) has a unique solution u DG ∈ V DG (T ); cf. [15] . We will require the following estimate.
Lemma 3.1 Let q ∈ [2, ∞). Then there exists a constant C > 0 independent of h such that
Proof There holds
Furthermore, using that v belongs to a finite dimensional space, we have the norm equivalence (including appropriate scaling)
where C > 0 is a constant independent of v and of h. Hence, we conclude
Now, we recall a special case of Jensen's inequality (see, e.g., [11] ): Let 0 < r ≤ s and a j ≥ 0, j = 1, 2, . . . , n be real numbers, and n ∈ N. Then,
With r = 1 and s = q 2 ≥ 1, it holds that
Inserting this inequality into (10) leads to
Finally, noticing that
implies the desired bound.
Galerkin Orthogonality
The aim of this section is the proof of a Galerkin orthogonality result. For this purpose, let us first consider an auxiliary lemma. 
where n e is the unit normal vector on e pointing from K to K , and C ∞ 0 (e) is the space of all smooth functions on e with compact support. Furthermore, recalling the trace theorem, it follows that
Thence, by density of
· n e L p (e) = 0, and thus, the proof is complete.
Moreover, we have the following result:
for all v ∈ V DG (T ).
. Then, we split the expression a DG (w, v) into four terms,
with
The previous Lemma 3.2 implies that [[w]]| E ≡ 0, and thus,
Furthermore, using Hölder's inequality, there holds
In addition, we have
Using the trace theorem, it follows that
with a constant that possibly depends on h. Hence,
Consequently, a DG (w, v) is well-defined for all w ∈ W 2,p ( ), v ∈ V DG (T ). It remains to prove (12). Let u ∈ W
2,p ( ) solve (1)-(2). Then, applying Green's formula elementwise in T 1 , results in
Notice that, by similar arguments as before, all of the above integrals are well-defined. Furthermore, since u solves (1), there holds
Moreover, a few elementary manipulations show that
Applying Lemma 3.2, we obtain T 1 = T 2 + DG (v). Thus, recalling (13) and (14), we see that a DG (u, v) = DG (v) for all v ∈ V DG (T ).
Approximation Results
The goal of this section is to present some interpolation bounds which we will need in the ensuing error analysis. Since we are interested in estimating the error in the standard DG norm (9) (which is based on L 2 -norms) in terms of appropriate L p -norms of the exact solution, we will consider approximation results in the respective norms.
There holds: 
Furthermore, we have
In the above estimate, C > 0 is a constant independent of h.
Proof The first estimate (15) can be found in [5, 17] , for example. For the proof of (16), we first apply the Sobolev embedding
cf. Lemma 2.1. Additionally, employing a scaling argument, this results in
Recalling (15), leads to
Furthermore, applying (11) with r = p, s = 2, we obtain
This completes the proof.
Error Analysis
In this section we will study the convergence of the DGFEM (7) for exact solutions which belong to W 2,p ( , T ). To this end, we first split the error e DG = u − u DG between the exact solution and the DG solution into two parts,
where Pu ∈ V DG (T ) is an arbitrary interpolant of the exact solution u. Then there holds the following.
Proposition 5.1 Let p ∈ (1, 2]
, and η from (17) . Then,
, where C > 0 is a constant independent of η, v, and h.
Proof We split a DG (η, v) into four terms,
We will estimate each of the above terms separately. For T 1 , there holds
Here, we notice that
Due to the shape regularity of T it follows that
Hence,
Noting that p * ∈ [2, ∞) we can recall Lemma 3.1. This leads to
Applying the trace inequality and scaling, results in
Therefore,
Applying a suitable trace estimate for polynomials, we obtain
Finally, we estimate T 4 :
Combining (18)- (22), yields the desired estimate.
We are now prepared to prove the main result of this paper. (17) between the exact solution and the DG solution u DG ∈ V DG (T ) from (7) satisfies the a priori error bound
Here, C > 0 is a constant independent of h.
Proof Recalling the decomposition (17), and using the triangle inequality, implies
We will bound |||η||| DG first. There holds
.
By the trace inequality and elementwise scaling, we obtain
and thus,
We will now estimate |||ξ ||| DG . Notice that a DG is coercive on V DG (T ) if γ is sufficiently large. Hence, since ξ ∈ V DG (T ), and using (12) , there holds
Moreover, using Proposition 5.1, leads to
Dividing both sides of the above inequality by |||ξ ||| DG , we find that
Therefore, combining (24) and (26), and applying (25), yields (17), where is the interpolant from Proposition 4.1. Using (15) and (16), we finally obtain
This shows (23).
Remark 5.3
Provided that the exact solution of (1)- (2) is in W l+1,p ( ), the error estimate (23) reads
This estimate is optimal for the given norms.
We complete this section by presenting the following result. 
where C > 0 is a constant independent of N and u.
Proof This follows directly from Remark 5.3, from the fact that N ∼ h −2 , and from Proposition 2.3. 
Numerical Experiments
We will now illustrate our theoretical results with a numerical example. To this end, let
becomes the exact solution of (1)- (2). Here, α ∈ (0, 1] is a constant, and r = (x 2 + y 2 ) 1 2 denotes the distance to the origin. We note that 2) . Thus, for the DG method with linear polynomials, l = 1, on quasi-uniform meshes of mesh width h, we expect (cf. Remark 5.3) that
The domain is initially partitioned into triangles with h = 1/8. Successive uniform refinements are performed to numerically determine the convergence rate. Table 1 shows the rates obtained with the finest meshes for various values of α. The non-symmetric interior penalty Galerkin method (NIPG) is used with θ = −1 and γ = 1. The polynomial degree l takes the values one, two and three. We observe, as predicted by the theory, that the rate is lost as α tends to 0. The rate is independent of the polynomial degree, which is not surprising since u ∈ W 2,p ( ) only. We note, however, that the convergence rates are attained on coarser meshes for higher polynomial degrees. Table 2 presents the numerical rates obtained with the symmetric interior penalty Galerkin (SIPG) method (θ = 1). The penalty parameter is chosen to guarantee coercivity of the method, cf., e.g., [14] : γ = 6 for l = 1, γ = 18 for l = 2, and γ = 36 for l = 3. We obtain similar results as for the NIPG method. For the case α = 2 −4 , the obtained rates on the finest meshes have not converged yet to the theoretical value. The size of the linear systems produced on further refined meshes exceeds our solver capabilities.
For comparison, we solve the same problem with the continuous finite element method of order one, and obtain similar results (see Table 3 ). We also note that the numerical rate for the L 2 error is O(h 1+α ) for all methods and all degrees considered above.
Conclusions
In this paper we have studied the convergence of DG approximations of the Poisson equation with low regularity solutions. We have obtained optimal a priori error estimates (in the standard DG norm) in terms of L p -based norms of the solution. The results are confirmed with a 
