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Abstract. An adaptive gravitational search algorithm (GSA) that switches between synchronous and
asynchronous update is presented in this work. The proposed adaptive switching synchronous–asyn-
chronous GSA (ASw-GSA) improves GSA through manipulation of its iteration strategy. The iteration
strategy is switched from synchronous to asynchronous update and vice versa. The switching is conducted
so that the population is adaptively switched between convergence and divergence. Synchronous update
allows convergence, while switching to asynchronous update causes disruption to the population’s con-
vergence. The ASw-GSA agents switch their iteration strategy when the best found solution is not
improved after a period of time. The period is based on a switching threshold. The threshold determines
how soon is the switching, and also the frequency of switching in ASw-GSA. ASw-GSA has been
comprehensively evaluated based on CEC2014’s benchmark functions. The effect of the switching
threshold has been studied and it is found that, in comparison with multiple and early switches, one-time
switching towards the end of the search is better and substantially enhances the performance of ASw-
GSA. The proposed ASw-GSA is also compared to original GSA, particle swarm optimization (PSO),
genetic algorithm (GA), bat-inspired algorithm (BA) and grey wolf optimizer (GWO). The statistical
analysis results show that ASw-GSA performs significantly better than GA and BA and as well as PSO,
the original GSA and GWO.12
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1. Introduction
Nature has inspired many optimization algorithms, includ-
ing the gravitational search algorithm (GSA). The GSA
proposed by Rashedi et al (2009) is a memoryless meta-
heuristic algorithm that is inspired by Newton’s law of
gravitation and second law of motion. In GSA, the search
for optimal solution is conducted by a population of agents.
Each agent has its own mass. The agents move and search
for the optimal solution guided by attraction force. The
attraction force is exerted by the agents themselves towards
each other. The strength of the force is proportional to
agents masses and inversely proportional to their acceler-
ation. An agent’s mass is dependent on the quality of the
solution proposed by the agent. The better the solutions, the
bigger the agent’s mass. Therefore, the highest pulling
force in the entire population is exerted by the population’s
best performer.
GSA is proposed as a single objective optimization
algorithm. However, with some modifications GSA has
successfully been applied in various types of optimization
problems, such as multi-objective [1–3], multimodal
problems [4] and binary optimization problems [5–7].
GSA is found to be superior to some well-established
optimization algorithms [8], such as central force opti-
mization (CFO) [9], genetic algorithm (GA) [10] and par-
ticle swarm optimization (PSO) [11]. The main advantage
of GSA is its simplicity; it requires only two parameters
tuning compared with other algorithms such as PSO and bat
algorithm (BA) [12].
However, GSA algorithm has a tendency to converge
prematurely [1, 13, 14]. Premature convergence is often
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