The conditions under which the Michaelis-Menten equation accurately captures the steady-state kinetics of a simple enzyme-catalyzed reaction is contrasted with the conditions under which the same equation can be used to estimate parameters, K M and V , from progress curve data. Validity of the underlying assumptions leading to the Michaelis-Menten equation are shown to be necessary, but not sufficient to guarantee accurate estimation of K M and V . Detailed error analysis and numerical "experiments" show the required experimental conditions for the independent estimation of both K M and V from progress curves. A timescale, t Q , measuring the portion of the time course over which the progress curve exhibits substantial curvature provides a novel criterion for accurate estimation of K M and V from a progress curve experiment. It is found that, if the initial substrate concentration is of the same order of magnitude as K M , the estimated values of the K M and V will correspond to their true values calculated from the microscopic rate constants of the corresponding mass-action system, only so long as the initial enzyme concentration is less than K M .
Introduction
In the simplest, single-enzyme and single-substrate reaction, the enzyme E reacts with the substrate S to form and intermediate complex C, which then, under the action of the enzyme, forms a product P and releases the enzyme,
where k 1 and k −1 are microscopic rate constants, and k cat is the catalytic constant [4] . Applying the law of mass action to reaction mechanism (1) yields four rate equationsė
where lowercase letters represent concentrations of the corresponding up-123 percase species. Typically, in test tube enzyme binding assays the initial 124 conditions are taken to be 125 (e, s, c, p) | t=0 = (e 0 , s 0 , 0, 0) .
Additionally, the system obeys two conservation laws, the enzyme and substrate conservation laws, e (t) + c (t) = e 0 (4a) s (t) + c (t) + p (t) = s 0 .
Using (4a) to decouple the enzyme concentrations, the redundancies in the system (2) are eliminated to yielḋ
where e(t) and p(t) are readily calculated once s(t) and c(t) are known. If, 126 after an initial, rapid buildup of c, the rate of depletion of c approximately 127 equals its rate of formation, c is assumed to be in a quasi-steady state [3] ,
where t c is the timescale associated with the initial transient buildup of c [10] . The steady-state assumption (6), in combination with (5), leads to
where V = k cat e 0 and K M = (k −1 + k cat ) /k 1 . Hence, the system (2) is re-130 duced to an algebraic-differential equation systems with one single differen-131 tial equation for s. However, since (7) is only valid after the initial transient 132 time period, t c , a boundary condition for s at t = t c must be supplied. To 133 do this, it is assumed that very little substrate is consumed during the initial 134 transient period (the reactant-stationary assumption) such that 135 s(t < t c ) ≈ s 0 ,
which provides an initial condition for (5a) under the variable transformation 136 t → t−t c . Substituting (7a) into (2d), one obtains, the rate of the reaction (1)
relating the rate of product formation to the substrate concentration. Equa-138 tion (9) is the MM equation, and the system of equations (7a ), (7b), and 139 (9) govern the dynamics the complex, substrate, and product, respectively, 140 under the steady-state assumption.
141
The conditions under which the steady-state assumption (6) and reactant-142 stationary assumption (8) are valid have been extensively studied. Segel [10] 143 showed that the steady-state assumption is valid so long as
where K S = k −1 /k 1 , and K = k cat /k 1 . For the reactant-stationary assump-145 tion to be valid, they derived the condition
which is more stringent than condition (10) shown in Fig. 1 . Additionally, conditions (10) and (11) are plotted for the 166 cases when the right-hand sides are ten times the left-hand sides to represent 167 the much less condition numerically. For all values of κ = k −1 /k cat = K S /K, condition (11) is sufficient to guarantee small errors when using the MM equation. However, Fig. 1A shows that when κ is small -implying the 170 reverse step in reaction (1) is negligible -small values of s 0 /K M yield small 171 errors, regardless of the initial enzyme concentration.
172
The observed errors can be understood by considering the influence of 173 small κ and s 0 /K M on the system (5). When κ 1, reaction (1) strongly 174 favors the production for P from C as opposed to the disassociation of C back 175 to E and S. This reduces the reaction mechanism (1) this work, we consider the problem of parameter estimation directly from 216 progress curves, specifically, those for the concentration of substrate.
217
Inverse problems are typically formulated in terms of an operator, F ,
where q ∈ Q is a vector of parameters, and y ∈ Y is a vector of observed observables.
230
For the present study, we assume the concentrations are observed directly, 231 hence G is simply a sampling of the integrated rate equations (5). Specifically,
232
we consider the case in which the concentration of the substrate is measured 233 at discrete times t i and H is the solution to (7). The inverse problem consists 234 of finding a parameter vector q solving (13). However, (13) is generally ill-then be reformulated as a least-squares optimization problem to minimize the function
where || · || Y is the L 2 norm on Y . The sensitivity of (14) to changes in 242 parameter values is measured by the local condition number for the first 243 order optimality condition. The condition number is given by the ratio of 244 the maximum and minimum eigenvalues of the matrix
In the above expression, J is the Jacobian of the mapping F , q * is the 
To lowest order,ṡ depends only on the ratio of V to K M , and hence the 270 inverse problem of finding both parameters from time course data will become 271 extremely ill-conditioned at small substrate concentrations (see, Fig. 2A ).
272
Next, consider the case in which the substrate is in great excess, i.e.
The high-curvature timescale can be estimated with the aid of the second 285 derivative of the substrate concentration,
t Q is defined as the ratio of the total change in velocity of the reaction to the 287 maximum acceleration. The maximum acceleration, found by equating (19) 288 with zero, occurs when s = K M /2 for s 0 ≥ K M /2, and s 0 otherwise. Since 289 the present analysis concerns high s 0 /K M , the high-curvature timescale is 290 given by
where ∆V is the change in reaction velocity through the region of curvature 292 and is equal to V . As shown in Fig. 2A , t Q measures the time over which 293 the progress curve has significant curvature. Estimation of parameters from 294 time course data will not be possible when t Q t S , or, upon substitution of (18) and (20), when
Therefore, as the initial substrate concentration is increased, the proportion The data is then fitted using the numerically integrated form of (5a). The nonlinear regression used to calculate the parameters (K M , V ) is performed using the Levenberg-Marquardt algorithm as implemented in SciPy (version 0.17.1, http://www.scipy.org). In many cases, supplying good initial conditions for the optimizer used for the regression is crucial to finding accurate parameter estimates. Since, in actual experiments the values of K M and V are not known a priori, we attempt to roughly estimate their values from the time course data to provide initial conditions for the optimization. To do this, {s i (t i )} is differentiated numerically by central differences to give approximate rates {ṡ i (t i )}. Then, using (5a), data at any two time points, t i and t j can be used to estimate the parameters through
In theory, any two points can be used to estimate K M and V , however, it 322 is best to use data for which the velocity is changing at that greatest rate.
323
Hence, we additionally numerically calculate {s i (t i )} and choose the times 324 directly on either side of the maximum to substitute into (22) and (23) 
Expanding the above expression about zero and truncating at first order 367 leads to
where we have used the definition of V to explicitly show the dependence on 369 e 0 . The exponential solution takes the form
V , we add noise to the numerically-calculated solution of (5a) such that the data becomes
where η is a pseudo-random number drawn from a Gaussian distribution of 408 mean zero and standard deviation δ. The data is then fitted as described in 409 Section 4.1. However, the noise in the data precludes the use of the method 410 described for estimating good initial conditions for the solver. Without a 411 smoothing procedure, the difference formulas (22) and (23) can lead to large 412 errors. In order to eliminate possible uncertainty arising from the determi-413 nation of good initial guesses from experimental data, we chose the "true" 414 values of K M and V as the starting point for the optimization algorithm.
415
Contour plots of the errors in the estimated values of K M and V for the 416 case of δ = 0.01 are shown in Fig. 6 . Qualitatively, they exhibit the same 417 behavior as the noise-free error contours (Fig. 3) , and display a negligible in- 
whereJ is the Jacobian evaluated numerically at the terminal point of the catalyzed reaction. For the forward problem, it is widely believe that the than the theoretical range for the validity of the MM equation.
515
The current experimental practice for data collection is that measure-516 ments should be made until the extent of the reaction reaches 90%. Dug-517 gleby and Clarke [17] finds that there is no advantage of extending beyond 518 this point. In our analysis, we discovered that errors in K M and V are min-519 imized when data is collected in the region around the point of maximum 520 curvature defined by t Q (see, Figure 2A ).
521
In general, since these requirements listed above depend on K M , they can-522 not be assessed before conducting an experiment. However, they do provide 523 useful checks that can reduce the number of experiments required, especially 524 when compared to parameter estimation based on initial rate experiments.
525
If a progress curve for a given initial substrate concentration cannot be fitted 526 by an exponential, and has a curvature that can be resolved, nonlinear regres-527 sion of the progress curve will provide accurate estimates of both K M and V .
528
If, say, the progress curve can reasonably be fit by an exponential, a second 
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Prediction Error Prediction Error Figure 5 : Error contours when initial substrate concentration, s 0 , is estimated from data. K M and V prediction errors (panels A and B, respectively) are qualitatively the same as those found when s 0 is known a priori. The error contours in estimating s 0 (panel C) follows the reactant stationary condition, and show accurate estimation is possible when initial enzyme concentration is high and initial substrate concentration is low. Parameters for the case shown are: (k 1 , k −1 , k cat ) = (1.0, 0.5, 0.5), t obs = 3t s , ω = t obs /100.
Prediction Error Figure 6 : Error contours for data with Gaussian noise. When noise is added to the simulated data (δ = 0.01), errors in the estimated parameters worsen compared to noisefree data. Parameters for the case shown are: (k 1 , k −1 , k cat ) = (1.0, 0.5, 0.5), t obs = 3t s , ω = t obs /1000.
Variance

Variance Variance Figure 7 : Computed parameter variance for noisy and noise-free data. Estimated variance in the parameters K M (Panels A and C) and V (Panels B and D) for cases with δ = 0.01 (A and B) and no noise (C and D). Even a small amount of noise restricts the range of conditions providing robust parameter estimates. Parameters for the case shown are: (k 1 , k −1 , k cat ) = (1.0, 0.5, 0.5), t obs = 3t s , ω = t obs /1000.
