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ABSTRACT
Prospective demands of next-generation wireless networks are ambitious and will require
cellular networks to support 1000 times higher data rates and 10 times lower round-trip
latency. While this data deluge is a natural outcome of the increasing number of mobile
devices with data hungry applications and the internet of things (IoT), the low latency
demand is required by the future interactive applications such as ”tactile internet”, virtual
and enhanced reality, and online internet gaming, etc.
Self-Organizing Network (SON) is defined as the network that has the capability to
dynamically adapt changes in the network in order to optimize its performance. The need
for SONs arises from the fact that in future networks, e.g., 5G networks, the number of
nodes will be increasing at a rapid rate. Moreover, it is also because of the introduction
of a high degree of heterogeneity and complexity, that such SONs could save significant
operational expenditure. SON defines three areas: self-configuration (plug and play network
elements), self-optimization (automatically optimize network parameters), and self-healing
(automatically detect and mitigate failures).
Self-healing is the execution of actions that keep the network operational and/or prevent
disruptive problems from arising. It is done in two steps: cell outage detection (COD) and
cell outage compensation (COC). COD detects and classifies failures, while minimizing
detection time. COC executes actions to mitigate the effect of the failure. Detecting cell
outage in 3G and 4G was doable, but it could take up to several hours, thus resulting in
salient degradation in network performance. Hence, automatic detection and compensation
of failures in 5G networks is mandatory.
The motivation behind this thesis is to meet the need for increasing reliability in wireless
communications networks by mitigating, reducing, or alleviating the effect of the network
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equipment failures. To achieve these goals, outage compensation models for wireless cel-
lular networks are proposed and analyzed. We are presenting different ways of mitigating
the failures that occur in network equipment; 1) the backhaul/fronthaul failures either in
traditional or cloud-Radio Access Networks 2) the battery starved users in the network 3)
Failures of BSs and using UAVs/Drones in mitigating these failures.
Firstly, a solution for the backhaul/fronthaul failures based on using a new Self-healing
Radio (SHR) along with using the concept of Cognitive Radio (CR) and Software Define
Networking (SDN) is proposed to mitigate the effect of backhaul/fronthaul failures in 4G/5G
networks. We present a novel cell outage compensation approach using new Self-Healing
Radios (SHRs) added to each cell site in the 5G network. These SHRs operate only in
case of fronthaul/backhaul failure of any cell site in the network. A new software defined
controller is introduced to handle the self-healing procedures. We also introduce a high
level simulation study that is carried out to assess the proposed approach. The simulation
results confirm the advantages of the proposed approach in terms of the degree of recovery
from failures.
Secondly, we propose a promising solution for battery starved users in cellular networks.
Radio Frequency (RF) Energy Harvesting (EH) holds a promising future for energizing low
power mobile devices in next generation wireless networks. Harvesting from a dedicated
RF energy source acquires much more energy than simply harvesting from ambient RF
sources. A novel Self-healing of Users equipment by Rf Energy transfer (SURE) scheme
is introduced between the network operator and battery starved users to heal and extend
their battery life time by sending dedicated energy from different sources in order to be
aggregated and harvested by starved users. This approach introduces the concept of Energy
as a Service (EaaS) where the network operator delivers energy to battery starved users
in next generation networks. Simulation results prove that sufficient amounts of energy
can be delivered to starved users while minimizing their uplink power requirements and
guaranteeing a minimum uplink data rate.
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Lastly, three frameworks of cell outage compensation frameworks for 4G/5G network
supported by dynamic Drone Base-stations (DBSs) is proposed. Within the first framework,
the outage compensation is done with the assistance of sky BSs and Ground BSs (GBSs). An
optimization problem is formulated to jointly minimize the energy of the Drone BSs (DBSs)
and GBSs involved in the healing process which accordingly will minimize the number of
DBSs and determine their optimal 2D positions. Simulation results show that the proposed
hybrid approach outperforms the conventional COC approach. Moreover, all users receive
the minimum quality of service in addition to minimizing the UAVs consumed energy.
The second framework addresses the way of failure mitigation based on the type and
duration of the failure. We propose a framework that uses DBSs or helikites to mitigate GBS
failures. Our proposed short-term and long-term cell outage compensation framework aims
to mitigate the effect of the failure of any GBS in 5G networks. Within our framework,
outage compensation is done with the assistance of sky BSs. An optimization problem
is formulated to jointly minimize communication power of the UAVs and maximize the
minimum rates of the Users’ Equipment (UEs) affected by the failure. Also, the optimal
placement of the UAVs is determined. Simulation results show that the proposed framework
guarantees the minimum QoS for each UE in addition to minimizing the UAVs’ consumed
energy.
The third and last framework utilizes a grid of DBSs to provide cellular coverage to
disaster-struck regions where the terrestrial infrastructure is totally damaged due to earth-
quakes, floods, etc. We propose solutions for the most challenging issues facing drone
networks which are limited battery energy and limited backhauling. Our proposed solution
is based mainly on using three types of drones; tethered backhaul drone (providing high ca-
pacity backhauling), untethered powering drone (providing on the fly battery charging) and
untethered communication drone (providing cellular connectivity). The simulation results
show that we can provide unlimited cellular service to the disaster-affected region under
certain conditions with a guaranteed minimum rate for each user.
1CHAPTER 1. INTRODUCTION
1.1 Background
The main requirements of 5G are emerging through the efforts of diverse groups such as
4G America in United States, IMT-2020 (5G) promotion group in China and the 5G Private
Public Partnership (5G PPP) in Europe. The 5G requirements will tremendously increase
the network complexity which requires auto-integration and self-management capabilities
that are well beyond todays self-organising network features. Additionally, ultra-reliable
communications put very stringent latency and reliability requirements on the architecture
[1].
The main challenges for 5G networks are the continued evolution of mobile broadband
and the addition of new services and requirements, e.g., anything-to-anything communica-
tion, very low latency (≤1 ms), as well as reduced signalling overhead and energy consump-
tion (greener network). Future mobile networks will have significantly increased traffic
volumes and data transmissions rates, but also many more use cases. They include not
only traffic between humans and between humans and the cloud, but also between hu-
mans, sensors, and actuators in their environment, as well as between sensors and actuators
themselves [1].
Small access nodes, with low transmission power and no planning requirements, are
conceived to be densely deployed, resulting in an Ultra-Dense Network (UDN). UDNs are
also called Heterogeneous Networks (HetNets), i.e., multi-layered network with high power
macrocells and very dense small cells with low power. This approach improves spectral
efficiency per area by reducing the distance between transmitters and receivers, and im-
2proves macrocell service by oﬄoading wireless traffic. UDNs are a step forward towards
low cost, plug and play, self-configuring and self-optimizing networks. 5G will need to deal
with many more base stations, deployed dynamically and in a heterogeneous manner, com-
bining different radio technologies that need to be flexibly integrated. Moreover, a massive
deployment of small access nodes introduces several challenges such as additional back-
haul and mobility management requirements, which 5G needs to address [CROWD project
http://www.ictcrowd.eu/].
The Mobile and Wireless Communications Enablers for the Twenty-Twenty Information
Society, METIS, provides a consolidated 5G vision. According to this vision, the most
promising requirements of 5G are: 1) total capacity should be increased a 1000 fold, 2)
10-100 times more connected devices, 3) end user data rates expected to increase by 10-100
times, 4) latency should be reduced by five times, 5) all of the above at todays cost or less.
The road map towards 5G is gradual. But perhaps, a key 5G qualification that dominates
all of the above is network flexibility and reliability. These qualifications can be achieved
by integrating Self Organizing Networks (SON) in upcoming 5G networks.
The purpose of this chapter is to cover the topic of self-healing in 4G/5G networks. Self-
healing is an important functionality of self-organizing networks (SONs), and it means that
networks migrate from manual operation to automated operation (minimize human inter-
action). SON defines three areas: self-configuration (plug and play network elements), self-
optimization (automatically optimize network elements and parameters) and self-healing
(automatically detect and mitigate failures in network elements).
This chapter is structured as follows: Section 1 captures SON and address it before 5G
and within the 5G networks. Section 2 presents a detailed introduction to self-healing and
its two main categories; cell outage detection and compensation and then state-of-the-art
of self-healing is discussed. Section 4 presents in details backhaul self-healing case study.
Section 5 concludes the chapter.
31.2 Introduction to SONs
The SON is a paradigm defined under the auspices of the Third Generation Partnership
Project (3GPP) and the Next Generation Mobile Networks (NGMN) Alliance aiming to
automate mobile network operation, administration, and management (OAM). Via SON,
operators seek to achieve optimum performance at minimum cost. SON aims to leapfrog the
performance of future networks to a higher level of automated operation by self managing
the planning, configuration, optimization and healing of networks., which act in three main
areas [2]:
Self-configuration: the plug and play capabilities of network elements including self-
planning where the selection of the new site location is determined automatically depending
on dead coverage zones and/or dense mobile users area. Also, the authentication, verifica-
tion of each new site are done automatically.
Self-optimization: the adjustment and auto-tuning of parameters during the operational
life of the system making use of the measurements and performance indicators collected by
the User Equipment (UEs) and the Network Elements (NEs).
Self-healing: failure detection, diagnosis, compensation, and recovery of the network.
This is done by execution of certain actions that force the network to work in normal or
near normal conditions even in the presence of failures.
1.2.0.1 SON Architecture
There are three different architectures for SON functionality:
(1) Centralized SON: In Centralized SON, optimization algorithms are executed in the
OAM System. In such solutions SON functionality resides in a small number of locations,
at a high level in the architecture. So all SON functions are located in OAM(s), so it is
easy to deploy them. But this architecture adds latency to simple optimization cases due
to the centralized processing, and is therefore not suitable for the UDN, hence not suitable
for 5G networks.
4(2) Distributed SON: In Distributed SON, optimization algorithms are executed in
macrocell (eNB in LTE). In such solutions, SON functionalities are found in many locations
at a relatively low level in the architecture. So all SON functions are located in macrocells.
This adds overhead to deployment. It is also difficult to support complex optimization
schemes which require coordination among many BSs. However, it is easy to support quick
optimization responses between a small number of BSs.
(3) Hybrid SON: In Hybrid SON, part of the optimization algorithms are executed in the
centralized OAM system, while others are executed in macrocells. Thus, simple and quick
optimization schemes are implemented in macrocells and complex optimization schemes are
implemented in OAM. So it is very flexible to support different kinds of optimization cases.
1.2.1 SON before 5G
1.2.1.1 SON in GSM and UMTS
Deploying and operating conventional cellular networks (GSM and UMTS) was a com-
plex task that comprises many activities, such as planning, dimensioning, deployment, test-
ing, launching and operating optimization, performance monitoring, failure mitigation, fail-
ure correction and general maintenance. The GSM network was much simpler than today’s
networks and had a low degree of automation and operational efficiency. This is why the
SON trend was developed parallel to the evolution and increased complexity of cellular
networks. When GSM was deployed, it required a large deal of manual operational effort,
which was then gradually reduced in the evolved systems, such as UMTS and LTE, which
became more sophisticated and needed more automation to operate with high performance.
The NGMN Alliance (reader is referred to www.ngmn.org for more details) identified
excessive reliance on manual operational effort as a main problem in conventional mobile
networks and defined operational efficiency as a key target. A project started in 2006 by the
NGMN with its main focus on SON. The project main objective was to solve the manual
operation problem of the conventional mobile networks (GSM and UMTS). The deliverables
5of this project were adopted during the development of the Third Generation Partnership
Project (3GPP). At that time, the 3GPP implemented some functions for the SON such as
minimization of drive test, energy saving, handover optimization and load balancing.
1.2.1.2 SON in 3GPP
The 3GPP mandate is the development of 3G and 4G networks based on the GSM
standards. The 3GPP was concerned with technical requirements and specifications for
3G systems and then the maintenance and development of GSM system was added to its
responsibility and currently it is responsible of the evolution of LTE and LTE-Advanced.
The structure of 3GPP consists of four Technical Specification Groups (TSGs), and each
one of them is divided into several Working Groups (WGs). The WGs responsible for the
evolution of SON are mainly RAN WG3 and SA WG5.
The SON has been defined by 3GPP in different releases starting from Release 8. In
release 9, the main self-configuration functionalities are standardized where a framework was
described that covers all necessary steps to put a new eNodeB in operational state (self-
configuration). Also manual configuration was still a choice. Self-optimization in Release
9 included the following use cases: neighbor list optimization with 2G and 3G neighbors,
mobility load balancing, mobility robustness optimization, and interference control. Finally,
self-healing has a few use cases standardized in Release 9 which are: self recovery of network
elements software failures, self-healing of board failures, and self-healing of cell outage.
In Release 10, an additional set of SON functions are standardized such as management
aspects of interference control, capacity and coverage optimization, interworking and co-
ordination between different SON functions, definition of inputs and outputs of self-healing.
Also, in 3GPP Release 10, SON for HetNets was recommended for technical requirement
study, and the working items related standard. In each of the releases after Release 10,
more functions are added to each SON categories. Also, white papers from vendors and
deliverables from different projects added new functions and solutions to the SON. The
6SOCRATES project was one of the major projects dealing with self-configuration and self-
optimization aspects. It started in January 2008 for three years. The project’s main objec-
tives were to validate the developed concepts through extensive simulations, and to evaluate
the implementation and the impact of the proposed and standardized schemes [3].
1.2.1.3 SON in 4G
As explosive growth in mobile broadband services has stimulated great demands on
wireless radio networks, HetNet technology was developed for LTE-Advanced systems in
order to overlay low power nodes within a macrocell to improve capacity and extend cover-
age. In HetNets, SON is a critical technology. On the one hand, the use of SON in HetNets
allows operators to streamline their operations, not only reducing the complexity of man-
aging co-channel interference in HetNets, but also saving operational costs for all macro
and heterogeneous communication entities, to harmonize the whole network management
approach and improve the overall operational efficiency. The availability of SON solutions
for HetNets leads to identification of more powerful optimization strategies that are able
to suppress interference and improve energy efficiency. Unfortunately, most HetNets still
do not offer SON features due to the fact that the architectures of SON specified in 3GPP
were designed primarily for a homogeneous network topology.
This latter problem, SON incompatibility with HetNets, stimulated the standardization
and research efforts to mainly focus on the extension of the scope of SON paradigm to also
include GSM, GPRS, EDGE, UMTS and HSPA radio access technologies besides LTE. The
availability of a multi-RAN SON solution enables more complex optimization strategies
that deal with several functionalities simultaneously. Such multi-RAN SON is crucial in
case there is a cross-layer restriction in the optimization processes. Also the multi-RAN
SON will leapfrog the performance of the smart load balancing strategies between different
technologies which therefore will increase the overall network grade of service and capacity.
However, for implementing the multi-RAN SON, one must take into consideration that SON
7is not a native technology in 2G and 3G networks, and an external centralized entity will
be needed to provide the SON functionalities to all multi-RAN technologies.
1.2.2 SON for 5G
A candidate future technology of the 5G network is one that requires a major revolution
at different layers, starting with migration towards Software Defined Wireless Network-
ing (SDWN), C-RAN and others while equipping network elements with SON capabilities,
where required. The SON in 5G networks will be different from that proposed to be im-
plemented in 4G networks because those candidate technologies have new features which
will affect directly the application of SON functionalities. Most of the new technologies will
facilitate the implementation of the SON such as C-RAN and SDWNC. Both of them will
collect a lot of parameters and information, needed by the SON controller, in a centralized
entity.
1.2.2.1 C-RAN in 5G
Centralized Radio Access Network (C-RAN) is a cloud computing based new mobile
network architecture that supports current and future wireless communication standards.
C-RAN is the split of the conventional BS into two parts: 1) the antennas and Radio
Frequency (RF) units will be located on site, and 2) all other BS functions will be migrated
to the cloud and between them is the high bandwidth and low latency fronthaul links.
The focal concept is to redistribute functions, that are traditionally found in BSs, towards
a cloud-operated central processor. So the architecture has three main components: 1)
Remote Radio Heads (RRHs) 2) Baseband Unit (BBU) pool 3) Fronthaul links (can be
wired or wireless).
8Such intelligent centralization would consequently enable cooperative operation among
cells for more efficient spectrum utilization and for greener communication. A fully central-
ized RAN consists of taking most of the BSs functionalities to the cloud and leaving the
RRHs only for the cells. The main function of the RRHs is to transmit the RF signals to
the users in the DL or forward the baseband signals to the BBU pool for further processing
in the UL. Consequently, the BBU or the virtual BS, which is traditionally located in the
BS equipment, is relocated to the cloud or central processor, hence forming a shared pool to
all connected RRHs. The BBU process baseband signals and optimize the network resource
allocation. Implementing the C-RAN will leapfrog the performance of data rate boosting
radio features such as eICIC, massive Multi-input Multi-output (MIMO) antennas, and Co-
ordinated Multi-point (CoMP) which require tight and fast coordination between various
cells, hence SON would benefit from centralized processing in 5G networks [4].
1.2.2.2 Software Defined Wireless Networking (SDWN) in 5G
Software defined networking (SDN), characterized by a clear separation of the control
and data planes, is being adopted as a novel paradigm for wired networking. By imple-
menting SDN, network operators can run their infrastructure more efficiently with faster
deployment of new services while enabling key features such as virtualization.
The SDN paradigm has many advantages, including a global optimal routing function
implementation, simplification of networking, enabling programmability and easy deploy-
ment of new functions, applications and protocols which will make the 5G network much
more flexible and efficient. All these changes are triggering the need for modification in the
way of thinking toward the standardization of 5G networks, as they need to significantly
reduce the costs incurred in deploying a new service and operating it.
SDN is currently being considered as an alternative to classic approaches based on highly
specialized hardware executing standardized protocols. Until recently, most of the key use
cases used to present the benefits of the SDN paradigm have been limited to wired networks
9such as google data centers. The adoption of SDN concept for wireless access and backhaul
environments can be even more beneficial than wired. Indeed, the control plane of wireless
networks is more complex than that of wired networks, and therefore higher gains can be
achieved from the increased flexibility provided by SDN. The use of an SDWN architecture
would allow the network to offer the service provider an Application Programming Interface
(API) to control how the networks behave to serve traffic that matches a certain set of rules.
By using SDWN, an API could be offered to external parties (e.g., service providers) so
they can participate in the decision of which access technology is used to deliver each type
of traffic to a specific mobile user or group of users.
UDN will achieve a significant benefit from the decoupling of the user data and con-
trol plane. 5G users cross cell borders frequently, hence generating signalling load from
handovers and cell reselections. The concept of decoupling of the user data and control
plane between macrocell and small cells is often referred to as soft cell or phantom cell.
Fig. 1.1 shows the conventional cellular network versus the 5G network implementing the
concept of control/data plane split. As it is shown, the phantom cell sends and receives
data from and to the user (data oﬄoading from the macrocell) while the macrocell sends
and receives all radio resource control and signalling information to and from the user. The
ultra dense small cells/phantom cells in the figure are omitted for clarification and figure
simplicity. This split will collect all information needed for SON decisions at the macrocell
or the central entity which will result in reducing the complexity of the SON functionalities
in the 5G networks.
1.2.2.3 New Path Loss Models in 5G
Due to the use of UDN, the BSs (small cells) will communicate and exchange information
between each other. This will introduce new pathloss models for different communication
scenarios. The conventional communications scenarios such as outdoor-to-outdoor commu-
nications or indoor-to-indoor communications or even outdoor to indoor communications
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will be the same. But a new case that will be introduced due to the implementation of
UDN in 5G networks is the indoor-to-outdoor-to-indoor communications.
An example of this scenario is a femtocell in a certain building that communicates with
another femtocell in a different building. In this case a new pathloss equation is proposed
by modifying the conventional equation of the outdoor-to-indoor communication. PLI2O2I
is the path loss from indoor-to-outdoor-to-indoor between two femtocells in two different
buildings. Here, there are two outdoor-indoor penetration loss at each side and the indoor
distance in the two buildings are considered equal. This is equivalent to dividing the total
distance between the two femtocells into (din1 + dout1) and din2 . For simplicity, considering
din1 = din2 = din, dout1 = dout and Low1 = Low2 = Low, then the pathloss equation is given
by [5]
PLI2O2I,dB = max(38.46 + 20 log10 dout, κ+ ν log10 dout + 0.3(2din) + qLiw + 2Low,
Here κ and ν correspond to the pathloss constant and pathloss exponent, respectively.
dout is the distance traveled outdoor between the two buildings, din is the indoor traveled
distance between the building external wall and femtocell. The maximum in the first term
is for considering the worst case. The loss due to internal walls is modeled as a log-linear
value equal to 0.3dB per meter, Liw is the penetration loss of the building internal walls, q
is the number of walls and Low is an outdoor-indoor penetration loss (loss incurred by the
outdoor signal to penetrate the building). All distances are in meters and it is assumed that
all the aforementioned formulas are generalized for the frequency range 2–6 GHz (for more
details refer to [5]). This equation can be used to model the millimeter Waves (mmWs)
pathloss but after some modifications.
1.3 Self-Healing
Wireless cellular systems are prone to faults and failures due to several reasons. These
failures could be software related or hardware oriented. In conventional systems, failures
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were mainly detected by the centralized OAM software. When the causes of alarms cannot
be cleared remotely, maintenance engineers must visit the failure location. This process
could take days before the system returns to normal operation. In some cases, some failures
are even undetected by the OAM and cannot be addressed except when an unsatisfied user
files a formal complaint, thus resulting in salient degradation in the network performance.
In future SON systems, this process needs to be improved by incorporating self healing
functionality.
Self-healing is the execution of actions that keep the network operational and/or prevent
disruptive problems from arising. In response of failure, self-healing procedures smoothly
mitigate the failure and the network works near normal conditions, even in the presence
of failure. Self-healing is done in two steps: 1)cell outage detection, and 2)cell outage
compensation.
Cell outage detection and compensation provide automatic mitigation of BS failures
especially in the case where the BS equipment is unable to recognize being out of service
and has therefore failed to notify OAM of the outage. Detection and Compensation are
two distinct cases that cooperate to completely mitigate the failure or at least alleviate the
failure.
Both detection and compensation provide many benefits to the network operator. Con-
ventional cellular networks have experienced failures of which operators had no knowledge
until such time as receiving notification from customer support of problems in the field.
Cell outage detection ensures that the operator knows about the fault before the end user
does so it detects and classifies failures, while minimizing detection time. Cell outage com-
pensation provides temporary alleviation of the main failure problems such as cell power
outage. The cell outage compensation executes actions to solve or, at least, alleviate the
effect of the problem. If the failure time exceeds a certain threshold, it is considered as a
permanent failure and a site visit by the operator is needed to repair the failure. Hence
automatic detection and compensation of failures in 5G networks is strongly recommended.
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In Fig. 1.2, the normal operation of the network means that it is operating without any
failures in any BS in the network. The system is monitored for detection of any failure. In
the case of failure, the self-healing functions are activated and are implemented in the failure
region only and the rest of the network operates in the normal mode. The neighboring cells
may increase their power and/or change their antenna tilt to overcome the coverage problem
in the failure region. When the failure is repaired, the normal operation mode is recovered
again and the neighboring cells restore their original power and antenna tilt configuration.
From a timing perspective, Fig. 1.2 shows that normal operation continues for hours or
days without any failure or error interruption. In the case of failure, the system will detect
and activate the self-healing strategy within a few milliseconds. System repair, which is
done by the operator maintenance personnel if the failure is not repaired automatically, can
typically be done within 24 hours at most, and in this case the self-healing strategy will
provide recovery that satisfies the minimum system requirements in the failure region, even
in the worst case (multiple failures). Switching back to normal operation is performed in
multiples of milliseconds after system repair.
1.3.1 Sources of Failure
Wireless cellular systems, as most other systems, are prone to failures. The failures
can be classified as software or hardware failures. Software failures can be mitigated auto-
matically by restarting or reloading the failed node software while most hardware failures
have to be manually repaired through a cell site visit which may take a few hours (up to
24 hours). During the repair time, the network must operate near normal conditions with
acceptable quality of experience
1.3.2 Cell Outage Detection
Cell Outage Detection (COD) uses a collection of local and/or global information to
determine that a BS is not operating probably. Detection includes active notification to
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cover the generalized case in which OAM is aware of the fault. In the case of complete BS
failure, OAM will be unable to communicate with the failed BS to determine if its cell is
in service. Lack of communication could be a symptom of failure on the OAM Backhaul
rather than an indication that the site is down. In this case, the Network Manager needs
to have other evidence to determine the nature of the problem. If the cell is still in service,
it will continue to interact with the core network, so the Network Manager should be able
to determine from core network metrics whether there is ongoing interaction with a specific
BS.
machine learning based algorithms have been the prevailing method for full outage
detection in research. Most of the studies on full outage detection that employ learning
based algorithms can be split into two categories i.e., supervised learning techniques for full
outage detection solutions and unsupervised learning techniques for full outage detection.
Supervised algorithms are a popular choice in terms of full outage detection due to their
reliance on pre-classified data. On the other hand, The unique ability of unsupervised
learning algorithms to cluster data into distinct groups without any pre-classification makes
them highly popular in outage detection applications. A major application of unsupervised
learning is the detection of cells that are in outage but do not generate any alarms, otherwise
known as sleeping cells. Detection of such cells is not immediately possible manually due
to the lack of alarms accompanying the outage which makes their detection a highly useful
application of unsupervised learning.
1.3.3 Cell Outage Compensation
The Cell Outage Compensation (COC) actions are entirely based on detection done by
the COD described in the above subsection. Some software failures can be automatically
mitigated while other software and hardware failures have to be manually cleared by network
engineering. Compensation actions are triggered immediately after the detection of failure.
If the whole BS failed, the compensation action(s) in this case is done by neighboring BSs.
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They initiate reconfiguration actions such as changing their antenna tilt and increasing
transmission power to extend their cell coverage to cover the failed BS footprint.
Transmit power has an immediate impact on the BS coverage, however, conventional
cellular systems makes maximum use of available power, without leaving headroom to enable
a BS to increase its coverage in the direction of a neighboring outage. This issue must be
considered in planning future networks.
Changing the antenna patterns to achieve the additional coverage for the neighbor is
an effective way to cover the footprint of the failed BS. In most cases, changes are achieved
with antenna tilt. However, newer antenna technology, such as massive MIMO, enables
many complex adjustments of the coverage pattern on demand. The real challenge with use
of antenna tilt change in support of any SON functions, is ensuring there is a control loop to
guarantee that antenna adjustment to improve coverage in the failure area is not affecting
the coverage of the BS itself. SON needs to collect sufficient measurements to profile
the impact of antenna pattern adjustment. Increasing the BS power and/or changing the
antenna tilt are not the only ways used to do the COC process but they maybe considered
as the conventional techniques for failure compensation.
1.4 Thesis Organization
The rest of the thesis is organized as follows:
Chapter 2 includes most recent related works.
Chapter 3 investigates the problem of backhaul/fronthaul failure in 4G/5G networks.
Chapter 4 presents a novel Self-healing of Users equipment by Rf Energy transfer (SURE)
scheme is introduced between the network operator and battery starved users to heal and
extend their battery life time by sending dedicated energy from different sources in order
to be aggregated and harvested by starved users.
Chapter 5 studies the usage of UAVs/Drones to compensate the effect of BS failures in
4G/5G networks. Different frameworks are presented in this chapter.
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Chapter 6 proposes to use and quickly deploy a grid of Drone BSs (DBSs) to cover a disaster
affected area to provide an alternate connectivity solution. By using the mentioned grid of
DBSs, the main technical challenges to solve are the difficulty to charge and backhaul these
DBSs.
Chapter 7 concludes the thesis and outlines its main contributions in Section 7.1. Some
potential open problems and possible future works are then presented in Section 7.2.
18
CHAPTER 2. RELATED WORKS
This chapter reviews the stat-of-the-art related to the topic of this thesis.
2.1 State of the art in Self-healing
SON is a rapidly growing area of research and development, and in the last decade a
plethora of diverse efforts, from different research bodies, have been exerted in this field.
In [6], the authors did a wide survey which covers all three categories of SON including
self-healing. They provided a comprehensive survey which aimed to present a clear un-
derstanding of this research area. They compared strengths and weaknesses of exiting
solutions and highlighted the key research areas for future development. Imran and Zoha
[7] explore the challenges in 5G from the SON and big data point of view. They identified
what challenges hinder the current SON paradigm from meeting the requirements of 5G
networks. They then proposed a framework for empowering SONs with big data to address
the requirements of 5G.
Self-healing has been extensively studied in ad-hoc and wireless sensor networks. Re-
cently few researches addressed self-healing in 4G and 5G networks. Most work done in
the self-healing field addressed COD and COC. In COD, a cell is said to be in outage if it
is still operating but sub optimally, still operating with a major fault or complete outage,
i.e., system failure. In [8], the authors presented a novel COD algorithm based on statistic
performance metrics which enable a BS to detect a failure of a neighbor cell. Their simula-
tion results indicated that the proposed algorithm can detect the outage problem reliably in
real time. The authors in [9] and [10] focused on COD in the emerging femtocell networks.
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They proposed a cooperative femtocell outage detection architecture which consists of a
trigger stage and a detection stage. They formulated the detection problem as a sequential
hypothesis testing problem. They achieved improvements in both communication overhead
and detection accuracy.
In [11], the authors employed a classification algorithm, K-nearest neighbor (KNN), in
a two-tier macro-pico network to achieve automatic anomaly detection. They proved the
efficiency of the proposed algorithm. The authors in [12] considered the software defined
networking paradigm where they proposed a data cell outage detection scheme for HetNets
with separate control and data planes. Then they categorized their data COD scheme into
the trigger phase and detection phase. Their simulation results indicated that the proposed
scheme can detect the data cell outage problem in a reliable manner.
COC received a little bit more attention from the researchers than COD. In [13], Amir-
ijoo presented a cell outage management description for LTE systems. Unlike previous
works they give a total overview of both COD and COC schemes highlighting the role of
the operator policies and performance objectives in design and choice of compensation al-
gorithms. The possibilities of false detection were also highlighted. In another work by the
same research group [14], they proposed concrete compensation algorithms and assessed the
achieved performance effects in various scenarios. Their simulation results showed that the
proposed compensation algorithm is able to serve a significant percentage of the users that
would otherwise be dropped, while still providing sufficient service quality in the compen-
sating cells.
In [15], the authors proposed to compensate cells in failure by neighboring cells optimiz-
ing their coverage with antenna reconfiguration and power compensation resulting in filling
the coverage gap and improving the QoS for users. The right choice of their reconfigured
parameters is determined through a process involving fuzzy logic control and reinforcement
learning. Results show an improvement in the network performance for the area under
outage as perceived by each user in the system. Moysen and Giupponi [16] also used the
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reinforcement learning for reconfiguring parameters. They proposed that a COC module
is implemented in a distributed manner in eNBs in the scenario and intervenes when a
fault is detected and so the associated outage. The eNBs surrounding the outage zone
automatically and continually adjust their downlink transmission power levels and find the
optimal antenna tilt value, in order to fill the coverage and capacity gap. Their results
demonstrated that this approach outperforms state of the art resource allocation schemes
in terms of number of users recovered from outage.
In [17], the authors presented a novel cell outage management framework for HetNets
with split control and data planes. In their architecture, the control and data functionalities
are not necessarily handled by the same node. The control BSs manage the transmission of
control information and UE mobility, while the data BSs handle UE data. An implication
of this split architecture is that, an outage to a BS in one plane has to be compensated by
other BSs in the same plane. Fan and Tian [65] proposed a coalition game based resource
allocation algorithm to enable self-healing and compensate abrupt cell outage in small cell
networks. In their proposed algorithm, small cells play coalition games to form a set of
coalitions which determines the allocation of sub-channels, and each coalition of small cells
serves a user cooperatively with optimized power allocation. Their results proved that the
proposed algorithm can effectively solve network failure problem.
2.2 Fronthaul/Backhaul Outages in 4G/5G Networks
Wireless backhaul allows densification of mobile networks without incurring additional
fiber deployment cost. This, in turn, leads to high spatial reuse, which is a significant tool
to meet increasing wireless demand in 5G networks. However, the probability of failure of
wireless backhaul is relatively high due to shadowing, device failure, high interference, etc.
In order to deploy a large number of small cells, operators must still face the challenge of
backhauling the network traffic from small cells to the core network. A survey [20] showed
that around 56% of operators consider backhaul as one of the greatest challenges in future
21
cellular communications. This is mainly because most of the small cells do not always have
access to wired backhaul connectivity and because today the cost of the wireless backhaul
equipment exceeds the cost of the small cell itself.
The 5G-xHaul project, http://www.5g-xhaul-project.eu, proposes the use of a re-
dundant mmW backhaul link for self-healing in case on of them failed. This solution is
excellent for low latency applications, however, it will consume double the resources needed
for the regular backhauling. In [21], backhaul challenges for small cell BSs are discussed,
and potential wired and wireless solutions together with their benefits and drawbacks are
presented. The authors in [22], propose a solution for the scheduling, resource allocation
and flow control problem for networks with self-backhauled half-duplex small cells. Their
system-level simulation results are provided to quantify the performance gains of the pro-
posed algorithms.
In [23], the authors overview the technologies that will pave the way for a novel cellular
architecture that integrates access and backhaul networks based on mmW frequencies. The
authors in [24] focus on the joint cost optimal fiber drop deployment, resource allocation
and routing in an IAB network. They prove by results that IAB can significantly reduce
the fiber drop deployment cost.
2.3 Energy Starved User and Energy Harvesting
There is significant on going research investigating a number of alternative ways to
extract energy from the environment and convert it into electrical energy for energizing low
power mobile devices directly, or store it for later use. One such energy source is Radio
Frequency (RF) signals. RF energy is transmitted from billions of radio transmitters around
the world, including mobile telephones, different Base Stations (BSs), and television/ radio
broadcast stations. The ability to harvest energy from RF signals, enables wireless charging
of low-power devices and has positive impact on product design, usability, and reliability.
We focus on users that are going to detach from the network because of their depleted
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battery. To the best of our knowledge, this work is the first to integrate Self-Healing and
EH in the same scheme. Many existing studies focused on EH [63; 26; 27], while few of them
have investigated battery starved users. In [28], the authors developed a comprehensive
modeling framework for a K-tier uplink cellular networks with RF energy harvesting from
the concurrent cellular transmissions. They used markov chain to model the level of stored
energy in each user’s battery. They showed that the gain of using RF EH can be highly
improved by a proper choice of the network design parameters such as receiver sensitivity
at the BSs and spatial densities of the BSs.
The authors in [29] investigated the performance of a cognitive radio network under
harvesting of energy from combined RF signal and ambient sources. They presented a novel
analytical expressions of harvested energy and throughput. In [30] , the authors modeled and
analyzed cognitive and energy harvesting-based device-to-device (D2D) communication in
cellular networks. The cognitive D2D transmitters harvest energy from ambient interference
and use one of the channels allocated to cellular users (in uplink or downlink), which is
referred to as the D2D channel, to communicate with the corresponding receivers. The
same authors presented a framework for K-tier uplink cellular networks with RF energy
harvesting from the concurrent cellular transmissions in [28].
2.4 Drone-based Communications in 4G/5G Networks
Few works in the literature investigated the deployment of the DBSs and its challenges.
In [31], a placement technique that uses the drones as relays for cell overloading and outage
compensation is proposed. Although an analytical model is provided for evaluating system
performance in the downlink direction, the paper did not discuss the DBSs’ coverage per-
formance and did not suggest any deployment method. The authors in [32] discussed the
optimal deployment position for drones that maximizes the average data rate while keeping
the symbol error rate under a certain level. However, their work is limited to only one
relaying drone. In [33], the authors proposed a computational method to find the optimal
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and fast drone deployment in order to enhance the coverage performance in the case of
public safety communications.
On the other hand, some works discussed the connectivity and safe path planing man-
agement for drone-based communication scenarios. For instance, improving the connectivity
of ad-hoc networks using drones has been discussed in [34],[35]. The authors in [34] devel-
oped a simple heuristic suboptimal algorithm to optimize the drones movement by tracking
changes in the network. Safe path planning algorithms with multiple drones are proposed
in [36],[37] with the objective to ensure that the drones can return to the charging station
before their energies are depleted.
Channel modeling also remains an important research direction that has extensively
been discussed [38],[39],[40]. Indeed, one of the advantages of using flying DBSs is their
ability to establish line of sight (LoS) link with ground users which helps in enhancing the
signal quality. In [38], the authors analyzed the optimal altitude of one DBS for a certain
coverage area that minimizes the DBS’s transmit power. Moreover, they investigated the
coverage of two DBSs positioned at a fixed altitude and interfering with each other over a
certain coverage area. The probability of air-to-ground LoS link is determined in [39] for
a dense urban area. It depends on the altitude, elevation angle, and the distance between
the drone and the user. On the other hand, the air-ground path loss (PL) model for
urban environment has been discussed in [40]. In [93], the authors provided closed-form
expressions for predicted probability of LoS and PL model for air-to-ground environment
using low altitude platform.
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CHAPTER 3. BACKHAUL/FRONTHAUL OUTAGE
COMPENSATION
In this chapter, we present two Backhaul/Fronthaul outage compensation schemes. The
first one addresses fronthaul failures in 4G Cloud Radio Access Networks (CRAN) where
a new radio is proposed to be added to each type of 4G BSs in order to mitigate the
effect of fronthaul failures which may result from link failures or hardware failures. In
the second scheme, the failures of the 5G networks’ backhaul is considered especially the
Millimeter Wave (mmW) link failures. The concepts of self-backhauling and Integrated
Access and Backhaul (IAB) are introduced along with the 5G New Radio (NR) and how
these technologies are used to mitigate the effects of the mmW backhaul link failures.
3.1 Fronthaul Cell Outage Compensation for 4G/5G Networks
3.1.1 Introduction
The main objective of 5G networks is to achieve the gigabits per second throughput level
with high reliability and ”limitless” connectivity from everything to everything, anytime,
and anywhere. Many new and/or well-known technologies are proposed to be integrated
in the 5G architecture such as CRAN, massive MIMO, millimeter Waves (mmW), Soft-
ware Defined Networking (SDN), Self-Organizing Networks (SONs), dense heterogeneous
networks (HetNets).
CRAN is a cloud computing based newly adapted cellular network architecture that
is highly expected to be integrated in future cellular standards. Each conventional Base
Station (BS) consists of a Baseband Unit (BBU), which is responsible for the baseband
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processing, and radio heads which are responsible of the radio frequency functionalities.
By separating the radio heads, which are now called Remote Radio Heads (RRHs), from
the BBU, the baseband processing is migrated to the cloud and connected to the RRHs
via high speed fronthaul links giving rise to the so called CRAN. CRAN provides several
advantages compared to the conventional RANs such as faster network deployment and
system performance improvement. Even more, by the interworking of SDN with CRAN
in 5G networks, CRAN can gather more information to perform better global tasks and
decisions [42].
It is expected that 5G data traffic will increase up to 1000 folds over that of 4G, implying
that the 5G backhaul/fronthaul capacity has to carry significant amount of traffic. These
high rates pose new requirements for backhaul/fronthaul links [1]. Achieving data rates on
the order of 10 or 100 Gbps for access communications or fronthaul links is possible only
if the available bandwidth is within 1 GHz, which is available only in the mmW bands
[43]. Although 5G requires a multiple gigabits per second, tens or hundreds of megabits per
second need to be guaranteed with very high availability and reliability in case of failures.
In this section we are mainly focusing on the fronthaul outage of 4G/5G CRAN.
Self healing has been addressed by quite a few research works until 4G and in 5G net-
works it is still in its early stage. The authors in [44] addressed a variety of survivability
issues, challenges, and mechanisms in multihop wireless networks. In [6] the authors sur-
veyed the literature over the period of the last decade on the SONs as applied to wireless
networks including self-healing.
3.1.2 The proposed HetNet CRAN Architecture
The new proposed HetNet CRAN architecture consists of the BBU pool and RRHs of
different types of cells where the small cells (SCs), i.e., picocells and femtocells, are co-
located within the macrocell footprint as shown in Fig. 3.1. Each macrocell is supposed
to use fractional frequency reuse to avoid interference with other macrocells. The SDN
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concept was included for the network flexibility and the Software Defined Wireless Network
Controller (SDWNC) is used mainly to control the whole process of COC.
The different types of cell sites are fronthauled using different types of links. Macrocell
is always connected to the BBU pool using fiber link(s). Picocells are connected to the BBU
pool or to the macrocell either by using fiber or wireless point to point links. Femtocells can
be fronthauled using any of the mentioned links in addition to coaxial cable, hybrid fiber-
coaxial or copper pairs. If the former links are used, the Internet Service Provider (ISP)
must have a low latency high speed connection to the cloud. This CRAN architecture is
also compatible with the conventional BSs which are not CRAN based.
It should be noted that the heterogeneity in this architecture is in two directions. One
direction is that the CRAN serves heterogeneous types of cell sites (macrocells, picocells
and femtocells). The second direction is the different wired and wireless types of fronthaul
connections.
3.1.3 The Proposed COC Approach
The conventional and well known approach for COC is to optimize the capacity and
coverage of the outage zone by adjusting the antenna gain and transmission power of the
neighboring BSs. The disadvantage of this approach is that it will degrade the performance
of the users served by the neighboring BSs. Moreover, these BSs will consume a considerable
time (compared to 1 ms) to change their power and antenna tilt. The proposed COC
approach will not change the antenna tilt or the power of the neighboring cell sites. We
propose to add a new radio, which is named Self-Healing Radio (SHR), to each cell site
in the network. When a failure occur to the fronthaul of any cell site, the failed cell site
will acquire its fronthaul connection from the neighboring cell sites using the SHRs. The
neighboring cell will help the failed cell if it has available resources.
The network always operates in the normal mode which may last for days. The network
is monitored for detection of any failure by the SDWNC. In case of failure, the COC
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Figure 3.1: The System Model
strategy will be activated by the controller within a few milliseconds. System repair, which
will be done by the operator maintenance personnel, can typically be done within hours
and in this case, the COC approach will provide recovery that satisfies the minimum rate
requirements in the failure region. Switching back to normal operation is performed in
multiple of milliseconds and it is triggered by the SDWNC which will deactivate all SHRs
for all cell sites.
There are many challenges and issues that had been addressed to provide a reliable
network architecture which is able to mitigate any fronthaul failure such as the bands used
for the macrocell tier and the SCs tier, the SHRs band, how to control the whole COC
process and using pre-planned femtocells to help in the healing process. These issues are
addressed below.
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3.1.3.1 CRAN Architecture
CRAN architecture consists of three main components:
1) BBU pool which is composed of a set of servers, storage and switches. The BBU
assignment for each RRH could be centralized or distributed. In our architecture we are
considering the centralized implementation due to its advantages (flexible resource sharing,
energy efficiency and interference avoidance).
2) RRHs are located at the remote cell sites. They transmit the radio frequency signals
in the downlink and forward the baseband signals in the uplink for further processing in
the BBU pool. They include radio frequency amplifier, up/down conversion mixer, analog-
to-digital and digital-to-analog conversion.
3) Fronthaul Links can be wired or wireless. Although wireless fronthaul is cheaper and
faster to deploy than wired, the best choice is the high speed optical fiber but microwave
or mmW are also considered (reader is referred to [46] for an overview of possible wired
and wireless backhaul/fronthaul technologies). Fronthaul antennas can be installed on top
of roofs to ensure the existence of Line-of-Site (LOS) propagation. Also, reference [47] has
more information regarding integrated fronthaul/backhaul architecture in 5G.
By implementing CRAN, 5G network will gain many advantages such as: 1) The equip-
ment needed at the cell site is only RRHs, power supply and backup batteries which will
result in shorter installation and repair time. 2) The cell site will consume less energy (no
need for air conditioning) 3) The ease of communication between BBUs in the cloud will
provide better performance for mobility management, interference cancelation and coordi-
nated multi-point communication, which is expected to provide higher capacity and improve
cell-edge coverage.
Backhaul failures of regular BSs is one type of many failures that can occur in BSs of
4G networks. But, after simplifying the BSs in CRAN into the RRHs and migrating all
processing units (BBUs) to the cloud, fronthaul failures is the failure that has the most
impact on the operation of the CRAN 5G network.
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3.1.3.2 Millimeter Waves (mmW) Band
The mmW bands are typically sub-band free and high frequency reuse is possible due to
very narrow directed beams. The so-called light spectrum licensing scheme provides lower
total cost of ownership and lower cost per transmitted bit than the microwave bands.
Using mmW bands in 5G networks has already been proposed in the literature. The
mmW band is used in short range LOS communications. It is not used in long distance
communications due to the high attenuation and oxygen absorption of these waves [43].
The wireless fronthaul and access links are assumed to be out-of-band, that is, there is no
interference between them. This will provide the 5G users with the target data rates, and
SCs will rely on high-gain beamforming to mitigate pathloss [48].
The macrocell situation is complicated due to its wide area coverage. Using mmW with
macrocells is still under intensive research because of the high attenuation associated with
wide coverage area. As it is well known from 4G networks, 80% of network traffic is used
indoor and only 20% is used outdoor [49], the 20% outdoor traffic will be carried out by the
macrocell and the outdoor SCs. This trend is expected to continue in 5G, and this means
that the traffic carried out by the macrocell in 5G networks is much lower than that carried
by SCs.
In our proposed solution, mmW is used only in fronthaul connections and in SCs access
links between SCs and users equipment (UEs). However, the macrocell will use the tradi-
tional cellular band (2 - 6 GHz) for communications with its UEs. The motivations behind
using this band are better rates, lower penetration loss and eliminating the interference
issue between SCs tier and macrocell tier. The only limitation of this band is its band-
width but using massive MIMO, carrier aggregation and other technologies, can facilitate
the achievement of macrocell gigabits per second throughput.
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3.1.3.3 SHRs Band and Cognitive Radio Concept
The SHRs can use 1) mmW band, 2) The traditional cellular band, or 3) A new dedicated
band. For the mmW band, it is difficult to be used because of the NLOS path between
SHRs. Dedicating a portion of the traditional cellular band, which is also used by the
macrocell, to the SHRs communication will affect the band utilization because SHRs are
only activated if fronthaul failures occur. Finally, using a dedicated band (licensed for self-
healing communications only) will dramatically increase the capital expenditure and also
this band will not be fully utilized.
Cognitive Radio (CR) concept is one of the promising technologies for solving telecom
problems such as spectrum scarcity or in case of disasters [50]. Our proposed solution is to
use the CR for SHRs communications which optimizes the use of the available spectrum.
The band used is the same as the second solution where a portion of the traditional cellular
band will be dedicated to the SHRs. The main difference is that when SHRs are inactive,
this portion will be available for the macrocell to use it as a secondary user. Therefore, if
the macrocell is starved for bandwidth, it will sense the SHRs dedicated channels and if it is
free then the secondary user (macrocell) will use the vacant channels until the primary users
(SHRs) are activated. Once the primary user (SHR) is active (this means that a failure has
occurred), the macrocell will vacate these channels.
Furthermore, in our model, the macrocell can avoid wasting time in spectrum sensing by
acquiring the SHRs channel occupancy information from the SDWNC. If there is no failure,
the macrocell will use the reserved portion of the band without sensing. If a failure happen,
the SDWNC will immediately request from the macrocell to vacate the SHRs channels to
be used by the primary users (SHRs). This will save the sensing power and time and will
also increase the reliability of using CR in 5G networks.
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3.1.3.4 Types of Femtocells
As it is known from 4G, the femtocells may be deployed by network users; In this case
they are randomly placed and are called Random Femtocells (RFCs) or femtocells may be
deployed by the operator in pre-planned locations to enhance the capacity or to cover dead
zones; In this case they are called Pre-planned Femtocells (PFs).
The main difference between the 4G PFs and the proposed 5G ones is that the latter
are used mainly to self-heal the failed cell sites. In addition, they can be used also for
capacity enhancement and dead zones coverage. The only constraint is that they must be
located within the SHRs footprint of the target cell site and it is preferable that the PF be
connected to a fiber fronthaul to guarantee the gigabits per second 5G throughput which
will be used mainly to heal the failed cell sites and also for serving its own users.
3.1.3.5 Software Defined Wireless Network Controller (SDWNC)
The SDWNC is co-located within the cloud to gather the needed information in a fast
and reliable way. The SDWNC is a mandatory component in our architecture as it acts as
the supervisor, decision maker and administrator for all self-healing procedures applied to
all network cell sites. Reference [51] has more details about SDN in wireless networks.
The co-location of the SDWNC in the cloud will help it to take optimal decisions in order
to decide how to recover from fronthaul failures. This reduces the amount of information
needed to be exchanged which will allow optimal recovery in a very short time.
The SDWNC activates SHRs for all cell sites in vicinity of the failed cell site. It also
deactivates the SHRs after the failure is repaired. In addition, it deactivates the SHRs of
the cells that are not participating in the self-healing process to save their power from being
wasted.
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3.1.4 Self-Healing Procedures
Fig. 3.1 shows the whole network but in Fig. 3.2 we zoom in on one of the macrocells
coverage where each macrocell is associated with three PFs (one in each sector). Also, each
picocell is associated with one PF. There are no PFs associated with RFCs. This is because
macrocells and picocells are serving a large number of users compared to the RFCs. The
latter will search for nearby SHRs, in case of failure, in order to heal their failed fronthaul
link. This proposed CRAN architecture is compatible with the conventional BSs which are
not CRAN based. RFC 11 in Fig. 3.2 shows an example of a BS backhauled from the ISP.
When a certain cell site fronthaul fails, it will automatically activate its own SHRs, but
will be totally disconnected from the SDWNC and in this case the cloud, macrocell or ISP
(depending on which one was fronthauling this cell site) will report to the SDWNC the
failed cell details. The SDWNC will then activate the SHRs of all cell sites in the region
surrounding the failed cell site. The process of detecting the failure and SHRs activation
must be done within a very short time.
The failed cell will try to connect to the healing cell sites via SHRs according to a certain
priority order depending on the cell site type, available resources and the Received Signal
Strength (RSS). The failure of a fronthaul link may be permanent or transient. Our COC
approach works with both, and the only difference is that in the case of a permanent failure,
the SDWNC, after a certain threshold time, will inform the operator that there is a failure
which requires maintenance personnel to embark on a field visit to the failed cell site. It
should be noted that our proposed COC scheme can be classified as a hybrid approach
according to the definition given in [44].
3.1.4.1 Single Failure Scenario
Single failure means that only one cell site fronthaul failed in the network. In this case,
the SC will trigger the self-healing mode where it will activate its own SHRs and then try to
connect to other cell sites’ SHRs which are activated by the SDWNC. Following a priority
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Figure 3.3: SC failure mitigation flow chart
order, the SC will first try to connect to a macrocell, then PFs, then picocell and finally
RFCs. RFCs are assigned the lowest priority because they are personal properties and the
operator will have to compensate the owners of these RFCs.
The flow chart in Fig. 3.3 shows the SC fronthaul failure mitigation process where the
SDWNC always monitor the network to detect any fronthaul failure. If the fronthaul of
any cell site failed, the failed SC will immediately activate its SHRs and at the same time
the SDWNC will activate SHRs of all neighboring cell sites. At this point the failed SC
will use its SHRs to measure the RSS levels from all neighboring cell sites and will update
a list of healing cell sites with measured RSS levels higher than a certain RSS threshold.
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The failed SC will use priorities to decide which cell sites’ SHRs it will connect to. The
SDWNC will continue to monitor the failed fronthaul link and when the failed link returns
to work properly, the SDWNC will deactivate SHRs of all cell sites in the failure region and
the network returns to operate in normal operation.
An example of failure scenario is shown in Fig. 3.2, where the fronthaul link of RFC 7
failed. The failed RFC will apply the priority order described above, but because it is out
of SHRs’ coverage of the macrocell, PFs and nearby picocells, it will connect to the SHRs of
RFC 6 and RFC 8 to mitigate its fronthaul failure. Once the failure is repaired, the SHRs
will be deactivated by the SDWNC and RFC 7 will return to serve its users using its own
fronthaul link.
The failure of the macrocell fronthaul is not considered as a single failure because this
will immediately cause the failure of all SCs fronthauled from the macrocell causing multiple
failures in the network.
3.1.4.2 Multiple Failures Scenario
A multiple failures scenario refers to the situation where two or more fronthaul failures
occur at the same time in the same region. There are two cases studied here.
• SCs Fronthaul Failure
This case can be seen as the failure of two or more SCs in the same region. The
procedures in the flow chart above can be used to mitigate these failures when implementing
the proposed algorithm for each failed cell site. For example, if two SCs failed, the SDWNC
will activate the SHRs of cell sites in their region and each failed cell site will activate its
SHRs and try to connect to the healing cell sites and as the number of failures increases
the probability of healing each failed cell will depend on the number of nearby healing cell
sites which can provide the temporary fronthauling connections. Thus, as expected in 5G
networks, the dense deployment of SCs will enhance the performance of our self-healing
approach especially in the multiple failures case.
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• Macrocell Fronthaul Failure
The macrocell plays a vital role in HetNets where in addition to its main function,
coverage for outdoor users, it provides wireless fronthaul links to other SCs that can’t di-
rectly reach the cloud. In our architecture, two picocells acquire there fronthauling from
the macrocell. Fig. 3.4 shows an example of the macrocell fronthaul failure and the miti-
gation process. The macrocell fronthaul failure (the solid red line) immediately results in
the failure of two fronthaul links (Pico 1 and Pico 2). As can be seen from Fig. 3.4, the
self-healing process will mitigate the effect of failure for the fronthauled picocells and the
macrocell. The picocells will be recovered first using PFs and RFCs in their vicinity. For
example, Pico 1 will be recovered by PF 1, RFC 1 and RFC 3. Similarly, Pico 2 will be
recovered by PF 2, RFC 9 and RFC 11.
The next step, macrocell fronthaul recovery, will be done from two sources. The first
source is using the mmW links between the macrocell and recovered picocells. The second
source is the recovery from femtocells in its SHRs footprint. As shown in Fig. 3.4, PF 4, PF
5, PF 6, and RFC 4 provide the temporary fronthaul connections. Aggregating all received
traffic, the macrocell will be able to guarantee the minimum requirements to its users until
the failure is repaired, regardless of how long the failure will remain. A heuristic algorithm
for the detailed macrocell self-healing procedures can be found in [45].
3.1.5 Simulation Model
Simulations were carried out for one macrocell with a footprint of radius 500m in an
urban area. Within the macrocell footprint there are 6 picocells, 9 PFs and 50 RFCs
randomly distributed over the entire area. The fronthaul rate to the macrocell is 100 Gbps,
to the picocells is 10 Gbps, to the PFs is 5 Gbps and finally to the RFCs is heterogeneous
and distributed among the RFCs as follow; 50% of RFCs with rate of 200 Mbps, 40% of
RFCs with rate of 500 Mbps and 10% of RFCs with rate of 1 Gbps. The performance of
our self-healing approach is evaluated in terms of Degree of Recovery (DoR) from failure.
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The DoR of a certain BS is defined as:
DoR =
Sum of recovered rates from other cell sites
Original input rate of the failed cell site
where the original input rate of the failed cell site is the same as the input rate of that cell
site except for the macrocell because it fronthauls other picocells, so the actual input rate
for the macrocell depends on the number of macrocell fronthaul connections.
3.1.5.1 Simulation Results
In this section, we study the performance of our proposed COC algorithm by investi-
gating the effect of increasing the number of SHRs on the DoR of the failed cell sites. Two
scenarios are considered; single failure and multiple failures. First, we assess the DoR of the
macrocell failure which is the worst case and is considered as multiple failures. The DoR
is evaluated with respect to the number of SHRs in both macrocell and picocells. Second
we assess the DoR of RFC in case of single failure with respect to the number of SHRs in
RFCs and picocells.
Fig. 3.5 addresses the failure scenario of macrocell fronthaul. It shows the DoR of
macrocell when the number of SHRs of macrocell and picocells is increased from 1 to 4.
When the number of SHRs in picocells is fixed, the DoR increases with the increase of SHRs
in macrocell. On the other hand, when fixing the number of SHRs in the macrocell and
increasing them in picocells, the DoR will also increase. However, increasing the number
of picocells’ SHRs has a great influence on the DoR of the macrocell. For example, fixing
macrocell SHRs to 1 and increasing picocell SHRs from 1 to 4 can improve the macrocell
DoR by approximately 50%, but fixing picocell SHRs to 1 and increasing macrocell SHRs
from 1 to 4 will improve the DoR by less than 10%. The DoR significantly depends on the
number of SHRs in picocells because in addition to recovering from surrounding femtocells,
it recovers also from the recovered picocells using the already deployed LOS links between
picocells and macrocell. It is obvious that the incremental increase in the DoR decreases
with increasing the SHRs.
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Figure 3.6: Femtocell DoR vs. number of SHRs
in the femtocells and picocells
Fig. 3.6 addresses the failure scenario of a femtocell fronthaul. It shows the DoR of
a femtocell when the number of SHRs of femtocells and picocells is increased from 1 to
4. As can be seen clearly from the figure, as the femtocells SHRs increases the DoR of
femtocells increases. However, the number of SHRs in picocells has a slight or even no
effect on the DoR of the failed femtocell. This shows that the DoR of femtocells is not
directly dependent on the number of SHRs in picocells but it is dependent on the number
of cell sites located within the failed femtocell’s SHRs coverage area, regardless of the cell
site type. It is clear that using 2 SHRs in femtocells we can recover up to 20% of the original
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rate of the failed femtocell fronthaul link. Using 3 SHRs in femtocell will recover around
40%. Further increase of the SHRs will not increase the DoR by a significant percentage.
Based on the simulation setup in [45], Fig. 3.7 evaluates the DoR of picocell when
increasing the picocell SHRs from 1 to 7 under single and multiple failure scenarios. In case
of single failure, the DoR increases rapidly from 10% to 20% by increasing the SHRs from
1 to 4. Further increase in the SHRs results in negligible increase in the DoR which proves
that the recommended number of SHRs to be used by picocells is 4.
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Figure 3.7: DoR of picocells vs. number of SHRs.
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Figure 3.8: DoR of femtocells vs. number of
SHRs.
Also we can see in Fig. 3.7 in the case of multiple failure that all failed picocells can
recover their rates by 10% using 1 SHR. This is because, as mentioned before, each picocell
has a dedicated PF in its SHRs range. Therefore, under multiple failures each failed picocell
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can find at least 1 PF to connect to. As the number of SHRs increases the DoR of the 2
failure case and 3 failure case decreases. This is because by adding more SHRs in each
picocell, the network resources will be consumed and not all SHRs in each failed picocell
will succeed to get enough resources. Also it can be seen that further increase than 4 SHRs
per picocell introduces negligible improvement and the DoR is almost constant. In the next
scenario, the picocells SHRs will be fixed to 4 SHRs.
We observe from Fig. 3.8 that when femtocells have only 1 SHR, the DoR of femtocells
is up to 50%. This is because the femtocells most of time are recovered from other BSs
which have much higher rates. This also explains the reason for exceeding the 100% DoR
for femtocells having 3 SHRs or more. Using 2 SHRs can recover up to 90% of the failed
femtocell rate which is acceptable rate in the presence of failure. Recovering more than
100% is not acceptable from the operator point of view. As the number of SHRs increases,
the DoR of 2 failures and 3 failures decreases which is similar to picocell multiple failure
case. Even in case of 3 failures, the DoR is approximately 85% using 2 SHRs. This indicates
that our approach is robust under multiple failures.
The price of RRHs ranges from $2000 for macrocell to $100 for femtocell (this is an
approximate market price taken from different vendors) and the price of a typical cellular
transceiver is much less than these values. So adding more SHRs to macrocells or picocells
will not dramatically increase the capital expenditure. For femtocells only 1 or 2 SHRs can
be added to keep its price low. The operator will pay for the extra cost of the SHRs if the
user agrees to be involved in the self-healing process. Otherwise, the user will purchase the
regular femtocell (without SHRs). From the DoR results and the approximate cost stated
above, it is recommended to equip each macrocell sector with 3 SHRs, and use 4 SHRs per
picocell. The latter plays a crucial rule in recovering the macrocell fronthaul failure. Using
2 SHRs per femtocell is sufficient to guarantee the minimum requirements in the presence
of failures, as confirmed by the results.
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3.2 Self-backhauling Failure Mitigation Using 5G New Radio
3.2.1 Introduction
The 5G Radio Access Network (RAN) will be architecturally very different from past
generations. Network equipment manufacturers and service providers are faced with new
technologies, architectures, access methods, applications, and traffic compared to past gen-
erations. They will need to troubleshoot never-before-seen issues in the previous cellular
generations or the rigorous R&D validation environment. 5G introduces higher frequencies
(millimeter wave), wider bandwidths, advanced multi-antenna access schemes, small cells,
and network slicing including network function virtualization, and orchestration [52].
The 5G era will mean a connected society, in which people, machines, and things are
always connected. According to small cell forum [53], deployments of 5G small cells will
cross the one million mark in 2020 and will rise steeply after that to reach 5.2 million in
2025. Moreover, around 67% of the operators have already deployed indoor small cells (i.e.,
femtocells). AT&T has also announced the deployment of more than 40,000 outdoor small
cells (i.e., metrocells) [20].
Therefore, network densification using millimeter wave or sub-6 GHz small cells is consid-
ered to be a key solution in the future networks. The deployment of small-cell networks in a
given area is a promising technique that provides a huge capacity gain and brings small cells
closer to users’ devices. Nevertheless, the great deployment of small-cells presents several
challenges in network management, including interference alignment, extensive backhauling,
and cell selection within Heterogeneous Networks (HetNets).
3.2.2 Motivation
Cellular network operators spend nearly a quarter of their revenue on network mainte-
nance and management. A significant amount of that budget is spent on resolving outages
that degrade cellular services.
43
Network densification, driven by the need to meet capacity and data rate requirements of
5G mobile cellular networks, means that future mobile cellular networks will have to handle
far more network nodes and links (wired or wireless) than before. Hence, the classic methods
of manual outage compensation will not suffice. To address this challenge autonomous
mechanisms need to be developed. Higher cell densities coupled with technologies such
as millimeter wave spectrum utilization, and more configurable parameters will result in
frequent network outages driven by link failures.
In order to deploy a large number of small cells, operators must still face the challenge of
backhauling the network traffic from small cells to the core network. A survey [20] showed
that around 56% of operators consider backhaul as one of the greatest challenges in future
cellular communications. This is mainly because most of the small cells do not always have
access to wired backhaul connectivity.
Wireless backhaul allows densification of mobile networks without incurring additional
fiber deployment cost. This, in turn, leads to high spatial reuse, which is a significant tool
to meet increasing wireless demand in 5G networks. Integrated access and backhaul (IAB),
where access and backhaul network share the same standard wireless technology (e.g. 5G
new radio (NR) standard), allows interoperability among different IAB manufacturers and
flexible operation between access and backhaul. These tools are very promising solutions to
tackle the problem of backhaul failure. 5G requires Gbps backhaul capacity, which requires
new spectrum (e.g. mmWave) for both access and backhaul.
Wireless backhaul links, especially those using millimeter waves, are vulnerable to block-
age, e.g., due to moving objects such as vehicles, due to seasonal changes (foliage), or due to
infrastructure changes (new buildings). Such vulnerability also applies to mmW IAB-small
cells [104]. 5G networks are characterized by high speed connections so backhaul failure for
a few seconds with gigabits per second speeds can cause the loss of hundreds of gigabits.
This motivates us to focus on the small cells backhaul failure in 5G networks where IAB
are used by the small cells which adapt the 5G NR.
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Providing a reliable connectivity between the small cells and the core network is a
challenge, and it may require pre-planning efforts. This is why we present a planning model
in this section that allows the failure of the backhaul of an arbitrary 5G small cell without
interrupting service to its users. This is achieved by applying a novel Backhaul Outage
Compensation (BOC) mechanism that mitigates the effect of the failure using 5G NR while
utilizing the concept of IAB. An optimization problem is formulated aiming to maintain the
connectivity of the users affected by the backhaul failure. We assume that only one small
cell will fail at a given time. This is a reasonable assumption since usually in the time it
takes the small cell to be repaired, there is a very small probability that another small cell
will fail. In the following subsections, we will introduce the 5G NR, the IAB and ways to
mitigate their failures using self-healing.
3.2.2.1 5G New Radio (NR)
NR is a completely new air interface being developed for 5G. It is being developed from
the ground up in order to support the wide variety of services, devices, and deployments 5G
will encompass, and across diverse spectrum, but it will build on established technologies to
ensure backward and forward compatibility. It is also designed to significantly improve the
performance, flexibility, scalability, and efficiency of current mobile networks, and to get
the most out of the available spectrum, whether it is licensed, shared or unlicensed, across
a wide variety of spectrum bands.
The 5G NR specifications defined two modes. Non Stand-alone (NSA) and Stand-alone
(SA). According to the recent 3GPP Release 15 standard [66], the first wave of networks
and devices will be classed as NSA, which is to say the 5G networks will be supported by
existing 4G infrastructure. Here, 5G-enabled smartphones will connect to 5G frequencies
for data-throughput improvements but will still use the existing LTE radio for non-data
duties such as talking to the cell towers and servers. The NSA 5G NR variant was to be
finalized by March 2018 but in fact was approved in December 2017. The SA mode is to
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be completed by September 2018 and implies full user and control plane capability using
the 3GPPs new 5G core network architecture. The agreement also defined a framework to
ensure commonality between the two variants. It also puts compatibility at the heart of 5G
NR design.
To deliver the new levels of performance and efficiency that will enable the wide range
of 5G services. There are three general designations of 5G services; 1) Enhanced Mobile
Broadband (eMBB), 2) Ultra-reliable and Low-latency Communications (uRLLC) and 3)
Massive Machine Type Communications (mMTC). eMBB is defined as the data-intensive
applications that need lots of bandwidth, like video streaming. The technologies that will
bring eMBB to a reality is massive MIMO, mmWave, spectrum sharing and advanced
channel coding. uRLLC is describing the latency-sensitive services needing extremely high
reliability and availability, such as autonomous driving and real-time command and control
for cellular drone communications. Finally, mMTC is the support of a large number of low
cost, low energy devices with small data volumes, such as mart cities. This new radio could
support one million devices in a single square kilometer.
While the use of mmWave spectrum will be critical to meeting the extreme data through-
put expected in 5G mobile broadband, frequency bands below 6 GHz will also be used for
all three use cases: eMBB, ULLRC, and mMTC. Sub-6 GHz spectrum is well-understood,
and many countries are freeing up spectrum for sub-6 GHz initial releases. Sub-6 GHz has
some challenges, but using wider carrier bandwidths at mmWave frequencies are where we
will see a new set of issues not previously experienced in commercial mobile communica-
tions. 5G NR has specified frequency use up to 52.6 GHz, and there are several countries
conducting trials in the 26, 28, and 39 GHz bands.
For 5G NR with millimeter wave cell deployment, researchers will need to consider addi-
tional metrics. This is because millimeter waves have a very high pathloss leading to natural
loss of coverage even at a distance of a few hundred meters. However, to optimize signal
strength at the mobile device, NR uses a combination of analog and digital beamforming.
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The idea of beamforming is not new as LTE networks extensively use digital beamforming.
With 5G the challenges of signal propagation and smaller antenna sizes motivate the use of
extensive analog beamforming techniques. Above 24 GHz, analog beamforming of narrower
beamwidths gives 5G BSs the ability to steer downlink signals more efficiently. Using this
approach, the recipient of the downlink transmission benefits from higher signal strength
particularly by using higher order modulation schemes.
3.2.2.2 Integrated Access and Backhaul (IAB)
IAB can provide seamless integration between access and backhaul links where the sum-
mation of the allotted bandwidth among access and backhaul links is fixed. This can meet
the dynamic traffic demand by splitting the threshold for access and backhaul bandwidth
differently at different BSs of the network. A key benefit of IAB is enabling flexible and very
dense deployment of NR cells without densifying the transport network proportionately. A
diverse range of deployment scenarios can be envisioned including support for outdoor small
cell deployments, indoors, or even mobile relays (e.g. on buses or trains).
The move toward self-backhauling or IAB was motivated by the capacity bottleneck
which has shifted from air interface to the backhaul. In addition, fiber backhaul is costly
and cannot be deployed everywhere. Point-to-point (PTP) microwave has limited connec-
tivity and is not suitable for bursty small cell traffic. Also, Point-to-multi-point (PTMP)
microwave has a limited data rate.
An IAB node can follow the same initial access procedure as a UE, including cell search
and random access, in order to initially set up a connection to a parent IAB-node or a
IAB-donor, which is providing backhaul to the IAB-node [104]. There are different options
for sharing the wireless channel resources (Time, Frequency, and Space): a) Orthogonal (no
shared channels between access and backhaul), b) Partial reuse (some channels are shared)
and c) Full reuse (all channels are shared). The benefits of integrated access and backhaul
(IAB) are crucial during network rollout and the initial network growth phase. To leverage
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these benefits, IAB needs to be available when NR rollout occurs. Consequently, postponing
IAB-related work to a later stage may have an adverse impact on the timely deployment of
5G NR access.
Due to the expected larger bandwidth available for NR compared to LTE (e.g. mmWave
spectrum) along with the native deployment of massive MIMO or multi-beam systems in
5G NR creates an opportunity to develop and deploy IAB concept. This may allow easier
deployment of a dense network of self-backhauled 5G NR cells in a more integrated manner
by building upon many of the control and data channels/procedures defined for providing
access to UEs.
In-band- and out-of-band backhauling with respect to the access link represent impor-
tant use cases for IAB. In-band backhauling includes scenarios, where access- and backhaul
link at least partially overlap in frequency creating half-duplexing or interference constraints,
which imply that the IAB node cannot transmit and receive simultaneously on both links.
In the present context, out-of-band scenarios are understood as not posing such constraints.
It is critical to study in-band backhauling solutions that accommodate tighter interworking
between access and backhaul in compliance with half-duplexing and interference constraints
[104].
3.2.2.3 Related Works
3GPP 5G NR standard, set to be published with 3GPP Release 15 and further updates
will be published in the upcoming 3GPP releases. White papers from Qualcomm and
Mediatek [58; 59] describe the technology behind the NR and its main use cases.
The authors in [60] offer a comprehensive overview of the state-of-the-art development of
NR, including deployment scenarios, numerologies, frame structure, new waveform, multiple
access, initial/random access procedure, and enhanced carrier aggregation (CA) for resource
requests and data transmissions. Akdeniz and collaborators in [57] investigate the path loss
in mmW bands. They see that their propagation models at both 28 and 73 GHz predict
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path losses that are approximately 20 to 25 dB higher than the 3GPP model at 2.5 GHz.
Self-healing has been addressed by quite a few research works until 4G. In 5G networks,
it is still an unexplored area. The survey article in [61] provides a taxonomy of existing
literature on self-healing. Challenges and prospective research directions for developing 5G
self-healing solutions are also discussed. They identify that the most demanding challenges
are the difficulty of meeting 5G low latency and the high quality of experience requirements.
Researchers and network operators consider the failure of the backhaul results in the failure
of the BS and there is a considerable work considering healing the network BSs [63; 64; 65].
The authors in [62] present a novel approach for mitigating fronthaul failures in CRAN
networks using a new radio added to each BS in the network. They also utilized the
cognitive radio concept to provide the needed resources to the new proposed radio. The
only drawback here is that adding new radio to each BS in the network impractical except
if it is included in the early stage of the new 5G standard.
3.2.3 The Proposed System Model
The system consists of 1 eNB which is considered as macrocell which could accommodate
lower-priority/low rate communications over the 4G network. In addition, this macro eNB
provides control plane (c-plane) connectivity to a set of M IAB-gNBs and also performs
the radio resource assignment and management in an optimized control/data splitting dense
urban network where the eNB provides the signaling service for the whole area and the gNBs
provide the users with resources for high-rate transmission using 5G NR with a light control
overhead.
It is worth noting that the gNB in 5G network is comparable to the eNB in LTE/4G
network given that in our proposed model gNBs are considered as small cells where they
are covering a circular area with radius no more than 30 meters. Operators in the U.S.
including Verizon and AT&T are promising commercial services based on the NSA 5G New
Radio (NR) specification by the end of 2018. These services will use the LTE radio access
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Figure 3.9: System model during normal operation.
and core network to control the users while the data plane is delivered by the 5G gNBs.
The idea is that operators can leverage massive investments in LTE networks to rapidly
commercialize 5G. The standalone variant of the 5G specification will operate in tandem
with an LTE network. As such, a standalone 5G network will require new base stations,
new backhaul mechanisms and a new core network.
Each gNB is equipped with a 5G NR which operates in the NSA mode where the LTE
Evolved Packet Core (EPC) is used to supply the control plan to gNBs’ users. This is
controlled by the LTE eNB as the responsible of the control plane for its coverage area.
Fig. 3.9 shows the system model of an ultra dense 5G network. The gNBs are shown
to be in the street level, however, they can be indoors or mounted on top of buildings.
The eNB is responsible for the C-plane which is connected to the LTE EPC. Also, eNB
provides backhaul links to nearby/Line of Site (LoS) gNBs using mmW. The gNBs can
also be backhauled using fiber links wherever available. The gNBs are backhauled wired or
wirelessly, however, we are considering the failure of the wireless links since the wired links
(fiber) have five nines reliability which is much higher than that of the mmW links.
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Figure 3.10: System model during one failure.
Figure 3.11: System model during multiple failures.
3.2.3.1 Backhaul Outage Compensation (BOC) Approach
The conventional and well known approach for BOC is to optimize the capacity and
coverage of the outage zone by adjusting the antenna gain and transmission power of the
neighboring BSs. The disadvantage of this approach is that it will degrade the performance
of the users served by the neighboring BSs. Moreover, these BSs will consume considerable
time (compared to 1 ms) to change their power and antenna tilt. Our proposed BOC
approach will not change the antenna tilt or the power of the neighboring gNBs. We
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propose to utilize the 5G NR and its IAB feature to provide the failed gNB with the needed
backhaul connection from neighboring gNBs. When a failure occurs to the backhaul of
any gNB, the failed gNB will acquire its backhaul connection from the neighboring gNBs
utilizing the IAB feature supported by the NR. The neighboring gNBs will help the failed
cell if it has available resources. These resources can be access or backhaul resources based
on the IAB concept.
In case of failure, the BOC strategy will be activated by the controller/eNB. System
repair, which will be done by the operator’s maintenance personnel if needed, can typically
be done within hours. In this case, the BOC approach will provide recovery that satisfies
the minimum rate requirements in the failure region. After recovering the failed mmW
link, switching back to normal operation is triggered by the co-located controller with the
eNB. This controller is called Software Defined Wireless Network Controller (SDWNC). The
SDWNC will reset all the backhaul connections to its original configuration, i.e., normal
operation configuration.
Fig. 3.10 shows a scenario where the mmW backhaul between the eNB and gNB5
failed. This failure will result in a full outage to the users served by gNB5. Using the
BOC approach, the eNB controller, i.e., SDWNC, will trigger gNB5’s neighbors to provide
portion of their access and/or backhaul resources to backhaul gNB5. This is subject to
resources availability where a particular gNB may not be able to serve the failed gNB due
to limitation of its resources which is used by its own users. In this case, gNB2 and gNB8
will provide the needed alternate backhaul connections to gNB5 in order to be able to serve
its own users.
Figure 3.11 shows a more complicated scenario where the mmW backhaul between the
eNB and gNB1 failed. Since gNB1 was relaying the backhaul of gNB3, then gNB3 backhaul
will fail as well. This triggers a multiple failure situation, i.e., two failures in this particular
scenario, which will be handled in the same way of healing a single failure except if we still
cannot satisfy the users under the failed gNBs, in this case, the minimum requirement of
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the users in the failed region will be lowered as it will be shown in the following section.
From the figure, we can observe that gNB2 is healing gNB1 by providing the required
backhauling, however, gNB4 and gNB6 are healing gNB3.
3.2.4 BOC Problem Formulation
In this section, we present the channel propagation model, the resource allocation and
the data rate models.
3.2.4.1 Channel Propagation Model
We consider the alpha-beta channel model for modeling the access and backhaul mmW
channels. The access channels are considered to be Non-Line-of-Site (NLoS) between the
gNB and the users while the backhaul channels are considered to be LoS between different
gNBs or between the gNB and the eNB. We adopt the alpha-beta model which is named also
as floating intercept model. This channel model is determined by two parameters: slope α
and intercept β which is estimated by least-squares linear regression. The floating intercept
model can be used to characterize mmW channels in both LOS and NLOS environments.
The alpha-beta 28 GHz pathloss model for LoS is given as follows [68]:
PLLoSAB (g1, g2,m) = α
LoS + βLoSlog10(dg1,g2) + χ
LoS
σ (m) (3.1)
The alpha-beta pathloss model for NLoS, i.e., PLNLoSAB , is given by [68]:
PLNLoSAB (g, u,m) = α
NLoS + βNLoSlog10(dg,u) + χ
NLoS
σ (m) (3.2)
where d is the distance between the gNB and the user, in case of access links, or the
gNB and the gNB, in case of backhaul links. The distance is measured in meters. χLoSσ and
χNLoSσ are zero mean Gaussian random variables modeling the shadow fading factor with a
standard deviation σ in dB for LoS and NLoS, respectively.
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Taking into account shadowing fluctuations in addition to the pathloss, the channel gain,
Γmg1,g2 in dB between any two gNBs can be expressed as Γ
m
g1,g2 = −PLLoSAB (g1, g2,m) and the
channel gain between a particular gNB g and its user u is given by Γmg,u = −PLLoSAB (g1, g2,m).
3.2.4.2 User Association, Resource Allocation and Data Rate
The SINR received at UE u from gNB g on sub-channel m is given by:
γmg,u =
pmg,uΓ
m
g,u∑
j∈G
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
(3.3)
where pmg,u is the downlink power from gNB g to UE u using sub-channel m, Γ
m
g,u is the
channel gain between gNB g and UE u using sub-channel m.
The SINR received at UE u from the failed gNB ξ on sub-channel m is given by:
γmξ,u =
pmξ,uΓ
m
ξ,u∑
j∈G
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
(3.4)
The SINR received by the failed BS, ξ from neighboring BS, g, via 5G NR is given by:
γrg,ξ =
prg,ξΓ
r
g,ξ
σ2
(3.5)
where r+m is the total IAB resources and r is the resources dedicated to the backhaul
. It is worth noting that frequency reuse/interference is not allowed when the failed BS
and the neighboring gNB are communicating using 5G NR. This is why a dedicated band
is assigned.
Accordingly, the achievable per sub-channel downlink rate from BS g to UE u is given
by:
Rmg,u = log2(1 + γ
m
g,u) (3.6)
54
Similarly, the achievable per sub-channel downlink rate from the failed BS ξ to UE u is
given by:
Rmξ,u = log2(1 + γ
m
ξ,u) (3.7)
Finally, the achievable per sub-channel rate from the neighboring gNB to the failed gNB
is given by:
Rrg,ξ = log2(1 + γ
r
g,ξ) (3.8)
Then, the downlink rate achieved by UE u served by gNB g is given by:
Rˆg,u = xg,u
∑
m∈M
Rmg,u (3.9)
where xg,u is a decision variable indicating the association of user u with gNB g.
The downlink rate achieved by UE u served by the failed gNB ξ is given by:
Rˆξ,u = xξ,u
∑
m∈M
Rmξ,u (3.10)
The rate achieved by failed gNB ξ from neighboring gNB g is given by:
Rˆg,ξ = δg,ξ
∑
m∈M
Rmg,ξ (3.11)
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3.2.5 Problem Formulation
3.2.5.1 Normal Operation Optimization Problem
This problem is aiming to find the resource allocation and gNB association for all users
in normal operation (no failure).
(P1A) : max
pmg,u,Φ
m
g,u,xg,u,ρ
N
R
ρNR (3.12a)
subject to:
ρNR ≤
∑
g∈G
∑
m∈M
log2(1 +
pmg,uΓ
m
g,u∑
j∈G
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
) ∀u ∈ U (3.12b)
ρNR ≥ Rthnor (3.12c)∑
g∈G
xg,u ≤ 1 ∀ u ∈ U (3.12d)
pmg,u ≤ xg,uΦmg,u pmax ∀ g ∈ G, u ∈ U ,m ∈M (3.12e)∑
u∈U
∑
m∈M
pmg,u ≤ Pmax ∀ g ∈ G (3.12f)
pmg,u ≥ 0 ∀ g ∈ G, u ∈ U ,m ∈M (3.12g)
The objective function (3.12a) along with constraint (3.12c) formulate the well-known
max-min objective function. Constraint (3.12d) guarantees that each user is associated with
only one gNB. Moreover, constraint (3.12e) which integrates the association and resource
allocation to the power, is used to simplify constraint (3.12c). In other words, if this
constraint is not used, we have to replace each pmg,u in constraint (3.12b) with xg,u∗Φmg,u∗pmg,u,
reader is referred to [69] in order to get more details by following how P1 is transformed to
P2. Constraint (3.12f) limit the maximum power that a gNB can transmit in the downlink.
Finally, constraint (3.12g) set the lower limit on the downlink power transmitted from the
gNB to a certain user over sub-channel m. This problem is the well-known 4G/5G resource
allocation problem. It is solved in the literature (readers are referred to [70; 71; 72] for
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detailed solution of this problem). P1 is presented since the results of this problem will be
used in P2.
3.2.6 Failure Operation Optimization Problem
In this problem, we are aiming to maximize the minimum rate of the network users.
This is a weighted version of the well-known max-min problem which guarantee fairness
among users. The optimization problem during failure is shown below.
(P1B) : maximize
(Φmg,u),(t
r
g,ξ),(ρ
F
R)
ρFR (3.13a)
subject to:
ρFR ≤
∑
g∈G∪ξ
∑
m∈M
log2(1 +
pmg,uΓ
m
g,u∑
j∈G
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
) ∀u ∈ U (3.13b)
ρNR ≥ Rth (3.13c)
αrg,ξ ≥
γrg,ξ − βthg
Q
∀ g ∈ G (3.13d)
αrg,ξ ≤
γrg,ξ
βthg
∀ g ∈ G (3.13e)
trg,ξ ≤ log2(1 +
prg,ξΓ
r
g,ξ
σ2
) ∀g ∈ G (3.13f)
trg,ξ
Q
≤ δrg,ξ ∀g ∈ G (3.13g)
δrg,ξ ≤ αrg,ξ ∀ g ∈ G (3.13h)∑
g∈G
∑
r∈R
trg,ξ ≥ %
∑
u∈U
∑
m∈M
log2(1 +
pmξ,uΓ
m
ξ,u∑
j∈G
j 6=ξ
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
) (3.13i)
pmg,u ≤ xg,uΦmg,upmax ∀ g ∈ G ∪ ξ, u ∈ U ,m ∈M (3.13j)
prg,ξ ≤ δg,ξpmax ∀ g ∈ G, r ∈ R (3.13k)∑
u∈U
∑
m∈M
pmg,u +
∑
m∈R
prg,ξ ≤ Pmax ∀ g ∈ G (3.13l)
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Similar to (P1A), the objective function (3.13a) along with constraint (3.13b) formulate
the well-known max-min objective function where we are aiming to maximize the minimum
achievable rate of the network users including those users served by the failed gNB ξ. Con-
straint (3.13c) guarantees that the minimum achievable rate among the users is greater than
a certain threshold Rth. Constraints (3.13d) and (3.13e) together decide which neighboring
gNBs are able to heal the failed one. If the SINR between the failed gNB and the neigh-
boring gNB is greater than a certain threshold, βthg , this neighboring gNB will be in the
healing set. The decision variable αrg,ξ, which indicates the healing set, is equal to 1 when
the SINR between gNB g and the failed gNB ξ is greater than the threshold.
Constraints (3.13f)-(3.13i) are managing the backhaul healing links where trg,ξ is the
traffic between the failed gNB, ξ, and the neighboring gNB, g given sub-channel r. Also,
δg,ξ is a decision variable indicating that gNB g is going to heal failed gNB ξ. Constraint
(3.13f) sets the upper bound on the traffic between gNB g and failed gNB ξ using sub-channel
r where no interference allowed here since all neighboring gNBs. Constraints (3.13g) and
(3.13h) set together the value of δg,ξ where the traffic will equal zero if δ
r
g,ξ equals to zero.
Also, δrg,ξ will equal to zero if α
r
g,xi equals to zero. Finally, constraint (3.13i) assure that
the incoming backhaul traffic to the failed gNB is greater than or equal to the requested
traffic from its users. Note that % is a scaling factor between 0 and 1 used to limit/control
the achievable rate of the users served by the failed gNB. This helps to cure infeasibility of
the problem if constraint (3.13i) is not satisfied.
Constraint (3.13j) integrates the association and resource allocation to the power similar
to constraint (3.12e) in Problem (P1A). For example, if the association binary variable
equals to zero then the power will equal to zero. Constraint (3.13k) is the same as the
last constraint but between a neighboring gNB g and the failed gNB ξ so if deltag,xi equals
zero then the power will equal to zero. Finally, constraint (3.13l) sets the upper limit
for the gNB maximum power for access and backhaul transmissions. (P1B) is a non-
convex optimization problem due to the non-convex constraints (3.13b and 3.13i ) and
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actually is NP-hard due to the binary decision variables. Hence, the problem is intractable.
Now, we will show the detailed procedures for converting constraint (3.13b) to a convex
constraint. Since constraint (3.13i) will follow the same procedures, we will not show it
here. Considering constraint (3.13b), note that the RHS can be written as a difference of
two concave functions with respect to pmg,u. This can be rewritten as:
ρ ≤
∑
j∈G∪ξ
j 6=g
∑
m∈M
log2(1 +
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m
g,u∑
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m
j,u + σ
2
)
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m
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2
)
ρ ≤
∑
m∈M
log2(
∑
g∈G
∑
u∈U
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m
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R˜1
−
∑
m∈M
log2(
∑
j∈G∪ξ
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2)
︸ ︷︷ ︸
R˜2
(3.14)
To handle the non-convex constraint of (3.13b), we apply the successive convex opti-
mization technique to approximate R˜2 with a convex function in each iteration. By defining
R˜({pmg,u}) = R˜1({pmg,u})− R˜2({pmg,u}), we present the following Lemma:
Lemma 1: Given a feasible transmission power pˆmg,u , there is a lower bound for R˜{pmg,u}
given by the following inequality:
R˜{pmg,u} ≥R˜({pmg,u}, {pˆmg,u})
= R˜1({pmg,u})−
∑
m∈M
R˜2({pˆmg,u})
−
∑
m∈M
〈∇R˜2({pˆmg,u}), {pmg,u} − {pˆmg,u}〉︸ ︷︷ ︸
R˜2a
(3.15)
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where the term R˜2a can be rewritten as:
R˜2a =
∑
l∈G
l 6=g
Γml,ulog2(e)∑
j∈G
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
(
pmg,u − pˆmg,u
)
(3.16)
Proof : Since R˜2 is concave, based on the first order condition of a concave function, we
have R˜2({pmg,u}) ≤ R˜2({pˆmg,u}) + 〈∇R˜2({pˆmg,u}), {pmg,u} − {pˆmg,u}〉 at any given point { ˆpmg,u}.
Thus, R˜({pmg,u}) ≥ R˜({pmg,u}, {pˆmg,u}). Moreover, if {pmg,u} = {pˆmg,u}, there is R˜({pmg,u}) =
R˜({pmg,u}, {pˆmg,u}). So R˜({pmg,u}, {pˆmg,u}) provides a tight lower bound for function R˜({pmg,u})
at {pˆmg,u}. Obviously, the new approximated function R˜({pmg,u}, {pˆmg,u}) is a concave function.
After approximating constraint (3.13b), the problem is converted from maximizing the
minimum rate to maximizing the minimum lower bound on the rate. This will lead to a
sub-optimal solution to the original problem. The approximated constraint is given as:
ρFR ≤
∑
m∈M
log2
(∑
g∈G
∑
u∈U
pmg,uΓ
m
g,u + σ
2
)
−
∑
m∈M
log2
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j∈G∪ξ
j 6=g
∑
i∈U
i 6=u
pˆmj,iΓ
m
j,u + σ
2
)
−
∑
m∈M
∑
l∈G
l 6=g
Γml,ulog2(e)∑
j∈G∪ξ
j 6=g
∑
i∈U
i 6=u
pmj,iΓ
m
j,u + σ
2
(
pmg,u − pˆmg,u
)
(3.17)
Using Lemma 1 and following the same approach for approximating constraint (3.13b),
we can approximate constraints (3.13i) in the same way. The only remark is that the
approximation will be done for the first log term. This is because constraint (3.13i) has the
opposite inequality compared to constraint (3.13i). This will result in a convex optimization
problem which can be solved efficiently.
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3.2.6.1 System Model Assumptions
The proposed system model is considering the following assumptions:
• The eNB is always backhauled using fiber link (we assume its backhaul failure prob-
ability is 0).
• 5G NR dual connectivity feature is not adapted in our model.
• The user association will not change in the transition from the normal operation to
the failure operation modes. In this case, we can use the user association provided
from P1A in to P1B.
• We assumed that each user is only using one resource block when getting the optimal
solution to simplify the problem and minimize the exhaustive search space.
3.2.7 Simulation Results
In this section, numerical results are provided to investigate the benefits of utilizing 5G
NR and IAB technology in mitigating backhaul failures in 5G networks. The simulation
model consists of 5 gNBs where one of them fails at a time. Extensive simulations for dif-
ferent failure scenarios have been conducted by varying the number of users in the network.
Also, we use two Power Models (PMs) for evaluating our proposed scheme. The first power
model (PM 1) considers the 5G NR total transmission power is shared between the access
and backhaul transmissions. However, the second power model (PM 2) considers each one
has its own maximum power.
The formulated optimization problem was solved using General Algebraic Modeling
System (GAMS). GAMS is a high-level modeling system for mathematical programming
and optimization. It is designed for modeling and solving linear, nonlinear, and mixed-
integer optimization problems. It consists of a language compiler and integrated high-
performance solvers. GAMS is tailored for complex, large scale modeling applications, and
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allows to build large maintainable models that can be adapted quickly to new situations.
The simulation parameters are shown in Table 4.2.
Table 3.1: Simulation Parameters
Parameter Value Parameter Value
αLoS 45.3 dB αNLoS 57.6
βLoS 2.9 dB βNLoS 4.7
χLoSσ 0.04 dB χ
NLoS
σ 10
Carrier Frequency 28 GHz σ2 -87 dBm
Pmax 30 dBm pmax 20 dBm
Rth 1 Mbps βth 0.01
Q 1000 % 0-1
We evaluate our BOC approach in terms of Degree of Recovery (DoR) from failure. The
DoR is defined as the ratio between the recovered achievable rate and the normal operation
achievable rate for the users associated with the failed gNB.
Fig. 3.12 shows the optimal solution of the optimization problem compared to the sub-
optimal solution of the proposed approach. Note that the optimal solution was obtained
using exhaustive this is why the scale of the problem was reduced to minimize the runtime
of the exhaustive search. We present different scenarios where the number of gNBs and
UEs is varied ranging from 3 to 4 and 5 to 8, respectively. It is obvious that the optimal
solution is outperforming the proposed solution, however, the gap increases as the number
of gNBs decrease or the number of UEs increases. For large-scale networks, the number
of UEs served by a given gNB must be kept within a certain ratio in order to guarantee a
realistic sub-optimal solution from the proposed approximation approach.
Fig. 3.13 and Fig. 3.14 show two different single failure scenarios. These scenarios are
having 5 gNBs, however, the number of UEs is 8 in the first scenario and 16 in the second
scenario. Also, two different power models are used in each scenario known as PM 1 and
PM 2. Fig. 3.13 shows a scenario where we have 5 gNBs, one of them failed which is gNB
3. This failed gNB will acquire its healing backhaul connection from gNB 5. Although the
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Figure 3.12: Optimal solution versus proposed model.
number of UEs is relatively small, the DoR is 501 % only and this is mainly because PM 1
is used.
In Fig. 3.14, although we are using PM 2, the degree of recovery is still low and this
is because the IAB resources are limited and the number of UEs increased compared to
the first scenario. In this case, the number of resources available for the backhaul healing
process is limited. Note that both gNB 2 and gNB 5 are healing gNB 3. This can not
be achieved if PM 2 is applied to this scenario since gNB 2 is serving 3 UEs where the
remaining transmission power will not be sufficient to heal gNB 3.
Fig. 3.15 shows the DoR from failure when increasing the number of UEs in the network
from 8 to 20. The lower set of curves represents the first power model (PM 1) where the
total 5gG NR power is shared between access and backhaul transmissions. On the other
hand, the upper set of curves represents the second power model where the power for access
and backhaul transmissions is not shared. The reason for choosing this metric is that
the proposed 5G NR considered PM 1 which appears to negatively affect the self-healing
process. Note that as the number of UEs increases the DoR decreases. However, as the
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Figure 3.14: BOC scenario with gNB 3 failed and
16 UEs.
number of UEs approaches 16 and higher, the DoR is strongly degraded. This is mainly
because the IAB resources are limited so when adding more UEs there are less resources
for healing the failed backhaul. The superior performance achieved using PM 2 motivates
the integration of this model in the upcoming 5G NR standard.
Table 3.2 shows results from the multiple failures scenario. We consider two gNBs con-
current failures and three gNBs concurrent failures. In the first scenario, the only infeasible
case is when gNBs 1 and 4 fail. In this case, gNB 4 will not find any neighboring gNB to
acquire its backhauling from. The other 5 cases each failed gNB successfully connected to
at least on gNB and acquired its backhauling. The failure of gNBs 3 and 5 results in the
least average DoR because gNB 1 which is healing gNB 5 is relatively far which results in
high pathloss between them. The highest average DoR achieved when gNBs 3 and 4 failed.
This is because gNB 3 is healed from 2 other gNBs.
On the other hand, the three gNBs concurrent failures scenario, where more than 50%
of the network gNBs failed, is suffering from infeasibility. The reason for this feasibility
is that the available resources and/or power are not sufficient to heal all failed gNBs. In
addition, if only one gNB is not healed, the problem will turn out to be infeasible. In the
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Figure 3.15: The gNB degree of recovery.
other 2 cases, the average DoR is very low and this is due to the concept of IAB where the
access and backhaul resources are shared to be used to heal all the failed gNBs.
3.3 Chapter Summary
In the first part, we present the new technologies proposed for use by 5G networks.
These technologies are CRAN, massive MIMO, mmW, SDWN, 5G NR, IAB, etc. Applying
Table 3.2: Multiple Failures Scenario.
Two concurrent failures Three concurrent failures
Failed gNBs Healing gNB(s) Avg. DoR Failed gNBs Healing gNB(s) Avg. DoR
(1/2) (4/3,5) 23.6 % (1/2/3) (4/5/5) 5.8 %
(1/3) (4/2,5) 29.5 % (1/2/4) N/A Infeasible
(1/4) N/A Infeasible % (1/2/5) N/A Infeasible
(2/3) (1/5) 24.5 % (1/4/5) N/A Infeasible
(3/4) (2,5/1) 31.1 % (2/3/5) N/A Infeasible
(3/5) (2/1) 16.6 % (3/4/5) ((2/1/2)) 7.1 %
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all these and other technologies to 5G will increase the fronthauling load. We propose a
scheme to guarantee a minimum throughput to 5G users in the presence of temporarily
or permanently fronthaul failures. A novel pre-planned reactive cell outage compensation
approach is presented to mitigate the fronthaul failure effects and its main concepts can be
summarized as follows:
• Two tier CRAN architecture with SCs use mmW band for connecting their users, and
macrocell uses traditional cellular bands for macrocell users access.
• SDWN implementation provides flexible network operation where the SDWNC, which
is co-located in the cloud, monitors and implements the self-healing procedures and acts as
a database for the macrocell to avoid spectrum sensing during the CR phase.
• Multiple failures scenario is complicated and always results in an obvious degradation
in the DoR metric.
Performance was evaluated using system simulation and it shows that at least 20% of
the fronthauling rate can be guaranteed during the fronthaul failure of any cell site type.
In the second part, we present the problem of backhauling failure for the 5G network
which will consider the dense deployment of gNBs, i.e., 5G small cells, to increase network
coverage and capacity. However, in order to install a large number of small cells, operators
will face the challenge of backhauling their traffic to the core network in a cost-effective
manner. Although, IAB using 5G NR is a promising solution to solve the dilemma of gNBs’
backhauling, densifying the network will increase the probability of failure of these links.
To cope with this problem, we formulated an optimization problem aiming to maximize the
UEs’ minimum rate during failures. We considered single and multiple failures when solving
the optimization problem. The results show that the IAB is a promising solution, however,
the power model for 5G NR must consider separating the transmission power for the access
and backhaul traffic. Our proposed model can mitigate single and multiple failures up-to
two concurrent failures at a time. More than two failures.
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CHAPTER 4. SELF-HEALING BATTERY STARVED USERS USING
ENERGY HARVESTING
4.1 Introduction and Motivation
RF Energy Harvesting (EH) techniques have recently been considered as alternative
methods to power the next generation wireless networks, especially those using low-power
such as Internet of Things (IoT) objects. RF EH has been used to power remote devices. For
example, RF energy has been used to power individual nodes in a wireless sensor networks
[73].
RF energy sources can be categorized into two categories [74]:
• Ambient RF: This RF energy is freely available. The frequency range of ambient RF
transmission is 0.2-2.4 GHz, and this includes most of the radiations from domestic appli-
ances, e.g., Television, Bluetooth, WiFi, mobile devices, in addition to different transmitting
BSs.
• Dedicated RF: This on-demand supply generally has a relatively higher power density
due to directional transmission, and it is used to recharge the nodes or mobile devices that
require predictable and high amount of energy. As RF EH from dedicated RF sources is fully
controllable, it is better suited for supporting applications with Quality-of-Service (QoS)
constraints. Also, the harvester of this dedicated RF energy must pay for this dedicated
service.
Delivering on-demand RF energy to the mobile devices is the same as giving Energy as
a Service (EaaS) to them. In the next generation networks, the operator will be able to
deliver energy via RF signals to the network users or even objects (i.e., Internet of Things
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(IoT) objects). EaaS is a promising service that will have high demand in 5G networks due
to the large number of connected devices and at anytime there will be a number of devices
that their battery is starved and they need a supplementary amount of energy to survive.
Two EH protocols are used: time switching and power splitting. In time switching, the
time slot is partitioned into an EH period and a communication period. In power splitting,
however, a portion of the received signal is used for EH and the remaining signal will be
used to extract the information from the received signal.
There are three EH and transmission schemes defined in the literature: 1) harvest-use-
store, 2) harvest-store-use and 3) harvest-use. In the latter, the node uses the harvested
energy without storing it for future use. In the harvest-use-store, the harvested energy is
immediately used, then the remaining energy, if any, is stored. Finally, in harvest-store-use,
the harvested energy is partially/fully stored before it is used. These three different schemes
are used depending on the nature of the mobile device and the transmission requirements.
Mobile devices are now part of everyone daily life. These devices are not used only in
calls or even daily communications, they are now used in sensitive applications/purposes
such as wireless transactions (Samsung pay or Apple pay), home security, remotely con-
trolling other devices and emergency calls. In certain critical situations, the mobile user
cannot use his mobile device or particulary cannot initiate an emergency call due to a
depleted battery, especially if the mobile user cannot charge his device using the regular
wired/wireless charger. In this chapter, we consider the scenario of high density UEs in a
small area where the users have no access to any power outlets. This scenario appears in
games such as football, soccer or Olympic games where fans enter the stadium 2 or 3 hours
before the game and stay there for another 2 or 3 hours.
Our proposed solution is to introduce a win-win situation where the user will be able
to use his mobile device for an extended period of time and the operator will charge the
mobile user for extending his battery life. The operator will offer this emergency service
using a cooperative Self-healing of Users equipment by Rf Energy transfer (SURE) scheme.
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This scheme will depend mainly on the nearby Base Stations (BSs) and Users Equipment
(UEs) where all of them will dedicate RF energy to the battery starved user in order to be
able to deliver enough energy for extending the battery life.
The procedures to implement the SURE scheme is that when a certain user has a very
low battery level and needs to urgently use his UE for extended time, he will send a request
to the network to extend the life time of his battery. The operator will start gathering the
needed information from this target UE and the surrounding UEs (the cooperative UEs
only) using Minimization of Drive Test (MDT) reports [76], these reports contain number
of measurements measured by the UE itself. Then, the operator will decide which BSs and
which cooperative UEs will be involved in the SURE scheme.
The MDT reporting schemes have been defined in LTE Release 10 specification [77].
The release proposes to construct a data base of MDT reports from the network using
Immediate or Logged MDT reporting conguration. The release proposes to construct a
data base of MDT reports from the network using Immediate and/or Logged MDT reports
from UEs. Following are the key features of MDT: a) The ability of the UE to include
location information as part of UE radio measurement reporting b) The ability of the UE
to log radio measurements during the UEs idle state. The measurements including Reference
Signal Received Power (RSRP) and quality of serving BS as well as of the three strongest
neighboring BSs and the Channel Quality Indicator (CQI). These information are sent by
the UE in a single vector V as follows:
V =[RSRPs, RSRPn1, RSRPn2, RSRPn3, RSRQs, (4.1)
RSRQn1, RSRQn2, RSRQn3, CQI,XY Z]
where the subscripts s and n denote the serving and neighboring cells, respectively.
RSRQ is the reference signal received quality and XYZ refers to the location of the UE.
The MDT report of the target UE will help the network to detect which BSs can be
involved in the SURE scheme. However, the MDT reports received from the cooperative
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users in the area will be used to determine which UEs will heal the target UE. The target
UE will also relay his UL data to one of the healing UEs in order to minimize transmission
power. This relay UE is chosen such that the transmission power of the target UE is
minimized compared to sending his data directly to the serving BS given that the relay UE
is much closer than the serving BS.
The remainder of this paper is organized as follows: Section II is the literature review of
the previous work. In Section III, we explain the technical details of our proposed approach
with a detailed description of the system model. In Section IV, the detailed formulation
of the optimization problem is preseneted. Section V introduces three solvers which solve
the exact formulated problem, a relaxed version of it and finally a linearized version of it.
This is followed by Section VI which presented the simulation results of our SURE scheme.
Finally, Section VII concludes our work.
4.2 The Proposed System Model
We consider a heterogeneous network with different BSs tiers (macrocells and small
cells) in addition to two UE categories which are cooperative (agreed to cooperate in the
healing process) and non cooperative UEs (regular UEs without any cooperation) in which
macrocells are overlaid with uniformly distributed small cells and randomly located UEs. As
can be seen in Fig. 4.1, the battery starved UE (in the center) has initiated a healing request
to the network after sending his latest MDT report. The serving BS will communicate with
the neighboring BSs to inform them to start the healing process. Also, the serving BS
requests the MDT reports from the cooperative UEs located in the target UE’s vicinity
and depending on the position, compared to the target UE, and mobility, the serving BS
will determine which UEs can heal the target UE. Finally, the target UE will harvest and
aggregate the energy coming from all sources (different BS tiers and UEs tier). The healing
process will continue until a certain metric is achieved such as threshold battery level or
after the delivery of a predetermined amount of energy [78].
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Fig. 4.2 shows one time slot of the target UE where the time switching technique is
used so that the time slot is partitioned into tree portions to accommodate the EH period.
The harvesting process is done in the first portion where the target UE first harvests from
neighboring BSs and from a subset of the cooperative UEs. Then the target user begins its
regular transmission with its serving BS (downlink and uplink). The downlink, as usual, is
received from the serving BS. However, the uplink phase is done using relaying so that the
target UE will relay its data to the nearest cooperative UE which will forward this data to
the serving BS. This UL relying is implemented to minimize the uplink power consumption
of the target UE [78].
4.2.1 Selection Criteria
The UEs involved in this cooperation approach must pre-register in the SURE scheme.
Also, during the healing process, they must have sufficient energy in their batteries (if a
cooperative UE does not have sufficient energy, it will be removed from the cooperative UE’s
list). Upon their cooperation and as an incentive, they are compensated by the network
operator for their role in the healing process. In [75], the authors proved that cooperation
schemes bring significant gains for both the operator and the cooperative users compared
to a non cooperative scenario.
In SURE scheme, we introduce two selection criteria: 1) Selecting the BSs and UEs that
will help the target UE to recharge its depleted battery. 2) Selecting the relay UE that will
relay the target UE’s UL data to minimize its battery consumption.
4.2.1.1 Selecting Cooperative UEs
The selection process can be done within the target UE’s serving BS or a central control
BS (i.e., macrocell). This selection process will return the BSs and UEs that are capable of
transferring energy to the target UE. The cooperative BSs are chosen based on the target
UE’s MDT report where the three strongest neighboring BSs are chosen.
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Figure 4.1: Healing the target UE using SURE scheme.
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On the other hand, the selection criteria for the cooperative UEs is totally different than
that of the BSs. This is because the MDT report does not include any mutual information
between the target UE and the helping UEs. However, the location of each UE is known
from its MDT reports.
In order for the target UE to harvest RF energy from cooperative UEs, the input power
to the target UE must exceed a predesigned threshold to activate the EH electronic circuit
[79]. Thus, to harvest RF energy, the target UE received power from its nearby UEs cannot
be small, which means that these UEs must be within a certain region around the target
UE. This region is called the EH Region (EHR). The EHR consists of circles with radii rhu
centered at each cooperative UE, where rhu is given by [80]:
rhu = (ξ
Pu
Vth
)1/ν (4.2)
where ξ ∈ (0,1] is the EH efficiency factor of UE, Vth is the EH threshold to activate the
EH circuit, and ν is the path loss exponent in EH transmission. It should be noted that the
transfer distance in EHRs is generally short, which results in line-of-sight power transfer.
As such, ν is not necessarily the same as the path loss exponent in data link transmission
[80]. Then if the target UE falls in the EHR of any nearby UE, then this UE is chosen as
a helping UE in the healing process.
This selection process is done oﬄine because all the needed information (locations and
transmission power of UEs) are known. In a real implementation of the SURE scheme
scenario, the location of each UE is known from the MDT report sent to the serving BS
from each UE including the target UE. Then the central BS will calculate the distances
between the target UE and all UEs that are willing to cooperate.
Eq. (4.2) is used to check if the target UE lies within the EHR of each UE. When this
condition is satisfied, this UE is added to the cooperative UE’s set. This set of cooperative
UEs is supposed to heal the target UE through the EH process.
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Figure 4.2: Time slot partitioning to include EH slot.
4.2.1.2 Selecting UL Relay UE
Harvesting energy from surrounding BSs and UEs is sufficient but will not guarantee
continue service and extended life time for the target UE battery. This is why we are trying
here to minimize the UL transmission power of the target UE by relaying its UL data to
one of the cooperative UEs. These cooperative UEs are already in the target UE vicinity.
Assuming that all helping UE has enough battery level, then the selected UE relay must
provide the best data rate to the target UE. Also, it will minimize the target UE’s UL
transmit power because the target UE will send its UL data to the best relay UE instead of
sending its UL data directly to the serving BS. This selection criterion is done online and
it will be discussed in detail in Section III.
4.2.2 Target UE Channel Model
The target UE has a starved battery, and for this reason the target UE relays its data
in the UL via one of the cooperative UEs to communicate with the serving BS. This will
minimize the target UE’s energy consumption which will help extend the battery life and
will effectively help in the healing process. The relay UE is chosen online to maximize the
transmission rate and minimize the UL power of the target UE.
There are two types of relays; Amplify-and-forward (AF) relays which retransmit the
signal without decoding while decode-and-forward (DF) relays decode the received signal,
encode the signal again, and transmit. Each of these two types has its advantages and
disadvantages (for more details reader is referred to [81]).Our system model and formulation
is based on the DF protocol. However, AF protocol is also applicable to our model.
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The maximum rate of the DF protocol Rto(DF ) can be expressed as:
Rto(DF ) = min(R
t
m,o, R
t
m,d) (4.3)
where Rtm,o is the data rate of the wireless link between the target UE and the relay
UE, Rm,d is the data rate of the wireless link between the relay UE and the serving BS.
The equations for these rates are given by Eqs. (4.4) and (4.5), respectively:
Rtm,o =
1
2
log2(1 +
P to |htm,o|2
No
) (4.4)
Rtm,d =
1
2
log2(1 +
P tm|htm,d|2
No
) (4.5)
where P to is the UL power of the target UE in time slot t, P
t
m is the UL power of the
relay UE in time slot t, htm,o is the channel gain between the target UE and the relay UE
and htm,d is the channel gain between the relay UE and the serving BS and No is the noise
power.
Also, AF protocol can be used instead of DF protocol in this case the target UE data
rate Rto(AF ) will be given as follows [82]:
Rto(AF ) =
1
2
log2(1 +
P toPm|htm,o|2|htm,d|2
No(P to |htm,o|2 + P tm|htm,d|2 +No)
) (4.6)
4.2.3 Energy Harvesting Model
Most of prior work assumed that the UEs can harvest the ambient energy received from
all BSs. However, since wireless energy decays rapidly, as such, the received power from
BSs located far away from the UE may be too low to be harvested by the UE. This can
be overcome by using MDT reports to pre-determine the BSs and UEs that can effectively
heal the target user. The stored energy in the target UE’s battery at the end of time slot t
is given as follows:
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Bt = max(0, Bt−1 + Eth − Etc) (4.7)
where Bt−1 is the battery charge in the previous time slot, Eth is the harvested energy
in time slot t, Etc is the consumed energy in the UL stage and is equal to p
t
oT
UL. The max
operator used to make sure that the battery level at time t will never go to zero.
The target UE’s total harvested energy during a certain time slot t Eth is defined as the
total harvested energy from the BSs tier and from the UE tier. The Eth is given as follows:
Eth = TH(ξ1
M∑
m=1
P tm|hm,o|2 + ξ2
K∑
k=1
P tbk |hbk,o|2) (4.8)
where ξ1 and ξ2 are the EH efficiency factors of UEs and BSs, respectively. P
t
m is
the transmit power of the mth cooperative UE. P tbk is the transmit power of the k
th BS
depending on the type of the BS (macrocell or SC).
4.3 Formulating The Optimization Problem
The objective of this section is to formulate an optimization problem that will maxi-
mize the target UE’s UL rate while minimizing the UL power and satisfying the energy
constraints, power constraints and decision variables constraints.
4.3.1 The Objective Function
The objective function as shown in Eq. (4.9) has two main terms; the fractional term
which, in the numerator, maximizes the overall data rate of the target UE and, in the
denominator, minimizes the total UL energy of the same UE. The second term is introduced
to minimize the harvested energy. However, this minimization is constrained by achieving
the target amount of energy (Etarget) which the network operator is guaranteeing to the
target UE. The objective function is given in Eq. (4.9).
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max
tm,P
t
o ,u
t
∑T
t=1
∑M
m=1 
t
mT
UL min(Rtm,o, R
t
m,d)∑T
t=1 P
t
o T
UL
− α
T∑
t=1
Ethu
t (4.9)
where ti is a decision binary variable that is used to determine the relay UE that the
target UE will depend on to relay his data to the serving BS in order to minimize his UL
transmission power in each time slot t, TUL is the uplink duration in each time slot, α is a
scaling factor used to control the contribution of the second term to the objective function,
given that 0 ≤ α ≤ 1, T is the total number of time slots and this number is constant
within each SURE scheme, Eth is the harvested energy in time slot t, ut is a decision binary
variable used to terminate the EH process when the target UE harvests a certain amount
of energy Etarget.
4.3.2 Rate Constraint
A minimum rate must be guaranteed to the target UE. This rate is guaranteed because
the objective function implicitly minimizes the target UE UL power. The rate constraint is
given by Eq. (4.10)
M∑
m=1
tm min(R
t
m,o, R
t
m,d) ≥ Rmin (4.10)
where tm will equal to 0 for all m except for the relay UE where it will be equal to 1
(given that we have only one relay UE). Then, the rate between either the target UE and
the relay UE or the relay UE and the serving BS must be greater than or equal to Rmin.
4.3.3 Energy Constraints
In the optimization problem, we added two energy constraints; battery capacity con-
straint and energy causality constraint, as shown in the following subsections.
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4.3.3.1 Battery Capacity Constraint
Although the target UE has a starved battery and this battery level is less than 10%
of the maximum, we must guarantee that the harvested energy at each time slot plus the
battery level at the previous time slot does not exceed the maximum. Referring to the
time slot partitioning in Fig. 4.2, this constraint is considered to be evaluated after the
harvesting duration and before any energy consumption either in the uplink or the downlink
(considered at the boundary between TH and TD). This constraint is formulated as shown
in Eq. (4.11).
Bt−1 + Eth ≤ Bmax, ∀ t = 1, ...., T (4.11)
where Bt−1 is the target UE’s battery level at the previous time slot and Bmax is the
maximum capacity of the target UE’s battery.
4.3.3.2 Energy Causality Constraint
It is required that energy can not be consumed before it is harvested in each time slot
which means that the consumed energy in uplink or downlink transmission or even consumed
energy by the electronic devices must be less than or equal to the harvested energy in this
time slot plus the battery charge at the previous time slot. Since the capacity of the battery
is assumed to be finite,the harvested energy that can not be consumed in each slot will be
stored in the battery for further use is constrained by Eq. (4.11). From the long term
operation perspective, we obtain the energy causality constraint as shown in Eq. (4.12).
EtU + E
t
D + EX ≤ Eth +Bt−1, ∀ t = 1, ...., T (4.12)
where EtU is the target UE’s UL energy at time slot t, E
t
D is the target UE’s DL energy
at time slot t, EX is the target UE’s circuit consumed energy including energy dissipated
in the electronic circuits and leakage energy.
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4.3.4 Power Constraints
The power constraints in our formulation is simply an upper and lower limits on the
target UE’s UL power P to in each time slot t. During the healing process, the upper limit
of the target UE’s UL power is set to PSHmax where this limit is less than the upper limit
in normal operation. This is because we are trying to minimize the power consumption of
the target UE during the EH stage. Also, during the healing process the target UE relays
its UL transmission to a relay UE, hence resulting in the target UE consuming much less
power than sending the UL transmission directly to the serving BS, given that the relay
UE is in the target UE’s vicinity.
The upper and lower limits of the target UE’s UL power are given in Eq. (4.13) and
(4.14), respectively.
P to ≤ PSHmax, ∀ t = 1, ...., T (4.13)
P to ≥ Pmin, ∀ t = 1, ...., T (4.14)
where Pmin is the lower limit of the target UE’s UL power and this is the same during
the SURE scheme or during the normal operation.
4.3.5 Decision Variables Constraints
In this formulation, we have two binary decision variables (tm and u
t). The former is
used to choose the relay UE among the cooperative UEs. The latter is used to control the
EH process. Following is a detailed explanation of the role of each decision variable.
4.3.5.1 Relay UE Decision Constraint
The relay UE selection is done online at each time slot t depending on which relay
maximizes the target UE’s rate. In each time slot, one UE is selected among the cooperative
79
UE’s to relay the target UE’s data to the serving BS. This selection is done by limiting the
selected UEs to only one at each time slot t using Eq. (4.15).
M∑
m=1
tm ≤ 1 (4.15)
Then from the objective function (Eq. (4.9)), it is obvious that tm is used to select UE
m which maximizes the target UE’s UL rate.
4.3.5.2 Energy Harvesting Decision Constraint
The target UE’s battery is starved and the network operator main task is to extend
the life time of this UE’s battery by supplying a certain amount of energy Etarget. The
EH process is done during T time slots. There are two possibilities during these T time
slots. The first possibility is that the energy supplied to the target UE is less than Etarget.
This can be due to the shortage in cooperative UEs or BSs. In this case, the operator will
re-initiate the healing process for another T time slots until providing the target energy to
the starved UE.
The second possibility is that the operator supplied the target UE with Etarget within T
time slots. In this case and from the operator point of view, any additional supplied energy
more than Etarget is considered a waste of resources because the operator has to compensate
the cooperative UEs for their exerted efforts in the healing process, in addition to the
resources and energy consumed from the operator’s network side. This is the motivation
behind terminating the EH process after reaching a certain threshold (Etarget).
This termination process is done with the aid of the binary decision variable ut. This
decision variable equals 1 as long as the harvested energy Eth did not exceed E
target. When
it exceeds Etarget, ut is set to 0 and the whole harvesting process will terminate. Observe
that when ut goes to 0 it never goes to 1 again. This can be represented mathematically
by Eqs. (4.16) and (4.17).
ut+1 ≤ ut, ∀ t = 1, ..., T (4.16)
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ut+1 ≥ E
target −∑Ji=1Eihui
K
, ∀ t = 1, ..., T, ∀J = 1, ..., t, (4.17)
where
∑J
i=1E
i
hu
i is the accumulated harvested energy at a certain time slot t given that
J is from 1 until the current time slot t. K is a very large positive number used to limit the
right hand side of Eq. (4.17) to be between −1 and 0 if ∑Ji=1Eihui is greater than Etarget
and between 0 and 1 if Etarget is greater than
∑J
i=1E
i
hu
i.
Eq. (4.16) is used to guarantee the following; if ut+1 goes to 0 it will never return back
to 1 given that ut has an initial value equals to 1. For example, if ut equals to 1 then from
Eq. (4.16), ut in the following time slot (ut + 1) can take the values 0 or 1. However, if ut
equals to 0 then ut+1 cannot take any value except 0.
Eq. (4.17) is used to set ut+1 to 0 or 1 depending on the value of accumulated harvested
energy
∑J
i=1E
i
hu
i and target threshold Etarget at each time slot. If the accumulated har-
vested energy is less than Etarget then the numerator of the left hand side will be positive
and given that K is a very large positive number, then this value will be between 0 and 1.
Because the right hand side ut must be greater than or equal to the right hand side, then
ut+1 is forced to be set to 1.
On the other hand, if the accumulated harvested energy is greater than Etarget then the
numerator of the right hand side will be negative and given that K is a very large number,
then this value will be between −1 and 0. Because the left hand side ut must be greater
than or equal the right hand side, then ut+1 can be set to either 0 or 1. Recalling the last
term in Eq. (4.9), this is equivalent to minimizing ut. Although 0 or 1 are valid according
to Eq. (4.17), ut+1 will be forced by the minimization pressure to be 0 and not 1. At this
point, ut+1 goes to 0 and it will never go back to 1 again during the remaining time slot
before the whole process is terminated by the aid of Eq. (4.16).
Although ut is a decision variable, it has limited combinations due to its special nature.
Given T = 10 and ut as a binary variable, then normally ut will have 210 different combi-
nations. However, in our unique formulation (if it goes to 0 it will never go to 1 again), ut
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has only 10 different combinations given that initially u1 equals to 1 since the target UE
is using the SURE scheme to harvest at least in the first time slot. For example, if Etarget
was reached in the 5th time slot, then the final vector of ut will be [1 1 1 1 1 0 0 0 0 0].
4.3.6 The Optimization Problem Formulation
BAsed on the above detailed derivation of the objective function and different constraints
, the optimization problem for SURE scheme is given by:
max
tm,P
t
o ,u
t
∑T
t=1
∑M
m=1 
t
mT
UL min(Rtm,o, R
t
m,d)∑T
t=1 P
t
o T
UL
− α
T∑
t=1
Ethu
t
subject to
M∑
m=1
tm min(R
t
m,o, R
t
m,d) ≥ Rmin, ∀ t = 1, ...., T,
Bt−1 + Eth ≤ Bmax, ∀ t = 1, ...., T,
EtU + E
t
D + EX ≤ Eth +Bt−1, ∀ t = 1, ...., T,
P to ≤ PSHmax, ∀ t = 1, ...., T
P to ≥ Pmin, ∀ t = 1, ...., T
M∑
m=1
tm ≤ 1, ∀ t = 1, ...., T
ut ≥ ut+1, ∀ t = 1, ...., T
ut ≥ E
target −∑Ji=1Eihui
K
, ∀ t = 1, ..., T, ∀J = 1, ..., t
ut  {0, 1}, ∀ t = 1, ...., T
tm  {0, 1}, ∀ t = 1, ...., T, ∀m = 1, ...,M
The formulated optimization problem is Mixed-Integer Nonlinear Programming (MINLP),
non-convex and NP-hard due to the binary decision variables (tm and u
t) and the continues
variable P to in addition to the nonlinearity in the objective function and constraints.
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4.4 The Proposed Solutions
Non-convex nonlinear functions as imposed by discrete variables easily lead to problems
that are NP-hard in theory and computationally demanding in practice. Solving the afore-
mentioned optimization problem is hard and this is why we will try to solve the problem
heuristically. Three approaches (solvers) are used to solve this problem: 1) Basic Open-
source Nonlinear Mixed Integer Programming (BONMIN) 2) Solving Constraint Integer
Programs (SCIP) 3) Interior Point OPTimizer (IPOPT). All these solvers are integrated
in General Algebraic Modeling System (GAMS). For more details about GAMS and its
solvers: https: // www. gams. com/ .
GAMS is a high-level modeling system for mathematical programming and optimiza-
tion. It is designed for modeling and solving linear, nonlinear, and mixed-integer optimiza-
tion problems. It consists of a language compiler and integrated high-performance solvers.
GAMS is tailored for complex, large scale modeling applications, and allows to build large
maintainable models that can be adapted quickly to new situations.
Both BONMIN and SCIP linearize the MINLP before solving which results in Mixed
Integer Linear Problem (MILP). However, to solve the problem with IPOPT, we relax the
decision variables of the MINLP resulting in Non Linear Problem (NLP).
4.4.1 Linearization of The Problem
The non-linearity of the original optimization problem appears in the objective function
Eq. (4.9) and the rate constraint Eq. (4.10). Linearizing the objective function requires
first eliminating the ”min” operator. To do that we will introduce a new variable Rx to the
objective function and add two more constraints as shown in Eq. (4.18) , Eq. (4.19) and
Eq. (4.20) , respectively.
max
tm,P
t
o ,u
t
∑T
t=1
∑M
m=1 
t
mT
ULRtx∑T
t=1 P
t
o T
UL
− α
T∑
t=1
Ethu
t (4.18)
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Rtx ≤ Rtm,o (4.19)
Rtx ≤ Rtm,d (4.20)
The same approach will be used with the rate constraint Eq. (4.10) to eliminate the
”min” operator which will result in 2 new constraints. Then the linearization step is done
within each solver where the logarithmic function is linearized using piecewise approxima-
tion. Following is the explanation for each linearization solver.
4.4.1.1 BONMIN Solver
BONMIN is an open-source solver for MINLPs [84]. BONMIN can handle MINLP
models and it implements 3 different algorithms for solving MINLPs: a) B-BB (default): a
simple branch-and-bound algorithm based on solving a continuous linear program at each
node of the search tree and branching on integer variables which is based on spatial branch
and bound sBB b) B-OA: an outer-approximation based decomposition algorithm based
on iterating solving and improving of a MIP relaxation c) B-QG: an outer-approximation
based branch-and-cut algorithm based on solving a continuous linear program at each node
of the search tree. In our simulation, we used the first algorithm.
As BONMIN is an exact solver only for convex problems, but taking into consideration
that the values of the heuristic solutions obtained using this approach are usually very close
to the optimal ones.
A linearization step allows obtaining a linear programming relaxation of the main prob-
lem, which can be easily embedded in the sBB Algorithm. It is worth to mention that if
the branching can be done over a binary variable or a continuous variable, the algorithm
chooses the binary variable. The main difference between sBB with a usual BB algorithm
for solving MILPs is that branching might occur on a continuous variable. It also uses a
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linear outer-approximation of the nonlinear problem for bounding purposes. The detailed
description of the sBB algorithm can be found in [85].
4.4.1.2 SCIP Solver
SCIP includes capabilities to handle nonlinear functions that are specified via algebraic
expressions. Similar to BONMIN, MINLPs are solved via an sBB algorithm using linear
relaxations. The tightness of this relaxation depends heavily on the variable bounds, thus
tight bounds for the nonlinear variables are crucial for SCIP. However, SCIP uses sBB based
on a linear outer-approximation, which is computed by a reformulation of the MINLP [86].
4.4.2 Relaxation of The Problem
Although the linearization is done automatically inside the solver (BONMIN or SCIP),
the decision variables relaxation must be done manually before solving the problem using
any NLP solver. Relaxation arises by replacing the binary constraints by weaker constraints,
that each variable belongs to the interval [0,1]. This relaxation will be applied to the two
binary variables in our problem (tm and u
t) where after relaxation they will be bounded as
follows:
0 ≤ tm ≤ 1
0 ≤ ut ≤ 1
After solving the relaxed NLP version of the original MINLP, the relaxed variables are
rounded up to 1 or down to 0 depending on a certain threshold (0.5 in most cases) to return
back to its binary nature, taking into consideration the constraints satisfaction, and then
the objective function is evaluated.
4.4.2.1 IPOPT Solver
IPOPT is a software library for large scale nonlinear optimization of continuous systems.
IPOPT implements a primal-dual interior point method, and uses line searches based on
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Filter methods. It tries to minimize the gap between the primal and dual solution of the
NLP problem (reader is referred to [87] for more details regarding the IPOPT solver). Since
IPOPT is not a MINLP solver, the relaxation and rounding are done manually before and
after running IPOPT where the manual relaxation converts our original MINLP into NLP
and then the rounding step is done after IPOPT returned the solution and before doing the
evaluation of the objective function.
4.5 Simulation Results
Table 4.1: Simulation Parameters (Section 4.5)
Parameter Value
Macrocell maximum power 43 dBm
SCs maximum power 30 dBm
UE max power 23 dBm
PSHmax 20 dBm
Rmin 20 b/s/Hz
Bmax 40 KJ
Binitial 2 KJ
Target UE’s battery charge 2.915 Ah
Target UE’s battery voltage 3.82
Etarget 8.5 KJ
EX 50 J
Total number of macrocells 1
Total number of SCs 3
Total number of UEs 12
T 10
TUL 13 time slot
TH 13 time slot
No -174 dBm/Hz
ξ 0.5
K 100000
α 0.01
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In this section, numerical results are presented to prove the validity of the proposed
SURE model to heal the energy starved users. The formulated optimization problem was
solved using GAMS. GAMS is connected to a group of third-party optimization solvers.
Among these solvers, three are used to solve our optimization problem which are: BONMIN,
SCIP and IPOPT. The simulation parameters are shown in Table II.
4.5.1 Oﬄine Cooperative UEs Selection
In our simulation model, the UEs and different types of BSs are distributed using PPP.
Then the distance between the target UE and all other UEs is calculated via the central
BS. Using Eq. (4.2), a UE is selected as a cooperative UE if the target UE lies in its EHR.
According to the locations of the UEs distributed randomly except the target UE which
is located at the orgin, an average of 8 cooperative UEs are selected from set of 12 UE. This
average number of cooperative UEs is considered high due to the high density distribution
of the UEs in limited space according to the proposed scenario. However, this scenario is
realistic in the anticipated high dense 5G networks or in 4G networks in special high dense
events such as Olympic games or football matches.
4.5.2 Online Relay UE Selection
Table 5.1 shows an example for tm, where m=8 and T=10, from our simulation to show
that relay UE is changing from one time slot to the other. Also, a relay can be chosen in
two different or successive time slots such as relay UE 1 and UE 3. A relay UE may not be
chosen at anytime slot such as relay UE 4 and UE 7.
4.5.3 Harvested Energy
4.5.3.1 Target UE’s Harvested Energy
The harvested energy during the SURE scheme depends mainly on the number of co-
operative UEs and BSs. Fig. 4.3 shows the target UE’s harvested energy versus time for
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Table 4.2: Relay UE online assignment for m=8 and T=10
tm t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10
t1 0 1 0 0 0 0 0 1 0 0
t2 1 0 1 0 0 0 0 0 0 0
t3 0 0 0 0 1 1 0 0 0 0
t4 0 0 0 0 0 0 0 0 0 0
t5 0 0 0 0 0 0 1 0 1 0
t6 0 0 0 0 0 0 0 0 0 1
t7 0 0 0 0 0 0 0 0 0 0
t8 0 0 0 1 0 0 0 0 0 0
different numbers of cooperative UEs and BSs. It is assumed that the target UE’s battery
initially holds only 5%(2 KJ) of its full battery level Bmax. This explains why the starting
point of the vertical axis is above 2 KJ . Also, all cooperative UEs and BSs are set to trans-
mit using their maximum power. This configuration is used here to show the maximum
energy that can be delivered to the target UE.
It is clear from the figure that as the number of cooperative UEs and/or BSs increases,
the harvested energy increases. Because the BSs’ (macrocells or small cells) transmission
power is much greater than the UEs’ transmission power, increasing the number of cooper-
ative BSs (maximum k=4), the harvested energy, at the target UE, increases with higher
rate than increasing the number of cooperative UEs. This appears clearly by comparing the
set of green curves (k=4) with the other two sets (beside the cooperative UEs, one set has
1 BS and the other has no BSs). Moreover, For m=8 UEs and k=4 BSs, the green curve
achieve the target energy threshold (Etarget) at t=8 mins, then it remains constant because
in this case the harvested energy will be greater than Etarget and ut will go to 0 and the
harvesting process will be forced to terminate.
For (m=4 UEs and k=1 BS) and (m=8 UEs and k=0 BSs), these two curves (the inter-
secting blue and brown curves) give an indication that harvesting from 1 BS is equivalent to
harvesting from 4 UEs, taking into consideration that the cooperative UEs are much closer
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Figure 4.3: Harvested Energy Versus Time
to the target UE than any BS. For m=8 UEs and k=0 BSs, the cooperative UEs can supply
the target UE with almost double its initial battery level without the help of any BS.
4.5.3.2 Cooperative UEs Energy Consumption
Cooperative UEs are giving away a portion of their battery energy for being involved in
the SURE scheme and in return they are rewarded/compensated from the network operator
which results in a win-win situation. The operator must decide how many cooperative UEs
are required to start any SURE scheme and how much energy they will give away. Fig.
4.4. (a) shows the consumed energy from each cooperative UE’s battery when the number
of cooperative UEs range from 2 to 8. As it is shown in the figure, as the number of UEs
increases the consumed energy from each cooperative UE decreases. For m=8 UEs, almost
all UEs have the same energy consumption. The differences in energy consumption appear
because each time slot a cooperative UE is chosen to relay the target UE’s data.
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Fig. 4.4. (b) shows the amount of harvested energy at the target UE from the cooper-
ative UEs only. It is obvious that as the number of cooperative UEs increases the amount
of harvested energy at the target UE increases. By looking at Fig. 4.4. (a) and (b), we
can see that having only 2 cooperative UEs is not a good choice to start the SURE scheme.
At least 4 cooperative UEs are required (beside the cooperative BSs) to start the SURE
scheme.
4.5.4 Energy Efficient and Sum Rate
After solving the optimization problem, the energy efficiency and sum rate equations
are defined as in Eq. (4.21) and Eq. (4.22), respectively.
T∑
t=1
M∑
m=1
tm min(R
t
m,o, R
t
m,d) (4.21)
∑T
t=1
∑M
m=1 
t
mT
UL min(Rtm,o, R
t
m,d)∑T
t=1 P
t
o T
UL
(4.22)
where Rtm,o and R
t
m,d are defined in Eq. (4.4) and Eq. (4.5), respectively, and the energy
efficient equation is simply the sum rate over the total target UE’s UL energy.
In Fig. 4.5, the sum rate and energy efficiency are presented using three different solvers;
IPOPT (solving relaxed NLP), SCIP and BONMIN (both solving linearized MIP). Fig. 4.5.
(a) shows the energy efficient versus the number of cooperative UEs. BONMIN solver has
the highest values among the other two solvers (the zoomed sub figure shows that BONMIN
is higher than SCIP). However, comparing BONMIN and SCIP with IPOPT shows that
IPOPT has very poor energy efficiency values. Moreover, BONMIN is the best to satisfy
the shown tradoff. This gives an indication that solving the MINLP using linearization
(MILP) is much better than solving it using relaxation of the decision variables (NLP).
Fig. 4.5. (b) shows the target UE’s UL sum rate when changing the number of coopera-
tive UEs from 2 to 8. By increasing the number of cooperative UEs, the sum rate increases
because the target UE will have more UE choices from which the target UE can choose the
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best UE’s channel conditions to relay his UL data. Although the sum rate of IPOPT is the
best among the other two solver, it has the poorest energy efficient values which indicates
that the target UE’s UL power is very high in this case. From Fig 4.5. (a) and (b) it can
be inferred that BONMIN is the best solver for this problem where it has the best energy
efficient values and its sum rate is higher than that of the SCIP solver.
4.6 Chapter Summary
The growing number of wireless transmitters naturally results in increased Radio Fre-
quency (RF) power density and availability. On demand energy transfer will be universally
present over an ever-increasing range of frequencies and power levels, especially in highly
populated urban areas. In this chapter, a novel scheme named Self-healing of Users equip-
ment by Rf Energy transfer (SURE) proposed to heal battery starved users using on demand
RF energy transfer. We formulated a Mixed Integer Non Linear Programming (MINLP)
optimization problem for the SURE scheme to maximize the sum rate and meanwhile min-
imize the UL power of the target UE. The formulated problem belongs to MINLP that is
hard to solve directly. To achieve better scalability, we used three different heuristic algo-
rithms to solve the problem named Interior Point OPTimizer (IPOPT), Solving Constraint
Integer Programs (SCIP) and Basic Open-source Nonlinear Mixed Integer Programming
(BONMIN). The simulation results show that BONMIN is the best solver for this problem.
Also, it is recommended that the SURE scheme starts with at least four cooperative UEs
beside the cooperative BSs in order to charge the target UE’s battery with 5% (at least) of
its full capacity.
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Figure 4.4: (a) Cooperative UEs’ consumed energy versus number of cooperative UEs (b) Target
UE’s harvested energy versus number of cooperative UEs
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CHAPTER 5. CELL OUTAGE COMPENSATION IN 5G USING
UAVS
In this chapter a number of cell outage compensation frameworks for 4G/5G network
supported by dynamic Drone Base-stations (DBSs) is proposed.
In the first framework, we present a novel cell outage compensation (COC) framework to
mitigate the effect of the failure of any outdoor Base Station (BS) in 5G networks. Within
our framework, the outage compensation is done with the assistance of sky BSs (UAVs)
and Ground BSs (GBSs). An optimization problem is formulated to jointly minimize the
energy of the Drone BSs (DBSs) and GBSs involved in the healing process which accordingly
will minimize the number of DBSs and determine their optimal 2D positions. In addition,
the DBSs will mainly heal the users that the GBS cannot heal due to capacity issues.
Simulation results show that the proposed hybrid approach outperforms the conventional
COC approach. Moreover, all users receive the minimum quality of service in addition to
minimizing the UAVs’ consumed energy.
In the second framework, we propose to use drones or helikites to mitigate GBS failures
based on the type and duration of the failure. Our proposed short-term and long-term cell
outage compensation framework aims to mitigate the effect of the failure of any GBS in 5G
networks. Within our framework, outage compensation is done with the assistance of sky
BSs (UAVs). An optimization problem is formulated to jointly minimize communication
power of the UAVs and maximize the minimum rates of the Users’ Equipment (UEs) affected
by the failure. Also, the optimal placement of the UAVs is determined. Simulation results
show that the proposed framework guarantees the minimum quality of service for each UE.
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5.1 Hybrid Cell Outage Compensation: Sky-Ground Approach
5.1.1 Introduction
Unmanned aerial vehicles (UAVs) enabled communications have attracted considerable
attention recently due to the inherent agility [88]. On demand UAVs can rapidly provide
network access to be used in various applications. As reported by AIAA (www.aiaa.org),
the global market for commercial UAV applications will skyrocket to as much as 127 billion
dollars by 2020. UAVs are gaining increasing popularity in Information Technology (IT)
applications due to their high flexibility for on-demand deployments. According to Nokia
(www.nokia.com), in May 2016, they launched a rapidly deployable 4G solution that can
be carried by drones to provide connectivity at high-traffic events. Also, project Loon by
Google (www.google.com/loon) provided internet access worldwide by leveraging the UAV
technology.
In particular, employing UAVs as aerial Base-Stations (BSs) is envisioned as a promising
solution to tackle the challenges facing the existing 4G, and forthcoming 5G networks. One
of the main challenges facing these networks is the failure of BSs and how to self-heal or
mitigate this failure in an autonomous way [6; 19].
Drones are a special type of UAVs that are popular for remote sensing and surveillance.
Recently drones were used by Nokia to provide connectivity to smart cities (www.nokia.com).
Although drones are very popular in UAV-based communications, there are other types of
UAVs which are strong candidates to be used as flying Base-Stations (BSs) in 5G. The most
relevant and well-known UAV types are [100]:
•Drones: are a special type of UAVs that are used in many applications nowadays and
they are gaining increasing popularity in information technology applications due to their
high flexibility for on-demand deployments. Due to their relatively low capacity, they are
generally restricted to low altitudes.
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•Aircrafts: powered by fuel or batteries, are capable of remaining aloft for several days.
This category of UAVs possesses favorable features such as low-power and energy-efficient
lightweight structures with sufficient payload capacity which allow efficient trajectory man-
agement and positioning tools [101].
• Airships: are much more flexible in terms of weight, size and power consumption.
They have been designed to fly up to 20 km. They are capable of staying in the air for
long periods of time, which may be even months. A well-know example of already deployed
airships is project Loon powered by Google (www.google.com/loon).
• Helikites: exploits both wind and helium for its lift. The aerodynamic lift is essential
to combat the wind meanwhile its power consumption is very low. Helikites are very popular
low altitude platforms operable independent of weather conditions and can stay in air for a
few weeks [102].
Table 1 summarizes the capabilities of the aforementioned UAVs [103].
Table 5.1: Comparing different types of UAVs
UAVs Capabilities Drones Aircraft Airship Helikite
High Payload Based on size Yes Yes Yes
Moving Coverage Yes Yes Yes No
Instant Deployment Yes Yes No Yes
Weather Resistance No Yes No Yes
Easily Handled Yes No No Based on size
Power Consumption High High High Low
When a failure occurs at any BS in the network, the conventional and well-known cell
outage compensation technique changes the neighboring BSs’ antennae tilt and transmission
power levels to serve the users of the failed BS. The advantage of this self-healing technique
is that it is fast and guarantees minimum Quality of Service to the users under the failed
BS. However, its disadvantage is that the users of the neighboring BSs will be affected
by the change in their BSs’ antennae configurations. To make use of the advantage of the
conventional self-healing technique and avoid its disadvantage, we propose a novel approach
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where DBSs will serve users that are not connected to any neighboring Ground BS (GBS) or
those users that overloading neighboring GBS and affecting its original users. The proposed
approach aims to minimize the number of used DBSs by minimizing the energy of the
healing process which consequently minimizes the number of used DBSs and ensures that
each user is attached to at least one BS (DBS or GBS) and is receiving the minimum
required achievable rate.
Although there has been significant amount of work on using DBSs in cellular networks,
using DBSs in self-healing is still at its infancy. In [89], the positioning of aerial relays
is discussed to compensate cell outage and cell overload. The authors in [90] show the
improvement in the coverage by assisting the network with DBSs at a certain altitude, in
case of failure of the network BS.
In [91], the optimal altitude of a DBS that achieves a required coverage with minimum
transmission power is found. Also providing maximum coverage with two DBSs in the
presence and absence of interference is investigated. The authors in [106] designed an
oﬄoading scheme using UAVs where UAVs flies cyclically along the cell edge to serve cell-
edge users and help oﬄoad data from the GBS.
5.1.2 System Model
As shown in Fig. 5.1, we consider a wireless communication system with a heterogeneous
network and D DBSs which are employed to heal a group of U UEs under the failed GBS
given one failure at a time or multiple failures in different geographical locations.
The set U = {1, 2, . . . , U} denotes the set of active UEs under the failed BS and they are
at known locations where the horizontal coordinate of each UE u is fixed at gu = [xu, yu]
T ,
u ∈ U . The set D = {1, 2, . . . , D} denotes the set of DBSs used to heal the failed BS where
all DBSs are assumed to navigate at a fixed altitude h and the horizontal coordinate of DBS
d ∈ D at discrete time instant n where n = 1, ..., N is denoted by Jnd = [xnd , ynd ]T where N
is a total discrete period.
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Figure 5.1: Conventional self-healing approach.
Figure 5.2: Hybrid self-healing approach.
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We denote that DBS d is used in time block n by κnd which acts as a decision variable in
our formulation. The UEs under the failed BS are associated with either a DBS or a GBS.
We denote ζnu,d,m as the binary variable which indicates that UE u is associated with DBS
d and using sub-channel m during time block n. Similarly, nu,l,m is defined for GBS l.
Assume that the DBS-UE communication channels are dominated by LoS links. Though
simplified, the LoS model offers a good approximation for practical DBS-UE channels and
enables us to investigate the main objective of the optimization problem presented later.
Under the LoS model, the DBS-UE channel power gain follows the free space path loss
model. Given that Jnd , Jl and gu as the coordinates of DBS d, GBS j and UE u at discrete
time instant n, respectively, then the distance from DBS d to UE u in time block n can be
expressed as:
δnu,d =
√
h2d + ||Jnd − gu||2 (5.1)
Similarly, the distance from GBS l to UE u in time block n can be expressed as:
δu,l =
√
h2l + ||Jl − gu||2 (5.2)
where Jl is constant, hl is the height of the GBS.
5.1.2.1 DBS and GBS Channel and Achievable Rate Models
Under this LoS model, the DBS-UE channel power gain is given as follows:
Γnu,d = ρo(δ0/δ
n
u,d)
2 =
ρo
h2 + ||Jnd − gu||2
(5.3)
where ρo is a unitless constant, measured at the reference distance δ0 = 1 m, that
depends on the antenna characteristics and frequency. Moreover, the channel gain for the
communication links between GBS-UE is following the urban path loss model which is:
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Γu,l = ρo(δ0/δu,l)
α =
ρo(√
h2l + ||Jl − gu||2
)α (5.4)
Let M = {1, 2, . . . ,M} be the set of self-healing sub-channels that each DBS and GBS
can use during the self-healing process. These sub-channels will be further divided and
allocated to the UEs associated with each DBS and GBS. We assume that each DBS d and
GBS l transmits with a constant per sub-channel transmit power pd,m and pl,m, respectively.
If sub-channel m is not assigned to DBS d then pd,m will be zero. For simplicity, we assume
that there is no interference between the DBS tier and the GBS tier. Hence, the received
Signal to Interference plus Noise Ratio (SINR) between DBS d and UE u per sub-channel
m during time block n can be expressed as:
γnu,d,m =
pd,m Γ
n
u,d∑
j∈D
j 6=d
pj,mΓnu,j + σ
2
=
pd,m ρo
h2+||Jnd−gu||2∑
j∈D
j 6=d
pj,m ρo
h2+||Jnj −gu||2 + σ
2
(5.5)
Similarly, we can express the received SINR between GBS l and UE u per sub-channel
m during time block n as:
γu,l,m =
pl,m Γu,l∑
i∈L
i 6=l
pi,mΓu,i + σ2
=
pl,m ρo(√
h2l+||Jl−gu||2
)α∑
i∈L
i 6=l
pi,m ρo(√
h2l+||Jl−gu||2
)α + σ2 (5.6)
where σ2 is the power of the Additive White Gaussian Noise at the receiver. The first
term in the denominator of equations (6.2) and (5.6) represents the co-channel interference
caused by the transmissions of all other DBS/GBSs on the same sub-channel m, respectively.
Thus the achievable per sub-channel rate of UE u connected to DBS d during time block n
is Rnu,d,m = log2(1 + γ
n
u,d,m) bps/Hz. Moreover, the achievable per sub-channel rate of UE
u connected to GBS l during time block n is Ru,l,m = log2(1 + γu,l,m) bps/Hz.
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5.1.2.2 Base Stations Power Model
In order for any GBS to serve its connected users during a time block n, GBS l consumes
a certain amount of power. This amount of power can be expressed as [95]:
P
n(noSH)
l = αlPUN + βl, (5.7)
where αl is the scaling parameter, UN is the total number of users served by the GBS,
PUN is the total power used by this GBS to serve all its users during normal operation and
βl models a constant power which is consumed independently of the radiated power of GBS.
Upon the failure of any BS, the neighboring GBSs will heal the users under the failed BS
by applying the conventional self-healing approach, i.e., changing antenna tilt and power.
Then the additional power consumed by neighboring GBS l during the self-healing period
P
n(SH)
l is the power radiated to heal those users. This can be expressed as:
P
n(SH)
l,m = α˜l
U∑
u=1
nu,l,mpl,m (5.8)
where α˜l is a scaling parameter which takes into consideration the increase of the BS an-
tenna power during the healing process where α˜l ≥ αl. nu,l,m is a binary variable indicating
the association of the user u with BS l using sub-channel m and pl,m is the fixed amount
of power radiated from the GBS to each user connected to it. Note that the additional
independent power βl is not accounted in the case of failure since this power is already
consumed whether there is a failure or no and in Eq. (5.8) we are only considering the
excess consumed power due to the healing process.
5.1.2.3 Drone Power Model
There are three sources draining power from the DBS battery: 1) The hardware power
2) The hovering power 3) The DBS transmission power. We assume that all drones move
with a fixed speed denoted by vd. The hovering and hardware drone power levels, denoted
by Phov and Phar, can be expressed, respectively, as [96]:
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Phov =
√
(mtotg)3/2pir2pnpρ, (5.9)
Phar =
Pfull − Ps
vmax
vd + Ps, (5.10)
where mtot, g, and ρ are the drone mass in (Kg), earth gravity in (m/s
2), and air density
in (Kg/m3), respectively. rp and np are the radius and the number of the drone’s propellers,
respectively. vmax is the maximum speed of the drone and in our model it is equal to vd. Pfull
and Ps are the hardware power levels when the drone is moving at full speed and when the
drone is in idle mode, respectively. When the DBS is flying to a destination, it will consume
Phar. Finally, the total flying power of DBS d can be calculated as Pf = Phov + Phar.
The DBS transmission power can be modeled exactly in the same way of the regular BS
with the new parameters αd and βd. This can be seen in the second term of Eq. (5.12).
5.1.2.4 System Model Assumptions
The proposed system model is considering the following assumptions:
• Each macro-BS in the target area is pre-equipped with 2 DBSs. This minimize the
fly time of the DBSs when any small-BS fail.
• During failure, each UE is either associated with a GBS or a DBS.
• The user association is assumed to be fixed during each time block ”n”.
• The DBSs are assumed to fly from their initial location to the failure area in a fixed
time named Tf . This means that all DBSs are initialized from the same location
and the distance flown is proportional to the flying time given that the DBS speed is
constant.
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5.1.3 Problem Formulation and Proposed Solution
In this section, we formulate an optimization problem aiming to minimize the total
energy of GBSs and DBSs during the hybrid self-healing mechanism which will determine
when to use the healing DBSs given capacity and rate constraints. The optimization prob-
lem starts after the detection of the failure and hence applying the conventional self-healing
technique to serve the affected UEs. Once all UEs are served by the neighboring GBSs, the
optimization problem will work mainly on minimizing the overall system energy in addition
to serving users of the failed GBS, hence minimizing the number of DBSs used in the healing
process.
The total energy consumed by BS l to heal the UEs of the failed BS during time block
n is given by the total duration of healing T multiplied by the healing power as follows:
Enl,m = TP
n(SH)
l = T α˜l
U∑
u=1
nu,l,mpl,m (5.11)
The total energy consumed by any DBS d to heal the users of the failed BS is given by:
End,m = κ
n
d
(
Tf (Phar) + T (Phar + Phov)
)
+ T [αd
U∑
u=1
ζnu,d,m pd,m + βd] (5.12)
where κnd is a binary variable indicating whether or not DBS d is used in time block n
and Tf is the time the DBS takes to travel from its initial position to the position from
which it will serve the users.
5.1.3.1 Problem Formulation
The optimization problem minimizing the energy of the healing BSs (ground and sky
BSs) to heal the UEs under the failed OSC is given by:
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(P1) : minimize
Jnd,
n
u,l,m,ζ
n
u,d,m,κ
n
d
N∑
n=1
L∑
l=1
M∑
m=1
Enl,m +
N∑
n=1
D∑
d=1
M∑
m=1
End,m (5.13)
subject to:
L∑
l=1
M∑
m=1
nu,l,m +
D∑
d=1
M∑
m=1
ζnu,d,m = 1 ∀ u, n (5.14)
D∑
d=1
M∑
m=1
ζnu,d,mR
n
u,d,m +
L∑
l=1
M∑
m=1
nu,l,mRu,l,m ≥ Rthu ∀ u, n (5.15)
Rthu (
U∑
u=1
M∑
m=1
nu,l,m + U
n
l ) ≤ RmaxGBS ∀ l, n (5.16)
Rthu (
U∑
u=1
M∑
m=1
ζnu,d,m) ≤ RmaxDBS ∀ d, n (5.17)
κnd < 1 +
∑U
u=1
∑M
m=1 ζ
n
u,d,m
Q
∀ d, n (5.18)
κnd ≥
∑U
u=1
∑M
m=1 ζ
n
u,d,m
Q
∀ d, n (5.19)
Jmind ≤ Jnd ≤ Jmaxd , ∀ d, n (5.20)
κnd , ζ
n
u,d,m, 
n
u,l,m ∈ {0, 1} (5.21)
Constraint (6.9d) forces UE u to be associated with DBS d or GBS l. Constraint (5.15)
indicates that the rate of UE u, which is associated with either DBS d or GBS l, is lower
bounded by a threshold rate Rthu . Constraints (5.16) and (6.9c) define an upper bound for
the maximum rate for GBS and DBS, respectively, given that U
n
l is the number of UEs
served by GBS l at time block n. Since κnd indicates whether DBS d is used in time block n
or not, constraints (5.18) and (5.19) are used to extract this information from ζnu,d,m where
when ζnu,d,m = 0 then consequently κ
n
d = 0 and when ζ
n
u,d,m = 1 for any UE u and resource
block M then κnd = 1. Note that Q is a very large number. Constraint (5.36e) is used to
limit the 2D coordinates of DBS d where Jmind = [x
min
d , y
min
d ]
T and Jmaxd = [x
max
d , y
max
d ]
T .
P1 is not easy to solve due to the following: 1) the decision variables κnd , ζ
n
u,d,m, 
n
u,l,m are
binary and thus the objective function (6.9a) and constraints (6.9d)-(5.19) involve integer
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constraints. 2) Even if we fixed the decision variables, constraint (5.15) is still non-convex
with respect to DBS coordinates variable Jnd . Therefore, problem (6.9a) is mixed-integer
non-linear non-convex problem, which is difficult to be solved optimally.
5.1.3.2 Proposed Solution
In general, P1 has no standard method for solving it efficiently. In the following, we
propose an efficient iterative algorithm for solving P1. Specifically, for a given coordinate
Jnd , we optimize the decision variables, i.e. ζ, κ and , by solving a Linear Program (LP)
after relaxing the decision variables. For any given ζ, κ and , the DBS coordinates Jnd are
optimized based on the Successive Convex Approximation (SCA) technique [97]. Finally,
an iterative algorithm is given to solve P1 efficiently.
• Solving for Decision Variables
By fixing the DBS coordinates, the resulting problem will be an Integer LP (ILP) which
can be solved optimally but not efficiently due to the large number of binary variables. In
this case, relaxing the binary variables and then reconstructing them will allow us to solve
this problem efficiently (reconstruction phase is skipped due to space limitation). Hence,
for any given Jnd , the variables of P1 can be optimized by solving the following problem:
(P2) : minimize
nu,l,m,ζ
n
u,d,m,κ
n
d
N∑
n=1
L∑
l=1
Enl +
N∑
n=1
D∑
d=1
End (5.22)
subject to:
Constraints(6.9d)− (5.19)
0 ≤ κnd , ζnu,d,m, nu,l,m ≤ 1 ∀ u, d, l, n (5.23)
Note that in P2, Rnu,d,m is not a variable anymore since we fixed the DBS coordinates.
The relaxed P2 is an LP which can be solved using any LP solver.
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• Solving for DBS Coordinates
For any given decision variable, the DBS coordinates Jnd can be optimized by solving
the following problem:
(P3) : minimize
Jnd
N∑
n=1
L∑
l=1
Enl +
N∑
n=1
D∑
d=1
End (5.24)
subject to:
Constraints(5.15), (5.36e)
In P3, Constraints (6.9d), (5.16)-(5.19) and (5.21) are not involved in P3 since the deci-
sion variables are now fixed and their values are iteratively updated from P2. The objective
function and all constraints of P3 are convex except for constraint (5.15). This constraint is
neither concave nor convex with respect to the DBSs’ coordinates which appears in Rnu,d,m.
It is worth noticing that the second term of the same constraint is not a function of the
DBSs’ coordinates, hence it is linear. Returning back to the first term of constraint (5.15),
call it R˜, which can be expanded as follows:
R˜ =
∑
d∈D
∑
m∈D
ζnu,d,mlog2(1 +
pd,m ρo
h2+||Jnd−gu||2∑
j∈D
j 6=d
pj,m ρo
h2+||Jnj −gu||2 + σ
2
)
∑
d∈D
∑
m∈D
ζnu,d,mlog2(
∑
j∈D
pj,mρo
h2+||Jnj −gu||2 + σ
2∑
j∈D
j 6=d
pj,m ρo
h2+||Jnj −gu||2 + σ
2
)
=
∑
d∈D
∑
m∈D
ζnu,d,m
(
log2(
∑
j∈D
pj,mρo
h2 + ||Jnj − gu||2
+ σ2)
︸ ︷︷ ︸
R˜1
−log2(
∑
j∈D
j 6=d
pj,m ρo
h2 + ||Jnj − gu||2
+ σ2)
︸ ︷︷ ︸
R˜2
)
(5.25)
Our main goal is to convert Eq. (5.25) to a concave form in order for P3 to be convex.
Both terms of R˜ are neither concave nor convex. R˜2 is not concave with respect to Jnj ,
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however, it is concave with respect to ||Jnj − gu||2. This motivates us to introduce the slack
variable Ψ =
{
Ψnu,j = ||Jnj − gu||2, ∀j ∈ D, j 6= d, u, n
}
to make R˜2 concave in Ψ. After
introducing this slack variable to R˜2, we have to add a new constraint to P3 which is
expressed as [98]:
Ψnu,j ≤ ||Jnj − gu||2 ∀j ∈ D, j 6= d, u, n (5.26)
Back to the first term of R˜, i.e., R˜1, this term is neither concave nor convex. Even
with the slack variable, R˜1 will not be concave (it will be convex). To tackle the non-
concavity of R˜1, the SCA technique is applied where in each iteration, the original function
is approximated by a more tractable function at a given local point. Define Jnd (r) as the
given location of DBS d in the r-th iteration. Recall that R˜1 is convex in ||Jnj − gu||2 and
since any convex function can be globally lower-bounded by its first order Taylor expansion
[99], hence, given Jnd (r) in iteration r, we obtain the following lower bound:
R˜1 ≥ log2
(∑
j∈D
pj,mρo
h2 + ||Jnj (r)− gu||2
)
−
∑
j∈D
Znu,d(||Jnj − gu||2 − ||Jnj (r)− gu||2) = ˜˜R1 (5.27)
where Znu,d =
pj,mρo
h2+(||Jnj (r)−gu||2)2 log2(e)∑
k∈D
pk,mρo
h2+||Jnk (r)−gu||2 + σ
2
(5.28)
After using SCA with R˜1 and using a slack variable with R˜2, now Eq.(5.25) is concave.
Hence, with any given local point Jnj (r), problem P3 can be approximated to P3 as follows:
107
(P3) : minimize
Jnd,Ψ
n
u,j
N∑
n=1
L∑
l=1
Enl +
N∑
n=1
D∑
d=1
End (5.29)
subject to:
D∑
d=1
M∑
m=1
ζnu,d,m
(
˜˜R1 − log2(
∑
j∈D
j 6=d
pj,m ρo
h2 + ||Jnj − gu||2
+ σ2)
)
+
L∑
l=1
M∑
m
nu,l,mRu,l,m ≥ Rthu ∀ u, n (5.30)
Ψnu,j ≤ ||Jnj − gu||2 ∀j ∈ D, j 6= d, u, n (5.31)
Jmind ≤ Jnd ≤ Jmaxd , ∀ d, n (5.32)
Note that the value of Rthu is selected sufficiently low in order to make constraint (30)
feasible while taking into consideration inequality (27).
Finally, we propose an iterative algorithm to solve P1. The variables in P1 are parti-
tioned into two blocks, i.e., association and coordinates. Then they are alternately optimized
(solving P2 then P3 iteratively). Furthermore, the obtained solution in each iteration is
used as the input to the next iteration. The details of this algorithm are summarized in
Algorithm 1.
5.1.4 Simulation Results
In this section, numerical results are provided to investigate the benefits of utilizing
DBSs in mitigating GBS failures in 5G networks. The simulation model consists of 5 GBSs
where one of them fails. We initialized 4 standby DBSs to be used in case the conventional
self-healing approach cannot accommodate the users originally served by the failed BS.
The simulation area is 400×400 m2 where the failed GBS is centered at the origin and
the UEs of the failed BS are distributed randomly over this area. The UEs of the failed GBS
are static, however, the number of users within each neighboring GBS changes randomly
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Algorithm 1: Iterative approximate solution for P1
Input: Jnd (0)
Output: Jnd (r + 1), κ
n
d (r + 1), ζ
n
u,d,m(r + 1), 
n
u,l,m(r + 1)
1 while r 6= maximum iteration do
2 Solve Problem P2 for given Jnd (r).
3 Reconstruct the binary variables, check their feasibility and then denote them
as κnd (r + 1), ζ
n
u,d,m(r + 1) and 
n
u,l,m(r + 1)
4 Solve Problem P3 for given κnd (r + 1), ζ
n
u,d,m(r + 1), 
n
u,l,m(r + 1).
5 Denote the optimal solution of P3 as Jnd (r + 1)
6 Update r=r+1
7 if The fractional increase of the objective value ≤ εth then
8 Break
9 end
10 end
Table 5.2: Simulation parameters (Section 5.1)
Parameter Value Parameter Value Parameter Value
f (GHz) 2.1 RmaxGBS (bps/Hz) 100 J
min
d (m) -200
pd,m (mW) 100 R
max
DBS (bps/Hz) 10 J
max
d (m) 200
Pl,m (mW) 100 R
th
u (bps/Hz) 2 hl (W) 30
σ2 (dBm/Hz) -174 βd (W) 1 hd (min) 100
T (min) 60 αd 2.6 ρo 0.01
Tf (min) 0.5 αl 4.7 Q 1000
per time block. The parameters used to calculate Phov and Phar are initialized as in [96].
The remaining parameters are presented in Table I.
Table 2 shows the users association (DBS or GBS) and rates for 10 UEs during 2 time
blocks. The remaining time blocks are not shown due to space limitations. For time block
1, only DBS 1 is used from a set of 4 DBSs and all other UEs are served by GBSs. Since
DBS 1 is serving UE 3, UE5 and UE 9, their corresponding rates are relatively high. UE 1
is associated with the same GBS during time blocks 1 and 2. However, its rate decreases
during time block 2. This is due to the change of the capacity of GBS 1 since GBS 1 has
to serve its own UEs first and participate in the healing process by the available capacity.
During time block 2, DBS 4 is serving UE 3, UE 5 and UE 9. According to these UEs’
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Table 5.3: Association and rates for 10 UEs
UEs
Time block 1 (n=1) Time block 2 (n=2)
Association R (bps/Hz) Association R (bps/Hz)
UE1 GBS1 2.82 GBS1 2.28
UE2 GBS2 2.43 GBS2 2.66
UE3 DBS1 3.28 DBS4 3.59
UE4 GBS3 2.41 GBS3 2.33
UE5 DBS1 3.00 DBS4 3.37
UE6 GBS2 2.28 GBS2 2.25
UE7 GBS4 2.17 DBS4 3.12
UE8 GBS3 3.07 GBS3 2.71
UE9 DBS1 2.80 GBS1 2.30
UE10 GBS2 2.00 GBS2 2.00
locations, DBS 4 optimizes its location to serve each of them.
Figure 5.4 shows the accumulated consumed energy for both DBSs and GBSs for differ-
ent numbers of UEs. It is worth noting that the GBS energy is the excess energy consumed
to serve the users originally served by the failed BS. On the other hand, the energy consumed
by the DBS is the hovering, hardware and communication power which is significantly high
compared with the excess energy consumed by the GBS. As the number of UEs increases
from 4 to 10, the number of used DBS is increasing since the GBSs are serving their own
UEs and serving the targeted UEs using only the available capacity. At a certain point, all
DBSs are used to satisfy the target UEs minimum rate requirement.
Fig. 5.3 shows different scenarios of the proposed scheme where there are 8 UEs con-
nected to the failed BS and there are 4 neighboring GBSs and 4 DBSs ready to participate.
In Fig. 5.3(a), the GBSs are serving all the UEs without any help from the DBSs. This
occurs at the detection of the failure or if the GBSs are non loaded with their own users
and they can satisfy all UEs rate requirements. In Fig. 5.3(b), UE 3 and UE 5 are not
achieving their minimum rate Rthu by associating to GBS 4 and GBS 1, respectively. In this
case these two UEs are associated with DBS 1. Although attaching them to DBS 1 will not
reduce the energy, this will satisfy UE 3 and UE 7 threshold rates.
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Figure 5.3: Cell outage compensation different scenarios (GBSs COC, hybrid COC and DBSs COC)
with 4 DBSs, 4 GBSs and 8 UEs.
Figure 5.3(c) shows the scenario of the proposed hybrid algorithm. In this scenario,
GBS 4 is fully loaded with its own UEs, hence, UE 7 will be associated with DBS 1 which is
already serving UE 3 and UE 5. If DBS 1 was overloaded, then an additional DBS will be
used. Finally, Fig. 5.3(d) shows a scenario where all GBSs are fully loaded. This scenario
is subject to feasibility based on the number of available DBSs. It is worth noting that the
4th DBS was not involved in the healing process in all scenarios.
From the simulation results, we can infer that the hybrid COC is converted to the
conventional COC approach if the GBSs are having enough extra capacity. If the number
of UEs increases, the disadvantage of the conventional approach will start to appear where
either the GBS will not serve the target UE or will degrade the rate of its own UE. Using
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Figure 5.4: Accumulated energy for DBSs and GBSs.
hybrid approach, we can avoid this scenario by using DBSs to serve those UEs.
One of the challenges facing this approach is the movement of a DBS from one location to
another which is assumed to happen instantaneously in this proposed model. This challenge
can be addressed by adding a velocity constraint to limit the movement of the DBS to its
maximum speed.
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5.2 Short-term and Long-term Cell Outage Compensation Using UAVs
5.2.1 Introduction
Unmanned Aerial Vehicles (UAVs) enabled communications is considered as a strong
candidate to be used in 5G networks. Indeed, UAVs enabled communications offers an
encouraging solution to provide wireless connectivity for devices without coverage due to,
e.g., severe shadowing by urban or mountainous terrains, unexpected failures, or damage
to the communication infrastructure due to malicious or natural causes .
Cellular systems are prone to failures, and the most critical domain for fault management
is the radio access network. Operator’s revenue losses occurs when at least one BS fails for
a short period of time. Longer failures bias users to switch to competitors which results in
permanent revenue losses [104].
When a failure occurs to any GBS, the conventional COC technique is to adjust the
neighboring BSs’ antenna tilt and power to serve the users of the failed BS. This technique
is very fast and guarantees minimum Quality of Service (QoS) to the users given a failed
BS. However, the disadvantage of this technique is that the users of the neighboring BSs
will be affected by the change in their BS’s antenna configuration [105; 56].
We propose a solution for this problem that mainly depends on using UAVs as flying
BSs. These UAVs are initially co-located with GBSs and ready to fly when needed. When
the failure occurs, UAVs will fly to their initial positions to start compensating UEs of the
failed BS. During this flying time, the conventional self-healing technique is used to serve
those UEs until UAVs reach their predetermined locations. When the UAVs reach these
pre-computed locations, the neighboring BSs return to serve their own users only.
Based on the comparison presented in Table 5.1, we propose to use DBSs in healing
short-term failures since they have the important feature of instant deployment, especially
if the network operator already placed ready-to-fly drones at each cell site. For long-term
failures, the helikite is proposed to heal the failed BS since it flies at low altitudes and its
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flying power consumption is the lowest compared to other types of UAVs for long flying
periods. Weather conditions must be considered when using DBSs. Hence, if weather
conditions are not suitable for DBSs to aviate, it is recommended to use helikites even if
we are dealing with a short-term failure.
Although there has been a recognized amount of work on using DBSs in cellular net-
works, using DBSs in self-healing is still at its infancy. The authors in [106] presented a
novel idea of oﬄoading the traffic of UEs suffering from degraded service at the GBS cell
edge. They jointly optimizing the UAV’s trajectory, as well as the user partitioning between
the UAV and GBS. In [89], the positioning of aerial relays is discussed to compensate cell
outage and cell overload. The authors in [90] show the improvement in coverage by assisting
the network with DBSs at a certain altitude during BS failure.
The authors in [107] present a novel COC framework to mitigate the effect of the failure
of any BS in 5G networks using both UAVs and GBSs. They showed that their proposed
hybrid approach outperforms the conventional COC approach. In [108], a vertical back-
haul/fronthaul framework is suggested for transporting the traffic between the access and
core networks in a typical HetNet through free space optical links.
5.2.2 System Architecture
We consider a downlink heterogeneous network consisting of a Macro-Base Station over-
laying number of Small BSs (SBSs). Fig. 6.1 shows the network architecture during the
failure of two SBSs. In this figure we show a short-term failure which is mitigated using
three DBSs and a long-term failure which is mitigated using one helikite.
The set U = {1, 2, . . . , U} denotes the set of active UEs under the failed BS and
they are at known locations where the horizontal coordinates of each UE u are fixed at
gu = [xu, yu]
T ∈ R2x1, u ∈ U , assuming that all UEs are at zero altitude. The set
D = {1, 2, . . . , D} denotes the set of DBSs used to heal the failed BS where all DBSs
are assumed to navigate at a fixed altitude hd and the horizontal coordinates of DBS d are
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Figure 5.5: System model during failure.
denoted by Jd = [xd, yd]
T ∈ R2x1.
We denote that DBS d is communicating with UE u using resource block m by the binary
variable Φmu,d which acts as a decision variable in our problem formulation. We denote by
ψu,d the binary association between DBS d and UE u.
Assume that the DBS-UE communication channels are dominated by LoS links. Though
simplified, the LoS model offers a good approximation for practical Drone-UE channels and
enables us to investigate the main objective of the optimization problem presented later.
Under the LoS model, the Drone-UE channel power gain follows the free space path loss
model which is determined mainly by the DBS-UE distance. Given that Jd and gu are the
coordinates of DBS d and UE u in the horizontal plane, respectively, then the distance from
DBS d to UE u can be expressed as: δu,d =
√
h2d + ||Jd − gu||2 .
5.2.2.1 DBS Channel and Achievable Rate Models
For simplicity, we assume that the communication links DBS-UE are dominated by the
LoS links where the channel quality depends only on the distance between the DBS and the
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UE. Under this LoS model, the DBS-UE channel power gain mainly follows the free space
path loss model which is given as follows:
Γu,d = ρo(δ0/δu,d)
2 = ρo/
(
h2 + ||Jd − gu||2
)
(5.33)
where ρo is a unitless constant that depends on the antenna characteristics and frequency,
and is measured at the reference distance δ0 = 1 m.
Let M = {1, 2, . . . ,M} be the set of sub-channels that each DBS can use during the
self-healing process. These sub-channels will be further divided and allocated to the UEs
associated with each DBS. Each DBS, d, transmits to each UE, u, with a per sub-channel
transmit power pmu,d. If sub-channel m is not assigned to DBS d then p
m
u,d will equal to
zero. For simplicity, we assume that there is no interference between the DBS tier and the
GBS tier which means that each of them is using different sets of sub-channel. However, we
consider the interference between different DBSs. Hence, the received Signal to interference
plus Noise Ratio between DBS d and UE u per sub-channel m can be expressed as:
γmu,d =
pmu,d Γ
m
u,d∑
i∈U
i 6=u
∑
j∈D
pmi,jΓ
m
u,j + σ
2
=
pmu,d ρo
h2+||Jd−gu||2∑
i∈U
i6=u
∑
j∈D
pmi,j ρo
h2+||Jj−gu||2 + σ
2
(5.34)
where σ2 is the power of the Additive White Gaussian Noise at the receiver. The first
term in the denominator of equation (6.2) represents the co-channel interference caused by
the transmissions of all other DBSs on the same sub-channel m, respectively.
Accordingly, the achievable per sub-channel downlink rate from DBS d to UE u is given
by:
Rmu,d = log2(1 + γ
m
u,d) (5.35)
5.2.3 UAV Power Model
Since the proposed framework allows different types of UAVs to compensate the failure
based on the type of failure (short-term or long-term),two types of UAVs are proposed to
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be used in this self-healing framework; Drones and Helikite. The operation power of Drones
is very high due to the hovering and hardware power [96]. However, the operation power
of Helikites is much lower since its weight is lifted by the helium and additional power is
consumed only to sustain the location of the Helikite. From minimizing the consumed power
point of view, we assign Drones to short-term healing and Helikites to long-term healing.
This is why in the formulated optimization problem we consider minimizing the downlink
power pmu,d of the UAV regardless its type, i.e., Drone or Helikite.
5.2.4 Problem Formulation
In this section, we formulate an optimization problem aiming to maximize the minimum
achievable rate of the UEs under the failed GBS and meanwhile minimizing the transmission
power of the UAV used, i.e., either the DBS or the helikite. The number of UAVs used to
heal a failed GBS is based on the coverage area of the failed GBS and the type of the UAVs
used. The optimization problem formulation is given by:
(P1) : maximize
J,Φ,Ψ,p
Ω
Rth
− 1
Pmax ∗ |D|
∑
d
∑
u
∑
m
ψu,dΦ
m
u,dp
m
u,d (5.36a)
subject to:
Ω ≤
∑
d
∑
m
ψu,dΦ
m
u,dR
m
u,d, ∀ u (5.36b)
∑
d
∑
m
ψu,dΦ
m
u,dR
m
u,d ≥ Rth, ∀ u (5.36c)
∑
d
∑
m
Φmu,d ≥ 1, ∀ u (5.36d)
Jmind ≤ Jd ≤ Jmaxd , ∀ d (5.36e)∑
u
∑
m
pmu,d ≤ Pmax, ∀ d (5.36f)
pmu,d ≥ 0, ∀ u, d,m (5.36g)∑
d
ψu,d = 1 ∀ u (5.36h)
Φmu,d ∈ {0, 1} ∀ d, (5.36i)
117
Eq. (6.9a) represents the objective function where the first term is maximizing the
minimum achievable rate of the UEs originally served by the failed GBS where Ω is an
auxiliary continuous variable used to represent the maximization of the minimum achievable
rate of the UEs. The second term aims to minimize the sum of the downlink transmission
power of all UAVs given that Φmu,d is the resource allocation binary variable which will equal
to zero if sub-channel m is not used for the downlink transmission between DBS d and UE
u. Constraint (5.36b) is the mathematical representation of max-min where we are trying
to maximize Ω which is less than or equal the achievable rate of all UEs, i.e., maximizing
the minimum rate. Constraint (5.36c) represents the QoS constraint on the rate of each
UE, u, where Rth is the threshold rate. In constraint (5.36d), each UE is forced to acquire
at least one sub-channel. Constraint (5.36e) is used to limit the 2D coordinates of DBS d
where Jmind = [x
min
d , y
min
d ]
T and Jmaxd = [x
max
d , y
max
d ]
T . The maximum and minimum power
limits are presented in constraints (6.9k) and (5.36g). Constraint (6.9d) enforce each user
to associated with only one DBS.
P1 is not easy to solve due to the following: 1) the decision variables Φmu,d and ψu,d are
binary and thus the objective function (6.9a) and constraints (5.36b)-(5.36d) involve binary
constraints which makes solving it a hard problem. 2) Even if we fixed the decision variables,
constraints (5.36b) and (5.36c) are still non-convex with respect to DBS coordinates variable
Jd and downlink power, p
m
u,d. Therefore, problem (6.9a) is mixed-integer non-linear non-
convex problem, which is difficult to be solved optimally.
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To make P1 more tractable, we reformulate P1 as follows:
(P2) : maximize
J,Φ,Ψ,p
Ω
Rth
− 1
Pmax ∗ |D|
∑
d
∑
u
∑
m
pmu,d (5.37a)
subject to:
Constraints (5.36d) - (5.36i)
Ω ≥ Rth (5.37b)∑
d
∑
m
log2(1 +
pmu,d Γ
m
u,d∑
i∈U
i 6=u
∑
j∈D
pmi,jΓ
m
u,j + σ
2
) ≥ Ω, ∀ u (5.37c)
pmu,d ≤ ψu,dΦmu,dPmax, ∀ u, d,m (5.37d)
The main difference between P2 and P1 is that we added constraint (5.37d) to P2 in
addition to rewriting constraints (5.36b) and (5.36c). Constraint (5.37d) is used mainly to
force pmu,d to equal to zero if Φ
m
u,d and/or ψu,d equal to zero. Consequently, there is no need
to multiply the term ψu,dΦ
m
u,d by p
m
u,d as done in the objective function of P1. The same
concept apply to constraints (5.36b) and (5.36c) where when ψu,d or Φ
m
u,d equals to zero
then pmu,d will equal to zero which consequently will result in R
m
u,d equals to zero. Similarly,
constraint (5.37d) is used to eliminate ψu,d from constraints (5.36b) and (5.36c). Since
Ω main purpose is to maximize the minimum achievable rate, then using the constraint
Ω ≥ Rth is doing the same purpose of constraint (5.36c). However in this case, we are
guaranteeing that the minimum rate is greater than or equal a certain threshold.
Constraint (5.37d) is non-linear due to the multiplication of the two decision variables
ψu,d and Φ
m
u,d. This constraint can be exactly linearized, i.e., without any approximation,
by replacing it by the following three constraints:
pmu,d ≤ ψu,dPmax, ∀ u, d,m (5.38a)
pmu,d ≤ Φmu,dPmax, ∀ u, d,m (5.38b)
pmu,d ≥ (ψu,d + Φmu,d − 1)Pmax, ∀ u, d,m (5.38c)
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P2 is still not easy to solve due to the binary variables Φmu,d and psiu,d and the non-
linearity in constraint (5.37c). In addition, constraint (5.37c) has inside the logarithmic
term two variables one in the numerator and the other in the denominator. However, P2
is more tractable and easier to solve than P1 given that P2 is a new version of P1 without
any approximation.
5.2.5 The Proposed Solution
In general, P2 has no standard method for solving it efficiently. In the following, we pro-
pose an efficient iterative algorithm for solving P2. Specifically, for a given coordinate Jd,
we optimize the decision variables Φmu,d and ψu,d and the continuous variable p
m
u,d based on
the Successive Convex Approximation (SCA) technique [97]. Then for a given resource allo-
cation and power, we find the near optimal coordinates using heuristic iterative technique.
Finally, a joint iterative algorithm is proposed to solve P2 efficiently.
5.2.5.1 UAV Downlink Power and Resource Allocation
For any given coordinates, Jd, the UAV downlink power and resource allocation of P2
can be optimized by solving the following problem:
(P3) : maximize
Φu,d,m,pu,d,m
Ω
Rth
− 1
Pmax ∗ |D|
∑
d
∑
u
∑
m
pu,d,m (5.39)
subject to:
Constraints (5.36d), (6.9k) - (5.36i), (5.37b) - (5.37c), (6.11a) - (6.11c)
P3 is a non-convex optimization problem due to the non-convex constraint (5.37c).
Based on the mathematical manipulation presented in [98], this constraint can be rewritten
as:
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∑
m
(
log2
(∑
i∈U
∑
j∈D
pmi,jΓ
m
u,j + σ
2
)
︸ ︷︷ ︸
R˜1u,m
− log2
(∑
i∈U
i 6=u
∑
j∈D
pmi,jΓ
m
u,j + σ
2
)
︸ ︷︷ ︸
R˜2u,m
)
≥ Ω, ∀ u (5.40)
From Equation (6.14), it can be noticed that this is a difference of two concave functions,
i.e., R˜1u,m and R˜
2
u,m, with respect to the UAV downlink power. The difference between two
concave functions is not guaranteed to be neither concave nor convex. This motivates us
to approximate R˜2u,m. To convert constraint (5.37c) to a convex one, we apply the SCA
technique to approximate R˜2u,m by a linear/convex function in each iteration. Let p
m
u,d(r) is
the given UAV downlink power in the r-th iteration. Since any concave function is globally
upper-bounded by its first-order Taylor expansion at any point [98]. Thus, the second term
of Eq. (6.14), i.e., R˜2u,m, can be upper bounded as follows:
R˜2u,m =log2
(∑
i∈U
i 6=u
∑
j∈D
pmi,jΓ
m
u,j + σ
2
)
≤
∑
i∈U
i6=u
∑
j∈D
logeΓ
m
u,j∑
i∈U
i 6=u
∑
j∈D
pmi,j(r)Γ
m
u,j + σ
2
(pmu,d − pmu,d(r))
+log2
(∑
i∈U
i 6=u
∑
j∈D
pmi,j(r)Γ
m
u,j + σ
2
)
∆
= ˜˜R2u,m (5.41)
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Hence, constraint (5.37c) is now convex and it can be written as follows:
∑
m
(
log2
(∑
i∈U
∑
j∈D
pmi,jΓ
m
u,j + σ
2
)− ˜˜R2u,m) ≥ Ω(r) (5.42)
where Ω(r) is Ω at the r-th iteration. After converting constraint (5.37c) to a convex
constraint, P3 is now a convex optimization problem which can be solved efficiently.
5.2.5.2 UAV Placement
In this subsection, we consider optimizing the UAVs’ locations for fixed UAV association,
resource and power allocations. Due to the non-convexity of the problem even with fixed
association, resource and power allocations, we introduce an efficient algorithm to find the
optimal UAVs’ placement Jd.
The algorithm starts by dividing the desired area into equal sectors based on the number
of the UAVs and each UAV is placed initially in the middle of the sector. Initially, we
generate certain number of particles in each sector to identify promising candidates and to
form initial populations. Then, it determines the objective function achieved by selected
particles by solving P3. After that, it finds the particle that provides the highest solution for
this iteration. Then, we generate a subset number of particles around this highest solution
and calculate the objective function to find the best particle. This procedure is repeated
until convergence or reach maximum iteration. To simplify the idea, this algorithm finds
a candidate point among a large grid covering the disaster area. Hence, it finetunes by
searching among a smaller grid surrounding each candidate point of the large grid until it
finally finds the sub-optimal point which is the best point to minimize the objective function
of P3.
The following algorithm is used to solve P2 by jointly solving P3 for fixed coordinates
and then finding the sub-optimal placement of the cDBSs.
Algorithm 1 is an iterative efficient algorithm used to solve Problem P2. Line 1 initiate
the iteration and termination conditions then lines 2-3 solve P3 for fixed UAVs’ location.
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Algorithm 2: Joint optimization algorithm
Input: Initial positions for UAVs Jd(0)
Output: Jd(r + 1), p
m
u,d(r + 1), Φ
m
u,d(r + 1)
1: while Not converged or reach maximum iteration do
2: Solve P3 for the given Jd(r)
3: Denote results as pmu,d(r + 1) and Φ
m
u,d(r + 1)
4: Generate initial population L composed of L particles
5: for l = 1 · · ·L do
6: Compute corresponding objective function of P2
given pmu,d(r + 1) and Φ
m
u,d(r + 1)
7: end for
8: Find (lr,locald ) = arg max
l,d
Ωl −∑d∑u∑m pmu,d(l)
9: Generate a subset of particles around lr,locald
10: Use shrink-and-realign sample spaces process to find
the best solution i.e., lr,sub-optimald
11: lr,locald = l
r,sub-optimal
d , ∀d and Jd(r + 1) = lr,sub-optimald
12: Update r=r+1.
13: end while
By fixing the placement of the UAVs and solving P3 using successive convex approximation,
then lines 4-7 generate particles and compute the objective function at each candidate point.
From line 9 to 11 the algorithm finetunes the best placement by searching nearby for the
best candidate and this is repeated at each iteration to find lr,locald which indicates the index
of the best local particle that results in the highest objective function for iteration r.
5.2.5.3 System Model Assumptions
The proposed system model is considering the following assumptions:
• Macro-BSs in dense areas are pre-equipped with at least one DBS which is needed in
the healing process.
• DBSs move from one location to another instantaneously. This assumption is used
to simplify the optimization problem. Otherwise, a velocity/distance constrain must
be added to the optimization problem to limit the distance that the DBS can move
based on its maximum velocity.
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• The helikite setup time is not considered in this model. In addition, the energy
consumed to fill the helikite with helium is not considered.
• The number of UEs associated with the failed BS will not change until the DBSs or
the helikite arrive(s) to the failure area.
5.2.6 Numerical Results
In this section, numerical results are provided to investigate the benefits of using UAVs
in mitigating GBSs failure in 5G networks. The simulation model consists of 1 failed GBS.
We consider short-term and long-term failures in our simulation given one failure at a
time; The multiple failures at the same time scenario is considered as a disaster which is
a different problem. Under the short-term failure scenario, we initialized 4 standby DBSs
to be used in the mitigation process. However, in the long-term failure scenario, we use
only one helikite. Simulation was carried out using General Algebraic Modeling System
(GAMS) [109]. GAMS is a high-level modeling system for mathematical programming and
optimization. It is designed for modeling and solving linear, nonlinear, and mixed-integer
optimization problems. It consists of a language compiler and integrated high-performance
solvers. GAMS is tailored for complex, large scale modeling applications, and allows to
build large maintainable models that can be adapted quickly to new situations.
The simulation area is 400x400 m2 where the failed BS is centered at the origin and the
UEs of the failed BS are distributed randomly over this area. The UEs of the failed BS are
static, however, the optimization problem is solved every time the distribution of the UEs
is changed. The parameters used in the simulation are presented in Table II. Note that hs
denotes the height of the short-term UAVs, i.e., drones, and hl denotes the height of the
long-term UAVs, i.e., helikites.
In Fig. 5.6, we present the short-term and long-term failure mitigation performance by
plotting the achievable downlink rate of all UEs versus the maximum power per DBS/Helikite,
i.e., Pmax, in addition to varying the number of used DBSs in the short-term scenario for
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Table 5.4: Simulation parameters (Section 5.2)
Parameter Value Parameter Value
Pmax (W) 1 xmind (m) 0
Rth (bps/Hz) 0.5 xmaxd (m) 400
hs/hl (m) 50/80 ymind (m) 0
pmu,d(r) (W) 0.1 y
max
d (m) 400
the same UEs’ distribution and the threshold rate, i.e., Rth. However intuitively increas-
ing the number of used DBSs consumes more power for hovering and hardware, As Pmax
increases, the achievable rate of the UEs increases but levels of as the power reaches 1 W.
This is because the objective function consists of two parts: 1) maximizing the minimum
rate which guarantees fairness among all UEs, and 2) minimizing the downlink power of
the DBSs/Helikite. It is worth noting that the excess power is only used to achieve the
minimum rate requirement Rth.
The long-term scenario using 1 helikite results in the smallest rate. This is because the
helikite altitude hl is greater than the DBSs altitude hs which consequently suffers from
signal attenuation. Also, in the simulation and for comparison purposes, the maximum
power of the helikite is set equal to that of the DBS. In reality, the helikite uses higher
power levels, hence achieving higher rates.
Table III shows the association and UE power for both short-term and long-term sce-
narios. In case of long-term failure, the maximum power, Pmax, assigned to the helikite is
2.25 W. Since in this scenario we are using only one helikite, it is obvious that there is a
high variety in power levels among different UEs. For example, UE3 has the least power,
0.108 W, and this implies that this UE is near to the helikite. Furthermore, UE8 and UE2
use around 40% of the helikite maximum power and this only happens in the case of the
long-term failure since the helikite is covering the whole area of the failed GBS, hence satis-
fying the minimum rate of the far located UEs by increasing their transmission power. It is
worth noting that the helikite is using its maximum power to serve its users. This implies
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that although minimizing the power as one of the objectives of the optimization problem,
the helikite still must satisfy the minimum rate requirements of all UEs where the main
objective of the optimization problem is to find the best location that helps in satisfying
the rate constraint of the UEs by using the minimum power.
In case of short-term failure, although there are 4 DBSs available/standby, only GBS1,
GBS2 and GBS4 are used to serve all UEs as shown in Table III. Given that the maximum
power for each DBS is 1 W, DBS1 and DBS2 utilize less than 50% of their maximum power
since in this scenario not all UEs are associated with one UAV compared to the long-term
scenario. The remaining power is not used since the minimum rate is already achieved
beside the power minimization term used in the objective of the optimization problem. On
the other hand, DBS4 utilized around 95% of its maximum power. The reason for that is
that half of the UEs are associated with this DBS. If the number of UEs increased or if the
threshold rate is raised, then the last DBS, i.e., DBS3, will start to be involved and then
the optimization problem will be solved again.
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Finally, Fig. 5.7 investigates the long-term failure and its mitigation using one helikite.
As shown in Algorithm 1, the initial position of the helikite is chosen to be in the center
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Table 5.5: Association and power for 10 UEs
UEs
Short-term Long-term
Association pu,d (W) Association pu,d (W)
UE1 GBS4 0.156 Helikite 0.176
UE2 GBS1 0.147 Helikite 0.397
UE3 DBS4 0.105 Helikite 0.108
UE4 GBS2 0.197 Helikite 0.203
UE5 DBS4 0.130 Helikite 0.239
UE6 GBS1 0.132 Helikite 0.115
UE7 GBS4 0.171 Helikite 0.279
UE8 GBS2 0.121 Helikite 0.451
UE9 DBS4 0.164 Helikite 0.153
UE10 GBS1 0.139 Helikite 0.129
which is called location 0. Then the algorithm will find the best candidate location from l
locations which is named as location 2. A new search area of radius 50m centered at location
2 is used to find the best candidate location and the same approach repeated to find the
finetuned location, i.e., location 3, which is considered to be the near optimal placement of
the helikite.
5.3 Chapter Summary
In this chapter, we presented two cell outage mitigation frameworks using flying BSs.
In the first framework, we proposed a novel cell outage compensation (COC) approach
for 5G networks assisted by Drone Base-Stations (DBSs). The objective is to minimize
the total energy consumption of the DBSs and Ground BSs (GBSs) while maintaining the
minimum quality of service requirements of users originally served by the failed BS. DBSs
are optimally managed in order to serve the users that can not be served by GBSs while
considering DBSs consumed energy. The simulation results show how this hybrid COC
approach outperforms the conventional COC approach. The proposed hybrid approach
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shows significant impacts on ensuring connectivity of the users originally served by the
failed BS while minimizing the number of used DBSs.
In the second framework, we proposed a novel self-healing framework for 5G networks
assisted by two different types of UAVs to mitigate or at least alleviate the effect of any
Ground base station (GBS) failure either if it is long-term or short-term failure. An opti-
mization problem is formulated where its objective is to maximize the minimum achievable
rate of the UEs under the failed BS by finding the optimal 2D placement of the UAVs in
addition to minimizing the UAVs’ downlink power. The UEs are served immediately after
failure detection by the conventional self-healing technique until UAVs arrive to their initial
positions.
Results show that the minimum rate requirement is guaranteed for each UE under the
failed BS. In addition, fairness is guaranteed among them where the minimum achievable
rate is maximized for all UEs. The behavior of UAVs shows that each UAV is detecting
its 2D location to serve its UEs based on the minimum rate requirement, i.e., Rth. These
results show the ability of self-healing framework to mitigate either long-term or short-
term failures of any GBS in the upcoming 5G networks. Addressing multi-GBS failures and
using realistic channel model which considers the probability of line-of-site are an interesting
future research direction.
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CHAPTER 6. POST-DISASTER 4G/5G NETWORK
REHABILITATION USING DRONES
6.1 Introduction
Natural disasters always cause massive unpredictable loss to life and property. Various
types of natural disasters, such as geophysical (earthquake), hydrological (flash-floods),
climatological (wildfire) and meteorological (tropical storm), among others, have caused
losses of many lives in addition to increase in material losses. This is why the occurrence of
natural disasters is a terrible problem irritating the whole world including both developed
and developing countries [110].
Currently, efforts are being made in three directions: 1) pre-disaster preparedness 2)
disaster assessment 3) post-disaster response and recovery. The first two directions mainly
depend on the recognition and forecast monitoring. The post-disaster stage mainly focuses
on the rescue operation and facilitates the first responders’ mission. In the USA, the Drone
Integration Pilot Program was launched in November 2017 under presidential memorandum
from the White House [111] to maximize the benefits of Unmanned Aerial Vehicles (UAVs)
technologies for mitigating risks to public safety and security. This memorandum was
issued after the successful mission of drones during the last two disasters: hurricane Irma
in Florida and the wildfires in California. In Europe, ABSOLUTE project is aiming to use
flying drones to enhance the ground network, especially for public safety and emergency
situations [112].
Drone-based communications is considered as a strong candidate to be used regularly
in 5G. Moreover, 3GPP is planning to support non-terrestrial networks, i.e., drones and
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UAVs, in the second phase of the 5G new radio standard which is expected to appear in
the 3GPP Rel-16 by mid-2019. Drone-based communications offers encouraging solutions
to providing wireless connectivity for devices without infrastructure coverage due to, e.g.,
unexpected failures, or damage to the communication infrastructure caused by malicious
actions or natural disasters [100].
There are two major ways to practically implement Drone BSs (DBSs) or relays; tethered
and untethered DBSs. A tethered DBS means that a drone is connected by a cable that
provides power and/or backhauling. Although it may sound uncanny for a drone to be
tethered by a cable, this has many advantages such as a stable power source and hence
unlimited flying time and ultra-high speed backhaul. All these advantages have encouraged
well-known companies to test tethered DBSs, such as Facebook’s “tether-Tenna”, AT&T’s
“Flying Cell-On Wings (COWS)”, and EE’s, UK’s largest cellular operator, “Air Masts”
[113]. Such a tethering feature also limits the operations of DBSs to taking off, hovering
and landing only which in some cases is useful as proposed later in this chapter.
On the other hand, untethered DBSs rely on the onboard battery for powering up the
platform. Although untethered DBSs have limited flying time, they have fully controllable
mobility in 3D space. Also, untethered DBS can adjust its placement based on users
distribution [114]. In this chapter, we will show an effective way to overcome the limited
battery of the untethered DBS.
In emergency zones, where the disaster causes total loss to the cellular infrastructure,
the network has to be rapidly rehabilitated to facilitate and support the rescue operations
of the first responders. We propose to use a grid of DBSs to cover the affected area to
provide an alternate connectivity solution. By using the mentioned grid of DBSs, the main
technical challenges to face are the difficulty to charge and backhaul these DBSs. Our
proposed solution for the limited DBS battery issue is to use another drone to charge the
DBSs on the fly. This special drone, we call it Powering Drone (PD), has on its platform
a large capacity battery which is used to charge the DBSs on the fly. For solving the
130
backhaul issue, we propose to use a tethered Backhaul Drone (tBD) which is powered and
backhauled via cabling. This tBD is used to provide backhauling to the DBSs grid via Free
Space Optics (FSO)/RF hybrid link. In addition to solving these challenges, we introduce
an optimization problem to minimize the energy consumption of the DBSs’ network.
6.1.1 Literature Review
Coexistence of drone grid with a totally inactive cellular network in a post-disaster
situation has not been sufficiently investigated especially the unexplored issues: battery
recharging and backhauling.
The authors in [115] used UAVs in disaster-resilience where they present a disaster-struck
scenario where all terrestrial BSs are inactive. They used two UAVs to cover 50 users. They
presented the trade-off between the altitude, beamwidth angles and the coverage area of
the UAVs. However, the authors in [117] are using drones to manage disasters via various
tasks. They use drones to capture a full up-to-date 3D terrain elevation model of the affected
area. They also use drones to place sensors in that area to create an efficient wireless sensor
network to aid first responders.
The authors in [107] present a novel framework to mitigate the effect of the failure of any
BS in 5G networks using both DBSs and ground BSs. They showed that their proposed
hybrid approach outperforms the conventional BS failure approach. In [108], a vertical
backhaul/fronthaul framework is suggested for transporting the traffic between the access
and core networks in a typical HetNet through FSO links. 3D placements of drone-BSs are
considered as one of the important problems to design and implement drone-BS enabled
HetNets.
6.2 System Architecture
We consider a geographical area that experienced a natural disaster where 100% of its
terrestrial cellular network is out of service. A grid of drones is used to provide cellular
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Figure 6.1: System model during post-disaster rehabilitation.
coverage to the affected area where drones are connected to each other using hybrid FSO/RF
links and one of the DBSs acquires the backhaul connection from a post-disaster tBD
installed hundred of meters from the disaster area [116].
Fig. 6.1, shows the topology of the network during the post-disaster period. Upon the
failure of the terrestrial BSs, the DBSs will fly to their initial positions to cover the whole
footprint of the affected area. There are three types of drones: 1) tethered Backhaul Drone
(tBD), 2) Powering Drone (PD), and 3) communication Drone BSs. The tBD provides the
connectivity to the core network to the whole flying network via hybrid FSO/RF links. It
also co-locates a central controller to manage and control this flying cellular network. The
PD is mainly used to charge the cDBSs on the fly. This means that the cDBSs do not have
to leave their locations to recharge their batteries. Finally, the cDBSs are used mainly to
construct the flying cellular network to provide connectivity to first responders and users
in the disaster area [116].
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6.2.1 cDBSs Backhauling
During and post-disaster and especially when the whole cellular infrastructure is de-
stroyed, the only available backhaul connection can be acquired from the satellite. However,
in drone-based communications, it is impossible to equip the drone platform with satellite
transceiver equipment. In our proposed solution and as it appears in Fig. 6.1, we propose
using a tBD which is powered and backhauled using a cable and this cable is connected to
a special truck which is pre-equipped with satellite transceiver equipment to connect the
drone cellular infrastructure to the core network. Also, this truck acts as a power supply
which provides unlimited flying time to the tBD.
The tBD provides backhauling to the DBSs grid via FSO/RF hybrid link. FSO has been
constantly claimed to be the alternative wireless technology of the future that provides
unlimited bandwidth. However, FSO is sensitive to atmospheric conditions apart from
precipitation. A solution to such a problem is to introduce a secondary wireless channel
which is less affected by such conditions like radio frequency (RF) transmission. Commercial
hybrid FSO/RF systems have already made their presence using a combination of millimeter
Wave (mmW) and laser-based FSO that allows more than 1 Gbps data transmission over
many kilometers of distance.
Reference [118] analyze the performance of the FSO/RF systems. In [108], the authors
investigate the feasibility of a novel vertical backhaul framework where the UAVs transport
the backhaul traffic between the access and core networks via FSO links. Simulations have
shown that the performance can be improved significantly and rates in the order of multi
Gbits/s can be achieved by a careful design of the FSO framework.
6.2.2 Drones Battery Charging
From Fig. 6.1, it can be noticed that we have three type of drones: 1) tethered Backhaul
Drone (tBD), 2) untethered PD and 3) untethered cDBS. The tBD is power supplied directly
from the ground using a cable which allow it to fly 24/7 continuously. The PD carries a large
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capacity battery, usually double the capacity of cDBS. This battery is used mainly to charge
the untethered cDBSs whenever their batteries’ charge is less than a certain threshold. The
PD returns to its docking station to charge its battery while a replacement PD takes over
the charging role so that the charging process will be available without any discontinuity.
Finally, the untethered cDBS will have unlimited flying time due to the charge on the fly
property provided by the PD. It is worth noticing that the charging process can be 1) wired
charging and 2) inductive wireless charging. The wired charging has very high efficiency
but it still needs special alignment technology between drones on the fly. The inductive
wireless charging does not require physical contact since it can achieve an efficiency of 75%
given that the distance is within few inches. Hence, we consider the wired charging using
advanced alignment techniques due to its high efficiency (almost 100%).
6.3 Problem Formulation
In this architecture, a set D = {1, 2, . . . , D} of cDBSs are used to provide the needed
coverage to the affected area. These cDBSs can dynamically move, when needed, to effec-
tively mitigate the effect of the cellular infrastructure failure. The set U = {1, 2, . . . , U}
denotes the set of active UEs within the affected area and they are at known locations
where the horizontal coordinate of each UE u is fixed at gu = [xu, yu]
T , u ∈ U . All DBSs
are assumed to navigate at a fixed altitude h and the horizontal coordinate of DBS, d, at
discrete time block n where n = 1, ..., N is denoted by Jnd = [x
n
d , y
n
d ]
T where N is a total
discrete period where n are time blocks of equal duration Tn and the total time is given by
T . The time blocks are relatively long as compared to the channel coherence time, hence
we are dealing with minutes not seconds.
Assume that the DBS-UE communication channels are dominated by Line-of-Site (LoS)
links. Though simplified, the LoS model offers a good approximation for practical Drone-UE
channels. Under the LoS model, the Drone-UE channel power gain follows the free space
path loss model which is determined mainly by the DBS-UE distance. Given that Jnd and
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gu are the coordinates of DBS, d, and UE u in the horizontal plane, respectively, then the
distance from DBS, d, to UE u during time block n is given as δnu,d =
√
h2 + ||Jnd − gu||2.
6.3.1 cDBS Channel and Achievable Rate Models
The DBS-UE channel power gain mainly follows the free space path loss model which
is given as follows:
Γnu,d = ρo(δ0/δ
n
u,d)
2 =
ρo
h2 + ||Jnd − gu||2
(6.1)
where ρo is a unitless constant that depends on the antenna characteristics and frequency,
and is measured at the reference distance δ0 = 1 m and δ
n
u,d)
2 is the square of the Euclidean
distance between cDBS d and user u.
Let M = {1, 2, . . . ,M} be the set of sub-channels that each DBS can use during the
rehabilitation process. These sub-channels will be further divided and allocated to the UEs
associated with each DBS. Each DBS, d, transmits to each UE, u, with a per sub-channel
transmit power pnu,d,m. If sub-channel m is not assigned to DBS, d, then p
n
u,d,m will equal
to zero. We consider the interference between different DBSs. Hence, the SINR between
DBS, d, and UE u per sub-channel m during time block n can be expressed as:
γnu,d,m =
pnu,d,m Γ
n
u,d∑
i∈U
i 6=u
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
=
pnu,d,m ρo
h2+||Jnd−gu||2∑
i∈U
i 6=u
∑
j∈D
pni,j,m ρo
h2+||Jnj −gu||2 + σ
2
(6.2)
where σ2 is the power of the Additive White Gaussian Noise at the receiver. The first
term in the denominator of equation (6.2) represents the co-channel interference caused by
the transmissions of all other DBSs on the same sub-channel m, respectively.
Accordingly, the achievable downlink rate from DBS, d, to UE, u, is given by:
Rnu,d,m = log2(1 + γ
n
u,d,m) (6.3)
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6.3.2 Drone Battery Energy Consumption Model
In our proposed solution we have two types of untethered drones: 1) PD and 2) cDBS.
Both of them consume hovering and hardware powers. We denote that the speed of the
DBS d in time block n denoted by vnd . The hovering and hardware drone energy levels,
denoted by Ehov and E
n
har,d, can be expressed, respectively, as [96]:
Enhar,d =
[
Pfull − Pidle
vmax
vnd + Pidle
]
(Tmove) (6.4)
Ehov =
√
(mtotg)3
2pir2pnpρ
(T − Tmove) (6.5)
where mtot, g, and ρ are the drone mass in (Kg), earth gravity in (m/s
2), and air
density in (Kg/m3), respectively. rp and np are the radius and the number of the drone’s
propellers, respectively. vmax is the maximum speed of the drone. Pfull and Pidle are the
hardware power levels when the drone is moving at full speed and when the drone is in idle
mode, respectively. Tmove is the time used by cDBS to move from one location to another.
Hence, the total energy consumed by all the untethered cDBSs is the total transmission
energy added up with the hovering and hardware energies which is given as:
E =
∑
d
∑
u
∑
m
∑
n
pnu,d,m T +
∑
d
∑
n
[
Enhar,d + Ehov
]
(6.6)
Given that the initial battery level DBS, d, is B0, hence, the battery level of DBS, d, at
time block n is given by:
Bnd = B0 −
n∑
i=1
[
Eihar,d + Ehov +
∑
u
∑
m
piu,d,m T
]
+
∑
d
n∑
i=1
βid(Bcharge) (6.7)
where βnd is a decision variable indicating whether PD is going to charge DBS, d, during
time block n or not. Bcharge represents the amount of charge that DBS, d, will receive from
PD during one time block.
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The PD battery model is different since it is not used for communication. Hence, it is
given by:
BnPD = B00 −
n∑
i=1
[
Eihar,d + Ehov
]−∑
d
n∑
i=1
βid(Bcharge) (6.8)
where B00 is the initial battery charge of PD. The term
∑
d
∑n
i=1 β
i
d(Bcharge) represents
the consumed energy up to time block n used to charge the cDBSs given that at most one
cDBS is charged in each time block. Note that mtot in case of PD is greater than that of
cDBS because PD is carrying a large capacity battery.
6.4 The Optimization Problem
In emergency zones, where the disaster causes total loss to the cellular infrastructure,
the network has to be rapidly rehabilitated to facilitate and support the rescue operations
of the first responders. This is the motivation behind formulating an optimization problem
that will maintain the operation of the flying cellular infrastructure.
To mitigate or at least alleviate the effect of the disaster and facilitate the mission of
the first responders, We formulate an optimization problem which mainly have three types
of drones; PD, tBD, and cDBSs, aiming to construct a flying cellular infrastructure capable
of operating for extended period of time or until the ground cellular network is maintained
and ready to serve its users. The extended operation of the flying cellular infrastructure is
guaranteed by minimizing the network’s energy consumption during n time blocks. Energy
minimization metric reduces at maximum the use of untethered DBSs and hence send them
only when needed.
We assume that initially the battery of the PD or the DBS is fully charged. We also
assume that the PD can be replaced with another PD at the docking/charging station. This
means that the PD is always available to charge cDBSs. Defining the decision variables: ψnu,d
as the user association between user u and cDBS d during time block n and Φnu,d,m as the
resource m allocation to user u by cDBS d during time block n. Hence, the optimization
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problem which aims to minimize the total energy consumption of the untethered cDBSs
while maintaining a minimum quality of service, i.e., minimum rate, for the users in the
disaster area is given as:
(P1) : minimize
v,J,Φ,Ψ,p
∑
d
∑
u
∑
m
∑
n
ψnu,d Φ
n
u,d,m p
n
u,d,m T
+
∑
d
∑
n
[
Enhar,d + Ehov
]
(6.9a)
subject to:∑
d
∑
m
ψnu,dΦ
n
u,d,mR
n
u,d,m ≥ Rth, ∀ u, n (6.9b)
∑
u
∑
d
∑
m
ψnu,dΦ
n
u,d,mR
n
u,d,m ≤ RBH, ∀ n (6.9c)
∑
d
ψnu,d = 1, ∀ u, n (6.9d)
∑
d
∑
m
Φnu,d,m ≥ 1, ∀ u, n (6.9e)
βnd ≥
Bth −Bnd
Q
, ∀ d, n (6.9f)
βnd ≤
Bth
Bnd
, ∀ d, n (6.9g)
Jmind ≤ Jnd ≤ Jmaxd , ∀ d, n (6.9h)
||Jnd − Jn−1d || = vnd Tmove, ∀ d, n (6.9i)
0 ≤ vnd ≤ vmax, ∀ d, n (6.9j)∑
u
∑
m
pnu,d,m ≤ Pmax, ∀ d, n (6.9k)
pnu,d,m ≥ 0, ∀ u, d,m (6.9l)
ψnu,d, Φ
n
u,d,m , β
n
d ∈ {0, 1} ∀ u, d,m, n (6.9m)
Constraint (6.9b) represents the QoS constraint on the rate of each use, u, where Rth is
the threshold rate. In constraint (6.9c), we are ensuring that the total rate of all users is less
than or equal the backhaul capacity of the tBD. Constraint (6.9d) is limiting the association
of each user to one cDBS only during each time block where ψnu,d is the association between
cDBS d and user u during time block n. Constraint (6.9e) guarantees that each user is
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getting at least one resource block. Constraints (6.9f) and (6.9g) together are enforcing βnd
to equal to 1 if the PD is going to charge cDBS, d, during time block, n where Q is a very
large number. This enforcement occurs if Bnd ≤ Bth where Bth is a certain battery level
at which cDBS needs to be charged. Constraint (6.9h) is limiting all cDBSs to fly within
the disaster region. However, constraint (6.9i) controls the velocity of cDBS d based on
the displacement of this cDBS. Then constraint (6.9j) is limiting the velocity of the cDBSs.
Finally, constraints (6.9k) and (6.9l) provides the minimum and maximum power limits of
each cDBS.
P1 is not easy to solve due to the following: 1) the decision variables Φmu,d, ψu,d and β
n
d
are binary and thus the objective function (6.9a) and constraints (6.9b)-(6.9g) involve binary
constraints which makes solving it a hard problem. 2) Even if we fixed the decision variables,
objective function (6.9a), constraints (6.9b) and (6.9c) are still non-convex with respect to
cDBS coordinates variable Jd and downlink power, p
m
u,d. Therefore, problem (6.9a) is mixed-
integer non-linear non-convex problem, which is difficult to be solved optimally.
To make P1 more tracktable, we propose to add the following constraint to P1:
pmu,d ≤ ψu,dΦmu,dPmax, ∀ u, d,m (6.10)
Constraint (6.10) is used mainly to force pnu,d,m to equal to zero if Φ
n
u,d,m and/or ψ
n
u,d
equal to zero. Consequently, there is no need to multiply the term ψnu,dΦ
n
u,d,m by p
n
u,d,m as
done in the objective function. The same concept applies to constraints (6.9b) and (6.9c)
where when ψu,d or Φ
m
u,d equals to zero then p
m
u,d will equal to zero which consequently will
result in Rmu,d equals to zero.
Although adding constraint (6.10) to P1 will remove the non-linearity from the objective
function, (6.9a), the constraint itself is non-linear which will increase the complexity of the
problem. But fortunately, this constraint can be linearized since the non-linearity is coming
from multiplying three variables, one of them is continuous and the other two are binary.
The lumbarization process will result in three linear constraints which are equivalent to
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the original non-linear constraint. Note that this is exactl linearized, i.e., without any
approximation. this is done by replacing the non-linear constraint by the following three
constraints:
pnu,d,m ≤ ψnu,d Pmax, ∀ u, d,m, n (6.11a)
pnu,d,m ≤ Φnu,d,m Pmax, ∀ u, d,m, n (6.11b)
pnu,d,m ≥ (ψnu,d + Φnu,d,m − 1) Pmax, ∀ u, d,m, n (6.11c)
After adding the new constraints and eliminating the non-linearity from the objective
function of P1 and eliminating ψnu,d and Φ
n
u,d,m from constraints (6.9b) and (6.9c) and
expanding Rnu,d,m, we introduce P2 which is a modified, non approximated, version of P1
which is given as follows:
(P2) : minimize
v,J,Φ,Ψ,p
∑
d
∑
u
∑
m
∑
n
pnu,d,m T +
∑
d
∑
n
[
Enhar,d + Ehov
]
(6.12a)
subject to:
Constraints (6.9d) - (6.9m), (6.11a)-(6.11c)∑
d
∑
m
log2
(
1 +
pnu,d,m Γ
n
u,d∑
i∈U
i 6=u
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
) ≥ Rth, ∀ u, n (6.12b)
∑
u
∑
d
∑
m
log2
(
1 +
pnu,d,m Γ
n
u,d∑
i∈U
i 6=u
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
) ≤ RBH,∀ n (6.12c)
P2 is still not easy to solve due to the binary variables Φmu,d and ψu,d and the non-
linearity in constraints (6.12b) and (6.12c). In addition, these two constraints have inside
the logarithmic term two variables, pnu,d,m and J
n
d , one in the numerator and the other in
the denominator.
For simplicity and given that the tBD has high speed backhaul wired link, we will
consider that the backhaul rate is always greater than the sum rate of all users.
This simplicity assumption is supported by the simulation results from [108] which have
shown that rates in the order of multi Gbits/s can be achieved by a careful design of the FSO
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framework. In addition, we claim that post-disaster users are not using high bandwidth
application(s) during this hard situation. Hence, we can ignore constraint (6.12c).
6.5 The Proposed Solution
In general, P2 has no standard method for solving it efficiently. In the following, we
propose an efficient iterative algorithm for solving P2. Specifically, for a given coordinate
Jd, we optimize the decision variables β
n
d , Φ
m
u,d and ψu,d and the continuous variable p
n
u,d,m
based on the Successive Convex Approximation (SCA) technique [97]. Then for a given
decision variables and power, we find the cDBSs coordinates using the same technique.
Finally, a joint iterative algorithm is proposed to solve P2 efficiently.
6.5.1 Solving for cDBS Power and Decision Variables
For any given coordinates, Jd, the cDBS downlink power and decision variables of P2
can be optimized by solving the following problem:
(P3) : minimize
v,Φ,Ψ,p
∑
d
∑
u
∑
m
∑
n
pnu,d,m T +
∑
d
∑
n
[
Enhar,d + Ehov
]
(6.13)
subject to:
Constraints (6.9d) - (6.9m), (6.11a) - (6.11c), (6.12b)
P3 is a non-convex optimization problem due to constraint (6.12b) which is non-convex.
Based on the mathematical manipulation presented in [98], this constraint can be rewritten
as:
∑
m
[
log2
(∑
i∈U
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
)
︸ ︷︷ ︸
R˜1u,m,n
− log2
(∑
i∈U
i 6=u
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
)
︸ ︷︷ ︸
R˜2u,m,n
]
≥ Rth, ∀ u (6.14)
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From constraint(6.14), it can be noticed that this is a difference of two concave functions,
with respect to the cDBS downlink power. The difference between two concave functions is
not guaranteed to be neither concave nor convex. This motivates us to approximate R˜2u,m.
To convert constraint (6.14) to a convex one, we apply the SCA technique to approximate
R˜2u,m,n by a linear function in each iteration. Let p
n
u,d,m(r) is the given cDBS power in
the r-th iteration. Since any concave function is globally upper-bounded by its first-order
Taylor expansion at any point [98]. Thus, the second term of Eq. (6.14), can be upper
bounded as follows:
R˜2u,m,n =log2
(∑
i∈U
i 6=u
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
)
≤
∑
i∈U
i 6=u
∑
j∈D
logeΓ
n
u,j (p
n
u,d,m − pnu,d,m(r))∑
i∈U
i6=u
∑
j∈D
pni,j,m(r)Γ
n
u,j + σ
2
+log2
(∑
i∈U
i 6=u
∑
j∈D
pni,j,m(r)Γ
n
u,j + σ
2
) ∆
= ˜˜R2u,m,n (6.15)
Constraint (6.12b) is now convex and it can be rewritten as:
∑
m
(
log2
(∑
i∈U
∑
j∈D
pni,j,mΓ
n
u,j + σ
2
)− ˜˜R2u,m,n) ≥ Rth(r) (6.16)
where Rth(r) is Rth at the r-th iteration. After converting constraint (6.12b) to a convex
constraint, P3 is now a convex which can be solved efficiently.
6.5.2 Solving for cDBS Coordinates
For any given decision variable, the DBS coordinates Jnd can be optimized by solving
the following problem:
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(P4) : minimize
J
∑
d
∑
u
∑
m
∑
n
pnu,d,m T +
∑
d
∑
n
[
Enhar,d + Ehov
]
(6.17)
subject to:
∑
d
∑
m
log2
(
1 +
pnu,d,m ρo
h2+||Jnd−gu||2∑
i∈U
i6=u
∑
j∈D
pni,j,m ρo
h2+||Jnj −gu||2 + σ
2
)
≥ Rth, ∀ u, n (6.18)
Jmind ≤ Jnd ≤ Jmaxd , ∀ d, n (6.19)
The objective function and constraint (6.19) are convex. However constraint (6.18) is
neither concave nor convex with respect to the DBSs’ coordinates. Using SCA in this case is
not optimally efficient since we have to linearize both logarithmic functions if we expanded
(6.19) in the same way of constraint (6.14). It is proved in [98] that linearizing/convexifying
this constraint is not an easy in general. This motivates us to find the cDBSs’ coordinates
using the following heuristic approach.
Due to the non-convexity of the problem even with fixed decision variables and downlink
power, we introduce an efficient algorithm to find the optimal cDBSs’ coordinates, Jd.
The algorithm starts by dividing the desired area into equal sectors based on the number
of the cDBSs and each cDBS is placed initially in the middle of the sector. Then we generate
certain number of particles in each sector to identify promising candidates and to form initial
populations. Then, it determines the objective function achieved by selected particles by
solving P3. After that, it finds the particle that provides the highest solution for this
iteration. Then, we generate a subset number of particles around this highest solution and
calculate the objective function to find the best particle. This procedure is repeated until
convergence or reach maximum iteration.
Algorithm 1 is an iterative efficient algorithm used to solve Problem P2. Line 1 initiate
the iteration and termination conditions. Lines 2-4 used to replace PD if its battery level
is below the threshold then lines 5-7 make sure that the PD is charging only 1 DBS at
each time block. Lines 8-9 solve P3 for fixed cDBSs’ location. By fixing the coordinates of
143
Algorithm 3: Joint optimization algorithm
Input: Initial positions for UAVs Jnd (0)
Output: Jnd (r + 1), ψ
n
u,d(r + 1), Φ
n
u,d,m(r + 1), β
n
d (r + 1), p
n
u,d,m(r + 1), v
n
d (r + 1)
1: while Not converged or reach maximum iteration do
2: if BnPD ≤ BthPD then
3: Replace PD
4: end if
5: if
∑
d β
n
d ≥ 2 then
6: Choose cDBS d randomly to be charged
7: end if
8: Solve P3 for the given Jnd (r)
9: Denote results as pnu,d,m(r + 1) and Φ
n
u,d,m(r + 1)
10: Generate initial population L composed of L particles
11: for l = 1 · · ·L do
12: Compute corresponding objective function of P4
given ψnu,d(r + 1), Φ
n
u,d,m(r + 1), β
n
d (r + 1), p
n
u,d,m(r + 1), v
n
d (r + 1)
13: end for
14: Find (lr,locald ) = arg min
l,d
∑
d
∑
u
∑
m
∑
n p
n
u,d,m T +
∑
d
∑
n
[
Enhar,d + Ehov
]
15: Generate a subset of particles around lr,locald
16: Use shrink-and-realign sample spaces process to find
the best solution i.e., lr,sub-optimald
17: lr,locald = l
r,sub-optimal
d , ∀d and Jnd (r + 1) = lr,sub-optimald
18: Update r=r+1.
19: end while
the cDBSs and solving P3 using SCA, then lines 10-13 generate particles and compute the
objective function at each candidate point. From line 15 to 17 the algorithm finetunes the
best placement by searching nearby particles for the best candidate coordinate and this is
repeated at each iteration to find lr,locald which indicates the index of the best local particle
that results in the highest objective function for iteration r.
6.5.3 System Model Assumptions
The proposed system model is considering the following assumptions:
• The tBD is capable of flying continuously without landing given that it has an unlim-
ited source of power.
• The cellular users in the disaster area are not assumed to use high bandwidth con-
suming applications. Hence, the backhaul constraint can be ignored.
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Table 6.1: Simulation parameters (Section 6.6)
Parameter Value Parameter Value Parameter Value
Pmax (W) 1 x
min
d (m) -400 T (minute) 48
Pnu,d,m(r) (W) 0.1 x
max
d (m) 400 Tn (minute) 8
Rth (bps/Hz) 0.5 ymind (m) -400 Tmove (sec) 30
RBH (bps/Hz) 10 ymaxd (m) 400 B0 (kJ) 200
N 6 h (m) 100 B00 (kJ) 400
ρo 0.01 v
max (m/s) 20 Bcharge (kJ) 25%B0
Q 106 Bth (kJ) 100 BthPD(kJ) 100
• The special alignment needed for the on-the-fly charging process between PD and
cDBS is assumed to be done instantaneously.
• The PD is not carrying any cellular equipment, however, it carries simple transceiver
to communicate with cDBSs for the charging process coordination.
6.6 Numerical Results
In this section, numerical results are provided to investigate the benefits of using cDBSs
in mitigating disaster effects. The simulation area is 800x800 m2 where the users are dis-
tributed randomly over this area given that all terrestrial ground BSs are inactive. Under
the post-disaster scenario, we initialized 4 standby cDBSs to be used in the mitigation pro-
cess. We use two PD where one is active and the other is standby in case its battery is
depleted. Simulation was carried out using General Algebraic Modeling System (GAMS)
https://www.gams.com/. GAMS is a high-level modeling system for mathematical pro-
gramming and optimization. It is designed for modeling and solving linear, nonlinear, and
mixed-integer optimization problems. It is tailored for complex, large scale modeling prob-
lems, and allows to build large models. The parameters used in the simulation are presented
in Table II. Also, the parameters of Ehov and Ehar can be found in [96] given that mtot for
PD is double that of cDBS.
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The battery specifications of cDBS and PD are taken from a real market specifications.
For cDBS it has 3cell battery with 11.1 volts, 5000 mAh and 55.5 Wh. The PD has a
double battery capacity specifications where it has 6 cells with 22.2 volts, 10,000 mAh and
222 Wh.
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Figure 6.2: cDBSs’ battery levels with and with-
out the PD.
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Figure 6.3: PD’s battery level for 3 cDBSs (8
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Fig. 6.2 shows the battery level of each cDBS for time blocks from 0 to 6 where time
block 0 is considered to be the initial state where all drones fly to reach the disaster area.
Given that all cDBSs are initialized with a battery capacity of 200 kJ, the cDBSs are
consuming their battery in hovering ,Ehov, moving, Ehar, and in downlink transmission.
From time block 0 to 1, all cDBSs are consuming high energy since they are crossing long
distance to reach the disaster area. The solid lines represent the scenario where the PD is
used. As it can be observed from the figure, all cDBSs are charged whenever their batteries’
level is lower than Bth. At time block 4, cDBSs 1 and 3 curves are lower than Bth although
the lower battery were charged, the PD is choosing it randomly. If PD is not used, dashed
curves, the cDBSs’ grid will not be able to serve the disaster affected users more than 48
minutes. It can be inferred from Fig. 6.2 that the PD was not used until time block 3 and
most of the cDBSs’ battery level went near to the threshold level after time block 3, this
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Figure 6.4: Average UE download rate versus the number of UEs for fixed and optimized cDBSs
coordinates.
motivates us to consider using an adaptive threshold level, Bth, which decreases as the time
increases.
Fig. 6.3 shows the battery level of the PD versus the number of time blocks for 3
cDBSs/8 users and 4 cDBSs/12 users. For the PD serving 3 cDBSs which is related to the
results in Fig. 6.2, the PD left its docking station with full battery towards cDBS 2 to
charge it. During each time block the PD is charging the targeted cDBS with 50 kJ. For
the 4 cDBS scenario, the battery level of the PD crossed the threshold level BthPD in this
case and based on our model, this PD will be replaced with a fully charged PD to take over
the charging process and the depleted PD will return back to the docking station to charge
its battery. This process will allow unlimited fly time for the flying cellular infrastructure.
Note that if we provided 4 cDBSs to the scenario which is having 8 users, only three cDBSs
will be used since the objective of the optimization problem is to minimize the consumed
energy of all cDBSs.
In Fig. 6.4, the optimization problem is solved with and without optimizing the cDBSs
coordinates variable, J, while increasing the number of cDBSs from 4 to 6. By fixing the
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cDBSs coordinates variable, the optimization problem will become more tractable and easier
to solve. As it can be noticed from the figure, the gap between the optimized coordinates
and fixed coordinates approaches decreases by increasing the number of cDBSs except when
the number of UEs equals to 16 which is explained below. It is worth noting that for the
optimized coordinates approach, the cDBSs tend to stay at the same location even if a user
changed his location. For example, if user a changed his location to another location the
cDBS will not change its location as far as the minimum rate requirement is satisfied. If
this rate is not satisfied, the optimization problem associates user a with another cDBS in
order to avoid the movement of one of the cDBSs since this movement will consume more
energy than just associating this user with another cDBS.
Finally, when the number of UEs in the disaster area is 16 and considering the 4 cDBSs
scenario, we can observe that both optimized and fixed coordinates approaches are achieving
0.5 bps/Hz. Although the optimized coordinates approach always outperforms the fixed
coordinates approach, the optimization problem enforces the minimum rate to be greater
than or equal to Rth based on constraint 6.9b. Given the simulation parameters’ values in
this section, Rth is set to be 0.5 bps/Hz. For the other scenario, i.e., 6 cDBSs and 16 UEs,
the fixed coordinates approach has poor performance, however, it is still satisfying the UEs’
minimum rate.
6.7 Chapter Summary
In this chapter, we proposed a novel post-disaster rehabilitation framework for 4G/5G
networks assisted by three different types of drones: 1) tethered Backhaul Drone (tBD) 2)
untethered Powering Drone (PD) 3) untethered communication Drone Base-station (cDBS).
This framework provides an unconstraint flying cellular infrastructure to the disaster area.
An optimization problem is formulated where its objective is to minimize the consumed
energy of the cDBSs. The optimization problem guarantees a minimum rate for each user
in addition to finding the sub-optimal placement of the cDBSs and the time block to charge
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the cDBSs using PD. Results show that the minimum number of cDBSs is used given that
the users’ minimum rate is satisfied. Also, the cDBSs are able to serve the users continually
without the need to leave their location to charge their batteries due to the presence of the
PD which is capable of charging cDBSs on the fly. Using an adaptive threshold level for
charging the cDBSs will be considered in the future extension of this work to avoid charging
most of the cDBSs during certain time blocks.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions and Summary of Contributions
This thesis focused on proposing and analyzing outage compensation models for wire-
less communication systems. A brief summary of the main contributions of this thesis is
outlined.
• Chapter 3 proposed two schemes for healing backhaul/fronthaul links for 4G/5G net-
works. In the first scheme, we proposed using a new radio to mitigate the fronhaul
failures beside adapting software defined networking and cognitive radio networks.
Performance was evaluated using system simulation and it shows that at least 20%
of the fronthauling rate can be guaranteed during the fronthaul failure of any cell
site type. In the second scheme, the backhaul of 5G networks is considered with the
integration of 5G new radio. The concept of self-backhauling is presented with more
focus on the challenges of this technology and ways to overcome it. Then, an opti-
mization problem is formulated to maximize the minimum rate of the users affected
by the failed backhaul link. The simulation results show that the used scheme can
heal the network in the presence of backhaul failures for single and multiple failures
up-to two concurrent failures.
• Chapter 4 proposed a novel scheme named Self-healing of Users equipment by Rf
Energy transfer (SURE) in order to heal battery starved users using on demand RF
energy transfer. We formulated a Mixed Integer Non Linear Programming (MINLP)
optimization problem for the SURE scheme to maximize the sum rate and mean-
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while minimize the UL power of the target UE. To achieve better scalability, we used
three different heuristic algorithms to solve the problem named Interior Point OPTi-
mizer (IPOPT), Solving Constraint Integer Programs (SCIP) and Basic Open-source
Nonlinear Mixed Integer Programming (BONMIN). The simulation results show that
BONMIN is the best solver for this problem. Also, it is recommended that the SURE
scheme starts with at least four cooperative UEs beside the cooperative BSs in order
to charge the target UE’s battery with 5% (at least) of its full capacity.
• Chapter 5 proposed two cell outage compensation frameworks for 4G/5G network sup-
ported by dynamic Drone Base-stations (DBSs). In the first framework, we proposed
a novel cell outage compensation (COC) approach for 5G networks assisted by Drone
Base-Stations (DBSs). The objective is to minimize the total energy consumption of
the DBSs and Ground BSs (GBSs) while maintaining the minimum quality of service
requirements of users originally served by the failed BS. The simulation results show
how this hybrid COC approach outperforms the conventional COC approach. The
proposed hybrid approach shows significant impacts on ensuring connectivity of the
users originally served by the failed BS while minimizing the number of used DBSs.
In the second framework, we proposed a novel self-healing framework for 5G networks
assisted by two different types of UAVs to mitigate or at least alleviate the effect of
any Ground base station (GBS) failure either if it is long-term or short-term failure.
An optimization problem is formulated where its objective is to maximize the mini-
mum achievable rate of the UEs under the failed BS. Results show that the minimum
rate requirement is guaranteed for each UE under the failed BS.
• Chapter 6 proposed a novel post-disaster rehabilitation framework for 4G/5G net-
works assisted by three different types of drones: 1) tethered Backhaul Drone (tBD)
2) untethered Powering Drone (PD) 3) untethered communication Drone Base-station
(cDBS). This framework provides an unconstrained flying cellular infrastructure for
the disaster area. An optimization problem is formulated where its objective is to
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minimize the consumed energy of the cDBSs. Results show the minimum required
number of cDBSs in order to satisfy the users’ minimum rate. Also, the cDBSs are
able to serve the users continually without the need to leave their location to charge
their batteries due to the presence of the PD which is capable of charging cDBSs on
the fly.
7.2 Directions for Future Research
The future research directions will include future research efforts that can improve our
work and lead to better performance.
The future and ongoing works of this thesis will deal with new research directions that
can improve our work and lead to better performance
7.2.1 Self Healing Assisted with Advanced Machine Learning
The rapid uptake of mobile devices and the rising popularity of mobile applications and
services pose unprecedented demands on mobile and wireless networking infrastructure.
Upcoming 5G systems are evolving to support exploding mobile traffic volumes, agile man-
agement of network resource to maximize user experience, and extraction of fine-grained
realtime analytics. Fulfilling these tasks is challenging, as mobile environments are increas-
ingly complex, heterogeneous, and evolving. One potential solution is to resort to advanced
machine learning techniques to help managing the rise in data volumes and algorithm-driven
applications. The recent success of deep learning underpins new and powerful tools that
tackle problems in this space.
Embedding deep learning into the 5G mobile and wireless networks is well justified.
In particular, data generated by mobile environments are heterogeneous as these are usu-
ally collected from various sources, have different formats, and exhibit complex correlations
[120]. This data can facilitate the self-healing procedures if usefull information are ex-
tracted from it. Traditional ML tools require expensive hand-crafted feature engineering
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to make accurate inferences and decisions based on such data. Deep learning eliminates
domain expertise as it employs hierarchical feature extraction, by which it efficiently distills
information and obtains increasingly abstract correlations from the data, while minimizing
the data pre-processing effort. Graphics Processing Unit (GPU)-based parallel computing
further enables deep learning to make inferences within milliseconds. This facilitates net-
work analysis and management with high accuracy and in a timely manner, overcoming the
runtime limitations of traditional mathematical techniques (e.g. convex optimization, game
theory, meta heuristics).
A key advantage of deep learning is that it can automatically extract high-level features
from data that has complex structure and inner correlations. The learning process does not
need to be designed by a human, which tremendously simplifies prior feature handcrafting
[121]. The importance of this is amplified in the context of mobile networks, as mobile
data is usually generated by heterogeneous sources, is often noisy, and exhibits non-trivial
spatial and temporal patterns [120], whose otherwise labeling would require outstanding
human effort.
7.2.2 Empowering SON with Big Data for 5G
While the SON paradigm has evolved over the past decade to automate 3G, and 4G,
it may not meet the requirements of 5G, mainly, because of its intrinsically reactive design
approach and lack of end-to-end knowledge of the network. To address these problems, a
vision for empowering SON with big data must be considered.
The exact definition of big data is context-specific. In the context of cellular networks,
a huge amount of diverse data can be available from different levels of the network. for
example, subscriber-level, cell-level, core network level. Given its volume, variety, velocity,
and veracity, this data as a whole is big in the context of mobile networks. In the following
bullets, we further delineate key elements and sources of big data in the mobile network by
discussing their potential utilities.
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• Subscriber-Level Data: It contains control data and contextual data, which not only
can be exploited to optimize, configure, and plan network-centric operations, but is equally
useful for supporting key business processes such as customer experience and retention
enhancement. However, conventional approaches relying on oﬄine analysis of individual
metrics from these data streams are unable to accurately estimate user experience and
create a holistic picture of the network.
• Cell-Level Data: provides the physical layer measurements that are reported by
a base station and all user equipment (UE). An example of these data streams is the
Minimization of Drive Test Data (MDT). The MDT reporting schemes have been defined
in LTE Release 10 specification [77]. The release proposes to construct a data base of
MDT reports from the network using Immediate or Logged MDT reporting conguration.
The release proposes to construct a data base of MDT reports from the network using
Immediate and/or Logged MDT reports from UEs. The measurements including Reference
Signal Received Power and quality of serving BS as well as of the three strongest neighboring
BSs and the Channel Quality Indicator. The same measurements can also be exploited to
develop automated fault detection and localization solutions for identifying coverage holes,
sleeping cells, or cells in outage.
• Core-Network-Level Data: Data from these streams can be used to fully automate
the fault detection and troubleshoot network level problems. Today such information is
only dealt with independently and therefore fails to capture the overall network behavior.
The complexity of identifying problems in a core network is increased manifold. Such
problems again advocate the need to share the data from all potential sources at various
levels of network operation into a single database, big data. An up-to-date picture of
a network’s behavior with fine temporal granularity can only be gathered if information
from the subscriber, cell, and core network levels is combined with additional sources of
potentially useful data.
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Therefore, the next task is to develop a framework to implement big data empowered
SON with big data for 5G. The core idea is to develop end-to-end visibility of the network by
extracting intelligence from big data. The three main features that will make this framework
distinct from state-of-the-art SON are; 1) Full intelligence of the current network status,
2) Capability of predicting user behavior and 3) Capability of dynamically associating the
network response with the network parameters. These three capabilities can go a long way
to design SON that can meet 5G requirements.
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