The generalized Fibonacci cube Q d (f ) is the graph obtained from the d-cube Q d by removing all vertices that contain a given binary word f as a factor; the generalized Lucas cube 
Introduction
The Wiener index of a graph is one of the most studied graph invariants, the main reason for this fact is its vast applicability in theoretical chemistry, cf. the comprehensive surveys [2, 3] on the Wiener index of rather specific classes of graphs-trees and hexagonal systems. But this index is also extensively investigated elsewhere, [12, 17, 21, 23] is just a selection of recent papers that indicates a wide variety of topics studied with respect to the Wiener index. Moreover, it is an intrinsic indicator of a potential applicability of (interconnection) networks. In this respect the average distance [1] is more relevant, however the studies of the Wiener index and the average distance are equivalent because for a given graph G, these invariants differ only by the factor ( In [15] it was demonstrated that each of the Wiener index of Fibonacci cubes and Lucas cubes can be expressed in a closed form. The first of these classes of graphs was introduced as a model for interconnection network [7] and received a lot of attention afterwards, see the survey [11] . Lucas cubes [19] can be considered as a symmetrization of Fibonacci cubes and have found their role in theoretical chemistry [24] .
Fibonacci cubes and Lucas cubes were extended to generalized Fibonacci cubes [9] and to generalized Lucas cubes [10] , respectively. (We note that the term "generalized Fibonacci cubes" was used in [8] (see also [18, 22] ) for a restricted family of the graphs from [9] .) The main goal of this paper is to extend the results from [15] on the Wiener index of Fibonacci (Lucas) cubes to those for generalized Fibonacci (Lucas) cubes that admit isometric embeddings into hypercubes. Such potential classes were identified in [9, 10] .
We proceed as follows. In the rest of this section we formally introduce the concepts needed in this paper. In the following section the 
, then in almost all dimensions the distance function is arbitrarily larger than the corresponding Hamming distance.
Graph considered here are finite, simple, and connected. For a (connected) graph It is easy to see (cf. [9, 10] ) that if f is an arbitrary binary word, then
, where ≅ stands for graph isomorphism. We will implicitly use these facts when considering all possible words.
The Wiener index of
In this section we extend results from [15] on the Wiener index of Q d (11) and
, respectively. For this sake we will apply the following result from [14] (see also [13] for its wide generalization). If G is a subgraph of Q d , then set
, and
Then there are x
The other vertices can be partitioned into those starting with 10 and with 11, respectively. The number of the former ones is x 
We first observe that 
This expression can be rewritten as
To obtain a closed expression for each of the above three sums, we invoke the fascinating theory developed by Greene and Wilf in [4] . They have proved that if each of the sequences {G i (d)} satisfies a linear recurrence, then
can be expresses in a closed form. Using the Mathematica package CFSum.nb [5] we have obtained:
Denoting with T n the Tribonacci numbers [20, Sequence A000073] and noting that x d = T d+3 , we have arrived at: 
Invoking [10, Proposition 2] which asserts that
again make use of Theorem 2.1. To simplify the notation set G 
Proof. We know that x
and therefore
and the result is proved. ◻
On distances in non-isometric families
We say that a binary word f is good if
The word f is bad if it is not good. These concepts were introduced in [16] , where it was proved that if G n is the set of words f of length n that are good, then lim n→∞ |G n |/2 n exists and that it is close to 0.08. In other words, about eight percent of all binary words are good.
Completely analogously we now also introduce good and bad words with respect to the generalized Lucas cubes. In the following two results it will be clear from the context whether we are talking about bad words w.r.t. generalized Fibonacci cubes or generalized Lucas cubes, hence in both cases we will simply speak about bad words. 
of the theorem clearly holds (provided the distance function is naturally extended with d G (x, y) = ∞ for vertices x and y from different components of G). Hence we can assume in the rest that |f | ≥ 3. This part of the proof is parallel to the proof of Theorem 3.1, hence we just give a sketch of it.
Since f is bad, there exists a dimension d ′ and words u, v 
