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Abstract
Today’s users can access a range of information services and share files via their Personal
Computers (PCs), laptops and Portable Digital Assistants (PDAs). As the cost of accessing
wireless networks continues to slide, prices of devices such as laptops and PDAs are decreasing
rapidly. The traditional, conventional mainframe computing and client server model has given
way to Peer-to-Peer (P2P) computing.
The dream of having information while on the move anywhere anytime, has become a
reality. However, a number of challenging problems of sharing information must be overcome.
First, due to the limited or absence of quality of service (QoS) in present day architectures,
a very reliable architecture is needed to integrate mobile devices in fixed and mobile P2P
networks. Second, a very efficient search technique is important to locate the required infor-
mation. Third, strong and robust routing schemes are required to route information between
these mobile or fixed peer devices. Fourth, the load on peers has to be distributed to lightly
loaded peers to achieve better system performance.
This thesis examines routing schemes and load sharing principles in the existing P2P ar-
chitectures. The focus is on improving the architecture and providing better routing schemes
through the efficient use of the available bandwidth in the P2P network. Basic and enhanced
load sharing schemes to enhance the overall performance and reliability of P2P systems are
addressed.
The design of an Extended Super-Peer based file sharing Architecture (ESPA) for mo-
bile and fixed peer devices is essential since the existing architectures lack QoS support
and seamless integration of peer devices. This thesis investigates the routing schemes for
ESPA architecture. A Static Path Capacity to Hop QoS (SPCHQ) routing is proposed to
demonstrate the selection of an efficient path with more available bandwidth.
After showing the impact of SPCHQ on P2P networks, we look at inaccuracies in the
link state information used for routing. Since the available bandwidth changes dynamically,
static information becomes out-of-date. Hence, we define a probabilistic metric and propose
two algorithms: Probabilistic Path Capacity (PPC) and Probabilistic Path Capacity to Hop
(PPCH) that capture the dynamic nature of the available link state information and route
data files in P2P networks. As re-routing is not addressed in PPC or PPCH, we also propose
probabilistic QoS path selection with re-routing. This algorithm will re-route data in P2P
networks when congestion occurs. Since the probability of finding a good path is very much
dependent on the accuracy of the available bandwidth or delay on the links in the P2P
network, we propose a regression model to obtain the frequency of the occurrences of paths.
Finally, to minimise the load on super-peers, load sharing techniques such as Periodic
Push based Replication (PPR) and On-Demand Replication methods are proposed since the
presence of non-uniform data distribution and dynamic network conditions cause very heavy
load on the ESPA. In PPR, data is pushed by a super-peer to other super-peers based only on
an access frequency threshold, whereas in ODR, data can be pulled by any other super-peers
at any given time. These replication schemes do not indicate to how many super-peers data
items need to be replicated. Therefore, enhanced approaches such as Reliable Periodic Push
based Replication (RPPR) and Reliable Periodic Rejuvenation based Replication (RPRR)
algorithms are proposed to enhance content availability and overall system reliability.
Detailed analytical models and experiments of the proposed ESPA demonstrate that it
not only reduces file download times by exploiting efficient QoS path selection algorithms,
but also significantly improves the overall system reliability by deploying advanced data
replication strategies.
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Introduction
The conventional client/server [Goldman et al., 1999] was proposed as an alternative to
mainframe systems approach. The client/server model shifts the processing burden to the
client computer that requests service from another computer which is a server. A server is a
dedicated computer providing services to the clients in these models. Many client computers
are idle for most of the time, and therefore, will have unused disk storage capacity. To
maximise the use of these client computers, the Peer-to-Peer (P2P) model was proposed. In
a P2P system, computers can act as both clients and servers. This approach minimises the
workload on servers and maximises overall network performance.
1.1 The P2P Explosion
The P2P model encompasses an architecture and a set of protocols, advocating decentralisa-
tion. It enables two or more peer devices to collaborate and share information. The increased
demand for file sharing, has encouraged end users with reasonable computing power to be-
come content providers as well as content receivers. P2P computing is a network based
computing model for applications where computers share resources via direct exchanges be-
tween two or more communicating entities. P2P refers to any relationship in which multiple,
autonomous peer devices interact. P2P technologies enable peer systems to share resources
and collaborate on computational and processing tasks such as discovery of resources and
resource management. Any such application that takes advantage of these P2P technologies
can be termed as P2P computing [Abeer and Hauswirth, 2001].
P2P is used in communication technologies, distributed system models, applications, plat-
forms. It describes a set of concepts and mechanisms for decentralised distributed computer
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systems. P2P systems are a very popular medium for sharing huge amount of data as they
distribute the costs of sharing data.
The growth in the number of P2P users has been exponential. In recent years, P2P
technology has been appreciated and used by individuals and large corporations trying to
exploit its full potential. There is no need for a central database when using a P2P technology
[Abeer and Hauswirth, 2001]. However, efficient file sharing in P2P is a very challenging
problem.
In the last few years we have seen not only the increasing popularity of P2P applications,
but also the phenomenal growth of wireless devices capable of holding gigabytes of data and
reasonable processing power. Therefore, it is quite obvious that for P2P to be more successful,
Wireless Fidelity (WiFi) devices [Hesselman et al., 2003] need to be integrated in the current
P2P infrastructure. Hence, P2P file sharing between such mobile devices in a WiFi hotspots
environment is an even more challenging problem. This is because the WiFi environment
has resource constraints and the management is different from a wired environment. This
would require an infrastructure with automated process for registering new devices, as well
as authentication of existing devices. Also, issues such as maintenance and updating of the
state information as peer devices join and leave the P2P network, optimisation of Quality of
Service (QoS), enhanced route selection for fast file transfer and protection of the existing
peers from malicious devices are crucial to the success of P2P systems. Also, the availability
of resources plays a pivotal role in P2P systems.
1.1.1 Growth Of Mobile Technologies
In 2005 the worldwide number of mobile PCs-in-use was nearly 230 million, a major increase
from 31 million mobile PCs in use ten years ago. In the next five years the number of mobile
PCs-in-use is estimated to be around 480 million by year-end 2010. Mobile PCs are gaining
market share and will account for over 30% of worldwide PCs in use in 2008, which is a near
doubling from that of 13.7% in 1995. By 2010 the installed base of mobile PCs are projected
to account for 36% of all PCs in-use [Juliussen et al., 2005].
While wireless PDAs and smart-phones are gaining huge popularity, the digital technolo-
gies and new standards in the market are making it possible to produce files in a digital
form with reasonable quality. These files can be music files, movie clips, pictures or informa-
tion related to an organisation. The Internet with P2P as the file sharing mechanism is the
cheapest and most convenient way to deal with these digital files. Therefore, it is expected
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Table 1.1: Handheld Computer Market Growth [Juliussen et al., 2005]
Market 1990 1995 2000 2005 2010
PCs in-use (Millions) - 225 530 898 1,338
Mobile PCs In-use (Millions) - 31 96 229 481
PDA Sales(Millions) 0.01 0.17 11.4 13.5 16.0
Smartphone Sales(Millions) - - 0.3 46.6 163.8
Handheld PC Salces (Millions) - - - 0.01 2.1
Handheld Computer Sales (Millions) 0.01 0.17 11.7 60.1 181.9
that wireless mobile devices will be playing a major role in the continuing growth of P2P
services and the business associated with it.
1.2 What Problems do File Sharing Systems Solve?
As the Internet is exploding exponentially and electronic technology evolves, P2P plays a
pivotal role in enduring information sharing and resource management enabling interoper-
ability. 80% of data collected on an edge router at France Telecom IP backbone network and
on the sprint IP backbone was P2P traffic [Azzouna and Guillemin, 2004]. Obviously, P2P
plays a very important role in many different future applications. Therefore, the network
content providers are very keen to provide QoS to such applications.
File sharing systems solve a variety of problems that previously had not been identified.
For example, how to make sure that files are accessible or the problem of finding enough
storage space for millions of files or reducing the load on servers that host popular content.
The solution to all of these problems was taking advantage of the thousands of PCs that
were traditionally considered the “edges of the Internet”.
The flow of information was supposed to be from powerful servers, computers with huge
data capacity and powerful processors, towards less powerful client PCs. But the incessant
march of Moore’s law meant that these PCs on the edge of the Internet had huge data storing
capacity and powerful processors too. The popularity of broadband access to the Internet
has also meant that many of these PCs have plenty of bandwidth too. This combination has
meant that edge PCs are well-equipped to become servers themselves.
Napster [Abeer and Hauswirth, 2001] was introduced by turning each of these powerful
PCs into servers. Napster connected all of these servers turning them into a gigantic always-
on super-server with plenty of storage and bandwidth. Its popularity was inseparable from
the popularity of the music (MP3 audio) format. Users could potentially download a CD-
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quality song in a few minutes to a few seconds depending on the quality of their Internet
connection.
Napster allowed users to connect with each other to great effect. The abundance of
available hosts meant that intermittent usage patterns by individual hosts did not affect the
general availability of files: there was usually someone on line with the file requested. In
addition, it meant that network load was reduced since the best download speeds usually
came from users who were close to the requestor on the network. Rather than thousands
of users bringing a single server to its knees, demand was balanced over the multiple PCs
hosting replicas of the file. And each successful download added another host to that list.
1.3 Weaknesses of Existing File-sharing Systems
The weaknesses of Napster, however is the central point of failure represented by having
a central server hosting the database of files and their locations. These systems have also
expanded to share and store audio and video multi-media, large documents and more. The
problems that arise from such a system are robustness, routing, load sharing/balancing,
storage etc.
Napster exposed a variety of weaknesses with the centralised approach. Gnutella [Abeer
and Hauswirth, 2001] took a different approach of completely eliminating any sort of cen-
tralised control. Other file sharing applications fall in-between, where especially powerful
PCs can become more equal than others forming a hierarchy of nodes. Freenet [Clarke
et al., 2000] takes a decentralised approach as well as focusing on issues of anonymity and
censorship resistance which is an area of weakness in other systems.
Some of the major problems with the file sharing systems are the lack of proper QoS search
and routing methodology. However, peers and their connectivity are mostly unreliable since
the network traffic is very high and also because of the fact that peers join and leave the
network at any given instance. In such a dynamic environment, guaranteeing QoS to P2P
devices is of paramount importance. Managing and guaranteeing QoS for such a large number
of peers is a complex task. We need a very powerful, dedicated, static and centralised device
to manage large numbers of efficient file transfers.
1.4 Research Questions
File sharing has been a subject of extensive study in the area of P2P and distributed systems.
These works are based on the assumption that devices are fixed. This assumption does not
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hold good any longer because of higher processing capability and greater storage capacity
of hand held devices. This thesis examines ways of extending the existing architecture to
support such mobile and fixed devices, by searching and routing the requested files efficiently
using optimal path selection and load sharing to improve the performance of P2P systems.
In particular, the following main research questions are pursued:
1. P2P offers many attractive features such as self organisation, load sharing, availability,
fault tolerance, anonymity etc. These systems also face serious challenges to overcome
the scalability and efficiency problems of the existing P2P systems. There are many
architectures that supports only some of the features for mobile and fixed networks.
Keeping this in view and using the prevalent architectures, can a scalable, robust and
efficient enhanced super-peer based architecture for fixed and mobile peer devices be
designed that can support QoS features?
2. While existing routing algorithms route data in P2P systems, little/no work has been
done to incorporate and improve the quality of search mechanisms leading to optimal
QoS path selection in P2P file-sharing systems. Are existing routing algorithms suitable
for large file downloads, DVD movie clip downloads, etc in P2P systems?
3. Network state information used for route computation is highly dynamic and inaccu-
rate. What are the effects of Probabilistic routing in P2P systems? What is the impact
of the highly dynamic nature of peer devices on path selection algorithms where the
path capacity is uncertain?
4. Frequent file-sharing and request generation between peers generate heavy load on
super-peers. Hence the load has to be distributed. How can super-peers share the load
to improve its performance?
1.5 Contributions of This Thesis
In answering the research questions stated above, this thesis performs analytical as well as
experimental evaluation, and makes a number of contributions in the area of P2P file sharing
systems. These contributions are summarised as follows.
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Enhanced Super-Peer based Architecture (ESPA)
The first contribution is the proposal of enhanced super-peer based architecture. Our contri-
bution is at both conceptual and concrete levels. Conceptually we provide a scalable robust
architecture framework which is relatively simple to design for file sharing and analysing P2P
systems in fixed and mobile environments. The concrete features of our extended/enhanced
super-peer based architecture are:
• a three layered model;
• provides automated seamless authentication of peer devices using mobile authentication
and resource exchange protocol;
• caching the most popular files and their locations;
• using the existing search techniques to locate files;
• eliminating single point of failure by replicating the local information source super-peer
database.
QoS Path Selection Based on Capacity to Hop Count
The second contribution is path selection based on static path capacity to hop count ratio
(SPCH), which can utilise the available bandwidth to efficiently select a path and route data
across P2P systems. The selected path will satisfy the quality of service requirements. Test
results show that SPCH has better request rejection rates and file download times when
compared to existing algorithms. The algorithmic complexity of SPCH is similar to that of
standard shortest path routing algorithms. SPCH gives a better path i.e. a wider path from
a peer to all other peer nodes in a P2P system.
Probabilistic Routing Under Uncertain Traffic Conditions
The third contribution is the proposal of three dynamic routing schemes for path selection
since the available capacity is dynamic in nature and is uncertain. Firstly, a probabilistic
metric algorithm uses an alternative to the product of the probabilities of available bandwidth
along the links of each path and is analogous to the modified Bellman-Ford algorithm as in
RFC 2676. The algorithmic complexity is similar to that of the Bellman-Ford algorithm.
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Secondly, probabilistic path capacity to hop (PPCH) models the highly dynamic nature
of peer devices, the bandwidth capacities, and satisfies the quality of service path selection
requirements.
Thirdly, we deal with accuracy of path selection by proposing regression models. We show
with examples that the choice of link cost distribution strongly influences the probability of
a given path. We have developed a program to simulate the stochastic variation of link costs
using a range of possible distribution costs.
Load Sharing and Reliability
The final contribution is the introduction of basic and enhanced load sharing techniques to
decrease the file download time and increase the overall reliability of system performance.
When super-peers are overloaded they will not be able to perform file sharing tasks efficiently.
Hence, basic replication techniques called Periodic Push-based Replication (PPR) and On-
Demand Replication (ODR) are proposed to reduce load on the super-peer by pushing or
pulling popular files based on access frequency. In these enhanced approaches, to ensure high
reliability, popular files are migrated from highly loaded super-peers to a number of lightly
loaded super-peers.
1.6 Thesis Structure
The rest of the thesis is organised as follows:
• The next chapter provides an overview of the areas related to this thesis. Various file
sharing systems, structured, unstructured and super-peer based P2P networks, routing
and the need for QoS support and P2P traffic characteristics are discussed.
• Chapter 3 addresses the problems of current P2P file sharing models and proposes a
scalable enhanced super-peer based architecture for P2P networks. The existing P2P
file sharing architectures do not take WiFi and fixed peer devices into consideration.
Furthermore, our enhanced super-peer based architecture handles signalling, reliability,
scalability and QoS issues. The use of super-peer intelligently and collectively manages
the entire operation of file transfer and assists peers in finding optimal QoS paths.
• Path selections based on static capacity to hop count routing algorithms are studied
in Chapter 4. Related work on routing algorithms is presented. This is followed by a
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mathematical proof of our proposed algorithm. The proposed method is evaluated and
compared to existing routing algorithms through simulation.
• Chapter 5 looks at path selection using probabilistic approaches. Since the link state
information is inaccurate, a probabilistic metric is defined. We use this probabilistic
metric to compute QoS paths. This is followed by mathematical proof of our pro-
posed algorithms. The proposed algorithms are evaluated and compared to existing
techniques using simulations.
• Since, the super-peers become heavily loaded, the load is distributed using replication
approaches. The concept of load sharing is introduced in Chapter 6. We propose
two basic load sharing techniques by replicating data to improve access performance.
Also, we propose and analyse two extended load sharing schemes to enhance the overall
reliability of the super-peer based file sharing system.
• Finally, this thesis concludes in Chapter 7, where the main contributions are sum-
marised and possible directions for future research are discussed.
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Background
In this chapter, background material is discussed to put the work of this thesis into context.
First, several structured and unstructured Peer-to-Peer (P2P) file sharing systems such as
Napster [Abeer and Hauswirth, 2001], Gnutella [Chawathe et al., 1998], Freenet [Clarke
et al., 2000], KaZaa [Leibowitz et al., 2003], CAN [Ratnasamy et al., 2001], Chord [Stoica
et al., 2001], Pastry [Rowstron and Druschel, 2001a], Tapestry [Zhao et al., 2004], and
Kademlia [Maymounkov and Mazieres, 2002] are discussed. This is followed by discussion
on static and dynamic routing schemes [Huitema, 1995] and algorithms such as Dijkstra
[Dijkstra, 1959] and Bellman-Ford [Ford and Fulkerson, 1962]. Finally, we discuss Quality
of Service (QoS) [Apostolopoulos et al., 1998a] technologies such as Intserv, Diffserv, Multi
Protocol Label Switching, Traffic Engineering and their importance in P2P systems.
P2P systems build on many concepts from distributed systems. Algorithms for routing,
load sharing, load balancing and replication are the building blocks of today’s P2P network
systems. Such systems are huge distributed applications that are supported by the resources
provided by the users on the edges of P2P overlays, making routing decisions very important.
Over the new millennium, Internet users have increased rapidly supporting increased
information requirements of the users. Providing information is not the only thing. The
users also need good service and resources. Hence the goal of a P2P system is to support
users reliably by providing quality of service (QoS) by using the resources in a more efficient
and effective manner. The Internet era emerged with computers acting as peers [Comer,
1997]. The P2P system is built at the application level with the following characteristics:
• Peers have autonomy. They can leave and join the P2P network as and when they
desire. They can perform operations independently from other peers, and can share
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files amongst other peers.
• The resources (such as bandwidth, storage space) are distributed and are located at
the edges of Internet; i.e. on the hosts with variable connectivity.
• A peer acts as a client and a server.
• A peer can interact with other peers for resources. In other words, it can send and
receive a file from other peer devices.
• A peer can be connected to each other and distributed all over the world.
• The design of P2P systems inclines towards being decentralised to effectively use the
resources available
A peer thus provides both server and client functionality. It utilises the resources such as
bandwidth for system operation. Each Peer supports communication protocols to interact
with other peers or with their super-peers. A super-peer is a static and very powerful device,
which intelligently and collectively manages the entire operation of P2P devices. The current
P2P network applications have to deal with available bandwidth utilisation and resource
sharing. Sharing of resources or services in distributed manner allows users to share the
required resource in a unified manner. This is very important, since the peers might use
different platforms. The objective is to make all the resources available to every one in the
network by employing a distributed infrastructure to share resource by individual peers.
Data sharing is considered as a particular application of sharing resources in P2P systems.
The popularity was achieved due to P2P file sharing applications. The P2P file sharing
systems started in the year 1999 with the launch of Napster [Abeer and Hauswirth, 2001]
which allowed users to share MP3 files. This is a straightforward approach and provides
a centralised directory for locating files. This P2P file sharing system had a decentralized
storage of files combined with a centrally stored index. Hence, we can say that P2P systems
are hybrid in nature. This idea was very successful and millions of users downloaded Napster
software.
The concept of no servers but just “only peers” was thought and gave rise to a decen-
tralised system concept. A new peer connects to existing peers that then introduces the new
peer to some of the other peers. Some of the decentralised P2P applications are Gnutella
[Abeer and Hauswirth, 2001; Chawathe et al., 1998; Lv et al., 2002b], KaZaa [Abeer and
Hauswirth, 2001]. In addition to the distributed storage of files, these P2P systems have
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decentralised search mechanism too and avoided centrally running servers. Gnutella was the
first decentralised P2P application which was followed by KaZaa and Morpheus [Mourpheus,
2003].
Super-Peer (SP)
Super-peer [Yang and Garcia-Molina, 2003] is a node in a P2P network that operates both
as a server to a set of clients and equal in a network of super-peers. They are used to balance
between the inherent efficiency of centralised search, and the autonomy, load balancing and
robustness. They also take advantage of the heterogeneity (such as bandwidth and processing
power) across peers in the network. We adapt SPs concept for our work. The proposed SP
is a static, centralised hardware resource for a number of peers within its cluster. The peers
are spread within a pre-defined radius of the SP. This radius is defined in terms of number
of hops. SPs also connect amongst each other at a higher level, thus enabling distributed
computing at a larger scale. SP is a fixed peer in our P2P network that operates both as
a server to a set of peers and cooperates with other fixed SPs. Figure 2.1 illustrates the
topology of a P2P network with SPs and peers within a cluster. The cluster size is the
number of peers in a cluster, including the SP itself. A SP also takes advantage of the
heterogenous capabilities of other SPs in the P2P network (e.g., bandwidth and processing
power) and help in file transfer operations. The use of SP in a P2P network aids in combining
the elements of hybrid and pure systems. Being a very powerful device, SPs handle queries
more efficiently than any other individual peer in a cluster. There are many SPs in a P2P
network and hence the load can be shared and distributed evenly amongst the SPs in a P2P
network.
When a SP receives a query from one of its peer, it will process the query, and will not
forward the query to other peers within its own cluster. In order to process the query, a SP
keeps an index of all files that the peers in that cluster are willing to share. This index must
hold sufficient information to answer queries. For example, if the shared data are files and
queries are keyword searches over the file title, then the SP may keep inverted lists over the
titles of files owned by its peers. If the SP finds any results, it will return a response message.
This response message contains the results, and the address of each peer whose collection
produced a result. In order for the SP to maintain this index, a newly joined peer sends data
of its collection (i.e. list of sharable files) to its SP. The SP will add this data to its index.
When a peer leaves, its SP gets updated. If a peer updates its data (e.g., insertion, deletion
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Figure 2.1: Super-Peer Network Overlay
or modification of a file), it will send this update to its SP.
2.1 P2P File Sharing Systems
A P2P system built at the application level consists of peers with similar interests. P2P appli-
cations have common interests such as exchange of files among a large group of independent
users. A P2P network is classified either as structured or unstructured systems.
In unstructured P2P, peers join and leave the network randomly and have no set rules.
The content (files) are placed in random, thereby making search difficult. These unstructured
P2P systems use flooding mechanisms to send queries across the network. The decentralised
overlay P2P network is more commonly used in today’s Internet. The content (files) are
placed at known locations at peers in structured P2P systems. They use the Distributed
Hash Table (DHT) [Stoica et al., 2001] as a substrate in which data location is placed
deterministically making query processing efficient. This section gives an insight into some
of the established file sharing systems for structured and unstructured P2P systems that are
compared and evaluated in this thesis.
2.1.1 Unstructured P2P Networks
The first unstructured centralised P2P file sharing application was Napster [Abeer and
Hauswirth, 2001]. The peers in the network is organised randomly in a flat or hierarchical
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manner. These networks use flooding mechanisms to search in the P2P network. Every peer
is evaluated for the query locally on its information that the peer is ready to share with other
peers in the P2P network. This methodology is not efficient since queries for content that
are not widely replicated are sent to large fraction of the peer in the P2P network. We also
describe the operations of fully decentralized pure P2P applications like Gnutella [Chawathe
et al., 1998] and KaZaa, underlying the differences in their design. Freenet [Clarke et al.,
2000], another unstructured P2P application, that does not use flooding based search and
targets to keep anonymity of users, is also discussed.
Napster
The files in Napster are stored locally on individual peer users, and they are exchanged
through a direct connection between peers over an HTTP-style protocol. All peers in this
system are symmetric, i.e., they are able to function both as a client which will request files,
initiates search and a server serving download requests. This model requires some managed
infrastructure such as a centralized directory to locate the requested files. A large cluster of
dedicated central servers maintain an index of these files which are shared by these peers.
The join/leave management is centralised: peers register with a central index and will list the
files to be shared. Each peer has a connection to one of the servers, through which the queries
are sent for file request. The server returns a list of possible matches with file locations to
the user, then the peer will initiate a file exchange directly from another peer storing the
requested file. This centralized index service in Napster results in scalability limitation as
well as introduces a “single point of failure”, which makes the usage of Napster-like systems
for a limited number of applications.
B
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Figure 2.2: Napster Communication Model
Napster is a centralised communication model in P2P [Abeer and Hauswirth, 2001]. A
centralised database holds an index of offered files of peers in the static topology. Peers
connect to this central database, identify themselves and send files that they can share with
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other peers as shown in Figure 2.2. A first time user must register and create an account
at the start. Let us assume there are two peers A and B. Peer B sends a request to the
centralised Napster services with a request to find music file toxic. Both peers A and B
are registered users of Napster service. When a request from B is received by Napster, it
informs peer B that peer A has music file toxic. Peer B will then request for connection
and download from peer A. This is very simple and straightforward methodology. However,
the protocol is complicated and inconsistent. The reputation of peers is not addressed, and
moreover, it is prone to failures, since it is a centralised system.
Gnutella
In contrast to Napster, Gnutella-like systems are decentralized both in the terms of file
storage and search. They have no central servers to maintain a central index. Instead, they
form an unstructured network of peers, where each peer has a number of connections with a
set of other locally known peers. The connections (based on Transmission Control Protocol
(TCP) protocol) are used to exchange messages between peers. Each peer acts as a client
generating queries and also as a server serving queries of other peers as well as a router for
messages. To join a network, each peer maintains a pool of addresses of other peers which
could be contacted to install connections for the very first time. Typically, peers who are
used to join a network are highly available hosts. They accept an incoming request to install
a connection and inform a new peer of other currently available peers in a network. Due to
the transient peer population (peers join and leave a network frequently), each of the peers
monitors its connections in order to keep a certain number of connections open to support
network connectivity. In this way, connections in Gnutella network are chaotic by ensuring
that network is always connected.
DB
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Find File A
Figure 2.3: Gnutella’s Decentralised Communication Model
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Gnutella [Ripeanu, 2001], with no central server, is the first P2P system implementing a
fully distributed file search. Every peer sends packets it receives to all the peers. Normally
every peer will send to four other peers. The lifetime of the packets is limited by time-to-live
(TTL) typically set to 7. The packets have unique IDs to detect loop. Hence, this is a
constrained broadcast. A new peer should at least know one or more Gnutella hosts. As
shown in Figure 2.3 peer A announces the availability and probes other peers for information
exchange. The other peers B,C,D and E, responds to the request by providing the files that
those peers can share to peer A. Then peer A requests a specific file toxic. Peers C and E
contain the music file and will inform peer A. Then the file download request is issued from
peer A. It is simple, robust and scalable and is completely decentralised. This also adapts
very well and dynamically to changing peer populations. But the protocol causes very high
network traffic.
Gnutella-like networks belong to unstructured systems. There is no track of global infor-
mation. A search initiated in such systems is mainly random search. Many available peers
are randomly asked, probed, and checked for the requested file. In Gnutella, a peer initiates
a controlled flood of the network. This is because a request query is sent to all the peers
connected to it. Upon receiving a query, peers checks if it has a requested file. If so, it for-
wards a special message back toward the search initiator. Then a search initiator can initiate
file download over the HTTP protocol. No matter whether a file is found or not, the peer
continues to flood the query. To limit generated traffic, each message can be forwarded only
limited number of times. Therefore, time to live (TTL) parameter is used. The advantage
of such unstructured system is that they easily react to the high dynamics of P2P networks,
peers can join and leave network without any notification. The obvious disadvantage is that
it is difficult to find desired files without flooding queries, which influence the scalability
of such systems and significantly increases traffic, used only for search and for supporting
network connectivity.
At the beginning, Gnutella was introduced as a completely unstructured system and
all the peers on the system are treated equally regardless of their bandwidth capabilities,
computation power or other properties like uptime (availability). However, the provided
properties vary significantly, and therefore, an extreme heterogeneity exists. Bandwidth
varies from low speed dial-up connections (e.g., 64 Kbps telephone connectivity) to high
speed communication channels (cable or modem connectivity of 2/4/6 Mbps); all kinds of
hosts with different computer power participate in P2P operations; the majority of hosts
stay connected to the network for a short period of time (for user to find and download
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a file request mainly), while others are available longer. This heterogeneity influences the
reliability of communication channels, system performance and latency.
KaZaa
Heterogeneity between peers (computer power, bandwidth and availability) were utilized to
form the two level organization of a P2P network by FastTrack [Leibowitz et al., 2003]
protocol implemented in KaZaa application, the most popular P2P file sharing system. Fast-
Track is a so-called second generation P2P protocol. It is based on the Gnutella protocol and
extends it with the addition of “supernodes” to improve scalability. In KaZaa network, the
small number of powerful peers “supernodes” handle traffic and routing on behalf of weak
peers connected to them. KaZaa peers dynamically elect “supernodes” which form an un-
structured network and use query flooding to locate file request. Regular peers connect to one
or more “supernodes” to initiate query and, in fact, act as clients to supernodes [Leibowitz
et al., 2003]. Peers form a structured overlay of super-node architecture to make search more
efficient, as shown in Figure 2.4. Super-nodes are peers with high bandwidth, disk space
and processing power. The ordinary peers transmit the data files they are sharing to the
super-nodes. The search is initiated and routed through the super-nodes and downloads are
done from the peer. In Figure 2.4, peer 1 (P1) queries for object 2. The query is sent to
the super-peer and the response from the super peer is that the object 2 is present in peer 2
(P2). Then P1 gets the object 2 from P2 as illustrated in Figure 2.4.
P−1
P−3
Supernode
Supernode
Supernode
P−2
RESPONSE
Peer 2
Get Object 2
Query Object 2
Object Upload
Object Upload
Peer 2: Object 2
Peer 3: Object 3
Peer 2: Object 2
Peer 3 Object 3
Figure 2.4: Object Location in KaZaa
In order to be able to initially connect to the network, a list of “supernode” IP addresses
is declared a-priori. A peer attempts to contact these “supernodes”, and as soon as it
finds an available “supernode”, it requests a list of currently active “supernodes” to be
used for future connection attempts. The peer uploads a list of locally shared files to the
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“supernode”. (To find a file, a client peer sends a search request to a “supernode” which is
connected. The “supernode” communicates with other “supernodes” in order to satisfy file
search requests. Then the client peer connects directly to a peer to download the requested
file via HTTP protocol.) Even though KaZaa uses more advanced protocol which better
utilizes heterogeneity between peers, it still relies on random search which is characterized
by big volume of generated traffic. In addition, having a limited number of peers responsible
for traffic handling and message routing makes, a P2P networks more vulnerable to planned
attacks and still does not solve the problem of network flooding.
Freenet
In contrast to the above mentioned systems, Freenet [Clarke et al., 2000] was implemented
as an adaptive P2P network of peers, where each peer can generate queries, store and retrieve
files, which are named by location-independent keys. It was designed with decentralization
of all network functions, anonymity for both producers and consumers, and efficient dynamic
storage and routing information in mind. Each peer has a local data store available for
reading and writing. As well, each peer forms a dynamic routing table to avoid simple
network flooding. A routing table includes a set of other peers in addition to the keys
they are expected to hold. In contrast to Gnutella-like system, Freenet enables users to
share unused disk space for popular file replication and caching. Freenet provides both file
management and file location mechanism: popular files are replicated closer to users, while
less popular ones might eventually disappear from routing tables. To retrieve a file, user must
obtain its key. Each peer uses its routing table and forwards a query to the peer holding the
nearest key to the key requested. If that query is successful and returns with the data, the
peer will send the data back, cache the file in its own data storage area and updates a routing
table by a new entry associating data source with a requested key. Every next request for
the same file can be satisfied faster. Each of the requests is allowed to be routed for a limited
number of times. If the data were not found within this number of forwards, a failure result
is back-propagated.
As shown in Figure 2.5, a user initiates a data request at peer A. The request is then
forwarded to peer B, which forwards it to peer C. Peer C is unable to contact any other
peer and returns back a tracking failed request message to peer B. Peer B then tries to send
request for data from peer E, which forwards the request to peer F which then delivers it to
Peer B. Peer B detects a loop and returns a backtracking failure message. Peer F is unable
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Figure 2.5: File Search in Freenet system
to contact any other peer and backtracks one step to peer E. Peer E then requests the other
peer D which has the data. The data is returned from peer D via peers E and B to peer A.
The data is cached in Peers E, B and A as shown in Figure 2.5.
The positive effect of described mechanism is that routing may improve with time. Firstly,
peers are specialized for being responsible for locating certain keys, since they would receive
requests for similar keys, and update their routing tables by peers with similar keys. Secondly,
due to the update of its routing table and file caching, peers might be involved in clustering
when a group of hosts store files with similar keys. Such reinforcement may lead to network
improvement from search perspective. To publish data, a user calculates a file binary key
and uses the same basic mechanism used for search by sending special request. A request is
forwarded in the same way as it is done for search. If the generated key is occupied, a user
will be informed and must generate a new key. If a given key is acceptable for a system, a
new file is inserted and accordingly routing tables of passed peers are updated by new entries
pointing to new data source accompanied with key.
On the other hand, used key approach brings about a disadvantage to Freenet. To locate
a file, users must know a file identifier, which could be found in a network or calculated.
This process is less convenient for the users and less robust, and thus Freenet has not gained
significant popularity as other P2P systems.
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2.1.2 Structured P2P Networks
All the systems described in section 2.1.1 are unstructured, so that the connections between
peers are made chaotically, and data placement is completely unrelated to the structure
formed by connections between peers. This methodology does not support complex queries
and it is mandatory to store a pointer to each data object at the peer. The unstructured P2P
systems has scaling and flooding problems. To overcome these issues, structured systems like
Content Addressable Network CAN [Ratnasamy et al., 2001], Chord [Stoica et al., 2001],
Pastry [Rowstron and Druschel, 2001a] and Tapestry [Zhao et al., 2004] are introduced.
In structured systems, the network assigns keys to data items and organises its peers into a
graph that maps each data key to a peer. This structured graph enables reliable and efficient
discovery of files using the given keys.
This approach employs distributed hash tables (DHT) - mapping “keys” onto “values”
on Internet like scale. In DHT systems, files are associated with a key which is produced by
hashing, for example, the file name or the file content. The range of the output values of
the hash function forms an ID space. Every peer in the system is responsible for storing a
certain range of keys (or partition of ID space). There is one basic operation in these DHT
systems, lookup(key), which returns the IP address of the node responsible for the storage of
the object with that key. This basic operation allows both location and extraction based on
their keys. Such systems are highly structured, the topology is tightly controlled, and files
(or information about files) are placed at the precisely specified locations defined by their
keys.
The structure (topology) is formed by routing tables stored locally on individual peers.
A table includes a list of other peers with addresses and range of keys they are responsible
for. Depending on the application, the network structure and routing may be different
[Balakrishnan et al., 2003].
DHTs suffer from complicated maintenance algorithms which are required to build and
constantly support network structure which is extremely important for scalable routing. The
structured design is likely to be less reliable in the face of a very transient user population. In
DHT systems, failure of the peer leads to broken zone structures and some DHT information
can be lost. Therefore, even if some peers with desired files are on-line, they might not be
accessible. The P2P networks have high dynamics, hence additional efforts are required to
maintain a structure of such networks (e.g., taking over DHT tables during peer’s failure,
replication of data). Retrieving content requires the knowledge of the exact name of the
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object or the knowledge of the identifier of the object. The user may not know the exact
key of the required data or the user may search for a set of files all matching given attribute
or simply looking for unknown file by description (providing keywords). All these require
additional functionality which was missing in the original design of DHT systems.
Content Addressable Network
The content addressable network (CAN) [Ratnasamy et al., 2001] is a distributed decen-
tralised P2P system that provides hash table functionality. CAN is scalable, fault-tolerant,
and self organising. CAN uses a d-dimensional Cartesian coordinate space to implement
DHT [Ratnasamy et al., 2001]. The space is divided into zones. And each peer is responsi-
ble for a zone. A routing table of a peer includes all of its neighbours in coordinate space.
A query is forwarded along the path that approximates the straight line in the coordinate
space from the search initiator to a peer storing a key. The search is done in O(n
1
d ) steps.
Even though DHT systems propose very effective and scalable routing, there are a number of
important disadvantages concerning the resilience of the system and additional traffic caused
by network maintenance [Ratnasamy et al., 2001].
CAN is used in large scale storage management systems such as the OceanStore [Ku-
biatowicz et al., 2002] and Farsite [Bolosky et al., 2000]. OceanStore is an Internet-based,
distributed, global storage infrastructure. It consists of millions of cooperating servers. Each
participating server acts as client and server and hence falls into the P2P category. Whereas,
Farsite is a serverless, distributed file system that does not assume mutual trust amongst the
client computers on which it runs. Logically it provides the illusion of a central file server.
Physically, a group of client computers collaboratively establishes this virtual file server that
can be accessed by any of the client computers. These systems require efficient insert and
retrieval of data in a large distributed storage networks with a scalable indexing mechanisms.
Chord
Chord [Stoica et al., 2001] uses consistent hashing [Karger et al., 1997] to assign keys to its
peers. Consistent hashing is designed to let peers enter and leave the network with minimal
interruption. The decentralised scheme tends to balance the load on the system, since each
peer receives roughly the same number of keys, and there is little movement of keys when
peers join and leave the system.
In Chord, each peer has a finger table containing the IP address of a peer halfway around
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the ID space from it, a quarter-of-the-way, an eight-of-the way, and so on. This structure
uses skip list data structure. A peer forwards a query for a particular key to a peer in its
finger table, which is responsible for the highest ID not exceeding key. Therefore, a query
is routed at least half of the remaining ID-space distance to a required key. This leads, to
having O(logn) routing steps, where n is the size of a network (number of peers). This is
efficient but performance degrades when the information gets out-of-date.
successor (n+2i−2)
i )successor (n+2
successor (n+2i−1)
finger i−1 finger i
finger i+1
Figure 2.6: Fingers of a Peer in a Chord Ring
Each peer and each key has a m-bit ID. IDs are ordered on a circle modulo 2m. Key k is
assigned to the first peer whose identifier is equal to or follows k in the identifier space. This
peer is called the successor of the key k. Each peer tracks its successor and predecessor peer
in the ring. In addition, each peer tracks m other peers, called fingers; specifically, a peer
with ID p tracks all the successors of the IDs p + 2j−1 for each j = 1, ...m. p’s first finger
is, in fact, its successor. The successor, predecessor, and fingers make up the chord routing
table as seen in Figure 2.6.
An approach, which is partly able to overcome this limitation, employs an idea of creating
fully distributed inverted index [Balakrishnan et al., 2003]. This approach uses a list of key-
words which describe a particular document (file). Each keyword is hashed to number within
some range and is available on the peer which is responsible for space of numbers to which
the given keyword belongs. In this way, performing a search results in hashing keywords and
contacting peers responsible for individual keywords. Finally, the intersection operation over
the individual sets of documents returned by individual peers is performed. This approach
definitely introduces worse scalability then originally proposed key based approach. Another
important limitation of DHTs is load balancing. The user’s request structure has a significant
skewness due to the different popularity of files. In unstructured systems, this can be partly
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compensated by massive replication of popular content [Balakrishnan et al., 2003]. In DHTs,
peers responsible for storing pointers to the most popular files (or keywords) may become
overloaded, since the majority of requests for the most popular content come to those peers.
Tapestry
Tapestry [Zhao et al., 2004] employs tree-like routing to achieve both load distribution
and routing locality. The architecture of Tapestry is a variation of [Plaxton et al., 1997]
distributed search technique with additional mechanisms to provide availability, scalability
and adaptation in the presence of failures and attacks. In [Plaxton et al., 1997], a distributed
data structure called the Plaxton mesh is proposed to optimise the search for data objects
that are connected to root peers. Whereas, Tapestry uses multiple roots for each data object
to avoid single point of failure. The routing method guarantees that existing unique peer in
the system can be located within at most logB · N logical hops, where N is the number of
peers using NodeIds of base B. The peer’s local routing map assumes that the preceding
digits all match the current peer’s suffix, the peer only needs to keep a small constant size
(B) entry at each route level and hence the complexity B × logB ·N .
Many different applications have been designed and implemented on Tapestry. Tapestry
is a self-organising, fault tolerant, resilient under load, and is a fundamental component
of the OceanStore system [Kubiatowicz et al., 2002] and spamwatch [Zhou et al., 2003]
a decentralised spam-filtering system that uses a similarity search engine implemented on
Tapestry.
Pastry
Pastry [Rowstron and Druschel, 2001a] like Tapestry makes use of the Plaxton-like prefix
routing to build self-organising overlay network. The difference between Tapestry and Pastry
is the handling of network locality and data object replication. Each peer routes clients
requests and interacts with local instances of one or more applications. Each peer in Pastry
is assigned a 128-bit peer identifier (NodeID). The NodeID is used to give a peer’s position
in a cirular NodeID space which ranges from 0 to 2128 - 1. The NodeID is assigned randomly
when a peer joins the system. An assumption is made such that the resulting set of NodeIDs
are uniformly distributed in the 128-bit space. For a network of N peers Pastry routes to the
numerically closest peer to a given key in less than logB ·N steps under normal operation. The
NodeIDs and keys are considered a sequence of digits with base B. Pastry routes messages
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to the peer whose NodeID is numerically closest to the given key. A peer normally forwards
the message to a peer whose NodeIDs share with the key a prefix that is at least one digit
(or b bits) longer than the prefix that the key shares with the current peer NodeID. Pastry is
used in the implementation of a scalable application-level multicast infrastructure called the
Scribe [Rowstron et al., 2001; Castro et al., 2002b]. Multicast infrastructure in a network is
not widely available. The peers route and distribute multicast messages using only unicast
network services in Scribe. It supports a large number of members per group and Scribe is
built on top of Pastry which is used to create and manage group. It is also used to build
efficient multicast trees for dissemination of messages to each group.
Kademlia
Kademlia [Maymounkov and Mazieres, 2002] P2P is a decentralised network that takes the
basic approach by assigning identity to each peer “NodeID” in the 160-bit key space. key,
value pairs are stored on peers with IDs close to the key. A NodeID-based routing algorithm
is used to locate peers near a destination key. One of the key architectures of Kademlia is
the use of XOR metric for distance between points in the key space. XOR is symmetric and
allows peers to receive lookup queries from precisely the same distribution of peers contained
in their routing tables. Kademlia can send a query to any peer within an interval, allowing
it to select routes based on latency or send parallel asynchronous queries. It uses a single
routing algorithm throughout the process to locate peers near a particular ID.
2.2 Classification and Qualities of a P2P system
Since the inception of the first P2P system Napster [Abeer and Hauswirth, 2001], many other
P2P systems have emerged with different capabilities and having different ways to manage
file sharing transactions. Based on the study [Abeer and Hauswirth, 2001] of the existing
P2P systems, they are mainly classified as follows:
• Centralised Model: A global index is held at a central place. A direct contact between
the service requesters and service providers are established. This is similar to a client
server model.
• Decentralised Model: There is no global index nor central coordination. A behaviour
emerges from local interactions between peers. A chain of intermediaries may come
into play between service requesters and service providers. This is fully P2P model.
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• Hierarchical Model: An approach that has a mix of centralised and decentralised ap-
proaches. This is similar to an Hybrid approach.
In a large-scale, autonomous, decentralised P2P systems the peers pool their resources.
While P2P systems offer many benefits like adaptation, self-organisation, fault-tolerance, and
the ability to pool large amounts of resources, there are some challenges concerning efficiency,
availability, load-sharing, security and other performance guarantees. We discuss some of the
most prominent attributes of a P2P system.
• Manageability: The system requirements of a P2P system change at a very rapid pace.
It should, therefore, be easy to modify or upgrade a P2P system with minimum effort.
For example, Gnutella systems come out with new versions several times in a year.
This indicates that the system takes a lot of modifications at regular intervals of time.
The changes should be made quickly and with the minimum cost factor very effectively.
A lot of new features get added to the P2P systems that call for extendibility of the
system. Modifications can also be made to have the applications to run on various
platforms. Most of the P2P systems run on Windows platforms and a few applications
are also available for Linux or Solaris’s systems. In order to get a bigger market share
the P2P systems must undergo appropriate modifications and hence this quality of
modifiability is important and essential.
• Performance: P2P systems architecture have a high need for performance guarantees.
The time required for a peer to find another peer with requested document must be
minimal. There should also be a constant interaction between a peer and its environ-
ment (e.g. cluster super-peer). It also determines the number of connections amongst
its peers for a given search data. The other important aspects of P2P systems are the
requests that it services, the size of the queue and the time taken to service the requests.
Performance of a system is greatly enhanced if the time taken for data to travel from
one host to another is minimised by efficiently selecting network paths. This is a very
important principle and a real issue in routing of P2P networks. Since large number
of peers are involved, performance degradation can have a serious impact on business
revenues.
• Usability: Some P2P systems are widespread and can encompass a wide spectrum of
the population. A peer user mostly is a common user, hence the user interface must
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be easy to use and obvious to the users. The usability quality makes sure that the user
gets the right information.
• Scalability: This is a very important quality requirement of P2P systems. The system
should be built in a way that is flexible enough to handle large number of requests and
sudden traffic surge from peers. For example, when Napster started off there were a
few thousand requests only. But now, as millions of users are hooked on to the network,
it has to scale. The system that is built should be reliable enough to scale so that it
does not crash on receiving many requests. P2P systems must be built to handle the
load of millions of users in a short span of time.
• Accessibility: The P2P concept runs on the principle of remote access. Users anywhere
and in any part of the world can access the service by running an application that
connects them to the network via the Internet. This is what makes millions of users
use the system.
2.3 Routing
Routing is the most fundamental part of a hierarchical resource management framework.
Routing is to find a route from a source to a destination in accordance with the traffic’s service
requirements and the network resource constraints, while maximising network performance
and minimising the cost of the route based on a cost function. Routing can be done statically
called the static routing or dynamically called dynamic routing [Huitema, 1995].
Static Routing
Static routing is inherited from telephone networks. In static routing, the routing decision is
made without considering the network state. IP searches the routing table for the matching
host address, network address and a default entry. The default entry is normally specified
in the routing table as a network entry (with a network ID of 0). A matching host address
is always used before a matching network address [Huitema, 1995]. The routing done in
IP, when it searches the routing table and decides which interface to send a packet out, is a
routing mechanism. This differs from routing policy, which is a set of rules that decides which
routes go into the routing table. The operation of IP routing is fundamental to a system
running TCP/IP. The routing table entries are simple: up to 5 flag bits, a destination IP
address (host, network, or default), a next-hop router IP address (for an indirect route) or
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a local interface IP address (for a direct route), and a pointer to a local interface to use.
A search of this routing table is made for every IP datagram that the system generates or
forwards. This can then be updated by either a routing daemon (the process on the router
that is running the routing protocol communicating with its neighbouring routers is called a
routing daemon) or ICMP redirects. Static routing does not take into account the dynamic
conditions of the network state and uses a static link cost function to find the route. While
easy to implement, these schemes are subject to serious limitations and perform poorly when
network load is varying. Hence this is fine if the network is small or if there is a single
connection point to other networks, and there are no redundant routes.
Dynamic Routing
Dynamic routing scheme use real time network state information to compute a route [Huitema,
1995]. Routers talk to adjacent routers informing each other of what networks each router is
currently connected to and inform the network state. This makes them suitable for quality
of service routing. Dynamic route selection algorithms make use of real time network state
information to maintain a real time big picture of the topology and the state of the network.
Therefore, a dynamic routing scheme involves two basic tasks. First, collecting the network
state information and keeping it up to date. Secondly, using the most recent network state
information to compute a route. Different dynamic routing schemes may require different
state information to be advertised (e.g. hop count, bandwidth or buffer space). The network
state information can be maintained and used in two ways: global and local.
Link State Routing
The link state routing scheme maintains and uses the network state information in a global
fashion. It floods the routing information to all the nodes in the network. However, each node
sends only that partition of the routing table that describes the state of its own links. There-
fore each node has a global view of the entire network. It sends updates to entire network.
Link state routing scheme is less prone to routing loops since they have a consistent view of
the network. The down side of this routing scheme is that it can create significant control
traffic in the network and needs more CPU and memory resources and also computationally
expensive.
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Distance Vector Routing
The distance vector routing scheme maintains and uses the network state information in
a local fashion. Here, each node sends its entire routing table, but only to its immediate
neighbours. It sends large updates to immediate neighbours. These are prone to loops since
they do not have a complete view of the network. However they are computationally less
expensive, need less memory resources and less control information is needed.
2.3.1 Routing Strategies
Based on the way network state information is maintained, and the way a routing architec-
ture uses the network state information for computing routes, three routing strategies are
identified. They are source routing, distributed routing and hierarchical routing [Huitema,
1995].
Source Routing
The routing decision is made only at the source node where the query arrives. Each node
maintains the complete global state including the network topology and state information
of the network. It achieves its simplicity by a centralised approach to route computation.
This centralised approach guarantees loop free routes. Most source based algorithms are
conceptually simple and hence easy to implement. It enhances the flexibility of the network
since different route computing algorithms coexist in different source nodes in the network
without interfering with each other.
The disadvantages associated with source routing are the global state maintained at
every node has to be updated frequently enough to cope with the dynamics of network
states and provide the routing algorithms with sufficiently accurate data. This may cause
traffic overload in large networks. The propagation delay of the network links, coupled with
the lower update frequency for the network states causes inaccuracy in the network state
information maintained at the source node. This can reduce the performance of routing.
The computing overhead at the source node is a concern. In general the source routing has
scalability problems.
Distributed Routing
The distributed routing is sometimes referred to as hop-by-hop routing. Here, the route
computation load is distributed among all the intermediate nodes between the source and
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destination. All the nodes across a route contribute to the route. Hence the routing response
time can be made shorter and more scalability is achieved. Most existing algorithms require
each node to maintain global network state, based on which the routing decision is made
on a hop-by-hop basis. The routing decision is made based on the local states. IP uses the
distributed routing scheme.
Hierarchical Routing
Hierarchical routing is used to cope with the scalability problem of source routing in large
net-works. Hierarchical routing scales well because each node only maintains a partial global
state where groups of nodes are aggregated into logical nodes. The source routing algorithms
are used at each hierarchical level. Hence it retains many advantages of the source routing.
It also incorporates some advantages of distributed routing because the route computing
happens in a shared manner among multiple nodes.
2.3.2 Shortest Path Routing Algorithms
Most networks base their routing decision on some form of least-cost criterion [Stallings,
2000]. If the criterion is to minimise the number of hops, each link has a value of 1. The link
value is inversely proportional to the link capacity, proportional to the current load on the
link, or some combination. Normally, the cost on the link or the hop count cost is used for
computation in a least cost routing model. The standard shortest path routing algorithms
are the Dijkstra’s algorithm [Dijkstra, 1959] and the Bellman-Ford algorithm [Ford and
Fulkerson, 1962].
Dijkstra’s Algorithm
Dijkstra’s algorithm computes the distances between a given source node to all other nodes
in a network by developing the paths in order of increasing path length. The algorithm
proceeds in stages. By the kth stage, the shortest path to the k nodes closest to the source
node is determined. These nodes are in a node set T . At stage (k + 1), the node not in T
that has the shortest path from the source node is added to T . As each node is added to T ,
its path from the source is defined. The algorithm terminates when all the nodes are in the
node set T .
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Bellman-Ford Algorithm
The Bellman-Ford algorithm also computes the shortest path from a given source node to
all other nodes in a network. This works on the hop count. It finds the shortest path from
a given source node subject to the constraint that the paths contain one hop nodes; then
it finds the shortest path with a constraint of paths of at most two hops; and so on. This
algorithm also proceeds in stages. When there are no changes in the cost of the paths when
the hop count is increased, then the algorithm stops.
2.4 Quality of Service (QoS)
In packet networks such as Internet, a simple static shortest path routing algorithm is em-
ployed. A packet is sent on the shortest path to its destination. If there are multiple shortest
paths, the shortest path is chosen arbitrarily. To determine the shortest path each link is
assigned a weight and the shortest path is the one with the smallest aggregate weight. The
key characteristic of this routing algorithm is that the weights are assigned statically. Hence,
route changes occur only when a change in the topology of the network occurs, i.e., a link is
deleted or added. This topology driven static shortest path routing may suffice in networks
that provide a single best effort service in which there is no guarantee about whether and
when a packet will be delivered. However, it may not be adequate in networks that provide
Quality of Service (QoS) [Apostolopoulos et al., 1998a; Casetti et al., 2001; Guerin et al.,
1997] guarantees to applications such as enhanced file sharing in P2P networking.
Structured P2P overlays like Chord, CAN, Pastry, and Tapestry provide a substrate
for building large-scale distributed applications. These overlays allow applications to locate
objects stored in the system in a limited number of overlay hops. In such systems, as well
as in unstructured p2p systems, file location is prime objective while mostly ignoring QoS
enhanced search. However, a P2P application requires the network to provide the guarantee
of the service being provided to the receiver. The needs of the application is specified in
terms of the QoS metrics like desired bandwidth, response time, etc. End-to-end QoS can
be provided most efficiently when each layer of the protocol stack translates the application
provided requirement into layer specific requirement and satisfies the same. Network layer
has a critical role to play in the QoS provision process. It provides the desired QoS by
considering the QoS metrics in the path selection process.
An efficient QoS scheme needs to find a path that satisfies a given QoS requirements
each of which is posed by constraints such as bandwidth, delay, hop count etc. However, to
31 (December 7, 2007)
CHAPTER 2. BACKGROUND
achieve QoS in P2P networks, several tools and mechanisms are necessary that are described
in this section.
2.4.1 The Need for QoS Support
Internet roots traces back from the ARPANET days, which was an experimental data network
funded by the U.S. Defence Advanced Research Projects Agency (DARPA) in the early
1960s. The ARPANET was built on the datagram model. Each data packet (files) carries
the complete source and destination address and is individually delivered to its destination
through the network. TCP/IP protocol stack in mid-1980s made it possible for different
kinds of network in the world to interconnect to render a universal service [Rajasekhar
et al., 2001b]. A collection of interconnected networks worldwide is known as the Internet.
The Internet was originally used by scientists for networking research and for exchange of
information. Remote access, file transfer, and e-mail were popular applications and the
datagram model works well for these applications. The service that the current Internet
provides is often referred to as a best effort [Rajasekhar et al., 2001b]. Best-effort service
represents the simplest type of service that a network can offer; it does not provide any form
of guarantees to traffic flows. When a link is congested, packets are simply dropped when the
queue overflows and TCP protocol assures that dropped packets are re-transmitted. Since
the network treats all packets equally, any flows could get hit by the congestion. Although the
best-effort service is adequate for some applications that can tolerate large delay variation
and packet losses, it clearly does not satisfy the needs of many new applications such as
multimedia applications. This is due to the peer’s requirement such as maximum bandwidth
or minimal delay. Therefore, QoS framework plays a pivotal role in today’s P2P Networks.
Hence new architectures for resource allocation that support resource assurance and different
levels of services are needed for the Internet to evolve into a multi-service network.
In the late 1980s, the International Telecommunication Union (ITU) selected a new net-
working paradigm known as Asynchronous Transfer Mode (ATM) [McDysan and Spohn,
1995] for the Broadband-Integrated Service Digital Network (B-ISDN) [Schwartz, 1996; Wal-
rand and Varaiya, 2000]. The goal of ATM was to provide a universal multi-service network
capable of supporting a wide range of applications with diverse networking requirements.
ATM is a high performance, cell-oriented switching and multiplexing technology that utilizes
fixed length packets to carry different types of traffic. ATM was designed to support data
applications from Internet, voice from circuit-switching networks, and emerging multimedia
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applications in a single network. However, ATM was not universally deployed and thus it
failed to offer the services it was envisioned for on a truly global scale.
In the 1990s, Internet exploded due to the emergence of the Web, which brought the
Internet into homes and businesses of millions of people worldwide. The web has fundamen-
tally changed the Internet making it the world’s largest public network. The web also served
as a platform for the deployment of new applications, such as P2P, online banking, streamed
multimedia services, voice over IP (VoIP), etc. This phenomenon has brought many new
challenges. Many of the new applications have requirements different from that of the origi-
nally designed Internet. The datagram like model of the Internet has very limited resource
management capabilities inside the network and cannot provide any resource guarantees to
users. This implies that when some part of the Internet is overloaded the performance of all
traffic traversing that part will be equally affected. Since Internet has become indispensable
in our daily life and work, the lack of predictable performance is an issue that needs to be
addressed. As a result, researchers have been trying to provide Internet new dimensions,
so that it can simultaneously support different application types and satisfy their service
requirements. Thus QoS for Internet evolved [Apostolopoulos et al., 1998b; Xiao and Ni,
1999]. QoS [Apostolopoulos et al., 1998b] is a collective effort regarding service performance,
which determines the degree of satisfaction of a user of the service. QoS parameters helps
network managers to define service policies such as how much of bandwidth goes to what
applications and end users. QoS is used to design policies across devices on different net-
works. Converting the present “best-effort” traffic to QoS capable traffic could mean huge
savings in terms of reliability and delivery of traffic. The important properties of QoS are
delay, bandwidth, throughput and jitter.
The delay experienced by the traffic is one aspect of QoS. Various aspects of delay have
different impact on different services. Interactive real time applications such as voice commu-
nications or P2P video streaming are sensitive to end-to-end delay and jitter. Non real time
applications are usually not delay sensitive. Since these applications may use delay measure-
ments to control data rate, end-to-end delay is defined. The components of end-to-end delay
are:
• Transmission delay: Time it takes to put data on to the link;
• Propagation delay: Time it takes for data to traverse the link;
• Queuing delay: Time taken for the data to wait in a queue before transmission.
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One major aspect of throughput is the amount of bandwidth available to traffic. This
determines how much traffic can get through the network. Other important aspects are errors
that are generally related to link error rate and losses related to buffer capacity. Throughput
depends on the following factors:
• Link Characteristics - relates to available bandwidth and error rate;
• Peer Characteristics - relates to buffer capacity and nodal processing power.
Also, a number of characteristics of various network elements such as hosts, links and routers
determine the level of QoS provided to the traffic in terms of a metric. QoS is defined as the
management of available network resources to deliver consistent and predictable performance
over the Internet in terms of latency, jitter, loss, throughput, and availability according to
users service requirements [Guerin and Orda, 1999]. Internet QoS is a concept by which
applications may indicate or negotiate their specific requirements in the network network such
as bandwidth or delay. Fundamentally, QoS enables either to guarantee the required service of
all applications or to provide better services to certain applications to satisfy their minimum
service requirements. This is accomplished by setting up QoS mechanisms in the network
devices. A QoS mechanism is a set of protocols designed for network devices to service
the competing applications in Internet differently by following a set of predefined policies.
The task of the policies in a QoS mechanism is to determine when a network device should
service packets of a particular application in the presence of packets from other applications.
QoS mechanisms in Internet require changing either a part or all of the Internet. Thus,
in order to provide Internet QoS it is necessary to provision or configure network devices
to enable them to classify flows and to apply buffer managements and packet scheduling
algorithms. QoS mechanisms provide a set of tools to manage the use of network resources
in a controlled and efficient manner. Some of the proposed QoS solutions are Intergrated
Services (Intserv) [Adiseshu et al., 1998], Differentiated Services (Diffserv) [Adiseshu et al.,
1998; Wang and Nahrstedt, 2002], MultiProtocol Label Switching (MPLS) protocol [Xiao
et al., 2000] Constraint Cased Routing (CBR) , and Traffic Engineering (TE) [Xiao et al.,
2000]. We discuss some of the features and limitations of the prevalent QoS solutions.
Integrated Services (Intserv)
In Intserv [Adiseshu et al., 1998], traffic is serviced in per-flow basis in accordance with each
flow’s absolute service request. Each network device must reserve resources for each flow and
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isolate each flow from another. In Intserv, Resource reSerVation Protocol (RSVP) [Braden
et al., 1997] signalling protocol is used by a host to request specific qualities of service from
the network for particular application data streams or flows. RSVP is also used by routers to
deliver QoS requests to all nodes along the path(s) of the flows and to establish and maintain
state to provide the requested service. RSVP requests will generally result in resources being
reserved in each node along the data path. A flow is either admitted to the network or
rejected depending on the availability of enough network resources along the whole path to
satisfy its service requirements. An admitted flow is guaranteed the service throughout its
holding time on end-to-end basis. Once a flow of data is admitted to the network, RSVP
uses soft state approach to manage resources in routers and hosts. RSVP soft state is created
and periodically refreshed using RSVP messages to avoid an explicit termination procedure
to release resources used by a flow [Adiseshu et al., 1998].
The reservations obtained from RSVP signalling are simplex or unidirectional. In Figure
2.7, host A is a sender on Reservation 1 and is a receiver on Reservation 2. Host B is a
sender on Reservation 2 and a receiver on Reservation 1. Each reservation reserves resources
to carry traffic from sender to receiver. Hence, two separate reservations, one from host A
to host B, and another from host B to host A, are necessary.
Reservation 2
Reservation 1
Host A Host B
Figure 2.7: The Unidirectional Nature of a Reservation
Intserv has a number of drawbacks that limits its deployment. With the explosive growth
of Internet, the number of flows whose state must be managed at a given instant by each core
router is very large (tens of thousands). Isolation of flows in Intserv (having one logical buffer
per-flow) may be very expensive when the number of flows is very large, which is normally
the case in core routers. The other problem that hinders deployment of Intserv is backward
incompatibility; Network devices are required to perform and understand a signalling protocol
(RSVP) that is not yet widely deployed. Performing RSVP signalling on per-flow basis for
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this traffic is a daunting and very complex task. Intserv does not scale particularly in core
routers. This failure of Intserv resulted in a new paradigm called Differentiated Services
(Diffserv).
Differentiated Services (Diffserv)
Diffserv is a QoS framework that aggregates individual flows with similar traffic behaviours
into a small number of classes and provides relative services among these classes [Wang
and Nahrstedt, 2002]. Diffserv alleviates the complexity in core routers by assigning all
complex processing such as flows classification and traffic dimensioning to edge routers. In
the backbone, forwarding Per-Hop Behaviours (PHB) are defined, namely, Expedited For-
warding (EF) and Assured-Forwarding (AF) [Adiseshu et al., 1998]. EF-PHB has a higher
priority than AF-PHB. EF per-hop behaviour is proposed for traffic that requires zero loss
and zero jitter or queuing delay guarantees. EF-PHB is proposed to emulate leased lines con-
nections. There are four AF-PHBs each with three drop precedence. Differentiated services
are managed along the path by scheduling algorithms and buffer management mechanisms
in routers. Priority queuing assures EF traffic is not delayed and buffer mechanisms choose
the AF traffic from which to drop packets that are marked to have low priorities during
congestion. No admission control or end-to-end complex signalling protocol are required in
the Diffserv framework. Instead, in Diffserv, a flow that arrives at the edge router is classi-
fied and conditioned according to its traffic contract and is always accepted to the network.
Diffserv has a number of drawbacks too despite being scalable and not requiring a signalling
protocol. When a single flow in a class violates its traffic contract the services of all other
flows of the same class degrade equally. Diffserv does not provide absolute guarantees and
during congestion, a high priority AF class may be demoted to lower priority AF class. An-
other drawback of Diffserv is that it does not provide end-to-end guarantees, which may be
required by some applications.
Packets submitted to Diffserv network are marked with DiffServCodePoint (DSCP) in cus-
tomer network and/or in provider’s network as shown in Figure 2.8. The traffic conditioning
specification part of the server level agreement governs the volume of traffic admissible at
each service level. The per-hop behaviour implemented in each router are invoked by DSCP
in each packet. The Ingress router uses traffic conditioning to police submitted traffic per
traffic conditioning specification part of the service level agreement as shown in Figure 2.8.
An architecture proposed to enable Diffserv to support end-to-end QoS services is called
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Direction of traffic flow
Figure 2.8: Differentiated Service Architecture
Bandwidth Broker (BB) [Zhang et al., 2000]. BB is a centralized network manager that
makes it possible to manage network state on a domain basis rather that router basis. BB
has a policy database that tracks user behaviours and allows admission control [Nichols
et al., 1999]. BB also maintains service agreements and negotiations among different adjacent
domains. The work on BB is still new and its deployment is highly doubted because it is
against the Internet philosophy as being a distributed system.
Another proposed scalable QoS architecture aimed at supporting end-to-end services is
the hybrid of Intserv and Diffserv [Bernet et al., 1998]. The scalability of Diffserv makes it
suitable for large networks. In this framework, Intserv and Diffserv are used together to meet
the needs of large ISPs who manage the backbones on the Internet and the need of the QoS
to end users. In this hybrid framework, it is envisioned that Intserv will be deployed in stub
networks and Diffserv in core networks. The RSVP signaling protocol is proposed to reserve
resources in stub networks and some Diffserv admission control service (DACS) is proposed
at the edge or boundary routers to control admission of flows to the Diffserv domain.
For Intserv, Diffserv, or a hybrid of both architectures to work, they need to be deployed
within all ISP domains. Such investment can be justified by content providers that would
target new markets like voice on demand (VoD) or high quality TV and many other P2P
applications such as P2P VoD, P2P video streaming, P2P large file transfers etc.
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MultiProtocol Label Switching (MPLS)
Multiprotocol label switching (MPLS) [Xiao et al., 2000] was motivated by the need to
reduce the processing complexity in legacy core routers. It is basically a simple forwarding
scheme, where a fixed sized MPLS header is inserted between link layer header and network
layer header in an IP packet [Xiao et al., 2000]. A Label Switching Protocol (LSP) or
extended RSVP is the signalling protocol used to setup an MPLS path. After path setup
and if a flow is admitted, Label Switch Routers (LSRs) only swap labels in packets headers
to forward the packets through a completely determined path (tunnel) in an MPLS domain.
MPLS is useful to provide both faster packet forwarding and efficient tunnelling mechanisms.
MPLS is needed for large networks and service providers to provide backup paths and load
balancing. As opposed to Intserv and Diffserv, MPLS is actually used by ISPs to manage
traffic instead of passively relying on the routing protocols, and also to deploy Virtual Private
Networks (VPN). For these applications though, MPLS is not directly targeted to offer QoS
to end users even if QoS features exist. The QoS support features of MPLS are its 3-bit
Class of Service (CoS) field in MPLS header and its ability to determine path and reserve
resources using LSR signalling protocol. The CoS field enables a hybrid QoS architecture
stemming from Diffserv and MPLS architectures known as Diffserv-aware MPLS. In Diffserv-
aware MPLS architecture, MPLS is proposed in transit networks where it further aggregates
Diffserv classes into a smaller number of classes called class types [cite reference]. The
operations of routers in this architecture are basically the same as in Diffserv architecture
with a few differences: at the ingress router an MPLS header is inserted into the packet;
core routers process the packet based on its label and CoS field; and at the egress the MPLS
header is removed from the packet. In this scheme, MPLS operations are confined within
the backbone networks. Allocation and management of resources in this architecture are also
proposed to be handled by Bandwidth Broker [Xiao and Ni, 1999].
Traffic Engineering and Constraint Based Routing
One of the causes of network congestion may be due to uneven traffic distribution resulting
from the shortest path based routing protocols such as open shortest path first, routing
information protocol, intermediate system to intermediate system. When traffic is unevenly
distributed, some links remain underutilized while others are overloaded. MPLS provides the
mechanisms to control traffic distribution in the Internet. More advanced techniques called
traffic engineering (TE) and constraint-based routing (CBR) are also proposed [Xiao et al.,
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2000]. Traffic engineering is the process by which network congestion is avoided by arranging
how traffic should flow through the network. Constraint-based routing is the major tool that
makes TE automatic [Xiao et al., 2000]. CBR computes routes that are subject to constraints
such as bandwidth and delays. CBR takes the network topology and the constraints into
consideration before computing a route. Given QoS requests, CBR returns a route that will
most likely be able to meet the QoS requirements. In addition to QoS requirements, CBR
also takes into account Internet service Provider (ISP) policies such as increasing network
utilization by evenly distributing traffic in the network. Towards this end, the CBR may find
a longer path but lightly loaded and better than the heavily loaded shortest path.
2.5 Conclusion
In this chapter we discuss various techniques and applications to build efficient P2P sys-
tems. We discuss the structured and unstructured P2P networks which use centralised and
decentralised approaches. Both approaches have merits and demerits. The suitability of P2P
architecture largely depends on the application needs, such as QoS routing, scalability, etc.
We discussed the importance of QoS routing to enhance the performance of P2P networks.
Applications built on these two typical P2P architectures do not ensure end to end traffic
flows. Therefore, there is a need to integrate QoS routing into an existing or a new P2P
architecture using the existing mechanisms. Considering the merits and demerits of the ex-
isting P2P systems, a robust and scalable architecture for P2P system that supports QoS
routing is proposed in the next chapter.
39 (December 7, 2007)
Chapter 3
A Scalable Extended Super-Peer
Based Architecture for
Peer-to-Peer Networks
A large number of peers can potentially be pooled together to share their resources, informa-
tion and services. A P2P system has an overlay network built on the physical network, i.e.
the Internet. P2P architectures are more sophisticated than the client-server architectures
due to the dual functionality within them. A peer can behave as a client as well as a server
and respond to incoming requests from other peers at any time. This helps in cost sharing
and reduction, resource aggregation and interoperability, where every peer in a P2P system
shares certain resources. It also increases autonomy of systems and improves reliability by
distributing the system load amongst all the participating peers. These P2P architectures
are classified as structured, unstructured and super-peer (SP) based architectures. In un-
structured, there is no predefined topology for linking the peers to each other. Routing is
done by flooding the network, i.e. each peer sends the query to its neighbouring peers which
will then send it to its neighbouring peers and so on. In the SP based architecture, some
peers are responsible for indexing and locating the shared data. The structured architecture
associates each data item with a key and each peer is responsible for storing a range of keys
and associated data.
These existing architectures have several disadvantages. Napster uses a centralised di-
rectory approach, which makes it hard to scale and is vulnerable to service failure. Gnutella
employs the flooding-based techniques, thereby limiting search. The work in [Clarke et al.,
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2000; Ripeanu et al., 2002; Gong, 2001] proposes P2P query protocols, however they fail to
efficiently service requests under the environment of unstable connectivity and unpredictable
network congestion. Most of the prominent versions of the structured P2P systems [Stoica
et al., 2001] do not consider providing QoS at all. Some of them consider network proximity,
but they come at the cost of expensive overlay maintenance protocol. Also, proximity based
routing can compromise load sharing in P2P overlay networks. Therefore, a file sharing mech-
anism that can retrieve resources in a P2P overlay network while providing QoS efficiently
is necessary. As the number and variety of P2P overlay networks increases, resource sharing
between heterogeneous P2P overlay networks becomes more important. For example, wire-
less devices capable of holding gigabytes of data, reasonable processing power with moderate
costs can be integrated into the existing P2P systems. Since the file sharing applications are
increasing rapidly, we need a way to collaborate and communicate amongst them. Hence,
an architecture for resource sharing among heterogeneous P2P overlay network
for fixed and mobile peer devices is required. This chapter proposes and details such
an architecture which is an extension of SP based concept. Basic experimental results con-
ducted show that the proposed architecture is robust and efficient in terms of average search
response time and query hit ratio.
3.1 Motivation: The Need for a New Architecture
The prevalent structured, unstructured and SP based architectures lack the following quali-
ties:
• Lack of Mechanisms for Transparent Integration of Mobile Devices: The present day
computer users share contents not only on PCs but also on devices such as laptops
and PDAs. The storage capacity of devices such as PDAs have increased multi-fold
to hold gigabytes of data. These small devices usually get connected to the network
via WiFi, mostly while they are in a WiFi hotspot. Therefore, any new file sharing
architecture should have mechanisms to integrate both fixed and mobile devices. The
existing architectures do not support the seamless integration of mobile device in P2P
wireless networks. For seamless integration and increased efficiency of information
exchange operation, it is important for the SP to transparently authenticate a peer
device in a fixed or wireless network. That is, it automatically senses the mobile peer
device if the MAC address of the peer device is present in its repository, and also tracks
the location of each peer device.
41 (December 7, 2007)
CHAPTER 3. A SCALABLE EXTENDED SUPER-PEER BASED ARCHITECTURE FOR
PEER-TO-PEER NETWORKS
• Lack of QoS Support: Since there will be enormous amount of data transfers such as
DVD movie clips, music file downloads etc. between peers or SPs, QoS routing, faster
search mechanisms and caching of popular files and their locations at SP nodes are
necessary to speed up data delivery. Unfortunately, these qualities are lacking in the
existing structured, unstructured or SP based architectures. Most of the work done
on P2P systems is to effectively search for data using distributed hash table (DHT)
mechanisms [Balakrishnan et al., 2003; Stoica et al., 2001]. The prominent versions
of the structured P2P systems [Stoica et al., 2001] do not consider providing QoS at
all. Some of them consider network proximity, but they come at the cost of expensive
overlay maintenance protocol. Also, proximity based routing can compromise load
sharing in P2P overlay networks. In SP based approaches, most peer devices exhibit
different characteristics such as updating their location and state information to their
respective SPs, and they are not properly exploited. A SP gathers information (e.g.
what files a peer can share) from peer devices within its cluster, but does not use QoS
to search or route a query.
• Lack of Overall Reliability: Peers possess different characteristics with respect to their
capabilities, such as bandwidth, available storage, processing power etc. Exploiting
these different capabilities in a P2P network can be done by SPs to provide better
overall reliability. The current architectures provide better scalability then broadcast
networks [Nejdl et al., 2004] but are not reliable. We also observe that a SP in existing
architectures suffers from a single point of failure as it manages most of the activities
of large number of peers within its cluster. Replication of SP node data base is also
lacking in the existing architectures.
The lack of the above mentioned qualities in the existing architectures is the main mo-
tivation behind proposing an enhanced SP-based architecture that supports QoS, takes care
of reliability in the P2P overlay and allows integration of mobile devices. To illustrate how
such architecture could work, we explain with an example. Let us consider an airport with
WiFi connectivity as shown in Figure 3.1. The passengers in an airport want to share infor-
mation and files between fixed and mobile devices such as PDAs or laptops. Let us assume
that, there are large number of peer devices within a cluster. A cluster consists of peers in
the same neighbourhood where peer devices are able to communicate amongst each other
using WiFi or by wired networks. There might be several clusters under the supervision of a
SP. The SP manages intelligently and collectively the entire operations of these clusters and
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might as well communicate with other SPs to search and obtain data.
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Figure 3.1: WiFi Hotspots Connectivity to the Internet
For example, if a passenger at the airport wants to download a music file, say toxic, then
the passenger’s peer device generates a query to its SP. The SP will return information as
to which peer device has the music file toxic, whether the service provider device is in the
same cluster or in a different network belonging to other SPs. Such seamless authentication
(such as popping up in a WiFi environment and getting connected automatically to the P2P
network if the user is authorised) and search mechanisms with QoS support do not exist in
any of the existing architectures [Clarke et al., 2000; Stoica et al., 2001; Tang et al., 2003;
Ripeanu, 2001].
Therefore, this chapter proposes a generalised, scalable and robust Extended SP based
file sharing Architecture (ESPA) to offer reliable, fast and optimal downloads by applying
QoS path selection between SPs. Since several paths exist between source and destination
SPs, QoS path selection mechanism helps us choose the one that offers the best possible
path. Our architecture also supports load sharing and caching mechanisms for effective
and optimal file sharing. We also propose a protocol (Mobile Authentication and Resource
eXchange (MARX)) can use the standard look up algorithms such as chord [Stoica et al.,
2001]. The registration process of peer devices in our extended SP based architecture is
simple and automated. The active replication of the SP node database in our architecture
eliminates single point of failure, thus making it robust and reliable even during adverse
conditions. The features in our scheme are essential for effective file sharing, but are not
prevalent in any of the existing architectures.
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3.2 Limitations of Existing P2P Architectures
P2P computing has attracted a lot of attention in the file sharing and data management
community. Many systems have been developed for managing shared data in P2P networks.
A centralised communication model in P2P system holding an index of files that peers can
share is Napster [Abeer and Hauswirth, 2001]. In Napster, peers connect to a central
database, identifying themselves and request or share files with other peers. Since the advent
of Napster, several other P2P architectures and applications have been proposed. They are
typically unstructured, structured or super-peer (SP) based architectures and usually do not
integrate with each other. The P2P architecture proposed in this chapter is an extension of
the existing SP based file sharing system. In this section, we discuss the limitations of several
existing P2P file sharing architectures including SP based systems, and compare them with
our proposed one to highlight the key architectural differences.
• Unstructured: Currently, there are many unstructured P2P file sharing systems. One
of the most common unstructured P2P system is Gnutella [Ripeanu, 2001], which has
no central server, and is the first of its kind in P2P to implement a fully distributed
file search by flooding the P2P network while searching files. LimeWire [Stutzbach
et al., 2006] is an open source program written in Java. It allows users to share any
type of files. LimeWire supports Gnutella’s open-protocol, prejudice-free development
environment. Since nobody owns the Gnutella protocol, anyone can use it to send or
respond to queries, and no entity will have an hold on the P2P network or over the
information flowing through it. All computers running a program utilising the Gnutella
protocol are said to be on the Gnutella Network (gNet). This free environment will
prompt malicious operations from peers which is a major draw back of Limewire and
Gnutella.
Freenet [Zhang et al., 2002] system architecture supports replication and retrieval of
data, and protects the anonymity of authors and readers. It is infeasible to determine
the origin or destination of data. There is no central server like in Napster nor a con-
strained broadcast as in Gnutella. The requests are routed to the most likely physical
location. The peers store keys, data and addresses. When a search request arrives, the
data may be in the table or the request is forwarded to the addresses with the most
similar keys till an answer is found. The key and address of the answer are inserted
into the table, then the least recently used key is evicted to make way for the new key.
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Freenet is completely decentralised, robust and scalable, and adapts dynamically to
changing peer population.
PeerDB [Siong et al., 2003] is a P2P system designed with the objective of high level
data management in unstructured P2P networks. It exploits mobile agents for flooding
the query to the peers such that their hop-distance from the query originator is less
than a specified value, i.e. TTL (Time-To-Live). Then, the query answers are gathered
by the mobile agents and returned back to the query originator. The architecture of
PeerDB consists of three layers, namely the P2P layer that provides P2P capabilities
(e.g. facilitates exchange of data and resource discovery), the agent layer that exploits
agents as the workhorse, and the object management layer (which is also the application
layer) that provides the data storage and processing capabilities.
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Figure 3.2: File Sharing using ORION
Although, most unstructured P2P systems are fault tolorent, some of them are prone
to single point of failure. For example, a dynamic file sharing approach using ORION
protocol is proposed in [Klemm et al., 2004]. Figure 3.2 illustrates the ORION protocol
with a four node scenario. Node A issues a query for four files 1,2,3 and 4. The results
are found in nodes B (files 1 and 2), C (files 1, 2 and 3) and D (files 2,3, and 4)
respectively. Node B sends files 1 and 2 to node A. Node B receives files from nodes C
and D, filters the redundant files and sends the remaining two files as shown in Figure
3.2. Here, the node B is a single point of contact for nodes C and D, which could
possibly lead to single node failure.
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The unstructured architectures use the flooding model for the decentralised P2P overlay
systems. Each peer device keeps a user-driven neighbour table to locate data items
(i.e. files). This leads to excessive P2P network bandwidth consumption and remote
or unpopular data files may not be found due to the limit of lookup typically imposed
by the TTL. For example, if a search takes O(N) times in the unstructured network, it
will take O(NM ) times in our proposed SP network architecture (whereM is the average
number of peer devices connected to a single SP). This nearly eliminates the problem
of P2P network flooding.
• Structured: Several systems like CAN [Ratnasamy et al., 2001], Chord [Stoica et al.,
2001], Pastry [Rowstron and Druschel, 2001a], and Tapestry [Zhao et al., 2004] imple-
ment distributed hash tables (DHTs) in structured systems. In such systems, a query
is associated with a key and is routed to a peer holding the key value. Each peer has
to maintain certain neighbours and connections, thereby providing static connections
between participating peers.
P2P Information Exchange and Retrieval (PIER) [Huebsch et al., 2003] is a massively
distributed query engine built on top of a DHT. It intends to bring database query
processing facilities to widely distributed environments. PIER is a three-tier system
organised as follows: applications (at the higher level) interact with PIERs query pro-
cessor (at the middle-level) which utilises an underlying DHT (at the lower-level) for
data storage and retrieval. An instance of each DHT and PIER query processor com-
ponent runs on every participating node. PIER currently implements a particular kind
of DHTs, called Content Addressable Network (CAN) [Ratnasamy et al., 2001]. The
difference between PIER and our architecture is that, basic and advanced services run
on top of trusted static SPs in our proposed system by protecting data through redun-
dant techniques, whereas PIER runs on un-trusted servers. To improve performance,
our architecture allows data to be cached in SPs anywhere, anytime. Additionally,
monitoring of usage patterns allows adaptation to regional outages and denial of ser-
vice attacks; monitoring also enhances performance through pro-active movement of
data (i.e. load sharing).
P-Grid [Abeer et al., 2005] is a P2P lookup system based on a virtual distributed
search tree, similarly structured as standard DHTs. In P-Grid, each peer holds part
of the overall tree depending on its path, i.e. the binary bit string representing the
subset of the trees information that the peer is responsible for. A decentralised and
46 (December 7, 2007)
CHAPTER 3. A SCALABLE EXTENDED SUPER-PEER BASED ARCHITECTURE FOR
PEER-TO-PEER NETWORKS
self-organising process builds the P-Grids routing infrastructure which is adapted to a
given distribution of data keys stored by peers. This process also addresses uniform
load distribution of data storage and uniform replication of data to support uniform
availability. On top of P-Grids lookup system, other self-organising services may be
implemented (e.g. identity, adaptive media dissemination, trust management). Unlike
our proposed architecture, that is independent of the overlay network, P-Grid relies
on a specific virtual distributed search tree. Like P-Grid, other structured P2P sys-
tems usually provide a basic lookup infrastructure on top of which other services and
applications may be deployed. For instance, over Chords lookup system, we find ser-
vices such as i3 [Lakshminarayanan et al., 2002], a large-scale reliable multicast, and
applications such as CFS (Cooperative File System) [Dabek et al., 2001], a P2P read-
only storage system that provides provable guarantees for the efficiency, robustness,
and load-balancing of file storage and retrieval. Likewise, on top of the Pastry object
location and routing substrate [Rowstron and Druschel, 2001a] we find PAST [Row-
stron and Druschel, 2001b], a large-scale P2P persistent storage utility that manages
data storage and caching, and SCRIBE [Castro et al., 2002b], an application-level
implementation of anycast for highly dynamic groups, dependent on DHTs.
OceanStore [Kubiatowicz et al., 2002] is a utility infrastructure designed to span the
Internet and provide continuous access to persistent information. It relies on Tapestry
[Zhao et al., 2004], an overlay location and routing infrastructure, such as DHTs, that
provides location-independent routing of messages directly to the closest copy of an
object or service using only point-to-point links and without centralised resources. It
envisions a cooperative utility model in which consumers pay a fee in exchange for
access to persistent storage.
The main difference between our SP based architecture and the structured ones is that
the entire system based on our proposal is virtually broken into a search of informa-
tion from a smaller set of SPs, each containing indexed information from their sets of
peers. Therefore, the search time is much faster in our architecture as compared to the
structured P2P systems. In the structured P2P networks every peer device is given
equal responsibility irrespective of a peer’s computing and storage capabilities. This
leads to deterioration of system performance as less capable peer devices are involved in
searching and routing operations. This problem is alleviated in our SP based approach.
The SPs are very powerful devices with heavy processing capability and more storage
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capacity. This ensures that the SPs share the load according to the capability of their
peer devices leading to overall better performance.
• Hybrid: In hybrid P2P systems, the control information is exchanged through a central
server, while data flow takes place in a P2P manner. The eDonkey [Tutschku, 2004], a
popular P2P file sharing system, does not rely on a single central server. A file can be
downloaded from several different peers at once, and can be shared by a peer before it
is completely obtained. The eDonkey file sharing service belongs to the class of hybrid
P2P architectures [Hossfeld et al., 2005]. Its architecture comprises of two applications
which form the eDonkey network: the eDonkey clients and the eDonkey servers. The
eDonkey client is used to share and download files. The eDonkey server operates as
an index server for file locations and distributes addresses of other servers to clients.
In the eDonkey network files are not transmitted through the server. Every eDonkey
user is eligible to setup a server. When a client connects to the eDonkey service, it logs
onto one of the servers (using a TCP connection) and registers all files it is willing to
share. Each server keeps a list of all files shared by the clients connected to it. When
a client searches a file, it sends the query to its main server. The server returns a list
of matching files and their locations. The client may resubmit the query to another
server, if no matches have been returned. The major communication between client
and server is typically implemented by TCP connections on port “4661”. Additional
communication between clients and servers, e.g. further queries and their results, are
transmitted via UDP on port “4665”. When an eDonkey client decides to download
a file, it first gathers a list of all potential file providers and then asks the providing
peers for an upload slot. Upon reception of a download request, the providing client
places the request in its upload queue. A download request is served as soon as it
obtains an upload slot. eDonkey clients may restrict their total upload bandwidth
to a given limit. An upload slot becomes available when a minimum fair share of
the upload limit is possible. When an upload slot is available, the providing client
initiates a TCP connection to the requesting client, negotiates which chunk of the
file is exchanged, and transmits the data. The eDonkey protocols splits the file into
separate pieces, denoted as chunks. A chunk has typically a size of 10 MBytes. The
consuming client can reassemble the file using the chunks or parts of chunks. A client
can share a file as soon as it a has received a complete chunk. A major feature of
eDonkey is that the consuming client may operate in the multiple source download
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mode. In this mode, the downloading client issues in parallel two or more requests
to different providing clients and retrieves data in parallel from the providers. Since
an eDonkey client may leave the eDonkey service at any time, the requesting client
has to renew its download request periodically otherwise the requests are dropped.
In order to reliably check the availability of a client, the eDonkey protocol uses TCP
connections on port “4662” for the communication between the clients. A client-to-
client connection is terminated by the eDonkey application after an idle period of 40
seconds (TTL). The communication between eDonkey servers is very limited, which
is a major drawback. Also the servers contact each other periodically but with small
frequency in order to announce themselves and to send back a list of other servers. In
this way the servers maintain an updated list of working servers and affirm the search
efficiency of the eDonkey service.
The differences in routing capability allows hybrid P2P systems to offer better scala-
bility than centralised models. But the hybrid systems suffer from scalability problems
for control information that flows through a single peer. Replication and redundancy
through SP overlay in our architecture eliminates this problem and provides high relia-
bility. Also, hybrid systems are used for mission critical applications, but their solutions
are limited to solve relatively small-scale problems, unlike our proposed SP based archi-
tecture. In our approach, every SP in the P2P overlay contains large index information
of peers under its control. When total overlay is taken into consideration with many
SPs, the searchable information becomes voluminous which is handled efficiently in our
SP based approach, but is absent in the hybrid models.
• Super-Peer: A new wave of P2P systems is advancing an architecture of centralised
topology embedded in decentralised systems, forming a SP based network. For exam-
ple, Edutella [Nejdl et al., 2002] is a P2P system for data management in SP networks.
In Edutella, a small percentage of nodes, i.e. SPs, are responsible for indexing the
shared data and routing the queries. The SPs are assumed to be highly available with
very good computing capacity. The available SPs are arranged in a hypercube topology,
according to the HyperCuP protocol [Schlosser et al., 2002]. When a peer connects
to Edutella, it should register at one of the SPs. Upon registration, the peer provides
to the SP its Resource Description Framework (RDF)-based metadata. The initial
Edutella services are to query service for processing the queries based on RDF meta-
data, replicate service that provides data availability and workload balancing, perform
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mapping between the metadata of different peers to enable interoperability between
them, and lastly, service annotated materials stored anywhere within the Edutella net-
work. Edutella is implemented on top of a SP network, where SPs are dynamically
selected.
The existing typical SP based approaches are efficient, scalable and manageable. How-
ever, one of the limitations of these approaches is the way a SP is selected. They
dynamically select a SP from a set of peers in the P2P network. The selected SP may
have limitations in terms of processing power, storage capacity and also may leave the
P2P network within a very short notice. Thus, SPs becomes a potential single point
of failure for its peers quite often. This problem is overcome in our architecture by ac-
tively monitoring the status of static SPs and replicating the operational index of the
SP database to keep the P2P network alive in case of failures. From this perspective it
can even help emerging Service Oriented Architecture (SOA). A SOA usually consists
of three elements: a service provider that publishes and maintains a service, a service
consumer that uses the service, and a service registry that allows service discovery by
prospective consumers [Huhns and Singh, 2005; Papazoglou, 2003]. In many proposed
SOAs, the service registry is a centralised component, known to both publisher and
consumer, and is usually based on the Universal Description Discovery and Integration
(UDDI) [Tanenbaum, 1996] protocol. In this respect, any Peer-to-Peer (P2P) archi-
tecture is very similar as peers publish and maintain indexes of repositories that are
known to each other. Since a centralised facility can become a bottleneck or prone
to failures in SOA, our proposed super-peer based overlay system can make document
transactions in SOA robust and reliable by dynamically replicating contents amongst
super-peers.
Most of the existing SP based solutions except ours do not support simple seamless
authentication for wireless and fixed peer devices. As a significant portion of P2P
traffic are delay sensitive applications, such as music file downloads, movie clips, DVD
downloads etc., ensuring Quality of Service (QoS) to such applications becomes neces-
sary. The existing SP based approaches do not consider QoS, but our proposal is built
on a stable and static SP based model that supports QoS by efficient path selection
amongst SPs, but also caches popular files and their locations to significantly reduce
search and download time. The replication of popular files can reduce the load on SPs
and enhances the overall reliability of the P2P overlay in our proposed architecture
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which is not supported by other SP based architectures.
3.3 The Proposed WiFi ESPA
This section introduces the concept and architectural design of our proposed P2P file sharing
approach. Users on the move use devices such as a laptop or a PDA that is capable of
exchanging information using WiFi. WiFi is used to define the wireless technology in the
IEEE 802.11 specification including the wireless protocols 802.11a, 802.11b, and 802.11g.
A WiFi hotspot is defined as any location in which 802.11, wireless technology both exists
and is available for use to consumers [Hesselman et al., 2003]. WiFi hotspots are locations
that provide public network access to wireless users carrying laptops and PDAs. These
hotspots are generally located at train stations, airports, coffee lounges, hotels, universities,
and even on the streets, making wireless network accessible to mass public. A peer device
such as laptop or a PDA communicates with other such peer devices using WiFi hotspots
after proper authentication. For effective QoS data transfer, a generic three layered SP based
architecture is proposed to support information exchange and file management in wired and
wireless networks. The proposed architecture consists of application/interface layer, QoS
layer and the search layer. The design objectives is not just to search data faster, but also
to provide QoS support to data delivery and search mechanism using suitable techniques.
A) Application/Interface Layer
The objective of the application/interface layer is to provide suitable interface for peers
devices to generate a search query and respond with possible search locations. It interacts
with other layers to provide and establish optimal locations for file requests from peers. For
example, when a query is generated from a peer, the search layer is invoked. The search will
generate many possible locations for the file to be fetched from. However, the file is essentially
requested from the location that provides the best QoS enabled path (i.e. faster download).
The following functional components facilitates the query search and presentation of such
results.
• Application Interface: The peers communicate through WAP to be authenticated,
generate query and provide information to the service requester.
• Query Information Module: The functions of this module are two fold. Firstly, it
checks for the authentication of the peer device in its cluster. This is done by checking
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Figure 3.3: Architecture Overview of ESPA
the local information source SP database (LISSP). Secondly, the query that is generated
by the service requester, for file sharing is processed.
• Update Query Module: It updates the requester with the availability of the best
device for file transfer based on the information provided by the QoS module. The file
statistics are collected that triggers updates in the cache to store the most popular files
and their locations, based on the frequency of downloads and other storage constraints.
B) QoS Layer
When a search is invoked, multiple possible file locations are returned. For every single
location, there are many possible paths to reach the destination peer. Different paths have
different link characteristics in terms of hop count, delay and bandwidth. QoS layer helps
in selecting the best, optimal path between peers for efficient file transfer using QoS broker
and IDMaps [Francis et al., 2001]. It also caches the search results and saves the popular
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files on SPs that can significantly reduce the network load and improve response time. The
QoS layer supports these functional blocks as described below:
• QoS Broker: It provides QoS between the requesting peer device and the device that
is offering the service. It establishes reliable connection between the requester and the
service provider in an optimal manner by using a suitable QoS routing algorithm. Since
the search results return multiple possible paths, the QoS routing algorithm will select
the most suitable path that is likely to provide the least download time with maximum
available bandwidth on the selected path. In order to select the most suitable path, the
link bandwidth between the source-destination peers has to be known. This information
can be obtained by lookup service such as IDMaps [Francis et al., 2001].
• IDMaps: Internet Distance Map Service (IDMaps) is a global architecture for Internet
host distance estimation and distribution [Francis et al., 2001]. IDMaps provides net-
work distances quickly and efficiently in terms of metrics such as latency or bandwidth
between Internet hosts. Higher level services collect distance and bandwidth informa-
tion to build a virtual distance map of the Internet and estimate the distance between
any pair of IP addresses. Internet addresses are grouped into Address Prefix (AP)
to reduce the number of measurements, number of tracers required to provide useful
distance estimation. An AP is a consecutive address range within which all assigned
addresses are equidistant to the rest of the Internet. Experimentation on a 4200 node
network on the Internet was conducted and the following results were observed.
- Mirror selection using IDMaps gives considerable improvement over random se-
lection
- Network topology affects IDMaps performance
- Tracer placement algorithms that do not rely on knowing the network topology
can perform as well as or better than algorithms that require a priori knowledge
of the topology
- Adding more tracers after a certain threshold (over 2%) diminishes improvement
In all, use of IDMaps provides network distance in terms of latency or bandwidth and
is scalable. This information is fed to the QoS broker which then efficiently computes
the best path between any two peers.
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• Caching: It is a feature that is added into our system architecture. Let us consider the
example of a recent popular music file or a video clip on the P2P network. Peer devices
may always request the most popular music files or video clips that are available from
some other SP nodes. Every time a request for a popular music file or a video clip is
issued, instead of searching the same file every time from other peers or SPs, these files,
their locations or both can be cached. Therefore, we classify our cache module as file
cache (F-Cache) and location cache (L-Cache):
– F-Cache : The F-cache stores the most frequently accessed files for peers that
belong to a SP to save valuable network resources such as bandwidth and reduce
response time (minimising delay) by providing the file from the local storage.
Since the F-cache has finite capacity, the files pile up the available storage space
rapidly. The F-cache will not be able to hold all files due to large peer requests
for distinct files and storage constraints. Hence, caching policy is used to decide
the most suitable files to be stored.
– L-Cache : This stores the most frequently accessed locations that is obtained by
the statistics maintained in update information module. The SP receives volumi-
nous amount of search results for a search request which is then processed by the
QoS module to provide the best location for that request. This consumes lots of
computing and processing power of the SP. However, storing the location of the
best search result does not consume disk space even though there may be large
number of such refined results. By doing so, we save lots of processing, computing,
disk space and query overheads. By maintaining a cache, we reduce signalling and
overhead traffic in the P2P network.
C) Search Layer
As vast amount of information is available within SPs, searching data in a scalable and
efficient way is important. The search layer deploys existing search tools such as CAN,
CHORD etc, that provides hash-table like functionality on an Internet-like scale. Even
though we use the existing search techniques, the generated search information is filtered
through the QoS module to refine selection and generate the best available path. Hence,
search combined with QoS plays a pivotal role in our proposed P2P file sharing architecture.
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• Lookup Module: This assists in finding the requested file/resources, by using any of
the existing search modules [Lua et al., 2005] such as CAN, Pastry, Chord, Tapestry
etc. The requested resource may be present in the same cluster or a different cluster
under the same SP. Resources can also be found in SPs that are located in different
clusters other than the source cluster. In P2P overlay network, peer nodes are connected
to each other logically and each peer’s information is available in its Local Information
Source Super-Peer database (LISSP).
• LISSP: This is a centralised information database, that authenticates every peer device
in the network. Any service request by a peer in the P2P network is processed though
LISSP. It contains a list of active devices Act. Dv. and registered devices Rgd. dv.
which are used for authentication process.
Figure 3.3 shows our proposed architecture. A device willing to exchange information
from another device can exist in the same cluster, different cluster or in a different network.
A peer that requests for a service is termed as a service receiver, and the one that offers the
requested service is called service provider. Both service receiver and service provider are
authenticated through the WAP. If the device’s MAC address is not found in the WAP, the
LISSP is checked for the peer device’s profile. Once admitted after authentication, the query
that is generated by the peer device is serviced. First, the F-Cache and L-Cache is checked for
the requested resource. If it is found, the update info module will process the query and the
file transfer takes place. Else, the query is sent to the lookup module, which in turn will find
the available resources. IDMaps will gather the available bandwidth of different resources
and will send information to QoS broker, which in turn will select the best available peer.
The QoS broker will inform the update information module and communication between the
service provider and the requester takes place. In the next section, we discuss this in detail.
3.4 Mobile Authentication and Resource eXchange Protocol (MARX)
A protocol is an agreed-upon format for transmitting data between two entities. In other
words, it is a set of rules that govern communication between the sending and receiving
entities. The proposed architecture for file transfer and transparent authentication has been
outlined in the previous section. To achieve efficient file transfer over the best QoS path,
we propose simple rules that can define communication amongst peers using the functional
blocks defined in our architecture. Hence, a Mobile Authentication and Resource eXchange
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P2P protocol (MARX) for communication between the service provider (eg. a peer device
or a SP holding the requested content) and the service receiver (peer device receiving file)
becomes necessary. For example, if a peer device x, wants to download a file from a SP, the
steps involved are:
• Mobile device x having a unique MAC address has to be registered and authenticated
in a cluster
• Mobile device x sends a request to the SP for a file
• Mobile device x gets a response, regarding the availability of the requested file through
the QoS Broker. Several possible locations of the file are returned that could be in the
same cluster or in a different cluster
• Since there are many possible locations, QoS Broker computes routing paths to select
the best possible location for the service requesting peer to retrieve the file
• Mobile device x requests for connection establishment to the selected peer (ie. service
provider peer) and receives data from it
• After fetching the file, mobile device x sends a disconnection message to the service
provider by sending the “transfer complete” signal and the service provider device gets
disconnected from device x
Here, as stated earlier we make the assumptions that mobile devices in the clusters are
registered peer devices known to WAP and inform the SP of the cluster, regarding their
sharable information. These peer devices will be present in the same cluster and do not
change clusters during file transfer operation. We also assume that clusters are independent
with no overlapping of clusters.
3.4.1 Protocol Overview and Semantics
The MARX protocol is a dynamic protocol used for communication and file transfer between
peer devices. The protocol defined is used for file discovery, connection setup, maintenance,
and termination of connection. When the protocol returns several possible file locations,
the QoS broker of the SP must decide the best possible location to fetch the requested
file. Now, every single path has several links between the service providers and the service
receiver. These link capacities may vary depending on the traffic load. However, the available
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capacities on these links can be obtained using IDMaps. Once, the distance information is
made available to the SP system, the QoS broker deploys efficient routing algorithms to select
the best QoS path. To facilitate such efficient selection and implementation of MARX, we
define the following basic semantics that are used by peer devices to join a SP based P2P
network and share its information with other peers via its SPs.
• JOIN: To indicate a peer’s arrival in a cluster to its SP. This also establishes the
authentication of the peer device. This device may be registered in the same cluster or
in a different cluster. The peer device will send its unique ID (MAC address) and its
original SP (i.e. where it was registered first) for faster authentication.
• INVTE: This is confirming the peer’s authentication from its SP and at the same time
requesting the peer to send its list of sharable files.
• RQUERY: A file request can be made by a peer to its own cluster SP or by the SP
to other SPs for file location. The request query message is forwarded to the Query
Information Module to find suitable peer device for data transfer. The request query
contains the service receiver ID, and the file it is requesting for.
• AVLBE: A SP indicates the availability of resources from its peer by invoking LISSP
database. The service provider device informs its SP of its availability.
• ESTBLMNT: It establishes a session between a sender and a receiver device indicating
the file transfer after computing and selecting the best QoS path.
• SEND: The data is sent from the service provider to the service receiver. The service
receiver peer receives the requested information.
• RECV: This indicates that the service receiver peer received the data from the service
provider.
• CLOSE: This terminates the connection between communicating peers safely by dis-
carding the established connection.
3.4.2 MARX Protocol Operations
While there are several steps involved during a successful file transfer between two peer
devices, the three key operations that actually enable us to retrieve a file from a suitable
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location are: device and information registration, peer authentication and efficient data re-
trieval. Based on our architecture, when a mobile device enter the periphery of a cluster, it
is automatically sensed by a WAP and is admitted to the P2P system if it is already found
to have been registered in the system. The authentication process is very crucial for the
transparent and seamless connectivity of peer devices for file transfer operation. Subsequent
operations involve query submission, searching possible data locations and selecting the best
possible QoS path for retrieval of data once the location is determined. The information re-
trieval can be from the SP cache, different clusters or from a different P2P network depending
on the availability of data. In this section, we discuss the registration, authentication and
data retrieval operations in detail.
A) Registration
Any new device can be registered in any cluster of a given SP. When a new device commu-
nicates with the WAP database of a cluster, the details and the identity of the peer device is
matched against the LISSP database. If the device is a new device, which is not registered
to any cluster, then the device must send its unique MAC address to the WAP database.
This in turn updates the LISSP database with the new device information. The new device
must also inform the LISSP database the files it wishes to share. This information is updated
time to time for all the peer devices connected to the network. The new device will carry its
unique ID (MAC address) and its SP ID where it was registered for the first time.
When a device from another cluster enters a new cluster, information regarding its original
SP is transmitted to the new SP. The new SP retrieves the registration details of the peer
from the original LISSP database (original SP) and endorses the peer device to use and
share information from the present cluster. Every cluster contains a LISSP database. A
LISSP database is very much required because a cluster can avoid threats or attacks from
hostile devices by ensuring that only registered devices are allowed to participate in file
transactions. Figure 3.4 depicts a LISSP database which consists of the authentication and
the mobile access device (MAD) (i.e. the peer devices) information of the peers in a cluster.
Each peer device will register the following information in the LISSP database.
- A general device identity as to what kind of peer device it is. This identity is used to
list all the peer devices in the SP database. This data can be used for the purpose of
load sharing. For example laptops are more powerful when compared to PDA devices.
Hence, SP may proportionally allocate resources based on the type and the capacity of
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Figure 3.4: Entries for LISSP Database at WiFi Hot-spot for Peer Devices
the peer device.
- Last “Visit” helps to identify where the peer device was last active. This information
also helps the current SP to pull the peer’s latest list of sharable items. For example
peer a was originally registered at SP1 and the files that the peer was sharing was files
x and y at that time. When peer a moved to SP5, the files peer a shared were files x,
y, and z. This updated information is not available from the original SP, nor is known
to the current SP. But, the current SP can pull the latest list of sharable files from the
last “visited” SP.
- P/N status indicates the availability of the peer in the cluster. The status value “P”
indicates that the peer is present in the cluster and its sharable information is valid.
Therefore, the SP will not direct any requesting peer to fetch information from the
such a peer that is not active.
- FShare lists all the files that the peer device is willing to share with other devices and
its SP. This information is updated frequently and periodically. The LISSP database
gets updates as and when the device updates itself with information. For example, if
the peer wants to share a new file, it will immediately update the LISSP database.
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- UnqeID is the unique ID of the peer device. This is a very important feature, due
to security reasons. By having this unique address of a device, malicious attacks and
threats can be avoided by allowing only registered devices. We obtain the MAC address
of a device for the purpose of authentication.
- Regd @ provides information as to where this peer device was first registered. Using
this information, the SP node of the current P2P network can re-confirm and obtain
details of the peer device with the its LISSP database for the peer’s identity.
B) Peer Authentication
The peer device that enters the P2P network should not be a malicious or unknown peer. Our
architecture takes due and diligent care to ensure that such malicious or unknown devices
are not allowed to share files in the P2P environment. For this purpose, a peer device’s
authenticity is verified at multiple check points. Figures 3.5 and 3.6 show the logical view
of cluster organisation as to how the devices connected to the SP through a WAP and the
internal organisation of the WAP database connected to LISSP database.
WAPWAP WAP
ClusterClusterCluster
SP
Figure 3.5: Logical View of Cluster Organisation
Database
Other InfoDynamic IPMACDv.Id
Database
LISSPWAP
Figure 3.6: Mobile device Connectivity
60 (December 7, 2007)
CHAPTER 3. A SCALABLE EXTENDED SUPER-PEER BASED ARCHITECTURE FOR
PEER-TO-PEER NETWORKS
Given the above scenario, three possibilities arise related to peer device authentication.
Firstly, the device information can be found in the WAP database. The peer device sends its
unique MAC address, dynamic IP address, and its device ID. As the device enters the cluster,
it senses the WAP. The WAP database checks the MAC address of the device. If the MAC
address is present, then it accounts for the device. Steps 1 and 2 in Figure 3.7 illustrates
that the device senses WAP (step 1) and the WAP database accounts for the device (step 2).
1
2
Database
WAP
Figure 3.7: Mobile device Authenticated via WAP database
Secondly, if the device information is not found in the WAP database, then a search
is initiated in the LISSP database. This is shown in Figure 3.8. Step 1 checks the WAP
database. If the information of the peer device is not found, then WAP probes the LISSP
database for the authenticity of the device which is shown in step 2 of 3.8. If there is a
match, steps 3 and 4 informs that the peer device is a registered user under the SP.
LISSP
4
3
2
Database
WAP
Database
1
Figure 3.8: Mobile device Authenticated via LISSP database
Lastly, at times, the device information may not be available either in the WAP database
nor in the LISSP database. A global search (search other SPs) is warranted to find the
peer device’s registration as shown in Figure 3.9. The search initiated by WAP and LISSP
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databases does not produce a match and is indicated in steps 1 and 2 of Figure 3.9. Efforts
to search for other SP/s (peer indicates which SP it was registered originally) is initiated as
shown in step 3. Steps 4, 5 and 6 confirm that the peer device is indeed a registered device
although in a different SP. It can now proceed with file sharing and retrieval operations, since
its authentication is confirmed.
3
Database
WAP
2 Other 
Super Peers
6
1
LISSP
Database
4
5
Figure 3.9: Mobile device Authenticated via Global search
C) Data Retrieval
Distributed search tools such as CAN, CHORD etc. in the search layer can return multiple
data locations. These possible data locations can be within SP cache, or peer(s) of the same
cluster, or peers/supper-peers in a different P2P network. Our protocol addresses three
different modes of communication. They are: data in cache, data within a cluster and data
in different Network
• Data in Cache: Once the device is authenticated, the peer device may get involved
in the file transfer operations. When the peer device requests for a file, a query is
received by its SP. If the requested data file is present in the SP cache, it is returned
to the service receiver peer quickly, thereby saving lots of bandwidth and processing
time. The operational steps for the service receiver peer are shown in Figure 3.10.
After receiving the query, it is forwarded to the cache of the SP as shown in steps 1
and 2. If the cache contains the requested file, then it notifies the service receiver that
the requested file is available in cache as indicated in steps 3 and 4. The peer device
(service receiver) will then establish a connection requesting the file (step 5), which is
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then delivered (step 6) to the requesting peer and disconnected (step 7) after the file
transfer is complete.
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1
LISSP database
CacheQuery
Figure 3.10: Requested file in Cache
• Data within a Cluster: The query generated is processed through the query information
module. If the cache does not contain the requested file, it is then passed on to the
lookup module. The lookup module searches the requested file in the hash table of
the LISSP. If one or more peer devices within the cluster has the requested file, then
the QoS broker identifies the optimal peer, based on QoS path. However, if the peers
are within the clusters of the SP, there will not be much of an impact on QoS path
selection in terms of performance.
2
3
5
6
4
7
1
 LISSP SPn
Figure 3.11: Requested File is Same Cluster
Figure 3.11 represents the communication tasks within a cluster. When a query is
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initiated from the service receiver after authorisation, an available service provider is
identified through the QoS broker of the LISSP as shown in steps 1,2,3 and 4 of Figure
3.11. Once the service receiver knows the service provider, the session establishment
(step 5) is made, data transfer takes place (step 6) and terminated (step 7) when
transfer is complete.
• Data in different Network : The service provider at times cannot be found in the same
vicinity or in the same cluster. When the desired information is not available within
its cluster, then the QoS broker places a global request. The global search request for
the file is issued to neighbour SPs in different networks. Even though the requested
information is present in other SPs, some SPs may not respond. This may be due to the
SPs being very busy processing information within its cluster or because of its capacity
constraints. The QoS broker gets an updated list of SPs that are willing to communicate
and transmit information to the requesting device. The QoS broker will then decide
the optimal SP based on certain parameters such as delay, available bandwidth, and
the number of hops in terms of capacity to hop count ratio [Rajasekhar et al., 2002a]
from the requested device. The selected SP (service provider) is then passed on to the
service requester via the update query module. The data transfer between the service
provider and the service requester takes place.
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3i
LISSP Provider
Figure 3.12: Requested file in Different Network
Figure 3.12 details the steps for a case when data can only be found outside the SP
clusters. The LISSP will issue a global search to find the requested file as shown in steps
1 and 2. Many search results are returned to the QoS broker of LISSP. To determine
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the best possible location, the QoS broker uses QoS routing algorithm. This routing
algorithm selects the path which has maximal path capacity [Rajasekhar et al., 2002a].
Once a QoS path is identified and established, the QoS broker informs the Query Update
module of the new service provider to be made known the service receiver (steps 3 and
4). Steps 5, 6 and 7 are very much similar to file transfer between devices in the same
cluster.
3.5 Replication of LISSP Data
Replication [Cohen and Shenker, 2002] of LISSP data is used to increase data availability at
low communication cost: if a SP is temporarily inaccessible, then transactions can continue
using different SP(s) while attaining the minimum communication cost thereby eliminating
the risk of single point failure. By storing multiple copies of LISSP data at several locations
in different SPs, there is an increased data availability and accessibility to peers despite the
source SP is down. The distributed SP based P2P system proposed in this chapter consists
of a set of distinct SP sites that communicate with each other by sending messages over a
P2P communication network. A SP site may become inaccessible due to site or network
failure thereby causing service disruption to peers in the P2P network. The LISSP database
contains valuable authentication information that are used to admit valid peers into the P2P
network. If such data becomes unavailable, the peers will not be able to participate in P2P
transactions even if they connect to other SPs. Also, a SP caches popular files in F-Cache,
popular file location information in L-Cache, and other statistical data that can improve the
performance of the proposed SP based P2P system. While the size of F-Cache could be large,
L-Cache (with hashed index) is not huge and is required to speed up search for peer in P2P
network. Therefore, to keep the system functional this issue is dealt by partially replicating
partial LISSP database to other neighbouring SPs.
Ideally, replicated data management in SPs must be transparent. Transparency implies
that peers have the illusion of using single copy of the data or the object, even if multiples
copies of a shared data exist or replicated SPs provide a specific service, the peers should not
have any knowledge of which SP replica is supplying with the data or which SP is providing
the service. It is conceptually reassuring for the peers to believe in the existence of a single
source SP that is highly available and trustworthy, although different replicas create the
illusion of a single source SP data. Ideal replication transparency can rarely be achieved,
approximating replication transparency is one of the architectural goals of replicated data
65 (December 7, 2007)
CHAPTER 3. A SCALABLE EXTENDED SUPER-PEER BASED ARCHITECTURE FOR
PEER-TO-PEER NETWORKS
Primary 
Super−Peer 
Super−Peer 
Super−Peer 
Back−up
Back−up
P
P
P
P
P
Figure 3.13: Passive Replication of primary SP
management. For maintaining replication transparency, two different architectural models
[Cohen and Shenker, 2002] are widely used.
In passive replication, every peer communicates with the single source SP called the
primary source. In addition to the primary SP, one or more neighbouring SPs are used
to back up the partial LISSP data. This is illustrated in Figure 3.13. A peer requesting
service always communicates with its SP in the cluster. If the SP is up and running, then
it provides the desired service of authentication and file transfer for the peer that enters
the cluster. To keep the states of the backup neighbouring SPs consistent, the SP performs
an automatic multicast [Miller, 1998; Striegel and Manimaran, 2002] of the updates to the
backup neighbouring SPs. If the SP fails, then one of the neighbouring SP is elected as the
SP for the failed SP’s clusters, there by handling the peer requests and sends response to the
peer. The SP backup protocol has the following specifications. At most one super-peer, is
the primary SP for any peer at any given time. Each peer maintains a variable L (leader)
that specifies the replica to which it will send requests. Requests are queued at the primary
SP.
There may be periods of time when there is no primary SP. This happens during a
changeover, and the period is called the failover time. When repairs are ignored, the primary
SP backup protocol implements a service that can tolerate a bounded number of faults over
the lifetime of the service. Here, unless specified otherwise, a fault implies SP crash. Since
the primary SP returns a response to the peer after completing the automatic multicast,
when a peer receives a response it is assured that each non-faulty replica has received the
update. The primary SP is also required to periodically broadcast heartbeat messages. If
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Figure 3.14: Illustration of Primary Backup Protocol
a backup neighbouring SP fails to receive this message within a specific window of time,
then it concludes that the primary SP has crashed and initiates an election. The new leader
neighbouring SP takes over as the new primary SP. Figure 3.14 illustrates the steps of the
primary backup protocol. If the response is not received due to a SP crash, then the re-
quest for service is retransmitted. Multiple retransmissions may be necessary until a backup
neighbouring SP becomes the new primary SP. This happens during the failover time.
Lemma 1 At least (m+ 1) SP replicas are sufficient to tolerate the crash of m SPs.
Proof: Here, we are considering that essential data in LISSP databases are exchanged among
SPs on regular basis. Therefore, SPs are almost perfect replicas of each other, and to keep
the system up running and only one SP needs to be operational out of m SPs. 
Lemma 2 The smallest failover time for neighbouring SP to become a primary SP in our
primary backup protocol as illustrated in Figure 3.14 is τ + 2δ + T .
Proof: For the primary backup protocol as illustrated in 3.13 τ is the interval between
the reception of two consecutive heartbeat messages, T is the election time, and δ is the
maximum message propagation delay from the primary server to a backup server. This is
obvious from Figure 3.13 that two way propagation delay is 2δ. Therefore, total time - i.e.
the smallest failover time is τ + 2δ + T . 
A SP based P2P system shared by a group of peers is illustrated in Figure 3.15. Each
peer uses LISSP database of its associated SP. Whenever a peer transaction causes an update
(i.e. a new peer joins, an existing peer leaves, a new set of files are added into the SP index
etc), LISSP database of its associated SP propagates the update to each of the neighbouring
SPs using total order multicast (so that all copies of LISSP becomes identical). As seen in
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Figure 3.15: Active Replication of SPs
Figure 3.15 peers come and join SP1. If SP1 gets updated due to P2P transactions, its partial
LISSP database is replicated at SP2, SP3, SP4 and SP5. If SP1 fails any of the neighbouring
SPs can act as a primary backup.
3.6 Path Selection
There are several algorithms to compute paths from a given source to a destination. The
classical shortest path routing algorithms are Dijkstra’s algorithm and Bellman-Ford algor-
ithm. We select the best available path between SPs based on a routing algorithm that
maximises the available path capacity to hop count ratio [Rajasekhar et al., 2002a] and
discussed in chapters 4 and 5 in details. In fact, the algorithm obtains the paths with max-
imal ratio of available capacity to hop count from the source SP node to all the other SP
nodes. The complexity of the algorithm is similar to that of Bellman-Ford algorithm. In
structured overlays peers are satisfied by merely locating requested files in a probabilistically
bounded, small number of network hops. Thus QoS in terms of bandwidth rich paths are
actually ignored. QoS path selection algorithms proposed in chapters 4 and 5 and deployed
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in the our architecture overcomes these shortcomings by allowing SPs to choose best possible
paths. This not only maximizes network utilization, but also helps peers receive enhanced
file download service.
3.7 Security
This thesis does not provide solutions to security. P2P systems come under constant attack by
peers for a variety of motives. For example, when a peer provides a file whose content is totally
different from the description is termed as a poisoning attack. Denial of Service (DoS) attack
occurs when the P2P systems run very slowly or break completely from the P2P network.
Files requested by peers can be infected with viruses which is another mode of attacking the
system. Also, spamming the P2P network that is sending unsolicited information across the
P2P system is yet another example of security threat. Our proposed architecture mimimises
the risk of such threats by providing seamless authentication of peer devices.
Security is one of the important aspect of any architecture. We only consider basic seam-
less authentication of peer devices. We discuss in brief the challenges of security. Securing
data sharing applications is a very challenging issue due to their open and autonomous na-
ture in P2P networks. The structured P2P overlay systems provide a substrate to facilitate
construction of large-scale, decentralised applications for content distribution. Despite being
robust and fault-tolerant these overlays are not secure, and even a small fraction of malicious
peers can disrupt message delivery throughout the overlay. The diversity and openness of
P2P systems can actually be harmful since autonomous parties without having prior trust
relationships can easily pool resources.
In Pastry or Chord overlay an attacker may target a particular victim node (i.e. peer)
and manipulate its entries and neighbours set to redirect it to a hostile node [Castro et al.,
2002a]. This may prevent the victims access to the P2P systems and its resources. In other
words the victims access to the overlay network is completely taken over by the attacker.
The attacker can gain access to objects and can delete, deny or corrupt them. By delegating
the nodeID (ie. unique IDs for peer devices) assignment job to a centralised, trusted SP such
problems can be prevented. In fact, the SP will not allow any peer to join and participate
in resource sharing without valid authentication.
Pastry and Chord use proximity based routing algorithms. If attackers gains access to
routing tables they can fake proximity to increase bad entries in the tables, and make nodes
appear close even though they are far away [Castro et al., 2002a]. The SP’s restrictive
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communication model does not allow malicious peer to join a network without having its
MAC address being validated.
The routing primitives implemented by current structured P2P overlays provide a best-
effort service [Rajasekhar et al., 2001b] to deliver a message from source to destination
peer. Routing will fail if any of the peers between source and destination becomes faulty. To
make routing robust and secure we want that at least one copy of the message reaches the
destination. This is achievable in our SP based architecture as path selection is performed
dynamically between SPs and the paths of the overlays are constantly monitored. Therefore
the chance of selecting a faulty path is relatively small.
3.8 Experimental Results
In this chapter we have proposed extended SP based P2P file sharing architecture that
supports QoS enhanced search and caching of popular files and their locations. In this section
we conduct basic simulation experiments to show the advantages of this architecture in terms
of average response time, query hit ratio, the effect of varying number of search requests for
different network size, routing power and comparing them to existing file sharing architectures
such as eDonkey and Limewire. The objectives of these experiments are to demonstrate the
strength and impact of our architecture in terms of scalability and performance.
Figure 3.16 show the effect on the number of visited SPs and the efficiency of search results
when varying the number of SPs. The results are averaged over 5000 search requests. As
the number of search requests increases, the number of visited SPs grows quickly. Although,
number of visited SP increases with the number of search requests, on average fewer SPs
need to be visited to find the requested file. When the user requests 15 files, on average
3 SPs need to be searched to find the requested file. When the number of search requests
increases to 960, on average only 0.3 SPs need to be searched to find the requested file. This
is due to the fact that the LISSP will not only cache popular files, but also the locations of
other files that have been searched by the SP but not cached yet. It is likely that many of
the files or their locations can be found in the LISSP cache.
Figure 3.17 shows the query hit ratio (QHR) in the simulation trace results for our SP
based architecture and two other unstructured P2P systems - Limewire and eDonkey. QHR
is defined as the ratio of the number of responses that the resources are found to the number
of queries that are sent to find the desired resources. This ratio is a good indicator of the
possibility of finding resource among large P2P file sharing networks. Experiments show that
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Figure 3.16: The effect of varying number of search requests
our SP based P2P system has better QHR when compared to Limewire and eDonkey. This
is because, it is likely that data or its location is found in the LISSP’s cache for a requested
search. Even if the file is not found in the LISSP cache, the SP initiates a search to other
neighbouring SPs that have large number of peers in their clusters. In fact, when a SP is
connected to other neighbouring SPs, it is virtually connected to more number of P2P file
sharing devices. When large number of peers are active in such clusters of the searched SPs
the availability of resources (eg. files) is high. Limewire and eDonkey users can only search
resources within their limited sized networks. Therefore, we see the possibility of finding
the desired resources is better in SP based architecture when compared to Limewire and
eDonkey. The Figure 3.17 also shows that eDonkey has better QHR than Limewire. This is
because that eDonkey has more shared files when compared to Limewire.
The average response time for search requests is shown in Figure 3.18. The proposed
architecture has better response time when compared to eDonkey and Limewire. This is
because our proposed architecture uses the SP which minimises the search and response time.
The response time for a search from the cache of the LISSP (file or location) is obviously
very fast. Since the queries are flooded in Limewire, the forwarding operations increase the
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Figure 3.17: Query Hit Ratio
response time of queries. Hence, Limewire has the worst average response time.
A search is successful if the SP discovers at least one peer (or a neighbouring SP) con-
taining the requested file. The most frequently accessed files by many peers are the files
that are most popular. These popular files and their locations are cached in the LISSP. The
ratio of successful searches to total searches made is termed as success rate (or accuracy).
A search can result in multiple discoveries (hits) of a requested file. Figure 3.19 shows how
object popularity affects the success rate of different search schemes in the highly dynamic
environment. In this Figure 3.19, popularity decreases as we move to the right along the x
axis. The first data point represents the accuracy of the search schemes for files 1-10, the
second for files 11-20, etc. Here file 1 is the most popular file with file 100 being the least
popular one. Our SP based search method exhibits high accuracy as compared to modified
breath first search (BFS) and Gnutella type flooding. The modified BFS and flooding show
decreasing accuracy as popularity drops. This difference becomes large for medium popular
files. Although Gnutella and modified BFS are able to discover maximum number of files,
these approaches do not scale as they produce huge overheads. To minimise the overheads,
we have used time to live (TTL) vales that have restricted the search region of these two
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Figure 3.18: Average Response Time
methods. That is why the success rate is higher our scheme as compared to the other two
methods. This also indicates that less popular objects receive less search queries.
Existing P2P search algorithms generally target either performance objective of improving
search quality from a peer’s perspective, or the objective of reducing the search cost from
an Internet management perspective. Our proposed architecture aims to reduce the search
cost by building the LISSP database in the SPs that manages number of clusters and contain
the peer resource information thereby providing a pool of popular objects to be frequently
accessed by the peer community. A query is first routed to the SP and most likely to be
satisfied there because of the location and file cache in the LISSP of the super-peer. This
will significantly minimise the amount of network traffic and the search scope. The metrics
we use for search in P2P system are the average response time per query and the query
success rate. What we are really concerned is not the absolute success rate of the queries
but the cluster relative success rate for a number of clusters under the management of a
SP. This is defined as the number of queries that can be satisfied in the clusters over the
number of queries that can be satisfied by the flooding search. Figure 3.20 shows the cluster
relative success rate in clusters of different sizes for different search satisfactions. The cluster
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Figure 3.19: Decreasing Popularity from left to right
relative success rate increases with the increase of cluster size and decreases as the query
satisfaction value increases. The cluster size increases as the number of peers that join the
clusters increase. The probability of finding a requested search file is quite high when more
number of peers are active in the cluster as they communicate to the LISSP database with
their resource availability. Hence, from Figure 3.20 it is seen that cluster relative success rate
for one search query satisfaction is much higher than 10 and 50 search query satisfaction.
In our next simulation experiment the performance measure we consider is routing power
which is computed as the average search throughput over the average search delay. The
average search delay is calculated as the average time spent by all search messages in the P2P
network. For search replies delivered to the destination, the delay contribution is the complete
end-to-end delay. For those search replies not reaching the destination, the contribution is the
amount of time from generation to the end of the simulation. The average search throughput
is computed as the percentage of generated search replies delivered to their destination during
the simulation time. We clearly observe in Figure 3.21, when MARX is deployed in SPs, the
routing power is comparable to that of Gafni-Bertsekas (GB) [Gafni and Bertsekas, 1981]
protocol. GB is a distributed routing protocol for generating loop free routes in networks
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Figure 3.20: Cluster’s relative success rate
with frequently changing topology. Like GB, our protocol performs well at high rate of
capacity changes and quickly adapts to topological variations (addition of new SPs in a P2P
network).
3.9 Conclusion
This chapter described a scalable, robust and generalised architecture ESPA for providing
good file transfer between devices in an network by authenticating and accounting for the
device. We automate the process of registration, and describe a P2P protocol and a SP node
database to effectively carry out communication. It is envisaged that there will be enormous
amount of data transfer such as DVD movie clips, music file downloads etc. between SPs.
To support enhanced services to such traffic the proposed ESPA integrates features such as
QoS routing, faster search mechanisms and caching of popular files and their locations at
SP nodes to speed up data delivery. However, the ESPA may be prone to single point of
failure when traffic load is high, as the SP manages most of the activities of large number of
peers within its cluster. Therefore, ESPA proposes to eliminate this single point of failure by
replicating the SP’s node database (that are essential to carry out file transactions) to other
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Figure 3.21: Routing Power
neighbour SPs. Basic experiments showed the strength and impact of our ESPA in terms of
scalability and performance.
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Chapter 4
Static Path Selection based on
Capacity to Hop Count Ratio
P2P is the future for searching data. Searching data not only involves locating data, but
also moving data between source and destination peers. Routing is the term used to describe
actions taken to move files through a P2P network. There may be many possible paths
between super-peers (SPs). Out of these paths, some of the paths may have higher available
bandwidth as compared to others. This raises the issue of optimal path selection. Selecting
the best possible path by providing maximal available bandwidth and minimal data transfer
delay is of paramount importance. This path selection can be accomplished statically or
dynamically. A SP based P2P architecture ESPA has been proposed in Chapter 3. When
a query is sent by a peer to find a file, the requested data might be located in either of the
following locations: SP cache, or in peers from the same or different cluster or in a different
P2P network. If the data is located in a different P2P network, the receiving SP will need
to select the optimal SP that can be reached via the best possible path.
In order to minimise the file transfer delay in P2P networks, routing capabilities need to
be enhanced by optimally utilising the bandwidth on links between SPs. There are many
proposals to utilise the available bandwidth to efficiently select path and route data across
networks [Apostolopoulos et al., 1998b; Guerin and Orda, 2002]. However, path compu-
tation, which selects paths that satisfy the QoS requirements of the flow (file transfer and
connection between the sender peer and the receiver peer), relies on information such as
knowledge of the flow’s requirements, characteristics, and information about the availability
of resources (eg. link capacity) in the network. Most of the approaches consider bandwidth
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or delay as the only metric while selecting a path between two devices. Hop count, when
used as a metric, gives the illusion of nearness only, and hence the use of this metric alone,
is flawed. But as a matter of fact, the network distance largely depends on bandwidth as
well as hop count. Therefore, in this chapter, we propose QoS path selection algorithm that
uses static capacity to hop count ratio between SPs to select the best possible path amongst
multiple available paths. Experiments carried out in this chapter show that our proposed
algorithm outperforms existing shortest path algorithms in terms of request blocking rate
and average file download time in the case of even and uneven traffic load distributions.
4.1 Motivation
Bandwidth, the data carrying capacity is one of the most important entities in today’s com-
munication. As the bandwidth infrastructure is increased, it is equally consumed with large
applications such as video streaming, voice over IP, and large file downloads via P2P systems
etc. Since the Internet is rapidly growing, the demand for bandwidth always increases. There
is a need to improve and/or enhance the routing capabilities to optimally utilise the pivotal
resource, bandwidth. Path computation, which selects paths that satisfies the QoS require-
ments of a new flow, relies on information such as knowledge of the flow’s requirements,
characteristics, and information about the available bandwidth in the network.
However, in both structured and unstructured P2P systems, file location is the prime
objective while ignoring the requirements of a peer’s request and QoS path selection. The
Gnutella [Ripeanu, 2001] P2P network is made up of peers distributed throughout the
world that are interconnected by TCP/IP connections. Within this virtual overlay network
the peers provide the content and perform the routing tasks to make networking possible.
Structured P2P overlays such as Chord, CAN, Pastry, and Tapestry provide a substrate
for building large-scale distributed applications. These overlays allow applications to locate
objects stored in the system in a limited number of overlay hops only.
Goyal and Hjalmtsson [1999] proposed a routing algorithm with a view that there will
be a significant amount of best effort traffic in addition to the traffic that requires QoS
guarantees. Their algorithm uses dynamically obtained load information to compute shortest
path routes thus reducing route instability, and can be realised at a lower cost then QoS
routing. Cavendish and Gerla [1998] suggested bandwidth availability as a metric that
does not have any correlation with hop count. Their algorithm searches for a feasible path
whose QoS requirements translate into minimum bandwidth. Obviously, other paths with
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possibly more available bandwidth may not be taken into account in the computation of QoS
paths. Ma and Steenkiste [1997] proposed maximal available bandwidth on a path p. Given
a widest-shortest path with hop count n, they ask whether a path with hop count n+1 yields
a path with more available bandwidth. However, paths with hop count n + 2 or more are
not considered.
Given any destination, Guerin’s approach [Apostolopoulos et al., 1998b; Guerin et al.,
1997] pre-computes a minimum hop count path with maximum available bandwidth. This
path selection is based on a Bellman-Ford shortest path algorithm, adapted to compute paths
of maximum available bandwidth for all hop counts. The result of path selection is also the
path with the maximal available bandwidth among all the feasible paths with the minimum
number of hops i.e. the widest shortest path. The computational complexity is comparable
to that of a standard shortest path algorithm. The merit of this approach is that it takes
available bandwidth into consideration. However it does not consider alternative paths that
may have more bandwidth per hop.
One of the main objectives of a SP in the P2P file sharing architecture proposed in the
earlier chapter is to select the best possible QoS enabled path to another SP to minimise the
file download time. Due to the absence of QoS path selection mechanisms in the prevalent
P2P file sharing systems, and the lack of suitable QoS routing algorithms, a new path selection
algorithm is proposed in this chapter. The proposed algorithm is an extension of Guerin’s
algorithm [Apostolopoulos et al., 1998b; Guerin et al., 1997], but considers alternate paths
that may have more bandwidth per hop. The proposed algorithms uses bandwidth (i.e. link
capacity) to hop count ratio as a metric while selecting the best path from a set of alternate
paths.
4.2 Related Work
The problem of routing in data networks has been a subject of continual research interest for
over the past three decades and many routing protocols have been studied and used in prac-
tical networks. Efficient routing algorithms have always been among the core building blocks
of any data switching network. While the existing routing protocols are usually designed
for achieving network robustness and fast network reconvergence in the case of failures, the
main focus in P2P routing is on efficient object location in a scalable, decentralised and
self organising overlay network that automatically adapts to arrival, departure and failure
of peers. For example, in Pastry, messages are routed according to a longest prefix match
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principle on the destination’s Pastry key. If the key of a message is in range of the present
peer’s leaf set, then the message is routed to the peer whose peerID is closest to the key. If
the key is not covered by the peer’s leaf set, it looks up in the routing table of a peer whose
peerID shares a longer prefix with the key than its own peerID and routes the message to
this peer. If there is no such peer the message is routed to a peer that shares the same length
prefix with the present peer, but is numerically closer to the destination address.
The Chord protocol supports just one operation: given a key, it maps the key onto a
peer. Chord is simple, routing a key through a sequence of O(logN) other peers toward
the destination. A Chord peer requires information about O(logN) other peers for efficient
routing, but performance degrades gracefully when that information is out of date. This is
important in practice because peers will join and leave arbitrarily, and consistency of even
O(logN) state may be hard to maintain. Minimum peer information (key) is needed in order
for Chord to guarantee correct (though slow) routing of queries; Chord has a simple algorithm
for maintaining this information in a dynamic environment. Chords routing procedure may
be thought of as a one dimensional analogue of the Grid location system [Li et al., 2000].
Grid relies on real-world geographic location information to route its queries; Chord maps
its peers to an artificial one-dimensional space within which routing is carried out by an
algorithm similar to that of Grid.
Tapestry is similar to Pastry but it differs in the mapping of keys to nodes and the way
it manages replication. In Tapestry, neighbouring nodes in the namespace are not aware of
each other. When a nodes routing table does not have an entry for a node that matches a
keys nth digit, the message is forwarded to the node with the next higher value in the nth
digit, modulo 2b, found in the routing table. This procedure, called surrogate routing, maps
keys to a unique live node if the node routing tables are consistent. Tapestry does not have
a direct analog to a neighbour set, although one can think of the lowest populated level of
the Tapestry routing table as a neighbour set. For fault tolerance, Tapestrys replica function
produces a set of random keys, yielding a set of replica roots at random points in the id
space. The expected number of routing hops in Tapestry is log2bN .
CAN routes messages in a d-dimensional space, where each node maintains a routing
table with O(d) entries and any node can be reached in (d/4)(N1/d) routing hops on average.
The entries in a nodes routing table refer to its neighbours in the d-dimensional space.
Like Tapestry, CAN’s replica function produces random keys for storing replicas at diverse
locations. Unlike Pastry, Tapestry and Chord, CAN’s routing table does not grow with the
network size, but the number of routing hops grows faster than logN in this case.
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Plaxton et al. [Plaxton et al., 1997] developed perhaps the first routing algorithm that
could be scalable used by Distributed Hash Tables (DHTs). While not intended for use in
P2P systems, because it assumes a relatively static node population, it does provide very
efficient routing of lookups. The routing algorithm works by correcting a single digit at a
time: if node number 36278 received a lookup query with key 36912, which matches the first
two digits, then the routing algorithm forwards the query to a node which matches the first
three digits (e.g., node 36955). To do this, a node needs to have, as neighbours, nodes that
match each prefix of its own identifier but differ in the next digit. For a system of nodes,
each node has on the order of O(logN) neighbours. Since one digit is corrected each time the
query is forwarded, the routing path is at most O(logN) overlay (or application-level) hops.
Structured P2P overlays like CAN [Ratnasamy et al., 2001], Chord [Stoica et al., 2001],
Pastry [Rowstron and Druschel, 2001a] and Tapestry [Zhao et al., 2004] provide a self-
organising substrate for large-scale peer-to-peer applications. While there are algorithmic
similarities among these systems, they have one important distinction - it is the way they
consider network proximity in the underlying P2P network. Other than proximity, they are
unable to provide QoS routing to P2P requests emanating from a SP to help determine
paths based on some knowledge of resource availability in the network, as well as a request’s
requirements.
In [Crespo and Garcia-Molina, 2002] the concept of Routing Index (RI) is used to allow a
peer to select the best neighbours to send a query to. A routing index is a data structure that
given a query returns a list of neighbours, ranked according to the goodness for the query.
The notion of goodness may vary but in general it should reflect the number of documents
in nearby peers. Although, CAN [Ratnasamy et al., 2001], Oceanstore [Kubiatowicz et al.,
2002], CHORD [Stoica et al., 2001], Pastry [Rowstron and Druschel, 2001a], and Tapestry
[Zhao et al., 2004] can efficiently find documents in a P2P network, there are a few key
differences between those systems and routing index approach. This method does not man-
date a specific network structure and the queries are on the content of the documents rather
than on document identifiers. Selecting a neighbour for forwarding a query is also related
to traditional routing algorithms [Tanenbaum, 1996] such as Bellman-Ford [Bellman, 1957;
Ford and Fulkerson, 1962]. The major difference between RI based algorithm and standard
routing algorithms is that the latter are designed to transmit a packet between two peers
through the shortest route. In RI based routing, one needs to get a file from one peer to one
or more peers so that the best answers to a query can be found. Also, the destination of a
file is not pre-defined (as in IP routing), but instead it depends on the query contained by
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the data.
Semantic Routing [Joseph, 2002] is a method of routing which is more focused on the
nature of the query to be routed than the network topology. Semantic routing protocols
provide fully distributed P2P infrastructures. They are based on the idea of grouping nodes
together based on their interests. When a query is routed, it is sent to nodes believed likely to
have or know about matching resources. Essentially semantic routing improves on traditional
routing by prioritising nodes which have been previously good at providing information about
the types of content referred to by the query. The amount of nodes included in such a search
operation does not necessarily increase when more nodes join the network. These shallow
search trees imply good scalability, and semantic routing shows promise to provide very
efficient, keyword based search capabilities in fully de-centralized P2P networks [Stoica
et al., 2001]. Nodes are implicitly grouped by interests based on by observation [Stoica
et al., 2001; Tempich et al., 2004] or nodes explicitly joining interest groups [Crespo and
Garcia-Molina, 2004].
Semantic routing differs fundamentally from other routing techniques because prospective
nodes are selected because of another node’s confidence in their ability to respond correctly
to a given query irrespective of their position within the network. In the “Buddy Web”
approach [Wang et al., 2002], routing is done based on similarity of interest. The main
reason for building a “Buddy Web” was to reduce the amount of traffic in and out of the
university network, which costs the university money. For a given query, there is always the
possibility that someone else on campus has already done the same query and has already
received results for it. By caching previous search results and searching first through them,
the university can reduce cost and utilize the network better. The similarity between the
user’s interests and the file’s semantics that is used for routing inside the network is calculated
in several ways. One way is based on the meta-data of the file, e.g. the title tags downloaded
by the user. Another way is by storing words that the user selected while browsing through its
contents in a vector. By summing up points for the words, which have already been assigned
some weight by some weighting scheme, a calculation expressing the value of interest is
performed. A few servers maintain the interest value along with the peers address. A peer
calculates similarity with other peers in the network by comparing its own interest value
to those of the others. When a peer is querying, the query is first sent to the underlying
network, called BestPeer. The system sends the query to those peers whose interest values
are close to the querying peer. Once results are found, they are sent to the querying peer.
If the system does not find any results then it sends the request outside the network. An
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external search takes place in the traditional manner. A peer does not learn if the peers who
have been found to be similar are useful or not. It is not clear how long a cache is stored.
If a peer is searching vigorously, it may overwrite the cache with new documents and older
documents will not be found.
With single path computation only one path is computed between source and destination.
The existing routing protocols are single-path based and when links along the path are
congested, new connections requests are denied even though network may have spare capacity
available along alternate paths. With multipath computation several paths are computed
between source and destination, and traffic between a source-destination pair is split across
multiple (partially or completely) disjoint paths. Multipath routing allows the traffic load
to be divided over different paths i.e. apply load balancing. In today’s operational Internet
Service Provider (ISP) networks, links are usually assigned static link costs (sometimes also
called link weights), for any simple network topology. If routing is performed based on
minimising these link costs, then traffic always takes the same path from source to destination.
Whereas this works well in un-congested networks, the appearance of congestion significantly
reduces network efficiency, because in this case the traffic will be persistently routed over
congested links, even if parallel un-congested paths exist. This may lead to a significant
reduction of network efficiency.
Among the approaches proposed so far to enhance the outlined situation, a rather straight-
forward possibility employs standard IP routing [Fortz and Thorup, 2000] and tries to glob-
ally optimize the link costs for a given traffic matrix. The main advantage of this method
is that no changes are required in the underlying network technologies. However, the esti-
mation of the traffic matrix for a live IP network is a non-trivial task, as shown in [Medina
et al., 2002]. Moreover, with respect to the typical time-of-day behaviour of traffic matrices
[Bhattacharyya et al., 2001], it is necessary to regularly repeat the optimization procedure,
which adds further network management complexity.
The Optimized Multi-Path (OMP) protocol [Villamizar, 1999] is a traffic engineering
extension of currently deployed link-state routing protocols, which aims at distributing load
optimally based on each routerX having global knowledge about all link loads in the network.
With this information, X can shift traffic from congested to less congested paths and thus
perform load balancing decisions. In order to keep nodes up to date, every link propagates
and regularly refreshes load information using the protocol’s flooding mechanism which is
triggered either by the time elapsed since the last update or the amount of load changes in the
last measurement. However, a closer look at OMP reveals some important disadvantages of
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this protocol, e.g. the sophisticated (and thus memory-consuming) data structures required
for storing entire multi-paths between all possible source-destination pairs, and the inherently
unpredictable signalling overhead necessary for disseminating link load updates by flooding.
In QoS based routing, the paths for traffic is determined based on some knowledge of
resource availability in the network, as well as the call’s requirements. Hence the objectives
of QoS routing is to determine feasible QoS paths for calls and optimal utilisation of the
resources. In [Apostolopoulos et al., 1998a; 1999], QoS routing is considered as the process
of selecting the path to be used by the packets of a flow based on its QoS requirements, e.g.
bandwidth, delay, hop count. However, there are still strong concerns about the increased
cost of QoS routing in terms of computational costs. The computational complexity is offset
by using faster processors and bigger memories. An increase in the volume of protocol traffic
contributes to higher cost such as bandwidth, update processing etc is harder to contain.
But P2P traffic is increasing exponentially which is much harder to contain. The goal of
routing solutions as described in [Ma and Steenkiste, 1997] are two-fold. They are satisfying
the QoS requirements for every admitted connection; and achieving the global efficiency in
resource utilisation. Guerin’s approach [Apostolopoulos et al., 1998b; Guerin et al., 1997]
pre-computes a minimum hop count path with maximum available bandwidth, but they do
not consider alternative bandwidth-rich paths with longer hops.
4.3 Static Path-Capacity-to-Hop QoS Approach (SPCHQ)
This section describes in detail our P2P QoS routing approach. We first start by explaining
the notation and concepts used in this approach. Later we provide a detailed description of
the proposed algorithms followed by an example.
4.3.1 Basic Idea
To illustrate SPCHQ approach, let us consider a 5 SP node overlay network as shown in
Figures 4.1 and 4.2. While the overlays look same, capacities between the SP nodes are
different. As explained earlier, SPCHQ extends the Guerin et al. [Apostolopoulos et al.,
1998b; Guerin et al., 1997] approach to deal with an important improvement in QoS path
routing. SPCHQ finds the “optimal ratio paths”. For a given SP node, these are paths with
largest available bandwidth to hop count ratio from the SP node in question to all other SP
nodes in the network. In each of these two figures there exist two paths, namely path A and
path B, from source SP node S to destination SP D. Path A has available capacity of 20
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units of bandwidth in both the figures. Path B has 200 units of available capacity in Figure
4.1 and 22 units of available capacity in Figure 4.2. The approach of [Apostolopoulos et al.,
1998b; Guerin et al., 1997] always selects Path A since it represents the widest-shortest path.
However, our approach will select Path B of Figure 4.1 and path A of Figure 4.2 because
we maximise the optimal path ratio as 2003 >
20
2 .
[20] [20]
[200] [200]
S D
[200]
Path B
Path A
Figure 4.1: Path Selection: Path A selected by Guerin’s approach; Path B selected by SPCHQ
Path B
Path A
S D
[20] [20]
[22]
[22]
[22]
Figure 4.2: Path Selection - Both approaches select Path A
4.3.2 Concepts and Notation
Let a graph G = (V,E) represent an autonomous domain of P2P networks where V is the
set of SPs and E is the set of edges (links connecting the SPs). Let N be the number of
SPs and let M be the number of edges connected in a P2P network. Given a graph G, the
longest simple path of G is called the diameter. We denote by H such a diameter. Each
link, say (u, v), has a bandwidth capacity, denoted by b(u, v) . Since (u, v) is in use, only a
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certain amount of capacity is available denoted by bavl(u, v), the available bandwidth of link
(u, v). Let Cavl(P )be the available capacity of any path P . Also h(P ) is the hop count for
the path P . Let B[v] be the available capacity to hop count ratio, which is the best available
bandwidth per hop ratio found from a source SP s to all other SPs in the P2P network.
When a new request for a file arrives with bandwidth b required, then we prune the graph
G. Let G′ be the pruned network where links with less than the requested bandwidth have
been pruned by removing links where available capacity is less than b.
4.3.3 SPCHQ Algorithm
Here we focus on a variant of the single-source shortest paths problem. We give a method
of finding a path that maximises the ratio of available capacity to hop count. The widest-
shortest path approach of [Apostolopoulos et al., 1998b; Guerin et al., 1997] picks the
widest path among all paths with minimum hop count from source to all other nodes. In
that approach, the Bellman-Ford algorithm is adapted in the following way. At the kth
iteration, it identifies the maximal bandwidth paths from the source SP to each destination
among all paths having at most k hops. As explained earlier, our approach uses “available
path capacity to hop count ratio” as the criterion for selecting paths.
For any path P , we introduce a measure called “available path capacity to hop count
ratio”, denoted by PH, as the ratio of available capacity of any path P to the hop count of
P . Formally, PH is defined as follows:
PH =
available capacity
hop count
PH =
Cavl(P )
h(P )
for any path P , where
Cavl(P ) = min
l∈P
(bavl(l))
is the available capacity of the path P , h(P ) is the hop count for the path P . Path-Capacity-
to-Hop algorithm selects the paths from the origin SP to all other SP nodes, where the value
of PH for each SP node is as large as possible. Paths satisfying this criterion will be called
optimal.
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The SPCHQ algorithm constructs the best path found so far as the algorithm progresses.
The source SP s is taken to be the root of a tree, which is progressively built. The basic ideas
for routing are adopted from the Bellman-Ford algorithm. Bellman-Ford algorithm uses hops
to reach all other SP nodes from a given source SP node. Whereas, Dijkstra uses optimal SP
node set to reach other SP nodes. The objective of P2P routing strategy is to converge faster
and not use any other specified intermediate SP nodes while routing. Hence, Bellman-Ford
ideas of hop count is incorporated in SPCHQ. Firstly we initialise the PH values and the
SP node predecessors. We also set up some hop counters. Let B[v] be the available capacity
to hop count ratio (PH), which is the best available bandwidth per hop ratio found from
source SP node s to super peer node v so far. We adopt the convention that ∞· · · 0 =∞.
Path-Capacity-to-Hop(G, s, b,B, h)
Start
for each SP (v ∈ v[G])
/* Initialise PH values, nodes and hop counters */
Do
B[v] = 0
h[v] = 0
B[s] =∞
for i← 1 to | V [G] | −1
/* Update PH values, nodes and hop counters */
Do
for each edge (u, v) ∈ E[G]
Do
RELAX(u, v, b,B, h)
End
FUNCTION REXAX(u, v, b,B, h)
if B[v] < minB[u]×h[u],b(u,v)(h[u]+1)
/*Update available capacity to hop count ratio */
then B[v] = minB[u]×h[u],b(u,v)(h[u]+1)
h[v] = h[v] + 1
p[v]← u
return
The SPCHQ algorithm uses link available capacity to hop count ratio as the criterion for
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optimality. The “Initialise single source” module initialises all the SP’s bandwidths to zero
including the source super peer. It also initialises the predecessor super peer vertices to NIL.
RELAX is the core module as this computes the ratio and optimises maximum available
bandwidth to hop count to each super peer node. It also updates the predecessor super peer
nodes. At the end of these iterations, the algorithm obtains the paths with maximal ratio of
available capacity to hop count from the source super peer s to all other super peer nodes in
the P2P network.
We give an example to illustrate the use of SPCHQ algorithm. We consider Figure 4.3, a
simple 4 peers and 5 links network for illustration. We focus on a source S and destination
C.
[6][50]
[30]
[60]
[4]
A
B
S C
Figure 4.3: An Example
We initially set b[s] =∞ and all other B[v] = 0. Also set h[v] = 0 for all v and p[v] = NIL
for all v. After the first pass through the edges, we have B[A] = 50, B[B] = 4 and B[C] = 0.
We also have h[A] = h[B] = b[C] = 1. After the second pass through the edges, there is
no change for A, while B is updated to B[B] = 25 and h[B] = 2. The details for C are
successively updated to B[C] = 3 and h[C] = 2, followed by B[C] = 10 and h[C] = 3.
The complexity of the proposed algorithm is comparable to that of the Bellman-Ford
algorithm. Indeed the initialisation phase takes Θ(n) steps. Each pass over the edges in the
update phase (RELAX step) takes O(M) steps. The number of passes over the edges is at
most H ≤ N − 1 , where H is the diameter of the graph. Consequently the complexity of
our algorithm is O(M ·H) which is equivalent to O(M ·N).
This is essentially the same degree of complexity as for the standard Bellman-Ford algor-
ithm, but the implied constant is larger because of the extra steps needed for updating path
capacity.
We provide a formal proof for the proposed algorithm described above.
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Theorem 1 Let Static-Path-Capacity-to-Hop (G, s, b,B, h) algorithm be run on a graph G =
(V,E) with source s. Then we obtain a tree with maximal values of B[v] for paths from s to
every node v.
Proof: Firstly, we note that the algorithm picks simple paths. Indeed a path with a cycle
can be replaced by another path without that cycle, with a corresponding larger value of
B[v] . Thus optimal paths must be simple. Secondly, we note that each node gets a unique
predecessor. This ensures that we obtain a tree of optimal paths.
The proof proceeds by induction on the hop count of the optimal path found so far. In
detail, we let Pv be the optimal path from s to v. Suppose that Pv has hop count h. Also,
we let Qv,h be the optimal path having no more than h hops from s to v, for h = 1, 2, .... To
start the induction, we firstly consider the case h = 1. In this case, the node v is adjacent
to s. When we run the algorithm, we have h[v] = 0 before visiting the edge (s, v). After we
apply RELAX to the edge (s, v) , we have h[v] = 1. Of course, we have B[v] = b(s, v)and
this proves the theorem for h = 1.
Next, we assume that the result is true for all nodes u where there is an optimal path
with hp count h′ < h. Let v be a node where there is an optimal path with hop count h and
no shorter path from s to v satisfies this requirement. We can write any path < s, v > in the
form << s, u >, (u, v) > where < s, u > is a path with hop count h− 1 and (u, v) is an edge
connecting < s, u > to v. For such a vertex u we already have a corresponding path < s, u >
with maximal B[u] among all paths with hop count less than h, by the induction hypothesis.
When we apply RELAX we will obtain an updated value of B[v]. The largest value of B[v]
will correspond to Qv,h, which is the optimal path from s to v having no more than h hops.
This will be the optimal path from s to v since there is already an optimal path from s to v
with no more than h hops. This completes the proof.

4.4 Experimental Results
In this section, we describe the experiments carried out to validate and quantify the proposed
SPCHQ path selection algorithm and to demonstrate its performance and effectiveness in a
relatively large network. A session-level simulator was written in Java that dynamically per-
forms admission control on incoming file download requests (i.e. requesting bandwidth) at
SP nodes, selects paths for admitted requests and allocates resources to them. To evaluate
performance and scalability, a network topology (shown in Figure 4.4) involving 15 SP nodes
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and 27 bi-directional full-duplex links was implemented. We generated P2P file download re-
quests between SP nodes, and evaluated the performance of our algorithm SPCHQ, Guerin’s
widest-shortest path, and shortest path algorithms.
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Figure 4.4: Network Topology for Simulation
4.4.1 Network Traffic
With the increasing proliferation of broadband, more and more users are using P2P pro-
tocols to share small and very large files, including software, multi-media files, and ap-
plications. This trend has exponentially increased P2P traffic flows, which are bursty in
nature, across wide area networks. Many studies [Applegate and Cohen, 2003; Azzouna and
Guillemin, 2004] show that P2P networks continue to consume enormous amounts of band-
width - approximately 30% of available bandwidth during the day, and an astounding 70% at
night. The studies also show that video acquisition and distribution accounts for significant
amount of resources. In many cases, Software and small file applications make up a majority
of desired files on BitTorrent. Based on this observation, in our experiment, we consider that
both small and large files will be transported between SPs by authorised P2P file sharing
system. Because there is a desire for faster download, the requests for file downloads will
send demands for bandwidth reservations. We assume that the size of small files vary be-
tween few hundred kilobytes to a megabyte, and average large files will be mostly around
100 Mbytes. In the experiments, we also assume that large files will be making requests for
high bandwidth reservations for faster downloads.
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4.4.2 Metrics of Interest
For performance evaluation we are interested on two metrics - request rejection rate, and
File download time:
• Request Rejection Rate: The request rejection rate is defined as the percentage of
rejected requests over all requests asking for bandwidth reservations. We assume that
requests arriving at a SP node will be subjected to admission control. A request
can be rejected by the routing algorithm if there is no path with at least requested
resources. When a certain amount of reserved resources on a particular link is reached,
the probability of a request blocking event becomes high. Some admission control
methods squeeze existing connections to get room for potential new ones. However,
we assume that renegotiation on selected existing connections is never initiated. Thus,
when high call blocking rate is observed, we might have reached a physical limit of our
network.
• Download Time: The P2P file-sharing applications are becoming increasingly popular
and account for more than 80% of the Internets bandwidth usage. For a paying cus-
tomer of a P2P service provider, the average download time of a file is an important
performance metric in a peer-to-peer network. In an ideal case, the available bandwidth
to each downloading peer will be constrained only by the limitation of the link band-
width between two SPs. The distribution of the data in the network, peer and path
selection algorithms, and many other reasons impact the performance that a download-
ing peer receives. In reality, even downloading files of less than 10 MB in size may take
from 5 minutes up to several hours. The downloading time for larger files such as DVD
will take even longer. When all users try to download the same file, each of them may
have very different downloading times, depending on the available capacity fluctuation,
the path it chooses to download the file, etc. Therefore, path selection plays such an
important role in minimising average download time.
4.4.3 Results
Request Rejection Rate
Figure 4.5 shows the performance of various routing algorithms for a scenario when overall
network traffic (including the traffic generated from the P2P file download requests) is evenly
distributed. Here, 55% of requests for bandwidth reservations are for large file downloads,
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and 45% are for small file transfer. As mentioned earlier, large files request more bandwidth
to reduce download times. At low network load, the performance of all the routing algo-
rithms are almost same. This is understandable as most network links are not congested
at this point, and can support bandwidth reservation requests for majority of the incoming
requests. However, as the load increases the performance difference between them become
noticeable. In widest-shortest, when a next node is to be chosen, one selects a node with
minimal hop count first. It (and shortest distance) ignores longer paths that may have more
bandwidth. Under heavy load it suffers since its favoured shorter paths become congested
while others may remain available to support more incoming requests. Since SPCHQ algor-
ithm may choose these ignored paths supporting better bandwidth, more requests are likely
to be admitted under the scheme, and this explains why request blocking rates are lower as
compared to others even under heavy load.
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Figure 4.5: Request Blocking Rate Vs Traffic load for 55 % large files and 45 % small files -
Even Load Distribution
When majority of P2P requests are for larger files requiring more bandwidth for faster
download, request blocking rates will obviously not improve. This is evident in both Figures
4.6 and 4.7, and blocking rates tend to increase with change of load for all the algorithms.
We consider two cases here: first, we generate P2P requests where 80% of them are for large
files, and 20% of them are for small files; next, all the requests are for large files. As large
files consume more bandwidth, the situation gets worse under heavy load. At low load, the
difference in performance between the algorithms is not as visible as it is at high network
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Figure 4.6: Request Blocking Rate Vs Traffic load for 80 % large files and 20 % small files -
Even Load Distribution
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Figure 4.7: Request Blocking Rate Vs Traffic load for 100 % large files - Even Load Distri-
bution
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Figure 4.8: Request Blocking Rate Vs Traffic load for 80 % small files and 20 % large files -
Even Load Distribution
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Figure 4.9: Request Blocking Rate Vs Traffic load for 100 % small files - Even Load Distri-
bution
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load. However, like in the previous case (i.e. Figure 4.5), SPCHQ algorithm outperforms
others under heavy load by smartly routing around congested links. The widest-shortest
(and obviously shortest) suffers because of its bias towards shortest first policy. The results
shown in Figures 4.5, 4.6 and 4.7 indicate that our algorithm will cope well as demand
for large file downloads continue to surge. This is quite an important fact for us to know as
there is a growing demand for high-speed distribution of 100MB or GB sized files.
The advantage of the algorithm over other routing algorithms disappears when most
reservation requests are for smaller files. Figures 4.8 and 4.9 show request blocking rates
where the request compositions are: 80% small files and 20% large files in the first case; 100%
small files in the second one. As one would expect, given the low bandwidth requirement,
smaller files causes lower blocking rates when compared to larger files. As seen in Figure
4.8, request blocking rate is already low for all algorithms and performance difference is only
slight. When 100% requests are for small files, this difference completely disappears as shown
in Figure 4.9.
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Figure 4.10: Request Blocking Rate Vs Traffic load for 55 % large files and 45 % small files
- Uneven Load Distribution
With uneven network load distribution, our earlier observations hold when network load
is low. This is shown in Figures 4.10 and 4.11. In fact, at both low and high network
load, all the algorithms return similar performances. The SPCHQ algorithm is unable to
outperform others under heavy load with uneven distributions. When the network load is
uneven it is quite possible that one or more links of a longer path may have less available
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Figure 4.11: Request Blocking Rate Vs Traffic load for 80 % large files and 20 % small files
- Uneven Load Distribution
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Figure 4.12: Request Blocking Rate Vs Traffic load for 100 % large files - Uneven Network
Load Distribution
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bandwidth while other links are still having enough capacity. This will convince SPCHQ
algorithm not to choose such a path consisting of mostly good links but with few bad ones
suffering due to uneven load distribution. Instead, paths as selected by other algorithms will
be chosen in most cases. When the traffic consists of only large file downloads, the blocking
rates increase sharply at high network load in all the cases, as evident in Figure 4.12. Here,
the increase is sharper when compared to the cases of Figures 4.10 and 4.11. In summary,
the algorithms return similar performances when the load distribution is uneven.
File Download Time
Here, we investigate the efficiency of the algorithms in terms of file download times of the
accepted requests. The algorithms essentially select paths for the requests that ask for a
specific amount of bandwidth. But, how good are those paths in terms of bandwidth?
Depending on the network load the quality of the paths may vary. In Figures 4.13 and
4.14, we show the average download times of files when the traffic mix is: 55% of requests
for bandwidth reservation are for large file downloads, and 45% for small file transfer. When
network load is low the average download times in all cases are close to average expected
download time. However, as the load increases, average download time starts to deviate from
the expected download time in the case of large files. This deviation is much larger in the
case of shortest and widest-shortest. When the traffic mix is 80% large files, and 20% small
files, the gap between actual and expected download times for large files as shown in Figure
4.15 is more than the previous example (Figure 4.13). For small files, it is similar to what
we have in Figure 4.14. One would easily suspect that the increase of large files in the traffic
mix is the main contributor here. That suspicion becomes clear when we take a close look at
Figure 4.16 where traffic consists of either 100% large files. Once again, for 100 % small files,
the results are very similar to 4.14 which is not shown here. Nevertheless, SPCHQ algorithm
outperforms widest-shortest and shortest by returning lower average download time.
When the load is uneven, small files still continue to produce low average download time,
but large files requiring more bandwidth return worse results when compared to even traffic
distribution case. Not only that, download times with both SPCHQ and Guerin’s widest-
shortest algorithm are same. This is evident in Figures 4.16 and 4.17. The result is hardly
surprising. We have already seen in Figures 4.10, 4.11 and 4.12 that uneven traffic load
causes SPCHQ algorithm to choose paths as selected by widest-shortest. Consequently, they
produce same download times.
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Figure 4.13: Expected Download time vs Actual Download time 55 % large files and 45 %
small files (showing large Files only) - Even Load Distribution
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Figure 4.14: Expected Download time vs Actual Download time 55 % large files and 45 %
small files (small Files Only) - Even Load Distribution
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Figure 4.15: Expected Download time vs Actual Download time 80 % large files and 20 %
small files (large files only) - Even Load Distribution
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Figure 4.16: Expected Download time vs Actual Download time for 100 % large files - Even
Load Distribution
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Next, we examine the impact of hop count on file transfer times. First, we select two
nodes where minimum hop distance is two. In this case, it is between SP nodes 2 and
4. The SPCHQ algorithm performs better when traffic load is uneven. This is visible in
Figure 4.18. Since our algorithm may choose longer but better paths in terms of bandwidth
(when compared to widest-shortest and shortest), download time is obviously better. This
advantage dwindles when we choose nodes 1 and 15 where the minimum hop distance is
4, and load distribution is uneven. This is probably because both algorithms choose same
paths. Figure 4.19 confirms that assumption.
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Figure 4.17: Expected Download time vs Actual Download time for 100 % small files - Uneven
Load Distribution
4.5 Conclusion
The SPCHQ algorithm [Rajasekhar et al., 2002a] is described in this chapter due to the
absence of QoS path selection mechanisms in the prevalent P2P file sharing systems, and the
lack of suitable QoS routing algorithms. The proposed algorithm is an extension of Guerin’s
algorithm [Apostolopoulos et al., 1998b; Guerin et al., 1997], but considers alternate paths
that may have more bandwidth per hop. The proposed SPCHQ algorithm uses bandwidth
(i.e. link capacity) to hop count ratio as a metric while selecting the best path from a set of
alternate paths. The complexity of SPCHQ algorithm is very similar to that of the Bellman-
Ford algorithm. The SPCHQ approach gives a better path i.e. a wider path from source SP
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Figure 4.18: Expected Download time vs Actual Download time for 100 % large files (Between
SP2 and SP4) - Uneven Load Distribution
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Figure 4.19: Expected Download time vs Actual Download time for 100 % large files (Between
SP1 and SP15) - Uneven Load Distribution
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to all the other SPs in the P2P network. The simulation results demonstrate that SPCHQ
outperforms widest shortest path and shortest path algorithms in terms of request blocking
rate and average file download time for even and uneven traffic load distributions.
The SPCHQ proposed is a static solution. Here, we have assumed that the available
bandwidth data used for route computation is accurate and known in advance. However,
due to rapid traffic changes the available information is likely to be out of date. Therefore,
we propose a probabilistic approach by taking into account the probability of success of each
link of a path and predict a better optimal ratio path in the next chapter.
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Chapter 5
Probabilistic Routing Algorithms
The highly dynamic nature of peer devices in a P2P environment warrants good dynamic
path selection algorithms that can satisfy the requirements of peer devices. Super-peers (SPs)
play a pivotal role in searching for the requested information and selecting an optimal QoS
path. Chapter 4 proposes QoS path selection approach for obtaining paths with maximal
available capacity to hop count ratio between SPs. This static approach assumes that avail-
able bandwidth between two SP nodes used in route computation is accurate and known in
advance. In reality, data used for route selection might be out of date, but the algorithm in
Chapter 4 does not incorporate this. In this chapter, we propose several dynamic path selec-
tion algorithms that incorporate uncertainty and choose paths probabilistically under adverse
situations. By defining a probabilistic metric that can model the inaccuracy of network state
information, we have proposed several algorithms that not only select paths efficiently under
uncertainty, but can also re-route certain paths under congestion. An analytical model is also
presented to compute the probabilities of path selection using regression models. Analytical
and experimental results show that the proposed algorithms outperform existing solutions
as well as SPCHQ proposed in the previous chapter.
5.1 Motivation
As P2P networks grow in size, it becomes impossible for a SP node to maintain up-to-date
network state information. The actual state of a remote SP node or link can drift away
significantly from the value known to other SP nodes, without them being aware of it. This
problem increases with the size of the P2P network. The main consequence of this loss of
accuracy in network state information is its adverse effect on the path selection algorithms.
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They are now required to compute feasible paths using information which is out-of-date and
hence unreliable. It would no doubt, greatly help SP nodes in their path selection process if,
in the topology aggregation updates, there is a measure of reliability or the certainty of the
advertised bandwidth information.
Typically, updates are not propagated throughout the P2P network every time the re-
source availability changes (e.g. bandwidth on the link between SPs change). Instead they
are propagated at a frequency which is determined by some underlying threshold policies.
This periodical nature of state exchanges forces the state information in other SP nodes to be
always out-of-date. In fact, update exchanges between SP nodes can never be instantaneous
due to propagation, transmission and queuing delays in the links and the intermediate SP
nodes. Hence, even if a SP were to send updates every time its state changes, the state
information at other SP nodes would still be out-of-date. This is due to the finite amount of
time required by updates to reach the other SP nodes.
In [Guerin and Orda, 1999] some probabilistic routing algorithms have been suggested
to incorporate QoS resource parameters. These algorithms solve the problem of finding a
path in the network such that the overall probability of actually finding the requested re-
sources in the path is maximised. They assume that the probability distributions of the
resource parameters are available as inputs to the algorithms. These algorithms do not aim
at maximising the overall resource utilisation in the P2P network and fails under certain
circumstances. A prominent algorithm, called Most Reliable Path (MRP), selects the maxi-
mum product probability along paths. MRP algorithm is computationally fast, however, it
does not compute the best QoS path in highly bursty P2P networks. Indeed, if inaccuracies
exist in the link state information, MRP will compute the path with the greatest known
bandwidth, regardless of how accurate any known link-state data may be. Thus, the MRP
algorithm will calculate QoS paths based upon information that may be incorrect. Hence,
alternate paths based on more accurate information will be neglected.
Therefore, we propose probabilistic algorithms, which take the uncertainty of information
into consideration. In contrast to [Guerin and Orda, 1999] in which the probability product
is considered in the selection of the QoS path, our first algorithm Probabilistic Path Capacity
(PPC) computes the minimum probability of links along paths (called “weakest links”), and
then selects the path that has a weakest link with the maximum probability value. Our app-
roach gives a better result because the routing on the selected QoS path has a higher chance of
success when compared to [Guerin and Orda, 1999]. Next, we use SPCHQ approach in PPC
to incorporate hop count thereby penalising longer paths for optimal route selection. These
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algorithms do not consider re-routing during path selection to avoid congested paths which
is essential for higher percentage of packet delivery. Therefore, we propose a probabilistic
QoS path selection algorithm incorporating the re-routing feature. Finally, we propose an
analytical scheme for selecting paths between SPs that takes into account the frequencies
of different shortest paths. This method approximately predicts what the distribution of
various paths will look like for accurate path selection.
5.2 Related Work
Accuracy of path computation while satisfying the QoS requirements of a new flow, relies
on information such as the knowledge of the flow’s requirements and characteristics, and
information about the availability of resources in the network. However, link bandwidths
between SPs is not precisely known, and hence, inaccurate data is used for route computation.
There are many possible sources of inaccuracy in network state information. The fre-
quency of updates to the SP is one of the core issues discussed in [Apostolopoulos et al.,
1999]. Using different levels of aggregation within a network hierarchy ensures that only
coarse details about remote domain and the backbone are available to the router’s database.
Scalability is a generic issue not limited to QoS routing. It is important to limit the fre-
quency of network state updates [Guerin and Orda, 1999] since it increases the amount of
control traffic i.e. more overhead in the network. To address the inaccuracy of the link state
information probabilistic approaches are used. A substantial amount of work has been done
on transport networks using probabilistic and stochastic pre-computed approaches.
Wellman et al. [1995] proposed a stochastic consistency criterion for any shortest path
where the probability of arriving by any given time, say, z cannot be increased by leaving
later. This approach does not deal with the probability that sufficient bandwidth exists
on the selected path. Guerin and Orda’s approach [Guerin and Orda, 2002] is some of
the most significant work in this area of inaccuracy in network state information. They
consider the problem of routing a flow requiring w units of bandwidth. For each path P ,
they consider the product of the probabilities pl(w) of at least w units of bandwidth on
each link l of the path (i.e.
∏
l∈P pl ) is available. Therefore the QoS routing problem is
expressed as follows: for a given bandwidth requirement w, find a path P∗ such that, for
any path P ,
∏
l∈P∗ pl(w) ≥
∏
l∈P pl(w). Here pl(w) denotes the probability that at least w
units of bandwidth are available on link l. Their solution, called the Most Reliable Path
(MRP) algorithm, finds the paths from a source SP node to all other nodes (SPs) with
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maximal probability that w units of bandwidth are available. This approach is equivalent
to a shortest path algorithm, however Guerin and Orda [2002] did not discuss the choice of
probability distribution. A uniform distribution is used in MRP that is the simplest but not
necessarily the most reliable approach.
The authors in [d’halluin et al., 2002] have shown that the demand for bandwidth is
extremely volatile and thereby network planning is a very difficult and tedious task. They
study the optimal decision problem of building new network capacity in the presence of
stochastic demand for services. Adding new capacity to the existing capacity is not a practical
solution, since the new added capacity can be under utilised or over-utilised over time. They
study the risk factors that are associated with bandwidth and apply the real options theory to
make a decision if the bandwidth has to be upgraded. Their findings are, at times is optimal
to wait until the maximum capacity of a line is nearly reached before making a decision to
upgrade. They suggest a stock market type options as a viable financial approach to network
capacity planning. The authors emphasise more on cost effective solution to network capacity
planning.
Hop-by-hop routing algorithm has been proposed in [Wang and Nahrstedt, 2002], where
the traffic is classified into several service classes with different priorities. The premium class
traffic has the highest priority. They show that the routing algorithm that issued on this
premium class has an impact on other classes of traffic also. The problem they define is how
to find an optimal routing algorithm for premium class traffic such that it works efficiently
for premium traffic and reduces negative influences to other classes of traffic. They call this
problem the Optimal Premium-class Routing (OPR) problem which is NP-complete.
In [Wang and Nahrstedt, 2002] bandwidth reservation for premium-class traffic is ob-
tained between v1 and vn. Routing takes into consideration that a path has been already
established. Certain amount of bandwidth has to be reserved on each link along that path
specified. If a link in the path is shared by multiple paths between different node pairs,
then the bandwidth that is to be reserved for premium traffic is increased. For example,
let a link say li be shared between 3 paths. Let the amount of bandwidth to be reserved
for each path be x units. Then, the total amount of bandwidth to be reserved on link li is
(3×x). Considerable amount of bandwidth is reserved for premium flows, there by reducing
the bandwidth availability for the best effort flows. The authors also make an assumption
that each node tries to reserve some amount of bandwidth. Doing so, the resource bandwidth
is under utilised since every node reserves certain amount of bandwidth. They propose that
B units of bandwidth is reserved by each node. It can be seen that the algorithm performs
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better for premium class of traffic when more bandwidth (i.e. B) is available at a node. An
hop-by-hop routing algorithm is assumed. The problem is what is the optimal value of the
reserved bandwidth B, which is denoted as Bmax. Given a routing algorithm say R, there
exists a maximum value of B which will saturate the network. This saturated link is called
the bottle neck link and is denoted as BRs . Mathematically, the optimal value of the reserved
bandwidth is Bmax = max{BR1s , BR2s , ...BRns }. The Optimal Premium-class Routing prob-
lem is to find the optimal routing algorithm and the value of Bmax. The assumptions made
by the authors in [Wang and Nahrstedt, 2002] are that topology information is obtained at
each routing by using Open Shortest Path First protocol. They do not consider the inaccu-
racy incurred by delays. They assume that topology information maintained at each router
is accurate, consistent and up-to-date. But the problem in routing is that the information
available is out-of-date and inaccurate. Our algorithm addresses this issue of inconsistent
and out-of-date information.
5.3 Basic Ideas for a Probabilistic Metric
In this section, we propose probabilistic algorithms to efficiently select paths based on out-
of-date information. To model this inaccuracy of link state information within the SP node
database, a probabilistic metric is necessary. We first start by explaining the notation and
concepts used in our probabilistic approach. Then, we argue the need for a probabilistic
metric, discuss different distributions and their effect on our proposed metric. Finally, we
provide a detailed description of the probabilistic algorithms followed by illustrative examples.
5.3.1 Notation
Let a graph G = (V,E) represent a network where V is the set of vertices (routers) and E
is the set of edges (links) in the network. An acyclic path P (vj , vk) of length h is defined
as a sequence of h distinct edges li connecting vj and vk, where vj , vk ∈ V , li ∈ E,
P (vj , vk) = l1, l2, ..., lh in some definite order and each node is visited only once. That is,
vi 6= vj for i 6= j. Let H be the diameter of the graph G (i.e the hop count of the longest
path in the graph). Let B(li) be the maximal bandwidth capacity on a link li. This may be
equal to the hardware capacity of the link. Let Badv(li) be the advertised bandwidth in the
link state information database. Let Bavl(li) be the available bandwidth on the link li. This
Bavl(li) is an unknown variable. This unknown available bandwidth may be more than, less
than or equal to the advertised bandwidth in the link state information table. The cost of
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traversal of a link li is assumed to be C(li). Let CB be a call requiring B units of bandwidth.
5.3.2 Defining the Probabilistic Metric
We link probability and bandwidth to define a new metric for routing in P2P networks called
the probabilistic metric. The definition of this metric stems from expectation. A request
with W units of capacity is requested from a SP a to SP x to transfer a file. If W units of
bandwidth is available, then the route is used i.e. WPr(C ≥W ) for every link between SPs
a and x. The available capacity advertised on each link is subject to random variation. We
want to know if (Pr ≥W ), that is the probability of advertised available capacity is greater
than or equal to W . For any path P , the available probable capacity on the links between
SPs should be
CavlPr(Cavl ≥W ) = min
l∈P
(Pr(bavl(l)))
We give a method of finding a path that maximises the probabilistic available capacacity.
Available capacity X of a link is subject to random variation. We treat X as a random
variable. Link cost can be defined in number of ways. We can define the cost c of a link as
c =
k
X
Thus cost is inversely proportional to the available bandwidth. i.e.
cij =
k
bi,j
where bi,j denotes the bandwidth available on link (i, j). i.e. (bavl)(l) = bi,j. Assume that
the metric is additive. Then the least cost path P , from the origin SP to the destination SP
is a path that has the minimum cost where
c(P ) =
n−1∑
i=1
k
bi,i+1
Let the probability y that at least x units of capacity are available is given by y = Pr(X = xi).
We propose the following metric
W ∗ = xPr(Cavl ≥W )
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where x has a mean value of available capacity, which is termed as the advertised available
capacity. The rational behind such a metric is that it is analogous to the expected bandwidth
as it generally increases. We distinguish two cases, accordingly as X is discrete or continuous.
In the discrete case, if x1, x2, ..., xn, ... are the possible values of X, then the expectation
of X is given by
EX =
∑
xi
xiPr(X = xi)
We define a trucated expectation of the following form:
ExX =
∑
xi≥x
xiPr(X = xi)
Hence it follows that
ExX ≥ xPr(X = x)
In the continuous case X can have any value between 0 and C, where C is the maximum
link capacity. Clearly C > 0. The expectation of X is defined via:
EX =
∫ C
0
uf(u)du
where f(x) is the probability density function of X. By analogy to the discrete case, we
define
ExX =
∫ C
0
uf(u)du
Hence, it follows that
ExX ≥ x
∫ C
x
f(u)du = xPr(X ≥ x)
By doing so, we obtain the new probabilistic metricW ∗, which is proposed for probabilis-
tic QoS routing in our algorithms. This metric eliminates the static assumption and takes
into account the realistic probability distribution.
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5.3.3 Selection of Probability Distribution
Links in a network are assumed to be independent. Hence probabilities are drawn inde-
pendently on each link. We discuss different distributions and their effect on our proposed
metric W to find out which distribution is most suitable. A basic requirement is that the
distribution should be a realistic description of IP traffic [Stallings, 2002]. Also if W (x) = u,
then we want x to be unique given u. Hence we require that the proposed metric W should
be monotonically increasing or decreasing i.e. we have to be able to invert the function.
Figure 5.1: Increasing Bandwidth - Desirable Characterstics
Figures 5.1 and 5.2 shows the desirable characteristics of our distribution that is most
suitable for our metric. An undesirable property of the metric is shown in Figure 5.3. As
seen in Figure 5.3, we get identical values for the distinct bandwidth values x1, x2, x3, ... as
the bandwidth increases and decreases. As the behaviour of network traffic changes rapidly
due to changes in demand for file downloads, available bandwidth of various super-peers will
change over time. However, super-peer overlay system will be able to tolerate fluctuations
as reflected in Figures 5.1 and 5.2 when bandwidth increases or decreases slowly over time
and, therefore, the system will have enough time to cope with such dynamics. However,
fluctuations as shown in Figure 5.3 will give the super-peer system little time to adjust to
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Figure 5.2: Decreasing Bandwidth - Desirable Characterstics
x1 6xx2 x3 x4 x5
Figure 5.3: Undesirable Distribution Characteristics
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abrupt changes in the resources, and therefore, considered undesirable.
The metric takes the same value for more than one possible values of available bandwidth.
Therefore the it is not suitable. In the following examples, let X be the available capacity.
Normal Distribution
Consider a normal distribution with mean µ and variance σ2. LetW (x) = x Pr(x available).
That is W (x) = x Pr(X ≥ x). If W is the metric, then the probability distribution of X
according to the normal distribution is given by
Pr(X ≥ x) = 1√
2π
∞∫
x−µ
σ
e
−z2
2 dz
Hence W (x) = xPr(X ≥ x). The metric takes the form
1√
2π
∞∫
x−µ
σ
e
−z2
2 dz
Let y = x−µσ . Therefore the metric W (x) is
W (x) =
x√
2π
∞∫
y
e
−z2
2 dz
For x = 0, we getW (x) = 0. For x > 0,W (x) > 0. For large x, we use the approximation
as in [Stallings, 2002]. That is
∞∫
x
e
−t2
2√
2π
dt ∼ e
−x2
2
x
√
2π
It follows thatW (x)→ 0 as x→∞. ThusW (x) does not display the monotonic property
and hence this distribution is not considered further.
Uniform Distribution
Consider a uniform distribution on [0, 1]. Let W (x) = x Pr(X ≥ x). If W is the metric,
then probability of X according to the uniform distribution is given by Pr(X ≥ x) = 1− x.
Then according to our metric x Pr(X ≥ x) = x(1 − x). As x increases from 0 to 12 , the
metric increases from 0 to 14 . As x increases from
1
2 to 1, the metric decreases from
1
4 to 0.
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If x Pr(X ≥ x) = A, there exist two possible values of x when 0 < A < 14 . Thus W (x) is
not monotonic and hence we do not consider this distribution further. This is very simple.
Hence it is doubtful whether this is a suitable metric.
Exponential Distribution
Consider the exponential distribution with parameter λ. Let W (x) = x Pr(x available).
Thus W (x) = x Pr(X ≥ x). Thus Pr(X ≥ x) = e−λx or Pr(X ≤ x) = 1 − e−λx where
λ > 0, x > 0. Our metric x Pr(X ≥ x) = x e−λx has a maximum at x = 1λ .
As x increases from 0 to λ−1, the metricW (x) increases from 0 to λ−1e−1. As x increases
from λ−1 to ∞, the metric W (x) decreases from λ−1e−1 to 0. A truncated exponential
distribution can also be considered. If we truncate at a point where bandwidth decreases,
then the metric becomes non monotonic and hence this distribution cannot be used.
For a right truncation done at u < λ−1e−1, then the exponential distribution is suitable
for our metric since it displays the desirable properties discussed above.
Pareto Distribution
Let W (x) = x Pr(x available). That is W (x) = x Pr(X ≥ x). If W is the metric, then
probability of X according to a special case of Pareto distribution is given y
Pr(X ≥ x) = W
x
This can be rewritten as
Pr(X ≤ x) = 1− W
x
Then according to our metric,
x Pr(X ≥ x) = x W
x
=W
This is a constant. Since bandwidth changes with respect to time and utilisation, this
distribution is not suitable for our metric. Also this is not monotonic. Hence this special
case of Pareto distribution is not considered further.
The Pareto distribution in a more general case is as follows. Consider a distribution
satisfying
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Pr(X ≥ x) = K
xa
For a > 1 and x > 1,
x Pr(X ≥ x) = x1−a K
This is monotonically decreasing and hence the Pareto distribution for a > 1 can be
considered for our metric since it has the desirable property of monotonicity. Also this
distribution is a realistic fit for traffic [Stallings, 2002].
Beta Distribution
We assume a standard Beta distribution on [0, 1] and that 0 ≤ X ≤ 1. Let W (x) =
x Pr(x available). That is W (x) = x Pr(X ≥ x). If W is the metric, then probability
of X according to Beta distribution is given by
Pr(X ≥ x) =
1∫
x
Γ(l +m)
Γ(l)Γ(m)
tl−1(1− t)m−1 dt
Then the metric W (x) is
W (x) = x
1∫
x
Γ(l +m)
Γ(l)Γ(m)
tl−1(1− t)m−1 dt
If x = 0, then W (x) = 0. For 0 < x < 1, W (x) > 0. For x = 1, then
W (1) = 1
1∫
1
Γ(l +m)
Γ(l)Γ(m)
tl−1(1− t)m−1 dt = 0
Hence, we do not consider the Beta distribution any further.
Poisson Distribution
Let W (k) = k Pr(k available). That is W (k) = k Pr(X ≥ k). If W is the metric, then the
probability distribution of X according to Poisson distribution is given by
Pr(X = k) =
λk e−λ
k!
where X takes on non-negative integer values k = x, x+ 1, x+ 2..., etc for λ > 0. Hence
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k Pr(X ≥ k) =
∞∑
l=k
k e−λλl
l!
≤
∞∑
l=k
e−λ λl−1 λ
(l − 1)!
This is equal to
λ e−λ
∞∑
l=k
λl−1
(l − 1)!
This is the tail sum. As k →∞, the tail sum tends to 0. Hence W (x) is not monotonic
and is not considered for our metric.
Out of the six distributions, normal distribution, beta distribution, uniform distribution
and Poisson distribution do not display the required characteristics and hence not considered
for our metric. The exponential distribution, when truncated at the right place is suitable
for our metric. Pareto distribution is most suitable for our metric.
5.3.4 The Proposed Probabilistic Path Selection Algorithms
The inaccurate data used in route computation leads to inefficient path selection. Under
heavy P2P traffic load, bandwidth fluctuates quickly but these changes are not reflected in
the SP node database for path computation. Therefore, the need for a dynamic, probabilistic
approximation of bandwidth is required to minimise the effect of inaccuracy. Here, we discuss
probabilistic algorithms that can increase the chances of better path selection, even when out-
of-date information is used for route computation. We have also learned from chapter 4 that
using a metric such as capacity-to-hop count ratio in path selection penalises paths by hop
count. This leads to a better path when compared to other existing techniques [Guerin and
Orda, 1999] and ultimately offers better download time and lower rejection rates. We adopt
the same approach here when we probabilistically select paths from inaccurate information.
We first propose a probabilistic approach that computes path from inaccurate information
and then provide an extension to the algorithm similar to SPCHQ.
Overview of the Approach
The available bandwidth on links in a network is subject to random variation. The advertised
available capacity is modelled as a random variable. Here, we define a metric that could
model the inaccuracy of state information. We propose a probabilistic metric that adapts
some ideas from [Apostolopoulos et al., 1999].
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Figure 5.4: A Four SP node network
We introduce a probabilistic metric that is defined as follows. A peer requiring x units
of capacity arrives at the source SP. Let the probability y that at least x units of capacity
are available on a link l be given by y = Pr(Cavl(l) ≥ x). The asymptotic relationship
Pr(Cavl(l) ≥ x) ∼ e−αx for large x and for some α > 0 follows from the Chernoff bounds
[Shwartz and weiss, 1995], provided that Cavl(l) has moments of all orders. Under these
conditions, we have logPr(Cavl(l) ≥ x) ∼ −αx for large x. Hence we propose the following
probabilistic metric.
M(x) = −logPr(Cavl(l) ≥ x)
This idea is similar to that of the MRP algorithm [Guerin and Orda, 1999], which takes
the maximum of the products of the probabilities of the available bandwidth along the links
of each path. The approach in [Guerin and Orda, 1999] takes the hop count metric with the
requirement of maximal available bandwidth. Our approach is similar to [Guerin et al., 1997],
but it uses hop count metric with the constraint of maximal value of −logPr(Cavl(l) ≥ x)
where x is the required bandwidth.
Links in a SP network are assumed to be independent. Hence the link metrics vary
independently. Given a value of the metric M(x), we want this to correspond to only one
value of x. Thus if x1 6= x2, then we need M(x1) 6= M(x2). Monotonicity of M(x) is a
simple requirement and is easy to implement. We show that our proposed metric fulfils this
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requirement by showing that it is monotonic.
Figure 5.4 depicts a simple four node, five links network. We focus on a source S and
destination D, and other nodes make up a network. There is no direct link between the
source node S and the destination node D. Each pair of nodes is connected with links. For
example, in Figure 5.4 the node S and node A is connected with a link (S − A). The link
state information, such as the advertised bandwidth are displayed on each link. On link
(S −A), the advertised bandwidth is 50 units. Using a probability distribution on a related
approach, probability that X or more units of advertised bandwidth can be obtained. Let
the probability that 50 or more units of bandwidth is available on the link is 0.7.
Using 5.4 we illustrate how the proposed probabilistic metric works. From source SP S to
destination C, three paths are identified namely S−A−B−D, S−A−D and S−B−D. The
probability on each link denotes the probability of x or more units of bandwidth are available
on that link. According to the MRP algorithm, it takes the product of the probabilities of
available bandwidth along each path. Hence, path S−A−B−D has probability 0.441, path
S − A −D has probability 0.63 and S − B − D has 0.81 probability. The MRP algorithm
chooses the higher of the product probabilities of the paths. The three paths are compared
and path S−B−D is selected since it has the highest product probability of 0.81. However,
according to our probabilistic algorithms, path S − A − B − D is selected since it has the
maximal available probable bandwidth per hop.
Theorem 2 The probabilistic metric M(x) = −logPr(Cavl(l) ≥ x) satisfies the monotonic-
ity property. If Cavl(l) is a continuous random variable, then M
′(x) is the hazard function
of Cavl(l).
Proof: Let F (x) = Pr(Cavl(l) < x). Then Pr(Cavl(l) ≥ x) = 1 − F (x). In general, we
have 0 ≥ Pr(Cavl(l) ≥ x) ≤ 1 and thus 0 ≤ −logPr(Cavl(l) ≥ x) ≤ ∞. It is clear that
−logPr(Cavl(l) ≥ x) is monotonically increasing.
In the special case that Cavl(l) is a continuous random variable, we let f(x) = F
′(x) be the
derivative of F (x). We differentiate M(x) with respect to x and findM ′(x) = f(x)1−F (x) = h(x),
where h(x) is the hazard rate [Karlin and Taylor, 1975]. Hence, our claim is proved.

Probabilistic Path Capacity Algorithm (PPC)
This algorithm is analogous to the modified Bellman-Ford algorithm as in RFC 2676 [Apos-
tolopoulos et al., 1998a]. The PPC algorithm uses the hop count metric with the requirement
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that −logPr(Cavl(l) ≥ x) is always maximal at each iteration of the RELAX module. There-
fore, we replace b(u, v) of the static capacity to hop count algorithm in the previous chapter
by −logPr(Cavl(l) ≥ x) in the function RELAX.
PPC Algorithm(G, s, b, h, x)
Start
for each SP (v ∈ v[G])
/* Initialise PH values, nodes and hop counters */
Do
B[v] = 0
h[v] = 0
B[s] =∞
for i← 1 to | V [G] | −1
/* Update PH values, nodes and hop counters */
Do
for each edge (u, v) ∈ E[G]
Do
RELAX(u, v, b, h, x)
End
FUNCTION REXAX(u, v, b, h, x)
if B[v] < min(B[u]× h[i],−logPr(Cavl(l) ≥ x))
/*Update available capacity */
if B[v] = min(B[u]× h[i],−logPr(Cavl(l) ≥ x))
h[v] = h[v] + 1
p[v]← u
return
The PPC algorithm computes the minimum value of −logPr(Cavl(l) ≥ x) on each link
along a path as the criterion for optimality. RELAX is the core module as this computes the
maximum of −logPr(Cavl(l) ≥ x) at each node.
The complexity of the algorithm is comparable to that of the Bellman-Ford algorithm.
The initialisation takes O(n) steps, each pass over the edges in the RELAX function takes
O(M) steps and the number of passes over the edges is at most H, the diameter of the graph.
Hence the complexity of the PPC algorithm is O(MH) = O(MN).
We use SP network as illustrated in Figure 5.4 to show how the proposed algorithm
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works. We initially set B[s] = ∞ and all other B[v] = 0. Also set h[v] = 0 for all v and
p[v] = NIL for all v. After the first pass through the edges, we have B[A] = 35, B[B] = 4.5
and B[D] = 0. We also have h[A] = h[B] = h[D] = 1. After the second pass through
the edges, there is no change for A, while B is updated to B[B] = 35 and B[D] = 9, with
h[A] = h[B] = h[D] = 2. The details for D are successively updated to B[D] = 27 and
h[D] = 3.
Theorem 3 The probabilistic path capacity (PPC) (G, s,B, h, x) algorithm applied to a
graph G = (V,E) with SP source s will produce a tree with minimal values of B[v] for
paths from s to every other SP v.
Proof: Firstly, we note that the algorithm picks acyclic paths. Indeed a path with a cycle
could be replaced by another path without that cycle, with a corresponding larger value of
B[v]. Thus optimal paths must be acyclic. Secondly, we note that each node has a unique
predecessor. This ensures that we obtain a tree of optimal paths.
The proof proceeds by induction on the hop count of the optimal path found so far. In
detail, we let Pv be the optimal path from SP s to v. Suppose that Pv has hop count h. Also,
we let Qv,h be the optimal path having no more than h hops from s to v, for h = 1, 2, . . . H.
To start the induction, we firstly consider the case h = 1. In this case, the SP v is adjacent
to s. When we run the algorithm, we have h[v] = 0 before visiting the edge (s, v). After we
apply RELAX to the edge (s, v), we have h[v] = 1. Of course, we have B[v] = b(s, v) and
this proves the theorem for h = 1.
Next, we assume that the result is true for all SPs u where there is an optimal path with
hop count h′ < h. Let v be a SP where there is an optimal path with hop count h and no
shorter path from s to v satisfies this requirement. We can write any path < s, v > in the
form << s, u >, (u, v) >, where < s, u > is a path with hop count h− 1 and (u, v) is an edge
connecting < s, v > to v. For such a SP u we already have a corresponding path < s, u >
with maximal B[u] among all paths with hop count less than h, by the induction hypothesis.
When we apply RELAX we will obtain an updated value of B[v]. The largest value of B[v]
will correspond to Qv,h, which is the optimal path from s to v having no more than h hops.
This will be the optimal path from s to v since there is already an optimal path from s to v
with no more than h hops. This completes the proof.

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Probabilistic Path Capacity to Hop Algorithm (PPCH)
The PPC is a simple and straight forward probabilistic approach that minimises the effect of
inaccuracy of network state information in the SP data base for route computation. However,
if the paths consists of larger hops, this simplistic PPC approach may not efficiently select
paths. To overcome this limitation, we penalise paths by hop count similar to SPCHQ
approach leading to better path selection. Therefore, we propose PPCH which is an extension
of PPC that uses probabilistic capacity to hop count ratio for path selection.
Here we focus on a variant of the single-source shortest path problem. We propose a
method of finding a path that maximises the ratio of available capacity to hop count described
in [Rajasekhar et al., 2002a]. The widest-shortest path approach of [Apostolopoulos et al.,
1999; Guerin et al., 1997] picks the widest path among all paths with minimum hop count
from source to all other nodes. The Bellman-Ford algorithm is adapted in the following
way. At the kth iteration, it identifies the maximal bandwidth paths from the source to each
destination among all paths having at most k hops. As explained earlier, our approach uses
available path capacity to hop count ratio as the criterion for selecting paths.
For any path P , we introduce a measure called available path capacity to hop count
ratio, denoted by PH, as the ratio of available capacity of any path P to the hop count of P .
Formally, PH is defined as equal to available capacity over hop count. Mathematically,
Cavl(P )
h(P )
The available capacity is denoted as Cavl, P is a path and h(P ) is the hop count for a
path P . The available capacity to hop count ratio is computed as follows:
Cavl(P ) = minl∈P (bavl(l))
The PPCH algorithm selects the paths from source SP to all other SPs in the P2P
network, whose value of PH for each SP is as large as possible. Paths satisfying this criterion
will be called optimal.
The PPC algorithm deals with random variation on the links, as available bandwidth
fluctuates. Specifically, we replace b(u,v)h , where h is the hop count, by
−logPr(Cavl(l)≥x)
h in the
function RELAX.
The PPCH algorithm uses the minimum of −logPr(Cavl(l)≥x)h(P ) for optimality. RELAX is
the core module as this computes −logPr(Cavl(l)≥x)h(P ) at each SP.
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PPCH Algorithm(G, s, b, h, x)
Start
for each SP (v ∈ v[G])
/* Initialise PH values, nodes and hop counters */
Do
B[v] = 0
h[v] = 0
B[s] =∞
for i← 1 to | V [G] | −1
/* Update PH values, nodes and hop counters */
Do
for each edge (u, v) ∈ E[G]
Do
RELAX(u, v, b, h, x)
End
FUNCTION REXAX(u, v, b, h, x)
if B[v] < minB[u]×h[u],−logPr(Cavl(l)≥x)(h[u]+1)
/*Update probabilistic available path capacity to hop count */
if B[v] = minB[u]×h[u],−logPr(Cavl(l)≥x)(h[u]+1)
h[v] = h[v] + 1
p[v]← u
return
The PPCH algorithm also takes O(n) steps for initialisation. Each pass over the edges
in the RELAX function takes O(M) steps. The number of passes over the edges is at most
H, which is the diameter of the graph. Hence the complexity of the PPCH algorithm is
O(MH) = O(MN) which is comparable to that of the Bellman-Ford algorithm.
We use Figure 5.4 to show how the proposed algorithm works. We initially set B[s] =∞
and all other B[v] = 0. Also set h[v] = 0 for all v and p[v] = NIL for all v. After the
first pass through the edges, we have B[A] = 35, B[B] = 4.5 and B[D] = 0. We also have
h[A] = h[B] = h[D] = 1. After the second pass through the edges, there is no change for A,
while B is updated to B[B] = 17.5 and h[B] = 2. The details for D are successively updated
to B[D] = 9 and h[D] = 2, followed by B[D] = 9 and h[D] = 3.
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Theorem 4 The probabilistic-path-capacity-to-hop (PPCH) (G, s,B, h, x) algorithm applied
to a graph G = (V,E) with source SP s will produce a tree with minimal values of B[v] for
paths from s to every SP v.
Proof: The proof is similar to Theorem 3. 
5.3.5 Experimental Results
To compare the proposed probabilistic routing algorithms, in this chapter we carried out
experiments similar to the ones in Chapter 4. To evaluate performance and scalability, a
network topology (shown in Figure 4.4) involving 15 SP nodes and 27 bi-directional full-
duplex links was implemented. Also, P2P file download requests between super-peer nodes
was generated to evaluate the performance of our PPCH algorithm with SPCHQ, Guerin’s
widest-shortest path, and shortest path algorithms. In our experiment, not only the network
topology but also the network traffic and metrics of interest are same as discussed in the
previous chapter.
First, we investigate the efficiency of the algorithms in terms of file download times of
the accepted requests. The algorithms select paths based on the requests demand for specific
amount of bandwidth. Depending on the network traffic load the quality of the paths may
vary. Also, under heavy load there is uncertainty involved with the data (i.e. available band-
width of links) used for route computation. In SPCHQ approach we assume that available
bandwidth between two SP nodes used in route computation is accurate and known in ad-
vance. In reality, data used for route selection might be out of date, but the SPCHQ does not
incorporate this. To encounter this problem, PPCH path selection algorithm incorporates
uncertainty and chooses paths probabilistically under adverse situations. Figure 5.5 shows
average file download times of files when 80% of the files are large, 20% of the files are small,
and load distribution is even. We had earlier seen in chapter 4 that in such a case SPCHQ
performs better than Guerin’s widest-shortest path, and shortest path algorithms. Here, as
expected, under uncertainty PPCH performs even better than SPCHQ since the available
bandwidth is probabilistically determined. We observe the same advantage of PPCH over
others in Figure 5.6 when the traffic consists of 100% large files only but the load distribu-
tion is uneven. Here, the degree of uncertainty is higher compared to the previous case. Not
surprisingly, performance of PPCH is significantly better than the rest.
Next, we compare the request blocking rates of the algorithms for even and uneven load
distribution with different traffic mix. Figures 5.7 and 5.8 demonstrate that request block-
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Figure 5.5: 80% Large Files and 20% Small Files - Even Load Distribution
ing rates with PPCH are marginally better than SPCHQ because of probabilistic selection
method of the paths. In fact, its slight advantage is only visible when the traffic load is high.
Due to the variation of traffic load the request blocking rates of PPCH are slightly better
when the load distribution is uneven as seen in Figures 5.9 and 5.10 where the traffic mix
are 55% large files, 45% small files and 80% large files, 20% small files respectively. We also
observe that small files do not have much of an impact on request blocking rates as they
consume small amount of bandwidth.
5.4 Probabilistic QoS Path Selection with Re-Routing
Network traffic, and as a result congestion, has increased as number of users and applications
has increased. Implementing QoS routing in congested networks is essential since IP routing
lacks predictable performance due to inaccuracy in the link state information. The existing
shortest path algorithms such as Dijkstra and Bellmen-Ford algorithms work well for best
effort traffic, but they fail to re-route P2P traffic when congestion occurs. Since under
heavy load the data used for route selection might be out of date, we have proposed path
selection algorithms in the previous section that incorporates uncertainty. However, these
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Figure 5.10: 80% Large Files and 20% Small Files - Uneven Load Distribution
and others [Guerin et al., 1997; Guerin and Orda, 1999] probabilistic algorithms lack re-
routing capabilities to avoid congested paths to minimise packet loss. To provide guaranteed
service to P2P traffic, re-routing of packets is essential. Therefore, in this section, we propose
a probabilistic QoS path selection algorithm that incorporates re-routing.
Due to rapid changes and congestion in the P2P network, existing algorithms [Guerin
et al., 1997; Guerin and Orda, 1999], and the probabilistic algorithms proposed in the previous
section may not guarantee better packet delivery as path selection is given more importance.
For example, the on-demand algorithm [Guerin et al., 1997] essentially performs a minimum
hop path computation on the pruned graph. This graph is generated by removing all edges
whose available bandwidth is less than that requested by the flow triggering the computation.
The pruning is performed during pre-processing step. After pruning, a modified Dijkstra
algorithm is used with bandwidth as the metric. At every step of routing, this modified
algorithm keeps the minimum hop count path only. When congestion occurs, this approach
fails at routing packets because it is based on best effort traffic. Therefore, in this section
we deal with path selection including re-routing when congestion occurs by enabling better
packet delivery. Our approach finds an alternate link when a congested link is encountered
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by using a probabilistic-based cost metric (for path selection) and level structure (for re-
routing). This metric uses the concept of tolerance level (i.e. the ratio of mean link bandwidth
over packet size) to obtain a QoS path. An extension of Dijkstra algorithm is proposed to
incorporate this metric. Dijkstra’s algorithm is used since, we intuitively anticipate minimal
computational overheads during dynamic changes in the network and also we have the overall
picture of the shortest paths from a given SP to all the other SPs in the P2P system.
When congestion occurs, based on the level-based graph we propose, re-routing of packet
traffic is performed. The level-based graph is generated from the original network by clus-
tering nodes into levels of a hierarchical data structure. Each level of this data structure
contains a set of nodes that are equi-distant to the source node. To find appropriate alter-
nate links when a congestion occurs, the level-based graph is used to re-route packets by
backtracking to upper levels.
The proposed probabilistic Dijkstra algorithm guarantees QoS packet delivery while in-
curring minimal additional computations due to dynamic changes in the network. The com-
plexity overhead of our algorithm is equal to a pre-processing step following by traditional
route path computation which is O(N2 log·M) where N is the number of links and M is the
nodes in a network. We demonstrate through a series of testing that the proposed approach
performs better than the existing solutions in terms of packet delivery, delay and hop count.
5.4.1 Overview of the Algorithm
The approach uses the existing Dijkstra algorithm (to include probable bandwidth cost met-
ric) and defines a level structure from origin to destination. To increase the certainty that
changes in network link state will not result in the loss of network packets, we attempt to
adapt such source-directed routing approach. While still utilising existing source node route
path computation algorithms (e.g. Dijkstra computed shortest path), we add a degree of
dynamism to the routing problem. These dynamic measures are used to recover a packet
from a congested link and attempt to find alternate non-congested paths from the point of
congestion. In addition, we attempt to incorporate stochastic considerations into the Dijkstra
algorithm [Rajasekhar et al., 2001a] incorporating the concept of link confidence (probability
that it can support a flow) into our existing metrics of bandwidth and cost.
Our cost metric estimates the probability of correctness of a link in addition to bandwidth
and cost. Thus it will favour links where the link-state information is known to be very current
due to a low router threshold. It indicates an estimate of the correctness of the information
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to the standard Dijkstra algorithm. Most Reliable Path (MRP) [Guerin and Orda, 1999]
considers only the bandwidth, possibly choosing links with the largest known bandwidth
according to the last link state update. If this information is incorrect due to a router with
a high tolerance for bandwidth variation, the MRP algorithm will designate the safest path
based on a network that may differ greatly from that expected. Hence, packets will be sent
on a safe path that will inevitably turn out to be inadequate.
The graph G = (V,E) represents an autonomous domain where V is the set of vertices
(SPs in our representation) and E is the set of m edges (links connecting the SPs). We use
the same notations and terminologies as described in section 5.3.1.
Let PG be the Dijkstra nominated path existing between any two distinct SPs of G,
PG =
{
P
(
vj, vk
)
| vj, vk ∈ V, vj 6= vk,min
∑
l∈p
C
(
vj, vk
)}
We recursively define a level structure with S1 = root, Sn = (nodes of level) ≤ n. A node
k is said to be in level n+ 1 if the following conditions are satisfied.
• k ∋ Sn
• There exists a SP node j in Sn such that k can be reachable from j in one hop
Using this level structure, we define our source SP node (entry point of new traffic to
G) as SP node S1. Thus, we characterise the shortest path routing problem as finding
a path through the level tree from the root SP node to any given destination SP node
Sdest, Sdest 6= S1. All nodes in Sn are assumed to have sufficient computational processing
capabilities to handle any given offered traffic load. Thus, congestion will only arise due to
insufficient link bandwidth between SPs for a flow Tsize(Tsize < B
li
avl) from P2P flows. This
situation may occur at any time during transmission of the packet.
Dijkstra based on Probable Bandwidth Cost Metric
We use the well-known and implemented standard shortest path Dijkstra routing algorithms.
We propose variations of this algorithm to incorporate measures of delivery confidence (or
QoS). We also attempt to incorporate considerations of bandwidth as a metric distinct from
cost. Thus, our routing problem now becomes one of ensuring highest required bandwidth,
whilst still ensuring minimum cost.
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Avoiding large implementation changes we attempt to minimize the impact upon imple-
menting QoS measures to the existing routing policies. Thus, rather than actually changing
the fundamental routing algorithms, we will work on increasing the intelligence of existing
implementations through reworking the metric upon the shortest paths are calculated. We
propose weighting the advertised value of link bandwidths with respect to the certainty that
they are accurate, and then calculating a composite value that also considers the link-state
advertised link cost value. This may be done with a simple, linear complexity, pre-processing
step at the source SP node S1, or incorporated into the link-state update protocol to dis-
tribute the computational overhead. The metric, termed Probable Bandwidth is defined
across any network link Sl ∈ E, i = 0, ...,m as:
Probable BandwidthB(li) = Bavl(li)× P (Bandwidth As Adevertised)
The probability of correct advertised bandwidths varies significantly and thus charac-
terizes a random variable within constraints imposed by the link-state update triggering
mechanism of the advertising node Sn. We will consider only threshold based triggering
mechanisms, defining the accuracy of current link state information to be proportional to:
a) the distance of the link from the source n, b) the accuracy of the last link state update
(threshold setting) and c) our tolerance for the bandwidth variation (with respect to our
incoming message size). Thus, we define:
P (Bandwidth As Adevertised) =
Tolerance Level
n×Update Threshold
The link state information is inaccurate and has to be updated reasonably frequently. A
P2P network’s SP node triggers link state updates if the bandwidth fluctuates. If the update
frequency is low, this leads to more inaccuracy of link state information. On the other hand,
if the update frequency is high, computational overhead increases. Therefore a trade-off is
desired. The desired trade-off should be in terms of minimal updates and more accurate
information. We have to decide how frequently we update. At a certain constant threshold
value the link state information is updated and is defined as Update Threshold. As defined
in [Apostolopoulos et al., 1998b] this is characterised by a constant threshold value (th). At
any given node the update threshold is triggered if the ratio of the difference between the
last advertised value of available bandwidth for a link and the current available bandwidth
of the link over last advertised value of available bandwidth is greater than th. That is
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UT =
|Badv(li)−Bavl(li)|
Badv(li)
> th,where(Badv(li) ≥ Bavl(li))
For example, the available bandwidth on the link (S −A) is 50 units of bandwidth. The
is the current available bandwidth. If the last advertised bandwidth on the link was say 70
units of bandwidth. A constant threshold of say 0.2 is defined. Accordingly 70−5070 is 0.28
which is greater than the threshold. Hence an update is triggered.
The tolerance level is our confidence that the available bandwidth will not change such
that our flow will be dropped. We propose defining this term according to the size (Tsize) of
our incoming flow with respect to the average available network bandwidth capacity. Large
flows will be greater or equal to the average bandwidth, and will be penalized because they
are more susceptible to P2P network congestion fluctuations. Tolerance will be defined within
the range [0, 1] as:
P (Tolerance Level) =
Mean Link Bandwidth Across Network
Tsize
=
∑m
i=0Bavl(li)
m× Tsize
Using this definition of Probable Bandwidth, we define a composite metric Probable Band-
width Cost:
P (Probable Bandwidth Cost) = PBC(li)
=
C(li)× factor
Probable Bandwidth
=
C(li)× n×Update Threshold× factor
Bavl(li)× Tolerance Level
=
C(li)× n×Update Threshold× Tsize × factor
Bavl(li)×Mean Link Bandwidth Across Network
By allowing our factor to be equal to the mean link bandwidth across the network, the
definition is simplified such that our tolerance level is no longer considered:
PBC =
C(li)× n×Update Threshold× Tsize
B(li)
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This metric is used as a cost factor in the Dijkstra algorithm, allowing determination
of least cost paths with maximum chance of having sufficient bandwidth to support the
incoming packet. Thus, whilst packet loss is still possible, it is much less likely. This approach
is simple to compute, incorporates stochastic measures to routing algorithms and allows the
utilization of existing routing implementations. Its scalability is limited due to the linear
pre-processing step required to determine the PBC of every link. However, as described
above, this overhead may be distributed across the entire network by altering the link-state
update protocol. In summary, this approach attempts to improve the chances of existing
routing policies guaranteeing packet delivery with minimal disruption to existing services.
5.4.2 Simulation and Results
To implement and examine the performance of our PBC we have developed an event driven
simulator to provide support for SP based QoS routing over any user defined network topol-
ogy. The simulator is used to determine end-to-end delays and packet delivery ratios over
a single network with respect to overall network load and congestion. In addition, the sim-
ulator implements inaccuracy of information and a link-state update protocol. To evaluate
scalability, two network topologies were implemented. The first one was comparatively small,
involving around 15 nodes and 27 bi-directional full-duplex links as shown in 4.4. The second
topology was much larger, containing 27 nodes and 94 bi-directional full-duplex links.
To minimize topology based factors, we maintain constant packet source and destination
points at SP nodes 1 and 15 respectively. We simulate a constant bit rate packet flow be-
tween these points with intensity of 0.5 Erlang. Additional constant bit rate traffic will be
introduced on two network links in the network for various degrees of intensity, thereby intro-
ducing background congestion to our study. We examine the transmission delay experienced
by the packet flow as well as the percentage of packet loss to determine the effectiveness of our
proposed algorithm. We compared PBC algorithm against three main existing and related
routing protocols. These were pure IP, source node pruned Dijkstra [Apostolopoulos et al.,
1999], Most Reliable Path (MRP) algorithm [Guerin and Orda, 1999]. Each algorithm was
evaluated according to its certainty of packet delivery, and end-to-end propagation time. In
addition, analytical comparison was used to determine the relative computational overheads
incurred through each proposal.
We evaluate the effectiveness of the PBC algorithm. This is done through comparison
of the three existing routing protocols described above. Figures 5.11, 5.12 and Figures
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Figure 5.11: Packet Delivery Ratio For Small P2P Network
5.13, 5.14 show the delivery ratio and propagation delay experienced by each protocol relative
to changes in network congestion for both topology sizes. The PBC protocol consistently
delivers greater packet delivery rates with lower propagation delay than both the pure IP
existing model and the pruned Dijkstra method, but is seemingly less effective than the MRP
algorithm. This is due to its ability to adapt to the changing link-state information supplied,
and due to its consideration of bandwidth as a fundamental metric. The PBC protocol is
also able to anticipate links that are likely to change state such that they will not support
the incoming flow (through the inclusion of link-state update triggering information).
We can also observe that there is little topology dependence inherent in any one of
the four algorithms, so scalability is not difficult when it comes to delivery guarantees and
packet delay. However, it must be noted that the success of the MRP algorithm, whilst
maintaining the most successful delivery ratio, is mostly due to our method of congestion
whereby arbitrary links are congested. Thus, MRP detects the congestion on these links and
chooses a path that will bypass the links, therefore passing through the remainder of the
network which is non-congested.
Due to the congestion of arbitrary links, the traffic model is smoother than found in
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Figure 5.12: Packet Delivery Ratio For USA Network
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Figure 5.13: Packet Propagation Delay For Small P2P Network
133 (December 7, 2007)
CHAPTER 5. PROBABILISTIC ROUTING ALGORITHMS
 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  2  4  6  8  10
Ti
m
e
Congestion (Erlang)
Shortest Path
Widest Shortest Path
Pruned Dijkstra
PBC
Figure 5.14: Packet Propagation Delay for USA Network
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Figure 5.15: Hop Count for Small P2P Network
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Figure 5.16: Hop Count for USA Network
practice. Thus, the MRP algorithm merely avoids the congested spots in the P2P network,
giving higher delivery rates to traffic flows. In a more practical rough traffic model, there
would be significantly higher packet loss from the MRP method as link-state information
would vary rapidly and thus include greater degrees of information inaccuracy. Also, the
MRP method does not place any minimum bound upon the cost of the path, thus sub-
optimal paths are being chosen. Indeed, observing Figures 5.15 5.16, we see that whereas
most algorithms maintain low hop count paths through the network, MRP delivers paths
that are substantially longer. This is problematic as it increases the likelihood of changing
network conditions will result in packet loss, or exorbitant packet delay, if a rough traffic
model is assumed.
As a result, the PBC algorithm is selected as the best QoS enabling source directed
algorithm, delivering very high delivery ratios with low delay and minimized path hop counts.
In addition, this algorithm can be utilized with negligible additional computational overhead
upon the source node from the pure IP traffic existing case. We propose, that the PBC
metric be transmitted and computed in a distributed fashion as part of a link-state update
policy. Thus, the existing routing methodologies remain unchanged with only link state
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methodologies requiring change.
Of the four source directed non-intermediate node path re-computation algorithms ex-
amined, the widest path possible (MRP) performed significantly better for all levels of con-
gestion. Indeed, if we assume that our concept of link cost is limited to the inversion of the
link bandwidth, then this algorithm will also deliver the least cost network path. However,
this relationship is no longer necessarily true. With modern service applications link cost has
begun to attain separate definitions such as financial. Thus, in future applications the MRP
will select sub-optimal routes, but with the greatest bandwidth. In our simulation model
we considered a kind of smooth traffic pattern whereby we only congested arbitrarily chosen
links in the network. This left the remainder of the network non-congested.
The MRP algorithm simply bypasses the congested hotspots, delivering a near 100%
packet guarantee and very low propagation delay but also substantially higher path hop
counts. In the Internets bursty traffic model, each network link can change substantially
in bandwidth rapidly, meaning that links selected according to MRP can no longer support
routed traffic. This is especially evident considering the lack of statistical information incor-
porated into the MRP methodology. For example, the MRP algorithm takes no consideration
of the previous state of the link. Based upon these shortcomings it is proposed that the MRP
algorithm, whilst excellent in theory, is inappropriate for use in modern Internet services such
as P2P applications. The next best solution, the PBC solution is therefore chosen as the
most flexible and best performing source directed algorithm proposal to date.
5.5 Probabilities of Path Selection
In sections 5.3 and 5.4, we stress the task of finding a path capable of accommodating a new
request when network information used for route computation is inaccurate. We find that
probability of finding a good path is very much dependent on the accuracy of information on
the network resources - the available bandwidth or delay of links on a given path in a P2P
network. To deal with inaccuracy both Guerin and our approaches propose suitable solutions.
We have found in the previous sections, our approaches perform better than Guerin’s most
reliable path (MRP) approach. However, in our approaches, a certain probability y is assigned
to a link, such that the probability that x or more units of bandwidth is available on that link
is y. Therefore, estimating y accurately is an important task which should be incorporated in
path selection algorithm. In this section we propose a histogram based technique for selecting
paths between SPs, that takes into account the frequencies of different shortest paths (which
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is an approximation of y) in the P2P system.
QoS routing enables a network to identify paths for any new flow with adequate resources
to meet the flows requirements, typically bandwidth or end-to-end delay guarantees. It is
expensive to frequently update state information specifying resource availability and hence
these updates may only take place infrequently or imprecisely by aggregating network states.
Ideally, given complete knowledge of network status at all times one could simply use the
Dijkstra or Bellman-Ford algorithm to calculate the shortest path (least cost), given additive
metrics, such as delay. In the case of available bandwidth a number of modifications such as
widest-shortest paths have been proposed. See [Apostolopoulos et al., 1999; 1998a; Guerin
and Orda, 1999; 2002; Guerin et al., 1997] for more details. Wang and Crowcroft [1992]
discuss QoS routing with special regard to complexity analysis. They consider the choice of
a shortest-widest path to achieve hop-by-hop routing when it is important to use available
bandwidth as a criterion for routing traffic. In the case of delay the metric will be additive.
In the case of available bandwidth, Wang and Crowcroft [1992] call the metric concave since
it is obtained by taking the minimum over the constituent links of a path. We refer to the
link metrics as costs. The choice of a shortest path from source SP to destination SP clearly
depends on the values of the link costs. We give examples to show that the choice of link cost
distribution strongly influences the probability of a given path being selected as the shortest
path. As the exact formulae are too complex for practical use, we give a simplified regression
model as an approximation for these path selection probabilities. These regression based
models can help predict approximately what the distribution of various paths will look like.
We have developed a program to simulate stochastic variation of the link costs, using a
range of possible distributions for the link costs [Rajasekhar et al., 2002b]. The program
is used to simulate the choice of a shortest path, according to the random path cost. Over
a large number of trials, statistics are gathered on the frequency of path selections. This
yields a table of frequencies of occurrence of every path that is selected at least once in the
simulation. These simulations are valuable for estimating the probability distribution of the
possible paths that could be selected using a shortest path algorithm. We propose a scheme
for selecting paths between SPs that takes into account the frequencies of different shortest
path according to the value of the path metric.
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5.5.1 The Basic Results
Let us consider a network with N nodes and M links. We consider the task of choosing a
route from a source SP s to destination SP d. Let n be the number of paths allowed to be
choosen as a route s to d. We label these n paths P1, ..., Pn. We denote the cost of the path
Pi by Ci = C(Pi). Without loss of generality we can rank thse paths in order of their mean
path costs µi = E(Ci), so that µi ≤· · ·≤ µn. Let path Pi have link cost distribution Fi(t)
with associated density function fi(t), i.e. fi(t) = F
′
i (t) for i = 1, ..., n. These notations will
enable us to write down the probability of selecting path Pi for i = 1, ..., n.
We show how to obtain results on probabilities for maxima and minima of several random
variables X1, ...,Xn. We shall always assume that they are pairwise independent. To obtain
the probability distribution of the maximum of n random variables X1, ...,Xn is straightfor-
ward. Indeed we have
Pr(max(X1, ...,Xn) ≤ t) = Pr(X1 ≤ t)· · ·Pr(Xn ≤ t)
= F1(t)· · ·Fn(t)
Similarly we have
Pr(max(X1, ...,Xn) ≤ t) = 1− Pr(min(X1, ...,Xn > t)
= 1− Pr(X1 > t)· · ·Pr(Xn > t)
= (1− F1(t))· · · (1 − Fn(t))
We obtain the probability that the maximum or minimum of n random variables equals
a given random variable Xi. Write Y = max(X1, ...,Xn) and Z = min(X1, ...,Xn). Let ℜ
denote the set of real numbers. The event (Y = Xi) can be written in the form
(Y = Xi) =
⋃
t∈ℜ
(ω : Xi(ω) = t&Xj(ω) ≤ t, j 6= i)
and hence its probability is
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Pr(Y = Xi) =
∫
ℜ
Pr(ω : Xi(ω) = t&Xj(ω) ≤ t, j 6= i)dt
=
∫
ℜ
F1(t)· · ·Fi−1(t)fi(t)Fi+1(t)· · ·Fn(t)dt
Similarly, the event (Z = Xi) can be written in the form
(Z = Xi) =
⋃
t∈ℜ
(ω : Xi(ω) = t&Xj(ω) > t, j 6= i)
and hence its probability pi is
Pr(Z = Xi) =
∫
ℜ
Pr(ω : Xi(ω) = t&Xj(ω) > t, j 6= i)dt
=
∫
ℜ
(1− F1(t))· · · (1 − Fi−1(t))fi(t)(1− Fi+1(t))· · · (1 − Fn(t))dt
In the path Pi has the distribution function, Fi(t) the probability that it will be chosen
is given by pi as expressed above. This is a satisfying theoretical result. However it does not
lend itself well to explicit evaluation as the integrand is rather complex.
5.5.2 Link Metrics
Two types of link metric, additive or concave, are considered in our work. Let P be a path
with hop count k and links l1, l2, ..., lk . We write P = (l1, l2, ..., lk). We assume that the link
metrics are independent. An additive link metric C satisfies
C(P ) =
k∑
i=1
C(li)
whereas a concave link metric satisfies
C(P ) = min
i∈P
C(li)
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As the simulation progresses we obtain a range of paths selected according to the random
choices of the link metrics. Let the possible paths be
P1 = (l1,1, ..., l1,k1)
P2 = (l2,1, ..., l2,k2)
...
Pn = (ln,1, ..., ln,kn)
The cost of link li,j will be denoted by Ci,j = C(li, j). The cost of the i
th path will be
denoted by Ci with distribution function Fi(x). Let the distribution function of Ci,j be Fi,j
with density function fi,j. We now distinguish the two cases described above, since the path
cost metrics will have a different form for each case.
It is useful to have an approximate method of calculating the pi from our knowledge of
the variances, squared coefficients of variation and the number of alternate paths. To this
end we seek a regression model in terms of the model simulations.
Additive Case
In this case, the path cost metrics are of the form Ci = Ci,1 + · · · + Ci,ki . The mean and
variance are given by E(Ci) = E(Ci,1) + · · · + E(Ci,hi) and var(Ci) = var(Ci,1) + · · · +
var(Ci,hi). This is just the distribution of sums of random variables. To this end, we use
the convolution of two random variables X1,X2 with distribution function G1(x), G2(x) and
densities g1(x), g2(x) respectively. The convolution H(x) = G1(x)×G2(x) is the distribution
function of X1 + x2 [Feller, 1970; Moran, 1984]. We obtain
H(z) =
∫
x+y≤z
dG1(x)dG2(y)
=
∫ ∞
−∞
G1(z − x)dG2(x)
=
∫ ∞
−∞
G2(z − x)dG1(x)
The density h(x) = g1(x)× g2(x) is given by
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H(z) =
∫ ∞
−∞
f1(z − x)f2(x)dx
=
∫ ∞
−∞
f2(z − x)f1(x)dx
In general, we get the distribution of Ci using the formula Fi = Fi,1 × · · · × Fi,ki .
The distribution of
C = min
i
Ci
is given by
Pr(C ≤ t) = 1− Pr(min(C1, ..., Cn > t)
= 1− Pr(C1 > t)· · ·Pr(Cn > t)
= 1− (1− F1(t))· · · (1 − Fn(t))
The probability that C = Ci is found according to the methods described earlier. This
approach can also be applied to the variance and squared coefficients of variation of delay. For
the variance we should minimise the sums S2i = (Ci,1−ECi,1)2 + · · ·+ (Ci,ni −ECi,ki)2 over
all possible paths where the E symbol refers to the expected values of Ci,j. The probability
distributions of S2i and S
2 = miniS
2
i can be found starting from the observation that
Pr((Ci,j − ECi,j)2 ≤ t) = Pr(| (Ci,j − ECi,j) |) ≤
√
t
= Pr(Ci,j − ECi,j) ≤
√
t− ECi,j) ≤ −
√
t
Hence we can obtain the distribution of S2 = S2i . Similar considerations can be used for
the squared coefficients of variation of delay.
Concave Case
In this case, the path cost metrics are of the form
Ci = min
j
Ci,j
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This is just the distribution of the minimum of a collection of random variables. We
note the mean and variance of Ci are not expressible as the sum of the respective means
and variances of the Ci,j. Complex formulae are available but are not useful. However,
we can treat Ci as being very roughly a multiple of the sum of the Ci,j and hence we can
roughly approximate the mean and variance of Ci via E(Ci) = βµ¯ and var(Ci) = β
2σ¯2 where
0 < β < 1. Moreover we have
Pr(Ci ≤ t) = 1− Pr(min(C1, ..., Cki > t)
= 1− Pr(X1 > t)· · ·Pr(Xki > t)
= 1− (1− F1(t))· · · (1 − Fki(t))
The probability that C = Ci is found according to the methods described earlier. However
we cannot use a standard Dijkstra or Bellman-Ford algorithm for this metric since it is not
additive. Apostolopoulos et al. [1998a] have described a modified version of the Bellman-
Ford algorithm, which identifies paths with maximal bandwidth having at most h hops at
the hth iteration. Guerin and Orda [1999] have proposed MRP algorithm.
Our results from 5.5.1 imply that this product is precisely the probability that the path
P can accommodate a flow requiring w units of bandwidth. This can be transformed to an
additive path length problem with metric wl where wl = −logpl. The Dijkstra or Bellman-
Ford algorithm may be then used to find this path.
5.5.3 Possible Regression Models
In seeking a regression model, we have to make certain approximations. In addition, we need
to ensure that the models are scale invariant in the following sense. Let us suppose that
we are given a network with m links. The jth link is assumed to have link metric Cj , for
j = 1, ...,m. It is clear that the probability pi of selecting the i
th path from SP s to SP d for
i = 1, ..., n depends only on the link metric λCj for j = 1, ...,m. Clearly pi is not affected by
this change in the link metric scales. It follows that the model for pi should be independent
of the scale used for the link metrics. We give heuristic arguments for a possible model for
both cases.
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Additive Metric Model
This approach relies on some results on extreme value distributions. Galambos [1987] has
given a detailed account of this subject. We shall only need the main results on the asymptotic
form of these distributions. Let H(x) and L(x) denote, respectively, the distributions of the
maximum Zn and minimum Wn of a collection of random variables X1, ...,Xn, say. For a
standard normal random variable the results take the following forms. There are normalising
constants an, bn such that
lim
n→∞
Pr(Zn < an + bnx) = H(x) = e
−e−x ,−∞ < x <∞
Similarly there are normalising constants cn, dn such that
lim
n→∞
Pr(Wn < cn + dnx) = L(x) = 1− e−e−x ,−∞ < x <∞
It is shown in Galambous [] that one can take
an = (2logn)
1
2 −
1
2(loglogn + log4π)
(2logn)
1
2
bn = (2logn)
− 1
2
In addition, we can take Cn = −an and dn = bn. Thus we obtain the approximations
Pr(Zn < x) ≈ exp(−e−x− an
bn
)
Pr(Wn < x) ≈ 1− exp(−e−x− cn
dn
)
We can use the central limit theorem to approximate the distributions of C1, ..., Cn.
Thus the distribution of Ci is approximately N(µi, σ
2
i ), say for some µi > 0 and some σ
2
i .
However, this is not a standard normal distribution. Worse still, C1, ..., Cn are not identically
distributed. Hence we use the following device. Recall that the probability distribution of
Wn has the form
Pr(Wn > x) = (1− F1(x)) · · · (1− Fn(x))
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where Fi(x) = Pr(Xi ≤ x). Hence we try a d.f. H(x) such that [1 − H(x)]n = (1 −
F1(x)) · · · (1 − Fn(x)). It is not necessary to calculate the moments of H(x) in terms of
F1(x), ..., Fn(x). Instead we set
µ¯ =
1
n
n∑
i=1
µi
σ¯2 =
1
n
n∑
i=1
σ2i
We use normal distribution with mean µ¯ and variance σ¯2 as an aproximation to H(x). If
X ∼ N(µ¯, σ¯2) then
Y =
X − µ¯
σ¯
∼ N(0, 1)
Substituting gives the approximation
Pr(Wn < y) ≤ 1− exp(−e
y−µ¯−cnσ¯
dnσ¯ )
Using our formula for the d.f of the minimum, we obtain the approximation
pi ≈
∫ ∞
−∞
exp(−e y−µ¯−cnσ¯dnσ¯ )
exp( (y−µi)
2
2σ2i
)
√
2πσi
dy
Making the substitution w = y−µiσi leads to
pi ≈
∫ ∞
−∞
exp(−e
σiw+µi−µ¯−cnσ¯
dnσ¯ )
e−w
2
2√
2π
dw
Most of the probability mass will lie in the range −2 < w < 2. Using the mean value
theorem, we obtain the approximation
pi ≈ exp(−e
µi−µ¯+σiC−cnσ¯
dnσ¯ )
∫ 2
−2
e−w
2
2√
2π
dw
for some constant C. Taking logarithms we obtain
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logpi ≈ log0.95 − exp(µi − µ¯+ σiC − cnσ¯
dnσ¯
)
Neglecting the constant we get the complementary log-log form
log(−logpi) ≈ µi − µ¯+ σiC − cnσ¯
dnσ¯
The result is obviously in scale invariant form and applies to any choice of the normalising
constants cn and dn. In the case of a normal distribution, this leads to the regression model
log(−logpi) = A+Blogn+ Cµi
σ¯
√
logn+D
σi
σ¯
√
logn+ E
µ¯
σ¯
√
logn + ǫi, Eǫi = 0, Eǫ
2
i <∞
where A,B,C,D and E are slope parameters to be determined and ǫi is random error.
Other terms are already known. This model has the virtue of being relatively insensitive to
the value (n) of the number of possible paths.
Concave Metric Model
We shall consider the case where the probability mass is concentrated on a finite range.
Again we use results on extreme value distributions from Galambos [1987]. We can use the
central limit theorem to approximate the distributions C1, ...Cn. Thus the distribution of Ci
is approximately N(µ, σ2i ), say for some µi > 0 and some σ
2
i . However, this is not a standard
normal distribution. Worse still, C1, ...Cn are not identically distributed. In analogy to the
additive case we use the following device. Recall that the probability distribution of Zn has
the form Pr(Zn ≤ x) = F1(x) · · ·Fn(x) where Fi(x) = Pr(Xi ≤ x). Hence we try a d.f H(x)
such that [H(x)]n = F1(x) · · ·Fn(x). In general it is difficult to calculate the moments of
H(x) in terms of F1(x), ..., Fn(x). We try setting
µ¯ =
1
n
n∑
i=1
µi
σ¯2 =
1
n
n∑
i=1
σ2i
We use a normal distribution with mean µ¯ and variance σ¯2 as an approximation to H(x).
If X ∼ N(µ¯, σ¯2) then
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Y =
X − µ¯
σ¯
∼ N(0, 1)
Substituting
x =
y − µ¯
σ¯
gives the approximation
Pr(Zn ≤ y) ≤ exp(−e− y − µ¯− anσ¯
bnσ¯
)
Hence we get the approximation
pi ≈
∫ ∞
−∞
exp(−ex−µ¯−anσ¯bnσ¯ )
exp(− (x−µi)2
2σ2i
)
√
2πσi
dx
Making the substitution y = x−µiσi leads to
pi ≈
∫ ∞
−∞
exp(−e
σiy+µi−µ¯−anσ¯
bnσ¯ )
e−y
2
2√
2π
dy
Most of the probability mass will lie in the range −2 < y < 2. Using the mean value
theorem, we obtain the approximation
pi ≈ exp(−e
µi−µ¯+σiA−anσ¯
bnσ¯ )
∫ 2
−2
e−y
2
2√
2π
dy
for some constant A. Taking logarithms we obtain
logpi ≈ log0.95 + exp(−µi − µ¯+ σiA− anσ¯
bnσ¯
)
Neglecting the constant we get the complemntary log-log form
log(−logpi) ≈ µi − µ¯+ σiA− anσ¯
bnσ¯
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This leads to the regression model
log(−logpi) = A+Blogn+ Cµi
σ¯
√
logn+D
σi
σ¯
√
logn+ E
µ¯
σ¯
√
logn + ǫi, Eǫi = 0, Eǫ
2
i <∞
where A,B,C,D and E are slope parameters to be determined and ǫi is random error.
Other terms are already known. This model has the virtue of being relatively insensitive to
the value (n) of the number of possible paths.
The real advantage from these models is that we will have a heuristic method of predicting
approximately what the distribution of various paths will look like. It will not be necessary
to run a simulation if the regression model provides reasonably accurate predictions.
5.5.4 Discussion
We describe some empirical results for delay based metrics from our simulations. The dis-
tributions considered in our work were scaled versions of the uniform distribution on [0, 1]
and three scaled versions of a beta distribution ([a, b] = [2, 2], [a, b] = [5, 1.5], [a, b] = [1.5, 5]).
These were applied to the P2P network with 15 SP nodes which were interconnected with 28
links as shown in Figure 4.4. It is clear that the shortest paths depend on the distribution of
the link metric. It would be useful to have an approximate method of calculating the pi from
our knowledge of the variances, squared coefficients of variation and the number of alternate
paths. In the example the source SP node is 1 and the destination SP node is 15. Thus we
seek regression model in terms of the model simulations. First of all, we can ensure that the
models are scale invariant so that the model does not depend on the units of measurement.
An application of extreme value theory can suggest some plausible models. Here is a possible
regression model for the delay case.
logpi = A+Blogn+C
µi
σ¯
√
logn+D
σi
σ¯
√
logn+ E
µ¯
σ¯
√
logn + ǫi, Eǫi = 0, Eǫ
2
i <∞
Here we have defined
µ¯ =
1
r
r∑
i=1
µi
σ¯2 =
1
r
r∑
i=1
σ2i
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where µi and σ
2
i are the mean and variance respectively of the i
th path and ǫi is an error term.
We have fitted a simple regression model of the following form. Using the beta distribution
with shape parameters [a, b] = [1.5, 5], for the P2P network we have fitted the model
−logpi = 2.71647 − 0.01µi + 0.005167σi + ǫi
We have developed a program to simulate stochastic variation of the link costs, using a
range of possible distributions for the link costs. The program is used to simulate the choice
of a shortest path, according to the random path cost. Over a large run of trials, statistics
are gathered on the frequency of path selections. The output is a table of the frequency of
the occurrence of each path that is selected at least once in the simulation. These results
can also be displayed in the form of a histogram and can also be applied to bandwidth based
metrics. This observation can now lead to a new routing scheme as discussed below.
This discussion applies to additive metrics. Assume that we already know the histogram,
for the frequency of shortest paths. This will usually be obtained from traffic measurements,
in which information on available bandwidth and packet delays is collected. This histogram
will only be an estimate of the true distribution but a large sample will give an adequate
approximation for traffic engineering purposes.
Let the empirical probabilities of these r paths P1, · · · , Pr be pˆ1, · · · pˆr respectively.
Clearly we have pˆ1 + · · · + pˆr = 1. Define Q1 = pˆ1 and Qj = Qj−1 + pˆj for 2 ≤ j ≤ r.
We apply the following rule to incoming micro flows. For every arrival we generate a random
number from a uniform distribution on [0, 1], say u. We assign this call to path j where
Qj−1 < u ≤ Qj. Hence the route chosen for the flow is determined by a random number
chosen. Clearly the distribution of paths used will match the histogram in the long run.
5.6 Conclusion
At any given time, the available bandwidth between SPs in a P2P network is not precisely
known. It is always estimated with a certain probability, that a-priori information is available
for computation. Hence there is an amount of uncertainty involved. Managing bandwidth
for P2P network applications under uncertainty is a very challenging research issue. In this
chapter, firstly we have defined a probabilistic metric that can model the inaccuracy of net-
work state information. Secondly, we have proposed several algorithms that not only selects
paths efficiently under uncertainty, but can also re-route certain paths under congestion.
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Lastly, an analytical model is presented to compute the probabilities of path selection using
regression models.
We found that the probabilistic algorithm PPCH emerged as a best option when compared
to existing routing approaches. Both average file download times and request blocking rates
are lower than SPCHQ, widest shortest path and shortest path algorithms for both even
and uneven traffic load distribution. In the case of PBC (Probable Bandwidth Cost) - a
probabilistic QoS path selection with re-routing algorithm - we find that the percentage of
packet delivery ratios are greater than pruned Dijkstra, widest shortest path and shortest
path algorithms in congested P2P networks. The propagation delay with PBC is also small
when compared to other routing approaches. We also compute the probabilities of path
selection using regression models which helps us derive a histogram of various QoS paths,
ultimately leading to a heuristic algorithm for accurate path selection.
Thus far, several QoS routing algorithms proposed in this chapter and the previous one,
finds the best location (best path) for a file request. If a popular file is stored in a particular
SP, it may receive large number of hits which will not only generate load on the SP, but
the download quality will also deteriorate. To address this problem, proper load sharing is
necessary. In the next chapter we address these issues.
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Load Sharing using Replication
Strategies
The P2P architecture discussed in Chapter 3 provides QoS support for the next generation
information sharing applications. Chapters 4 and 5 provide algorithms to route data files
between peers in a super-peer (SP) overlay network. One of the most important aspects of
these P2P systems is to provide high reliability. The challenges faced by P2P systems are the
presence of non-uniform data distribution and dynamic network conditions. These factors
cause performance degradation and makes the users suffer.
Therefore, this chapter addresses the problem of load sharing with high reliability in P2P
systems across heterogeneous SPs with different capabilities. We propose basic and enhanced
load sharing techniques that use data replication to improve access performance. The first
technique, called Periodic Push-based Replication (PPR), where SPs periodically send repli-
cas of the most frequently accessed files to remote SPs. This effectively reduces the hop count
to reach the data item. A SP receiving a replica also informs its neighbouring SPs about the
replica through a gossip algorithm. The second technique, called On-Demand Replication
(ODR), performs replication based on access frequency and is initiated on-demand. By per-
forming replication on-demand, ODR provides adaptability to changes in access behaviour.
Replication of popular files not only reduces load on affected SP server, but also enhances
the overall system reliability, and as a result, content availability, of the whole system.
To ensure high reliability of the SP overlay in dynamic network conditions, a number
of SPs are required to hold replicated data which is not addressed in basic approaches such
as PPR and ODR. Therefore, we also propose two more enhanced replication algorithms -
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Reliable Periodic Push based Replication (RPPR) and Reliable Periodic Rejuvenation based
Replication (RPRR) - to achieve certain overall reliability and improve the performance of
SP based P2P file sharing systems. Mathematical analysis and testing have been conducted
to study the performance of the proposed techniques. The results obtained demonstrate
significant performance improvements that can be gained through replication in P2P systems.
6.1 Motivation
A practical problem encountered by P2P systems is the poor performance due to high traffic
load and its uneven distribution. Peers with popular data files are accessed more frequently,
putting these peer nodes under heavy load. In traditional distributed systems, the client-
server model is used for load balancing. By having the load distributed amongst the servers
in the whole network, load balancing is achieved. Load balancing has been extensively
used in distributed architectures. It is viewed as migrating units of work from very heavily
loaded servers to less loaded servers [Roussopoulos and Baker, 2003]. The objective is to
distribute the load in the network evenly amongst all the servers. Load sharing on the other
hand, involves distribution of load to reduce idle time of servers. Achieving load sharing is
of fundamental importance in P2P systems, as better utilisation and performance can be
achieved.
Existing work on P2P have mainly focused on the issue of data searching. Techniques
such as Distributed Hash Table (DHT) [Stoica et al., 2001] have been proposed to deal with
this issue by providing distributed key-based lookup functionalities. However, little work has
been done on the issue of load sharing in P2P networks. Some P2P systems such as Gnutella
[Abeer and Hauswirth, 2001] flood information throughout the network creating heavy load
on peer nodes. This introduces imbalance for peer nodes serving data that are accessed
frequently. Other P2P systems, such as Napster [Abeer and Hauswirth, 2001] is prone to
single point of failure due to heavy load. In these systems, each peer device individually
makes its own decision on how to serve and route requests. These peers also will not know
the identities and information about other peer devices in the P2P systems. Coordination
between these peers is a complex task with significant overheads (e.g. flooding and costs due
to failures). To overcome these drawbacks a SP based scalable and robust QoS architecture
was proposed in [Rajasekhar et al., 2004].
A significant body of research in load balancing has been developed over the years, but
it shares the basic assumption that the service requirements of jobs follow an exponential
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distribution [Riska et al., 2002]. Equiload [Ciardo et al., 2001], a scheduling policy that
balances the load in the system by using the size of each requests to determine the identity
server that satisfies the request was proposed. However, the disadvantage of this approach
is the a-priori knowledge of the request size. This knowledge may not always be available.
Adaptload [Riska et al., 2002] also allocates static requests based on the size of the requested
documents. In [Marti and Garcia-Molina, 2004], load is measured on well behaved nodes
in the network from file fetches. Mondal et al. [2003] proposed intra-cluster and inter
cluster load balancing via migration and replication of data. Migration involves moving hot
data from one location to another, which defeats the purpose of load sharing. The cluster
head detects imbalance and a central decision is made in intra-cluster load balancing. In
Inter-cluster, cluster heads communicate with each other and by means of collaboration,
load balancing is achieved. There is a high communication overhead associated with this
technique, since cluster heads may leave the cluster anytime and the whole cluster will
collapse and new cluster head has to be elected again. In P2P file sharing systems, high
content availability is of paramount importance which is ignored in these techniques.
Replication techniques proposed in [Cohen and Shenker, 2002] and [Lv et al., 2002a]
either replicates all data items equally or the most popular data items without considering
the enhancement of system reliability. Simply replicating data items to unreliable SPs that
have the potential of becoming overloaded sooner may actually be risky. Another drawback
of these approaches is that they do not consider the propagation of replicated files by the
receiving SP to their neighbouring SPs. In these approaches, a SP does not take any action to
replicate proactively. i.e. if a SP realises that the data items being fetched are very popular
amongst its peers, it does not cache those files within its LISSP database, but still fetches
them from the host SP.
To eliminate the above mentioned pitfalls and perform better load sharing with high
reliability, we propose basic and enhanced techniques to replicate data at SPs. In the first
technique, called PPR, hosting SPs periodically send replicas of the most frequently accessed
files to remote SPs. This effectively reduces the hop count to reach the data item. A SP
receiving a replica also informs its neighbouring SPs about the replica through a restricted
gossip algorithm [Banerjee et al., 2004; Demers et al., 1988]. The second technique, called
ODR, performs replication based on on-demand and access frequency. A request for replica-
tion is initiated by a requesting SP, without the access frequency of a particular file reaching
a predefined threshold. This technique allows SPs to dynamically adapt to changes in ac-
cess behaviour. One of the objectives of load sharing is not only to reduce the burden of
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overloaded SPs, but also to enhance the reliability of the overall P2P system. This can be
achieved if popular cache contents that create heavy traffic are replicated to a minimum
number of SPs. RPPR algorithm incorporates this objective by pushing data to minimum
number of reliable SPs. However, this algorithm is more of a reactive type and is executed
only when some SPs hosting popular cache contents are overloaded. Although, RPPR brings
back the overloaded SPs from degraded state to robust state by migrating popular contents to
lightly loaded SPs, RPPR algorithm goes one step further. It does not allow the P2P system
to go into the degraded mode by rejuvenating the degrading system to highly operational
robust condition.
6.2 Related Work
Load sharing minimises the load on serving entity by replicating the popular files based on
the access probability and threshold value. This section discusses some of the replication
strategies and traditional load balancing approaches that deal with minimising load on the
serving entity and puts our work into context.
Some of the well known replication approaches are discussed in [Lv et al., 2002a]. The
owner replication approach replicates data object to the peer that has successfully located
the query. This causes huge burden on a peer to carry more information. The data object is
replicated along the search path that is traversed as part of the search in path replication.
This causes congestion and hence is not a good approach. Random replication replicates data
items randomly. This approach of replicating randomly may or may not have any effect on the
load. A pre-defined number of times data objects are replicated in controlled replication. But
this method does not adapt replication to the changing environment with variable resource
availability. Finally, the adaptive replication process aims at uniformly exploiting the storage
resources available at peers while also trying to achieve uniform distribution of the replicas
of a data object, i.e., for each data object approximately same number of replicas exist.
However in this approach, replicas may be found in places where peers do not access the file.
The uniform and proportional replication strategies are described in [Cohen and Shenker,
2002]. In uniform strategy, replication is uniform throughout the network. The proportional
strategy replicates popular files. Proportional strategy makes popular items easier to locate
and less popular items harder to find, thereby increasing the search time. These strategies
do not allow its neighbouring peers to share the popular items.
The load balancing in P2P systems provide a DHT abstraction [Stoica et al., 2001]. In
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DHT, each data item is stored and mapped to a unique ID. Each node is responsible for
storing data items and identifier. They consider the popularity of large number of small
data items as a factor. Balancing strategy for DHTs based on Chord is proposed in [Byers
et al., 2003]. In order to provide load balancing, multiple hash functions are used instead
of only one, and multiple peers, each close to one such key generated is chosen. The peer
with least load among the chosen stores the data item. Each data item creates different sets
of hash keys, and hence redirections for each data item has to be maintained. This leads to
scalability issues. When a peer is loaded, it transfers the load to neighbouring peers resulting
in more redirections.
In [Rao et al., 2003] the authors use the concept of virtual servers is used and move
data from heavy loaded to lightly loaded nodes. They also make an assumption that virtual
server load is stable or predictable and at times virtual server in heavy loaded node cannot
be transferred to another lightly loaded node. In that case, splitting of virtual server into
smaller virtual servers is proposed. In summary, overloaded nodes use a strategy to move
virtual server load. This work does not consider replication nor search efficiency.
Most of the recent work on replication are [Lv et al., 2002a; Kangasharju et al., 2002;
Cohen and Shenker, 2002] have different goals such as maximising hit probability of access
requests, minimising content searching (look-up) time, minimising the number of hops visited
to find the requested content, minimising replication cost, distributing peer (server) load, etc
for P2P systems. For example, the goal of [Kangasharju et al., 2002] is to replicate content in
order to maximise hit probability. They especially tackled the replica replacement problem
where they proposed LRU (least recently used) and MFU (most frequently used) based local
placement schemes to dynamically replicate new contents in a P2P community. However,
maximising hit probability does not enhance availability of contents.
Yu and Vahdat [2002] have recently addressed the costs and limits of replication for
availability. Their goal is to solve the minimal replication cost problem for a given target
availability requirements, thus they try to find optimal availability for a given constraint on
replication cost where the replication cost is defined to be the sum of the cost of replica
creation, replica tear down and replica usage. Our work differs in that we replicate content
in order to guarantee overall reliability of the SP overlay system. Our approach also takes
into account, the cost of searching a data item and successfully replicates the most frequently
accessed data based on the access probability and threshold value and restrictively gossip
the data location within its scope.
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6.3 The Proposed Basic Replication Schemes
This section provides an overview of the proposed basic replication approaches. SPs manage
peer devices in the huge P2P systems. Each peer has a unique id and registers its sharable
data with its SP, and updates this information periodically. This information is stored in
the file statistics module of the P2P architecture as described in Chapter 3. Each SP
coordinates the activities of the peer devices that are registered under them. Any peer
device joining/leaving the system informs its SP. Since SPs are powerful static devices, they
effectively co-ordinate the data transfer operations. If the most frequently accessed file is
from a particular SP, then there will be heavy load on that particular SP. To prevent load
imbalance amongst SPs, load sharing becomes a necessity. Load sharing in our proposed
P2P architecture [Rajasekhar et al., 2004] can be achieved by replicating files to other SPs
where there is a demand for those files. SP updates and replicates popular files based on
access frequency. This replication can be initiated either by the overloaded SPs (push-based)
hosting popular files or by other SPs (on-demand). Hence we propose basic periodic-push
based and on-demand techniques for replication of popular files to increase the file availability.
The basic replication approaches uses gossip algorithm to propagate information amongst its
neighbouring peers about the popularity of files. Using Gossip algorithm [Lin and Marzullo,
1999], each SP will forward the location of popular files it receives to other neighbouring SPs.
6.3.1 Periodic Push-based Replication (PPR)
When a SP hosting popular files, receives large number of requests for those files, it may
become overloaded. This burden on a SP will cause the deterioration of P2P system per-
formance. To mitigate this situation, we propose a periodic push based replication (PPR)
algorithm, where the overloaded SP pushes the popular files to other SPs based on a thresh-
old value and access frequency of the files. Pushing the popular files to other SPs will reduce
load on the overloaded SP thereby increasing its performance in our proposed architecture
3.
In this algorithm, a periodic update is enforced on the overloaded SPs. Every SP main-
tains the file access statistics of its peers. A pre-defined threshold value is set in the SP’s
local information source super-peer (LISSP) database. The access frequency (probability)
of the popular files are measured in the LISSP database periodically. Based on the access
probability of these popular files (i.e. more number of requests for these files), SPs can be
considered overloaded. Based on the access probability of files, the SP can push them to
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Figure 6.1: Illustration of the PPR approach
other SPs. These is done periodically since the load on the SP changes dynamically. SPs
which receive replicas take action in propagating the information to other neighbouring SPs
with its vicinity. This helps reducing the search time as well as the download time of the
files, if they are located in the neighbourhood and the file locations are known a-priori. The
propagation amongst the neighbouring SPs is carried out using the restricted gossip algor-
ithm [Lin and Marzullo, 1999; Byers et al., 2003]. within its scope. Given a super-peer, SPj,
a scope is defined as SPs that are connected to SPj within one hop. The SPs that receives
the replica pushed by the overloaded SP, gossips the file location to neighbouring SPs within
its scope.
We use the illustration in Figure 6.1 to show how PPR works. Super-peers SP1, SP2,
SP6, and SP8 frequently requests a file (say file x). This file x is found in super-peer SP10.
Super-peer SP10 keeps track of the access statistics for file x. i.e. the number of requests for
file x from different SPs. If the access frequency of file x exceeds the threshold value set in
LISSP of SP10, then SP10 pushes the file to the SP which has requested it most frequently.
The pushed files are routed using path selection algorithms as discussed in chapters 4 and
5. In this example, SP10 pushes file x to super-peer SP1. When SP1 receives the replica
of file x, it restrictively gossips the location of file x to other SPs within its scope (i.e., SP2,
SP3, SP4, SP5, and SP6) as shown in Figure 6.1. The PPR algorithm is summarised as
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follows:
Periodic Push Based Replication (PPR) Algorithm
Start
for all peer devices attached to SP (i = 1 to Np)
Register peer ID
Register sharable files with SP
At time = t
for j = 1 to Nsp
Check global access frequency of each file
if access frequency > threshold
PUSH replica to most requested SP
(say SPi)
SPi gossips within its scope
End
6.3.2 On Demand Replication (ODR)
The PPR algorithm will push popular files based on access frequency. The LISSP database
of SP reaches certain pre-defined threshold, the popular contents are not replicated to other
SPs. However, when a SP feels that a file is going to be requested most from its peers, then
that SP should have an option to pull data on demand.
In this algorithm, SPs will not wait for a periodic update to be enforced on the host SP
that holds popular content for receiving data. If a SP determines that its peers are going
to request for a particular file, then it will pull that particular file on-demand from the host
SP. SPs which demand replicas and get the files take action in propagating the pulled file
location information to other neighbouring SPs within its vicinity. A SP maintains its file
statistics. A super-peer SPi fetches file replica of a particular file from super-peer SPj on-
demand. Super-peer SPi then uses the restricted gossip algorithm to propagate the latest
fetched file location to its neighbouring SPs within its scope.
Figure 6.2 illustrates how ODR works. Super-peer SP1, frequently requests for a file (say
filex). This file x is found in super-peer SP10. Super-peer SP1 finds out that its peers will
need file x more often. Instead of waiting for file x to reach its threshold at SP10, SP1 will
demand for file x from SP10 thereby fetching file x from it. The super-peer SP10 caches file
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Figure 6.2: A SP Network illustrating ODR approach
x at super-peer SP1 on demand. Super-peer SP1 then gossips the location of file x to the
SPs within its scope as shown in Figure 6.1. The fetched files on demand are routed using
path selection algorithms as discussed in chapters 4 and 5. The ODR algorithm is presented
below:
On-Demand based Replication (ODR) Algorithm
Start
for all peer devices attached to SP (i = 1 to Np)
Register peer ID
Register sharable files with SP
if access frequency > threshold
for j = 1 to Nsp
Send request to hosting SP to fetch replica
Hosting SP push replica to requesting SP .
Requesting SP gossips within its scope
End
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6.3.3 Analytical Model for Cost Analysis
This section focuses on the analytical modelling of the replication overhead and average
access cost of the proposed PPR and ODR techniques. This modelling helps in evaluating
the proposed approaches. For example, we like to analyse the impact of replication frequency,
access frequency threshold, cache size etc. on hops and the overheads incurred.
Consider a P2P network consisting of Nsp SPs, connected in a random graph topology.
Each SP is connected to on average k other SPs. The distance between two SPs ni and nj
is denoted d(ni, nj). SPs provide services and connectivity to normal peers. They host D
data objects (or files) which can be accessed by the normal peers. New normal peers join the
network at a rate of λ following a Poisson arrival process and leave the network at a rate of
µ. When a normal peer joins the network, it attaches itself to one of the SPs. Based on the
arrival and departure characteristics of normal peers, the expected number of normal peers
in the network at any given time is equal to:
Np =
λ
µ− λ
Assume normal peers connect to SPs following a uniform distribution, the expected num-
ber of normal peers connected to each SP is equal to:
Np
Nsp
.
bf Access cost: When a file is fetched from a SP, it incurs some costs. This cost varies
depending on the location of the SP, which could be local, remote or a neighbouring SP.
In this section, we will discuss these access costs to fetch documents. Given a query for an
object, the average cost of the query is equal to:
costavg = Pr(local)× costlocal + Pr(remote)× costremote
where
• Pr(local) is the probability the query is answered by the local SP;
• costlocal is the cost to fetch the file from the local SP;
• Pr(remote) is the probability the query is answered by a remote SP;
• costremote is the associated cost to fetch the file from remote SP.
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In our ESPA architecture [Rajasekhar et al., 2004], the traditional DHT (distributed
hash table) technique is used to help peers locate the data objects they need. The cost of
using DHT for a search is logarithmic [Stoica et al., 2001], and can be calculated as:
costsearch =
1
2
× log2(Nsp)× costsearch msg
where costsearch msg is the cost to send a search request over one hop. Assume the cost to
transfer an object from one SP to an adjacent super peer is costsp and the cost to transfer an
object from a SP to one of its child peer is costp. And denote the average distance between
two SPs as davg . For a query, if the local SP has the required object, then the search request
only need to be sent over one hop. As a result:
costlocal = costp + costsearch msg
The cost of searching and accessing an object from a remote SP is higher, and can be
calculated as:
costremote = costsearch + davg × costsp + costp
Pr(local) and Pr(remote) can be calculated by looking at the query distribution. Assume
the query distribution follows the Zipf distribution. The access probability of file i is equal
to:
Pr(i) =
1∑D
x=1
1
x
× 1
i
Based on the above equation, we get
Pr(local) =
c∑
i=1
Pr(i)
where c is the number of objects available from the local SP. If the query distribution is
uniform, then Pr(i) = 1D and Pr(local) =
c
D . Hence, Pr(remote) can be calculated as:
Pr(remote) = 1− Pr(local)
The average access cost per query can be calculated by substituting the values of costlocal,
costremote, Pr(local) and Pr(remote) into the equation of costavg. The access cost for a
period t is therefore:
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t×Np × q × costavg
where q is the query rate of each peer and costavg is the average cost per query.
Replication overhead: Here, we discuss the replication overhead incurred in periodic push
based and on-demand approaches.
A) PPR
In the periodic push-based approach, SPs pushes replicates to other SPs based on the pre-
defined threshold denoted thres. The push frequency is denoted freq, therefore the time
between pushes is tpush =
1
freq .
The replication overhead for a SP ni for each push period is:
thres× davg × costsp
Since there are Nsp SPs in the network, the total replication overhead per push period is
therefore:
overheadpush = Nsp × thres× davg × costsp
The replication overhead for the push-based method over a period t is therefore:
overheadpush(t) =
t
tpush
× overheadpush
B) ODR
In the ODR scheme, replication occurs when the access frequency of a file exceeds the prede-
fined threshold. The access probability of a file i is defined as Pr(i) = 1D for uniform access
distribution. Here, D is the number of unique files in the P2P system.
Given clients generate queries at a rate of q, in a time period t, the number of queries for
file i equals:
numAccess(i) = Np × t× q × Pr(i)
Given a threshold thres, denote the probability that file i is access more than thres times
as Pr(numAccess(i) > thres), the number of files to replicate in the period t is then:
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numRep =
D∑
i=1
(Pr(numAccess(i) > thres))
Based on the above equation, the replication overhead of the ODR method over a period
t is equal to:
overheadonDemand = numRep× davg × costsp
6.3.4 Experimental Evaluation
Using the analysis presented above, this section reports the performance evaluation of the
proposed techniques, namely PPR and ODR. Extensive simulation has been carried out using
the OMNeT++ discrete event simulator. The simulation model consists of 57 SPs connected
in a randomly formed P2P network. At the start of a simulation run, 10 peers are connected
to each SP to bootstrap the simulation. This results in an initial network consisting of 570
peers and 57 SPs. During the simulation, normal peers join and leave the network following
a Poisson process with an arrival rate of λ and departure rate of µ. Arrival and departures
are uniformly distributed among the peers connected to different SPs.
Each simulation run lasts for 300 minutes (simulation time). During this time, peers issue
queries for data items at an average rate of one query every two minutes following a Poisson
distribution. There are 570 unique data items in the network, uniformly distributed among
the peers. All data items are assumed to be the same size. Peer queries are distributed
among these data items based on the Zipf distribution with a skewness parameter α = 1.
To provide support for caching and replication, each SP is equipped with a cache capable of
storing up to 10 data items. The LFU (Least Frequently Used) algorithm is used to managed
these caches. Table 6.1 summarises the parameters used for the simulation and their default
values.
A) PPR Evaluation
Figure 6.3 shows the relationship between time replication frequency and the average hop
count to fetch the most popular requested data file under the PPR. The x-axis represents time
between replication in minutes. From the graph, it is clear that as the replication frequency
increases, the number of hops to fetch a requested data file decreases. This occurs because
an increase in push frequency results in popular data files being replicated to SPs where they
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Table 6.1: Simulation parameters
parameter Explanation value
timesim Simulation duration 18000s
NSP Number of super-peers 57
NP Number of peers 570
UP Number of unique files 570
q Query rate 0.5 queries/s
tpush Time between push (in PRR) 20 minutes
λ Peer arrival rate 0.2/minute
µ Peer departure rate 0.2/minute
davg Average hops between SPs 8.5
CacheSizeSP SP cache size 10 files
CostSP Transfer cost between SPs 1
CostP Transfer cost between SPs and peers 1
are accessed the most. Comparing the result obtained when the replication frequency is 1
to when it is two, it can be seen that the proposed PPR technique can reduce the average
hop counts from over eight to nearly seven. Increasing the replication frequency from two
to three, reduces the hop counts even further, to under seven hops. Of course, increasing
the replication frequency also results in an increase in replication overhead. As can be seen
from the graph, replication overhead increases continually as replication frequency increases,
while the decrease in hop count gradually slows. The reason is that SPs’ cache size and the
replication threshold have been fixed, therefore even if we continue to increase the replication
frequency, the performance gained in terms of hop count is limited. As we found, further
increase in replication frequency beyond three does not show any gains, while incurring a
large replication overhead. A replication frequency of between two and three is found to be
optimal in our simulated network.
By setting the file access frequency to 15, further experiments were carried out to verify
how the threshold setting will affect the performance in terms of the average hop counts for
a peer to fetch a needed data file. In this experiment, we fix the cache size and replication
frequency while varying the value of the threshold. Figure 6.4 presents the result for the
PPR approach, where the threshold value is the number of accesses of a particular data file
before it is pushed to other SPs. It was found that the average hop count does not change
significantly as the threshold value changes. The reason for this is that queries are modelled
following a Zipf distribution. This results in most queries targeting towards particular hot
spots in the data set.
The third experiment involves varying the cache size of SPs in order to determine the
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Figure 6.3: Gossip Frequency Vs Average Hops for PPR
optimal cache size. For this experiment, replication frequency and replication threshold are
fixed. Figure 6.5 shows the result of this experiment. It is found that the average hop count
dropped by 20% when cache size is increase from 1 to 20. After this, further increase in
cache size did not yield significant benefits. As expected, as the cache size increase, the
gossip overhead also increases. This is because large caches are able to store large number of
replicas, and thus the overhead to gossip the cache information also increases. The overhead
however, is limited due to the skewness of the Zipf distribution of queries. An optimal cache
size between twenty and twenty five is suggested for our model.
B) ODR Evaluation
Figure 6.6 plots the average hop count against replication threshold for the ODR approach. It
is found that the average hop count dropped significantly when the access frequency threshold
dropped below 850. In our simulation, there are 570 peers, each issuing around 150 queries
during each simulation run. This gives us a total of 570× 150 queries. We noticed that most
of the queries are concentrated on files 1 to 100 as this is the hot spot of the Zipf distribution,
therefore every popular data file is queried on average 570×150100 = 855, which matches with
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Figure 6.4: Threshold Vs Average Hops for PPR
the threshold change observed from the graph.
In Figure 6.7, the relationship between cache size and average hops for ODR is shown.
Both average hop count and gossip overhead remain steady as cache size changes. This is
because in ODR, replication and gossipping only occurs when the access frequency of the
popular file reaches a threshold in the requesting SP. As most peers show common interest
for popular files, and the queries have been aggregated along the path to hold the popular
data items. If some of the popular data have been cached along the routing path, future
queries can benefit from it. It was found that with a cache size of ten, ODR can reduce
average hop count by 20%.
It is found that ODR outperforms PPR when the threshold value is low as seen from
Figure 6.8. This is because in the ODR algorithm, replication is performed on demand, as
a result ODR is more sensitive to changes in access probabilities. By capture and adapt
to these changes quickly through replication, ODR is able to reduce the average hop count
to fetch a data file compared to PPR. However, ODR is somewhat greedy because each
SP demand replicas based on its own needs. This result in higher variation between the
performance received by different SPs. On the other hand, the PPR algorithm focuses on
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Figure 6.5: Cache size Vs Average hops for PPR
balancing the global access cost. By periodically pushing replicas, the replication overhead
of PPR can be controlled (by restricting the push frequency). An interesting result is that
the two algorithms converges as the threshold value approaches forty, which corresponds to
the standard deviation of the peer access pattern.
6.4 Enhanced Replication Strategies
SPs cache popular files to reduce the average file download time of peers attached to it. This
also saves bandwidth and reduces congestion as traffic generated by popular file requests is
mostly confined within the cluster. However, SPs hosting large number of popular data files
are accessed more frequently, putting these nodes under heavy load. To address this load
imbalance two replication based load sharing techniques have been proposed in the previous
section of this chapter. Replication of popular files not only reduces load on affected SP
server, but also enhances the overall system reliability, and as a result, content availability,
of the whole system.
The Periodic Push-based Replication (PPR) as explained in 6.3.1, replicates popular
files based on a threshold value and access probability of files. Selected SPs, that receive
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replicas, use restricted gossip to propagate file location to its neighbouring SPs. However,
this algorithm does not ensure that popular files are pushed to some minimum number of
reliable SPs to achieve an overall system reliability. In fact, reliability of SPs varies as the
traffic load on them dynamically changes. Since the traffic load fluctuates on SPs, they offer
different degrees of reliability. This warrants for enhanced replication schemes where overall
reliability is guaranteed by replicating popular files by caching them to a minimum number
of SPs.
In this section, we first analyse reliability, and based on the findings propose two enhanced
replication algorithms to improve the overall performance and reliability of SP based file
sharing systems.
6.4.1 Reliable Periodic Push Based Replication (RPPR)
The reliability of a SP is the probability that it is functioning properly and constantly
over a fixed period of time. A SP with popular files in cache may receive large number
of requests from other supper-peers, making it overloaded. As a result, its performance
degrades. However, as other SPs may start to replicate popular files from it, traffic load (i.e.
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requests) migrate from the affected SP to other replicating SPs. Therefore, the performance
of the affected SP eventually improves and it starts to serve requests with better response
time. Availability of SP is based on the notion that it alternates through periods in which it
is highly operational - the robust mode - and periods in which it is in degraded mode. This
is illustrated in Figure 6.9.
DegradedRobust Robust
MTTD MTTDMTTR
MTBD
Figure 6.9: Relationship Between MTTD, MTTR and MTBD
m
l
robust degraded
Figure 6.10: State Transition Diagram for Availability Computation
Suppose that once a SP becomes robust, it will take certain amount of time to degrade
again. The average time it takes for the SP to degrade is called MTTD (Mean Time To
Degrade). Once the SP degrades, it will take a certain time to recover from degraded state
and return to an highly operational state. The average time it takes for the SP to recover
is called MTTR (Mean Time To Recover). The average time between degradations is called
MTBD (Mean Time Between Degradations) and can be expressed as
MTBD =MTTD +MTTR
We can restate that reliability is the probability that a SP is continuously in robust mode
during a fixed time period τ . When the time period τ becomes very large (i.e. tends to
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infinity), the reliability becomes availability. Therefore, we will consider availability to be
the same as reliability in the rest of the chapter. To derive expression of availability of a
SP, let us use the state transition diagram as shown in Figure 6.10 which depicts that the
SP system can be in two states: robust and degraded. The SP system goes from robust to
degraded state with a rate λ and gets recovered (i.e. goes from degraded to robust) with a
rate µ. These rates can be written in terms of the MTTD and MTTR as
λ =
1
MTTD
and µ =
1
MTTR
Using the flow-in and flow-out principle, we can write
λ× PR = µ× PD
where PR is the probability that the SP is highly operational and PD denotes the probability
that it has degraded and is no longer highly operational. When the SP is in degraded mode,
many requests from other SPs requesting files located in its cache might be rejected because
the SP is overloaded. Obviously, PR + PD =1.
The availability A that the SP is highly operational and able to serve all requests is
A = PR =
µ
λ+ µ
=
1/MTTR
1/MTTD + 1/MTTR
=
MTTD
MTTD +MTTR
and
PD =
λ
λ+ µ
=
MTTR
MTTD +MTTR
=
MTTR
MTBD
As stated earlier, PR is also the reliability of a SP. It is easy to see that there are two ways
to improve availability (i.e. reliability): reduce the frequency of the degradations or reduce
the time to recover from them. Suppose that a SP hosting popular files goes to degradation
mode (i.e. overloaded with too many requests from neighbour SPs) every 5 hours. As other
SPs identify the overloaded SP and start to replicate popular files that actually caused such
condition, the affected SP tends to receive fewer requests, and eventually gets back to highly
operational state again. Assuming that it takes a minute to go from degradation to robust
state, the availability of the SP is 300301 = 99.667%. If it takes 5 minutes, then availability of
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the SP is 300305 = 98.36%, and a 10 minutes delay will give an availability of
300
305 = 96.77%. In
computer systems, anything less than 99.9% is not considered as well-managed system, and
an availability of 99.99% is required for a system to be considered fault-tolerant.
As many SPs in the P2P overlay may experience overloading time, to time the reliability
of a single SP may not be high, but replication based load sharing algorithms can help
us to achieve redundancy and improve overall system reliability. With replication popular
documents can be found in several SP caches, and thus the SP cache overlay can be considered
a parallel system. The reliability of the parallel system, Rp, is the probability that it is highly
operational when required. This probability is equal to one minus the probability that the
whole SP overlay system has degraded. If ri is the reliability of i
th SP, assuming independence
of degradations between SPs, we obtain
Rp = 1− Pr[all SPs are in degraded mode]
= 1− [(1− r1)× (1− r2)× ....(1 − rn)]
=
n∏
i=1
(1− ri)
If all the SPs have the same reliability r, we get
Rp = 1− (1− r)n
By applying logarithms to both sides of the above equation we can generalize the results
and provide an expression for the minimum number, nmin, of SPs with reliability r that are
needed to build a SP overlay system with reliability Rp
nmin =
⌈
ln(1−Rp)
ln(1− r)
⌉
In the proposed Periodic Push-based Replication (PPR) algorithm as explained in 6.3.1,
a SP replicates popular files based on a threshold value and access probability of files. Only
selected SPs receive replicas. SPs which receive replicas use restricted gossip to propagate file
location to its neighbour SPs. This algorithm now can be modified to ensure that popular file
are pushed to nmin SPs to achieve overall system reliability of Rp. SPs with high reliability
(i.e. SPs that are least loaded) are given priority when documents are pushed to them. A
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degraded SP that exercises the algorithm can migrate its load to other well running SPs and
enhance overall reliability. The modified Reliable Periodic Push-based Replication (RPPR)
is presented in the following algorithm:
Reliable Periodic Push Based Replication (RPPR) Algorithm
Start
At time = t
for all peer devices attached to SP (j = 1 to Nsp)
Compute rj from SP log
Compute average Reliability r of SPs
Compute nmin =
⌈
ln(1−Rp)
ln(1−r)
⌉
to achieve overall Rp
for j = 1 to Nsp
Check load on each SP
if load > threshold
PUSH replica to nmin of SPs that are least loaded
/*(Ranked according to High availability) */
SPs gossip within their scope
End
6.4.2 Reliable Periodic Rejuvenation Based Replication (RPRR)
So far we have considered that a SP can be only in two states - robust or degraded. However,
it takes time to move from highly operational to overloaded mode. If we can detect that a
SP is degrading due to lots of requests for popular files, an early preventive measure can be
adopted. When a SP detects that it is degrading and may soon be in degraded mode, it can
start to push files to highly operational SPs to rejuvenate itself and get back to robust mode
again. Therefore, we can assume that a SP may be in one of three states:
• robust (r): In the sate the SP is highly operational and is functioning at its best possible
performance.
• degrading (d): The SP is functioning at a less than optimal performance.
• degraded (w): In this state, the SP has accumulated enough problems and is functioning
at a much less than optimal performance.
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Figure 6.11: State Transition Diagram for SP Degradation and Rejuvenation
Figure 6.11 shows the state transition diagram for the SP server. The SP can go from
the robust mode into degrading mode through system aging (i.e. degradation) because of
increasing traffic load at a rate of λag. Once in degrading mode, the SP may be rejuvenated
and return to the robust state at the rate of λrej or it may degrade further, i.e. move to
the degraded state at a rate of λf2. From the degraded state, the system may recover and
switch to robust state ar the rate of λrec. Finally, the SP may also go to degraded mode
from robust state at a rate of λf1. By applying the flow-in flow-out principle we can obtain
the probabilities Pr, Pd and Pw that the SP is at robust, degrading and degraded states
respectively. From the state transition diagram as shown in 6.11, we can derive the following
equations:
λag × Pr = (λf2 + λrej)× Pd
λf1 × Pr + λf2 × Pd = λrec × Pw
Also, we can use the fact that sum of all three probabilities is equal to one
Pr + Pd + Pw = 1
The above equations give us
Pr =
λf2 + λrej
λag
× Pd
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and
Pw =
1
λrec
[
λf2 +
λf1(λf2 + λrej)
λag
]
× Pd
and
Pd =
[
1 +
λf2 + λrej
λag
+
1
λrec
[
λf2 +
λf1(λf2 + λrej)
λag
]]−1
Since Pr and Pw are given in terms of Pd, we have all three probabilities now. If Both
robust and degrading modes are considered acceptable, reliability of a SP can be given by
(1 − Pw). However, one could also express it conservatively as Pr. Again, we can provide
an expression for the minimum number, nmin, of SPs with reliability Pr that are needed to
build SP overlay system with reliability Rp.
nmin =
⌈
ln(1−Rp)
ln(1− Pr)
⌉
Consider that SP aging rate λag is 1/240 per hour. This means that the SP will make a
transition from robust to degrading mode every 240 hours on average. The average degra-
dation rate λf1 from robust to degraded mode is 1/720 per hour and the SP deteriorates at
the rate of λf2 from degrading mode to degraded mode which is ten times higher than λf1.
The SP can recover from the degraded mode at the rate of λrec = 2/hour. If the average SP
rejuvenation interval is 25 hours what is minimum number of SP servers needed to obtain
an overall SP overlay system reliability of 99.999% First, Pd is computed which is then used
to compute Pr. The number of minimum SPs nmin is then equal to
nmin =
⌈
ln(1−Rp)
ln(1− Pr)
⌉
=
⌈
ln(1− 0.99999)
ln(1− 0.9271699)
⌉
=
⌈ −11.51
ln0.0728
⌉
=
⌈
4.39
⌉
= 5 SPs
Figure 6.12 shows that if a degrading SP is rejuvenated every 10 hours by pushing some
of its popular cache contents, it will be in degrading mode 3.5% of time. On the other hand,
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Figure 6.12: Fraction of Time in Degrading Mode vs. Average SP Rejuvenation Interval
if the average rejuvenation interval is 50 hours, the SP will be in degrading mode for 10.9%
of the time. This is merely an example, but it shows that if a SP with increasing traffic load
pushes its content to other lightly loaded SPs, it can keep itself in healthy condition and
perhaps avoid being in degraded mode for long period of time. Thus, it serves the incoming
requests better by migrating traffic load to others after a rejuvenation period. Based on this
observation we can now present Reliable Periodic Rejuvenation based Replication algorithm
as detailed in the algorithm below:
6.5 Analytical Evaluation of SP overlay System
In the previous section we have proposed content replication algorithm to enhance the reli-
ability of SP-based file sharing system. Here, we would like to build an analytical model to
answer some performance related questions that would give us better understanding about
how it would perform under different operating conditions. For this purpose, we consider
that there are (M) SPs in the overlay that can be in one of two states: robust or degraded
mode as shown in Figure 6.10. Some of the robust SPs are very lightly loaded (perhaps
caching very few contents and receiving less traffic) and can help (i.e. repair) some of the
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Reliable Periodic Rejuvenation Based Replication (RPRR) Algorithm
Start
At time t = 1λrej
for all peer devices attached to SP (j = 1 to Nsp)
Compute rj from SP log
Compute average Reliability Pr of SPs
Compute nmin =
⌈
ln(1−Rp)
ln(1−Pr)
⌉
to achieve overall Rp
for j = 1 to Nsp
Check load on each SP
if load > threshold
PUSH replica to nmin of SPs that are least loaded
/*(Ranked according to High availability) */
SPs gossip within their scope
End
overloaded SPs (that are in degraded mode) by caching popular files hosted by these SPs
(i.e. overloaded). This will reduce traffic on them and they can eventually get back to robust
mode again. Assume that on average there are N such SPs that can do the repair jobs. A
degraded SP may be waiting to be repaired by one of N lightly loaded SPs or may be in the
process of being repaired. Once a degraded SP is repaired, it goes back to the pool of highly
operational SPs as indicated in Figure 6.13.
The system of Figure 6.13 can be modelled by the Markov Chain of Figure 6.14, where
k represents the number of degraded SPs. A transition from state k to state k + 1 happens
when a SP degrades. A transition from state k to state k − 1 occurs when a SP is repaired.
The SP degradation rate is denoted by λ and indicates the rate at which SPs move from the
highly operational state to degraded state. Thus each SP stays in the operational state 1/λ
time units, on average. This is also called MTTD as we explained in earlier section. We
assume that SPs fail independently from one another and that all SPs fail at the same average
rate. The SP repair is denoted by µ. So, the average time it takes to migrate the traffic
load from a heavily loaded degraded SP to bring it back to robust mode is 1/µ time units.
The scenario here resembles the well known machine repairmen queuing model [Gross and
Harris, 1998]. Therefore we use this model for performance analysis of SP overlay system.
At state k, there are M − k SPs in operation and each has a degradation rate of λ. Thus
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Figure 6.13: Recovery from Degradation for SP Overlays
the aggregate degradation rate λk, at state k, is given as
λk = (M − k)λ k = 0, ...,M − 1
The aggregate repair rate, µk, at state k depends on whether or not all N lightly loaded
SPs are busy. Therefore, we have
µk =


kµ k = 1, ..., N
Nµ k = (N + 1), ...,M
The steady state probabilities, pk, (k = 0, .....M) can be obtained using Generalized
Birth-Death equations which gives us
pk = p0
k−1∏
i=0
λi
µi + 1
for k = 0, 1, 2, ...
where p0 is obtained by requiring that
∑
pk = 1. The resulting expressions for the
probability pk that k SPs are degraded are given as
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∑M
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The average aggregate rate at which SPs degrade, X¯f , which is also equal to the average
aggregate rate at which SPs are repaired, can be derived from the probabilities pk as
X¯f =
M−1∑
k=0
λk × pk =
M−1∑
k=0
(M − k)λpk
Using Interactive Response Time Law we can compute MTTR
MTTR =
M
X¯f
−MTTF = M
X¯f
− 1
λ
The average number of degraded SPs, Nf , and average number of operational SPs, No,
can be obtained by applying Little’s Law:
Nf = X¯f ×MTTR =M − X¯f ×MTTF =M −
X¯f
λ
and
No =M −Nf = X¯f ×MTTF =
X¯f
λ
We can now use the proposed analytical model to answer some SP performance related
questions. Assume that there are M = 120 SPs in the SP overlay and that the MTTD is
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Figure 6.15: Probability that exactly j SPs are Operational for M = 120, λ = 0.002 and
µ = 0.05
equal to 500 minutes. This means that the SPs degrade at the rate of λ = 1/500 = 0.002
degradations per minute. Once it is diagnosed that a SP is overloaded and is in degraded
condition, it takes about 1/µ = 20 minutes for a lightly loaded SP to bring it back to robust
state by caching some of its popular files to migrate traffic load. Therefore, µ = 1/20 = 0.05.
The questions we would like to ask are:
• Given the number of SPs, the rate at which they degrade, the average number of lightly
loaded SPs that can act as repairmen, and the average time it takes to bring a SP back
from degraded state to robust state, what is the probability that exactly j(j = 1, ....,M)
SPs are operational?
The probability that j SPs are highly operational at any given time is the probability
that (M − j) SPs have degraded. This probability, pM−j, can be computed using the
formulas derived in this section. Figure 6.15 shows this probability for three different
values of the number of lightly loaded SPs that act as repairmen (N = 2, 5, 10). If
only two lightly loaded SPs help to migrate load from heavily loaded degraded SPs,
the peak of the distribution occurs for about 50 SPs, and the probability that 50 SPs
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are operational is about 5.6%. For N = 2, the probability that j SPs are operational
is negligible for j ≥ 67. When N = 5, the situation improves dramatically and the
peak of the distribution occurs at 116 SPs. At that point, the probability that exactly
116 SPs are operational is close to 10%. The bulk of the distribution is concentrated
between 92 and 120 SPs. When we have five more lightly loaded SPs, the situation
improves further and the probability that 116 SPs are in robust mode goes up to about
19%. The peak occurs between 108 and 120 SPs.
• Given all the parameters as in the previous case, what is the probability Pj that at least
j machines are operational at any given time?
The probability Pj that at least j machines are operational can be computed as
Pj =
M∏
i=j
pM−i
The values of Pj are shown in Figure 6.16 for j = 1, 2, ...., 120 and for N = 2, 3, 4, 5, 10
etc. As expected, for low values of j the probability of j SPs being operational is very
close to 1. It is interesting to note the dramatic drop in each curve. This indicates
that once lightly loaded SPs become overloaded themselves, the entire SP overlay tends
toward degraded mode. For N = 2, the probability that at least 40 SPs are operational
is 0.935, the probability that at least 50 SPs are operational is 0.52, and probability
that at least 70 SPs are operational is almost zero. If SLA is to have 110 SPs highly
operational, that SLA can be met 14% of the time when N = 4, 70% of the time with
N = 5 and 99% of the time when N = 10.
• What is the effect of the size of the lightly loaded SPs, N , on the MTTR of a SP?
What is the effect of N on the percentage of SPs that can be expected to be operational
at any given time?
Tables 6.2 to 6.6 show MTTR and percentage of Highly Operational SPs for various
values of M,λ and µ. In all the cases we see that there is a decrease in MTTR as
N increases. For example, In table 6.2 when N = 2, MTTR is 700 minutes, but
it sharply decreases to 20.575 minutes when N = 8. However, as the number of N
increases beyond 8, further change in MTTR is minimal. The same is observed in
Table 6.3 where λ and µ remains same but network size (i.e. M) changes to 150. When
N = 12 the decrease in MTTR is no longer sharp. Also, the decrease in percentage
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Figure 6.16: Probability that at least j SPs are Operational for M = 120, λ = 0.002 and
µ = 0.05
of Highly Operational SPs is not as sharp when compared to the decrease in MTTR.
As shown in Table 6.3, even with N = 6 lightly loaded SPs, we can keep 92% of the
150 SPs in highly operational state. At that stage MTTR is 40 minutes (i.e. twice the
average repair time). Although MTTR changes sharply whenM = 8, this increase has
little impact on percentage of Highly Operational SPs as there is an increase of only
4%. Again, we observe the same in Tables 6.4 - 6.6.
As the SP overlay size increases (i.e. M) we need more lightly loaded SPs (i.e. N)
to repair the overloaded and degraded SPs, but the percentage of N needed to have
MTTR ≈ 1/µ is almost the same in Table 6.2 - 6.4. However, when SP degradation
rate increases, more lightly loaded SPs are required to maintain good level of service
(i.e. low MTTR). This is evident in Table 6.5 when degradation rate (λ) doubles. At
least N = 27 lightly loaded SPs are needed to have MTTR ≈ 1/µ. Obviously, If repair
rate declines, N needs to increased further as seen in Table 6.6.
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Table 6.2: MTTR - M=120, λ=0.002, µ=0.05
N MTTR % of SPs
Highly Operational
2 700 42%
4 104.83 83%
6 25.05 95%
8 20.575 96%
10 20.06 96%
Table 6.3: MTTR - M=150, λ=0.002, µ=0.05
N MTTR % of SPs
Highly Operational
2 1000 33%
4 250 67%
6 40.00 92%
8 22.239 96%
10 20.32 96%
12 20.04 96%
Table 6.4: MTTR M=300, λ=0.002, µ=0.05
N MTTR % of SPs
Highly Operational
11 53.939 90%
12 33.00 94%
13 25.45 95%
14 22.52 96%
15 21.22 96%
16 20.60 96%
18 20.14 96%
Table 6.5: MTTR M=300, λ=0.004, µ=0.05
N MTTR % of SPs
Highly Operational
18 83.33 75%
19 65.86 79%
20 50.69 83%
22 30.89 89%
24 23.597 91%
25 22.108 92%
27 20.74 92%
30 20.15 92%
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Table 6.6: MTTR M=300, λ=0.004, µ=0.04
N MTTR % of SPs
Highly Operational
18 166.666 60%
22 90.911 73%
23 76.119 77%
25 51.218 83%
27 35.79 87%
30 27.589 90%
32 26.014 91%
35 25.24 91%
40 25.01 91%
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Figure 6.17: Av. File Download Time vs. Traffic Load for Varying Degrees of Replication.
Network Size =50 SPs, Popular Files Being Replicated= 200
6.6 Experimental Evaluation of RPPR and RPRR
We have carried out simulations to evaluate the effectiveness of various replication strategies
under different network conditions. In this section, we compare their performance results and
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discuss how and to what extent they improve average file download time, request rejection
rate, overall reliability of P2P overlay etc. For comparison we consider replication strategies
proposed in this chapter - Periodic Push Based Replication (PPR), Reliable Periodic Push
Based Replication (RPPR), Reliable Periodic Rejuvenation Based Replication (RPRR) etc.
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Figure 6.18: Av. File Download Time vs. Traffic Load for Varying Degrees of Replication.
Network Size =50 SPs, Popular Files Being Replicated= 400
Figure 6.17 shows how file download time varies as traffic load changes when different
replications strategies are executed. Here, we experiment with SP overlay size of 50 and 200
highly popular files that are cached in SPs. For a paying customer of a p2p service provider,
the average download time of a file is an important performance metric in a peer-to-peer
network. The available bandwidth to each downloading peer will be constrained mainly by
the limitation of the link bandwidth between two SPs. As traffic load on a SP increases its
outgoing bandwidth towards internet starts to dwindle. A degraded SP will take longer to
serve a file as compared to the one that is robust. Therefore, an attempt to reduce the load
on highly loaded SP by choosing an appropriate replication strategy can actually minimize
the average download time. As shown in Figure 6.17, RPRR generates the best average
download time while RPPR takes longer than RPRR but performs better than PPR. RPRR
is preventive in nature, and starts to act even before SPs get overloaded and become degraded
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Figure 6.19: Av. File Download Time vs. Traffic Load for Varying Degrees of Replication.
Network Size =100 SPs, Popular Files Being Replicated= 200
by encouraging the lightly loaded SPs to rejuvenate the degrading SPs. Therefore, if RPRR
is the preferred strategy, files are mostly downloaded from robust or degrading SPs. With
RPPR, SPs are repaired only when they are overloaded and serving at degraded performance.
PPR replicates only to a limited number of SPs, and like RPPR, is reactive. This explains
why RPRR performs best and PPR offers the lowest performance. We observe the same
in Figures 6.18 and 6.19 as well. However, download times for all algorithms are slightly
higher in Figure 6.18 as more more popular files (i.e. 400) causes more traffic load, and it
also takes more time to replicate higher number of files. When the network size grows to
100 SPs, as shown in Figure 6.19 the average download times are lower when compared to
values in Figure 6.18. This is because in large SP overlay it is more likely that there will
more lightly loaded SPs which can relieve the load of degraded ones which will keep most
the SPs in robust mode. As many SPs remain in robust mode, file download experience is
obviously better in this case.
It is quite obvious that an overloaded SP is likely to reject file sharing requests. We have
also explained that RPRR is going to keep the SPs in robust more than any other methods.
Naturally, rejection rate is also lower as compared to other methods. This fact is evident in
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Figure 6.20. Lastly, MTTR is quite an important factor for overall good performance and
system reliability. The experiment carried out for MTTR is shown in Figure 6.21. We see
that for an overlay size of 300 SPs with λ = 0.004 and µ = 0.04, the average repair time of a
SP is really high when 7% of the 300 SPs are lightly loaded and participate in the repair job.
However, this figure significantly improves with a slight increase of 2% in lightly loaded SPs.
While 13% of the SPs are actively helping the degraded SPs, repair time to go from degraded
state to robust state is as good as it can be. Infact, with 13% of SPs participating in the
repair job, the average MTTR is nearly perfect, approximating to 1µ which is
1
0.04 equalling
25 minutes.
6.7 Conclusion
Resource sharing by peer devices in P2P environment is pivotal to the success of next gener-
ation P2P systems that operate in fixed and wireless environments. In this chapter, we have
proposed basic and enhanced replication techniques to perform load sharing and increasing
the overall reliability of P2P systems. In the first technique, Periodic Push-based Replication
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(PPR), hosting SPs periodically send replicas of the most frequently accessed files to remote
selected SPs. This effectively reduces the hop count to reach the data item by placing replicas
where they are accessed most frequently. In this approach, SPs that have received replicas
provide details of the received files to its neighbouring SPs through a controlled gossip algor-
ithm. This ensures neighbouring SPs can also be benefited from the replication. The second
proposed technique, On-Demand Replication (ODR), performs replication based on access
frequency. A request for replication is initiated by a SP if it detects the access frequency of a
particular file reaches a predefined threshold. The ODR approach allows SPs to dynamically
adapt to changes in access behaviour. Simulation has been conducted to evaluate the perfor-
mance of the proposed techniques. It is found that through replication, the average number
of hops to reach a data file can be reduced by 30%. This presents a significant improvement,
especially in mobile P2P networks where a reduction in hops result in lower transmission cost
and reduced latency. However, as only selected SPs participate in active replication, these
algorithms cannot ensure high system reliability during heavy traffic load. To overcome this
limitation, the third approach Reliable Periodic Push based Replication (RPPR), replicates
popular files to a minimum number of SPs to ensure a high overall system reliability. This
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scheme is reactive in nature and starts to act when SPs are degraded. Therefore, the final
approach Reliable Periodic Rejuvenation based Replication (RPRR), improves the previous
scheme (i.e. RPPR) by taking control of replication of popular data files before the SPs
become degraded (i.e. when they indicate that they are into the degrading mode). In our
proposed SP based overlay system since several SPs work in parallel, even if a few SPs fail or
become unreliable we can still achieve overall system reliability by replicating contents from
the unreliable SP entities to the more reliable ones.
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Conclusion
This thesis has investigated the need for an extended super-peer (SP) based architecture,
static and probabilistic QoS path selection algorithms for mobile and fixed peers and load
sharing using replication strategies in a P2P file sharing system. While some of these issues
in P2P file sharing have been studied in the context of fixed networks, considering the rapid
proliferation of mobile devices, we have also studied how they could be integrated in a unified
architecture for seamless authentication. The contributions of this thesis can be summarised
as follows:
• Extended Super-Peer based Architecture (ESPA) for P2P Systems
The high demand for systems sharing files dynamically is on the rise while the storage
capacity and speed of personal computers and hand held devices such as PDAs are also
increasing rapidly. Laptops and PDAs can hold gigabytes of data while the processing
speed of these devices is also quite high. The cost of these devices has reduced sig-
nificantly over the years. This calls for a scalable and robust file sharing architecture
integrating mobile devices in the current P2P system community.
To address this issue an enhanced, scalable, robust and generalised ESPA [Rajasekhar
et al., 2004] for providing optimal file transfer and load sharing in P2P systems is
described in Chapter 3. Since there will be massive amount of data transfer such as
DVD movie clips and music file downloads between SPs, QoS routing, faster search
mechanisms and caching of popular files and their locations at SP nodes are required
to speed up data delivery. While the proposed architecture integrates these features
(i.e. QoS, caching, enhanced search etc.), it also suffers from single point of failure, as
the SP manages most of the activities of the large number of peers within its cluster.
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This ESPA architecture proposes to eliminate this single point of failure by replicating
the SP’s node database (essential for carrying out file transactions) to other neighbour
SPs. Care is taken so that no unauthorised devices are given access to the network.
A new device that wants to enter the network is registered and the whole process is
automated without any human intervention for seamless authentication.
Preliminary simulations show the strength and impact of ESPA in terms of scalability
and performance. We found that even with a large number of search requests fewer
SPs are required on average to serve the query requests. This is due to the fact that
the SP database not only caches popular files, but also the locations of other files that
have been searched by the SP but not cached yet. This also helps achieve a higher
query hit ratio (QHR). In other words, the possibility of finding the desired resources
and average file download time is better in our architecture when compared to other
existing P2P systems such as Limewire and eDonkey.
• Static Path Capacity to Hop Count Routing
In the prevalent structured and unstructured P2P systems, locating a file is the primary
objective while the QoS requirements of a peers request and efficient path selection to
meet the demand of the request are ignored.
Therefore, due to the absence of QoS path selection mechanisms in the prevalent P2P
file sharing systems, and the lack of suitable QoS routing algorithms, in Chapter 4, we
propose an SPCHQ algorithm [Rajasekhar et al., 2002a]. This proposed algorithm is
an extension of Guerin’s algorithm [Apostolopoulos et al., 1998b; Guerin et al., 1997],
but considers alternate paths that may have more bandwidth per hop. The SPCHQ
algorithm uses bandwidth (i.e. link capacity) to hop count ratio as a metric while
selecting the best path from a set of alternate paths. The complexity of this algorithm
is very similar to that of the Bellman-Ford algorithm. It gives a better path i.e. a wider
path from source SP to all the other SPs in the P2P network. The results demonstrate
that the SPCHQ outperforms the widest shortest path and shortest path algorithms
in terms of request blocking rate and average file download time for even and uneven
traffic load distributions.
• Probabilistic Routing Schemes
The available bandwidth between SPs in a P2P network is not precisely known at any
given time. It is always estimated with a certain probability, that a-priori information
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is available for computation. Hence there is an amount of uncertainty involved. This is
addressed in the probabilistic algorithms [Rajasekhar et al., 2006a] incorporating inac-
curacy of network state information that we proposed in Chapter 5. These algorithms
not only select paths efficiently under uncertainty, but also re-route certain paths under
congestion. We found that the probabilistic algorithm PPCH emerged as a best option
when compared to existing routing approaches. Both average file download times and
request blocking rates are lower than other existing schemes for both even and uneven
traffic load distribution. With PBC (Probable Bandwidth Cost) - a probabilistic QoS
path selection with re-routing algorithm - we found that the percentage of packet de-
livery ratios are greater than pruned Dijkstra, widest shortest path and shortest path
algorithms in congested P2P networks. Propagation delay with PBC is also small when
compared to other routing approaches. While these results are already encouraging,
we wanted to have a simpler but more accurate path selection method. To address
this an analytical model was presented to compute the probabilities of path selection
using regression models which can help derive a histogram of various QoS paths, and
ultimately a heuristic algorithm for accurate path selection.
• Load Sharing and Availability of Data Files
Some SP nodes hosting popular data items receive a large number of requests that
overload them. When the SPs are overloaded, they will not be able to perform the file
sharing tasks efficiently increasing the file download time. To mitigate these problems,
basic and enhanced replication strategies are formulated. By performing replication,
load sharing of SPs is achieved, thereby decreasing file download times and increasing
the overall reliability of P2P systems as discussed in [Rajasekhar et al., 2006b].
In Periodic Push-based Replication (PPR), SPs periodically send replicas of the most
frequently accessed files to remote selected SPs. SPs that have received replicas provide
details of the received files to their neighbouring SPs through a controlled gossip algor-
ithm. On-Demand Replication (ODR), performs replication based on access frequency.
A request for replication is initiated by a SP if it detects that the access frequency
of a particular file reaches a predefined threshold. The ODR approach allows SPs to
dynamically adapt to changes in access behaviour. It is found that through replica-
tion, the average number of hops to reach a data file can be reduced by 30%. This
presents a significant improvement, especially in mobile P2P networks where a reduc-
tion in hops results in lower transmission cost and reduced latency. As only selected
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SPs participate in active replication, these algorithms cannot ensure high system reli-
ability during heavy traffic load. To overcome this limitation, Reliable Periodic Push
based Replication (RPPR), replicates popular files to a minimum number of SPs to
ensure a high overall system reliability. This scheme is reactive in nature and starts
to act when SPs are degraded. Therefore, the final approach, Reliable Periodic Re-
juvenation based Replication (RPRR), improves the previous scheme (i.e. RPPR) by
taking control of replication of popular data files before the SPs become degraded (i.e.
when they indicate that they are into degrading mode). Experiments show that RPRR
generates the best average download time while RPPR takes longer than RPRR but
performs better than PPR. This is specially true in a large SP overlay since it is more
likely that there will more lightly loaded SPs which can relieve the load of degraded
ones which will keep most of the SPs in robust mode. As many SPs remain in robust
mode, the file download experience is obviously better with RPRR. We see that for
an overlay size of 300 SPs the average repair time of a SP is really high when 7% of
the 300 SPs are lightly loaded and participate in the repair job. However, this figure
significantly improves with a slight increase of 2% in lightly loaded SPs. This result is
quite interesting as it demonstrates that not many lightly loaded SPs are required for
the SP overlay to work reliably.
7.1 Future Work
This thesis has made several contributions in the area of routing, load sharing and perfor-
mance in P2P networks. Despite the contributions we have made, based on our findings we
can suggest further work in this area which are listed below:
• Lookup Latency: A search technique such as chord typically requires log(n) hops to
locate a correct peer node. In geographically spread P2P networks, several hops can add
up to more than a second latency, which is hindering the delay sensitive applications
such as video streaming. One solution is to decrease the lookup latency by increasing
the amount of routing table entries at each peer node. This increases storage and
management overheads at each peer node and does not work well in the presence of
unstable network conditions (e.g. when peer nodes fail). The issue of finding the right
balance between global and neighbour only state is a challenge in P2P systems.
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• Security Issues: None of the routing algorithms provides satisfying security on data
sharing. It is an important issue to combine a proper security scheme with the routing
algorithms. The security scheme should fit the requirements of the specific application
and should not add much overhead on the routing algorithm.
• Incentives: In standard markets, prices provide the appropriate incentives for re-
sources. However in P2P systems where no global information is available (peers ac-
quire information only by communicating with other peers) and there are no external-
ities (the contribution and consumption of resources of one peer affects the utility and
cost of all the others), freely-determined (unregulated) prices would not lead to efficient
behaviour. Moreover, the complexity of implementing price mechanisms involving real
money in a highly distributed P2P system, motivates the search for simpler to imple-
ment incentive mechanisms. So, what are the appropriate mechanisms needed to give
peers the correct incentives to contribute their resources to the P2P system?
• Semantic Routing with QoS: In semantic routing peers join the system by provid-
ing their own context and need to cooperate by matching their respective context with
the aim of discovering similar partners and enforcing effective resource sharing. Peer
nodes are grouped based on their interests. Since peer nodes are grouped based on
their interests, a SP is in a good position to group the peers under its cluster and ex-
change such information with other peers. A suitable mechanism is needed to integrate
semantic routing techniques with the existing routing mechanisms such as SPCHQ and
PPCH proposed in this thesis.
• Routing Issues: Distributed path restoration is not addressed in our thesis as it is
important for P2P networks to recover quickly for efficient resource utilisation. When a
failure occurs in the P2P network interrupting the traffic, the source SP of the traffic will
be notified from the failure and will try to set up a new detour path from the source SP
to the destination to restore the traffic. In this thesis we have addressed basic re-routing
schemes, however, further work can be done to improve the P2P network performance
by pre-configuring the restoration route at the SPs and performing real-time updates of
the P2P network status in each of the SPs, thus co-ordinating the multiple restoration
routes among multiple SPs.
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CHAPTER 7. CONCLUSION
7.2 Final Remarks
This thesis has demonstrated the use of various routing schemes to enhance QoS path selec-
tion and to increase the performance by load sharing in P2P networks. It has been found
that taking into account the peer’s resources, limitations and mobility, a SP based architec-
ture provides seamless connectivity for file sharing in fixed and wireless networks. As more
mobile and fixed users (peer devices) share information, a robust architecture to support
such devices is necessary. While the static, probabilistic routing schemes proposed in this
thesis significantly reduce the file download time, load sharing strategies enhance the overall
reliability of the P2P overlay system. We strongly believe that P2P users have high expecta-
tions from the service providers to offer better services, and the model proposed in this thesis
would offer a better solution as it not only supports QoS but also reliability. Reliability is
an important factor from the service providers point of view as it gives some certainty about
availability of services and would allow them to offer Service Level Agreements (SLAs) to
customers with a high level of confidence.
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