This paper presents, in a tutorial form, some analytical inversion techniques for the Goupillaud-layered earth model. Finding the reflection coefficients from the reflection seismogram is the inverse problem for the model. For this reason we present a thorough description of the inverse problem for the Goupillaud model, two solutions to solve the inverse scattering problem using linear discrete equations and the solution obtained using the classic dynamic deconvolution method. The inversion is achieved using Robinson's polynomials P k (z), Q k (z), A k (z) and their reverse polynomials, as well as some properties of the model (the Lorentz transformation and the Einstein subtraction formula). The method of dynamic deconvolution, which makes the inversion of the model very simple computationally, is based on the physical structure of the reflection seismogram. We present the classic dynamic deconvolution algorithm for the non-free-surface Goupillaud model to show that the dynamic deconvolution method can provide efficient discrete procedures for the inversion. For this reason, though the inverse dynamic deconvolution procedures are old algorithms, they could be useful today for solving inverse scattering problems arising in exploration geophysics and various fields.
I N T R O D U C T I O N
This paper considers the inverse problem for seismic waves at normal incidence in a horizontally layered mediumthe Goupillaud model (GM; see Goupillaud 1961; Robinson 1982) . Finding the reflection coefficients from the reflection seismogram is the inverse problem for the model. We show that the reflection coefficients can be obtained using two linear discrete analogues of the classical equations for the inverse scattering problem: Krein equation (Kunetz and D'Erceville 1962; Kunetz 1964 ) and Marchenko equation (Berryman and Greene 1980) . For this presentation, we use Robinson's reformulation for both Kunetz (1964) and Berryman and Greene (1980) solutions (Robinson 1967 (Robinson , 1982 . However, a different approach emerged in geophysical research. This approach, * E-mail: virgil_bardan@yahoo.com more directly concerned with the local analysis of acoustic wave propagation, provides a recursive inversion procedure and it is called dynamic deconvolution (Robinson 1975; Bardan 1977) . Thus, the classic inverse dynamic deconvolution algorithm for the non-free-surface GM is presented to show that the dynamic deconvolution method makes the inversion of the model very simple computationally.
The Lorentz transformation is a transformation between coordinates (t 1 , x 1 ) and (t 2 , x 2 ) of two frames that move at constant velocity relative to each other. When Maxwell derived the electromagnetic wave equation, it soon became apparent that it is not invariant under the Galilean transformation. However, it is invariant under the Lorentz transformation, which was a key factor in Einstein's development of the special theory of relativity. Einstein established that the relative velocity of any two objects can never exceed the velocity of light. By application of the Lorentz transformation, Einstein obtained expressions for relative velocities as seen by the different observers. They are called the Einstein velocity addition relationships. The relationship that involves subtraction is called the Einstein subtraction formula. There is a formal connection between Einstein's theory of special relativity and the theory of waves in layered media (Robinson 1975; Bardan 1977) . In this paper, we use the terms Lorentz transformation and Einstein subtraction formula in that context.
Besides the interest in exploration geophysics, the Goupillaud-layered media are useful in spectral estimation because they are mathematically the same as lattice networks. These networks are useful in building models of many processes which occur in engineering practice. Among them we mention the direct electrical resistivity interpretation (Szaraniec 1982) , the discrete transmission-linear models (Bruckstein and Kailath 1987) , the inverse scattering and experimental characterization of optical grating filters (Waagaard 2006) , and others. Here we discuss some of the properties of this model that are useful in exploration geophysics and emphasize the important contributions of Robinson (1967 Robinson ( , 1975 Robinson ( , 1984 to this inversion. For this paper, we have used results of Robinson's work published in 1982.
The Fresnel reflection and transmission coefficients describe the reflection and transmission of waves when incident on the interface between two different layers. They were deduced by Augustin-Jean Fresnel (1788 -1827 who was the first to understand that light is a transverse wave. The Fresnel coefficients are ones that appear in seismology, but without the modifier Fresnel. In contrast, the non-Fresnel coefficients are the responses that describe the reflection and transmission of waves when incident on a system of interfaces.
Seismic processing is based on the availability of representations of downgoing travelling waves and upgoing travelling waves within the computer. However, a travelling wave is never recorded as such in seismic acquisition. The signal recorded by a geophone is the sum of the downgoing and upgoing particle-velocity waves. The signal recorded by a hydrophone is the sum of the downgoing and upgoing pressure waves. A dual-sensor (i.e. a sensor that records both geophone and hydrophone signals) allows the computation of the downgoing and upgoing particle-velocity waves as well as the downgoing and upgoing pressure waves. When a downgoing wave strikes the interface, part of the energy is reflected back into the same layer and the rest of the energy is transmitted into the next layer. The so-called Fresnel coefficients deal only with the interface between the two layers in question, and not with the entire system which can have many layers.
Each Fresnel coefficient carries the number of the interface as a subscript. The pressure Fresnel reflection coefficients are of reverse sign to the particle-velocity Fresnel reflection coefficients. In more advanced treatments, a distinction must be kept between particle-velocity travelling waves and pressure travelling waves. However in this tutorial, we merely assume that the amplitudes of the waves are measured in units such that the squared amplitude is proportional to the energy. In such a case, the transmission coefficient through an interface is the same for either an upgoing or downgoing wave.
Much of science is based on models. The black box model is a term used in a number of different sciences and fields of study, though in each it generally refers to the same basic concept. Signals can be many things. They can be single channel or multichannel, single-dimensional or multidimensional. Essentially, a black box model describes a system in which the input signal can be entered or observed and the output signal can be gathered or received, but the processing takes place unseen. In summary, we do not know what is inside the black box. We only know the input and the output. The problem is to find out what is inside. In seismic exploration as carried out in practice, we can never achieve the ideal conditions required by a mathematical model.
Space is three-dimensional (3D) with coordinates x, y, z. The most basic model in geophysics is the layered earth model. The GM as given in this paper is a 1D model. It just uses vertical depth z and gives no consideration to the horizontal dimensions y, z. It is a layered earth model that has horizontal interfaces equally spaced in vertical travel time. More precisely, the time unit is defined in this way. The time it takes a wave to travel between two consecutive interfaces is equal to one-half time unit. In other words, the two-way travel time in any layer is one time unit. Of course geological layers are not equally spaced in time. The geological layers have various thicknesses. An interface with reflection coefficient zero is a contrived interface. Such an interface has no physical presence. It is entirely mathematical. By setting certain reflection coefficients equal to zero, we can obtain a good approximation to a horizontally layered system with arbitrary vertical spacing in time. All of digital processing requires the use of stratagems of this kind in order to have the values of the digital signals equally spaced in time. A valuable aspect of the GM is that the associated method of dynamic deconvolution does provide a direct analytic solution for the full waveform inversion (FWI) problem in the 1D case.
The described model has reflection coefficients equal to zero for all interfaces except for certain designated interfaces that have non-zero reflection coefficients. Of course, no such ideal situation occurs in practice. Let us modify the model. Wherever there is a zero reflection coefficient, put noise instead. Suppose the noise is random with a small standard deviation in comparison to that of the reflection coefficients of the designated interfaces. In such a case the noise is essentially harmless. On the other hand, suppose the standard deviation of the noise is large, not small. In such a case, the noise is overwhelming.
Mathematically, the GM is stable in the sense that all the energy that goes into the system comes out of the system over the entire infinite time range. If absorption of energy is allowed, then less energy will come out than what went in. In all cases, the effects of noise must be considered. For example, a small error in the computation of a reflection coefficient can build up into large errors in succeeding reflection coefficients. Effective safeguard along the way must be taken into account. Unfortunately, this type of problem is present in all sequential inversion methods.
The GM (see Fig. 1 ) has a finite number of interfaces. It has two input channels, namely the downgoing wave that enters the top interface and the upgoing wave that enters the bottom interface. It has two output channels, namely the upgoing wave that exits the top interface and the downgoing wave that exits the bottom interface. In the basic seismic reflection experiment, the source generates a signal that enters the layered earth. The receiver records the reflected signal that is returned. There are many different types of seismic sources. For example, there are man-made physical sources such as vibrators, explosives and airguns. There are also natural sources such as those evidenced by earthquakes and microseisms. In exploration, we are limited to the available equipment. Many inversion algorithms compute the signals at both sides of an interface in order to account for absorption within the layers. The version of the GM given here represents a perfectly elastic system with no absorption of seismic energy within the layers. As a result, a downgoing seismic wave at the bottom of an individual layer is the same as it is at the top of the layer, except for a time delay of one-half unit. An upgoing seismic wave at the bottom of the layer is the same as it is at the top of the layer, except for time advance of one-half unit. Changes in the amplitudes of waves occur only at the interfaces.
The Greater Burgan oil field in Kuwait has a total surface area of about 1000 km 2 . Its structure is a huge gently inclined anticlinal dome having an elliptical shape and transected by radial faults. Certain parts of this field approximate the horizontally layered requirement of the GM. Suppose that a source and receiver are placed at the same point in a horizontally layered system. The source radiates energy in all directions. Only vertical rays can reflect back to the receiver point. All the oblique rays reflect to some other point. If the interfaces are not horizontal, then certain oblique rays can reflect back to the receiver. Such energy is called out-of-line energy, and such energy cannot be explained by a 1D model. In the same way, a 2D model cannot explain out-of-plane energy. It takes a 3D model to adequately model the earth. Three kinds of seismic sources are commonly used in seismic exploration: Case 1, surface sources on land, such as vibrators; Case 2, explosives below the surface on land; Case 3, sources in the water layer for marine exploration. The full waveform methods presented here handle all these possible sources. In fact, it does not matter where the source is placed. It does matter where the receiver is placed. The receiver should be placed below the source. Unfortunately, cost and other considerations may prevent such a placement from happening, but here we will assume that it is done. The earth's impedance at the receiver is measured. The receiver records the wave motions of both pressure wave and particle-velocity wave. From this data, the full waveforms of the downgoing wave D and the upgoing wave U at the receiver location are computed. Forget about the surface layers and just think about the deep layers. The downgoing wave D is the input to the deep layers and the upgoing wave U is the output from the deep layers. Figure 2 presents the situation in which the receiver is below the source. The full waveform of the downgoing wave D contains all the information about ghosts, reverberations and multiple reflections caused by the surface layers. It also contains the information about the actual source signature. Consider the downgoing wave D as the input to the deep layers. Consider the upgoing wave U as the resulting output from the deep layers. The deconvolution U/D of the upgoing wave U by the downgoing wave D is called up-over-down (or Einstein) deconvolution. The output of the up-over-down deconvolution is the impulse response function of the deep layers. The troublesome effects of the surfaces layers (such as source signature, reverberations, surface-generated multiples and ghosts) have been removed. There are various choices. One choice is to stop at this point and be satisfied with the impulse response function of the deep layers. Another choice is FWI by dynamic deconvolution. This process involves going down sequentially layer by layer into the deep, and along the way remove the effect of each layer by its own up-over-down deconvolution. In this paper, we use the GM to describe this process in one dimension (depth).
In seismic exploration, we initiate signals and receive signals close to the surface of the earth. From this observational data, we want to learn about the subsurface structure several kilometres down. FWI uses the entirety of the waveforms involved. It seeks to find a high-resolution, highfidelity velocity model of the subsurface capable of matching individual synthetic seismic waveforms with an original raw field dataset. This is achieved iteratively by determining and minimizing a residual -the difference between modelled and recorded data. The method begins from an initial starting model which is then iteratively improved using a sequence of linearized local inversions, to solve a fully non-linear problem.
FWI uses huge data sets, highly complex mathematics and the most advanced computers to solve the 3D problem. Unfortunately, 3D inversion algorithms are neither well posed nor do they provide unique answers. The 3D algorithms are, at best, approximations.
This question arises: What good is a 1D model? One reviewer wrote this answer: 'Clearly, with today's emphasis on FWI based on numerical optimization, it might seem that there is little room for a 1D analytical solution via Goupillaud model (GM). However, the GM and dynamic deconvolution could help the understanding of modern methods for seismic inversion based on inverse scattering. Given that the new generation of geophysicists directly jumps into FWI, this tutorial has important educational value and could help researchers to understand methods for inverse scattering that are applicable to realistic 2D and 3D earth models'.
T H E G O U P I L L A U D H O R I Z O N T A L L Y L A Y E R E D E A R T H M O D E L
Let us first say a few words about the z-transform. The ztransform converts a time-domain signal, which is a sequence of real or complex numbers, into a series involving powers of z −1 . The z-transform of the causal signal f(k) is defined to be
The reason for using powers of z −1 is to make the ztransform the discrete counterpart of the Laplace transform. Much of our work is with signals that have a finite number N of terms, in which case the z-transform is
In such a case F(z) is a polynomial in powers of z −1 . We use the term 'polynomial' with that meaning. For example, the z-transform of the signal ( f (0), f (1), f (2)) = (1, 2, 0) is the polynomial given by
It is understood that we mean a polynomials in z −1 . The ztransform of the signal (3, 2) is 3 + 2 z −1 . Suppose we multiply it by z −1 . We have
which is the z-transform of the signal (0, 3, 2). Thus, multiplication of the z-transform by z −1 delays the signal by one time unit.
We will use the convention that a bar over F(z) indicates that each z −1 on the right-hand side is changed to z; that is,
It follows that
The resulting signal (2, 5, 2) is known as the autocorrelation of the signal (1, 2). The Fourier transform of the autocorrelation is the energy spectrum. The reverse polynomial (with superscript R for reverse) is defined as
This example shows that the reverse of the signal (1, 2, 0) is (0, 2, 1).
We assume that the earth's crust is made up of a sequence of sedimentary layers. The Goupillaud seismic model in Fig. 3 approximates the heterogeneous earth with a sequence of horizontal layers, each being homogeneous, isotropic and nonabsorptive. In the case of marine acquisition, interface 0 is chosen to be the surface of the water. However, in the application of the Goupillaud model (GM), the choice of interface 0 is (not necessarily the surface of the earth). In the case of a receiver buried in some subterranean layer, interfaces 0 and 1 would be, respectively, the top and bottom of the receiver layer. The model is subject to vertically travelling plane compressional waves, and thus it is a normal incidence model. We assume that the two-way travel time in each layer is the same and is equal to one time unit. In other words, the physical thicknesses of the layers are such that the layers have equal travel times. Important contributions for the description of this model and for the solution of its inversion problem were made by Goupillaud (1961) and Robinson (1975 Robinson ( , 1982 .
In Fig. 4 , r n is the reflection coefficient for downgoing waves striking interface n from above. The reflection coefficient for upgoing waves striking interface n from below is equal to −r n . We will assume that the amplitudes of the waves are measured in units such that the squared amplitude is proportional to energy. In such a case, the transmission coefficient through interface n is t n = 1 − r 2 n for either upgoing or downgoing waves.
All waves are digitized with unit time spacing. Although the waves exist throughout the layers, we will be concerned with them only as measured at the tops of the layers. In Fig. 5 , the full waveform of the downgoing wave at the top of layer n is denoted by d n (k) if n is odd, and by d n (k + 0.5) if n is even, where k is an integer. The z-transform D n (z) of the downgoing wave is
Similarly, the full waveform of the upgoing wave, given by u n (k) for n odd and by u n (k + 0.5) for n even, is also measured at the top of layer n. The z-transform of the upgoing wave is U n (z). We now consider an idealized seismic experiment. The source is a downgoing unit impulse introduced at the top of layer 1 at time zero. This pulse proceeds downwards, where it undergoes multiple reflections and refractions within the layered system. Some of the energy is returned to the top of layer 1, where it is recorded in the form of a seismic trace which we denote by the sequence x 11 , x 12 , x 13 , . . . . The first subscript indicates the layer and the second subscript indicates the discrete time index. The z-transform of the seismic trace is
We are given the seismic trace x 11 , x 12 , x 13 , . . . . The inverse problem is the determination of the reflection coefficients r 1 , r 2 , r 3 , . . . .
L O R E N T Z T R A N S F O R M A T I O N A N D R O B I N S O N ' S P O L Y N O M I A L S
Let D 1 (z) and U 1 (z) be, respectively, the z-transforms of the downgoing wave and the upgoing wave at the top of layer 1, and let D 2 (z) and U 2 (z) be the corresponding z-transforms for layer 2. The Goupillaud model (GM; as we use it on this paper) admits no absorption of energy. All of the energy is contained in the full waveforms. Figure 6 presents the diagram indicating inputs and outputs in crossing interface 1. The waveform with z-transform D 1 (z) occurs at the top of layer 1. It takes this waveform 0.5 time unit to travel forward in time to the bottom of layer 1. In other words, there is a delay of 0.5 time unit. Thus, the waveform at the bottom of layer 1 has z transform z −0.5 D 1 (z).
This quantity is called input 1.
Similarly, the waveform with z-transform U 1 (z) occurs at the top of layer 1. It takes this waveform −0.5 time unit to travel backward in time to the bottom of layer 1. In other words, there is an advance of 0.5 time unit. Thus, the waveform at the bottom of layer 1 has z-transform z 0.5 U 1 (z). This quantity is called output 2.
At interface 1 we have the input-output relation
which is
After some algebra, we solve these equations to obtain
Relations (12) can be written in matrix form as
A similar relation holds between any two adjacent layers (with n ≥ 1), namely
We mention that, using equation (14), which represents the Lorentz transformation in the GM, we can show that the net downgoing energy is the same in each layer:
This important result attests to the advantage of using full waveforms.
Robinson's polynomials P n (z) and Q n (z), and their reverse polynomials, with superscript R for reverse (see Robinson 1967 Robinson , 1982 , are given by
These polynomials are defined by the equation
(see Robinson 1982) . By inspection, we can find the first and the last coefficients of these polynomials. We have (for n > 1)
The polynomials for adjacent layers are related by
(see the equation (17)). This equation gives the Robinson recursion for polynomials P n (z) and Q n (z) (Robinson 1967 (Robinson , 1982 
and its inverse recursion
If we define polynomial A n as
then we can obtain the Levinson recursion (see Levinson 1947 )
where
We observe that in equation
the last coefficient of the polynomial A n (z) is r n (see the first two equations from (18) and equation (22)). The inverse of the Levinson recursion (see Levinson 1947 ) is
(see equations (21) and (22)).
N O N -F R E E -S U R F A C E A N D F R E E -S U R F A C E R E F L E C T I O N S E I S M O G R A M S : E I N S T E I N S U B T R A C T I O N F O R M U L A
Let us describe the non-free-surface model, that is, the model in which the surface (top interface) is not a perfect reflector (i.e. its reflection coefficient is less than 1 in magnitude). First, we want to give some background information. Thinfilm layers are common in the natural world. Their effects produce colours seen in soap bubbles and oil slicks, as well as the structural coloration of some animals such as a butterfly wing. The Goupillaud model (GM) has its roots in thin-film optics. Unfortunately, there is one major difference between seismology and optics. Let a source of light shine on a butterfly wing. The first primary reflection comes from the surface of the wing. The reason is that the source is at a distance from the wing. Let a vibrator operate on the surface of the ground. The first primary reflection does not come from the surface of the ground, but it comes from the first interface below the surface. The reason is that the source is on the surface of the ground. In order to make the GM compatible with optical thin-film theory, we must remove the surface of the ground. How do we achieve this purpose? We cannot remove the surface layer physically, so we must remove it mathematically. However, we physically must drill some holes into the ground. We then place the receivers at the bottom of the holes. The layer in which a receiver is located is called the receiver layer.
Divide the layered earth into two systems: the upper system and lower system. The upper system is made up of the interfaces from surface to the top of the receiver layer. The upper system gives rise to reverberations, multiple reflections and ghosts, all of which we want to eliminate. We also want to eliminate the source signature. The lower system is made up of the interfaces from the bottom of the receiver layer to the basement rock. The lower system contains the reflection coefficients of interest in deep exploration. How do we do we remove the upper system? The first step is to convert the particle-velocity and pressure signals detected at the receiver into two computed signals, namely the upgoing signal and downgoing signal, both existing in the receiver layer. These two computed signals represent, respectively, the input and output signals for the lower system. By deconvolving the upgoing signal by the downgoing signal, we obtain the impulse response function of the lower system. In summary, the up-over-down (Einstein) deconvolution process strips away all the reverberations, multiples and ghosts due to the interfaces above the receiver. It should be emphasized that it also strips away the unknown source signature. In summary, up-over-down (Einstein) deconvolution removes the upper system and all of its ill effects. The lower system remains, all by itself (Loewenthal and Robinson 2000) .
The lower system is like the butterfly wing. The impulse response function of the lower system provides the data required to analyse the lower system. The source of energy to the lower system is a unit spike. It occurs above the first interface of the lower system. The reflected energy from the lower system is the reflection response of the lower system. It also occurs above the first interface of the lower system. In fact, the first arrival of the reflected energy is the primary reflection from the first interface of the lower system.
The lower system satisfies the conditions required for the optical thin-film model (the butterfly wing). In seismology, the optical thin-film model is called the non-free-surface model. Figure 7 presents non-free-surface model (i.e. interface 0 is a non-reflector r 0 = 0). For notational convenience, we choose the non-free-surface as interface 1. In other words, the top interface is taken as interface 1, which has a (non-perfect) reflection coefficient r 1 , where −1 < r 1 < 1. Interface 0 is not physically present, that is, r 0 = 0. (Actually interface 0 is a non-existing relic of the upper system that was removed by up-over-down deconvolution.) Thus, the non-free-surface condition is that r 0 = 0 and |r 1 | < 1.
We have just described the non-free-surface model. Let us now describe the free-surface model, as shown in Fig. 8 . The surface of a physical body serves to protect the body from invasive forces. The skin of an animal protects the animal from invasive forces. Unfortunately, the skin also acts as a barrier to the ultrasound waves used in medical imaging of internal organs. The surface of the earth presents a major problem in seismic exploration. The surface of the solid ground is hilly and heterogeneous; a situation that calls for static corrections. On the other hand, the surface of the water is flat and homogeneous. Often the surface of the water is so smooth that it is considered to be a perfect reflector. In such a case, we use the free-surface model in which interface 0 is taken as the perfect surface reflector. In the case of a pressure detector, r 0 would be +1. In the case of a particle-velocity detector, the reflection coefficient r 0 would be −1. Pressure detectors are used for marine seismograms, so r 0 = 1 would apply. Thus, the reflection coefficient for upgoing waves striking interface 0 from below is − r 0 = −1. For example, the upgoing wave −x 11 is reflected to become the downgoing wave x 11 . In the free-surface model, the physical source (in this case, the unit source 1) is placed at interface 0.
Mathematically, the source could be just above interface 0 or it could be just below interface 0. If the source were just above interface 0, all the energy would be reflected upwards, and no energy would enter the lower layers. Thus for the free-surface model, the mathematics demands that the source occurs just below interface 0.
In the free-surface model, the source is a unit spike at time 0. The source gives rise to an upgoing wave in the first layer as a result of reflections and refractions from the interfaces below. This upgoing wave is denoted by −x 11 , −x 12 , −x 13 , . . ., that is, u 1 (k) = −x 1k for k = 1, 2, 3, . . . and it represents the wave motion striking interface 1 from below. Interface 1 is a perfect reflector with upgoing reflection coefficient −r o = −1. Consequently, the upgoing wave is perfectly reflected to produce the downgoing wave d 1 (k) = x 1k for k = 1, 2, 3, . . .. The sequence x 11 , x 12 , x 13 , . . . is called the reflection seismogram which has z-transform X 1 (z). It follows that for the free-surface condition, we can write the following relations:
For the non-free-surface condition we have the following relations: Taking in consideration equations (13), (14) and (17), the Lorentz transformation from layer 1 to layer n + 1 is in the form
where σ n = t 1 t 2 · · · t n is one-way transmission coefficient through the n interfaces. In the case with the first two layers and for non-free-surface (relations (13) and (28)), the Lorentz transformation is
which gives
and
Therefore, by means of the Lorentz transformation (dividing equation (32) by equation (31)), we obtain the Einstein subtraction formula
It is called the subtraction formula because of the minus signs occurring in the right-hand side. In general form, the Einstein subtraction formula is
Here r n+1 is the reflection coefficient of the interface n + 1. Now, taking into consideration equation (34) (which represents the Einstein subtraction formula for the non-free-surface condition) we will show that relation (35) is correct. The function D n+1 (z) is the z-transform of the downgoing wave at the top of layer n + 1. The direct downgoing pulse arrives at layer n + 1 at time 0.5n with a transmission coefficient through the n interfaces σ n = t 1 t 2 · · · t n . Because the time of the direct downgoing pulse is 0.5n we have, for the z-transform at the top of layer n + 1, the equation
The function U n+1 (z) is the z-transform of the upping wave at the top of layer n + 1. The first pulse in the upgoing wave is the reflection of the direct downgoing pulse at the interface n + 1. Its magnitude is σ n r n+1 , where r n+1 is the reflection coefficient of the interface n + 1. Because one time unit elapses for the round trip in layer n + 1, the first pulse of the upgoing wave in layer n + 1 occurs one time unit later than the first pulse of the downgoing wave in layer n + 1. That is, the first upgoing pulse at the top of layer n+1 occurs at time 0.5n + 1. Thus
= σ n r n+1 z −0.5n−1 + terms in lower powers of z .
Dividing equation (37) by equation (36) we obtain
We have thus shown that the function X n+1 (z) has the form (35).
T H E K R E I N I N V E R S I O N O F T H E F R E E -S U R F A C E R E F L E C T I O N S E I S M O G R A M
The problem of finding the reflection coefficients r 1 , r 2 , r 3 , . . . from the free-surface reflection seismogram x 11 , x 12 , x 13 , . . . (where the surface source is a unit downgoing spike at time 0) represents the inverse problem for the model. The Lorentz transformation of the free-surface-reflection seismogram from layer 1 to layer n + 1 can be written as the matrix equation
where σ n = t 1 t 2 · · · t n is the one-way transmission coefficient through n interfaces. Using this matrix equation, we will now evaluate D n+1 (z), U n+1 (z) and the difference D n+1 (z) − U n+1 (z).
Taking into consideration equations (16) and (19), we obtain
Using (40) and (39), we have
Using (41), we obtain the difference given by
with a n0 = 1 and a nn = r n . Equation (42) can be written as
Using equations (36) and (37), we find that the right-hand side of equation (44) is given by
where σ 2 n = (t 1 t 2 · · · t n ) 2 is the two-way transmission coefficient through the n interfaces and r n+1 is the reflection coefficient of interface n + 1. We can now observe that the powers of z from −1 to −n are missing on the right-hand side of equation (44). If we equate the coefficients of the powers of z from 0 to −(n + 1) on each side of equation (44), we obtain n + 2 equations [one for each power of z from 0 to −(n + 1) -see equations (44) and (45)] given by a n0 x 10 +a n1 x 11 +a n2 x 12 +· · · + a n,n−1 x 1,n−1 + a nn x 1n = σ 2 n a n0 x 11 + a n1 x 10 + a n2 x 11 + · · · + a n,n−1 x 1,n−2 + a nn x 1,n−1 = 0 a n0 x 12 + a n1 x 11 + a n2 x 10 + · · · + a n,n−1 x 1,n−3 + a nn x 1,n−2 = 0 a n0 x 1n + a n1 x 1,n−1 + a n2 x 1,n−2 + · · · + a n,n−1 x 11 + a nn x 10 = 0 a n0 x 1,n+1 + a n1 x 1n + a n2 x 1,n−1 + · · · + a n,n−1 x 12 + a nn x 11 = −σ 2 n r n+1 .
There are n + 2 equations in (46). The known equations are the coefficients x 11 , x 12 , . . . , x 1,n+1 of the freesurface reflection seismogram. The free-surface condition is that r 0 = 1. We also know that x 10 = 1 (i.e. unit source) and that a n0 = 1. The n + 2 unknowns are σ 2 n , the remaining coefficients a n1 , . . . , a nn of the desired polynomial A n (z), and r n+1 . We note that the set of the first n + 1 linear equations in (46) involves a square Toeplitz coefficient matrix (i.e. x i j = x i+1, j+1 ). For this reason, the set represents the discrete analogue of the integral equation of continuous inverse scattering, which is associated with the name of Krein (see Bruckstein and Kailath 1987) . The set of the first n + 1 linear equations are ⎡
They can be solved with the Levinson algorithm (see Levinson 1947) in order to obtain the two-way transmission coefficient σ 2 n and the coefficientsa n1 , a n2 , . . . , a nn . From equation (43) we know that a nn = r n . The bottom equation in (46) can be written as
We know that r 1 = −x 11 . Equation (48 
We mention that if we have the coefficients of polynomial An(z), we can also obtain the same reflection coefficients (r n−1 = a n−1 , n − 1, . . . , r 2 = a 22 , and r 1 = a 11 ) using relation (26).
T H E M A R C H E N K O I N V E R S I O N O F T H E N O N -F R E E -S U R F A C E R E F L E C T I O N S E I S M O G R A M
In the 1D inverse scattering problem of mathematical physics, the Marchenko integral equation (or GelfandLevitan-Marchenko equation or GLM equation), named after Israel Gelfand, Boris Levitan and Vladimir Marchenko, is derived by computing the Fourier transform of the scattering relation whose kernel is computed from the scattering data. In solving the Marchenko equation, one obtains the kernel of the transformation operator from which the potential can be obtained (Marchenko 2011 ). Robinson (1967 obtained a solution for the non-free-surface reflection seismogram. The solution was in fact the discrete counterpart of the GLM integral equation. This result was also obtained by Berryman and Greene (1980) , but for this paper we use Robinson's more concise reformulation (see Robinson 1982) . We consider the non-free-surface reflection seismogram, that is, the seismogram produced by the Goupillaud model (GM) with non-free-surface condition that r 0 = 0 and r 1 is arbitrary. Let X 1 (z) be the z-transform of the reflection seismogram.
In this case, the Lorentz transformation from interface 0 to interface n + 1 is
where σ n = t 1 t 2 · · · t n is the one-way transmission coefficient through the n interfaces. Writing (50) out in component form we find
Taking into consideration equations (16) and (18), and adding the two equations in (51), we obtain
where G n (z) is defined as
From (53) we see that
Therefore, we can find r n as soon as we can determine g n0 . Thus, the reflection coefficients r 1 , r 2 , r 3 , . . . can be found directly from the sequence g 10 , g 20 , g 30 , . . . . Let us now see how this sequence can be determined. Taking in consideration equations (36) and (37), we have
Therefore, using equation (52), equation (54) gives
Taking in consideration equation (9) for X 1 (z), we observe that the coefficients of G R n (z) + X 1 (z)G n (z) (which is the left side of equation (57)) for the powers of z equal to −1, −2, . . . , −n + 1 are zero and the coefficient for the power −n is equal to σ 2 n (see equation (39)), that is, g n,n−1 + g n0 x 11 = 0 g n,n−2 + g n0 x 12 + g n1 x 11 = 0 g n,n−3 + g n0 x 13 + g n1 x 12 + g n2 x 11 = 0 g n1 + g n0 x 1,n−2 + · · · + g n,n−2 x 11 = 0 g n0 + g n0 x 1,n−1 + · · · + g n,n−2 x 12 + g n,n−1
This set of equations is the discrete version of the integral equation of continuous inverse scattering, which is associated with the name of Marchenko and which has a Hankel matrix (Bruckstein and Kailath 1996) . Hankel matrix is a square matrix with constant skew diagonals. In other words, Hankel matrix is a matrix in which the i, j entry depends only on the sum (i + j). Given the free-surface reflection seismogram x 11 , x 12 , x 13 , . . ., the Marchenko inversion method involves solving the above set of equations for each of n = 1, 2, 3, . . .. In solving (58) for the reflection coefficients, we have to use the relations g n0 = 1 − r n and σ
For example, for n = 1 the set (58) consists of the single equation 
Using (60), equation (62) becomes
Thus
For n = 2, set (58) consists of two equations
which give
Using (60) and (65), the second equation in (67) becomes
which gives 
Continuing in this way, we can find the reflection coefficients r 3 , r 4 , . . ..
S E I S M I C I N V E R S I O N B Y D Y N A M I C D E C O N V O L U T I O N
The inverse scattering problem for the Goupillaud model (GM) with n layers is equivalent to the solution of the two We can now explain dynamic deconvolution. We will now describe the dynamic deconvolution algorithm. The Einstein subtraction formula relates the up-over-down deconvolutions in two systems. Dynamic deconvolution inversion is based on the physical structure of the reflection seismogram. We start at the receiver where we measure both D 1 (z) and U 1 (z). Up-over-down deconvolution gives us
which serves as the known data. The task of dynamic deconvolution is the computation of the sequence of reflection coefficients r 1 , r 2 , r 3, . . .. The term x 11 z −1 represents the first bounce from interface 1. No multiple reflections can appear at the time of the first bounce. It follows that x 11 is equal to the reflection coefficient r 1 . We now enter the known r 1 and the known X 1 (z) into the Einstein subtraction formula (78) in order to obtain
As before, the term x 21 z −1 represents the first bounce from interface 2. It follows that x 21 is equal to the reflection coefficient r 2 . We can follow the same procedure from layer to layer, each time getting the next reflection coefficient. Thus, given the reflection response X 1 (z), dynamic deconvolution yields the sequence of reflection coefficients r 1 , r 2 , r 3 , . . . as well as the suite of the reflection responses X 2 (z), X 3 (z), X 4 (z), . . .. This completes the description of the algorithm. Certainly, if we like to determine only the first n + 1 reflection coefficients r 1 , r 2 , . . . , r n , r n+1 then we will use only the first n + 1 terms of X 1 (z) in equation (79), that is, X 1 (z) = r 1 z −1 + x 12 z −2 + · · · + x 1n z −n + x 1,n+1 z −(n+1) .
Therefore, relation (78) can be written as 
The right-hand side of expression (78) was obtained by a series expansion of powers for the fraction, of which we retained only the first n terms. In this way, we can obtain the next reflection functions X 3 (z), X 4 (z), . . . 
At the same time, we also obtain the n reflection coefficients r 2 = x 21 , r 3 = x 31 , . . . , r n = x n1 , r n+1 = x n+1,1 .
Dynamic deconvolution gives the same reflection coefficients as those found by the Marchenko (Gelfand-Levitan) discrete inversion method. We have used dynamic deconvolution to subtract layers by means of the Einstein subtraction formula. It can also be used to add layers using the corresponding Einstein addition formula. We observe that the dynamic deconvolution procedure gives the same value for the reflection coefficient r 2 as those found by the Marchenko (Gelfand-Levitan) discrete inversion method (see equations (72) and (83)).
C O N C L U S I O N S
Huygens' principle states that all points of a wavefront may be regarded as new sources of wavelets that expand in every direction at a rate depending on their velocities. A surface tangent to the wavelets (i.e. the envelope of the wavelets) constitutes the new wavefront. In other words, the new wavefront is the convolution of the original wavefront with the wavelet. Accordingly, the wave equation is a convolutional equation in the sense that the output is the convolution of the input with Green's function (i.e. the wavelet). Inversion involves deconvolution. In this paper, we have considered the inverse problem in the case of the Goupillaud model (GM), which is a 1D (horizontal interface) model. We have presented the dynamic deconvolution procedure for performing the inversion of a single seismic trace. Dynamic deconvolution is carried out in terms of physically meaningful quantities (i.e. reflection coefficients and reflection seismograms) so that interactive computation can be used to reduce the effects of noise. The dynamic deconvolution procedures are old algorithms. However, they still can be useful because they are very simple from a computational point of view. Unfortunately, a single seismic trace collects information not only from the prescribed dimension, but also from the other two dimensions as well. Therefore any single-dimension inversion scheme is bound to fail, except in the special circumstances of parallel plane interfaces. Exploration programs collect millions of seismic traces in 3D surveys. To use such data, the method dynamic deconvolution can be extended to the case of three dimensions. This paper does not represent a finished project; it merely represents a starting point.
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