6 Key Points: 7 • Kelvin-Helmholtz (KH) vortices in Hall MHD simulation can form large magnetic 8 islands to transport plasma. 9
easy calculation of the curls of the fields and maintains a divergence-free magnetic field. 115 The magnetic field equations are updated with a second-order, predictor-corrector method. 116 A resistive term based on ion-electron collisions, ν(u e − u i ), is included in the electron 117 momentum equation:
where ion and electron bulk velocities are u i and u e , respectively. The collision frequency, 119 ν = 2 × 10 −4 ω g , is set to alter the amount of diffusion in the hybrid code to ensure nu-120 merical stability, where ω g is the ion gyrofrequency. The electron pressure term is not 121 considered in this study. fast mode speed at the boundary is v f = c 2 s + v 2 A = γ β/2 + 1v A ≈ 1.1v A , and the fast 138 mode Mach number u 0 /v f = 0.45. The Alfvén speed along the shear flow direction is 139 v A = sin θv A ≈ 0.09v A , and the associated Mach number u 0 /v A = 5.7.
140
In principle, hybrid simulations for the KH instability can be self-seeded, resulting 141 in initial small-scale KH waves that inversely cascade to larger scales at the later stage 142 [Delamere et al., 2018] . The small-scale KH waves can diffuse the boundary layer, which 143 affects the longest wavelength with respect to the initial width of the sheared flow. Hence, 144 both fluid and hybrid simulations are triggered by a velocity perturbation in this study, 145 which is given by δu = δu∇Φ(x, y)×e z , where the stream function is Φ (x, y) = − cos k y y cosh −2 x 2L 0 , 146 and the KH wave number along the y direction is k y = π/L y . The amplitude of the pertur-147 bation, δv, is slightly different in the hybrid and fluid simulation for a convenient compari-148 son, which will be explained in more detail in Section 3.
149
This study only allows a single KH wave mode to operate in the simulation system, 150 which serves the purpose of comparison between Hall MHD with test particle and hybrid 151 simulations. The pairing process in a larger simulation box is often observed in numerical 152 experiments (e.g., [Faganello et al., 2009; Cowee et al., 2009 Cowee et al., , 2010 ). It is suggested that 153 the pairing process increases the anomalous viscosity [Miura, 1997] . In contrast, MHD 154 simulations with dimensions that allow the pairing process [Nykyri et al., 2017] showed 155 that the overall mass transport rate is comparable to the results without the pairing process 156 in a much smaller simulation box [Nykyri and Otto, 2001, 2004] . This result also agrees 157 with the hybrid simulation results that a typical diffusion coefficient for KH instability 158 with the pairing process is about 10 × 10 8 m 2 s −1 to 10 × 10 9 m 2 s −1 , and this value de-159 creases with more density asymmetry [Cowee et al., 2009 [Cowee et al., , 2010 . The growth of KH instability is measured by the range of bulk velocity u x component [Nykyri and Otto, 2004; Ma et al., 2014a] . The momentum transport rate (anomalous viscosity), ν ano is given by It appears that the plasma transport and mixing by "type-I" and "type-II" recon-184 nection, which is largely determined by the KH wave vector direction, are fundamentally 185 different. In reality, the KH wave vector is mainly along the most unstable direction. As 186 such, the type of reconnection can be very sensitive for the quasi-transverse magnetic field 187 case, suggesting the singularity of the strict transverse magnetic field case. However, such nection" [Faganello et al., 2012; Borgogno et al., 2015] . Note that this process does not "type-I" and "type-II") breaks the north-south asymmetry, which reduces the transport rate 199 [Ma et al., 2017] .
200
The KH instability diffusion coefficient is also measured by particle mixed area in 201 hybrid and PIC simulations, where a mixed cell is defined as one containing both ion 202 species where the density of each species in the cell must be at least 25% of its initial 203 nominal density [Cowee et al., 2009 [Cowee et al., , 2010 Delamere et al., 2018] . Although the value of 204 25% is arbitrary, the overall result is insensitive to this value. Note that plasma mixing 205 can be caused by magnetic reconnection, especially for "type-I" reconnection, it can also 206 operate simply due to ion finite Larmor radius effects [Cowee et al., 2009] . For numeri-207 cal computation, a value p = 1 or 0 is assigned to a particle, if the initial position x of 208 this particle is > 0 or < 0. For a given point ville's theory [Birn et al., 1997 [Birn et al., , 1998 ]. that the typical MHD initial configuration for KH instability is not a kinetic equilibrium.
248
The initial relaxing process leads to a quick enlargement of the original shear layer in PIC 249 simulations, on which the KH instability grows at a lower rate. Since this study is mostly 250 focused on the nonlinear stage, a smaller initial perturbation is applied to the fluid simu-251 lation to make both systems almost simultaneously arrive to the nonlinear stage at about 252 t = 75, which is convenient for a detailed comparison. ing vortices begin to collapse to a broad boundary layer at the later nonlinear stage (e.g., 291 t = 162). Although the magnetic field has been strongly bent at t = 108, the current 292 sheet is not sufficiently thin to trigger magnetic reconnection, therefore, no magnetic is-293 land is formed at that moment. After the onset of magnetic reconnection, the majority of 294 the vortex region becomes magnetic island. In contrast, the description of particle motion 295 using test particles in the fluid simulation shows the mixing of particles has already oper-296 ated along the interface between the two sides of fluid at t = 108. Thus, the highly mixed 297 region (i.e., the yellow belt bounded by the white lines) highlights the strongly modified 298 boundary layer. The width of the yellow belt (i.e. mixed area) is close to the gyroradius, to the extension of the length of interface, which is caused by the KH instability. This re-301 sult agrees with the previous hybrid simulation by Terasawa et al. [1992] and Thomas and 302
Winske [1993] . Note that the mixed region barely overlaps with the magnetic island, be-303 cause these two concepts describe two fundamentally different physics processes.
304
As comparison, Figure 3 mimics Figure 2 showing the selected results from the hy- lations often exaggerate the diffusion region. This is likely the reason why fluid with test 319 particle simulation gives a higher mixed area.
320
In general, the particle distribution moments from the test particle simulation should 331 represent the fluid results. However, it is more interesting to examine whether the anisotropic 332 particle distribution from the test particle simulation is comparable to the result from hy-333 brid simulation. In test particle and hybrid simulations, the temperature tensor, T i j , can be 334 evaluated by calculating the second moment of the particles' velocity distribution (i.e., the 335 standard deviation of particles' velocity, values from the MVA method based on all three velocity components of selected particles.
343
These eigenvalues represent the maximum and minimum standard deviation of the parti-344 cles' velocities. Therefore, the anisotropic value here means the ratio between highest and 345 lowest temperature for a given point, which does not tell whether the direction of highest 346 or lowest temperature is along the magnetic field or not. Figure 4 shows the anisotropic 347 value, λ 3 /λ 1 , for fluid with test particle simulation (left) and hybrid simulation ( is often in the spine region. It is interesting to note that there is no strong gradient of bulk 353 velocity in the spine region (see Figure 2 and 3), therefore, the high anisotropic value is 354 not due to counter streaming.
355
As a comparison, Figure 5 plots the ratio between parallel and perpendicular tem-358 perature, T /T ⊥ . The test particle simulation agrees well with the hybrid simulation at 359 the early nonlinear stage, however, there is large deviation in the vortex region at the later 360 nonlinear stage. For instance, the test particle simulation shows T > T ⊥ in the vortex re-361 gion, while hybrid simulation shows T lower than T ⊥ in the same region. Note in Figure   362 4, these two simulations have similar λ 3 /λ 1 value in the vortex region, meaning this devi-363 ation may be attributed to the different magnetic field directions in fluid and hybrid simu-364 lations. Nevertheless, both simulations show perpendicular temperature is greater than the 365 parallel temperature in the spine region, which is a robust feature. This anisotropic tem-366 perature is likely to driven small scale kinetic waves (e.g., mirror modes and ion cyclotron 367 waves [Nykyri et al., 2003 [Nykyri et al., , 2011 Dimmock et al., 2015 Dimmock et al., , 2017 ) and secondary instabilities 368 (e.g., firehose instability).
369
The double-adiabatic theory is often used for describing an anisotropic MHD sys-372 tem, which assumes that the specific entropy, s = lation, suggesting that neither specific entropy nor the parallel term is conserved. Here, sented here, because it is mostly identical to the hybrid result. The specific entropy in-381 creases by half an order of the magnitude at the early nonlinear stage to one order of the 382 magnitude at the later nonlinear stage along the spine region and in the KH vortex region.
383
This implies nonadiabatic heating processes are triggered in the KH instability, which in-384 cludes but is not limited to magnetic reconnection. Nevertheless, the specific entropy en-385 hancement is still less than the observation [Ma and Otto, 2014] . The parallel term has 386 relatively smaller enhancement, and it can also decrease in the edge of the vortex region, 387 suggesting the first adiabatic invariant is no longer conserved in this condition.
388
The top panels of Figure 7 show the average change of magnetic moment, log( µ µ 0 ),
391
where the subscript 0 refers to the initial values, and over-line refers to the geometric 392 mean for all particles near the given point within a distance d = 0.2. The change of mag-393 netic moment can be roughly expressed as follows (see detailed derivation in appendix):
where γ = q/m is the charge-to-mass ratio. This can be interpreted as the contribution of 395 the perpendicular electric field, the magnetic field temporal variation (i.e, curl of the elec-396 tric field), and the magnetic field spatial variations along the particle trajectory. Presum-397 ing that the guiding center of ions are roughly moving at bulk velocity, the test particle 398 simulation suggests that ion magnetic moments first decrease when ions are approach-399 ing the spine region. Then, their magnetic moments increase along the spine region and 400 eventually drift into the KH vortex region. It is also interesting to note that the magnetic maximum increase of kinetic energy is about a half order of magnitude (i.e., 10 0.5 ≈ 3).
406
As a comparison, the typical magnetosheath ion temperature is about 100 eV on the dawn 407 and dusk flank terminator [Dimmock et al., 2015] , while the ion temperature in the cold 408 and dense plasma sheet (CDPS) is close to 1 keV (see [Wing et al., 2014] and references 409 therein). et al., 2012; Wang et al., 2015] ) is desired to resolve 457 meso-scale process (e.g., KH instability) for a better understanding of the multi-scale 458 coupling process. The anisotropic velocity distribution is often associated with particle 459 gyro-motion, in which the first adiabatic invariant, the magnetic moment, is the impor-460 tant quantity to be investigated. It is expected that the magnetic moment is no longer con-461 served, because the presence of the electric field, and the temporal and spatial variation 462 of the magnetic field along the particle trajectory. The test particle simulation suggests 463 that the magnetic moment often decreases before particles drifts into the spine region and 464 increases along the spine region into the vortex region. 4. The average magnetic moment pattern appears in contrast with the drift frame 466 kinetic energy, E d , which increases in the spine region and decreases in the vortex region.
467
The drift frame kinetic energy, E d , is representative of particle heating, implying ions can 468 be heated in the spine region, but by only half an order of magnitude at most, which is 469 very different from the observation.
470
Based on this numerical experiment, the test particle simulation appears to provide 471 an accurate description of particle properties (e.g., diffusion rate and anisotropy temper- which will be investigated in our future study.
486

A: Derivation of Equation 1
487 From the definition of magnetic moment, we have
where, d/dt = ∂/∂t + v · ∇ represents the variation along the particle trajectory. The derivative of total energy v 2 with respective to time can be found from
The equation of parallel velocity is
where b is the unit vector of magnetic field B. The last term implies that the change of 489 parallel velocity can be due to the change of the magnetic field direction along the particle trajectory, even without temporal variation of the magnetic field (i.e., adiabatic motion 491 assumption). Thus, the last term is expected to be close to the mirror force, − v 2 ⊥ 2B b · ∇B, 492 when the gyroradius is much smaller than the |B/(∇B)|. Notice that:
493
∇ · B = b · ∇B + B∇ · b = 0, such that the mirror force can also be rewritten as v 2 ⊥ 2 ∇ · b. 494 With the help of Equation A.5 and A.9, Equation A.2 can be rewritten as:
Comparing with dµ/dt = 0 for adiabatic motion (v ⊥ · E ⊥ = 0 in the sense of one periodic
