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GLOBAL LIPSCHITZ STABILITY FOR A FRACTIONAL
INVERSE TRANSPORT PROBLEM BY CARLEMAN
ESTIMATES
ATSUSHI KAWAMOTO AND MANABU MACHIDA
Abstract. We consider a fractional radiative transport equation, where the
time derivative is of half order in the Caputo sense. By establishing Carleman
estimates, we prove the global Lipschitz stability in determining the coefficients
of the one-dimensional time-fractional radiative transport equation of half-
order.
1. Introduction
Anomalous diffusion is often studied using fractional diffusion equations [24, 26].
In particular, anomalous diffusion is observed for tracer particles moving in an
aquifer [2]. An analysis of column experiments revealed a power-law behavior of the
waiting-time function of the continuous-time random walk [12], which has motivated
the use of the fractional diffusion equations. However, recent study shows that such
fractional diffusion equations fail to explain the flow of tracer particles in column
experiments especially during short time periods [30]. When considering the fact
that the time-fractional diffusion equation is obtained in the asymptotic limit of the
time-fractional radiative transport equation for long time and large distance [22],
our attention is driven to the study of the latter equation as a more precise model
of anomalous transport.
Let us consider the following time fractional radiative transport equation with
the initial condition and Cauchy data in one dimension.
(
∂
1/2
t + v∂x + σt(x, v)
)
u(x, v, t)
= σs(x, v)
∫
V
p(x, v, v′)u(x, v′, t) dv′, (x, t) ∈ Q, v ∈ V,
u(x, v, 0) = a(x, v), x ∈ Ω, v ∈ V,
u(x, v, t) = g(x, v, t), (x, v) ∈ Γ−, t ∈ (0, T ),
(1)
where ∂
1/2
t is the Caputo fractional derivative [6] of half order given by
∂
1/2
t u(·, ·, t) =
1
Γ
(
1
2
) ∫ t
0
∂τu(·, ·, τ)√
t− τ dτ.
Here we defined
Q = {(x, t); x ∈ Ω, 0 < t < T }, Ω = (0, ℓ), V = {v ∈ R; v0 ≤ |v| ≤ v1},
with positive constants ℓ, v0, v1. We define Γ+ and Γ− by
Γ± = {(x, v) ∈ ∂Ω× V ; ±v < 0 at x = 0, ±v > 0 at x = ℓ}.
1
2We will use such notations that for a function f(x, v)∫
Γ+
f(x, v) dSdv =
∫ −v0
−v1
f(0, v) dv +
∫ v1
v0
f(ℓ, v) dv,∫
Γ−
f(x, v) dSdv =
∫ v1
v0
f(0, v) dv +
∫ −v0
−v1
f(ℓ, v) dv.
Moreover we introduce ν = ν(x) on x ∈ ∂Ω such that ν(0) = −1 and ν(ℓ) = 1. We
assume
σt ∈ C1(Ω;L∞(V )), σs ∈ C1(Ω;L∞(V )),
and
p ∈ C1(Ω;L∞(V × V )), p > 0 in Ω× V × V.
The phase function p(x, v, v′) is assumed to be known, whereas σt, σs, or both are
unknown.
The time-fractional radiative transport equation is approximated by the time-
fractional diffusion equation in the asymptotic limit [22]. Inverse problems for time-
fractional diffusion equations with the Caputo derivative ∂αt have been intensively
studied during the last decade. Uniqueness in determining α and the diffusion
coefficient was proven [8]. A Carleman estimate was established for the time-
fractional diffusion equation with α = 1/2 [29]. Using the Carleman estimate
technique, conditional stability in determining a zeroth-order coefficient for α =
1/2 was proven [32]. Recovering the absorption coefficient was considered [16].
Reconstruction scheme for α was given in [13]. Simultaneous reconstruction of the
initial status and boundary value was considered [21]. Recently, unique continuation
property was proved for arbitrary α [20].
In this paper we prove the global Lipschitz stability when determining σt(x, v)
and σs(x, v) from boundary measurements. The proof is based on Carleman esti-
mates first established in [7]. The methodology was first used in inverse problems
for proving the global uniqueness [5]. See [17] and references therein. Our proof
particularly relies on the method developed to show the global Lipschitz stability
for the inverse source problem of parabolic equations [15]. See a review article [31]
for further details. For the usual radiative transport equation with ∂t, the Lips-
chitz stability was shown for −T < t < T [18], for the purely absorbing case of
σs ≡ 0 [11], and for 0 < t < T [23]. The recovery of σt was also considered in [1].
The exact controllability was proved [19] and the case that σt depends on x, v, t
was considered in [25]. See [4] and references therein for the Ho¨lder-type stability
analysis using the albedo operator.
2. Main results
We define
X = H2(0, T ;H1,0(Ω× V )) ∩ L∞(0, T ;H2,0(Ω× V )).
For an arbitrarily fixed constant M > 0, we set
U = {u ∈ X ; ‖u‖X + ‖∂xu‖H1(Ω×(0,T );L2(V )) ≤M} .
Let t0 be an arbitrarily fixed time on (0, T ). We take δ > 0 such that
0 < t0 − δ < t0 < t0 + δ < T.
3Let us consider two total attenuations σ
(1)
t (x, v) and σ
(2)
t (x, v) with σ
(1)
t (0, v) =
σ
(2)
t (0, v) for all v ∈ V , and two scattering coefficients σ(1)s (x, v) and σ(2)s (x, v) with
σ
(1)
s (0, v) = σ
(2)
s (0, v) for all v ∈ V . We perform boundary measurements twice
for the pairs of initial and boundary values, (a1, g1) and (a2, g2). Let u
(1)
j and u
(2)
j
be the corresponding solutions to (1) for aj(x, v) and gj(x, v, t) (j = 1, 2). We
introduce a 2× 2 matrix R(x, v, t) as
R(x, v, t) =
(
−u(2)1 (x, v, t)
∫
V
p(x, v, v′)u
(2)
1 (x, v
′, t) dv′
−u(2)2 (x, v, t)
∫
V p(x, v, v
′)u
(2)
2 (x, v
′, t) dv′
)
.
We choose (a1, g1) and (a2, g2) so that detR(x, v, t0) 6= 0 is satisfied for a chosen
time t0 ∈ (0, T ).
Theorem 2.1 (Simultaneous determination of σt, σs). Let u
(i)
j ∈ U (i = 1, 2, j =
1, 2), ‖σ(i)t ‖L∞(Ω×V ) ≤M (i = 1, 2), and ‖σ(i)s ‖L∞(Ω×V ) ≤M (i = 1, 2). Moreover
we suppose u
(2)
j ∈ C1(Q;L∞(V )), ∂1/2t u(2)j ∈ C1([0, T ];L∞(Ω × V )) for j = 1, 2.
We assume that detR(x, v, t0) 6= 0 in Ω× V . Then there exists C = C(t0, δ,M) > 0
such that
‖σ(1)t − σ(2)t ‖2H1(Ω;L2(V )) + ‖σ(1)s − σ(2)s ‖2H1(Ω;L2(V ))
≤ C
2∑
j=1
∥∥∥u(1)j (·, ·, t0)− u(2)j (·, ·, t0)∥∥∥2
H2(Ω;L2(V ))
+C
2∑
j=1
∫ t0+δ
t0−δ
∫
Γ+
[∣∣∣∂t(u(1)j − u(2)j )∣∣∣2 + ∣∣∣∂2t (u(1)j − u(2)j )∣∣∣2 + ∣∣∣∂t∂x(u(1)j − u(2)j )∣∣∣2] dSdvdt
+C
2∑
j=1
∫ t0+δ
t0−δ
∫
V
∣∣∣∂x∂t (u(1)j (0, v, t)− u(2)j (0, v, t))∣∣∣2 dvdt,
where 0 < δ < min(t0, T − t0). Here, C(t0, δ,M)→∞ as M →∞.
Remark 2.2. If we assume that ∂x∂t[u
(1)
j (0, v, t) − u(2)j (0, v, t)] = 0 (j = 1, 2) for
v ∈ [v0, v1] between t = t0− δ and t = t0+ δ, the following inequalities are deduced
from Theorem 2.1.
‖σ(1)t − σ(2)t ‖2H1(Ω;L2(V )) ≤ C
2∑
j=1
∥∥∥u(1)j (·, ·, t0)− u(2)j (·, ·, t0)∥∥∥2
H2(Ω;L2(V ))
+ C
2∑
j=1
∥∥∥u(1)j − u(2)j ∥∥∥2
H1(Γ+;H2(t0−δ,t0+δ))
,
‖σ(1)s − σ(2)s ‖2H1(Ω;L2(V )) ≤ C
2∑
j=1
∥∥∥u(1)j (·, ·, t0)− u(2)j (·, ·, t0)∥∥∥2
H2(Ω;L2(V ))
+ C
2∑
j=1
∥∥∥u(1)j − u(2)j ∥∥∥2
H1(Γ+;H2(t0−δ,t0+δ))
.
These inequalities mean that the coefficients σt and σs are estimated by the interior
values at an arbitrary time t0 and the boundary values between t = t0 − δ and
t = t0 + δ. For example, Theorem 2.1 means the global Lipschitz stability for
4optical tomography [3] when propagation of light, for some reason, shows anomalous
transport. It is known that the mass distribution of tracer particles moving in an
aquifer reveals non-Gaussian behavior [2]. If such flow is governed by fractional
radiative transport equations [27, 28], Theorem 2.1 guarantees the global Lipschitz
stability in determining the absorption and scattering properties of the area of
interest when the concentration of tracer particles is measured with pumping wells
surrounding the area.
If one of the coefficients is known, we can determine σt or σs from a single mea-
surement. In this case, R(x, v, t) is a scalar such that R(x, v, t) = −u(2)1 (x, v, t) or
R(x, v, t) =
∫
V p(x, v, v
′)u
(2)
1 (x, v
′, t) dv′ for the reconstruction of σt or σs, respec-
tively. The following theorems can be proved similar to Theorem 2.1.
Theorem 2.3 (Determination of σt). Let u
(i) ∈ U (i = 1, 2), ‖σ(i)t ‖L∞(Ω×V ) ≤M
(i = 1, 2). Moreover we suppose u(2) ∈ C1(Q;L∞(V )), ∂1/2t u(2) ∈ C1([0, T ];L∞(Ω×
V )), and u(2)(·, ·, t0) 6= 0 in Ω× V . Then there exists C = C(t0, δ,M) > 0 such
that
‖σ(1)t − σ(2)t ‖2H1(Ω;L2(V ))
≤ C
∥∥∥u(1)(·, ·, t0)− u(2)(·, ·, t0)∥∥∥2
H2(Ω;L2(V ))
+C
∫ t0+δ
t0−δ
∫
Γ+
[∣∣∣∂t(u(1) − u(2))∣∣∣2 + ∣∣∣∂2t (u(1) − u(2))∣∣∣2 + ∣∣∣∂t∂x(u(1) − u(2))∣∣∣2] dSdvdt
+C
∫ t0+δ
t0−δ
∫
V
∣∣∣∂x∂t (u(1)(0, v, t)− u(2)(0, v, t))∣∣∣2 dvdt,
where 0 < δ < min(t0, T − t0). Here, C(t0, δ,M)→∞ as M →∞.
Theorem 2.4 (Determination of σs). Let u
(i) ∈ U (i = 1, 2), ‖σ(i)s ‖L∞(Ω×V ) ≤M
(i = 1, 2). Moreover we suppose u(2) ∈ C1(Q;L∞(V )), ∂1/2t u(2) ∈ C1([0, T ];L∞(Ω×
V )), and
∫
V
p(·, ·, v′)u(2)(·, v′, t0) dv′ 6= 0 in Ω× V . Then there exists C = C(t0, δ,M) >
0 such that
‖σ(1)s − σ(2)s ‖2H1(Ω;L2(V ))
≤ C
∥∥∥u(1)(·, ·, t0)− u(2)(·, ·, t0)∥∥∥2
H2(Ω;L2(V ))
+C
∫ t0+δ
t0−δ
∫
Γ+
[∣∣∣∂t(u(1) − u(2))∣∣∣2 + ∣∣∣∂2t (u(1) − u(2))∣∣∣2 + ∣∣∣∂t∂x(u(1) − u(2))∣∣∣2] dSdvdt
+C
∫ t0+δ
t0−δ
∫
V
∣∣∣∂x∂t (u(1)(0, v, t)− u(2)(0, v, t))∣∣∣2 dvdt,
where 0 < δ < min(t0, T − t0). Here, C(t0, δ,M)→∞ as M →∞.
When reconstructing the total attenuation and scattering coefficient from bound-
ary measurements, we wish to consider the stability of recovering
rt(x, v) = σ
(1)
t (x, v)− σ(2)t (x, v), rs(x, v) = σ(1)s (x, v) − σ(2)s (x, v),
where rt(x, v), rs(x, v) ∈ C1(Ω;L∞(V )) with rt(0, v) = rs(0, v) = 0 for v ∈ V .
As we will see below, this inverse coefficient problem reduces to an inverse source
5problem by subtraction. Let us define
r(x, v) =
(
rt(x, v)
rs(x, v)
)
, u(x, v, t) =
(
u
(1)
1 (x, v, t)− u(2)1 (x, v, t)
u
(1)
2 (x, v, t)− u(2)2 (x, v, t)
)
.
By writing σ
(1)
t , σ
(1)
s as σt, σs, we obtain the following time-fractional radiative
transport equation.
(
∂
1/2
t + v∂x + σt(x, v)
)
u(x, v, t) = σs(x, v)
∫
V
p(x, v, v′)u(x, v′, t) dv′
+R(x, v, t)r(x, v), (x, t) ∈ Q, v ∈ V,
u(x, v, 0) = 0, x ∈ Ω, v ∈ V,
u(x, v, t) = 0, (x, v) ∈ Γ−, t ∈ (0, T ).
(2)
Now our task is to reconstruct r(x, v) in the source term from boundary measure-
ments.
The remainder of this paper is organized as follows. In §3, we derive a first-order
equation in time by multiplying ∂
1/2
t by the fractional radiative transport equation
in (1). In §4, we establish our key Carleman estimate. In §5, we prove Theorem
2.1. Another Carleman estimate necessary in §5 is derived in Appendix A.
3. From one-half to one
Since we have no Carleman estimates for time-fractional radiative transport
equations, we begin by obtaining an equation with the time derivative ∂t by taking
the t-derivative of half-order in the original equation. The following Proposition
ensures the relation ∂
1/2
t ∂
1/2
t = ∂t in the calculation developed in this section.
Proposition 3.1 (Xu-Cheng-Yamamoto [29]). Let u˜ ∈ C[0, T ] ∩W 1,1(0, T ) and
u˜(0) = ∂α2t u˜(0) = 0.
Then for 0 < α1 + α2 ≤ 1,
∂α1t ∂
α2
t u˜(t) = ∂
α1+α2
t u˜(t).
Similar to Yamamoto and Zhang [32], we introduce a new vector uˆ(x, v, t) as
uˆ(x, v, t) = u(x, v, t)− 2t
1/2
Γ
(
1
2
)R(x, v, 0)r(x, v),
where Γ(·) is the gamma function. By differentiating both sides of the above equa-
tion with respect to t, we obtain ∂tuˆ as
∂tuˆ(x, v, t) = ∂tu(x, v, t) − 1
Γ
(
1
2
)
t1/2
R(x, v, 0)r(x, v). (3)
We note that
uˆ(x, v, 0) = 0.
Using ∂
1/2
t t
1/2 = 12Γ(1/2), we obtain
∂
1/2
t uˆ(x, v, t) = ∂
1/2
t u(x, v, t) −R(x, v, 0)r(x, v).
The above equation implies
∂
1/2
t uˆ(x, v, 0) = 0.
6Now we can alternatively compute ∂tuˆ as follows.
∂tuˆ = ∂
1/2
t ∂
1/2
t uˆ
= ∂
1/2
t
(
−v∂xu− σtu+ σs
∫
V
pu dv′ +Rr
)
= −v∂x
(
−v∂xu− σtu+ σs
∫
V
pu dv′ +Rr
)
− σt
(
−v∂xu− σtu+ σs
∫
V
pu dv′ +Rr
)
+σs
∫
V
p
(
−v′∂xu(x, v′, t)− σt(x, v′)u(x, v′, t) + σs(x, v′)
∫
V
pu dv′′ +R(x, v′, t)r(x, v′)
)
dv′
+
(
∂
1/2
t R
)
r
= v2∂2xu− vR∂xr−
(
v∂xR + σtR− ∂1/2t R
)
r
+2vσt∂xu+
(
v(∂xσt) + σ
2
t
)
u− (v∂x + σt) σs
∫
V
p(x, v, v′)u(x, v′, t) dv′
+σs
∫
V
p
(
−v′∂xu(x, v′, t)− σt(x, v′)u(x, v′, t) + σs
∫
V
pu dv′′ +R(x, v′, t)r(x, v′)
)
dv′.
(4)
From (3) and (4), we arrive at the following equation.

∂tu(x, v, t)− v2∂2xu− L1u(x, v, t) =
∫
V
K(x, v, v′)u(x, v′, t) dv′
+f(x, v, t), (x, t) ∈ Q, v ∈ V,
u(x, v, 0) = 0, x ∈ Ω, v ∈ V,
u(x, v, t) = 0, (x, v) ∈ Γ−, t ∈ (0, T ).
(5)
Here,
L1u(x, v, t) = 2vσt(x, v)∂xu(x, v, t) +
(
v∂xσt(x, v) + σ
2
t (x, v)
)
u(x, v, t),
K(x, v, v′)u(x, v′, t) = −v∂x (σs(x, v)p(x, v, v′))u(x, v′, t)
− σs(x, v)p(x, v, v′) ((v + v′)∂x + σt(x, v) + σt(x, v′))u(x, v′, t)
+ σs(x, v)u(x, v
′, t)
∫
V
σs(x, v
′′)p(x, v, v′′)p(x, v′′, v′) dv′′,
and
f(x, v, t) = −vR(x, v, t)∂xr(x, v)
−
[
v∂xR(x, v, t) + σt(x, v)R(x, v, t) − ∂1/2t R(x, v, t)−
1
Γ
(
1
2
)
t1/2
R(x, v, 0)
]
r(x, v)
+σs(x, v)
∫
V
p(x, v, v′)R(x, v′, t)r(x, v′) dv′. (6)
74. Carleman estimate
Hereafter in this paper, we let C denote generic positive constants. Let us look
at one component of the vector equation (5) and consider the following equation.
L0u(x, v, t)− L1u(x, v, t)−
∫
V
K(x, v, v′)u(x, v′, t) dv′ = f(x, v, t),
(x, t) ∈ Q, v ∈ V,
u(x, v, 0) = 0, x ∈ Ω, v ∈ V,
u(x, v, t) = 0, (x, v) ∈ Γ−, t ∈ (0, T ),
(7)
where
L0u(x, v, t) = ∂tu(x, v, t)− v2∂2xu(x, v, t).
We introduce the following d(x).
Lemma 4.1. There exists a function d ∈ C2(Ω) such that
d(x) > 0 for x ∈ Ω, ∂xd(x) < 0 for x ∈ Ω.
As was done in [9, 15, 31], we use the weight function α as
α(x, t) =
eλd(x) − e2λ‖d‖C(Ω)
t(T − t) . (8)
We define
ϕ(x, t) =
eλd(x)
t(T − t) .
We set
z(x, v, t) = esα(x,t)u(x, v, t).
We note that α < 0 in Ω× (0, T ), and
z(x, v, 0) = z(x, v, T ) = 0, ∂xz(x, v, 0) = ∂xz(x, v, T ) = 0,
for (x, v) ∈ Ω× V .
Proposition 4.2 (Carleman estimate). Let u ∈ U satisfying (7). Then there exist
positive constants λ0, s0, and C such that for arbitrary λ > λ0, the following
estimate holds for all s > s0 by choosing suitable s0 = s0(λ) and C = C(s0, λ0).∫
Q×V
[
1
sϕ
|∂tu|2 + sλ2ϕ|∂xu|2 + s3λ4ϕ3|u|2
]
e2sα dxdvdt
≤ C
∫
Q×V
|f |2e2sα dxdvdt + CeC(λ)s
∫ T
0
∫
Γ+
(|u|2 + |∂tu|2 + |∂xu|2) dSdvdt
+CeC(λ)s
∫
V
∫ T
0
|∂xu(0, v, t)|2 dtdv. (9)
Proof. It is sufficient to show the Carleman estimate for L0u. Suppose we have∫
V
∫
Q
[
1
sϕ
|∂tu|2 + sλ2ϕ|∂xu|2 + s3λ4ϕ3|u|2
]
e2sα dxdtdv
≤
∫
V
∫
Q
|L0u|2e2sα dxdtdv + CeC(λ)s
∫ T
0
∫
Γ+
(|u|2 + |∂tu|2 + |∂xu|2) dSdvdt
+CeC(λ)s
∫
V
∫ T
0
|∂xu(0, v, t)|2 dtdv. (10)
8Since
|L0u|2 ≤ C|f |2 + C|L1u|2 + C
∣∣∣∣∫
V
K(x, v, v′)u(x, v′, t) dv′
∣∣∣∣2
≤ C|f |2 + C|∂xu|2 + C|u|2 + C
∣∣∣∣∫
V
K(x, v, v′)u(x, v′, t) dv′
∣∣∣∣2 ,
we obtain∫
V
∫
Q
[
1
sϕ
|∂tu|2 + sλ2ϕ|∂xu|2 + s3λ4ϕ3|u|2
]
e2sα dxdtdv
≤
∫
V
∫
Q
[
C|f |2 + C|∂xu|2 + C|u|2 + C
∣∣∣∣∫
V
K(x, v, v′)u(x, v′, t) dv′
∣∣∣∣2
]
e2sα dxdtdv
+CeC(λ)s
∫ T
0
∫
Γ+
(|u|2 + |∂tu|2 + |∂xu|2) dSdvdt
+CeC(λ)s
∫
V
∫ T
0
|∂xu(0, v, t)|2 dtdv.
If we notice∫
V
∫
Q
∣∣∣∣∫
V
K(x, v, v′)u(x, v′, t) dv′
∣∣∣∣2 e2sα dxdtdv
≤ C
∫
V
∫
Q
(∫
V
[|u(x, v′, t)|2 + |∂xu(x, v′, t)|2] dv′) e2sα dxdtdv
≤ C|V |
∫
V
∫
Q
(|u(x, v, t)|2 + |∂xu(x, v, t)|2)e2sα dxdtdv, (11)
we have ∫
V
∫
Q
[
1
sϕ
|∂tu|2 + sλ2ϕ|∂xu|2 + s3λ4ϕ3|u|2
]
e2sα dxdtdv
≤ C
∫
V
∫
Q
|f |2e2sα dxdtdv + C
∫
V
∫
Q
(|∂xu|2 + |u|2) e2sα dxdtdv
+CeC(λ)s
∫ T
0
∫
Γ+
(|u|2 + |∂tu|2 + |∂xu|2) dSdvdt
+CeC(λ)s
∫
V
∫ T
0
|∂xu(0, v, t)|2 dtdv.
Taking sufficiently large s > 0, we can absorb the second term on the right-hand
side of the above inequality and we obtain the Carleman estimate (9). Below we
will derive (10).
Let us define
Pz := esαL0(e
−sαz) = esαL0u.
We split Pz into three parts:
Pz = P1z + P2z −R0z,
9where
P1z = −v2∂2xz − s2λ2ϕ2(∂xd)2v2z − s(∂tα)z,
P2z = ∂tz + 2sλϕ(∂xd)v
2∂xz,
R0z = −sλ2ϕ(∂xd)2v2z − sλϕ(∂2xd)v2z.
We note that
‖P1z + P2z‖2L2(Q×V ) ≤ 2‖Pz‖2L2(Q×V ) + 2‖R0z‖2L2(Q×V ).
Here,
‖P1z+P2z‖2L2(Q×V ) = ‖P1z‖2L2(Q×V )+ ‖P2z‖2L2(Q×V )+2
∫
Q×V
(P1z)(P2z) dxdvdt.
Therefore we have
1
2
‖P2z‖2L2(Q×V )+
∫
Q×V
(P1z)(P2z) dxdvdt ≤ ‖Pz‖2L2(Q×V )+ ‖R0z‖2L2(Q×V ). (12)
Let us calculate the left-hand side of the above inequality term by term. First, using
the inequality |z1 + z2|2 ≥ 12 |z1|2 − |z2|2 (z1, z2 ∈ C), we have for any ε ∈ (0, 1],
‖P2z‖2L2(Q×V ) =
∫
V
∫
Q
|P2z|2 dxdtdv
≥ ε
∫
V
∫
Q
1
sϕ
|P2z|2 dxdtdv
≥ ε
2
∫
V
∫
Q
1
sϕ
|∂tz|2 dxdtdv − 4εv41
∫
V
∫
Q
sλ2ϕ(∂xd)
2|∂xz|2 dxdtdv.
(13)
The second term can be estimated as follows. Let us write∫
Q×V
(P1z)(P2z) dxdvdt = I1 + I2 + I3 + I4 + I5,
where
I1 =
∫
Q×V
(−v2∂2xz)(∂tz) dxdvdt,
I2 =
∫
Q×V
(−v2∂2xz)(2sλϕ(∂xd)v2∂xz) dxdvdt,
I3 =
∫
Q×V
(−s2λ2ϕ2(∂xd)2v2z)(∂tz) dxdvdt,
I4 =
∫
Q×V
(−s2λ2ϕ2(∂xd)2v2z)(2sλϕ(∂xd)v2∂xz) dxdvdt,
I5 =
∫
Q×V
(−s(∂tα1)z)(∂tz + 2sλϕ(∂xd)v2∂xz) dxdvdt.
We can compute I1 through I6 using integration by parts and the Schwarz inequal-
ity. Note that z(x, v, t) = ∂tz(x, v, t) = 0 in Γ− × (0, T ) because u(x, v, t) = 0,
(x, v, t) ∈ Γ− × (0, T ). We have
I1 = −
∫ T
0
∫
Γ+
v2(∂xz)(∂tz)ν dSdvdt. (14)
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For the second term, there exists C > 0 such that
I2 = −
∫
V
∫
Q
sλϕ(∂xd)v
4∂x|∂xz|2 dxdtdv
≥
∫
V
∫
Q
sλ2ϕ(∂xd)
2v4|∂xz|2 dxdtdv − C
∫
V
∫
Q
sλϕ|∂xz|2 dxdtdv
−
∫ T
0
∫
V
∫
∂Ω
sλϕ(∂xd)v
4|∂xz|2ν dSdvdt. (15)
We can estimate the third term as
I3 = −1
2
∫
V
∫
Q
s2λ2ϕ2(∂xd)
2v2∂t|z|2 dxdtdv ≥ −C
∫
V
∫
Q
s2λ2ϕ3|z|2 dxdtdv. (16)
The fourth term is estimated as
I4 = −
∫
V
∫
Q
s3λ3ϕ3(∂xd)
3v4∂x|z|2 dxdtdv
≥ 3
∫
V
∫
Q
s3λ4ϕ3(∂xd)
4v4|z|2 dxdtdv − C
∫
V
∫
Q
s3λ3ϕ3|z|2 dxdtdv
−
∫ T
0
∫
Γ+
s3λ3ϕ3(∂xd)
3v4|z|2ν dSdvdt. (17)
The last term I5 is computed as
I5 = −1
2
∫
V
∫
Q
s(∂tα)∂t|z|2 dxdtdv −
∫
V
∫
Q
s2λϕ(∂xd)(∂tα)v
2∂x|z|2 dxdtdv
≥ −C(λ)
∫
V
∫
Q
(sϕ3 + s2ϕ3)|z|2 dxdtdv −
∫ T
0
∫
Γ+
s2λϕ(∂xd)(∂tα)v
2|z|2ν dSdvdt.
(18)
By putting (14) through (18) together, we obtain∫
V
∫
Q
sλ2ϕ(∂xd)
2v4|∂xz|2 dxdtdv + 3
∫
V
∫
Q
s3λ4ϕ3(∂xd)
4v4|z|2 dxdtdv
≤
∫
Q×V
(P1z)(P2z) dxdvdt+ C
∫
V
∫
Q
sλϕ|∂xz|2 dxdtdv
+
∫
V
∫
Q
(s3λ3ϕ3 + s2λ2ϕ3)|z|2 dxdtdv + C(λ)
∫
V
∫
Q
(sϕ3 + s2ϕ3)|z|2 dxdtdv
+B, (19)
where
B =
∫ T
0
∫
Γ+
v2(∂xz)(∂tz)ν dSdvdt+
∫ T
0
∫
V
∫
∂Ω
sλϕ(∂xd)v
4|∂xz|2ν dSdvdt
+
∫ T
0
∫
Γ+
s3λ3ϕ3(∂xd)
3v4|z|2ν dSdvdt+
∫ T
0
∫
Γ+
s2λϕ(∂xd)(∂tα)v
2|z|2ν dSdvdt.
The remainder term ‖R0z‖2L2(Q×V ) is estimated as follows.
‖R0z‖2L2(Q×V ) ≤ C
∫
V
∫
Q
(s2λ4ϕ2 + s2λ2ϕ2)|z|2 dxdtdv. (20)
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Let us apply the estimates (13), (19), (20) in (12). For sufficiently small ε, we have∫
V
∫
Q
[
1
sϕ
|∂tz|2 + sλ2ϕ|∂xz|2 + s3λ4ϕ3|z|2
]
dxdtdv
≤
∫
V
∫
Q
|Pz|2 dxdtdv + C
∫
V
∫
Q
sλϕ|∂xz|2 dxdtdv
+C
∫
V
∫
Q
(s2λ4ϕ2 + s3λ3ϕ3 + s2λ2ϕ3 + s2λ2ϕ2)|z|2 dxdtdv
+C(λ)
∫
V
∫
Q
(s2ϕ3 + sϕ3 + sϕ)|z|2 dxdtdv +B. (21)
The boundary term is estimated as
B ≤ CeC(λ)s
∫ T
0
∫
Γ+
(|z|2 + |∂tz|2 + |∂xz|2) dSdvdt
+ CeC(λ)s
∫ T
0
∫
V
|∂xz(0, v, t)|2dvdt. (22)
Therefore for sufficiently large s, λ, we obtain∫
V
∫
Q
[
1
sϕ
|∂tu|2 + sλ2ϕ|∂xu|2 + s3λ4ϕ3|u|2
]
e2sα dxdtdv
≤
∫
V
∫
Q
|L0u|2e2sα dxdtdv + C
∫
V
∫
Q
sλϕ|∂xu|2e2sα dxdtdv
+C
∫
V
∫
Q
(s2λ4ϕ2 + s3λ3ϕ3)|u|2e2sα dxdtdv + C(λ)
∫
V
∫
Q
s2ϕ3|u|2e2sα dxdtdv
+CeC(λ)s
∫ T
0
∫
Γ+
(|u|2 + |∂tu|2 + |∂xu|2) dSdvdt
+CeC(λ)s
∫ T
0
∫
V
|∂xu(0, v, t)|2dvdt. (23)
The second, third and fourth terms on the right-hand side of (23) can be absorbed
in the left-hand side, and (10) is derived. Thus the proof is complete. 
Remark 4.3. The proof is similar to the calculation in [9, 10, 31] in the sense that
the same weight function is used. However, our equation contains the integral term,
and furthermore the surface integral appears in the Carleman estimate due to the
half-range boundary condition in (7).
5. Proof of Theorem 2.1
In this section, we prove Theorem 2.1 by making use of Proposition 4.2.
Let us recall that u satisfies (5). We set
y(x, v, t) = ∂tu(x, v, t).
We obtain
∂ty = v
2∂2xy + L1y +
∫
V
K(x, v, v′)y(x, v′, t) dv′ + ∂tf(x, v, t), (24)
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where each component of y satisfies yj(x, v, t) = 0 on Γ− × (0, T ) (j = 1, 2). For
0 < t0 < T , we have
fj(x, v, t0) = yj(x, v, t0)−v2∂2xuj(x, v, t0)−L1uj(x, v, t0)−
∫
V
K(x, v, v′)uj(x, v
′, t0) dv
′,
(25)
for j = 1, 2.
Set Qδ = Ω × (t0 − δ, t0 + δ) for 0 < δ < min(t0, T − t0). We consider the
Carleman estimate for (24) on Qδ. We here use the following weight function for
the Carleman estimate instead of α(x, t) in (8).
αδ(x, t) =
eλd(x) − e2λ‖d‖C(Ω)
(t− t0 + δ)(t0 + δ − t) .
We define
ϕδ(x, t) =
eλd(x)
(t− t0 + δ)(t0 + δ − t) .
We can readily see that Proposition 4.2 holds true for t ∈ (t0 − δ, t0 + δ) instead of
t ∈ (0, T ). For a sufficiently large fixed λ > 0, we can write the Carleman estimate
in Proposition 4.2 as∫
V
∫
Qδ
[
1
sϕδ
|∂tyj |2 + sϕδ|∂xyj |2 + s3ϕ3δ|yj |2
]
e2sαδ dxdtdv
≤ C
∫
V
∫
Qδ
|∂tfj |2e2sαδ dxdtdv + CeCs
∫ t0+δ
t0−δ
∫
Γ+
(|yj|2 + |∂tyj|2 + |∂xyj |2) dSdvdt
+CeCs
∫
V
∫ t0+δ
t0−δ
|∂xyj(0, v, t)|2 dtdv, (26)
for j = 1, 2.
To estimate
∫
Ω×V |∂tuj(x, v, t0)|2e2sαδ(x,t0) dxdv from above, we note that
lim
t→t0−δ+0
e2sαδ(x,t) = 0 for x ∈ Ω.
Hence we have∫
Ω×V
|yj(x, v, t0)|2 e2sαδ(x,t0) dxdv =
∫ t0
t0−δ
∂t
(∫
Ω×V
|yj(x, v, t)|2e2sαδ(x,t) dxdv
)
dt
=
∫
Ω×V
∫ t0
t0−δ
(
2|yj||∂tyj |+ 2s(∂tαδ)|yj |2
)
e2sαδ(x,t) dtdxdv.
We can further estimate the above inequality by noting that |∂tαδ| ≤ Cϕ2δ and
using
|yj ||∂tyj | = 1
s
√
ϕδ
|∂tyj |s√ϕδ|yj| ≤ 1
2s2ϕδ
|∂tyj |2 + 1
2
s2ϕδ|yj|2,
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and applying (26). We obtain
∫
Ω×V
|yj(x, v, t0)|2 e2sαδ(x,t0) dxdv
≤ C
∫
V
∫
Qδ
(
1
s2ϕδ
|∂tyj |2 + s2ϕ2δ |yj|2
)
e2sαδ(x,t) dxdtdv
≤ C
s
∫
V
∫
Qδ
|∂tf |2e2sαδ(x,t) dxdtdv + CeCs
∫ t0+δ
t0−δ
∫
Γ+
(|yj |2 + |∂tyj |2 + |∂xyj |2) dSdvdt
+CeCs
∫
V
∫ t0+δ
t0−δ
|∂xyj(0, v, t)|2 dtdv.
That is,∫
Ω×V
|∂tuj(x, v, t0)|2 e2sαδ(x,t0) dxdv ≤ C
s
∫
V
∫
Qδ
|∂tfj |2e2sαδ(x,t) dxdtdv
+ CeCs
∫ t0+δ
t0−δ
∫
Γ+
(|∂tuj |2 + |∂2t uj |2 + |∂x∂tuj |2) dSdvdt
+ CeCs
∫
V
∫ t0+δ
t0−δ
|∂x∂tuj(0, v, t)|2 dtdv,
for j = 1, 2. By taking the weighted L2 norm of (25) using the above inequality,
we obtain∫
Ω×V
|fj(x, v, t0)|2 e2sαδ(x,t0) dxdv
≤
∫
Ω×V
|∂tuj(x, v, t0)|2 e2sαδ(x,t0) dxdv + CeCs ‖uj(·, ·, t0)‖2H2(Ω;L2(V ))
≤ C
s
∫
Ω×V
|∂tfj|2e2sαδ(x,t) dxdvdt+ CeCs ‖uj(·, ·, t0)‖2H2(Ω;L2(V ))
+CeCs
∫ t0+δ
t0−δ
∫
Γ+
(|∂tuj |2 + |∂2t uj|2 + |∂x∂tuj |2) dSdvdt
+CeCs
∫
V
∫ t0+δ
t0−δ
|∂x∂tuj(0, v, t)|2 dtdv, (27)
where the integral term on the right-hand side of (25) was estimated by a calculation
similar to (11). By differentiating (6) we obtain
∂tf(x, v, t) = −v∂tR(x, v, t)∂xr(x, v)
−
[
v∂t∂xR(x, v, t) + σt(x, v)∂tR(x, v, t)− ∂t∂1/2t R(x, v, t) +
1
2Γ(12 )t
√
t
R(x, v, 0)
]
r(x, v)
+σs(x, v)
∫
V
p(x, v, v′)∂tR(x, v
′, t)r(x, v′) dv′.
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Thus we have∫
V
∫
Qδ
|∂tfj |2e2sαδ(x,t) dxdtdv
≤ C
∫
V
∫
Qδ
(|rt|2 + |∂xrt|2 + |rs|2 + |∂xrs|2) e2sαδ(x,t) dxdtdv
≤ C
∫
Ω×V
(|rt|2 + |∂xrt|2 + |rs|2 + |∂xrs|2) e2sαδ(x,t0) dxdv, (28)
where C depends on t0 and δ, and we used αδ(x, t) ≤ αδ(x, t0). By (27) and (28),
we obtain∫
Ω×V
|fj(x, v, t0)|2 e2sαδ(x,t0) dxdv
≤ C
s
∫
Ω×V
(|∂xrt|2 + |rt|2 + |∂xrs|2 + |rs|2) e2sαδ(x,t0) dxdv + CeCs ‖uj(·, ·, t0)‖2H2(Ω;L2(V ))
+CeCs
∫ t0+δ
t0−δ
∫
Γ+
(|∂tuj |2 + |∂2t uj|2 + |∂x∂tuj |2) dSdvdt
+CeCs
∫
V
∫ t0+δ
t0−δ
|∂x∂tuj(0, v, t)|2 dtdv, (29)
where j = 1, 2.
Let us estimate
∫
Ω×V |fj(x, v, t0)|2e2sαδ(x,t0) dxdv from below in terms of rt and
rs. For this purpose we use the following proposition.
Proposition 5.1. Suppose w(x, v) satisfies
∂xw(x, v) +A(x, v)w(x, v) +
∫
V
D(x, v, v′)w(x, v′) dv′ = F(x, v),
where A ∈ L∞(Ω× V )2×2 and D ∈ L∞(Ω× V × V )2×2. Then for sufficiently large
s > 0, there exists a constant C > 0 such that∫
Ω×V
[
|∂xw(x, v)|2 + s2 |w(x, v)|2
]
e2sαδ(x,t0) dxdv ≤ C
∫
Ω×V
|F(x, v)|2 e2sαδ(x,t0) dxdv,
for all w ∈ H1(Ω;L2(V ))2 and w(0, v) = 0, v ∈ V .
Proof. Let us express A, D, w, and F as
A =
(
A11 A12
A21 A22
)
, D =
(
D11 D12
D21 D22
)
, w =
(
w1
w2
)
, F =
(
F1
F2
)
.
We have
∂xw1(x, v) +A11(x, v)w1(x, v) +
∫
V
D11(x, v, v
′)w1(x, v
′) dv′ = F˜1(x, v),
∂xw2(x, v) +A22(x, v)w2(x, v) +
∫
V
D22(x, v, v
′)w2(x, v
′) dv′ = F˜2(x, v),
where
F˜1(x, v) = F1(x, v) −A12(x, v)w2(x, v) −
∫
V
D12(x, v, v
′)w2(x, v
′) dv′,
F˜2(x, v) = F2(x, v) −A21(x, v)w1(x, v) −
∫
V
D21(x, v, v
′)w1(x, v
′) dv′.
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If we use Lemma A.1 in Appendix, we obtain∫
Ω×V
(|∂xw1(x, v)|2 + s2|w1(x, v)|2 + |∂xw2(x, v)|2 + s2|w2(x, v)|2) e2sαδ(x,t0) dxdv
≤ C
∫
Ω×V
(∣∣∣F˜1(x, v)∣∣∣2 + ∣∣∣F˜2(x, v)∣∣∣2) e2sαδ(x,t0) dxdv
≤ C
∫
Ω×V
(
|F1(x, v)|2 + |F2(x, v)|2
)
dxdv + C
∫
Ω×V
(|w1(x, v)|2 + |w2(x, v)|2) dxdv.
The proof is complete by noticing that terms
∫
V |wj(x, v)|2 dv (j = 1, 2) can be
absorbed to the left-hand side if s is sufficiently large. 
Recall that we assumed detR(x, v, t0) 6= 0 and |v| > v0 > 0. We apply the above
Proposition after rewriting (6) as
∂xr(x, v) +
1
v
R−1(x, v, t0)
×
[
v∂xR(x, v, t0) + σt(x, v)R(x, v, t0)− ∂1/2t R(x, v, t0)−
1
Γ
(
1
2
)
t1/2
R(x, v, 0)
]
r(x, v)
+
∫
V
(
−σs(x, v)
v
p(x, v, v′)R−1(x, v, t0)R(x, v
′, t0)
)
r(x, v′) dv′
= f (x, v, t0).
We obtain ∫
Ω×V
(|∂xrt|2 + s2|rt|2 + |∂xrs|2 + s2|rs|2) e2sαδ(x,t0) dxdv
≤ C
2∑
j=1
∫
Ω×V
|fj(x, v, t0)|2e2sαδ(x,t0) dxdv. (30)
Thus we have(
1− C
s
)∫
Ω×V
(|∂xrt|2 + |rt|2 + |∂xrs|2 + |rs|2) e2sαδ(x,t0) dxdv
≤ CeCs
2∑
j=1
‖uj(·, ·, t0)‖2H2(Ω;L2(V ))
+CeCs
2∑
j=1
∫ t0+δ
t0−δ
∫
Γ+
(|∂tuj |2 + |∂2t uj |2 + |∂x∂tuj|2) dSdvdt
+CeCs
2∑
j=1
∫
V
∫ t0+δ
t0−δ
|∂x∂tuj(0, v, t)|2 d tdv.
If we take sufficiently large s > 0, we obtain the stability estimate in Theorem 4.2.

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Appendix A.
Let us consider
∂xw(x, v) + b(x, v)w(x, v) +
∫
V
c(x, v, v′)w(x, v′) dv′ = F (x, v), (31)
where b ∈ L∞(Ω× V ) and c ∈ L∞(Ω× V × V ).
Lemma A.1. For sufficiently large s > 0, there exists a constant C > 0 such that∫
Ω×V
[
|∂xw(x, v)|2 + s2 |w(x, v)|2
]
e2sαδ(x,t0) dxdv ≤ C
∫
Ω×V
|F (x, v)|2 e2sαδ(x,t0) dxdv,
for all w ∈ H1(Ω;L2(V )) satisfying (31) and w(0, v) = 0, v ∈ V .
Proof. Hereafter we let C denote the generic constant which does not depend on s
but may depend on λ.
Let us set w˜ = wesαδ(·,t0) and define P˜ by
P˜ w˜ = esαδ(·,t0)∂x
(
w˜e−sαδ(·,t0)
)
.
Then we have
P˜ w˜ = ∂xw˜ − sλϕδ(·, t0)(∂xd)w˜.
Taking L2-norm for P˜ w˜, we obtain∥∥∥P˜ w˜∥∥∥2
L2(Ω×V )
= ‖∂xw˜‖2L2(Ω×V ) + ‖sλϕδ(·, t0)(∂xd)w˜‖2L2(Ω×V )
−2
∫
Q×V
(∂xw˜) (sλϕδ(·, t0)(∂xd)w˜) dxdv
≥ C
∫
Ω×V
(|∂xw˜|2 + s2|w˜|2) dxdv − ∫
Ω×V
sλϕδ(·, t0)(∂xd)∂x|w˜|2 dxdv
≥ C
∫
Ω×V
(|∂xw˜|2 + s2|w˜|2) dxdv − C ∫
Ω×V
s|w˜|2 dxdv,
where we could drop the boundary term which arose from integration by parts
because ∂xd < 0 in Ω and w(0, ·) = 0 in V . Hence we have∫
Ω×V
(|∂xw˜|2 + s2|w˜|2) dxdv ≤ C ∥∥∥P˜ w˜∥∥∥2
L2(Ω×V )
+
∫
Ω×V
s|w˜|2 dxdv. (32)
Taking sufficiently large s > 0, we may absorb the second term on the right-hand
side of (32) and we have∫
Ω×V
(|∂xw˜|2 + s2|w˜|2) dxdv ≤ C ∥∥∥P˜ w˜∥∥∥2
L2(Ω×V )
.
Thus we obtain∫
Ω×V
[
|∂xw(x, v)|2 + s2 |w(x, v)|2
]
e2sαδ(x,t0) dxdv ≤ C
∫
Ω×V
|∂xw|2 e2sαδ(x,t0) dxdv.
(33)
Since
|∂xw|2 ≤ C|F |2 + C|w|2 + C
∣∣∣∣∫
V
c(x, v, v′)w(x, v′) dv′
∣∣∣∣2 ,
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we obtain ∫
Ω×V
[
|∂xw(x, v)|2 + s2 |w(x, v)|2
]
e2sαδ(x,t0) dxdv
≤ C
∫
Ω×V
|F |2 e2sαδ(x,t0) dxdv + C
∫
Ω×V
|w|2 e2sαδ(x,t0) dxdv
+C
∫
Ω×V
∣∣∣∣∫
V
c(x, v, v′)w(x, v′) dv′
∣∣∣∣2 e2sαδ(x,t0) dxdv. (34)
Noting that c ∈ L∞(Ω× V × V ) and using the Schwarz inequality, we have∫
Ω×V
∣∣∣∣∫
V
c(x, v, v′)w(x, v′) dv′
∣∣∣∣2 e2sαδ(x,t0) dxdv ≤ C ∫
Ω×V
∫
V
w(x, v′)e2sαδ(x,t0) dv′ dxdv
≤ C
∫
Ω×V
|w|2 e2sαδ(x,t0) dxdv.
Together this with (34), we obtain∫
Ω×V
[
|∂xw(x, v)|2 + s2 |w(x, v)|2
]
e2sαδ(x,t0) dxdv
≤ C
∫
Ω×V
|F |2 e2sαδ(x,t0) dxdv + C
∫
Ω×V
|w|2 e2sαδ(x,t0) dxdv. (35)
Taking sufficiently large s > 0, we may absorb the second term on the right-hand
side of (35) and we obtain the estimate of Lemma. 
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