We establish a new decoupling inequality for curves in the spirit of [B-D1], [B-D2] which implies a new mean value theorem for certain exponential sums crucial to the Bombieri-Iwaniec method as developed further in [H].
Introduction
The main result of the paper is the essentially sharp bound on the mean-value expression for r = 6 (see [H] [H-K] , plays a key role in the refinement of the Bombieri-Iwaniec approach [B-I1] to exponential sums as developed mainly by Huxley (see [H] for an expository presentation). As pointed out in [H] , obtaining good bounds on A 6 leads to further improvements and this objective was our main motivation.
In [B] , we recovered the [H-K] A 5 -result (in fact in a sharper form) as a consequence of certain general decoupling inequalities related to the harmonic analysis of curves in R d . Those inequalities were derived from the results in [B-D1] (see also [B-D2]) . Theorem 2 will similarly be derived from a decoupling theorem, formulated as Theorem 1. At this point, we do not yet have a full understanding of all the decoupling phenomena for curves and Theorem 1, stated in a more general form than required for the later needs, is a further contribution in this direction.
Let us next briefly recall the structure of the Bombieri-Iwaniec argument. Given an exponential sum m∼M e T F ( m M ) with T > M and F a smooth function satisfying appropriate derivative conditions, the sum n∼M is replaced by shorter sums m∈I , I ranging over size-N intervals (N a parameter to be chosen).
For each I, the phase may be replaced by a cubic polynomial and, by Poisson summation, the exponential sum where the vector x(I) = x j (I) 1≤j≤4 ∈ R 4 depends on the interval I.
At this point, one needs to analyze the distributions of
which Huxley refers to as the first and second spacing problems.
Before applying a large sieve estimate, one takes an r-fold convolution of (0.3) which L 2 -norm is expressed
by mean values of the form (0.1). Roughly speaking, the L 2 -norm of the distribution (0.4) is bounded by a certain parameter B, which evaluation is highly non-trivial and so far sub-optimal. The only input of this paper is to provide an optimal result for the first spacing problem. It may be applied in various instances discussed in [H] to the effect of providing better bounds. Rather than exploring fully the implications, we limit ourselves here to combining Theorem 2 with the treatment in [H1] and record the corresponding improved bound on ζ 1 2 + it . Recall that the original Bombieri-Iwaniec argument provided the estimate ζ 1 2 + it ≪ |t| 9 56 +ε , 9 56 = 0, 16071 (see [B-I1] [B-I2] [H1] and possibly the subsequent work on this matter may lead to a further small improvement.
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A decoupling inequality for curves
specifically we assume the Wronskian determinant
p the average L p -norm and let B ρ be the ρ-cube in R d centered at 0. We prove the following decoupling property in the spirit of results in [B] , [B-D2] . 
holds, with ε > 0 arbitrary.
Here e(z) stands for e 2πiz as usual. Strictly speaking, L 6 # (B N ) in the r.h.s. of (1.2) should be some weighted space [B-D1] and [B-D2] ). For simplicity, this technical point will be ignored here and in the sequel.
Remarks.
(1.3) Obviously (1.2) implies the same inequality for B N replaced by any translate.
(1.4) The case d = 2 is an immediate consequence of te L 6 -decoupling inequality for planar curves of non-
where Φ : [0, 1] → Γ ⊂ R 2 and {I τ } as above, established in [B-D1] . In fact, (1.5) will be the main analytical input required for the proof of (1.2).
(1.6) In the language of [B-D1] , [B-D2] , (1.2) may be reformulated as follows. Let
(1.8) It may be worthwhile to explain the relation between (1.7) and other known decoupling inequalities for
Firstly, with Γ as above and
This inequality turns out to be elementary. Using the fact that the map 
On the other hand, one has the (d − 1)-linear inequality (see [B-D2] )
( 1.11) and one observes, for d even, that the pair 2(d + 1),
in (1.11) is obtained by interpolation between the pairs (2d, 2) from (1.9) and (3d, 6) from (1.7). The issue of what's the analogue of Theorem 1 for odd d will not be considered here. In fact, our main interest is d = 4, which provides the required ingredient for the exponential sum application.
Before passing to the proof of Theorem 1, we make a few preliminary observations.
Note that in the setting of Theorem 1, (1.9) also implies the inequality
(1.12)
To see this, take
variables and average over {ε k }, noting that
2 . There is also the trivial bound
.
(1.13)
Interpolation between (1.12) and (1.13) using appropriate wave packet decomposition as explained in [B-D1] (note that it is essential here that the
(1.14)
( 1.15) where {I τ } is now a partition in K
for what follows as it will be improved to K ε using a bootstrap argument.
Returning to (1.1), it follows from the mean value theorem that
holds.
Proof of Theorem 1.
Introduce numbers b(N ) > 0 for which the inequality, with arbitrary {a j },
( 1.18) holds. Our aim is to establish a bootstrap inequality. By (1.14), b(N ) ≤ N 1/6 . With K < N to specify, partition
We may bound for each ∆ (since the inequalities for B K and ∆ K are equivalent)
(1.20)
The inner integral in (1.20) may then be replaced by
the o(1)-term in (1.21) producing a harmless smooth Fourier multiplier that may be ignored.
Next, since t 1 < t 2 < · · · < t d/2 are O(1)-separated, (1.17) applies and therefore the map This factorization is the main point in the argument.
We may now apply (after rescaling s = k 
(1.25)
Substituting (1.25) in (1.20) leads to the estimate
(1.26)
and Theorem 1 follows.
A mean value theorem
From now on, we focus on d = 4 (in view of the application to exponential sums) and consider Φ :
with {J} a partition of {1, . . . , N } in N 1 2 -intervals. Again in view of the application, specify
and assume |φ
In order to perform a further decoupling in (2.1), we enlarge the domain B N , considering first
which we partition in N -cubes ∆ N .
Let I 1 , I 2 be as above. Application of (2.1) on ∆ N gives 2 j=1 n∈Ij a n e Φ n N . 
(2.4)
(2.5) recalling that |x| < N and |y 2 |, |y 3 | < N 3/2 , |y 4 | < N while |m| < N permit to replace the phase (2.5) by
Since h 1 − h 2 ≍ N and (2.3), one more change of variables in x 2 , x 3 gives the phases
with u 1 , u 2 , w 1 , w 2 ranging in [0, 1]. Hence we obtain again a factorization of the integrand in (2.4), i.e. and the 2D-decoupling result applied to each factor enables to make a further decoupling at scale N 1/4 . This clearly permits to bound (2.4) by
with {J ′ } a partition in N 1 4 -intervals. If instead we consider a translate Ω + y of Ω, the expression (2.8) needs to be modified replacing a n by a n e Φ( n N ).y . Finally, consider the domain (according to Huxley's A 6 -problem)
which we partition in domains Ω α = Ω + y α with Ω as above. Thus for each α (2.8) implies
Proceeding as before, let J
Since |y 2 |, |y 3 | < N 2 , |y 4 | < N and |m| < N with u 1 , u 2 , w 1 , w 2 ∈ [0, 1] and the L 6 -norms are bounded by the ℓ 2 -norms of the coefficients. In conclusion, we proved that
with Φ satisfying (1.1), (2.2), (2.3), i.e.
The following statement is the mean value estimate for A 6 in [H] . We first estimate
Clearly (2.13) amounts to the number of solutions of the system (2.15)
with m 1 , . . . , m 6 ∈ I
Hence Φ(t) = t, t 2 , φ 3 (t), φ 4 (t) satisfies (2.11).
From (2.14), (2.15), (2.18), (2.19), inequalities (2.16), (2.17) may be replaced by
The number of solutions of (2.14), (2.15), (2.20), (2.21) may be evaluated by According to (2.10), (2.22) and hence (2.13) are bounded by
Returning to (2.12), let B(N )N 6 be a bound on the l.h.s. We use the same reduction procedure to multi-linear (here bi-linear) inequalities as in [B] , [B-D2] (and originating from [B-G] ). Denote K a large constant and partition The first term of (2.24) is bounded by 2 12 100
For the remaining terms, write 
Summing over α eventually leads to the bound
On the l.h.s. of (2.24). Therefore
Using the notation from [H] , Theorem 2 implies
Considering the major arc contribution, (2.28) is clearly seen to be essentially best possible.
Applications to exponential sums
Let F be a smooth function on [ and define
In what follows, we assume M < √ T , in view of the application to |ζ( 1 2 + it)|. We use notation and background from [H] and also rely on [H-W] and §8 in [H1] . For simplicity we ignore logarithmic and T ε factors.
Ones the parameter 1 ≪ N < M is chosen, R is defined by the relation
From the large sieve bound (cf. [H-W] , (3.14)), we obtain Huxley sets r = 5 and relies on the bound A 5 (δ, δH) ≪ δH 7 obtained in [H-K] .
Using our estimate (2.28), it follows that
Applying (3.4) with r = 6 and (3.7) leads to a bound (3.9)
(recalling that N ≥ R).
We choose N and R according to [H1] in order to obtain the bound (3.6) on B. Note that this discussion relates to the second spacing problem and is independent of the choice of r.
Thus for T Table 17 .3 in [H] gives (3.16) for α < 0, 3896 . . .
