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Abstract—Ultrasound (US) imaging is a fast and non-invasive
imaging modality which is widely used for real-time clinical
imaging applications without concerning about radiation haz-
ard. Unfortunately, it often suffers from poor visual quality
from various origins, such as speckle noises, blurring, multi-
line acquisition (MLA), limited RF channels, small number of
view angles for the case of plane wave imaging, etc. Classical
methods to deal with these problems include image-domain signal
processing approaches using various adaptive filtering and model-
based approaches. Recently, deep learning approaches have
been successfully used for ultrasound imaging field. However,
one of the limitations of these approaches is that paired high
quality images for supervised training are difficult to obtain
in many practical applications. In this paper, inspired by the
recent theory of unsupervised learning using optimal transport
driven cycleGAN (OT-cycleGAN), we investigate applicability of
unsupervised deep learning for US artifact removal problems
without matched reference data. Experimental results for various
tasks such as deconvolution, speckle removal, limited data artifact
removal, etc. confirmed that our unsupervised learning method
provides comparable results to supervised learning for many
practical applications.
Index Terms—Ultrasound imaging, Portable, 3D, low-powered,
Deep Learning, Sparse Sampling, Inverse Problem, Deconvolu-
tion.
I. INTRODUCTION
Ultrasound (US) imaging is a safe imaging modality with
high temporal resolution, so it is considered as a first choice for
various clinical applications such as echo-cardiography, fetal
scan, etc.
To form an US image, individual channel RF measurements
are back-propagated and accumulated after applying specific
delays [1]. Accordingly, the quality of US images is limited
by number of factors such as inhomogeneous sound speed,
limited number of channels, frame rate, etc. For instance,
in conventional focused B-mode ultrasound, lateral and axis
resolutions depend on the number of scan-lines and axial sam-
pling frequency, whereas in planewave B-mode imaging the
the quality of image is defined by the number of planewaves
used in coherent-planewave compounding (CPC) [2]. In addi-
tion, sonographic signals are inherently susceptible to speckle
noises, which appear as granule patterns in US images and
reduce the contrast-to-noise ratio (CNR) significantly [3].
To address these issue, model-based methods have been
developed to remove the noises. These methods include clas-
sical methods such as adaptive filtering, deconvolution, etc.
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[3]–[9]. However, these methods are usually associated with
high computation cost and may be subject to the model
inconsistency [6]–[9].
A promising direction to mitigate these issues is a deep
learning approach. In the recent past, deep learning has
emerged as a promising tool for variety of medical imaging
related inverse problems [10]–[15]. In particular, for high-
quality ultrasound imaging there are number of solutions
proposed by various researchers, which can be categorized
into i) channel data based solutions [16], [17], and ii) image
domain based solutions [16], [18]–[26]. Typically, channel
domain approaches such as deep beamformers [17] show
better generalization in diverse imaging conditions, but image
domain approaches are more easier to implement for various
applications without accessing the channel data.
The existing deep learning strategies mostly rely on the
paired dataset for supervised training. However, in many real
world imaging situations, access to paired images (input image
and its desired output pair) is not possible. For example, to
improve the visual quality of US images acquired using a
low-cost imaging system we need to scan exactly the same
part using a high-end machine, which is not possible. In
another example, the conversion of the plane wave imaging
to the focused B-mode image quality is not applicable by
supervised learning as we should obtain the same image using
two different acquisition modes. One could use simulation data
for supervised training, but it is prone to bias to simulation
environment. Therefore, we are interested in developing an
unsupervised learning strategy where low quality images from
one scan can be used as inputs, whereas high quality images
from different anatomy and imaging conditions can be used as
target images, by doing so we can successfully train an image
enhancement model.
We are aware that there are recent approaches in US
literature that aim at similar unsupervised learning set-up [21],
[27]. For example, the authors in [21] employed cycleGAN
network to improve the image quality from portable US image
using high-end unmatched image data to improve the accuracy
of cardiac chamber segmentation. Similar image domain cy-
cleGAN approach has been recently proposed [27]. However,
it is not clear whether such quality improvement is real or
a cosmetic change. Moreover, although there are potentially
many applications beyond the conversion of the low-end image
to high-end image, these additional applications have been
never investigated.
Therefore, one of the most important contributions of this
study is an application of recent theory of unsupervised
learning using the optimal transport driven cycleGAN (OT-
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2cycleGAN) [28] for unsupervised artifact removal. Unlike the
black-box application of cycleGAN, the OT-cycleGAN was
derived using optimal transport theory [29], [30] that transports
a probability distribution of noisy images to clean image
distribution [28]. Therefore, if properly trained, the theory
guarantees that the image improvement is not a cosmetic
changes, but a real improvement by learning the distribution of
the clean image data distributions. Another important contri-
bution of this paper is the extension of unsupervised learning
to various US artifact removal problems, such as speckle
noise removal, deconvolution, limited measurements artifact
removal, plane wave to focused B-mode imaging conversion,
etc, which verify that our method provides near comparable
results in both qualitative and quantitative manners. Further-
more, our framework is so general that it can be used for
various applications of US image quality improvement without
concerning about collecting paired reference data.
The rest of the paper is organized as follows. In Section II,
we briefly review the recent theory of OT-cycleGAN for unsu-
pervised deep learning applications. The detailed information
of the proposed method are presented in Section III, which is
followed by the results and discussion in Section IV. Finally
the paper is concluded in Section V.
II. THEORY
Here, we briefly introduced OT-CycleGAN [28] to make
the paper self-contained. However, our derivation is different
from [28], since here we focus on the general geometry of
unsupervised learning and explain why cycleGAN is a natural
way to address this problem.
A. Wasserstein Metric and Optimal Transport
Optimal transport (OT) provides a mathematical means to
compare two probability measures [29], [30]. Formally, we say
that T : X 7→ Y transports the probability measure µ ∈ P (X )
to another measure ν ∈ P (Y), if
ν(B) = µ
(
T−1(B)
)
, for all ν-measurable sets B, (1)
Suppose there is a cost function c : X × Y → R ∪ {∞} such
that c(x, y) represents the cost of moving one unit of mass
from x ∈ X to y ∈ Y . Monge’s original OT problem [29],
[30] is then to find a transport map T that transports µ to ν
at the minimum total transportation cost. Kantorovich relaxed
the assumption to consider probabilistic transport that allows
mass splitting from a source toward several targets:
min
pi∈Π(µ,ν)
∫
X×Y
c(x, y)dpi(x, y) (2)
where Π(µ, ν) is the set of joint distributions whose marginal
distribution is µ and ν, respectively.
If we choose a metric d in X as a transportation cost c,
then the optimal transport cost in (2) becomes Wasserstein-1
distance between two probability measures µ and ν:
W1(µ, ν) := inf
pi∈Π(µ,ν)
∫
X×Y
d(x, y)dpi(x, y) (3)
= inf
pi∈Π(µ,ν)
Epi [d(X,Y )] (4)
where X,Y are the random vectors with the joint distribution
pi, and Epi[·, ·] is the expectation with respect to the joint
measure pi. Therefore, the meaning of the Wasserstein-1 metric
is that the minimum average distance between samples in two
probability distributions µ and ν, the optimal transport theory
is concerned about minimizing the average distance.
Unlike Kullback–Leibler (KL) divergence [31], Wasserstein
metric is a real metric that satisfies all properties of a metric in
the metric space [29], [30]. Therefore, it provides a powerful
way of measuring distance in the probability space, which
is useful for unsupervised learning as described in the next
section.
B. Geometry of Unsupervised Learning
Our geometric view of unsupervised learning is shown in
Fig. 1. Here, the target image space X is equipped with a
probability measure µ, whereas the original image space is Y
with a probability measure ν. Since there are no paired data,
the goal of unsupervised learning is to match the probability
distributions rather than each individual samples. This can be
done by finding transportation maps that transport the measure
µ to ν, and vice versa.
More specifically, the transportation from a measure space
(Y, ν) to another measure space (X , µ) is done by a generator
Gθ : Y 7→ X , realized by a deep network parameterized with
θ. Then, the generator Gθ “pushes forward” the measure ν in
Y to a meaure µθ in the target space X [29], [30]. Similarly,
the transport from (X , µ) to (Y, ν) is performed by another
neural network generator Fφ, so that the generator Fφ pushes
forward the measure µ in X to νφ in the original space Y .
Then, the optimal transport map for unsupervised learning can
be achieved by minimizing the statistical distances between µ
and µθ, and between ν and νφ, and our proposal is to use
the Wasserstein-1 metric as a means to measure the statistical
distance.
Fig. 1. Geometric view of unsupervised learning.
More specifically, for the choice of a metric d(x, x′) =
‖x−x′‖ in X , using the change of measure formula [29], [30],
the Wasserstein-1 metric between µ and µθ can be computed
by
W1(µ, µθ) = inf
pi∈Π(µ,ν)
∫
X×Y
‖x−Gθ(y)‖dpi(x, y) (5)
Similarly, the Wasserstein-1 distance between ν and νφ is
given by
W1(ν, νφ) = inf
pi∈Π(µ,ν)
∫
X×Y
‖Fφ(x)− y‖dpi(x, y) (6)
3Here, care should be taken, since we should minimize
the two statistical distances simultaneously for unsupervised
learning. More specifically, rather than minimizing (5) and
(6) separately with distinct joint distributions, a better way of
finding the transportation map is to minimize them together
with the same joint distribution pi:
inf
pi∈Π(µ,ν)
∫
X×Y
‖x−Gθ(y)‖+ ‖Fφ(x)− y‖dpi(x, y) (7)
This is our unsupervised learning formulation from optimal
transport perspective [28].
C. Optimal transport driven cycleGAN (OT-CycleGAN)
One of the most important contributions of our companion
paper [28] is to show that the primal formulation of the
unsupervised learning in (7) can be represented by a dual
formulation. More specifically, the following primal problem
min
θ,φ
inf
pi∈Π(µ,ν)
∫
X×Y
‖x−Gθ(y)‖+ ‖Fφ(x)− y‖dpi(x, y)
(8)
is equivalent to the following dual formulation which we call
the optimal transport driven CycleGAN (OT-cycleGAN):
min
φ,θ
max
ψ,ϕ
`cycleGAN (θ, φ;ψ,ϕ) (9)
where
`cycleGAN (θ, φ) := γ`cycle(θ, φ) + `Disc(θ, φ;ψ,ϕ) (10)
where γ > 0 is the hyper-parameter, and the cycle-consistency
term is given by
`cycle(θ, φ) =
∫
X
‖x−Gθ(Fφ(x))‖dµ(x)
+
∫
Y
‖y − Fφ(Gθ(y))‖dν(y)
whereas the second term is
`Disc(θ, φ;ψ,ϕ)
= max
ϕ
∫
X
ϕ(x)dµ(x)−
∫
Y
ϕ(Gθ(y))dν(y)
+ max
ψ
∫
Y
ψ(y)dν(y)−
∫
X
ψ(Fφ(x))dµ(x)
Here, ϕ,ψ are often called Kantorovich potentials and
satisfy 1-Lipschitz condition (i.e.
|ϕ(x)− ϕ(x′)| ≤ ‖x− x′‖, ∀x, x′ ∈ X
|ψ(y)− ψ(y′)| ≤ ‖y − y′‖, ∀y, y′ ∈ Y
In machine learning context, the 1-Lipschitz potentials ϕ and ψ
correspond to the Wasserstein-GAN (W-GAN) discriminators
[32]. Specifically, ϕ tries to find the difference between the
true image x and the generated image GΘ(y), whereas ψ
attempts to find the fake measurement data that are generated
by the synthetic measurement procedure Fφ(x). In fact, this
formulation is equivalent to the cycleGAN formulation [33]
except for the use of 1-Lipschitz discriminators.
Here, care should be taken to ensure that the Kantorovich
potentials become 1-Lipschitz. There are many approaches to
address this. For example, in the original W-GAN paper [32],
the weight clipping was used to impose 1-Lipschitz condition.
Another method is to use the spectral normalization method
[34], which utilizes the power iteration method to impose
constraint on the largest singular value of weight matrix in
each layer. Yet another popular method is the WGAN with
the gradient penalty (WGAN-GP), where the gradient of the
Kantorovich potential is constrained to be 1 [35]. Finally, in
our companion paper [36], we also showed that the popular
LS-GAN approach [37], which is often used in combination of
standard cycleGAN [33], is also closely related to imposing the
1-Lipschitz condition. In this paper, we therefore consider LS-
GAN variation as our implementation for discriminator term
where the discriminator loss is given by
`Disc(θ, φ;ψ,ϕ) =
−
∫
X
(ϕ(x)− 1)2dµ(x)−
∫
Y
(ϕ(GΘ(y)) + 1)
2
dν(y)
−
∫
Y
(ψ(y)− 1)2dν(y)−
∫
X
(ϕ(Fθ(x)) + 1)
2
dµ(x)
(11)
D. Unsupervised US Artifact Removal
Based on the mathematical background of unsupervised
learning and its implementation using OT-cycleGAN, we are
interested in solving the following unsupervised learning prob-
lems in US:
1) Deconvolution.
2) Speckle noise removal.
3) Planewave image enhancement using high quality fo-
cused B-mode target.
4) Multi-line acquisition (MLA) block artifact and noise
removal in cardiac imaging.
5) Missing channel artifact removal
For each type of enhancement, we generated target data
starting from the fully-sampled RX data i.e., 64 channels from
unmatched data set. The details of each application is given
below.
1) Deconvolution Ultrasound: The axial resolution of ultra-
sound imaging is limited by the bandwidth of the transducer.
Conventional beamforming methods such as delay-and-sum
(DAS) are limited by the accuracy of ray approximation of
the wave propagation [7]. In order to overcome these issues,
many researchers have explored the deconvolution of US
images [6]–[8]. Deconvolution ultrasound may help in dealing
with modeling inaccuracies and finite bandwidth issues, which
will eventually improve the spatial resolution of an ultrasonic
imaging system.
Specifically, the received signal is modeled as a convolution
of tissue reflectivity function (TRF) x with a point spread
function (PSF) h, where tissue reflectivity function represents
scatter’s acoustic properties, while the impulse response of
the imaging system is modeled by point spread function.
The estimation of x from the DAS measurement is known
as a deconvolution US problem. In most practical cases, the
complete knowledge of h is not available, and therefore both
unknown TRF x and the PSF h have to be estimated together,
4which is called the blind deconvolution problem [38]. One
strategy is to estimate h and x jointly [39], and another strategy
is to estimate them separately [40], i.e., first h is estimated
from y, and then x is estimated based on h [41].
In this paper, for unmatched target distribution data gener-
ation, the second strategy is used first with small number of
DAS images, which is followed by training the DeepBF [8],
[17] to perform deconvolution-based beamforming. This way
a large number of target data can be generated easily without
solving deconvolution problems for large number of data set.
2) Speckle-noise removal: The granular patterns appears in
US images due to constructive and destructive interference of
ultrasonic wave. These are called ‘speckle’ noise. The speckle
noise is a multiplicative impulse noise. It is a major reason of
quality degradation and removal of it can improve the visual
quality and subsequently enhance the structural details in US
images [4]. In recent past, a variety of reasonably good de-
speckling algorithms have been proposed for US imaging [3]–
[5]. However, most of them are either too slow to use for
run-time application or require complicated configurations of
parameter for each image. These issues hinder the utilization
in real world scenarios.
One such algorithm is proposed by Zhu et al [4], which is
based on the principal of non-local low-rank (NLLR) filtering.
To generate speckle free target data herein, we used NLLR
method. In NLLR, the image is pre-processed to generate
a guidance map and later non-local filtering operations are
performed on the candidate patches that are selected using
that guidance map. For further refinement of filtered patches,
a truncated nuclear norm (TWNN) and structured sparsity
criterion are used [42], [43]. This algorithm is used to generate
our target samples for despeckle images.
3) Planewave image enhancement using high quality fo-
cused B-mode target: Planewave (PW) imaging is an emerging
mode of US scanning. It offers ultra-fast scanning capabilities
with comparable image quality. In PW imaging the quality
of the acquired scan depends on the number of planewaves
(PWs) used to generate the final image. For most of the
clinical applications, multiple PWs are combined using the
CPC method to produce a desired quality image. However,
there is a trade-off in the quality and speed of the scan as
each PW scanning require additional scanning time, limiting
the application of PWI for high quality accelerated imaging
[44].
To find an optimal trade-off between speed and visual
quality, there are number of deep learning based PW com-
pounding methods [20], [45]. However, these method require
access to fully-sampled (31 ∼ 75) planewaves data to train a
supervised model. Typical lower-end commercial systems are
not equipped with such hardware complexity to produce such
a high quality label dataset.
Therefore, we propose to use an unsupervised learning in
which high-quality label images are obtained using focused
B-mode imaging. For further quality improvement, the target
focused B-mode images are processed using deconvolution
and filtering with NLLR [4] speckle denoising algorithm.
4) MLA block artifact and noise removal in cardiac imag-
ing: Echocardiography (ECHO) require fast scan time, and
it is typically performed by a phased array probe operating
in focused scanning mode in which multiple scan-lines are
combined to form a complete image. Therefore, to scan a
large region of interest, high number of scan-lines are required
resulting in reduced temporal resolution.
For accelerated echocardiography, conventional acceleration
methods like multi-line acquisition (MLA) are used, where
each transmit/receive event’s data is used to generate multiple
scan-lines. The limitation of the MLA is that it works only
for limited acceleration factor and produces blocking artifacts
for high frame rate [22], [46]. In addition to measurement’s
limitation, sonographic signals from echocardiography are
susceptible of speckle noise which is also a major factor for
the degradation of visual quality. As such, this visual quality
and temporal resolution trade-off is a bottle neck for many
echocardiography applications.
A variety of deep learning based block artifact removal
methods exist, but they are designed for supervised training
and require access to high quality labelled channel data [16],
[22], [46]. In this study we proposed an image domain unsu-
pervised MLA artefact and noise removal deep neural network
method. Unpaired target image distributions are generated
with single-line-acquisition (SLA) and filtered using NLLR
[4] filtering technique.
5) Missing channel artifact removal: The power consump-
tion, size, and cost of the US system are mainly dependent on
the number of measurement channels. Therefore, in portable
and three dimension ultrasound imaging system, there is an
increasing demand for computational algorithms which can
produce high quality images using fewer receive channels.
Conventional beamforming methods are not designed for sub-
sampled RF data and standard DAS is highly susceptible
to sub-sampling in measurements. On the other hand, ad-
vance compressive beamforming methods [26], [47], [48] are
computationally expensive and require hardware modifications
limiting their use as generalized solution.
Recently a deep learning based compressive beamformer
was proposed [17], which can help reconstruct high quality
images from limited measurements. However, the method in
[17] requires an access to fully-sampled label data which is not
accessible for low-cost imaging system. In this study, we pro-
posed to design an image domain quality enhancement method
that can directly process corrupted images to remove missing
channel artefact, and improve the contrast and resolution of
the B-mode images.
For the generation of unpaired target data distribution,
unmatched target images are generated using DeepBF [17].
III. METHOD
A. Dataset
In this study, we used four different dataset, all were
acquired using an E-CUBE 12R US system (Alpinion Co.,
Korea). For data acquisition, we used a linear array (L3-12H),
and phased array (SP1-5) transducers and their configuration
are given in Table I.
5Fig. 2. Proposed network architecture: (a) Generator network, (b) Discriminator network.
TABLE I
US PROBES CONFIGURATION
Parameter Linear array Phased array
Probe Model No. L3-12H SP1-5
Carrier wave frequency 8.48/10.0 MHz 3.1 MHz
Sampling frequency 40 MHz 40 MHz
Scan wave mode Focused/ 31-Planewaves Focused
No. of probe elements 192 192
No. of Tx elements 128 128
No. of TE events 96 96
No. of Rx elements 64 (from center of Tx) 64 (from center of Tx)
Elements pitch 0.2 mm 0.3 mm
Elements width 0.14 mm 0.22 mm
Elevating length 4.5 mm 13.5 mm
Axial depth range 20∼80 mm 75 mm
Lateral length 38.4 mm 57.6 mm
Focal depth range 10∼40 mm 45 mm
1) Linear array focused B-mode dataset: The first data
consist of 400 in-vivo and 218 phantom frames scanned using
a center frequency of 8.48 MHz. The in-vivo dataset acquired
from the carotid/thyroid area of 10 volunteers, 40 temporal
frames were scanned from each subject. For phantom dataset,
we acquired 218 frames from ATS-539 multipurpose tissue
mimicking phantom. The phantom was scanned from different
views angles. Second dataset was scanned from the calf and
forearm regions of two volunteers using 10 MHz carrier
frequency. There are total 100 images were scanned 50 from
each body part.
For deconvolution and denoising experiments, the training
was performed using only the first data. In particular, for
training purpose the dataset of 8 individuals consist of 320
in-vivo and 192 phantom images were used, while remaining
80 images from two different individuals and 26 images from
completely different region of phantom were used for testing.
For additional validation, second independent dataset is used.
Note that all models were trained on same 508 images and
no additional training is performed on any of the testing or
independent dataset.
For missing channel artifact experiments the above men-
tioned data set is expanded into six subsets of input data each
consist of 4, 8, 16, 24, 32, and 64 channels representing 16×,
8×, 4×, 2.667×, 2×, and 1× sub-sampling rates respectively.
2) Linear array planewave B-mode dataset: For planewave
imaging experiments, we collected the third dataset. For this
dataset, we used the same (L3-12) operating at center fre-
quency of 8.48 MHz in a planewave mode. There are total
309 scans acquired, 100 from ATS-539 phantom and 209
from in-vivo carotid/thyroid area of 10 volunteers. The dataset
is expanded by using different subsets of PWs to simulate
different imaging configurations. In particular, four subsets
were used each consist of 31PWs, 11PWs, 7PWs and 3PWs.
For planewave image enhancement experiments 508 = 127×4
images were used. All PW images were processed using
standard DAS and CPC method [2]. The training dataset is
composed of 127 images 50 of which were acquired from
ATS-539 phantom and remaining 77 from in-vivo dataset of 4
volunteers. The remaining dataset of phantom and 6 volunteers
was used for testing purpose only.
3) Phased array B-mode dataset: To design MLA artifact
removal experiment, we designed an additional dataset. This
dataset was acquired using (SP1-5) phased array probe and it
consist of 105 scans of different regions of ATS-539 phantom
and 489 scans from the cardiac region of 7 volunteers. Five
subsets of images are generated using 16, 24, 32, 48 and 96
transmit events representing 6-MLA, 4-MLA, 3-MLA, 2-MLA
and a single line acquisition (SLA). The target images are
generated from SLA images filtered with NLLR [4] algorithm.
The training dataset used in this study consists of 55 phantom
scans, and 297 in-vivo scans acquired from 5 individual, while
remaining dataset were used for testing. Total number of
images in training and test datasets are 1760 = 5×(55+297),
and 1210 = 5× (50 + 192) respectively.
B. Network specification
1) Generator Model: The generator model has a U-Net
architecture as shown in Fig. 2(a). The model comprises
of 9 modules, which consists of 27 convolution layers with
batch-normalization, pooling, up-sampling and concatenation
blocks for skip connections. For all convolution layers ReLu
activation function and 2D filters of kernel size (3× 3) were
used, except for the output layer, where (1 × 1) filter size is
used. The number of filters Gf is doubled in every next module
of encoder part and halve in every next decoder module, expect
for the output layer where only a single layer is used to
produce single channel output. For example, in deconvolution
US and despeckle (speckle noise removal) experiments the
number of channels starts from 8 i.e., in the first module there
were 8 channels (number of filters) and in the next module the
number of filters increased to 16, 32 and so forth. For missing
6channel and MLA artifact removal experiments, the number
of channels starts from 64 and 16 respectively.
2) Discriminator Model: The discriminator model is a fully
convolution neural network model to implement PatchGAN
[33]. Unlike conventional discriminator where mapping be-
tween an input image to a single scalar vector is performed,
PatchGAN learns the mapping of sub-array (Patch) represent-
ing individual elements and their relative position in an image.
The model comprises of 4 convolution blocks each consist
of a set of two convolution layers having stride-size of 2
with batch normalization and Leaky ReLu activation function.
The number of filters Df are doubled in every next module,
expect for the output layer where only a single layer is used
to produce single channel output. The filter size in all layers
was again (3×3) except for the last layer where (1×1) filter
size is used. For all experiments the number of filter was 256,
except for the MLA artifact experiment where it was chosen to
be 512. A detailed schematic of discriminator model is shown
in Fig. 2(b).
C. Performance metrics
For quantitative evaluation of our proposed method, the
standard quality metrics of ultrasound imaging are used.
Specifically, as the local anatomical structure or region of
interest are important in US, we used contrast statistics. The
contrast between the two regions of interests (Ra) and (Rb)
in the image is quantified in terms of contrast-recovery (CR),
contrast-to-noise ratio (CNR), and generalized CNR (GCNR)
[49]. To select region (Ra) and (Rb), we manually generated
separate ROI masks for each image.
More specifically, the contrast recovery is quantified as
CR(Ra, Rb) = |µRa − µRb | (12)
where µRa , and µRb , are the local means of region (Ra)
and (Rb) respectively. The CR measure is a standard measure
for contrast. However, it does not consider the SNR loss. In
typical contrast enhancement methods, the contrast is usually
improved at the cost of SNR; therefore, to estimate the overall
gain in contrast with respect to noise level, we used CNR
measure which is defined as
CNR(Ra, Rb) =
|µRa − µRb |√
σ2Ra + σ
2
Rb
, (13)
where σRa , and σRb are the standard deviations of region (Ra)
and (Rb) respectively. Recently, a more reliable measure of
contrast is proposed called generalized-CNR (GCNR) [49].
The GCNR is supposed to be an unbiased measure of contrast
in which the overlap between the intensity distributions of two
regions are compared as
GCNR(Ra, Rb) = 1−
∫
min{pRa(i), pRb(i)}di, (14)
where i is the pixel intensity, and pRa and pRb are the
probability distributions region (Ra) and (Rb) respectively. If
the intensities of both regions are statistically independent,
then GCNR will be equals to one, whereas, if they completely
overlap then GCNR will be zero [49].
In addition to image quality, we also compared the recon-
struction time of proposed method.
D. Network training
In the supervised learning of the network for comparative
study, match image pairs are used to minimize the l1 loss
and SSIM loss between target and the network output. For
unsupervised learning, the loss function defined in (9) is
minimized.
Both the supervised and unsupervised methods were im-
plemented using Python on TensorFlow platform [50]. For
parameter optimization the Adam optimizer is used [51]. For
supervised training the default values of adam were used,
while for unsupervised case the learning rate is linearly
changed from 5× 10−4 to 1× 10−4 in 200 epochs.
Fig. 3. Deconvolution results on fully-sampled RF data. B-Mode images
from tissue mimicking phantom (left), and from in-vivo data of carotid region
(center & right).
IV. RESULTS
In the following, we verify the performance of the algorithm
for the following experiments:
1) Deconvolution ultrasound.
2) Speckle noise removal.
3) Planewave image enhancement using high quality fo-
cused b-mode target.
4) MLA block artifact and noise removal in cardiac imag-
ing.
5) High quality ultrasound imaging from sub-sampled
channel data.
For the calculation of contrast metrics two regions are selected
as highlighted with red and blue dotted lines in respective
figures. The same regions are magnified as inset figure for
better visualization.
7Fig. 4. Comparison of performance metrics by various methods.
1) Deconvolution: Fig. 3 show example results from in-
vivo and phantom scans. From the figures it can be easily
seen that the deconvoluted target images have better contrast
and anatomical structures are quite prominent compared to
the input DAS images. Furthermore, both supervised and
unsupervised deep learning method successfully learn the
deconvolution filtering and improve the visual quality of das
images.
For quantitative comparison, the improvement in visual
quality is quantified and it is prominent in the contrast distri-
bution plots shown in Fig. 4. In particular, using unsupervised
learning method, CR values are comparable to the supervised
method. As expected, contrary to CR, the CNR and GCNR
values are reduced in deconvolution targets, this is because the
deconvolution enhances resolution at the cost of noisy high-
frequency components. Therefore, the contrast to noise ratio
drops substantially, however it is worth noting that at the same
CNR and GCNR the CR gain in unsupervised method is much
higher compared to label and supervised method. In particular,
compared to input (DAS) the proposed unsupervised method
recover 3.28 dB, 2.96 dB, and 1.66 dB better CR in Calf
and Forearm, Phantom and Thyroid and Carotid regions scans
respectively, which is 71.60%, 162.02%, and 16.11% higher
than supervised method.
2) Speckle removal: In this experiment, we perform the
speckle de-noising from DAS images using NLLR [4], su-
pervised, and unsupervised learning methods. In Fig. 5 one
phantom and two in-vivo examples are shown. As for compar-
ison, DAS input images are filtered using NNLR [4] method.
Compared to the DAS images, the speckle noise in output
images is noticeably reduced. The granular patterns in output
images are well suppressed, and resultant images from both
supervised and unsupervised learning methods are similar to
the target speckle free images. Here it is noteworthy to point-
out that the reconstruction time of deep learning methods
is several magnitude lower than the NLLR [4] method, and
unlike NLLR no parameter tuning is needed.
In order to quantify the performance gain, we utilized the
same performance metrics used in deconvolution experiments,
and the results are shown in Fig. 6. Interestingly, the CNR
values in despeckle methods are significantly improved. The
reason for high CNR and GCNR is that the despeckle methods
suppresses the noises while maintain the contrast and structural
details.
In particular, compared to input DAS image, the proposed
unsupervised method enhance the CNR by 0.89 units, 0.28
units, and 0.23 units in Calf and Forearm, Phantom and
Thyroid and Carotid regions scans respectively, which is
comparable to supervised methods which shows 1.22, 0.34,
and 0.23 units gain, and NLLR [4] method which show 0.85,
0.35, and 0.26 units gain in Calf and Forearm, Phantom and
Thyroid and Carotid regions scans, respectively.
3) Planewave image enhancement using high quality fo-
cused B-mode target.: In this experiment, we design a model
to improve the quality of planewave images using high qual-
ity focused B-mode images as target images. In particular,
different sets of PWs were used to generate low quality
input images. In Fig. 7, three example results are shown.
8Fig. 5. Speckle removal results on fully-sampled RF data. B-Mode images
from tissue mimicking phantom (left), and from in-vivo data of carotid region
(center & right).
From the figure it can be seen that the contrast of the input
images has been improved. It is remarkable that for each
type of enhancement, a single trained model is used for all
acceleration factors (PWs combinations). In Table II, three
different measures of contrast are shown. From the results it
can be clearly seen that the statistics of the output images
are substantially improved. When the deconvoluted B-mode
images are used as target distribution, on average there is a
3.60 dB gain in CR; when deconvoluted and speckle removed
B-mode images are used as targets, on average there is a 4.20
dB, 0.565 units and 0.04 units gain in terms of CR, CNR and
GCNR respectively.
TABLE II
COMPARISON OF PERFORMANCE STATISTICS ON TEST DATA IN THE
PLANEWAVE IMAGE ENHANCEMENT.
number of CR (dB) CNR GCNR
PWs a b c a b c a b c
3 13.36 17.42 17.73 2.05 2.09 2.55 0.8405 0.8434 0.8904
7 15.24 18.64 19.81 2.29 2.29 2.86 0.8739 0.8742 0.9162
11 16.23 19.65 20.54 2.48 2.46 3.11 0.8962 0.8949 0.9312
31 17.17 20.69 20.73 2.65 2.62 3.21 0.9164 0.9165 0.9388
a Input, b Deconvolution targets, c Deconvolution + despeckle targets
4) High quality accelerated Echocardiograph: In Fig. 8(a)
reconstruction results of conventional MLA (referred to as
input) and the proposed methods are compared for different
number of acceleration factors (transmit events), which are
referred as SLA, 2-MLA, 3-MLA, 4-MLA, and 6-MLA re-
spectively. For better visualization of the noise suppression
effect of our proposed method, a region selected in target
image is zoomed out and shown as an inset image. From
the example results, it is quite evident that the reconstructed
images are very much similar to the target image and have
less noise/artifacts compared to input image. Our method
sufficiently enhance the visual quality of the input images
by eliminating both the speckle and block artifacts for all
acceleration factors. It is noteworthy to point out that the
proposed method is trained in an unsupervised fashion and
a single one-time trained model is used for all acceleration
factors. From reconstructions error statistics in Table III, it is
evident that the quality degradation in input images is much
higher than the output images. In particular, on average there
is 0.1372 gain in GCNR.
Here we would like to emphasize that the proposed method
is based on a single universal model which is one-time trained
for multi-tasks i.e., blocking artifact and speckle noise removal
and it works for variable MLA schemes without retraining.
Since in real in-vivo case it is difficult to decide between
anomalies and true structures, to ensure structural preservation
we provided additional results using tissue mimicking phan-
tom in Fig. 8(b). The results confirm that our method can
accurately recover the phantom for most cases. However, with
higer acceleration factors e.g., 6-MLA the block artefacts are
becoming prominent and recovery to target quality is not ideal.
Apart from reconstruction quality improvement one major
advantage of our method is the fast reconstruction time. This
is especially important for real time echocardiography that
requires fast image reconstruction. Once a model is success-
fully trained, on average reconstruction time for a single
image is around 7.92 (milliseconds), which is same for all
acceleration factors and it could further reduce by optimized
implementation.
TABLE III
COMPARISON OF PERFORMANCE STATISTICS ON TEST DATA FOR NOISE
AND BLOCK ARTIFACT REMOVAL FROM MLA.
SLA/MLA GCNR
factor Input Output
SLA 0.8221 0.9422
2-MLA 0.8173 0.9380
3-MLA 0.8072 0.9361
4-MLA 0.7797 0.9313
6-MLA 0.7263 0.8911
5) High Quality Ultrasound Imaging From Sub-Sampled
Channel Data: In this experiment, six sets of RF data at
different down-sampling rates is generated. For each case
a separate image is generated, mimicking low-quality/low-
powered imaging conditions. For all sub-sampling configura-
tions a single universal model is used, i.e., no separate training
is performed for individual sub-sampling case.
Fig. 9 shows the results on example images generated
for proposed unsupervised learning method and DAS method
using sub-sampled RF data. The trained models are evaluated
for standard quality measures. Overall a single model (one-
time trained using either supervised/unsupervised approach)
produces significant performance gain in terms of contrast,
and resolution for all RF sub-sampling configurations and the
performance is comparable with the supervised learning (see
Table IV).
9Fig. 6. Comparison of performance metrics by various methods.
Fig. 7. Planewave ultrasound images enhancement. B-Mode images from in-vivo data of carotid regions.
V. CONCLUSION
Medical ultrasound imaging is prone to variety of artifacts
such as resolution and contrast loss due to insufficient mea-
surement, speckle noise, etc. These artifacts are the major
reasons of quality degradation in ultrasound imaging. To
address this issue, we proposed a robust unsupervised deep
learning approach that can help generate high-quality US
images from low quality noisy images. Compared to the
10
Fig. 8. Reconstruction of high quality accelerated imaging: (a) B-modes images from echocardiograph. (b) B-Mode images from a tissue mimicking phantom.
TABLE IV
COMPARISON OF PERFORMANCE STATISTICS ON TEST DATA FOR
COMPRESSIVE DECONVOLUTION ULTRASOUND.
sub-sampling CR (dB)
factor Input Supervised Unsupervised
1 8.32 9.80 11.06
2 7.10 9.24 9.83
4 6.39 8.54 8.64
8 6.13 8.39 7.87
16 6.09 8.34 7.35
black-box approaches, our approach was derived based on the
rigorous formulation of unsupervised learning using optimal
transport theory, so with proper training, the method provided
reliable reconstruction results without creating any artificial
features. Since our method does not require paired data for
training, the method can be applied for various US image
enhancement applications, providing an important platform for
further investigation.
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