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Abstract We describe here changes in stratospheric dynamics and chemistry in a ﬁrst century-long
sulfate aerosol geoengineering simulation in which the mean surface temperature and the interhemispheric
and equator-to-pole surface temperature gradients were kept near their 2020 levels despite the RCP8.5
emission scenario. Simulations were carried out with the Community Earth System Model, version 1 with
the Whole Atmosphere Community Climate Model as its atmospheric component [CESM1(WACCM)]
coupled to a feedback algorithm controlling the magnitude of sulfur dioxide (SO2) injections at four
injection latitudes. We ﬁnd that, throughout the entire geoengineering simulation, the lower stratospheric
temperatures increase by ∼0.19 K per Tg SO2 injection per year or ∼10 K with ∼40 Tg SO2/year total
SO2 injection. These temperature changes are associated with a strengthening of the polar jets in the
stratosphere and weakening of the mean zonal wind in the lower stratosphere subtropics and throughout
the troposphere, associated with weaker storm track activity. In the geoengineering simulation the
quasi-biennial oscillation of the tropical lower stratospheric winds remains close to the presently observed
quasi-biennial oscillation, even for large amounts of SO2 injection. Water vapor in the stratosphere increases
substantially: by 25% with ∼20 Tg SO2/year annual injection and by up to 90% with a ∼40 Tg SO2/year
injection. Stratospheric column ozone in the geoengineering simulation is predicted to recover to or
supersede preozone hole conditions by the end of the century.
1. Introduction
Geoengineering is a deliberate modiﬁcation of the Earth’s climate proposed in order to counteract some of
the eﬀects of global warming. Perhaps the most studied method of geoengineering is the injection of sulfur
dioxide (SO2) into the stratosphere, which increases the burden of stratospheric sulfate aerosols and hence
the Earth’s albedo (Crutzen, 2006;National ResearchCouncil, 2015). Numerousmodeling studies havedemon-
strated the ability of enhanced stratospheric sulfate aerosols to reﬂect a portion of incoming shortwave (SW)
radiation and consequently to decrease Earth’s global mean surface temperature (e.g., English et al., 2012;
Rasch et al., 2008; Tilmes et al., 2009). These studies have been carried out either with ﬁxed sulfate aerosol dis-
tributions or continuous SO2 injections at speciﬁc locations or via global solar reductions performed in many
past studies such as those carried out as part of the GeoengineeringModel Intercomparison project (GeoMIP;
Kravitz et al., 2011). These studies found that solar radiation management imperfectly compensates for the
eﬀects of increased carbon dioxide, resulting in side eﬀects on other aspects of Earth’s climate. In particular,
whilemany studies have shown that using global solar reduction to restore globalmean temperatures is quite
eﬀective at oﬀsetting changes due to CO2, there are some side eﬀects. These include overcooling of the trop-
ics and not entirely alleviating the warming of the poles (e.g., Kravitz et al., 2013; Schmidt et al., 2012), as well
as changes to the hydrological cycle (e.g., Tilmes et al., 2013) and extreme events (Curry et al., 2014).
In addition, stratospheric aerosol geoengineering would aﬀect the mean climate of the stratosphere. In par-
ticular, sulfate aerosols absorb shortwave and longwave radiation (Ferraro et al., 2011), and hence heat the
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stratosphere and alter stratospheric dynamics (Richter et al., 2017; Stenchikov et al., 2002; Tilmes et al., 2009,
2018). Richter et al. (2017) showed that independent of injection latitude between 30∘S and 30∘N, the max-
imum stratospheric warming always occurs in the tropics. This is related to the temperature response being
directly aﬀected by aerosol heating but also by dynamical heating and feedbacks.
Modeling studies suggest that warming of the tropical lower stratosphere could lead to strengthening of
the polar vortex (Driscoll et al., 2012; Ferraro et al., 2015; Tilmes et al., 2009, 2018) as well as changes in the
tropospheric tropical circulation (Ferraro et al., 2015). The most pronounced change in stratospheric winds
in these modeling studies due to modiﬁed stratospheric aerosols occurs in the tropics. The quasi-biennial
oscillation (QBO) is anoscillationof the lower stratospheric tropical zonalmean zonalwindwith ameanperiod
of 28 months. Injections of SO2 into the tropical stratosphere in general circulation models have been shown
to lengthen the period of the QBO (Jones et al., 2016; Richter et al., 2017) and cause it to completely disappear
at higher injection rates (Aquila et al., 2014; Niemeier & Schmidt, 2017). Richter et al. (2017) also showed that
the QBO period decreases from 24 to 12–17 months in simulations with SO2 injections at 15
∘S/15∘N and
30∘S/30∘N latitude (instead of at the equator, as is often done in geoengineering simulations).
The modeled eﬀects of SO2 injection on stratospheric circulation depend on the amount and distribution
of stratospheric aerosols as well as on the atmospheric processes considered. The distribution of aerosols
in the stratosphere depends on several processes. After injections into the stratosphere, aerosols are dis-
tributed throughout the stratosphere by the Brewer Dobson Circulation (BDC) and mixing (Butchart, 2014).
The deep branch of the BDC moves aerosols upward in the so-called “tropical pipe” (Plumb, 1996) and then
poleward and downward. The shallow branches of the BDCmove aerosols primarily latitudinally, closer to the
tropopause. Mixing in the stratosphere occurs primarily over the midlatitude jets (up to 25 km), in the region
of planetary wave breaking, often referred to as the “surf zone.” Horizontal transport is impeded in regions
of sharp gradients of potential vorticity, such as near the polar vortex in the winter months, or in the tropics
near regions of the QBO (e.g., Trepte & Hitchman, 1992). The transport of aerosols for various stratospheric
SO2 injection locations and their resulting distributions in diﬀerent seasons was discussed in detail in Tilmes
et al. (2017) and Niemeier and Schmidt (2017).
Modeling studies have shown thatmodiﬁcationof stratospheric aerosols also change stratospheric chemistry,
including water vapor and ozone. Heckendorn et al. (2009) and Tilmes et al. (2018) showed that the heating
of the tropical cold point tropopause increases stratospheric water vapor. The increase in stratospheric water
vapor also contributes to enhanced ozone depletion, especially in high northern latitudes (Tilmes et al., 2018).
Tilmes et al. (2009) and Pitari et al. (2014) also showed that geoengineering with sulfate aerosols results in a
decrease in the ozone layer in middle and high latitudes, and Tilmes et al. (2012) demonstrated signiﬁcant
impact on surface ultraviolet (UV) radiation; however, Pitari et al. (2014) did not.
Themajority of the above describedmodeling studies have focused on examining the eﬀects of geoengineer-
ing using a prescribed stratospheric aerosol distribution or injection of SO2 into the stratosphere with ﬁxed
amount and location and examining the climate impacts. In recent years, several novel studies have asked the
questionwhether it is possible to design geoengineering tomeet speciﬁc climate goals (Ban-Weiss & Caldeira,
2010; MacMartin et al., 2013). The ﬁrst successful demonstration in a climate model of meeting speciﬁed
global mean temperature objectives bymodulating the amount of solar irradiance reduction using feedback
was performed by MacMartin et al. (2014). Kravitz et al. (2016) then demonstrated using two distinct climate
models that a feedback algorithm can be used to change solar irradiance in latitude-dependent patterns
and achieve three global temperature objectives. Recently, Kravitz et al. (2017) described a ﬁrst simulation
with sulfate aerosol geoengineering designed to meet multiple simultaneous surface climate objectives. For
this, a state-of-the art climate model, Community Earth SystemModel, version 1 with theWhole Atmosphere
Community Climate Model [CESM1(WACCM)], was coupled to a feedback control algorithm to determine the
injection amount at four predeﬁned latitudes. It was demonstrated that it is possible to keep themean surface
temperature, the interhemispheric surface temperature gradient, and the equator-to-pole surface temper-
ature gradient near 2020 levels using interactive SO2 injections in a sophisticated model, which includes
comprehensive chemical and dynamical coupling. As shown by Kravitz et al. (2017), the amount of SO2
injected into the stratosphere tooﬀset RCP8.5 conditions after 2020 reaches∼50TgSO2/year by the year 2099.
Such large injections of SO2 into the stratosphere have consequences for the dynamics and the chemistry of
the upper troposphere and stratosphere that need to be understood. In this work we explore these changes
in stratospheric and tropospheric dynamics and stratospheric chemistry, presenting a whole atmosphere
RICHTER ET AL. 5763
Journal of Geophysical Research: Atmospheres 10.1029/2018JD028285
perspective of the geoengineering strategy described in Kravitz et al. (2017). This manuscript is organized as
follows: Section 2 summarizes the modeling framework and simulation details. Section 3 presents the results
focusing on diﬀerences in dynamics and chemistry in the stratosphere between the RCP8.5 and feedback
simulations. Section 4 presents summary and conclusions.
2. Model and Simulation Details
2.1. Model Description
The simulations presented here were carried out with CESM1(WACCM), a fully coupled Earth system model,
coupling atmospheric, ocean, land, and sea-ice components. The atmospheric component of CESM1(WACCM)
used here has a horizontal resolution of 0.95∘ latitude and 1.25∘ longitude, 70 vertical layers, and a model
top near 140 km. Atmospheric physics is based on the Community Atmosphere Model, version 5 (CAM5;
Neale et al., 2012). The nonorographic gravity wave parameterization follows the formulation used in
CESM1(WACCM)with 1.9∘|×2.5∘ horizontal resolutiondescribed inMills et al. (2016) butwithparametermod-
iﬁcations for the model’s horizontal resolution. The 0.95∘ × 1.25∘ CESM1(WACCM) used in this study is able to
simulate the QBO (Mills et al., 2017). The QBO in CESM1(WACCM) is primarily driven by large-scale Kelvin and
mixed-Rossby gravity waves, which are resolved in themodel and by parameterizedmesoscale waves gener-
ated by convection. In CESM1(WACCM), the properties of convectively generated gravity waves are coupled
to the properties of convection (Mills et al., 2017; Richter et al., 2010). More speciﬁcally, the convective heat-
ing depth determines the range of phase speeds of gravity waves, and the amplitude of momentum ﬂux is
proportional to the square of the amplitude of convective heating (Beres et al., 2004, 2005).
CESM1(WACCM) uses a fully interactive stratospheric chemistry formulation based on the Model for OZone
And Related chemical Tracers, MOZART3 (Kinnison et al., 2007). It includes a modal aerosol treatment, includ-
ing sulfate, following the three-mode version of the Modal Aerosol Model (MAM3) (Liu et al., 2012). MAM3 is
coupled to the microphysics as described by Mills et al. (2016). The version of CESM1(WACCM) used in this
study was validated against observations for studies of sulfate aerosol injection by Mills et al. (2017) and was
used in several related studies of SO2 injection into the stratosphere (Kravitz et al., 2017; MacMartin et al.,
2017; Richter et al., 2017; Tilmes et al., 2017).
2.2. Simulation Details
We examine two simulations with CESM1(WACCM). First is the reference or RCP8.5 simulation (without geo-
engineering), which started in 1975 as a climate validation simulation described byMills et al. (2017) and was
extended until year 2100 following the RCP8.5 scenario (Meinshausen et al., 2011). The second simulation is
the geoengineering with feedback (or simply “feedback”) simulation, which uses SO2 injections at multiple
locations to maintain three climate objectives: (1) global mean surface temperature (T0), (2) the interhemi-
spheric surface temperature gradient (T1), and (3) the equator-to-pole gradient (T2) near 2020 values, or more
precisely at an averageof these quantities between2015 and2024 in the RCP8.5 simulation. SO2 injections are
continuously placed in the stratosphere at four locations: 15∘S/15∘N at∼25 km and 30∘S and 30∘N at∼23 km.
The amount of SO2 injection at each location is independently adjusted annually by a feedback algorithm.
At the beginning of each simulation year, the feedback algorithm decides where and how much injection
should occur, based on diﬀerences from the temperature targets over past years. The algorithm was devel-
oped using detailed sensitivity studies of the climate response to various SO2 injections at one or multiple
locations (MacMartin et al., 2017; Tilmes et al., 2017). Kravitz et al. (2017) demonstrated that the feedback sim-
ulation presented here succeeded at meeting three surface climate goals, keeping T0, T1, and T2 near 2020
levels. More details on the feedback algorithm, and surface climate changes in this simulation can be found
in Kravitz et al. (2017), and the details of how onemight determine such an algorithm are provided by Kravitz
et al. (2016). The amount of SO2 chosen by the feedback algorithm and injected every year is shown in the
bottom panel of Figure 2 of Kravitz et al. (2017). This ﬁgure is repeated here in Figure 1.
3. Results
3.1. Aerosol Distribution
As shown inKravitz et al. (2017), in thegeoengineeringwith feedback simulation, between2020and2040, SO2
injections occur primarily at 30∘S, 15∘S, and 30∘N, with a total of∼12 Tg SO2/year by 2040 (Figure 1). Such SO2
injections result in an SO4 distribution that is primarily concentrated in the Tropics, with amaximumbetween
15∘ and 30∘S, as shown in Figure 2a. After 2040, SO2 was injected in approximately equal amounts at 30∘S
and 30∘N, increasing linearly up to 22 Tg SO2/year at each location by year 2100 (Figure 1). A small fraction
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Figure 1. Injection rate of SO2 in Tg SO2 per year for the feedback simulation at 30
∘S (blue circles), 15∘S (red circles),
15∘N (green circles), 30∘N (magenta circles), and total (black circles). Adapted with permission from Kravitz et al., 2017.
of the total SO2, up to 5 Tg S/year, was injected at 15
∘S and 15∘N from 2040 to 2100. As discussed by Tilmes
et al. (2017), SO2 injected at 15
∘S and 15∘N is primarily transported by the upper branch of the BDC upward
and toward the polar region. Aerosols formed from injections at 30∘S and 30∘N are transported primarily
by horizontal mixing and the shallow branch of the BDC horizontally toward the polar regions (Niemeier &
Schmidt, 2017; Tilmes et al., 2017). By the time period from2060 to 2079 stratospheric SO4 mixing ratios in the
geoengineering simulation reach 50 μg S/kg air, which is 2 orders of magnitude greater than the peak back-
ground tropospheric (or stratospheric) SO4 mixing ratio found in the RCP8.5 simulation (not shown). By the
time period from 2080 to 2099, the annual SO2 injection into the stratosphere is approximately 4 times what
Mount Pinatubo injected into the stratosphere and the annual stratospheric SO4 mixing ratio reaches over
70 μg S/kg air near 25∘S/25∘N and 30 hPa. That mixing ratio is over 3 times the maximum stratospheric SO4
mixing ratio in the year 1992 (annual average) after the Mount Pinatubo eruption (Figure 3). By 2080–2099,
Figure 2. Diﬀerence in SO4 mass mixing ratio between the feedback simulation and the RCP8.5 simulation (2010–2029)
averaged over (a) 2020–2039, (b) 2040–2059, (c) 2060–2079, and (d) 2080–2099. Contours are in intervals of 10 μg S/kg
air. Black circles depict the locations of SO2 injections. The blue solid line shows the tropopause in the feedback
simulation averaged over the time period denoted above each panel. Areas not statistically signiﬁcant at the 95% level
based on a two-sided Student’s t-test are stippled.
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Figure 3. Stratospheric SO4 mass mixing ratio in the RCP8.5 simulation averaged over year 1992. Contour interval is
2 Tg S/kg air. Contours greater than 10 Tg S/kg air are ﬁlled.
the annually averaged SO4 distribution is quite symmetric between the two hemispheres, with the exception
of the Southern Hemisphere (SH) polar regions, which contain less SO4 than the Northern Hemisphere (NH)
polar regions. SO4 is primarily found equatorward of 60
∘S, due to a transport barrier near the SH polar jet in
austral winter and spring (Niemeier & Schmidt, 2017; Tilmes et al., 2017).
3.2. Mean Dynamical Changes
Stratospheric temperature changes in the feedback simulation relative to RCP8.5 for various time periods are
illustrated in Figure S1 in the supporting information and changes relative to the time period 2010–2029 are
shown in Figure 4 (All ﬁgures in the supporting information show diﬀerences between the feedback simula-
tion andRCP8.5 for the same timeperiod). In the RCP8.5 simulation, tropospheric temperatures increase by up
to 6 K in the upper tropical troposphere, and the lowermost stratosphere cools by 2 to 4 K (not shown). In the
feedback simulation, relative to the RCP8.5 simulation, there is a strong increase in temperature in the tropical
lower stratosphere between the injection points and the tropopause (Figure S1). Accompanying changes in
ozone are shown in Figure S2. As shown by Richter et al. (2017), stratospheric ozone decreases in the region of
highest aerosol concentrations, which reduces the SW heating in that region. Similarly to what was shown in
Richter et al. (2017) for single-point injection scenarios, the concentration of ozone decreases near the multi-
ple injections points, decreasing the SW heating in that region (Figure S3) and compensating some of the SW
heating increase due to aerosols. On the other hand, the concentration of ozone increases above and below
the aerosol layer increasing the shortwave heating rates in those regions (Figure S2).
Due to the processes described above, the stratospheric temperatures are diﬀerent in the feedback simu-
lation, compared to the reference period of the RCP8.5 simulation (2010 and 2029), especially in the lower
stratosphere (Figure 4). The lower stratosphere in the tropics, between 30∘S and 30∘N between 30 and
100 hPa, is warmer by ∼4 K between 2040 and 2059, and by ∼8 K by 2080–2099. These changes in the tem-
perature in the lower stratosphere in the feedback simulation grow approximately linearly with the global
SO4 burden and injection amount as shown in Figure 5. Figure 5a shows that the total SO4 burden in the feed-
back simulation increases approximately linearly with total SO2 injection rate. Stratospheric sulfate lifetime
(deﬁned as the global stratospheric aerosol burden in Tg S divided by the injection rate in Tg S/year), ranges
from∼1.2 years early in the simulation to∼1.0 year toward the end of the century. These values are similar to
those found by Tilmes et al. (2017) in simulationswith 6 Tg S/year single-point injections, which showed a life-
time of 1.1 (0.94) years for injections at 30∘S (30∘N) and 1.43 (1.33) years for injections at 15∘S (15∘N). Figure 5b
shows, that despite the complexities of the involved processes, the mean lower tropical stratospheric tem-
perature increases approximately linearly with SO4 burden, at a rate of 0.38 K/(Tg S) (or 0.19 K per Tg injected
SO2 per year), with a slightly higher warming rate for low SO4 burden than for high. In addition, the temper-
ature changes seen in this geoengineering simulation with multiple injection locations for a burden of 6 Tg S
are similar to those found by Richter et al. (2017) for single-injection locations at 30∘S (30∘N) and approximate
burden of 6 Tg S. This further demonstrates that to a ﬁrst approximation, the global SO4 burden determines
the degree of lower stratospheric warming as a result of SO2 injections, despite the complexities of the
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Figure 4. Same as Figure 2 but for zonal and annual mean temperature. Contours are in intervals of 2 K. Areas not
statistically signiﬁcant at the 95% level based on a two-sided Student’s t-test are stippled.
interactions between the aerosols, chemistry, and dynamics. The upper stratosphere in the feedback simula-
tion is colder as compared to RCP8.5 (2010–2029) at all the latitudes due to the cooling eﬀects of greenhouse
gases, which are not oﬀset by geoengineering.
In the feedback simulation, relative to the equivalent time period of RCP8.5, the tropical troposphere cools
fairly uniformlywith height,with largest cooling in the tropics in themiddle to upper troposphere, and slightly
more cooling in the NH than in the SH (Figure S1). These changes compensate the warming due to increasing
greenhouse gases quite eﬀectively. Figure 4 shows that the temperature throughout the majority of the tro-
posphere in the feedback simulation all the way up to 2099 is not statistically diﬀerent from the temperature
in the RCP8.5 simulation averaged between 2010 and 2029. The exceptions are the tropical middle and upper
troposphere, which is colder compared to RCP8.5 (2010–2029), and the polar NH lower troposphere, which
is warmer, although the magnitude of these anomalies is still below 2 K.
The large changes in stratospheric temperatures between 30 and 100 hPa, primarily arising from the heating
from the aerosol absorption, in the feedback simulation are related to changes in the stratospheric mean
zonal wind, as zonalmeanwind and temperaturemust remain in approximate thermal wind balance. Relative
to the RCP8.5 simulation, the increased equator-to-pole temperature gradient in the stratosphere causes a
strengthening of both the SH and NH polar jets, reaching changes of 8 m/s (SH) and 4 m/s (NH) in an annual
mean (Figure S4) andweakening of the subtropical winds near 30∘S/30∘N between 60 and 130 hPa, as well as
weakening of the Tropical winds between 40 and 15 hPa (also discussed in Tilmes et al., 2018).
December, January, February (DJF) zonal mean wind changes are of most relevance to NH storm tracks and
stratospheric tropospheric coupling. The DJF zonal mean zonal wind diﬀerences in the geoengineering with
feedback simulation relative to the RCP8.5 simulation period 2010–2029 are shown in Figure 6. The diﬀer-
ences due to geoengineering in DJF zonal mean zonal wind are similar to the diﬀerences in the annual mean
and other seasons (not shown). Between 2020 and 2039 the diﬀerences are mostly small and insigniﬁcant in
the stratosphere, except for the SH jet (Figure 6a). By the time period 2040 and 2059, signiﬁcant diﬀerences
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Figure 5. (a) Global SO4 burden in units of Tg S as a function of SO2 injection rate for the feedback simulation. (b)
Diﬀerence in annual and zonal mean temperature averaged over the region between 30∘S and 30∘N and between 30
and 100 hPa for each year of feedback simulation minus the same for the RCP8.5 (2010–2029 average) versus SO4
burden. In both panels, each circle represents a single year and the color of the circle indicates the year of injection.
Solid black line in each panel depicts the least squares regression line ﬁt through the origin. Slope and R2 (correlation
coeﬃcient squared) are denoted in the top left region of each panel.
between the feedback simulation and RCP8.5 (2010–2029) emerge in the stratosphere: an increase in the
strength of the westerly jet in the NH by ∼6 m/s and a slow down of the easterly stratospheric winds in the
SH by ∼4 m/s. In this time period, an easterly wind anomaly appears in the tropics of ∼4 m/s, centered at
20 hPa. As more geoengineering is applied, the change in the tropical stratospheric winds grows to 6 m/s by
2080–2099, and the stratospheric extratropical jets speed up, with signiﬁcant westerly diﬀerences of around
8m/s in both hemispheres. By 2080–2099, the signiﬁcant easterly anomalies near 100 hPa 30∘S and 30∘N are
also well established. These changes are qualitatively consistent with those found in previous studies such as
Tilmes et al. (2009) and Ferraro et al. (2015), but the magnitude of changes is diﬀerent due to the diﬀerent
simulation/injection setup.
Aside from the above described changes in the stratospheric circulation, small but signiﬁcant changes also
appear in the tropospheric circulation in the feedback simulation relative to the RCP8.5 reference period
(Figure 6). A horseshoe-like structure of anomalous easterly winds emerges with anomalies maximizing just
above the tropopause in the subtropics, and reaching down into the troposphere. This pattern is similar to
the zonal wind anomalies that accompany the easterly phase of the QBO shown by Garﬁnkel and Hartmann
(2011), and it is likely that similar dynamics are at play here. In the feedback simulation, throughout the tro-
posphere, the zonal mean westerlies are reduced at around 45∘ latitude in both hemispheres, with changes
being statistically signiﬁcant between 2020 and 2039 in the SH, and signiﬁcant in both hemispheres later in
the simulation. Tropospheric winds near 60∘ are increased. However, they are only statistically signiﬁcant in
theNHbetween2080and2099below600hPa. These anomalies are in the senseof aweakeningandpoleward
shifting of the midlatitude westerly jet stream in the SH and predominantly a weakening of the jet stream in
the NH (compare the wind anomalies with the location of the climatological jet stream, red lines in Figure 6).
Changes in the tropospheric circulation that accompany the warming of the tropical lower stratosphere
and the strengthening of the stratospheric westerly jets in the feedback simulation are in agreement with
expectations from previous idealizedmodeling experiments. Haigh et al. (2005) demonstrated that preferen-
tial warming of the tropical lower stratosphere results in a poleward shifting of the tropospheric westerlies.
Simpson et al. (2009) subsequently proposed a mechanism for this response whereby the propagation of
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Figure 6. Diﬀerence of DJF zonal mean wind in m/s in the feedback simulation relative to the RCP8.5 simulation
(2010–2029) averaged over (a) 2020–2039, (b) 2040–2059, (c) 2060–2079, and (d) 2080–2099 (shaded). Contours
indicated the DJF zonal mean wind averaged between 2010 and 2029 of the RCP8.5 simulation, with a contour interval
of 10 m/s. Black circles depict the locations of SO2 injections. The red vertical lines indicate the latitude of the
tropospheric jet at 850 hPa between 2010 and 2029, calculated as the latitude of the maximum of a quadratic ﬁt to the
values at the three grid points centered on the grid point maximum. The blue solid line shows the tropopause in the
feedback simulation averaged over the time period denoted above each panel. Areas not statistically signiﬁcant at the
95% level based on a two-sided Student’s t test are stippled. DJF = December, January, February.
tropospheric synoptic scale eddies is inﬂuenced by altered temperature gradients around the tropopause. It
has also been shown that enhanced stratospheric vertical wind shear (Wittman et al., 2007) and strengthen-
ing of the stratospheric polar vortex (Polvani & Kushner, 2002) tend to be accompanied by a poleward shifting
of the tropospheric westerlies. While the detailed mechanisms at play in these feedback simulations remain
to be fully understood, it should be expected, based on the above studies, that the warming of the tropical
lower stratosphere, strengthening of the stratospheric vortex and enhanced midlatitude vertical wind shear
would conspire to produce the tropospheric zonal wind anomalies shown in Figure 6.
The extent to which the characteristics of tropospheric storm systems in NH winter are altered by the above
described wind changes is demonstrated in Figure 7. This ﬁgure shows the change in eddy kinetic energy
(EKE) along with the local changes in zonal wind on the 700 hPa level. Similarly to Lehmann et al. (2014), EKE
is deﬁned here as
EKE = 0.5 (u′2 + v′2) (1)
where u′ and v′ are the daily averaged 2.5–6-day band-pass ﬁltered zonal and meridional wind speeds.
The future changes in zonalwindandEKE found in theRCP8.5 simulation (Figures 7a and7b) showmanyof the
features common to future projections under this scenario. Namely, there is a strengthening of the westerlies
and associated increase in EKE at the exit region of the North Atlantic jet, over western Europe (Chang et al.,
2012; Simpson et al., 2014; Woollings & Blackburn, 2012; Zappa et al., 2015) along with a westerly anomaly
and enhanced EKE west of the California coast (Chang et al., 2015; Neelin et al., 2013) and a poleward shifting
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Figure 7. Diﬀerence in DJF 700 hPa EKE (colored shading, units of m2/s2) and diﬀerence in DJF 700 hPa zonal wind
(blue and red contours, in intervals of 0.5 of m/s) for (a) RCP8.5 (2020–2059) - RCP8.5 (2010–2029), (b) RCP8.5
(2060–2099) - RCP8.5 (2010–2029), (c) feedback simulation (2020–2059) - RCP8.5 (2010–2029), and (d) feedback
simulation (2060–2099) - RCP8.5 (2010–2029) Gray stippling indicate changes not signiﬁcant at the 95% conﬁdence
level based on a two-sided Student’s t test for EKE. DJF = December, January, February; EKE = eddy
kinetic energy.
of the SH storm track (Barnes & Polvani, 2013; Chang et al., 2012). While the changes in EKE are not particularly
signiﬁcant with only one ensemble member presented here, the fact that they have been found in previous
model studies and, in the case of the Atlantic extension, that they are present in both time periods shown,
lends support to them being a true response to climate change. In the feedback simulation (Figures 7c and
7d), the largest NH changes noted in the RCP8.5 simulation are not present and, instead, there is a general
weakening of the storm tracks. This weakening of the EKE corresponds well with regions where the 700 hPa
zonal wind decreases relative to RCP8.5 (2010–2029). In the SH,while theweakening of the storm tracks dom-
inates, the poleward shifting of eddy activity accompanying the poleward shifting of the westerlies is more
apparent. The mechanisms behind these responses remain to be understood, as do the broader implications
for climate on a more regional scale. Ferraro et al. (2015) found in their quadrupled CO2 simulations with sul-
fate geoengineering, a poleward shift of the storm tracks in the NH DJF that was much greater than that in
their quadrupled CO2 simulation. Our ﬁndings of weakened storm tracks in the NH are diﬀerent than those
of Ferraro et al. (2015). However, Ferraro et al. (2015) found that poleward shifting of the SH jet was ampliﬁed
in their simulation with quadrupled CO2 simulation with sulfate geoengineering, similar to our ﬁndings for
2020–2059; however, we ﬁnd that between 2060 and 2099, the poleward shift of the SH storm track in the
feedback simulations is the same as that in RCP8.5.
In summary, the geoengineering with feedback simulation meets three surface temperature goals keep-
ing the surface temperature near 2020 levels. However, in order to achieve this with SO2 injections into the
stratosphere, themean dynamics in the stratosphere change substantially with additional impacts on the tro-
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Figure 8. Power spectra of zonal mean zonal wind at 30 hPa for RCP8.5 simulation (thick solid line) and feedback
simulation (blue solid line) averaged between 2020 and 2099 (a) and 2080 and 2099 (b). For reference, power spectrum
of zonal mean zonal wind at 30 hPa between 1975 and 2015 are shown in both panels for the RCP8.5 simulation
(dashed black line) and ERA-Interim analysis (red solid line).
posphere below. In the subsequent sections we examine aspects of stratospheric variability as well as eﬀects
on the distribution of water vapor and ozone.
3.3. Stratospheric Variability
Changes in the annual mean zonal mean wind in the tropical stratosphere are associated with changes in
the QBO. In our simulations, the period and the amplitude of the QBO are aﬀected by both climate change
and geoengineering. Figure 8 shows power spectra of the tropical zonal wind for the RCP8.5 and feedback
simulations at 30hPa. Figure 9 shows the timeandheight evolutionof the tropical zonalmeanwind for various
time periods as well as ERA-Interim analysis (Dee et al., 2011). Averaged between 1980 and 1999, the QBO has
a dominant period of around 24 months, shorter than the observed 28-month period, and it decreases to 20
monthswhen averaged between 2020 and 2039, and to 14months by the period of 2080–2099 under RCP8.5
scenario. Amean 14-month period of theQBO is smaller thanwhat has ever been seen in the historical record,
which started in 1952. In CESM1(WACCM), the properties of convectively generatedgravitywaves are coupled
to thepropertiesof convection.More speciﬁcally, the convectiveheatingdepthdetermines the rangeofphase
speeds of gravity waves, and the amplitude of momentum ﬂux is proportional to the square of the amplitude
of convective heating (Beres et al., 2004; Richter et al., 2010). These relationships are based on linear theory
and veriﬁcation with simulations of gravity waves by mesoscale (gravity wave resolving) simulations. Hence,
in a warming climate, gravity wavemomentum ﬂux entering the stratosphere increases due to the increase in
the amplitude of tropical convective heating (not shown), and hence acts to shorten the period of the QBO.
The shortened period of the QBO in a warming climate is consistent with the study of Giorgetta and Doege
(2005). Kawatani et al. (2011) and Watanabe and Kawatani (2012) found the QBO to lengthen in a warming
climate, but the parameterized gravity waves in their models do not change with warming climate, as they
assume that gravity wave sources are ﬁxed. A study by Schirber et al. (2015) was inconclusive with regard
whether the period and amplitude of the QBO will change in warming climate and found that how the QBO
was projected to change was dependent on the choice of gravity wave parameterization. The uncertainty in
the period of the QBO with warming climate is one of the reasons for the recently launched QBO Initiative
(Butchart et al., 2017). While it remains to be conﬁrmedwhether the response of the QBO to changing climate
in CESM1(WACCM) is realistic, the gravity wave parameterization used was speciﬁcally designed to deal with
a changing climate.
The QBO in the feedback simulation also changes (Figures 8, 8e, and 9f). However, for the majority of the
simulation it remains closer to what is observed in present day than in the RCP8.5 simulation. Between 2020
and 2039, the QBO period is∼23months, very similar to what it is in the RCP8.5 simulation in present day but
shorter than observations, but the amplitude increases by∼25% as illustrated by the power spectra shown in
Figure 8a. The change in QBO amplitude primarily comes from the strengthening of the westerly QBO phase
(Figure S6c). Between 2080 and 2099, the dominant period of the QBO in the feedback simulation decreases
to∼21monthswith amplitude similar to that of the RCP8.5 simulation between 1980 and 2000. The 21-month
period is shorter than in present day but not nearly as short as in the RCP8.5 simulation during this time.
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Figure 9. Zonal mean zonal wind averaged between 2∘S and 2∘N for (a) RCP8.5 simulation between 1980 and 1999, (b)
ERA-Interim reanalysis between 1980 and 1999, (c) RCP8.5 simulation between 2020 and 2040, (d) RCP8.5 simulation
between 2080 and 2100, (e) feedback simulation between 2020 and 2040, and (f ) feedback simulation between 2080
and 2100. Contour interval is 5 m/s.
Richter et al. (2017) showed that SO2 injections into the stratosphere on one side of the equator (at 15
∘ or 30∘)
decrease the QBO period to 12 to 17 months. However, when such injections are placed simultaneously on
both sides of the equator, the changes tomeridional advection nearly balance each other out; hence, theQBO
period is less impacted. In our simulation, SO2 injections are primarily at 30
∘S and 30∘N, hence the residual
vertical velocity increases near those location and not in the tropics (not shown); hence, there is no change
in the vertical advection term, and hence no impact on the QBO period. Since in the feedback simulations
sea surface temperatures and the strength of convection remain at 2020 levels, the gravity wave momentum
ﬂuxes also remain at those levels, and the QBO period remains close to 2020 levels.
Although the dominant period of the QBO in the feedback simulation remains close to 2020 levels, the struc-
ture of the oscillation changes as illustrated by the comparison of Figure 9f to Figure 9a. As the simulation
progresses, easterlies dominate the lower stratosphere and westerly phases become weaker. The increase in
tropical easterlies in the lower equatorial stratosphere was also noted in Tilmes et al. (2018) in the case of
injections on both sides of the equator and is associatedwith the change in the zonal meanwind climatology
toward a more easterly state, as was shown in Figure 6.
Lastly, changes in the zonal mean wind, particularly in DJF, in the extratropical and polar stratosphere and
changes in tropospheric planetarywave activity could aﬀect the frequency of sudden stratosphericwarmings
(SSWs). A major SSW event is deﬁned as an event where the westerly polar vortex reverses to easterly and
the stratospheric polar temperatures rise radically over a period of a few days. SSW events can inﬂuence the
surface weather for 2 to 8 weeks after an event, inducing a negative North Atlantic Oscillation (NAO) pattern
(e.g., Baldwin &Dunkerton, 2001; Polvani et al., 2017). SSWs also lead to poleward ozone transport and slowed
ozone depletion in theNH stratosphere. To deﬁne SSWevents herewe use the commondeﬁnition of Charlton
and Polvani (2007), the same as that used in Butler et al. (2017). An SSW event is deﬁnedwhen the zonalmean
zonal wind at 60∘N, 10 hPa becomes easterly. In order to avoid double counting of events, the 60∘N, 10 hPa
zonal mean zonal winds must return to westerly for 20 consecutive days between events. Events for which
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Table 1
Frequency of Major SSWs in Events per Year (Second Column) for the RCP8.5 and
Feedback Simulations Averaged Over 1975–2015 (RCP8.5 only), 2020–2059, and
2060–2099
Simulation and years SSW Freq 97.5th (%) 2.5th (%)
RCP8.5 1975–2015 0.7 0.9 0.53
RCP8.5 2020–2059 0.44 0.64 0.26
RCP8.5 2060–2099 0.36 0.54 0.20
FDBK 2020–2059 0.49 0.67 0.3
FDBK 2060–2099 0.28 0.46 0.15
Note. The second and third columns show the 97.5th and 2.5th percentiles of
sudden stratospheric warming (SSW) frequencies from 1,000 samples of 40 years
lengthderivedbyusingabootstrappingwith replacementmethodology fromthe
respective model segment.
the winds do not return to westerly for at least 10 consecutive days before 30 April are not counted as they
are considered ﬁnal warmings.
The SSW frequencies for the RCP8.5 and feedback simulations are shown in Table 1 for various time periods
along with results from a bootstrap analysis to estimate the uncertainty in the SSW count for each simulation
segment. The 2.5th and 97.5th percentiles of the bootstrap samples for each case are quoted, so a value out-
side of this range has less than a 5% chance of occurring. Therefore, when the count for a simulation segment
lies outside of this range for another, we consider those segments to be signiﬁcantly diﬀerent, with the caveat
that the uncertain rangemay be underestimated due to the small number of samples in the analysis. Between
1975 and 2015, the SSW frequency is 0.7 year−1, in very good agreement with observed SSW frequency dur-
ing this time period of 0.6 year−1 (e.g., Butler et al., 2017). In both the RCP8.5 and feedback simulations, SSW
frequency decreases with time. SSW frequency is 0.44 year−1 in RCP8.5 and 0.49 year−1 in the feedback simu-
lation between 2020 and 2059, and decreases further to 0.36 year−1 in RCP8.5 and 0.28 year−1 in the feedback
simulation between 2060 and 2099. The results presented here are from only one realization of the RCP8.5
and geoengineeringwith feedback simulations, and SSWcounts can vary between ensemblemembers of the
same model. SSW frequencies in both RCP8.5 and feedback simulations between 2020 and 2059 and 2060
and 2099 are outside of the bootstrapped 2.5th and 97.5th percentiles for RCP8.5 1975–2015, and hence, we
consider these to diﬀer signiﬁcantly from the SSW frequency in the reference period of 1975–2015. It is not
clear whether the further decrease of SSW frequency in the feedback simulation between 2060 and 2099 to
0.28 year−1 is signiﬁcant, as this value falls inside of the 2.5th to 97.5th percentile range of RCP8.5 2060–2099,
but falls outside of that percentile for the feedback simulation 2020–2059. More ensemblemembers of these
simulations are needed to determine the robustness of these ﬁndings; however, the two simulations shown
here do not suggest a signiﬁcant change in the frequency of SSWs in the feedback simulation compared to
RCP8.5 for the same time period.
Sudden stratospheric warmings are one measure of changes of the polar vortex, based on a threshold crite-
rion, and the decrease in their frequency does not necessarilymean that the vortex becomes less variable, but
itmeans that the vortex rarely reverses. Figure 10 shows the variability of the polar vortex throughout the year
in the RCP8.5 and feedback simulations by showing the daily evolution of 60∘N, 10 hPa winds for all the simu-
lation years. Compared topresent day (1980 to 2000), themeanwinds at 60∘N, 10hPa in the RCP8.5 simulation
averaged between 2020 and 2100 change by less than 2 m/s throughout the year. On the other hand, in the
feedback simulation, the 60∘N, 10 hPa winds are stronger throughout the majority of the year by 2 to 4 m/s,
with the exception of the NH spring (April–June). In addition, although variability of the NH vortex winds is
in general similar in the feedback simulation compared to the RCP8.5 simulation, the range of extreme values
of the polar vortex increases in the feedback simulation. In the feedback simulations, January winds at 60∘N,
10 hPa reach values between−10 and−20 m/s in January and early February (not seen in RCP8.5), and reach
values in excess of 60 m/s in January and February, also not seen in the RCP8.5 simulation. This suggests that
the range of extreme vortex states (positive and negative) is altered in the geoengineering simulation and
it should be something that is explored as more similar simulations become available. Ferraro et al. (2015)
found little change in variability between their simulations with quadrupled CO2 and quadrupled CO2 and
sulfate geoengineering; however, their meanwinds at 60∘N and 10 hPa increased by 40m/s; hence, the range
RICHTER ET AL. 5773
Journal of Geophysical Research: Atmospheres 10.1029/2018JD028285
RCP8.5(a)
J A S O N D J F M A M J
-20
0
20
40
60
80
m
/s
Feedback(b)
J A S O N D J F M A M J
-20
0
20
40
60
80
Figure 10. Daily evolution of the zonal mean zonal wind at 60∘N, 10 hPa for RCP8.5 (a) and feedback simulation (b).
Each gray line shows the wind for each year from 1 July to 30 June. The average of RCP8.5 between 1980 and 2000 is
depicted by the dashed line in both panels. The thick solid line shows the average between 2020 and 2100 for RCP8.5 in
(a) and feedback in (b).
of vortex states also changed substantially. The above described changes to the polar vortex and SSWs in
the geoengineering simulation might aﬀect the NAO. However, given the large internal NAO variability, it is
diﬃcult to robustly detect such changes with only one ensemble member of the feedback simulation.
3.4. Water Vapor and Ozone Changes
The warming of the tropical stratosphere and the cooling of the troposphere result in the reduction
of the height of the lapse rate tropopause (World Meteorological Organization, 1957) as shown in Figure 11.
The tropopause temperature increases in both the RCP8.5 and feedback simulations. The RCP8.5 simula-
tion shows the canonical greenhouse gas response with warming and rising of the tropopause, while the
tropopause in the feedback simulation shows an additional temperature increase due to the heating in the
aerosol layer. The lapse rate tropopause temperature increase is seasonally uniform in the geoengineering
simulation, but not for RCP8.5. In the geoengineering case, the tropopause linearly warms by ∼0.83 K per
decade, reaching temperatures 5 K warmer in 2080–2099 as compared to 2020–2039. The tropopause in the
RCP8.5 case warms by almost 4 K for DJF, while it only warms by 2 K for JJA by the end of the century. This
can be described as a weakening of the seasonal cycle and this phenomenon is also seen in other RCP 8.5
simulations (Kim et al., 2013). The seasonal variation of tropopause height changes can be explained by faster
upper tropospheric warming concurrent with slower lower stratospheric cooling during DJF as compared to
JJA. However, more research is needed to fully understand the processes involved.
Figure 11b shows tropopause pressures/altitudes changes. The tropopause in the RCP8.5 simulation ascends
in altitude as the troposphere warms, though the seasonality weakens as discussed earlier. In contrast to this,
the tropopause in the feedback simulation descends over 0.5 km by the end of the century, as also shown by
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Figure 11. Mean tropical (10∘S–10∘N) lapse rate tropopause temperature (a) and pressure/altitude (b) for RCP8.5 (solid)
and feedback (dashed) simulations for 20-year averages (black (1980–1999), blue (2020–2039), cyan (2040–2059),
orange (2060–2079), and red (2080–2099).
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Figure 12. Zonal mean (10∘S–10∘N) stratospheric water vapor (ppmv) in the feedback simulation (colored contours)
superimposed by the RCP8.5 simulation (black contours) averaged over (a) 2020–2039, (b) 2040–2059, (c) 2060–2079,
and (d) 2080–2099. Contours are in intervals of 0.5 ppmv. The thick lines follow the minimum water vapor—they
therefore broadly showcase the upwelling speed—for the feedback (white) and RCP8.5 (black) simulations. The thick
dotted line (same in every panel) represents the upwelling slope in the RCP8.5 simulation averaged over 1980–1999.
Tilmes et al. (2018), likely due to the enhanced aerosol heating just above the present day tropopause, and
cooling of the troposphere.
The cold point tropopause changes aﬀect the amount of water vapor entering the stratosphere. Due to
a warmer tropopause, the amount of water vapor entering the stratosphere increases in both RCP8.5 and
feedback simulations, but muchmore in the feedback simulation, as shown in Figure 12. In the feedback sim-
ulation, in the lower stratosphere annual mean water vapor concentrations are about 4 ppmv between 2020
and 2029 (Figure 12a), whereas by 2080–2099 the annual mean value increases to 5 ppmv in the RCP8.5 sim-
ulation (25% increase) and it increases to 7.5 ppmv in the geoengineering simulation (90% increase). Water
vapor values near 70 hPa are as high as 9 ppmv in October in the geoengineering simulation between 2080
and 2099. Increases in stratospheric water vapor act to warm the troposphere (Solomon et al., 2010) and
the SO2 injections must also balance the increased longwave radiation—these eﬀects however are diﬃcult
to quantify. In addition, ozone destroying odd hydrogen (HOx cycle) increases with increasing water vapor,
which results in increased ozone depletion, which is most important in spring and summer in the NH lower
stratosphere as discussed in Tilmes et al. (2018).
Because water vapor is conserved below the level of methane oxidation (∼25 hPa) and above the cold point
(∼80 hPa), Figure 12 can also be used to analyze tropical upwelling speed via the tape recorder slope (Mote
et al., 1998). The thick lines in Figure 12 broadly follow the water vapor minima from 75 hPa to 30 hPa and
therefore can be used to approximately quantify the upwelling speed by using the steepness of the slope.
The black dashed line in Figure 12 shows the tape recorder slope for present day, which overlaps with that for
the RCP8.5 simulation between 2020 and 2039. During the same time period, the feedback simulation shows
minor slowing of the tape recorder (white line in Figure 12a). Starting in 2040, the slope of the tape recorder
in the feedback simulation (white line) begins to shift later into the seasonal cycle. While it seems this would
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Figure 13. Monthly and zonally averaged stratospheric ozone column (in DU) comparison between OMI/MLS
observations between 2004 and 2010 (gray), and CESM1(WACCM) simulations (for ozone > 150 ppb in the model):
RCP8.5 between 2004 and 2010 (gray dashed lines), RCP8.5 (black), and feedback simulation (blue) between 2040 and
2049 (thick lines) and between 2090 and 2099 (dotted lines), for January, March, July, and October (diﬀerent panels).
Error bars for the observations in gray describe the zonally averaged 2 sigma 6-year root-mean-square standard error of
the mean at a given grid point, derived from the gridded product (Ziemke et al., 2011). Model results are interpolated to
the same grid, and error bars (only shown for the control simulations) indicate the standard deviation of the interannual
variability per latitude interval. CESM1(WACCM) results between 1955 and 1975 that indicate preozone hole conditions
are shown in orange including standard deviation (shading).
indicate further slowing of the tape recorder, that is not the case as the slope actually equals that of present
day, and residual vertical velocity in the tropics in the stratosphere during this time period (not shown) is
almost the same as that between 2010 and 2030. Because the tropopause is lower in the feedback simulation,
the base of the tape recorder is also lower, and therefore, the minimum in water vapor appears later in the
seasonal cycle. Using a tropopause-relative framework conﬁrms our results: the upwelling in the feedback
simulation below the injection location of 30 hPa remains near that of present day, while the upwelling in
RCP8.5 is ∼30% faster by 2100, in agreement with past studies (Butchart, 2014).
The injections of SO2 into the stratosphere also aﬀect ozone, as was shown in Figure S2. Ozone changes as a
result of SO2 injections are the result of both changes in chemistry and dynamics, as described in more detail
by Tilmes et al. (2018) for continuous injections at 15∘N and 15∘S between 2040 and 2049. Column ozone
is expected to increase, in particular, in high latitudes following the RCP8.5 scenario (Butler et al., 2016) and
reach well above preozone hole conditions in middle to high latitudes by the end of the century (Figure 13,
black dotted lines compared to orange area). The decline of ozone depleting substances (ODS) by the end of
the century is expected to result in less ozone loss in high polar latitudes and a recovery of the ozone hole
by midcentury. However, in the feedback simulation, the continuously growing stratospheric aerosol burden
and accompanying surface area density changes result in column ozone values close to what is observed for
present day (Figure 13, blue thick lines compared to gray lines). By the end of the century, column ozone val-
ues in the feedback simulation are closer to preozone hole conditions for SH middle and high latitudes as
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Figure 14. Diﬀerences in monthly and zonally averaged stratospheric ozone column (in DU) between feedback and
RCP8.5 simulations for diﬀerent months (diﬀerent panels) as shown in Figure 13, in 2040–2049 (thick lines) and
2090–2099 (dotted lines).
compared to the RCP8.5 simulation. In contrast to the RCP8.5 simulation, where column ozone levels reach
above preozone hole condition, in the feedback simulation, large injection of SO2 and the strong increase in
aerosol burden lead to increased chemical ozone depletion. For the NH middle and high latitudes, strongly
increased aerosol burden does not lead to strong reductions in column ozone despite increased chemical
ozone depletion, but in part lead to an increase in column ozone in the feedback simulation compared to
RCP8.5 as discussed in Tilmes et al. (2018). Diﬀerences in column ozone between RCP8.5 and the feedback
simulation for the two time periods 2040–2049 and 2090–2099 are rather similar, especially for high lati-
tudes, despite large diﬀerences in ODS for both these periods (Figure 14). The increasing aerosol burden in
the feedback simulation results in increased chlorine activation through heterogeneous reactions and is likely
counteracting the reduced amount of available halogen burden in the stratosphere, however more research
is needed to conﬁrm the contributions of these factors versus the role of dynamical feedbacks. The reduction
in column ozone in the feedback simulation relative to RCP8.5 in the SH reaches up to 25% in October and
between 7% and 12% for the other seasons (for both 2040–2049 and 2090–2099). In the NH, the decrease in
ozone reaches up to 12% in March and around 5%–10% for the other seasons. On the other hand, ozone in
the tropics in the feedback simulation is increased by the end of the century by 4%–8% compared to RCP8.5,
whereas it is similar between 2040 and 2049.
4. Summary and Conclusions
We examined here changes to the dynamics and chemistry of the stratosphere in a ﬁrst century-long geo-
engineering simulation in which SO2 injections were chosen to keep the mean surface temperature near
2020 levels against an RCP8.5 emission scenario. SO2 injections were placed at 30
∘S/30∘N at ∼23 km and
15∘S/15∘N at ∼25 km, and the amount of injection at each location was varied annually using a feedback
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algorithm to keep the global annual mean, the equator-to-pole and interhemispheric surface temperature
gradients nearly constant. The geoengineering strategy employed here is diﬀerent from previous sulfate
aerosols geoengineering studies in two main aspects: ﬁrst, in previous studies aerosols were prescribed with
ﬁxed distributions or injected at or in regions near the equator. Here the injections are primarily at 30∘S and
30∘N. Second, in previous studies the location of injection or prescribed aerosols was ﬁxed, and the injection
rate was the same or followed a prescribed time dependence, whereas. in our simulation the magnitude of
SO2 injections is adjusted every year to keep the zonal mean surface temperatures near 2020 levels. We ﬁnd
that although the three surface temperature goals weremet in our simulation, the approach still signiﬁcantly
alters the mean stratospheric dynamics and variability. Changes in the mean dynamics and chemistry of the
stratosphere in our study are qualitatively similar to those found in Tilmes et al. (2018) for constant multiple
injections at 15∘S and 15∘N, and previous studies such as Ferraro et al. (2015); however, we show that details
of how geoengineering is done, primarily the location and amount of SO2 injections, matter for changes in
stratospheric and tropospheric variability, as our ﬁndings in several aspects of the simulation diﬀer fromwhat
has been previously found, including changes in stratospheric winds, QBO, and storm tracks. The feedback
mechanism controlling amount of SO2 injection at four locations is a novel aspect of the geoengineering sim-
ulation presented here, and its purpose is to keep the global mean surface temperature, the equator-to-pole
and interhemispheric temperature gradients at 2020 levels. In the simulation presented here, the feedback
algorithm primarily chooses injections at 30∘S and 30∘N throughout the simulation, hence the impacts we
ﬁnd here in the stratosphere and upper troposphere are qualitatively the same as would be in a simulation
with constant injections at those latitudes. However, the inclusion of the feedback algorithm allows for learn-
ing what the right injections rates are to keep surface temperature near 2020 levels, and quantiﬁcation of
stratospheric and tropospheric changes under various injection scenarios.
Changes to the stratosphere in our simulation are most apparent when the total SO2 injection amount
is increased over 20 Tg SO2/year. The injection of ∼20 Tg SO2/year spread among the four injection sites
causes an increase of mean lower stratospheric tropical temperatures of ∼4 K, whereas a mean injection of
40 Tg SO2/year induces an increase of ∼8 K in lower stratospheric tropical temperature. The largest increases
in stratospheric temperatures occur between 30∘S and 30∘N, similarly to previous studies which injected SO2
or prescribed aerosols at or near the equator. We ﬁnd that the lower stratospheric temperatures in the geo-
engineering simulation increase approximately linearly with the total SO4 burden. Changes in tropical lower
stratospheric temperature inﬂuence the stratospheric circulation and the zonal mean wind. In the geoengi-
neeringwith feedback simulation, relative to 2010–2029, there is an increase in the strength of the SH andNH
stratospheric polar jets reaching 6m/s in NH and 4m/s in the SH with∼20 Tg/year total SO2 injection (period
2040–2059). These changes increase to 8 m/s in both hemispheres with an ∼40 Tg/year total SO2 injection
(period 2080–2099). These changes are smaller than those reported by Ferraro et al. (2015) in their quadru-
pled CO2 and sulfate simulation with aerosols primarily distributed near the equator, who reported changes
in stratospheric NH jets up to 36m/s. In addition to changes in the polar jets, a decrease in the strength of the
subtropical jets begins to occur in theNH lower stratosphere between 2040 and 2059, and a decrease inmean
tropical winds by 4m/s appear in the lower stratosphere aﬀecting theQBO (discussed below). The subtropical
lower stratospheric zonal mean winds weaken further in the NH and SH as SO2 injection amount is increased.
In the troposphere, the zonal mean wind weakens on the equatorward side of themidlatitude westerlies and
strengthens poleward of 60∘ latitude in the feedback simulation. This change was found to be accompanied
by a predominant weakening of the storm tracks in the NH and a weakening and poleward shifting of storm
track activity in the SH compared to 2010–2030, demonstrating that keeping surface temperature near 2020
levels does not necessarily mean that other aspects of tropospheric climate will remain at 2020 levels. Our
ﬁndings of weakened storm tracks in the NH are diﬀerent than those found by Ferraro et al. (2015). In the ﬁrst
half of our simulation changes in SH storm tracks are consistent with Ferraro et al. (2015); however, it is not in
the second part.
Variability of the polar winter vortex in the NH relative to 1975–2015 is changed in the feedback and RCP8.5
simulations as reﬂected by a signiﬁcant decrease in the frequency of SSWs in 2020–2059 and 2060–2099.
However, SSW counts in the feedback and RCP8.5 simulations are not statistically diﬀerent from each other.
We found that the range of extreme states of the vortex (strong and weak) in the feedback simulation has
increased compared to the RCP8.5 simulation. However, more ensembles are needed to assess robustness of
these changes and impacts of these changes on tropospheric weather extremes related to SSW events and
the NAO.
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Previous studies have shown that the primary mode of stratospheric tropical variability, the QBO, may sub-
stantially lengthen or even disappear as a result of SO2 injections into the stratosphere (Aquila et al., 2014;
Niemeier & Schmidt, 2017). In those studies SO2 injections were placed in the tropics and caused substan-
tial changes to the tropical residual vertical velocity, and hence vertical advection of the mean zonal ﬂow,
which were responsible for the changes to the QBO. In our simulation the QBO period becomes progressively
shorter in the RCP8.5 simulation; however, throughout the entire geoengineering simulation with SO2 injec-
tions controlled by the feedback algorithm, the QBO period remains close to the present day QBO period.
This is because in our simulation the feedback algorithm selected SO2 injections primarily at 30
∘S and 30∘N,
and residual vertical velocity increased near the injection sites, but not right at the equator, similarly as was
shown in Richter et al. (2017) for a simulation with constant injections at multiple locations. However, as SO2
injection amount increases in the feedback simulation, easterlies become stronger in the lower stratosphere
and the westerly QBO phase weakens.
We ﬁnd that the tropopause is aﬀected in both RCP8.5 and geoengineering with feedback simulations. The
annualmean temperature increases by∼5 K in the geoengineering simulation and by∼3 K in the RCP8.5 sim-
ulation. Nonetheless, geoengineering helps to retain the amplitude of the seasonal cycle of the tropopause,
whereas the annual cycle nearly disappears in the RCP8.5 simulation by the end of the century. Following the
tropopause temperature changes, annual stratospheric water vapor increases by about 25% in the RCP8.5
simulation, while it increases by 90% in the geoengineering simulation by the end of the century. By the end
of the century, geoengineering successfully keeps tropical upwelling speed below 30 hPa near that of present
day while it increases by about 30% in the RCP8.5 simulation.
Stratospheric ozone has been impacted in the geoengineering simulation by changes in the stratospheric
aerosol burden. Decreased Antarctic column ozone of 20%–24% has been reached in October compared to
RCP8.5 for both middle and late 21st century and up to 12% over the Arctic in March. Column ozone has
recovered to preozone hole conditions in the feedback simulation, despite the very large injection amounts.
In northern middle and high latitudes, column ozone reaches above preozone hole levels, and in winter it
reaches even above values derived for RCP8.5. In summary, column ozone changes in our feedback simula-
tion are qualitatively alignedwith ﬁndings from earlier results (e.g., Pitari et al., 2014; Tilmes et al., 2009, 2018),
showing a delay in the recovery in high latitudes; however, magnitudes of changes are diﬀerent due to diﬀer-
ent SO2 injection scenarios. In contrast to Tilmes et al. (2018), where larger injectionswere used in 2040–2049,
this study shows somewhat smaller reduction in column ozone in winter and spring high latitudes, and a
smaller response todynamical changes of columnozone inwinter northern latitudes, due to themuch smaller
heating in the lower tropical stratosphere.
The changes in stratospheric and tropospheric climate presented here are potential side eﬀects of geo-
engineering using stratospheric aerosols with the goal of keeping multiple surface temperature goals near
constant. These conclusions are for an increasing amount of geoengineering to balance the eﬀects of RCP8.5.
Ideally, such a geoengineering strategy would be applied in a scenario that would also include strong miti-
gation eﬀorts of greenhouse gases, and hence, the amount of geoengineering needed would be capped at
one of the smaller values described here. The results presented here in many ways show the range of possi-
ble side eﬀects of keeping surface temperatures near 2020 levels with stratospheric sulfate geoengineering,
and the extent in which side eﬀects of geoengineering change with increased greenhouse emissions and
increased SO2 injections. More realistic scenarios under which geoengineeringmight be applied that include
strong mitigation eﬀorts will be considered in the future. Lastly, although we use a state-of-the art model
whose atmospheric, aerosol, and chemistry modules have been extensively veriﬁed, there is a need to verify
the presented ﬁndings with diﬀerent modeling frameworks to reduce uncertainty.
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