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RÉSUMÉ.Alors que le nombre d’équipements à superviser ne cesse de croître, le passage à
l’échelle de la supervision des réseaux et services est un véritable enjeu. Un tel challenge
semble avoir été par le passé surmonté par les botnets connusact ellement pour être une des
principales menaces sur internet car un attaquant peut contrôler des milliers de machines. D’un
point de vue technique, il serait très utile de les utiliser dans le cadre de la supervision des ré-
seaux. Cet article propose une nouvelle solution de supervision basée sur les botnets et évalue
les performances associées de manière à établir un comparatif détaillé des différents types de
botnets utilisables pour la supervision.
ABSTRACT.As there are more and more devices to be managed, the scalability of the management
of network and services is a real challenge. It seems that attckers have already found a solution
in the past by using the botnets which allow the parallel control several thousands of machines
on internet. Therefore, a botnet based management solutioncan be scalable. This article aims
to propose such a solution and evaluates the performances ofthe different types of botnets to
compare them for a management solution
MOTS-CLÉS :supervision, botnet, IRC, Chord, Slapper, pair-à-pair, configuration à grande
échelle
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1. Introduction
Plusieurs domaines composent la supervision des réseaux : gestion de défaut, ges-
tion de configuration, gestion comptable, gestion d’exécution et gestion de sécurité.
Cependant, un challenge majeur auquel sont confrontées lessolutions de supervision
est le passage à l’échelle. Une supervision optimale devrait pouvoir se faire à travers
internet malgré les nombreux équipements qui pourraient bloquer le trafic légitime
de supervision tels que les pare-feux ou encore les routeursNAT (Network Addresses
Translator). Les personnes malveillantes ont déjà surmonté le problème en créant des
vers ou en utilisant des botnets (réseaux de machines infectées dites bots). On sait par
exemple qu’une personne a déjà réussi à contrôler 400 000 machines grâce à un bot-
net. Il est alors clair qu’adapter un tel mécanisme pour la supervision des réseaux est
une solution envisageable à large échelle. Nous allons doncprésenter dans cet article
le modèle analytique d’une architecture de supervision basée sur les botnets. Notre
objectif est de proposer un modèle permettant de valider ou non la viabilité d’une telle
solution.
Plus précisement, on cherche à pouvoir faire de la configuration de masse avec les
propriétés suivantes :
– passage à l’échelle : un grand nombre de machines à configurer,
– efficacité : nouvelle configuration déployée rapidement,
– anonymat : un attaquant ne doit pas pouvoir découvrir les machines supervisées
ainsi que celles qui contrôlent le système pour éviter un détournement de l’usage du
botnet,
– sécurité : une machine supervisée ne doit pas pouvoir lancer de fausse requête
de supervision sur le réseau,
– garantie d’atteignabilité : l’administrateur doit pouvoir savoir quel est le poten-
tiel résultat de l’envoi d’une requête et notamment le nombre de machines qui l’auront
correctement reçu. Cela permet ensuite de prévoir des mesures pplémentaires si ce
nombre n’est pas satisfaisant.
La section 2 introduit un exemple d’application pour laquelle notre solution doit
être adaptée. Le cadre général de celle-ci est décrite dans la section 3 avant de faire
un état de l’art en section 4. La section suivante détaille les différents modèles et
métriques qui sont ensuite évalués en section 6. Enfin, nous concluons et présentons
les pistes pour nos futures recherches.
2. Exemple d’applications
Bien que de manière générale le but soit de proposer une solution générale de
supervision à large échelle, on s’appuie sur un cas de figure permettant d’illustrer
l’intérêt d’une solution basée sur les botnets. Une application permettant de traquer
les cyber-criminels sur les réseaux pair-à-pair d’échangede fichiers a été proposée
dans (Badonnelet al., 2007). Pour cela, des mots-clés spécifiques sont annoncés sur
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Figure 1. Cas de figure du honeypot distribué
le réseau et il suffit alors de récupérer les personnes qui cherchent ces mots-clés. De
manière à améliorer la détection de ces personnes, il faudrait qu’un grand nombre de
pairs annoncent ces mots-clés. On propose donc une architecture de type honeypot
distribuée sur la figure 1 où tout utilisateur du réseau qui lesouhaite peut participer.
Un honeypot est une machine qui attire un attaquant en se faisant passer pour une
machine vulnérable comme dans (Provos, 2004) ou comme dans le cas présent une
machine qui propose du contenu spécifique. La tâche principale de supervision est de
pouvoir configurer les honeypots en leur fournissant les différents mots-clés ce qui
correspond bien à faire de la configuration en masse.
On retrouve alors les propriétés énoncées précédemment et de manière plus précise
on souhaite avoir :
– passage à l’échelle : tout utilisateur doit pouvoir participer, ce qui peut donc
correspondre à des centaines de milliers de machines,
– efficacité : les mots-clés sont spécifiques mais pas forcément en lien avec le
contenu et peuvent donc changer assez rapidement,
– anonymat : un attaquant ne doit pas pouvoir attaquer une parti du système pour
se protéger lors d’éventuels téléchargements,
– sécurité : un attaquant ne doit pas pouvoir annoncer une liste de faux mots-clés,
– garantie d’atteignabilité : l’administrateur doit savoir quel est le pourcentage de
machines qui a bien la liste de nouveaux mots-clés à chaque mise à jour.
3. Applications malveillantes adaptées pour la supervision
Il existe plusieurs types de logiciels malveillants dont les v rs. Même si un ver
se caractérise d’abord par sa capacité à contaminer des machines non infectées, il
est aussi généralement associé à un programme annexe. Il peut par exemple faire de
la machine un bot, c’est-à-dire que celle-ci attend les ordres d’un attaquant (lancer
une attaque de déni de service, récupération de données personn lles). En effet, les
machines infectées exécutent ce programme et se connectentà un même réseau qui
véhicule les commandes de l’attaquant ainsi que les réponses. Ell s forment ainsi un
botnet.
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Dans une étude précédente (Stateet al., 2007), une première ébauche d’une pos-
sible application des logiciels malveillants pour la supervision des réseaux était propo-
sée. Dans le cas d’un botnet, les communications sont simples et se basent sur une ar-
chitecture décentralisée ce qui permet de commander un grand nombre de bots comme
400 000 machines (McLaughlin, 2004). Un des moyens les plus connus est l’utilisa-
tion d’un réseau IRC (Oikarinenet al., 1993) dont le but initial est de permettre aux
utilisateurs de discuter entre eux. La référence (Schilleret al., 2007) donne de nom-
breux détails quant aux fonctionnements des botnets. D’autres botnets se basent sur
des réseaux pair-à-pair. Les différentes observations faites sur les botnets laissent pen-
ser qu’une organisation de la supervision peut être basée sur un botnet. On considère
donc que les clients (bots) sont les équipements à superviser et que le superviseur est
un client particulier (botmaster). Nous allons considérerplusieurs cas dans ce papier :
un botnet IRC, deux botnets pair-à-pair (Slapper (Arceet al., 2003) et Chord (Stoicaet
al., 2001)). Cela permettra donc d’évaluer différentes solutins possibles avec des de-
grés de décentralisation différents car un réseau IRC est faiblement décentralisé alors
que les réseaux pair-à-pair le sont totalement. Nous avons choi i d’étudier deux ré-
seaux pair-à-pair différents car l’organisation du réseaun’est pas la même dans chacun
des cas. Notre objectif est d’élaborer un modèle analytiquequi permettra d’évaluer les
performances d’un botnet et aussi de permettre à un administrateur d’évaluer ce que
peut lui apporter une telle solution. Nous ne considérons pas la phase de déploiement
du botnet mais seulement son utilisation.
4. Etat de l’art
Les botnets permettent aux attaquants de contrôler facilement de très nombreuses
machines en même temps. Un réseau IRC est le plus souvent utilisé comme ca-
nal de contrôle (Barfordet al., 2006). Cependant de nouvelles formes apparaissent
comme celles basées sur les réseaux pair-à-pair (Grizzardet l., 2007). Dans (Wanget
al., 2007), une analyse de plusieurs botnets pair-à-pair est faite et les auteurs en pro-
posent même un nouveau type. Nous proposons dans ce papier des mo èles permettant
d’étudier les performances des botnets. Concernant la supervision, (Ohnoet al., 1995)
avaient aussi proposé d’utiliser un mécanisme malveillantpour faire de la supervi-
sion. En fait, un ver patrouille sur différentes machines avant de retourner vers la
plateforme de management. Cependant les études et évaluations restent très limitées.
Le vers Code-Green (Szor, 2005) est aussi très connu car c’est un ver qui désinfecte
les machines infectées par Code-Red. Le problème de ce type de v rs est la légalité
car la propagation reste souvent incontrôlée. Dans une solution classique de supervi-
sion, le superviseur communique directement avec chaque éqipement à superviser.
Comme l’architecture centralisée limite le passage à l’échelle, plusieurs solutions dé-
centralisées sont apparues. On peut par exemple citer la supervision par délégation
(Goldszmidtet al., 1995) ou encore l’utilisation de niveaux hiérarchiques etde super-
viseurs en cascade (SNMPet al., 2007). En fait, chaque superviseur intermédiaire doit
transformer les requêtes de supervision de manière à ce que celles- i soient adaptées
aux différents équipements dont ils sont responsables. Lesréponses doivent aussi être
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transformées ou agrégées comme dans (Limet al., 2005). Dans ces cas, les requêtes
pour les différents équipements ne sont pas identiques. Dans ce papier le contexte est
celui de la configuration de masse, c’est-à-dire que la même requête doit être envoyée
à tous les équipements. Dans ce cas, il n’y a plus besoin d’avoir des superviseurs inter-
médiaires qui peuvent être soumis à des pannes ou à des attaques supplémentaires. Une
extension de la supervision hiérarchique basée sur les réseaux pair-à-pair est proposée
dans (Artigaset al., 2006). (Ahmedet al., 2007) proposent de résoudre des recherches
dans les réseaux pair-à-pair avec des caractères génériques en s basant sur des tech-
niques d’agrégation et de réplication.Echo Pattern(Lim et al., 2001) est un modèle
proche des réseaux pair-pair qui promet de bonnes performances. Il existe aussi des
solutions de supervision utilisant les réseaux actifs (Schwartzet al., 2000). Dans ce
cas une requête est un programme léger transmis entre les différents hôtes du réseau.
Cependant, leur déploiement est très limité car il nécessite des équipements dédiés.
Certaines solutions sont dédiées aux réseaux Ad-Hoc comme (Badonnelet al., 2006)
où le réseau est découpé en groupes avec pour chacun d’eux un responsable élu. Pour
un botnet, aucune machine spécifique n’a besoin d’être utilisée hormis la plateforme
de management car tout le monde peut participer et les ressources nécessaires sont
faibles contrairement à la plupart des autres solutions.
5. Modèles
5.1. Paramètres
Cette section décrit les paramètres communs aux différentsmodèles :
– m : le facteur de branchement maximal représente le nombre maximal de voisins
d’un nœud,
– N : le nombre total de nœuds dans le réseau,
– β : la probabilité pour un nœud d’être compromis. On considèrequ’un attaquant
qui a compromis un nœud est seulement capable d’écouter l’ensemble des communi-
cations de ce nœud et donc de découvrir les autres nœuds,
– α(m) est le facteur de disponibilité. Un nœud disponible peut faire suivre les
requêtes de supervision. Ce facteur modélise le fait qu’un nœud n’a plus assez de
ressources. On considère que ce facteur est une fonction décroissante dem car plus
un nœud doit maintenir de connexions plus il risque d’être suchargé.
Nos modèles devront permettre de déterminer le nombre de nœuds et donc d’équi-
pements que l’on peut atteindre lors de l’envoi d’une requête de supervision. Pour
cela, nous définirons l’atteignabilité, une métrique permettant d’évaluer l’efficacité de
l’envoi d’un message broadcast. Il est à noter que nous considérons que nous sommes
à un instant précis et queβ représente aussi le pourcentage moyen de nœuds com-
promis que l’on pourrait observer. Ainsiβ est une probabilité moyenne. Pour évaluer
plus précisément l’impact d’une attaque, il faudra dans nostravaux futurs prendre en
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compte le fait que la probabilité qu’un nœud soit compromis est différente d’un nœud
à l’autre car il y a plus de chances d’être compromis si le nœudvoisin l’est.
5.2. Modèle d’un botnet IRC
Un réseau IRC est composé de plusieurs serveurs interconnectés ensemble de ma-
nière à former un arbre de diffusion. A chaque fois qu’un utilisateur envoie un mes-
sage, celui-ci est relayé à tous les serveurs et ainsi à tous les utilisateurs. De ma-
nière plus précise, les utilisateurs sont regroupés dans différents canaux équivalents
conceptuellement à un groupe multicast. Dans un botnet IRC,le contrôleur (Botmas-
ter) envoie les commandes au serveur auquel il est connecté et qui st responsable de
la diffusionvia l’arbre de diffusion. Pour l’instant nous ne considéreronsque les ser-
veurs que l’on nommera aussi nœuds. L’objectif est donc de calculer le nombre moyen
de serveurs qui sont atteints à une distance donnée (sauts applicatifs). On commence
donc par calculer le nombre moyen de voisins directs puis on généralise la formule.
Chaque serveur a un nombre maximumm de voisins : c’est le facteur de branche-
ment maximal. Le nombre de connexions qu’un serveur maintient avec d’autres est
donc compris entre 1 etm. La probabilitépk est la probabilité pour un nœud d’avoir
k serveurs comme voisins. Plusieurs cas sont à prendre en compte. Tout d’abord,p0
signifie que le serveur est déconnecté (hors-service). On obtient doncp0 = 1−α(m).
Ensuite, il est impossible d’avoirk > m d’où pk = 0 pourk > m. Enfin nous consi-







pour1 ≤ k ≤ m. Cette distribution reflète que nous consi-
dérons qu’il n’y a apparemment aucune topologie spécifique meilleure qu’une autre.

























Cette fonction permet de calculer directement le nombre moyen de voisins :
E(k) = G′0(1). Il est alors possible de calculer la fonction génératriceG
j(x) de la
fonction de distribution du nombre de nœuds à une distancej d’une manière similaire
à (Ramachandranet al., 2006) :
Gj(x) =
{
G0(x) pour j = 1





est la fonction de distribution du nombre de connexions sortantes
d’un nœud atteint de degrék.
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On peut alors calculer le nombre moyen de nœuds à une distancej du nœud d’ori-
gine qui estzj = (Gj)′(1). Une fois de plus, en utilisant une méthode similaire à
(Ramachandranet al., 2006), on obtient les formules suivantes :
z1 = (G
1)′(1) = G′0(1) z2 = (G
1(G1))





















L’atteignabilité est la proportion moyenne de serveurs atteints à une distancek
donnée, ce qui est un bon indicateur de passage à l’échelle. Lnombre de serveurs
atteints est calculé grâce aux formules précédentes. Cependant, un attaquant peut être
intéressé pour compromettre le botnet de manière à récupérer des informations sen-
sibles sur le réseau et les équipements de l’entreprise. L’attaquant peut surveiller tous
les échanges réseaux d’un nœud avec la probabilitéβ e donc découvrir les autres ser-
veurs. On peut donc considérer que le réseau reste opérationnel si aucun des nœuds
n’est compromis. On multiplie donc la proportion de nœuds atteints par la probabilité
d’avoir le réseau non découvert qui est(1 − β)N c’est-à-dire qu’aucun desN nœuds
ne soit compromis. L’atteignabilité peut alors être complètement définie :
att(k) =





L’atteignabilité des bots/équipements est équivalente. En effet, nous considérons
le cas où les bots sont répartis aléatoirement et uniformément sur tous les serveurs.
Le nombre de bots ou d’équipements atteints à une distancek est doncbots(k) =






De manière à obtenir un indicateur global du passage à l’échelle, l’atteignabilité
moyenne est l’atteignabilité moyenne de toutes les distances possibles sachant que la
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5.2.3. Délais
Le temps nécessaire pour envoyer une requête de supervisionest u élément dé-
terminant dans le choix d’une solution de supervision car les contraintes temporelles
sont souvent fortes. Pour pouvoir l’évaluer il faut considérer deux paramètres : le
tempsth pour envoyer un message vers un équipement final et le tempsts pour en-
voyer un message vers un autre serveur. Dans le cas d’une solution centralisée, la
plateforme de supervision va envoyer successivement les mes ag s vers l’ensemble
des machines :tempscentralise = C × th où C est le nombre de machines. Dans le
cas d’un botnet IRC, les serveurs peuvent transmettre les mes ag s aux serveurs avant
de les transmettre aux machines. ConsidéronsCserveur , le nombre moyen d’équipe-
ments connectés à un même serveur, le temps total est donc composé du temps pour
atteindre le dernier serveur à une distancek plus le temps pour ce serveur de trans-
mettre les requêtes à l’ensemble des machines connectées :
tempsbotnet = k × ts + Cserveur × th [4]
Grâce à cette métrique, un administrateur peut évaluer le temps de chaque opé-
ration et ainsi les ordonner dans le cas où certaines opérations urgentes doivent être
terminées en priorité.
5.3. Modèle d’un botnet Slapper
Le vers Slapper (Arce t al., 2003) est apparu pour la première fois en 2002. Il
ne se limite cependant pas au seul rôle d’un ver puisqu’il estaccompagné d’un pro-
gramme annexe sophistiqué permettant la construction d’unbot et. En effet, chaque
machine infectée pouvait être contrôlée à distance par l’attaquant pour envoyer des
courriers indésirables par exemple. Le botnet formé était en fait un réseau pair-à-pair
de type totalement maillé : chaque machine connaissant toutes les autres machines
infectées. L’attaquant peut alors envoyer un message vers l’une d’entre elles spécifi-
quement par l’intermédiaire des autres. Pour cela, un nombre aximal de sauts est
défini. Lorsqu’une machine reçoit le message, si le nombre desauts est zéro alors
le message est directement envoyé à la destination puisque le réseau est entièrement
maillé. Sinon plusieurs nœuds choisis au hasard sont sélectionnés pour transmettre le
message et dans ce cas, le nombre de sauts est décrémenté. Ce protocole permet alors
à l’attaquant de rester caché puisque plusieurs nœuds intermédiaires sont utilisés. Il
se préserve ainsi d’être détecté par une sonde car aucune machine ne sait si le nœud
qui lui a envoyé le message est l’émetteur initial, c’est-à-dire l’attaquant. Enfin pour
permettre une réponse de la part de la destination, chaque machine qui route un mes-
sage garde en mémoire l’émetteur de ce message ainsi qu’un identifiant contenu dans
le message. Cela permet alors de router la réponse car le chemin d retour peut être
créé à partir de cette information stockée.
Dans le contexte de la configuration de masse, Slapper est doté d’un mécanisme
de broadcast appelébroadcast segmentation. Même si le contrôleur ou l’attaquant
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étaient capables d’envoyer directement un message à tous les hôt s du réseau formé
par Slapper, cela pose deux problèmes :
– passage à l’échelle : initialisation d’une connexion et échange avec chaque ma-
chine,
– sécurité : on connaît le contrôleur qui est l’émetteur du message.
Pour pallier ces problèmes, le contrôleur décide d’envoyerle message à deux ma-
chines choisies au hasard. Celles-ci répètent la même procédure et ainsi de suite. De
manière à arrêter la propagation infinie du message, un nombre de sauts maximal est
fixé. Cependant comme les nœuds sont choisis au hasard, il estclair qu’il est possible
que certains nœuds ne reçoivent jamais le message. La figure 2illustre ce mécanisme
où les nœuds sont visuellement placés de la même manière que Chord pour faciliter la
comparaison. Le contrôleur se situe sur le nœud 0 et il envoieun message à deux pairs
aléatoires : 4 et 8. Ces derniers répètent le même processus.Le non déterminisme
de Slapper est présenté par l’intermédiaire de deux cas de figures possibles pour ce
deuxième saut car les nœuds sont choisis au hasard. Comme chaque nœud en choisit
deux autres, on peut considérer que le facteur de branchement de Slapper est 2. Ce-
pendant nous allons considérer un cas plus général où celui-ci est paramétrable ce qui
correspond à notre paramètrem.
Supposons quet nœuds aient déjà reçu le message sur un total deN nœuds. Ils
vont alors transmettrec messages identiques à leur tour à d’autres pairs. On peut alors
déterminer la probabilitép(N, t, c, j) d’envoyer ces messages àj pairs qui ne l’ont
pas encore reçu :








n+k−1 la combinaison avec répétitions dek éléments parmin.
Dans cette équation, le premier terme au numérateur est le nombre de possibilités
de choisir lesj nœuds nouvellement contactés parmi l’ensemble c’est-à-direN . Parmi
l’ensemble desc messages, il y en a doncj qui sont utilisés pour envoyer à ces nœuds
précisément. Le second terme représente alors le nombre de destinations possibles des
c− j messages restants. Ces derniers peuvent alors être envoyésà n’importe quel pair
parmi ceux déjà contactés auparavant ainsi que ceux nouvellem nt contactés soitt+j.
Le dénominateur représente quant à lui le nombre total de possibilités pour choisir la
destination desc messages parmi l’ensemble des nœuds. Cette probabilité ne peut être
calculée que pour un nombre cohérent de pairs c’est dire pourj ≤ N − t.
Le fonctionnement du broadcast fait qu’auième saut, le nombre de messages du-
pliqués reçus estmi. Cependant nous considérons qu’un nœud peut être en surcharge
et on considère que le nombre de messages dupliqués est limité à sg = (m×α(m))i
car chacun des nœuds a une probabilitéα(m) de fonctionner normalement. Ce nombre
de messages limite donc aussi le nombre de nouveaux nœuds quivont recevoir l’infor-
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mation. Ce dernier est aussi limité par le nombre de nœuds quin’ont pas encore reçu
de message. On peut donc définir totalement le nombre maximalde nouveaux pairs
qui peuvent recevoir le message :
maxmsg = min(msg, N − att(N, m, i − 1))
où att(N, m, i − 1) représente le nombre de nœuds ayant reçu un message au saut
précédenti − 1.
Grâce à la formule [5], il est alors possible de connaître le nombre moyen de
nouveaux nœuds atteints à une distancei en considérant les différents cas possibles
c’est-à-dire de0 àmaxmsg :




p(N, att(N, m, i − 1), msg, k) × k
Pour le casi = 0, on considère seulement le nœud d’origine. Dans les autres cas,
le nombre moyen de nœuds atteints à une distancei est composé des nouveaux nœuds




1 si i = 0
reach(N, m, i − 1) + r(N, m, i) sinon
[6]
Enfin, il est nécessaire de prendre en compte le fait que si un nœud est compromis,
alors l’attaquant peut découvrir l’ensemble du réseau en écoutant les communications
car le réseau est totalement maillé. Ainsi l’atteignabilité est multipliée par(1 − β)N
de manière similaire au modèle IRC.
5.4. Modélisation de Chord
Un réseau totalement maillé tel que Slapper le construit présente des limites en
termes de passage à l’échelle car chacun doit avoir connaissa ce de tous. Une évolu-
tion en cours des logiciels malveillants est l’utilisationdes réseaux pair-à-pair struc-
turés. Nous avons choisi d’étudier Chord, un des plus connus, qui a montré de bonnes
performances dans de nombreuses études (Stoicaet al., 2001) (Dabeket al., 2001).
Sur un réseau Chord, chaque nœud ou pair participant a un identifiant qui lui est as-
socié tel que0 ≤ id < NMAX où NMAX = 2k, k ∈ I+∗. NMAX est le nombre
maximal de nœuds participants ainsi que la taille de l’espace des identifiants. On sup-
pose que les identifiants des nœuds soient aléatoirement et uniformément répartis dans
cet espace et que la distance moyenne entre deux identifiantsco sécutifs estd. On a
doncNMAX = N × d. Contrairement à un nœud Slapper qui connaît l’ensemble des
autres nœuds, un nœud Chord n’a qu’une vue partielle. La taille de la table de routage
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Figure 2. Brodcast dans les réseaux P2P
d’un nœud est delog(NMAX). La ième entrée du nœud d’identifiantid1 contient le
nœud dont l’identifiantid2 est le plus petit possible tel queid1 + 2i−1 ≤ id2.
Comme la distribution des identifiants est uniforme, on peutconsidérer que les
premières entrées sont identiques car le successeur est toujours le même. En moyenne,
la première entréei qui est différente est celle telle que2(i−1) > d. Le nombre total
d’entrées différentes est donc :
log(NMAX) − log(d) = log(
NMAX
d
) = log(N) [7]
On calcule en fait la différence entre le nombre maximal d’entrées différentes et
la première entrée différente à laquelle on rajoute1 ce qui correspond à la première
entrée de la table de routage. Les nœuds Chord sont représentés lon le sens des ai-
guilles d’une montre sur la figure 2. Laieme entrée de la table de routage du nœudp
est l’identifiant du premier nœud à une distance d’au moins2i−1. (Stoicaet al., 2001)
donnent tde plus amples détails à propos du fonctionnement de Chord et notamment
sur la mise à jour de la table de routage. Les auteurs de (El-Ansaryet al., 2003) ont
proposé un mécanisme de broadcast efficace grâce auquel un nœud de Chord ne reçoit
qu’une seule fois le message. Nous avons choisi de nous basersur cet algorithme pour
diffuser une requête au sein du botnet. Bien que d’autres résaux pair-à-pair structu-
rés existent, notre choix s’est porté sur Chord car même si chacun d’eux possèdent
leurs particularités, tous sont basés sur une table de hachage distribuée. Dans le cas du
broadcast, cela n’amène pas à beaucoup de différences car dans la suite. On ne rentre
pas ici dans des considérations de déploiement, de dynamique et de mise à jour du
réseau. Pour en revenir au broadcast, un message contient une limite d’exploration.
Lorsque le contrôleur envoie le message, il l’envoie à chaque entrée différente dans la
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table de routage et chacun avec une limite d’exploration différente qui est en fait l’en-
trée suivante dans la table de routage (ou le nœud contrôleurpour la dernière entrée).
Chaque nœud répète ce processus sauf qu’un nœudp n’enverra jamais un message au
nœud dont l’identifiant est supérieur à la limite d’exploration. De même, le dernier
nœud qui vérifie cette condition se verra attribuer une limite d’exploration identique à
celle du nœudp. Ce mécanisme est illustré sur la figure 2. Le contrôleur est le nœud
0 et envoie le message aux différentes entrées de sa table de routage 1, 3, 4 et 8 avec
respectivement comme limite d’exploration 3, 4, 8, 0. Il estimportant de souligner que
cette limite est exclusive et c’est pour cela qu’à la deuxième itération (deuxième saut),
le nœud 4 n’envoie que le message au nœud 6 car sa limite est 8. La table de routage
d’un nœud contient au pluslog(NMAX) entrées. Chaque nœud transmettra donc le
message broadcast àlog(NMAX) autres nœuds tout au plus. On peut donc en déduire
que le facteur de branchement estm = log(NMAX) avec normalementNMAX qui
est une puissance de 2.
A partir de ces différentes hypothèses et conclusions, l’algorithme 1 calcule pour
un identifiant donné, le nombre de sauts nécessaires pour atteindre le nœud correspon-
dant à partir du nœud 0. Cet algorithme ne peut être appliqué que pour les identifiants
valides c’est-à-dire queid
d
doit être une valeur entière et positive. Si cet identifiant est
une puissance de 2 alors le nœud peut être atteint directement. Sinon, s’il n’y a aucun
identifiant valide entre l’identifiant du nœud à contacter etla puissance de 2 précé-
dente inclus, on peut aussi contacter le nœud en un seul saut.Dans tous les autres cas,
il existe un nœud intermédiaire. On calcule alors le nombre de sauts pour ce nœud
intermédiaire et on obtient le nombre de sauts total de manière récursive. Comme on
peut le constater nous avons considéré que le contrôleur était le nœud 0. Cependant
il n’est pas nécessaire de considérer les autres cas qui sontéquivalents à décaler l’en-
semble des identifiants des nœuds.
Algorithme 1 Nombre de sauts
1: id = d× k l’identifiant du nœud
2: entier(x) retourne la partie entiere dex
3: l = log(id)





9: tantque l 6= entier(l) faire
10: total← total + 2entier(l)
11: si id− total < d alors
12: retournercount
13: sinon




On peut alors exécuter cet algorithme pour chaque identifiant. L’atteignabilité au
ieme saut avecN nœuds au total est le nombre de nœuds à une distancei du nœud
d’origine : le nœud contrôleur.
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De manière à pouvoir comparer les différents modèles, il estnécessaire d’intégrer
les différents types de pannes. Dans le pire des cas, il y a unepa ne qui empêche
l’envoi du message lors du premier saut. Dans ce cas, un autrenœud avec un identifiant
plus petit est choisi pour le remplacer. Il est alors capablede contacter le nœud qui
n’avait pas pu être contacté car la distance entre les 2 est plu petite. On réitère ce
processus en considérant que si un nœud est à une distanceh alors il y a au plus
h pannes. Pour chacune d’entre elles, un saut supplémentairesera nécessaire dans
le pire cas. La probabilitép(f < h) d’avoir f < h pannes est définie par une loi
binomiale. On peut alors calculer cette probabilité puis lamultiplier par le nombre de
nœuds atteints à la distanceh de manière à rajouter ce résultat au nombre de nœuds
atteints à une distanceh + f . L’algorithme 2 fait donc ces différents calculs par ordre
croissant des distancesh.
Algorithme 2 Effets des pannes
1: h le nombre de sauts
2: n le nombre de nœuds à la distanceh
3: total← 0
4: MAX_HOP est la distance maximale
5: reach[x] est le nombre moyens de nœuds atteints à la distancex
6: pour i← 1 toMAX_HOP faire
7: pour i← 1 to h faire
8: p← n× ∗Cih ∗ α(m)k−i ∗ (1− α(m))i
9: reach[h + i] ← reach[h + i] + p
10: total = total + p
11: fin pour
12: fin pour
13: reach[h]← reach[h]− total
Contrairement à Slapper et à un réseau IRC, un nœud compromispar un attaquant
n’implique pas que l’ensemble du réseau soit inutilisable.Nous ne considérons pas
ici la possibilité pour l’attaquant de contrôler le nœud et donc d’injecter des requêtes
(problèmes pouvant être réglés en ajoutant une couche de cryptog aphie) mais seule-
ment la possibilité d’écouter les communications. Dans le pir des cas, un attaquant




chacun des nœuds connaîtlog(N) autres nœuds. Bien entendu, nous considérons ici
le pire des cas où chacune d’elles est différente. En supposant que la probabilité qu’un
nœud soit compromis estβ, on peut utiliser une loi binomiale pour calculer la proba-
bilité que le réseau soit entièrement vulnérable c’est-à-dire qu’il y ait n_compromis
nœuds compromis. Il est alors possible d’approximer cette loi par une loi de Poisson







Les différentes valeurs d’atteignabilité sont alors multipliées par la probabilité in-
verse qui permet de prendre en compte la robustesse du système i un attaquant essaie
de détourner l’usage du réseau à son propre compte.
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5.5. Délai dans les réseaux P2P
Considérons le tempsth pour envoyer un message d’un nœud à l’autre. Consi-
dérons une distance dek sauts. Le temps nécessaire pour transmettre le message aux
nœuds du premier saut estm. On peut alors répéter ce processus pour chaque saut. Ce-
pendant on peut considérer que dès qu’un nœud reçoit un message alors il commence
tout de suite à le retransmettre également. Pour calculer ledélai total de la propagation
d’une requête on considère donc le temps nécessaire pour atteindre le dernier nœud à
chaque saut. Au premier saut il faudra attendrem × th ainsi qu’au deuxième et ainsi
de suite. Au bout dek sauts le délai total est donc :
m × k × th [8]
6. Résultats
L’objectif de cette section est de déterminer les performances d’une architecture
de management basée sur les botnets selon différentes configurations. On cherche no-
tamment à savoir si un tel système peut passer à l’échelle selon différentes topologies
(différentsm). On cherchera aussi à savoir combien il faut de serveurs pour avoir de
bonnes performances. Nous avons utilisé l’outil Maxima (Maxima, 2007) permettant
de faire des calculs formels et plus précisement de calculerdes séries.
6.1. Modèle IRC
6.1.1. Paramètres
α(m) est une fonction décroissante et doit être comprise entre 0 et 1 pour m allant
de 2 à l’infini car on exclut le casm = 1 correspondant à une topologie de deux nœuds
seulement. Plusieurs possibilités peuvent être utilisées:
– α(m) = α1(m) = 1/m
– α(m) = α2(m) = e(m−i)
La deuxième fonction décroît moins rapidement mais dépend d’un paramètre i qui
sera choisi de manière à avoir des valeurs assez élevées lorsque le facteur de bran-
chementm est petit. Par exemple, si on fait des simulations avecm variant de 3 à 5,
on fixerai = 3. Un telα revient donc à un environnement instable où il est difficile
de maintenir actives de nombreuses connexions. La probabilité pour un nœud d’être
découvert estβ = 0.01. Ces paramètres ont été fixés arbitrairement mais représentent
quand même le système dans un environnement hostile car, parexemple, pour seule-
ment 20 serveurs IRC,β induit une probabilité d’être totalement découvert de 20 %.
Ces paramètres doivent être en réalité adaptés aux contraintes spécifiques à l’environ-
nement où est déployé le système. Dans le cas présent, nous avn f it en sorte de
nous placer dans une situation défavorable pour le botnet.


































































(a)α(m) = α1(m) (b) α(m) = α2(m)
Figure 3. Atteignabilité moyenne selon différents facteurs de branchement
6.1.2. Atteignabilité moyenne
Dans un premier temps, l’atteignabilité moyenne sera évalue selon différents fac-
teurs de branchement et le nombre total de serveurs/nœuds dans le réseau. Sur la figure
3(a),m varie de 1 à 10 etα1(m) est utilisé. Au début, comme il y a de plus en plus
de nœuds dans le réseau, plus de nœuds peuvent être atteints ela courbe est donc
croissante. Cependant, à partir d’un certain moment prochede N = 10, cela ne se
vérifie plus carβ limite le nombre de nœuds atteints. On en déduit qu’en terme d’at-
teignabilité, déployer un réseau de plus de 10 nœuds a des performances limitées. Le
casm = 2 peut être considéré comme inutilisable. En fait, dans ce casprécis, l’arbre
n’est qu’une chaîne car chaque nœud possède un lien vers son parent et un autre vers
son enfant.
Si l’on considère maintenantα(m) = α2(m) sur la figure 3(b). La différence se
situe au début car les courbes représentant un petit facteurde branchement sont moins
affectées, c’est-à-direα2(m) > α1(m). Ainsi on peut en déduire que la première
partie de la courbe dépend deα(m) alors que la seconde partie, ici après 20 nœuds,
dépend deβ.
Considérons maintenant le nombre de nœuds atteints et non plus la proportion
correspondante. On remarque sur la figure 4(a) que toutes lescourbes sont similaires
et qu’elles atteignent une valeur maximale de 35 nœuds pour 100 nœuds au total. Il
n’y a donc aucune raison d’avoir un réseau de plus de 100 serveurs. Un administra-
teur pourra alors choisir la topologie du réseau et ce qu’il veut maximiser (le nombre
de serveurs atteints ou l’atteignabilité) selon les contrai tes techniques et financières
imposées. Par exemple, avec 100 bots connectés à un serveur,il est possible dans le
meilleur des cas de superviser 3500 machines.
Ce résultat peut être amélioré en diminuant le facteur de branchement. Hormis
pourm = 2, les courbes sont différentes pour des petites valeurs deN . Avecα1(m),
plus le facteur de branchement est élevé plus l’atteignabilité est élevée contrairement
au casα2(m) présenté sur la figure 4(b). L’atteignabilité dépend de deuxforces an-






































































(a) Nombre absolu de nœuds atteints (b) Atteignabilité moyenne avec1 ≤ N ≤ 20













































































































(c) N = 100 (d) N = 200
Figure 5. Dépendance entre atteignabilité et facteur de branchement
tagonistes : le facteur de branchement et la probabilité d’avoir une machine en panne
c’est-à-dire1 − α(m).
6.1.3. Nombre de sauts
Nous considérons maintenant différentsN (nombre total de serveurs) respec-
tivement 20, 50, 100 et 200 de manière à voir l’évolution de l’atteignabilité se-
lon le nombre de sauts sur, respectivement, les figures 5(a),(b), 5(c) et 5(d). On

























































(a) j = 3 (b) j = 5
Figure 6. Atteignabilité selonN et le nombre de sauts
constate que toutes les courbes sont limitées par un certainplafond qui dépend de
β à cause de la formule (2). Par exemple, pourN = 20, le plafond est égal à
(1 − β)20 = (1 − 0.01)20 = 0.81 qui est la probabilité de ne pas être découvert.
Connaître le nombre de sauts nécessaires est équivalent à évaluer le temps nécessaire
pour transmettre une requête. Dans la suite des simulations, n u considérerons seule-
ment le casα(m) = α2(m). LorsqueN = 20, la probabilité d’être découvert est en
fait peu élevée comparée à la probabilité d’avoir une déconnexio . En effet, on voit
clairement qu’un facteur de branchement faible permet d’obtenir les meilleures per-
formances. Les autres graphiques montrent que plus il y a de nœuds, plus un facteur
de branchement élevé est nécessaire pour obtenir les meilleur s performances. Cepen-
dantm = 7 n’est pas plus mauvais quem = 10 dans les cas présentés ici. On peut
aussi choisir le meilleur compromis entre plusieurs cas. Ici m = 5 est le meilleur com-
promis. De plus, 5, 6 ou 7 sauts sont suffisants pour obtenir lameilleur atteignabilité.
Considérons la figure 5(b),0.6× 50 = 30 serveurs sont atteints en 6 sauts. Si 100 ma-
chines sont connectées à chaque serveur alors on peut calculer les temps nécessaires
pour propager une requête de supervision (voir 5.2.3). Dansle cas de notre architec-
ture, ce temps est6× ts + 100× th. Si l’on veut que celui-ci soit meilleur il faut qu’il
soit inférieur à3000× th qui est le temps nécessaire pour une solution centralisée. On
doit donc avoirts < 483×th alors que l’on peut considérer que le temps pour envoyer
un message à un serveur ou à une machine est équivalent, c’est-à-direts ∼ th. Il est
donc clair que même si notre solution introduit des nœuds intermédiaires, elle permet
de réduire le délai nécessaire pour transmettre une requêtede supervision.
6.1.4. Nombre de nœuds
En fixant le nombre de sauts et en utilisantα2(m), on peut étudier l’atteignabilité
selon le nombre total de nœuds sur la figure 6. On distingue unepremière partie où les
courbes diminuent doucement correspondant à atteindre tous les nœuds exceptés ceux
qui sont découverts. A partir d’un certain point, les courbes diminuent rapidement.
Cela dépend du facteur de branchement qui limite le nombre denœuds atteints à cause
de la probabilité de disponibilité. Ainsi l’atteignabilité est affectée par deux facteurs :
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β (première phase de la courbe) etα(m) (seconde phase de la courbe). Icim = 5 est
une fois de plus un bon compromis.
6.2. Paramètres des modèles pair-à-pair
Pour pouvoir comparer équitablement le modèle IRC avec les modèles pair-à-pair,
les paramètresα(m) et β doivent être correctement fixés. Comme nos précédentes
conclusions se sont faites en se basant sur une moyenne de 100clients par serveur
IRC, les valeur des paramètres ont été ajustées de la manièresu vante :











6.3.1. Nombre de sauts
Cette expérience cherche à mettre en évidence une relation entre l’atteignabilité et
la distance. Bien entendu, on évalue l’atteignabilité selon plusieurs facteurs de bran-
chement. On voit clairement apparaître une valeur maximaled ns les figures 7(a)
et 7(b). Ce seuil maximal est en fait directement dépendant de β similairement à ce
que l’on a pu observer avec le modèle IRC. Cette valeur est donc une fois de plus la
probabilité qu’aucun équipement ne soit découvert :N × (1 − β)N . Contrairement
à IRC, on remarque ici qu’avoir un facteur de branchementm élevé est toujours bé-
néfique puisque plus celui-ci est élevé plus l’atteignabilité est meilleure. De plus, on
remarque que quel que soit le nombre total d’équipements N, la distance nécessaire
pour atteindre cette valeur maximale est toujours à peu prèsla même hormis pour un
faible facteur de branchement. Par exemple avecm = 5, 8 sauts sont nécessaires. Ce
genre d’information est très utile à un administrateur qui utiliserait un tel réseau pour
configurer un ensemble d’équipements car il peut prévoir la distance et par extension
le temps nécessaire à propager la requête à un ensemble d’équipements.
De plus, on voit que limiter la distance parcourue à 4/5 sautses insuffisant en
pratique. Enfin, bien que la distance nécessaire pour atteindre la valeur maximale soit
fixe, le nombre total d’équipements a un effet sur la dynamique des courbes. En effet,
quandN augmente, l’atteignabilité augmente plus au début pour desdistances faibles
alors qu’elle augmente moins rapidement pour les distancesplus élevées.
6.3.2. Nombre de nœuds
La dépendance entre l’atteignabilité et le nombre total de nœudsN est mis en
évidence sur la figure 8. Pour cela nous considérons l’atteignabilité à6, 8 et10 sauts.
Évidemment, l’atteignabilité diminue car malgré l’augmentation du nombre de nœuds,
la distance est fixée ce qui ne permet pas de parcourir plus de nœuds. De plus, quand il

























































(a) N = 2000 (b) N = 5000






















































(a) i = 6 (b) i = 8
Figure 8. Slapper, influence du nombre de sautsi
y a de plus en plus de nœuds, les courbes avec les plus grands facteurs de branchement
convergent vers les mêmes valeurs. Une fois de plus on retrouve ce seuil maximal qui
est fixé parβ, la probabilité qu’un nœud soit compromis. Cette observation confirme
que pour un nombre de sauts suffisamment élevé, il est toujours possible d’obtenir la
meilleure atteignabilité quel que soit le nombre total de nœuds. Si ce nombre n’est
pas suffisamment élevé alors la différence est due au facteurde disponibilitéα(m).
D’un point de vue plus pratique, nous avons également noté qu’à partir de10 sauts,
le facteur de branchement n’a pas d’impact sur l’atteignabilité. Si on est à moins de
10 sauts alors on retrouve logiquement la relation mise en évidence dans l’expérience
précédente : plus le facteur de branchement est élevé plus l’atteignabilité est élevée.
Enfin, on remarque que pour un facteur de branchement= 2, les performances sont
très faibles et on ne peut pas appliquer les conclusions que l’on a déduit précédem-
ment. Alors que cette valeur est la valeur par défaut du ver Slapper, elle semble être
difficile à utiliser en pratique.
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6.4. Chord
6.4.1. Nombre de sauts
L’atteignabilité est tracée dans les figures 9(a) et 9(b) avec un nombre de nœuds
différent. De manière générale on aNMAX = N×d en considérant que l’on s’autorise
à ce que ce ne soit pas une puissance de 2. Cela permet alors de cmparer les résultats
pour différentes distancesd tout en gardant le même nombre de nœuds au total. On
peut voir cela comme un anneau Chord qui aurait été tronqué à la fin. De ce fait, le
nombre d’entrées dans la table de routage est le premier entier i férieur ou égal à
log(NMAX).
La première observation évidente est que toutes les courbessont très proches entre
elles. On pourrait d’ailleurs penser que les courbes avec les plus petites distancesd
sont les meilleures. Cependant il faut prendre en compte qued est parfois une puis-
sance de2, parfois pas. Dans l’équation [7], les termeslog(NMAX) et log(d) de-
vraient être des entiers. Dans notre expérience, ce n’est pas le cas et nous sommes
alors obligés d’utiliser le premier entier inférieur ou égal à la valeur réelle. Ainsi on
observe deux classes de courbes. La première,C0, lorsqued est une puissance de2 et
on n’a donc pas de troncature. La seconde,C1, où on a une troncature, ce qui réduit le
nombre d’entrées de la table de routage et donc l’atteignabilité. Après avoir testé avec
des valeurs ded de 1 à 16, on peut confirmer l’existence de ces 2 classes.
Pour un réseau de taille équivalente, la première classe estmeilleure et l’atteigna-
bilité est identique quel que soitd. Dans le second cas, l’atteignabilité est légèrement
plus faible et on perçoit quelques différences entre chaqueco rbe. On observe que
l’atteignabilité est au maximum diminuée de 10 points par rapport à la courbe de la
classeC0. De plus, l’atteignabilité maximale est proche de1. Cela montre que, contrai-
rement à IRC et Chord,β n’a pas un impact aussi grand car un attaquant qui voudrait




nœuds. Chord est donc la meilleure solution si le but est
de propager une requête de management vers l’ensemble des équipements. Enfin, le
cas correspondant à Slapper a été rajouté sur les figures 9(a)et 9(b) en considérant
que le facteur de branchement étaitlog(N). On retrouve bien sûr une atteignabilité
maximale plus limitée ce qui confirme notre conclusion précédente. Pour un nombre
de sauts inférieur ou égal à6, on peut considérer que Slapper est équivalent voire
meilleur ce qui veut dire qu’utiliser Chord dans un tel cas defigure n’a pas d’intérêt.
6.4.2. Distanced
Dans Chord, le facteur de branchement est automatiquement fixé. On se propose
alors d’étudier l’impact de la distanced entre 2 pairs consécutifs sur l’atteignabilité.
En considérantNMAX = 214 dans la figure 10(a), on remarque clairement que lorsque
la distance augmente l’atteignabilité augmente. Cela est logique puisque lorsqued
augmente,N décroît. La taille de la table de routage diminue aussi mais de ma-
nière moins significative puisque celle-ci alog(N) entrées. De manière plus précise,































































(a) Nombre de nœudsN = 2000 (b) Nombre de nœudsN = 5000
Figure 9. Atteignabilité dans Chord (S = Slapper)





) = log(k). Le nombre de nœuds dans le réseau est quant à
lui divisé park. Pour des valeurs assez élevées deN il est alors évident que le nombre
de nœuds décroît plus vite que la taille de la table de routage. Finalement, même si le
nombre de messages retransmis à chaque saut est plus petit, il y a beaucoup moins de
nœuds à atteindre d’où de meilleurs résultats.
6.4.3. Nombre de nœuds
Comme pour les autres modèles, il est aussi possible d’étudier l’effet du nombre
de nœuds sur l’atteignabilité. La Figure 10(b) considère undistance de6 sauts et
on remarque une fois de plus que les résultats sont très proches quel que soitd. En
testant avec d’autres distances, on a conclu que lorsque l’on multiplie la distanced
par 54 , la courbe est légèrement décalée à droite de2
2 nœuds. Ainsi, si on avait une
atteignabilitéa pourN on la retrouve enN +22. La figure montre une fois de plus que
l’atteignabilité maximale est proche de 1. Logiquement comme la distance est fixée,
lorsque le nombre de nœuds augmente, on ne peut plus tous les atteindre et les courbes
diminuent.
Comme le facteur de branchement de Chord dépend directementdeN , la courbe
de Slapper correspond à l’atteignabilité maximale qui est d’ailleurs la même que pour
un réseau IRC. La courbe représente donc la limitation deβ soit (1 − β)N . Il est
clair qu’à partir de212 équipements à superviser, Chord est la meilleure solution.
Pour un réseau de210 et 212 Slapper ou IRC peuvent avoir de meilleurs résultats. En
fait, on remarque sur les courbes 9(a) et 9(b) que 6 sauts correspondent à peu près
à obtenir pour Slapper la meilleure atteignabilité ; correspond également à la limite
après laquelle, les performances de Chord et Slapper se différencient grandement.
Cependant il est clair que si on augmente la distance, Chord est bien meilleur même
pour des valeurs deN < 212.































































(a) Espace des idsNMAX = 214 Nombre de sautsi = 6
Figure 10. Atteignabilité dans Chord (S = Slapper)
6.5. Comparaisons générales
6.5.1. Impact des attaques
Cette évaluation cherche à montrer la résistance des différents systèmes aux at-
taques. Comme il l’a déjà été dit, Slapper et Chord sont soumis de la même manière
à la probabilité qu’un nœud soit attaquéβ. Comme on peut considérer qu’un nœud
compromis permet de connaître l’ensemble du réseau, soit una taquant ne connaît
pas du tout le réseau et dans ce cas cela signifie qu’aucun nœud’est compromis
avec donc une probabilité(1 − β)N , soit tout le réseau est connu avec une probabi-
lité 1 − (1 − β)N . Le nombre moyen de nœuds connus par un attaquant est donc :
detectslapper = N(1 − (1 − β)
N ).
Dans le cas de Chord, le nombre moyen de nœuds attaqués estβN . Chacun de
ces nœuds connaîtlog(N) autres nœuds (formule [7]). On peut donc en déduire le
nombre moyen de nœuds connus par un attaquant en considérantle pire cas où la
table de routage de chaque nœud compromis est totalement différente. On obtient
alors :detectchord = βN × log(N).




1 − (1 − β)N
β × log(N)
. Celui-ci ne dépend
pas de la distanced. La figure 11 montre clairement l’effet bénéfique de Chord car
le ratio augmente rapidement lorsque le nombre de nœuds dansle ré eau augmente
et atteint une valeur maximaler(215) = 650. Cela signifie qu’il y a 650 fois plus de
nœuds connus avec IRC ou Slapper qu’avec Chord. On remarque ens ite que la courbe
décroît et la limite en l’infini estlimN→∞ r(N) = 0. Cependant pour un réseau de
très grande taille, le ratio est de 20 avec2512 nœuds. De manière générale Chord est
plus résistant aux attaques que Slapper ou IRC car les nœuds de Chord n’ont qu’une
vue partielle du réseau.
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r
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x
Figure 11. Effet des attaques -r(n)
6.5.2. Facteur de branchement
Il a été montré précédemment que contrairement à un réseau pair-à- ir, un facteur
de branchement relativement élevé pouvait avoir des conséquences néfastes directes
dans le cas d’un réseau IRC. Par exemple, on voit clairement quem = 10 n’est pas
utilisable sur la figure 5(a). Les réseaux pair-à-pair sont dc résistants au problème
de connectivité. Cependant, l’atteignabilité augmente généralement plus rapidement
dans le cadre d’un réseau IRC comme sur les figures 5, 7(a), 7(b) et 9. Alors que pour
m = 7, dans le cas de Slapper, 7 sauts sont nécessaires pour atteindre l’atteignabilité
maximale, seulement 5 sont nécessaires pour atteindre la même atteignabilité maxi-
male avec IRC. La figure 9(a) montre que 7 sauts sont aussi nécessair s dans le cas de
Chord. En fait, un réseau IRC est beaucoup plus centralisé avec un nombre limité de
serveurs ayant une grande connectivité (100 équipements par serveurs).
6.5.3. Délais
Considérons un temps de transmissionttrans entre deux nœuds quelconque (ser-
veur ou équipements). Grâce aux formules [4] et [8] et en se baant sur les mêmes ob-
servations qu’au paragraphe précédent, on en déduit le délai nécessaire pour contacter
tous les nœuds à 5 sauts dans le cas d’IRC(5+100)× ttrans. Dans le cas d’un réseau
pair-à-pair, on a7 × m × ttrans. Comme précédemment le cas équivalent estm = 7
(Slapper) soit le ratio suivant :105/49. Sur les figures 9(a) et (b), on remarque que
les modèles P2P sont équivalents pour une distance inférieure à 6 sauts. Si l’applica-
tion a des contraintes de temps fortes alors Slapper est une bonne solution. Si on veut
de meilleures performances et notamment atteindre tous lesnœuds, il est préférable
d’utiliser Chord.
6.5.4. Comparatifs
Un bref récapitulatif des précédents résultats est présentdans le tableau 1. L’ano-
nymat du contrôleur est bien préservé dans les réseaux pair-à-pair grâce aux nœuds in-
termédiaires. Le faible nombre de ces derniers dans IRC ainsi que la nécessité d’avoir
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Tableau 1.Comparaison des différentes solutions
une autorité centrale prenant en charge le déploiement des serveurs rend ce type de
réseau beaucoup plus vulnérable. L’avantage indéniable des rés aux IRC est que seul
les serveurs ont besoin d’avoir un port ouvert. Les équipements à superviser n’ont pas
alors à s’exposer à d’autres vulnérabilités en ouvrant un port. Ce type d’architecture
est donc idéal pour une entreprise. Dans notre cas où l’on souhaite configurer des ma-
chines diverses déjà présentes sur un réseau pair-à-pair avec notamment des ports déjà
ouverts, on peut penser que le botnet de supervision pourrait se baser sur les mêmes
ports. Chord a quant à lui l’énorme avantage de passer beaucoup plus à l’échelle.
7. Conclusion et perspectives
Les applications malveillantes disposent de moyens de communication efficaces
comme le montre le passage à l’échelle des botnets. Cet article propose une solution
de supervision basée sur un botnet. Grâce à ces travaux, un admi istrateur peut sa-
voir quelle est la performance du système selon la topologiepar exemple. Selon les
différentes contraintes qu’il peut y avoir, nous avons dressé un bilan comparatif des
solutions. L’utilisation d’un réseau IRC permet de bonnes prformances mais limite
le passage à l’échelle et nécessite de mettre en place des serv urs. Les solutions pair-
à-pair sont plus simples à mettre en œuvre tout en étant plus résistantes aux pannes ou
aux déconnexions. Dans le cas précis de la configuration d’unhoneypot public, il est
clair que Chord est la meilleure solution envisageable avecnotamment un passage à
l’échelle plus important. Enfin, nous avons pour objectif deconfronter cette évaluation
à des tests réels en utilisant le réseau PlanetLab (Patersont al., 2006) comportant des
points de présence variés sur internet. Cependant, pour pallier au nombre relativement
faible de nœuds, il sera alors nécessaire de simuler plusieurs bots par nœud physique.
De plus il sera nécessaire d’étudier la viabilité du systèmefac à un attaquant qui es-
sayerait de prendre le contrôle du botnet à son compte. Dans ce cas, il faudra évaluer
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la résistance du botnet face à une attaque active où l’attaquant utilise ce qu’il a observé
pour réussir à plus facilement s’introduire sur les différentes machines.
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