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МІШАНА ВЕЙВЛЕТ-АПРОКСИМАЦІЯ ХААРА 
ФУНКЦІЙ ТРЬОХ ЗМІННИХ 
 
Запропоновано метод побудови операторів мішаної вейвлет-апроксимації Хаара функцій трьох 
змінних. Доведені їх властивості, а також теорема про оцінку похибки наближення неперервних 
функцій цими операторами. 
 
Предложен метод построения операторов смешанной вейвлет-аппроксимации Хаара функций 
трех переменных. Доказаны их свойства, а также теорема об оценке погрешности приближения 
непрерывных функций этими операторами. 
 
The article suggests a method of creating Haar’s blending wavelet-approximation operators of functions 
of three variables. Proved their properties, as well as the theorem on error estimation of the approxima-
tion of continuous functions by these operators. 
 
Вступ. Теорія вейвлетів на даний час є однією з найбільш ефективних 
теорій наближення функцій однієї та багатьох змінних. Вона знаходить ши-
рокі застосування в ряді областей науки і техніки. Вейвлет-аналіз використо-
вується для стиснення й обробки зображень, розпізнавання мовних сигналів, 
передбачення землетрусів, прогнозування погоди, у медицині (томографія, 
електрокардіографія), при передбаченні курсу цінних паперів на ринку, гід-
родинаміці, гідроакустиці та інших галузях [1]-[9], а також в Інтернеті (для 
зменшення обсягу звукових та відео файлів). Вейвлети мають невичерпні 
можливості в обробці сигналів і зображень, наприклад для Інтернету [10], що 
полягає в зменшенні об’єму звукових та відеофайлів. На даний час широко 
використовуються і стали популярними стандарти MP4, JPEG 2000, а також 
відомі графічні програмні засоби, наприклад Corel DRAW тощо, які викорис-
товують вейвлет-технологію обробки зображень. Вейвлет-обробка сигналів 
забезпечує можливість доволі ефективного стиснення сигналів і їх віднов-
лення з малими втратами інформації, а також використовується для задач фі-
льтрації сигналів [11]. Для ряду типів вейвлетів існують швидкі алгоритми 
вейвлет-перетворення [12], [13], що дає можливість значно зменшити витра-
ти часу при їх реалізації. 
Проте, слід зазначити, що дослідження теорії вейвлет-апроксимацій фу-
нкцій багатьох змінних на даний момент можна вважати недостатнім. Зокре-
ма, не розвинуто та не досліджено такий важливий розділ теорії вейвлет-
апроксимацій як мішана вейвлет-апроксимація функцій трьох і більше змін-
них, в той час як дослідження з двовимірної вейвлет-апроксимації продемон-
стрували її високу ефективність, як з точки зору точності апроксимації так і з 
точки зору стиснення інформації про двовимірні сигнали (образи). Тому ак-
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туальною є розробка та дослідження мішаної вейвлет-апроксимації функцій 
трьох змінних та побудова і дослідження на їх основі узагальнених вейвлет-
апроксимацій функцій трьох змінних. 
 
Аналіз останніх досліджень. В роботах Кашина Б.С., Саакяна А.А. [14], 
Ronald A. DeVore [15], Stephane G. Malat [16], Yves Meyer [17], [18], Cohen A. 
[19], Wayne M. Lawton [20], Ingrid Daubechies [21], K. Gröchenig [22], Jelena 
Kovačevič та Martin Vetterli [23], K. Gröchenig та W. R. Madych [24] дослі-
джена теорія кратномасштабного аналізу (КМА) та теорія вейвлетів бага-
тьох змінних (дивись також огляд «Fundamental Papers in Wavelet Theory» ав-
торів Christopher Heil та David F. Walnut [25]). Відмітимо, що дослідження, 
присвячені побудові вейвлетів від багатьох змінних цих та інших авторів не 
використовували оператори мішаної вейвлет-апроксимації (blending function 
approximation operators). В роботах [26]-[31] авторів даної статті запропоно-
вано і досліджено оператори  ,Wf x y  мішаної вейвлет-апроксимації Хаара 
функцій двох змінних. Нагадаємо вигляд цих операторів: 
     1, 2, 1, 2,, ,p q p qWf x y W W W W f x y   , 
де  
         2 11, 00 , ,
0 0
, 1 1
ip
p i l i l
i l
W f x y C f y C f y x
 
  , 
          2 12, 00 , ,
0 0
, 2 2
jq
q j m j m
j m
W f x y C f x C f x y
 
   , 
    100
0
1 ,C f y f x y dx  ,       1, ,
0
1 ,i l i lC f y f x y x dx  , ,i l , 
    100
0
2 ,C f x f x y dy  ,       1, ,
0
2 ,j m j mC f x f x y y dy  , ,j m . 
Введемо позначення:  
   / 2, 2 2j jj k t t k   , ,j k  , 
де   


11, 0, ,2
11, ,1 ,2
0, 0 1.
t
t t
t t

         
 
Крім того, у вказаних роботах авторів запропоновані і досліджені опера-
тори узагальненої двовимірної вейвлет-апроксимації Хаара функцій двох 
змінних (УДВА) 
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       , , 1, , 2, , 1, 2,, ,p q N p N q N p qW f x y W W W W f x y   , 
    1, , 1, 2,, ,p N p NW f x y W W f x y , 
    2, , 1, 2,, ,q N N qW f x y W W f x y , 
де оператори    1, 1,, , ,p NW f x y W f x y  – діють на функцію  ,f x y , як на 
функцію від змінної x  (змінна y  вважається параметром); оператори 
   2, 2,, , ,q NW f x y W f x y  діють на функцію  ,f x y , як на функцію від змін-
ної y  (змінна x  вважається параметром). Основними з найважливіших влас-
тивостей цих операторів є наступні: 
1)       1 1, 00
0 0
, , 1p qW f x y dx f x y dx C f y   ,       
1 1
, 00
0 0
, , 2p qW f x y dy f x y dy C f x   , 
           1 1, , , ,
0 0
, , 1 , 0, , 0,2 1,ip q i l i l i lW f x y x dx f x y x dx C f y i p l        
          1 1, , , ,
0 0
, , 2 , 0, , 0,2 1jp q j m j m i mW f x y y dy f x y y dy C f x j q m       . 
2)          , , 1, 2,, , , ,p q p q p qf x y W f x y I W f x y R R f x y    , 
   1, 1, ,p pR I W f x y  ,    2, 2, ,q qR I W f x y  , де I  – тотожній оператор. 
3)            , , , ,, , , , , 0p q N p q p qf x y W f x y O f W f x y f W f x y     . 
         , , ,: , , ,p q N p qN f x y W f x y O f W f x y     . 
Таким чином, оператори мішаної вейвлет-апроксимації, які використо-
вують оператори вейвлет-апроксимації Хаара, що діють на функцію  ,f x y  
як на функцію однієї змінної ( x  або y  відповідно), мають точність  2O   
при p q , якщо    1, 2,, , 0p pR f O R f O     . При цьому класична 
двовимірна вейвлет-апроксимація Хаара  1, 2, ,p pW W f x y  має таку ж саму за 
порядком точність при p N , як і  , , ,p q NR f x y  при значно більшій кілько-
сті коефіцієнтів двовимірної вейвлет-апроксимації. 
 
Постановка задачі. Задача полягає у побудові операторів мішаної вей-
влет-апроксимації Хаара функцій трьох змінних та дослідження їх апрокси-
мативних властивостей. 
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Основні результати роботи. Введемо позначення: 
   / 2, 2 2j jj k t t k   , ,j k  , 
де   


11, 0, ,2
11, ,1 ,2
0, 0 1.
t
t t
t t

         
 
Для кожної інтегрованої на 3R  функції  , ,f x y z  введемо оператори: 
         2 11, 00 , ,
0 0
, , 1 , 1 ,
ip
p i l i l
i l
W f x y z C f y z C f y z x
 
  , 
         2 12, 00 , ,
0 0
, , 2 , 2 ,
jq
q j m j m
j m
W f x y z C f x z C f x z y
 
   , 
         2 13, 00 , ,
0 0
, , 3 , 3 ,
kr
r k n k n
k n
W f x y z C f x y C f x y z
 
   , 
    100
0
1 , , ,C f y z f x y z dx  ,       1, ,
0
1 , , ,i l i lC f y z f x y z x dx  , ,i l , 
    100
0
1 , , ,C f y z f x y z dx  ,       1, ,
0
1 , , ,i l i lC f y z f x y z x dx  , ,i l , 
    100
0
1 , , ,C f y z f x y z dx  ,       1, ,
0
1 , , ,i l i lC f y z f x y z x dx  , ,i l , 
   , , 1, 2, 3, 1, 2, 1, 3, 2, 3, 1, 2, 3,, ,p q r p q r p q p r q r p q rW f x y z W W W W W W W W W W W W       
 , , .f x y z  
Лема 1. Оператори  1, , ,pW f x y z  мають наступні властивості: 
       1 11, 00
0 0
, , , , 1 ,pW f x y z dx f x y z dx C f y z   ,  , 0,1y z  ,    (1) 
          1 11, , , ,
0 0
, , , , 1 , ,p i l i l i lW f x y z x dx f x y z x dx C f y z      
0, , 0,2 1.ii p l         (2) 
Доведення цієї леми випливає з відомих властивостей вейвлет-сум Хаа-
ра [1] від однієї змінної, оскільки в даному випадку при інтегруванні за змін-
ною x  змінні y  та z  вважаються параметрами. 
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Зауваження. Аналогічні властивості мають оператори 
 1 2,
0
, ,qW f x y z dy  та  
1
3,
0
, ,rW f x y z dz : 
      1 12, 00
0 0
, , , , 2 ,qW f x y z dy f x y z dy C f x z   ,  , 0,1x z  , (3) 
       1 12, , ,
0 0
, , , ,q j m j mW f x y z y dy f x y z y dy     
  ,2 , , 0, , 0, 2 1,jj mC f x z j q m       (4) 
      1 13, 00
0 0
, , , , 3 ,rW f x y z dz f x y z dz C f x y   ,  , 0,1x y  ,    (5) 
       1 13, , ,
0 0
, , , ,r k n k nW f x y z z dz f x y z z dz     
  ,3 , , 0, , 0,2 1.kk nC f x y k r n        (6) 
 
Теорема 1. Оператор  , , , ,p q rW f x y z  має такі властивості: 
1)       1 1, , 00
0 0
, , , , 1 ,p q rW f x y z dx f x y z dx C f y z          (7) 
      1 1, , 00
0 0
, , , , 2 ,p q rW f x y z dy f x y z dy C f x z        (8) 
       1 1, , 00
0 0
, , , , 3 ,p q rW f x y z dz f x y z dz C f x y        (9) 
2)        1 1, , , ,
0 0
, , , ,p q r i l i lW f x y z x dx f x y z x dx     
  ,1 , , 0, , 0,2 1,ii lC f y z i p l        (10) 
       1 1, , , ,
0 0
, , , ,p q r j m j mW f x y z y dy f x y z y dy     
  ,2 , , 0, , 0, 2 1,jj mC f x z j q m       (11) 
       1 1, , , ,
0 0
, , , ,p q r k n k nW f x y z z dz f x y z z dz     
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  ,3 , , 0, , 0,2 1.kk nC f x y k r n        (12) 
Доведення. З означення операторів , ,p q rW f , а також з тверджень леми 
витікає, що: 
       1 1 1 1, , 1, 2, 3,
0 0 0 0
, , , , , , , ,p q r p q rW f x y z dx W f x y z dx W f x y z dx W f x y z dx      
     1 1 11, 2, 1, 3, 2, 3,
0 0 0
, , , , , ,p q p r q rW W f x y z dx W W f x y z dx W W f x y z dx       
     1 1 11, 2, 3, 2,
0 0 0
, , , , , ,p q r qW W W f x y z dx f x y z dx W f x y z dx      
1
3,
0
, ,rW f x y z dx  
 1 2,
0
, ,qW f x y z dx   
1
3,
0
, ,rW f x y z dx   
1
2, 3,
0
, ,q rW W f x y z dx    
 1 2, 3,
0
, ,q rW W f x y z dx        
1
00
0
, , 1 , , , 0,1 .f x y z dx C f y z y z     
Аналогічно: 
           1 1 1, , , 1, , 2, ,
0 0 0
, , , , , ,p q r i l p i l q i lW f x y z x dx W f x y z x dx W f x y z x dx      
           1 1 13, , 1, 2, , 1, 3, ,
0 0 0
, , , , , ,r i l p q i l p r i lW f x y z x dx W W f x y z x dx W W f x y z x dx       
       1 12, 3, , 1, 2, 3, ,
0 0
, , , ,q r i l p q r i lW W f x y z x dx W W W f x y z x dx      
       1 1, 2, ,
0 0
, , , ,i l q i lf x y z x dx W f x y z x dx       
1
3, ,
0
, ,r i lW f x y z x dx    
   1 2, ,
0
, ,q i lW f x y z x dx     
1
3, ,
0
, ,r i lW f x y z x dx    
   1 2, 3, ,
0
, ,q r i lW W f x y z x dx     
1
2, 3, ,
0
, ,q r i lW W f x y z x dx    
        1 , ,
0
, , 1 , , , 0,1 .i l i lf x y z x dx C f y z y z     
Теорема 2. Для похибки наближення функції    , ,f x y z C D , 
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 30,1D   операторами  , , , ,p q rW f x y z  виконується співвідношення 
         , , , , 1, 2, 3,, , , , , , , ,p q r p q r p q rf x y z W f x y z I W f x y z R R R f x y z    , 
де I  – тотожній оператор,  1, 1, , ,p pR f W f x y z  , 
 2, 2, , ,q qR f W f x y z  ,  3, 3, , ,r rR f W f x y z  . 
Доведення. Запишемо систему операторних рівностей: 
        , , , , 1, 2, 3,, , , , , ,p q r p q r p q rf x y z W f x y z I W f x y z I W W W         
     1, 2, 1, 3, 2, 3, 1, 2, 3, 1, 2,, ,p q p r q r p q r p qW W W W W W W W W f x y z I W I W       
   3, 1, 2, 3, , , .r p q rI W R R R f x y z   
Наслідок. Отже, якщо  1, pR f O  ,  2,qR f O  ,  3,rR f O  , то 
 31, 2, 3,p q rR R R f O  . 
Для порівняння зауважимо, що оператори класичної тривимірної вейв-
лет-апроксимації Хаара  1, 2, 3, , ,p q rW W W f x y z  наближують функцію 
 , ,f x y z  з похибкою, яка має оцінку   , 0classicR O    . 
 
Перспективи подальших досліджень. Автори вважають перспектив-
ними напрямки досліджень, пов’язані зі створенням операторів узагальненої 
тривимірної вейвлет-апроксимації, дослідженням їх апроксимативних влас-
тивостей, створенням швидких алгоритмів їх реалізації та дослідженням мо-
жливостей щодо їх впровадження у різноманітні галузі застосувань вейвле-
тів, які вимагають обробки багатовимірних залежностей. 
 
Висновки. Таким чином, оператори класичної тривимірної вейвлет-
апроксимації Хаара  1, 2, 3, , ,p q rW W W f x y z  наближують функцію  , ,f x y z  з 
похибкою, яка має оцінку   , 0classicR O    . В той час як оператори 
тривимірної мішаної вейвлет-апроксимації  , , , ,p q rW f x y z  наближують фун-
кцію трьох змінних з похибкою, яка має оцінку  31, 2, 3,p q rR R R f O  , 
0  . Це дуже значна перевага запропонованих операторів над класичними 
схемами і може бути використана у багатьох застосуваннях теорії вейвлетів. 
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