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Abstract
The problem of portfolio selection has always been one of the most important topics in
investment theory. This concerns not only the portfolio selection procedure itself but also
the problems of mean and covariance matrix estimation. As nowadays large data sets are
available, the problem of proper estimation in case of high dimensionality is becoming an
important issue in financial analysis. The most serious difficulty is that most traditional
estimation techniques have been developed for the case when the number of observations n is
much larger than dimension of the data p and could not be applied in high-dimensional case
(p is larger than n). In this thesis we analyze the efficiency of different portfolio selection
methods and estimation techniques in case of high-dimensional data. We present an empirical
study which compares performance of portfolios constructed of S&P 500 index components.
The empirical analysis is performed in Matlab programming language.
Key words: portfolio selection, high dimensionality, shrinkage estimator, mean estima-
tor, covariance matrix estimator
Zusammenfassung
Das Problem der Portfolioauswahl war immer eines der wichtigsten Themen in der Inves-
tionstheorie. Das betrifft nicht nur das Verfahren der Portfolioauswahl an sich aber auch die
Probleme der Einscha¨tzung des Erwartunswerts und der Kovarianz. Da grosse Datenmenge
heutzutage verfu¨gbar ist, wird das Problem der angemessenen Einscha¨tzung im Falle der
Hochdimensionalita¨t ein wichtiges Thema in Finanzanalyse. Die allerwichtigste Schwierigkeit
ist es, dass die am meisten traditionelle Einschtzungsmethoden fu¨r den Fall, wenn die Anzahl
von Beobachtungen n viel gro¨sser als Dimension von Daten p ist und auf hochdimensionalen
Fall (p ist gro¨sser als n) nicht angewendet werden kann, entwickelt wurden. In dieser Arbeit
wird die Effizienz der unterschiedlichen Portfolioauswahlmethoden und Einscha¨tzungsmeth-
oden im Fall der hochdimensionalen Daten analysiert. Es wird eine empirische Untersuchung
pra¨sentiert, die Perfomanz der von S&P 500 Index Komponenten konstruierten Portfolios
vergleicht. Die empirische Analyse ist in Matlab Programmsprache durchgefu¨hrt.
Schlu¨sselwo¨rter: Portfolio Optimierung, Hochdimensionalita¨t, Shrinkage Scha¨tzer, Scha¨tzer
des Erwartunswerts, Scha¨tzer der Kovarianz
Contents
1 Introduction 4
2 Portfolio selection 5
3 High-dimensional mean estimators 8
3.1 James-Stein type estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Optimal Shrinkage Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 High-dimensional covariance matrix estimators 12
4.1 Single-index model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Constant correlation model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.3 Identity model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5 Empirical study 17
5.1 Data description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2 Empirical set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.3 Comparison of mean estimators . . . . . . . . . . . . . . . . . . . . . . . . 20
5.4 Some basic portfolio characteristics . . . . . . . . . . . . . . . . . . . . . . 22
5.5 Portfolio returns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.6 Portfolio volatility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.7 High dimensionality versus low dimensionality . . . . . . . . . . . . . . . . 30
6 Conclusion 33
7 Bibliography 35
List of S&P500 stocks used 39
List of Figures
1 Kernel density of daily equally-weighted portfolio prices for the period 2004/07/27—
2014/06/30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Daily equally-weighted portfolio returns, in %, for the period 2004/07/27—
2014/06/30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Daily EU portfolio prices for Σˆcor and different mean estimators, for the period
2004/07/27—2014/06/30; red: sample mean µˆsample, green: James-Stein type
estimator µˆJS , blue: optimal linear shrinkage estimator µˆOLSE . . . . . . . . . 21
4 Shrinkage intensities for 3 covariance matrix estimators; red: Σˆcor, green: Σˆm,
blue: Σˆid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Montly portfolio returns for GMV, EU and Sharpe portfolio, for different co-
variance matrix estimators, expressed in %; red: Σˆcor, green: Σˆm, blue: Σˆid.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6 Standard deviations for GMV, EU and Sharpe portfolio, for different covari-
ance matrix estimators, expressed in %; red: Σˆcor, green: Σˆm, blue: Σˆid.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
7 Relative standard deviations for GMV, EU and Sharpe portfolio, for different
covariance matrix estimators, expressed in %.; red: Σˆcor, green: Σˆm, blue: Σˆid. 29
List of Tables
1 Summary statistics of equally-weighted daily portfolio returns, in %, for the
period 2004/07/27—2014/06/30. . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Average monthly portfolio returns of EU portfolios, in %. . . . . . . . . . . . 22
3 Average monthly portfolio returns of Sharpe portfolios, in %. . . . . . . . . . 22
4 Descriptive statistics for weights: averages of lowest and highest weights, av-
erages of short interests, expressed in %. Short interest was calculated as the
sum of securities sold short. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Descriptive statistics for monthly portfolio returns, expressed in %. . . . . . . 26
6 Descriptive statistics for standard deviations, expressed in %. . . . . . . . . . 28
7 Descriptive statistics for relative standard deviations, expressed in %. . . . . 30
8 Average annualized returns, annualized standard deviations and averaged rel-
ative standard deviations for cases c > 1 and c < 1, expressed in %, 2004-2014 32
1 Introduction
The problem of portfolio selection has always been one of the most important topics in
investment theory. This concerns not only the portfolio selection procedure itself but also
the problems of mean and covariance matrix estimation. As nowadays large data sets are
available, the problem of proper estimation in case of high dimensionality is becoming an
important issue in financial analysis. The most serious difficulty is that most traditional
estimation techniques have been developed for the case when the number of observations n
is much larger than dimension of the data p and could not be applied in high-dimensional
case (p is larger than n).
In this paper we consider the following classical portfolio selection problems: global min-
imum variance problem, expected utility maximization problem and Sharpe ratio maximiza-
tion problem. Global minimum variance problem considers an investor who wants to form
the portfolio with the smallest variance. Two other problems imply making a compromise
between getting higher income and lower risk. Global minimum variance method requires
information on covariance matrix only, whereas expected utility maximization method and
Sharpe ratio maximization problem method need also information on expected returns.
In order to find appropriate estimators of mean and covariance matrix, we analyze dif-
ferent estimation techniques which have recently been proposed in literature. Proper mean
estimation in case of high dimensionality poses a significant challenge and there is known
quite few appropriate mean estimators. The situation in case of covariance matrix estima-
tion is significantly better as there are several approaches allowing to get well-performing
estimators. The most popular estimation methods include factor models, shrinkage method
and Bayesian and empirical Bayes estimators. Factor models assume that the data could
be explained by some economic variables and have a factor structure. These models can
significantly reduce the dimension of the data, which makes them very efficient when deal-
ing with high-dimensional data. In this paper we concentrate on shrinkage technique which
successfully competes with factor models.
We present an empirical study which analyzes the performance of portfolios constructed of
S&P 500 index components and allows to compare different portfolio selection techniques and
estimation methods. The empirical analysis is performed in Matlab programming language.
The paper is organized as follows. Section 2 describes theoretical framework of portfolio
selection procedure. Sections 3 and 4 present high-dimensional mean and covariance matrix
estimators. Section 5 provides an empirical study. Finally, Section 6 concludes.
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2 Portfolio selection
The portfolio selection problem arises from the paper of Markowitz (1952). Since then
the topic has been extensively studied and developed into portfolio theory, one of the most
important areas of financial analysis.
Portfolio selection procedure is based on two main problems: maximization of the ex-
pected wealth and minimization of the risk. Therefore, the investor faces the problem of
forming the so-called mean-variance optimal portfolios. Significant contribution to the de-
velopment of mean-variance analysis has been made by Samuelson (1970), Jobson and
Korkie (1980), Markowitz (1991) and many other researchers (see also Jobson and
Korkie (1989), Golosnoy and Schmid (2007), Bodnar and Schmid (2009), Yu et
al. (2009)).
Markowitz defined the problem of portfolio selection as the minimization of portfolio
risk for a given level of the expected return (the mean-variance optimization problem, see
Markowitz (1952)). Since then there have been developed a number of portfolio selection
methods which allow to construct a portfolio according to investor’s preferences. We will
concentrate on the following classical problems:
• Global minimum variance (GMV) problem,
• Expected utility maximization (EU) problem,
• Sharpe ratio maximization (Sharpe) problem.
In order to formalize these problems let us firstly define some theoretical framework.
We consider an investor who wants to build a portfolio consisting of p assets. The main
objective is to find optimal portfolio weights which meet investor’s demands. Let w denote
the p−dimensional vector of portfolio weights, the expected return of the portfolio and the
covariance matrix are denoted by µ and Σ, respectively. It is commonly assumed that Σ is
positive definite. The portfolio optimization problems mentioned above could be described as
maximization or minimization of some function depending on parameters µ and Σ (subject to
some additional constraints), in respect to w. As in practice µ and Σ are typically unknown,
we need to find appropriate estimators for them. The problems of estimation of the mean
vector and the covariance matrix will be discussed in detail later.
Global minimum variance problem arises from the difficulty connected with the estimation
of the mean vector of portfolio returns, which has been shown by Merton (1980). In this
case we concentrate on the minimization of the portfolio variance only. Therefore, we try to
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find the portfolio with the lowest return variance for a given covariance matrix Σ. We can
formalize the problem as follows:
w′Σw→ min
s.t.
w′1 = 1,
where 1 denotes the p−dimensional vector of ones.
The problem was considered in a great number of papers (see Kempf and Memmel
(2006), Okhrin and Schmid (2006), Bodnar and Schmid (2008); Bodnar, Parolya,
Schmid (2014)). By minimizing the portfolio variance, we obtain the following global
minimum variance (GMV) portfolio weights:
wGMV =
Σ−11
1′Σ−11
.
In case of expected utility maximization (EU) problem we want to maximize the mean-
variance utility function of investor. This problem makes a compromise between maximization
of the expected wealth and minimization of the risk, depending on investor’s objectives. The
EU problem can be formulated in the following way.
w′µ− α
2
w′Σw→ max
s.t.
w′1 = 1,
where α is a risk-aversion coefficient of an investor. The problem has been widely discussed
in literature (see Ingersoll (1987), Okhrin and Schmid (2006); Bodnar, Parolya,
Schmid (2013)).
The weights of the expected utility (EU) optimal portfolio are given by
wEU =
Σ−11
1′Σ−11
+ α−1µR,
where
R = Σ−1 − Σ
−111′Σ−1
1′Σ−11
.
Sharpe ratio maximization problem deals with the Sharpe ratio, a quite popular measure of
the portfolio performance (see Cochrane (1999), Jobson and Korkie (1981), Memmel
(2003), Ledoit and Wolf (2008)). Sharpe ratio maximization problem is formulated as
follows:
w′µ√
w′Σw
→ max
6
s.t.
w′1 = 1.
The Sharpe ratio (SR) optimal portfolio weights are given by
wSR =
Σ−1µ
1′Σ−1µ
.
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3 High-dimensional mean estimators
With the development of portfolio theory the problem of expected return estimation has
appeared. As it has already been mentioned, Merton (1980) described the difficulties
arising from this problem and showed the importance of proper estimation of expected return.
James and Stein (1961) showed the ineffectiveness of using sample mean estimator in case
of multivariate normal distribution and suggested the new method of mean estimation.
There have been proposed a number of estimators which perform quite well (see, e.g.,
Baranchik (1970), Berger and Bock (1976), Gleser (1986), Jorion (1986, 1991),
Fourdrinier et al. (2003)). However, most of them have been developed for the case
when the number of observations n is much larger than the number of features p. As modern
financial, biological and some other applications often require data analyzing in case of high
dimensionality (p is larger than n), the problem of proper mean estimation is becoming
increasingly important. We will concentrate on the following two techniques which have
recently been proposed: James-Stein type estimator (Chetelat and Wells (2012)) and
optimal linear shrinkage estimator (Bodnar, Okhrin and Parolya (2015)).
3.1 James-Stein type estimator
Let Yn = {Yp1, . . . ,Ypn} be the p × n sample of size n of a p-dimensional random vector
distributed as Np(µn,Σn), where the mean vector µn and the covariance matrix Σn are
unknown parameters. Let Sn be some estimator of Σn and
Sn ∼Wishartp(n,Σn).
As appears from the definition of the Wishart distribution, in case of p ≤ n the estimator Sn
is (almost surely) invertible, whereas in case of p > n the estimator Sn is almost surely
singular. Let also I denotes p× p identity matrix.
Our goal is to estimate µn under the invariant quadratic loss
L(µn, µˆn) = (µˆn − µn)′Σ−1(µˆn − µn).
The traditional estimator of µn is a sample mean, which is given by
yn =
1
n
Yn1n.
However, Stein (1956) showed that in case of p ≥ 3 this estimator is inadmissible under
quadratic loss L(µn, µˆn). He also proposed the idea of mean estimation, which has been
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improved later by James and some other researchers (see James and Stein (1961), Efron
and Morris (1972), Fourdrinier et al. (2003)). As a result, there have been suggested
the James—Stein type estimator
µˆn,JS = (I−
(p− 2)/(p− n+ 3)
y′nSn
−1yn
)yn,
which dominates the sample mean estimator yn. However, this estimator is appropriate only
for the case n ≥ p, because otherwise Sn is not invertible.
Chetelat and Wells (2012) extended this result, constructing a class of estimators
for the case of n < p. We will consider one of these estimators only, a high-dimensional
James—Stein type estimator
µˆn,JS(p>n) = (I−
aSnS
+
n
y′nS
+
nyn
)yn,
where S+n is the Moore—Penrose generalized inverse of Sn (the Moore—Penrose generalized
inverse is commonly used when the matrix is singular and, therefore, cannot be inverted.)
This estimator dominates yn under invariant quadratic loss for all
0 ≤ a ≤ 2(n− 2)
p− n+ 3 .
3.2 Optimal Shrinkage Estimator
In this section we will consider the optimal shrinkage estimator which has been proposed by
Bodnar, Okhrin and Parolya (2015).
Let Yn = {Yp1, . . . ,Ypn} be the p×n sample of size n of a p-dimensional random vector.
We assume that
Yn
d
=Σ
1
2
nXn + µn1
′
n,
where the mean vector µn and the covariance matrix Σn are unknown parameters, 1
′
n is
n−dimensional vector of ones and all Xn are independent and identically distributed with
E(Xn) = 0, V ar(Xn) = 1.
We use the following assumptions.
(A1) It exists λ0 > 0 such that λ0 ≤ λmin(Σn) uniformly on p, where λmin(A) denotes
the smallest eigenvalue of the square matrix A.
(A2) It exist γ ∈ [0, 1),Ml > 0,Mu > 0 such that the two limits limp→∞ p−γ‖µn‖2 = Mn
and limp→∞ p−γ‖µ0‖2 = M0 exist and it holds that 0 < Ml ≤M0,Mn ≤Mu <∞.
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The general linear shrinkage estimator of the mean vector is defined by
µˆGSE = αnyn + βnµ0,
where αn and βn are shrinkage intensities, and µ0 is a shrinkage target satisfying (A2).
It should be noted, that the target vector µ0 has to be independent of Yn and, therefore,
linearly independent of yn.
In order to calculate the optimal shrinkage intensities for a given target vector µ0, we
have to minimize the following quadratic loss function
L(µn, µˆGSE) = (µˆGSE − µn)′Σ−1n (µˆGSE − µn).
Calculating the derivatives and the Hessian of L with respect to αn and βn, we obtain the
following formulas for optimal shrinkage intensities:
α∗n =
y′nΣ
−1
n µnµ
′
0Σ
−1
n µ0 − µ′nΣ−1n µ0y′nΣ−1n µ0
y′nΣ
−1
n ynµ
′
0Σ
−1
n µ0 − (y′nΣ−1n µ0)2
,
β∗n =
ynΣ
−1
n ynµ
′
nΣ
−1
n µ0 − y′nΣ−1n µ0y′nΣ−1n µn
y′nΣ
−1
n ynµ
′
0Σ
−1
n µ0 − (y′nΣ−1n µ0)2
.
As optimal shrinkage intensities α∗n and β∗n depend on unknown parameters Σn and µn,
we have to construct appropriate estimators for them.
Let yn and Sn denote the sample mean vector and the sample covariance matrix:
yn =
1
n
Yn1n,
Sn =
1
n
(Yn − yn1′n)(Yn − yn1′n)′ =
1
n
YnY
′
n − yny′n.
Assume that (A1) and (A2) hold and pn → c ∈ (0, 1) for n → ∞. Then the consistent
estimators for α∗n and β∗n are given by
αˆ∗n = 1−
c
1− c
µ′0S−1n µ0
( c
2
1−c + y
′
nS
−1
n yn)µ
′
0S
−1
n µ0 − (µ′0S−1n µ0)2
and
βˆ∗n = (1− αˆ∗n)
y′nS−1n µ0
µ′0S
−1
n µ0
.
Therefore, in case c < 1 we could define optimal linear shrinkage estimator for the mean
vector by
µˆOLSE = αˆ
∗
nyn + βˆ
∗
nµ0.
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This estimator provides almost surely smallest quadratic loss under large dimensional asymp-
totics.
As in case c > 1 the sample covariance matrix is not invertible, we need another estimator
of Σn. It seems to be reasonable to use the optimal linear shrinkage estimator suggested by
Bodnar, Gupta, Parolya (2014) for the case c ∈ (0,+∞). This estimator is given by
ΣˆOLSE = αˆ
∗Σn + βˆ∗Σ0 with ‖Σ0‖tr ≤M,
where
αˆ∗ = 1−
1
n‖Sn‖2tr‖Σ0‖2F
‖Sn‖2F ‖Σ0‖2F − (tr(SnΣ0))2
and
βˆ∗ =
tr(SnΣ0)
‖Σ0‖2F
(1− αˆ∗).
The OLSE estimator (3.5) provides the asymptotic smallest Frobenius loss almost surely. As
for the choice of Σ0, one could take, for instance, Σ0 =
1
pI.
Using this estimator for Σn, we obtain the following bona fide estimator of the mean
vector in case c > 1:
µˆ1OLSE = αˆ
1
nyn + βˆ
1
nµ0,
where αˆ1n and βˆ
1
n are given by
αˆ1n = 1−
cµ′0Σˆ
−1
OLSEµ0
(c+ y′nΣˆ
−1
OLSEyn)µ
′
0Σˆ
−1
OLSEµ0 − (y′nΣˆ
−1
OLSEµ0)
2
and
βˆ1n = (1− αˆ1n)
y′nΣˆ
−1
OLSEµ0
µ′0Σˆ
−1
OLSEµ0
.
It should be noted, that although this method does not obviously provide the optimal shrink-
age estimator, the estimator µˆ1OLSE dominates in most of cases the well-known estimators
for the high-dimensional mean vector.
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4 High-dimensional covariance matrix estimators
Another important problem appearing in portfolio selection procedure is the estimation of
covariance matrix. As in the case of mean estimation, most covariance estimation methods
have been developed in the framework of low dimensionality of the data (p is smaller than n).
When using those estimators in case of high dimensionality, one could face the number of
major challenges. These include, among others, the following problems:
• the covariance matrix is estimated with too much error,
• the estimated matrix is not invertible, and, therefore, one could not use traditional
portfolio selection techniques.
Therefore, one needs to find appropriate covariance estimators which do not break down
in case of high dimensionality. This problem has been widely discussed in literature (see Haff
(1980), Jagannathan and Ma (2003), Fan et al. (2008), Levina et al. (2008), Bai
and Shi (2011), Bai and Li (2012)). Basic methodologies which allow to construct covari-
ance estimators taking account of a high-dimensional case could be classified into following
categories.
• Factor models. These models assume that asset returns have a factor structure and,
therefore, could be explained by some economic variables or factors. The main advan-
tage of factor models is that they allow to reduce the high dimensionality of the data
and, therefore, are efficient for analysis of large data sets. There is a lot of papers
dealing with factors models (see Fama and French (1993), Campbell, Lo, and
MacKinlay (1997), Forni et al. (2000), Lettau and Ludvigson (2001), Bai
and NG (2008)).
• The shrinkage method. Shrinkage technique which has been proposed by Stein (1956)
implies the estimation of the covariance matrix by an optimally weighted average of the
sample estimator and another estimator. This method has been heavily discussed in
literature (see Muirhead (1987), Frost and Savarino (1986), Ledoit and Wolf
(2012)).
• Bayesian and empirical Bayes estimators. Unlike most estimation methods, Bayesian
methods imply the use of not only data but also prior information concerning to covari-
ance matrix (e.g. personal beliefs). More detailed information on these methods could
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be found in Chen (1979), Yang and Berger (1994), Sun and Berger (1998),
Barnard et al. (2000).
We will concentrate on shrinkage estimation methods which have been proposed by
Ledoit and Wolf ((2003,a), (2003,b), 2004)).
The covariance matrix shrinkage estimator is given by
Σˆ = αF + (1− α)S,
where α is a shrinkage intensity, F is a shrinkage target, S is a sample covariance matrix.
Ledoit and Wolf suggested to choose as a shrinkage target some highly structured estima-
tor. The main idea is a trade-off between bias and estimation error. The sample covariance
matrix S cannot be taken as an estimator of Σ because it has a lot of estimation error.
However, this estimator has a great advantage of being unbiased among others. On the other
hand, when we consider estimator F with a lot of structure, it has a little estimation error,
but could be significantly unbiased. Therefore, shrinkage S towards F allows to make a com-
promise between these two problems, providing at the same time acceptable estimation error
and acceptable bias.
The problem of most shrinkage estimators is that their loss functions involve the inverse
of the covariance matrix. Therefore, in case of high dimensionality these estimators break
down. Ledoit and Wolf proposed a loss function which does not depend on this inverse.
Let us define the Frobenius norm of the p × p symmetric matrix Z with entries (zij),
i, j = 1, . . . , p:
‖Z‖2 = Trace(Z2) =
p∑
i=1
p∑
j=1
z2ij .
The loss function is given by
L(α) = ‖αF + (1− α)S−Σ‖2.
In order to calculate the optimal shrinkage intensity we have to minimize the risk func-
tion R(α) with respect to α, which is calculated in the following way:
R(α) = E(L(α)) =
p∑
i=1
p∑
j=1
E(αfij + (1− α)sij − σij))2
=
p∑
i=1
p∑
j=1
V ar(αfij + (1− α)sij) + [E(αfij + (1− α)sij − σij))]2
=
p∑
i=1
p∑
j=1
α2V ar(fij)+(1−α)2V ar(sij)+2α(1−α)Cov(fij , sij)+(αE(fij−sij)+E(sij−σij))2,
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where
F = (fij), S = (sij), Σ = (σij).
Minimization of this loss function gives us the following formula for the optimal shrinkage
intensity:
α∗ =
∑p
i=1
∑p
j=1 V ar(sij)− Cov(fij , sij)− E(fij − sij)E(sij − σij)∑p
i=1
∑p
j=1E[(fij − sij)2].
The next challenge is to find appropriate shrinkage target F. We will concentrate on following
three models which define F:
• Single-index model (Ledoit and Wolf (2003,a)),
• Constant correlation model (Ledoit and Wolf (2003,b)),
• Identity model (Ledoit and Wolf (2004)).
Matlab codes implementing these estimators are available for download on the website of
Olivier Ledoit: http://www.ledoit.net.
4.1 Single-index model.
The single-index model which has been proposed by Sharpe (1963) assumes that stock
returns are generated by:
xit = αi + βix0t + it,
where x0t are market returns. It is also assumed that:
Cov(it, x0t) = 0,
Cov(it, jt) = 0, i 6= j,
V ar(it) = δii.
Therefore, the covariance matrix is defined by
Φ = σ200ββ
′ + ∆,
where σ00 is the variance of market returns, β is the vector of slopes and ∆ is the diagonal
matrix containing residual variances δii.
We use the following estimator for the covariance matrix of stock returns:
F = s200bb
′ + D,
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where s00 is the sample variance of market returns,
b = (b1, . . . bp)
′
and bi is the least squares estimator for βi, D is the diagonal matrix containing residual
variance estimates dii which are based on the OLS residuals.
Ledoit and Wolf have been shown that this method allows to obtain invertible and well-
conditioned estimator which is more efficient compared to many others estimators.
4.2 Constant correlation model.
Elton and Gruber (1973) suggested the constant correlation model which assumes that
every pair of stocks has the same correlation coefficient.
Let yit be the return on stock i during period t, where i = 1, . . . , p, t = 1, . . . , n. Therefore,
we have to estimate p+1 parameters: the p individual variances and the constant correlation
coefficient. We also assume that stock returns are independent and identically distributed
over time and have finite fourth moments.
Firstly, we calculate the sample average of the returns of stock i in the following way:
yi =
1
n
n∑
i=1
yit.
Let S = (sij) denote the sample covariance matrix. The sample correlations between the
returns on stocks i and j are given by
rij =
sij√
siisjj
.
We calculate the average of sample correlations by the formula
r =
2
(p− 1)p
p−1∑
i=1
p∑
j=i+1
rij .
Our shrinkage target F = (fij) is defined in the following way:
fii = sii,
fij = r
√
siisjj .
4.3 Identity model.
The identity model assumes shrinkage of sample covariance matrix towards an identity matrix:
F = rI,
15
where I is an identity matrix and r is some coefficient. Therefore, in order to obtain optimal
shrinkage covariance matrix estimator, one needs to find the optimal linear combination
Σˆ = α(rI) + (1− α)S.
Ledoit and Wolf have been shown that this estimator has relatively small risk and is better-
conditioned compared to sample covariance matrix.
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5 Empirical study
In this section we compare different methods of portfolio selection using various mean and
covariance estimation techniques.
5.1 Data description
We provide an empirical study based on American stock data. The portfolio is constructed
from the components of S&P 500 index. The data on stock prices were extracted from the
Yahoo Finance database which is provided on their website http://finance.yahoo.com/.
All stock returns are denominated in US dollars.
We observe daily stock prices over the period from 27 July 2004 to 30 June 2014, which
amounts to 2500 time observations. As for some stocks all data were unavailable, we excluded
them and considered a portfolio consisting of 449 stocks. The list of them is provided in the
appendix.
To provide some basic summary statistics for our data, we firstly construct an equally-
weighted portfolio (EW). The weights of the EW portfolio are given by
wEW = (
1
p
, . . . ,
1
p
),
where wEW is a p-dimensional vector of portfolio weights, p = 449. We form an equally-
weighted portfolio on 27 July 2004 and hold it unchanged until 30 June 2014.
Figure 1 shows the kernel density of daily equally-weighted portfolio prices for the whole
period. Figure 2 illustrates the time-series of equally-weighted portfolio returns, which are
expressed in percent per day. We can observe three sharp volatility spikes in the end of 2008,
in the middle of 2010 and in the end of 2011, which reflect financial instability caused by
financial crisis.
The descriptive statistics are presented as Table 1. Although portfolio returns vary within
a large range of 24,89 %, the mean return of the portfolio is quite low and amounts to 0,027 %.
As can be seen from Figure 2 and Table 1, the portfolio has a relatively high volatility.
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Figure 1: Kernel density of daily equally-weighted portfolio prices for the period
2004/07/27—2014/06/30.
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Figure 2: Daily equally-weighted portfolio returns, in %, for the period 2004/07/27—
2014/06/30.
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Variable Mean Min Max StD Skewness Curtosis
Daily Portfolio Returns 0.0272544 -15.82523 9.068881 1.261364 -0.9566974 19.90749
Table 1: Summary statistics of equally-weighted daily portfolio returns, in %, for the period
2004/07/27—2014/06/30.
5.2 Empirical set-up
In order to form a portfolio we use the following procedure:
• Firstly, we consider the data on stock returns over the in-sample period: from the
day (t − n) to the day t. We have chosen the size of the rolling window n = 250
that corresponds to 1 year. This estimation period allows us to take into account
significant changes in the behavior of stock-market prices. Thus we have the case of
high dimensionality:
c =
p
n
= 1, 796.
• Using the data from the in-sample period, we estimate the mean vector µ by the
following estimators:
- Sample mean estimator (µˆsample),
- James-Stein type estimator (µˆJS),
- Optimal shrinkage estimator (µˆOLSE).
• Using the data from the in-sample period, we estimate the covariance matrix Σ by the
following methods:
- Single-index model (Σˆm),
- Constant correlation model (Σˆcor),
- Optimal shrinkage model (Σˆid).
• We compute optimal portfolio weights using the following portfolio selection techniques:
- Global minimum variance (GMV) method,
- Expected utility maximization (EU) method,
- Sharpe ratio maximization (Sharpe) method.
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• On the day (t + 1) we form the portfolio and hold it unchanged during the period of
k = 28 days (out-of-sample period which corresponds to 1 month.) At the end of this
period we rebalance the portfolio by repeating the whole procedure.
As a result, we have T = 81 samples:
• 80 samples over the period of 28 days,
• 1 sample over the period 10 days.
5.3 Comparison of mean estimators
Let us firstly compare different methods of mean estimation. As it has been already mentioned
before, we use the following mean estimators: sample mean, James-Stein type estimator and
optimal linear shrinkage estimator. As GMV portfolio doesn’t require mean estimation, we
will consider only EU and Sharpe portfolios. In order to represent the investor with medium
risk aversion, we decided to construct EU portfolio with risk-aversion coefficient α = 0.00001.
Figure 3 illustrates the time-series of EU portfolio returns for three mean estimators,
where Σˆ = Σˆcor. As can be seen from this figure, all three plots totally coincide. The
reason could be that the returns are the same or differ only slightly. When comparing mean
estimators for all the other portfolio selection methods and covariance estimators, one can
observe the same. Therefore, in our case the choice of mean estimator does not make a great
contribution to forming a portfolio. Nevertheless, we will try to choose ”the best” mean
estimator in every case.
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Figure 3: Daily EU portfolio prices for Σˆcor and different mean estimators, for the period
2004/07/27—2014/06/30; red: sample mean µˆsample, green: James-Stein type estimator µˆJS ,
blue: optimal linear shrinkage estimator µˆOLSE .
Let Pt be the price of the portfolio on the day t. We calculate the average monthly portfolio
returns (AMR) in the following way.
• Monthly portfolio returns
MRi = (
Pi∗k+n+k
Pi∗k+n+1
− 1), (5.1)
where we construct our portfolio on the day (i ∗ k + n+ 1) and hold it until
the day (i ∗ k + n+ k).
• Average monthly portfolio returns
AMR =
1
T
T−1∑
i=0
MRi
Table 2 and Table 3 demonstrate AMR for EU and Sharpe portfolios. For every portfo-
lio selection method and covariance matrix estimator we choose the mean estimator which
provides higher AMR. One can see that for all portfolios it is an optimal linear shrinkage
estimator µˆOLSE . Later on we will take into account only this chosen mean estimator. As
we use three covariance matrix estimators and three portfolio selection methods, we have to
deal with 9 different portfolios.
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Variable EU, Σˆcor EU, Σˆm EU, Σˆid
µˆsample 7,388421848 7,209776113 2,503959126
µˆJS 7,388429400 7,209784118 2,503959634
µˆOLSE 7,388797388 7,210216128 2,503965107
Table 2: Average monthly portfolio returns of EU portfolios, in %.
Variable Sharpe, Σˆcor Sharpe, Σˆm Sharpe, Σˆid
µˆsample 0,555045341 0,418689352 0,229641373
µˆJS 0,555045473 0,418688478 0,229641321
µˆOLSE 0,555517570 0,419116089 0,229655534
Table 3: Average monthly portfolio returns of Sharpe portfolios, in %.
5.4 Some basic portfolio characteristics
In order to analyze the structure of our portfolio we calculated some weight characteristics
which can be found in Table 4.
It should be noted, that in case of Σˆid for each portfolio both lowest and highest weights
are relatively low and do not exceed 6 % (and 2 % in case of GMV and EU). One can see that
in order to find a balance between high returns and low volatility Sharpe method requires
significantly larger ranges of weights and a lot of short selling compared to EU and GMV
methods.
The next step is to consider the performance of optimal shrinkage intensities which have
been derived in order to estimate covariance matrices (see Section 4). Let us remind the
formula of covariance matrix estimator:
Σˆ = αF + (1− α)S,
where α is a shrinkage intensity, F is a highly structured estimator, S is a sample covariance
matrix.
Figure 4 illustrates how those intensities change over the whole period. As one can see,
for each covariance estimator shrinkage intensities are quite stable and vary from 0 to 0.09,
which means that when constructing estimator the most part of weight is given to the sample
covariance matrix S.
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Variable Lowest weight Highest weight Short interest
GMV, Σˆcor -1,43074 15,73743 48,45268
GMV, Σˆm -1,46130 14,98446 49,29291
GMV, Σˆid -1,16346 1,06819 32,89080
EU, Σˆcor -1,51045 15,50270 50,00011
EU, Σˆm -1,56562 14,69653 50,53606
EU, Σˆid -1,16495 1,07166 32,81353
Sharpe, Σˆcor -16,14076 24,73560 398,78138
Sharpe, Σˆm -18,07143 21,27886 400,78303
Sharpe, Σˆid -3,80121 5,23037 158,21878
Table 4: Descriptive statistics for weights: averages of lowest and highest weights, averages
of short interests, expressed in %. Short interest was calculated as the sum of securities sold
short.
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Figure 4: Shrinkage intensities for 3 covariance matrix estimators; red: Σˆcor, green: Σˆm,
blue: Σˆid.
23
5.5 Portfolio returns
In order to estimate the effectiveness of different methods we will compare some basic portfolio
characteristics. In this section we analyze the performance of our portfolios in terms of
returns. For each portfolio we calculated monthly portfolio returns MRi, using the formula
(5.1). The plots and descriptive statistics are presented as Figure 5 and Table 5.
One can observe that for all three types of portfolio the estimator Σˆcor provides returns
which are slightly higher than the returns provided by the estimator Σˆm. At the same time,
the returns in case of Σˆcor vary within not so large range as in case of Σˆm, providing more
stable returns (except for the case of Sharpe portfolio, where the range is significantly larger).
We consider now returns which are expressed as percentage, therefore their standard devi-
ations are also expressed as percentages, reflecting the changes in portfolio returns. It should
be noted that the GMV procedure minimizes not those variances, but variances reflecting
the changes in portfolio prices. This explains the fact, that GMV portfolios have the highest
volatilities compared to EU and Sharpe portfolios, at the same time providing the highest
returns. Sharpe method of portfolio selection demonstrate the opposite trend, constructing
portfolios with lowest returns and the lowest volatility. As for EU portfolios, they make a
compromise between the maximization of returns and minimization of volatility, providing
medium returns and medium volatility.
For each type of portfolio the situation in case of the estimator Σˆid considerably differs
from the situations in case of Σˆcor and Σˆm. The returns provided by Σˆid method are
significantly lower than in cases of Σˆcor and Σˆm. Therefore, when comparing covariance
methods, one can see that portfolios in case of Σˆid estimator are less volatile, providing not
very high but stable income compared to other covariance estimators. This could be explained
by the fact, that Σˆid method assumes shrinkage to an identity matrix, which does not reflect
the correlation between the stock returns and, therefore, Σˆid is more structured but less
informative. At the same time, both Σˆcor and Σˆm methods use the models which take into
account those correlation and, therefore, reflect the real situation in a more adequate way.
Summing up, we can say that there is no big difference between Σˆcor and Σˆm methods
as they provide quite similar monthly returns. However, Σˆcor performs slightly better: it
provides higher returns and at the same time lower standard deviations. As for portfolio
selection techniques, one can observe that a risk-averse investor would rather prefer Sharpe
method to GMV and EU methods. Obviously, among all three portfolio types, GMV portfolio
allows to get the highest income, athough it implies a lot of risk.
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Figure 5: Montly portfolio returns for GMV, EU and Sharpe portfolio, for different covari-
ance matrix estimators, expressed in %; red: Σˆcor, green: Σˆm, blue: Σˆid.
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Variable Mean Min Max StD
GMV, Σˆcor 16,49495 -28,89790 450,03243 55,97677
GMV, Σˆm 15,99857 -49,18820 522,47827 63,35308
GMV, Σˆid 2,63649 -24,45987 52,20504 9,66348
EU, Σˆcor 7,38880 -22,25286 208,44697 25,39034
EU, Σˆm 7,21022 -21,85493 223,83376 27,20377
EU, Σˆid 2,50397 -21,11880 49,06197 8,92902
Sharpe, Σˆcor 0,55552 -15,97724 19,64814 4,32982
Sharpe, Σˆm 0,41912 -16,47523 17,73390 4,20370
Sharpe, Σˆid 0,22966 -17,70625 8,47515 4,48553
Table 5: Descriptive statistics for monthly portfolio returns, expressed in %.
5.6 Portfolio volatility
In this section we will compare the performance of our portfolios in terms of volatility. First
of all let us concentrate on portfolio standard deviations.
For each portfolio for each of T = 81 samples we computed the standard deviation. The
results are presented as Figure 6. Additionally, Table 6 provides descriptive statistics for
these standard deviations. As one can see, for each portfolio type the plots for covariance
matrix estimators Σˆcor and Σˆm (red and green lines, respectively) are quite similar.
Let us consider the cases of GMV and EU portfolios. We can observe large spikes in
case of Σˆcor as well as in case of Σˆm. Although their descriptive statistics are very similar,
the estimator Σˆm provides slightly higher volatility than the estimator Σˆcor. As for Σˆid,
portfolios in this case are less volatile and have no significant bursts of volatility.
In case of Sharpe portfolio another picture is observed. We can observe significantly lower
volatilities compared to GMV and EU portfolios. Furthermore, we can see that Σˆid provides
some large spikes comparable to spikes in case of Σˆcor and Σˆm.
Generally speaking, GMV portfolios provide the highest volatility, EU portfolios pro-
vide the middle volatility and Sharpe portfolios provide the lowest volatility (except for the
case GMV, Σˆid). For every type of portfolio the estimator Σˆid gives us portfolio with mini-
mum variance.
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Figure 6: Standard deviations for GMV, EU and Sharpe portfolio, for different covariance
matrix estimators, expressed in %; red: Σˆcor, green: Σˆm, blue: Σˆid.
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Variable Mean Min Max StD
GMV, Σˆcor 0,07580 0,00618 1,02365 0,12742
GMV, Σˆm 0,08943 0,00660 1,21148 0,17713
GMV, Σˆid 0,03520 0,00399 0,15647 0,03042
EU, Σˆcor 0,04200 0,00442 0,48156 0,05803
EU, Σˆm 0,04489 0,00472 0,51978 0,06483
EU, Σˆid 0,03250 0,00424 0,14760 0,02690
Sharpe, Σˆcor 0,03613 0,00409 0,16920 0,03362
Sharpe, Σˆm 0,03173 0,00459 0,16480 0,03076
Sharpe, Σˆid 0,01857 0,00350 0,12556 0,01948
Table 6: Descriptive statistics for standard deviations, expressed in %.
Secondly, we will consider relative standard deviations (RSD) which have been calculated
in the following way.
Let vi be the vector of portfolio returns over out-of-sample period, i = 1, . . . , T . Then
RSDi =
std(vi)
mean(vi)
. (5.2)
For each portfolio for each of T = 81 samples we computed the relative standard deviation.
Figure 7 and Table 7 present the time-series of RSD and the descriptive statistics for all 9
portfolios.
One can see that among all the portfolios GMV portfolios have the largest relative stan-
dard deviations, which could vary within significantly large ranges: 18 % in case of Σˆid, and
more than 50 % in cases of Σˆm and Σˆid. As for EU portfolios, ranges are not so large and
do not exceed 26 %. Sharpe portfolios have the narrowest range of 6-9%.
We can observe that for each of Σˆcor and Σˆm covariance estimators the plots for EU and
GMV portfolios are very similar. Namely, one can see that RSD means and other descriptive
statistics of GMV portfolios are equal to doubled ones of EU portolios. As for Σˆid estimator,
the characteristics for EU and GMV portfolios are quite similar.
28
0 10 20 30 40 50 60 70 80 90
R
el
at
iv
e 
st
an
da
rd
 d
ev
ia
tio
ns
0
10
20
30
40
50
60
GMV portfolio
0 10 20 30 40 50 60 70 80 90
R
el
at
iv
e 
st
an
da
rd
 d
ev
ia
tio
ns
0
5
10
15
20
25
30
EU portfolio
0 10 20 30 40 50 60 70 80 90
R
el
at
iv
e 
st
an
da
rd
 d
ev
ia
tio
ns
0
1
2
3
4
5
6
7
8
9
Sharpe portfolio
Figure 7: Relative standard deviations for GMV, EU and Sharpe portfolio, for different
covariance matrix estimators, expressed in %.; red: Σˆcor, green: Σˆm, blue: Σˆid.
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Variable Mean Min Max StD
GMV, Σˆcor 6,88200 0,94733 54,9829 7,92642
GMV, Σˆm 7,61939 0,93243 52,6204 9,40473
GMV, Σˆid 3,03113 0,40993 17,8137 2,42305
EU, Σˆcor 3,67682 0,81352 23,63765 3,97938
EU, Σˆm 3,58473 0,67882 25,91581 4,25597
EU, Σˆid 2,84916 0,39890 16,94780 2,25907
Sharpe, Σˆcor 1,34858 0,39300 5,62933 0,89709
Sharpe, Σˆm 1,34781 0,31486 5,27900 0,90422
Sharpe, Σˆid 1,44762 0,19805 8,72152 1,09618
Table 7: Descriptive statistics for relative standard deviations, expressed in %.
As it can be seen from Table 7, in cases of EU and GMV portfolios Σˆcor and Σˆm estimators
provide higher RSD means compared to Σˆid estimator. In case of Sharpe portfolio one can
observe the opposite picture.
In conclusion, in order to get the lowest standard deviations as well as the lowest relative
standard deviations, one should prefer Sharpe type of portfolio to GMV and EU portfolios,
and the covariance matrix estimator Σˆid to estimators Σˆcor and Σˆm.
5.7 High dimensionality versus low dimensionality
Up to that point we analyzed the performance of portfolios which have been formed in case
of high dimensionality. In order to compare the effectiveness of the different estimators and
portfolio selection techniques we will consider now the case of low dimensionality. For this we
repeat the whole procedure which has been described in section 5.2 given to n = 500, which
corresponds to two years. Therefore, we have the case of low dimensionality:
c =
p
n
= 0, 898.
When comparing portfolio returns for different mean estimators, one can observe that the
returns are almost the same as in case of high dimensionality. As earlier, for each portfolio the
optimal linear shrinkage estimator performs slightly better than the other mean estimators.
Therefore, we will consider only those 9 portfolios which have been constructed using this
estimator.
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In order to compare cases of high and low dimensionality we will compute some basic
portfolio characteristics and present them as a table.
The first descriptive statistic AAR which represents portfolio returns could be calculated
in the following way.
• Daily returns
Ri =
Pi+1
Pi
− 1
• Monthly averaged returns
ri =
1
k
k∑
j=1
Ri∗k+n+j
• Annualized averaged returns
ari =
1
12
12∑
j=1
(1 + ri∗12+j)12 − 1
• Average of annualized averaged returns
AAR =
1
m
m∑
i=1
ari,
where m is a number of years.
The next two descriptive statistics will represent the portfolio volatility. Let vi be the
vector of portfolio returns over out-of-sample period, i = 1, . . . , T .
• Average of annualized standard deviations
StD =
1
T
T−1∑
i=0
std(vi) ∗
√
12,
where std(vi) is a standard deviation of returns during the out-of-sample period i.
• Average of relative standard deviations
RStD =
1
T
T−1∑
i=0
RSDi,
where RSDi is a relative standard deviation of returns during the out-of-sample period i
(see formula (6.2)).
The descriptive statistics mentioned above are presented as Table 8.
Let us firstly concentrate on the case of high dimensionality. Now we compare portfolios
in terms of daily portfolio returns (AAR), and the situation differs from those we observed
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n = 250, c = 1.796 n = 500, c = 0.898
Variable AAR StD RStD AAR StD RStD
GMV, Σˆcor 10,52112 26,25829 6,88200 53,21163 61,95880 13,27971
GMV, Σˆm 21,41505 30,98001 7,61939 20,95107 38,51386 12,01166
GMV, Σˆid 1,75008 12,19263 3,03113 1,02721 10,71981 3,55060
EU, µˆOLSE , Σˆcor 2,52315 14,55033 3,67682 3,00172 16,88183 6,40448
EU, µˆOLSE , Σˆm 3,08695 15,55061 3,58473 2,83048 16,23789 6,06982
EU, µˆOLSE , Σˆid 1,44515 11,25853 2,84916 0,87620 10,11949 3,39006
SR, µˆOLSE , Σˆcor 2,34392 12,51622 1,34858 2,77375 11,45020 1,38876
SR, µˆOLSE , Σˆm 1,92749 10,99104 1,34781 2,91033 12,00709 1,37930
SR, µˆOLSE , Σˆid 0,53161 6,43121 1,44762 0,58121 4,54455 1,46853
Table 8: Average annualized returns, annualized standard deviations and averaged relative
standard deviations for cases c > 1 and c < 1, expressed in %, 2004-2014
in section 5.5 (where we considered monthly portfolio returns). Namely, here Σˆm estimation
method seems to be more profitable compared to Σˆcor estimation method.
Now we will concentrate on comparison of the cases of high and low dimensionality. First
of all, one can observe that the returns (AAR) in both cases are quite similar for all portfolios
(except for GMV, Σˆcor).
Let us consider GMV and EU portfolios. Interestingly, in case of high dimensionality
Σˆm provides higher returns than Σˆcor, whereas in case of low dimensionality the situation is
opposite. As for Sharpe portfolios, for c > 1 the estimator Σˆm provides lower returns than
Σˆcor, and the opposite is true for the case of c < 1. It should be noted, that for all portfolios
the trend for Σˆid is the same in both cases: it provides significantly lower returns and lower
volatility compared to other estimators.
We can also observe that both StD and RStD are considerably higher in case of low
dimensionality for GMV and EU portfolios, whereas for Sharpe portfolios they are almost
the same.
Summing up, we can say that when comparing the performance of portfolios in cases of
high and low dimensionality, we can describe all the trends in quite a similar way if we reverse
the order of Σˆm and Σˆcor in case of low dimensionality.
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6 Conclusion
The aim of this thesis is to analyze the portfolio selection problem in case of high-dimensional
data (when the number of observations n is much larger than the number of features p). This
problem addresses the following issues: the estimation of mean and covariance matrix and
portfolio selection procedure. As most traditional estimators have been developed in frame-
work of low dimensionality and break down in case of high-dimensional data, the problem
of estimation of high-dimensional mean and high-dimensional covariance matrix is becoming
increasingly important topic in financial analysis.
Firstly, we concentrated on portfolio allocation procedure. There have been considered
the following portfolio selection problems: global minimum variance problem, expected utility
maximization problem and Sharpe ratio maximization problem. The first one requires the
estimation of covariance matrix only, while other two methods imply the estimation of both
mean and covariance matrix.
As for high-dimensional mean estimators, we considered the following two techniques
which have recently been proposed: James-Stein type estimator and optimal linear shrinkage
estimator. As regards high-dimensional covariance matrix estimators, we concentrated on
shrinkage method which implies the estimation of covariance matrix by an optimally weighted
average of sample estimator and another highly structured estimator. This technique allows
to cope with two main problems of sample covariance estimator: it has too much error and
cannot be inverted. Ledoit and Wolf suggested three different models for constructing highly
structured estimator: constant correlation model, single-index model and identity model.
The first two estimators contain the information on portfolio variance, whereas the last one
is an identity matrix multiplied by some coefficient.
In order to test the efficiencies of estimation techniques and portfolio selection methods
we presented an empirical study in which we consider portfolios constructed from S&P 500
index components. Surprisingly, when comparing portfolios which have been formed using
sample mean, James-Stein type estimator and optimal linear shrinkage estimator, one can
observe that the returns are almost the same and, therefore, in this case there is no big
difference between those estimators. However, it should be noted that the optimal linear
shrinkage estimator provides slightly higher returns compared to other estimators.
When analyzing the performance of different covariance matrix estimators, one can see
that the constant correlation model provides higher returns and lower standard deviations
compared to single-index model, although both techniques form quite similar portfolios. How-
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ever, both estimation methods imply a lot of risk. In contrast, the returns in case of identity
model are significantly lower, whereas the risk is very small. This difference is explained by
different frameworks of the models: first two estimators contain more information on port-
folio variance and have not so much of structure, while the last one is more structured, but
reflects the real situation less accurate.
The analysis of different portfolio allocation methods showed the following: Sharpe port-
folio are more preferable for risk-averse investor, whereas expected utility maximization port-
folio and global minimum variance portfolio provide significantly higher income but are much
more risky.
To sum up, we can see that different combinations of portfolio selection and estimation
techniques allow to form a variety of portfolios which are suitable for different types of
investors. Futhermore, if an investor wants to increase or decrease the risk, there are available
different ways to do it: he could either change the portfolio allocation method or choose
another method of covariance matrix estimation.
Further research in this area implies, for example, considering other mean and covariance
matrix estimation techniques and use of more sophisticated portfolio selection methods.
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