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[1] The difference in the fugacities of CO2 across the diffusive sublayer at the ocean surface
is the driving force behind the air-sea flux of CO2. Bulk seawater fugacity is normally
measured several meters below the surface, while the fugacity at the water surface, assumed
to be in equilibrium with the atmosphere, is measured several meters above the surface.
Implied in these measurements is that the fugacity values are the same as those across the
diffusive boundary layer. However, temperature gradients exist at the interface due to
molecular transfer processes, resulting in a cool surface temperature, known as the skin
effect. A warm layer from solar radiation can also result in a heterogeneous temperature
profile within the upper fewmeters of the ocean. Here we describe measurements carried out
during a 14-day study in the equatorial Pacific Ocean (GasEx-2001) aimed at estimating the
gradients of CO2 near the surface and resulting flux anomalies. The fugacity measurements
were corrected for temperature effects using data from the ship’s thermosalinograph, a
high-resolution profiler (SkinDeEP), an infrared radiometer (CIRIMS), and several point
measurements at different depths on various platforms. Results from SkinDeEP show that
the largest cool skin and warm layer biases occur at low winds, with maximum biases of
4% and +4%, respectively. Time series ship data show an average CO2 flux cool skin
retardation of about 2%. Ship and drifter data show significant CO2 flux enhancement due to
the warm layer, with maximums occurring in the afternoon. Temperature measurements
were compared to predictions based on available cool skin parameterizations to predict the
skin-bulk temperature difference, along with a warm layer model. INDEX TERMS: 0312
Atmospheric Composition and Structure: Air/sea constituent fluxes (3339, 4504); 4594 Oceanography:
Physical: Instruments and techniques; 4820 Oceanography: Biological and Chemical: Gases; 1635 Global
Change: Oceans (4203); KEYWORDS: air-sea CO2 flux, warm layer, cool skin
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the air-sea flux of CO2 resulting from ocean surface temperature gradients, J. Geophys. Res., 109, C08S08,
doi:10.1029/2003JC001800.
1. Introduction
[2] Our understanding of global oceanic uptake of CO2 is
partly derived from a combination of measurements of
oceanic and atmospheric fugacities of CO2, and parameter-
izations of the gas transfer velocity. In order to expand the
global CO2 flux data set, several automated underway
systems have been installed on research vessels [e.g.,
Wanninkhof and Thoning, 1993; Feely et al., 1998] or
volunteer observing ships [e.g., Cooper et al., 1998;
Murphy et al., 2001]. These systems make continuous
measurements of the fugacity (or partial pressure) of CO2
( fCO2 or pCO2) in subsurface waters and in the atmo-
sphere. The difference in these fugacities (DfCO2) is the
driving force behind the flux of CO2.
[3] Much of this effort is motivated by the necessity to
quantify the global exchange of CO2 between the atmo-
sphere and ocean. The net global uptake of CO2 was
estimated by Tans et al. [1990] to lie between 0.3 and
0.8 Gt C yr1. These values were in contradiction to the
tracer-calibrated oceanic models, which predicted global
oceanic CO2 uptake to be 2.2 ± 0.5 Gt C yr
1 [Houghton
et al., 1990]. Sarmiento and Sundquist [1992] suggested
that some of the discrepancy could be accounted for by
the presence of the cool skin at the ocean surface. The cool
skin can alter the solubility of CO2 in seawater through
CO2’s temperature dependence.
[4] Robertson and Watson [1992] calculated the influence
of the skin effect on the CO2 flux. The skin temperature was
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derived from a parameterization from Hasse [1971]; the gas
transfer velocity was calculated using the relationship from
Tans et al. [1990]. After incorporating the skin effect into
global CO2 flux estimates, Robertson and Watson [1992]
found 0.7 Gt C yr1 increase in global ocean CO2 uptake.
[5] Van Scoy et al. [1995] extended this analysis to
include a more realistic wind field, and determined that
the skin-assisted CO2 flux would be 40% lower than the
value determined by Robertson and Watson [1992], when
using a Rayleigh wind speed distribution. Furthermore,
the use of a gas transfer velocity parameterization from
Liss and Merlivat [1986] yielded a value of 0.17 Gt C
yr1 increase in the global CO2 flux over that of Tans et
al. [1990].
[6] Wong et al. [1995] presented seasonal estimates of the
bias on the air-sea flux of CO2 from the skin effect in the
subtropical Pacific. He summarized this bias in four latitu-
dinal bands from 45N to 25S. It was found that the
relative increase in the flux ranged from +56% in the
Austral Summer over 25S–15S to 71% in the Boreal
Autumn over 25N–35N.
[7] The formation of a surface warm layer can also
influence the air-sea flux of CO2. The term ‘‘warm layer’’
was suggested by Fairall et al. [1996] to describe warming
of the upper few meters of the ocean from solar radiation.
McNeil and Merlivat [1996] examined how the diurnal
variability of the warm layer can influence the CO2 flux,
having the effect of increasing evasion for oceanic source
regions, and vice versa for sink regions.
[8] Bates et al. [1998] showed that temperature was the
dominant control over seawater pCO2 from diel to seasonal
timescales in the Sargasso Sea, and that temperature could
be used to extrapolate regional pCO2 data to wider spatial
scales using remotely sensed SST.
[9] According to these studies, temperature-related effects
can substantially influence the global air-sea flux of CO2.
However, the magnitude of these effects have never been
quantified with colocated in situ DfCO2, cool skin, and
warm layer observations. The GasEx-2001 experiment
provided an opportunity to conduct such an analysis. In
this paper we present results from the GasEx-2001 cruise
with direct measurements of underway CO2 fugacity, radio-
metric skin temperature, high-resolution profiles, and sev-
eral point measurements from Lagrangian platforms. These
data were used to investigate temperature-related biases on
the air-sea CO2 flux.
2. Air-Sea Exchange
[10] As the air-sea interface is approached from below,
turbulence diminishes and molecular conduction becomes
responsible for transfer processes. Large gradients of scalar
quantities occur close to the surface in the absence of the
mixing efficiency of turbulence [Donelan and Wanninkhof,
2002]. Figure 1 shows an idealized schematic of CO2
concentration and temperature extending from a few meters
below the surface out into the atmospheric boundary layer.
The thermal sublayer (DZT) typically extends to about 1 mm
in depth [Mammen and von Bosse, 1990]. The concentration
sublayer (DZC) scales with the thermal sublayer as (DC/
DT)
1/3, where DC and DT are the coefficients of diffusivity
for gas and heat, respectively. These quantities have values
of 2  109 and 1  107 m2 s1, providing a DZC of about
250 mm, or about one fourth of the thermal sublayer [Doney,
1995].
2.1. Air-Sea Flux Of CO2
[11] The air-sea exchange of gases obey Henry’s law,
which is the ratio between the aqueous-phase concentration
of a species and its gas-phase concentration, i.e.,Cs’Ca/KH.
Here Cs is the concentration of CO2 at the water surface, Ca
is the atmospheric CO2 concentration, and KH is the
dimensionless Henry’s coefficient. The flux of CO2 across
the air-sea interface can be written as the difference in
concentration in the aqueous phase across the diffusion
sublayer [Jacobs et al., 1999],
F ¼ kw Cb  Cs½ ; ð1Þ
where F is the CO2 flux, Cb is the concentration at the base
of the diffusion sublayer, and kw is the transfer velocity (see
Figure 1).
[12] The transfer velocity is parameterized in terms of wind
speed [e.g., Liss and Merlivat, 1986; Wanninkhof, 1992;
Wanninkhof and McGillis, 1999; Nightingale et al., 2000].
The parameterization by Wanninkhof [1992] is given by
kw ¼ 0:31u210 Sc=Sc20ð Þ1=2; ð2Þ
where u10 is the wind speed at 10 m and Sc(T, S) is the
dimensionless Schmidt number, a function of temperature
and less importantly salinity; here it is referenced to a
temperature of 20C in seawater (Sc20 ’ 660). The transfer
velocity can also be determined by inverting equation (1)
with direct measurements of F using the eddy correlation
method [McGillis et al., 2001].
[13] Calculation of the flux of CO2 from the ship data
require that equation (1) is rewritten as
F ¼ kwaw fCO2w  fCO2a½ ; ð3Þ
where aw is the solubility of CO2, and fCO2w and fCO2a are
the fugacities of CO2 in the water and atmosphere,
Figure 1. Schematic illustrating air-sea transfer and
indicating the nomenclature for the measurements as a
function of depth used in the text. The subscript ‘‘w’’
corresponds to measurements at the ship intake depth of
approximately 5 m; ‘‘b’’ corresponds to the base of the
molecular boundary layer; ‘‘s’’ corresponds to the skin
measurements; ‘‘a’’ corresponds to measurements in the
atmosphere.
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respectively. This expression is an approximation to
equation (1) as it is technically unfeasible to determine
the concentration of CO2 across the diffusive boundary
layer at the ocean-air interface.
2.2. Sea Surface Temperature Gradients
[14] The fact that Ts < Tb in Figure 1 is a consequence of
the way heat is exchanged between the ocean and atmo-
sphere. The flux of latent heat acts only on the water surface
providing cooling. During GasEx-2001, the sensible heat
flux was out of the ocean, further cooling the surface. The
longwave radiation is emitted over the upper few microm-
eters of the sea surface, reinforcing the cooling. The heat
gain to the ocean is through shortwave radiation penetrating
the upper ocean.
[15] The skin-bulk temperature difference is defined as
DT = Ts  Tb, but quite often the Tb measurement is
unavailable due to lack of suitable instrumentation, and so
is replaced with a more conveniently available temperature,
usually at an arbitrary depth within the water column
(denoted as Tw in Figure 1). Ward and Minnett [2002] have
shown that failure to account for a vertically heterogeneous
profile of bulk temperature can result in a large error in DT.
The DT parameter has been the focus of several studies from
a field observational perspective [e.g., Jessup and Hesany,
1996], from a satellite view of sea surface temperature
(SST) [e.g., Kearns et al., 2000], and under the context of
modeling DT [e.g., Wick et al., 1996].
2.3. Temperature Biases on CO2 Flux
[16] There are several individual temperature biases that
must be considered when correcting the air-sea CO2 flux, as
outlined below. It should be noted that the corrections
described here come from four sources, and each are
inter-related. However, each source is treated as stand alone
for clarity. We combine the four biases into a single
equation in section 2.3.5.
2.3.1. Solubility
[17] The solubility of CO2 in seawater is determined from
the data of Weiss [1974] and is a function of both temper-
ature and salinity. The solubility of CO2 in seawater drops
by a factor of 2 over a 0–30C range. The ubiquity of the
cool skin at the sea surface dictates that the solubility-
temperature dependence must be considered, requiring an
additional term in equation (3),
Fa ¼ kw aw  asð Þf CO2a; ð4Þ
where Fa represents a modification in the CO2 flux due to
the influence of DT on the solubility, and as is the solubility
of CO2 calculated with the skin temperature. This results in
a new equation for the CO2 flux,
Fa ¼ kw awfCO2w  asfCO2a½ ; ð5Þ
where Fa is the flux accounting for the cool skin effect. This
is the only correction applied by Robertson and Watson
[1992], Van Scoy et al. [1995], and Wong et al. [1995].
2.3.2. Water Vapor
[18] The underway fCO2 system outputs the mixing ratio
of air XCO2a, calculated for dry air. This value must be
converted to fugacity, using the following relationship:
fCO2s = Xa (P  pH2O) exp[(B11 + 2d12)P/RTs], where
fCO2s is the fugacity of CO2 at the surface, P is the
atmospheric pressure, pH2O is the water vapor pressure,
and the exponential term is the fugacity correction
[Wanninkhof and Thoning, 1993]. The water vapor pressure
and the virial coefficient are temperature dependent, and so
pH2O and B11 must be determined with Ts instead of Tw, as
this is a surface measurement. This requires the following
additive term to equation (3):
FX ¼ kwaw f CO2a  f CO2sð Þ: ð6Þ
The corrected flux from equation (3) is now
FX ¼ kwaw fCO2w  fCO2s½ : ð7Þ
2.3.3. Transfer Velocity
[19] The transfer velocity kw incorporates both the diffu-
sivity of the gas in water, which varies with temperature and
between different gases, and also the effect of physical
processes within the water boundary layer. The temperature
dependence of kw is through the Schmidt number in
equation (2), defined as the ratio of the kinematic viscosity
of water to the molecular diffusivity of CO2 in water. Sc is
approximated by a third-order polynomial fit to the water
temperature [Wanninkhof, 1992]. The transfer velocity is the
exchange parameter between the ocean and atmosphere,
which is representative of the diffusive sublayer. The top of
the molecular boundary layer is in direct contact with the
atmosphere; thus the correct temperature with which it
should be parameterized is Ts, i.e., kw = kw[u10, Ts] 
 ks.
This bias requires an additional term to equation (3),
namely,
Fk ¼ aw kw fCO2a  fCO2wð Þ þ ks fCO2w  fCO2að Þ½ : ð8Þ
This leads to the flux term
Fk ¼ ksaw fCO2w  fCO2a½ : ð9Þ
2.3.4. Seawater Fugacity
[20] Because of the CO2 equilibria, seawater fCO2
exhibits a strong temperature dependency which has been
determined by Takahashi et al. [1993]. By equilibrating a
North Atlantic seawater sample over several temperatures,
while the total CO2 concentration, alkalinity, and salinity
were kept constant, the fugacity was determined at
each temperature. An exponential relationship between
the fugacity and temperature was found. The least-
squares fit to the natural logarithm of the fCO2 yielded
(dlnfCO2/dT) = 0.0423 ± 0.0002 C
1. Warm layer tem-
perature gradients can thus affect the fCO2w [McNeil and
Merlivat, 1996], and this bias can be represented by a
further additive term to equation (3),
Ff ¼ kwawegf CO2w; ð10Þ
where g = 0.0423(Tb  Tw) and Tb and Tw are the
temperatures at the base of the molecular boundary layer
and the seawater fugacity measurement depth, respectively
(see Figure 1). The term with ab is the correction to the
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solubility over the warm layer. The new CO2 flux term after
the warm layer modification is
Ff ¼ kwaw fCO2weg  fCO2a½ : ð11Þ
2.3.5. Total Temperature Bias
[21] Equation (5) introduces the solubility calculated with
Ts, as this is the water temperature immediately adjacent to
the atmosphere. Equation (7) goes further by introducing
the surface fugacity fCO2s. However, the solubility term as
does not appear in equation (7) as the intention is to
determine each bias individually. Equation (9) introduces
a further correction based on Ts, but neither of the
previous corrected terms appear in equation (8). Finally,
equation (11) investigates the warm layer as an individual
bias to the CO2 flux. It is necessary to combine these
corrections into a single term. The result is
FT ¼ ks ab f CO2wegð Þ  asf CO2s½ : ð12Þ
The correct transfer velocity from equation (9) now appears
in equation (12), as does the correctly determined surface
fugacity fCO2s from equation (7), which now has the
surface solubility as associated with it. The correct
determination for the aqueous fugacity is now present in
equation (12).
3. GasEx-2001 Campaign
[22] One of the objectives of the GasEx-2001 experiment
was to determine the magnitude and controls on the CO2
gas transfer velocity in the equatorial Pacific. This region is
one of the largest oceanic sources of CO2, with an annual
CO2 flux of 0.5–1 Gt C yr
1 [Takahashi et al., 1997]. The
DpCO2 in this region is on average +80 to +150 matm.
3.1. Cruise Conditions
[23] GasEx-2001 was conducted on the NOAA ship
Ronald H. Brown (RHB) in the eastern equatorial Pacific
from February 15 to March 1, corresponding to yeardays
(YD) 46–60. An array of drifters were deployed at the
coordinates of 3S 125W, and recovered at 2.3S 131.5W,
a distance of approximately 700 km.
[24] Figure 2a shows the temperature and salinity from
the thermosalinograph on the RHB located at the ship intake
5 m below the waterline. The seawater temperature
reflects the diurnal modulation that was predominant in
the GasEx-2001 region. It also shows that there is an
average increase of 0.7C in temperature throughout the
experiment. The salinity had an initial value of 35.1 ppt and
remains almost invariant for the duration of the observa-
tional period, except for two large spikes on days 51 and 53.
The latter was associated with a 24-hour regional survey.
The former drop in salinity is associated with an intense rain
event.
[25] The seawater and atmospheric fugacities are shown
in Figure 2b. The effect of temperature on the fCO2w is
apparent. Throughout the experiment the average fCO2w
values decreased. The change in water mass when the ship
moved away from the Lagrangian drifters is apparent in the
fCO2w record. The atmospheric fCO2 measurements during
the measurement period had a mean value of 354.4 ±
0.7 matm. The oscillations in the fCO2a were due to the
atmospheric tide, which is strongest at the equator.
[26] The wind record is shown in Figure 2c. The wind
speed was typical for this region, maintaining an average of
about 6 m s1. The minimum wind speed was recorded on
day 51 when it dropped to 3 m s1, and achieved a
maximum of 11 m s1 on day 53. The wind direction
maintained an easterly direction throughout the observa-
tional period, with some occasional shifts to the southeast.
[27] Figure 2d shows the downwelling shortwave radia-
tion as well as the sum of the heat loss components, i.e.,
sensible, latent, and longwave radiative fluxes. The insola-
tion reached a daily maximum of over 1000 W m2 except
for days 48, 50, and 55, during this period. The sum of
the outgoing heat fluxes increased slightly throughout
the observational period, but never exceeded the daytime
heating.
[28] All heat fluxes are defined as positive in the down-
ward direction, and the skin-bulk temperature difference is
negative for a cool skin. The CO2 flux is defined as positive
for oceanic supersaturation.
3.2. Fugacity Measurements
[29] The underway CO2 system permanently installed on
the RHB provides measurements of the fugacity of CO2
dissolved in seawater, as well as that in the atmosphere [see
Wanninkhof and Thoning, 1993]. The underway system
measures the dried mixing ratio of CO2; i.e., XCO2, which
is then converted to fugacity, using the equation referred to
in section 2.3.2.
[30] Seawater is pumped from the ship intake to an
equilibrator. Here the seawater is equilibrated with circulat-
ing air, which is then analyzed with an infrared analyzer to
determine the XCO2w. The atmospheric mixing ratio is
measured by pumping a sample of ambient air from the
bow of the ship (approximately 10 m above the surface) to
the same infrared analyzer. A more detailed overview of the
measurement system is given by Wanninkhof and Thoning
[1993].
3.3. Temperature Measurements
[31] Seawater temperature was measured with several
sensors during GasEx-2001. One of the measurement phi-
losophies underlying GasEx-2001 was to minimize the
influence of the research vessel, which was accomplished
by deploying several Lagrangian platforms. These included
an Air-Sea Interaction Spar (ASIS) buoy, to which was
attached the Drogue drifter, and a Carbon Interface Ocean
Atmosphere (CARIOCA) buoy.
[32] The Skin Depth Experimental Profiler (SkinDeEP),
an upwardly rising autonomous profiler, provided bulk
temperatures within the upper few meters of the ocean. A
detailed description of SkinDeEP is given by Ward et al.
[2004]. During GasEx-2001, SkinDeEP was equipped with
an FP07 thermistor and a high-resolution conductivity
sensor. A continuous time series was not available for
SkinDeEP due to (1) the nature of the measurement, i.e.,
a continuous depth profile at discrete time intervals, and
(2) limited supply of available power. The trade-off when
deploying SkinDeEP is shorter profile intervals against
longer deployment times. SkinDeEP was used for short-
term (hours) high-resolution profiling of the upper few
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meters. Several of the point temperature measurements were
provided by other in situ temperatures also deployed on
both ASIS and the Drogue.
[33] The skin temperature was measured by the Calibrated,
InfraRed In situ Measurement System (CIRIMS), which
provides calibrated temperature with an accuracy of 0.1C
[Jessup et al., 2002]. In general, the accuracy in measuring
Ts using CIRIMS is limited by the uncertainty in correcting
the measured sea surface brightness temperature for
reflected IR radiation from the sky. Sources of uncertainty
in the sky correction include temporal variability due to
partly cloudy conditions and surface roughness.
[34] The RHB thermosalinograph (TSG) recorded tem-
perature and salinity continuously. The TSG temperature
was compared to the CTD temperature, which was accurate
to 0.5 mK (Greg Johnson, personal communication, 2002).
For nighttime conditions, the mean temperature difference
between the CTD and TSG was 0.02C, with a standard
deviation of 0.02C. All in situ temperature measurements
were accurate to within 0.05C, compared to the TSG.
[35] A floating thermistor (Seasnake) was deployed
throughout the campaign and consists of a thermistor
embedded into a length of buoyant synthetic cord, allowing
measurements within the upper few centimeters of the
water. The accuracy of the Seasnake was 0.1C.
[36] Table 1 indicates the platform on which the temper-
ature measurements were made, the depth of the measure-
ments, the logging interval, and the nomenclature used in
the remainder of the text. There were four different plat-
forms involved, two of which, ASIS and the Drogue, were
physically attached to each other. The RHB remained within
a few kilometers of the ASIS/drogue array, except during
Figure 2. Thirty-minute-averaged data presenting conditions encountered during GasEx-2001:
(a) Seawater temperature (solid line) and salinity (dashed line) from the RHB’s thermosalinograph.
(b) Aqueous (solid line) and atmospheric (dashed line) CO2 fugacities from ship’s underway system.
(c) Wind speed (solid line) and direction (dashed line) from the RHB flux package. (d) Downwelling
shortwave radiation (solid line) and surface cooling (dashed line), i.e., sum of sensible, latent, and net
longwave fluxes.
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the ‘‘butterfly’’ pattern survey. SkinDeEP did not record
location, but generally followed in the same direction as the
drifting array.
4. Results
4.1. Individual Biases
[37] Figure 3a shows a histogram of the SkinDeEP
deployments. Although measurements from SkinDeEP
were not evenly distributed throughout the 24-hour
period, deployments of SkinDeEP covered the nearly full
range of wind speeds. The deployment times were
skewed toward the afternoon and evening, with the
smallest amount of data being available between the
hours of midnight and midday.
[38] In order to investigate the individual temperature
biases described in section 2.3, the data from the SkinDeEP
profiler, the CIRIMS radiometer, and the underway pCO2
system are utilized. Under this scheme, the pCO2 and
CIRIMS data are interpolated to the SkinDeEP measure-
ment times. The remaining subplots in Figure 3 present
the quantity F/F, where F is calculated from either equa-
tions (4), (6), (8), or (10), and F is calculated according to
equation (3). This is the relative change in the flux from the
temperature-induced biases. These quantities are plotted
against wind speed as this is one of the primary sources
of turbulence at the air-sea interface. The flux of CO2
increases with wind through equation (2). Temperature
gradients diminish with wind leading to a homogeneous
bulk temperature and smaller DT. The colored data points
in Figures 3b–3e correspond to the time of day shown in
the histogram in Figure 3a.
[39] Figure 3b shows the solubility bias from equation (4)
plotted against wind. There is a cool skin present during the
periods when these data were acquired, which results in a
retardation of the CO2 flux. The magnitude of this bias
decreases with increasing wind speed. This bias reaches a
maximum of about 4% during the daytime hours at low
wind speeds.
[40] Figure 3c shows the wind speed dependence of the
transfer velocity bias Fk in equation (8) expressed as a
percentage of the unadjusted CO2 flux in equation (3). The
skin temperature correction on the transfer velocity shows a
similar pattern to Figure 3b, but with a smaller magnitude.
Temperature biases resulting from modification of k range
from a maximum of 1.5% at low winds, to zero toward
higher winds.
[41] The smallest temperature bias results from the water
vapor bias, i.e., recalculation of the fugacity with Ts
instead of Tw according to equation (6). This is presented
in Figure 3d. There is a weak wind speed dependence with a
maximum enhancement of only 0.3%.
[42] The bias introduced to the flux of CO2 from the
formation of the warm layer in equation (10) is shown in
Figure 3e. The temperature Tw at 5 m depth is where the
fCO2w was measured with the underway system. The
temperature difference across the warm layer is determined
from the surface temperature measurement on SkinDeEP.
This difference in temperature was used to determine the
quantity Ff in equation (10). During GasEx-2001, the
water was supersaturated in CO2, and therefore increases
in temperature toward the surface enhance the CO2 eva-
sion. The maximum enhancement of the flux occurs
during the daytime and early evening (denoted by the
red and blue data points) in combination with low wind
speeds, which correspond to the conditions where maximal
stratification occurs. During the hours when there is
no shortwave radiation present, there is a zero flux
enhancement, corresponding to a well-mixed water col-
umn. Figure 3e also shows a decreasing bias on the flux as
the wind speed increases.
[43] Figure 3f shows the combined effects of temperature
on the flux of CO2, i.e., equation (12). The overall temper-
ature bias is dominated by the presence of the warm layer,
which is at a maximum of about +4% during low winds and
periods of high insolation. The nighttime bias, primarily
from the cool skin effect, is less dependent on wind speed
and reduces the flux to by a mean value of about 2%.
4.2. Cool Skin Effect
[44] This section investigates the cool skin and the effect
on the CO2 flux, utilizing the full time series during the
observational period. A time series plot of the skin effect
DT = Ts  Tb is shown in Figure 4a. There are two
approximations for bulk temperatures in this plot: the
thermosalinograph (Tw) and the Seasnake (roughly equiva-
lent to Tb). The skin temperature (Ts) data are from the
CIRIMS radiometer. The time axis is local solar time, where
noon is chosen as the time when the sun is at its maximum
height for the local co-ordinates. Throughout this time
series, the TSG-derived DT is smaller than the Seasnake-
derived DT. This would indicate the cooling at the surface is
stronger than the warming from insolation. The occurrences
of a warm skin temperature are practically zero for the DT
referenced to the TSG.
[45] Figure 4b shows the skin temperature influence on
the CO2 flux from the combined effects described in
equations (4), (8), and (6). There is a net lowering of CO2
evasion due to the predominantly cool skin, with a maxi-
mum of almost 4%.
4.3. Parameterizations of #T
[46] Our measured skin temperature can be compared to a
variety of theoretical models. There exist many parameter-
izations to predict the bulk-skin difference at the sea
surface. Wick et al. [1996] provides a summary of the
available parameterizations. All previous studies of the
effect of DT on the gas flux [Robertson and Watson,
1992; Wong et al., 1995; Van Scoy et al., 1995] have
Table 1. Temperature Sensors Deployed in the Upper 5 m of the
Water Column During GasEx-2001
Platform Sensor
Logging
Interval, s
Nominal
Depth, m Nomenclature
SkinDeEP FP07 200 7–0 TSD
R/V RHB CIRIMS 1800 0 Tskin
R/V RHB Seasnake 600 0.1 TSS
R/V RHB TSG 60 5 TTSG
ASIS SAMI 4 1800 1 TA1a
ASIS SAMI 11 1800 1 TA1b
ASIS YSI 904 1800 1 TA1c
ASIS SAMI 15 1800 5 TA5
Drogue YSI 400 1800 1 TD1
Drogue YSI 583 1800 4 TD4a
Drogue SAMI 16 1800 4 TD4b
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employed the parameterization by Hasse [1971], which
assumes a linear temperature drop across the thermal
boundary layer. We investigate the Hasse parameterization
(HAS) here, as well as two other physically disparate
parameterizations: Schlu¨ssel et al. [1990] (SCH), an empir-
ical model based on data from the North Atlantic, and
Soloviev and Schlu¨ssel [1996] (SOLSCH), which employs
surface renewal theory.
4.3.1. Hasse
[47] The parameterization by Hasse [1971] used a diffu-
sion model based on the flow patterns seen at rigid wall
boundaries where the efficiency of turbulent diffusion
Figure 3. (a) Histogram for the local times of day that SkinDeEP was deployed. The colored data points
in Figures 3b–3f correspond to these times of day. Wind speed dependence of the relative increase in
the CO2 flux resulting from (b) skin temperature solubility calculation in equation (4), (c) Schmidt
number calculation based on Ts in equation (8), (d) calculation of fugacity in air from the mixing ratio
in equation (6), (e) calculation of the increase in fCO2 from the warm layer in equation (10), and
(f) combined temperature-related biases on the air-sea flux of CO2 from equation (12).
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decreases as the wall is approached. Hasse assumed that
there were two layers: one where the water thermal diffu-
sivity could be approximated by molecular diffusivity, and a
second layer where the eddy diffusivity was appropriate.
The temperature deviation for the two layers from 134
temperature profiles was plotted and it was found that for
practical use, the temperature deviation was well repre-
sented by
DT ¼ c1 q0
u10
þ c2 qR
u10
; ð13Þ
where q0 = qL + qS + qT and is the sum of the latent,
sensible, and net longwave radiative heat fluxes, u10 is the
wind speed corrected to 10 m, and qR is the net shortwave
radiation. The coefficients c1 and c2 are dependent on the
depth at which the bulk temperature is measured. The first
term on the right-hand side of equation (13) is the nighttime
DT, and the second term includes the shortwave component
qR to the heat flux.
[48] A scatterplot of the measured DTTSG against the
Hasse-parameterized DT is shown in Figure 5a. The param-
eterization overestimated the DT during daylight hours, and
underestimated it during the nighttime. The mean difference
between the measured DT is 0.031C, with a standard
deviation of 0.16C, and a correlation coefficient of 0.44.
[49] The corresponding relative increase in the CO2 flux
for the parameterized DT is shown in Figure 5b. There is a
strong diurnal signal to the CO2 flux bias, with flux
enhancements during the afternoon where the effects of
insolation is at its peak. During the nighttime, the Hasse
parameterization reduces the CO2 flux by almost 4%.
4.3.2. Schlu¨ssel et al.
[50] Schlu¨ssel et al. [1990] developed an empirical model
for DTwhere the fluxes and wind speed were entered into a
multiple regression function. The coefficients were derived
from North Atlantic observations of radiometric skin tem-
perature, bulk water temperature, radiative fluxes, and
meteorological variables. The expression for DT was found
to be
DT ¼ a0 þ a1qR=u10 þ a2 qs  qað Þ þ a3qT ; ð14Þ
where qs and qa are water vapor mixing ratios of the sea
surface and in the atmosphere. The coefficients are
[Soloviev and Schlu¨ssel, 1996] a0 = 0.467 K, a1 =
0.00329 km3 s1W1, a2 = 97.428 K, a3 =
0.00215 km2 W1.
[51] Figure 5c shows Schlu¨ssel et al.’s [1990] parameter-
ization for predicting the DT. The mean difference is
0.33C, with a standard deviation of 0.16C and a correla-
tion coefficient of 0.46. Although the distribution is very
similar to HAS, There is a large offset between the param-
eterized and measured DT.
[52] Schlu¨ssel’s [1990] parameterized skin temperature
introduces a much stronger positive bias to the CO2 flux
than that which was measured (Figure 5d). There is also a
strong diurnal modulation to the bias. In this case, the CO2
flux bias reaches a maximum of almost 8% during peak
solar heating.
4.3.3. Soloviev and Schlu¨ssel
[53] This parameterization is an extension of a previously
developed model [Soloviev and Schlu¨ssel, 1996], but
includes the heating due to insolation. The parameterization
assumes that the temperature drop across the molecular
sublayer is from the combination of absorption of shortwave
radiation and surface cooling. The solar absorption is
modeled by a sum of exponentials after Paulson and
Simpson [1981]. The surface cooling is based on surface
renewal theory, where the molecular sublayers at the ocean
surface are periodically destroyed, thereby eliminating the
gradients that have been established there.
[54] DT is defined as DT(z, t) = DTc(z, t) + DTr(z, t) where
DTc and DTr are the bulk-skin temperature differences due
to surface cooling and absorption of solar radiation, respec-
tively, and are a function of depth z, and surface renewal
time t. These values are given as
DTc ¼ 4
3
qN
t
kp
 1=2
; ð15Þ
where k is the coefficient of thermal molecular diffusion,
and qN = q0/(cpr) is the normalized heat flux, and cp and r
are the specific heat capacity and density, respectively.
Figure 4. (a) Skin-bulk temperature differences for the
thermosalinograph (TTSG) and Seasnake (TSS) bulk tem-
peratures. (b) Bias introduced into the CO2 flux after skin
temperature correction from equations (4), (8), and (6).
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[55] The quantity DTr is given by
DTr ¼ qR 0ð Þk
Xn
i¼1
Fiz1i
 exp d2i
 
1 erf dið Þ½   1þ 2dip1=2  d2i
n o
d2i
þ 4
3
qR 0ð Þ tkp
1=2
; ð16Þ
where n = 9 is the number of wavelength bands from 200 nm
to 3 mm, Fi is the fraction of shortwave radiation in each
band, and zi is the corresponding attenuation lengths
(see Paulson and Simpson [1981] for these data). The
quantity di = zi(kt)
1/2 is the non-dimensional time. The net
shortwave radiation at the ocean surface is denoted by qR(0).
[56] The parameterized DT is plotted in Figure 5e against
the measured DT. The mean difference, standard deviation,
and correlation coefficient are 0.08C, 0.07C, and 0.57,
Figure 5. (left) Scatterplots of parameterized DT against that of the measured DT from (a) Hasse [1971],
(c) Schlu¨ssel et al. [1990], and (e) Soloviev and Schlu¨ssel [1996]. The solid line approaches the ideal
model. (right) Time series of the relative increase in the CO2 flux from equation (3) for (b) Hasse [1971],
(d) Schlu¨ssel et al. [1990], and (f) Soloviev and Schlu¨ssel [1996]. Figure 5f also contains the data from
Figure 3b for comparison between the measured (dashed line) and parameterized (solid line) data. The
data here are hourly averages.
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respectively. The parameterization tends to overestimate the
measured DT, especially for DT < 0.2. The bias on the
CO2 flux from the SOLSCH parameterization is slightly
smaller than the measured bias, predicting a maximum
retardation of the flux by only 1.8%.
4.4. Warm Layer Effect
[57] Figure 6a is a time series of three sets of temper-
ature differences from the RHB, ASIS, and Drogue plat-
forms (Table 1). Each of the series is the temperature
difference between two sensors displaced by a few
meters, but both located within the bulk. Thus these data
provide a measurement of the temperature difference
across the warm layer. The RHB data are taken from
the TSG and the Seasnake, the ASIS data from two
SAMI-pCO2 sensors, and the Drogue data from two YSI
sondes. There is a complete time series available from
RHB, but there are gaps in ASIS data due to recovery of
the instruments for maintenance and data offload. The last
3 days of Drogue data are missing due to exhaustion of
battery power.
[58] The RHB data do not collapse to zero at nighttime,
and thus indicates that there may be either a calibration
issue, or that the proximity of the Seasnake to the RHB may
be introducing some artificial warming. The ASIS and
Drogue data are in fairly good agreement. However, there
are disparities in the magnitude of the warming between the
RHB data and that of ASIS/Drogue. On days 46, 50, 51, 54,
and 55 the ASIS/Drogue data show stronger warming than
the RHB data, and the converse is true for days 52 and 53.
This would indicate horizontal inhomogeneities in the
temperature field. The lack of agreement may also indicate
shadowing effects, either on the RHB or the ASIS/Drogue.
An inversion in the temperature difference occurred around
local midnight on day 51, and it is more pronounced in the
ASIS/Drogue data than the RHB. This cooler surface layer
is coincident with a sharp drop in salinity of about 0.2 ppt
from the rain event, which may have caused the colder
water at 5 m to displace the warmer water at the surface.
This inversion also coincided with the lowest wind speed
encountered during the observational period.
[59] Figure 6b shows the effect of the warm layer on the
CO2 flux according to equation (10) for the three platforms.
The data show a consistent enhancement of the flux, with
maximums occurring around local noon.
[60] The ASIS/Drogue data show higher amplitudes in
the enhancement when compared to the RHB, exceeding
6% on 4 out of the 15 days. The maximum addition to the
flux from the ASIS/Drogue measurements exceeded 8% on
day 46. The mean enhancement to the flux from ASIS was
0.73%, which was marginally lower than the Drogue mean
value of 0.77%. The RHB had a mean enhancement value
of 1.37%, with an offset of about 0.3%. These mean values
include both day and nighttime periods. At the beginning of
day 51, there is a negative influence on the CO2 flux from
the Lagrangian platforms, reducing the flux by 2%.
4.5. Warm Layer Model
[61] Fairall et al. [1996] developed a model to account
for the warm layer, with a skin-bulk parameterization
included. The warm-layer model was based on the 1-d
model from Price et al. [1986]. Evolution of diurnal heating
throughout the day leads to a critical point when the
insolation exceeds the evaporative, sensible, and longwave
cooling at the interface. Once this occurs, surface inputs of
heat and momentum are confined to critical depth, predicted
by the model. The warm layer model (WLM) provides the
temperature difference across the warm layer.
[62] Figure 7 shows the results of the WLM, along with
the RHB and ASIS temperature measurements. The model
overestimates the warm layer on each day except for days
46 and 48. The largest discrepancies between the modeled
and observed data are on days when the wind speed is low,
indicating that the WLM is quite sensitive to wind-induced
forcing. At nighttime, the WLM temperature collapses back
on the TSG temperature.
5. Discussion
[63] During GasEx-2001, there was a consistent cool skin
with respect to the bulk temperatures at different depths
(Figure 4). There were three very brief periods when the
skin temperature was greater than the temperature from the
a
b
Figure 6. (a) Temperature differences across the warm
layer for three platforms during GasEx-2001 (see Table 1).
(b) Corresponding relative increase in the flux of CO2
according to equation (10).
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thermosalinograph, and this occurred shortly after peak
insolation. The bulk temperature close to the surface (i.e.,
the Seasnake) never exceeded the skin temperature through-
out the observational period. This would indicate that the
cooling at the surface from the combination of sensible,
latent, and longwave radiative fluxes was stronger than the
warming from net shortwave radiation.
[64] Three DT parameterizations which incorporated the
presence of shortwave radiation were employed in this
study to determine which might be the most appropriate
under conditions where radiometric skin measurements
were not available. The parameterized DT was compared
to the measured DT, but with the TSG temperature as the
bulk value. This scheme is usually only appropriate at
nighttime, where there is a homogeneous temperature
profile with depth. However, the parameterizations were
relatively successful in predicting DT during GasEx-2001
due to the strong cooling at the surface (Figure 5).
[65] Of the three parameterizations employed, the most
successful was that of Soloviev and Schlu¨ssel [1996].
However, this parameterization did not capture the maxi-
mum cooling of the skin temperature, and therefore the
corresponding flux adjustment is influenced. The Hasse
[1971] parameterization produced relatively small errors
during the nighttime, but its ability to predict the measured
DT during periods of insolation was poor (Figure 5a).
However, Hasse’s expression in equation (13) is far more
accessible for incorporation into data analysis than Soloviev
and Schlu¨ssel’s, and so it is understandable that this has
been chosen in previous studies [Schlu¨ssel et al., 1990].
This empirical model did most poorly from the data
acquired in the equatorial Pacific, which is not altogether
surprising as these coefficients were determined from data
measured in the northeast Atlantic Ocean.
[66] The WLM after Fairall et al. [1996] tended to
overestimate the magnitude of the warm layer. This model
relies on accurate determination of the shortwave absorption
within the viscous boundary layer. This is achieved by using
the Paulson and Simpson [1981] model. However, a recent
study by G. A. Wick et al. (Improved oceanic cool skin
corrections using a refined solar penetration model, submit-
ted to Journal of Physical Oceanography, 2004) has shown
that the solar transmission model after Ohlmann and Siegel
[2000] provides an improved prediction of the warm layer
temperature profile and corresponding heat flux compo-
nents. The parameterization incorporates effects from solar
geometry, cloud cover, and chlorophyll concentration. Dur-
ing GasEx-2001, it was found that adjustment of the
coefficients of the Jerlov bulk absorption model, derived
from chlorophyll profiles, allowed more accurate determi-
nation of the mixed layer temperature (Peter Strutton,
private communication, 2002). The adjustment resulted in
a distribution of short wave over a greater depth.
[67] The data from the SkinDeEP profiler allowed inves-
tigation into the individual temperature biases introduced
into the CO2 flux (Figure 3). The magnitude of the indi-
vidual temperature biases show that during GasEx-2001 the
warm layer influence, along with the solubility recalculation
from the skin temperature, had the largest effect. The
temperature influence on the transfer velocity was marginal,
with the fugacity calculation effect being negligible. How-
ever, the data acquired by SkinDeEP was limited, and were
not evenly distributed in time.
[68] Figure 8 shows a series of profiles over the upper 5 m
from all of the data described in Table 1. This sequence
was chosen because of the availability of SkinDeEP profiles
during this period. Also shown are the results from the
WLM/CSP model. The profiles extend from early afternoon
into the nighttime from top to bottom. Each subplot presents
the SkinDeEP data available for one hour, along with hourly
averages of the remaining temperature measurements. The
individual RHB data points (TTSG, TSS, and Tskin), ASIS/
Drogue data points (TA1a, TA1b, TA1c, TA5, TD1, TD4a, TD4b),
and WLM/CSP data points allow for crude profiles to be
generated through linear interpolation. The WLM assumes a
linear profile of temperature of with depth. The evidence of
the warm layer is seen in the RHB data up to 1739 LST. The
WLM/CSP predicts that the warm layer will diminish after
1439 LST. The ASIS data show evidence of stratification
until 1839 LST, but only in the 4-5 m depths.
[69] During the warm-layer periods, the SkinDeEP data
exhibit a large variance between the profiles, but as the
insolation diminishes throughout the day, the SkinDeEP
data collapse back to a well-mixed situation with little
variance. The three subplots up to 1539 LST show a
temperature profile that is not linear with depth. The profile
method eliminates calibration issues between several sen-
sors, which is especially pertinent with requirements of at
least 0.1C for studies of small-scale temperature variability
close to the ocean surface.
6. Conclusions
[70] The analysis conducted here investigates the influ-
ence of the oceanic cool skin and the warm layer on the air-
sea flux of CO2 with direct observations from the Equatorial
Pacific GasEx-2001 campaign. The data set involved mea-
surements from the underway CO2 system installed on the
RHB, the SkinDeEP autonomous profiler, the CIRIMS
radiometer, and several other point temperature measure-
ments deployed on the Lagrangian platforms.
Figure 7. Time series of Seasnake (TSS), thermosalino-
graph (TTSG), and modeled (WLM) temperatures during
GasEx-2001.
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[71] The relative increase in the CO2 flux (i.e., DF/F)
from temperature in this study is quite small (Figure 3). This
is a consequence of the large air-sea CO2 fugacity difference
in the equatorial Pacific. In other regions where the DfCO2
(and hence the flux) is smaller, the relative increase in the
CO2 flux is greater from temperature biases is greater. The
data in Figure 9 show an aqueous fCO2 of 520 matm and a
warm layer DT of approximately 1C. The relative increase
Figure 8. A series of temperature profiles from measurements on the RHB (diamond) using temperature
data from the thermosalinograph, Seasnake, and CIRIMS skin temperature; ASIS/Drogue (asterisk) using
data from the SAMI-pCO2 sensors and YSI sondes; WLM/CS (square) modeled data. The high-
resolution profiles are the SkinDeEP measurements. It should be noted that there were fewer profiles
available during the latter part of the day.
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in the flux due to temperature is only about 4%, but this
corresponds to an absolute increase of >20 matm. However,
when considered on a global scale, where the DfCO2 is
about 7 matm [Feely et al., 2001], this represents a substan-
tial increase in surface water fCO2.
[72] During GasEx-2001, the net effect from the cool skin
and warm layer biases tended to cancel each other. How-
ever, this conclusion should not be extrapolated to a global
situation. The eastern equatorial Pacific is a region where
there is a significant amount of insolation, leading to
thermal stratification in the near-surface layers of the ocean.
The warm layer will bias the air-sea flux of CO2 whenever
present. Stratification occurs in regions where there is large
insolation and small mixing. This tends to occur in the
lower latitudes, and during the summertime in the higher
latitudes. The one region where the warm layer will have
the least significance on the CO2 fluxes is the Southern
Oceans, where the winds speeds tend to be relatively high,
suppressing conditions of stratification. The absolute affect
on the air-sea flux will be small however because the warm
layer bias is only important at low wind speeds when rates
of exchange are low.
[73] The cool skin, on the other hand, is persistent on a
global basis [Donlon et al., 2002], and will thus influence
the air-sea flux of CO2 in a more consistent fashion than the
warm layer. During GasEx-2001 the relative increase re-
tarded the flux out of the ocean by 4%. This cannot be
considered to be globally representative because of the
unique conditions in the equatorial Pacific of very high
DfCO2. In order to better understand the global influence of
the skin temperature on the CO2 fluxes, further in situ
studies are necessary. This would require coincident obser-
vations of underway CO2 fugacities with well-calibrated
radiometers, i.e., with accuracies of better than 0.1C.
Recently some efforts have been made in this direction
through the installation of a CIRIMS on the RHB, along
with two through-the-hull temperature/pressure sensors at 2
and 3 m below the waterline (A. T. Jessup, personal
communication, 2003).
[74] The presence of near surface concentration gradients
complicate the direct measurement of air-sea CO2 fluxes.
Jacobs et al. [2002] examined the disparity between the
deliberate dual tracer (DDT) and the eddy covariance (EC)
techniques for determination of the air-sea transfer velocity.
Using model simulations, results showed that the DDT
underestimated ks by 10–25%, and that inconsistencies in
the EC results could be introduced from varying fine-
structure within the upper few meters of the ocean. These
results provides an incentive to make near-surface ocean
measurements if we are to improve estimates of CO2 flux
and rate of gas transfer.
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