Abstract. We present a Riemann-Hilbert problem formalism for the initial-boundary value problem for the Sasa-Satsuma(SS) equa- 
Introduction
Integrable nonlinear partial differential equations (PDEs) can be written as the compatibility condition of two linear eigenvalue equations, which are called a Lax pair [1] . They can be analyzed by means of the Inverse Scattering Transform (IST) formalism which was discovered in 1967 by Gardner, Greene, Kruskal, Miura [2] . Until the 1990s the IST methodology was pursued almost entirely for pure initial value problems. However, in many laboratory and field situations, the wave motion is initiated by what corresponds to the imposition of boundary conditions rather than initial conditions. This naturally leads to the formulation of an initial-boundary value (IBV) problem instead of a pure initial value problem. However, the presence of a boundary presents new challenges.
In 1997, Fokas announced a new unified approach for the analysis of IBV problems for linear and nonlinear integrable PDEs [3, 4] (see also [5] ). The Fokas method provides a generalization of the IST formalism from initial value to IBV problems. Just like the IST on the line, the Fokas method yields an expression for the solution of an IBV problem in terms of the solution of a Riemann-Hilbert problem. We know the IST method is usually based on analyzing the x−part of the Lax pairis to get the scattering data. The t − part of the Lax pairs is only used to determine the time evolution of the scattering data. However, the Fokas method is based on the simultaneous spectral analysis of both x − part and t − part of the Lax pair. Hence, we need all the boundary value data to formulate a Riemann-Hilbert problem. But for a wellposed problem, only part of the boundary values can be prescribed, the remaining boundary data cannot be independently specified, but are determined by the so-called global relation, which is an algebraic relation coupling the relevant spectral functions. Thus, we need analyze this global relation to characterize the unknown boundary value data before we formulate a Riemann-Hilbert problem. This is usually the major difficulty of the Fokas method.
Over the last two decades, the Fokas method was successfully used to analyze boundary value problems for several of the most important integrable equations with 2 × 2 Lax pairs, such as the Korteweg-de Vries [6] , the nonlinear Schrödinger [7] , and the sine-Gordon [8] equations, and so on. However, in [9] , the Fokas methodology was further developed to include the case of equations with 3 × 3 Lax pairs. Since the work of [9] , the IBV problems were considered on the half-line. It is a natural problem to extend the Fokas methodology to the case of IBV problems on an finite interval.
In a previous paper [10] , we successfully extended the methodology to the case of two-component nonlinear Schrödinger equation on the interval. In this paper, we try to analyze the IBV problem for the Sasa-Satsuma equation on the finite interval. We use the idea of choosing the integral contours to determine the appropriate functions to formulate a Riemann-Hilbert problem in [10] . However, the most major difficulty and differences from the two-component nonlinear
Schrödinger equation case is to analyze the global relation to express the unknown boundary value date in terms of the initial value data and the prescribed boundary data in the Sasa-Satsuma equation case.
It is not suitable for Sasa-Satsuma equation to do the analysis in spectral domain as [10] . However, there is another method to analyze the global relation. Here, we analyse the global relation by using it, i.e. a Gelfand-Levitan-Marchenko(GLM) representation to derive an expression to characterize the unknown boundary values. Since the order of the derivative is higher than the two-component nonlinear Schrödinger equation case, the analysis of the global relation of the Sasa-Satsuma equation will be more complicate.
Organization of the paper: In section 2 we state the main equation considered in this paper, and perform the spectral analysis of the associated Lax pair. Then, we can formulate the main Riemann-Hilbert problem. It is shown that the solution of the IBV problem for the SasaSatsuma equation on the finite interval can be recovered by the solution of this Riemann-Hilbert problem in section 3. The most important result, which expresses the unknown boundary value data in terms of the initial value and prescribed boundary value date by analysing the global relation, is obtained in section 4. 
In general, equation (2.2) may not be completely integrable. However, if some restrictions are imposed on the real parameters β 1 , β 2 and β 3 , it becomes integrable, then we can apply the IST to solve its initial value problems. Until now, the following four cases besides the NLS equation itself are konwn to be integrable:
• the Chen-Lee-Liu-type derivative NLS equation (β 1 : β 2 : β 3 =0:1:1),
• the Kaup-Newell-type derivative NLS equation (β 1 : β 2 : β 3 =0:1:0),
• the Hirota equation(β 1 : β 2 : β 3 =1:6:0),
• the Sasa-Satsuma equation(β 1 : β 2 : β 3 =1:6:3).
Let us consider the last case, i.e. β 1 : β 2 : β 3 =1:6:3. According to [12] we introduce variable transformations,
Then equation (2.3) is reduce to a complex modified KdV-type equation
In the following , we consider the equation (2.5) instead of the equation
The initial value problem for the Sasa-Satsuma equation (2.5) on the whole line has been obtained in [12] by the IST method. And, the IBV problem on the half-line domain was considered in [13] . However, in what follows, we consider the IBV problem for the equation (2.5) on
where L is a positive finite constant, T is a given finite time, in this paper, that is, Initial value:
First Neumann Boundary value:
Second Neumann Boundary value:
2.2. Lax pair. The Lax pair of equation (2.5) is (see, [12] ),
where
2 +2ikV
In the following, we let ε = 1 for the convenient of the analysis.
2.3. The closed one-form. Suppose that u(x, t) is sufficiently smooth function of (x, t) in the finite interval domain Ω = {0 < x < L, 0 < t < T }. Introducing a new eigenfunction µ(x, t, k) by
then we find the Lax pair equations
LettingÂ denotes the operators which acts on a 3 × 3 matrix X bŷ AX = [A, X], the equations in (2.12) can be written in differential form
where W (x, t, k) is the closed one-form defined by
2.4. The µ j 's definition. We define four eigenfunctions {µ j } 4 1 of (2.12) by the Volterra integral equations
where I denotes the 3 × 3 identity matrix, W j is given by (2.14) with µ replaced with µ j , and the contours {γ j } 4 1 are showed in Figure 1 . Figure 1 . The four contours γ 1 , γ 2 , γ 3 and γ 4 in the (x, t)−domain.
The first, second and third column of the matrix equation (2.15) involves the exponentials
And we have the following inequalities on the contours:
So, these inequalities imply that the functions {µ j } 4 1 are bounded and analytic for k ∈ C such that k belongs to properties:
where l i (k) and z i (k) are the diagonal entries of matrices −ikΛ and
−4ik
3 Λ, respectively.
2.5.
The M n 's definition. For each n = 1, . . . , 4, define a solution M n (x, t, k) of (2.12) by the following system of integral equations:
where W n is given by (2.14) with µ replaced with M n , and the contours γ n ij , n = 1, . . . , 4, i, j = 1, 2, 3 are defined by
Here, we make a distinction between the contours γ 3 and γ 4 as follows,
The rule chosen in the produce is if l m = l n , m may not equals n, we just choose the subscript is smaller one.
According to the definition of the γ n , we find that
The following proposition ascertains that the M n 's defined in this way have the properties required for the formulation of a RiemannHilbert problem.
well-defined by equation (2.19) for k ∈D n and (x, t) ∈ Ω. For any fixed point (x, t), M n is bounded and analytic as a function of k ∈ D n away from a possible discrete set of singularities {k j } at which the Fredholm determinant vanishes. Moreover, M n admits a bounded and contious extension toD n and
Proof. The bounedness and analyticity properties are established in appendix B in [9] . And substituting the expansion
into the Lax pair (2.12) and comparing the terms of the same order of k yield the equation (2.23).
2.6. The jump matrices. We define spectral functions S n (k), n = 1, . . . , 4, and
Let M denote the sectionally analytic function on the complex k−plane which equals M n for k ∈ D n . Then M satisfies the jump conditions
where the jump matrices J m,n (x, t, k) are defined by
2.7. The adjugated eigenfunctions. We will also need the analyticity and boundedness properties of the minors of the matrices {µ j (x, t, k)} 3 1 . We recall that the cofactor matrix X A of a 3 × 3 matrix X is defined
where m ij (X) denote the (ij)−th minor of X.
It follows from (2.12) that the adjugated eigenfunction µ
where V T denote the transform of a matrix V . Thus, the eigenfunctions
(2.28)
Then we can get the following analyticity and boundedness properties:
( 2.29) 2.8. The J m,n 's computation. Let us define the 3 × 3−matrix value spectral functions s(k), S(k) and S L (k) by
30a)
Thus,
And we deduce from the properties of µ j and µ
} have the following boundedness properties:
Moreover, we notice that
Proposition 2.2. The S n can be expressed in terms of the entries of s(k), S(k) and S L (k) as follows:
Proof. Firstly, we define R n (k), T n (k) and Q n (k) as follows:
Then, we have the following relations:
The relations (2.35) imply that
These equations constitute a matrix factorization problem which, given
(2.37)
It follows that (2.36) are 27 scalar equations for 27 unknowns. By computing the explicit solution of this algebraic system, we arrive at (2.33).
2.9. The global relation. The spectral functions S(k), S L (k) and s(k) are not independent but satisfy an important relation. Indeed, it follows from (2.30) that
Since µ 1 (0, T, k) = I, evaluation at (0, T ) yields the following global relation:
where c(T, k) = µ 4 (0, T, k). We denote the above possible zeros by {k j } N 1 and assume they satisfy the following assumption. Assumption 2.3. We assume that
and that none of these zeros coincide. Moreover, we assume that none of these functions have zeros on the boundaries of the D n 's.
We determine the residue conditions at these zeros in the following:
1 be the eigenfunctions defined by (2.19) and assume that the set {k j } N 1 of singularitues are as the above assumption. Then the following residue conditions hold:
, and θ ij is defined by
that implies that
Proof. We will prove (2.40a), (2.40c), (2.40e), (2.40f), the other conditions follow by similar arguments. Equation (2.32) implies the relation
In view of the expressions for S 1 and S 2 given in (2.33), the three columns of (2.42a) read: Taking the residue of this equation at k j , we find the condition (2.40f) in the case when k j ∈ D 4 .
The Riemann-Hilbert problem
The sectionally analytic function M (x, t, k) defined in section 2 satisfies a Riemann-Hilbert problem which can be formulated in terms of the initial and boundary values of u(x, t). By solving this RiemannHilbert problem, the solution of (2.5)(then (2.3)) can be recovered for all values of x, t.
Theorem 3.1. Suppose that u(x, t) is a solution of (2.5) in the interval
domain Ω with sufficient smoothness. Then u(x, t) can be reconstructed from the initial value {u 0 (x)} and boundary values {g 0 (t), g 1 (t), g 2 (t)}, {f 0 (t), f 1 (t), f 2 (t)} defined as (2.6).
Use the initial and boundary data to define the jump matrices J m,n (x, t, k)
as well as the spectral s(k) and S(k) by equation (2.30). Assume that the possible zeros
and m 33 (A)(k) are as in assumption 2.3.
Then the solution {u(x, t)} is given by
where M (x, t, k) satisfies the following 3 × 3 matrix Riemann-Hilbert problem:
• M is sectionally meromorphic on the Riemann k−sphere with jumps across the contoursD n ∩D m , n, m = 1, · · · , 4, see Figure   2 .
• Across the contoursD n ∩D m , M satisfies the jump condition
where the jump matrices J m,n (x, t, k) are defined as (2.26).
•
• The residue condition of M is showed in Proposition 2.4.
Proof. It only remains to prove (3.1) and this equation follows from the large k asymptotics of the eigenfunctions.
The solution of the global relation
A major difficulty of initial-boundary value problems is that some of We define functions {Φ ij (t, k)} 3 i,j=1 and {φ ij (t, k)} 3 i,j=1 by:
We will first derive Gelfand-Levitan-Marchenko (GLM) representations for the eigenfunctions Φ ij and φ ij , then consider the solution of the global relation, which leads to expressions for the unknown boundary values from the known ones in terms of the GLM representations.
4.1. The GLM representation.
Theorem 4.1. The eigenfunctions Φ ij and φ ij admit the following GLM representations, 
2xx .
(4.4b)
and an ODE systems
where the matrices A, B, D are defined as
2 ) 4 + 1 2V
2 ] (4.5bb)
2 ) 2 V
2xx + V
2 V
2xx V
2 ) +
2 ) 3 ) (4.5bc) Analogously, the functions {L(t, s),M(t, s), N (t, s)} satisfy the similar system of equations with {g 0 (t), g 1 (t), g 2 (t)} replaced by {f 0 (t), f 1 (t), f 2 (t)}.
Proof. We just prove the GLM representations (4.2) of the eigenfunctions Φ ij , the GLM representations (4.3) is similar. We substitute the following equation
into the t−part of the Lax pair (2.12), then, we can find the matrices
If we introducing the following transformations,
We can get the initial conditions (4.4) and the ODE systems (4.5).
4.2.
The Analysis of the global relation. To avoid routine technical complications, we will continue our analysis of the global relation in the case s(k) = I corresponding to the zero initial conditions u 0 (x) = u(x, 0) = 0. In this case, the global relation (2.39) takes the form Φ(t, k)e ikLΛ φ(t,k)
The (1, 3)th term of (4.6) is
where c 13 (t, k) has the following properties which are important for the analysis of the global relation
In the following, the given boundary conditions are g 0 (t), f 0 (t) and f 1 (t), and we are looking for expressions for g 1 (t), g 2 (t) and f 2 (t).
Let us give some notation. Define ω = e 2π 3 and suppose that Π(t, k) is a scalar function.
• LetΠ(t, k) and denotes the following notation:
• LetΠ(t, k) denotes the following notation:
Theorem 4.2. Consider the IBV problem for the equation (2.5) on the interval. Given boundary conditions g 0 (t), f 0 (t) and f 1 (t), and we have the expressions for g 1 (t), g 2 (t) and f 2 (t) as follows: and rewrite the resulting equation in the form:
}. Consider (4.12) in D as well as replacing k by ωk and by ω 2 k in (4.12), we obtain three equations, which are valid for k ∈ D. These equations can be written in the vector form as follows:
Multiply (4.14) by In order to evaluate the other terms we will use the following identities (see, e.g. [14] or [15] ):
where f (t, s) is an arbitrary function such that the integral is welldefined, and
where m = 3, 4 and α(τ ) is a smooth function for 0 < τ < t. Then the integration by parts together with Jordan's lemma show that one can pass to the limit as t → t in the right-hand side of (4.17b).
Applying (4.17b) to the integral term containing H 1 one obtains
Applying (4.17a) to the integral in the left-hand side of (4.14) and using the equations (4.5) we arrive at the equation
Evaluating this equation at t = t and using the initial conditions (4.4)
we find the following equations for g 1 (t), g 2 (t) and f 2 (t).
where [Γ −1 (k)] j , j = 1, 2, 3, denotes the j − th row of Γ −1 (k) and The functionsG 1 (t, k), G 2 (t, k), N 33 (t, t),M 33 (t, t),M 11 (t, t),M 21 (t, t), and N 11 (t, t), N 21 (t, t) involved in (4.21) can be expressed in terms of Φ ij (t, k) and φ ij (t, k).
Indeed, G 2 (t, k) can be written as follows:
G 2 (t, k) = (Φ 11 (t, k) − 1)φ 31 (t,k) + Φ 12 (t, k)φ 32 (t,k) −Φ 13 (t, k) φ 33 (t,k) − 1 , Noticing that our notations 4.2 and using (4.26), (4.27), (4.28), (4.36) and (4.23) in (4.21) we obtain the equations for g 1 (t), g 2 (t) and f 2 (t) in terms of Φ ij (t, k) and φ ij (t, k) as (4.21). These equations, together with (4.2) and the similar equation (4.3) constitute a system of nonlinear
ODEs for Φ ij and φ ij .
