The parametric global minimum cut problem concerns a graph G = (V, E) where the cost of each edge is an affine function of a parameter µ ∈ R d for some fixed dimension d. We consider the problems of finding the next breakpoint in a given direction, and finding a parameter value with maximum minimum cut value. We develop strongly polynomial algorithms for these problems that are faster than a naive application of Megiddo's parametric search technique. Our results indicate that the next breakpoint problem is easier than the max value problem.
Introduction
Connectivity is a central subject in graph theory and has many practical applications in, e.g., communication and electrical networks. We consider the parametric global minimum cut problem in graphs. A cut X in an undirected graph G = (V, E) is a non-trivial vertex subset, i.e., ∅ = X ⊂ V . It cuts the set δ(X) = {e ∈ E : e ∩ X = ∅ = e \ X} of edges.
In the parametric global minimum cut problem, we are given an undirected graph G = (V, E) where the cost c µ (e) of each edge e ∈ E is an affine function of a d-dimensional parameter µ ∈ R d , i.e., c µ (e) = c 0 (e) + d i=1 µ i c i (e), where c 0 , . . . , c d : E → Z are d + 1 cost functions defined on the set of edges. By not imposing a sign condition on these functions, we may handle, as in [30, Section 3.5] , situations where some characteristics, measured by functions c i , improve with µ while other deteriorate. We assume that the dimension d of the parameter space is a fixed constant. The cost of cut C for the edge costs c µ is c µ (C) ≡ c µ (δ(C)) = e∈δ(C) c µ (e). Define M 0 = {µ ∈ R d | c µ (e) ≥ 0 for all e ∈ E} a closed and convex subset of the parameter space where the parametric costs of all the edges are non-negative. Throughout the paper we consider only µ belonging to a nonempty simplex M ⊂ M 0 , as negative edge costs usually lead to NP-hard minimization problems (see [18] ). As usual we denote |E| by m and |V | by n.
For any µ ∈ M , let C * µ denote a cut with a minimum cost Z(µ) ≡ c µ (C * µ ) for edge costs c µ . Function Z := Z(µ) is a piecewise linear concave function [28] . Its graph is composed by a number of facets (linear pieces) and breakpoints at which d facets meet. In order to avoid dealing with a trivial problem, Z is assumed to have at least one breakpoint. The maximum number of facets (linear pieces) of the graph of Z is called the combinatorial facet complexity of Z. Mulmuley [23, Theorem 3.10] considers the case d = 1 and gives a super-polynomial bound on the combinatorial facet complexity of the global minimum cut problem. In [3, Theorem 4] , the authors extended this result to a constant dimension d and give a strongly polynomial bound O m d n 2 log d−1 n . By combining this result with several existing computational geometry algorithms, the authors give an O(m d d−1 2 n 2 d−1 2 log (d−1) d−1 2 +O(1) n) time algorithm for constructing function Z for general d, and a O(mn 4 log n+n 5 log 2 n) algorithm when d = 1. In the particular case where cost functions c 0 , . . . , c d are nonnegative, Karger [15] gives a significantly tighter bound O n d+2 on the combinatorial facet complexity and shows that function Z can be computed using a randomized algorithm in O n 2d+2 log n time. These results are summarized in rows 5 and 6 of Table 1 .
In this paper, we consider the following parametric problems:
P NB (M ) Given a polyhedron M ⊂ R d , a value µ 0 ∈ M ⊂ R d , and a direction ν ∈ Z d . Find the next breakpoint µ NB ∈ M of Z after µ 0 in direction ν, if any. P max (M ) Given a polyhedron M ⊂ R d , find a value µ * ∈ M such that Z(µ * ) = max µ∈M Z(µ).
In contrast to P max (M ), P NB (M ) is a one-dimensional parametric optimization problem as it considers the restriction of function Z to some direction ν ∈ Z d . This problem corresponds to the ray shooting problem which is a standard topic in sensitivity analysis [11, Section 30.3] to identify ranges of optimality and related quantities. Given λ 0, the cost c µ 0 +λν of each edge e ∈ E in the direction ν is defined by c µ 0 +λν (e) = c 0 (e) + d i=1 (µ 0 i + λν i )c i (e). Let c 0 (e) = c 0 (e) + d i=1 µ 0 c i (e) andc 1 (e) = d i=1 ν i c i (e). The edge costs can be rewritten as c µ 0 +λν (e) =c 0 (e) + λc 1 (e). For any cut ∅ = C ⊂ V , its cost for the edge costs c µ 0 +λν is a function c µ 0 +λν (C) =c 0 (C)+λc 1 (C) of variable λ. For any λ ≥ 0 let Z (λ) = Z (µ 0 +λν, ν) denote the right derivative of Z(µ 0 +λν) in direction ν at λ. If the next breakpoint µ NB exists, define λ NB by µ NB = µ 0 + λ NB ν, and let C * µ NB denote an optimal cut for edge costs c µ NB (e) defining the slope Z (λ NB ). P max (M ) arises in the context of network reinforcement problem. Consider the following 2-player game of reinforcing a graph against an attacker. Given a graph G = (V, E) where each edge e ∈ E has a capacity c 0 (e), the Graph player wants to reinforce the capacities of the edges in E by buying d + 1 resources subject to a budget B. The Graph player can spend $µ i 0 on each resource i to increase the capacities of all edges to c µ (e) = c 0 (e) + d+1 i=1 µ i c i (e), where all functions c i are assumed to be non-negative. The Attacker wants to remove some edges of E in order to cut the graph into two pieces at a minimum cost. Therefore, these edges correspond to an optimal cut δ(C * µ ) and their removal cost is Z(µ). The Graph player wants to make it as expensive as possible for the Attacker to cut the graph, and so he wants to solve P max . It is optimal for the Graph player to spend all the budget, and thus to spend µ d+1 = B − d i=1 µ i on resource d + 1. Therefore, the cost of removing edge e as a function of the amounts spent on the first d resources is c µ (e) = c 0 (e)
Note that c i (e) − c d+1 (e) may be negative. This application illustrates how negative parametric edge costs may arise even when all original data are non-negative.
Clearly problems P max (M ) and P NB (M ) can be solved by constructing function Z. However, the goal of this paper is to give much faster strongly polynomial algorithms for these problems without explicitly constructing the whole function Z.
Related works
The results mentioned in this section are summarized in the first four rows of Table 1 . We concentrate on strongly polynomial bounds here as is the case in most of the literature, but see Section 1.3 for one case where there is a potentially faster weakly polynomial bound.
Problem Deterministic
Randomized Non-param Global MC [24, 31] [31] O(n 5 log n) [32, 16] O(n 2 log 5 n) Megiddo Pmax ( ∼ gen'l d) [31] O(n 2d+3 log d n) [32, 16] O(n 2 log 4d+1 n) All of Z(µ) for d = 1 [3] O(mn 4 log n + n 5 log 2 n) [15] O(n 4 log n) All of Z(µ) for gen'l d [3] [big] [15] O(n 2d+2 log n) This paper PNB ( ∼ d = 1) [24, 31] O(mn + n 2 log n) [13] O(n 2 log 3 n) This paper Pmax ( ∼ gen'l d) O(n 4 log d−1 n) ??? Table 1 . New results in this paper are in red. Compare these to the non-parametric lower bounds in green, and the various upper bounds in blue.
The standard (non-parametric) global minimum cut minimum cut is a special case of the parametric global minimum cut, i.e., for some fixed value µ ∈ M . Nagamochi and Ibaraki [24] and Stoer and Wagner [31] give a deterministic algorithm for this problem that runs in O(mn + n 2 log n) time. Karger and Stein [16] give a faster randomized algorithm that runs inÕ(n 2 ) time. Karger [14] improves the running time and give anÕ(m) time algorithm.
Given α > 1, a cut is called α-approximate if its cost is at most at factor of α larger than the optimal value. A remarkable property of the global minimum cut problem is that there exists a strongly polynomial number of near-optimal cuts. Karger [14] showed that the number of α-approximate cuts is O(n 2α ). Nagamochi et al. [26] give a deterministic O(m 2 n + mn 2α ) time algorithm for enumerating them. For the particular case 1 < α < 4 3 , they improved this running time to O(m 2 n+mn 2 log n). Nagamochi and Ibaraki [25, Corollary 4.14] further reduced the running time to O(n 4 ). The fastest randomized algorithm to enumerate all the near-optimal cuts, which is anÕ(n 2α ) time algorithm by Karger and Stein [16] , is faster than the best deterministic algorithm. Megiddo's parametric searching method [19, 20] is a powerful technique to solve parametric optimization problems. Megiddo's approach was originally designed to handle one-dimensional parametric problems. Cohen and Megiddo [7] extend it to fixed dimension d > 1, see also [2] . The crucial requirement is that the underlying non-parametric problem must have an affine algorithm, that is all numbers manipulated are affine functions of parameter µ. This condition is not restrictive, as many combinatorial optimization algorithms have this property; e.g., minimum spanning tree [10] , matroid and polymatroid optimization [32] , maximum flow [8] . The technique can be summarized as follows in the special case d = 1. Megiddo's approach simulates the execution of an affine algorithm A on an unknown target valueμ (= µ NB or µ * ) by considering it as a symbolic constant. During the course of execution of A, if we need to determine the sign of some function f atμ, we compute the root r of f . The key point is that by testing ifμ = r,μ < r, orμ > r, we can determine the sign of f (μ). This operation is called a parametric test and requires calling algorithm A with parameter value fixed at r.
Tokuyama [32] considers the analogue of problem P max (M ) for several geometric and graph problems, called the minimax (or maximin) parametric optimization, and give efficient algorithms for them based on Megiddo's approach. He observes that the randomized algorithm of Karger [13] is affine. In order to improve the running time, Tokuyama implemented Megiddo's technique using the parallel algorithm of Karger and Stein [16] which solves the minimum cut problem inÕ(log 3 n) randomized parallel time using O( n 2 log 2 n ) processors. The resulting randomized algorithm for P max (M ) has a O(n 2 log 4d+1 n) running time. The result was stated only for P max (M ) but it is easy to see that the same running time can be obtained for P NB (M ). In Appendix 5.2, we show that Stoer and Wagner's algorithm [31] is affine and can be combined with Megiddo's approach in order to solve P NB (M ) and P max (M ). This gives deterministic algorithms that run in O(n 2d+3 log d n) and O(n 5 log n) time for P max (M ) and P NB (M ) respectively (Proposition 1).
Our results
Our new results are summarized in rows 7 and 8 of Table 1 .
The algorithms based on Megiddo's approach typically introduce a slowdown with respect to the non-parametric algorithm. For d = 1, these algorithms perform similar parametric tests and solve problems P NB (M ) and P max (M ) with the same running time. This gives the impression that these problems have the same complexity in this special case. The main contribution of the paper is to extend the techniques of Nagamochi and Ibaraki [24] and Stoer and Wagner [31] and Karger [13] to handle parametric edge costs. We give faster deterministic and randomized algorithms for problems P NB (M ) and P max (M ) which are not based on Megiddo's approach. We show that problem P NB (M ) can be solved with the same running time as the non-parametric global minimum cut (Theorems 1 and 2). We give for problem P max (M ) a much faster deterministic algorithm exploiting the key property that all near-optimal cuts can be enumerated in strongly polynomial time (Theorem 3). The algorithm builds upon a scaling technique given in [3] . The differences in how we tackle problems P NB (M ) and P max (M ) illustrate that P NB (M ) might be significantly easier than P max (M ).
Notice that our new algorithms for P NB in row 7 of Table 1 are optimal, in the sense that their running times match the best-known running times of the non-parametric versions of the problem (up to log factors). That is, the times quoted in row 7 of Table 1 are (nearly) the same as those in row 1 (with the exception that we do not match the Karger's speedup fromÕ(n 2 ) toÕ(m) for the non-parametric randomized case).
Relating P NB and P max
Recall that P NB wants us to compute λ NB as this picture:
Intuitively, if we "rotate" until the local slope at µ 0 is just short of horizontal, then finding λ NB becomes equivalent to computing µ * in this 1-dimensional problem:
Unfortunately, there appears not to be any way to actually "rotate" the slopes of µ 0 + λν that would formalize this intuition. We can instead consider an oracle model for P NB , and for P max for d = 1, where the algorithms interact with the graph only through calls to an oracle with input µ that reports the local slope at µ. We can then ask how many calls to the P max oracle are necessary in order to solve P NB .
In order to solve P NB using P max 's oracle, we could proceed as follows. Compute the right slope m 0 = Z (0) of µ 0 + λν at λ = 0 by one call to P NB 's oracle. Note that m 0 is an integer. Define δ = m 0 − 1 2 . This means that m 0 − δ = 1 2 , and (since Z (λ NB ) ≤ Z (0) − 1) that Z (λ NB ) − δ at the (as-yet) unknown λ NB is negative. This implies that λ NB solves P max w.r.t. the slopes adjusted by subtracting δ. Hence we can solve P NB by using P max 's oracle algorithm with its slopes adjusted downwards by δ. Thus in this oracle sense P NB cannot be any harder than P max for d = 1, though it could be easier.
The Discrete Newton algorithm is one type of oracle algorithm for such problems. In particular, Radzik [30, Theorem 3.9] shows how to use Discrete Newton to solve P max for d = 1 (and so also P NB ) in O(m 2 log n) oracle calls. Radzik also shows a weakly polynomial bound. Let C 0 = max e c 0 (e), C 1 = max e c 1 (e), and C = max(C 0 , C 1 ). Then [30, Theorem 3.4, Section 3.3] says that Discrete Newton solves P max for d = 1 (and so also
We could use Discrete Newton in place of Megiddo to solve P NB by using the method described above. Each iteration costs O(mn + n 2 log n) time. This would give an O(m 3 n log n + m 2 n 2 log 2 n) algorithm. This is slower than the O(n 4 ) we will get from Megiddo. However, if log C is smaller than O(n), then the weakly polynomial bound of O log(nC)(mn + n 2 log n) is faster than the O(n 4 ) that we will get from Megiddo.
Problem P NB (M )
We discuss in Sections 2.1 and 2.1 efficient deterministic and randomized algorithms for solving problem P NB (M ) respectively. These algorithms are based on edge contractions. Before giving the algorithms, a preliminary step is to compute an upper boundλ > 0 such that the next breakpoint µ NB satisfies
Therefore, the desired upper bound isλ := e∈E |c 0 (e)|. Our algorithms require also computing the slope Z (µ 0 , ν) ∈ R such that for some (unknown) δ > 0,
A deterministic algorithm to compute this quantity is to call the Stoer and Wagner's algorithm [31] in order to compute Z(µ 0 + ν) for some very small > 0. Since this algorithm is affine (see Appendix 5.2), one can consider as an implicit parameter with a very small value. By calling instead the affine algorithm of Karger and Stein [16] in order to solve Z(µ 0 + ν), one can obtain a randomized algorithm for computing Z (µ 0 , ν).
A deterministic contraction algorithm
We describe in this section a deterministic algorithm for P NB (M ) based on the concept of pendant pair. We call an ordered pair (u, v) of vertices in G a pendant pair for edge costs c µ (e) for some µ ∈ M if min{c µ (X) : ∅ ⊂ X ⊂ V separating u and v} = c µ (δ(v)).
The algorithm proceeds in n − 1 phases and computes iteratively the next breakpoint µ NB , if any, or claims that it does not exist. In the former case, the algorithm refines, at each iteration r, an upper boundλ NB of λ NB by choosing some λ r ∈ [0,λ] and merging a pendant pair (u r , v r ) in G r for edge costs c µ 0 +λ r ν (e). The process continues until the residual graph contains only one node. All the details are summarized in Algorithm 1.
Algorithm 1 Deterministic Parametric Edge Contraction
Require: a graph G = (V, E), costs c 0 , . . . , c d , a direction ν, an upper boundλ, the optimal value Z(µ 0 ) and a slope Z (µ 0 , ν)
compute a pendant pair (u r , v r ) in G r for edge costs c µ 0 +λ r ν (e) using the algorithm given in [31] 8: merge nodes u r and v r and remove self-loops 9:
set r ← r + 1 and let Gr = (Vr, Er) denote the resulting graph 10: end while Since cuts δ(v) for all v ∈ V r are also cuts in G, it follows that Z(µ) Z r (µ) for any µ ∈ M . In particular, L(λ) = Z(µ 0 + λν) Z r (µ 0 + λν) for any λ ∈ [0, λ NB ]. By the definition of λ r , this implies that λ NB λ r and L(λ r ) Z r (µ 0 + λ r ν).
(1) Lemma 1. If the next breakpoint µ NB exists, then in any iteration r Algorithm 1 either i) finds λ r = λ NB and returns at the end the next breakpoint, or ii) merges nodes u r and v r that are not separated by any optimal cut C * µ NB in G for edge costs c µ NB (e).
Proof. i) In this case,λ NB is set to λ NB at iteration r and by (1) the value ofλ NB will not decrease in the subsequent iterations. Therefore, the next breakpoint is returned at the end of Algorithm 1.
ii) For any iteration r and any µ ∈ M , define function Z u r v r (µ) := min C {c µ (C) : ∅ = C ⊂ V r and separates u r and v r }. By the choice of the pair (u r , v r ) and (1), we have
, where the last inequality follows since the next breakpoint exists and function Z is concave. This shows the claimed result.
Proof. Suppose first that the next breakpoint exists. By Lemma 1 i), Algorithm 1 is clearly correct if λ r = λ NB for some r. Otherwise, fix an optimal cut C * µ NB for edge costs c µ NB (e) defining the slope Z (µ NB , ν) at µ NB . By Lemma 1 ii), all the pairs merged during the course of Algorithm 1 are not separated by C * µ NB , and thus C * µ NB is associated to a cut in the final graph which is formed by a single node. This leads to a contradiction.
Suppose now that the next breakpoint does not exist. In this case, L(λ NB ) = min C {c µ 0 +λ NB ν (C) : ∅ = C ⊂ V r } and thus, Algorithm 1 gives a correct answer. This shows the claimed result.
Computing the lower lower envelope of O(n) linear functions and getting function Z r takes O(n log n) time [4] . Therefore, the running time of an iteration r of Algorithm 1 is dominated by the time of computing a pendant pair in O(m + n log n) time [31] . The added running time of the n − 1 iterations of the while loop takes O(mn + n 2 log n). Note that this corresponds to the same running time of computing a non-parametric minimum cut [31] . Since the test performed in Step 11 requires the computation of a minimum cut, it follows that the overall running time of Algorithm 1 is O(mn + n 2 log n). The following result summarizes the running time of our contraction algorithm. Theorem 1. Problem P NB can be solved in O(mn + n 2 log n) time.
A randomized contraction algorithm
The algorithm performs a number of random edge contractions and iteratively solves the next breakpoint problem. At each iteration r, the algorithm chooses someμ r ∈ M and randomly selects an edge e ∈ E r with probability cμr (e) cμr (Er) to be contracted. The pointμ r is defined as the intersection of functions L(λ) := Z(µ 0 ) + λZ (µ 0 , ν) and U B r (λ) := 1 |Vr| c µ 0 +λν (E r ) and may vary from one iteration to the next. The choice of the appropriate value ofμ r is crucial to ensure the high success probability of solving the problem, and is the main contribution of this algorithm. The random edges contraction sequence continues until obtaining a graph G with two nodes. If the next breakpoint µ NB exists, then the algorithm returns it after computing an optimal cut C * µ NB for edge costs c µ NB (e)
Algorithm 2 Randomized Parametric Random Edge Contraction
Require: a graph G = (V, E), costs c 0 , . . . , c d , a direction ν, an upper boundλ, the optimal value Z(µ 0 ) and a slope Z (µ 0 , ν) Ensure: next breakpoint µ NB if any
if λ r ∈ [0,λ] then 5:
setμ r = µ 0 + λ r ν 6: else 7:
setμ r = µ 0 +λν 8: end if 9:
choose an arbitrary edge e ∈ Er with probability cμr (e) cμr (Er )
10:
r ← r + 1 11:
contract e by merging all its vertices and removing self-loops 12:
let Gr = (Vr, Er) denote the resulting graph 13: end while 14: choose uniformly at random a cut C in the final graph G and define µ 0 +λ NB ν as the intersection value of functions L(λ) and c µ 0 +λν (C) 15: ifλ NB > 0 then 16:
return µ NB = µ 0 +λ NB ν 17: else 18:
the next breakpoint does not exist 19: end if defining the slope Z (µ NB , ν) at µ NB . Otherwise, the algorithm claims that it does not exist. All the details are summarized in Algorithm 2.
We say that an edge e in G r survives at the current contraction if it is not chosen to be contracted. An edge e ∈ G survives at the end of iteration r if it survives all the r edge contractions. A cut C survives at the end of iteration r if every edge e ∈ δ(C) has survived. We show that a fixed optimal cut C * µ NB is returned by Algorithm 2 with probability at least n 2 −1
.
Assume first that the next breakpoint µ NB = µ 0 + λ NB ν exists and λ NB ∈ [0,λ]. Fix an optimal cut C * µ NB for edge costs c µ NB (e) defining the slope Z (µ NB , ν) at µ NB and suppose that it has survived until iteration r. Since cuts in the minor graph G r are also cuts in G, it follows that
Since the minimum cut value in graph G r is less than the values of all the cuts formed by singleton nodes v ∈ V r , it follows that
(3) By (2)-(3), we have
This shows that the intersection value λ r / ∈ 0, λ NB . Depending on the value of λ r , several cases need to be considered. If λ r ∈ [0,λ], then λ r λ NB . By the concavity of function Z, we have
Suppose that λ r >λ. The case where λ r < 0 can be handled similarly. By (4), L(λ) < U B r (λ) for any λ ∈ [0,λ]. Again, by the concavity of function Z, we have
The probability of randomly picking an edge in δ(C * µ NB ) is
Lemma 3. Suppose that the next breakpoint exists. Any fixed optimal cut C * µ NB for edge costs c µ NB (e) defining the slope Z (µ NB , ν) at µ NB is returned by Algorithm 2 with probability at least n 2 −1 .
Proof. Using (7), the probability that cut δ(C * µ NB ) survives all the edge contractions is at least
Note that this error probability is identical to the one for the original (nonparametric) contraction algorithm [13, 16] .
If the next breakpoint does not exist, then there exists no cut C such that the intersection valueλ NB of functions L(λ) and c µ 0 +λν (C) is nonnegative. In this case, Algorithm 2 gives a correct answer (with probability 1) after performing the test in Step 15. Therefore, the success probability of Algorithm 2 is given as follows. The random edge selection of Algorithm 2 may be performed in O(n) time by extending a technique given Karger and Stein [16] . With non-parametric costs, this technique is based on updating at each iteration r of the algorithm a cost adjacency matrix Γ = (γ(u, v)) u,v∈Vr and a degree cost vector D = (d(v)) v∈Vr associated to graph G r . The entries γ(u, v) and d(v) represent the cost of edge (u, v) and the total cost of all the edges incident to node v, respectively. The update operations consists in replacing a row (a column) with the sum of two rows (columns) and removing a row and a column. Since the edges cost cμr used to construct the probability distribution in Algorithm 2 may vary from one iteration to the other, the previous update operations are not possible and computing these matrices in O(n 2 ) at each iteration is expensive. Instead, we may use two cost adjacency matrix and degree cost vectors for costsc 0 andc 1 . These matrices can be updated in O(n) time as in [16, Section 3] . By embedding Algorithm 2 in the recursive scheme of Karger and Stein [16] , it follows that an optimal cut for our problem can be computed in O(n 2 log 3 n) time as for non-parametric costs.
Theorem 2. Problem P NB can be solved with high probability in O(n 2 log 3 n) time.
Problem P max
We give in this section an efficient algorithm for solving problem P max and show the following result. Before detailing the algorithm, let us first introduce some notation. An arrangement A(H), formed by a set H of hyperplanes in R d , corresponds to a partition of R d into O(|H| d ) convex regions called cells. See [22] for more details. Given a polytope P in R d , let A(H) ∩ P denote the restriction of the arrangement A(H) into P . The following simplified version of standard problem in geometry called, point location in arrangements (PLA), is used as a subroutine in our algorithm. This problem is solved by a multidimensional parametric search algorithm [7, 32] . See Appendix 5.2 for more details. One of the difficulties of parametric optimization is that edges are only partially ordered by costs. In order to overcome it, Algorithm 3 restricts the parametric search to a simplex R 1 containing µ * where the parametric functions c µ (e) are totally ordered. Let π(e) denote the rank of edge e ∈ E according to the increasing edges costs order in R 1 . The algorithm needs to divide R 1 into smaller regions using as in Mulmuley [23] the relationship between cuts and spanning trees. However, the proof of Mulmuley's result is complicated and results in a large number of regions. Consider an arbitrary µ 1 in the interior of R 1 and compute a maximum spanning tree T for costs c µ1 (e). Letē denote an edge in T such that c µ1 (ē) = arg min e∈T c µ1 (e). Since functions c µ (e) may intersect only at the boundaries of R 1 , for any edge e ∈ T \ {ē} exactly one of the following cases occurs: i) c µ 1 (e) = c µ 1 (ē), and therefore c µ (e) = c µ (ē) for all µ ∈ R 1 , or ii) c µ 1 (e) > c µ 1 (ē), and therefore c µ (e) c µ (ē) for all µ ∈ R 1 . In either cases, edgeē satisfies
Since every cut in G intersects T in at least one edge, by (8) we have the following lower bound on the minimum cut value.
LetC denote the cut formed by deletingē from T . By the cut optimality condition, we obtain the following upper bound on the minimum cut value.
where the last inequality follows from the definition of function g p (ē, µ). Let A(H 2 ) denote the arrangement formed by the set H 2 of hyperplanes H i (e) = {µ ∈ R d : c µ (e) = g i (ē, µ)} for any edges e ∈ E and for i = 1, . . . , p. Suppose first that c µ (ē) > 0 for all µ ∈ R 1 , then by (9) we have Z(µ) > 0 for all µ ∈ R 1 .
In this case, we may apply the technique given in [3, Theorem 4 ] to compute all optimal cuts for edge costs c µ * (e). Consider a simplex R 2 ⊆ A(H 2 ) ∩ R 1 containing µ * and any optimal cut C * µ * for edge costs c µ * (e). Since functions g p (ē, µ) and c µ (e), for all e ∈ E, may intersect only at the boundaries of R 2 , it follows by (10) that c µ (e) g p (ē, µ) for all e ∈ δ(C * µ * ) and all µ ∈ R 2 . By construction of the arrangement A(H 2 ) ∩ R 1 , for every edge e in δ(C * µ * ) there exists some q ∈ {0, . . . , p} such that
The following result shows that not all functions c µ (e) of the edges in δ(C * µ ) are below function g 1 (ē, µ) for all µ ∈ R 2 .
Lemma 4. For anyμ ∈ R 2 and any optimal cut C * µ for edge costs cμ(e), there exists at least an edge e ∈ δ(C * µ ) satisfying c µ (e) g 1 (ē, µ) for all µ ∈ R 2 .
Proof. By contradiction, if the statement of the lemma does not hold, then
where the last inequality follows from ε 2 < 2. This contradicts (9) and thus, at least an edge e ∈ δ(C * µ ) satisfies cμ(e) g 1 (ē,μ). Since functions g 1 (ē, µ) and c µ (e) may intersect only at the boundaries of R 2 , we have c µ (e) g 1 (ē, µ) for all µ ∈ R 2 .
By (11) and Lemma 4, one can use the same arguments as in [3, Theorem 4] and get the following result.
Lemma 5. If Z(µ) > 0 for all µ ∈ R 1 , then any specific optimal cut C * µ * for edge costs c µ * (e) is an ε-approximate cut for edge costs c µ (e) for every µ ∈ R 2 .
The optimal value µ * is defined by the intersection of parametric functions c µ (C) of at least d optimal cuts C for edge costs c µ * (e). If the condition of Lemma 5 holds, the enumeration of these solutions can be done by picking some µ 2 in a simplex R 2 ⊆ A(H 2 ) ∩ R 1 containing µ * and computing the set C of all the ε-approximate cuts for edge costs c µ 2 (e). Note that this set is formed by O(n 2 ) cuts [26] . Naturally, µ * can be obtained by computing the lower envelope of the parametric functions c µ (C) for all the cuts C ∈ C. However, this will take an excessive O(n 2d α(n)) running time [9] , where α(n) is the inverse of Ackermann's function. Instead, observe that µ * is a vertex of at least d cells of the arrangement A(H 3 ) ∩ R 2 formed by the set H 3 of hyperplanes H C,C = {µ ∈ R d : c µ (C) = c µ (C )} for any pair of cuts C, C ∈ C. Therefore, µ * is a vertex of any simplex containing it and included in a facet of A(H 3 ). By solving PLA problem in A(H 3 ) ∩ R 2 , µ * can be computed more efficiently.
In order to complete the algorithm, we need to handle the case where min µ∈R1 c µ (ē) = 0. It is sufficient to consider in this case a restriction R 1 ⊂ R 1 containing µ * such that min µ∈R 1 c µ (ē) > 0. The following results show how to construct such a restriction. Lemma 6. There exists at least an edgeê ∈ E such that c µ (e) > 0 for all µ ∈ R 1 .
Proof. Letê denote the edge maximizing the rank π(e) among all the edges e ∈ E. Suppose that min µ∈R1 c µ (ê) = 0 and let µ 0 ∈ R 1 such that c µ 0 (ê) = 0. The total order of edges costs in R 1 implies that c µ 0 (e) = 0 for all e ∈ E and thus, we have c µ 0 (C) = 0 for any cut C in G. Consider any µ 1 = µ 0 in R 1 . By the concavity of Z, we have Z(ζµ 0 +(1−ζ)µ 1 ) ζZ(µ 0 )+(1−ζ)Z(µ 1 ) = (1−ζ)Z(µ 1 ) for all ζ ∈ [0, 1]. (12) For all optimal cuts C * µ 1 for edge costs c µ 1 (e), we have
Therefore, by (12) all optimal cuts C * µ 1 are also optimal for edge costs c ζµ 0 +(1−ζ)µ 1 (e) for any ζ ∈ [0, 1]. Consider now the restriction of Z to the segment [µ 0 , µ 1 ]. By definition, if µ 1 is a breakpoint of function Z, then there exists at least an optimal cut C * µ 1 which is not optimal for edge costs c ζµ 0 +(1−ζ)µ 1 (e) for any ζ ∈ [0, 1). Therefore, µ 1 is not a breakpoint of Z. Since µ 1 was chosen arbitrary, it follows that function Z has no breakpoints in R 1 . This leads to a contradiction since µ * is a breakpoint of Z in R 1 .
Letẽ be an edge such that π(ẽ) ∈ arg min e∈E {π(e) : c µ (e) > 0 for all µ ∈ R 1 } and R 1 = {µ ∈ R 1 : g p (ē, µ) c µ (ẽ)}. By Lemma 6, edgeẽ exists and we have g p (ē, µ) = β 2 ε p−1 c µ (ē) > 0 for all µ ∈ R 1 . This shows that c µ (ē) > 0 for all µ ∈ R 1 and thus, the condition of Lemma 5 holds in R 1 . It remains now to show that µ * / ∈ R 1 \ R 1 .
Proof. Any edge e ∈ E such that π(e) π(ẽ) satisfies c µ (e) g p (ē, µ) for any µ ∈ R 1 \ R 1 . Therefore, by (10) no such edge is in an optimal cut for edge costs c µ (e) for any µ ∈ R 1 \ R 1 . Letě be an edge such thatě = arg max e∈E {π(e) : π(e) < π(ẽ)}. By the choice ofẽ, there exist µ 0 ∈ R 1 \ R 1 such that c µ 0 (ě) = 0. The total order of edges costs in R 1 implies that c µ 0 (e) = 0 for all edges e ∈ E such that π(e) π(ě). Therefore, we have c µ 0 (C) = 0 for any cut C in G. Using the same argument as in the proof of Lemma 6, one can show that function Z has no breakpoint in R 1 \ R 1 .
Let T (d) denote the running time of Algorithm 3 for solving P max with d parameters and T (0) = O(n 2 log n + nm) denote the running time of computing a minimum (non-parametric) global cut using the algorithm given in [31] . The input of a call to problem PLA requires O(n 4 ) hyperplanes. Therefore, by Lemma 8 given in the appendix, the Θ(1) calls to problem PLA can be solved recursively in O(log(n)T (d − 1) + n 4 ) time. The enumeration of all the O(n 2 ) approximate cuts can be done in O(n 4 ) time [25, Corollary 4.14] . Therefore, the running time of Algorithm 3 is given by the following recursive formula. 
Conclusion
As shown in Table 1 , our improved algorithms are significantly faster than what one could otherwise get from just using Megiddo. As mentioned in Section 1.2, our results for P NB are close to being the best possible, as they are only log factors slower than the best known non-parametric algorithms. One exception is that we don't quite match Karger's [14] speedup to near-linear time for the randomized case, and we leave this as an open problem. Our deterministic algorithm for P max is also close to best possible, though in a weaker sense. It uses the ability to compute all α-optimal cuts in O(n 4 ) time, and otherwise is only log factors slower than O(n 4 ). The conspicuous open problem here is to find a faster randomized algorithm for P max when d > 1.
We also developed evidence that P NB is in fact easier than P max for d = 1. Section 1.3 showed that P NB is oracle-reducible to P max for d = 1, and we were able to find a deterministic algorithm for P NB that is much faster than our best algorithm for P max when d = 1.
Finally, we note that Stoer and Wagner's [31] algorithm was generalized to symmetric submodular function minimization (SSFM) by Queyranne [29] . Thus we could solve the equivalent versions of P NB and P max for parametric SSFM by substituting Queyranne's algorithm for Stoer and Wagner's algorithm in Megiddo's framework. This leads to the question of whether one could find faster algorithms for P NB and P max for parametric SSFM by generalizing our results. 
Parametrized Stoer and Wagner's algorithm
In this appendix we discuss an application of the standard technique of Megiddo's parametric searching method [19, 20] to global minimum cut in the context of Stoer and Wagner's algorithm (SW) [31] . Let us first recap the SW algorithm. The key property is that cut C (1) = {v n } is a minimum cost cut separating v n−1 and v n . The SW algorithm stores this cut as a candidate for a global min cut and merges nodes v n−1 and v n . The pair (v n−1 , v n ) is called a pendant pair. If a global min cut separates v n−1 and v n then C (1) is an optimal global cut; otherwise v n−1 and v n must be on the same side of any global minimum cut and thus this merging does not destroy any global minimum cut. This process continues generating a sequence C (1) , . . . , C (n−2) of candidate cuts (singletons in the contracted graphs) until i = n − 1. At this step, the graph contains only two vertices which give the final stored candidate C (n−1) . The best cut in the set S = {C (1) , . . . , C (n−1) } is a global minimum cut.
Definition 1 ([7,20,21] ). An algorithm A that computes function Z for any µ ∈ M is called affine if the operations that depend on µ used at each step are limited to additions, multiplications by constants, comparisons, and copies.
Consider a target valueμ ∈ M which may correspond to the optimal value of problem P NB or P max . We now show that the SW algorithm is affine. Indeed, when µ is not fixed, the parametrized version of SW uses two types of comparisons. First, choosing the next node v i to add to an incomplete MA ordering (v 1 , . . . , v i−1 ) requires computing the maximum of affine functions f iv (μ) for all v ∈ V \ {v 1 , . . . , v i−1 } for the target valueμ. For this it suffices to compare affine functions f iu (µ) and f iv (µ) for all nodes u and v in V \{v 1 , . . . , v i−1 }. The second type of comparison is to compute the minimum among of the costs cμ(C (i) ) of candidate cuts for i = 1, . . . , n−1, which again amounts to comparisons between affine functions of µ.
In the following, we bound the running time of the parametrized MA ordering. Recall that in contrast to problem P max , problem P NB is a one-dimensional parametric optimization problem (d = 1). Let T (d) denote the time needed to solve the parametric optimization P max or P NB with d parameters and T (0) = O(n 2 log n + nm) denote the running time of computing a minimum (nonparametric) global cut using SW algorithm. For each iteration i of SW algorithm, define A(H i ) the arrangement formed by the set H i of hyperplanes H i u,v = {µ ∈ R d : f iu (µ) = f iv (µ)} for any pair of nodes u, v ∈ V \ {v 1 , . . . , v i−1 } and define R 0 = M . Referring to the notation in Section 3 and using Lemma 8, problem P reg (H i , R i−1 ,μ) can be solved in O(log(n)T (d−1)+n 2 ) time in order to compute a simplex R i ⊆ A(H i ) ∩ R i−1 containing the unknown targetμ. By construction, functions f iu (µ) are totally ordered in R i . The next node v i ∈ V \ {v 1 , . . . , v i−1 } to be added to the incomplete MA ordering maximizes the connection cost f iv (µ) for all µ ∈ R i among the nodes v ∈ V \ {v 1 , . . . , v i−1 }. Therefore, node v i can be computed in O(n) time. This shows that total running time of adding a node to an incomplete MA ordering is O(log(n)T (d−1)+n 2 ). After adding O(n) vertices, the MA ordering can be computed in O(n log(n)T (d − 1) + n 3 ) time. The overall running time for computing the O(n) MA orderings is O(n 2 log(n)T (d−1)+n 4 ).
In the last step of the SW algorithm, we have a set S = {C (1) , . . . , C (n−1) } of candidate cuts. We now determine the target valueμ as follows. By construction, at least one cut C (i) ∈ S corresponds to the target valueμ, i.e., is minimum for edge costs cμ(e). By the correctness of the algorithm, at least a solution in S is optimal for edge costs c µ (e) for any µ ∈ R n−1 . This yields a simple approach for solving P NB . Compute the minimum intersection pointλ of function Z(µ 0 ) + λZ (µ 0 , ν) and the O(n) functions c µ 0 +λv (C (i) ) for all C (i) ∈ S such thatλ > 0. If such a point exists, then the next breakpoint µ NB = µ 0 +λv. Otherwise, the next breakpoint does not exist.
For problem P max , observe that µ * is a vertex of the arrangement A(H * ) formed by the set H * of hyperplanes H ij = {µ ∈ R d : c µ (C (i) ) = c µ (C (j) )} for any pair of cuts C (i) , C (j) ∈ S. Therefore, µ * is a vertex of any simplex containing it and included in a facet of A(H * ). By Lemma 8, a simplex R * ⊆ A(H * ) ∩ R n−1 with a vertex µ * can be computed in O(log(n)T (d − 1) + n 2 ) time.
The following proposition summarizes the running time for solving problems P max and P NB by this approach. Proposition 1. Megiddo's parametric searching method combined with the SW algorithm solves problem P NB in O(n 5 log(n)) time and P max in O(n 2d+3 log d (n)) time.
Proof. For problem P NB , the overall running time is T (1) = O(n 2 log(n)T (0) + n 4 ) = O(n 5 log(n)) as claimed since m = O(n 2 ). For problem P max , the running time is given by the following recursive formula: (n 2 log n) i ) = O(n 2d+3 log d (n)).
