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Abstrakt
V práci byl podrobně popsán obecný lineární regresní model, včetně testových statis-
tik pro jednotlivé koeficienty, podmodely, predikce a především testy odlehlých hodnot
a pozorování výrazně deformujících model. Byl popsán způsob jak do regresního modelu
zahrnout kategoriální proměnné. Tento model byl aplikován na popis saturace fotografic-
kých snímků chleba, kde vstupní proměnné byly typ mouky, typ přídavku a koncentrace
mouky. Po identifikaci nevhodných pozorování jsme vytvořili matematický model, který
má vysoký koeficient determinace a odborníkům z potravinářského průmyslu bude v kom-
binaci s matematickým modelem barvy a struktury, které nejsou předmětem této práce,
sloužit k předběžné identifikaci možného složení chleba.
Summary
This thesis sumarizes in detail general linear regression model, including testing statis-
tics for coefficients, submodels, predictions and mostly tests of outliers and large leverage
points. It describes how to include categorial variables into regression model. This mo-
del was applied to describe saturation of photographs of bread, where input variables
were, type of flour, type of addition and concntration of flour. After identification of out-
liers it was possible to create mathematical model with high coefficient of determination,
which will be usefull for experts in food industry for preliminar identification of possible
composition of bread.
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1. Úvod
Tématem této diplomové práce je obecný regresní model a jeho aplikace. Použití tohoto
modelu umožňuje zahrnout do regresního modelu jako vysvětlující proměnné i takzvané
kategoriální proměnné, které smysluplně rozdělují celý statistický soubor.
V první kapitole je velmi kompaktně popsán obecný regresní model a jsou zde uvedeny
jeho důležité vlastnosti, kterých budeme využívat při aplikaci obecného regresního modelu
na reálná data. Závěr kapitoly je věnován možnostem identifikace odlehlých a vlivných
pozorování použitelných v prostředí Minitab.
Ve druhé kapitole je potom velmi podrobně popsán postup ”tvorby”obecného regres-
ního modelu saturace fotografických snímků chleba v závislosti na typu mouky, typu
přídavku a koncentraci mouky ve směsi. Práce se nevěnuje pouze konstrukci samotného
modelu, ale i ověření jeho předpokladů, jako normalita reziduí jako celku, normalita reziduí
pro jednotlivé vzorky, homogenita rozptylu pro jednotlivé vzorky, autokorelace, parciální
autokorelace reziduí atd. K vytvoření tohoto modelu byly bezezbytku použity veškeré
teoretické nástroje popsané v předešlé kapitole.
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2. Lineární Model
V této kapitole je velmi kompaktně zaveden obecný regresní model, včetně některých
jeho důležitých vlastností a prostředků pro ověření jeho předpokladů. Veškeré uvedené
znalosti jsou převzaty převážně z [6] a místy doplněny poznatky z [1], [5], [3] a [4].
Předpokládejme, že střední hodnoty náhodných veličin Y1, . . . , Yn lze popsat pomocí
k + 1 neznámých lineárních parametrů jako
EYi = β0 + β1xi1 + . . .+ βkxik, (2.1)
kde xij jsou známé konstanty. Dále budeme předpokládat varYi = σ2, kde σ > 0 je další
zpravidla neznámý parametr. Známé konstanty xij uspořádáme do matice konstant o n
řádcích a k + 1 sloupcích
X =

1 x11 · · · x1k
1 x21 · · · x2k
...
...
...
...
1 xn1 · · · xnk
 (2.2)
takové, že hodnost matice X, h(X) = r a n > r. Náhodný vektor Y má pak střední hod-
notu Xβ a varianční matici σ2I. To znamená, že střední hodnota leží v lineárním obalu
matice X a jednotlivé složky náhodného vektoru mají stejný rozptyl a nejsou korelo-
vané. uvedené předpoklady budeme stručně zapisovat jako Y ∼ (Xβ, σ2I), Zaveďme nyní
speciální označení. Nechť sloupce matice Q tvoří nějakou ortonormální bázi regresního
prostoru M(X), nechť sloupce matice N doplní tuto bázi na ortonormální bázi prostoru
Rn. Dostaneme tak ortonormální matici P = (Q,N) takovou, že M(X) = M(Q) a
PP′ = P′P = In. Z orotonormality sloupců matice P plynou vztahy
QQ′ +NN′ = In, Q′Q = Ir, N′N = In−r.
Označme H = QQ′ a M = NN′. Obě nově zavedené matice jsou symetrické a idem-
potentní. Protože platí HM = 0, jsou sčítanci na pravé straně vztahu
y = Hy +My
navzájem ortogonální, takže jde o průměty obecného vektoru y ∈ Rn do regresního pro-
storu M(X) a reziduálního prostoru M(X)⊥. Ze známých vlastností projekce jsou tyto
průměty, a tedy i projekční matice dány jednoznačně. Dále bude užitečné znát explicitní
vyjádření matice H pomocí regresní matice X.
H = X(X′X)−X′
M = I−X(X′X)−X′
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2.1. Odhad vektoru středních hodnot
Nejprve se budeme zabývat odhadem µ = Xβ. K náhodnému vektoruY ∼ (Xβ, σ2I)najdeme
v prostoru M(X) nejbližší prvek, který označíme stříškou Yˆ.
Věta 1 (Gaussova-Markovova) V modelu Y ∼ (Xβ, σ2I) je Yˆ nejlepším nestranným
lineárním odhadem vektoru Xβ.
Důkaz je k nalezení v [6].
2.2. Rezidua
Nyní se budeme zabývat průmětem vektoru Y ∼ (Xβ, σ2I) do prostoru reziduí M(X)⊥
a zavedeme nestranný odhad rozptylu σ2. Vektor reziduí zavedený vztahem u = Y − Yˆ
porovnává pozorované hodnoty vysvětlované proměnné s odhadem jejich středních hod-
not. Reziduální součet čtverců definovaný jako RSS = ‖u‖2 = ∑ ni=1(Yi− Yˆi)2 porovnává
tyto dva vektory. Reziduální rozptyl zavedeme jako S2 = RSS/(n− r).
Věta 2 (Vlastnosti reziduí) V lineárním modelu Y ∼ (Xβ, σ2I) platí
u = MY = Me,
u ∼ (0, σM),
RSS = e′Me,
ERSS = (n− r)σ2,
ES2 = σ2,
X′u = 0.
Jednoduchý a přehledný důkaz je např. v [6]. Vektor reziduí u lze interpretovat jako jakýsi
odhad rozdílu e = Y −Xβ. Reziduální rozptyl S2 je nestranným odhadem rozptylu σ2.
2.3. Normální rovnice
Nyní se budeme zabývat odhadem vektoru β, který vyjadřuje střední hodnotu náhodné
veličiny Y jako lineární kombinaci sloupců matice X. Dále předpokládejme, že matice X
má lineárně nezávislé sloupce. Symbolem b označíme řešení soustavy rovnic Xb = Yˆ. Vek-
tor b tedy tvoří právě hledané koeficienty lineární kombinace. Skutečnost, že Y = Xb+u
je ortogonální rozklad je ekvivalentní požadavku, aby vektor reziduí u byl ortogonální
na regresní prostor M(X), tedy s požadavkem
X′(Y −Xb) = 0,
což je opět ekvivalentní s normální rovnicí pro b
X′Xb = X′Y. (2.3)
Tato soustava lineárních rovnic je vždy řešitelná, neboť na obou stranách je nějaká
lineární kombinace řádků matice X.
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2.4. Normální lineární model s plnou hodností
Předpokládejme navíc, že náhodný vektor Y má normální rozdělení, tedy že platí
Y ∼ N(Xβ, σ2I). Má li matice X plnou sloupcovou hodnost, pak normální rovnice (2.3)
má právě jedno řešení.
Věta 3 (Klasický model regrese) Má-li matice X v normálním lineárním modelu
Y ∼ N(Xβ, σ2I) plnou sloupcovou hodnost, potom
a) řešením normálních rovnic je statistika
b = (X′X)−1XY;
b) b je nejlepším nestranným lineárním odhadem β;
c) platí (označme V = (X′X)−1 s indexy 0 ≤ i, j ≤ k)
b ∼ N(β, σ2V);
d) náhodné vektory b a u jsou nezávislé;
e) statistiky b a S2 jsou nezávislé;
f) pro j = 0, 1, . . . , k platí
Tj =
bj − βj
S
√
vjj
∼ t(n−k−1).
g) interval
(bj − S√vjjtn−k−1(α), bj + S√vjjtn−k−1(α))
tvoří interval spolehlivosti pro βj se spolehlivostí 1− α.
h) množina
K2 = {β ∈ Rk+1 : (β − b)′X′X(β − b) < (k + 1)S2Fk+1,n−k−1(α)}
tvoří konfidenční množinu pro β se spolehlivostí 1− α.
Hezký důkaz se nachází například v [6].
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2.5. Podmodel
Řekneme, že platí podmodel modelu Y ∼ (Xβ, σ2I), když pro nějaký vektor β0 platí
EY = X0β0, kde X0 je matice konstant splňující požadavky M(X0) ⊂ M(X), 0 <
h(X0) = r0 < r. Uvedené předpoklady zaručují, že i za platnosti podmodelu je pro-
stor středních hodnot netriviální, že je vlastním podprostorem prostoru středních hodnot
modelu. Je tedy jakýmsi jeho speciálním případem.
Navážeme na úvahy o ortonormálních bázích. Vytvořme matici Q ze dvou podmatic,
které mají po řadě r0 a r − r0 sloupců tak, aby sloupce matic Q0 a (Q0,Q1) genero-
valy prostory M(X0) a M(X). Ortogonální matici P, která generuje Rn, lze pak zapsat
ve tvaru
P = (Q0,Q1,N).
Pozorovaný vektorY = Xβ+emůžeme tedy rozložit na součet tří navzájem ortogonálních
vektorů, na které se můžeme dvěma způsoby dívat jako na součet dvou vektorů:
Y = Q0Q
′
0Y +Q1Q
′
1Y +NN
′Y
Y = (Q0Q
′
0Y +Q1Q
′
1Y) +NN
′Y = Ŷ + u
Y = Q0Q
′
0Y + (Q1Q
′
1Y +NN
′Y) = Ŷ0 + u0.
Přitom Ŷ0, u0 jsou po řadě odhad EY a vektor reziduí, obojí spočítané v podmodelu.
Dva odhady vektorů středních hodnot i oba vektory reziduí se pak od sebe liší o vektor
d = Q1Q
′
1Y.
Věta 4 (O podmodelu) Platí-li v lineárním modelu podmodel, potom
a) Ŷ0 je nejlepší nestranný lineární odhad vektoru X0β0;
b) statistika S20 je nestranným odhadem rozptylu σ
2;
c) statistiky Ŷ0 a u0 jsou nekorelované;
d) pro vektor d = Ŷ − Ŷ0 = u0 − u platí
‖d‖2 = RSS0 −RSS;
e) má-li Y normální rozdělení, jsou statistiky Ŷ0 a u0 nezávislé a platí
F0 =
(RSS0 −RSS)/(r − r0)
RSS/(n− r) ∼ Fr−r0,n−r.
Důkaz naleznete ve [6].
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2.6. Koeficient determinace
Koeficient determinace definovaný jako
R2 = 1− RSS∑n
i=1(Yi − Y )2
ukazuje, jak velký díl výchozí variability hodnot závisle proměnné charakterizované vý-
razem
SST =
∑n
i=1(Yi − Y )2 = ‖Y − Y 1‖2 = ‖u0‖
se nám podařilo vysvětlit, když nevysvětlená variabilita je dána reziduálním součtem
čtverců RSS. Variabilita vysvětlená modelem je tedy
SSR =
∑n
i=1(Yˆi − Y )2 = ‖Yˆ − Y 1‖2 = ‖d‖.
2.6.1. Adjustovaný koeficient determinace
Nevýhodou koeficientu determinace je, že jeho hodnota roste s počtem regresorů. Proto
se používá Adjustovaný koeficient determinace R2adj definovaný jako
R2adj = 1−
RSS∑n
i=1(Yi − Y )2
(n− 1)
(n− k − 1) .
Nevýhodou adjustovaného koeficientu determinace je, že v modelu s nízkým koeficientem
determinace a velkým počtem regresorů může nabývat i záporné hodnoty.
2.7. Metoda umělých proměnných
Metoda umělých proměnných se používá, pokud je některá z vysvětlujících proměnných
kategoriální (například zdraví a nemocní nebo roční období). Zavedeme si proto umělou
proměnnou z, tak že položíme
zi =
{
0, pokud nepatří do dané kategorie,
1, pokud patří do dané kategorie.
Tím jsme do modelu zahrnuli i vliv těchto kategorií. Dále již postupujeme jako s ”normál-
ními”číselnými proměnnými. Je dobré si přestavit, jak se změní model přidáním umělých
proměnných. To bude dobře vidět na jednoduchém příkladu s regresní přímkou
Yi = β0 + β1xi.
Nyní můžeme kategoriální proměnnou přidat více způsoby, nejobecnější model (pro přímku)
bude
Yi = β0 + β1xi + β2zi + β3xizi.
Díky umělé proměnné tedy můžeme napočítat zvláštní přímku pro každou kategorii. Všim-
něme si, že nenulový koeficient β2 ve výše zmíněném modelu přímku pouze posouvá, až
díky β3 6= 0 se změní i směrnice přímky v různých hodnotách kategoriální proměnné. Sa-
mozřejmě má smysl testovat nulovost koeficientů β2, β3 pomocí testu, naznačeném ve Větě
3 f).
Regresnímu modelu, jenž obsahuje kategoriální proměnné, budeme říkat Obecný regresní
model.
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2.8. Diagnostika
2.8.1. Leverage
Dále uvažujme model s absolutním členem, tedy mezi sloupci matice X je vektor samých
jedniček. Statistika Leverage je definována jako diagonála projekční matice H. Označme
xj hodnoty j-tého regresoru a symbolem xj jeho průměr. Jako X˜ označme matici s cent-
rovanými k sloupci
X˜ = (x1 − x1, . . . ,xk − xk)
Zřejmě platí M(X) =M((1, X˜)), z čehož po chvilce odvozování dostaneme
htt =
1
n
+ (xt,1 − x1, . . . xt,k − xk)(X˜′X˜)(xt,1 − x1, . . . xt,k − xk)′.
Tedy t-tý diagonální prvek matice tedy můžeme interpretovat jako o 1/n zvětšenou moc-
ninu zobecněné vzdálenosti t-tého řádku matice X od těžiště všech jejich řádků. Zpravidla
se za mezní hodnotu považuje 2r/n [6], Minitab však používá min{3r/n; 0, 99} [5]. Po-
zorování, jejichž Leverage převyšuje mezní hodnotu, budeme nazývat v livná. Je důležité
zmínit, že statistika Leverage, na rozdíl od ostatních statistik v tomto odstavci, vyhledává
vlivná pozorování bez použití vektoru Y. Tato statistika tedy ”označí” pozorování, která
budou mít na model velký vliv nehledě na zjištěnou hodnotu vysvětlované veličiny.
Poznámka Je-li matice X′X regulární je htt− (1/n) rovno čtverci Mahalanobisovy vzdá-
lenosti.
2.8.2. Normovaná a studentizovaná rezidua
Normovaná rezidua získáme když budeme chtít spočítat podíl rozptylů modelu s vyne-
chaným t-tým pozorováním a celého modelu. Statistiky spočítané v modelu s vynechaným
t-tým pozorování budeme dále označovat dolním indexem [−t]. Po chvilce snažení do-
jdeme k
S2[−t]
S2
=
n− r − u2t
S2mtt
n− r − 1 .
Jako normované reziduum pak označíme
vt =
ut
S
√
mtt
.
Minitab označuje ”R”pozorování, jehož normované reziduum je v absolutní hodnotě větší
než 2.
Studentizovaným reziduem pak budeme nazývat statistiku
v∗t =
ut
S[−t]√mtt
.
Statistika v∗t má rozdělení pravděpodobnosti tn−r−1.
Vztah mezi normovaným a studentizovaným reziduem můžeme vyjádřit následovně
v∗t =
√
n− r − 1
n− r − v2t
vt.
8
2. LINEÁRNÍ MODEL
2.8.3. DFITS
Pokusme se vyčíslit vliv t-tého pozorování na odhad střední hodnoty jednotlivých složek
vektoru Y. Podle [6] platí bez ohledu na hodnost matice X
Yˆ[−t]t = Yˆt − htt
mtt
ut.
Tedy rozdíl odhadů střední hodnoty EYt lze vyjádřit jako
Yˆt − Yˆ[−t]t = mtt
htt
uT .
Aby nezáviselo na volbě měřítka, je třeba uvedený rozdíl škálovat. pro jednoduchost k jeho
vyjádření použijeme studentizované reziduum
4t(EYt) =
√
htt
mtt
v∗t .
Pro tuto statistiku se používá označení DFITS. Podle [5] mohou být odlehlá pozorování
taková, pro která je 4t(EYt) > 2
√
r/n.
2.8.4. Cookova vzdálenost
Vyjádřeme vliv t-tého pozorování na odhad celé střední hodnoty EY pomocí jediného
čísla tak, že zjistíme čtverec délky rozdílu obou odhadů.
‖Yˆ − Yˆ[−t]‖2 = ‖Xb−Xb[−t]‖2 = ‖X(b− b[−t])‖2 =
= (b− b[−t])′X′X(b− b[−t]) =
(
ut
mtt
(X′X)−x′[−t]
)′
X′X
(
ut
mtt
(X′X)−x′[−t]
)
=
=
u2t
m2tt
htt
Drobnou modifikací, která zajistí bezrozměrnost, dostaneme Cookovu vzdálenost
Dt =
1
rS2
‖Yˆ − Yˆ[−t]‖2 = v2t
htt
mtt
1
r
.
Cookova vzdálenost bere v úvahu nakolik se střední hodnota proměnné Yt liší od střední
hodnoty dané modelem i jak daleko je řádek x[−t] od těžiště matice X. Podle [6] je t-té
měření odlehlé, pokud Dt > Fk+1,n−k−1(α). Minitab označí pozorování s Dt větší než me-
dián Fr,n−r [5].
Pozorování, kterým přísluší nadkritická hodnota normovaného nebo studentizovaného re-
zidua nebo DFITS nebo Cookovy vzdálenosti budeme nazývat v livná.
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2.8.5. Autokorelační funkce
Autokorelace k-tého řádu reziduí slouží ke kontrole předpokladu o nezávislosti reziduí a
je definovaná jako
ρk =
n−k∑
i=k+1
(ui−k − u)(ui − u)
n∑
i=1
(ui − u)2
,
kde u je aritmetický průměr reziduí. Autokorelace k-tého řádu vyjadřuje korelaci mezi
rezidui na vzdálenost k. Autokorelační funkci potom tvoří všechny autokorelace až do zvo-
leného řádu.
2.8.6. Parciální autokorelační funkce
Parciální autokorelace k-tého řádu reziduí slouží ke stejnému účelu jako autokorelační
funkce. Definovaná je rekurzivně jako
Φk =
Nk(1)
Dk(0)
;
N1(j) = D1(j) = ρj, j = 0, 1, 2, ...;
Nk(j) = Nk−1(j + 1)−Dk−1(j)Φk−1;
Dk(j) = Dk−1(j)−Nk−1(j + 1)Φk−1.
Parciální autokorelace k-tého řádu vyjadřuje korelaci mezi rezidui na vzdálenost k ”očiště-
nou” od vlivu korelací na menší vzdálenost. Parciální autokorelační funkci, podobně jako
autokorelační funkci, tvoří všechny parciální autokorelace až do zvoleného řádu.
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3. Příklad
V rámci práce byla zpracována data, která získala Mgr. Petra Čáslavkova do svojí
disertační práce, Aplikace analýzy obrazu pro hodnocení barvy a struktury potravin [2].
Z měřených veličin na mě ”zbyla”saturace z experimentů týkajících se pekařských vý-
robků, které se autorka v práci nevěnuje. Hladina významnosti α byla zvolena α = 5%.
3.1. Experiment
Pro výrobu pečiva byly použity celozrnná mouka pšeničná, špaldová a žitná, pohanka,
ovesné vločky a ječné kroupy. Přídavky, tedy pohanka, vločky a kroupy, byly pomlety.
Dalšími použitými surovinami pro výrobu pečiva byly pekařské droždí, slunečnicový olej,
sůl a voda. Bližší informace například o původu surovin najdete ve [2]. Vzorky pečiva
byly vyráběny v laboratorních podmínkách metodou přímého vedení a upečeny dle re-
ceptury společnosti Penam s.r.o. ČR pro cereální výrobky. Do celozrnné mouky pšeničné,
špaldové a žitné, byly vmíchávány přídavky ovesných vloček, pohanky a ječných krup.
Každá směs byla namíchána v koncentracích mouky 0, 5; 0, 6; 0, 7; 0, 8 a 0, 9. K při-
pravené směsi celozrnné mouky a vybraného přídavku o konečné hmotnosti 400 g bylo
přidáno 16 g tuku, 16 g droždí, 8 g NaCl a 240 ml vody. Další výrobní postup, včetně
”slepých” vzorků a kontrolních vzorků, je velmi podrobně popsán v [2]. Po upečení byl
každý vzorek (chleba) rozřezán a z každého vzorku bylo použito sedm řezů, které byly
za vhodných konstantních podmínek (viz [2]) vyfotografovány. Na fotografie (například
Obrázek 3.1) pořízené během experimentu bylo nutné nejprve použít vhodný algoritmus
pro rozpoznávání objektů (abychom získali pouze charakteristiky příslušné pečivu a ne
bílé okolí). Podrobnější informace o segmentaci obrazu a získání potřebných charakteristik
naleznete ve [2], saturaci se však tato práce vůbec nevěnuje.
Obrázek 3.1: Ukázka fotografie chleba
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3.2. Definice saturace
Saturace je jakási míra nasycení barev. Pro výpočet saturace z fotografií byly použity
stejné charakteristiky (hodnoty barev R,G,B) jako pro barvu, jíž se velice podrobně
věnuje [2]. Saturace je definována jako
saturace = 1− 3 ∗min(R,G,B)
R +G+B
,
kde R,G,B, jsou průměry zmiňovaných barevných složek. Vidíme tedy, že saturace je
nulová pokud jsou všechny barevné složky stejné (bílá a odstíny šedi) a svého maxima,
tedy jedničky, nabývá pokud jedna z barev není vůbec zastoupena (barva je bez příměsi
bílé). Nemá smysl se zabývat možností nuly ve jmenovateli, protože to by znamenalo, že
všechny pixely chleba jsou dokonale černé, což nemůže nastat.
3.3. Tvorba modelu saturace
Vytvořili jsme obecný lineární model s jedinou vstupní proměnnou nazývanou vzorek, což
je proměnná, která popisuje všechny kombinace (kartézský součin) vstupních proměnných.
Variabilita saturace pro jednotlivé úrovně vzorku je dána pouze variabilitou měření a ná-
hodnými vlivy ovlivňujícími saturaci jednotlivých řezů chlebem. Tím jsme získali model,
který má nejvyšší možný koeficient determinace. Všechny modely získané pomocí obec-
ného regresního modelu musí mít přirozeně koeficient determinace menší nebo nejvýše
stejný, pokud se nezmění počet pozorování. Pokud by koeficient determinace vyšel malý,
nemá smysl sestavovat regresní model, jelikož by velká část variability zůstala v reziduích.
Analysis of Variance for saturace, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
vzorek 71 0,4587705 0,4587705 0,0064616 142,79 0,000
Error 432 0,0195483 0,0195483 0,0000453
Total 503 0,4783188
S = 0,00672686 R-Sq = 95,91% R-Sq(adj) = 95,24%
Výstup 3.1: Koeficient determinace obecného lineárního modelu
Koeficient determinace vyšel 95, 91% (Výstup 3.1), má tedy smysl se zabývat tvorbou
regresního modelu.
3.3.1. Model 1
Pro první aproximaci napočítáme regresní model sestávající se jen ze základních proměn-
ných bez mocnin a interakcí. Regresní funkce tedy bude jakási nadrovina. Na výstupu
z Minitabu vidíme, že tento model má koeficient determinace 49, 66% (Výstup 3.2). Ne-
vysvětlili jsme tedy ani polovinu variability v datech, což není zrovna dobrý výsledek.
Summary of Model
S = 0,0220329 R-Sq = 49,66% R-Sq(adj) = 48,95%
PRESS = 0,247930 R-Sq(pred) = 48,17%
Výstup 3.2: Koeficient determinace modelu 1
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Minitab, ale pomocí statistiky Leverage našel poměrně velké množství vlivných pozo-
rování (Výstup 3.3).
Fits and Diagnostics for Unusual Observations
Obs saturace Fit SE Fit Residual St Resid
72 0,300527 0,345059 0,0029392 -0,0445321 -2,03939 R
85 0,297037 0,348521 0,0023573 -0,0514847 -2,35020 R
87 0,297960 0,348521 0,0023573 -0,0505619 -2,30808 R
89 0,295865 0,348521 0,0023573 -0,0526564 -2,40369 R
90 0,298991 0,348521 0,0023573 -0,0495302 -2,26098 R
91 0,301483 0,348521 0,0023573 -0,0470387 -2,14725 R
164 0,310999 0,362061 0,0025154 -0,0510621 -2,33279 R
166 0,316367 0,362061 0,0025154 -0,0456946 -2,08757 R
167 0,313873 0,362061 0,0025154 -0,0481887 -2,20152 R
168 0,309888 0,362061 0,0025154 -0,0521731 -2,38355 R
316 0,396446 0,377764 0,0050189 0,0186826 0,87084 X
317 0,395691 0,377764 0,0050189 0,0179277 0,83565 X
318 0,398877 0,377764 0,0050189 0,0211130 0,98412 X
319 0,412047 0,377764 0,0050189 0,0342837 1,59803 X
320 0,398897 0,377764 0,0050189 0,0211329 0,98505 X
321 0,403119 0,377764 0,0050189 0,0253548 1,18184 X
322 0,400518 0,377764 0,0050189 0,0227548 1,06065 X
323 0,381352 0,405741 0,0050189 -0,0243887 -1,13681 X
324 0,378979 0,405741 0,0050189 -0,0267622 -1,24744 X
325 0,373883 0,405741 0,0050189 -0,0318581 -1,48497 X
326 0,380986 0,405741 0,0050189 -0,0247552 -1,15389 X
327 0,380117 0,405741 0,0050189 -0,0256236 -1,19437 X
328 0,373248 0,405741 0,0050189 -0,0324924 -1,51454 X
329 0,380669 0,405741 0,0050189 -0,0250716 -1,16864 X
330 0,425563 0,416167 0,0050189 0,0093954 0,43794 X
331 0,430821 0,416167 0,0050189 0,0146535 0,68303 X
332 0,418322 0,416167 0,0050189 0,0021547 0,10044 X
333 0,419094 0,416167 0,0050189 0,0029267 0,13642 X
334 0,418652 0,416167 0,0050189 0,0024852 0,11584 X
335 0,413524 0,416167 0,0050189 -0,0026434 -0,12321 X
336 0,416897 0,416167 0,0050189 0,0007301 0,03403 X
337 0,390319 0,375843 0,0050189 0,0144758 0,67475 X
338 0,363797 0,375843 0,0050189 -0,0120459 -0,56148 X
339 0,364551 0,375843 0,0050189 -0,0112916 -0,52632 X
340 0,381732 0,375843 0,0050189 0,0058887 0,27449 X
341 0,363312 0,375843 0,0050189 -0,0125307 -0,58408 X
342 0,390427 0,375843 0,0050189 0,0145843 0,67980 X
343 0,383723 0,375843 0,0050189 0,0078798 0,36729 X
344 0,350735 0,349248 0,0050189 0,0014868 0,06930 X
345 0,349152 0,349248 0,0050189 -0,0000956 -0,00446 X
346 0,346418 0,349248 0,0050189 -0,0028294 -0,13188 X
347 0,337321 0,349248 0,0050189 -0,0119269 -0,55594 X
348 0,356571 0,349248 0,0050189 0,0073232 0,34135 X
349 0,349816 0,349248 0,0050189 0,0005679 0,02647 X
350 0,368678 0,349248 0,0050189 0,0194303 0,90568 X
351 0,387741 0,382424 0,0050189 0,0053172 0,24785 X
352 0,365690 0,382424 0,0050189 -0,0167347 -0,78004 X
353 0,382064 0,382424 0,0050189 -0,0003606 -0,01681 X
354 0,376891 0,382424 0,0050189 -0,0055330 -0,25790 X
355 0,384397 0,382424 0,0050189 0,0019732 0,09197 X
356 0,385089 0,382424 0,0050189 0,0026645 0,12420 X
357 0,374181 0,382424 0,0050189 -0,0082434 -0,38424 X
364 0,408171 0,355103 0,0021155 0,0530681 2,41976 R
407 0,410112 0,360330 0,0023573 0,0497825 2,27250 R
408 0,419764 0,360330 0,0023573 0,0594339 2,71308 R
409 0,426020 0,360330 0,0023573 0,0656900 2,99866 R
410 0,419626 0,360330 0,0023573 0,0592961 2,70678 R
411 0,420035 0,360330 0,0023573 0,0597045 2,72543 R
412 0,412767 0,360330 0,0023573 0,0524367 2,39366 R
413 0,413503 0,360330 0,0023573 0,0531727 2,42726 R
R denotes an observation with a large standardized residual.
X denotes an observation whose X value gives it large leverage.
Výstup 3.3: Odlehlá a vlivná pozorování v modelu 1
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Podíváme-li se pozorněji na body označené X zjistíme, že v těchto pozorováních je
koncentrace mouky buď 0, tedy chleba byl pouze z přídavku, nebo 1, chleba byl pouze
z mouky. Tato pozorování mají velký vliv na celkový model, a protože se dá očekávat, že
při daných koncentracích bude chleba vypadat výrazně jinak, tato pozorování z modelu
vyřadíme. Všechny další modely tedy budou pro koncentrace mouky od 0, 5 do 0, 9.
3.3.2. Model 2
Po vyřazení zmíněných hodnot napočítáme ”největší” možný model, se kterým budeme
pracovat. V tomto případě zahrneme do modelu navíc kvadrát koncentrace mouky a
všechny myslitelné interakce. Uvažovat kvadráty kategoriálních proměnných nemá smysl,
neboť jsou v matici X reprezentovány jedničkami nebo nulami a ty se umocněním nezmění.
Vyšší než druhou mocninu koncentrace mouky můžeme zkusit zahrnou také, ale v interak-
cích je již třeba dávat pozor na počet měření. Pokud totiž vezmeme interakci nějaké vyšší
mocniny s oběma kategoriálními proměnnými zároveň ztratíme všechny stupně volnosti a
z aproximační úlohy se stane interpolace. Koeficient determinace nového modelu se díky
provedeným změnám výrazně zvětšil, konkrétně na 67, 12% (Výstup 3.4).
Summary of Model
S = 0,0182423 R-Sq = 67,12% R-Sq(adj) = 65,15%
PRESS = 0,158165 R-Sq(pred) = 64,08%
Výstup 3.4: Koeficient determinace modelu 2
Tentokrát již minitab našel ”jen” měření s velkým standardizovaným reziduem (Vý-
stup 3.5).
Fits and Diagnostics for Unusual Observations
Obs saturace Fit SE Fit Residual St Resid
120 0,321508 0,359745 0,0025952 -0,0382371 -2,11760 R
126 0,322633 0,359745 0,0025952 -0,0371116 -2,05527 R
149 0,321242 0,362783 0,0037278 -0,0415416 -2,32630 R
164 0,310999 0,347685 0,0037278 -0,0366853 -2,05435 R
168 0,309888 0,347685 0,0037278 -0,0377964 -2,11657 R
322 0,408171 0,363447 0,0025952 0,0447237 2,47684 R
331 0,367572 0,331298 0,0039423 0,0362742 2,03659 R
332 0,368941 0,331298 0,0039423 0,0376430 2,11344 R
333 0,367259 0,331298 0,0039423 0,0359619 2,01906 R
335 0,368045 0,331298 0,0039423 0,0367478 2,06318 R
337 0,406557 0,369878 0,0039423 0,0366783 2,05928 R
340 0,406749 0,369878 0,0039423 0,0368704 2,07006 R
343 0,405877 0,369878 0,0039423 0,0359985 2,02112 R
365 0,410112 0,357646 0,0039423 0,0524668 2,94572 R
366 0,419764 0,357646 0,0039423 0,0621183 3,48759 R
367 0,426020 0,357646 0,0039423 0,0683743 3,83883 R
368 0,419626 0,357646 0,0039423 0,0619804 3,47985 R
369 0,420035 0,357646 0,0039423 0,0623889 3,50279 R
370 0,412767 0,357646 0,0039423 0,0551211 3,09474 R
371 0,413503 0,357646 0,0039423 0,0558571 3,13606 R
R denotes an observation with a large standardized residual.
Výstup 3.5: Odlehlá pozorování modelu 2
Povšimněme si, že velké standardizované reziduum přísluší pozorováním 365−371, což
jsou všechna měření vzorku 118, a pozorováním 331, 332, 333 a 335, což jsou 4 ze sedmi
měření vzorku 113. Pokud otestujeme studentizovaná rezidua, bude významně odlehlé i
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pozorování 334. Další výše zmiňované diagnostické statistiky neoznačí žádnou další sku-
pinu pozorování za odlehlou (viz příloha). Odlehlá pozorování značí, že ve skutečnosti
na pozorovaný jev působí nějaký další faktor nebo nastala výrazná chyba měření. Protože
žádné další vysvětlující veličiny nebyly změřeny, budeme dále pracovat s hypotézou, že
alespoň u vzorků, které obsahují nadpoloviční většinu odlehlých pozorování, je příčinou
chyba měření a proto vzorky 113 a 118 vyřadíme. Při pohledu na graf reziduí vzhledem
k pořadí (Obrázek 3.3)
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Obrázek 3.2: Rezidua modelu 2 vzhledem k pořadí.
lze očekávat, že po přepočítání modelu bez výše zmíněných vzorků odhalíme další
odlehlá pozorování, pravděpodobně mezi pozdějšími pozorováními.
3.3.3. Model 3
Po přepočítání modelu bez významně odlehlých vzorků se opět zlepší koeficient determi-
nace, tentokrát na 77, 53% (Výstup 3.6)
Summary of Model
S = 0,0149675 R-Sq = 77,53% R-Sq(adj) = 76,14%
PRESS = 0,102884 R-Sq(pred) = 75,49%
Výstup 3.6: Koeficient determinace modelu 3
Objevila se však další odlehlá pozorování, která deformují model (Výstup 3.7).
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Fits and Diagnostics for Unusual Observations
Obs saturace Fit SE Fit Residual St Resid
120 0,321508 0,359745 0,0021293 -0,0382371 -2,58092 R
126 0,322633 0,359745 0,0021293 -0,0371116 -2,50495 R
128 0,319824 0,353701 0,0025300 -0,0338775 -2,29644 R
129 0,318637 0,353701 0,0025300 -0,0350640 -2,37687 R
133 0,323024 0,353701 0,0025300 -0,0306769 -2,07948 R
188 0,355425 0,387168 0,0025300 -0,0317427 -2,15173 R
194 0,359837 0,389723 0,0021293 -0,0298853 -2,01719 R
232 0,370573 0,400368 0,0030586 -0,0297957 -2,03360 R
316 0,393508 0,363447 0,0021293 0,0300604 2,02901 R
317 0,395184 0,363447 0,0021293 0,0317368 2,14216 R
320 0,396633 0,363447 0,0021293 0,0331853 2,23993 R
321 0,398342 0,363447 0,0021293 0,0348951 2,35534 R
322 0,408171 0,363447 0,0021293 0,0447237 3,01875 R
330 0,406557 0,369878 0,0032346 0,0366783 2,50983 R
332 0,401541 0,369878 0,0032346 0,0316632 2,16666 R
333 0,406749 0,369878 0,0032346 0,0368704 2,52297 R
334 0,399122 0,369878 0,0032346 0,0292435 2,00108 R
336 0,405877 0,369878 0,0032346 0,0359985 2,46332 R
354 0,430518 0,400356 0,0032346 0,0301624 2,06396 R
355 0,431507 0,400356 0,0032346 0,0311515 2,13165 R
378 0,393159 0,363447 0,0021293 0,0297119 2,00549 R
393 0,333266 0,363447 0,0021293 -0,0301812 -2,03716 R
R denotes an observation with a large standardized residual.
Výstup 3.7: Odlehlá pozorování v modelu 3
Podíváme-li se na graf reziduí vzhledem k pořadí (Obrázek 3.3), je patrné zlepšení
modelu pro pozdější pozorování, pořád se ale dá očekávat, že po odstranění odlehlých
vzorků se přijde na další.
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Obrázek 3.3: Rezidua modelu 3 vzhledem k pořadí.
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Nyní je třeba se rozmyslet jak pokračovat dále. Samozřejmě je možné postupně vy-
řadit všechny odlehlé vzorky, které kdy najdeme. Tím se výrazně zlepší model ve smyslu
koeficientu determinace, ale sníží se jeho výpovědní hodnota, protože postupně vyřadíme
všechny vzorky na které model ”neseděl”. Vlastně spíš budeme data přizpůsobovat mo-
delu než model datům. Můžeme ale rozhodnout, že koeficient determinace okolo 77%
je již dostatečný, vyřadit z modelu statisticky nevýznamné regresory a prohlásit model
za hotový. Dále budou zpracovány obě varianty.
3.3.4. Model 4
Vznikne z předešlého modelu odstraněním statisticky nevýznamných regresorů. To je
možné provést díky tomu, že nezamítáme, ačkoli ne o moc, hypotézu o normalitě reziduí
modelu 3 podle Anderson-Darlingova testu (Obrázek 3.4).
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Obrázek 3.4: Probability plot reziduí modelu 3.
Regresory budeme z modelu vyřazovat vždy po jednom. Pokud p-hodnota více regre-
sorů bude větší než 0, 05 vyřadíme ten s největší p-hodnotou a poté přepočítáme model.
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Source F P
Regression 55,8592 0,000000
mouka_rel 1,3840 0,240082
přídavek 9,4486 0,000097
mouka 3,5297 0,030183
mouka_rel*přídavek 5,6157 0,003918
mouka_rel*mouka 5,2038 0,005855
přídavek*mouka 16,4185 0,000000
mouka_rel*přídavek*mouka 16,8295 0,000000
mouka_rel*mouka_rel 2,1330 0,144909
mouka_rel*mouka_rel*přídavek 3,8990 0,020998
mouka_rel*mouka_rel*přídavek*mouka 16,2819 0,000000
mouka_rel*mouka_rel*mouka 6,4045 0,001820
Výstup 3.8: Významnost regresorů modelu 4 (všechny uvažované regresory)
V našem modelu má největší p-hodnotu koeficient příslušící lineárnímu členu koncen-
trace mouky (Výstup 3.8). Po vyřazení tohoto regresoru dostaneme následující model.
Source F P
Regression 57,9855 0,0000000
přídavek 9,4714 0,0000947
mouka 3,6437 0,0269805
přídavek*mouka 17,4492 0,0000000
mouka_rel*přídavek 5,6696 0,0037171
mouka_rel*mouka 5,3550 0,0050509
mouka_rel*přídavek*mouka 17,9987 0,0000000
mouka_rel*mouka_rel 9,1700 0,0026111
mouka_rel*mouka_rel*přídavek 3,9548 0,0198771
mouka_rel*mouka_rel*přídavek*mouka 17,4191 0,0000000
mouka_rel*mouka_rel*mouka 6,5689 0,0015513
Výstup 3.9: Významnost regresorů modelu 4 (bez koncentrace mouky)
V tomto modelu již jsou všechny regresory významné (Výstup 3.9). Koeficient determi-
nace se díky odebrání nevýznamného regresoru nepatrně snížil na 77, 45% (Výstup 3.10).
Summary of Model
S = 0,0149744 R-Sq = 77,45% R-Sq(adj) = 76,12%
PRESS = 0,102799 R-Sq(pred) = 75,51%
Výstup 3.10: Koeficient determinace modelu 4
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Výsledný model tedy bude tvaru (Výstup 3.11)
Regression Equation
přídavek mouka
kroupy pšeničná saturace = 0,104837 + 0,624595 mouka_rel - 0,433905
mouka_rel*mouka_rel
kroupy špaldová saturace = 0,607879 - 0,876534 mouka_rel + 0,679542
mouka_rel*mouka_rel
kroupy žitná saturace = 0,0768077 + 0,809383 mouka_rel - 0,579637
mouka_rel*mouka_rel
pohanka pšeničná saturace = 0,362699 + 0,0222917 mouka_rel - 0,0311158
mouka_rel*mouka_rel
pohanka špaldová saturace = 0,438881 - 0,114793 mouka_rel + 0,0835251
mouka_rel*mouka_rel
pohanka žitná saturace = 0,231329 + 0,426565 mouka_rel - 0,328465
mouka_rel*mouka_rel
vločky pšeničná saturace = 0,693309 - 0,960896 mouka_rel + 0,595992
mouka_rel*mouka_rel
vločky špaldová saturace = 0,225054 + 0,459548 mouka_rel - 0,321238
mouka_rel*mouka_rel
vločky žitná saturace = 0,556333 - 0,390159 mouka_rel + 0,219695
mouka_rel*mouka_rel
Výstup 3.11: Rovnice modelu 4
Bohužel po opětovné kontrole normality reziduí zjistíme, že po vyřazení nevýznamného
regresoru musíme zamítnout test normality reziduí (Obrázek 3.5).
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Obrázek 3.5: Probability plot reziduí modelu 4
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Nelze tedy použít všechna příjemná tvrzení z Věty 3.
3.3.5. Model 5
Podíváme-li se na odlehlá pozorování modelu 3 (Výstup 3.7), zjistíme že většinu odlehlých
pozorování obsahují vzorky 111 a 114 (pozorování 316, 317, 320, 321, 322 a 330, 332, 333,
334, 336). Studentizovaná rezidua, na zvolené hladině významnosti, jako významně od-
lehlé označí navíc pozorování 319 a 331. Oba vzorky tedy obsahují šest ze sedmi Významně
odlehlých pozorování. Použití dalších zmiňovaných diagnostických statistik nepřinese nic
nového. Podle [2] byla zjištěna nevyhovující kvalita fotografií odpovídajících vzorkům
118, který jsme již vyřadili, a 114, který model prozatím deformoval méně. Všechny zmí-
něné vzorky tentokrát vyřadíme a přepočítáme model. Opět se o něco zvýší koeficient
determinace (Výstup 3.12).
Summary of Model
S = 0,0135162 R-Sq = 81,43% R-Sq(adj) = 80,24%
PRESS = 0,0815531 R-Sq(pred) = 79,63%
Výstup 3.12: Koeficient determinace modelu 5 (obsahuje statisticky nevýznamné regre-
sory)
Minitab ale opět odhalil nová odlehlá pozorování (Výstup 3.13).
Fits and Diagnostics for Unusual Observations
Obs saturace Fit SE Fit Residual St Resid
115 0,325022 0,353414 0,0022847 -0,0283919 -2,13125 R
116 0,326271 0,353414 0,0022847 -0,0271423 -2,03745 R
120 0,321508 0,359745 0,0019228 -0,0382371 -2,85806 R
122 0,330708 0,359745 0,0019228 -0,0290370 -2,17039 R
123 0,331565 0,359745 0,0019228 -0,0281797 -2,10631 R
126 0,322633 0,359745 0,0019228 -0,0371116 -2,77393 R
128 0,319824 0,353701 0,0022847 -0,0338775 -2,54303 R
129 0,318637 0,353701 0,0022847 -0,0350640 -2,63210 R
131 0,325682 0,353701 0,0022847 -0,0280190 -2,10326 R
133 0,323024 0,353701 0,0022847 -0,0306769 -2,30278 R
188 0,355425 0,387168 0,0022847 -0,0317427 -2,38279 R
194 0,359837 0,389723 0,0019228 -0,0298853 -2,23380 R
232 0,370573 0,400368 0,0027620 -0,0297957 -2,25197 R
235 0,373124 0,400368 0,0027620 -0,0272446 -2,05915 R
320 0,359120 0,330342 0,0029210 0,0287778 2,18067 R
321 0,357545 0,330342 0,0029210 0,0272034 2,06137 R
337 0,427823 0,400356 0,0029210 0,0274676 2,08139 R
340 0,430518 0,400356 0,0029210 0,0301624 2,28559 R
341 0,431507 0,400356 0,0029210 0,0311515 2,36054 R
343 0,428106 0,400356 0,0029210 0,0277503 2,10281 R
358 0,385411 0,358080 0,0020754 0,0273309 2,04636 R
359 0,386497 0,358080 0,0020754 0,0284174 2,12771 R
360 0,389103 0,358080 0,0020754 0,0310226 2,32277 R
361 0,390095 0,358080 0,0020754 0,0320146 2,39704 R
363 0,386417 0,358080 0,0020754 0,0283368 2,12168 R
364 0,393159 0,358080 0,0020754 0,0350792 2,62650 R
R denotes an observation with a large standardized residual.
Výstup 3.13: Odlehlá pozorování modelu 5
Nyní z tohoto modelu za pravidelné kontroly normality reziduí odstraníme statisticky
nevýznamné regresory podle výše uvedených pravidel.
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Source F P
Regression 68,6390 0,000000
mouka_rel 0,1669 0,683088
přídavek 12,4494 0,000006
mouka 0,9640 0,382218
mouka_rel*přídavek 6,5207 0,001631
mouka_rel*mouka 1,9063 0,149955
přídavek*mouka 19,6213 0,000000
mouka_rel*přídavek*mouka 20,7846 0,000000
mouka_rel*mouka_rel 0,0114 0,915162
mouka_rel*mouka_rel*přídavek 4,4274 0,012526
mouka_rel*mouka_rel*přídavek*mouka 20,2673 0,000000
mouka_rel*mouka_rel*mouka 2,6128 0,074561
Výstup 3.14: Významnost regresorů modelu 5 (všechny uvažované regresory)
Nejprve tedy kvadrát koncentrace mouky (Výstup 3.14). Po přepočítání modelu do-
staneme
Source F P
Regression 71,5575 0,000000
mouka_rel 10,3620 0,001389
přídavek 12,4789 0,000005
mouka 0,9661 0,381419
mouka_rel*přídavek 6,5359 0,001607
mouka_rel*mouka 1,9104 0,149349
přídavek*mouka 20,0725 0,000000
mouka_rel*přídavek*mouka 21,3467 0,000000
mouka_rel*mouka_rel*přídavek 4,4376 0,012401
mouka_rel*mouka_rel*přídavek*mouka 20,8112 0,000000
mouka_rel*mouka_rel*mouka 2,6187 0,074121
Výstup 3.15: Významnost regresorů modelu 5 (bez kvadrátu koncentrace mouky)
Opět vyřadíme regresor s největší p-hodnotou, tentokrát typ mouky (Výstup 3.15).
Výsledný model již nebude obsahovat nevýznamné regresory (Výstup 3.16).
Source F P
Regression 77,7087 0,0000000
mouka_rel 10,3637 0,0013874
přídavek 13,5630 0,0000020
mouka_rel*přídavek 7,3246 0,0007490
mouka*přídavek 19,8889 0,0000000
mouka*přídavek*mouka_rel 21,1867 0,0000000
mouka*mouka_rel 19,8112 0,0000000
mouka_rel*mouka_rel*přídavek 5,0928 0,0065348
mouka_rel*mouka_rel*přídavek*mouka 20,6751 0,0000000
mouka_rel*mouka_rel*mouka 11,2623 0,0000173
Výstup 3.16: Významnost regresorů modelu 5 (bez kvadrátu koncentrace mouky a typu
mouky)
Výsledný model bude tvaru (Výstup 3.17)
21
3.3. TVORBA MODELU SATURACE
Regression Equation
přídavek mouka
kroupy pšeničná saturace = 0,0642704 + 0,743123 mouka_rel - 0,517626
mouka_rel*mouka_rel
kroupy špaldová saturace = 0,542189 - 0,683162 mouka_rel + 0,542856
mouka_rel*mouka_rel
kroupy žitná saturace = 0,0848151 + 0,787487 mouka_rel - 0,56494
mouka_rel*mouka_rel
pohanka pšeničná saturace = 0,404146 - 0,110978 mouka_rel + 0,0650189
mouka_rel*mouka_rel
pohanka špaldová saturace = 0,38501 + 0,0422956 mouka_rel - 0,0272439
mouka_rel*mouka_rel
pohanka žitná saturace = 0,460936 - 0,275683 mouka_rel + 0,172196
mouka_rel*mouka_rel
vločky pšeničná saturace = 0,643754 - 0,81477 mouka_rel + 0,492559
mouka_rel*mouka_rel
vločky špaldová saturace = 0,184971 + 0,574306 mouka_rel - 0,40177
mouka_rel*mouka_rel
vločky žitná saturace = 0,566419 - 0,418437 mouka_rel + 0,23895
mouka_rel*mouka_rel
Výstup 3.17: Rovnice modelu 5
a jeho koeficient determinace bude (Výstup 3.18).
Summary of Model
S = 0,0134987 R-Sq = 81,34% R-Sq(adj) = 80,29%
PRESS = 0,0811855 R-Sq(pred) = 79,72%
Výstup 3.18: Koeficient determinace modelu 5 po odstranění nevýznamných regresorů
Povšimněme si, že dva vynechané vzorky byly schopné ”přesvědčit” zbytek, že sta-
tisticky významný je kvadrát koncentrace mouky a naopak nevýznamný je lineární člen.
Celý model je sice jednodušší, ale hodně odlišný, což znamená, že více a více spoléháme
na hypotézu, že odlehlá pozorování jsou způsobena špatným měřením a ne nějakým da-
lším vysvětlujícím faktorem, který nebyl měřen. Pozitivní je, že nyní již na zvolené hladině
významnosti těsně nezamítáme normalitu reziduí (Obrázek 3.6).
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Obrázek 3.6: Probability plot reziduí modelu 5
3.3.6. Model 6
Nyní se vraťme k prvnímu grafu reziduí (Obrázek 3.3). Z něj je patrné, že původním pozo-
rováním odpovídají převážně záporná rezidua, zatímco kontrolním pozorováním naopak
rezidua kladná. Na pohled se tedy může zdát, že přestože autoři experimentu dodrželi
při výrobě kontrolních vzorků stejný postup i stejného dodavatele a typ všech vstupních
surovin, došlo během k významným změnám procesu které nejsou zaznamenané žádnou
měřenou veličinou. Například je možné, že suroviny pro kontrolní měření, ač od stejného
dodavatele a stejného typu, nebyly ze stejného pytle nebo ze stejného pole, ze stejné sklizně
a podobně. Tuto hypotézu nám ”potvrdí” i Mann-Whitneyho test o rovnosti mediánů.
Mann-Whitney Test and CI: domerované; puvodni
N Median
domerované 147 0,38061
puvodni 63 0,34700
Point estimate for ETA1-ETA2 is 0,02931
95,0 Percent CI for ETA1-ETA2 is (0,01987;0,03778)
W = 17958,0
Výstup 3.19: Mann-Whitneyho neparametrický test o rovnosti mediánů
Lze se tedy domnívat, že experiment není možné zopakovat za stejných podmínek.
Pokud přijmeme tuto hypotézu nemá smysl do modelu zahrnovat doměřovaná data, pro-
tože naměřená data nereflektují zmíněnou změnu podmínek. Pro poslední model tedy
vyřadíme všechna doměřovaná pozorování a sestavíme model pouze pro původní experi-
ment, o jehož opakovatelnosti lze pochybovat, protože nejspíš nebude možné sehnat stejné
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vstupní suroviny. Začneme opět ”největším” možným modelem. Tentokrát dostaneme vy-
soký koeficient determinace (Výstup 3.20).
Summary of Model
S = 0,00918852 R-Sq = 91,86% R-Sq(adj) = 91,12%
PRESS = 0,0287521 R-Sq(pred) = 90,37%
Výstup 3.20: Koeficient determinace modelu 6
Model ale ještě obsahuje statisticky nevýznamné regresory (Výstup 3.21).
Source F P
Regression 124,933 0,000000
mouka_rel 43,770 0,000000
přídavek 3,195 0,042433
mouka 4,552 0,011312
mouka_rel*přídavek 0,378 0,685431
mouka_rel*mouka 5,183 0,006147
přídavek*mouka 13,031 0,000000
mouka_rel*přídavek*mouka 13,298 0,000000
mouka_rel*mouka_rel 38,935 0,000000
mouka_rel*mouka_rel*přídavek 0,253 0,776920
mouka_rel*mouka_rel*mouka 7,911 0,000452
mouka_rel*mouka_rel*mouka*přídavek 12,029 0,000000
Výstup 3.21: Významnost regresorů modelu 6 (všechny uvažované regresory)
Po zkontrolování normality reziduí vyřadíme interakci kvadrátu koncentrace mouky
a typu přídavku. Po přepočítání už model neobsahuje žádné nevýznamné regresory (Vý-
stup 3.22).
Source F P
Regression 136,024 0,0000000
mouka_rel 43,997 0,0000000
přídavek 137,206 0,0000000
mouka 4,576 0,0110510
mouka_rel*přídavek 58,059 0,0000000
mouka_rel*mouka 5,210 0,0059856
přídavek*mouka 13,099 0,0000000
mouka_rel*přídavek*mouka 13,367 0,0000000
mouka_rel*mouka_rel 39,136 0,0000000
mouka_rel*mouka_rel*mouka 7,952 0,0004342
mouka_rel*mouka_rel*mouka*přídavek 12,091 0,0000000
Výstup 3.22: Významnost regresorů modelu 6 (bez interakce kvadrátu mouky a typu pří-
davku)
Tento model bude popsán rovnicemi (Výstup 3.23).
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Regression Equation
přídavek mouka
kroupy pšeničná saturace = 0,221616 + 0,261296 mouka_rel - 0,173927
mouka_rel*mouka_rel
kroupy špaldová saturace = 0,563702 - 0,745672 mouka_rel + 0,586547
mouka_rel*mouka_rel
kroupy žitná saturace = 0,415294 - 0,234597 mouka_rel + 0,166542
mouka_rel*mouka_rel
pohanka pšeničná saturace = 0,393049 - 0,0733454 mouka_rel + 0,0376751
mouka_rel*mouka_rel
pohanka špaldová saturace = 0,596617 - 0,601525 mouka_rel + 0,431669
mouka_rel*mouka_rel
pohanka žitná saturace = 0,430168 - 0,186362 mouka_rel + 0,109818
mouka_rel*mouka_rel
vločky pšeničná saturace = 0,660489 - 0,863862 mouka_rel + 0,52716
mouka_rel*mouka_rel
vločky špaldová saturace = 0,405148 - 0,0971002 mouka_rel + 0,0768468
mouka_rel*mouka_rel
vločky žitná saturace = 0,44339 - 0,0471329 mouka_rel - 0,0248451
mouka_rel*mouka_rel
Výstup 3.23: Rovnice modelu 6
Podle Anderson-Darlingova testu nezamítáme hypotézu, že rezidua jsou normálně roz-
dělená (Obrázek 3.7).
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Obrázek 3.7: Probability plot reziduí modelu 6
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V tomto modelu je navíc výrazně méně významných odlehlých pozorování (Výstup 3.24)
i graf reziduí vzhledem k pořadí (Obrázek 3.8) vypadá mnohem lépe.
Fits and Diagnostics for Unusual Observations
Obs saturace Fit SE Fit Residual St Resid
82 0,325122 0,306783 0,0020655 0,0183397 2,05395 R
89 0,295865 0,314095 0,0022508 -0,0182297 -2,05195 R
92 0,353878 0,331950 0,0020655 0,0219280 2,45581 R
97 0,357504 0,331950 0,0020655 0,0255543 2,86194 R
149 0,321242 0,342555 0,0020655 -0,0213130 -2,38693 R
158 0,352226 0,329140 0,0022508 0,0230859 2,59856 R
188 0,355425 0,376650 0,0020655 -0,0212251 -2,37709 R
217 0,385019 0,404897 0,0031410 -0,0198779 -2,30877 R
231 0,411351 0,387068 0,0022508 0,0242837 2,73339 R
232 0,370573 0,391103 0,0020655 -0,0205304 -2,29929 R
235 0,373124 0,391103 0,0020655 -0,0179792 -2,01357 R
241 0,424322 0,403772 0,0031410 0,0205505 2,38689 R
Výstup 3.24: Odlehlá pozorování v modelu 6
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Obrázek 3.8: Graf reziduí vzhledem k pořadí po vynechání všech doměřovaných hodnot
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Nyní se věnujme chvilku ověření ostatních předpokladů obecného regresního modelu.
Nejprve nezávislost: Zobrazíme celou autokorelační funkci (obrázek 3.9), kde je vidět, že
autokorelace se se zvyšujícím se řádem blíží k nule. V detailu na obrázku 3.10 je více
vidět, že ne všechny autokorelace jsou statisticky nevýznamné, kromě toho má autokore-
lační funkce zajímavý průběh připomínající sinusoidu. To je s velkou pravděpodobností
způsobeno systematičností experimentu. Data jsou ”seřazena”vždy po sedmi pozorová-
ních stejného vzorku. Toto z mého pohledu není problém, protože pokud by experimenty
byly prováděny v náhodném pořadí tato forma autokorelace by zmizela.
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Obrázek 3.9: Graf autokorelační funkce reziduí modelu 6
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Obrázek 3.10: Detail grafu autokorelační funkce reziduí modelu 6
Na obrázku 3.11 je vidět, že i některé parciální autokorelace vyjdou statisticky vý-
znamné, což lze opět vysvětlit ”strukturou”experimentu. Dále je zajímavé, že většina
parciálních autokorelací (i statisticky nevýznamných) vyjde záporných, což v praxi zna-
mená, že po nadprůměrně vysoké hodnotě následuje k-tá hodnota podprůměrná.
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Obrázek 3.11: Graf parciální autokorelační funkce reziduí modelu 6
Homogenita rozptylu v rámci regresního modelu se testuje, pokud nemáme k dispo-
zici opakovaná měření, relativně komplikovaně. Vzhledem k tomu, že pro každý vzorek
máme sedm pozorování, lze udělat test rovnosti rozptylů reziduí pro všechny vzorky (Ob-
rázek 3.12).
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Obrázek 3.12: Testy o rovnosti rozptylů reziduí modelu 6
Hypotézu o rovnosti rozptylů pro jednotlivé vzorky nezamítáme, na zvolené hladině
významnosti na základě Levenova testu, který platí pro jakékoliv spojité rozdělení prav-
děpodobnosti. Ovšem my předpokládáme, že rezidua pro jednotlivé vzorky mají normální
rozdělení pravděpodobnosti, tedy použijeme Bartletův test, který předpokládá, že data
v jednotlivých skupinách (pro nás ve vzorcích) jsou normálně rozdělená. Protože p hod-
nota vyšla 0, 03 hypotézu o rovnosti rozptylů na hladině významnosti 0, 05 na základě
Bartletova testu zamítáme. Což nám ukazuje, že model má jisté rezervy, ale vzhledem
k tomu, že ani samotná rezidua pro jednotlivé vzorky nemají vždy normální rozdělení
(Obrázek 3.13 ), nepovažoval bych toto porušení předpokladu za zásadní.
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Obrázek 3.13: Probability plot reziduí příslušejících všem vzorkům
Na obrázku 3.14 je vykreslen celý obecný regresní model pro všechny kombinace mouky
a přídavku.
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Obrázek 3.14: Graf rovnic modelu 6
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Pro lepší přehlednost byla data rozvrstvena nejprve podle druhu mouky (Obrázek 3.15)
a poté podle druhu přídavku (Obrázek 3.16).
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Obrázek 3.15: Graf rovnic modelu 6 rozvrstveno podle mouky
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Obrázek 3.16: Graf rovnic modelu 6 rozvrstveno podle přídavku
Z předešlých grafů se může zdát, že ne v každé kombinaci mouky s přídavkem bude
statisticky významná parabola. V některých případech se zdá, že nemusí být významný
dokonce ani lineární člen. Toto bylo kompletně otestováno a zvídavý čtenář může na-
lézt veškeré napočítané modely v elektronické příloze. Zde uvedeme pouze jedem příklad
(Výstup 3.25) a významné lineární a kvadratické členy přehledně shrneme v tabulce (Ta-
bulka 3.1).
Tabulka 3.1: Tabulka významnosti koeficientů lineárních a kvadratických členů
pro všechny kombinace mouky a přídavku
Mouka Přídavek Významný lineární člen Významný kvadratický člen
pšeničná kroupy NE NE
špaldová kroupy ANO ANO
žitná kroupy NE NE
pšeničná pohanka ANO NE
špaldová pohanka ANO ANO
žitná pohanka ANO NE
pšeničná vločky ANO ANO
špaldová vločky NE NE
žitná vločky ANO NE
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Regression Equation
saturace = 0,575913 - 0,782045 mouka_rel + 0,612528 mouka_rel*mouka_rel
Coefficients
Term Coef SE Coef T P
Constant 0,575913 0,051312 11,2238 0,000
mouka_rel -0,782045 0,150967 -5,1802 0,000
mouka_rel*mouka_rel 0,612528 0,107451 5,7005 0,000
Summary of Model
S = 0,0106371 R-Sq = 67,92% R-Sq(adj) = 65,92%
PRESS = 0,00419185 R-Sq(pred) = 62,86%
Výstup 3.25: Regresní funkce, významnost koeficientů a koeficient determinace modelu
pro špaldovou mouku a kroupy
Pokud v rámci pozorovaných dat nebudeme chtít brát v úvahu koncentraci mouky, lze
se na saturaci dívat jako na proměnnou závislou pouze na dvou kategoriálních proměn-
ných. Na obrázku 3.17 můžeme vidět, že všechny typy mouky mají na saturaci podobně
výrazný vliv. Za povšimnutí ještě stojí, že v průměru nejméně saturované byly pro kaž-
dou mouku chleby s přídavkem krup. Na obrázku 3.18 vidíme detailněji, že nejmenší vliv
na saturaci má přídavek krup, a naopak největší vliv má přídavek ovesných vloček.
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Obrázek 3.17: Multi-Vari chart podle typu přídavku
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Obrázek 3.18: Multi-Vari chart podle typu mouky
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4. Závěr
V této práci byla shrnuta teorie potřebná pro korektní zavedení obecného regresního
modelu. Byly naznačeny statistické testy používané k testování významnosti koeficientů
a podmodelů obecného regresního modelu a nemalá pozornost byla věnovaná možnostem
identifikace odlehlých a vlivných pozorování zejména těm, která umožňuje statistický
software Minitab.
Obecný regresní model byl aplikován na pozorování saturace fotografií chleba v závis-
losti na druhu použité mouky, druhu přídavku a koncentraci mouky ve směsi. Po odů-
vodněném vyřazení odlehlých a vlivných pozorování byl nalezen obecný regresní model
s vysokým koeficientem determinace. Pro daný model byly testovány předpoklady norma-
lity, nezávislosti a homogenity rozptylu reziduí. Tyto předpoklady byly obecně splněny,
ovšem po stratifikaci až na jednotlivé vzorky (tento postup se standardně nedělá) zde
byly objeveny drobné nesrovnalosti v předpokladech, především autokorelace reziduí a
nehomogenita rozptylu pro jednotlivé vzorky. Tím bylo ukázáno, že i modely, které sta-
tistický software prohlásí za korektní, můžou vykazovat jisté nesrovnalosti. I přes tyto
drobné nedostatky byl náš model oceněn kolegy z potravinářské praxe. A tento model,
společně s modelem barvy a struktury uvedenými ve [2], bude odborníkům z potravi-
nářského průmyslu sloužit k předběžné identifikaci složení upečeného chleba.
Velkým přínosem pro autora byla zejména možnost aplikovat svoje převážně teoretické
znalosti matematiky a statistiky na reálná data, zejména práce s odlehlými hodnotami, a
zjišťování příčin jejich odlehlosti bylo velmi poučné.
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5. Seznam použitých zkratek a
symbolů
1 Vektor jedniček
I Jednotková matice
X′ Transponovaná matice X
X− Libovolná pseudoinverze matice X
M(X) Lineární prostor s bází tvořenou sloupci matice X
M(X)⊥ Ortogonální doplněk M(X)
EY Střední hodnota náhodné veličiny Y
varY Rozptyl náhodné veličiny Y
tn Studentovo rozdělení pravděpodobnosti s n stupni volnosti
Fk,n Fischerovo rozdělení pravděpodobnosti s k a n stupni volnosti
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