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Ces notes traitent de diverses questions lires ~ la triangulation des surfaces. 
Ce sujet, ~ l'origine de la partie la plus 616mentaire de la topologie, se rrvrle d'une 
richesse insoupqonnre. D'une part physiciens et mathrmaticiens enexplorant la 'gravit6 
quantique' ~deux dimensions en ont tir6 des informations sur l'espace des modules des 
courbes algrbriques. D'autre part un throrrme de Belyi [1] &ablit une 6quivalence entre 
courbes arithm&iques et recouvrements finis de la droite projective ramifirs aux images 
rrciproques de trois points (0, 1 et cx)) de sorte qu'une drcomposition de la sphere 
de Riemann en deux triangles peut &re relevre en une triangulation caractrristique d  
la courbe. I1 s'ensuit que le groupe de Galois Gal(Q/Q) agit sur les triangulations 
(des surfaces orientables compactes) dont les sommets adjacents portent deux valeurs 
distinctes parmi trois possibles. 
La combinatoire, la throrie des groupes ~ divers titres, la topologie t l'arithm&ique 
semblent inextricablement m~lres. On se bornera ici ~ drcrire les aspects les plus 
616mentaires, accessibles aux auteurs, en mettant plut6t l'accent sur les points qui leur 
sont obscurs. 
Que la throrie des groupes (finis ou plus grnrralement discrets) soit lire aux 
drcompositions cellulaires trouve son origine dans l'interprrtation graphique d'une 
prrsentation par grnrrateurs et relations qui date au moins de Cayley (cf. la Sect. 8 du 
livre de Coxeter et Moser [4]). Une drcomposition cellulaire d'une surface compacte 
orientable st engendr~e par un 'groupe cartographique' (orientr) selon la terminolo- 
gie de Grothendieck [7] dans son 'Esquisse d'un programme'. Notre coll~gue J.-M. 
Drouffe en avait aussi donn6 la construction, qu'on pourrait grnrraliser en dimension 
sup~rieure. Ce groupe apparaff aussi dans des travaux d'analyse combinatoire consacrrs 
aux hypergraphes. Nous allons voir qu'il permet de donner des preuves 616mentaires 
de propri&rs combinatoires simples. 
I1 est peut ~tre plus int~ressant de souligner combien de questions restent sans 
rrponse, les plus fascinantes &ant de nature arithm&ique. Ce sont aussi celles devant 
lesquelles les physiciens e trouvent malheureusement les plus drmunis. On pourra con- 
sulter fi ce sujet les travaux de Voevodsky et Shabat [31], et pour les aspects les plus 
t The author died before revising the paper, which appears in its original form. 
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fondamentaux le livre 'Gal(Q/Q)' off sont rassembl6es les contributions des th6oriciens 
des nombres difficiles ~ d6chiffrer pour les non-sp6cialistes. 
Pour donner une id6e de notre ignorance citons ici le probl8me relatif au th6orSme 
d'existence fondamental de Riemann dans son m6moire sur les fonctions Abeliennes: 
une vari6t6 analytique unidimensionnelle compacte st une vari&6 alg~brique. 
Si la donn6e des ramifcations d'une telle surface au dessus de trois points 0, 1, ~ ,  
de la droite projective sur C d6termine ffectivement la structure complexe t si on 
dispose d~s l'abord d'tme fonction rationnelle sur la surface Z donn6e par l'application 
fl : S ~ CP1, il n'y a ~ notre connaissance aucune m&hode constructive g~n6rale 
pour engendrer le corps des fonctions rationnelles ur Z. Ceci rend la bijection (de 
Belyi), 
O) 
(Z,]~) ( > dScomposition ceIlulaire finie 
(2) 
hautement on triviale dans la direction (2) au sens alg6brique voire arithm6tique. Tout 
au plus comme le font Voevodsky et Shabat peut on chercher ~ accumuler des exem- 
ples. Afortiori les questions de corps de d6finition et d'action Galoisienne sont elles 
hors de port6e en dehors de quelques g6n6ralit~s. 
Comme on l'a indiqu6, l'6tude d6taill6e des d6compositions cellulaires est par ailleurs 
int~ressante, n ce qu'elle se transporte n une d~composition de l'espace des mod- 
ules des classes d'isomorphisme des courbes algbbriques ~ n points marqu6s, espace 
de dimension 69-  6 + 2n (sur ~). On 6voquera bri~vement dans une derni~re sec- 
tion, quelques r6sultats dus ~ Harer et Zagier [8] Penner [21, 22] Witten [32, 33] 
et Kontsevich [14,15] en se bornant ~ la partie alg6brique, la plus famili~re aux 
auteurs. 
On s'est efforc6 de trouver un compromis entre la terminologie des physiciens et 
celle des math6maticiens et entre le franqais et le franglais. En particulier on appellera 
#roupe cartographique (groupe cartographique orient6 selon Grothendieck) tout groupe 
discret qui admet une pr6sentation en termes de deux g6n6rateurs dont l'un est une 
involution (compl&6e le cas 6ch6ant par des relations). Un tel groupe est un quotient 
naturel du groupe fondamental de la droite projective (sur C) priv~e de trois points. 
De m~me, on appellera carte (finie) la donn6e d'un ensemble (fini) de brins (drapeaux 
orient6s elon Grothendieck) muni d'une action transitive d'un groupe cartographique, 
6quip6 de sa pr6sentation, tel que l'involution agisse sans point fixe, Ceci revient ~ dire 
que la classe d'6quivalence de l'involution 'intersecte pas le stabilisateur B de l'un 
quelconque des brins. I1 s'ensuit pour G fini que son ordre et le nombre de brins (qui 
enest un sous multiple) sont pairs. Si le stabilisateur Best r6duit ~ l'identit6 on parlera 
de carte rbgulikre (par r6f6rence aux solides r~guliers). Sauf indication contraire nous 
nous limiterons aux groupes et cartes finis. 
Ces notes sont en partiele fruit d'une collaboration avec P. Cohen et J. Wolfart 
d'une part, J.-B. Zuber et P. Di Francesco d'autre part. J.-M. Luck nous a pr&6 main 
forte pour la partie num6rique. Nous les remercions tous vivement. 
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double sommet avec 
ar~te ses brins attachgs 
exempie de carte 
l sur un tore : 
somrnet. 2 ar~tes, 1 face) 
Fig. 1. Conventions graphiques. 
1. Groupe cartographique 
On consid~re un ensemble fini de cellules bidimensionnelles polygonales (le nom- 
bre de c6tds est aussi suppos~ fini) tel que les ar&es soient identifi6es par paires 
(qui peuvent appartenir ~ la m~me cellule). La surface obtenue est compacte pour 
route topologie raisonnable. Nous supposerons toujours qu'elle est connexe. Comment 
s'assurer qu'elle est orientable? Chaque cellule peut ~tre orient6e, ce qui conduit 
un ordre cyclique des sommets. On demande alors que les ar&es identifi6es portent 
une orientation oppos6e. Ces donn6es, que nous appelons par abus de langage une 
carte, ont 6t6 diversement d6nomm6es dans des travaux r6cents. Dans les mod61es de 
matrices des physiciens, elle apparah comme 'graphes de Feynmann ~ doubles ar&es 
(ou propagateurs) orient6s' dans un d6veloppement perturbatif ('t Hooft), ou encore 
'graphes 6pais' (Penner). Les sommets off ces ar~tes d6doubl6es se rencontrent h6ritent 
d'un ordre cyclique, tandis que les faces correspondent aux cycles form6s par les lignes 
orientdes (Fig. 1). 
A chaque carte on associe une carte duale obtenue n 6changeant les sommets et 
les faces. Soit S le  nombre de sommets, A celui des ar~tes (apr6s identification) et F 
celui des faces. 
Coupant chaque ar&e en deux demi ar~tes chacune attach6e ~ un sommet (ces som- 
mets pouvant &re distincts ou confondus), nous obtenons 2A brins (par dualit6 on 
obtient ainsi les doubles ar&es chacune attach6e fi une face). Si Sv et Fv d~signent les 
nombres respectifs de sommets et de faces de valence v, on ales relations 
2A = Sv  Sv = ZvFv, 
S = ZS~ F = SF~,. 
Ainsi le nombre de sommets ou de faces de valence impaire est-il pair. 
D6finissons deux 61~ments du groupe Z2A des permutations des 2A brins, suppos6s 
index6s, en utilisant la repr6sentation fl~ch6e des physiciens. Chaque ar&e entrante 
en un sommet est suivie d'une ar~te sortante. La permutation ~0 r6sultante a pour 
d~composition cyclique une repr6sentation des sommets avec leur valence. De m~me 
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chaque brin est associ6 ~ un partenaire pour reconstituer une double ar~te d6finissant 
une involution al poss6dant A cycles de longueur 2. Enfin la d6composition cyclique 
de la permutation a2 telle que 
aOala2 = id. 
code les faces avec leur valences. Le groupe cartographique G ainsi engendr~ agit 
transitivement sur la carte connexe qui peut 6tre identifi~e avec l'espace quotient G/B 
off B est le stabilisateur d'un brin (changer de brin conjugue B dans G), G ~tant 
muni de sa presentation {ao, al,a2}. Un ~16ment de G qui agit trivialement sur les 
bfins est forc~ment l'identit~, ce qui impose des restrictions ur B. En effet, si G est 
un groupe fini ~ trois g6n~rateurs 0"2, al, ao v6fifiant entre autres les relations a 2 = 
aoala2 = 1,al ~ 1 et Best  un sous groupe de G, on peut essayer d'associer une carte 
~t G/B, dont les 61~mems ont identifi~s aux demi-ar~tes. Les ar&es sont les orbites 
de l'action de al, les faces les orbites de l'action de 0"2 et les sommets les orbites 
de l'action de ao. Ceci reconstruit bien une carte si et seulement si les orbites de al 
ont toujours deux ~l~ments, c'est-~-dire si et seulement si al agit sans points fixes sur 
G/B. Ceci signifie que la classe de conjugaison de al dans G ne rencontre pas B. Dans 
ce cas, il est facile de v~rifier que le groupe cartographique de la carte associ~e h G/B 
est le quotient de G par le plus grand sous groupe invariant de G contenu dans B 
(ce sous groupe invariant est l'intersection des conjugu6s de B dans G). I1 y a donc 
une correspondance biunivoque ntre les cartes de groupe cartographique G muni de sa 
presentation {ao, al, a2} et les sous groupes de G disjoints de la classe de conjugaison 
de al et ne contenant aucun sous groupe invariant non trivial de G. 
La caract6ristique d'Euler d'une carte 
z=S-A+F 
est paire. En effet comme sous groupe de Z2A le groupe cartographique G poss~de tree 
representation altern~e unidimensionnelle: 9 ~ P(g) = ( -1 )  # cycles pai~s. Si S+ (F+) 
d6signent le hombre de sommets (faces) de valence paire, on a d'apr6s ce qui pr6c6de 
p(ao) = ( -1 )  s+ = (_)s ,  
p(a l )  = ( -1 )  A, 
p(0"2) = ( - -1 )  F+ = ( - -1 )  F 
et la relation aoala2 = id. entra~ne ( -1 )  z = 1. 
En fait Zest  non seulement pair mais inf6rieur ou ~gal ~ 2 comme l'argument 
suivant (datant au moins de Poincar6) l'indique. Notons ni, i = 0, 1,2, l'ordre de ai. 
Alors nl = 2 et n0(n2) est le plus petit commun multiple des valences des sommets 
(des faces). Consid~rons l'espace vectoriel V des 1-formes harmoniques, c'est-~-dire 
des fonctions q~ d~finies sur les brins (/l valeurs r6elles) telles que pour i = 0, 1,2, et 
tout brin x 
Z = o 
O<~k<~n~--I 
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Evidemment dim V<~A. Les S(F) relations pour i = 0(i = 2) satisfont une unique 
relation en raison de la connexit6, de sorte que 
d imaV=A- (S -1) - (F -  1 ) - -2 -z=2g>~ 0 
ce qui prouve l'assertion et d6finit le genre 9t>0. 
Les in6galit6s 
2A <~ n z F 2A <<, noS, 
entrainent 
Z~>2A (~o 1 1 ) 1 q-~-b---1 . 
?12 
Ainsi 
1 (i) si 1~no + -~ + 1/n2 > 1 le genre est nul, 
1 (ii) si 1~no + ~ + 1/n2 = 1 le genre est 0 ou 1. 
Lorsque les in6galit6s pr6c6dentes ont des 6galit6s on dira que la carte est semi- 
rbgulikre (tousles sommets et toutes les faces ont m6me valence). I1 est clair qu'une 
carte r6gulibre (cas off le stabilisateur d'un brin est r6duit fi l'identit6) est semi-r6guli~re 
mais la r6ciproque n'est pas toujours vraie. 
Le groupe G d6fini ci-dessus 'identifie au groupe cartographique orient6 de Grothen- 
dieck qui agit sur les drapeaux form6s d'un sommet d'une ar6te incidente t d'une face 
bordant l'ar6te, muni d'une relation d'orientation. On d6finit trois involutions renver- 
sant l'orientation 6changeant un 616ment (sommet, ar6te ou face) de chaque drapeau. 
Les produits par paires engendrent le groupe cartographique orient& Cependant ces 
d6finitions doivent 6tre modifi6es si une ar6te est incidente sur le m6me sommet 
ses deux extr6mit6s, s'il existe des sommets de valence un, ou enfin si une ar6te 
n'est incidente que sur une seule face, inconv6nient que ne possbde pas la d6finition 
pr6c6dente. 
Le groupe cartographique G ne doit pas 6tre confondu avec le groupe de symktrie 
H de la carte. Ce demier est d6fini comme le centralisateur de G dans XZA, c'est-~-dire 
l'ensemble des permutations des 2A brins qui commutent avec l'action de G. 
Proposition 1. L'ordre du groupe de sym~trie H divise 2A et est isomorphe (mais 
non identique) au groupe cartographique si et seulement si la carte est r~guliOre. 
Soit x un brin g6n6rique t faisons agir Get  H respectivement fi gauche et ~ droite 
de telle sorte que la commutativit6 s'6crive 
(gx)h=g(xh) gEG,  hEH.  
La transitivit6 de G entra~ne que les orbites de H ont toutes le m6me nombre d'616ments 
6gal ~ l'ordre de H de sorte que 
2A = ]H I × #(orbites). 
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Si la carte est r6guli~re, l'ensemble des brins s'identifie au groupe cartographique ( n 
tant qu'ensemble) par son action fi gauche qui commute avec l'action de G fi droite 
donc H contient un groupe isomorphe fi G, et d'apr6s ce qui pr6c~de, H est isomorphe 
G. Finalement si H est isomorphe fi G son ordre est fi la fois un diviseur et un 
multiple de 2A, donc ]HI = IG[ = 2A ce qui n'est possible pour une action transitive 
de G que si G agit sans point fixe et la carte est r6guli~re. 
En genre z6ro les cartes r6guli6res (ou m~me semi-r6guli6res) correspondent aux 
solides platoniciens. L'in6galit6 I/no + (l/n2) > ½ se r6crit (no -2)(n2 -2 )  < 4 ce 
qui donne lieu fi la table 
G, .~H 
(a) nl =2,  n2=n~>2, S=A=n,F=2} 
no = n, n2 = 2, A = F = n,S = 2 groupe di6dral d'ordre 2n, Dn 
(b) no = n2 = 3, S = F = 4, A = 6 groupe t6tra6dral --44 d'ordre 12 
n0=4,n2=3,  S=6,A= 12, F=8/  (c) no=3,n2=4,  S=8,A= 12, F=6)  groupe octa6dralS4 d'ordre24 
(d) n0=5,n2=3,  S= 12,A=30, F=20} 
no = 3,n2 = 5, S = 20,A = 30, F = 12 groupe icosa6dral As d'ordre 60 
Dans les cas (b), (c), (d) le groupe G admet un syst~me de deux g6n6rateurs l'un 
d'ordre 2 l'autre d'ordre 3 = inf(n0,n2). 
En genre 1 l'6galit6 (no -  2 ) (n2-  2) = 4 correspond aux quotients des r6seaux 
r6guliers 
n0=3,n2=6 hexagonal } 
(a) no = 6,n2 = 3 triangulaire 
(b) n0=n2=4 carr6. 
Les cas les plus int6ressants sont relatifs fitm genre 9 sup6rieur h 1. Pour une carte 
r6guli~re 
9 - 1 = A ( ~ l l )  " n 0
Nous retrouvons l'in6galit6 de Hurwitz en demandant que le groupe de sym&rie H 
soit d'ordre 2A aussi grand que possible, c'est-fi-dire fi 9 fix6 en minimisant la quantit6 
1 _ I/no l/n2 ou encore no et n2, chacun d'eux devant 6tre sup6rieur ou positive ~ 
6gal ~ 3 (pour que 9 > 1). Les Valeurs (3,3), (3,4), (3,5) et (3,6) correspondant fi 
9 ~< 1, on trouve que (3,7) est l'extremum cherch~ (correspondant soit fi no = 3, n2 = 7 
soit ~ la carte duale no = 7,n2 = 3). Dans ces conditions IGI = 2.4 et l'on en 
tire 
Proposition 2. Pour 9 supOrieur ~ 1, l'ordre du #roupe de symOtrie d'une carte 
r~ouliOre est inf~rieur ou ~oal 71 84(9 - 1). 
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Quand cette borne est atteinte on parle de carte r6guti6re de Hurwitz et de groupe 
(cartographique ou de sym6trie) de Hurwitz engendr6 par trois g6n6rateurs de produit 
unit6 et d'ordre 2, 3, 7 respectivement. 
Pour une carte de Hurwitz on a S(ou F)  = 28(g - 1), A = 48(g - 1), F(ou S) = 
12(g -  1). On sait que cette borne n'est pas toujours atteinte. Par exemple n genre 2 
l'ordre du plus grand groupe de sym6trie st 48 (il s'agit du produit direct 7//27/×$41 ).
En revanche n genre 3 on a le c61~bre groupe de Hurwitz PSL2 (0:7) ~ L3(I]z2) d'ordre 
168 (pour une revue des groupes de Hurwitz voir M. Conder [3]). 
En revenant au cas d'une carte arbitraire soit Sv(Fv) le nombre de sommets (de 
faces) de valence v. Dans des modules de matrices chaque carte est compt6e avec un 
poids de la forme 1/LH [ off l'ordre du groupe sym&rie appara]t sous la forme 
IHI = H vs"sv! 
vs 
I) 
expression dans laquelle l'entier positif Vs est d6fini de la mani~re suivante. Ayant 
index6 tous les brins par 2A symboles, on compte le nombre vs de faqons distinctes 
de les joindre de mani~re fi produire la carte donn6e (sans indexation). En d'autres 
termes vs est le nombre d'involutions al E Z2A telles que, a0 &ant donn6, ces deux 
permutations engendrent des groupes G isomorphes mais distincts. Deux tels choix al 
et a~ ayant m~me d6composition cyclique (2 A) sont conjugu6s dans 2~2A. I1 existe donc 
une permutation k commutant h a0 telle que a~ = k- la lk .  Si Com(a0) d6signe le 
commutant de a0 dans Z2A et Com(ao, al ) - -  isomorphe fi H - -  le sous groupe de 
ces 616ments qui commutent aussi avec al, on a 
ICom(a0) 
vs -  ICom(a0, al)l" 
La classe de a0 &ant 1-L(v) s'' l'ordre de son commutant est 
ICom(~ro)l = H vs°sv! 
/) 
tandis que [Com(a0,al)l = IHI ce qui justifie l'expression ci-dessus. Bien entendu on 
a pour une d6finition ad6quate la formule duale 
Inl = H vF"F~ 
VF 
U 
Le groupe de sym&rie H agit lin6airement sur l'espace vectoriel V des 1-formes har- 
moniques par 
q9 __~ ~ph : ~ph(x ) = qg(xh )
I Correspondant ~tune carte form6e de 16 triangles e rencontrant par 8 en 6 sommets (avec 24 ar~tes) ou 
par dualit6 de 6 octogones e rencontrant par triplets en 16 sommets, double recouvrement de la sph/~re 
ramifi6 aux sommets d'un octa~dre. 
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off l 'on v&ifie sans peine que q~h est encore harmonique. II s'ensuit que Vest  un H-  
module (en g6n6ral r6ductible). Dans le cas, probablement trbs special, off en tensorisant 
par C, V se d6composerait en deux repr6sentations irr6ductibles conjugu~es de H, on en 
concluerait 2 que gIIH]. C'est ce qui se produit par exemple pour la carte de Hurwitz 
de PSL2 (~7), mais g &ant premier avec g -  1, ceci ne peut avoir lieu pour d'autres 
cartes de Hurwitz que si g est un diviseur de 84 ce qui majorerait l'ordre du groupe 
de sym6trie correspondant par 84 × 83 = 6.972. 
I1 existe une description intrinsbque du groupe de sym&rie H d'une carte. Marquons 
un brin x, soit Bx C G son groupe d'isotropie dans le groupe cartographique, t con- 
sid6rons le normalisateur Norm (Bx)C G, c'est-~-dire le sous groupe des g E G tels 
que g Bxg -1 = Bx. I1 est clair que Bx est un sous groupe invariant de Norm (Bx). 
Proposition 3. Le groupe de symktrie H est bomorphe h 
Norm( Bx )/Bx. 
Si la carte est rkgulikre B = {id}, Norm(B) = G et nous retrouvons l'isomorphisme 
HuG.  
La preuve se fait en trois &apes: 
(i) Si x et y = xh sont des brins de la m6me orbite du groupe de sym&rie, alors 
Bx = By. En effet y E Bx implique que g(xh) = (gx)h = xh, donc Bx C By et de m6me 
By CBx. 
(ii) H priv~ de 
la transitivit6 de G 
(iii) Soient deux 
l'identit6 agit sans point fixe sur les brins comme cons6quence de 
(voir plus haut). 
brins x et y tels que Bx = By = B. Par l'hypoth~se de transitivit6, 
il existe 7 E G tel que y = 7 x et 7B7 -1 = B donc 7 E Norm(B). Fixant x et 7, pour 
un brin g6n6rique z, il existe g E G tel que z = gx. 
L'application h des brins dans les brins 
h : z ---~ zh = gTx 
est bien d~finie en vertu de la propri&6 de 7. Pour tout g' E G 
(g'z )h = (g'g )Tx = g' (zh ). 
En identifiant l'ensemble des brins avec le quotient G/B il s'ensuit que (gB)h = 9B 7 = 
9713 ce qui donne l'application h:gB ~ gTB telle que 
gl o h = h o gl : gB ~ gl gyB. 
Nous avons ainsi un homomorphisme Norm(B) --~ H de noyau B. Cet homomorphisme 
est surjectif puisque &ant dormO h E H on peut trouver 7 E Norm(B) tel que y = 
xh = 7x ce qui complete la preuve. 
2 La dimension d'une repr6sentation rr6ductible (sur C) divise l'ordre d'un groupe fini (el. Serre [28]). 
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On dira qu'une carte est un recouvrement d'une autre si les conditions uivantes ont 
satisfaites. Soit G(t~0,t~l,~2) le groupe cartographique d  la premiere carte agissant sur 
un ensemble de 2A brins ~ et G(a0, al, a2), ~ les quantit6s analogues pour la seconde. 
On demande qu'il existe une application surjective 
f .~  - -~  
telle que 
f(~iX) = aif(x).  
Comme on l'a remarqu6 plus haut, un 616ment de G qui agit trivialement sur tousles 
brins est forc6ment l'identit6. Comme f est surjective, la d6finition d'un recouvrement 
impose que toute relation entre ~0,t~l,~2 dans G est vraie pour a0, aa, o2 dans G, ce 
qui signifie que G est un quotient de G. On peut repr6senter ~ comme G//~ et 
comme G/B. On peut alors d6crire plus explicitement les recouvrements. Partant de 
un groupe cartographique, G un groupe quotient de G (off l'on note p la projection 
P G -+ 1) tel que p(t71 ) ~ e, et B un sous groupe de G tel que ~ = G/B soit une 
carte de groupe cartographique G, les recouvrements de ~ de groupe cartographique 
sont index6s par les sous groupes de p- l (B) .  Notant/) un tel sous groupe, ~ = G/B 
recouvre ~.  La preuve est 616mentaire. On prouve d'abord que tous les sous groupes 
de p - l (B )  ont les propri6t6s voulues pour que G//~ soit bien une carte de groupe 
cartographique G. On montre ensuite que le diagramme 
G 
5/~ G/B 
se complbte naturellement en un diagramme commutatif 
l l 
off f a les proprei6t6s d'un recouvrement. 
Un cas particulier est le suivant. On consid6re une carte et son groupe cartographique 
G(ao, al,a2), on prend pour 5~ le groupe G lui-m~me n tant qu'ensemble. Alors G 
agit sur ~ par multiplication h gauche. On prend ~i = ai qui est une involution sans 
point fixe sur ~. On choisit un brin x de la carte initiale et on d6finit l'application 
~ ~ par (g E ~)  --* (gx E ~).  Zoutes les fibres ont pour cardinal [B~ I et on v6rifie 
que les propri6t6s de recouvrement sont satisfaites, ainsi 
Proposition 4. Toute carte posskde un recouvrement par une carte rkgulikre admet- 
tant comme groupe de symbtrie le groupe cartographique de la carte initiale. 
En raison de la sym6trie de la carte r6guli6re, cette construction e d6pend pas 
essentiellement du choix du brin x dans la carte initiale. Si on conserve la notation no, 
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n2 pour les plus petits communs multiples des valences des sommets et des faces de 
la carte initiale et si on pose n = IBxl de sorte que [GI = 2An, la carte rrguli~re qui 
la recouvre a pour caract&istique d'Euler 
Z'=2An(111)  - ~+ <<.nz 
donc un genre #' tel que 
g'>~l +n(g -1)  
inrgalit6 intOressante si g > 1. I1 va sans dire que no et n2, les ordres de tr0 et tr2, 
divisent IG[ -- 2An. 
Les groupes cartographiques (finis), c'est-~-dire ceux qui admettent une prrsentation 
en termes de deux grn&ateurs dont l 'un est une involution, sont tr~s nombreux. Nous 
n'avons pas fait une 6tude exhaustive de cette question (qui le m&iterait). Mentionnons 
titre d'exemples les quotients finis du groupe modulaire PSL2(7/) et les groupes 
sym&riques Xn. Les premiers parce que le groupe modulaire admet une prrsentation 
en termes de deux grnrrateurs dont l'un est une involution, l'autre d'ordre trois, les 
seconds parce qu'ils sont engendrrs par un cycle tr0 = (1,2 . . . . .  n) d'ordre net  une 
transposition trl = (1,2) tandis que a2 = (a0trl) -1 = 2(n ,n -  1 . . . . .  3,2, 1) est d'ordre 
(n - I ) .  La carte r6guli6re correspondante est telle que S = n!/n, A = n!/2,F = n!/(n-1) 
(avec F 6chang6 avec S pour la carte duale) et son genre est 
9----- l+(n -Z) '~[n  2_5n+2]  
4 
qui vaut 0 pour n~<4, 3 tandis que pour n > 4 le genre cro~t tr~s rapidement. 
Un autre exemple intrressant est foumi pour p premier suprrieur h 3 par le groupe 
affine modulo p agissant sur la droite affine Lp identifire avec le corps 0:p, correspon- 
dant aux transformations 
u ~ au + b, a E ~:p, u, b E ~:p 
off DZp est le groupe multiplicatif cyclique de 0:p de g~n6rateur r/ (c'est-~-dire que 
p -  1 est la plus petite puissance telle que v/p-t =1 mod p). On peut prendre comme 
g6n6rateurs 
p--1 ~ 1, O" 0 U ~ flU O" 0 
O" 1 U --~ --U -- 1 a~ = 1, 
d'ofi 
0" 2 = - - ? ] - - Iu -  1 
p - I  1, p -- 1 mod 4 tr 2 = 
p - - -1  mod4 tr~p-l)/2= 1. 
3 Les eas n : 2 et 3 correspondent respectivement au segment et au triangle, et sont identifiables aux cas 
dirdraux D2 et 0 6. 
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Une carte r6guli~re associ6e aura S -- p,A = p(p-1 )/2 et suivant que p = l (4 ) ,F  = p 
(il s'agit de p -  1-gones) ou p = -1(4) ,  F - -2p  (qui sont des (p -  1)/2-gones). 
Le genre est alors donn6 par 
p(p-5) sip------ 1(4), 
g - l=  4 
p(p-7) si p -= -1(4) .  
4 
Comme il y a p sommets et p(p-  1 )/2 ar&es, la carte correspond au graphe complet 
sur p points compl6t6 par les faces (on v6rifie que chaque ar~te est incidente sur 
deux sommets distincts sinon il' existerait un entier k tel que al = a0 k, ce qui est 
impossible). On en d6duit que le graphe complet ~ p sommets (p  premier sup6rieur 
3) peut ~tre trac6 sans intersections ur une surface compacte orientable de genre 
g donn6 par la formule pr6c6dente. Ceci est h comparer avec le probl~me classique 
de coloriage des cartes (ou son dual) selon lequel [23] en genre g > 0 pour colorier 
toute carte de sorte que des faces adjacentes portent des couleurs distinctes, il suffit de 
n couleurs off l'entier n, nombre chromatique, est la partie enti~re de 
7 + v/1 + 48g 
2 
Cette pattie enti~re est en tous cas une borne sup6rieure. De mani~re 6quivalente 
le graphe complet ~ n sommets peut ~tre trac6 sur une surface (orientable) de genre 
g>~(n- 3) (n -  4)/12 (in6galit6 de Heawood). En effet, les faces 6tant au moins trian- 
gulaires 2A = n(n - 1)>~ 3F de sorte que la formule d'Euler entra]ne 
2g-  2 n(n- 1) 1) - n - F >1 n(n  - n ,  
2 6 
qui est l'in~galit6 pr6c6dente. Le th6or~me de coloriage en genre positif est alors que 
l'in6galite peut ~tre satur6e, en ce sens qu'on peut trouver 
g=~(n)=Inf{rE~_,r>~ (n - 3)(n - 4 )}  
12 
En genre 1 le nombre chromatique st 7, ce qui s'identifie au cas prOc~dent quand 
p --- 7. Montrons comment pour p = 5, 7 la construction pr6cOdente se prOsente en 
termes d'une courbe elliptique arithmOtique. 
Soit d'abord p -- 5 - 1(4). Pour tracer sur un tore le graphe complet (auto-dual) 
ayant 5 sommets, 10 ar&es et 5 faces carr6es, nous consid6rons les sommets du r6seau 
carr6 bi-dimensionnel comme l'ensemble des entiers de Gauss 77(x/-L-1). L'id6al premier 
engendrO par 
v = 2 + V~-L-~ 
de norme 5 (v2 _ 4~ + 5 -- 0) correspond ~ un sous r~seau et le quotient Z(v/-ZT)/ 
r7/(v/Z-T) (qui s'identifie au corps Fs) contiennt 5 sommets et 5 carr6s du pavage ini- 
tial. Si nous identifions les ar~tes avec celles du r~seau initial, chaque sommet (chaque 
face) est joint au quatre autres comme l'indique la Fig.2(a). Nous avons ainsi le graphe 
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3 4 0 
01 1 2 
2 
1 2 
C @ 
3 4 
3 4 0 
0 
(a) 
4 5 6 0 1 2 3 4 5 6 0 
6 ~ ~ 1  2 3 4 5 6 0 
2 3 
(b) 
Fig. 2. Cartes correspondant u groupe affine sur Dz5 (a) ou 0:7 (b). 
complet dessin6 sur la courbe elliptique d'invariant modulaire j (z/5)  = j (x /~)  = 
123. De plus le groupe de sym6trie de 7/(x/-Z-1) engendr6 par les translations et rota- 
tions multiples d'un quart de tour devient un groupe de sym6trie de la configuration 
(v/-Z-1 z = 2z - 5, ~ 5 = 5z - 10) et son action est celle du groupe affine sur la 
droite sur IFs. Si on repr6sente les brins par une paire (x E 7/(x/C] -) mod z,(x/-S-]-) a, 
a mod 4) deux g6n6rateurs possibles sont 
O'o(X , V /~ a) = (X, V /~ a+l ), 
0.,(x, °) = (x + a, 
On v~rifie les relations 
0.4 = 0.12 = (0.00.1)4 = (0.20.])5 = 0.10.20.10.030.,0.0 = 1 
impliquant que a 4 = 1 (comme il se doit) et que 0.20., engendre un sous groupe 
cyclique invariant d'ordre 5 
0.7 (0.o 0.1)0.1 = (0.020.,)4, 
0.01(0.20"1 )0.0 = (0.20.1)2. 
Tout 616ment du groupe s'6crit alors 
2 • /~ g~,/~ = (ao0.1) 0.o c~mod5, f lmod4 
avec la loi de multiplication 
g=t ,/~1 g=2,/~: = g=l +3~1 c~2,/~1 +/~2 ' 
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qui est bien celle du groupe affine puisque 3 est un g6n6rateur de F~. 
Dans le cas p = 7, g = 1 on peut reprendre l'exercice utilisant l'identification des 
sommets du r6seau triangulaire avec les entiers de Eisenstein Z(o9), o9 = exp2x/-~n/6 
de la forme m + no9 de norme m 2 + n 2 + mn. L'id6al premier est engendr6 par 
z=2+o9 
de norme 7('c 2 - 5"c -k 7 -- 0). 
Le r6seau triangulaire modulo l'id6al engendr6 par ~ contient 7 sommets, 21 ar&es et 
14 faces triangulaires correspondant au graphe complet sur 7 points (Fig. 2(b)). Comme 
pr&6demment les brins sont des paires (x E 2[(o9) mod ~, oga, a mod6) et Faction du 
groupe de sym&rie du r6seau est engendr6e par 
0-0(X, o9a) = (X, oga+l ), 
0"1(X, O9 a) ~- (X 71- oga, o9a+3) 
On v6rifie que 
0-06 = 0"~ = (0-00"1)3 = (0"030"1)7 = 1. 
Comme 
O'11(O'30"1 )0"1 = (0"30"1)6, 
0"o' 0"030"1 )0"0 = 
l'616ment 0"30"1 engendre un sous groupe cyclique invariant d'ordre 7. Un 616ment 
g6n6rique du groupe est repr6sent6 sous la forme 
gct, fl = ( 0"03 0" , )" Jo , ~mod7, f lmod6 
avec 
g=,,fl, ~2,/~2 = g~, +3& ~2,fl, +t32 
qui est le groupe affine sur Dz7, 3 6tant aussi dans ce cas un g~n6rateur de Iz~. La 
courbe elliptique correspondante a pour invariant modulaire j ( 'c /7)  = j(o9) = O. 
La d6composition barycentrique d'une carte conduit ~ une triangulation dont les 
sommets correspondent aux sommets, milieux d'ar6tes et milieux des faces. Pour cette 
triangulation les nombres de sommets, d'ar&es et de faces triangulaires deviennent 
S' =S+A+F,  
A'  =6A,  
F '  = S2vF~ = 4A 
et le genre est invariant. Nous l'appelerons carte (ou triangulation) d6riv6e. Soit G' son 
groupe cartographique. Les sommets de la triangulation peuvent 6tre class6s en trois 
familles du type S,A ou F. En identifiant les sommets de chaque classe on obtient 
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la carte r6guli6re ~ 3 sommets, 3 ar&es et 2 faces (triangulation 616mentaire d'une 
sphbre) de groupe cartographique et de sym6trie 2:3. Ceci engendre un homomorphisme 
surjectif G' ~ Z3 ~ 1 de noyau F (et correspond ~la pr6sentation de Belyi [1]). On 
, - t2 - ,  Ces  demiers se convainc que F est engendr6 par les 616ments 60 = 17~2 et 61 = 171 °0 °1. 
engendrent bien un sous groupe invariant F dans G' puisque 
,-16o17~ = 60, 170 
! - -1  ~ t : 61 ' 171 170171 
,--1 ~ t ~ 
17o 171170 = 17o1671, 
! -1  ~ t = 60, 171 171171 
, I off on a utilis6 la relation (17o17'1)3 = 1 de la triangulation, et les images to, tl de 17o, °"1 
dans l'application G' ~ G'/F v6rifient 
t 2=t  2=(tot1)3= 1
qui sont les relations g6n6ratrices de ~'3 (en tant que groupe de Weyl de l'alg~bre de 
Lie s13). Enfin, on s'assure que ni to ni tl ne sont identiquement l'identit6. 
Les brins de la carte originale forment une sous-famille de ceux de la triangulation, 
stable pour l'action de 60 et 61, action qui devient celle respectivement de 170 et 171. 
On en d6duit la suite exacte d'homomorphismes 
1 - -oF  ~ G l --0 Z3 --0 1 
G 
1 
En g6n6ral F n'est pas isomorphe ~ G comme le montre l'exemple de genre z6ro 
2 sommets, 1 ar&e et 1 face pour lequel ]G ~ 7J/2;~ I -- 2, tandis que la carte 
d&iv6e, qui n'est pas r6guli~re, poss~de 4 sommets, 6 ar&es et 4 faces et un groupe 
cartographique h 24 616ments, cependant que IF ~ Z/2Z x ;e/27/I = 4. Cette carte 
d6riv6e s'obtient h partir de la carte t&ra6drale de mSme nombre de sommets, ar&es 
et faces, en proc6dant it la transformation dite 'flip' (correspondant h l'6change de 
diagonales dans un quadfilat~re) affectant deux faces du t6trabdre. On passe ainsi d'un 
groupe cartographique d'ordre 12 (An) a G' d'ordre 24 (qui ~ la diff6rence de An 
poss~de un 616ment d'ordre 4). 
Les triangulations d&iv6es d'une carte ne sont pas les plus g6n6rales parmi celles 
o)) il est possible de partager les sommets en trois classes, les sommets d'un triangle 
appartenant h chacune d'entre lles. C'est cette classe puls g6n6rale qui intervient dans 
le th6or~me de Belyi. Cependant une telle carte admettra une triangulation d6riv6e 
barycentrique. 
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2. Structure complexe 
Aux donnres combinatoires d'une carte on associe une surface de Riemann compacte. 
I1 s'agit d'un recouvrement fini de la sphere de Riemann qui n'est ramifi6 qu'aux im- 
ages inverses de 0, 1, c~ (correspondant respectivement aux sommets, 'milieux' d'ar~tes 
et 'milieux' de faces). 
Ayant fait choix d'un point base arbitraire (hors de ces trois points), les grnrrateurs 
Co, C1,Coo du groupe fondamental 7~1 (CP1 -{0 ,1 ,oo})  correspondant ~ des circuits 
616mentaires autour de 0, 1, ~ et satisfaisant fi la relation 
CoClCoo = id. 
agissent sur les fbres de recouvrement comme O'O, al, o" 2 respectivement sur les brins 
de la carte. Notons r~l pour faire bref, le groupe fondamental ci-dessus. On a donc un 
homomorphisme surjectif 
7tl --~ G ---~ 1 
dont le noyau est engendr6 par ,.n0 ,,2 ,,n2 et les autres relations atisfaites par les ffi. ~0 ~ ~1 ~ ~oo 
La droite projective rrelle coupe la sphere marqure en 0, 1,oo en deux triangles. 
Notons 2; le recouvrement ramifi~ drfini ci-dessus et fl la projection sur la sphere de 
Riemann. L'image inverse par fl de la triangulation de la sphrre devient la triangulation 
d~rivre de la carte. En particulier, les ar&es initiales s'identifient ~fl-l[0, 1] tandis que 
fl-1 [1, c~] dessine sur ,~ la carte duale. De m~me fl-I perrnet de relever la structure 
complexe qui transforme Z en une surface de Riemann compacte, rev~tement ~ 2A 
feuillets de la sphere de Riemann ramifi~e n fl-l(0, 1, <x~). La projection fl drfinit, au 
moyen de la coordonn~e x sur la sphere, un ~l~ment du corps rationnel sur S qui prend 
aux sommets, milieux d'ar&es et milieux de faces de la carte qu'on imagine tracre 
sur 2;, les valeurs 0, 1, <xD respectivement qui sont des valeurs critiques. En un sommet 
(milieu de face) de valence v, la fonction x s'exprime comme ( t -  ts)~(1/(t- tf) v) 
en fonction d'un param&re uniformisant local, ~ une racine v-irme de l'unit6 prrs (si 
v -- 1, il n'y a pas ramification). Dans cette construction il est clair que toute sym&rie 
de la carte provient d'un automorphisme d la surface de Riemann laissant la fonction 
fl invariante. 
La surface Z peut elle mrme &re considrrre comme la 'surface de Riemann' d'une 
seconde fonction rationnelle y prenant une valeur donnre (par exemple oo) en 2A 
points de S qui se projettent en 2A points distincts de CP1 - {0, 1, c~} (qu'on aura 
tout intrr& g prendre ou rationnels ou algrbriques). Dans ces conditions y, bien que 
n'&ant pas enti~rement sprcifir, satisfaira une ~quation polynomiale de degr6 2A 
coefficients polynomiaux en x drfinissant une carte algrbrique. On note que au dessus 
du point 1 la fonction x poss6de A points de ramification d'ordre 2. 
Donnons une description 6quivalente de la structure complexe de 27. Choisissons par 
exemple un recouvrement simplement connexe de Z moins fl-l{0, 1,oo} par un plan 
hyperbolique ~ff en identifiant CPl -{0 ,  1,oo} h Off/F(2) off F(2) est le sous groupe 
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de niveau 2 du groupe modulaire (le groupe modulaire &ant le quotient PSL2(77) et le 
sous groupe F (2 )C  PSL2(Z), &ant form6 des matrices 
(a  b )  
- I  modulo 2, 
c d 
quotient6 par son centre +L) On repr6sentera alors 22-  f l- l{0, 1,e c} par le quotient 
J~f~/F oh F est d'indice fini dans F(2) (pr6cis~ment d'indice 2A). Soit x la fonction 
qui applique ~ff/F(2) sur CP1-  {0, 1, oc} normalis6e n demandant qu'elle prenne les 
valeurs 0, 1, oc aux trois points paraboliques. La projection fl est alors donn6e par M E 
~/F  ~ x(M) .  Enfin l'action du groupe cartographique sur les 2A brins s'identifiera 
fi celle de F(2) sur F(2) /F .  En d'autres termes, il existera des homomorphismes 
surjectifs F(2) ~ G ~ 1 4 , tels que F(2)F  ~ G/B.  En un sens, on peut alors 
consid6rer 22 comme une courbe modulaire. 
On peut remplacer dans cette construction F(2) par un groupe triangulaire A de 
signature no, nl = 2,n2 et un sous groupe F CA d'indice fini (2A) dans A. Le quo- 
tient ~/F  apparait alors comme un mod61e, en g6n6ral singulier de 12, F n'&ant pas 
n6cessairement fuchsien (c'est-g-dire agissant avec des points fixes). 
En se r6f~rant fi la remarque qui cl6t la section pr6c6dente, si on dispose en g~n~ral 
d'une application fl : 22 ~ CP1, ramifi6e en 0, 1, ec on pourra toujours lui associer 
l'application compos6e fl' = f o fl en passant g la triangulation d6riv6e appliquant 
respectivement les sommets x = 0, 1,oc sur f (x )  = O, les 'milieux' d'ar~tes x = 
I -1 ,~,2  sur f (x )  = 1 et les 'milieux' de faces x = (1 4- iv/3) /2 sur f (x )  = oc soit 
en respectant les notations classiques de Klein 
f (x )  : 1 - f (x )  : 1 = 27x2(1 - x) 2 : (2x 3 - 3x 2 - 3x + 2) 2 : 4(x 2 - x + 1) 3. 
En d'autres termes, on consid~re la variable x comme le birapport de 4 valeurs distinctes 
et f comme l'invariant sous Faction du groupe de Klein /l 6 616ments, image des 
permutations: 
SL2(F2) ,-~ PSL2(7])/F(2). 
Bien entendu les ordres de ramification de ]~' au dessus de f (x )  = 1 sont tous 6gaux 
deux. 
3. Structure arithmetique 
C'est ~ ce point qu'un physicien commence ~ perdre pied. Le r6sultat le plus 
important - -  ~ la v6rit6 pour l'instant le seul de ce domaine - -  est dfi fi Belyi comme 
4 Le noyau de cet homomorphisme est F r, le plus grand sous groupe invariant de F(2) d'indice fini contenu 
dans F. D'o6 G ~ F(2)/F~,B ~ F/F ~. Enfin le groupe d'automorphisme est le quotient du normalisateur 
de F dans F(2) par F. On notera u passage une eons6quence du th6or~me d  Nielsen-Schreier: tout 
sous groupe d'indice fini j du groupe F(2) (groupe libre ~ deux g6n6rateurs) est un groupe libre ~ j + 1 
g6n6rateurs. 
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indiqu6 dans l'introduction. Nous allons esquisser (une partie de) la d6monstration pour 
son int6r~t constructif dans un sens, en regrettant de ne pouvoir en dire autant dans 
l'autre sens. Reprenant les termes de l'auteur. 
Th6or6me 1 (Belyi [1]). Une courbe algbbrique rkgulikre et compl&e sur un corps de 
caractkriAtique nulle est d@nie sur Q si et seulement si on peut la prksenter comme 
rev~tement de P1 ramifib aux images inverses de O, 1, oo. 
La restriction /~ 0, 1, oo n'est pas essentielle puisque le groupe des automorphismes 
(alg6briques) de DZl est transitif sur les triplets de points. Soit donc une courbe X sur 
(dire alors arithm&ique) et tun  616ment du corps rationnel sur la courbe dont U 
d6signe l'ensemble fini des valeurs critiques (qui peuvent contenir le point l'infini) 
de sorte que U (ou U\{cx)}) soit dans Q. Cette donn6e permet de consid6rer X
comme recouvrement de Pl ramifi6 aux images inverses de U. I1 s'agit maintenant de 
passer de cet ensemble ~ (0, I, <xz). Belyi proc~de n deux temps. Par une application 
polynomiale on passe de U ~ V tel que V (ou V\{ao}) soit dans Q puis par une 
seconde application polynomiale de V /l {0, l, oo}. 
Soit hi le polyn6me minimal ~t coefficients rationnels qui s'annule sur U (ou 
U\{oo}). L'application X --~ hi o t est ramifi6e aux images inverses de l'origine, 
des valeurs critiques du polyn6me {hi(() [h'l(~) = 0} et peut ~tre de l'infini. Soit h2 
un second polyn6me minimal ~ coefficients rationnels qui s'annule aux valeurs cri- 
tiques hl(~) 6(~. On a degh2 ~< deg h i -  1 par un raisonnement classique. Les valeurs 
critiques de l'application h2 o hi o t sont en cx~,0, l'image de 0 par h2 (qui est ra- 
tionnelle) et les valeurs critiques de h2 en nombre strictement inf6fieur ~ celles de hi. 
Poursuivant de la sorte, en un nombre d'it&ations inf6rieur ou 6gal /l degr6 (hi) on 
obtient un 616ment f 6 Q(X), f = h~ o h<-i o ... o hi o t n'ayant que des valeurs 
critiques rationnelles et (peut &re) l'oo. Soit V C Q cet ensemble fini de points. Dans 
un second temps, il s'agit de trouver un polyn6me g (/1 coefficients rationnels) de 
valeurs critiques 0, 1 ,~ et tel que g(V)C{O, 1,oo}. Si l'on parvient h construire un 
tel polyn6me g, l'application g o f donnera la pr6sentation cherch6e de X comme re- 
couvrement de P, non ramifi6 en dehors des images inverses de {0, 1, co}. Supposons 
qu'on dispose d'un polyn6me gl, ayant des propri&6s analogues h g mais relativement 
un sous ensemble V1CQ tel que V = //1 U{4}. L'616ment g lo f  EQ(X)  aura 
comme valeurs de ramification finies (0, 1,gl(~)). Si l'on pent trouver un polyn6me 
coefficients rationnels 92 admettant {0, 1, oo} comme seules valeurs critiques et tel que 
l'image de 0, 1,s = gl(~) appartienne ~ l'ensemble {0, 1}, le polyn6me g cherch6 sera 
alors g = 92 o gl. R6p&ant autant de fois qu'il le faut cette construction on voit qu'on 
se ram6ne au cas ou l'ensemble V est r6duit ~ trois points que par un automorphisme 
de Pl, on pent supposer de la forme 0, 1,s = m/(m + n),m,n entiers positifs et h la 
construction d'un polyn6me h coefficients rationnels, dont la deriv6e s'annule en 0 et 
1 et qui envoie 0, 1 et s sur l'ensemble 0, 1. Un tel polyn6me pest  
(m + n) m+n 
p(x) --  -xm( 1 -- X) n. 
mnn n 
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En 0 ou 1 ce polyn6me s'annule tandis qu'en s = m/(n + m) l'unique point distinct 
de 0, 1 ou sa d6riv~e s'annule, sa valeur est 1. 
La r~ciproque, ~savoir que si X est un recouvrement (fini) P, non ramifi6 en dehors 
des images inverses de {0, 1, c~}, alors X peut &re d6fini sur (~ est une propri&~ de 
rigidit6 qui repose sur un crit~re de Weil. On a vu ci-dessus que le th~or~me d'existence 
de Riemann d~finit X comme surface de Riemann compacte, en fait comme une courbe 
alg~brique (compl&e). Si a est un automorphisme de C laissant Q fixe, son action 
sur X d~finit un autre recouvrement de Pl ramifi6 aux images inverses de 0, 1, oo 
de m~me degr~ (de mSme nombre de feuillets). Pour que X ~ soit une surface de 
Riemann compacte (connexe) il ne peut y avoir qu'un choix fini de a tel que X ~ 
soit non isomorphe ~ X (il re vient au m~me de dire que chaque tel recouvrement de 
degr6 n correspond ~un sous groupe d'indice n dans ZCl (CP1 \{0, 1,oo}) et qu'il n'y 
a qu'un nombre fini de tels sous groupes). En d'autres termes pour presque tousles 
a,X ~ =_ X. Le crit~re de Weil revient alors ~t dire que dans cette situation X peut &re 
d6fini sur une extension finie de Q. 
Nous ne sommes pas stirs de bien comprendre cette preuve. Mais en examinant des 
cas concrets (ou la donn6e est l'action finie de nl (CP1 \{0, 1,co}) sur les feuillets 
de recouvrements) et 'solubles' (ce qui est rare) on se convainc qu'on est amen6 
r6soudre des cascades d'~quations ~coefficients rationnels. 
Donnons d'abord quelques exemples. Peut &re le plus frappant est-il celui pr6sent6 
par Oesterl6 d6crivant les conjugu6s d'un dessin d'enfant (au sens propre). 
Sur une surface de genre z6ro supposons qu'on dispose d'une application 
fl : y---* x, 
~.~[P1 ---~ [~1 
dont les points de ramification appartiennent /t l'ensemble fl- l(O,l,oo). I1 s'agit de 
construire l'application rationnelle 
P(Y) 
x-  
a(y)  
off Pet  Q sont premiers entre eux (sur ~),  y apparaissant comme un g6n6rateur du 
corps des fonctions rationnelles ur ~. QuiRe fi substituer fi y une transform6e homo- 
graphique, on peut supposer deg P = deg Q = n, degr~ du recouvrement, normaliser Q 
la forme yn + .. .  et s'assurer que la valeur y = c~ correspond fi un point r6gulier 
d'image rationnelle - -  par exemple -1  - -  (et l'on pourra choisir (dx/dy -1 ]y-l= 0 = 1) 
ce qui revient fi ~crire 
p _yn+ayn--1 +. . .  
, a+b=l .  
Q y, + by~-I + . . .  
De la sorte il reste 2n-  1 coefficients fi d6terminer. Puisque seules les pr6images 
de 0, 1, ~ sont des points de ramification, il s'ensuit que P~Q - Q'P = 0 entraine 
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QP(Q - P)  = 0, c'est-h-dire, comme QP et P - Q sont premiers entre eux, que l'on 
peut trouver trois entiers positifs s0, Sl, soo, et un polyn6me S tels que 
p~o(Q _ p)~, Q~ = (p,Q _ Q'P)S. 
D'ailleurs on pourra se limiter ~ s0 + cq + so~ <~ 2n - 1. En effet factorisons (sur 
C)  P JQ - QJP, de degr6 inf6rieur ou ~gal ~ 2n - 1, en produit de trois polyn6mes 
PoPlP~ tels que les racines de P0 (respectivement Pl, P~)  annulent P (respectivement 
Q-  P, Q). La multiplicit6 d'une racine de Pi est major~e par deg Pi de sorte qu'on 
peut choisir si <. deg Pi et So + sl + c~oo ~< 2n-  1 impliquant un nombre fini de triplets 
{si} possibles. 
Effectuant la division euclidienne de p~o(Q_ p )~,Q~ par P 'Q-  QPP, op6ration 
rationnelle dans le corps engendr6 sur Q par les coefficients, on obtient un polyn6me 
en y de degr~ inf6rieur ou 6gal ~ 2n-  2. L'annulation de ses 2n-  1 coefficients fournit 
ainsi pour tout triplet {si},2n - 1 conditions alg6briques qui ont au plus un nombre 
fini de solutions correspondant aux applications de Belyi de genre z6ro et de degr6 
n. Celles ayant un ordre de ramification 2 en f l - l (1) correspondant aux triangulations 
d~riv6es d~crites ci-dessus. 
Donnons l'exemple classique (Klein) de la d6composition t&ra~drale de la sphere, 
carte r6guli~re t de la carte d~riv6e n douze paires de triangles. Dans la normalisation 
choisie y = ~ est Fun des points de ramification - -  on pourrait y rem6dier par une 
transformation homographique - - et correspond ~t un 'milieu de face', envoy6 sur 
x = 1, tandis qu'on envoie les sommets en x = 0 et les milieux d'ar~tes ~ l'infini. 
Posant 
s=y(y3+8) ,  a=-yh+20y3+8,  f=(y3_ l )  
tels que - s  3 + a 2 q- 64 f  3 = 0, on d6finit 
P(y) s 3 
fl : y ~ x - - -  - a(y)  a 2 
et on v6rifie que 
P(Q - e )a  = -½(P 'O  - Q 'P )  saf. 
Le groupe cartographique identique au groupe de sym&rie est le groupe altern6 h 12 
616ments A 4 et la courbe est d6finie sur Q. 
Avec les m6mes conventions, les cartes r6guli~res de groupe $2, $3, $4 correspondent 
respectivement aux applications, d6finies sur Q (pour la demibre voir Fig. 3) 
y---+ x = y 2, 
/ y3  -- 1"~ 2
y ---*x = ~y3 + 1J  ' 
1 [(48y 4 - 8y 2 + 3) (16y 4 + 40y 2 + 1 )]3 
y ~ x = 64 [y(4y 2 - 1)(16y 4+ 8y 2 + 9)(144y 4+ 8y 2 + 1)] 2. 
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Fig. 3. Cartes r&ulikre de groupe cartographique S4 (cube ou octaklre). 
11 existe aussi une construction ‘transcendante’ du generateur du corps des fonctions 
rationnelles dans le cas des cartes regulieres de la sphere (correspondant aux solides 
reguliers). 
Reprenons d’abord l’exemple du tetrabdre regulier ci-dessus et l’application de Belyi 
y3(y3 + V3 
’ = (y6 -2()y3 _ 8)2' 
Une image inverse du demi plan Imx > 0 est un triangle dans le plan y dont les 
&es peuvent etre des arcs de cercles (correspondant h la subdivision barycentrique du 
tetraedre). Une application de Schwarz 
x 
J dz t= o 9-l/3(1 wz)1-1/6 
transforme le demi plan Imx > 0 dans le sixieme d’un triangle equilateral d’angles au 
sommets 7c/2, rt/3, rr/6. La fonction inverse y(t) satisfait a 
qui est l’equation affine de la courbe elliptique F3 (la courbe de Fermat de degre 3 
et de genre 1) double recouvrement de la sphere ramifite aux sommets du tetraedre 
et le corps chercht Q&y(t)) oii y est a normalisation pres, la fonction de Weierstrass 
sur cette courbe. La construction s’interprete en ‘mettant a plat’ le tetrabdre regulier 
comme un ensemble de triangles equilateraux avec identification des c&es. La fonc- 
tion de Belyi cherchee est alors une fonction doublement periodique dont la derivte 
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Fig. 4. Le symbole frminin et ses deux conjugurs. 
s'annule aux sommets, prenant 2 fois chaque valeur dans une cellule 616mentaire du 
groupe de translation (rapport modulaire 2in/6): a translation pros, c'est la fonction de 
Weierstrass. 
On peut rrprter une construction analogue pour l'octa~dre of 1 l'on trouve que le 
corps rationnel cherch6 est un sous corps de celui des fonctions m&omorphes sur une 
courbe de genre 4, triple recouvrement de la sphrre ramifi6 aux images inverses des 6 
sommets d'un octabdre rrgulier, d'rquation affine 
4 12 = y6 _ 20y3 _ 8 
(on posera v = 12dy/dt). 
Enfin le cas de l'icosa~dre donne comme grnrrateur une fonction mrromorphe sur 
une surface de genre 25, sextuple recouvement de la sphbre ramifi6 aux images inverses 
des sommets de l'icosa~dre. 
A notre connaissance l'exemple le plus simple de carte ayant des conjugrs galoisiens 
est une troncation du 'dessin d'enfant' d'Oesterl& I1 correspond au symbole frminin et 
possbde deux conjugurs (Fig. 4). Ce sont des cartes ~ deux faces, l'une a un crt6 et 
l'autre neuf. On cherche donc une fraction rationnelle de la forme s(z)/(z + u) ofa s(z) 
est de degr6 10, et -u  le centre de la face g un crtr, le centre de l'autre face 6tant 
l'cx~. Fixer le sommet d'ordre 4 ~ 6tre ~ l'origine rigidifie le dessin aux dilatations pr~s. 
Alors s(z) est de la forme (z4(z + t)3p(z) ofa - tes t  la position du sommet d'ordre 
3 et off pes t  un polynrme unitaire de degr6 3 dont les racines sont les positions des 
trois sommets d'ordre 1. Demander que s (z ) / ( z+u) -  1 soit de la forme ~q(Z)2/(z+u) 
of 1 les zrros du polynrme unitaire q sont les milieux d'ar&es amine ~ un problbme 
d'61imination. I1 faut choisir E, t,u, les trois coefficients de pet  les cinq de q de telle 
sorte que le polynrme 
EZ4(Z  -[- t)3 p(z) -- (z + u) - -  ~q(Z) 2
soit identiquement ul. Les coefficients dominants e compensent, donc il reste dix 
6quations homogrnes en onze variables. On montre alors que les coefficients inconnus 
sont polynomiaux en t et u, et que t et u sont li~s par la relation de degr~ 3 
t 3 q- 9t2u + 99tu 2 + 105u 3 = 0 
dont les trois solutions sont 
t =-3 -  . . . .  6 +4c~, -3 -  6 J+4 j2~ ,_3 6J2 +4 j~ 
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(c) 
Fig. 5. (a) Le symbole f6minin comme image inverse de l'application de Belyi; (b)-(c) les conjugu6s du 
pr6c6dent. 
off j = exp2irr/3 et ~ est la racine cubique r~elle de 6. 
La premiere solution est r6elle, et pour des raisons de sym6trie, elle est donc associ6e 
au symbole f~minin original. En g6n6ral, il est difficile sauf en traqant num6riquement 
l'image r6ciproque du segment [0, 1] pour chaque solution, de voir quel dessin conjugu6 
est associ~ h une solution donnbe des 6quations alg6briques atisfaites par la fonction 
de Belyi. Les deux conjugu6s du symbole f6minin illustrent d6jh ce dilemme (voir 
Fig. 5). 
En plus de ceux qui figurent dans la contribution d'Oesterl6 on trouvera d'autres 
exemples dans les articles de Shabat et Voevodsky [29] (voir ci-dessous) et Wol- 
fart [32]. 
Les consid6rations qui pr6c~dent sont de nature trop 616mentaires pour 6clairer 
l'action de Gal(~/Q) sur les cartes et la liste des probl~mes ouverts est 6norme. 
Citons parmi ceux-ci: 
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1. Caract6riser les courbes correspondant aux cartes r6guli~res pour des families 
aussi larges que possibles. Nous ne connaissons m6me pas la solution pour les groupes 
de permutations. 
2. Quelles sont les cartes dont la courbe est d6finie sur Q? Examiner les r6ductions 
modulo un nombre premier. 
3. Pour un genre positif, dans un mod61e affine P(x,y) = 0 oil x est la fonction 
de Belyi d'une carte y &ant une seconde fonction rationnelle sur la courbe (et donc 
P(x, y) de degr6 n -- 2,4 en y) chercher, par un choix appropri6 de y, ~ minorer le 
degr6 en x. 
4. Caract6riser la repr6sentation du groupe d'automorphisme sur les formes har- 
moniques discr~tes. 
Cette 6num6ration pourrait se poursuivre longtemps ou se r6sumer en une seule 
question: Quelles sont les propri6t6s arithm6tiques susceptibles d'&re lues sur une carte 
et quelles sont les cartes associ6es par Gal(~/Q)? 
Pour r6pondre partiellement h la question 3, donnons une construction, celle 
du diviseur canonique - -  ou plut6t d'un repr6sentant de la classe d'6quivalence 
correspondante - -  susceptible de fournir des renseignements utiles. 
Soit x la fonction rationnelle correspondant h l'application de Belyi E -~ P1 et 
5:, d et ~" les images r6ciproques par fl des valeurs critiques 0, l, cxz. S'il s'agit d'une 
triangulation d6rivant d'une carte, ce sont les points correspondants respectivement aux 
sommets, ar&es et faces de la carte initiale. 
La diff6rentielle dx est alors m6romorphe t son diviseur est un repr6sentant de la 
classe canonique K
div(dx) = ~-~(v(s) - 1)s + ~(v(a)  - 1)a - ~-~(v( f )  + 1)f .  
sE~' aE-~g fE~ ar 
Soit L(K) l'espace vectoriel (a priori sur C ou plut6t sur &) des fonctions rationnelles 
sur 2~ telles que 
y E L(K) ~ div(y) + div(dx) >~ 0. 
Ce sont des fonctions dont les z~ros appartiennent fi ~-, les p61es fi ~¢ U 5 e et telles en 
outre qu'en tout point f E ~-y a un z6ro d'ordre au moins v( f )+ 1, en tout a E d 
un p61e d'ordre au plus v(a)-  1, enfin en tout s E £: un p61e d'ordre au plus v (s ) -  1. 
Le th6or~me de Riemann-Roch implique qu'en genre positif 
: (K)  = dimL(K) = g 
et que pour tout y E L(K), y dx diff6rentielle holomorphe poss6de 2g - 2 z6ros. 
Consid&ons d'abord le cas particulier de genre 1. I1 s'ensuit que L(K) est unidimen- 
sionnel. En d'austres termes une telle fonction y est unique fi un facteur constant pr6s 
et de plus y dx = dt est une diff6rentielle holomorphe sans z~ro. Dans ces conditions 
les in6galit6s pr6c6dentes deviennent des 6galit6s, c'est dire que 
div(y) = ~-~(v( f )+ 1) f -  ~-'~(v(a)- 1)a -  ~(v(s ) -  1)s. 
fE°J ~- aEs /  sE6 ° 
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Dans le cas d'une triangulation d6riv6e v(a) = 2 pour tout a, par cons6quent 
Y= Z(v ( f )+ I ) :F+ nombre de z6ros de 2A, 
p61es de y = A + Z(v (s )  - 1) = 3A - nombre de S. 
s~5 a 
Ces quantit6s sont bien 6gales puisqu'en genre 1 on a S + F = A. I1 s'ensuit - -  
toujours d'apr~s Riemann - -  que les paires x, y, ~16ments de Q(S),  satisfont ~ une 
relation polynomiale 
P(x, y ) = 0 
telle que 
degxP = 2A +F ,  
degy P = 2A, 
donnant un plongement 2] ~ Pl x Pl.  
On adaptera ces raisonnements sur les degr6s si la triangulation de Belyi est arbitraire 
auquel cas on aura 
degy P = deg(fl) = Z v( f )  = Z v(s), 
fE ,~ sE5  e 
degx P = I ~- I + deg(fl). 
Dans le cas g~n6ral (g/> 1) on aura d~fini par le proc6d6 pr~c6dent un espace vectoriel 
L(K)  de 9 fonctions rationnelles ur S lin6airement ind6pendantes. L'une quelconque 
prend chaque valeur un nombre 6gal ~ celui de ses pfles (compt~s avec leur multi- 
plicit6), c'est-h-dire 
deg(y) ~< Z(v(a )  - 1) + Z(v(s )  - 1). 
aEza/ sE,9 ~ 
Pour une triangulation d6riv6e on a donc 
deg(y) ~< 3A - S. 
Comme A - S - F = 2(# - 1 ) ceci est 6quivalent /t 
deg(y )~<F+2A+2(9-  1) 
I'in6galit~ 6tant remplac~e par une in6galit6 en genre 1. 
Comme pr6c6demment on en conclut une relation polynomiale 
P(x, y)  = 0 
quel que soit y E L(K)  avec 
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degxP ~< F+2A+2(g-  1), 
degy P = 2A. 
Ajoutons quelques remarques: 
(i) I1 y a dissym&rie de ces expressions entre sommets et faces, qu'on pourra 
compenser en considrrant les relations entre yet  x -1. 
(ii) Les raisonnements prrcrdents ne permettent pas d'affirmer qu'une paire x,y 
engendre ffectivement le corps Q(x, y). C'est cependant grnrriquement trrs vraisem- 
blable. 
(iii) Le groupe d'automorphisme d  la carte agit sur L(K). Resterait ~ examiner de 
plus prrs cette action. 
(iv) On pourrait examiner plus grnrralement L(nK). 
Quoi qu'il en soit la construction qu'on vient de drcrire foumit un moyen effectif de 
relier les donnres combinatoires tanalytiques en permettant d'aborder dans certains cas 
l'analyse du corps Q(S) et son 6ventuelle restriction, un corps de nombres, extension 
finie de Q. 
A titre d'illustration on va analyser un exemple dfi ~ Shabat et Voevodsky en genre 
1 qui conduit au corps de drfinition Q(~/7) et donc ~ un unique conjugur. Soit la carte 
tracre sur un tore formre de 8 faces (triangulaires) de 12 ar&es et de quatre sommets 
grouprs en deux paires (s+,sT) chacun de valence 7 et (s+,s~) chacun de valence 
5. Le degr6 de l'application de Belyi est donc 24. Soit x la fonction correspondante 
qui prend la valeur zrro en s~ points critiques d'ordre 7 et s f  points critiques d'ordre 
5, la valeur 1 aux douze milieux d'ar&es (indiqurs par des cercles sur la Fig. 6(a)) 
points critiques d'ordre 2, enfin la valeur cx~ aux huit milieux de faces points critiques 
d'ordre 3 (puisque les faces sont des triangles). Superficiellement la figure admet une 
symrtrie 7//27/× 7//27/indiqure schrmatiquement par des axes de sym&rie, l'un d'eux 
6changeant les sommets + et s~-, l'autre les sommets + et s~-. Plus prrcisrment, il 
s'agit de deux anti-automorphismes d  la surface de Riemann dont le produit est une 
involution qui 6change les faces f+ ~ fT ,  remarque qui vase  rrvrler essentielle 
dans la suite. D'ailleurs on vrrifie sans peine que le groupe d'automorphisme d la 
carte drfinie comme ci-dessus e rrduit ~ cette involution. Montrons que ces donnres 
permettent de construire une fonction mrromorphe sur la surface de Riemann corre- 
spondante de degr6 deux comme on s'y attend prur une courbe elliptique. En effet soit 
y dx l'unique diffrrentielle holomorphe ~un facteur pr6s. 
La fonction y (de degr6 32) a des prles d'ordre 6 en Sl ~, d'ordre 4 en sf  et des 
p61es simples aux douze milieux d'arrtes ai tandis qu'elle a des zrros quadruples aux 
huit milieux de faces f,.. I1 s'ensuite que la combinaison 
z = x 5 (x - 1 )3 y6 
est /~ un facteur prrs la fonction cherchre ayant deux pries simples en s~ et deux 
z&os simples en s2 ~. Le throrrme de Riemann-Hurwitz implique alors que z a quatre 
points critiques (off dz, ou si l'on prrf~re dz/ydx, s'annule simplement). Pour le voir 
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Fig. 6. (a) La triangulation d'un tore considrrre par Shabat et Voevodsky; (b) la triangulation conjugure. 
il suffit de drcomposer la sphere off z prend ses valeurs en deux polyg6nes fi n cot~s 
dont les sommets ont ces points critiques, de relever cette drcomposition sur le tore en 
quatre polyg6nes h n c6trs possrdant 2n ar&es et n sommets. Comme la caractrristique 
d'Euler s'annule n -  2n + 4 = 0 et n = 4. Une autre faqon de le voir consiste 
remarquer que sur le tore les formes diffrrentielles ont autant de zrros que de p61es. 
Or dz a deux p61es doubles donc quatre zrros. Ces quatre points sont insensibles ~ la 
normalisation (multiplicative) de z. Comme nous l 'avons remarqur, les automorphismes 
d'une carte proviennent d'automorphismes de la courbe arithm&ique associre. Nous 
notons/~ l'automorphisme du tore associ6 ~ l'automorphisme # de la carte. I1 est facile 
de vrrifer que # laisse 4 ar~tes fixes (en 6changeant les deux demi-ar~tes de ces quatre 
ar&es). Donc /~ a la m~me propri&6, et poss~de un point fixe sur le milieu de ces 
quatre ar~tes. Mais les automorphismes d'un tore ont soit zrro soit quatre points fixes. 
En effet s i t  est un param&re uniformisant, un automorphisme est soit une translation 
(sans point fixe) soit la composre d'une translation et de l'inversion t ~ - t  (quatre 
points fixes car 2t = 0 a quatre solutions). Choisissant l'origine en un point fixe de/~ 
on a donc/7(t) = - t ,  et dt --~ -d t .  Par drfinition d'un automorphisme x (donc dx) est 
invariant. En consrquence y ---+ -y  donc zes t  invariant. On a alors le rrsultat grn~ral 
suivant: sur une surface de Riemann les points fixes d'un automorphisme nontrivial sont 
points critiques de toutes les fonctions mrromorphes invariantes par cet automorphisme. 
Dans notre cas particulier la drmonstration est triviale. Les fonctions invariantes dans 
/7 sont les fonctions de t 2, doric leur diffrrentielle fi un zrro au point fixe. On en d~duit 
que les quatre points critiques de la fonction invariante z sont les points critiques de 
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la fonction invariante x situ6es sur les quatre ar&es globalement invariantes. Donc les 
points critiques de z sont les quatre milieux d'ar&es al ,a2,a3,a4.  
En suivant Shabat et Voevodsky cherchons maintenant ~reconstruire x comme fonc- 
tion rationnelle de z. D6finissons 4) = 1-[1 <~ i <~ 4(z -z ( f~  )) polyn6me unitaire de degr6 
4. La fonction ~b 3/z 5 se comporte comme z 7 pour z grand et comme z -s  pour z tendant 
vers z6ro. Le produit x~b 3/z s est donc une constante puisque sans p61e, et l 'on v6rifie 
alors que x a bien des p61es d'ordre trois aux milieux des faces. Posons 
p q~3 
- (,) 
x 25 
off pes t  une constante. On constate qu'il s'agit bien d'une fonction de degr6 24. I1 
faut alors s'assurer que x -  1 a des z6ros doubles aux douze milieux d'ar&es parmi 
lesquels al ,a2,  a3, a4 o1~1 z a des points critiques simples. On posera 
C~ = 1-I  (Z -- z (a i ) )  
1~<i~<4 
et l'6quation de la courbe cherch6e pourra s'&rire 
u 2 = ~(z )  
tandis que 
( ! _ , )  __ ,**, 
off fl est fi son tour un polyn6me du quatri6me degr6 dont les z6ros sont les images 
par paires sur la sph6re z des huit milieux d'ar&es restants. Reste ~t exprimer l'6galit6 
des expressions de x tir6e de ( , )  et (**). I1 est plus simple d'6galer les d&iv6es par 
rapport ~ z de ces deux 6quations ce qui fait disparaitre l'inconnue p. I1 vient ainsi 
~b2[3z~b ' - 5q~] =/~[z(~'/~ + 2~fl') - 5=~] 
off q~, ~, fl sont trois polyn6mes unitaires de degr6 4 en z. Chaque membre est factoris6 
en produit d'un polyn6me de degr6 4 et un de degr6 8. On constate que les termes de 
plus haut degr6 sont compatibles avec les 6galit6s 
3z~b' - 5q~ = 7fl, 
7q~ 2 = z(O~tfl q- 2~f l ' )  -- 5~/~. 
Ou encore en 61iminant 
49q52 = (z~' - 5~)(3z~b' - 5q5) + 2c~(3zZq5 '' - 2zqS'). 
Les inconnues sont les huit coefficients des deux polyn6mes unitaires ~ et q~ tan- 
dis que nous obtenons en apparence huit 6quations en identifiant les deux membres 
de l'6quation pr&6dente off les coefficients de z s sont 6gaux. Cependant l'une des 
6quations est consequence des sept autres ce qui refl&e le fait que l '&helle de zes t  
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Fig. 7. (a) et (b) L'image r6ciproque du segment [01] par l'application de Belyi dans l'exemple de Shabat 
et Voevodsky dans la variable z. 
arbitraire. Ceci n'affecte pas la valeur de l'invariant modulaire. On trouve pour 6quation 
de la courbe avec k = +v/ff 
U 2 = Z 4 + 156Z 3 + (17150 + 4256k)z 2 
+(4452140 + 1690304 k)z  - (279416375 + 10544000 k) 
soit pour l'invariant modulaire deux valeurs positives qui encadrent 123 
j = 4( 114302 + 43141 k) = 4(8 - 3 k)e(2 + k)6(10 + 3 k) 3. 
On confirme bien que le corps de d6finition de la carte initiale est Q(v/ff) et qu'elle 
n'admet qu'une conjugu6e (Fig. 6(b)). Resterait ~ associer la valeur positive, v/ff dis- 
ons, ~ l'une des deux cartes, ce que nous n'avons pu faire que num6riquement. Nous 
avons commenc6 par tracer l ' image r6ciproque du segment [0, 1] par l'application de 
Belyi sur la sphhre de la fonction z (Figs. 7(a) and (b)) avant de remonter sur le tore. 
Le dessin original est associ6 ~ k = -x/if ,  et son conjugu6 ~ k = +v/-ff (voir Figs. 8(a) 
and (b)). 
Parmi les faibles informations dont on dispose sur les cartes qui se d6duisent par ac- 
tion du groupe de Galois figure le fait que les nombres Sv et Fv de sommets et de faces 
de valence v sont les m6mes pour tout v (et bien stir le nombre d'ar6tes est conserv6). 
Ceci sugg6re la d6finition suivante. On dira que deux cartes sont associkes si elles 
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(a) 
(b) 
Fig. 8. La triangulation de Shabat et Voevodsky relev4e sur le recouvrement universel (a: k = -V~, 
b: k - +V'7). 
ont les m~mes valeurs de S~ et F~ pour tout v - -  sans qu'el les soient n6cessairement 
connexes. Or on a le  r4sultat suivant de th4orie des groupes - -  facile ~ v4rifier - - .  
Soit Gun groupe fini d'ordre ]G [, 0 son dual, ensemble des reprgsentations lin6aires 
irr4ductibles (sur C) C1,62,63 trois classes de G. 
Lemme. Le nombre Nc,,c2,c3 de triplets gl,g2,63 avec gi E Ci tels que g192g3 = 1 est 
donnd par 
1611i 6211631 x--' )~r(Cl)xr(c2)zr(63) 
NC, c2,c, I GI ~ dimr 
rE4 
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o9 dimr est la dimension de la repr&entation r et )f(C) la valeur du caractkre 
correspondant sur la classe C de cardinal [ C [. 
La donn6e des &, F~ tels que 2A = )--iv vSv = Y]~ vF~ nous foumit trois classes 
de 22A et un ensemble de cartes assocides. Le nombre de triplets aO, al,a2 avec 
go E 1-Io(v)S",ol C (2) aet  o'2 C l-I~(v) F~ (avec la notation standard des classes du 
groupe des permutations) tels que a2ala0 = 16 est 6gal h la somme sur ces cartes as- 
socides (c'est-~-dire de tels triplets ~ bquivalence prks dans X2A) des entiers IX2A [ / [ H [ 
off H est le groupe d'automorphismes. 
On en d6duit l'6galitd 
F({&,F~}) 
(2A-  1)!! zr(I'lv(V)&)zr((2)A)zr(I-Iv(v) &) 
rE ~2A 
1 
= ii o ol 
cartes assoeides 
qui conduit au crit6re de rationalitd suivant 
Proposition. Etant donnke une carte (connexe) telle que 
IHIF({&,F .})  = 1 
alors le corps de d~finition est Q. 
Ce crit~re est 6videmment h rapprocher (mais est moins intrins~que) du crit~re de 
rigiditd dnonc6 darts l'expos6 de Serre cit6 en r&6rence (qui ne s'intdresse n outre 
qu'au cas r6gulier off I HI est l'ordre du groupe cartographique). 
Exemple. Le tore. 
On a: S = 1, A = 3, F = 2 et le genre vaut 1. On peut choisir: 
a0 = (1,4,2,5,3,6),  a = (1,5)(2,6)(3,4) = a 3, a2 = (1,2,3)(4,5,6) = a~. 
Le groupe cartographique est ab61ien d'ordre 6, de g6n6rateur a0, isomorphe h 77/67/. 
Les permutations qui commutent avec a0,al,a2, forment un groupe isomorphe (la 
carte est r6guli6re): Inl --- 6. En se servant de la table des caract~res de 276 [19] on 
trouve que la quantitd h 6valuer est 
6x5 , !  ( 1 1 2  20) 
61 1!322!. 1+1 5 5 10 =1 
6Dans certains exemples nous avons invers6 l 'ordre a2a lao  = 1 (au lieu de aoa la2  = 1), ceci n'affecte 
6videmment pas la nature des r6sultats. 
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Fig. 9. Le dessin d'enfant 'guillotine'. 
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ce qui est bien ce qu'on attend pour la courbe elliptique d'invariant modulaire j = 0 
'd6finie' sur Q. 
De m~me on v6rifie que la carte de genre z6ro repr6sent6e sur la Fig. 9 est d6finie 
sur Q. On a trac6 sur cette figure l'image inverse par la fonction de Belyi du segment 
[0,1]. 
Un cas tr~s particulier o~ l'on saurait sans trop de peine 6valuer F({Sv}, {Fv}) est 
celui off la carte n'a qu'un sommet ou qu'une face (c'est-~t-dire tousles Sv = 0 sauf 
S2A = 1, ou tousles Fv = 0 sauf F2A = 1 ). 
Dans ce cas, comme parmi les repr6sentations de Zn seules celles associ6es aux 
parititions (q + 1, 1 p) ont un caract~re qui ne s'annule pas identiquement sur le cycle 
(n) on peut utiliser le r6sultat que 
p+q=n-I 
qui donne 
dimp, q = (n -  
P 
ZP'q((n)) = ( - -1 )  p 
p 
et  s i  n = 2A 
Zp,q((2/) = (_l)[(p+l)/2] (A[-]I)2 £ 
off le crochet d6signe la partie enti~re, r6sultats qu'on aura l'occasion d'utiliser plus 
loin. 
Plus g6n6ralement 
Z H (tv)S~(t;)r~F({Sv}{Fv}) 
ZvS,,=XvF,.=2.4 v 
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= ~ (_l)A(A_l)/2Chl.(O)Chl.(Ot)H I impairl!!l-Ii pair(/- 1)!! 
i,>12>...>12A>~ 0 I-I (limpair ~/~air3 
ZIk=A(2A+I ) 
Les indices ll > 12 > ...  > 12A >10 indexent les tableaux d'Young ayant dans la ligne 
i, f i  = li q- i = 2A boites, la somme est restreinte aux termes tels que le nombre 
des l pairs est 6gal/l celui des l impairs (c'est&-dire A); enfin les fonctions de Schur 
g6n6ralis6es (caract~res du groupe lin6aire) sont exprim6es en fonction des variables 
O~ = (t~/v) (ou 0'~ = g/v) par 
chl.(0.) = det pf,+i-j(O.)[l <~i,j<~2A, 
oo o<3 
Z zfpU(O) = exp Zz"O,.  
o 1 
I1 est en fait possible de trouver une fonction g6n6ratrice des quantit6s Fc({Sv}, {Fv}) 
off la somme des 1/[HI ne porte que sur les cartes associ6es connexes fi l'aide d'une 
int6grale matricielle. Soit dM la mesure de Lebesgue sur l'ensemble des matrices 
hermitiennes N x N et A une matrice d6finie positive. Dans le r6gime A -~ cx~ on a 
(grgce /l une remarque d'I. Kostov) le d6veloppement asymptotique 
l n ( fdMexp( - l t rMAMA+ Y'~I 9ktr ~) )  
fdM exp(-  ltr MAMA) 
= Z Fc ({Sv }, {Fv })gS 11 g&'" (tr A-1 )F, (tr A-2 )F2.. 
H61as ~ la diff6rence des probl6mes trait6s dans la section suivante, on ne dispose pour 
l'instant d'aucune m6thode fficace pour 6tudier cette fonction g6n6ratrice n dehors 
de l'expression donn6e ci-dessus. 
4. D6compositions ceHulaires de l'espace des modules 
4.1. La caract&istique virtuelle 
Jusqu'ici nous avons consid6r6 chaque carte s6par6ment. I1 est possible d'utiliser des 
families de cartes pour donner une d6composition cellulaire de l'espace des modules 
des courbes. La technique des int6grales matricielles permet alors d'obtenir des r6sultats 
concernant la topologie de cet espace de modules. Nous donnons bri~vement dans cette 
section et la suivante deux exemples frappants. 
Soit Fg,, le groupe modulaire correspondant fi des surfaces de Riemann fi n points 
marqu6s, quotient discret du groupe des diff6omorphismes par ceux qui sont homotopes 
fi l'identit& I1 est possible de trouver un espace contractile ~-- sur lequel agit ce groupe 
et on appelle caract6ristique d'Euler virtuelle z(Fg, n) le quotient de la caract6ristique 
d'Euler de J-/F', off F' C Fg, nest un sous groupe d'indice fini [Co, n : F t] agissant sans 
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point fixe sur J - ,  par l'indice en question. On se limitera au cas n > 0, 2g -2+n > 0 
et on posera d'abord n = 1. 
Selon Harer et Zagier pour g > 0 
6O-3 
z(F,q'I) = Z (-1)r-l)~g(r) 
2r 
r=2g 
of 1 l'entier ~.~(r) est obtenu de la mani&e suivante. On consid6re un polyg6ne ~ 2r 
c6tOs et on compte le nombre 2o(r ) d'appariements distincts des c6tOs conduisant 
une surface de genre g orientable (l'unique face correspond au point marqu6) tels que 
la carte obtenue ne contiennent que des sommets de valence sup&ieure h deux. Ces 
cartes sont donc telles que 
2A = 2r = Z vSv >~ 3S 
v>~3 
d'oh l 'on tire r<~69- 3 comme indiqu6 ci-dessus, l'autre borne r>>.2g &ant 6vidente. 
Pour obtenir la quantit6 voulue passons par l'interm6diaire des intOgrales matricielles. 
Soit J / / l 'espace vectoriel des matrices hermitiennes ~N lignes et colonnes, dim~Jg = 
N 2 et si M d6signe un 616ment g6n&ique soit 
dM = 1-I dMiiH dReMijdlmMij 
i<~i<~N i<j 
la mesure de Lebesgue sur J¢  invariante par l'action adjointe du groupe unitaire U(N). 
Consid6rons alors une partition _v de l'entier 2r, c'est-h-dire v - {vl . . . . .  v2~/Zjvj -- 2r} 
et posons 
t~_(M) = l I  (tr M j )vj 
J 
D'apr6s les r6gles perturbatives de Feynman la valeur moyenne 
f dM e--l/2TrM2tv_(M ) 
(tv) = fdM e_l/2Tr M2 
s'obtient comme somme sur des produits de cartes connexes ayant au total vj sommets 
de valence j chacune affect6e d'un poids 6gal ~ N F (F hombre de faces). 
Chaque carte (connexe ou pas) est d&rite par un groupe cartographique engendr6 
par deux permutations (de 2r objets) a0 et at, avec a~ = 1 et o0 E _v, en identifiant 
les partitions avec les classes de conjugaison du groupe de permutations correspondant, 
22r, dont on notera Z~2r l 'ensemble des classes. Rappelons que le nombre d'616ments 
de la classe vest  
(2r)! 
I_ 1- ]-[j '{/Vj! 
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Pour un 616ment a E Z2~ on 6crira parfois [a] pour d6signer sa classe au lieu v(a). 
Cela &ant, ayant choisi un repr6sentant aoE v, ce qui revient ~ indexer les 2r matrices 
M figurant dans t~_(M), les rbgles perturbatives s'expriment sous la forme 
('~-) = Z Z N'r"~ 
k~E..~Z2r O" I E[2 r] 
[a0al]EO 
Off l'on somme sur les permutations O" 1 ~ [2 r] pond6r~es par NZ;,, 1~ &ant le nombre 
de cycles de longueur i de aoal, c'est-h-dire le nombre de faces de valence i. 
Introduisons les caract~res Z Y (Y un tableau d'Young h 2r bootes) du groupe Z2~ 
qui satisfont aux relations d'orthogonalit6 et de compl&ude 
~y ~Y(~7)zY(T')= l~ll! 6[a][r], 
Z xY(z)xY(az) = (2r)kS~,, Zr(a) 
zr([12r])" rEr,2r 
off zr([12r]) est bien ~videmment la dimension de la repr6sentation index6e par Y. Un 
calcul imm6diat donne 
Its) = 
#EZ 2 _ - - r  
ol) 
(tv_)~ (t£)v__ _ l[2r]l v~zY([2r])zr(~)Zr(V_ ) 
I~_lNZ~, - Iv IN zo, (2r)! ~ ~ " 
La sym&rie de cette expression refl&e l'~change des cartes avec leurs duales (c'est- 
h-dire l'6change des sommets avec les faces). 
Revenons ~ Z(Fg, 1)- Par dualit~ on voit que le calcul de 2g(r) revient ~t l'6valuation 
de (t[2r]) ~ (trM 2r) qui n'introduit que des cartes connexes. Plus pr6cis6ment 
(/[2r])# 
2o(r) = Z NZ'Ul -
/~,/q =,u2 =0 
-r/~i=r+ 1 -2  9 
La condition Z#i ={nombre de faces de la carte duale connexe ~ un seul sommet et 
r ar~tes} = r + 1 -2g ,  exprime qu'on obtient une surface de genre g, tandis que/~l = 
#2 = 0 refl&e la restriction introduite dans la d6finition de 2g(r). Cette restriction rend 
malais6 le calcul de 2o(r ) sous cette forme et justifie des d6veloppements combinatoires 
fort 61abor6s dans l'article de Harer et Zagier [8]. 
Si on introduit une quantit6 interm6diaire er(g) obtenue n levant cette restriction, il 
est facile en revanche de voir ~ l'aide des expressions donnbes ci-dessus en termes de 
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caract~res que 
Z Nl+r-2°eg(r)= (t[2r]) 
g-<[~] 
_ (2r-1)!!coeff" de yr+l dans(  1 + y)N 
2 \ 1 - - -Ty/  " 
I1 est cependant possible en jouant de nouveau sur la dualit6 de trouver une faqon 
616gante d'6valuer z(Fg,1). Observons qu'on peut encore 6crire 
2o(r) = E (t~-) [2rl 2r 
N I-IjJ#J]Aj!" 
/~,gl=#2=0 
S,t, i =r+1-29  
Soit en clair 
Xg(r)_ 1 (1  (~_~)~3 1 (~)04)  
2r N Z ~ /24~--  ' ' '  ' 
#3,04,.-. 
Z3 #3 +404 +...=2r 
~#i=r+l  --2g 
Les conditions de sommation impliquent que 
f13 q- 2/A4 q- 3p5 + . . . .  4g -- 2 
et justifient la remarque suivante due h Penner. Soit 
xk-2 
alors 
¢(N,x) = log Z(N,x) 
admet un d6veloppement perturbatif formel en contributions de cartes connexes qui 
peut se r6organiser en une s6rie de puissances de N 
avec 
qS(N,x) = Z ¢s(x)NS 
s~>l 
= Z x4g-2Z(Fg,1 )"
g 
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Bien entendu l'int6grale intervenant dans Z(N,x) est formelle. Pour lui donner tm sens 
remarquons que la repr6sentation i t6grale de la fonction F d'Euler est 6quivalente 
pour x r6el positif tendant vers z6ro 
I~ l  o -oc mkxk--2 (ex2)l/x2 F = (l/x dmexp(_~-]4c~>2 k ) 
(2rr.x 2)1/2 f~ dm exp ( -  -~ ) 
A des termes exponentiellement petits pr6s, le d6veloppement asymptotique pour 
x ~ c~ (formule de Stifling) n'est rien d'autre que le d6veloppement perturbatif de 
cette int6grale off pour chaque terme, on pourra &endre l'intervalle d'int6gration 
( -~ ,+c~) .  C'est le sens qu'on va donner h l'expression matricielle ci-dessus apr6s 
avoir effectu6 l'int6grale 'angulaire' compacte r6duisant Z(N,x) ~ une int6grale sur les 
valeurs propres 2i chacune limit6e ~ une intervalle semi infini ( -oG 1/x) sans modifier 
la s6rie asymtotique perturbative. De la sorte nous obtenons avec la notation A(2) _-- 
FII<~<j<~N(~ - J) 
1 N = ,,,fny .l ~ (d ,~ iO( l -  ~iX)(I- ~ix)l/x2e2i/S)A(,~)2 
off O(u) est la fonction saut d'Heaviside, O(u) = 1 pour u > 0, O(u) = 0 pour u < 0. 
La repr6sentation int6grale de la fonction F donn6e ci-dessus nous foumit 
[(ex2)J F 1 g x_S~de t I I  (1 + px )10~<r,,~<g-, Z(N,x)= L o 
[(ex2)'/X~F(~)]NN-' 
1-I (I + 
Pour compl6ter le calcul, il suffit d'utiliser la formule asymptotique d  Stifling 
(ex2)l/x2 (~)N Z B2nl)x4n-2 
l n ~ F  n~>l 2n(2n - 
off les nombres de Bernoulli Bn sont reli6s aux polyn6mes de Bernoulli Bn(u) par les 
expressions 
gn( l l )= Z (~)  grXn-r' 
O<<.r<~n 
te tu ~ t n 
e;~ 1 - 2"~nn(u)~. 
n>~O 
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de sorte que 
K-" pk Bk+I(N) - Bk+l 
k+l  
l<~p<~N--1 
et 
OO 
qb(N,x) ~ N~-~ B2n X 4n-2 
1 2n(2n-- 1) 
k-  ~ .~-~Nr  k+lr Bk+l-r 
k)l  r=l 
"+' (+r) k + 2 Z Nr k 1 Bk+2-r r=l 
Tenant compte de ce que pour k~> 1, Bk+l s'annule si k est pair, on trouve 
~bl(X) = Z ~(Fg, 1 ) x4"q-2 r'a - -ZX  " --4g 2B2g~. 
g~>l g)l 
D'ofi le tr6s remarquable. 
Th~or~me (Harer et Zagier [8], Penner [21,22]). 
z ( rg ,~) -  B2g _ ~(1 -20)  
2g 
o9 ~(s) est la fonction ~ de Riemann. 
En poussant l'analyse, on montre que la caract6ristique virtuelle de l'espace des 
modules de surfaces de genre g a n points marqu6s (non-distingu6s) n'est autre que le 
coefficient de N n dans le d6veloppement de O(N,x) et le calcul pr6c6dent montre que 
pour n > 0 ,2g-2+n > 0 
z(Fg'n)=(-1)n-l~(ln29---~ (2g+n-2)  
Cette formule est h prendre en un sens limite le cas 6ch6ant. Par exemple 
1 
g=O,  n - -3 ,  Z=~,  
1 
g=0,  n=4,  X -  4!' 
1 
g= 1, n= 1, Z-- 12" 
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Enfin lorsque l'expression a un sens, elle s'applique ~ Fg = Fg, o sans point marqu6 
sous la forme 
x(Fo,1 ) ((1 - 2g) 
x(F° ) -  2~9 - 2 -2g  ' g > 1. 
4.2. Formules d'intersection 
Ace jour l'application la plus remarquable des m&hodes d'int6gration matricielle 
est due ~ Witten [33, 34] et Kontsevich [14, 15]. Soit J/g,n l'espace des modules des 
courbes de genre g a n points marqu6s et J/0,n une compactification ad6quate (corre- 
spondant semble-t-il aux d6g6n6rences possibles des courbes projectives planes n'ayant 
au plus comme singularit6s que des points doubles h tangentes distinctes et tels que les 
points marqu6s ne viennent passe confondre avec ces singularit6s). En chaque point 
marqu6, on consid6re la premi6re classe de Chern du fibr6 cotangent ~(' et pour une 
suite {df~>0} o~ f indexe les points distingu6s telle que 
Z df  = 3g-  3 + n= Z iki' ki = {nombre de df  = i} 
f i 
on pose 
('CO k°...T~ i...) = ] f  Cl(*.~I) d ' . . . c l (~n)  d". 
dd¢ g.n 
~'o,n ayant la structure d'un quotient de l'espace de Teichmiiller correspondant par 
le groupe modulaire, ces 'nombres d'intersection' sont des rationnels, d'ailleurs posi- 
tifs. Comme le montre Witten, il sont reli6s par des relations triangulaires /l coeffi- 
cients entiers positifs (et m~me 6gaux/l l'unit6 le long de la diagonale) aux nombres 
d'intersection des classes de cohomologie stables sur J/o,o introduites par Mumford 
[17], Morita et Miller qui s'expriment par des int6grales analogues ur J/o,0. 
La s6rie formelle 
F(t.) = lnZ(t.) = Z expZz i t i  
]CO,..., ki .... 0 
est uniquement d&ermin6e par le. 
Th6or6me (Witten [33, 34], Kontsevich [14, 15]). (i) Z(t.) = exp F(t.) est une fonc- 
tion z au sens de Sato pour la hikrarchie des Oquations du systOme intdgrable KdV 
(Kortweg et de Vries), ce qui revient gt dire que u = 02F(t.)/Ot 2 satisfait aux 
conditions 
- -U  ~ U, 
(~t, -~0 R"+I ~0 . . . .  
off les polyndmes (diffOrentiels) de Gelfand et Dikii [6] 
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e l=u 
U 2 02U 
= 5- +  12, t 
U n 
R,=~ +. . .  
satisfont 5 la relation de rbcurrence 
(2n+l )  Rn+l = k.40t0 +2u +~o Rn. 
(ii) Z(t.) est un vecteur de plus haut poids pour une algkbre de Virasoro. 
Prkeiskment, si pour m entier sup&ieur ou ~gal (t -1  on dbfinit ((-1))!! -= 1) 
(2k + 1)!! 0 1 
2Lm = Z (2(k_--mj_-l)!!tk-m~-k + 2 Z (2k+ 1)!!(2l+ 1)" 02 
k >>.m k+l=m-1 "" OtkOtt 
-(2m + 3)!! ~3 t2x 1 
+ +  6m, O 
off 6m,, est le symbole de Kronecker, tels que 
[Lm,Ln] = (m - n)Lm+n, m,n >1 - 1 
alors 
LmZ(t.) = O, m>~ - l. 
Les assertions assez surprenantes du th6or6me sont ~ prendre au sens des s6ries 
formelles, L'alg~bre de Lie infinie dont il est question dans la seconde partie est en 
fait une sous alg~bre de l'alg6bre de Virasoro qui ne pas fait apparaitre la 'charge 
centrale' c'est-h-dire la valeur du coefficient du cocycle de l'extension centrale de 
l'alg~bre de Lie de Diff (S1). Enfin les conditions (i) et (ii) sont surabondantes mais 
bien entendu compatibles. 
Ce paragraphe va &re consacr6 ~ la d6monstration de ce th6or~me. 
Donnons d'abord quelques indications, h61as un peu impr6cises, ur le module com- 
binatoire de ~/¢g,, qui conduit ~ repr6senter Z(t.) ~t l'aide d'int6grales sur des matrices 
hermitiennes. I1 s'agit d'une d6composition cellulaire off chaque cellule est repr6sent6e 
par une carte (connexe) dont les sommets ont au moins trivalents, de genre 9, ayant n 
faces, munie d'une 'm&rique' qui affecte une tongueur positive ~ chaque ar&e: a , la 
et ~ chaque face f un p&im&re pf  = ~'~a C f la, le symbole a C f d6signant la relation 
d'incidence. On attribue ~t chaque cellule une dimension 6gale au nombre de variables 
la ind6pendantes lorsque les pf  sont fix6s, c'est-h-dire A -F  (off le nombre de faces 
F est fix6 ~t la valeur n). Des relations 
A=29-2+S+F,  2A>~3S 
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on tire 
A - n~<2(3#- 3 +n)  
off l'rgalit6 n'a lieu que si tousles sommets ont trivalents, correspondant aux cellules 
de dimension maximale (= dim~J/0,n) celles auxquelles on se borne dans la suite. 
A une face orientre de valence k bordre par les ar&es al, a2 . . . . .  ak dans cet ordre, 
A permutation cyclique pros, on fait alors correspondre la 2-forme 
1 <<,i<~j<~k-1 
invariante dans un changement d'rchelle t une permutation circulaire. Kontsevich mon- 
tre alors que les hombres d'intersection cherchrs 'expriment dans ce module sous la 
forme 
f 
oO le signe somme est A interprrter comme une intrgrale sur les cellules de dimension 
69-6+2n et une somme sur ces cellules, c'est-li-dire cartes connexes ~ sommets triva- 
lents affectres d'un poids 6gal/l l'inverse de l'ordre de leur groupe d'automorphisme. 
A vrai dire, il est difficile de dire si dans l'article original on trouve une preuve ou 
une assertion de ce fait (il s'agit lh d'une remarque qui n'engage que les auteurs, peu 
versrs dans la topologie). On notera en particulier qu'une orientation cohrrente st 
requise, compatible avec celle induite par la structure complexe de Jt/g,n. 
Ce point, capital, &ant admis, le reste n'est affaire que de calcul. On obtiendra de 
deux faqons la quantit6 
L ~ f (v"  P2°)') 3~-3+n i -idpfe_;Vps Z_.af f l 
qui assigne A chaque point marqu6 une variable 2f conjugure du prrimbtre pf. D'aprbs 
l'identification prrcrdente, ceci s'rcrit 
n 
Z ("~'dl *'" "Cd")230--3+n H (2d f  - 1)!!J,f (2dr+l) . 
di +"'+dn=39-3+n 1 
Par ailleurs au prix d'un Jacobien donn6 par 
1 1-I dpf p2fo)f = 25°-5+2ndll... dlA 
(3#-3+n)!  f 
quelle que soit la carte de genre 9 ~ n faces (~ tin signe prbs qu'il faut soigneusement 
drterminer), on peut intrgrer directement sur les longueurs la des ar~tes communes aux 
faces de variables 2f, 2f, (a C f ,  a C f~) distinctes ou confondues, chacune produisant 
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un facteur 1/(J.f + •f,). Combinant les facteurs 2 on trouve en d6signant par egg,, 
l 'ensemble des cartes connexes de sommets trivalents de genre 9 ~t n faces 
Z 
d~ +. , -+d.=39-3+n 
2 i (2d  f - 1)!! 2 -`¢ H 2 
(rd,. . .  Zd,) ,-7d-7---5 -- ~ IAut CI XS(:) + &'(~) 
1 Z f  C=5(~,. 
off IAut C Iest  l'ordre du groupe d'automorphisme d la carte C et le demier produit 
est sur les ar&es de la carte. 
Le membre de droite sugg6re une interpr&ation en terme du d6veloppement pertur- 
batif d'une int6grale matricielle normalis6e si l 'on effectue une sommation sur tousles 
choix possibles des 2f parmi des valeurs 2(0) . . . . .  2(N-l) consid6r6es comme les valeurs 
propres d'une matrice hermitienne d6finie positive de taille N x N. Plus pr&is6ment 
posons 
t z (A)=- (2r -1 ) ! !  t rA -2r - l ,  r~>0 
avec la convention ( -1 ) ! !  = 1. On a alors 
1 
F(t . (A))= Z ~.(Zd, . . .za,)ta,(A). . .t&(A) 
n>~l 
dl+'"+dn>~O 
- -ZZ  Z 2 
O,n C=%., ,~...,Z,6{2(0),...,),~_~)} )t f(a) + "~ f'(a) 
off l 'on a not6 que ( - ) "  = i s. En effet la relation 2A = 3S implique S = 2p et de 
S -A+F=S-A+n- -2p-3p+n~0mod2,  il s'ensuit p -n  mod2. 
On a alors 
'roposition 1. 
F(t.(A)) = In ZN(A), 
fdM exp - tr ( -~  - i -~)  
ZN(A) -- f dMexp - tr AM2/2 
Dans cette intkgrale matricielle normalis& dM est la mesure de Lebesgue sur les 
matrices hermitiennes N x N invariante par l'action adjointe du groupe unitaire et 
l'~galit~ est 5 entendre au sens du d~veloppement perturbatif (asymptotique) qui re- 
vient 5 remplacer exp i trM3/6 par son dkveloppement en sOrie de puissances. 
I1 est naturel d'attribuer h A -1 le degr6 1 de sorte que si l 'on introduit la mesure 
normalis6e 
dbtA(M) = 
A/~/2 
exp - tr 2 
AM 2 fdMexp- t r  2 
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ZN(A) = ~-~ ZN, k(A), 
k~>0 
(2k)! f dua(g) 
off ZArk(A) est de degr6 3k. Bien entendu/l N fix6 seules N des variables tr(A) sont 
alg6briquement ind6pendantes, cependant l'expression que nous allons trouver pour 
ZN(A) montre que: 
Proposition 2. Exprimd en fonction des quantitds tr( A ), ZN, k( A ) est ind@endant de 
N pour N>>.3k (et n'est fonction que de tr(A), r<<.3k). Si on note cette quantitO 
Z,k(t.(A)) on obtiendra ainsi Z(t.) sous la forme 
Z(t.) = Z z.,k(t.) 
k>~O 
qui ne fait plus rkf~rence 5 la taille des matrices. 
Nous en arrivons ~ l'6valuation des int6grales matricielles. Pour ce faire introduisons 
la fonction z(2) correspondant au cas N = 1 
f+_~ dm e -(2m:/2)+im3/6 
z(2) = ' f+~ dm e -'tmV2 
qui h 2 grand admet le d6veloppement asymptotique 
Z(2) = Z ¢k'~-3k ek = -- 
k >~O V~ 
et satisfait ~ une 6quation diff6rentielle 6quivalente h l'6quation d'Airy 
(D2 - J.2)z(2) = 0, D=-e1/3,232U2(O-~ ) ,~-1/2e-1/323 
1 
=2+ - -  
222 2632" 
Revenant au cas g6n6ral, nous pouvons exprimer ZN(A), au prix d'un prolongement 
analytique t d'une translation de la variable au num6rateur, sous la forme 
A 3 
ZN(A) = 2-N(N-1)/2I-  [ ~.l/2n()~r -+- 2s)exp tr -~- × ZN(A), 
r r<s  
'x(A)=Sd (~)expitr (~._~3 +M~___~2) 
off nous avons explicitement 6crit dM = l"I idMiiI- l i<jdReMijdImMij. La demi~re 
int6grale est invariante si on remplace M par un conjugu6 M ~ UMU -1 et si- 
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multan~ment A ~ UAU -1 (U unitaire) aussi pouvons nous supposer A diagonal. 
Cependant il reste ~ effectuer l'int6grale sur les 'angles relatifs'. Cette int6grale &ait 
obtenue dans un travail avec J.-B. Zuber, par un argument de noyau de la chaleur. 
Nous avons appris depuis que la m~me int~grale avait 6t6 consid6r6e bien plus t6t par 
Harish--Chandra [9]. Quoiqu'il en soit on trouve 
f ~r ~ e  "('~-+(mr22r/2)) ]-I (mr--ms'N - -i-~ ZN(A) 
r<s 2 - "T J 
off les indices r et s varient de 0 h N - 1 et les mr sont les valeurs propres de la 
matrice M. On emploiera dans la suite la notation de Weyl pour le d&erminant 
f0(20) ' "  fU- l ( J .0)  
If0().) . . . . .  fN- l ( ) . ) l  = det " 
f0() .N- I  ) " ' "  fN-I().N-1) 
de sorte que le d6terminant de Vanderrnonde s'6crit 
Im°,ml,. . mN -- l [ = I-I(mr - m~). 
F'<S 
On effectue sans piene les int6grales dans ZN(A) et reportant 
ID°z(2) ..... DN-lz(2)I 
ZN(A) = 
120 . . . . .  2N-II 
C'est de cette expression 16g~rement r6organis6e qu'on va partir pour obtenir les pro- 
pri&6s cherch6es. Pour cela on introduit une seconde fonction (l'6quation d'Airy est 
du second ordre) 
1 +6k 1 ~dk).-3k, dk ~ ~ck £(2)=~Dz= - - -  
k~>0 
et on note que 
DZkz = ).2kz mod {D2k-lz ..... D°z}, 
o2k+l z = ).2k+l~ rood {D2kz .. . . .  D°z}. 
Ainsi on peut 6crire 
[20Z, ~1~, ).2 Z . . . .  [ 
ZN(A)--[jfl,).l,).2 . . . . .  )N- l [  
Off au num6rateur, le dernier terme est ).U-lz si Nest  impair, ou 2N-lz si Nest  
pair. Factorisons au num6rateur et au d6nominateur le produit (2o . . . . .  2N_1) N-1 et 
d6veloppons les fonctions z et ~? en puissances de 
x~) .  -1" 
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Nous trouvons en d6finitive la s6rie 
ZN(A)  = Z c(O)c(l)... C(nN_--i1)I x3nO+N-l,x3nl+N-2 . . . . .  X3nN-I I 
no,nl,...,nN-i>~O no n, _ ]xN_I ,xN_2, . . . ,xN_I[  
off nous adoptons la convention 
c(2P) = Cn, C~ 2p+I) =dn.  
n 
Nous reconnaissons dans le rapport des deux d6terminants un caract6re polynomial du 
groupe lin6aire (exprim6 en terme des valeurs propres d'un 616ment de GLN et 6tendu 
toute matrice en vertu de sa nature polynomiale). En g6n6ral pour une matrice X 
(ici A -1 ) diagonalisable de valeurs propres x0 . . . . .  xN-1, nous posons 
IxtN -,  . . . . .  xl0p 
ChtN-,,,Io(X) - IxN-I .... ,X0I 
dont l'expression polynomiale n fonction des traces des puissances de X 
1 Xk Ok(X) = ~ tr 
s'appelle une fonction de Schur g6n6ralis6e. Notons que 
tr(A) = - (2r  + 1)!!02r+l(A -1 ). 
D6finissons en outre les traces des puissances ym&riques de X sous la forme 
k 
pk(X) = tr @ X 
sym 
telles que 
y~ ukpk(X) = det(1 - uX) -1 = exp ZukOk(X). 
k>~O n>~l 
L'6galit6 entre les termes extr6mes d6finit les polyn6mes de Schur que nous notons 
encore pk(O), polyn6mes dans des variables {01,02 ... .  } 
2 
pk(O) = Z YI ! •2! . . . .  po(O.) = 1. 
Ces polyn6mes, comme le remarque Sato, jouissent de la propri6t6 fondamentale 
Opk(O.) ~r 
- -  - m(o . )  = m-r (O . ) .  ~Or ~0 ~, 
oh nous convenons que pk(O.) s'annule si son indice est n6gatif. Un calcul classique 
fond6 sur la formule d6terminantale de Cauchy permet alors d'exprimer les ch en 
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fonction des p sous la forme 
eft) 
P fl * 
ChN--l+fo,N--2+fh..,fu I z 
PfN- 
ofi la notation symbolique implique que les indices croissent (d6croissent) d'une unit6 
~t chaque d6placement vers la droite (gauche). 
On en conclut que ZN(A) admet un d6veloppement en termes de traces des 
puissances de A - I  de la forme 
P3no 
ZN(A)  = ~ c(°)c(1)" ' n o  n, " c~N-, 1)_ " '. (O ' (A - I ) )  
no,...~r/N_l >/ 0 
P3nu- 
off les termes de degr6 k, Zu, k, sont obtenus en restreignant la somme par la condition 
no+nt +"  "+nN-1  =- k. La Proposition 2 triviale pour k = O(Zu, o = 1) en r6sulte si on 
suppose 0 < 3k ~< N. Consid6rons dans Zu, k un terme tel que 6 soit le plus petit entier 
satisfaisant r ~> 6 ~ n, = 0. On peut alors restreindre le d6terminant correspondant 
la taille 6 × 6, les indices des p. de la derni6re colonne 6tant donn6s par la suite 
3n0 + 3 -  1,3nl + 6 -  2 . . . . .  3n~ dont la somme est 3k + ~-1  r. Si 6 > 3k cette 
somme de 6 entiers positifs est inf6rieur fi celle des 6 premiers entiers positifs: deux 
d'entre eux doivent donc &re 6gaux, le d&erminant s'annule et le terme correspondant 
est donc nul. On en conclut que pour tout terme qui contribue ~ Z a une 'profondeur' 
6 ~< 3k ce qui prouve que N >~ 3k ~ ZN, k = Z3k, k = Z.k 0~1 gt l'6vidence lorsqu'on a 
pris les 0. comme variables, ce terme est ind6pendent de N ce qu'affirme la proposition. 
En outre en posant Z(O.) = ~k/> 0 Z.,k(0.) on peut presenter cette s6rie comme 
P3no * 
Z(O.) = Z n c(i)n, P3n, (0.). 
E,>~I) ni < ~x~ i~>0 . " . .  
Les d6terminants, d'apparence infinie, se r6duisent fi des d6terminants finis puisque 
pour presque tout i, ni = 0 et que dans ces conditions la profondeur 6 d'tm terme donn6 
est finie ce qui implique le d6terminant peut &re restreint fi la taille finie 6 × 3. 
L'expression de la s6rie asymptotique ainsi obtenue permet de comprendre qu'elle 
est ind6pendante des variables d'indice pair comme il se doit d'apr6s la construction 
initiale. En effet d6rivons Z par rapport fi 02p ce qui revient fi d6river successivement 
chaque ligne des d&erminants. Or en d6rivant la ligne d'indice r, en vertu de la 
propri&6 fondamentale des polyn6mes de Schur on substitute 
P3n, - r ,  P3n, - r+ 1, • • •, P3nr , P3n, + 1, . . . .  
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la suite 
P3nr-r-2p, P3nr-r+1-2p,. • • ,  P3nr-2p, P3nr+1-2p, • • • 
qui s'identifie h la ligne r + 2p h l '&hange pros de nr avec nr-2p. Dans cet &hange 
le d&erminant off l 'on a d&iv6 la ligne res t  impair tandis que son coefficient est pair 
en vertu de c (i) _(i+2p) = ~n par d~finition. En conclusion 
O02pl(O.) = O. 
On peut donc bien prendre comme variables les quantit6s t~ = - (2 r  + 1)!!02r+l. 
Cependant pour la simplicit6 des expressions qui vont suivre, nous conservons 
la notation 0. 
Nous sommes maintenant en mesure de passer ~t la preuve du th~or~me. Puisque le 
passage ~ la limite N --* c~ ne pr6sente aucune difficult~ dans la s6rie asymptotique 
quand on a fait choix des variables 0.(A- l ) ,  il est plus commode de revenir au cas N 
fini, quitte h faire tendre N ~ c~ dans la suite• Observons qu'on peut r~crire ZN SOUS 
la forme d'un Wronskien. Posant 
fs(O.) = E c(N-s-1)P3n+s(O')' 
n>~O 
on a en effet 
zu(o.) = 
O <~ s <~ N -1  
o~_~f~- l  ... go-if~-m iN- ,  
i~ -1 
O~l_l fo "" aO---~fo fo 
(0.) 
off nous consid6rons les 0. comme ind6pendants (~t la v&it6 ZN(A) = ZN(O.(A-1)). 
Cette expression sugg~re la consid6ration d'un op6mteur diff6rentiel in6aire associ6 
dont les solutions lin6airement ind6pendantes sont les fs(O.) en particularisant la vari- 
able 01. On pose d _= ~3/001 et on d6finit cet op6rateur AN par 
dNF • .. F 
dN fN--I "'" fN--1 
ANF = E Wr(O')dN-rF -~ ZNI • " 
O~r<~N 
dN fo  "•" fo  
En toute rigueur les coefficients wr(O.) devraient aussi porter l'indice N(wo(O.) - 1) 
mais comme on s'en convaincra sans peine ~ r fix6 et N assez grand wr(O.) est 
ind6pendant de N. I1 est commode en suivant Sato de remplacer l'op6rateur diff6rential 
AN par un op6rateur pseudo-diff6rentiel 6quivalent 
A N = WNd N, 
hi. Bauer, C. ItzyksonlDiscrete Mathematics 156 (1996) 29~1 75 
WN = Z wr( O" )d-r"  
O <~ r <~ N 
Nous n'utiliserons ici que les propri6t6s alg6briques des op6rateurs pseudo-diff6rentiels. 
Ces derniers ont une longue histoire qui remonte au moins ~ la fin du si~cle dernier. 
Pour un expos6 on pourra consulter Gelfand et Dikii [6]. I1 nous suffit de mentionner 
l'extension de la r6gle de Leibniz. Notant a Ck) la k-i~me d6riv6e d'une fonction a ¢°) = 
a,a ~k) = [d,a (k-l)] on a 
d- ra=Z (-)k (r  +k-1)  
k>~O 
ad- r=Z(r+k-1)  d - r -ka(k ) 'k  
k~O 
D6sormais nous nous permettons d'&re cavalier avec la limite N -* c~ et nous 
omettrons l'indice N. L'expression de A nous fournit les coefficients wr(O.) et on 
constate sans peine que 
wo(O.) = 1, 
r6sultat bien connu. Plus g6n6ralement on peut 6crire 
o6 pour faire bref on a not6 
0 0 1 0 10  
00. ~ 001 '2002 . . . . .  k O0 k . . . .  
L'op6rateur inverse W -1 (au sens formel) est donn6 par des formules analogues que 
l 'on trouve en manipulant les identit6s de Plficker 
r * W -1 = ~ d -  w r (0.), 
r>~0 
Revenons ~ l'op6rateur diff6rentiel AN d'ordre Net  diff6rentions le par rapport ~ 0, pour 
n ,~N. I1 existe alors un op6rateur diff6rentiel d'ordre n soit Q, uniquement d6termin6 
par la relation 
OAN 
00, = Q, Au - ANd". 
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En effet puisque le membre de gauche est d'ordre au plus N-  1 tandis que celui de 
droite semble a priori d'ordre N + n, on en d6duit que 
On = (ANd"AN1)+ = ( WNdn WN1)+ 
o3 pour un op6rateur pseudo-diff6rentiel P le  symbole (P)+ d6signe sa partie diff6r- 
entielle, et dans cette relation on peut passer ~ la limite N --~ c~. 
L'op6rateur Qn &ant ainsi choisi, ce qui assure que la combinaison QnAN -- ANd" 
est d'ordre inf6rieur h N montrons qu'elle s'identifie ~ OAN/OOn. Pour ce faire il suffit 
donc d'&ablir que ces deux op6rateurs ont la m~me action sur N fonctions lin6airement 
ind6pendantes par exemple fo .... , fN-1 qui engendrent le noyau de AN, ou encore sur 
f ,  une combinaison lin6aire h coefficients constants de ces fonctions, telle donc que 
ANf = 0. L'6galit6 annonc6e sera 6tablie si l'on montre que 
OAN A On f
~30"----~'f+ U-~ = 0. 
Or f ,  qui admet un d6veloppement en polyn6mes de Schur, satisfait comme ces 
demiers ~t ~"f/O0~ -- c~f/~On, et le membre de gauche n'est autre que (~/00~)(Amf) = 
0. 
En r6crivant 
Qn = ( Wd ~ W- 1 )+ = (L  n )+, 
L= WdW -1 =d+ 0 (d- l ) ,  
les relations pr6c6dentes peuvent encore se r6crire 
c~L 
- [Qn,L] 
OOn 
dont la compatibilit~ implique les conditions d'int6grabilit6 
c3Qm ~Q. 
- - - -  + [Qm, Qn ] =0.  
~On OOm 
C'est lh qu'on peut faire intervenir le far que toutes les quantit6s introduites jusqu'ici 
sont ind6pendantes des O. d'indice pair. Par exemple si 
0 2 6~ 2
u = ~121n Z = ~oln Z 
on trouve 
Q2 = d 2 + 2u, 
tandis que l'ind6pendance d  u par rapport ~ 02 entrMne 
OQ2 
6~03 -- [Q3,Q2] 
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soit traduit dans les variables to, tl la premi6re des 6quations de la hi6rarchie KdV 
) 86 - 8to \ 2 8t~ + bt2 " 
[ Q./2 ) Plus g6n6ralement on montre que Q. = \ 2 )+ et done 
t~02p+ 1Q2 QP +,Q2 , p ~> 1 
qui est tree forme concise de r6sumer la premiere partie du th6or6me. 
On a d6j~ fait allusion ~ la fonction d'Airy et Zu en est une version ~ argument 
matriciel. L'analogue de l'6quation diff6rentielle d'Airy va fournir la preuve de la 
seconde partie du th6or~me. En effet rappelons qu'on a 6crit pour A diagonal 
of a 
ZN(A) = A(A)ZN(A) 
et A(A) est donn6 explicitement ci-dessus. En 6crivant que l'int6grale de la d6riv6e 
du poids exponentiel par rapport h 616ment diagonal de M s'annule, on obtient les 
relations 
l , l=k 
oh les crochets d6signent l'int6gration avec le poids 
d ~ exp i tr + . 
Le terme (22 + M2~) peut s'interprrter comme {2~ +(1/i2kS/82k) 2 ZN(A). Pour 
les termes restant on exprime l'invariance de l'intrgrale sous l'effet d'un changement 
infinitrsimal de variable 
o6 
M ~ M + i e[X(M),M] 
X(M)ab  = (~ak~b lMk l 
de Jacobien 1 + i e(Mtt - Mk k) au premier ordre an e. Ceci fournit la relation 
0 = <Mtt --Mkk 2 
M 2"N(A)=f d (~)exp i t r  (~-+ A2M) 
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et conduit ~ r6crire les 6quations pr6c6dentes 
0= 2~+M~k-2 i  z... 22_ :  
l,l # k k "~l 
soit un ensemble d'6quations du second ordre coupl6es 
( (1  ~ ) 2 1 (1  ~ 1 ~ )}~N(A)=0.  
l , l#k  r 
Transformant ces 6quations en 6quations pour ZN(A) ~ l'aide du facteur A explicite, 
d6veloppant en 2~ -1 ~ 2k ---+ oo, faisant tendre N --+ oc, on trouve la s6rie 
1 
m >~-1 (~2)2m+l"LmZ(t') = 0 
o~ les op6rateurs Lm ont la forme indiqu6e dans l'6nonc6 du th6or~me. Bien entendu la 
relation pr6c6dente conduit g annuler s6par6ment chaque coefficient LmZ(t.) achevant 
la d6monstration (on v6rifie sans peine les r~gles de commutation des Lm). 
I1 nous reste fi conclure par quelques calculs effectifs de nombres d'intersection. Pour 
cela il est commode de d6velopper log Z = F = Y~0/> 0 Fg, en contributions de genre 
donn6. De m~me 
~2F 
u -  dt~--  ~ ug. ff~>0 
Posons 
i s . .  p >~O 
Appliquant la d6finition de F o et le th6or~me de Witten et Kontsevich on trouve qu¢ 
uo(t.) est d&ermin6e par l'6quation de point fixe 
uo(t.) = Io(uo, t.). 
Par inversion de Lagrange on obtient uo puis par une double int6gration Fo, ce qui 
foumit en genre z6ro les nombres d'intersection 
(E/,)! 
(Zd,'' 'Zd,)-- d1!77-~-~!' E d i=n-3  
qui sont dans ce cas des entiers positifs. Posant d6sormais 
Jk(t.) = Ik(uo(t.), t.) 
on obtient en genre 1 
1 _  41n Fl(t . )  z'~ In 1 - dl(t.) \ t~to ] " 
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Plus g6n6ralement si 9 > 1 on trouve que Fg est donn6e par une somme finie 
/30-2 \
Y]~2<.k<.2o-2 (k--1)lk=39--3 
i13q-2 1 d2,._~2 j~__~3, o3g_ 2 
(1 - J1 )  2(g-1)+g/p 12! 13! 130-2! 
off les coefficients ont eux m6mes des nombres d'intersection de genre O, d6termin6s 
par le th6or~me. Par exemple 
5.I4 &J3 
1 ( -T - - - - -  + 2 9 - -  F2 = ~ - J1 )3 (1 - Jl )4 
d'ofl 
+28~ J23 1 
- J1 )5 
1 29 (z~) = 7 
{z4}-1152'  (z2z3)-5760'  240 
et ainsi de suite. De m~me on peut resommer les termes ayant au d6nominateur la plus 
grande puissance de 1 - J1  h l'aide d'une 6quation de Painlev6, puis successivement 
ceux impliquant une puissance inf6rieure par une m&hode perturbative. 
Citons encore la propri&6 suivante des int6grales de Kontsevich, conjectur6e initiale- 
ment par Witten 
Th6or/~me (Witten [33,34], DF-I-Z). II existe une application biunivoque ~o des poly- 
n6mes dans une infinitO de variables 
P ~-~ q~ P
telle que 
fd  M exp tr { iM36 AM2 } P( t rM,2 trM3, tr M5," • ") 
al~ 2 f d M exp -tr  2 
8 
= ~oP (~o, -~ l , ' " )  Z(t.) 
off t.--= t.(A -1 ) et le membre de gauche doit ~tre entendu au sens des s6ries formelles 
dans la limite N ~ c~. 
Mentionnons enfin qu'il existe une g6n6ralisation du probl6me d'intersection impli- 
quant des recouvrements finis des espaces de module off l'alg~bre de Virasoro ap- 
parait comme sous-alg6bre de structures plus complexes appel~es (par les physiciens) 
alg6bres-W. 
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