Likelihood-Ratio-Based Biometric Verification by Bazen, Asker M. & Veldhuis, Raymond N.J.
86 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 14, NO. 1, JANUARY 2004
Likelihood-Ratio-Based Biometric Verification
Asker M. Bazen and Raymond N. J. Veldhuis
Abstract—This paper presents results on optimal similarity
measures for biometric verification based on fixed-length feature
vectors. First, we show that the verification of a single user
is equivalent to the detection problem, which implies that for
single-user verification the likelihood ratio is optimal. Second,
we show that, under some general conditions, decisions based
on posterior probabilities and likelihood ratios are equivalent
and result in the same receiver operating curve. However, in a
multi-user situation, these two methods lead to different average
error rates. As a third result, we prove theoretically that, for
multi-user verification, the use of the likelihood ratio is optimal
in terms of average error rates. The superiority of this method is
illustrated by experiments in fingerprint verification. It is shown
that error rates below 10 3 can be achieved when using multiple
fingerprints for template construction.
Index Terms—Biometric verification, fingerprint recognition,
fixed-length feature vector, likelihood ratio, posterior probability
density.
I. INTRODUCTION
B IOMETRIC verification systems are used to verify theclaimed identity of a user by measuring specific charac-
teristics of the body, such as a fingerprint, face, hand geometry,
iris, or pressure patterns. Given a test feature vector that is ob-
tained from a user requesting access to a biometric system, and
a class that represents the users claimed identity (represented
by a template feature vector that has been recorded during the
enrollment phase), the task of a biometric verification system is
to decide whether the offered feature vector can be accepted as
a member of the given class or not. For this purpose, the system
determines a measure that represents the similarity between the
test and the template measurements. If the similarity is larger
than an acceptance threshold, the user is accepted; otherwise,
the user is rejected.
The subject of this paper is the comparison of different
similarity measures that can be used. This will be demonstrated
in the context of fingerprint recognition. Most fingerprint
matching systems use minutiae-based algorithms [1], [2],
which are in general considered to be the most reliable. How-
ever, comparing two sets of minutiae is not a straightforward
task. First, the number of minutiae that are extracted depends
on the actual fingerprint. Second, it is not known beforehand
which minutia in the template set corresponds to which one in
the test set. Third, even if the first two problems are solved,
the minutiae locations and associated characteristics cannot
be compared directly due to translation, rotation, and scaling
Manuscript received October 29, 2002; revised May 7, 2003.
The authors are with University of Twente, 7500 AE Enschede, The Nether-
lands (e-mail: a.m.bazen@utwente.nl, r.n.j.veldhuis@utwente.nl).
Digital Object Identifier 10.1109/TCSVT.2003.818356
of the fingerprints. Instead, comparing two sets of minutiae
requires special point-pattern matching algorithms.
In contrast, this paper presents a fingerprint matching
algorithm that uses fixed-length feature vectors, consisting of
a number of measurements that are performed at some spe-
cific, fixed, locations in the fingerprint. The advantage of this
approach is that, once the features are extracted (including the
critical step of determining the accurate location of a reference
point), the matching is very fast. This enables the search for a
matching fingerprint in a large database.
This paper present results on optimal similarity measures
for general biometric verification based on fixed-length feature
vectors. In Section II, three similarity measures are reviewed:
Euclidean distance, posterior probability, and likelihood ratio.
In that section, the general expressions for biometric system
errors are derived. Next, the optimality of likelihood ratio-based
decisions is proved in Section III. Then, Section IV presents
experimental results on fingerprint verification, confirming the
theory that using likelihood ratios instead of posterior-prob-
ability densities decreases the error rates, even though the
feature vectors are the same for both decision methods.
II. SIMILARITY MEASURES
Various similarity measures for fixed-length feature vectors
have been proposed in the literature. First, we give an overview
of the three most widely used measures, being Euclidean dis-
tance, posterior probabilities, and likelihood ratios. Next, ex-
pressions for the biometric system errors are given.
A. Euclidean Distance
In [3], FingerCode is used as a feature vector for fingerprint
verification. This feature vector contains the standard deviation
of the responses of Gabor filters in specified locations in the fin-
gerprint. For comparison of these feature vectors, the Euclidean
distance is used. It is calculated by
(1)
where is the test vector and is the template vector cor-
responding to class . The Euclidean distance treats all ele-
ments of the feature vector as equally important and uncorre-
lated. Although this is not a realistic assumption in practice,
the authors present experiments with relatively good recogni-
tion performance.
B. Posterior Probability
In [4], biometric verification systems that are based on hand
geometry and face recognition are presented. In that paper, it
is claimed that decisions that are based on the posterior prob-
ability densities are optimal, where optimality means minimal
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error rates as defined in Section III. The posterior probability
density of class given observed feature vector is given by
(2)
where is the probability density of the feature vectors
given class , is the probability density of the class , and
is the prior probability density of the feature vectors. The
feature vector is accepted as member of the template class if its
posterior probability density exceeds a threshold .
C. Likelihood Ratio
On the other hand, in detection theory it has long since been
known that the use of likelihood ratios is asymptotically optimal
[5]. In detection, a given feature vector has to be classified as
originating from a predefined situation (the presence of some
object to be detected) or not. Since the detection problem is in
some sense equivalent to the verification problem that is con-
sidered here, it is to be expected that using likelihood ratios for
biometric verification is optimal as well. The likelihood ratio
is given by
(3)
where is the probability of , given that is not a
member of class . Since we assume infinitely many classes,
exclusion of a single class does not change the distribution of
the feature vector . Therefore, the distribution of , given that
is not a member of , equals the prior distribution of as
(4)
and the likelihood ratio is given by
(5)
In this framework, a test feature vector is accepted as member
of the template class if its likelihood ratio exceeds a threshold
. The acceptance region and rejection region
can be defined in the feature space as
(6)
(7)
The probability density functions in (2) and (5) are in practice
usually modeled by multidimensional Gaussian distributions.
More details of that case are given in Appendix A.
D. Biometric System Errors
In this section, we derive expressions for the system errors,
using likelihood ratio-based decisions, as a function of the prob-
ability density functions of the feature vectors.
1) False Rejection Rate: The false rejection rate (FRR)
measures the probability that a feature vector is rejected as a
member of some class, although it does originate from that
class. For a specific class and a given threshold ,
is given by
(8)
Since , this can also be written as
(9)
The (average) overall false rejection rate is found by
integrating over all classes as
(10)
where is the space of all classes. The summation over all
(discrete) classes is represented by a (continuous) integral to
indicate the infinite number of classes.
2) False Acceptance Rate: The false acceptance rate (FAR)
measures the probability that a feature vector is accepted as a
member of some class, although it does not originate from that
class. For a specific class and a given a threshold ,
is given by
(11)
where again is used. Then, the (average) global
false acceptance rate is found by integrating over all
classes to yield
(12)
3) Receiver Operating Characteristic: The dependence of
both error rates on the threshold can be visualized in a plot of
FRR against FAR for varying threshold values, which is called
the receiver operating characteristic (ROC). Using a procedure
similar to the work in [4] on posterior probabilities, an expres-
sion that describes the tradeoff between FAR and FRR for a like-
lihood-ratio-based verification system can be derived as
(13)
The same expression has been derived in [5] using other
methods.
III. OPTIMALITY OF LIKELIHOOD RATIOS
In this section, we prove that, for verification based on fixed-
length feature vectors, the use of the likelihood ratio is optimal
in terms of average overall error rates. In this context, optimality
is defined as the lowest FAR for a given FRR or alternatively the
lowest FRR for a given FAR. First, we consider the less complex
case of single-user verification, where the system has to decide
whether or not an input feature vector originates from the only
user that is known to the system.
A. Single-User Verification
For single-user verification, there is one fixed distribution
of feature vectors from the genuine user and one fixed
distribution of feature vectors from impostors. This situa-
tion is equivalent to the detection problem, which implies that
the likelihood ratio is optimal for single-user verification [5].
The relation between the likelihood ratio and the posterior
probability, which is derived from (2) and (5), is given by
(14)
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Fig. 1. Averaging ROCs of classes with different occurrence probabilities.
Since there is only one user in the system, is a constant, and
both methods provide the same error rates if the thresholds for
posterior probability density and for likelihood ratio are set
to . This means that, for single-user verification,
both methods provide the same ROC, with a different threshold
parameterization along the curve. This is shown in Fig. 1, for
instance by observing the leftmost curve, with the associated
threshold values for both methods.
Please note that the ROCs are different for each of the users.
Although the within-class variations are equal, the users with
more common biometric characteristics are more difficult to
identify than users with uncommon or rare characteristics,
leading to higher biometric error rates. In other words, the error
rate specifications of a biometric verification system only give
average numbers. The error rates are higher for some of the
users, while they are lower for others.
B. Multiuser Verification
In a multiuser situation, the two methods lead to different av-
erage error rates. The difference between averaging with the
two methods is illustrated in Fig. 1, which shows three ROCs
for frequently, average, and infrequently occurring classes in a
synthetic data set. At some specific positions at the ROCs, the
threshold values for both methods are indicated. It can be seen
that combining individual ROCs with a constant posterior prob-
ability threshold will take the average of different points on
the individual ROCs than combining individual ROCs with a
constant likelihood ratio threshold . The question that is an-
swered in the rest of this section is which of all possible aver-
aging paths will lead to the minimum overall error rates.
It can be explained intuitively that the use of likelihood ratios
will lead to better overall matching performance than the use of
posterior probabilities. A fixed posterior-probability threshold
requires equal similarity values for feature vectors from each in-
dividual, under the condition that the distribution of the feature
vectors from the entire population is much wider than the distri-
bution within one class. This means that a feature vector is rela-
tively close to its associated class center, such that
[see (2)]. This condition is easily satisfied in practice. The effect
is an equal FRR and a lower FAR for less frequently occurring
classes.
On the other hand, a fixed likelihood-ratio threshold requires
lower similarity values for less frequently occurring feature vec-
tors [see (14)]. As a consequence, the acceptance region for less
frequently occurring classes is larger, which has two effects. The
reduction in FAR is smaller, but at the same time, FRR is re-
duced. The overall recognition performance can be optimized
by choosing the right tradeoff between these two effects.
Next, we prove that using likelihood ratios in multiuser veri-
fication is optimal. First, define as the probability den-
sity function of the likelihood ratio of an observation vector
that is taken from the true class . Also, define as the
probability density function of the likelihood ratio of an obser-
vation vector that is not taken from the true class . For these
probability density functions, the following well-known relation
holds [5]:
(15)
The error rates FRR and FAR for class , as a function of the
threshold , are given by
(16)
and
(17)
Next, we find expressions for the average and
with a class-dependent threshold by inte-
grating over all classes as
(18)
(19)
For optimal verification performance, the question is how to
choose the threshold as a function of , such that the resulting
ROC is minimal. This is solved by Lagrange optimization (see,
for instance, [6]). The objective is to minimize FRR, subject
to the condition of a constant FAR. The threshold is chosen as
, where is the optimal threshold,
is some function of , is a small constant, and some
specific value for FAR is chosen as additional condition. Then
(20)
has to be minimized by setting the derivative with respect to
to zero as
(21)
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By realizing that this expression must hold for any , the
integrals over all can be omitted. Furthermore, since is
optimal, is equal to zero, which further simplifies the expres-
sion to
(22)
Applying (15) results in
(23)
which, by dividing both sides by and rearranging
the expression, gives
(24)
Since is a constant, the optimal threshold is constant
too, independent of . Therefore, using a constant likelihood
ratio threshold when averaging over the classes gives the op-
timal verification results.
IV. MATCHING EXPERIMENTS
In this section, results of fingerprint-matching experiments
are presented. The proposed similarity measures, which are
Euclidean distance, posterior probabilities, and likelihood
ratios, have been evaluated by applying them to Database 2
of FVC2000 [7]. This FVC2000 database consists of 880 8-b
grayscale fingerprints, 8 prints of each of 110 different fingers.
The images are captured with a capacitive sensor at 500 dpi,
resulting in image sizes of 364 by 256 pixels.
A. Feature Vectors
We use two types of feature vectors that have been extracted
from the grayscale fingerprint images. The first feature vector is
the squared directional field that is defined in [8], which is calcu-
lated at a regular grid of 11 11 points with spacings of 8 pixels
and is centered at the core point (see [8]). At each position in the
grid, the squared directional field is coded in a vector of two el-
ements. The resulting feature vector of length 242 is reduced
to dimension 100 by principal component analysis (PCA) over
the entire population. This method linearly projects each fea-
ture vector to a lower dimensional subspace that is optimized
to maintain the largest variations that are present in the popu-
lation. The directional field of an example fingerprint is shown
in Fig. 2. For approximately 10% of the fingerprints, the au-
tomatic core-point extraction failed and for those fingerprints,
the location of the core point was adjusted manually. The auto-
matic core-point extraction errors could be resolved by two re-
lated methods. First, feature vectors could be extracted at many
regularly spaced locations from the fingerprint. That one feature
vector that results in the highest matching score is used. This so-
lution is inspired by the feature space correlation method that is
described in [9]. Second, feature vectors could be extracted at
each location where a (possibly false) core is detected. Again
the best matching feature vector is used. This would save a lot
of processing time compared to the first method.
The second feature vector is the Gabor response of the finger-
print, which is discussed in [10]. After substraction of the local
(a)
(b)
Fig. 2. (a) Fingerprint image and (b) its directional field.
mean, the fingerprint image is filtered by a set of four complex
Gabor filters, which are given by
(25)
The orientations are set to 0, , , and , the spatial
frequency is set to , which corresponds to a ridge-
valley period of 8 pixels, and the width of the filter is set to
. The absolute values of the output images are taken, which are
subsequently filtered by a Gaussian window with . The
resulting images are shown in Fig. 3.
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(a) (b)
(c) (d)
Fig. 3. Smoothed absolute value of the fingerprint image of Fig. 2(a) that has been filtered by Gabor filters with different orientations. (a) 0. (b) =4. (c) =2.
(d) 3=4.
Next, samples are taken at a regular grid of 11 11 points
with spacings of 8 pixels and centered at the core point. The re-
sulting feature vector of length 484 is reduced to dimension 200
by PCA of the entire population. This feature vector is inspired
by FingerCode [3], but it can be calculated more efficiently since
a rectangular grid is used rather than a circular one (see also
[11]), and it performs slightly better.
B. Matching Algorithm
To enable calculation of the posterior-probability density
and likelihood ratio, we assume a Gaussian probability density
function (pdf) for the overall feature-vector distribution and
Gaussian pdfs with unequal means but equal covariance
matrices for the feature vectors from all individual classes.
The use of equal within-class covariance matrices for all
users is motivated by the fact that in a biometric system in
practice, only one or a few feature vectors are available as
template. Therefore, no user-dependent covariance matrix can
be determined reliably, and the best approximation possible is
to use the average covariance matrix for all users.
There are a few motivations for using Gaussian distributions
for the feature vectors. In general, measurements of natural fea-
tures tend to a Gaussian distribution. Furthermore, as the dimen-
sion of the feature vectors is reduced by PCA, the feature vector
BAZEN AND VELDHUIS: LIKELIHOOD-RATIO-BASED BIOMETRIC VERIFICATION 91
Fig. 4. Results of the directional field-based matching algorithm.
elements are weighted sums of measured features, which ap-
proximate a Gaussian distribution even better, as dictated by the
central limit theorem. Appendix A provides expressions for the
verification errors for Gaussian feature vectors.
The within-class covariance matrix represents the differ-
ences between multiple prints of the same finger, like noise, par-
tial impressions, and elastic deformations. The between-class
covariance matrix represents the differences between the
templates of the different fingers, and the total covariance matrix
represents the variations of the feature vectors over the en-
tire population, representing the differences between individual
fingerprints. For both types of feature vectors, the three covari-
ance matrices have been determined from the fingerprints in our
database.
Next, the matching scores of 3080 genuine attempts and
5995 impostor attempts have been recorded using three sim-
ilarity measures: the Euclidean distance , the posterior
probability density , and the log-likelihood ratio .
By incorporating the values of the constants into the threshold,
and by using if is close to , the expressions to
be tested are simplified to
(26)
(27)
(28)
C. Matching Results
The resulting average ROC’s of the matching experiment,
using Euclidean distance, posterior probability, and likelihood
ratios, are shown in Figs. 4 and 5. Both the directional field and
the Gabor response perform at an equal-error rate (EER) of ap-
proximately 5% when using likelihood ratios. The figures show
that the use of posterior probabilities results in a higher EER
of 8%, while the Euclidean distance performs at an even worse
EER of 15%. Fig. 5 shows that posterior probabilities perform
better than likelihood ratios for FAR . For that setting, the
acceptance region is very large, and the criterion
Fig. 5. Results of the Gabor response-based matching algorithm.
Fig. 6. Results of the matching algorithm that uses both the directional field
and the Gabor response as features.
is no longer satisfied. Combined with possibly unequal within-
class covariance matrices, this may explain the results.
Next, a new feature vector has been constructed by concate-
nating the directional field and Gabor response into one large
feature vector of dimension 300, and new interclass and intra-
class covariance matrices have been determined. For this com-
bined feature vector, the performance differences are even more
significant. Likelihood ratios perform at EER 0.5%, poste-
rior probability at EER 7%, and Euclidean distance at EER
12%, as shown in Fig. 6.
The matching algorithm takes less than 1 ms in Matlab on a
1-GHz P-III (optimized feature extraction takes 350 ms), com-
pared to approximately 100 ms for a fast optimized minutiae
matching algorithm (optimized feature extraction takes 450 ms);
see, for instance, [1]. Using appropriate preprocessing such as
simultaneous diagonalization which makes identity and
diagonal [12], consecutive matches of a single test fingerprint to
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a database of templates take less than 25 s per template, which
enables the search through a database that contains 40 000 en-
tries in 1 s.
D. Unknown Versus Known Class Centers
For a biometric system in practice, the feature vectors that
correspond to the true class centers are not known. More gen-
erally speaking, only one biometric measurement is available
as template, and this is not necessarily a good representative
of the class. As a solution, it has been shown in a number of
papers that the use of multiple measurements from the same
user for the construction of a template may improve the recog-
nition rates. The combination approaches range from simply
storing and comparing multiple templates per user [13] to the
more complex combination of fingerprint images or minutiae
sets [14]. The combination of fixed-length feature vectors that
is presented here (averaging the feature vectors) is very simple,
but at the same time very effective since it provides the optimum
estimate of the class center.
In the context of likelihood ratios, the availability of only one
template means that all elements of the intraclass covariance
matrix are twice as large, compared to the situation with known
class centers. As a result, the acceptance region has to be
times as large (with the dimension of the feature vector) for
a specific FRR. If the interclass feature vector distribution is
much wider than the intraclass distribution, the impostor distri-
bution can be assumed constant for thresholds that correspond to
a relatively high likelihood ratio. Consequently, FAR is also
times as large as it would be with known class centers. This is
confirmed in experiments with low-dimensional synthetic data
sets.
The combined feature vector has dimension . This
means that, at least theoretically, FAR can be reduced by a factor
of when using class centers as templates. To val-
idate this effect, experiments have been set up where multiple
fingerprints have been used for construction of the template. The
template is taken as the average of multiple individual feature
vectors, while only one of the remaining fingerprint is used as
test vector. For this experiment, 6160 genuine attempts and 5995
impostor attempts have been carried out. The ROCs for the three
similarity measures, using two fingerprints to construct the tem-
plate, are shown in Fig. 7, and the equal error rates for likelihood
ratios with one to five fingerprints for template construction are
shown in Table I. The table shows that the performance gain in
practice is not as large as it is in theory. But still, the matching
performance can be increased enormously by using multiple fin-
gerprints for template construction.
Two more remarks have to be made on this subject. First, the
performance is evaluated in a database of 880 fingerprints, using
approximately 6000 genuine and 6000 impostor attempts. In this
evaluation set, error rates smaller than 0.1% cannot be estimated
reliably. Therefore, the 0% in Table I does not mean that we have
implemented the perfect biometric system, but only that it made
no errors on our database. Second, the practical performance
gain of using multiple feature vectors for template construction
is smaller than the theoretic gain since the interclass covariance
matrix is not much wider than the intraclass covariance matrix
Fig. 7. Results of the matching algorithm that is based on both features and
uses two fingerprints for template construction.
TABLE I
MATCHING PERFORMANCE USING MULTIPLE FINGERPRINTS
FOR TEMPLATE CONSTRUCTION
for most of the elements of the feature vector. Therefore, the
assumption of a constant is not true in practice, and the
performance gain is smaller than predicted.
V. CONCLUSION
In this paper, we have shown that the verification of a single
user is equivalent to the detection problem, which implies that,
for single-user verification, the likelihood ratio is optimal. We
have also shown that, in single-user verification, decisions based
on posterior probability and likelihood ratio are equivalent, and
result in the same ROC. However, in a multiuser situation, the
two methods lead to different average error rates. As a third re-
sult, we have proven theoretically that, for multi-user verifica-
tion, the use of the likelihood ratio is optimal in terms of average
error rates.
The superiority of the likelihood-based similarity measure is
illustrated by experiments in fingerprint verification. It is shown
that error rates below can be achieved when using multiple
fingerprints for template construction. Since the algorithm is ex-
tremely fast, it can be used to search through large fingerprint
databases. For automatic application of the algorithm, improve-
ments have to be made in the automatic extraction of the core
point. This could be circumvented by trying all detected cores,
but that would slow down a database search.
Future research will address more reliable reference point de-
tection and the reliability of high-dimensional covariance ma-
trix estimates, with the purpose of minimizing the differences
between estimates for the training set and the test set.
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APPENDIX
GAUSSIAN APPROXIMATION OF ERROR RATES
Assume that the different observed feature vectors that are
generated by class , have a multi-dimensional Gaussian dis-
tribution with dimension , mean and within-class covari-
ance matrix , independent of the class. Then, the conditional
probability density is given by
(29)
(30)
Furthermore, assume that the centers of classes have a
Gaussian distribution with zero mean (which can be guaranteed
by subtraction of the mean) and between-class covariance ma-
trix . Then, is given by
(31)
(32)
The prior probability density function of all patterns is
given by
(33)
which has a total covariance matrix . Under
the condition that the distribution over the entire population is
much wider than the distribution within one class
(34)
then is equal to , given by
(35)
(36)
Using the acceptance condition , and (5) for , an
expression for the acceptance region can be derived as
(37)
By substituting the Gaussian probability density functions (30)
and (36), we obtain
(38)
or
(39)
By taking the natural logarithm and multiplying both sides by
-2, we obtain
(40)
and the acceptance region is given by
(41)
with
(42)
For threshold values that correspond to a relatively high likeli-
hood ratio, is relatively close to , and can be replaced with
in (42). Then, is independent of , and is an ellipsoid
region with a Mahalanobis distance less than from the class
center .
Now, the error rates can be calculated by substituting (41)
into (9) and (11). To transform the multidimensional integrals
into one-dimensional integrals, we use the volume
of a ellipsoid that is defined by covariance matrix and
Mahalanobis distance , which is given by [4]
(43)
where is a constant that depends on the dimension of the
space
.
(44)
Using
(45)
and (9), the false rejection rate is given by
(46)
which corresponds to a distribution with degrees of
freedom.
Using (11) and assuming that is constant within class ,
the false acceptance rate is given by
(47)
These expressions for the theoretic error rates can be calculated
relatively easily. Experiments show that they provide a very
accurate estimate of the error rates for low dimensions ,
while the experimental results deviate from the predicted values
for higher dimensions. This can be explained by the fact that
cannot be assumed to be constant within class anymore.
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