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Chapter 1
Introduction
This thesis consist of this introductory chapter and a collection of four papers on the stochastic
calculus and optimization problems related to the doubly stochastic Poisson process:
1. On chaos representation and orthogonal polynomials for the doubly stochastic Poisson
process, together with Giulia Di Nunno. Published in Seminar on stochastic analysis,
random ﬁelds and applications VII, R. Daland, M. Dozzi and F. Russo (eds), vol 67 of
Progress in Probability, Springer Basel 2013.
2. BSDEs for time-changed Lévy processes and application to optimal control, together with
Giulia Di Nunno. To appear in Stochastic Processes and their Applications.
3. Maximum principles for martingale random ﬁelds via non-anticipating stochastic deriva-
tives. Submitted.
4. Information and optimal investment in defaultable assets, together with Giulia Di Nunno.
Submitted.
The introduction will outline some of the key concepts explored in the thesis and gives a brief
motivation for each individual paper.
The doubly stochastic Poisson process (DSPP) is an extension of the Poisson process or
Poisson random ﬁeld with a randomization of the intensity parameter. For a detailed exposition
on the DSPP we refer to [50], and a brief description can be found in Chapter 2. To put it
informally, for two random measures H and α on a space X , H is DSPP with intensity α if it
satisﬁes
P
(
H(Δ) = k
∣∣α(Δ)) = α(Δ)ke−α(Δ)
k!
, Δ ⊂ X , k ∈ N.
Meaning that conditionally on α, H is Poisson distributed. The DSPP is an extension of the
Poisson process but the extra “parameter” α allows for a dependence between the increments.
This dependence is highly useful for credit risk and asset models with stochastic volatility (see,
e.g. [74] and [25] respectively). There is however a computational downside of the dependence,
the DSPP is less tractable than a Poisson process and is in general not Markovian.
Of particular interest in our study are optimization problems of type
sup
u∈A
J(u) = sup
u∈A
E
[ T∫
0
fs
(
us, Xs(u)
)
ds+ l
(
XT (u)
)]
(1.0.1)
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for controls u in a set of admissible controls A. The state process X is driven by a DSPP or
a more general type of noise (like a process with conditionally independent increments or a
martingale random ﬁeld). Problems of type (1.0.1) include utility and consumption problems,
mean variance portfolio selection, mean variance hedging and more. Thus solving (1.0.1) is
relevant for asset models with the random noises considered here, like the DSPP or other types
of time changed Lévy noises.
In the literature there are two main approaches to optimization problems of type (1.0.1), dy-
namic programming and the maximum principle. The non-Markovian structure has an impor-
tant implication for optimization problems with DSPPs, namely that we cannot apply dynamic
programming techniques.
A maximum principle with BSDEs requires the existence and uniqueness of the relevant
BSDE. Such BSDEs had not been studied for the DSPP except for the very special case consid-
ered by [77].
Another option to solving (1.0.1) in the Lévy case is maximum principles via the dual-
ity relation of the Malliavin derivative [82]. However, this would depend on a Malliavin type
calculus, which for the DSPP has only been studied in [107]. Chaos expansions, integral repre-
sentation, stochastic differentation and Malliavin calculus also have independent interest both
in the theory of stochastic analysis and in applications.
The three ﬁrst papers consider the above issues directly. The ﬁrst paper studies chaos expan-
sions in ﬁltered spaces generated by the DSPP, the non-anticipative stochastic derivative, inte-
gral representation and their relations to the Malliavin calculus for the DSPP. The second paper
shows existence and uniqueness of BSDEs for ﬁltrations generated by time-changed Lévy pro-
cesses (a class of processes related to the DSPP). Using these BSDEs we ﬁnd sufﬁcient and
necessary maximum principles for problems of type (1.0.1). The third paper considers neces-
sary conditions for optimal control for (1.0.1) for general martingale random ﬁelds using the
non-anticipative stochastic derivative. There we also consider the DSPP as a special case.
The fourth paper discuss utility maximization with a credit risky asset and the role of the
ﬁltration. The DSPP has been used to model credit risk events in enlargement of ﬁltration mod-
els. Here we explore the utility maximization with minimal assumptions on the credit events.
We ﬁnd sufﬁcient and necessary conditions for an optimal strategy and study the implications
of the existence of such a strategy.
The papers will be given in full in the next chapters, presented in the same form as they
were submitted or published.
1.1 Some mathematical preliminaries
We introduce some mathematical concepts frequently used in this thesis, the martingale random
ﬁeld, the non-anticipating stochastic derivative and processes with conditionally independent
increments before discussing the four different papers.
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1.1.1 The martingale random ﬁeld
We deﬁne integration and the non-anticipating stochastic derivative over a martingale random
ﬁeld μ. We refer to [38] for a detailed discussion on these concepts.
Let (Ω,G,P) be a complete probability space equipped with a right-continuous ﬁltration
G := {Gt, t ∈ [0, T ]}. Let Z be a separable Hausdorff topological space. We denote BZ as the
Borel σ-algebra on Z and B[0,T ]×Z as the Borel σ-algebra on the product space [0, T ]×Z .
We deﬁne the martingale random ﬁeld as in [38, Deﬁnition 2.1]:
Deﬁnition 1.1.1. We say that the stochastic set function μ(Δ), Δ ∈ B[0,T ]×Z is a martingale
random ﬁeld on [0, T ] × Z (with square integrable values) with respect to G if it satisﬁes the
following properties
i) μ has a tight, σ-ﬁnite variance measure V (Δ) = E
[
μ(Δ)2], Δ ∈ B[0,T ]×Z , which satisﬁes
V ({0} × Z) = 0.
ii) μ is additive, i.e. for pairwise disjoint sets Δ1, . . . ,ΔK: V (Δk) < ∞,
μ
(⋃K
k=1Δk) =
∑K
k=1 μ(Δk) and σ-additive in L2(Ω).
iii) μ is G-adapted.
iv) μ has the martingale property. For any Δ ⊆ (t, T ]×Z we have: E[μ(Δ) ∣∣Gt] = 0.
The martingale random ﬁeld μ has conditionally orthogonal values if
v) for any Δ1,Δ2 ⊆ (t, T ]×Z such that Δ1 ∩Δ2 = ∅ we have: E
[
μ(Δ1)μ(Δ2)
∣∣Gt] = 0.
Here we will always assume that the martingale random ﬁeld has orthogonal values. In
particular, any ﬁnite sums of orthogonal, square integrable martingales would be a martingale
random ﬁeld in the sense of i)-ii)-iii)-iv)-v) above. The random ﬁeld μ has a σ-ﬁnite conditional
random variance measure [38, Theorem 2.1], which we denote by Λ. For martingale processes
the conditional variance measure is the G-predictable compensator.
We denote I as the set of G-predictable random ﬁelds φ : Ω× [0, T ]×Z → R satisfying
‖φ‖I := E
[ T∫
0
∫
Z
φ(s, z)2 Λ(ds, dz)
] 1
2
< ∞.
We say that φ ∈ I is a simple random ﬁeld if can be expressed as a ﬁnite sum of type
φ(s, z, ω) =
N∑
i=1
φi(ω)1Δi(s, z), Δi ∈ B[0,T ]×Z , (1.1.1)
where φi are bounded random variables (for i = 1, . . . , N < ∞). Simple, G-predictable
random ﬁelds are dense in I by the usual Itô integration type arguments and we have, for every
φ ∈ I:
E
[( T∫
0
∫
Z
φ(s, z)μ(ds, dz)
)2]
= E
[ T∫
0
∫
Z
φ(s, z)2 Λ(ds, dz)
]
.
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1.1.2 The non-anticipating stochastic derivative
The non-anticipating stochastic derivative is a characterization of the integrand in the Kunita-
Watanabe decomposition, developed in [34, 35, 44, 37, 38]. It is the adjoint (linear) operator
D = I∗ of the stochastic integral:
D : L2(Ω,G,P) =⇒ I.
The non-anticipating stochastic derivative can be explicitly represented as the limit [38, Theo-
rem 3.1]
Dξ = lim
n→∞
φn (1.1.2)
with convergence in I of the stochastic functions of type (1.1.1) given by
φn(t, z) :=
Kn∑
k=1
E
[
ξ
μ(Δn,k)
Λ(Δn,k)
∣∣∣Gsn,k]1Δn,k(t, z) (1.1.3)
where Δn,k = (sn,k, tn,k] × Zn,k refers to decreasing partions of An ⊆ [0, T ] × Z , where
An is an increasing series of sets. Remark that the series of sets are chosen as elements of a
dissecting system, for details see Deﬁnition 2.2.6 and Section 2.5. We have the following result
[38, Theorem 3.1]:
Theorem 1.1.2. All ξ ∈ L2(Ω,G,P) have representation
ξ = ξ0 +
T∫
0
∫
Z
Dt,zξ μ(dt, dz). (1.1.4)
Moreover Dξ0 = 0 and ξ0 ∈ L2(Ω,G,P) is orthogonal to space generated by {I(φ), φ ∈ I}.
By the orthogonality of the sum in (1.1.4), one can see that the following duality rule is
veriﬁed: Let ξ ∈ L2(Ω,G,P) and κ ∈ I, then
E
[
ξ
T∫
0
∫
Z
κ(s, z) μ(ds, dz)
]
= E
[ T∫
0
∫
Z
(Ds,zξ)κ(s, z) Λ(ds, dz)
]
. (1.1.5)
1.1.3 Processes with conditionally independent increments
Next, we specify the martingale random ﬁeld μ to have conditionally independent increments
(CII). A stochastic process or martingale random ﬁeld μ has CII with respect to a σ-algebra FΛ
if
P
( N∏
i=1
μ(Δi) < xi
∣∣∣FΛ) = N∏
i=1
P
(
μ(Δi) < xi
∣∣∣FΛ),
for any N < ∞, x, . . . , xN ∈ RN and pairwise disjoint Δ1, . . . ,ΔN ⊆ [0, T ] × Z . Processes
with CII are intrinsically linked to the normal and Poisson distributions, μ has CII if and only if
the conditional probability distributions are of normal and/or Poisson type [100, 51]. This also
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implies a link between time-changed Lévy processes and the processes with CII, which we will
discuss below.
Hence we can deﬁne μ via the conditional probability distributions. Set Z = Z0 × {0},
where Z is a complete metric space. Let ΛB be a positive random measure on [0, T ]× {0} and
ΛH be a positive random measure on [0, T ]× Z0. Deﬁne the random measure Λ on [0, T ]× Z
by
Λ(Δ) :=
T∫
0
1{(t,0)∈Δ}(t) ΛB(dt) +
T∫
0
∫
Z0
1Δ(t, z) Λ
H(dt, dz) (1.1.6)
as the mixture of measures on disjoint sets. We assume that Λ is non-atomic. We denote FΛ as
the σ-algebra generated by Λ.
Deﬁnition 1.1.3. B is a signed random measure on the Borel sets of [0, T ]× {0} satisfying,
A1) P
(
B(Δ) ≤ x
∣∣∣FΛ) = P(B(Δ) ≤ x ∣∣∣ΛB(Δ)) = Φ( x√
ΛB(Δ)
)
, x ∈ R, Δ ⊆ [0, T ]×{0},
A2) B(Δ1) and B(Δ2) are conditionally independent given FΛ whenever Δ1 and Δ2 are
disjoint sets.
Here Φ stands for the cumulative probability distribution function of a standard normal random
variable.
H is a random measure on the Borel sets of [0, T ]×Z0 satisfying
A3) P
(
H(Δ) = k
∣∣∣FΛ) = P(H(Δ) = k ∣∣∣ΛH(Δ)) = ΛH(Δ)kk! e−ΛH(Δ), k ∈ N, Δ ⊆ [0, T ] ×
Z0,
A4) H(Δ1) and H(Δ2) are conditionally independent given FΛ whenever Δ1 and Δ2 are
disjoint sets.
Furthermore we assume that
A5) B and H are conditionally independent given FΛ.
Conditions A1) and A3) mean that conditional on Λ, B is a Gaussian random measure and
H is Poisson a random measure. Let H˜ := H − ΛH be the signed random measure given by
H˜(Δ) = H(Δ)− ΛH(Δ), Δ ⊂ [0, T ]×Z0. (1.1.7)
Set μ to be given by
μ(Δ) := B
(
Δ ∩ [0, T ]× {0}
)
+ H˜
(
Δ ∩ [0, T ]× R0
)
, Δ ⊆ [0, T ]×Z, (1.1.8)
and
F := {Ft} as the smallest right-continuous ﬁltration to which μ is adapted. (1.1.9)
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It is possible to show that B, H and Λ are all F-adapted, see, e.g. [105, Theorem 1] and the
forthcoming Theorem 2.2.8. Furthermore let
G = {Gt, t ∈ [0, T ]} be generated by μ(Δ), Δ ⊂ [0, t]×Z and Λ(Δ), Δ ⊂ [0, T ]× R.
(1.1.10)
Note the difference in the time-intervals, Gt is the knowledge of the entire history of Λ and the
history of μ up to time t. Remark that GT = FT , G0 = FΛ, while F0 is trivial.
We can easily show that μ (1.1.8) is a martingale random ﬁeld per Deﬁnition 1.1.1 with
respect to both F and G as deﬁned above. In the rest of this introduction we assume that I is
as described in Section 1.1.1 with μ given by (1.1.8) and F and G are as in (1.1.9) and (1.1.10)
respectively (unless otherwise noted).
1.1.4 Time-changed Lévy processes
Here we detail the connection between the processes with CII and time-changed Lévy processes
and discuss their application to mathematical ﬁnance. Assume that Zo = R0 and Λ (1.1.6) is
given by
ΛB(ds, {0}) = λBs ds
ΛH(ds, dz) = ν(dz)λHs ds, z ∈ R0,
where λW and λN are positive stochastic processes satisfying some additional conditions de-
scribed in the forthcoming Section 3.2.1. Additionally ν is the Lévy measure of some Levy
process, i.e. deterministic and satisfying
∫
R0
z2ν(dz) < ∞.
Deﬁne Bt := B([0, t] × {0}), ηt :=
∫ t
0
∫
R0
z H˜(ds, dz) and ΛˆHt :=
∫ t
0
λHs ds, for t ∈
[0, T ]. The distribution of B is connected to the Brownian motion and the distribution of η is
connected to a centered pure jump Lévy process with Lévy measure ν in the following sense
[100, Theorem 3.1] (see also [51]):
Theorem 1.1.4. Let Wt, t ∈ [0, T ] be a Brownian motion and Nt, t ∈ [0, T ] be a centered pure
jump Lévy process with Levy measure ν. Assume that both W and N are independent of Λ.
Then B satisﬁes A1) and A2) if and only if, for any t ≥ 0,
Bt
d
= WΛBt ,
and η satisﬁes A3) and A4) if and only if, for any t ≥ 0,
ηt
d
= NΛˆHt .
The time-changed Lévy processes are used in mathematical ﬁnance for modeling the asset
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price S by
dSt = St
(∫
R
ψt(z)μ(dt, dz)
= St
(
ψt(0) dBt +
∫
R0
ψt(z) H˜(dt, dz)
)
S0 > 0. (1.1.11)
for some suitable ψ ∈ I. Examples with the DSPP occur in [25, 74], and with time-changed
Brownian motions in [8, 52, 54, 102]. Thus the calculus and maximum principles for the PCII
has relevance for the study of these asset models, in particular for portfolio optimization.
1.2 On chaos representation and orthogonal polynomials for
the doubly stochastic Poisson process
Let N be a Poisson random ﬁeld on [0, T ] × Z generating a ﬁltration (augmented with the
zero measure sets) FN : {FNt , t ∈ [0, t]} on some probability space (Ω˜,FNT , P˜). The space
(Ω˜,FNT , P˜) can be decomposed into orthogonal subspaces of iterated integrals or similar prod-
ucts of the values of N , see [36, 43, 84]. From here the Skorohod and the Malliavin derivative
(in the sense of the difference operator) can be deﬁned. Of particular interest to us is the Clark-
Ocone formula, for ξ ∈ L2(Ω˜) we have
ξ = E
[
ξ
]
+
T∫
0
∫
Z
E
[
Ds,zξ
∣∣F˜s] N˜(ds, dz)
where D is the Malliavin derivative. Note however that this requires ξ to be Malliavin differen-
tiable or one has to apply white noise techniques.
The orthogonal structures and subsequent calculus depend on the independent increments of
the Lévy process. Thus we cannot apply the same type of calculus directly for the DSPP, but a
similar framework can be built since the DSPP has conditionally independent increments. This
has been studied in [107], where Skorohod type integration, Malliavin calculus and a Clark-
Ocone type formula for random variables that are “Malliavin differentiable” are developed in
the setting of processes with CII.
In chapter 2 we expand the study of orthogonal subspaces on the probability space generated
by the DSPP. The key to this study is the α-multilinear forms, which are random variables of
type
β
p∏
j=i
H˜(Δj), Δj ⊂ [0, T ]×Z.
Here the number p denotes the order of the α-multilinear form, H˜ is given by (1.1.7),Δ1, . . . ,Δp
are pairwise disjoint sets and β is an FΛ-measurable random variable. The α-multilinear forms
of order 0 are the FΛ-measurable random variables with ﬁnite moments of all orders.
All α-multilinear forms of different orders are orthogonal. This can be used to create orthog-
onal subspaces Hp, 0 ≤ p < ∞, generated by linear combinations of α-multilinear forms of
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order p. Moreover,
⋃∞
p=0H
p = L2(Ω). Thus we ﬁnd the chaos expansion as a sum of elements
from the orthogonal subspaces, for any ξ ∈ L2(Ω),
ξ =
∞∑
j=0
ξp, ξp ∈ Hp.
On these subspaces we investigate the non-anticipating stochastic derivative D and another
anticipative derivative operatorDa. The operatorDa will turn out to coincide with the Malliavin
operator D of [107], and the non-anticipating stochastic derivative D is the projection of Da
on G. Besides allowing for an alternate representation of the Malliavin derivative via Da we
have also extended the Clark Ocone formula for DSPP to all square integrable random variables
(without the use of white noise techniques).
1.3 BSDEs for time-changed Lévy processes and application
to optimal control
Chapter 3 is based on the accepted version of the paper, however Section 3.7 on necessary
maximum principles for optimal control is new.
In chapter 3 we show existence and uniqueness for BSDEs driven by processes with CII.
The traditional arguments for the existence of the BSDE relies on a martingale representation
(or equivalently an integral representation for all square integrable random variables), see, e.g.
the seminal papers [88, 104]. Such a representation exists for ﬁltrations generated by Lévy
processes see, e.g. [79] and point processes [19, 21, 31, 55]. It does not, however, exist in
general.
Let μ, G and F be as in Section 1.1.3. Then there is a martingale representation for the
ﬁltrationG [58, Theorem 3.4.34]. In Chapter 3 we also show a constructive proof of the integral
representation which shows how and why the ﬁltrationG occur naturally in the integrand. Every
square integrable G-martingale M has representation
Mt = E
[
MT
∣∣FΛ]+ t∫
0
∫
R0
φs(z)μ(ds, dz), t ∈ [0, T ],
(for some φ ∈ I that depend on M ). Note however that M0 is not deterministic, but FΛ-
measurable since G0 = FΛ. Using the martingale representation we can prove the existence of
a BSDE of type
Yt = ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz), t ∈ [0, T ]. (1.3.1)
Here g is the driver, ξ is a square integrable GT -measurable random variable, φ ∈ I and Y
is G-adapted. The uniqueness of the solution can be proved by the conditions set on g. The
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element φ can be described via the non-anticipating derivative as the solution to
φt(z) = Dt,z
(
ξ +
T∫
0
gs
(
λs, Ys, φs
)
ds
)
When μ is purely of DSPP type, this also means that the results of Chapter 2 applies to describ-
ing the structure of φ.
The ﬁltration F is more natural for modeling purposes, it is the ﬁltration generated by the
noise. A highly useful fact about the BSDE framework is that we can use the BSDE for the
calculus, and then project the results to F in applications. In particular, a BSDE of type (1.3.1)
appears in the adjoint equation when considering problems of type (1.0.1) for G-adapted con-
trols. The projection on F of the same BSDE appears when considering F-adapted controls. We
use this fact to ﬁnd a sufﬁcient maximum principle using concavity conditions and a necessary
maximum principle by considering pertubations of the optimal control. As an application we
show an explicit solution to the mean-variance portfolio selection problem.
We also ﬁnd a representation theorem for linear BSDEs and develop a comparison theorem.
1.4 Maximum principles for martingale random ﬁelds
Chapter 4 deals with maximum principles for martingale random ﬁelds. The goal is perfor-
mance functionals of type (1.0.1). The essential idea is a family of optimization techniques that
require an evaluation expectation of products of the form
E
[
ξ
t∫
0
φ(s)μ(ds)
]
where μ is martingale random ﬁeld as in Section 1.1.1 (but we do not assume that μ has CII)
and ξ a random variable. Malliavin calculus (see [43] for a detailed description of the Malliavin
calculus and the Skorohod integral) has been proposed [41, 82]
E
[
ξ
t∫
0
φ(s)μ(ds)
]
= E
[ t∫
0
(
Ds(ξ)
)
φ(s) ds
]
,
hereD is the Malliavin operator. The Malliavin operatorD is the dual of the Skorohod integral.
The Skorohod integral is an extension of the Itô integral deﬁned for Lévy processes, but the
domain of Malliavin operator, D1,2, is strictly smaller than L2(Ω). Indeed, whether a random
variable is an element of D1,2 depends on the ﬁnite expectation of an inﬁnite series expansion,
which is difﬁcult to check in practice. Using instead the non-anticipating stochastic derivative,
as the dual operator of the Itô integral, enables us to work with the more natural L2 integrals and
L2 random variables. Also, the results does not depend on Lévy type noise and goes beyond the
DSPP, as any martingale random ﬁeld can be considered.
Using a pertubation approach we ﬁnd necessary conditions for a solution to (1.0.1). We let
the state process X be F adapted and apply the non-anticipating derivative with respect to a
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ﬁltrationG. However we look for controls adapted to a ﬁltration F which is a subﬁltration ofG.
This enables problems of partial information (in the sense of ﬁltrations, not noisy observations)
and is also useful for problems with martingale random ﬁelds with CII.
For the pertubation approach, we also discuss an issue with a set of assumptions that has
been repeated in the literature. We show that these assumptions have implications for how we
can choose the set U where the admissible controls are taking their values, namely that we
must have U = Rn. To avoid this issue we state our maximum principle with less restrictive
assumptions.
Indeed, we deduce sufﬁcent conditions for a unique optimal control for martingale random
ﬁelds with CII when G and F are as in section 1.1.3. Furthermore, in this setting the study in
Chapter 2 on the DSPP and the non-anticipating stochastic derivative in applies. As an example
we solve a utility maximization problem for bonds with credit risk modeled by the DSPP.
1.5 Optimal portfolio problems in the presence of default and
the value of information
In chapter 5 we discuss utility maximization for a defaultable asset. We ﬁnd sufﬁcient and
necessary conditions for optimal control without assuming the semi-martingale property on the
noises in the asset model. The default is modelled by a general point process H .
Let St, t ∈ [0, T ], be the price of a tradeable asset at time t. We assume that the price model
is driven by a Wiener process B and/or a Poisson random measure N . However, we also want
to model “default events” with the point process H . We model S with the following SDE:
dSt = St
(
σ dBt +
∫
R0
θ N˜(dt, dz) + κ dHt
)
.
Here N˜ is the centered Poisson random measure and σ, θ and κ are stochastic processes to be
described further in Chapter 5 (for the purposes of this introduction we may assume that they
are constants). Remark that B, H and G are not as discussed in the earlier sections.
Let G be the ﬁltration that represents the information available to the investor and assume
that H is G-adapted. The following important modeling issue now arise:
Are B and (the integral over) N semi-martingales with respect to G?
If B and (the integral over) N are not semi-martingales, we cannot deﬁne integration in the
usual way for G-adapted integrands. This is important because G-adapted integrands naturally
occur when modeling the investor’s wealth and solving the utility maximization problem. We
could set conditions on H and G which ensure that B and (the integral over) N remain semi-
martingales under G. This “enlargement of ﬁltration”-techniques has been used in, e.g [14, 27,
33, 71, 62, 60]. It is, for instance, sufﬁcient that H is independent of B and N and that G
contains no “anticipating information”.
Here we instead study the utility maximization without assuming that B and (the integral
over) N are semi-martingales. We do so by modeling the integrals as forward integrals, an ex-
tension of the Itô integral that do not require the integrands to be adapted to a speciﬁc ﬁltration.
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See, e.g. [96, 97, 95] on integration with respect to continuous stochastic processes and [39] for
the case of integration with respect to the centered Poisson random measure.
Without the a priori semi-martingale assumption we can freely consider
• Models with insider information.
• Models with a complicated dependence between H and B and N (that include anticipat-
ing information).
Our result is sufﬁcient and necessary conditions for an investment strategy to be either a local
maximum (see Deﬁnition 5.3.2) or in fact optimal. We also provide several examples for the
logarithmic utility. Moreover we prove the following: If a local maximum for the utility maxi-
mization problem exist, then B and (the integral over) N are semi-martingales under G. Thus
that B and (the integral over) N are semi-martingales (with respect to G) is necessary for the
existence of a solution to the utility maximization problem. Or equivalently, the existence of a
solution to the utility maximization problem implies the semi-martingale property of the noises.
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Chapter 2
On chaos representation and
orthogonal polynomials for
the doubly stochastic Poisson process
Abstract
In an L2-framework, we study various aspects of stochastic calculus with respect to the
centered doubly stochastic Poisson process. We introduce an orthogonal basis via multi-
linear forms of the value of the random measure and we analyze the chaos representation
property. We review the structure of non-anticipating integration for martingale random
ﬁelds and in this framework we study non-anticipating differentiation. We present inte-
gral representation theorems where the integrand is explicitly given by the non-anticipating
derivative.
Stochastic derivatives of anticipative nature are also considered: The Malliavin type
derivative is put in relationship with another anticipative derivative operator here intro-
duced. This gives a new structural representation of the Malliavin derivative based on
simple functions. Finally we exploit these results to provide a Clark-Ocone type formula
for the computation of the non-anticipating derivative.
2.1 Introduction
The doubly stochastic Poisson process (DSPP) also known as the Cox process, was introduced
in [28] as a generalization of the Poisson process in the sense that the intensity is stochastic.
Models based on DSPP’s are used in risk theory, in the study of ruin probabilities in insurance
and insurance-linked securities pricing, and for stochastic volatility see e.g. [14, 25, 47, 74].
For a given doubly stochastic Poisson process H with intensity α, we investigate some ele-
ments of stochastic calculus for H˜ := H−α, i.e. the centered doubly stochastic Poisson process
(CDSPP) on a quite general Hausdorff topological space X . The stochastic intensity α is as-
sumed non-atomic. The paper is dedicated to the study of the structure of L2-spaces generated
by the noise and the non-anticipating integration and differentiation schemes with stochastic
integral representations in view. One foreseen application of such integral representations is in
the study of backward stochastic differential equations, which are presented in Chapter 3.
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First we show that the observations of H˜ = H − α give complete information on both H
and α. Speciﬁcally, the σ-algebra generated by H˜ coincides with the one generated by H and
α. With respect to the space L2(Ω,F ,P) generated by the CDSPP, we suggest an orthogonal
system of polynomials which lead to a chaos expansion type of result. This orthogonal system
is based on what we call α-multilinear forms. These prove to be key constructive elements in
our proofs.
After this analysis on a general X , we specify the study to the time-space X = (0, T ] × Z
with the total ordering induced by time. Here we introduce an information structure associated
to the CDSPP. We consider the ﬁltration G generated by the CDSPP augmented by the knowl-
edge of the whole intensity α. Note that, with respect to G, the CDSPP is a stochastic measure
with conditionally independent values. In this setup we study elements of stochastic integration
and differentiation. We ﬁnd a stochastic integral representation for all elements in L2(Ω,F ,P)
by interpreting the CDSPP as a martingale random ﬁeld (see e.g. [38]) and applying the corre-
sponding Itô stochastic integration scheme. The representation of ξ ∈ L2(Ω,F ,P) is explicit in
the sense that the integrand is uniquely determined as the non-anticipating stochastic derivative
Dξ with respect to the CDSPP. The non-anticipating derivative, introduced in [34] and later
developed to include Lévy type random measures (see [35, 37]) and martingale random ﬁelds
as integrators (see [38]) is deﬁned by the linear operator adjoint to the Itô stochastic integral.
A general formula for the calculus is here given in terms of limit of speciﬁc simple stochastic
functions. In particular, non-anticipating derivatives are a natural tool to study mean-variance
hedging, see [11, 34, 38].
When discussing non-anticipating differentiation, the connections with the well-known cor-
respondent of the Clark-Ocone formulae have to be taken into account. A ﬁrst study of chaos ex-
pansions in terms of iterated integrals for processes with conditionally independent increments
can be found in [107]. Starting from this set up, a Malliavin derivative operator is deﬁned.
In the present paper we discuss explicitly the relationship between the orthogonal polynomi-
als here suggested and the Itô type iterated integrals and we retrace the relationships between
the non-anticipating derivative and the Clark-Ocone formula based on the Malliavin derivative
operator given in the literature. Our study however takes a different approach to Malliavin
calculus. In fact we introduce a new anticipative derivative operator Da as a limit of speciﬁc
simple stochastic functions. Because of its particular structure, it is immediate to see that the
non-anticipative derivative Dξ at time t is the projection of Da on the information Gt. On the
other side we prove that this operator coincides with the Malliavin derivative Dξ as introduced
in [107]. These arguments provide a new structural approach to the Malliavin derivative.
We have partially considered integration with respect to the smaller ﬁltration generated by
the CDSPP only. Based on the martingale structure the non-anticipative differentiation can be
carried through. However, we remark that there is no structure of conditional independence in
this case and the study of anticipative differentiation is rather different. The study of stochastic
differentiation in this setting will be developed separately.
To conclude we remark that stochastic integral representations have been investigated in
[19, 21, 31, 50, 55] for general point processes. Our contribution differs because we consider
the ﬁltration generated by the CDSPP, which is larger than the ﬁltration generated by the DSPP
alone.
The paper is organized as follows. Section 2 provides the basic information on DSPP and
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CDSPP on a general space X . Multilinear forms and chaos expansions are studied in section
3. For X = (0, T ] × Z , stochastic non-anticipating integration and martingale random ﬁelds
are discussed in section 4. Section 5 presents the non-anticipating derivative D . A review on
iterated integrals and their connection with multilinear forms is detailed in section 6. Finally
section 7 presents the anticipative derivatives Da and D, their computation, and their relation-
ship with the non-anticipating derivative D via a Clark-Ocone type formula.
2.2 The doubly stochastic Poisson process
Let X be a locally compact, second countable Hausdorff topological space. Under these con-
ditions, there exists a complete, separable metric μ generating the topology on X . In particu-
lar this implies that X is σ-compact, i.e. that it admits representation as a countable union of
compact sets, and that the topology on X has a countable basis consisting of precompact sets,
i.e. sets with compact closure. We denote BX the Borel σ-algebra ofX and BcX the precompacts
of BX . The stochastic elements considered in the paper are related to the complete probability
space (Ω,F ,P).
Let α be a (positive) random measure on X . We assume that α is non-atomic, meaning that
P
(
α({x}) = 0 for all x ∈ X) = 1. For later use in the study of the polynomials we also assume
that
E
[
ecα(Δ)
]
< ∞, c ∈ R, Δ ∈ BcX , (2.2.1)
i.e. the moment generating function of α(Δ) is well deﬁned on the whole real line when Δ is
precompact. This will in turn imply
E
[
α(Δ)k
]
< ∞ for all Δ ∈ BcX , k = 1, 2, . . . (2.2.2)
We remark that condition (2.2.1) is satisﬁed if X = [0,∞)× R0 and α(dt, dz) = ν(dz)dt with
ν a Lévy measure on R0 and dt the Lebesgue measure on [0,∞), i.e. the case of pure jump
Lévy processes.
Let us deﬁne
V (Δ) := E[α(Δ)], Δ ∈ BX .
We note that V is a non-atomic σ-ﬁnite measure (see e.g. [64, chapter 1.2]), which is ﬁnite at
least on all precompact sets. The σ-algebra generated by α will be denoted Fα.
Let H be a random measure on X and let FHΔ denote the σ-algebra generated by H(Δ′),
Δ′ ∈ BX : Δ′ ⊂ Δ (with Δ ∈ BX). Set FH to be the σ-algebra generated by all the values of
H .
Deﬁnition 2.2.1. The random measure H is a doubly stochastic Poisson process (DSPP) if
A1) P
(
H(Δ) = k
∣∣∣α(Δ)) = α(Δ)kk! e−α(Δ),
A2) FHΔ1 and FHΔ2 are conditionally independent given Fα whenever Δ1 and Δ2 are disjoint
sets.
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In particular, the conditional independence A2) implies that
E
[
f
(
H(Δ1)
) ∣∣∣FHΔ2 ∨ Fα] = E[f(H(Δ1)) ∣∣∣Fα],
whenever Δ1,Δ2 ∈ BX , Δ1 ∩Δ2 = ∅ and for f : R → R such that the conditional expectation
is well deﬁned. From A1) we have
E
[
f
(
H(Δ)
) ∣∣∣Fα] = ∞∑
k=0
f(k)
α(Δ)k
k!
e−α(Δ), Δ ∈ BX , (2.2.3)
and in particular
E
[
H(Δ)
∣∣∣Fα] = α(Δ), Δ ∈ BX . (2.2.4)
From the above formulae the following ones are obtained [50, Lemma 3a p23]:
E
[
H
(
Δ
)]
= E
[
α(Δ)
]
= V (Δ)
Var
(
H(Δ)
)
= E
[
α(Δ)
]
+ Var
(
α(Δ)
)
E
[
H(Δ)2
]
= E
[
α(Δ)] + E
[
α(Δ)2]
for Δ ∈ BX with V (Δ) < ∞. In the case V (Δ) = ∞, the above relationships hold but clearly
Var(H(Δ)) = E[H(Δ)2] = E[H(Δ)] = ∞.
Deﬁnition 2.2.2. The centered doubly stochastic Poisson process (CDSPP) is the signed ran-
dom measure H˜ := H − α, ie
H˜(Δ) := H(Δ)− α(Δ), Δ ∈ BX . (2.2.5)
We denote F H˜ the ﬁltration generated by H˜ . For any Δ ∈ BX with V (Δ) < ∞, the
conditional ﬁrst moment is
E
[
H˜(Δ)
∣∣∣Fα] = 0.
and the conditional second moment is
E
[
H˜(Δ)2
∣∣∣Fα] = α(Δ).
and thus
E
[
H˜(Δ)2
]
= Var
(
H˜(Δ)
)
= E
[
α(Δ)
]
= V (Δ). (2.2.6)
For the remaining conditional moments, the following recurrence formula holds:
Proposition 2.2.3.
E
[
H˜(Δ)3
∣∣Fα] = α(Δ)
E
[
H˜(Δ)n
∣∣Fα] = α(Δ) + α(Δ) n−2∑
k=2
(
n
k
)
E
[
H˜(Δ)k
∣∣∣Fα], n ≥ 4. (2.2.7)
Proof. The formulae are obtained by induction for the Poisson distribution in [91, Section 3].
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Those computations can easily be adapted to our case using (2.2.3).
Corollary 2.2.4. For n ≥ 4, we have that
E
[
H˜(Δ)n
]
< ∞
if and only if
E
[
α(Δ)n/2
]
< ∞ for n even,
E
[
α(Δ)(n−1)/2
]
< ∞ for n odd.
Proof. The result follows from an argument by induction using (2.2.7).
Remark 2.2.5. We remark that, in view of Corollary 2.2.4, the assumption (2.2.1) is sufﬁcient
to ensure that H˜(Δ) has ﬁnite moments of all orders for Δ ∈ BcX .
For the arguments presented in the sequel it is crucial to investigate the relationship between
the σ-algebras F H˜ and FH ∨ Fα. While it is immediate to see that F H˜ ⊆ FH ∨ Fα, the
opposite relationship is more delicate. Here after we introduce a dissecting system on X which
is instrumental in the study of the considered random measures and associated structures. Recall
that BcX is a ring generating the topology onX and thatX is a Hausdorff topological space such
that X =
⋃∞
n=1Xn, where Xn, n = 1, 2, . . . is a growing sequence of compacts. Hence
V (Xn) < ∞. Denote |Δ| := supx,y∈Δ μ(x, y), Δ ⊂ X , where μ is the metric in X . Then
|Xn| < ∞ for all n.
Being V non-atomic, for every n and n > 0, there exists a partition of Xn, i.e. a ﬁnite
family of pairwise disjoint sets:
Δn,1, . . . ,Δn,Kn ∈ BcX : Xn =
Kn⋃
k=1
Δn,k (2.2.8)
such that supk=1,...,Kn V (Δn,k) ≤ n and supk=1,...,Kn |Δn,k| ≤ n.
Let us consider a decreasing sequence n ↘ 0, n → ∞. Then, based on (2.2.8), we give the
following deﬁnition.
Deﬁnition 2.2.6. A dissecting system of X is the sequence of partitions of X:
Δn,1, . . . ,Δn,Kn+1, n = 1, 2, . . . (2.2.9)
with
⋃Kn
k=1Δn,k = Xn from (2.2.8) and Δn,Kn+1 := X \Xn, satisfying the nesting property:
Δn,k ∩Δn+1,j = Δn+1,j or ∅ (2.2.10)
for all k = 1, . . . , Kn + 1 and j = 1, . . . , Kn+1 + 1.
We remark that, from (2.2.8) and (2.2.10), we have
sup
k=1,...,Kn
V (Δn,k) ≤ n → 0, and sup
k=1,...,Kn
|Δn,k| ≤ n → 0 n → ∞ (2.2.11)
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We can refer to e.g. [64] and [29] for more on dissecting systems and partitions.
Lemma 2.2.7. For any Δ ∈ BX such that α(Δ) < ∞ P-a.s. we have that
sup
k=1,...,Kn+1
α(Δ ∩Δn,k) −→ 0, n → ∞ P-a.s. (2.2.12)
Proof. The sets
Δ˜n,k := Δ ∩Δn,k, k = 1, . . . Kn, n = 1, 2, . . .
constitute a dissecting system of Δ. Note that α(Δk,n) < ∞ P-a.s. for all k and n. Let Ω˜ be the
event where α is non-atomic and α(Δ) < ∞. Then P(Ω˜) = 1. From (2.2.9) we have
α(Δ˜n+1,j, ω) ≤ sup
k=1,...,Kn+1
α(Δ˜n,k, ω) ≤ α(Δ, ω), ω ∈ Ω˜
for all j = 1, . . . , Kn + 1. Hence, for every n = 1, 2, . . . , we have
sup
j=1,...,Kn+1+1
α(Δ˜n+1,j, ω) ≤ sup
k=1,...,Kn+1+1
α(Δ˜n,j, ω), ω ∈ Ω˜.
We denote A(ω) := limn→∞ supk=1,...Kn+1+1 α(Δ˜n,k, ω), ω ∈ Ω˜. Naturally A(ω) ≥ 0, but we
need to prove A(ω) = 0. We proceed by contradiction. Set Ω˜0 := {ω ∈ Ω˜|A(ω) > 0} and
suppose P(Ω˜0) > 0. For each n there exists a set Δ˜n,δ(n) such that α(Δ˜n,δ(n), ω) ≥ A(ω) > 0,
ω ∈ Ω˜0. Comparing Δ˜n,δ(n) with the sets Δ˜n−1,j , j = 1, . . . Kn−1 + 1, we see that there is a set
Δ˜n−1,δ(n−1) such that Δ˜n−1,δ(n−1) ⊇ Δ˜n,δ(n).
Hence there exists a decreasing sequence of sets
Δ˜n,δ(n), n = 1, 2, . . .
such that for every n, Δ˜n,δ(n) is an element of the dissecting system of Δ and 0 < A(ω) ≤
α(Δ˜n,δ(n), ω) (ω ∈ Ω˜0). On the other side, from the property (2.2.11) of the dissecting system
on X , and hence on Δ, the limit of a decreasing sequence of sets is either empty or a singleton.
Thus we have
lim
n→∞
α(Δ˜n,δ(n), ω) = 0, ω ∈ Ω˜0,
since α is a non-atomic measure for ω ∈ Ω˜0. This is a contradiction, and hence A(ω) = 0 for
all ω ∈ Ω˜0.
Theorem 2.2.8. The following equality holds:
F H˜ = FH ∨ Fα.
Proof. It is sufﬁcient to show that H(Δ) and α(Δ) are F H˜-measurable for any Δ ∈ BcX . Let
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Δ ∈ BcX and recall its representation
Δ =
Kn+1⋃
k
Δ˜n,k =
Kn+1⋃
k
(
Δ ∩Δn,k
)
, n = 1, 2, . . . ,
as a pairwise disjoint union of sets obtained from the dissecting system (2.2.9) of X . Consider
gn(Δ) :=
Kn+1∑
k=1
ceil
(
H˜(Δ˜n,k)
)
=
Kn+1∑
k=1
ceil
(
H(Δ˜n,k)− α(Δ˜n,k)
)
,
where ceil(y) is the smallest integer greater than y. The random variables gn(Δ), n = 1, . . . ,
are clearly F H˜-measurable. From Lemma 2.2.7 there exists for P-a.a. ω, a N(ω) ∈ N such that
supk=1,...,Kn+1 α(Δ˜n,j, ω) < 1 for n > N(ω). Then we have
lim
n→∞
ceil
(
H(Δ˜n,k)− α(Δ˜n,k)
)
= H(Δ˜n,k) P-a.s.
Thus
lim
n→∞
gn(Δ) = lim
n→∞
Kn+1∑
k=1
ceil
(
H˜(Δ˜n,k)
)
= H(Δ) P-a.s.
and H(Δ) is a pointwise limit of F H˜-measurable functions. Since α(Δ) = H(Δ)− H˜(Δ), we
also have that α(Δ) is F H˜-measurable.
Note that the initial assumption that α is P-a.s. non-atomic is crucial for this result. On the
other side we remark that the assumption (2.2.2) is here not required.
Theorem 2.2.8 can be regarded as an extension of a result proved for a time-changed Lévy
processes with independent time-change in [105].
2.3 Multilinear forms, polynomials, and chaos expansions
In this section we construct a system of multilinear forms and show how they describe the
intrinsic orthogonal structures in L2(Ω,F ,P). Here and in the sequel we set F = F H˜ =
FH ∨ Fα, see Theorem 2.2.8.
Deﬁnition 2.3.1. For any group of pairwise disjoint sets Δ1, . . .Δp ∈ BcX , an α-multilinear
form of order p is a random variable of type
β
p∏
j=1
H˜(Δj), p ≥ 1, (2.3.1)
where β is an Fα-measurable random variables with ﬁnite moments of all orders. The 0-order
α-multilinear forms are the Fα-measurable random variable with ﬁnite moments of all orders.
This deﬁnition is a generalization of the one given in [36, page 7]: A p-order multilinear
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form of the values H˜(Δj), j = 1, . . . p, is a random variable of type
p∏
j=1
H˜(Δj), p ≥ 1. (2.3.2)
The 0-order multilinear forms are the constants.
Note that any α-multilinear form is an element of L2(Ω,F ,P). In fact, by assumption
(2.2.2), the following holds:
E
[
ξ2
]
= E
[
β2
p∏
j=1
E
[
H˜(Δj)
2
∣∣Fα]] = E[β2 p∏
j=1
α(Δj)
]
< ∞. (2.3.3)
In the sequel we will consider multilinear forms on the sets (2.2.8)-(2.2.9) of the dissecting
system of X .
The present section completes and extends to the CDSPP the results presented in [36] in
which measure based multilinear forms were introduced for the study of stochastic calculus for
Lévy stochastic measures. In that case the structure of independence of the random measure
values was heavily exploited. In particular we stress that the space Hp via (2.3.4) here below is
a substantial element of novelty and it is crucial for the forthcoming analysis.
Deﬁnition 2.3.2. For p ≥ 1 we write Hp for the subspace in L2(Ω,F ,P) generated by the ﬁnite
linear combinations of p-order α-multilinear form:
∑
i
βi
p∏
j=1
H˜(Δij). (2.3.4)
Here above the sets Δij , j = 1, . . . , p, are pairwise disjoint and belong to the dissecting system
(2.2.8)-(2.2.9) on X . The subspace H0 is the Fα-measurable random variables with ﬁnite
variance.
Remark 2.3.3. We may consider the multipliers β in Deﬁnition 2.3.2 to be ﬁnite products of
the form
∏n
i=1 α(Δi) with Δi, i = 1, . . . n pairwise disjoint sets from the dissecting system
(2.2.8)-(2.2.9).
Remark 2.3.4. Let p ≥ 1. By deﬁnition, for any ξ ∈ Hp there exists a sequence {ξm}m such
that ξm → ξ, m → ∞ in L2(Ω,F ,P), with ξm =
∑Lm
l=1 ξml and ξml p-order α-multilinear
forms. Note that we can always choose approximating sequences where the ξml, l = 1, . . . , Lm
are orthogonal.
Lemma 2.3.5. For p′ = p′′, the subspaces Hp′ and Hp′′ are orthogonal in L2(Ω,F ,P).
Proof. We assume that p′′ > p′. It is sufﬁcient to prove the statement for ξ′ ∈ Hp′ , ξ′′ ∈ Hp′′ of
type
ξ′ = β′
p′∏
i=1
H˜(Δi), ξ′′ = β′′
p′′∏
j=1
H˜(Δj)
where Δi, i = 1, . . . , p′ and Δj , j = 1 . . . p′ are two groups of pairwise disjoint sets (2.2.9)
of the dissecting system of X . Note that, in view of the nesting property (2.2.10), there exists
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n ∈ N such that all the sets above can be represented in terms of ﬁnite disjoint unions of
elements from the same n’th partition (2.2.9)-(2.2.10). Thus we can represent ξ′ and ξ′′ by ﬁnite
sums of p′-order and p′′-order α-multilinear forms respectively over sets (2.2.9) in the same n’th
partition (2.2.10):
ξ′ = β′
∑
k
p′∏
i=1
H˜(Δin,k)
ξ′′ = β′′
∑
l
p′′∏
j=1
H˜(Δjn,l).
To prove the statement it is then enough to verify that for all k, l,
E
[
β′
p′∏
i=1
H˜(Δin,k)β
′′
p′′∏
j=1
H˜(Δjn,l)
]
= 0.
We remark that being p′′ > p′, there is at least one set amongΔjn,l, j = 1, . . . , p
′′ that is different
from Δin,k, i = 1, . . . , p
′. Denote such a set by Δjˆn,l. We have
E
[
β′
p′∏
i=1
H˜(Δin,k)β
′′H˜(Δjˆn,l)
p′′∏
j=1
j =jˆ
H˜(Δjn,l)
]
= E
[
β′β′′E
[ p′∏
i=1
H˜(Δin,k)
p′′∏
j=1
j =jˆ
H˜(Δjn,l)
∣∣∣Fα]E[H˜(Δjˆn,l)∣∣∣Fα]] = 0.
By this we end the proof.
Deﬁnition 2.3.6. We write Hp for the subspaces of L2(Ω,F ,P) deﬁned by:
Hp :=
p∑
q=0
⊕Hq.
Namely the subspaces generated by the linear combinations of α-multilinear forms:
∑
i
βi
pi∏
j=1
H˜(Δij), pi ≤ p. (2.3.5)
We set
H :=
∞∑
q=0
⊕Hq.
Lemma 2.3.7. Let Δ′,Δ′′ ∈ BX : Δ′ ∩ Δ′′ = ∅. Consider FΔ′ and FΔ′′ as the σ-algebras
generated by H˜(Δ), Δ ∈ BX : Δ ⊂ Δ′ and Δ ⊂ Δ′′, respectively. Let ξ′ ∈ Hp′ be FΔ′-
measurable and ξ′′ ∈ Hp′′ be FΔ′′-measurable. The product ξ′ξ′′ is measurable with respect to
FΔ′∪Δ′′ and belongs to Hp′+p′′ .
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Proof. If ξ′ and ξ′′ are of type (2.3.4), then clearly the product ξ′ξ′′ ∈ Hp′+p′′ and it is FΔ′∪Δ′′-
measurable. In the general case, ξ′ and ξ′′ are approximated in L2(Ω,F ,P) by sequences of
elements ξ′n and ξ
′′
n, n = 1, 2, . . . of type (2.3.4):
ξ′ = lim
n→∞
ξ′n = lim
n→∞
∑
i
β′ni
p′∏
j=1
H˜(Δjn,i)
ξ′′ = lim
n→∞
ξ′′n = lim
n→∞
∑
k
β′nk
p′′∏
l=1
H˜(Δln,k).
Note that in view of the measurability assumptions we have Δjn,i ⊂ Δ′, j = 1, . . . , p′ and
Δjn,i ⊂ Δ′′, j = 1, . . . , p′′ and also β′ni are FαΔ′-measurable, while β′′nk are FαΔ′′-measurable.
Then it is easy to see that the statement holds.
We remark that the result still holds true if we consider the σ-algebras FHΔ′ ∨Fα and FHΔ′′ ∨
Fα, for Δ′ ∩Δ′′ = ∅.
The polynomials of the values of H˜ of degree p are the random variables ξ admitting repre-
sentation as
ξ =
M∑
m=1
cm
Jm∏
j=1
H˜(Δmj )
pj , cm ∈ R, M, Jm, pj ∈ N (2.3.6)
such that
∑Jm
j=1 pj ≤ p, m = 1, 2 . . . ,M and Δmj ∈ BcX , j = 1, . . . , Jm are pairwise disjoint.
Theorem 2.3.8. All the polynomials of values of H˜ of degree less or equal to p belong to the
subspace Hp.
Proof. Let ξ be a polynomial of degree p as in (2.3.6). We proceed by induction. If p = 0 then
ξ ∈ H0 and if p = 1 then ξ ∈ H1. Suppose the statement holds for q < p, we verify this for p.
For each m, let us consider elements
ξm :=
Jm∏
j=1
H˜(Δmj )
pj ,
Jm∑
j=1
pj ≤ p.
If pj < p for j = 1, . . . , Jm
i) and
∑Jm
j=1 pj < p then the induction hypothesis holds and ξm ∈ Hp.
ii) and
∑Jm
j=1 pj = p with Jm > 1, then for any j we have H˜(Δ
m
j )
pj ∈ Hpj by the induc-
tion hypothesis. Furthermore, being the sets disjoint, from Lemma 2.3.7 we have that∏m
j=1 H˜(Δ
Jm
j ) ∈ H∑ pj .
Hence we only have to verify the case Jm = 1. Namely
ξ = H˜(Δmj )
p ∈ Hp, for p > 1.
Set Δ := Δmj . For all n, we can represent Δ in terms of the sets (2.2.9) of the dissecting system
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of X ,
Δ =
Kn+1⋃
k=1
(
Δ ∩Δn,k
)
:=
Kn+1⋃
k=1
Δ˜n,k,
hence we have that
ξ = H˜(Δ)p =
(Kn+1∑
k=1
H˜(Δ˜n,k)
)p
.
Let
ξ(1)n := ξ −
Kn+1∑
k=1
H˜(Δ˜n,k)
p =
(Kn+1∑
k=1
H˜(Δ˜n,k)
)p − Kn+1∑
k=1
H˜(Δ˜n,k)
p
and
ξ(2)n :=
Kn+1∑
k=1
H˜(Δ˜n,k)
p.
For all n we have ξ = ξ(1)n + ξ
(2)
n and thus ξ = limn→∞ ξ
(1)
n + ξ
(2)
n in L2(Ω,F ,P). Let us
investigate ξ(1)n and ξ
(2)
n separately. First of all we note that ξ
(1)
n is a polynomial, as in (2.3.6),
with pj < p for all j = 1, . . . , Kn+1. Thus ξ
(1)
n ∈ Hp. Hence we have ξ(1) := limn→∞ ξ(1)n ∈ Hp
since Hp is closed in L2(Ω,F ,P).
Consider the following limit in L2(Ω,F ,P):
ξ(2) := lim
n→∞
ξ(2)n
= lim
n→∞
Kn+1∑
k=1
(
H(Δ˜n,k)− α(Δ˜n,k)
)p
= lim
n→∞
Kn+1∑
k=1
p∑
j=0
(
p
j
)
H(Δ˜n,k)
p−j(−1)jα(Δ˜n,k)j
=
p∑
j=0
lim
n→∞
Kn+1∑
k=1
(
p
j
)
H(Δ˜n,k)
p−j(−1)jα(Δ˜n,k)j. (2.3.7)
Since P
(
H({x}) = 0, 1 for some x ∈ X) = 0 see [50, Theorem 1.3 page 19], we will ulti-
mately have H(Δ˜n,k) = 0 or 1 P-a.s. as n → ∞. Thus for the ﬁrst term (j = 0) in (2.3.7),
using dominated convergence, we have:
lim
n→∞
Kn+1∑
k=1
(
H(Δ˜n,k)
)p
=
H(Δ)∑
k=1
1p = H(Δ) = H˜(Δ) + α(Δ).
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For the remaining terms (j > 0) in (2.3.7) the following estimate applies
∣∣∣Kn+1∑
k=1
(−1)jH(Δ˜n,k)pα(Δ˜n,k)p−j
∣∣∣ ≤ Kn+1∑
k=1
1{H(Δ˜n,k)>0}H(Δ˜n,k)
pα(Δ˜n,k)
p−j
≤ sup
k
α(Δ˜n,k)
p−j
Kn∑
k=1
1{H(Δ˜n,k)>0}H(Δ˜n,k)
p
≤ H(Δ˜)p+1 sup
k
α(Δ˜n,k)
p−j −→ 0, n → ∞,
by Lemma 2.2.7. Thus ξ(2) = H˜(Δ) + α(Δ) ∈ H1 ⊆ Hp. Hence ξ = ξ(1) + ξ(2) ∈ Hp.
The following statement is a direct consequence of the theorem above.
Corollary 2.3.9. All the polynomials of all degrees of the values of H˜ belong to H.
Remark 2.3.10. We note that if the sets in (2.3.6) were not disjoint, then one could always
represent the same polynomials via disjoint sets by applying the additivity of the measure H˜ ,
but the degree would naturally change.
By assumption (2.2.1),
=
J∏
j=1
E
[
e(e
2Jcj−1−2Jcj)α(Δj)] < ∞.
Following classical arguments via Fourier transforms (see e.g. [85, Lemma 4.3.1 and Lemma
4.3.2]) one can see that the random variables
exp
{ J∑
j=1
xjH˜(Δj)
}
, j = 1, 2 . . . , J ; x = (x1, . . . , xJ) ∈ RJ ,
withΔj , j = 1, . . . , J pairwise disjoint sets in BcX , constitute a complete system in L2(Ω,F ,P).
By Taylor approximations of the analytic extension on CJ we have that
E
[∣∣∣ exp{ J∑
j=1
xjH˜(Δj)
}− q∑
p=0
∑J
j=1 ixjH˜(Δj)
p
p!
∣∣∣2] −→ 0, q → ∞
(see e.g. [16, Eq. (26.4)] for an estimate of the quantity here above justifying the convergence.)
Hence we can conclude:
Lemma 2.3.11. The polynomials of the values of H˜(Δ), Δ ∈ BcX are dense in L2
(
Ω,F ,P).
Theorem 2.3.12 (Chaos expansion). The following equality holds:
H = L2(Ω,F ,P).
Namely, any ξ ∈ L2(Ω,F ,P) can be written as
ξ =
∞∑
p=0
ξp, where ξp ∈ Hp for p = 1, 2 . . .
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Proof. The polynomials of the values of H˜(Δ) are dense in L2(Ω,F ,P), see Lemma 2.3.11.
By Theorem 2.3.8 and Corollary 2.3.9 all the polynomials are in H. Since H is closed, we must
have L2(Ω,F ,P) ⊆ H. On the other side we recall that by construction H ⊆ L2(Ω,F ,P), see
(2.3.3) and Deﬁnitions 2.3.2 and 2.3.6.
Remark 2.3.13. Deﬁnitions 2.3.2 and 2.3.6 describe the spaces generated by α-multilinear
forms. We can also consider analogous spaces generated only by the multilinear forms as in
(2.3.2). However we have to stress that in this case the multilinear forms are not dense in
L2(Ω,F ,P) with the only exception made when H is a Poisson random measure, i.e. if α is
deterministic. Indeed write H˜p for the subspace in L2(Ω,F ,P) generated by the ﬁnite linear
combinations of p-order multilinear forms:
∑
i
ci
p∏
j=1
H˜(Δij). (2.3.8)
The sets Δij , j = 1, . . . , p, are pairwise disjoint and the ci are constants. Set H˜
0 = R and
H˜ :=
∑∞
p=0⊕H˜p. It is easily seen that (β − E[β]) ∈ L2(Ω,F ,P) is orthogonal to H˜ whenever
β is Fα-measurable. There are also α-multilinear forms of higher orders that are orthogonal
to H˜, one example is (E[β|FαΔ] − E[β])H˜(Δ) (Δ ∈ BcX). Thus, in general, H˜ = L2(Ω,F ,P).
The case when H is a Poisson random measure was studied in [36] as a particular Lévy random
ﬁeld, and there we do have H˜ = L2(Ω,F ,P).
2.4 Non-anticipating stochastic integration
In the sequel we considerX = [0, T ]×Z for T < ∞ andZ a locally compact, second countable
Hausdorff topological space. Being interested in integration, without loss of generality we
assume that
α
({0} × Z) = 0 P-a.s.
Hence we can restrict the attention to X = (0, T ]×Z .
We chose a dissecting system of X to be given by partitions (2.2.8)-(2.2.9) of the form
Δn,k = (sn,k, un,k]× Bn,k, sn,k < un,k, Bn,k ∈ BcZ , (2.4.1)
for n = 1, 2, . . . and k = 1, 2, . . . , Kn, see Deﬁnition 2.2.6. Here BZ denotes the Borel σ-
algebra on Z and BcZ the family of precompacts for the topology in Z . The set X is ordered
with the natural ordering given by time in [0, T ]. Two ﬁltrations naturally appear in the present
setting:
• F :=
{Ft, t ∈ [0, T ]} where Ft is generated by {H˜(Δ) : Δ ∈ B[0,t]×Z},
• G := {Gt, t ∈ [0, T ]} with Gt = Ft ∨ Fα.
Clearly we have that Ft ⊆ Gt, F0 is trivial but G0 = Fα and FT = GT = F .
31
We deﬁne a martingale random ﬁeld as in [38], see in particular Remark [38, Remark 2.3]
for historical notes. We can also refer to the work of [106] and [23] as pioneering in the use of
martingale random ﬁelds in stochastic calculus, though mostly related to Brownian sheet.
Hence we can see that the stochastic set function H˜(Δ), Δ ∈ BX is a martingale random
ﬁeld (with square integrable values) with respect to F and G as it satisﬁes the following proper-
ties:
i) H˜ has a σ-ﬁnite variance measure V (Δ) = E
[
H˜(Δ)2], Δ ∈ BX , recall (2.2.6).
ii) H˜ is additive, i.e. for pairwise disjoint sets Δ1, . . . ,ΔK : V (Δk) < ∞
H˜
( K⋃
k=1
Δk) =
K∑
k=1
H˜(Δk)
and σ-additive in L2, i.e. for pairwise disjoint sets Δ1,Δ2, . . . : V (Δk) < ∞
H˜
( ∞⋃
k=1
Δk) =
∞∑
k=1
H˜(Δk)
with convergence in L2(Ω,F ,P).
iii) H˜ is adapted to F and G.
iv) H˜ has the martingale property. Consider Δ ⊆ (t, T ]×Z . Then, from (2.2.4) we have:
E
[
H˜(Δ)
∣∣∣Ft] = E[E[H˜(Δ) ∣∣Gt] ∣∣∣Ft] = E[E[H˜(Δ) ∣∣Fα] ∣∣∣Ft] = 0.
v) H˜ has conditionally orthogonal values. For any Δ1,Δ2 ⊆ (t, T ]×Z such that Δ1∩Δ2 =
∅ and. Then, from A2), we have:
E
[
H˜(Δ1)H˜(Δ2)
∣∣∣Ft] = E[E[H˜(Δ1)H˜(Δ2) ∣∣Gt] ∣∣∣Ft]
= E
[
E
[
H˜(Δ1)
∣∣Fα]E[H˜(Δ2)∣∣Fα]∣∣∣Ft] = 0.
Given the martingale structure of the CDSPP H˜ with respect to the ﬁltrations G and F, we
can construct a stochastic integration of Itô type according to the classical scheme, as retraced
in [38]. Hereafter we consider G as the reference information ﬂow. Recall that α is a positive
random measure.
We deﬁne the G-predictable σ-algebra PG as the σ-algebra generated by {F × (s, u]× B :
F ∈ Gs, s < u,B ∈ BZ} and, as usual, we will say that a stochastic process φ is G-predictable
if the mapping φ = φ(ω, t, z), ω ∈ Ω, (t, z) ∈ X , is PG-measurable. Hence we deﬁne
‖φ‖I :=
(
E
[ T∫
0
∫
Z
φ2(t, z)α(dt, dz)
])1/2
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and set I to be theL2-subspace of stochastic processes φ admitting aG-predictable modiﬁcation
and such that ‖φ‖I < ∞.
Lemma 2.4.1. Fα × BX ⊂ PG , and α is the G-predictable compensator of H .
We take the G-predictable compensator to be as in [65], a predictable, locally integrable
random measure such that E[H(Δ)] = E[α(Δ)].
Proof. For the ﬁrst claim it is sufﬁcient to show that A × (a, b] × B with A ∈ Fα, a <
b and B ∈ BcZ is an element of PG. Recall that A ∈ Gs for all s and the claim follows.
Since E[H(Δ)] = E[α(Δ)] for all Δ ∈ BX , and α is G-predictable, it is the G-predictable
compensator of H .
The non-anticipating stochastic integral with respect to H˜ underG is the isometric operator
I mapping:
I : domI =⇒ L2(Ω,F ,P)
such that
I(φ) :=
T∫
0
∫
Z
φ(t, z) H˜(dt, dz) :=
K∑
k=1
φkH˜
(
Δk
)
(2.4.2)
for any
φ(t, z) =
K∑
k=1
φk1Δk(t, z) (2.4.3)
with Δk = (sk, uk]×Bk ∈ BcX and φk a Gsk-measurable random variable such that ‖φ‖I < ∞.
In fact,
E
[
I(φ)2
]
= E
[
(
K∑
k=1
φkH˜
(
Δk
)
)2
]
= E
[ K∑
k=1
φ2kα
(
Δk
)]
= ‖φ‖2I . (2.4.4)
Naturally the integrands are given by domI ⊆ L2(Ω×X), with L2(Ω×X) := L2(Ω×X,F ×
BX ,P × α), which is the linear closure of the stochastic processes (2.4.3) and the integral is
characterized in a standard manner exploiting the isometry (2.4.4).
Actually domI = I. In fact the following result holds true.
Lemma 2.4.2. For any φ ∈ I there exists an approximating sequence of stochastic processes
φn, n = 1, 2, ..., of type (2.4.3) having the form:
φn(t, z) =
Kn∑
k=1
E
[ 1
α(Δn,k)
∫
Δn,k
φ(τ, ζ)α(dτ, dζ)
∣∣∣Gsn,k]1Δn,k(t, z),
where Δk = (sn,k, un,k]× Bn,k are the sets (2.4.1) of the dissecting system of X = (0, T ]×Z .
Proof. The arguments of [38, Lemma 3.1] can be easily adapted to the present framework.
Then, by isometry, it is clear that for any φ ∈ I, I(φ) = limn→∞ I(φn) in L2(Ω,F ,P)
where φn ∈ I are processes of type (2.4.3) approximating φ in L2(Ω×X).
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From the construction of the stochastic integral, it follows that for any φ ∈ I, the stochastic
set function
μ(φ,Δ) :=
∫
Δ
φ(t, z) H˜(dt, dz), Δ ∈ BX , (2.4.5)
is again a martingale random ﬁeld [38, Remark 3.2] under G with variance measure
m(φ,Δ) := E
[ ∫
Δ
φ2(t, z)α(dt, dz)
]
, Δ ∈ BX .
Proposition 2.4.3. Consider the Fα-measurable β ∈ L2(Ω,F ,P) and φ ∈ I. Then
βI(φ) = I(βφ)
if either side of the equality exists as an element of L2
(
Ω,F ,P).
Proof. Assume φ ∈ I is of type (2.4.3) and β is bounded. Then, for every k, βφk is Gsk-
measurable and
βI(φ) =
K∑
k=1
βφkH˜
(
(sk, uk]× Bk
)
= I(βφ).
The general case follows by taking limits.
The classical calculus rules hold: for any φ ∈ I we have
E
[ ∫
Δ
φ(t, z) H˜(dt, dz) |Gt
]
= 0, Δ ∈ B(s,T ]×Z ,
and
E
[ ∫
Δ
φ1(t, z)H˜(dt, dz)
∫
Δ
φ2(t, z) H˜(dt, dz) |Gs
]
= E
[ ∫
Δ
φ1(t, z)φ2(t, z)α(dt, dz) |Gs
]
=
∫
Δ
E
[
φ1(t, z)φ2(t, z) |Gs
]
α(dt, dz), Δ ∈ B(s,T ]×Z ,
and in particular we have
E
[
I(φ)2
∣∣∣Fα] = T∫
0
∫
Z
E
[
φ2(t, z)
∣∣Fα]α(dt, dz). (2.4.6)
Remark 2.4.4. In the same way as for the case of information ﬂow G, we can deﬁne the F-
predictable σ-algebra PF and consider the associated F-predictable random ﬁelds. Being any
F-predictable stochastic process also G-predictable, the integration can be done in the same
setting as above with the result that the corresponding stochastic functions of type (2.4.5) will
be martingale random ﬁelds under F. Clearly results as in Proposition 2.4.3 fail in general in
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this context. In fact β is G0-measurable, but not F0-measurable in general.
In the sequel we study integral representations with respect to the ﬁltration G where the
integrands are explicitly characterized via stochastic derivatives. Some of our results can be
adapted to the case of the ﬁltration F. However the stochastic calculus is more delicate in the
case of F and is a matter for future research.
2.5 Non-anticipating stochastic derivative
and representation theorem
In this section we discuss stochastic differentiation in the context of non-anticipative calculus.
We will use the terminology non-anticipating derivative to emphasize the fact that the operator
introduced embeds the information ﬂow associated with the framework as time evolves. This
differs from other concepts of stochastic differentiation, as the Malliavin type derivative. We
consider the relationships with anticipative derivatives in section 2.7.
The non-anticipating stochastic derivative is the adjoint linear operator D = I∗ of the
stochastic integral:
D : L2(Ω,F ,P) =⇒ I.
We can see that the non-anticipating derivative can be computed as the limit
Dξ = lim
n→∞
φn (2.5.1)
with convergence in I of the stochastic functions of type (2.4.3) given by
φn(t, z) :=
Kn∑
k=1
E
[
ξ
H˜(Δn,k)
α(Δn,k)
∣∣∣Gsn,k]1Δn,k(t, z) (2.5.2)
where Δn,k = (sn,k, un,k]×Bn,k refers to the n’th partition sets (2.4.1) in the dissecting system
of X = (0, T ]×Z (as per Deﬁnition 2.2.6). In fact we have the following result:
Theorem 2.5.1. All ξ ∈ L2(Ω,F ,P) have representation
ξ = ξ0 +
T∫
0
∫
Z
Dt,zξ H˜(dt, dz). (2.5.3)
Moreover Dξ0 = 0. In particular we have ξ0 = E[ξ|Fα].
Proof. We proceed using arguments as those in [34, Theorem 2.1]. Set
φn,k := E
[
ξ
H˜(Δn,k)
α(Δn,k)
∣∣Gsn,k].
First note that
E
[∣∣φn,kH˜(Δn,k)∣∣2 ∣∣Gsn,k] ≤ E[ξ2∣∣Gsn,k]
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by application of the conditional Hölder inequality. Thus E
[|φn,kH˜(Δn,k)|2] < ∞. Moreover,
we have that
E
[(
ξ − φn,kH˜(Δn,k)
)
ψH˜(Δn,k)
]
= 0 (2.5.4)
for all Gsn,k-measurable ψ ∈ L2(Ω,F ,P). In fact, we have
E
[(
ξ − φn,kH˜(Δn,k)
)
ψH˜(Δn,k)
∣∣∣Gsn,k]
= ψE
[
ξH˜(Δn,k)
∣∣Gsn,k]− ψφn,kα(Δn,k) = 0.
Then, from (2.5.4), we conclude that
ξˆn :=
Kn∑
k=1
φn,kH˜(Δn,k) =
T∫
0
∫
Z
φn(s, z) H˜(ds, dz)
is the projection of ξ onto the subspace of the stochastic integrals of type (2.4.3). Moreover,
ξˆ := limn→∞ ξˆn in L2(Ω,F ,P) is the projection of ξ onto the subspace of all the stochastic
integrals with respect to H˜ . Indeed, for any integral I(ψ) with ψ ∈ I, and
ψ := limn→∞
∑Kn
k=1 ψn,k1Δn,k ∈ I, we have
E
[(
ξ − ξˆ
)
I(ψ)
]
= lim
n→∞
Kn∑
k=1
E
[(
ξ − φn,kH˜(Δn,k)
)
ψn,kH˜(Δn,k)
]
= 0
(with convergence in L2(Ω,F ,P)). Denote by φˆ the integrand representing ξˆ, i.e.
ξˆ =
T∫
0
∫
Z
φˆ(s, z) H˜(ds, dz).
Then, by isometry, we have∥∥φˆ− φn∥∥2I = ‖ξˆ − ξˆn∥∥2L2(Ω,F ,P) → 0, n → ∞.
Hence φˆ = Dξ. Moreover, being the difference ξ0 := ξ−ξˆ orthogonal to all stochastic integrals,
we have Dξ = 0. In addition we also have that
ξ0 = E
[
ξ
∣∣G0] = E[ξ∣∣Fα].
By this we end the proof.
Remark 2.5.2. Note that the non-anticipating derivative is continuous in L2. Namely, if ξ =
limn→∞ ξn in L2(Ω,F ,P), then
Dξ = lim
n→∞
Dξn in I.
In fact ‖Dξ −Dξn‖2I ≤ E
[
(ξ − ξn)2
]
−→ 0, n → ∞.
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Example 2.5.3. Let ξ ∈ Hp be an α-multilinear form ξ = β∏pj=1 H˜(Δj) with Δ1 = (s1, u1]×
B1,Δ2 = (s2, u2]× B2, . . . ,Δp = (sp, up]× Bp and 0 ≤ s1 < u1 ≤ s2 < u2 < · · · < up ≤ T .
Then
Dt,zξ = β
p−1∏
j=1
H˜(Δj)1Δp(t, z)
and
ξ =
∫
Δp
β
p−1∏
j=1
H˜
(
Δj
)
H˜(dt, dz).
Example 2.5.4. If β ∈ L2(Ω,F ,P) is Fα-measurable, then Dβ = 0. In fact
E
[
β
H˜(Δn,k)
α(Δn,k)
∣∣Gtn,k] = 0 for all Δn,k.
In general we have the following formula:
Proposition 2.5.5. Let ξ be an α-multilinear form, ξ = β
∏p
j=1 H˜(Δj). Then
ξ =
T∫
0
∫
Z
Ds,zξ H˜(ds, dz)
with
Ds,zξ = β
∑
1≤i≤p
Δi⊆Δ′
1Δi(s, z)
p∏
j =i
H˜(Δj ∩ [0, s)×Z) (2.5.5)
Here the set Δ′ is given by
Δ′ =
⋃
j /∈K
Δj (2.5.6)
where K = {1 ≤ i ≤ p ∣∣Δi ⊂ [0, t) × Z and Δj ⊂ [t, T ] × Z for some 1 ≤ j ≤ p and t ∈
[0, T ]
}
.
To explain the set K in Proposition 2.5.5, in Example 2.5.3 we would have K = {1, . . . , p−
1}, corresponding to the sets Δ1, . . . ,Δp−1, i.e. the elements of the multilinear form that “are
entirely before the last set”.
Proof. Let ξ be a multilinear form of order p ≥ 1, ξ = β∏pj=1 H˜(Δj). For simplicity assume
Δj ∩Δn,k = ∅ or Δn,k. Denote
ψ(n, k) = E
[
β
p∏
j=1
H˜(Δj)
H˜(Δn,k)
α(Δn,k)
∣∣∣Gtn,k].
The computation of ψ(n, k) is divided into three cases.
i) If (
⋃P
j=1Δj) ∩Δn,k = ∅ then ψ(n, k) = 0.
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ii) If there exists i such that Δi ⊂ (tn,k, T ]×Z and Δi ∩Δn,k = ∅ then
ψ(n, k) = E
[
β
∏
j =i
H˜(Δj)
H˜(Δn,k)
α(Δn,k)
∣∣∣Gtn,k]E[H˜(Δi)∣∣∣Fα] = 0.
iii) Neither case i) or ii) is true. This implies that Δn,k ⊂ Δ′. By assumption there exists
1 ≤ i ≤ p such that Δi ∩Δn,k = Δn,k. We have
ψ(n, k) = E
[
β
∏
j =i
(
H˜
(
Δj ∩ [0, tn,k]×Z
)
+ H˜
(
Δj ∩ (tn,k, T ]×Z
))
(
H˜(Δi ∩Δn,k) + H˜(Δi ∩Δcn,k
)H˜(Δn,k)
α(Δn,k)
∣∣∣∣Gtn,k]
= E
[
β
∏
j =i
H˜
(
Δj ∩ [0, tn,k]×Z
)∣∣∣∣Gtn,k]
= β
∏
j =i
H˜
(
Δj ∩ [0, tn,k]×Z
)
.
Thus
ψ(n, k) = 1{Δn,k∩Δ′ =∅}(n, k) β
∏
j
Δj∩Δn,k=∅
H˜
(
Δj ∩ [0, tn,k]×Z
)
, (2.5.7)
and with Δ′ as above, Dξ is given by (2.5.5). Since E[ξ|Fα] = 0 the representation is
ξ = E
[
ξ
∣∣Fα]+ I(Dξ) = I(Dξ).
The doubly stochastic Poisson process H is an example of a point process. For point pro-
cesses in general, some integral representations have been developed in [19, 21, 31, 55], see also
the survey [32]. Note that the ﬁltration of reference in these studies is FH = {FHt |, t ∈ [0, T ]}.
As an illustration consider [21, Theorem 8.8]:
Theorem 2.5.6. Let ξ ∈ L2(Ω,FHT ,P). Let Λ be the FH-predictable compensator of H . Then
there exists an FH-predictable process φ such that
ξ = E[ξ] +
T∫
0
∫
Z
φ(s, z)
(
H(ds, dz)− Λ(ds, dz)) (2.5.8)
and E
[ ∫ T
0
∫
Z φ(s, z)
2Λ(ds, dz)
]
< ∞.
We remark that Theorem 2.5.1 allows the representation of random variables that are FT =
FαT ∨ FHT -measurable, which is a larger σ-algebra than FHT . The function φ in (2.5.8) can be
described in explicit terms depending on conditional expectations. This approach exploits the
fact that the ﬁltration FH can be fully characterized by the jump times. This is not the case for
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the ﬁltration G in which case we consider additional random noise such as the one generated
by α. Theorem 2.5.1 provides an explicit characterization of the integrand in this setting.
2.6 Iterated integrals and chaos expansions
In this section, we revise the notion of Itô-type iterated integrals, with the intent to relate
them with the α-multilinear forms of section 2.3. With this in mind, the iterated integrals
are developed without any symmetrization schemes. These iterated integrals will later help us
connect the α-multilinear forms with the Malliavin-type derivatives developed in [107] using
symmetrization schemes and multiple integrals. In particular, Theorem 2.6.4 resembles [107,
Corollary 14], but our construction is better suited for an analysis starting from α-multilinear
forms. Let
Sp :=
{
(s1, z1 . . . sp, zp) ∈ ([0, T ]×Z)p
∣∣∣0 ≤ s1 ≤ s2 ≤ . . . sp ≤ T}
Denote Ipα the set of Fα-measurable functions, φ : Ω× Sp → R, such that
‖φ‖Ipα :=
(
E
[ ∫
Sp
φ2(s1, z1, s2 . . . sp, zp)α(ds1dz1) . . . α(dspdzp)
]) 1
2
< ∞. (2.6.1)
For any φ ∈ Ipα, the p’th iterated integral is deﬁned as
Jp(T, φ) :=
T∫
0
∫
Z
s−p∫
0
∫
Z
. . .
s−2∫
0
∫
Z
φ(s1, z1 . . . sp, zp) H˜(ds1dz1) . . . H˜(dspdzp), (2.6.2)
and we set Jp := {Jp(T, φ), φ ∈ Ipα
}
. From (2.4.4) and (2.4.6) we have
E
[
J2p (T, φ)
]
= E
[ T∫
0
∫
Z
E
[( sp∫
0
∫
Z
. . .
s2∫
0
∫
Z
φ(s1, z1 . . . sp, zp)
H˜(ds1dz1) . . . H˜(dsp−1dzp−1)
)2∣∣∣Fα]α(dspdzp)]
= E
[ T∫
0
∫
Z
( sp∫
0
∫
Z
. . .
s2∫
0
∫
Z
φ2(s1, z1 . . . sp, zp)α(ds1, dz1) . . . α(dspdzp)
]
=
∥∥φ∥∥2Ipα . (2.6.3)
The iterated integrals Jp are in correspondence with the space of α-multilinear forms Hp
(see Deﬁnition 2.3.6). An example is instructive before considering the general case.
Example 2.6.1. Let ξ be a p-order α-multilinear form with pairwise disjoint time-intervals, i.e.
ξ = β
p∏
j=1
H˜(Δj),
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with Δ1 = (s1, u1]× Z1, Δ2 = (s2, u2]× Z2, . . . and 0 ≤ s1 < u1 · · · < sp ≤ u1. Then
ξ = β
p∏
j=1
H˜(Δj) = β
p∏
j=1
I
(
1Δj
)
=
T∫
0
∫
Z
1Δp(sp, zp)β
p−1∏
j=1
I
(
1Δk
)
H˜(dsp, dzp)
=
T∫
0
∫
Z
1Δp(sp, zp)
sp∫
0
∫
Z
1Δp−1(sp−1, zp−1)β
p−2∏
j=1
I
(
1Δj
)
H˜(dsp−1, dzp−1) H˜(dsp, dzp)
=
T∫
0
∫
Z
sp∫
0
∫
Z
. . .
s2∫
0
∫
Z
β1Δp(sp, zp) . . .1Δ1(s1, z1) H˜(ds1dz1) . . . H˜(dspdzp). (2.6.4)
Next we expand this representation to the case when the sets are “overlapping in time”. It
is possible to investigate this using Itô’s formula or symmetric functions, but instead we exploit
the explicit result from Proposition 2.5.5.
Theorem 2.6.2. If ξ ∈ Hp, p ≥ 1, then ξ can be represented as a p’th iterated integral, ie
ξ =
T∫
0
∫
Z
sp−∫
0
∫
Z
. . .
s2−∫
0
∫
Z
φ(sp, zp, . . . s1, z1) H˜(ds1dz1) . . . H˜(dspdzp), (2.6.5)
where φ ∈ Ipα. Furthermore we have∥∥ξ∥∥
L2(Ω,F ,P) = ‖φ‖Ipa . (2.6.6)
Proof. First we prove this for the α-multilinear forms by induction. The result is true for α-
multilinear forms of order p = 1. Consider p ≥ 2. Assume, as induction hypothesis, that a
representation of type (2.6.5) holds for all multilinear forms of order p− 1. Let
ξ′ =
p−1∏
j=1
H˜(Δj ∩ [0, t)×Z) (2.6.7)
Being a (p− 1)-order α-multilinear, it has representation
ξ′ =
t∫
0
∫
Z
. . .
s2−∫
0
φ′p−1H˜(ds1, dz1) . . . H˜(dzp−1dsp−1),
with means of φ′p−1 ∈ Ip−1α . Denote this integral as Jp−1(t, φ′p−1).
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Let ξ be an α-multilinear form of order p, ξ = β
∏p
j=1 H˜(Δj). From Proposition 2.5.5, we
know that ξ = I(Dξ), with
Ds,zξ = β
∑
1≤i≤p
Δi⊆Δ′
1Δi(s, z)
p∏
j =i
H˜(Δj ∩ [0, s)×Z).
Hence, by (2.6.7) we have
ξ = I(Dξ)
=
T∫
0
∫
Z
[
β
∑
1≤i≤p
Δi⊆Δ′
1Δi(s, z)
p∏
j =i
H˜(Δj ∩ [0, s)×Z)
]
H˜(ds, dz)
=
T∫
0
∫
Z
[
β
∑
1≤i≤p
Δi⊆Δ′
1Δi(s, z)Jp−1(s, φi)
]
H˜(ds, dz)
=
T∫
0
∫
Z
sp−∫
0
. . .
s2−∫
0
∫
Z
[
β
∑
1≤i≤p
Δi⊆Δ′
1Δi(sp, zp)φi(s1, . . . sp−1, zp−1)
]
H˜(ds1, dz1) . . . H˜(dsp, dzp)
which is an iterated integral of order p.
Any ξ inHp is the limit in L2(Ω,F ,P) of a ﬁnite sums of multilinear forms of order p. Let ξn be
such a sequence. Any ﬁnite sum of multilinear forms can be written as a p’th iterated integral,
let
ξn = Jp(φn), φn ∈ Ipα.
Since ξn is a Cauchy sequence in L2(Ω,F ,P), φn is a Cauchy sequence in Ipα by the isometry
in (2.6.3). Hence there exists an unique φ ∈ Ipα such that φn → φ as n → ∞ and we must have
ξ = Jp(φ). Finally, equation (2.6.6) follows directly from (2.6.3).
Remark 2.6.3. From (2.6.4), we can see that if ξ = β
∏p
j=1 H˜(Δj) is an α-multilinear form,
with β ∈ R then ξ = Jp(φ) with φ deterministic. For general ξ ∈ H˜p (Remark 2.3.13), we
can use the same arguments as in Theorem 2.6.2 to conclude that ξ = Jp(φ), where φ ∈ Ipα is
deterministic. Thus H˜p is the space spanned by iterated integrals of order p with deterministic
integrands.
Theorem 2.6.4 (Chaos expansion). For any ξ ∈ L2(Ω,F ,P), there is unique sequence of inte-
grands φp ∈ Ipα, p = 1, 2, . . . such that the following representation holds:
ξ = E[ξ|Fα] +
∞∑
p=1
Jp(φp).
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Proof. Theorem 2.3.12 shows that any ξ ∈ L2(Ω,F ,P) has orthogonal decomposition
ξ =
∞∑
p=0
ξp
with ξp ∈ Hp, p = 0, 1, . . . . Any ξp, p ≥ 1 can be written as a p’th iterated integral by Theorem
2.6.2 and ξ0 = E[ξ|G0] = E[ξ|Fα] is the projection of ξ on H0.
Directly from Theorem 2.6.4 we can formulate an integral representation theorem.
Corollary 2.6.5. For any ξ ∈ L2(Ω,F ,P) there exists a unique φ ∈ I such that
ξ = E[ξ|Fα] +
T∫
0
∫
Z
φ(s, z) H˜(ds, dz)
Note that this corollary is in line with classical stochastic integral representation theorems
with respect to square integrable martingales as integrators. Corollary 2.6.5 offers no imme-
diate way of computing the integrand φ since only the existence of the representation via the
kernel functions of the iterated integrals is given. Corollary 2.6.5 deeply differs from Theorem
2.5.1 and the following Theorem 2.7.9. The last ones characterize the integrand φ in terms of
derivative operators.
2.7 Anticipative stochastic derivatives and integral represen-
tations
Motivated by Clark-Ocone type formulae we study ways to compute the non-anticipating deriva-
tive and to have stochastic integral representations. We introduce a new anticipative derivative
operator Da, partially inspired by [37]. We study this operator in relation with a Malliavin-type
derivative for processes with conditionally independent increments developed in [107].
Let GΔc be the minimal complete σ-algebra containing Fα and the sets {H˜(Δ′)|Δ′ ⊂ Δc},
where Δc is the complement of Δ.
Deﬁnition 2.7.1. For ξ ∈ L2(Ω,F ,P) we set Das,zξ(n) as the element of L2(Ω×X) given by
Das,zξ(n) :=
Kn∑
k=1
E
[
ξ
H˜(Δn,k)
α(Δn,k)
∣∣∣GΔcn,k]1Δn,k(s, z), (2.7.1)
with the n referring to the n’th partition of the dissecting system. Denote by Daξ the limit in
L2(Ω×X) (if it exists) given by
Daξ = lim
n→∞
Daξ(n). (2.7.2)
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We deﬁne Da as the subset of L2(Ω,F ,P) where the limit (2.7.2) exists and we deﬁne
‖ξ‖Da :=
(
E
[ T∫
0
∫
Z
(Das,zξ)
2 α(ds, dz)
]) 1
2
< ∞.
Then Da is a linear operator, Da : Da → L2(Ω×X).
We remark that for any β ∈ H0 (recall Deﬁnition 2.3.2), β ∈ Da and Daβ = 0.
Lemma 2.7.2. For p ≥ 1, let ξ be a p-order α-multilinear form, i.e. ξ = β∏pj=1 H˜(Δj). Then
Das,zξ = β
p∑
i=1
1Δi(s, z)
∏
j =i
H˜(Δj), (2.7.3)
and
Daξ(n) =
p∑
i=1
Kn∑
k=1
α(Δi ∩Δn,k)
α(Δn,k)
∏
j =i
H˜(Δj)1{Δn,k∩Δj=∅}(k, j)1Δn,k(s, z). (2.7.4)
Furthermore
‖ξ‖Da = ‖Daξ‖L2(Ω×X) =
√
p‖ξ‖L2(Ω,F ,P).
Proof. For any n and k = 1, . . . Kn, denote
ψ(n, k) = E
[
β
p∏
j=1
H˜(Δj)
H˜(Δn,k)
α(Δn,k)
∣∣∣GΔcn,k]
If Δn,k ∩
(⋃p
j=1Δj
)
= ∅ or if Δn,k intersects with more than one of the sets Δj’s, then ψ(n, k)
is equal to zero by direct computation. If Δn,k ⊂ Δi for some i, then
ψ(n, k) = E
[
β
p∏
j=1
H˜(Δj)
H˜(Δn,k)
α(Δn,k)
∣∣∣GΔcn,k]
= β
∏
j =i
H˜(Δj)E
[(
H˜(Δi ∩Δn,k) + H˜(Δi \Δn,k)
)H˜(Δn,k)
α(Δn,k)
∣∣∣GΔcn,k]
= β
∏
j =i
H˜(Δj).
If Δi  Δn,k for some i and Δn,k ∩Δj = ∅ for all j = i, then
ψ(n, k) = β
α(Δi)
α(Δn,k)
p∏
j =i
H˜(Δj).
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Combining the above cases we conclude that
ψ(n, k) =
p∑
i=1
α(Δi ∩Δn,k)
α(Δn,k)
∏
j =i
H˜(Δj)1{Δn,k∩Δj=∅}(k, j).
and (2.7.4) follows. Passing to the limit in L2(Ω×X) we have
Daξ = lim
n→∞
Daξ(n) = β
p∑
i=1
1Δi(s, z)
∏
j =i
H˜(Δj).
Moreover
∥∥ξ∥∥2
Da
= E
[ T∫
0
∫
Z
(
β
p∑
i=1
1Δi(s, z)
∏
j =i
H˜(Δj)
)2
α(ds, dz)
]
= E
[
β2
p∑
i=1
α(Δi)
∏
j =i
H˜(Δj)
2
]
= E
[
β2p
p∏
j=1
α(Δj)
]
= p‖ξ‖2L2(Ω,F ,P).
Comparing (2.7.3) and (2.7.4) we can see that, for the p-order α-multilinear form ξ, the
following estimate holds for all n:
‖Daξ(n)‖L2(Ω×X) ≤ ‖Daξ‖L2(Ω×X) =
√
p‖ξ‖L2(Ω,F ,P). (2.7.5)
The following statements are an immediate consequence in Lemma 2.7.2.
Corollary 2.7.3. Let p ≥ 1. Let ξ1 and ξ2 be orthogonal p-order α-multilinear forms. Then, for
all n, Daξ1(n) and Daξ2(n) are orthogonal in L2(Ω×X). The same holds for Daξ1 and Daξ2.
Corollary 2.7.4. For p1 > p2 ≥ 1, let ξ1 ∈ Hp1 and ξ2 ∈ Hp2 be α-multilinear forms. Then
Daξ1 and Daξ2 are orthogonal in L2(Ω×X).
Finally we have the following result:
Proposition 2.7.5. For p ≥ 1, if ξ ∈ Hp then ξ ∈ Da with
‖ξ‖Da = √p‖ξ‖L2(Ω,F ,P) < ∞. (2.7.6)
Proof. Any ξ ∈ Hp ⊂ L2(Ω,F ,P) can be approximated by a sequence ξm, m = 1, 2, ..., of
ﬁnite sums of α-multilinear forms of order p: limm→∞ ‖ξm − ξ‖L2(Ω,F ,P) = 0. First of all we
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observe that, from Remark 2.3.4, ξm can be represented as ﬁnite sums of orthogonal p-order
α-multilinear forms. From Lemma 2.7.2 and Corollary 2.7.3 we can see that Daξm is a Cauchy
sequence in L2(Ω×X) with limit φ such that ‖φ‖L2(Ω×X) =
√
p‖ξ‖L2(Ω,F ,P).
We show that indeed φ = Daξ := limn→∞Daξ(n) in L2(Ω × X). By application of
Corollary 2.7.3 and (2.7.5) we have
‖Daξm(n)‖L2(Ω×X) ≤
√
p‖ξm‖L2(Ω,F ,P). (2.7.7)
Moreover we note that
‖Daξm(n)−Daξ(n)‖2L2(Ω×X)
= E
[ T∫
0
∫
Z
Kn∑
k=1
(
E
[
(ξm − ξ)H˜(Δn,k)
α(Δn,k)
∣∣∣GΔcn,k])21Δn,k(s, z)α(ds, dz)]
≤ E
[ Kn∑
k=1
E
[
(ξm − ξ)2
∣∣∣GΔcn,k]E[H˜(Δn,k)2∣∣GΔcn,k] 1α(Δn,k)
]
= Kn‖ξm − ξ‖2.
Hence we have
lim
n→∞
‖φ−Daξ(n)‖L2(Ω×X)
≤ lim
n→∞
lim
m→∞
{
‖φ−Daξm‖L2(Ω×X) + ‖Daξm −Daξm(n)‖L2(Ω×X)
+ ‖Daξm(n)−Daξ(n)‖L2(Ω×X)
}
= 0.
In fact
lim
n→∞
lim
m→∞
‖Daξm(n)−Daξ(n)‖L2(Ω×X)
≤ lim
n→∞
{√
Kn lim
m→∞
‖ξm − ξ‖L2(Ω,F ,P)
}
= 0
and by (2.7.7)
lim
n→∞
lim
m→∞
‖Daξm −Daξm(n)‖L2(Ω×X)
≤ lim
q→∞
lim
n→∞
lim
m→∞
{
‖Daξm −Daξq(n)‖L2(Ω×X)
+ ‖Daξq(n) +Daξm(n)‖L2(Ω×X)
}
≤ lim
q→∞
‖φ−Daξq‖L2(Ω×X) +
√
p lim
q→∞
lim
m→∞
‖ξq − ξm‖L2(Ω,F ,P) = 0.
The Malliavin calculus for processes with conditionally independent increments was devel-
oped in [107], this include the CDSPP. The results and developments therein are close to those
of [83, Chapter 1]. We summarize some of those results with the aim of showing how these
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operators relate to the operator Da and the non-anticipating derivative D .
Let fp : L2
(
Ω× ((0, T ]× Z)p)→ R where fp is Fα × BX-measurable. Remark that fp is
not deﬁned on Ipα, which is a smaller space. We say that fp is simple if
fp =
n∑
i=1
βi(ω)1Δ1(s1, z1) . . .1Δp(sp, zp)
where βi, i = 1, . . . , n is a bounded Fα-measurable random variable and the sets Δ1, . . . ,Δp
are pairwise disjoint. The multiple integrals of order p of a simple function are then
Ip(T, fp) :=
n∑
i
βi
p∏
j=1
H˜(Δj),
i.e. the multiple integrals of simple functions of order p are sums of α-multilinear forms of order
p. These multiple integrals are extended to integrals of general Fα ×BX-measurable functions
fp : L2
(
Ω × (0, T ] × Z)p) → R by taking limits of simple functions. We conclude that the
space spanned by multiple integrals of order p on the functions above coincide with Hp.
Any ξ ∈ L2(Ω,F ,P) has representation (as per Theorem 2.6.4 and [107, Corollary 14])
ξ = E
[
ξ
∣∣Fα]+ ∞∑
p=1
Ip(f˜p), (2.7.8)
by means of a sequence f˜p, p ≥ 1, of symmetric functions in L2
(
Ω× ((0, T ]× z)p).
Denote the symmetrization of fp by
f˜p :=
1
p!
∑
σ
f(sσ(1), zσ(1), . . . , sσ(p), zσ(p))
where σ is running over all permutations of 1, . . . , p. Let φp ∈ Ipα (see (2.6.1)) and fp = 1Spφp.
Then the following equalities hold [107, Section 3]:
Jp(T, φp) = Ip(T, fp) = Ip(T, f˜p) = p!Jp(T, f˜p).
The Malliavin derivative D : D1,2 → L2(Ω×X) is given by
Ds,zξ :=
∞∑
p=1
pIp−1
(
f˜p(·, s, z)
)
(2.7.9)
for all ξ ∈ L2(Ω,F ,P) with ξ = E[ξ|Fα] +
∑∞
p=1 Ip(f˜p), such that
‖ξ‖D1,2 :=
( ∞∑
p=1
pp!‖f˜p‖2Ipα
) 1
2
< ∞.
Indeed, ‖Dξ‖2L2(Ω×X) =
∑∞
p=1 pp!‖f˜p‖2Ipα .
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Lemma 2.7.6. For p ≥ 1, let ξ = β∏pj=1 H˜(Δj) be an α-multilinear form. Then
Ds,zξ = β
p∑
i=1
1Δi(s, z)
∏
i =j
H˜(Δj) (2.7.10)
and
‖ξ‖D1,2 =
√
p‖ξ‖L2(Ω,F ,P).
Proof. Since ξ = Jp(T, β1Δ1 . . .1Δp), ξ = Ip(f˜p) with
f˜ = β
1
p!
∑
σ
1Δ1(sσ(1), zσ(1)) . . .1Δp(sσ(p), zσ(p)).
Thus, from (2.7.9), we have
Ds,zξ = β
1
p!
p
∑
σ
1Δp(sσ(p), zσ(p))
Ip−1
(
1Δ1(sσ(1), zσ(1)) . . .1Δp(sσ(p−1), zσ(p−1))
)∣∣∣sσ(p)=s
zσ(p)=z
=
p
p!
β
p∑
i=1
1Δi(s, z)(p− 1)!
∏
j =i
H˜(Δj)
= β
p∑
i=1
1Δi(s, z)
∏
j =i
H˜(Δj).
Let us compute the norm of ξ in D1,2. Note that
‖f˜p‖2Ipα = E
[
β2
1
p!
p∏
j=1
α(Δj)
]
.
Hence
‖ξ‖2D1,2 = pp!‖f˜p‖2Ipα = pE
[
β2
p∏
j=1
α(Δj)
]
= p‖ξ‖2L2(Ω,F ,P).
We observe that if ξ ∈ Hp, p ≥ 1, then by the closability of D, [107, Lemma 21], and
Lemma 2.7.6 it follows that ξ ∈ D1,2 with
‖ξ‖D1,2 =
√
p‖ξ‖L2(Ω,F ,P) < ∞. (2.7.11)
Moreover, if β is Fα measurable we have Dβ = 0 by [107, Proposition 25].
Recall that L2(Ω,F ,P) = H =
∑∞
p=0⊕Hp (see Theorem 2.3.12).
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Proposition 2.7.7. If ξ ∈ H then ξ ∈ Da if and only if
∞∑
p=1
√
p‖ξp‖L2(Ω,F ,P) < ∞. (2.7.12)
Here ξ0, ξ1, ... is the orthogonal decomposition of ξ in the chaos expansion of Theorem 2.3.12.
Indeed we have ‖Daξ‖Da = ‖Dξ‖D1,2 =
∑∞
p=1
√
p‖ξp‖L2(Ω,F ,P).
Proof. This is a direct application of Lemma 2.7.2, Corollary 2.7.4 for Da and of Theorem
2.6.2, Lemma 2.7.6, and (2.7.10), for D.
We conclude that the spaces Da and D1,2 coincide but are not equal to the whole of
L2(Ω,F ,P), i.e.
Da = D1,2  L2(Ω,F ,P).
Moreover, we stress that for any ξ ∈ Da, there exists a sequence ξm,m = 1, 2 . . . , of ﬁnite sums
of α-multilinear forms approximating ξ. Then Daξm and Dξm are two identical converging
sequences by Lemma 2.7.2 and Lemma 2.7.6. These two sequences must have the same limit
in L2(Ω×X).
We summarize the above arguments into the following statement:
Theorem 2.7.8. The operators Da and D coincide, i.e. Da = D1,2 and
Daξ = Dξ in L2(Ω×X).
After the above result we can also interpret the operator Da as an alternative approach to
describe the Malliavin derivative which shows the anticipative dependence of the operator on
the information in a much more structural and explicit way than the classical approach via chaos
expansions of iterated integrals.
The following theorem is a Clark-Ocone type result which provides an alternative way to
compute the non-anticipating derivative in the integral representation of Theorem 2.5.1. Denote
E[Daξ|G] the stochastic process given by φ(s, z) = E[Das,zξ|Gs−], s ∈ [0, T ], z ∈ Z .
Theorem 2.7.9. For any ξ ∈ Da we have
E
[
Daξ
∣∣G] = E[Dξ∣∣G] = Dξ P× α a.e.
Proof. The ﬁrst equality follows from Theorem 2.7.8. Assume ξ ∈ Hp is a p-order α-multi-
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linear form, ξ = β
∏p
j=1 H˜(Δj). From (2.7.3),
E
[
Das,zξ
∣∣∣Gs−] = β p∑
i=1
E
[∏
j =i
H˜(Δj)
∣∣∣Gs−]1Δi(s, z)
= β
∑
1≤i≤p
Δi⊆Δ′
1Δi(s, z)
p∏
j =i
H˜(Δj ∩ [0, s)×Z)
= Ds,zξ
by comparing to (2.5.5). The set Δ′ is as described in (2.5.6). By approximation we obtain
the statement ﬁrst for the general ξ ∈ Hp and then for ξ ∈ H: ξ = limq→∞
∑q
p=0 ξp with
ξp ∈ Hp.
Corollary 2.7.10. For any ξ ∈ L2(Ω,F ,P) there exists a sequence ξq ∈ Da, q = 1, . . . such
that ξq → ξ in L2(Ω,F ,P) and
Dξq = E
[
Daξq|G
] −→ Dξ as q → ∞ in I.
Thus
ξ = E[ξ|Fα] + lim
q→∞
T∫
0
∫
Z
E
[
Das,zξq|Gs−
]
H˜(ds, dz)
with convergence in L2(Ω,F ,P).
Proof. Take ξq to be the projection of ξ on Hq =
∑q
p=0⊕Hp, this is ξq = E
[
ξ
∣∣Fα]+∑qp=1 ξp,
and apply Remark 2.5.2 and Theorem 2.7.9.
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Chapter 3
BSDEs for time-changed Lévy processes
and application to optimal control
Abstract
We study backward stochastic differential equations (BSDEs) for time-changed Lévy
noises when the time-change is independent of the Lévy process. We prove existence and
uniqueness of the solution and we obtain an explicit formula for linear BSDEs and a com-
parison principle. BSDEs naturally appear in control problems. Here we prove sufﬁcient
and necessary maximum principles for a general optimal control problem of a system driven
by a time-changed Lévy noise. As an application we solve the mean-variance portfolio se-
lection problem.
3.1 Introduction
We establish a framework for the study of backward stochastic differential equations (BSDEs)
driven by a conditional Brownian motion and a doubly stochastic Poisson random ﬁeld. Indeed
the structure of these noises can be strongly related to the corresponding time-changed Brown-
ian motion and the time-changed Poisson random measure when the time-change is independent
of the Brownian motion and Poisson ﬁeld.
In the framework of the non-anticipating integration for martingale random ﬁelds, we prove
the existence and uniqueness of the solution of a general BSDE of the form
Yt = ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz)
= ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
φs(0) dBs −
T∫
t
∫
R0
φs(z) H˜(ds, dz) (3.1.1)
where μ is the mixture of a conditional Brownian measure B on [0, T ] × {0} and a centered
doubly stochastic Poisson measure H˜ on [0, T ]× R0 (R0 := R \ {0}). Namely
μ(Δ) := B
(
Δ ∩ [0, T ]× {0})+ H˜(Δ ∩ [0, T ]× R0), (3.1.2)
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for any Borel measurable set Δ in [0, T ] × R. Moreover we speciﬁcally study linear BSDEs
achieving a closed form solution for the process Y and use this solution to obtain a comparison
theorem.
These results rely strongly on the stochastic integral representation of square integrable
random variables and martingales. In the language of time-change, we can formulate the result
as follows: Given the time-change processes ΛB and ΛH , the complete ﬁltered probability
space (Ω,F ,P,G) where G is the ﬁltration generated by μ and the whole of ΛB and ΛH , any
L2-martingale M can be represented as
Mt = M0 +
t∫
0
∫
R
φs(z)μ(ds, dz) (3.1.3)
where φ is proved to exist and M0 is a random element measurable with respect to ΛB and ΛH .
In Chapter 2 a detailed study on the structure of the spaces generated by the measure H˜ is
carried though achieving chaos decompositions via orthogonal polynomials and also integral
representation results of type (3.1.3) in which the integrand is given in closed form via the
non-anticipating stochastic derivative in ﬁrst place and then via Clark-Ocone type formulae
and anticipating stochastic derivatives. These results hold for very general choices of ΛH also
beyond the present paper. Here we give an alternative slimmer proof for representation (3.1.3)
which will provide only existence of the integrand φ. This is enough for the study of (3.1.1).
We remark that (3.1.3) shows that martingales M of the type considered do not have a (full)
predictable representation property as described in [22, 83, 93] since the initial valueM0 is not a
constant in general. Indeed the predictable representation property depends on the combination
of integrator and the information ﬂow. In [44, Theorem 2.2] it is proved that the predictable
property with respect to the class of random measures μ with independent values if and only if
μ is given as a mixture of Gaussian and centered Poisson random measures.
The integration and the representation results are developed with respect to the ﬁltration G,
the ﬁltration generated by μ and the entire history ofΛB andΛH . It is with respect toΛB andΛH
that H and B have conditionally independent increments. From the point of view of modeling
and applications G is not a natural choice of ﬁltration since it includes “anticipating informa-
tion”, the future values of ΛB and ΛH . However we can still apply our results in the problems
related to models where the reference ﬁltration is F, the smallest right-continuous ﬁltration to
which μ is adapted. Indeed we show sufﬁcient conditions for solving an optimal control prob-
lem with a classical performance functional for both G- and F-predictable controls. This is
achieved by projecting the results obtained for the G-predictable case onto the F-predictable
one.
The framework proposed based on speciﬁc integral representation underG is a novel frame-
work for problems related to time-changed processes. The work [77] considers BSDEs with
doubly stochastic Poisson processes, where the intensity of the doubly stochastic Poisson pro-
cess depends on a Brownian motion in a speciﬁc way. Our setting does not overlap with that of
[77] due to a different relationship between the noises considered. Our BSDE also differs from
another approach to BSDEs beyond Lévy processes, [24, 18, 86, 61, 73], where an extra martin-
gale N is inserted to the backward stochastic differential equation so that Y attains the terminal
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condition Yt = ξ and Y0 is a real number. BSDEs with random measures is discussed in [63]
assuming a martingale representation exist. We however prove the martingale representation
and explicitly link the random measures, the martingale representation, and the conditions on
the driver.
Taking a view towards applications we sketch some of the uses of the time-changed Lévy
processes in mathematical ﬁnance and the relevance of our BSDE-framework. This is not meant
as a comprehensive review. The time-changed Lévy processes occur in mathematical ﬁnance in
the modeling of asset prices as follows:
dSt = St
(∫
R
ψt(z)μ(ds, dz)
= St
(
ψt(0) dBt +
∫
R0
ψt(z) H˜(dst, dz)
)
S0 > 0. (3.1.4)
The well-known stochastic exponentiation model of [25, Section 4.3], where stocks are
modeled as time-changed pure jump Lévy processes, can be described in our terminology as
St = exp
{ t∫
0
∫
R0
z H˜(ds, dz)−
t∫
0
∫
R0
[
ez − 1− z]λHs ν(dz)ds} (3.1.5)
which in differential form is
dSt = St
(∫
R0
(
ez − 1) H˜(ds, dz)). (3.1.6)
Here the jump measure ν and time-change intensity λH determine the properties of S.
A popular class of stochastic volatility models with Brownian ﬁltrations including [8, 52,
54, 102] is
dSt = ρSt dt+ σStλ
B
t dW
(1)
t (3.1.7)
dλBt = M(λ
B
t ) dt+K(λ
B
t ) dW
(2)
t (3.1.8)
where M and K are real functions, ρ, σ ∈ R and W (1) and W (2) are Brownian motions. Here
S is the asset price and λB the stochastic volatility. Whenever W (1) and W (2) are independent,
Bt :=
∫ t
0
λBt dW
(1)
t is a conditional independent Brownian motion as in Deﬁnition 3.2.1 and our
framework applies.
In credit risk, the jump times of the doubly stochastic Poisson process are used to signify the
occurence of downwards abrupt price movements and default. A classical example [74] is the
case of an integer valued stochastic process Ht, t ∈ [0, T ], with ν(dz) = 1{z=1}(z) and λH
given. Then H˜t = Ht−ΛHt . The default time τ is the ﬁrst jump of H , i.e. τ = inft{H(t) > 0}.
This is then used to model bonds or derivatives of the form P1τ>T , where P is a random
variable, so that P1τ>T is a payoff which is received only if there is no default. An example of
53
type (3.1.4) is the zero coupon bond which can be modeled as
dSt = St
(
λHt dt− dH˜t
)
, S0 = 1, for t ≤ τ.
To the best of our knowledge, the present work is the ﬁrst to detail BSDEs for time-changed
Lévy processes in general form, which opens up for studies on risk measures and ﬁltration-
consistent expectations as in [49, 94] via our comparison theorem. Moreover we explicitly
treat general optimal control problems with time-changed Lévy processes, see e.g. (3.6.1), via
the present BSDE. Indeed the BSDE can be used to investigate mean-variance hedging, utility
maximization and optimal consumption problems for assets modeled as in (3.1.4) via Theorems
3.6.3 and 3.6.4. Utility maximization for time-changed Lévy processes is studied in [66, 67]
for the power utility. Mean-variance hedging (for stochastic volatility and credit risk) has been
discussed in terms of afﬁne models [69, 68] and with BSDEs for general semi-martingales
[18, 61, 73]. However [18] only consider continuous semi-martingales, [61] requires a system
of several BSDEs while [73] requires a martingale representation result which is not true in our
setting.
The present paper is organized as follows. In the next section the details about the noises
considered and the integration framework are set into place. Section 3.3 is dedicated to the
martingale representation type of result while Section 3.4 deals with existence and uniqueness
of the solution of the BSDEs (3.1.1). The study of explicit solutions of linear BSDEs and
their applications to prove a comparison theorem is given in Section 3.5. We show a sufﬁcient
maximum principle in Section 3.6 and a necessary maximum principle in Section 3.7. Finally
use the maximum principles in some optimal control problems in Section 3.8. There we study
expected utility of the ﬁnal wealth, for which we ﬁnd a characterization of the optimal portfolio,
and a mean-variance portfolio selection problem for which we give an explicit formula of the
optimal portfolio.
3.2 The framework
3.2.1 The random measures and their properties
Let (Ω,F ,P) be a complete probability space and X := [0, T ] × R, we will consider X =(
[0, T ]∪{0})∪ ([0, T ]×R0), where R0 = R \ {0} and T > 0. Denote BX the Borel σ-algebra
on X . Throughout this presentation Δ ⊂ X denotes an element Δ in BX .
Let λ := (λB, λH) be a two dimensional stochastic process such that each component λl,
l = B,H , satisﬁes
i) λlt ≥ 0 P-a.s. for all t ∈ [0, T ],
ii) limh→0 P
(∣∣λlt+h − λlt∣∣ ≥ ) = 0 for all  > 0 and almost all t ∈ [0, T ],
iii) E
[ ∫ T
0
λlt dt
]
< ∞,
We denote L as the space of all processes λ := (λB, λH) satisfying i)-ii)-iii) above.
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Deﬁne the random measure Λ on X by
Λ(Δ) :=
T∫
0
1{(t,0)∈Δ}(t)λBt dt+
T∫
0
∫
R0
1Δ(t, z) ν(dz)λ
H
t dt, (3.2.1)
as the mixture of measures on disjoint sets. Here ν is a deterministic, σ-ﬁnite measure on the
Borel sets of R0 satisfying ∫
R0
z2 ν(dz) < ∞.
We denote the σ-algebra generated by the values of Λ by FΛ. Furthermore, ΛH denotes the
restriction of Λ to [0, T ] × R0 and ΛB the restriction of Λ to [0, T ] × {0}. Hence Λ(Δ) =
ΛB(Δ ∩ [0, T ] × {0}) + ΛH(Δ ∩ [0, T ] × R0), Δ ⊆ X . Here below we introduce the noises
driving (3.1.1).
Deﬁnition 3.2.1. B is a signed random measure on the Borel sets of [0, T ]× {0} satisfying,
A1) P
(
B(Δ) ≤ x
∣∣∣FΛ) = P(B(Δ) ≤ x ∣∣∣ΛB(Δ)) = Φ( x√
ΛB(Δ)
)
, x ∈ R, Δ ⊆ [0, T ]×{0},
A2) B(Δ1) and B(Δ2) are conditionally independent given FΛ whenever Δ1 and Δ2 are
disjoint sets.
Here Φ stands for the cumulative probability distribution function of a standard normal random
variable.
H is a random measure on the Borel sets of [0, T ]× R0 satisfying
A3) P
(
H(Δ) = k
∣∣∣FΛ) = P(H(Δ) = k ∣∣∣ΛH(Δ)) = ΛH(Δ)kk! e−ΛH(Δ), k ∈ N, Δ ⊆ [0, T ] ×
R0,
A4) H(Δ1) and H(Δ2) are conditionally independent given FΛ whenever Δ1 and Δ2 are
disjoint sets.
Furthermore we assume that
A5) B and H are conditionally independent given FΛ.
Conditions A1) and A3) mean that conditional on Λ, B is a Gaussian random measure and
H is Poisson a random measure. In particular, if λB and λH are deterministic thenB is a Wiener
process and H is a Poisson random random measure.
We refer to [51] or [65] for the existence of conditional distributions as in Deﬁnition 3.2.1.
Let H˜ := H − ΛH be the signed random measure given by
H˜(Δ) = H(Δ)− ΛH(Δ), Δ ⊂ [0, T ]× R0.
Deﬁnition 3.2.2. We deﬁne the signed random measure μ on the Borel subsets of X by
μ(Δ) := B
(
Δ ∩ [0, T ]× {0}
)
+ H˜
(
Δ ∩ [0, T ]× R0
)
, Δ ⊆ X. (3.2.2)
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Clearly, from A1) we have that the conditional ﬁrst moment of B is E
[
B(Δ)
∣∣FΛ] = 0 and
from A3) the conditional ﬁrst moment ofH is E
[
H(Δ)
∣∣FΛ] = ΛH(Δ) so that E[H˜(Δ)∣∣FΛ] =
0. Thus
E
[
μ(Δ)
∣∣FΛ] = 0. (3.2.3)
The second conditional moments of B and H˜ are given by
E
[
B(Δ)2
∣∣FΛ] = ΛB(Δ),
E
[
H˜(Δ)2
∣∣FΛ] = ΛH(Δ).
By the conditional independence A2), A4) and A5) we have
E
[
μ(Δ)2
∣∣∣FΛ] = Λ(Δ)
and
E
[
μ(Δ1)μ(Δ2)
∣∣FΛ] = E[μ(Δ1)∣∣FΛ]E[μ(Δ2)∣∣FΛ] = 0 (3.2.4)
for Δ1 and Δ2 disjoint. Hence μ(Δ1) and μ(Δ2) are conditionally orthogonal.
The random measures B and H are related to a speciﬁc form of time-change for Brownian
motion and pure jump Lévy process. More speciﬁcally deﬁne Bt := B([0, t] × {0}), ΛBt :=∫ t
0
λBs ds, ηt :=
∫ t
0
∫
R0
z H˜(ds, dz) and ΛˆHt :=
∫ t
0
λHs ds, for t ∈ [0, T ].
We can immediately see the role that the time-change processes ΛB and ΛˆH play, studying
the characteristic function of B and η. In fact, from A1) and A3) we see that the conditional
characteristic functions of Bt and ηt are given by
E
[
eicBt
∣∣FΛ] = exp{ t∫
0
1
2
c2 λBs ds
}
= exp
{1
2
c2ΛBt
}
, c ∈ R (3.2.5)
E
[
eicηt
∣∣FΛ] = exp{ t∫
0
∫
R0
[
eicz − 1− icz] ν(dz)λHt dt}
= exp
{( ∫
R0
[
eicz − 1− icz] ν(dz)) ΛˆHt }, c ∈ R. (3.2.6)
Indeed there is a strong connection between the distributions of B and the Brownian motion
and between η and a centered pure jump Lévy process with the same jump behavior. The
relationship is based on a random distortion of the time scale. The following characterization is
due to [100, Theorem 3.1] (see also [51]).
Theorem 3.2.3. Let Wt, t ∈ [0, T ] be a Brownian motion and Nt, t ∈ [0, T ] be a centered pure
jump Lévy process with Levy measure ν. Assume that both W and N are independent of Λ.
Then B satisﬁes A1)-(3.2.5) and A2) if and only if, for any t ≥ 0,
Bt
d
= WΛBt ,
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and η satisﬁes A3)-(3.2.6) and A4) if and only if, for any t ≥ 0,
ηt
d
= NΛˆHt .
In addition, B is inﬁnitely divisible if ΛB is inﬁnitely divisible and η is inﬁnitely divisible if
ΛˆH is inﬁnitely divisible, see [7, Theorem 7.1].
3.2.2 Stochastic non-anticipating integration
Let us deﬁne Fμ = {Fμt , t ∈ [0, T ]} as the ﬁltration generated by μ(Δ), Δ ⊂ [0, t] × R. In
view of (3.2.2), A1), and A3) we can see, that for any t ∈ [0, T ],
Fμt = FBt ∨ FHt ∨ FΛt ,
where FBt is generated by B(Δ ∩ [0, T ]× {0}), FHt by H(Δ ∩ [0, T ]×R0), and FΛt by Λ(Δ),
Δ ∈ [0, t] × R. This is an application of [105, Theorem 1] and Theorem 2.2.8. Set F = {Ft,
t ∈ [0, T ]} where
Ft =
⋂
r>t
Fμr
Furthermore, we set G = {Gt, t ∈ [0, T ]} where Gt = Fμt ∨ FΛ. Remark that GT = FT ,
G0 = FΛ, while Fμ0 is trivial. From now on we set F = FT .
Lemma 3.2.4. The ﬁltration G is right-continouos.
Proof. This can be shown using classical arguments from the Lévy case (as in e.g. [5, Theorem
2.1.9]).
For Δ ⊂ (t, T ]× R, the conditional independence A2), A4) means that
E
[
μ(Δ)
∣∣Gt] = E[μ(Δ) ∣∣Ft ∨ FΛ] = E[μ(Δ) ∣∣FΛ] = 0. (3.2.7)
Thus μ has the martingale property with respect to G from (3.2.3). Hence μ is a martingale
random ﬁeld with respect to G in the sense of [38] since
• μ has a σ-ﬁnite variance measure
m(Δ) := E
[
μ(Δ)2] = E
[
Λ(Δ)],
• μ is G-adapted,
• μ has conditionally orthogonal values, if Δ1,Δ2 ⊂ (t, T ] × R such that Δ1 ∩ Δ2 = ∅
then, combining the arguments in (3.2.4) and (3.2.7),
E
[
μ(Δ1)μ(Δ2)
∣∣∣Gt] = E[μ(Δ1) ∣∣∣FΛ]E[μ(Δ2) ∣∣∣FΛ] = 0. (3.2.8)
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Denote I as the subspace of L2([0, T ]×R×Ω,BX × P,Λ× P) of the random ﬁelds admitting
a G-predictable modiﬁcation, in particular
‖φ‖I :=
(
E
[ T∫
0
φs(0)
2 λBs ds+
T∫
0
∫
R0
φs(z)
2 ν(dz)λHs ds
]) 1
2
< ∞. (3.2.9)
For any φ ∈ I we deﬁne the (Itô type) non-anticipative stochastic integral I : I ⇒ L2(Ω,F ,P)
by
I(φ) :=
T∫
0
φs(0) dBs +
T∫
0
∫
R0
φs(z) H˜(ds, dz).
We refer to [38] for details on the integration with respect to martingale random ﬁelds of the
type discussed here. In particular, I is a linear isometric operator:(
E
[
I(φ)2
]) 12
= ‖I(φ)‖L2(Ω,F ,P) = ‖φ‖I . (3.2.10)
Because of the structure of the ﬁltration considered we have:
Lemma 3.2.5. Consider ξ ∈ L2
(
Ω,FΛ,P) and φ ∈ I. Then
ξI(φ) = I(ξφ),
whenever either side of the equality exists as an element in L2
(
Ω,F ,P).
Proof. Assume that ξ is bounded and φ ∈ I is simple, i.e.
φs(z, ω) =
J∑
j=1
φj(ω)1Δj(s, z),
where, for j = 1, . . . J , we have Δj = (dj, uj]× Zj , 0 ≤ dj ≤ uj , Zj ⊆ R. Then
ξI(φ) = ξ
J∑
j=1
φjμ(Δj) =
J∑
j=1
ξφjμ(Δj) = I(ξφ),
where ξφj is Gdj -measurable since ξ is FΛ-measurable. The general case follows by taking
limits.
Remark 3.2.6. The random ﬁeld μ is also a martingale random ﬁeld with respect to F and
integration can be done as for G. However, results such as Lemma 3.2.5 and the forthcoming
representation would not hold. See also Remark 2.4.4.
3.3 Integral and martingale representation theorems
In this section we prove an integral representation theorem for a random variable
ξ ∈ L2(Ω,F ,P) in the setting described above. We freshly prove this result here for the sake of
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completeness. There are other similar results in the literature available. We refer for example
to [58, Theorem III.4.34]. See Remark 3.3.4 for further details.
Recall that GT = FT . Here we remark that FT = σ{μ(Δ), Δ ⊆ X} = σ{I(φ), φ ∈ I}
(indeed μ(Δ) = I(1Δ)). Denote K := {φ ∈ I
∣∣φ is FΛ-measurable, φ1R0 is bounded a.e., and∫ T
0
∫
R
φs(z)
2 Λ(ds, dz) is a bounded random variable}.
Lemma 3.3.1. For any φ ∈ K we have
exp{I(φ)} ∈ L2(Ω,F ,P), and
exp{I(φ)}
E
[
exp{I(φ)}∣∣FΛ] ∈ L2(Ω,F ,P).
Furthermore, the random variables {eI(φ), φ ∈ K} form a total subset of L2(Ω,F ,P).
Proof. The ﬁrst claim is proved in [107, Lemma 6], the second can be shown using arguments
as in the proofs of [107, Lemmas 4 and 6]. The last claim is proved in [107, Lemma 9].
Lemma 3.3.2. Assume φ ∈ K. Deﬁne, for t ∈ [0, T ],
ζt = exp
{ t∫
0
φs(0) dBs +
t∫
0
∫
R0
φs(z) H˜(ds, dz)
}
.
Then the following representation holds:
ζT = E
[
ζT
∣∣FΛ]+ T∫
0
[
E
[ζT
ζs
∣∣FΛ]ζsφs(0)] dBs
+
T∫
0
∫
R0
[
E
[ζT
ζs
∣∣FΛ]ζs(eφs(z) − 1)] H˜(ds, dz). (3.3.1)
Note that the integrands in (3.3.1) are G-predictable.
Proof. Let
Yt =
ζt
E
[
ζt
∣∣FΛ] (3.3.2)
= exp
{ t∫
0
φs(0) dBs +
t∫
0
∫
R0
φs(z) H˜(ds, dz)−
t∫
0
1
2
φs(0)
2 λBs ds
−
t∫
0
∫
R0
[
eφs(z) − 1− φs(z)
]
ν(dz)λHs ds
}
.
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Note that both Yt and ζt are elements of L2(Ω,F ,P) by Lemma 3.3.1. By Itô’s formula
dYt = Yt
(
φt(0) dBt +
∫
R0
(
eφt(z) − 1) H˜(dt, dz)), (3.3.3)
Y0 = 1.
Combining (3.3.2) and (3.3.3) the above equalities yield
ζT = E
[
ζT
∣∣FΛ]YT
= E
[
ζT
∣∣FΛ](1 + T∫
0
Ysφs(0) dBs +
T∫
0
∫
R0
Ys
(
eφs(z) − 1) H˜(ds, dz))
= E
[
ζT
∣∣FΛ]+ T∫
0
E
[
ζT
∣∣FΛ]Ysφs(0) dBs
+
T∫
0
∫
R0
[
E
[
ζT
∣∣FΛ]Ys(eφs(z) − 1)] H˜(ds, dz)
= E
[
ζT
∣∣FΛ]+ T∫
0
E
[ζT
ζs
∣∣FΛ]ζsφs(0) dBs
+
T∫
0
∫
R0
[
E
[ζT
ζs
∣∣FΛ]ζs(eφs(z) − 1)] H˜(ds, dz)
where we used Lemma 3.2.5 and the equations
YsE
[
ζT
∣∣FΛ] = YsE[ζs ∣∣FΛ]E[ζT
ζs
∣∣FΛ] = ζsE[ζT
ζs
∣∣FΛ].
Theorem 3.3.3. Assume ξ ∈ L2
(
Ω,F ,P). Then there exists a unique φ ∈ I such that
ξ = E
[
ξ
∣∣FΛ]+ T∫
0
∫
R
φs(z)μ(ds, dz). (3.3.4)
Note that the two summands in (3.3.4) are orthogonal. Here E[ξ |FΛ] represents the stochastic
component of ξ which cannot be recovered by integration on μ.
Proof. At ﬁrst let ξ = ζ(T ), where
ζ(T ) = exp
{ T∫
0
∫
R
κs(z)μ(ds, dz)
}
.
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From Lemma 3.3.2 the representation (3.3.4) holds in this case.
Consider a general ξ ∈ L2
(
Ω,F ,P). Then ξ can be approximated by a sequence of linear
combinations of the form (3.3.4) by Lemma 3.3.1. Let {ξn}n≥1 be such a sequence. Then, by
(3.2.10), we have
E
[(
ξn − ξm
)2]
= E
[(
E
[
ξn − ξm
∣∣FΛ])2 + T∫
0
∫
R
(
φ(n)s (z)− φ(m)s (z)
)2
Λ(ds, dz)
]
.
Thus {φ(n)}n≥1 is a Cauchy-sequence in I, which proves existence. To prove uniqueness,
suppose
ξ = E
[
ξ
∣∣FΛ]+ T∫
0
∫
R
φs(z)μ(ds, dz)
= E
[
ξ
∣∣FΛ]+ T∫
0
∫
R
ψs(z)μ(ds, dz).
Then, using (3.2.10), E
[ ∫ T
0
∫
R
(
φs(z)− ψs(z)
)2
Λ(ds, dz)
]
= 0.
Remark 3.3.4. We have here chosen to prove the above result using classical arguments well
established for integrators as the Brownian motion, see e.g. [85, Section 4] and the Poisson
random measure, see e.g. [79]. The existence of such a representation is a topic of [58, Chapter
3]. There the result is obtained after a discussion on the solution of the martingale problem (see
[58, Chapter 3]).
In Chapter 2 we have instead proven this result for H˜ using orthogonal polynomials and we
have derived an explicit formula for the integrand φ using the non-anticipating derivative, see
Theorem 2.5.1. This result holds for more general choices of ΛH , but requires an assumption
on the moments of H˜ .
There are other related results in the literature. In [107, Proposition 41] the same represen-
tation is proved for a class of Malliavin differentiable random variables (à la Clark-Ocone type
results).
If FHT -measurable ξ are considered then representation is given in the general context of
(marked) point processes, see for instance [21, Theorem 4.12 and 8.8] or [31, 19, 55]. Our
result differs in the choice of ﬁltration, which also leads to slightly different integrals. In [21,
31, 19, 55] the integrator in the representation theorem are given by H − ϑ where ϑ is FH-
predictable compensator of H . Our ΛH is not FH-predictable.
Theorem 3.3.5. Assume Mt, t ∈ [0, T ], is a G-martingale. Then there exists a unique φ ∈ I
such that
Mt = E
[
MT
∣∣FΛ]+ t∫
0
∫
R
φs(z)μ(ds, dz), t ∈ [0, T ].
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Proof. The proof follows classical arguments as in [85, Theorem 4.3.4] using Theorem 3.3.3.
3.4 BSDE: Existence and uniqueness of the solution
Hereafter we tackle directly the question of existence and uniqueness of the solution of (3.1.1):
Yt = ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz), t ∈ [0, T ].
Indeed for the given terminal condition ξ and driver (or generator) g, a solution is given by the
couple of G-adapted processes (Y, φ) on (Ω,F ,P) satisfying the equation above. In the sequel
we characterize explicitly the functional spaces in use and the elements of the BSDE to obtain
a solution. In the following section we study explicitly the case when the driver g is linear.
Let S be the space of G-adapted stochastic processes Y (t, ω), t ∈ [0, T ], ω ∈ Ω, such that
‖Y ‖S :=
√
E
[
sup
0≤t≤T
|Yt|2
]
< ∞,
and HG2 be the space of G-predictable stochastic processes f(t, ω), t ∈ [0, T ], ω ∈ Ω, such that
E
[ T∫
0
f 2s ds
]
< ∞.
Recall the deﬁnition of I in (3.2.9) and denote Φ the space of functions φ : R → R such that
|φ(0)|2 +
∫
R0
φ(z)2 ν(dz) < ∞. (3.4.1)
Deﬁnition 3.4.1. We say that (ξ, g) are standard parameters when ξ ∈ L2
(
Ω,F ,P) and g :
[0, T ]× [0,∞)2 × R× Φ× Ω → R such that g satisﬁes (for some Kg > 0)
g·(λ, Y, φ, ·)is G-adapted for all λ ∈ L, Y ∈ S, φ ∈ I, (3.4.2)
g·(λ·, 0, 0, ·) ∈ HG2 , for all λ ∈ L (3.4.3)∣∣gt((λB, λH), y1, φ(1))− gt((λB, λH), y2, φ(2))∣∣ ≤ Kg(∣∣y1 − y2∣∣
+
∣∣φ(1)(0)− φ(2)(0)∣∣√λB +√√√√∫
R0
|φ(1)(z)− φ(2)(z)|2 ν(dz)
√
λH
)
,
(3.4.4)
for all (λB, λH) ∈ [0,∞)2, y1, y2 ∈ R, and φ(1), φ(2) ∈ Φ dt× dP a.e.
We recall the fundamental inequality (a1 + a2 + · · · + an)2 ≤ n(a21 + a22 + . . . a2n), for any
n ∈ N and a1, a2, . . . , an ∈ R, playing an important role in the technical lemmas below.
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Lemma 3.4.2. Consider (Y, φ), (U, ψ) ∈ S × I. Let g : [0, T ] × [0,∞)2 × R × Φ × Ω → R
satisfy (3.4.3) and (3.4.4). Then, for any t ∈ [0, T ], we have
E
[( T∫
t
gs(λs, Ys, φs)− gs(λs, Us, ψs) ds
)2]
≤ 3K2g (T − t)
E
[
(T − t) sup
t≤r≤T
|Yr − Ur|2 +
T∫
t
∫
R
|φs(z)− ψs(z)|2Λ(ds, dz)
]
(3.4.5)
and
E
[( T∫
t
∣∣∣gs(λs, Us, ψs)∣∣∣ ds)2] ≤ (T − t)E[2 T∫
t
|gs(λs, 0, 0)|2 ds
+ 6K2g
(
(T − t) sup
t≤r≤T
|Ur|2 +
T∫
t
∫
R
|ψs(z)|2 Λ(ds, dz)
)]
. (3.4.6)
Proof. Let t ∈ [0, T ]. Inequality (3.4.5) follows from the Lipschitz conditions (3.4.4):
E
[( T∫
t
gs(λs, Ys, φs)− gs(λs, Us, ψs) ds
)2]
≤ K2g E
[ ( T∫
t
|Ys − Us|+ |φs(0)− ψs(0)|
√
λBs
+
√√√√∫
R0
∣∣φs(z)− ψs(z)∣∣2 ν(dz)√λHs ds)2]
≤ 3K2g (T − t)E
[ T∫
t
∣∣Ys − Us∣∣2 + ∣∣φs(0)− ψs(0)∣∣2λBs
+
∫
R0
∣∣φs(z)− ψs(z)∣∣2 ν(dz)λHs ds]
≤ 3K2g (T − t)E
[
(T − t) sup
t≤r≤T
∣∣Yr − Ur∣∣2
+
T∫
t
∫
R
∣∣φs(z)− ψs(z)∣∣2 Λ(ds, dz)].
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For inequality (3.4.6) we have
E
[( T∫
t
∣∣∣gs(λs, Us, ψs)∣∣∣ ds)2]
≤ (T − t)E
[ T∫
t
∣∣gs(λs, Us, ψs)∣∣2 ds]
≤ (T − t)E
[ T∫
t
(∣∣∣gs(λs, 0, 0)∣∣∣+ ∣∣∣gs(λs, Us, ψs)− gs(λs, 0, 0)∣∣∣)2 ds]
≤ 2(T − t)E
[ T∫
t
∣∣∣gs(λs, 0, 0)∣∣∣2 + ∣∣∣gs(λs, Us, ψs)− gs(λs, 0, 0)∣∣∣2 ds]
The result now follows from (3.4.4) by proceeding as in the proof of (3.4.5) above.
Lemma 3.4.3. Consider U ∈ S, ψ, φ ∈ I and let (ξ, g) be standard parameters. Deﬁne a
stochastic process Yt, t ∈ [0, T ], by
Yt = ξ +
T∫
t
gs
(
λs, Us, ψs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz). (3.4.7)
Then Y ∈ S. In particular we have
E
[
sup
t≤r≤T
|Yr|2
]
≤ E
[
3ξ2 + 3
( T∫
t
∣∣∣gs(λs, Us, ψs)∣∣∣ ds)2
+ 30
T∫
t
∫
R
|φs(z)|2 Λ(ds, dz)
]
. (3.4.8)
Proof. Directly from (3.4.7), taking the square, we have
|Yt|2 ≤ 3ξ2 + 3
( T∫
t
∣∣∣gs(λs, Us, ψs)∣∣∣ds)2 + 3( T∫
t
∫
R
φs(z)μ(ds, dz)
)2
.
In the next step we take the supremum and obtain
E
[
sup
t≤r≤T
|Yr|2
]
≤ E
[
3ξ2 + 3
( T∫
t
∣∣gs(λs, Us, ψs)∣∣ ds)2]
+ E
[
sup
t≤r≤T
3
( T∫
r
∫
R
φs(z)μ(ds, dz)
)2]
.
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We have
E
[
sup
t≤r≤T
( T∫
r
∫
R
φs(z)μ(ds, dz)
)2]
= E
[
sup
t≤r≤T
( T∫
t
∫
R
φs(z)μ(ds, dz)−
r∫
t
∫
R
φs(z)μ(ds, dz)
)2]
≤ E
[
2
( T∫
t
∫
R
φs(z)μ(ds, dz)
)2
+ 2 sup
t≤r≤T
( r∫
t
∫
R
φs(z)μ(ds, dz)
)2]
≤ 10E
[ T∫
t
∫
R
φs(z)
2 Λ(ds, dz)
]
by application of Doob’s martingale inequality, see e.g. [5, Theorem 2.1.5]. Equation (3.4.8)
follows, and we conclude that Y ∈ S by (3.4.6).
Now let (g, ξ) be standard parameters. Deﬁne the mapping
Θ : S × I → S × I, Θ(U, ψ) := (Y, φ) (3.4.9)
as follows. The component φ is given by Theorem 3.3.5 as the unique element in I that provides
the stochastic integral representation
Mt = M0 +
t∫
0
∫
R
φs(z)μ(ds, dz), t ∈ [0, T ],
of the martingale
Mt = E
[
ξ +
T∫
0
gs
(
λs, Us, ψs
)
ds
∣∣Gt], t ∈ [0, T ].
Note that M0 = E
[
ξ +
∫ T
0
gs
(
λs, Us, ψs
)
ds
∣∣FΛ]. The component Y in (3.4.9) is deﬁned by
Yt = E
[
ξ +
T∫
t
gs(λs, Us, ψs) ds
∣∣∣Gt], t ∈ [0, T ]. (3.4.10)
65
Note that
Yt = Mt −
t∫
0
gs(λs, Us, ψs) ds
= M0 +
t∫
0
∫
R
φs(z)μ(ds, dz)−
t∫
0
gs(λs, Us, ψs) ds.
Since YT = ξ, we also have Yt = ξ − YT + Yt so that
Yt = ξ +
T∫
t
gs
(
λs, Us, ψs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz). (3.4.11)
Hence Y ∈ S by Lemma 3.4.3 and the mapping (3.4.9) is well-deﬁned.
We use the mapping Θ to prove that the BSDE of type (3.1.1) admits a unique solution for
the given standard parameters (ξ, g).
Lemma 3.4.4. Let (U (1), ψ(1)), (U (2), ψ(2)) ∈ S × I and deﬁne (Y (1), φ(1)) = Θ(U (1), ψ(1))
and (Y (2), φ(2)) = Θ(U (2), ψ(2)). Set U¯ = U (1) − U (2), ψ¯ = ψ(1) − ψ(2), Y¯ = Y (1) − Y (2) and
φ¯ = φ(1) − φ(2). There exists a K > 0 such that
E
[
sup
t≤r≤T
∣∣Y¯r∣∣2 + T∫
t
∫
R
∣∣φ¯s(z)∣∣2 Λ(ds, dz)]
≤ K(T − t)E
[
(T − t) sup
t≤r≤T
∣∣U¯r∣∣2 + T∫
t
∫
R
∣∣ψ¯s(z)∣∣2 Λ(ds, dz)], t ∈ [0, T ]. (3.4.12)
Proof. From (3.4.11), for any t ∈ [0, T ], we have
Y¯t =
T∫
t
gs(λs, U
(1)
s , ψ
(1)
s ) ds−
T∫
t
gs(λs, U
(2)
s , ψ
(2)
s ) ds
−
T∫
t
∫
R
φ¯s(z)μ(ds, dz).
Since
E
[
Y¯t
T∫
t
∫
R
φ¯s(z)μ(ds, dz)
]
= E
[
Y¯t E
[ T∫
t
∫
R
φ¯s(z)μ(ds, dz)
∣∣Gt]] = 0,
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we have
E
[(
Y¯t +
T∫
t
∫
R
φ¯s(z)μ(ds, dz)
)2]
= E
[∣∣Y¯t∣∣2 + T∫
t
∫
R
∣∣φ¯s(z)∣∣2 Λ(ds, dz)]
= E
[( T∫
t
gs(λs, U
(1)
s , ψ
(1)
s ) ds−
T∫
t
gs(λs, U
(2)
s , ψ
(2)
s ) ds
)2]
. (3.4.13)
We apply (3.4.5) and obtain
E
[ T∫
t
∫
R
∣∣φ¯s(z)∣∣2 Λ(ds, dz)] ≤ E[∣∣Y¯t∣∣2 + T∫
t
∫
R
∣∣φ¯s(z)∣∣2 Λ(ds, dz)]
≤ 3K2g (T − t)E
[
(T − t) sup
t≤r≤T
∣∣U¯r∣∣2 + T∫
t
∫
R
∣∣ψ¯s(z)∣∣2 Λ(ds, dz)]. (3.4.14)
By (3.4.5), (3.4.8) and (3.4.14) we have
E
[
sup
t≤r≤T
|Y¯r|2
]
≤ E
[
0 + 3
( T∫
t
∣∣∣gs(λs, U (1)s , ψ(1)s )− gs(λs, U (2)s , ψ(2)s )∣∣∣ds)2
+ 30
( T∫
t
∫
R
|φ¯s(z)|2 Λ(ds, dz)
)]
≤
(
9 + 90
)
K2g (T − t)2E
[
sup
t≤r≤T
|U¯r(z)|2
]
+ (9 + 90)K2g (T − t)E
[ T∫
t
∫
R
|ψ¯s(z)|2 Λ(ds, dz)
]
. (3.4.15)
Combining (3.4.15) and (3.4.14) gives (3.4.12).
The existence and uniqueness for the BSDE now follow from the above estimates:
Theorem 3.4.5. Let (g, ξ) be standard parameters. Then there exists a unique couple (Y, φ) ∈
S × I such that
Yt = ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz)
= ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
φs(0) dBs −
T∫
t
∫
R0
φs(z) H˜(ds, dz). (3.4.16)
Proof. Let K be as in (3.4.12). Choose t1 ∈ [0, T ) such that max
{
K(T − t1)2, K(T −
t1)
}
< 1. Denote S(u, v) as the space consisting of the elements of S equipped with the
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norm ‖Y ‖2S(u,v) = E
[
supu≤r≤v |Yr|2
]
and I(u, v) as the space of the elements of I equipped
with the norm ‖φ‖2I(u,v) = E[
∫ v
u
∫
R
|φs(z)|2 Λ(ds, dz)]. From (3.4.12), Θ is a contraction on
S(t1, T ) × I(t1, T ), and thus there exists a unique (Y (1), φ(1)) ∈ S(t1, T ) × I(t1, T ) such that
Θ(Y (1), φ(1)) = (Y (1), φ(1)) on [t1, T ], i.e.
Y
(1)
t = ξ +
T∫
t
gs
(
λs, Y
(1)
s , φ
(1)
s
)
ds−
T∫
t
∫
R
φ(1)s (z)μ(ds, dz), t ∈ [t1, T ]
Take t2 ∈ [0, t1) so that max
{
K(t1 − t2)2, K(t1 − t2)
}
< 1. Next, φ˜ ∈ I(t2, t1) is given
by Theorem 3.3.5, which is depending on U˜ and ψ˜, i.e.
E
[
Y
(1)
t1 +
t1∫
0
gs(λs, U˜s, ψ˜s) ds
∣∣∣Gt] = E[Y (1)t + t1∫
0
gs(λs, U˜s, ψ˜s) ds
∣∣∣Gt2]
+
t∫
t2
∫
R
φ˜s(z)μ(ds, dz), t ∈ [t2, t1],
In addition, Y˜t is deﬁned as
Y˜t = E
[
Y
(1)
t1 +
t1∫
t
gs(λs, U˜s, ψ˜s) ds
∣∣∣Gt], t ∈ [t2, t1].
Then, Θ˜ can be deﬁned by Θ˜(U˜ , ψ˜) = (Y˜ , φ˜) for (U˜ , ψ˜) ∈ S(t2, t1)× I(t2, t1).
Following the same arguments as above we conclude that Θ˜ is a contraction on S(t2, t1) ×
I(t2, t1) so that there exists a unique element (Y (2), φ(2)) ∈ S(t2, t1) × I(t2, t1) such that
(Y (2), φ(2)) = Θ˜(Y (2), φ(2)). Then we have
Y
(2)
t = Y
(1)
t1 +
t1∫
t
gs
(
λs, Y
(2)
s , φ
(2)
s
)
ds−
t1∫
t
∫
R
φ(2)s (z)μ(ds, dz), t ∈ [t2, t1]. (3.4.17)
Now consider
Yt = Y
(1)
t 1t1<t≤T (t) + Y
(2)
t 1t2<t≤t1(t), t ∈ [t2, T ],
φt = φ
(1)
t 1t1<t≤T (t) + φ
(2)
t 1t2<t≤t1(t), t ∈ [t2, T ]. (3.4.18)
We can see that
Yt = ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz), for t ∈ [t2, T ]. (3.4.19)
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In fact, clearly (3.4.19) holds for t ∈ [t1, T ]. Assume t ∈ (t2, t1], then
Yt = Y
(1)
t1 +
t1∫
t
gs
(
λs, Y
(2)
s , φs
)
ds−
t1∫
t
∫
R
φ(2)s (z)μ(ds, dz)
= ξ +
T∫
t1
gs
(
λs, Y
(1)
s , φs
)
ds−
T∫
t1
∫
R
φ(1)s (z)μ(ds, dz)
+
t1∫
t
gs
(
λs, Y
(2)
s , φs
)
ds−
t1∫
t
∫
R
φ(2)s (z)μ(ds, dz)
= ξ +
T∫
t
gs
(
λs, Ys, φs
)
ds−
T∫
t
∫
R
φs(z)μ(ds, dz).
Proceed iteratively. Eventually, there is a step n such thatmax
{
K(tn−tn+1)2, K(tn−tn+1)
}
<
1 for tn+1 = 0 (here t0 = T ). Then we conclude and have found a (unique) couple (Y, φ) ∈
S(0, T )× I(0, T ) = S × I such that (3.4.16) holds.
Remark 3.4.6. The initial point Y0 of the solution Y is not necessarily a (deterministic) con-
stant. From the deﬁnition ofG and (3.4.10), we see that Y0 is a square integrableFΛ-measurable
random variable. To be speciﬁc we have:
Y0 = E
[
ξ +
T∫
0
gs(λs, Ys, φs) ds
∣∣∣FΛ].
3.5 Linear BSDEs and a comparison theorem
In the case of a linear driver the BSDE with Brownian motion or Lévy processes have an explicit
representation. A similar representation holds in our case.
Theorem 3.5.1. Assume we have the following BSDE:
−dYt =
[
AtYt + Ct + Et(0)φt(0)
√
λBt +
∫
R0
Et(z)φt(z) ν(dz)
√
λHt
]
dt
− φt(0) dBt −
∫
R0
φt(z) H˜(dt, dz), YT = ξ, (3.5.1)
where the coefﬁcients satisfy
i) A is a bounded stochastic process, there exists KA > 0 such that |At| ≤ KA for all
t ∈ [0, T ] P-a.s.,
ii) C ∈ HG2 ,
iii) E ∈ I,
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iv) There exists KE > 0 such that 0 ≤ Et(z) < KEz for z ∈ R0, and |Et(0)| < KE
dt× dP-a.e.
Then (3.5.1) has a unique solution (Y, φ) in S × I and Y has representation
Yt = E
[
ξΓT (t) +
T∫
t
Γs(t)Cs ds
∣∣∣Gt], t ∈ [0, T ],
where
Γs(t) = exp
{ s∫
t
Au − 1
2
Eu(0)
21{λBu =0} du+
s∫
t
Eu(0)
1{λBu =0}√
λBu
dBu
+
s∫
t
∫
R0
[
ln
(
1 + Eu(z)
1{λHu =0}√
λHu
)− Eu(z)1{λHu =0}√
λHu
]
ν(dz)λHu du
+
s∫
t
∫
R0
ln
(
1 + Eu(z)
1{λHu =0}√
λHu
)
H˜(du, dz)
}
.
Note that Γs(t) =
Γs(0)
Γt(0)
.
Proof. The proof follows classical arguments, see e.g. [89, Theorem 6.2.2]. Condition (3.4.3)
is guaranteed by ii). From Hölder’s inequality∫
R0
|Et(z)φt(z)| ν(dz)
√
λHt ≤
√√√√∫
R0
E2t (z) ν(dz)
√√√√∫
R0
φ2t (z) ν(dz)
√
λHt
≤ KE
√√√√∫
R0
z2 ν(dz)
√√√√∫
R0
φ2t (z) ν(dz)
√
λHt , (3.5.2)
so from i) and iv) we obtain (3.4.4). It follows from Theorem 3.4.5 that (3.5.1) has a unique
solution (Y, φ) ∈ S × I.
Denote Γt = Γt(0). We have Γ0 = 1 and Itô’s formula gives us
dΓt = Γt
(
At dt+ Et(0)
1{λBt =0}√
λBt
dBt +
∫
R0
Et(z)
1{λHt =0}√
λHt
H˜(dt, dz)
)
. (3.5.3)
Starting from (3.5.3),
E
[
|Γt|2
]
≤ 4E
[
1 +
( t∫
0
ΓsAs ds
)2
+
( t∫
0
ΓsEs(0)
1{λBs =0}√
λBs
dBs
)2
+
( t∫
0
∫
R0
ΓsEs(z)
1{λHs =0}√
λHs
H˜(ds, dz)
)2]
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≤ 4E
[
1 + T
t∫
0
|Γs|2A2s ds+
t∫
0
|ΓsEs(0)|2 ds
+
t∫
0
∫
R0
|Γs|2K2Ez2 ν(dz) ds
]
≤ KΓE
[
1 +
t∫
0
|Γs|2 ds
]
for some KΓ > 0, since A and E(0) are bounded and z2 is integrable with respect to ν. We
conclude that Γt ∈ L2(Ω,F ,P) for all t ∈ [0, T ] by Gronwall’s inequality. By Itô’s formula we
have
d(YtΓt) = Γt
([− AtYt − Ct − Et(0)φt(0)√λBt ] dt+ φt(0) dBt
−
∫
R0
Et(z)φt(z) ν(dz)
√
λHt dt+
∫
R0
φt(z) H˜(dt, dz)
)
+ YtΓt
(
At dt+ Et(0)
1{λBt =0}√
λBt
dBt +
∫
R0
Et(z)
1{λHt =0}√
λHt
H˜(dt, dz)
)
+ Γt
(
Et(0)φt(0)
1{λBt =0}√
λBt
λBt dt+
∫
R0
Et(z)φt(z)
1{λHt =0}√
λHt
H(dt, dz)
)
= − ΓtCt dt+
[
Γtφt(0) + YtEt(0)
1{λBt =0}√
λBt
]
dBt +
∫
R0
[
φt(z)Γt
+ YtΓtEt(z)
1{λHt =0}√
λHt
+ Γtφt(z)Et(z)
1{λHt =0}√
λHt
]
H˜(dt, dz).
(3.5.4)
Hence YtΓt +
∫ t
0
ΓsCs ds, t ∈ [0, T ], is a G-martingale so that
YtΓt +
t∫
0
ΓsCs ds = E
[
YTΓT +
T∫
0
ΓsCs ds
∣∣∣Gt]
YtΓt = E
[
ξΓT +
T∫
t
ΓsCs ds
∣∣∣Gt]
Yt = E
[
ξΓtT +
T∫
t
Γs(t)Cs ds
∣∣∣Gt].
(Recall that Γs(t) = ΓsΓt ).
Theorem 3.5.2. Let (g(1), ξ(1)) and (g(2), ξ(2)) be two sets of standard parameters for the BSDEs
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with solutions (Y (1), φ(1)), (Y (2), φ(2)) ∈ S × I. Assume that
g
(2)
t (λ, y, φ, ω) = ft
(
y, φ(0)κt(0)
√
λB,
∫
R0
φ(z)κt(z) ν(dz)
√
λH , ω
)
where κ ∈ I satisﬁes condition iv) from Theorem 3.5.1 and f is a function f : [0, T ]×R×R×
R× Ω → R which satisﬁes, for some Kf > 0,
|ft(y, b, h)− ft(y′, b′, h′)| ≤ Kf
(
|y − y′|+ |b− b′|+ |h− h′|
)
, (3.5.5)
dt× dP a.e. and
E
[ T∫
0
|ft(0, 0, 0)|2 dt
]
< ∞.
If ξ(1) ≤ ξ(2) P-a.s. and g(1)s (λs, Y (1)s , φ(1)s ) ≤ g(2)s (λs, Y (1)s , φ(1)s ) dt× dP-a.e., then
Y
(1)
t ≤ Y (2)t dt× dP-a.e.
It can be shown that g(2) does indeed satisfy conditions (3.4.2)-(3.4.3)-(3.4.4) in Deﬁnition
3.4.1, recall in particular (3.5.2).
Proof. Deﬁne Y¯t := Y
(2)
t − Y (1)t , φ¯t := φ(2)t − φ(1)t ,
φ
(2,H)
t (z) := φ
(2)
t 1{z =0} + φ
(1)
t 1{z=0},
φ
(2,B)
t (z) := φ
(2)
t 1{z=0} + φ
(1)
t 1{z =0},
and
Ct := g
(2)
t (λt, Y
(1)
t , φ
(1)
t )− g(1)t (λt, Y (1)t , φ(1)t ),
At :=
g
(2)
t (λt, Y
(2)
t , φ
(1)
t )− g(2)t (λt, Y (1)t , φ(1)t )
Y¯t
1{Y¯t =0},
Dt :=
g
(2)
t (λt, Y
(2)
t , φ
(2,H)
t )− g(2)t (λt, Y (2)t , φ(1)t )∫
R0
κt(z)φ¯t(z) ν(dz)
√
λHt
1{ ∫
R0
κt(z)φ¯t(z) ν(dz)
√
λHt =0}
,
Ft :=
g
(2)
t (λt, Y
(2)
t , φ
(2,B)
t )− g(2)t (λt, Y (2)t , φ(1)t )
κt(0)φ¯t(0)
√
λBt
1{κt(0)φ¯t(0)
√
λBt =0}
.
Then
−dY¯t =
[
AtY¯t + Ct + Ftκt(0)φ¯t(0)
√
λBt +Dt
∫
R0
κt(z)φ¯t(z) ν(dz)
√
λHt
]
dt
− φ¯t(0) dBt −
∫
R0
φ¯t(z) H˜(dt, dz),
Y¯T = ξ2 − ξ1. (3.5.6)
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The processes A, D and F are bounded due to the Lipschitz condition (3.5.5), and C ∈ HG2
since it is a difference of functions in HG2 . It follows that Fκ(0) +Dκ(z)1R0(z) satisﬁes iv) in
Theorem 3.5.1.
Thus the assumptions of Theorem 3.5.1 are satisﬁed. The BSDE in (3.5.6) has solution
Y¯t = E
[
ξ¯ΓtT +
T∫
t
Γs(t)Cs ds
∣∣∣Gt]
which is positive a.s. since ξ¯, Γ and C are all positive a.s.
3.6 Sufﬁcient stochastic maximum principle
Here we show an application of the BSDE, proving sufﬁcient conditions for an optimal control
problem with both G and F-predictable controls. This problem cannot be solved with dynamic
programming methods since the state process is, in general, not Markovian. We consider the
optimization problem associated to the performance functional
J(u) = E
[ T∫
0
ft(λt, ut, Xt) dt+ l(XT )
]
, (3.6.1)
where l(x, ω), x ∈ R, ω ∈ Ω is a stochastic function concave and differentiable in x a.s.
and ft(λ, u, x, ω), t ∈ [0, T ], λ ∈ [0,∞)2, u ∈ U , x ∈ R, ω ∈ Ω is a stochastic function
differentiable in x a.s. Here U ⊆ R is a closed, convex set. The state process Xt, t ∈ [0, T ], has
the form
dXt = bt(λt, ut, Xt) dt+
∫
R
κt(z, λt, ut, Xt)μ(dt, dz), (3.6.2)
X0 ∈ R,
where bt(λ, u, x, ω) and κt(z, λ, u, x, ω), t ∈ [0, T ], λ ∈ [0,∞)2, z ∈ R, u ∈ U , x ∈ R, ω ∈ Ω
are F-adapted stochastic processes differentiable in x a.s. We denote these derivatives ∂b
∂x
and
∂κ
∂x
respectively. The stochastic process ut, t ∈ [0, T ], is the control. We have the following
deﬁnition
Deﬁnition 3.6.1. The admissible controls are càglàd stochastic processes u : [0, T ]× Ω → U ,
such that X (3.6.2) has a unique strong solution,
E
[ T∫
0
|ft(λt, ut, Xt)|2 dt+ |l(XT )|+ |l′(XT )|2
]
< ∞, (3.6.3)
where l′(x) = d
dx
l(x). The admissible controls are either G-predictable or F-predictable and
we denote these sets asAG andAF respectively. The couple (u,X) is called an admissible pair.
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Naturally AF ⊂ AG . Remark also that X is G-adapted if u ∈ AG and X is F-adapted
if u ∈ AF . Given the performance functional J (3.6.1) we aim to ﬁnd an optimal control
depending on the information available:
sup
u∈AG
J(u) (3.6.4)
sup
u∈AF
J(u). (3.6.5)
For a detailed discussion on the existence of a strong solution to (3.6.2) we refer to [57, 56].
However the following conditions are sufﬁcient [57]: for u a càglàd stochastic process there
exists a K2 > 0 such that∣∣κt(0, λt, ut, x)− κt(0, λt, ut, x′)∣∣ ≤ K2∣∣x− x′∣∣ P-a.s., (3.6.6)∣∣κt(z, λt, ut, x)− κt(z, λt, ut, x′)∣∣ ≤ K2|z||x− x′| for z = 0 P-a.s., (3.6.7)∣∣bt(λt, ut, x)− bt(λt, ut, x′)∣∣ ≤ K2|x− x′| P-a.s., (3.6.8)
T∫
0
∫
R
|κs(z, λs, us, a)|2 Λ(ds, dz) < ∞ P-a.s., (3.6.9)
T∫
0
∣∣bs(λs, us, a)∣∣ ds ≤ ∞ P-a.s., (3.6.10)
for some a ∈ R, all t ∈ [0, T ] and all x, x′ ∈ R.
In addition we assume, for computation purposes, the following:
Assumption 3.6.2. There exist a K1 > 0 such that all u ∈ AG∣∣∣∂κt
∂x
(0, λt, ut, Xt)
∣∣∣√λBt ≤ K1 dt× dP-a.e, (3.6.11)∫
R0
(∂κt
∂x
(z, λt, ut, Xt)
)2
ν(dz)
√
λHt ≤ K1 dt× dP-a.e, (3.6.12)
∣∣∂bt
∂x
(λt, ut, Xt)
∣∣ ≤ K1 dt× dP-a.e. (3.6.13)
We deﬁne the Hamiltonian, H : [0, T ]× [0,∞)2 × U × R× R× Φ× Ω → R (where Φ is
deﬁned in (3.4.1)), by
Ht(λ, u, x, y, φ) = ft(λ, u, x) + bt(λ, u, x)y + κt(0, λ, u, x)φ(0)λB
+
∫
R0
κt(z, λ, u, x)φ(z)λ
H ν(dz). (3.6.14)
Corresponding to the admissible pair (u,X) is the couple (Y, φ), which is the solution to the
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BSDE of type (3.1.1)
Yt = l
′(XT ) +
T∫
t
∂Hs
∂x
(λ, us, Xs, Ys, φs) ds−
T∫
t
∫
R
φs(z)μ(ds, dz),
YT = l
′(XT ). (3.6.15)
Here ∂Ht
∂x
= ∂
∂x
Ht(λ, u, x, y, φ) and we note that H is differentiable in x by the assumptions
on f , g and κ. The above conditions, (3.6.3)-(3.6.11)-(3.6.12)-(3.6.13), ensure that the pair(
∂H
∂x
, l′(XT )
)
are standard parameters (Deﬁnition 3.4.1). By Theorem 3.4.5 the BSDE (3.6.15)
has a unique solution (Y, φ).
In the sequel we set bˆs = bs(λs, uˆs, Xˆs), etc. for the coefﬁcients associated with the admissi-
ble pair (uˆ, Xˆ) with solution (Yˆ , φˆ) of the adjoint equation (3.6.15). Set bs = bs(λs, us, Xs) and
so forth for the coefﬁcients associated to another arbitrary, admissible pair (u,X). In addition
Hˆs(u, x) = Hs(λs, u, x, Yˆs, φˆs).
Theorem 3.6.3. Let uˆ ∈ AG . Assume that
E
[ ∫
0
∫
R
∣∣Yˆs(κˆs(z)− κs(z))∣∣2 + ∣∣(Xˆs −Xs)φˆs(z)∣∣2 Λ(ds, dz)] < ∞ (3.6.16)
for all u ∈ AG and that Assumption 3.6.2 holds. If
ht(x) = max
u∈U
Ht(λt, u, x, Yˆt, φˆt) (3.6.17)
exists and is a concave function in x for all t ∈ [0, T ] P-a.s., and
Ht(λt, uˆt, Xˆt, Yˆt, φˆt) = ht(Xˆt) (3.6.18)
for all t ∈ [0, T ], then uˆ is optimal for (3.6.4) and (uˆ, Xˆ) is an optimal pair.
Proof. We proceed as in [48]. Recall that for l concave and differentiable we have l(x2) −
l(x1) ≥ l′(x2)(x2−x1), x1, x2 ∈ R. Thus, by Itô’s formula, (3.6.16) and the fact that Xˆ0−X0 =
0, we have
E
[
l(XˆT )− l(XT )
]
≥ E
[
l′(XˆT )
(
XˆT −XT
)]
= E
[
YˆT
(
XˆT −XT
)]
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= E
[ T∫
0
−(Xˆs −Xs)∂Hˆs
∂x
(uˆs, Xˆs) + Yˆs
(
bˆs − bs
)
ds
+
T∫
0
∫
R
{
Yˆs
(
κˆs(z)− κs(z)
)
+
(
Xˆs −Xs
)
φˆs(z)
}
μ(ds, dz)
+
T∫
0
(
κˆs(0)− κs(0)
)
φˆs(0)λ
B
s ds+
T∫
0
∫
R0
(
κˆs(z)− κs(z)
)
φˆs(z)H(ds, dz)
]
= E
[ T∫
0
−(Xˆs −Xs)∂Hˆs
∂x
(uˆs, Xˆs) + Yˆs
(
bˆs − bs
)
ds
+
T∫
0
∫
R
(
κˆs(z)− κs(z)
)
φˆs(z) Λ(ds, dz)
]
.
We remark that φ is integrable with respect toH×P by (3.6.7), Cauchy’s inequality and (3.6.16).
Furthermore, from the Hamiltonian, we have
E
[ T∫
0
{
fˆs − fs
}
ds
]
= E
[ T∫
0
{
Hˆs(uˆs, Xˆs)− Hˆs(us, Xs)−
(
bˆs − bs
)
Yˆs
− (κˆs(0)− κs(0))φˆs(0)λBs − ∫
R0
(
κˆs(z)− κs(z)
)
φˆs(z) ν(dz)λ
H
s
}
ds
]
= E
[ T∫
0
{
Hˆs(uˆs, Xˆs)− Hˆs(us, Xs)−
(
bˆs − bs
)
Yˆs
}
ds
−
T∫
0
∫
R
(
κˆs(z)− κs(z)
)
φˆs(z) Λ(ds, dz)
]
.
Hence
J(uˆ)− J(u) ≥ E
[ T∫
0
{
Hˆs(uˆs, Xˆs)
− Hˆs(us, Xs)−
(
Xˆs −Xs
)∂Hˆs
∂x
(uˆs, Xˆs)
}
ds
]
. (3.6.19)
The integrand in (3.6.19) is non-negative dt × dP-a.e. by the maximality of uˆ (3.6.18) and the
concavity of ht, see [99, page 108]. Hence uˆ is also an optimal control by inequality (3.6.19).
We sketch the last part of the argument for completeness. From (3.6.17) and (3.6.18) we have
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ht(Xˆt) = Hˆt(uˆt, Xˆt). Thus
Hˆt(u, x)− Hˆt(uˆt, Xˆt) ≤ ht(x)− ht(Xˆt), for all (t, u, x). (3.6.20)
To prove that the integrand in (3.6.19) is non-negative it is sufﬁcient to show that almost surely
ht(Xt)− ht(Xˆt)− ∂Hˆt
∂x
(uˆt, Xˆt)
(
Xt − Xˆt
) ≤ 0. (3.6.21)
Fix t ∈ [0, T ]. Since x → ht(x) is concave, it follows by a separating hyperplane argument that
there exists a ∈ R such that
ht(x)− ht(Xˆt)− a(x− Xˆt) ≤ 0, for all x. (3.6.22)
Deﬁne
ρ(x) := Hˆt(ut, x)− Hˆt(uˆt, Xˆt)− a(x− Xˆt).
By (3.6.20) and (3.6.22) ρ(x) ≤ 0 for all x. Clearly ρ(Xˆt) = 0. Hence ρ′(Xˆt) = 0 so that
∂Hˆt
∂x
(Xˆt, uˆt) = a. Substituting into (3.6.22) we obtain (3.6.21).
Recall that the solution of the BSDE (3.6.15) is G-adapted. However, the other coefﬁcients
in (3.6.18) are F-adapted whenever u ∈ AF . We use this fact to ﬁnd an optimal F-predictable
control via projections. We keep the notation used in the proof of Theorem 3.6.3.
Theorem 3.6.4. Let uˆ ∈ AF . Denote the corresponding state process as Xˆ with solution (Yˆ , φˆ)
of the adjoint equation (3.6.15). Assume (3.6.16) and Assumption 3.6.2 holds. Denote
HFt (λt, u, x, Yˆt, φˆt) := E
[
Ht(λt, u, x, Yˆt, φˆt)
∣∣Ft]
= ft(λt, u, x) + bt(λt, u, x)E
[
Yˆt
∣∣Ft]+ κt(0, λt, u, x)E[φˆt(0) ∣∣Ft]
+
∫
R0
κt(z, λt, u, x)E
[
φt(z)
∣∣Ft]λHt ν(dz)
for all t ∈ [0, T ]. If
hFt (x) = max
u∈U
HFt
(
λt, u, x, Yˆt, φˆt
)
(3.6.23)
exists and is a concave function in x for all t ∈ [0, T ], and
HFt (λt, uˆt, Xˆt, Yˆt, φˆt) = hFt (Xˆt), (3.6.24)
then (uˆ, Xˆ) is an optimal pair for (3.6.5).
Proof. The arguments in the proof of Theorem 3.6.3 leading to
J(uˆ)− J(u) ≥ E
[ T∫
0
Hˆs(uˆs, Xˆs)− Hˆs(us, Xs)−
(
Xˆs −Xs
)∂Hˆs
∂x
(uˆs, Xˆs) ds
]
(3.6.25)
still hold. Since uˆ and u are F-predictable controls the only coefﬁcients in the integrand in
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(3.6.25) that are not F-adapted are the solution of the adjoint equation (Yˆ , φˆ) so that
E
[ T∫
0
Hˆs(uˆs, Xˆs)− Hˆs(us, Xs)− ∂Hˆs
∂x
(uˆs, Xˆs)
(
Xˆs −Xs
)
ds
]
= E
[ T∫
0
fˆs − fs +
(
bˆs − bs
)
E
[
Yˆs
∣∣Fs]+ (Xˆs −Xs)∂fs
∂x
+
∂bs
∂x
E
[
Yˆs
∣∣Fs] ds]
+ E
[ T∫
0
∫
R
{(
κˆs(z)− κs(z)
)
E
[
φˆs(z)
∣∣Fs]
+
(
Xˆs −Xs
)∂κˆs
∂x
(z)E
[
φˆs(z)
∣∣Fs]}Λ(ds, dz)]
= E
[ T∫
0
HˆFs (uˆs, Xˆs)− HˆFs (us, Xs)−
∂HˆFs
∂x
(uˆs, Xˆs)
(
Xˆs −Xs
)
ds
]
. (3.6.26)
The integrand in (3.6.26) is non-negative dt × dP-a.e. by the maximality of uˆ (3.6.24) and the
concavity of hFt (3.6.23). The argument is the same as in the proof of Theorem 3.6.3.
3.7 Necessary maximum principle
Here we show necessary conditions for optimal control for the performance functional (3.6.1),
i.e.
J(u) = E
[ T∫
0
ft(λt, ut, Xt) dt+ l(XT )
]
.
Conditions on the coefﬁcents are as in Section 3.6 unless noted otherwise here. We assume
that ft(λ, u, x, ω) is also differentiable in u a.s. and no longer assume that l is concave. We set
U ⊆ R to be an open, convex set.
The state process Xt, t ∈ [0, T ] is given by (3.6.2) but with additional assumptions on
differentiability, namely that bt(λ, u, x, ω) and κt(z, λ, u, x, ω), are also differentiable in u a.s.
Furthermore we assume ∂κ
∂u
∈ I. The set of admissible controls is as in Deﬁnition 3.6.3.
To emphasize that the state process X depends on the control u we will sometimes write
Xu.
Assumption 3.7.1. The following conditions are assumed. For all u ∈ AF if β is a bounded
F-predictable process such that
ut ± βt ∈ U dt× dP-a.e. (3.7.1)
then
i) u+ yβ ∈ AF , for all |y| ≤ 1.
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ii) The family{∂ft
∂x
(
λt, ut + yβt, X
u+yβ
t
) ∂
∂y
Xu+yβtt +
∂ft
∂u
(
λt, ut + yβt, X
u+yβ
)
βt
}
y∈(−1,1)
(3.7.2)
is uniformly dt× dP-integrable, and the family{
l′
(
Xu+yβT
) ∂
∂y
Xu+yβT
}
y∈(−1,1)
(3.7.3)
is uniformly P-integrable.
iii) The process ζ(u,β)t =
∂
∂y
Xu+yβt |y=0 exists as an element of L2(Ω,F ,P) for all t ∈ [0, T ]
and satisﬁes
ζt := ζ
(u,β)
t =
∂
∂y
Xu+yβt
∣∣
y=0
=
t∫
0
[∂bs
∂x
(λs, us, Xs)ζs +
∂bs
∂u
(λs, us, Xs)βs
]
ds
+
t∫
0
∫
R0
[∂κs
∂x
(z, λs, us, Xs)ζs +
∂κs
∂u
(z, λs, us, Xs)βs
]
μ(ds, dz). (3.7.4)
The HamiltonianH is as in (3.6.14) and the corresponding BSDE (Y, φ) is given by (3.6.15),
both rewritten here below for convenience:
Ht(λ, u, x, y, φ) = ft(λ, u, x) + bt(λ, u, x)y + κt(0, λ, u, x)φ(0)λB
+
∫
R0
κt(z, λ, u, x)φ(z)λ
H ν(dz),
Yt = l
′(XT ) +
T∫
t
∂Hs
∂x
(λ, us, Xs, Ys, φs) ds−
T∫
t
∫
R
φs(z)μ(ds, dz).
A control uˆ ∈ AF is a “local maximum” if
J(uˆ) ≥ J(uˆ+ yβ), |y| < 1,
for all bounded F-predictable β such that ut ± βt ∈ U dt × dP-a.e. Meaning that we cannot
improve J(uˆ) by making “bounded” pertubations of uˆ. Any solution to (3.6.5), i.e. J(uˆ) =
supu∈AF J(u), must also be a local maximum. If uˆ is a local maximum, we must naturally have
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= 0. (3.7.5)
The converse conclusions are not true however. Not every u satisfying (3.7.5) is a local maxi-
mum and a local maximum is not necessarily the optimal solution to (3.6.5).
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We keep the notation of shortening ft(λt, ut, Xt) to ft and similar for the other stochastic
processes when convenient as in Section 3.6. Furthermore Yˆ , φˆ, etc refers to the solutions
corresponding to the control uˆ .
Theorem 3.7.2. Let uˆ ∈ AF . Suppose Assumption 3.7.1 holds and that for all β with uˆt± βt ∈
U dt× dP-a.e we have
E
[ T∫
0
∫
R
∣∣Yˆs(∂κˆs
∂x
(z)ζ uˆ,βs +
∂κˆs
∂u
(z)
)∣∣2 + |ζ uˆ,βs φˆs(z)|2 Λ(ds, dz)] < ∞. (3.7.6)
If uˆ is a critical point for J(u), in the sense that
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= 0
for all bounded F-predictable processes β such that u± β takes values in U , then
∂HFt
∂u
(
λt, uˆt, Xˆt, Yˆt, φˆt
)
=
∂ft
∂u
(λt, uˆ, Xˆt) +
∂bt
∂u
(λt, uˆ, Xˆt)E
[
Yˆt
∣∣Ft]
+
∂κt
∂u
(0, λt, uˆ, Xˆt)E
[
φˆt(0)
∣∣Ft]+ ∫
R0
∂κt
∂u
(z, λt, uˆ, Xˆt)E
[
φt(z)
∣∣Ft]λHt ν(dz)
= 0, dt× dP-a.e. (3.7.7)
Proof. Assume uˆ is a critical point. Let β be a bounded F-predictable process such that
uˆt ± βt ∈ U dt× dP-a.e. (3.7.8)
Consider
d
dy
J(uˆ+ yβ) = E
[ T∫
0
d
dy
fs(uˆs + yβs, X
uˆ+yβ
s ) ds+
d
dy
l
(
X uˆ+yβT
)]
= E
[ T∫
0
[∂fs
∂u
(
uˆs + yβs, X
uˆ+yβ
s
)
βs +
∂fs
∂x
(
uˆs + yβs, X
uˆ+yβ
s
) d
dy
X uˆ+yβs
]
ds
+ l′
(
X uˆ+yβT
) d
dy
X uˆ+yβT
]
.
Evaluating d
dy
J(u+ yβ) at y = 0 gives (where ζt = ζ
uˆ,β
t )
0 = E
[ T∫
0
(∂fˆs
∂u
βs +
∂fˆs
∂x
ζs
)
ds+ l′(XˆT )ζT
]
. (3.7.9)
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By Itô’s formula
d(Yˆtζt) = Yˆt
[∂bˆt
∂x
ζt +
∂bˆt
∂u
βt
]
dt+ Yˆt
∫
R
[∂κˆt
∂x
(z)ζt +
∂κˆt
∂u
(z)βt
]
μ(dt, dz)
− ζt∂Hˆt
∂x
dt+ ζt
∫
R
[
φˆt(z)μ(dt, dz) +
(
ζt
∂κˆt
∂x
(0) +
∂κˆt
∂u
(0)
)
φˆt(0)
]
λBt dt
+
∫
R0
[(
ζt
∂κˆt
∂x
(z) +
∂κˆt
∂u
(z)
)]
ν(dz)λHt dt.
Since ζ0 = 0 and by the deﬁnition of ∂Hˆ∂x , we have
E
[
YˆT ζT
]
= E
[ T∫
0
[
Yˆs
∂bˆs
∂u
βs − ζs∂fˆs
∂x
]
ds
+
T∫
0
∫
R
∂κˆs
∂u
(0)φˆs(0)βs Λ(ds, dz)
]
. (3.7.10)
Let βs(ω) = α(ω)1t,t+h(s), where α is a Ft-measurable random variable such that (3.7.8) is
satisﬁed and 0 ≤ t < t+ h ≤ T . By (3.7.9)-(3.7.10)
0 = E
[ t+h∫
t
(∂fˆs
∂u
+ Yˆs
∂bˆs
∂u
)
α ds+
t+h∫
t
∫
R
∂κˆs
∂u
(z)φˆs(z)αΛ(ds, dz)
]
. (3.7.11)
Taking the derivative of h at h = 0 in equation (3.7.11) gives
E
[
α
∂Ht
∂u
(
λt, uˆt, Xˆt, Yˆt, φˆt
)]
= 0. (3.7.12)
Hence (3.7.12) holds for any bounded Ft-measurable random variable α such that ut + α ∈ U
a.s. Deﬁne
δ(ω) = sup
c∈R
{ut(ω) + c ∈ U and ut(ω)− c ∈ U} ∧ 1.
Let A be an Ft-measurable random variable bounded by some constant KA > 0. Then
ut +
1
2KA
ξδ ∈ U a.s.
Thus
E
[ 1
2KA
Aδ
∂Ht
∂u
(
λt, uˆt, Xˆt, Yˆt, φˆt
)]
= 0.
We multiply by 2KA to get
E
[
Aδ
∂Ht
∂u
(
λt, uˆt, Xˆt, Yˆt, φˆt
)]
= 0.
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Note that δ does not depend on A. Let A(n) =
(
1
δ
A
)∧n. Then A(n) → A a.s. and we must have
E
[
A
∂Ht
∂u(j)
(Xˆt, uˆt)
]
= 0.
Since this holds for all bounded Ft measurable A we conclude
E
[∂Ht
∂u
(
λt, uˆt, Xˆt, Yˆt, φˆt
)∣∣∣Ft] = 0.
By this we end the proof.
A similar technique to the proof of Theorem 3.7.2 was used in [6] to prove necessary condi-
tions in partial information framework for Lévy processes. Note however that our Assumption
3.7.1 is signiﬁcantly different from the assumptions made in [6] for reasons that will be dis-
cussed in Section 4.6.
Hereafter is our analysis on the uniqueness and optimality of the critical points.
Theorem 3.7.3. Let J(u) = E
[
l(XT )
]
and assume
i) All bounded F-predictable processes taking values in U are admissible controls.
ii) For all u ∈ AF and bounded, F-predictable processes β such that ut±βt ∈ U dt×dP-a.e.
we have
E
[
l′′(XuT )
∂
∂y
Xu+yβt
∣∣
y=0
+ l′(XuT )
∂2
∂y2
Xu+yβT
∣∣
y=0
]
< 0. (3.7.13)
iii) For all u ∈ AF and bounded, F-predictable processes β such that ut±βt ∈ U dt×dP-a.e.
the family {
l′′(Xu+yβT )
∂
∂y
Xu+yβT + l
′(Xu+yβT )
∂2
∂y2
Xu+yβT
}
{y∈(−1,1)}
(3.7.14)
is uniformly P-integrable.
iv) Assumption 3.7.1 holds.
Then
v) for all u ∈ AF and bounded, F-predictable processes β such that ut±βt ∈ U dt×dP-a.e.
the mapping y → J(u+ yβ), y ∈ [−1, 1], is concave,
vi) there is at most one bounded u ∈ AF such that u is a critical point (in the sense of
Theorem 3.7.2),
vii) if U is bounded and a critical point uˆ ∈ AF exist, then uˆ is optimal, i.e. J(uˆ) =
supu∈AF J(u).
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Proof. To prove the concavity of y → J(u+ yβ) it is sufﬁcient that ∂2
∂y2
J(u+ yβ)|y=a < 0 for
all a ∈ [−1, 1]. Let a ∈ [−1, 1] be given and set v = u+ aβ. Note that v ∈ AF by condition i)
in Assumption 3.7.1. We have
∂2
∂y2
J(u+ yβ)
∣∣
y=a
=
∂2
∂y2
J(v + yβ)
∣∣
y=0
= E
[
l′′(XvT )
∂
∂y
Xv+yβt
∣∣
y=0
+ l′(XvT )
∂2
∂y2
Xv+yβT
∣∣
y=0
]
< ∞,
where the last inequality follows from (3.7.13).
Next we want to show that there is at most one bounded u ∈ AF such that u is a critical
point. Suppose u¯, uˆ ∈ AF are both bounded and critical points. Set βt = u¯t − uˆt. Consider the
control uˆ+ 1
2
β ∈ AF , and the mapping
h(y) → J(uˆ+ 1
2
β + y
1
2
β
)
, y ∈ [−1, 1] (3.7.15)
Note that h(1) = J(u¯) and h(−1) = J(uˆ). Since h is concave at most one of h(−1) and h(1)
can be a maximum.
The optimality of the bounded critical point uˆ when U is bounded follows from the unique-
ness of the bounded critical points and the concavity of the mappings described above.
3.8 Optimal portfolio problems
Here we show how investments in ﬁnancial assets can be modeled within our framework with a
state process suitable for various optimization problems. First we setup the general framework,
then consider the speciﬁc problems of mean-variance hedging and utility maximization.
We consider two assets, a risk free asset R and a risky asset S deﬁned by
dRt = ρtRt dt, R0 = 1,
dSt = αtSt dt+ St
∫
R
ψt(z)μ(dt, dz), S0 > 0.
Models of this type include (3.1.6) (the model from [25]) and (3.1.7). Here α and ρ are F-
adapted stochastic processes with α, ρ : [0, T ] × Ω → R and ψ ∈ I is an F-adapted random
ﬁeld. We assume that ρ is bounded. Let z(R)t denote the units of R held at time t and z
(S)
t the
number of units of S held at time t. The wealth process Xt, t ∈ [0, T ], is the value of the assets
held,
Xt = z
(R)
t Rt + z
(S)
t St. (3.8.1)
We assume that the portfolio is self-ﬁnancing, i.e. that
dXt = z
(R)
t dRt + z
(S)
t dSt. (3.8.2)
Let ut = z
(S)
t St, t ∈ [0, T ], denote the amount of wealth invested in the risky asset S. By (3.8.1)
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and (3.8.2) the wealth equation is given by
dXt =
[
ρtXt + (αt − ρt)ut
]
dt+ ut
∫
R
ψt(z)μ(dt, dz). (3.8.3)
Clearly assumptions (3.6.11), (3.6.12) and (3.6.13) are satisﬁed. We assume that (3.8.3)
admits a strong solution. For this we see that the sufﬁcient conditions (3.6.6), (3.6.7), (3.6.8)
are satisﬁed and together with
T∫
0
|αs − ρs||us| ds < ∞
T∫
0
∫
R0
|usψs(z)|2 Λ(ds, dz) < ∞
P-a.s. also (3.6.9) and (3.6.10). The SDE (3.8.3) is of Ornstein-Uhlenbeck type and has solution
Xt = e
∫ t
0 ρr dr
(
X0 +
t∫
0
e−
∫ s
0 ρr dr(αs − ρs)us ds
+
t∫
0
∫
R
e−
∫ s
0 ρr drusψs(z)μ(ds, dz)
)
. (3.8.4)
We consider portfolio problems of type (3.6.4)-(3.6.5) associated
J(u) = E
[
l(XT )
]
(3.8.5)
with l as in (3.6.1). Problems of this type include utility maximization and mean-variance
portfolio selection. Hedging problems are also included, since l is a function of both ω and X
we can consider e.g. the mean-variance hedge by l(XT ) = −(XT −Z)2 for a square integrable
random variable Z. The Hamiltonian for this class of problems is
Ht(λ, u, x, y, φ) =
[
ρtx+ (αt − ρt)u
]
y + uψt(0)φ(0)λ
B
t
+
∫
R0
[
uψt(z)φ(z)]λ
H
t ν(dz) (3.8.6)
and the associated BSDE is given by
Yt = ∂xl(XT ) +
T∫
t
Ysρs ds−
T∫
t
∫
R
φs(z)μ(ds, dz). (3.8.7)
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By Theorem 3.5.1 we also have the representation
Yt = E
[
∂xl(XT ) exp
{ T∫
t
ρs ds
}∣∣∣Gt]. (3.8.8)
3.8.1 The mean-variance portfolio selection
Here we discuss mean-variance portfolio selection starting from an initial wealth x ∈ R,
i.e. solve infu E
[
(XT − E[XT ])2
]
with E[XT ] = k for some k ∈ R and controls taking val-
ues in U = R. For notational convenience we consider the equivalent formulation J(u) =
E
[− 1
2
(
XT − k
)2] and want to ﬁnd
sup
u∈AF
J(u) = sup
u∈AF
E
[
− 1
2
(
XT − k
)2]
. (3.8.9)
To solve this problem we ﬁrst consider the optimization on u ∈ AG with deterministic coefﬁ-
cients and apply Theorem 3.6.3. To avoid trivial solutions we assume αt > ρt dt× dP a.e.
Theorem 3.8.1. Assume that ρ and α are deterministic. Consider the feedback control uˆG ∈ AG
given by
uˆGt =
−(αt − ρt)(AtXˆt + Ct)
At
(|ψt(0)|2λBt + ∫R0 |ψt(z)|2 λHt ν(dz)) ,
where Xˆ refers to (3.8.4) with uˆG and
At = − exp
{
−
T∫
t
(αs − ρs)2
|ψs(0)|2λBs +
∫
R0
|ψs(z)|2 λHs ν(dz)
− 2ρs ds
}
(3.8.10)
Ct = k exp
{
−
T∫
t
(αs − ρs)2
|ψs(0)|2λBs +
∫
R0
|ψs(z)|2 λHs ν(dz)
− ρs ds
}
. (3.8.11)
If (3.6.16) holds then uˆG is optimal for supu∈AG J(u).
Remark that, from (3.8.10)-(3.8.11), the processes A and C depend on future values of λB
and λH , hence they are G-adapted, but in general not F-adapted. Observe that equation (3.8.8)
gives the useful characterization of the adjoint equation
Yt = E
[
− (XT − k) exp
{ T∫
t
ρs ds
}∣∣∣Gt]
=
(
k −Xt
)
E
[
exp
{ T∫
t
ρs ds
}∣∣∣Gt]+ E[(Xt −XT ) exp{ T∫
t
ρs ds
}∣∣∣Gt].
The study of the above representation hints that the process Y takes the form Yt = AtXt + Ct
where A and C are some G-adapted processes of ﬁnite variation and AT = −1, CT = k.
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Together with some results in the Lévy case, see e.g. [48], we can take a guess of the structure
of Y for an optimal control candidate and use our veriﬁcation theorem to actually determine it’s
optimality.
Proof of Theorem 3.8.1. Denote a and c as of the derivatives of A and C with respect to t, so
that dAt = at dt and dCt = ct dt. Set
uˆt := −
ρt
(
AtXˆt + Ct
)
+ AtρtXˆt + Xˆtat + ct
At(αt − ρt) , (3.8.12)
Yˆt := AtXˆt + Ct, (3.8.13)
where A and C are given by (3.8.10)-(3.8.11). We need to show
i) that (3.8.13) indeed is the process Y in the solution of (3.8.7) corresponding to the control
uˆ.
ii) that uˆ (3.8.12) satisﬁes (3.6.18) in Theorem 3.6.3.
To prove i), we combine (3.8.3) and (3.8.13) to get
dYˆt = At
(
ρtXˆt + (αt − ρt)uˆt
)
dt+ Atuˆt
∫
R
ψt(z)μ(dt, dz)
+ Xˆtat dt+ ct dt; YˆT = k − XˆT . (3.8.14)
Inserting (3.8.12) in (3.8.14) and by the fact that AT = −1 and CT = k, we see that
Yˆt = k − XˆT +
T∫
t
Yˆsρs ds−
T∫
t
∫
R
Asuˆsψs(z)μ(ds, dz). (3.8.15)
By the uniqueness of the BSDE-solution (Theorem 3.4.5) we see that (Yˆ , φˆ) with
φˆt(z) = Atuˆtψt(z), (3.8.16)
solves (3.8.7) with uˆ. Hence i) is proved.
Next we study ii). The Hamiltonian (3.8.6) is a linear function in u ∈ U = R and, composed
with (Yˆ , φˆ), it is:
Ht(λ, u, x,Yˆt, φˆt) = ρtxYˆt
+ u
[
(αt − ρt)Yˆt + ψt(0)φˆt(0)λBt +
∫
R0
[
ψt(z)φˆt(z)]λ
H
t ν(dz)
]
.
To have (3.6.17) well deﬁned and (3.6.18) satisﬁed for the control uˆ we see that
(αt − ρt)Yˆt + ψt(0)φˆt(0)λBt +
∫
R0
[
ψt(z)φˆt(z)
]
λHt ν(dz) = 0 (3.8.17)
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is necessary and sufﬁcient. Indeed we can see that equation (3.8.17) is satisﬁed. Substituting
(3.8.13) and (3.8.16) into (3.8.17), we obtain the equation:
uˆt =
−(αt − ρt)
(
AtXˆt + Ct
)
At
(|ψt(0)|2λBt + ∫R0 |ψt(z)|2 λHt ν(dz)) . (3.8.18)
Substituting the deﬁnition of uˆ (3.8.12), we have(
αt − ρt
)2(
AtXˆt + Ct
)
=
(
2ρtAtXˆt + ρtCt + Xˆtat + ct
)(
|ψt(0)|2λBt +
∫
R0
|ψt(z)|2 λHt ν(dz)
)
,
which is veriﬁed once the deﬁnitions of A and C (3.8.10)-(3.8.11) are inserted. Hence, in the
setting of the theorem, we conclude that uˆG = uˆ (3.8.12)-(3.8.18) is optimal.
We can now solve problem (3.8.9) using similar arguments.
Theorem 3.8.2. Consider the feedback control uˆF ∈ AF given by
uˆFt = −
(αt − ρt)
(
E
[
At
∣∣Ft]Xˆt + E[Ct∣∣Ft])
E
[
At
∣∣Ft](|ψt(0)|2λBt + ∫R0 |ψt(z)|2 λHt ν(dz)) , (3.8.19)
where Xˆ refers to (3.8.4) with uˆF and the processes A and C are given by (3.8.10)-(3.8.11). If
(3.6.16) holds then uˆF solves (3.8.9).
Apart from a technical point involving conditional expectations, the proof is similar to The-
orem 3.8.1.
Proof. Let uˆ be given by (3.8.19), i.e.
uˆt = −
(αt − ρt)
(
E
[
At
∣∣Ft]Xˆt + E[Ct∣∣Ft])
E
[
At
∣∣Ft](|ψt(0)|2λBt + ∫R0 |ψt(z)|2 λHt ν(dz)) .
The adjoint equation is given by
Yˆt = E
[
At
∣∣Ft]Xˆt + E[Ct∣∣Ft],
φˆt(z) = E
[
At
∣∣Ft]uˆtψt(z),
with A and C given by (3.8.10) and (3.8.11). We can verify that Yˆ , φˆ is indeed the solution
of (3.8.7) using the same arguments as in the proof of Theorem 3.8.1. First we show that
dE[At|Ft] = E[at|Ft] dt and dE[Ct|Ft] = E[ct|Ft] dt, where
E[at|Ft] =
( (αt − ρt)2
|ψt(0)|2λBt +
∫
R0
|ψt(z)|2 λHt ν(dz)
− 2ρt
)
E
[
At
∣∣Ft],
E[ct|Ft] =
( (αt − ρt)2
|ψt(0)|2λBt +
∫
R0
|ψt(z)|2 λHt ν(dz)
− ρt
)
E
[
Ct
∣∣Ft].
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The argument is described for A, the case of C is identical. Deﬁne
Jt :=
(αt − ρt)2
|ψt(0)|2λBt +
∫
R0
|ψt(z)|2 λHt ν(dz)
− 2ρt.
Remark that
At = − exp
{− T∫
t
Js ds
}
.
Thus, we have
E
[
At+Δt
∣∣Ft+Δt] = E[− exp{− T∫
t+Δt
Js ds
}∣∣∣Ft+Δt]
= exp
{ t+Δt∫
t
Js ds
}
E
[
− exp{− T∫
t
Js ds
}∣∣∣Ft+Δt].
Hence, since E
[
exp
{−∫ T
t
Js ds
}∣∣Ft+Δt]→ E[ exp{−∫ Tt Js ds}∣∣Ft] dt×dP a.e asΔt → 0,
we obtain
lim
Δt→0+
E
[
At+Δt
∣∣Ft+Δt]− E[At∣∣Ft]
Δt
= lim
Δt→0+
exp
{ ∫ t+Δt
t
Js ds
}− 1
Δt
E[At|Ft]
= JtE[At|Ft] = E[at|Ft].
Following Theorem 3.6.4 we deﬁne
HFt (λ, u, x, Yˆt, φˆt) = ρtxE
[
Yˆt
∣∣Ft]+ u{(αt − ρt)E[Yˆt∣∣Ft]
+ ψt(0)E
[
φˆt(0)
∣∣Ft]λB + ∫
R0
ψt(z)E
[
φˆt(z)
∣∣Ft]λHν(dz)}.
For uˆ to be optimal, from (3.6.23)-(3.6.24), it is sufﬁcient to show that
(
αt − ρt)E
[
Yˆt
∣∣Ft]+ ψt(0)E[φˆt(0)∣∣Ft]λBt + ∫
R0
ψt(z)E
[
φˆt(z)
∣∣Ft]λHt ν(dz) = 0. (3.8.20)
Replacing φˆt(z) = Atuˆtψt(z) and inserting (3.8.19) in (3.8.20), we obtain the desired result.
3.8.2 Utility maximization of ﬁnal wealth
For the utility maximization problem of the ﬁnal wealth we set
J(u) = E
[
U(XT )
]
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where U : R → R is a differentiable utility function, increasing and concave. The BSDE is
given by
Yt = U
′(XT ) +
T∫
t
Ysρs ds−
T∫
t
∫
R
φs(z)μ(ds, dz)
(where U ′(x) = d
dx
U(x)). By arguments as in the mean-variance portfolio problem, the sufﬁ-
cient condition from the maximum principle for optimal uˆ ∈ AG can be reduced to
(αt − ρt)Yˆt = ψt(0)φˆt(0)λBt +
∫
R0
[
ψt(z)φˆt(z)
]
λHt ν(dz),
or
(αt − ρt)
(
U ′(XˆT ) +
T∫
t
Yˆsρs ds−
T∫
t
∫
R0
φˆs(z)μ(ds, dz)
)
= ψt(0)φˆt(0)λ
B
t +
∫
R0
[
ψt(z)φˆt(z)
]
λHt ν(dz),
where Yˆ , φˆ depend on uˆ.
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Chapter 4
Maximum principles for martingale
random ﬁelds via non-anticipating
stochastic derivatives
Abstract
We ﬁnd a maximum principle for processes driven by martingale random ﬁelds. We do
so by describing the adjoint processes with non-anticipating stochastic derivatives. In the
case of the Lévy processes this mimics maximum principles with Malliavin derivatives, but
we replace Malliavin differentiability conditions with L2-conditions.
As an application we use the maximum principle to solve a portfolio optimization prob-
lem for assets with credit risk modeled by doubly stochastic Poisson processes.
4.1 Introduction
We ﬁnd a maximum principle for an optimization problem when the state process depends on a
martingale random ﬁeld [23, 38], a generalization of the martingale. We do so in a pertubation
based approach, using the non-anticipating stochastic derivative [34, 35, 38] to describe the
adjoint processes.
We consider the performance functional
J(u) = E
[ T∫
0
ft(ut, Xt) dt+ g(XT )
]
(4.1.1)
and the associated optimal stochastic control problem, where u is the control and the state
process is given by the semi-martingale X ,
X
(u)
t = X0 +
t∫
0
bs(us, Xs) ds+
t∫
0
∫
Z
φs(z, us, Xs)μ(ds, dz), t ∈ [0, T ],
where the last integral is over the martingale random ﬁeld μ on [0, T ]×Z .
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The goal is to ﬁnd supu J(u) for controls adapted to the ﬁltration F, where X is adapted to
the ﬁltrationG and F ⊆ G, i.e. for all t ∈ [0, T ]we haveFt ⊆ Gt. This is a problem with partial
information if X is not F-adapted. We ﬁnd (candidates for) optimal solutions by investigating
∂
∂y
J(u+ yβ)
∣∣
y=0
, u, u+ yβ are admissible controls and |y| < δ, (4.1.2)
for some δ > 0. The controls are taking values in an open, convex set U ⊆ Rn. In the literature
(4.1.2) has sometimes been evaluated using a set of assumptions that requires U = Rn. We
explain this issue in Section 4.6, and state our maximum principle with weaker assumptions so
that we can overcome this problem and indeed allow for U ⊂ Rn.
Key to our approach is the non-anticipating derivative D , an operator from L2(Ω,G,P) to
the space of integrable random ﬁelds, see, e.g. [34, 38]. The operatorD coincides with the dual
of the Itô non-anticipating stochastic integral with respect to a general martingale random ﬁeld.
Indeed we have that, for ξ ∈ L2(Ω,G,P), that
E
[
ξ
T∫
0
∫
Z
κ(s, z)μ(ds, dz)
]
= E
[ T∫
0
∫
Z
(Ds,zξ)κ(s, z) Λ(ds, dz)
]
.
Here Λ represents the conditional variance measure associated to μ. These concepts are further
detailed in the forthcoming sections 4.2 and 4.3.
Maximum principles using the duality relation of the Malliavin derivative with the Skorohod
integral have been studied in [41, 82]. This limits the study to Lévy processes and, additionally,
some restrictions are imposed to match the domains of the Malliavin derivative. The key novelty
in our paper is the use of the non-anticipating stochastic derivative, which enables us to treat
very general martingale noises. Furthermore, in the case of Lévy noise, we reduce assumptions
of Malliavin differentiable random variables to square integrability. Since the non-anticipating
derivative coincide with the Malliavin derivative when both are well deﬁned, this extends previ-
ous results. An additional beneﬁt of the martingale random ﬁeld structure is an easy extension
to multi-dimensional controls.
For the portfolio problem with default risk, the main result is extended to a simpler sufﬁcient
condition for optimal control.
The beneﬁt of the duality type approach used herein compared to HJB-type equations is that
we can treat problems of partial information, which are of non-Markovian nature. Maximum
principles for partial information have also been studied in a BSDE approach in e.g. [6, 3]
but again limited to the case of Lévy noise. Note that partial information in the sense of the
ﬁltrations F and G differs from partial observation problems with noisy observations of the
state process as treated in e.g [10, 70, 103].
In this paper, the maximum principle is studied in Section 4.5. The speciﬁc discussion of
a Lévy type martingale μ is considered in Section 4.7. Section 4.8 presents an application to
portfolio optimization in a market with assets subject to default risk.
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4.2 The martingale random ﬁeld
We now retrieve the stochastic integration and the non-anticipating stochastic derivative over a
martingale random ﬁeld μ. We refer to [38] for a detailed discussion on these concepts.
Let (Ω,G,P) be a complete probability space equipped with a right-continuous ﬁltration
G := {Gt, t ∈ [0, T ]}. Let Z be a separable topological space. We denote BZ as the Borel
σ-algebra on Z and B[0,T ]×Z as the Borel σ-algebra on the product space [0, T ]× Z . Note that
B[0,T ]×Z is generated by a semi-ring of sets of type
Δ = (t, s]× Z, 0 ≤ t < s ≤ T, Z ∈ BZ .
We say that the stochastic set function μ(Δ), Δ ∈ B[0,T ]×Z is a martingale random ﬁeld in
L2(Ω,G,P) on [0, T ]×Z (with conditionally orthogonal values) with respect to G if it satisﬁes
the following properties [38, Deﬁnition 2.1]:
i) μ has a tight, σ-ﬁnite variance measure V (Δ) = E
[
μ(Δ)2], Δ ∈ B[0,T ]×Z , which satisﬁes
V ({0} × Z) = 0.
ii) μ is additive, i.e. for pairwise disjoint sets Δ1, . . . ,ΔK : V (Δk) < ∞
μ
( K⋃
k=1
Δk) =
K∑
k=1
μ(Δk)
and σ-additive in L2.
iii) μ is G-adapted.
iv) μ has the martingale property. Consider Δ ⊆ (t, T ]×Z . We have:
E
[
μ(Δ)
∣∣∣Gt] = 0.
v) μ has conditionally orthogonal values. For anyΔ1,Δ2 ⊆ (t, T ]×Z such thatΔ1∩Δ2 = ∅
we have:
E
[
μ(Δ1)μ(Δ2)
∣∣∣Gt] = 0.
In particular, any ﬁnite sums of orthogonal, square integrable martingales would be a mar-
tingale random ﬁeld in the sense of i)-ii)-iii)-iv)-v) above. In general, the ﬁltration G does not
need to be the one generated by μ.
The G-predictable σ-algebra on Ω × [0, T ] × Z is denoted by P[0,T ]×Z and is generated by
sets of type
Δ = A× (t, s]× Z, 0 ≤ t < s ≤ T, Z ∈ BZ , A ∈ Gt.
The G-predictable σ-algebra Ω × [0, T ] is denoted by P[0,T ] and is generated by sets of type
Δ = A× (t, s], 0 ≤ t < s ≤ T,A ∈ Gt. On (Ω× [0, T ]×Z,P[0,T ]×Z) the random ﬁeld μ has
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a σ-ﬁnite conditional random variance measure [38, Theorem 2.1]. For martingale processes
the conditional variance measure is the G-predictable compensator. We denote this conditional
variance measure by Λ, and it has the following properties
E
[
μ(Δ)2
∣∣Gt] = Λ(Δ), in L1(Ω,G,P) for Δ ⊆ (t, T ]×Z,
E
[
μ(Δ)2
]
= E
[
Λ(Δ)
]
.
For later purposes we assume that Λ is absolutely continuous with respect to the Lebesgue mea-
sure on [0, T ]. Namely we assume that there exists a transition kernel λ from (Ω× [0, T ],P[0,T ])
to (Z,BZ) such that Λ(ω, dt, dz) = λt(ω, dz) dt. Meaning that the mapping (ω, t) → λt(ω, Z)
is P[0,T ] measurable for every Z ∈ BZ and λt(ω, ·) is measure on (Z,BZ) for every (ω, t) ∈
Ω× [0, T ]. We refer to [26] for further details on transition kernels.
We denote I as the set of G-predictable random ﬁelds φ : Ω× [0, T ]×Z → R satisfying
‖φ‖I := E
[ T∫
0
∫
Z
φ(s, z)2 λs(dz)ds
] 1
2
< ∞.
We say that φ ∈ I is a simple random ﬁeld if it can be expressed as a ﬁnite sum of type
φ(s, z, ω) =
N∑
i=1
φi(ω)1Δi(s, z), (4.2.1)
whereΔi = (ti, si]×Zi and φi are bounded, Gti-measurable random variables for i = 1, . . . N <
∞. Simple, G-predictable random ﬁelds are dense in I by the usual Itô integration type argu-
ments and we have that, for every φ ∈ I:
E
[( T∫
0
∫
Z
φ(s, z)μ(ds, dz)
)2]
= E
[ T∫
0
∫
Z
φ(s, z)2 Λ(ds, dz)
]
= E
[ T∫
0
∫
Z
φ(s, z)2 λs(dz)ds
]
. (4.2.2)
Remark also that φ ∈ I implies that∫
Z
φt(z)
2 λt(dz) < ∞, dt× dP a.e.
Note that
∫ t
0
∫
Z φ(s, z)μ(ds, dz), t ∈ [0, T ] is a G-martingale with values in L2.
94
4.3 Duality relations with non-anticipating stochastic deriva-
tives
The non-anticipating stochastic derivative is a characterization of the integrand in the Kunita-
Watanabe decomposition, developed in [34, 35, 44, 37, 38]. It is the adjoint (linear) operator
D = I∗ of the stochastic integral:
D : L2(Ω,G,P) =⇒ I.
A full characterization is given in constructive form using the elements of the following dis-
secting system, a sequence of partitions of [0, T ] × Z . Let An ⊆ [0, T ] × Z be an increasing
sequence of Borel-sets such that V (An) < ∞ for all n ∈ N and ∪∞n=1An = [0, T ] × Z . For
every n we chose a partition {Δn,k}, k = 1, . . . , Kn < ∞, of An such that1⋃
1≤k≤Kn
Δn,k = An, (4.3.1)
Δn,k = (tn,k, sn,k]× Zn,k, 0 ≤ tn,k < sn,k ≤ T, Zn,k ∈ BZ (4.3.2)
max
1≤k≤Kn
(sn,k − tn,k) < 1/n, (4.3.3)
max
1≤k≤Kn
V (Δn,k) < 1/n, (4.3.4)
Δn,k ∩Δn,j = ∅ for k = j. (4.3.5)
Moreover, the partitions are nested in the sense that
Δn,k ∩Δn+1,j = ∅ or Δn+1,j. (4.3.6)
The non-anticipating stochastic derivative can be represented as the limit [38, Theorem 3.1]
Dξ = lim
n→∞
φn (4.3.7)
with convergence in I of the stochastic functions of type (4.2.1) given by
φn(t, z) :=
Kn∑
k=1
E
[
ξ
μ(Δn,k)
Λ(Δn,k)
∣∣∣Gtn,k]1Δn,k(t, z) (4.3.8)
where Δn,k = (tn,k, sn,k]×Zn,k refers to the partion of An described in (4.3.1)-(4.3.6). We have
the following result [38, Theorem 3.1]:
Theorem 4.3.1. All ξ ∈ L2(Ω,G,P) have representation
ξ = ξ0 +
T∫
0
∫
Z
Dt,zξ μ(dt, dz). (4.3.9)
Moreover Dξ0 = 0 and ξ0 ∈ L2(Ω,G,P) is orthogonal to space generated by
1Here it is possible to substitute 1/n with any sequence n such that n → 0+ as n → ∞.
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{∫ T
0
∫
Z φ(s, z)μ(ds, dz)
∣∣∣ φ ∈ I}.
Indeed, by the orthogonality of the sum in (4.3.9), one can see that the following duality
rule is veriﬁed: Let ξ ∈ L2(Ω,G,P) and κ ∈ I, then
E
[
ξ
T∫
0
∫
Z
κ(s, z) μ(ds, dz)
]
= E
[(
ξ0 +
T∫
0
∫
Z
Ds,zξ μ(ds, dz)
) T∫
0
∫
Z
κ(s, z)μ(ds, dz)
]
= E
[ T∫
0
∫
Z
(Ds,zξ)κ(s, z) Λ(ds, dz)
]
. (4.3.10)
4.4 Optimization problem
Deﬁne the state process Xt, t ∈ [0, T ] by X0 = a ∈ R and
X
(u)
t = X0 +
t∫
0
bs(us, Xs) ds+
t∫
0
∫
Z
φs(z, us, Xs)μ(ds, dz).
Here b : Ω × [0, T ] × U × R → R and φ : Ω × [0, T ] × Z × U × R → R are G-predictable.
Moreover φ ∈ I. We assume thatX has an unique strong solution and note thatX isG-adapted.
The stochastic process u is the control taking values in an open and convex set U ⊆ Rn.
In the performance functional (4.1.1),
J(u) = E
[ T∫
0
ft(ut, Xt) dt+ g(XT )
]
, (4.4.1)
we have f : Ω × [0, T ] × U × R → R and g : Ω × R → R. Remark that we have allowed for
g and f to depend on additional randomness besides u and X , and assume that they are both
measurable.
We assume f and b are continuously differentiable in x ∈ R and u ∈ U for all t ∈ [0, T ]
and almost all ω ∈ Ω. We denote these derivatives ∂fs
∂x
, ∂fs
∂u
, similarly for b and φ. Remark
that ∂fs
∂u
∈ Rn since u is n-dimensional. We will denote · as the inner product in Rn when
appropiate. Furthermore g is continuously differentiable with respect to x ∈ R a.s., and we
denote this derivative by g′.
The random ﬁeld φ is continuously differentiable in x ∈ R and u ∈ U for almost all
(ω, t, z) ∈ Ω × [0, T ] × Z . We assume that ∂φ
∂x
∈ I and with u = (u1, . . . , un) ∈ Rn, ∂φ
∂uj
∈ I
for j = 1, . . . n. Finally we deﬁne the G-semi-martingale
Ms :=
s∫
0
∂br
∂x
(ur, Xr) dr +
s∫
0
∫
Z
∂φr
∂x
(ur, Xr)μ(dr, dz), s ∈ [0, T ].
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The ﬁrst variation process Gs(t), s ∈ [0, T ], is the solution to the equation
Gs(t) := 1 +
s∫
t
Gr(t) dMr, s ∈ [t, T ],
= 1 +
s∫
t
Gr(t)
∂br
∂x
(ur, Xr) dr +
s∫
t
∫
Z
Gr(t)
∂φr
∂x
(z, ur, Xr)μ(dr, dz). (4.4.2)
The solution of (4.4.2) is given as follows ([92, Theorem II.37])
Gs(t) = exp
{
Ms(t)− 1
2
[M(t),M(t)]s
} ∏
t<s≤T
(
1 + ΔMs(t)
)
exp{−ΔMs(t)}
where for any t, M(t) is the G-semi-martingale deﬁned by Ms(t) =
∫ s
t
dMr for t < s ≤ T and
Ms(t) = 0 for s ≤ t. Furthermore we deﬁne, where t ∈ [0, T ],
Kt := K
(u,X)
t = g
′(XT ) +
T∫
t
∂fs
∂x
(us, Xs) ds, (4.4.3)
Dt,zKt := Dt,zg
′(XT ) +Dt,z
( T∫
t
∂fs
∂x
(us, Xs) ds
)
, (4.4.4)
Ft(u,Xt) = Kt
∂bt
∂x
(ut, Xt) +
∫
Z
(Dt,zKt)
∂φt
∂x
(z, ut, Xt)λt(dz), (4.4.5)
pt := p
(u,X)
t = Kt +
T∫
t
Fs(us, Xs)Gs(t) ds, (4.4.6)
κt := κ
(u,X)
t = Dt,zpt. (4.4.7)
In order to have the above quantities well-deﬁned the following requirements are needed:
Assumption 4.4.1. The control u with state process X(u) satisﬁes
E
[
g′(XT )2
]
< ∞, (4.4.8)
E
[ T∫
0
∂ft
∂x
(ut, Xt)
2 dt
]
< ∞, (4.4.9)
E
[ T∫
t
(
FsGs(t)
)2
ds
]
< ∞, for all t ∈ [0, T ]. (4.4.10)
Remark 4.4.2. Suppose μ is a Brownian or Lévy noise and G is generated by μ with G = GT .
If using the duality relation of Malliavin calculus (4.4.8)-(4.4.9)-(4.4.10) would be stated in
terms of Malliavin differentiability, see [82, Equation 3.5]. Meaning that both g′(XT ) and
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∫ T
t
(
FsGs(t)
)2
ds need to be in the domain of the Malliavin derivative, a space strictly smaller
than L2(Ω,G,P). In addition, (4.4.9) would be replaced by the Malliavin differentiability of
∂ft
∂x
(ut, Xt) and the integrability of Dt ∂ft∂x (ut, Xt) so that
∫ T
0
Dt
∂ft
∂x
(ut, Xt) dt is well deﬁned
(where D is the Malliavin derivative) since the arguments in the forthcoming (4.5.12) does not
apply.
For a given control u with state process X = X(u), we deﬁne the Hamiltonian by
Ht(v, x) = H(u,X)t (v, x)
:= ft(v, x) + bt(v, x)p
(u,X)
t +
∫
Z
κ
(u,X)
t (z)φt(z, v, x)λt(dz), (4.4.11)
where t ∈ [0, T ], v ∈ U and x ∈ R.
4.5 Maximum principle
Let F := {Ft, t ∈ [0, T ]} be a right continuous ﬁltration such that Ft ⊆ Gt for all t ∈ [0, T ].
We state the optimization result for F, naturally we can have F = G.
Deﬁnition 4.5.1. We say that u is an admissible control if u : Ω× [0, T ] → U is F-predictable,
Assumption 4.4.1 holds and
E
[ T∫
0
ft(ut, Xt)
2 dt+ g(XT )
2
]
< ∞. (4.5.1)
We denote the set of admissible controls by AF .
The following assumption is needed on controls on which we apply the maximum principle.
Assumption 4.5.2. Let u ∈ AF be ﬁxed. For this u we assume that for any F-predictable and
bounded process β satisfying
ut − βt ∈ U and ut + βt ∈ U dt× dP a.e. (4.5.2)
there exists a δ > 0 such that
A1) u+ yβ ∈ AF for all |y| ≤ δ.
A2) The family{∂ft
∂x
(
ut + yβt, X
u+yβ
t
) ∂
∂y
Xu+yβtt +
∂ft
∂u
(
ut + yβt, X
u+yβ
)
βt
}
y∈(−δ,δ)
(4.5.3)
is uniformly dt× dP-integrable, and the family{
g′
(
Xu+yβT
) ∂
∂y
Xu+yβT
}
y∈(−δ,δ)
(4.5.4)
is uniformly P-integrable.
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A3) The process Y (u,β)t =
∂
∂y
Xu+yβt |y=0 exists as an element of L2(Ω,G,P) for all t ∈ [0, T ]
and satisﬁes
Yt = Y
(u,β)
t =
∂
∂y
Xu+yβt
∣∣
y=0
=
t∫
0
[∂bs
∂x
(us, Xs)Ys +
∂bs
∂u
(us, Xs) · βs
]
ds
+
t∫
0
∫
Z
[∂φs
∂x
(z, us, Xs)Ys +
∂φs
∂u
(z, us, Xs) · βs
]
μ(ds, dz). (4.5.5)
In a converse conclusion in the forthcoming maximum principle, we will also require the
following assumption:
Assumption 4.5.3.
A4) If α is a random variable taking values in U a.s. then (with 0 ≤ t < r ≤ T )
us(ω) = α(ω)1(t,r](s),
is an admissible control (i.e. u ∈ AF ).
A control uˆ ∈ AF is a “local maximum” if
J(uˆ) ≥ J(uˆ+ yβ), |y| ≤ δ, (4.5.6)
for all bounded F-predictable β and some δ > 0 that may depend on β. Meaning that we
cannot improve J(uˆ) by making “bounded” pertubations of uˆ. Thus any solution to (4.4.1),
J(uˆ) = supu∈AF J(u), must also be a local maximum. If uˆ is a local maximum, we must
naturally have
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= 0. (4.5.7)
The converse conclusions are not true however. Not every u satisfying (4.5.7) is a local maxi-
mum and a local maximum is not necessarily the optimal solution to (4.4.1).
Theorem 4.5.4. Let uˆ be an admissible control and suppose uˆ satisﬁes Assumption 4.5.2. De-
note
Xˆt = X
(uˆ)
t
Hˆt(v, Xˆt) = ft(v, Xˆt) + bt(λt, v, Xˆt)pˆt+
+
∫
Z
κˆt(z)φt(z, v, Xˆt)λt(dz), v ∈ U ⊆ R,
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with
pˆt = p
(uˆ,Xˆ)
t ,
κˆt = κ
(uˆ,Xˆ)
t .
If uˆ is a critical point for J(u), in the sense that
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= 0
for all bounded, F-predictable processes β such that uˆt ± βt ∈ U dt× dP-a.e., then
E
[∂Ht
∂u
(uˆt, Xˆt)
∣∣∣Ft] = 0, dt× dP-a.e. (4.5.8)
If also Assumption 4.5.3 hold then the converse is also true: If uˆ satisﬁes (4.5.8) then uˆ is a
critical point.
For ease of notation we use the short hand notation bs = bs(uˆs, Xˆs), fs = fs(uˆs, Xˆs), and
similarly for the other coefﬁcients. We proceed using similar arguments as done in [82] with
Malliavin derivatives.
Proof. Suppose uˆ is a critical point. Then
0 =
∂
∂y
J(uˆ+ yβ)
∣∣
y=0
= E
[ T∫
0
∂fs
∂x
Ys +
∂fs
∂u
· βs ds+ g′(XT )YT
]
. (4.5.9)
By the duality formula (4.3.10) (and (4.4.8))
E
[
g′(XT )YT
]
= E
[ T∫
0
g′(XT )
[∂bs
∂x
Ys +
∂bs
∂u
· βs
]
ds
+
T∫
0
∫
Z
[(
Ds,zg
′(XT )
)(∂φs
∂x
(z)Ys +
∂φs
∂u
(z) · βs
) ]
Λ(ds, dz)
]
. (4.5.10)
By the Fubini theorem and the duality formula (4.3.10) (with integrability ensured by (4.5.3)
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and the non-anticipating stochastic derivative is well deﬁned by (4.4.9))
E
[ T∫
0
∂ft
∂x
Yt dt
]
=
T∫
0
E
[∂ft
∂x
[ t∫
0
∂bs
∂x
Ys +
∂bs
∂u
· βs ds
]
+
∂ft
∂x
[ t∫
0
∫
Z
(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
μ(ds, dz)
]]
dt
= E
[ T∫
0
{∂ft
∂x
[ t∫
0
∂bs
∂x
Ys +
∂bs
∂u
· βs ds
]
+
[ t∫
0
∫
Z
(
Ds,z
∂ft
∂x
)(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
Λ(ds, dz)
]}
dt
]
= E
[ T∫
0
[ T∫
t
∂fs
∂x
ds
](∂bt
∂x
Yt +
∂bt
∂u
· βt
)
dt
+
T∫
0
∫
Z
[ T∫
t
Dt,z
∂fs
∂x
ds
](∂φt
∂x
Yt +
∂φt
∂u
· βt
)
Λ(dt, dz)
]
. (4.5.11)
By the continuity of D [38, Remark 3.4] and with sufﬁcent integrability from (4.4.9) we have
T∫
t
Dt,z
∂fs
∂x
ds = Dt,z
T∫
t
∂fs
∂x
ds, dΛ× dP a.e. (4.5.12)
We recall (4.4.3), (4.4.4), and by (4.5.9)-(4.5.10)-(4.5.11) conclude that
E
[ T∫
0
Ks
(∂bs
∂x
Ys +
∂bs
∂u
· βs
)
+
∂fs
∂u
· βs ds
+
T∫
0
∫
Z
(Ds,zKs)
(∂φs
∂x
Ys +
∂φs
∂u
· βs
)
Λ(ds, dz)
]
= 0. (4.5.13)
Let α = (0, . . . , α(j), . . . 0), be a random variable in Rn which is zero except at the index j,
where 1 ≤ j ≤ n. Set
βs = α1(t,t+h](s) = (0, . . . , α
(j), . . . 0)1(t,t+h](s)
We assume α(j) is bounded, Ft-measurable and such that, ut±βt takes values in U dt× dP a.e.
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Then Ys = Y
(u,β)
s = 0 for s < t so that (4.5.13) can be rewritten as
A1 + A2 = 0 (4.5.14)
where
A1 = E
[ T∫
t
Ks
∂bs
∂x
Ys ds+
T∫
t
∫
Z
(Ds,zKs)
∂φs
∂x
Ys Λ(ds, dz)
]
,
A2 = E
[
α ·
( t+h∫
t
[
Ks
∂bs
∂u
+
∂fs
∂u
]
ds+
t+h∫
t
∫
Z
(Ds,zKs)
∂φs
∂u
Λ(ds, dz)
)]
.
From (4.4.5)
A1 = E
[ T∫
t
FsYs ds
]
=
t+h∫
t
E
[
FsYs
]
ds+
T∫
t+h
E
[
FsYs
]
ds.
Since Y admits a càdlàg representative and Yt = 0 we have
∂
∂h
t+h∫
t
E
[
FsYs
]
ds
∣∣
h=0
= 0.
Recall (4.5.5) and (4.4.2). We have
Ys = Yt+hGs(t+ h) for s ≥ t+ h.
Since Yt = 0 (interchange of integration and expectation justiﬁed by (4.5.3), (4.5.4))
∂
∂h
A1
∣∣
h=0
=
∂
∂h
T∫
t+h
E
[
FsYs
]
ds
∣∣
h=0
=
T∫
t
∂
∂h
{
E
[
FsYt+hGs(t+ h)
]}
ds
∣∣∣
h=0
− FtYt
=
T∫
t
E
[
Fs
{
Yt+h
∂
∂h
Gs(t+ h) +Gs(t+ h)
∂
∂h
Yt+h
}]
ds
∣∣∣
h=0
=
T∫
t
∂
∂h
E
[
FsGs(t)Yt+h
]∣∣∣
h=0
ds.
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By (4.5.5) we have
Yt+h = α ·
( t+h∫
t
∂bs
∂u
ds+
t+h∫
t
∫
Z
∂φs
∂u
μ(ds, dz)
)
+
t+h∫
t
Ys
∂bs
∂x
ds+
t+h∫
t
∫
Z
Ys
∂φs
∂x
μ(ds, dz).
Denote ∂
∂h
A1|h=0 = B1 +B2 with
B1 =
T∫
t
∂
∂h
E
[
FsGs(t)
{
α ·
( t+h∫
t
∂br
∂u
dr +
t+h∫
t
∫
Z
∂φr
∂u
μ(dr, dz)
)}]∣∣∣
h=0
ds,
B2 = E
[ T∫
t
∂
∂h
E
[
FsGs(t)
{ t+h∫
t
Yr
∂br
∂x
dr +
t+h∫
t
∫
Z
Yr
∂φr
∂x
μ(dr, dz)
}]∣∣∣
h=0
ds.
By the duality formula (4.3.10) (well deﬁned by (4.4.10))
B1 =
T∫
t
∂
∂h
E
[
FsGs(t)
{
α ·
( t+h∫
t
∂br
∂u
dr +
t+h∫
t
∫
Z
∂φr
∂u
μ(dr, dz)
)}]∣∣∣
h=0
ds
=
T∫
t
∂
∂h
E
[{
α ·
( t+h∫
t
FsGs(t)
∂br
∂u
dr
+
t+h∫
t
∫
Z
Dr,z
(
FsGs(t)
)∂φr
∂u
λr(dz) dr
)}]∣∣∣
h=0
ds
=
T∫
t
E
[{
α ·
(
FsGs(t)
∂bt
∂u
+
∫
Z
Dt,z
(
FsGs(t)
)∂φt
∂u
λt(dz)
)}]
ds. (4.5.15)
By the duality formula (4.3.10) (well deﬁned by (4.4.10)) and since Yt = 0 we have
B2 =
T∫
t
∂
∂h
E
[
FsGs(t)
{ t+h∫
t
Yr
∂br
∂x
dr +
t+h∫
t
∫
Z
Yr
∂φr
∂x
μ(dr, dz)
}]∣∣∣
h=0
ds
=
T∫
t
E
[ ∂
∂h
{ t+h∫
t
FsGs(t)Yr
∂br
∂x
dr
+
t+h∫
t
∫
Z
Dr,z
(
FsGs(t)
)
Yr
∂φr
∂x
λr(dz) dr
}]∣∣∣
h=0
ds
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=T∫
t
E
[{
FsGs(t)Yt
∂bt
∂x
+
∫
Z
Dr,z
(
FsGs(t)
)
Yt
∂φt
∂x
λt(dz)
}]
ds
= 0. (4.5.16)
We see immediately that (interchange of derivation and expectation justiﬁed by (4.5.3) (4.5.4))
∂
∂h
A2
∣∣∣
h=0
= E
[
α ·
(
Kt
∂bt
∂u
+
∂ft
∂u
+
∫
Z
(Dt,zKt)
∂φt
∂u
λt(dz)
)]
. (4.5.17)
Recall that ∂
∂h
A1 = B1 +B2 and the deﬁnition of p in (4.4.6). By (4.5.15)-(4.5.16)-(4.5.17) we
have
∂
∂h
{A1 + A2}h=0 = E
[
α ·
{∂ft
∂u
+ pt
∂bt
∂u
+
∫
Z
(
Dt,zpt
)∂φt
∂u
(z)λt(dz)
}]
= E
[
α · ∂Ht
∂u
(Xˆt, uˆt)
]
. (4.5.18)
As a function of h, A1(h) + A2(h) = 0 for all 0 ≤ h ≤ T − t by (4.5.14). Hence ∂∂h{A1(h) +
A2(h)} = 0 and thus
0 = E
[
α · ∂Ht
∂u
(Xˆt, uˆt)
]
= E
[
α(j)
∂Ht
∂u(j)
(Xˆt, uˆt)
]
.
Recall that here ut + α is a Ft-measurable random variable taking values in U a.s. Deﬁne
D(ω) = sup
c∈R
{ut(ω) + c ∈ U and ut(ω)− c ∈ U} ∧ 1.
Here D “measures the minimum distance” between u(j) and U ω-wise. Note that 0 < D ≤ 1
a.s. Let ζ be a Ft-measurable random variable bounded by C > 0. Then
ut +
1
2C
ζD ∈ U , a.s.
We take α(j) = 1
2C
ζδ and from (4.5.18) get
E
[ 1
2C
ζD
∂Ht
∂u(j)
(Xˆt, uˆt)
]
= 0.
We multiply by 2C to ﬁnd
E
[
ζD
∂Ht
∂u(j)
(Xˆt, uˆt)
]
= 0.
Let ζ(m) =
(
1
δ
ζ
) ∧m. Then ζ(m) → ζ when m → ∞ a.s. and we must have
E
[
ζ
∂Ht
∂u(j)
(Xˆt, uˆt)
]
= 0.
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Since this holds for all Ft measurable ζ we conclude
E
[ ∂Ht
∂u(j)
(Xˆt, uˆt)
∣∣∣Ft] = 0. (4.5.19)
The proof for the sufﬁcient condition is complete as (4.5.19) holds for all 1 ≤ j ≤ n.
Conversely, suppose (4.5.8). By reversing the above argument we get that (4.5.14) holds for
all β ∈ AF of the form
β(s, ω) = α(ω)1(t,t+h](s),
where the random variable α is Ft-measurable, bounded and such that u± β, takes values in U
dt× dP a.e. Here 0 ≤ t < t+ h ≤ T . Hence (4.5.14) holds for all linear combinations of such
β. Since any β ∈ AF can be approximated by such linear combinations it follows that (4.5.14)
holds for all bounded β ∈ AF .
4.6 A remark on the technique used
In this paper, the maximum principle relies on on evaluating
d
dy
J(u+ yβ) (4.6.1)
where J is the performance functional (4.1.1). Here u is the control which is a “candidate” to
be an optimal solution, y ∈ R and β is a pertubation of u. In this Section we discuss a technical
point in how this technique has been presented in the literature, because some frequently used
conditions have implications on how we can choose U (the space where the controls are taking
their values). In several papers, e.g. [2, 4, 6, 82, 80, 81, 87], that evaluate (4.6.1) (for perfor-
mance functionals of type (4.4.1), but with different assumptions on the noises) the following
four assumptions are standard:
i) The admissible controls u take values in an open, convex set U ⊆ Rn.
ii) The admissible controls satisfy some integrability conditions related to the problem and
the corresponding state-process (given by a SDE) has a unique strong solution.
iii) For all bounded and F˜t-measurable random variables α, the control
us(ω) = α(ω)1(t,t+r](s), 0 ≤ t < t+ r ≤ T,
is admissible2. Here F˜ = {F˜t, t ∈ [0, T ]} is an ﬁltration relevant to the optimization
problem.
iv) If u and β are admissible controls, with β bounded, there exist δ > 0 such that u+ yβ is
also an admissible control for all |y| < δ.
For convenience we only discuss the case when n = 1 in Condition i). However the issue
presented here can easily be generalized to any n > 1.
2In [6, 81] it is only assumed that α takes values in U .
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Condition iii) implies that all the constants are elements of U , since C1(t,t+r](s), C ∈ R
must be an admissible control. This can only be satisﬁed if U = R. Meaning that U cannot
be taken to be any open, convex set as described in i), but it is necessary that U = R for the
maximum principle to apply.
We could attempt to change Condition iii) to
iii’) For all bounded and F˜t-measurable random variables α such that α ∈ U a.s., the control
us(ω) = α(ω)1(t,t+r](s) 0 ≤ t < t+ r ≤ T,
is admissible.
However, Condition iv) is still a problem. To explain, suppose U = (c1, c2) for some c1 < c2
and let α be a bounded, F˜t-measurable random variable taking values in U . If condition iii’)
holds, both us(ω) := α(ω)1(t,t+r](s) and βs(ω) := C1(t,t+r](s), C ∈ (c1, c2), are admissible
controls. Even if the random variable α satisﬁes α < c2 a.s. we can have
ess supα = c2
and thus ut + yβt ∈ U a.s. is not possible for any y > 0. Hence ut + yβt is not an admissible
control for any y > 0, as it is not taking values in U , and Condition iv) fails.
The use of the “standard” assumptions i)-ii)-iii)-iv) is not a major issue, the resulting maxi-
mum principle will hold for U = R. Indeed the technical conditions are correct even if opaque.
Moreover, if one is only interested in bounded controls one can apply the maximum principle
and then check whether the resulting control is in fact bounded. There will however be a prob-
lem, at least formally, if integrability conditions or other conditions (i.e. ii)) on the admissible
controls require them to take values in a bounded set. Also, the study of the control problem
with U bounded has independent interest. As an example, in the forthcoming Proposition 4.8.1
we show additional results on the uniquess of the solution when U is bounded. Hence we used
Assumption 4.5.2 in the maximum principle, Theorem 4.5.4.
4.7 Lévy Processes
Here we compare the non-anticipating stochastic derivative with the Malliavin operator in the
case of Lévy processes. We refer to e.g. [44, 43, 83, 101] for a comprehensive treatment on
Malliavin calculus on Lévy processes, or more precisely the mixture of Gaussian and Poisson
random measures. In short, the stochastic non-anticipating derivative coincide with the projec-
tion of the Malliavin derivative D
Ds,zξ = E
[
Ds,zξ
∣∣Gs] (4.7.1)
whenever the right hand side is well deﬁned. But the domain of the Malliavin derivative D is
D1,2, a space strictly smaller than L2(Ω,G,P).
Let N be a Poisson random ﬁeld on [0, T ] × R0 with with E[N(dt, dz)] = ν(dz)dt and
denote N˜(dt, dz) = N(dz, dz) − ν(dz)dt as the centered Poisson random ﬁeld. Furthermore
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Bt, t ∈ [0, T ] is a Brownian motion. With G as the (completed) ﬁltration generated by B and
N , let the martingale random ﬁeld μ be given by :
μ(dt, dz) = 1{0}(z)dBt + 1R0(z) N˜(dt, dz),
with λt(dz) = 1{0}(z) + 1R0(z)ν(dz). Then the process η deﬁned by
ηt = Bt +
t∫
0
∫
R0
z N˜(ds, dz), t ∈ [0, T ],
is a Lévy process. If we assume that (Ω,G,P) = (Ω,GT ,P), i.e. that our probability space can
be generated by B and N , then there exists a subspace D1,2 := DB1,2 ∩ DN1,2  L2(Ω,G,P) such
that for any ξ ∈ D1,2 [11, Theorem 3.11]
ξ = E
[
ξ
]
+
T∫
0
E[Dsξ|Gs] dBs +
T∫
0
∫
R0
E[Ds,zξ|Gs] N˜(ds, dz) (4.7.2)
where Ds and Ds,z are the Mallavin derivatives for the Brownian motion and Poisson random
ﬁeld with domains DB1,2 and D
N
1,2 respectively. This is also known as the Clark-Ocone formula.
Furthermore Dsξ ∈ L2(Ω× [0, T ]) and Ds,z ∈ L2(Ω× [0, T ]× R0).
Remark that the Clark-Ocone formula (4.7.2) can be extended to L2(Ω,G,P) in the set-
ting of white noise and Hida-Malliavin derivatives, see [1, 42]. However this requires further
assumptions on the probability space (Ω,G,P).
4.8 Application to default risk
Here we show an application of the maximum principle to portfolio optimization. We choose
a setting outside Lévy processes that has independent interest: Assets with credit risk modeled
by doubly stochastic Poisson processes. Credit risk with doubly stochastic Poisson processes
has been widely studied in the literature, see e.g. [59, 74, 46].
Let λs = (λ
(1)
s , . . . λ
(n)
s ), s ∈ [0, T ], be a positive, stochastic process in Rn. Let Λ(j)t =∫ t
0
λ
(j)
s ds, and denote the ﬁltration generated by λ as FΛ = {FΛt , t ∈ [0, T ]}. No assumptions
of independence are required between Λ(j) and Λ(k) for any j = k.
The n-dimensional pure jump processHs = (H
(1)
s , . . . , H
(n)
s ) is a doubly stochastic Poisson
process if, when conditioned on the λ’s, it is Poisson distributed. We assume that
P
(
H
(j)
t = k
∣∣FΛT ) = P(H(j)t = k ∣∣Λ(k)t ) = (Λ(j)t )kk! e−Λ(j)t
for all 1 ≤ j ≤ n and k ∈ N. Let H˜t := Ht − Λt, t ∈ [0, T ] and F := {Ft, t ∈ [0, T ]} the
ﬁltration generated by H˜ . Let G be such that Gt = Ft ∨ FΛT and Z = {1, . . . n}, where Z
is equipped with the discrete topology. Then μ deﬁned by μ(dt, z) = dH˜(z)t is a martingale
random ﬁeld with respect to both F and G on [0, T ]×Z .
The ﬁltration G contains anticipating information in knowing the future values of λ. It is
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however a natural candidate for computing the non-anticipating stochastic derivative for doubly
stochastic Poisson processes, which has been studied in Chapter 2. Computational rules of
Malliavin type can also be found in [107].
Let τ (z) be the ﬁrst jump of H(z), z = 1, . . . n. We model each asset S(z) with a return ρ(z)+
λ(z) up to the time of default τ . In the case of default the asset S(z) become worthless, i.e. S(z)
τ (z)
=
0 (whenever τ (z) < T ). The goal of the investor is to invest in the n assets maximizing expected
utility of the wealth at terminal time T . In mathematical terms: Let
S
(1)
t = S
(1)
t− 1{τ (1)>t}(t)
(
ρ
(1)
t dt− dH˜(1)t
)
,
...
S
(n)
t = S
(n)
t− 1{τ (n)>t}(t)
(
ρ
(n)
t dt− dH˜(n)t
)
.
Let X denote the total wealth of the investor and the control u denote the amount invested in
the n assets:
Xt =
t∫
0
n∑
z=1
1{τ (z)>r}(r)u
(z)
r ρ
(z)
r dr −
t∫
0
n∑
z=1
1{τ (z)>r}(r)u
(z)
r dH˜
(j)
t
Remark that every asset S(z) and the wealth process X are F-adapted. Hence F is a natural
model for the investor’s information. With
J(u) = E
[
U(XT )
]
(4.8.1)
where U : R → R is an utility function (differentiable, increasing and strictly concave), we
look for
sup
u∈AF
J(u).
We have
Kt = U
′(XT ),
Ft = U
′(XT )
n∑
z=1
1{τ (z)>t}(t)u
(z)
t ρ
(z)
t +
n∑
z=1
(
Dt,zU
′(Xt)
)
1{τ (z)>t}(t)u
(z)
t λ
(z)
t ,
pt = U
′(XT ),
κt =
n∑
z=1
Dt,zU
′(Xt),
Gs(t) = 0.
Remark that under these assumptions, any F-predictable process u is an admissible control if
E
[
U(XuT )
2 + U ′(XuT )
2
]
< ∞. (4.8.2)
Furthermore Assumption 4.5.2 only depends on verifying (4.8.2) for u+ yβ. The Hamiltonian
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(4.4.11) is given by
Ht(u, x) = U ′(XT )
n∑
z=1
1{τ (z)>t}(t)u
(z)
t ρ
(z)
t
+
n∑
z=1
(
Dt,zU
′(Xt)
)
1{τ (z)>t}(t)u
(z)
t λ
(z)
t .
Hence
∂Ht
∂u
(v, x) = U ′(XT )
n∑
z=1
1{τ (z)>t}(t)ρ
(z)
t +
n∑
z=1
(
Dt,zU
′(XT )
)
1{τ (z)>t}(t)λ
(z)
t .
Theorem 4.5.4 ﬁnds critical points for (4.8.1). To ensure that a critical point uˆ is a solution
to (4.8) we need to know that 1) the critical point is a local maximum and 2) there are no other
critical points u¯ where J(u¯) > J(uˆ). We investigate the exact properties of the critical points
in Proposition 4.8.1 and sufﬁcent conditions for a solution to (4.8) are given in Corollary 4.8.2.
Proposition 4.8.1. Assume that
i) U is twice continuously differentiable and concave,
ii) All bounded F-predictable processes taking values in U are admissible controls,
iii) For any u ∈ AF and F-predictable bounded process β such that
ut ± βt ∈ U , dt× dP a.e. (4.8.3)
then there exist ε > 0 such that
{
U ′′
(
Xu+yβT
)( t∫
0
n∑
z=1
1{τ (z)>r}(r)β
(z)ρ(z)r dr
−
n∑
z=1
t∫
0
1{τ (z)>r}(r)β
(z) dH˜
(z)
t
)2}
y∈(−ε,ε)
(4.8.4)
is uniformly P-integrable,
iv) Assumption 4.5.2 holds for all bounded u ∈ AF .
Let  = min(δ, ε), where δ is as in (4.5.4). Then the mapping y → J(u + yβ), y ∈ (−, ), is
strictly concave for all u ∈ AF and bounded F-predictable β satisfying (4.8.3). Furthermore,
there is at most one bounded u ∈ AF such that u is a critical point (in the sense of Theorem
4.5.4).
Proof. First we prove the concavity of the mapping y → J(u + yβ), y ∈ (−, ). We inter-
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change the derivation and expectation and get
∂2
∂y2
J(u+ yβ) = E
[ ∂2
∂y2
U(Xu+yβT )
]
= E
[
U ′′
(
Xu+yβT
)( t∫
0
n∑
z=1
1{τ (z)>r}(r)β
(z)ρ(z)r dr
−
n∑
z=1
t∫
0
1{τ (z)>r}(r)β
(z) dH˜
(z)
t
)2]
< 0,
where the last inequality follows by the concavity of U .
Next we want to show that there is at most one bounded u ∈ AF such that u is a critical
point. First we show that when u ∈ AF is bounded and β is as in (4.8.3), we have  > 1,
i.e. that y → J(u + yβ) is a strictly concave mapping for y ∈ (−, ) with  > 1. The claim
 > 1 follows from ii) and the uniform integrability conditions (4.5.3)-(4.5.4)-(4.8.4) since
∂
∂y
J(u+ yβ)|y=a = ∂∂yJ(u+ aβ + yβ)|y=0.
Suppose u¯, uˆ ∈ AF are both bounded and critical points. Set βt = u¯t− uˆt. Consider the control
uˆ+ 1
2
β ∈ AF , and the mapping
h(y) → J(uˆ+ 1
2
β + y
1
2
β
)
, y ∈ (−, ) (4.8.5)
Note that  > 1, h(1) = J(u¯) and h(−1) = J(uˆ). Since h is strictly concave at most one of
h(−1) and h(1) can be a maximum.
Corollary 4.8.2. Suppose the Assumptions in Proposition 4.8.1 hold. If U is bounded and a
critical point uˆ exists, then uˆ is optimal, i.e.
J(uˆ) = sup
u∈AF
J(u),
and optimal portfolio uˆ is characterized by
E
[∂Ht
∂u
(uˆ, X
(uˆ)
t )
∣∣Ft] = n∑
z=1
1{τ (z)>t}(t)ρ
(z)
t E
[
U ′(XT )
∣∣Ft]
+
n∑
z=1
(
Dt,zU
′(XT )
)
1{τ (z)>t}(t)λ
(z)
t = 0,
for all t ∈ [0, T ] a.s.
Proof. This is a restatement of Proposition 4.8.1.
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Chapter 5
Information and optimal investment in
defaultable assets
Abstract
We study optimal investment in an asset subject to risk of default for investors that
rely on different levels of information. The price dynamics can include noises both from
a Wiener process and a Poisson random measure with inﬁnite activity. The default events
are modeled via a counting process in line with large part of the literature in credit risk. In
order to deal with both cases of inside and partial information we consider the framework of
the anticipating calculus of forward integration. This does not require a priori assumptions
typical of the framework of enlargement of ﬁltrations. We ﬁnd necessary and sufﬁcent
conditions for the existence of a locally maximizing portfolio of the expected utility at
terminal time. We consider a large class of utility functions. In addition we show that
the existence of the solution implies the semi-martingale property of the noises driving the
stock. Some discussion on unicity of the maxima is included.
5.1 Introduction: The model, the optimization problem, the
streams of information
Occasionally, we observe that unexpected events wipe out shareholder values. We will generi-
cally call all these events default events. Inspired by default risk literature, we consider a model
for stocks where there is a varying risk of instantaneous loss in the stock value.
Of particular interest here is when the default events are dependent on the noises driving the
stock or when the investor has insider information. In these cases mathematical questions arise
as to whether the driving noises are still (semi)-martingales and the relevant stochastic integrals
can be interpreted in the Itô sense. Since this is not a priori certain, we choose to investigate
this issue using forward integration in the modeling of stock prices. With this we do not need
a priori assumptions or restrictions on the information available to the investor and we will be
able to use a unique framework for all the situations of interest.
Our main result is a sufﬁcent and necessary criteria for an optimal investment strategy max-
imizing the expected utility of the ﬁnal portfolio value, for a portfolio involving the defaultable
asset. We remark that this result also holds for optimization problems with partial or delayed
information.
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Furthermore we show that the existence of an optimal strategy yields the semi-martingale
property of the noises. This would usually be assumed a priori if working in the framework of
enlargement of ﬁltrations see for instance [14, 27, 33, 71, 62, 60].
The defaultable stock is modeled with three random noises, a Wiener process W , a Poisson
random measure N and a pure jump process H . The occurence of defaults or catastrophic
events is modelled by H . The intensity of H , as viewed by the investor, is stochastic and can
either depend on current and future knowledge of W and N or be independent of the two.
Our model market on the time horizon [0, T ] (T > 0) consists of a (non-defaultable) bond
S0 serving as numéraire with dynamics:
dS0(t) = S0(t)ρ(t)dt, (5.1.1)
S0(0) =1
and a defaultable asset S1 with price dynamics:
d−S1(t) = S1(t−)
(
μ(t)dt+ σ(t)d−W (t) (5.1.2)
+
∫
R0
θ(t, z)N˜(d−t, dz) + κ(t)dH(t)
)
, S1(0) > 0.
Here W (t), t ≥ 0, is a standard Wiener process and N(dt, dz), t ≥ 0, R0 := R \ {0} is a
Poisson random measure, independent of W and with E[N(dt, dz)] = ν(dz)dt. We denote
N˜(dt, dz) := N(dt, dz)− ν(dz)dt. Moreover H(t), t ≥ 0 is a càdlàg counting process, with
E
[
H(T )
]
< ∞ and P(ΔH(t) > 1 for any t ∈ [0, T ]) = 0.
We remark that H is not necessarily independent of N and W . Being H a process of ﬁnite
variation the corresponding integral is intended path-wise. On the other side, the d− indicates
forward integration. The forward integral extends the Itô integral but does not require the inte-
grand to be adapted to a speciﬁc ﬁltration, see Section 5.2 for details.
The random processes considered live in a complete probability space (Ω,A,P). In the
sequel the following P-augmented ﬁltrations appear
• FH :=
{FHt ⊂ A, t ≥ 0} where FHt = σ{H(s), s ≤ t},
• F :=
{Ft ⊂ A, t ≥ 0} where Ft = σ{W (s), N((s, t], B), s ≤ t, B ∈ B(R0)},
• G :=
{Gt ⊂ A, t ≥ 0} where Gt is a right continuous ﬁltration that represents the
information available to the investor at time t.
We assume that the coefﬁcients ρ, μ, σ, and κ are càglàd stochastic processes and θ is a càglàd
random ﬁeld, in the sense that θ(·, z) is càglàd ν-a.e. (P-a.e.). Here ρ, μ, σ and κ are measurable
with respect to A × B([0, T ]) while κ is A × B([0, T ] × R0)-measurable. The choice of the
forward integral in (5.1.2) allows us to drop the usual requirements of adaptedness of the coefﬁ-
cients to the given information. Naturally, in the case of adaptedness (5.1.2) could be expressed
in terms of Itô integration (see Section 5.2).
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The Borel measure ν(dz) on R0 is σ-ﬁnite and satisﬁes
∫
R0
z2ν(dz) < ∞. For modeling
purposes κ would be taken to be negative though it is not a necessary condition for the opti-
mization problem.
We denote Λ as the G-predictable intensity of H , i.e. the G-predictable random measure
such that
E
[ t∫
0
κ(s)dH(s)
]
= E
[ t∫
0
κ(s)Λ(ds)
]
,
for allG-predictable processes κ. In addition, we assume thatH andN do not jump at the same
time, i.e.
P
(
There exist t ∈ [0, T ] and U ⊂ R0 compact such that
ΔH(t) > 0 and N
(
Δt, U
)
> 0
)
= 0. (5.1.3)
We set σ forward integrable with respect to W , θ and ln(1 + θ) forward integrable with
respect to N and
E
[ T∫
0
∣∣μ(s)∣∣+ ∣∣σ(s)∣∣2 + ∫
R0
∣∣θ(s, z)∣∣2ν(dz) ds+ T∫
0
∣∣κ(s)∣∣Λ(ds)] < ∞. (5.1.4)
To have S1 well deﬁned and non-negative at all times, we assume
−1 < θ(t, z, ω) dt× ν(dz)× dP a.e. (5.1.5)
−1 ≤ κ(t, ω) dt× dP a.e. (5.1.6)
Using an adequate version of the Itô formula (Theorem 5.2.4), we see that the solution of (5.1.2)
is
S1(t) = S1(0)
∏
ΔH(s)>0
s≤t
(
1 + κ(s)ΔH(s)
)
exp
{ t∫
0
[
μ(s)− 1
2
σ2(s)
]
ds (5.1.7)
+
t∫
0
σ(s)d−W (s)−
t∫
0
∫
R0
[
ln
(
1 + θ(s, z)
)− θ(s, z)]ν(dz) ds
+
t∫
0
∫
R0
ln
(
1 + θ(s, z)
)
N˜(d−s, dz)
}
and it is easy to argue that this solution is unique. This can be achieved using similar arguments
as in [92, Theorem 37] though adapted to forward integration.
The investor’s optimization problem is to divide his money between the asset S1 and the
bond S0 in order to achieve the maximum expected utility of the portfolio value at the end
of the period allowed. The investor bases his decisions on the information available to him
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represented by the ﬁltration G. The investor’s wealth X˜π(t), t ∈ [0, T ], is given by:
dX˜(t) = (1− π(t))dS0(t) + π(t)d−S1(t) (5.1.8)
with initial value X˜(0) = x0 > 0. The process π(t), t ∈ [0, T ], represents the fraction of wealth
invested in S1. Note that π is a G-adapted stochastic process.
We aim for generality in how the optimization scheme ends. In particular we are interested
in the two different scenarios:
i) It is no longer possible to invest in the asset S1 after the ﬁrst jump of H . In this case, the
jump of H signiﬁes default or another catastrophic event. See, e.g. [17, 20, 33].
ii) It is possible to invest in the asset S1 even after several “default” events. The jumps of
H signify the occurence of these “default” events. and the dynamics of S1 can possibly
change. See, e.g. [71, 90].
To describe both the above scenarios, we assume that the it is longer possible to invest in S1
after a G-stopping time τ ≤ T . For the period (τ, T ] all the investor’s wealth is invested in
the bond. The stopping time τ must satisfy τ ≤ T , meaning that the optimization problem
terminates in any case when the time horizon is reached, and τ ≤ inf{t ∈ [0, T ] : S1(t) = 0},
meaning that the optimization problem ends if there is no value in the asset S1.
By application of the Itô formula, we can see that the (unique) solution of (5.1.8), for a given
admissible π (see Deﬁnition 5.3.1), is:
X˜π(t) = x0 exp
{ t∫
0
[
ρ(s) +
(
μ(s)− ρ(s))π(s)− 1
2
σ2(s)π2(s)
]
ds
+
t∫
0
∫
R0
[
ln
(
1 + π(s)θ(s, z)
)− π(s)θ(s, z)ν(dz)]ds+ t∫
0
σ(s)π(s)d−W (s)
+
t∫
0
∫
R0
ln
(
1 + π(s)θ(s, z)
)
N˜(d−s, dz) +
t∫
0
ln
(
1 + κ(s)π(s)
)
dH(s)
}
. (5.1.9)
and set Xπ(T ) := X˜π(τ)e
∫ T
τ ρ(s)ds.
In summary we study the optimal portfolio problem
sup
π∈AG
E
[
U
(
X˜π(τ)e
∫ T
τ ρ(s)ds
)]
= sup
π∈AG
E
[
U
(
Xπ(T )
)]
, (5.1.10)
of an investor having G as information ﬂow at disposal and U as utility function. Here AG
represents the set of admissible portfolios (see Deﬁnition 5.3.1).
The optimization scheme itself Theorem 5.3.3 and the related Theorem 5.4.2 are an exten-
sion of the results in [12, 39] to include a form of default risk. We refer to [96, 97] for the
treatment of the forward integral with respect to the Wiener process, and to [39] for the case
of integration with respect to the compensated Poisson random measure. The forward integral
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is an extension of the Itô integral, but does not require the adaptedness of the integrands to the
integral ﬁltration. Applications of this type of integration to optimization problems and the jus-
tiﬁcation of the use of these integrals from the modeling point of view have been studied. See,
e.g. [12, 40, 30, 72]. We also refer to [43] for a uniﬁed presentation of the topics.
Related to our optimization problem is the optimization of investments under uncertain time-
horizons, as done in [17, 33]. In [17], optimization ends at a stopping time τ related to the noise
in stock price. In [33] both optimal consumption and investment are treated. Typically the
problems are solved using some variants of Hamilton-Jacobi-Bellman (HJB) equations. Our
approach differs from these works for several reasons. First we focus on different streams of
information for the investor, second we consider that the loss in the case of default depends
on the position in the risky asset. Moreover, our approach is different in framework and we
do not use HJB type solutions. In [78] we ﬁnd a study of a problem similar to ours. The
approach is however entirely different as in this case backward stochastic differential equations
are involved. Moreover we allow for a more general information structure and we consider a
Lévy type of noise in the price dynamics.
Our work has some similarities to [9], where an optimization problem is considered when
the stock dynamics include a jump component with an unknown intensity modeled by a con-
tinous time Markov chain. But the ﬁltering techniques therein may be less suited to default
modeling since default is a jump happening only once. The methodology presented there relies
on HJB equations and differs from ours.
Bielecki and coauthors consider various forms of optimal investments in, e.g. [14], [15] and
[13], looking at optimality and hedging when there is a number of instruments, some of which
are subject to default. However, their main focus is on the use of defaultable instruments for
hedging purposes and the evaluation on whether to invest in defaultable bonds. In the same line
is the study in [53].
As announced, in this paper we adopt the framework of anticipating stochastic calculus,
speciﬁcally forward integration to tackle the optimization problem (5.1.10). Moreover, we con-
sider the problem for various choices of investor’s information ﬂow G. To the best of our
knowledge it is the ﬁrst time that the framework of forward integration is applied in optimiza-
tion problems in presence of default.
In this paper we provide a characterization for the existence of locally optimal controls in a
great generality both in the choice of utility function and in the amount of information available.
Considerations on the meaning of locality and some examples are also provided. These topics
are presented in Section 3. The key results of forward integration is summarized in Section 2.
In Section 4 we reinterpret the results of section 3 in the context of semimartingale-integration.
5.2 Mathematical framework: Forward Integrals
Forward integrals were introduced by Russo and Valois in the articles [96] and [97] for contin-
uous processes and in [39] for pure jump Lévy process, see also [43] for a systematic presenta-
tion.
The forward integral is a type of stochastic anticipating integration that does not require as-
sumptions of adaptedness or predictability to some ﬁltration related to the integrator. Moreover,
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it is also an extension of the Itô integral in the sense that when the appropiate predictability is in
place the two integrals coincide. This makes the forward integral especially suited for studying
portfolio optimization problems under insider or partial information, where different ﬁltrations
are considered. See for, e.g. [12, 39] and [43].
We follow the idea of [72] and consider the forward integral with respect to the Wiener
processes as a limit in L1(P). This would also imply forward integrability in the sense of Russo
and Valois, [96, 97, 98], who consider the same limit in probability.
Deﬁnition 5.2.1. We say that the stochastic process σ = σ(t, ω), t ∈ [0, T ], ω ∈ Ω, is forward
integrable over the interval [0, T ] with respect to W if there exists a process I = I(σ, t), t ∈
[0, T ], such that
E
[
sup
t∈[0,T ]
∣∣∣ t∫
0
σ(s)
W (s+ )−W (s)

ds− I(σ, t)
∣∣∣] −→ 0, as  → 0+,
In this case we write
I(σ, t) =
t∫
0
σ(s)d−W (s), t ∈ [0, T ],
and call I(σ, t) the forward integral of σ with respect to W on [0, t].
Lemma 5.2.1 shows that the forward integral is an extension of the Itô integral.
Lemma 5.2.1. Let G = {Gt, t ∈ [0, T ] } be a given ﬁltration. Suppose that
i) W is a semimartingale with respect to the ﬁltration G,
ii) σ is G-predictable and the Itô integral
T∫
0
σ(t)dW (t) exists (in L1(P)),
then σ is forward integrable and
T∫
0
σ(t)d−W (t) =
T∫
0
σ(t)dW (t).
For proof we refer to, e.g. [43, Lemma 8.9].
Elementary processes are forward integrable, and have a natural interpretation as Riemann-
like sums. Suppose the stochastic process σ = σ(t, ω), t ∈ [0, T ], ω ∈ Ω, is elementary,
meaning that it has the form
σ(t, ω) =
N−1∑
i=0
σi(ω)1(ti,ti+1](t), (5.2.1)
where the σi are bounded random variables and 0 = t0 < t1 · · · < tN = T . Then σ is forward
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integrable, see [95, Remark 1], and
t∫
0
σ(s)d−W (s) =
N−1∑
i=0
σi
(
W (ti+1 ∧ t)−W (ti ∧ t)
)
, t ∈ [0, T ]. (5.2.2)
However, it is not obvious that one can approximate a general forward integrable function by
elementary functions and in this way obtain also an approximation to the integral.
Example 5.2.2. Let A =
{
f ∈ L∞([0, 1] × Ω) : f is càglàd, |f(t, ω)| ≤ 1 for all (t, ω) ∈
[0, 1]× Ω}. Then any f ∈ A is forward integrable. But
sup
f∈A
E
[ ∫ 1
0
f(s)d−W (s)
]
= ∞. (5.2.3)
So even though f is bounded, the forward integral with respect to d−W can have arbitrarily
large expectations. This would not happen with Itô integrals as it is a result ofW having inﬁnite
total variation and using anticipating information.
To prove (5.2.3), let fn be elementary functions of the form
fn =
n−1∑
j=0
sign
(
W
(j + 1
n
)−W( j
n
))
1{t∈( j+1
n
, j+1
n
]},
where
sign(x) =
{ −1 if x < 0
1 if x ≥ 0
Then fn ∈ A and
1∫
0
fn(s)d
−W (s) =
n−1∑
j=0
sign
(
W
(j + 1
n
)−W( j
n
))(
W
(j + 1
n
)−W( j
n
))
=
n−1∑
j=0
∣∣∣W(j + 1
n
)−W( j
n
)∣∣∣.
We have E[|W (t)−W (s)|] =√(t− s) · 2/π, (see for instance [76]), so
E
[ 1∫
0
fn(s)d
−W (s)
]
= E
[ n−1∑
j=0
∣∣∣W(j + 1
n
)−W( j
n
)∣∣∣]
=
√
n · 2/π −→ ∞ as n → ∞.
Additionally we can remark that letting gn = n−1/4fn, we would get that gn → 0 pointwise and
is bounded by the forward integrable function 1, thus proving that the dominated convergence
theorem does not hold for forward integrals with respect to Brownian motions.
Characterizing when integrals are ﬁnite or limits do not explode is non-trivial, and from the
remark above we see that the boundedness of the integrand is not enough. Thus we have to
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be careful, even though a sequence of forward integrable functions converge in some suitable
space, the corresponding forward integrals over these functions may not converge at all. See
also the discussion in [92, Section 1.8].
Deﬁnition 5.2.3. The forward integral
J(θ, t) :=
t∫
0
∫
R0
θ(s, z)N˜(d−s, dz), t ∈ [0, T ]
with respect to the Poisson random measure N˜ of a càglàd random ﬁeld θ(t, z, ω), t ∈ [0, T ],
z ∈ R0, ω ∈ Ω, is deﬁned as
J(θ, t) = lim
m→∞
t∫
0
∫
R0
θ(s, z)1UmN˜(ds, dz)
if the limit exists in L2(P). Here, Um, m = 1, 2, . . . , is an increasing sequence of compact sets
Um ⊂ R0 with ν(Um) < ∞ such that limm→∞Um = R0.
Also in this case the forward integral is an extension of the Itô integral [43, Remark 15.2]:
Remark 5.2.2. Let G = {Gt, t ∈ [0, T ]} be a given ﬁltration such that
i) The process η(t) =
∫ t
0
∫
R0
zN˜(ds, dz), t ∈ [0, T ], is a semimartingale with respect to G.
ii) The random ﬁeld θ = θ(t, z), t ∈ [0, T ], z ∈ R0, is G-predictable.
iii) The integral
∫ t
0
∫
R0
θ(t, z)N˜(ds, dz) exists as a classical Itô integral.
Then θ is forward integrable and we have
T∫
0
∫
R0
θ(s, z)N˜(d−t, dz) =
T∫
0
∫
R0
θ(s, z)N˜(dt, dz).
5.2.1 The Itô formula for forward integrals
An Itô formula for forward type integrals when the integrator is continuous was developed in
[97, 98]. An Itô formula for forward integrals with Poisson random measures is found in [39],
both the results are also summarized in [43]. In this paper we need a more general version
that include processes of ﬁnite variation to guarantee the existence of solutions of (5.1.8) and
(5.1.2). The proof can be seen as a continuation of the one presented in [43, Theorem 8.12],
thus we only sketch the additional part.
Theorem 5.2.4.
Let
d−X(t) = μ(t)dt+ σ(t)d−W (t) +
∫
R0
θ(t, z)N˜(d−t, dz) + dζ(t),
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where
• μ is a stochastic process satisfying
T∫
0
∣∣μ(s)∣∣ds < ∞ P-a.s.
• σ is forward integrable with respect to W .
• θ and |θ| are forward integrable with respect to N˜ and θ satisﬁes
T∫
0
∫
R0
∣∣θ(s, z)∣∣2ν(dz) ds < ∞ P-a.s.
• ζ is a càdlàg pure jump process of ﬁnite variation, with ζ(0) = 0 and
P
(
There exist t ∈ [0, T ] and U ⊂ R0 compact such that
Δζ(t) > 0 and N
(
Δt, U
)
> 0
)
= 0. (5.2.4)
for all U ⊂ R0 compact. Here N
(
Δt, U
)
:= N
(
(0, t], U
) − N((0, t), U) and Δζ(t) :=
ζ(t)− ζ(t−).
Assume f ∈ C2(R) and let Y (t) = f(X(t)). Then
Y (t) = Y (0) +
t∫
0
[
f ′
(
X(s−))μ(s) + 1
2
f ′′
(
X(s−))σ2(s)]ds
+
t∫
0
∫
R0
[
f
(
X(s−) + θ(t, z))− f(X(s−))− f ′(X(s−))θ(s, z)]ν(dz) ds
+
t∫
0
f ′
(
X(s−))σ(s)d−W (s) + t∫
0
∫
R0
[
f
(
X(s−) + θ(s, z))− f(X(s−))]N˜(d−s, dz)
+
∑
0<s<t
Δζ(s) =0
[
f
(
X(s−) + Δζ(s))− f(X(s−))].
Remark 5.2.3. Condition (5.2.4) is for instance fulﬁlled if N and ζ are independent.
Proof. Let
Xm(t) = x+
t∫
0
μ(s)ds+
t∫
0
σ(s)d−W (s) +
t∫
0
∫
R0
1Um(z)θ(s, z)N˜(d
−s, dz) + ζ(t),
where 1Um is as in Deﬁnition 5.2.3. We denote αi, i = 1, 2 . . . the times of the jumps of Xm.
By condition (5.2.4) we can uniquely (P-a.s.) divide the sequence αi by the jumps of either ζ
or 1Um(z)N(dt, dz) as α
ζ
i and α
N
i . We formally set α0 = α
ζ
0 = α
N
0 = 0.
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Then
f
(
Xm(t)
)− f(Xm(0)) = ∑
i
[
f
(
Xm(αi ∧ t)
)− f(Xm(αi ∧ t−))]
+
∑
i
[
f
(
Xm(αi ∧ t−)
)− f(Xm(αi−1 ∧ t))]
=
∑
αζi≤t
[
f
(
Xm(α
ζ
i )
)− f(Xm(αζi−))]
+
∑
αNi ≤t
[
f
(
Xm(α
N
i )
)− f(Xm(αNi −))]
+
∑
αi≤t
[
f
(
Xm(αi−)
)− f(Xm(αi−1−))]
= J1(t) + J2(t) + J3(t),
with
J1(t) =
∑
0<s<t
Δζ(s) =0
[
f
(
Xm(s−) + Δζ(s)
)− f(Xm(s−))]
and
J2(t) =
∑
i
[
f
(
Xm(α
N
i
)− f(Xm(αNi − )]1{αNi ≤t} (5.2.5)
=
t∫
0
∫
R0
[
f
(
Xm(s−) + θ(s, z)
)− f(Xm(s−))]N(ds, dz)
=
t∫
0
∫
R0
[
f
(
Xm(s−) + θ(s, z)
)− f(Xm(s−))]N˜(ds, dz)
+
t∫
0
∫
R0
[
f
(
Xm(s−) + θ(s, z)
)− f(Xm(s−))]ν(dz) ds.
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For the elements of the sum in J3(t) we use [43, Theorem 8.12]:
J3(t) =
∑
i
[ αi∧t∫
αi−1∧t
[
f ′
(
Xm(s−)
)
μ(s)ds−
∫
R0
f ′
(
Xm(s−)
)
1Umθ(s, z)ν(dz)
]
ds
+
αi∧t∫
αi−1∧t
f ′
(
Xm(s−)
)
σ(s)d−W (s) +
αi∧t∫
αi−1∧t
f ′′
(
Xm(s−)
)
σ2(s)ds
]
=
t∫
0
[
f ′
(
Xm(s−)
)
μ(s) +
1
2
f ′′
(
Xm(s−)
)
σ2(s)−
∫
R0
f ′
(
X(s−))1Umθ(s, z)ν(dz) ]ds
+
t∫
0
f ′
(
Xm(s
−)
)
σ(s)d−W (s).
Adding J1, J2 and J3 together and letting m → ∞ the result follows.
5.3 Optimization problem: local maxima
Now we are ready to tackle directly our stated optimization problem (5.1.10). First we give a
description of the set of the investor’s admissible portfolios.
Deﬁnition 5.3.1. The set AG of admissible portfolios consists of stochastic processes π =
π(t, ω), t ∈ [0, T ], ω ∈ Ω, such that
i) π is càglàd and G-adapted,
ii) for every π ∈ AG, there exists π > 0 such that for all t,
π(t)κ(t) > −1 + π (5.3.1)
and
π(t)θ(t, z) > −1 + π, (5.3.2)
iii)
E
[ T∫
0
∣∣(μ(s)− ρ(s))∣∣∣∣π(s)∣∣+ σ2(s)π2(s)ds] < ∞
and
E
[ ∫ T
0
∫
R0
∣∣θ(s, z)π(s)∣∣2ν(dz) ds] < ∞,
iv) πσ is càglàd and forward integrable with respect to W,
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v) πθ, ln
(
1 + πθ
)
and πθ
1+πθ
are càglàd and forward integrable with respect to N˜ .
The subset AeG of AG consists of all admissible portfolios that are representable as elementary
integrands- see (5.2.1).
In particular we note that condition i) ensures that the portfolio choices correspond to the
investors knowledge and that condition ii) ensures that the investor never reaches zero wealth
from the jumps of H or N˜ . In addition ii) means that fractions of the form 1
1+κπ
are bounded,
which is implicitly used in some forthcoming equations.
Note that if
π(s, ω) = α(ω)1(t,t+h](s),
where α is a bounded Gt-measurable random variable, then π ∈ AeG ⊂ AG as long as (5.3.1)
and (5.3.2) are satisﬁed.
As announced we are interested in the problem
sup
π∈AG
E
[
U
(
Xπ(T )
)]
. (5.3.3)
(We recall that Xπ(T ) = X˜π(τ)e
∫ T
τ ρ(s)ds is the value of the investor’s wealth at T and the
deﬁnition of X˜π is in (5.1.8)). We will search for solutions to (5.3.3) that are optimal in the
sense that they cannot be improved by small perturbations.
Deﬁnition 5.3.2. We say that the stochastic process π is a local maximum for the problem
(5.3.3) if
E
[
U
(
Xπ+yβ(T )
)] ≤ E[U(Xπ(T ))] (5.3.4)
for all bounded β ∈ AG and |y| < δπ,β for some δπ,β > 0 that may depend on β. We say that π
is a weak local maximum for (5.3.3) if (5.3.4) is true for all β ∈ AeG.
From the terminology point of view, when we say that a property holds under (Q,G), we
mean that the property holds under the measure Q with respect to the ﬁltration G. Moreover,
we say that a stochastic process Y has the martingale property under (Q,G) if
EQ
[
Y (t+ h)− Y (t)∣∣Gt] = 0
for all 0 < t < t + h < ∞. We stress that Y does not need to be a (Q,G)-martingale despite
having the martingale property under (Q,G). In fact no statement is given about Y being
adapted to G.
Following the techniques in [12, 40], we consider pertubations of stochastic controls to ﬁnd
necessary and sometimes sufﬁcient criteria to characterize local maximums. We will need the
following assumption for a differentiable utility function U .
Assumption Au.i.. We say that assumption Au.i.holds for π ∈ AG if
i) E[U(Xπ(T ))] < ∞,
ii) 0 < E[U ′(Xπ(T ))Xπ(T )] < ∞, with U ′(x) = dUdx (x),
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iii) For all β ∈ AG with β bounded, there exists δπ,β > 0 that may depend on β such that the
family {
U ′
(
Xπ+yβ(T )
)
Xπ+yβ(T )|Ψ(y, β, π)|
}
y∈(−δπ,β ,δπ,β) (5.3.5)
is uniformly integrable, where
Ψ(y, β, π) :=
τ∫
0
β(s)
[
μ(s)− ρ(s)− (π(s) + yβ(s))σ2(s)]ds
+
τ∫
0
∫
R0
[ β(s)θ(s, z)
1 +
(
π(s) + yβ(s)
)
θ(s, z)
− β(s)θ(s, z)
]
ν(dz) ds
+
τ∫
0
β(s)σ(s)d−W (s) +
τ∫
0
∫
R0
β(s)θ(s, z)
1 +
(
π(s) + yβ(s)
)
θ(s, z)
N˜(d−z, ds)
+
τ∫
0
β(s)κ(s)
1 + κ(s)
(
π(s) + yβ(s)
)dH(s). (5.3.6)
Assumption Au.i.depends strongly on the utility function U . Condition i) is related to the
optimization problem (5.3.3) and ii) is used in the deﬁnition of (5.3.8). Condition iii), uniform
integrability, is the minimal condition for taking limits under the integral sign. It is unfortunate
in that it stems from mathematical rather than modeling necessities, but we cannot do without
it. There is a good discussion in when uniform integrability conditions like Assumption Au.i.is
fulﬁlled in [43, section 16.5]. The conclusions from [43, section 16.5] can be transferred to our
model.
Theorem 5.3.3. Suppose the utility function U is increasing and differentiable, π ∈ AG and
Au.i.holds.
i) If π is a local maximum for (5.3.3), then the process Mπ(t), t ∈ [0, T ], has the martingale
property under (Qπ,G). Where Mπ is deﬁned as
Mπ(t) :=
t∧τ∫
0
[
μ(s)− ρ(s)− π(s)σ2(s)−
∫
R0
π(s)θ2(s, z)
1 + π(s)θ(s, z)
ν(dz)
]
ds
+
t∧τ∫
0
σ(s)d−W (s) +
t∧τ∫
0
∫
R0
θ(s, z)
1 + π(s)θ(s, z)
N˜(d−s, dz)
+
t∧τ∫
0
κ(s)
1 + κ(s)π(s)
dH(s), (5.3.7)
and the measure Qπ is deﬁned by dQπ = Fπ(T )dP, with
Fπ(T ) =
U ′
(
Xπ(T )
)
Xπ(T )
E
[
U ′
(
Xπ
)
Xπ(T )
] . (5.3.8)
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ii) Suppose the mappings
y → E[U(Xπ+yβ(T ))], y ∈ (−δπ,β, δπ,β), (δπ,β > 0) (5.3.9)
are concave for all controls β ∈ AeG and |y| < δ. If Mπ has the martingale property under
(Qπ,G) then π is a weak local maximum for (5.3.3)
iii) Suppose Mπ is G-adapted and the conditions in ii) are satisﬁed. If Mπ is a (Qπ,G)-
martingale then π is a local maximum for (5.3.3).
Proof. Part i) If π is a local maximum, then for all bounded β we have
0 =
d
dy
E
[
U
(
Xπ+yβ(T )
)]
|y=0 = E
[
U ′
(
Xπ+yβ(T )
) d
dy
Xπ+yβ(T )
]
|y=0. (5.3.10)
Here assumption Au.i.is used, see for instance [45, Appendix A]. With some calculations we
obtain
0 = E
[
U ′
(
Xπ(T )
)
Xπ(T )
{ τ∫
0
β(s)
[
μ(s)− ρ(s)− π(s)σ2(s)]ds
+
τ∫
0
∫
R0
β(s)
−π(s)θ2(s, z)
1 + π(s)θ(s, z)
ν(dz) ds+
τ∫
0
β(s)σ(s)d−W (s)
+
τ∫
0
∫
R0
β(s)θ(s, z)
1 + π(s)θ(s, z)
N˜(d−s, dz) +
τ∫
0
β(s)κ(s)
1 + π(s)κ(s)
dH(s)
}]
= E
[
U ′
(
Xπ(T )
)
Xπ(T )Ψ(0, β, π)
]
. (5.3.11)
We now let β(s) = α1(t,t+h](s), where α is a Gt-measurable bounded random variable. We can
put α outside the forward integrals, see for instance [43, Lemma 8.7] and [43, Remark 15.3] to
get
E
[
U ′(Xπ(T ))Xπ(T )
{ (t+h)∧τ∫
t∧τ
[
μ(s)− ρ(s)− π(s)σ2(s)
−
∫
R0
π(s)θ2(s, z)
1 + π(s)θ(s, z)
ν(dz)
]
ds+
(t+h)∧τ∫
t∧τ
σ(s)d−W (s)
+
(t+h)∧τ∫
t∧τ
∫
R0
θ(s, z)
1 + π(s)θ(s, z)
N˜(d−z, ds) +
(t+h)∧τ∫
t∧τ
κ(s)
1 + κ(s)π(s)
dH(s)
}
α
]
= 0. (5.3.12)
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Hence we conclude that
E
[
Fπ(T )
(
Mπ(t+ h)−Mπ(t)
)|Gt] = 0
with Fπ(T ) and Mπ deﬁned as in (5.3.8) and (5.3.7) respectively. Since E[Fπ(T )] = 1, we can
deﬁne a new probability measure on (Ω,A) by
dQπ = Fπ(T )dP. (5.3.13)
We thus have that if π is a local maximum, Mπ has the martingale property under (Qπ,G).
Part ii). Suppose Mπ has the martingale property under (Qπ,G). Then, for 0 < t < t+h < T ,
EQπ
[
Mπ(t+ h)−Mπ(t)
∣∣Gt] = 0,
or, equivalently, that for all bounded Gt-measurable random variables α we have
0 = EQπ
[
α
(
Mπ(t+ h)−Mπ(t)
)∣∣∣Gt] = EQπ[ T∫
0
α1(t,t+h](s)d
−Mπ(s)
∣∣∣Gt].
Taking linear combinations we get that
0 = E
[
U ′(Xπ(T ))Xπ(T )
T∫
0
β(s)d−Mπ(s)
]
(5.3.14)
for any β ∈ AeG. Since the mapping y → E
[
U(Xπ+yβ(T )
]
is concave on |y| < δπ,β then π is a
weak local maximum.
Part iii). The conditions of ii) are satisﬁed so (5.3.14) holds for all β ∈ AeG. Let β ∈ AG, β be
bounded, and βj , j = 1, . . . , be a sequence of elementary stochastic processes βj ∈ AeG such
βj converges pointwise in ω and uniformly in t to β.
Since Mπ is adapted and has the martingale property, it is a local martingale and
T∫
0
βj(s)dMπ(s) −→
T∫
0
β(s)dMπ(s) in probability as j → ∞.
By assumption Au.i., the random variable
∫ T
0
β(s)dMπ(s) is Qπ-integrable so that
EQπ
[ T∫
0
β(s)dMπ(s)
]
= 0. (5.3.15)
Since the mapping y → E[U(Xπ+yβ(T )] is concave, from the computations in part i) we see
that (5.3.15) can only be zero if π is a local maximum.
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With the introduction of the forthcoming assumption Ad2 we can detail additional results on
the convavity of (5.3.9) and the uniqueness of local maximums.
Assumption Ad2: The utility function U is twice differentiable, strictly increasing and con-
cave. For π ∈ AG, we assume that for all β ∈ AG bounded, there exists a δπ,β > 0, that may
depend on β, such that the family{
U ′′
(
Xπ+yβ(T )
)
X2π+yβ(T )Ψ
2(y, β, π)
+ U ′
(
Xπ+yβ(T )
)
Xπ+yβ(T )
[
Ψ(y, β, π) + Ψy(y, β, π)
]}
|y|<δπ,β
is uniformly integrable where Ψ(y, β, π) is deﬁned in (5.3.6) and
Ψy(y,β, π) :=
d
dy
Ψ(y, β, π)
=−
τ∫
0
β2(s)σ2(s)ds−
τ∫
0
∫
R0
β2(s)θ2(s, z)[
1 +
(
π(s) + yβ(s)
)
θ(s, z)
]2N(d−s, dz)
−
τ∫
0
β2(s)κ2(s)[
1 +
(
π(s) + yβ(s)
)
κ(s)
]2dH(s). (5.3.16)
Since it is reasonable to assume that the coefﬁcients σ, θ and κ are not zero on the same
time intervals, then Ψy(y, β, π) < 0 for |y| < δπ,β and β = 0.
Lemma 5.3.1 will give us a sufﬁcient condition for the concavity of (5.3.9) in Theorem
5.3.3.
Lemma 5.3.1. Suppose Au.i.and Ad2 hold with |y| < δπ,β , β ∈ AG bounded, and that the utility
function U satisﬁes
xU ′′(x) + U ′(x) ≤ 0 for all x > 0. (5.3.17)
Then for π ∈ AG the mappings (5.3.9), y → E
[
U(Xπ+yβ(T )
]
, y ∈ (−δπ,β, δπ,β), δπ,β > 0, are
concave for all bounded controls β ∈ AG.
Proof. By assumptions Au.i.and Ad2 the following equations hold true:
d2
dy2
E
[
U
(
Xπ+yβ(T )
)]
=
=
d
dy
E
[(
U ′
(
Xπ+yβ(T )
)
Xπ+yβ(T )Ψ(y, β, π)
)]
= E
[
Xπ+yβ(T )Ψ
2(y, β, π)
(
U ′′
(
Xπ+yβ(T )
)
Xπ+yβ(T ) + U
′(Xπ+yβ(T )))
+ U ′
(
Xπ+yβ(T )
)
Xπ+yβ(T )Ψy(y, β, π)
]
, |y| < δπ,β (5.3.18)
Thanks to (5.3.17) and the observation that Ψy(y, β, π) < 0 for all |y| < δπ,β , both summands
are negative and the mapping (5.3.9) is locally concave.
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Remark 5.3.2. Examples of utility functions satisfying (5.3.17) are the power utility U(x) =
1
1−cx
1−c when c > 1, and logarithmic utility U(x) = log(x), while the exponential utility,
U(x) = −1
γ
e−γx, does not.
Remark 5.3.3. Condition (5.3.17) can also be discussed in terms of the Arrow Pratt measure
of relative risk aversion. This measure is deﬁned by
Ru(x) =
−xU ′′(x)
U ′(x)
,
so an equivalent way of stating condition (5.3.17) would be to require the Ru(x) ≥ 1.
We can use a concavity argument from the derivatives to get some form of uniqueness. A
similar argument occurs in [72], where it is proven that local maximums are unique in the case
of logarithmic utility under some restriciton on admissible controls. In our case we have the
following result:
Theorem 5.3.4. Suppose A is a convex set in AG such that all π ∈ A are bounded. If for all
π ∈ A assumptions Au.i., Ad2 with |y| < δπ,β , β ∈ AG bounded, and (5.3.17) is satisﬁed, then
there can at most be one local maximum in A.
Proof. Suppose π1, π2 ∈ A are two local maximums. Let π2 − π1 = π¯. Since A is convex, we
have π1 + yπ¯ ∈ A for y ∈ [0, 1]. We note that
d
dy
E
[
U
(
Xπ1+yπ¯(T )
)]
|y=a =
d
dζ
E
[
U
(
X(π1+aπ¯)+ζπ¯(T )
)]
|ζ=0 for a ∈ [0, 1].
Indeed Au.i.and Ad2 hold for (π1 + aπ¯) as it is an element of A. In particular we can apply
Lemma 5.3.1 to conclude that d
dy
E
[
U
(
Xπ1+yπ¯(T )
)]
is strictly monotone for y ∈ [0, 1].
We show that there cannot exist two local maximums by contradiction. Consider
d
dy
E
[
U
(
Xπ1+yπ¯(T )
)]
|y=1 =
d
dζ
E
[
U
(
Xπ1+π¯+ζπ¯(T )
)]
|ζ=0 =
d
dζ
E
[
U
(
Xπ2+ζπ¯(T )
)]
|ζ=0 = 0
(5.3.19)
since π1+ π¯ = π2, and π2 is a local maximum. On the other hand, we also have that π is a local
maximum, hence
d
dy
E
[
U
(
Xπ1+yπ¯(T )
)]
|y=0 = 0.
Consequently d
dy
E
[
U
(
Xπ1+yπ¯(T )
)]
is strictly monotone and zero at two different points, which
is absurd.
5.3.1 Some examples with logarithmic utility
We concentrate on the logarithmic utility to reduce computation and highlight some interesting
aspects of the analysis. Note that if U(x) = ln(x) then Fπ(T ) = 1 in (5.3.8). By application of
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Theorem 5.3.3 the following equation plays a crucial role:
0 = E
[
Fπ(T )
(
Mπ(s)−Mπ(t)
)∣∣∣Gt]
= E
[
Mπ(s)−Mπ(t)
∣∣Gt]
= E
[ s∧τ∫
t∧τ
[
μ(r)− ρ(r)− σ2(r)π(r)−
∫
R0
π(r)θ2(r, z)
1 + π(r)θ(r, z)
ν(dz)
]
dr
+
s∧τ∫
t∧τ
σ(r)d−W (r) +
s∧τ∫
t∧τ
∫
R0
θ(r, z)
1 + π(r)θ(r, z)
N˜(d−r, dz)
+
s∧τ∫
t∧τ
κ(r)
1 + κ(r)π(r)
dH(r)
∣∣∣Gt] s ≥ t. (5.3.20)
Example 5.3.5. Assume that H is independent of W and N and that all the coefﬁcients are
F-adapted, as in classical market modeling. Further we assume that Λ(ds) = λ(s)ds, for some
positive stochastic process λ.
We consider the case of an investor having access to an information ﬂow G with Gt ⊆
Ft ∨ FHt , for all t ∈ [0, T ]. We call this a case of partial information. The expectation of the
forward integrals in (5.3.20) are zero in this setup, so the equation can be written
0 = E
[ s∧τ∫
t∧τ
[
μ(r)− ρ(r)− σ2(r)π(r)−
∫
R0
π(r)θ2(r, z)
1 + π(r)θ(r, z)
ν(dz)
]
dr
+
s∧τ∫
t∧τ
κ(r)
1 + κ(r)π(r)
dH(r)
∣∣∣Gt], s ≥ t.
Dividing by (s − t) and letting s → t, we ﬁnd that the locally optimal π(t) in this case must
satisfy
0 = 1{τ>t}E
[
μ(t)− ρ(t)− σ2(t)π(t)
−
∫
R0
π(r)θ2(r, z)
1 + π(r)θ(r, z)
ν(dz) +
κ(t)
1 + κ(t)π(t)
λ(t)
∣∣∣Gt]. (5.3.21)
For illustration, assume θ = 0. Then (5.3.21) yields a polynomial equation in π(t) of degree 2:
0 = 1τ>t
(
E
[
μ(t)− ρ(t) + κ(t)λ(t)
∣∣∣Gt]+ π(t)E[μ(t)κ(t)− ρ(t)κ(t)− σ2(t)λ(t)∣∣∣Gt]
− π2(t)E
[
σ2(t)κ(t)λ(t)
∣∣∣Gt])
Example 5.3.6. Assume that Gt = Ft ∨ FHt and that H contains no anticipating information
on F. In this case we say that the investor has full information. If Λ(ds) = λ(s)ds and the
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Figure 5.1: Optimal investment π as a function of λ.
coefﬁcients μ, σ, θ, κ are adapted to G, equation (5.3.21) reduces to
0 = 1{τ>t}
(
μ(t)− ρ(t)− σ2(t)π(t)
−
∫
R0
π(r)θ2(r, z)
1 + π(r)θ(r, z)
ν(dz) +
κ(t)
1 + κ(t)π(t)
λ(t)
)
(5.3.22)
If we assume θ = 0, the explicit solution of (5.3.22) is given by
π =
1
2κ
(
κ(μ− ρ)
σ2
− 1 +
√(
1− κ(μ− ρ)
σ2
)2
+ 4κ
(μ− ρ+ λκ
σ2
) )
, (5.3.23)
where we used (5.3.1) to exclude one of the two solutions of the quadratic eqauation. Remark
that equation (5.3.22) gives us Merton ratio when κ = θ = 0.
Two explicit examples with full information can be found in the ﬁgures. In Figure 5.1a the
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stock price is modeled as
dS1(t) = S(t−)
(
μodt+ σdW (t) + κdH(t)
)
, (5.3.24)
with μo, σ, κ ﬁxed, and ρ = 0. We see that with higher default risk the agent invests less and the
asset is also shorted when the overall return becomes negative at the point λκ = −μo.
In Figure 5.1b the stock price is modeled as
dS1(t) = S(t−)
((
μo − λκ
)
dt+ σdW (t) + κdH(t)
)
(5.3.25)
The assumptions in (5.3.25) are similar to (5.3.24). But with the term −λκ in the drift, the
expected return of the asset is invariant to the value of λ. So the agent invests less due to risk
aversion and not due to changes in the asset returns.
Next we explicitly detail how after-default and/or multiple defaults are easily treated in our
framework.
Example 5.3.7. Here we discuss a model with default time ζ . After default the asset has a
recovery process with different dynamics than before default. We assume that it is possible to
invest both before and after default and set τ = T . Set H(t) = 1{ζ≤t}(t) and
μ(s) = μ11{H(s−)=0}(s) + μ21{H(s−)>0}(s)
θ(s, z) = zθ11{H(s−)=0}(s) + zθ21{H(s−)>0}(s)
σ(s) = σ11{H(s−)=0}(s) + σ21{H(s−)>0}(s)
where μ1, μ2, θ1, θ2, σ1, σ2 ∈ R. Here θ1 and σ1 are the coefﬁcients of the noises of the asset
dynamics pre-default and θ2 and σ2 the coefﬁcients after default while μ1 and μ2 are the drift
coefﬁcients before and after default respectively.
In the case of full information as above, Gt = Ft ∨ FHt , the optimization scheme seperates
into pre-default and after default. The optimal portfolio π satisﬁes:
0 = 1{ζ>t}
(
μ1 − ρ(t)− σ21(t)π(t)
−
∫
R0
π(r)zθ21
1 + π(r)zθ1
ν(dz) +
κ(t)
1 + κ(t)π(t)
λ(t)
)
+ 1{ζ≤t}
(
μ2 − ρ(t)− σ22(t)π(t)
−
∫
R0
π(r)zθ22
1 + π(r)zθ2
ν(dz)
)
.
The cases of anticipating information, i.e. Gt ⊇ Ft∨FHt , are more subtle than partial or full
information, with various approaches being possible depending on the speciﬁc conditions. The
main challenge with anticipating information is to evaluate the terms E
[ ∫ s∧τ
t∧τ σ(r)d
−W (r)
∣∣Gt]
and E
[ ∫ s∧τ
t∧τ
∫
R0
θ(r,z)
1+π(r)θ(r,z)
N˜(dz, d−r)
∣∣Gt] in (5.3.20).
One possible way to compute the expectations of the forward integrals above is to exploit
Malliavin calculus, see [43, Chapter 8 and Chapter 15] for the theoretical framework. However
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we must stress that this general approach cannot always be taken here. In fact the application of
Malliavin calculus requires that the integrands are measurable with respect to FT , which is not,
in general, the case when considering default risk.
See also [40] on how the N˜(d−t, dz) integral can be evaluated using predictable compen-
sators of the measure with respect toG and [12, 75, 72] for other examples on the d−W integral
in insider models without default risk.
Hereafter we show an example where the process H contains anticipating information on
the jumps of N . In this example the process
∫ t
0
∫
R0
zN˜(ds, dz), t ∈ [0, T ], is martingale under
(P,F) but not under (P,G). While we claim no particular market model related to this, we show
how the suggested framework enables solutions for optimization problems with anticipating
information. In particular the process H generalizes the optimization problem not only because
of it’s precense, but also because it adds knowledge on the other noises driving S1. Nevertheless
a solution is obtained from Theorem 5.3.3.
Example 5.3.8. Assume ν(dz) = γ1{1}(dz), i.e. the Poisson random measure N(dt, dz) is
actually dN(t) where N(t), t ≥ 0 is a Poisson process with intensity γ. Deﬁne τ = inft{N(t+
)−N(t−) ≥ 2},  > 0, and H(t) = 1{τ≤t}(t). Thus H is independent of W but is dependent
on N . Note that τ contains anticipating information with respect to F since (τ > t) implies
N(t+ )−N(t− ) < 2. Set Gt = Ft ∨ FHt .
Our ad hoc interpretation is that too many bad events (represented by N ) in a limited time
span (2) will cause the ﬁrm to default (with a loss κH and the asset is no longer tradeable τ ).
We assume ρ, μ, σ, θ and κ are constants. Starting from (5.3.20)
0 = E
[ s∧τ∫
t∧τ
[
μ− ρ− σ2π(r)− π(r)θ
2
1 + π(r)θ2
γ
]
dr +
s∧τ∫
t∧τ
σ(r)d−W (r)
+
s∧τ∫
t∧τ
θ
1 + π(r)θ
(
N(dr)− γdr)+ s∧τ∫
t∧τ
κ
1 + κπ(r)
dH(r)
∣∣∣Gt].
Computing the predictable compensators of H and N (sketched below), and dividing by (t− s)
we ﬁnd that the optimal π is a solution of
0 = μ− σ2π(r)− π(r)θ
2
1 + π(r)θ2
γ +
θ(r, z)
1 + π(r)θ
γ
1 + γ
1{N(t)−N(t−)=0}
+ 1{N(t)−N(t−)=0}
γ2
1 + γ
+ 1{N(t)−N(t−)=1}γ.
To compute the G-predictable compensators of H and N we investigate the intensities (see,
e.g. [21, Section 3.2]) on the set {t < τ}
λNt := lim
Δt→0+
1
Δt
E
[
N(t+Δt)−N(t)∣∣Gt, t < τ],
λt := lim
Δt→0+
1
Δt
E
[
(H(t+Δt)−H(t)∣∣Gt, t < τ].
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The G-predictable compensators of H and N are then given by Λ(t) =
∫ t
0
λ(s)ds and ΛN(t) =∫ t
0
λN(s)ds. We consider the case of N , the computations for H are similar. First note that
lim
Δt→0+
1
Δt
P
(
N(t+Δt)−N(t) > 1∣∣Gt, t ≤ τ) = 0.
Recall that (τ > t) implies N(t + ) − N(t − ) < 2 and that (τ > t,N(t) − N(t − ) = 1)
implies N(t+ )−N(t) = 0. For Δt < ,
P
(
N(t+Δt)−N(t) = 1
∣∣∣Gt, t ≤ τ) =
1{N(t)−N(t−)=0}P
(
N(t+Δt)−N(t) = 1
∣∣∣N(t)−N(t− ) = 0, t ≤ τ)
+ 1{N(t)−N(t−)=1}P
(
N(t+Δt)−N(t) = 1
∣∣∣N(t)−N(t− ) = 1, t ≤ τ).
We have
P
(
N(t+Δt)−N(t) = 1
∣∣∣t ≤ τ,N(t)−N(t− ) = 0)
= P
(
N(t+Δt)−N(t) = 1
∣∣∣N(t+ )−N(t) < 2)
=
P
(
N(t+Δt)−N(t) = 1, N(t+ )−N(t+Δt) = 0
)
P
(
N(t+ )−N(t) < 2
)
=
γΔte−γΔte−γ(−Δt)
e−γ + γe−γ
and
P
(
N(t+Δt)−N(t) = 1
∣∣∣t ≤ τ,N(t)−N(t− ) = 1) = 0.
Thus
λN(t) =
γ
1 + γ
1{N(t)−N(t−)=0} for t ≤ τ.
Similarly we ﬁnd
λt = 1{N(t)−N(t−)=0}
γ2
1 + γ
+ 1{N(t)−N(t−)=1}γ for t ≤ τ.
5.4 On the driving processes as semi-martingales
The results of Theorem 5.3.3 take a more speciﬁc form when Mπ is G-adapted. This will be
our standing assumption throughout the section, implying that Ft,FHt ⊂ Gt for all t ∈ [0, T ]
and that the integrands ρ, μ, σ, θ and κ are G-adapted.
Theorem 5.4.1. Suppose that Mπ is G-adapted and that for π ∈ AG assumption Au.i.holds.
i) If π is a local maximum, then Mπ(t), t ∈ [0, T ], is a martingale under (Qπ,G).
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ii) If π is a local maximum, then the stochastic process
Mˆπ(t) = Mπ(t)−
t∫
0
1
Z(s)
d[Mπ, Z](s), t ∈ [0, T ],
is a martingale under (P,G). Here, we have set
Z(t) := EQπ
[ dP
dQπ
∣∣Gt] = (E[Fπ(T )∣∣Gt])−1.
Assume that the mapping y → E[U(Xπ+yβ(T )] is concave for all bounded controls β ∈ AG.
Then we also have the converse conclusions
iii) If Mπ is a martingale under (Qπ,G), then π is a local maximum.
iv) If the stochastic process
Mˆπ(t) = Mπ(t)−
t∫
0
1
Z(s)
d[Mπ, Z](s), t ∈ [0, T ],
is a martingale under (P,G), then π is a local maximum.
Proof.
Part i) Being Mπ G-adapted, it is a (P,G)-martingale.
Part ii) is obtained by application of the Girsanov theorem (see in particular [92, Part III,
Theorem 39]).
Part iii) is a direct application of Theorem 5.3.3.
Part iv) is again an application of the Girsanov theorem.
The existence of a local maximum also has other implications.
Theorem 5.4.2. If a local maximum exists, Mπ is G-adapted and Au.i.holds, then W and∫ t∧τ
0
∫
R0
θ(s, z)N˜(ds, dz), t ∈ [0, T ], are semi-martingales under (P,G).
Proof. Assume a local maximum π ∈ AG exists. By Theorem 5.3.3 this implies that Mπ is a
(Qπ,G)-martingale. Deﬁne
MHπ (t) :=
t∧τ∫
0
κ(s)
1 + π(s)κ(s)
dH(s)−
t∧τ∫
0
κ(s)
1 + π(s)κ(s)
ΛQπ(ds), t ∈ [0, T ],
where ΛQπ is the (Qπ,G)-predictable compensator ofH . Note thatMHπ is a (Qπ,G)-martingale
and thus Mπ − MHπ is also a (Qπ,G)-martingale. We can (uniquely) decompose Mπ − MHπ
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into a continuous martingale and pure jump martingale [58, Theorem 1.4.18] which we denote
by MWπ and M
N
π respectively. By the deﬁnition of Mπ it follows that we can write
MWπ (t) :=
t∧τ∫
0
σ(s)d−W (s) +
t∧τ∫
0
σ(s)a(s)ds, t ∈ [0, T ],
MNπ (t) :=
t∧τ∫
0
∫
R0
θ(s, z)
1 + π(s)θ(s, z)
N˜(d−s, dz) +
t∧τ∫
0
γ(s)ds, t ∈ [0, T ],
where a and γ is such that
t∧τ∫
0
σ(s)a(s)ds+
t∧τ∫
0
γ(s)ds =
t∧τ∫
0
μ(s)− ρ(s)− σ2(s)π(s)
−
∫
R0
θ2(s, z)π(s)
1 + πθ(s, z)
ν(dz)ds+
t∧τ∫
0
κ(s)
1 + κ(s)π(s)
ΛQπ(ds). (5.4.1)
The right hand side of (5.4.1) have a ﬁnite P expectation by the assumptions (5.1.4) and Deﬁni-
tion 5.3.1 so that
∫ t
0
σ(s)a(s)ds and
∫ t
0
γ(s)ds are processes of ﬁnite variation.
As in Theorem 5.4.1, MWπ −
∫ t∧τ
0
1
Z(s)
d[MWπ , Z] is a (P,G)-martingale. We note that
[MWπ , Z] is absolutely continouos with respect to Lebesgue by the Kunita-Watanabe-inequality
(see for instance [92, Theorem 25]) since the quadratic variation of MWπ is absolutely conti-
nouos with respect to Lebesgue. Thus the quadratic variation of
∫ t∧τ
0
1
σ(s)
MWπ (ds) is t, making
1
σ
MWπ a (P,G)-Brownian motion. Hence W has the (P,G) semi-martingale decomposition
W (t) = W˜ (t) +
t∧τ∫
0
a(s)ds−
t∧τ∫
0
1
Z(s)σ(s)
[MWπ , Z]ds
where W˜ is a (P,G)-Brownian motion.
Similarly,
MNπ (t)−
t∧τ∫
0
1
Z(s)
d[MNπ , Z](s)
=
t∧τ∫
0
∫
R0
θ(s, z)
1 + θ(s, z)π(s)
N˜(d−s, dz) +
t∧τ∫
0
γ(s)ds−
∫ t
0
1
Z(s)
d[MNπ , Z](s), t ∈ [0, T ],
(5.4.2)
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is a (P,G)-martingale. We have that
t∧τ∫
0
1
Z(s)
d[MNπ , Z](s) =
t∧τ∫
0
E
[
U
(
Xπ(T )
)
Xπ(T )
∣∣Gs]
E
[
U
(
Xπ(T )
)
Xπ(T )
] d[MNπ , Z](s), t ∈ [0, T ],
is aG-adapted process of ﬁnite variation and thus a (P,G) semi-martingale (recall that [MNπ , Z]
is of ﬁnite variation [92, p. 67]). Since also MNπ and
∫ t
0
γ(s)ds are (P,G) semi-martingales we
must have that
t∧τ∫
0
∫
R0
θ(s, z)
1 + θ(s, z)π(s)
N˜(d−s, dz), t ∈ [0, T ]
is a (P,G) semi-martingale by (5.4.2). Since the 1 + θπ is bounded away from zero (recall
Deﬁnition 5.3.1) we must also have that
∫ t∧τ
0
∫
R0
θ(s, z)N˜(d−s, dz) is a semi-martingale.
Finally we do an analysis on the jumps of H .
Theorem 5.4.3. Assume that a local maximum exists, N = 0, Mπ is G-adapted and Assump-
tion Au.i.holds. Then the jumps of H are totally inaccessible stopping times (for the ﬁltration
G) and the (Qπ,G)-predictable compensators of H is absolutely continuous with respect to
Lebesgue.
Proof. With the above assumptions, Mπ is a (Qπ,G)-martingale by Theorem 5.3.3. Denote
A1(t) = Mπ(t)−
t∫
0
κ(s)
1 + κ(s)π(s)
H(ds)
A2(t) =
t∫
0
κ(s)
1 + κ(s)π(s)
H(ds),
for t ∈ [0, T ]. Remark that A1 + A2 = Mπ is a martingale. Since A2 is discontinuous, A1
must be the sum of the predictable compensator of A2 and a martingale. Hence, since A1 is
continuous the compensator of A2 is continuous. It immediately follows that the jump times of
H are totally inaccesible (see, e.g. [65, Corollary 22.18]).
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