f>0, (1.1) the inequality being strict unless the system is in equilibrium. We also expect that the system will approach equilibrium as t increases and, hence, that the limit SYoo) = lim S(t) exists.
(
1.2) f-► oo
When we combine (1.1) with (1.2) we see that
S(t)<S(oo). (1.3)
At this juncture it is natural to ask whether more can justifiably be said about the growth of entropy than the rather sparse information contained in the statements (1.1), (1.2), and (1.3).
With this question in mind, Ziff, Merajver, and Stell [1] , conjectured, on the basis of numerical computation, that the entropy associated with the solution of a Boltzmann equation is completely monotone, that is to say (-1)"+1^>0 (n = 1,2,3,...), but subsequently Lieb [2] showed, by means of an analytical argument, that the conjecture is false. Again, Simons [3] has claimed that, according to the classical theory of heat conduction, the entropy of a thermally insulated rigid conductor must be completely monotone. Simons' argument is analytical rather than numerical in character but it depends upon making an approximation to the rate of generation of entropy; granted the approximation, Simons' conclusion is valid but, as I have shown in [4, Ch. 5 ], the conclusion is not valid if the correct formula for the rate of generation of entropy is used.
The purpose of the present paper is to demonstrate that a stronger inequality than (1.1) can be proved for the parabolic equation which describes heat conduction in an inhomogeneous rod whose ends are insulated. To be more specific, it will be shown that the relations (1.2) and (1.3) hold while (1.1) can be replaced by the inequality |(()>W-5(0), (1.4) where X is a known positive constant.
It is an immediate consequence of (1.4) that the approach of the entropy to its limiting value is, in fact, exponential:
as t -► oc.
In order to prove (1.4) it is necessary to start by proving an analytic inequality which appears to be new and which is of interest in its own right.
2. An analytic inequality. The required inequality is set out in the following lemma. These additional restrictions will be removed at a later stage. 
In particular,
On calculating a further derivative, and appealing to the boundary conditions (2.15), we see that . ffp&c .
Thus, if we substitute from (2.36), (2.37), and (2.38), into (2.35), divide through by i , and let e -> 0, we deduce that The solution to the initial-and-boundary value problem can be constructed using an expansion in eigenfunctions.
Thus, let pi0, /il, fi2, , ordered so that fiQ < < n2 < ■ ■ ■ , be the eigenvalues associated with the Sturm-Liouville problem In the present circumstances we can readily confirm the consequences of the second law of thermodynamics to which we alluded in the introduction. On dividing both sides of the differential equation (3.1) by u(x, t), which, it will be recalled, has been assumed to be positive, we deduce that . We have seen already that the condition (1.2) is satisfied and it then follows immediately that the inequality (1.3) holds for every t > 0 . In view of (3.5) and (3.7), the inequality (1.3) is equivalent to the well-known inequality between the weighted geometric and arithmetic means of u(x, t), with weight function b(x). We turn to proving the following theorem.
Theorem. The inequality (1.1) can be replaced by the stronger inequalitŷ (0>A(S(oo)-5(/)), '>0, (3.9) where A is the positive constant 2n min{a(x)ft(A:) : 0 < x < L) (3 10) (fobdx)2
It might be thought possible to prove the theorem by calculating the second derivative of the entropy and attempting to derive a counterpart to the inequality (2.21), which, as we have seen, is valid for the heat equation. However, such an approach appears to break down when the coefficients a(x) and b(x) vary with x, and we are forced instead to argue directly from the lemma. and when we combine (3.11) and (3.2) we arrive at the desired inequality (3.9), with k defined as in (3.10).
