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Abstract
Modeling user check-in behavior helps us gain useful insights about venues as well
as the users visiting them. These insights are important in urban planning and recom-
mender system applications. Since check-in behavior is the result of multiple factors,
this paper focuses on studying two venue related factors, namely, area attraction and
neighborhood competition. The former refers to the ability of a spatial area covering
multiple venues to collectively attract check-ins from users, while the latter repre-
sents the extent to which a venue can compete with other venues in the same area
for check-ins. We first embark on empirical studies to ascertain the two factors using
three datasets gathered from users and venues of three major cities, Singapore, Jakarta
and New York City. We then propose the visitation by area attractiveness and neigh-
borhood competition (VAN) model incorporating area attraction and neighborhood
competition factors. Our VAN model is also extended to incorporate social homophily
so as to further enhance its modeling power. We evaluate VAN model using real world
datasets against various state-of-the-art baselines. The results show that VAN model
outperforms the baselines in check-in prediction task and its performance is robust
under different parameter settings.
Keywords Location-based social network · Check-in prediction · User behavior ·
Area attraction · Neighborhood competition · Matrix factorization
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1 Introduction
The popularity of smartphones and wearable devices in recent years has helped to cre-
ate new location based social networking (LBSN) applications for users to publish their
visits to different venues, also known as check-ins. For example, in 2017, Foursquare is
used by 50 millions users each month and it covers more than 65 million venues around
the world. These users have generated 8 billion check-ins worldwide.1 By analyzing
these check-in data, one may derive useful insights for urban planning (Smarzaro
et al. 2017a, b; Quercia and Saez 2014), business recommendation (Lin et al. 2016a, b;
Georgiev et al. 2014; Zhao et al. 2017), and other applications (Yuan et al. 2012;
Backstrom et al. 2010; Isaacman et al. 2012; De Nadai et al. 2016; Yu et al. 2016).
Previous works on LBSN data have shown that users prefer to visit venues near
their home locations (Doan et al. 2015b; Cho et al. 2011; Song et al. 2010). This is
also known as the distance effect. It underscores the importance of home location of
users when analyzing their movement. Other than the distance effect which is user
specific, there are other venue factors that have not yet been well studied and modeled.
In particular, distance effect is limited in explaining why some venues may still attract
check-ins from users far away. To address this limitation, Li et al. (2012) introduced
influence scope for measuring the attractiveness of a venue to its followers. In this
paper, instead of examining attractiveness at the venue level, we model attractiveness at
the area level. There are three significant advantages of doing so. Firstly, it reduces the
number of parameters in modeling which in turn reduces the learning time. Secondly,
area level check-in data will be less sparse for modeling area attraction. Finally, we
believe that the area a venue belongs to has a major influence over its ability to attract
users. This will be verified in our empirical analysis.
Research objectives In this paper, we introduce area attraction and neighborhood
competition as two new venue factors for analyzing and modeling check-in behavior.
Area attraction says that each spatial area containing multiple venues has the ability
to collectively attract visitation from users. Neighborhood competition determines the
extent a venue competes with its neighbors in the same area to gain check-ins from
users. We combine the two factors by the hypothesis that when a user decides a venue
to visit, she will first select an area before she picks a particular venue in the area.
This two stage process suggests that some areas attract more visitors than others. The
choice of area will reduce the cognitive load on the user as she has fewer candidate
venues in the area to choose from. To improve the accuracy of our modeling, we also
incorporate social homophily into our model by allowing a user and her friends share
more common venues.
Learning the area attraction and neighborhood competition factors from check-in
data gives rise to several useful applications. Urban planners can redesign a city’s
transportation network by making attractive areas more accessible. Businesses need
to know both area attraction and neighborhood competition in order to decide the
new store locations that can maximize their profit. A store location recommendation
system can also leverage on the two factors when making suggestions to its users.
1 https://foursquare.com/about—Retrieved in August 2017.
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Fig. 1 Research framework
There are however several research challenges. Firstly, area attraction and neigh-
borhood competition are new concepts that have not been formally studied earlier. It
is not easy to illustrate the effects of these two factors using real world data. Hence,
there is a need to conduct empirical studies on the factors. Secondly, the check-ins
from users to venues are the results of multiple user and venue factors interacting with
one another. Exactly how the interaction takes place is unclear. We thus have to create
some generative stories to describe this interaction. Finally, there is no obvious ground
truth in the datasets to evaluate the proposed model. We will need to adopt an indirect
approach to conduct model evaluation.
We now describe the research steps carried out in this paper as shown in Fig. 1.
First of all, we construct datasets for our research by crawling check-ins from LBSN
and then conduct empirical studies on the datasets to illustrate the presence of area
attraction, neighborhood competition and social homophily. The next step is modeling
which includes two sub-steps: model development and model inference. The former
introduces the intuitions behind the model as well as the mathematical formalization
to capture the effects of venue and user factors on check-in behavior. The latter step
develops algorithms to infer the parameters of our proposed model. Finally, the accu-
racy and robustness of our proposed model are evaluated using real world datasets.
In particular, we evaluate our model using check-in prediction task. The experiments
also evaluate our model under cold start condition and different parameter settings.
Case studies are also examined to verify the effectiveness of our model.
Our results and findings of this research are summarized as follows:
– We introduce two important venue specific factors, i.e., area attraction and neigh-
borhood competition. With real world LBSN datasets collected for three urban
cities, we conduct an empirical analysis of the gathered check-in data and
demonstrate the existence of neighborhood competition, area attraction factors.
Furthermore, the effect of social homophily is also illustrated in our empirical
analysis.
– We propose a matrix factorization-based model called VAN to capture the check-
in behavior of users incorporating area attraction and neighborhood competition.
Moreover, we also extend our model to incorporate social homophily.
– The performance of VAN model is evaluated on real world datasets so as to demon-
strate its superior accuracy and robustness. In our experiments, we compare VAN
model with other baselines in check-in prediction task. We show that VAN model
outperforms the baselines. The parameters of VAN model are also carefully exam-
ined in our experiments.
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Paper outline The remainder of the paper is organized as follows. Section 2 covers
the literature review of previous works related to our research. Section 3 shows the
data science aspect of our works to study check-in related factors. Section 4 describes
our model and the parameter learning steps. Sections 5 shows its performance on real
datasets. Lastly, Sect. 6 concludes the paper and suggests some future works.
2 Related work
In this section, we summarize related work in modeling check-ins considering different
venue and user factors.
The visitation of users to venues occurs under the influence of multiple effects (Gao
and Liu 2015). For example, distance effect (Chang and Sun 2011; Cho et al. 2011;
Doan and Lim 2016; Huff 1963; Li et al. 2012) states that users tend to visit nearby
venues rather than further away ones. This effect however will not be included in this
research because it requires knowledge of users’ home locations which are usually not
available due to privacy reasons. In this section, we only focus on surveying previous
research works on Area Attraction, Neighborhood Competition and Social Homophily.
Before going into details of each effect, Table 1 summarizes the previous related works
according to the factors considered in their models.
To the best of our knowledge, area attraction and neighborhood competition are
two new features that have not been studied together in previous models. Our earlier
work (Doan and Lim 2016) is the first work which examines both factors and builds a
Bayesian model that incorporates both factors. Particularly, it models check-in behav-
ior considering area attractiveness based on the aggregation of the competitiveness
of the venues within each area. Moreover, it illustrates neighborhood competition
by showing that check-ins within a small spatial area are usually performed on very
Table 1 Taxonomy of related works
Area attraction Neighborhood competition Social homophily
Qu and Zhang (2013) and Huff (1963)
Quan et al. (2012) and Yu et al. (2013)
Karamshuk et al. (2013) 
Church and Murray (2009)
Fu et al. (2016)
Doan et al. (2015a) and Liu et al. (2013) 
Doan and Lim (2016)  
Gao et al. (2012b) and Li et al. (2016)
Cheng et al. (2012) and Cho et al. (2011)
Doan et al. (2015b) and Li et al. (2012) 
Ma et al. (2008) and Gao et al. (2012a)
Ma et al. (2011)
VAN (our model)   
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few venues instead of uniformly across all venues in the area. The work then intro-
duces a probabilistic model to combine neighborhood competition with distance effect
and area attraction. While the proposed model improves the performance of check-
in prediction over some baselines such as PMF (Mnih and Salakhutdinov 2008) and
Expo-MF (Liang et al. 2016), it still has some limitations. Firstly, it requires the home
locations of users, a private and not readily available information. Secondly, the work
also assigns a competitiveness value to each venue based on how the venue wins over
its neighboring venues in gaining check-ins without considering the latent factors of
users and venues which account for the users’ inherent interest on venues. In this work,
we therefore improve this model by (1) discarding the user home location assumption
and drop distance effect from model design (2) incorporating the user and venue latent
factors to enhance the modeling of neighborhood competition.
Area attraction The effect focuses on that venues within a spatial area tend to support
each other to gain visitation from users. The early work by Huff (Huff 1963) could be
considered as the first work studying this effect. A specific shopping mall is an area
in their model and its attractiveness is determined based on two factors: travel time
from users’ locations to the shopping mall and the area size of shopping mall . This
work cannot be applied to data from LBSN since it again requires the home location
information of users. Moreover, the work has not been applied to non-shopping mall
venues which may not be affected by area size by the same degree. Qu and Zhang
(2013) generalized the work of Huff (1963) and applied the Huff analysis method to
data from LBSN. For each user, the proposed method derives his/her activity centers
and defines the center of mass of his top 3 most active activity centers as the user’s
home location of user. It was found that the center of the mass and home location of
64% of users are less than 2 miles apart. Given the spatial closeness between user’s
center of mass and home location, Qu and Zhang (2013) used the former as the home
location in Huff model.
There is some previous work (Church and Murray 2009; Fu et al. 2016; Karamshuk
et al. 2013; Quan et al. 2012; Yu et al. 2013) which measures the attractiveness of areas
using LBSN data for ranking the areas. However, with the lack of considering users’
preference, the application of these approaches is limited to area ranking.
Yan et al. (2017) is an attractive recent work in understanding user movement.
In their paper, they proposed a user movement model based on two assumptions
(1) user chooses an area under the memory effect—user preferentially visits his/her
previous locations (2) user chooses a venue based on its attraction which depends
on its population. The differences between our work and their model are (1) their
work is unable to model the choice of user at individual level (2) their work does
not consider the matching between user preference and venue characteristics (3) their
work models the attraction at venue level. Our model improves over their work by
modeling area level attraction and by using matrix-factorization based technique to
learn the preference of users.
Neighborhood competition Venues compete with their neighbors to attract users’
visitation. The approach of Liu et al. (2013) is able to incorporate such information
in their model. Specifically, it infers the popularity score of each venue which also
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captures the competitiveness of the venue in its neighborhood. The work assumes that
the probability of observing check-ins on venue j by user i is inversely correlated with
the distance between i and j , popularity of venue j , and the interest of i to j . To model
the interest of users on venues, the work utilizes Latent Dirichlet Allocation (Blei
et al. 2003) and Bayesian Non-negative Matrix Factorization (Schmidt et al. 2009)
to derive the latent factors of users and venues. In Doan et al. (2015a), PageRank
model has been adapted to measure the competitiveness of venues. The work defines
transition probabilities between users based on their check-in competition, as well as
two variants of PageRank to model the competition of venues in LBSN. From their
experiments, by comparing the result of their model with groundtruth, the authors
conclude that modeling competition of venues provides a reasonable venue ranking
in LBSN. In Doan and Lim (2017), the authors model neighborhood competition
by adopting idea from personalized ranking in matrix factorization (Rendle et al.
2009). From their experiment, they conclude that neighborhood competition has more
influence than spatial homophily in check-ins prediction.
Social homophily Social homophily is widely used to understand users’ check-in
behavior in LBSN (Gao et al. 2012b; Li et al. 2012). The work in Doan et al. (2015b)
derived features based on social homophily to predict number of check-ins between a
user and a venue. These features include the number of check-ins of his friends to the
venue, and the number of check-ins of his friend to venues whose type is similar to the
venue. Cheng et al. (2012) and Ma et al. (2011) introduced a regularizer to penalize the
latent factor difference between users and their friends based on matrix factorization
framework (Koren et al. 2009; Lee and Seung 2001; Mnih and Salakhutdinov 2008).
Cho et al. (2011) proposed periodic mobility model by viewing check-ins locations
of users as the mixture of check-ins near home and work. They later extended their
model by considering the influence of users’ friends. Their results concluded that using
social homophily could more accurately predict users’ movement behavior. Check-in
prediction is a special class of product recommendation problems. Ma et al. (2008)
showed that by considering social homophily, their proposed model SoRec improves
up to 11% over the baselines in the prediction of ratings users assign to product items.
Li et al. (2016) is a recent research work on studying users’ movement in LBSNs by
introducing three types of friends: social friends, neighboring friends and location
friends. They developed a matrix factorization method to incorporate the visitation of
these different types of friends so as to perform check-in venue prediction. Gao et al.
(2012a) proposed a Bayesian model which combined the information of social network
and historical check-in data of users. Particularly, they found that the history of users’
check-ins has two properties: power law distribution and short-term effect. From the
experiment, these two effects helped to explain the behavior of users’ movement.
However, their model does not include the preference of users and venues which can
limit the understanding of users’ behaviors.
3 Empirical analysis of check-in behavioral data
In this section, we conduct empirical analysis on check-in behavior of users to
determine the presence of area attractiveness, neighborhood competition and social
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homophily in the behavior. This empirical analysis and subsequently prediction task
evaluation are performed on three datasets to be described in Sect. 3.1. Our empirical
analysis are divided into three parts corresponding to area attraction, neighborhood
competition, and social homophily which will be covered in Sects. 3.2, 3.3 and 3.4
respectively.
3.1 Datasets
In our research, we gathered the Foursquare check-in data of users and venues from
two cities, Singapore and Jakarta. Both are major cities in Southeast Asia with more
than 5M population. The two cities also have relatively many active Foursquare users
performing check-ins. For more extensive evaluation, we also include the publicly
available Gowalla dataset covering users and venues from New York City (Cho et al.
2011). The statistics of the three datasets are shown in Table 2.
SG dataset This dataset consists of 1.11 millions check-ins by 55,891 Singapore
Foursquare users on 75,346 venues from August 15, 2012 to June 3, 2013 (see Table 2).
The users and venues are determined to be located in Singapore based on their profile
locations and venue location coordinates respectively. This dataset is the largest among
the three.
JK dataset Similarly, we crawled another Foursquare dataset for the users and venues
in Jakarta from July 2014 to May 2015. There are 119,618 check-ins performed by
14,974 users on 38,183 venues. JK dataset is the smallest among the three datasets.
NYC dataset To test our model in other LBSN platform, we use the public dataset of
Gowalla from February 2009 to October 2010. Since we only focus on venues within
city, we select check-ins of venues from New York City and denote them as NYC.
3.2 Area attraction
The empirical analysis of area attraction is non-trivial for a number of reasons. Firstly,
to tell whether an area is attractive, we need some external knowledge for reference.
For example, experts such as real estate valuators can determine the commercial value
of an area using property and land sales information. Unfortunately, this approach is
costly for us to adopt. Instead, we analyze the difference area can make to a set of
venues that are expected to be similar in attracting visitors.
Table 2 Dataset statistics
Dataset # users # venues # check-ins # user-venue pairs with > 0 check-ins
SG 55,891 75,346 1.11M 541,588
JK 14,974 38,183 119,618 81,188
NYC 7092 21,287 138,067 102,906
H_SG 856 12,020 63,777 28,298
H_JK 455 4380 9557 5422
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In this empirical analysis, we postulate that if different areas can be differentiated
by attractiveness, users will then be more willing to make trips to visit venues in
attractive areas.
To perform the analysis, we identify a subset of users whose the home locations
could be determined so as to allow us to derive the distance between users and areas.
The details below describe how we can extract this information
– We selected a subset of venues under the “home (private)” category which is in
turn a sub-category of the “residence” category. We found 8447 and 1985 venues
satisfying this criteria in the SG and JK datasets respectively.
– We further identified 3276 and 891 users who performed check-ins at only one
“home (private)” venue each in the SG and JK datasets respectively. This rules
out users who performed check-ins at multiple “home (private)” venues.
– We finally selected an even smaller set of users who also shouted some home
relevant messages during their check-ins to their “home (private)” venues. These
messages have to include some “home” related key phrases, e.g., “back home”,
“home finally”, etc. For the JK dataset, we use the matching Indonesian key phrases
like “Tidur dulu” (sleep first), “Rumah” (House), “Pondok” (cottage), “sampai di
rumah” (arrived to home), “bobo” (sleep).
Since we do not obtain the shout of each check-ins in NYC dataset, the analysis
does not involve NYC in this empirical experiment.
We finally obtained 856 users with home locations in the SG dataset. We denote the
Foursquare data of these users and their check-in venues by H_SG. These users have
63,777 check-ins on 12,020 venues (see Table 2). Similarly, we obtained the H_JK
dataset for 455 Jakarta users with home locations. This dataset covers 4380 venues
and 9557 check-ins.
To embark this empirical analysis, we select all well known business chains which
have more than three branches in each dataset. Specifically, McDonald, KFC and
Starbucks are selected in both H_SG and H_JK. We expect branches of the same
chain to be very similar to one another by food variety, food quality, ambience and
service. Hence, at the venue level, we should not expect any difference among their
abilities to attract users from other locations.
To construct areas for each dataset, we divide a city into square grid cells. We first
determine the smallest rectangle that covers all venues of the city. We then divide the
rectangle into square areas of width equals to 0.01◦ (equivalent to about 1.11 km on
the equator) and assign every venue to exactly one area. Each area is assigned a center
of the mass derived from the average of locations of its venues. We call the top five
areas with most number of venues the dense areas while the areas from ranks 10 to
15 the sparse areas. We exclude other lower ranked areas as they do not contain any
venues of the selected business chains.
For each business chain, we examine the distances between each dense area (repre-
sented by its center of mass) and the home locations of users who perform check-ins
to its venues inside the area. We then generate a boxplot for the user-area distance of
all the dense areas. We perform the same procedure for the sparse areas.
Figure 2 shows that for each business chain, branches within the dense areas attract
users farther than branches in the sparse areas. This suggests that the attractiveness
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(a) (b)
Fig. 2 Boxplot of distance from areas containing business chain to their check-ins users in H_SG and
H_JK. a H_SG, b H_JK
Table 3 The number of stores in
H_SG and H_JK datasets McDonald KFC Starbucks
H_SG 108 89 95
H_JK 37 101 94
of area plays an important role bringing far away users to the venues in the area. In
Fig. 2, there is an exception involving McDonald branches in H_JK dataset. It could
be attributed to the much fewer McDonald branches in H_JK, one third of that in
H_SG. This may have caused Jakarta users having to travel further to the McDonald
branches. The number of Starbuck and KFC venues in both dataset are quite similar
(see Table 3).
3.3 Neighborhood competition
To show competition among venues within the same area, we adopt the method origi-
nally proposed by Weng et al. (2012) to study competition among memes. We divide
the check-in history into weeks. We then measure the following entropies for each
week.
– System entropy (Es) Es(t) = −∑v fv(t) log fv(t) where fv(t) is the fraction of
check-ins in week t performed on venue v, i.e., fv(t) = #cks(v,t)∑
v #cks(v,t)
. The system
entropy essentially measures the degree to which the distribution of check-ins
concentrates on a small fraction of venues.
– Average area entropy (E A) We first define the entropy of an area a to be Ea(t) =
−∑v∈a fv,a(t) log fv,a(t) and fv,a(t) = #cks(v,t)∑
v∈a #cks(v,t)
. We then take the average
of all area entropies, i.e., E A(t) = Avga Ea(t). We divide the city into square cells
of 0.01◦ width. The construction of areas is discussed further in Sect. 4. Similar to
system entropy, average area entropy captures the degree to which the distribution
of check-ins of an area concentrates on a small fraction of venues (in the area).
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Fig. 3 Weakly entropy in SG, JK and NYC datasets
– Average user entropy (EU ) We next define the average user entropy as EU (t) =
Avgu∈U Eu(t) where entropy of user u is Eu(t) = −∑v fu,v(t) log fu,v(t) and
fu,v(t) = #cks(u,v,t)#cks(u,t) . This entropy quantifies the concentration of users’ attention
on the venues they perform check-ins on.
Figure 3 shows the three entropies over weeks in SG, JK and NYC datasets which
remain mostly unchanged over the weeks. The first important observation is that the
average user entropy is much smaller than system entropy. It clearly suggests that each
user’s attention is limited to very small fraction of venues in the entire city. Venues
therefore have to compete to gain attraction from users. Secondly, we observed from
Fig. 3 that system entropy is much larger than average area entropy in both datasets.
This implies that check-ins within an area concentrated on smaller fraction of venues
than the fraction of venues in the entire city receiving check-ins from the whole user
population.
The above empirical analysis concludes that venues compete more with their nearby
neighbors than those farther away. Thus, grouping venues into areas and modeling
competition among venues in each area is an appropriate modeling approach.
3.4 Social homophily
Social homophily is the tendency that users and their friends share more common
check-in venues than that between users and other ones. To show the existence of
social homophily, we calculate the average Jaccard similarity score of all pairs of
users and their friends. Then, we compute the same score for equal number of random
pairs of users.
Table 4 shows that the average Jaccard scores between users and their friends are sig-
nificantly higher than that between random pairs of users. Moreover, the phenomenon
is consistent across all the five datasets. The average Jaccard score between users and
their friends is 3.1 times higher than that of pairs of random users in SG dataset. In
the JK and NYC datasets, the Jaccard score between users and their friends is seven
and eight times respectively larger than that of pairs of random users. Therefore, we
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Table 4 Average Jaccard scores between user-friend pairs versus random pairs of users across five
datasets
SG H_SG JK H_JK NYC
Users and their friends 0.01411 0.01818 0.00697 0.01812 0.01921
Random pair of users 0.00448 0.00867 0.00097 0.00085 0.00211
Table 5 Table of notations
Notations Meaning
U , V , C Set of all users, venues and check-ins
Ui Latent feature vector of user i
Vv Latent feature vector of venue v
wiv Number of check-in of user i to venue v
wv Total number of check-in of venue v
av Area av containing venue v
s The width of area
N (v) Set of neighbor venues of v
La(·) Logistic function with steepness a
p(i → av) Probability of user i visiting area av
λu , λv , λ f Regularization of user, venue vectors and friendship
conclude that in LBSNs, users share more check-in venues with their friends than with
other users.
4 Proposedmodel
In this section, we propose a model called Visitation by Attractiveness and
Neighborhood competition(VAN). The VAN model is an extension of standard matrix
factorization to model check-in behavior incorporating area attraction, neighborhood
competition and social homophily factors. In Sect. 4.1, we will first define the important
concepts in the VAN model and its model assumptions. We then introduce the model
formally in Sect. 4.2. The learning of VAN model parameters is given in Sect. 4.3.
4.1 Model description
In the VAN model, we model each user i or venue v as a vector of latent features
Ui and Vv respectively. When user i and venue v have preferences on similar latent
features, U Ti Vv returns a large value implying that user i is likely to perform check-in
on venue v. We also use wiv to denote the number of check-ins by user i on venue v.
Readers can refer to Table 5 for the notations used in the VAN model.
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To model area attraction, we divide the city into mutually exclusive square grid
cells of width s. We use av to denote the square or area which contains v. The VAN
model makes the following assumptions for each check-in between a user and a venue:
– First of all, every user chooses an area to perform a check-in based on a combination
of area attractiveness and the user’s preference on the area. Area attractiveness is
a quantitative measure defined to capture how well the area can attract users based
on the venues within the area.
– Secondly, every venue inside an area must compete against its neighboring venues
in order to gain a check-in from the user.
The neighbors of a venue v, denoted as N (v), are venues within av and the areas
adjacent to av are denoted by Ad j(av). That is, N (v) = {v′|v′ ∈ Ad j(av)} ∪ {v′|v′ ∈
av}\{v}. We consider the venues in Ad j(av) as neighbors because we want to include
venues in these nearby areas as competitors of v even when v is near the border of av .
For user i , the attractiveness σ iav of area av is defined by the summation of the
interaction between the user preference Ui and each latent features Vv′ of venue v′
inside an area av . That is, σ iav =
∑
v′∈av U
T
i Vv′ . It means that the venues inside the
area contribute their preference together to attract the check-in from user i .
Every check-in of user i to venue v follows a two-step process. Firstly, user i must
select the area av . Secondly, the venue v in area av must win over all other neighboring
venues in N (v) to gain a check-in from user i .
– User i selects the area av under the effect of attractiveness σ iav of area av . We
represent this by assigning a probability which is proportion to σ iav .
– To model the winning of venue v over its neighbors, we need to employ the
preference of user i since he/she is the main factor to decide if the visitation is made
or not. We assume that if the latent similarity between user i and venue v is higher
than the one between user i and the neighbors v′ of v, the probability that i visits
v (denoted as pi (v > v′)) is higher than the one between i and v′ . We therefore
map the value of U Ti Vv − U Ti Vv′ to interval [0, 1] so as to model pi (v > v′).
When pi (v > v′) > pi (v′ > v), user i is likely to make check-in on v rather than
v′. We define pi (v > v′) = La(U Ti Vv −U Ti Vv′) = 11+exp(−a(U Ti Vv−U Ti Vv′ )) where
La is a logistic function (Jordan et al. 1995) with steepness parameter a. Logistic
function is a function family which Sigmoid function belong to. Sigmoid function
is a logistic function with a = 1. When a goes to infinity, logistic function turns
into an indicator function as shown in Fig. 4.
Example Figure 5 depicts two check-ins at venue v by user i i.e. wiv = 2. To perform
each check-in at venue v, user i has to select area (b, 3) (enclosed by a red box)
considering similarity between the preference of user i and the venues within the area.
Moreover, venue v needs to win over all of its neighbors in the adjacent areas enclosed
by the square box in green.
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Fig. 4 Logistic function with different values of steepness
Fig. 5 Example of Check-in graph
4.2 Model formalization
We now formally define the VAN model. In the VAN model, the probability piv of a
check-in from user i to venue v is defined by the following formula:
piv = p(i → av)
∏
v′′∈N (v)
pi (v > v′′) (1)
Equation 1 says that piv has two components inside: p(i → av) denoting the
probability of user i selecting area av and pi (v > v′′) representing the probability that
user i prefers to perform check-in on venue v over its neighbor v′′.
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Recall that Ui and Vv denote the latent feature vectors of user i and venue v
respectively. We thus define p(i → av) as
p(i → av) =
∑
v′∈av
p(v′|i) = σ iav =
∑
v′∈av
U Ti Vv′ (2)
The second component of Eq. 1 is defined as:
pi (v > v′′) = La(U Ti Vv − U Ti Vv′′) (3)
By substituting the components in Eq. 1, we have:
piv =
⎛
⎝
∑
v′∈av
p(v′|i)
⎞
⎠
∏
v′′∈Nv
pi (v > v′′)
=
⎛
⎝
∑
v′∈av
U Ti Vv′
⎞
⎠
∏
v′′∈Nv
La(U Ti Vv − U Ti Vv′′)
log piv = log
∑
v′∈av
U Ti Vv′ +
∑
v′′∈Nv
log La(U Ti Vv − U Ti Vv′′)
(4)
Next, we define the log-likelihood L(C) of a set of check-ins C from users of U
on venues of V has the following form:
L(C) =
∑
(i,v)∈C
wiv log piv = L1(C) + L2(C) (5)
where
L1(C) =
∑
(i,v)∈C
wiv log
⎛
⎝
∑
v′∈av
U Ti Vv′
⎞
⎠
L2(C) =
∑
(i,v)∈C
wiv
∑
v′′∈Nv
log La(U Ti Vv − U Ti Vv′′)
(6)
To learn the latent features and other variables of users and venues in VAN model,
we maximize the log-likelihood defined in Eq. 5. Formally, we have the optimization
problem as below:
{U∗i , V ∗v }i∈U ,v∈V = arg maxi∈U ,v∈V (L(C) − λ(C)) (7)
where λ(C) is the regularization term that prevent overfitting (Friedman et al. 2001).
In our model, we use L-2 norm for λ(C) since it can be solved easily (Friedman et al.
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2001) and it is widely applied in matrix factorization method (Koren et al. 2009; Lee
and Seung 2001; Mnih and Salakhutdinov 2008). Formally, λ(C) is defined as
λ(C) = λu
∑
i
‖Ui‖22 + λv
∑
v
‖Vv‖22 (8)
where λu and λv are the regularization parameters for the latent features of users and
venues respectively.
Incorporating social homophily Similar to Cheng et al. (2012), we model social
homophily by adding a social regularizer λ f
∑
(i,i ′)∈F ‖Ui − Ui ′ ‖2 to Eq. 7. In other
words, if two users i and i ′ have social connection between them, their latent feature
vectors Ui and Ui ′ are expected to be similar. λ f is the parameter to control the
importance of social homophily effect. Formally, we have a new objective function
{U∗i , V ∗v }i∈U ,v∈V = arg maxi∈U ,v∈V (L(C) − Λ(C)) (9)
where
Λ(C) = λ(C) + λ f
∑
(i,i ′)∈F
‖Ui − Ui ′ ‖2 (10)
4.3 Model inference
To solve the optimization problem in Eqs. 7 and 9, we use Stochastic Gradient Descent
(SGD) (Boyd and Vandenberghe 2004). SGD is a widely used technique to learn latent
features in matrix factorization-based framework (Hu et al. 2014; Liu et al. 2014; Koren
et al. 2009)
In SGD, we first derive the derivative of the objective function with respect to each
variable. Each step of SGD only considers one user-venue pair (i, v).
We firstly select one user-venue pair randomly and take the derivative of user feature
vector Ui of the regularization
∂Λ((i, v))
∂Ui
= 2λuUi + 2λ f
∑
(i,i ′)∈F
(Ui − Ui ′) (11)
∂L1((i, v))
∂Ui
= wiv 1∑
v′∈av U
T
i Vv′
∑
v′∈av
∂U Ti Vv′
∂Ui
= wiv 1∑
v′∈av U
T
i Vv′
∑
v′∈av
Vv′ (12)
∂L2((i, v))
∂Ui
= wiv
∑
v′′∈Nv
1
La(U Ti Vv − U Ti Vv′′)
∂La(U Ti Vv − U Ti Vv′′)
∂Ui
(13)
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To simplify the formula, we introduce di,v,v′′ = U Ti Vv − U Ti Vv′′ . Recall that
La(di,v,v′′) is Logistic function of di,v,v′′ with steepness a i.e. La(di,v,v′′) =
1
1+exp(−a di,v,v′′ ) . Hence, we have the derivative of La(di,v,v′′) respected to Ui :
∂La(di,v,v′′)
∂Ui
= a
(1 + exp(−a di,v,v′′))2 exp(−a di,v,v
′′)(Vv − Vv′′) (14)
Secondly, we take the derivative of Vv . The derivative of regularization is
∂Λ((i, v))
∂Vv
= 2λvVv (15)
The derivative of each component of the log-likelihood regarding Vv is
∂L1(i, v)
∂Vv
= wiv 1∑
v′∈av U
T
i Vv′
Ui +
∑
v∗∈av
wiv∗
1
∑
v′∈av U
T
i Vv′
Ui
∂L2(i, v)
∂Vv
= wiv
∑
v′′∈Nv
1
La(di,v,v′′)
∂La(di,v,v′′)
∂Vv
(16)
Therefore, we have the derivative of La(di,v,v′′) respected to Vv as follow:
∂La(di,v,v′′)
∂Vv
= a
(1 + exp(−a di,v,v′′))2 exp(−a di,v,v
′′)Ui (17)
The second step of SGD is to update latent feature vectors of users and venues
Ui ← Ui − α
(
∂L(i, v)
∂Ui
− ∂Λ(i, v)
∂Ui
)
Vv ← Vv − α
(
∂L(i, v)
∂Vv
− ∂Λ(i, v)
∂Vv
) (18)
where α is the learning step parameter of SGD.
Then, we repeat to the first step until the objective function gets convergence.
5 Experiment
In the absence of ground truth data, our model will be evaluated via check-in prediction
task which predicts the number of check-ins between user-venue pairs. We compare the
check-in prediction performance of our model with other baselines. We will also study
the effects of model parameter settings on the model performance. These parameters
include the steepness of Logistic function, area width and regularization. The variant
of VAN model with social homophily denoted as VANs is also evaluated in the next
experiment. Finally, we conduct experiment to evaluate the effectiveness of VAN
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model in venue ranking against the Foursquare venue scores. We also present some
latent feature of venues learned by VAN.
5.1 Experiment setup
We divide check-in data into training and test sets. We sort check-ins in the SG, JK
and NYC datasets by their created time and then divide each dataset into five folds.
For each run of experiment, we hide one fold as test set and use the remaining four
ones as training set. Particularly, for each run, we use four folds for learning model
parameters, then these learned values are used to predict the number of check-ins
between users and venues in the hidden fold.
Performance measures We use two sets of metrics to measure the performance of
our models as well as the baselines. The first set consists of recall@k and nDCG@k
which focus more on top ranked results returned by each model. The second set
includes average precision (AP) and area under the curve (AUC) which measure the
overall performance.
After training, for each user, we rank all venues according to their prediction scores
returned by each model. The venues visited by the same user in the test data are
the ground truth. We then compute the different performance measures based on the
predicted venue ranking. The performance measures are averaged over all users. We
finally derive the mean of the average performance measures over all the folds. We
do not use precision@k because we cannot distinguish between a user disliking a
venue and a user not knowing the venue (Wang and Blei 2011).
The formula of recall@k and nDCG@k are presented below:
recall@k = 1|U |
∑
u∈U
|L(u, k) ∩ Ltest (u)|
|Ltest (u)|
nDCG@k = 1|U |
∑
u∈U
DCG@ku
IDCG@ku
(19)
where L(u, k) is the top k venues of each user u returned by the model; Ltest (u)
represents the set of venues of user u in test set. Function | · | returns the set cardinality.
DCG@ku = ∑|L(u,k)|i=1 2
relui −1
log2(i+1) and IDCG@ku =
∑|Ltest (u)|
i=1
2relui −1
log2(i+1) . To mea-
sure DCG@k, we first select the top k venues of each user returned by each method.
relui is the relevance score of the i th rank venue of user u. In our experiment, relui = 1
if i ∈ Ltest (u); otherwise, relui = 0. The nDCG@ku is DCG@ku normalized by the
DCG@ku of the ideal ranking IDCG@ku of top-k venues for user u.
The formal definitions of AUC and AP are described below:
AUC = 1|U |
∑
u∈U
1
|E(u)|
∑
(v,v′)∈E(u)
δ(puv > puv′)
AP = 1|U |
∑
u∈U
∑
n
(Run − Run−1)Pun
(20)
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where E(u) = {(v, v′)|v ∈ Ltest (u) ∧ v′ /∈ (Ltest (u) ∪ Ltrain(u))} and Ltrain(u)
represents the set of venues of user u in training set. In other words, E(u) is the set of
venue pairs whose one is in test set of user u but the other is a venue without having
any implicit feedbacks from user u. Function δ(·) is the indicator function return 1 if
the boolean expression inside is true and 0 otherwise.
AP is average precision metric which summarizes the plot as the weighted mean
of precision achieved at each threshold with the increase in recall from the previous
threshold used as the weight. In the formula of AP, Pun and Run are the precision and
recall at the nth threshold of user u.
Default parameter setting For all experiments, we set the number of latent features
to 10. The width of area is s = 0.01 geographical degree. The default steepness of
Logistic function is a = 2.0 since it yields us the best prediction performance for the
VAN model (see more details in Sects. 5.4 and 5.6). For regularization, we use the
default λu = λv = 0.01 because it does not bias toward users nor venues. In most
of the experiments, we use λ f = 0 since the performance with and without social
homophily of VAN model show the same trends. The learning rate of SGD algorithm
is kept at 10−6.
5.2 Check-in prediction
In this section, we compare the performance of our VAN model and its extension VANs
with social homophily with several baseline models. These baseline models are also
based on matrix factorization framework and they include:
– Probabilistic Matrix Factorization PMF (Mnih and Salakhutdinov 2008): PMF
factorizes check-in matrix into user-latent factor and venue-latent factor matrix
alone. We use the number of latent factors K = 10. We use the implementation
provided by the authors.2
– Multi-center Gaussian Model MGM (Cheng et al. 2012): MGM uses multiple
Gaussian distributions to model the activity centers of users. For each user, we
automatically detect the clusters of check-ins by applying the non-parametric
method from Blei and Jordan (2006). We use the MGM implementation from
Scikit-learn (Pedregosa et al. 2011). Each cluster is assigned as an activity center
of a user. The α parameter of MGM which controls the weight of high frequent
check-ins venues is set to default value α = 0.2.
– Fusion Framework PMF-MGM (Cheng et al. 2012): PMF-MGM combines matrix
factorization and MGM. It is reported to outperform PMF and MGM models. The
probability of a user visiting a venue is determined by fusing the user’s preference
on that venue (returned by PMF) and the probability of if he/she will visit that
place (returned by MGM).
– Matrix Factorization with Neighborhood Influence N-MF (Hu et al. 2014): N-
MF explores the characteristics of geographical neighbors based on the matrix
factorization framework. The authors focused on studying the spatial homophily.
We use the number of latent features K = 10 and two venues are neighbors if
2 https://www.cs.cmu.edu/rsalakhu/software.html.
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their distance is less then a predefined threshold d. In our experiment, we set d to
be 100 m and 200 m.
– Exposure Matrix Factorization Expo-MF (Liang et al. 2016): Expo-MF incorpo-
rates the location of venues and user exposure into the modeling of check-ins
behavior of users. Similar to their experiment conducted in Liang et al. (2016), we
apply K-Means to cluster venues, the location vector of each venue is its proba-
bility to each cluster. We use K = 10 for both the number of latent factors and the
number of clusters in K-Means.3
– Social Bayesian Personalized Rankings SBPR (Zhao et al. 2014): SBPR assumes
that users tend to assign higher ranks to items that their friends prefer. In our
experiment, we adopt the default parameters represented in the original paper.
Specifically, the number of latent feature is set to 10 and the regularization param-
eters of users, venues and bias are 0.015, 0.025 and 0.01 respectively.
Parameter setting For our experiment, we adopt a default parameter setting. The
number of latent factors is 10 by default to compare fairly with the baselines i.e.
f = 10. The steepness of logistic function is a = 2.0, the width of area is s =
0.01. For regularization, we use λu = λv = 0.01. We also test the performance
of the extension VANs with social homophily. In VANs , the regularization of social
homophily is λ f = 0.01.
Result Table 6 shows the performance of our VAN model and the baselines under
different metrics. Recall that the larger the value of each metric, the better the model.
Therefore, the most important observation which we could draw from the table is that
our model with default parameter setting outperforms all the baselines in general. In
SG, JK and NYC datasets, the performance of our methods is always better than
the baselines but the performance gap between VAN and the baselines in SG dataset
is larger than that in JK and NYC datasets. The reason is that the data of JK and
NYC is sparser than the one of SG dataset. Among the baselines, PMF-MGM and
Expo-MF perform better than other baselines. It happens due to the fact that these
baselines cluster venues in dataset into different groups so that they could create
some area attraction effects. VAN model takes one step further by integrating the
neighborhood competition inside. From the observation, we could conclude that the
impact of neighborhood competition is crucial in understanding the visitation of users
in LBSNs.
From Table 6, we observe that using social homophily actually improves the per-
formance of our model since the performance of VANs is higher than that of VAN
in the SG, JK and NYC datasets. The second observation is that the improvement
with social homophily is more significant in JK and NYC dataset than in SG dataset.
For example, in SG dataset, social homophily helps us enhance 6.13% on average.
The improvement in JK dataset is 12.03%. The reason behind is that JK and NYC
is sparser than SG so the additional information including to JK or NYC has more
effective than the denser one (i.e. SG dataset).
The performance of SBPR depends heavily on the social networks of users. It
is therefore not a surprise that its performance in the three datasets are not higher
3 https://github.com/dawenl/expo-mf.
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than Expo-MF which focuses more on location of venues. Specifically, among the
three datasets, NYC has the highest ratio of social connection and total pairs of users
(0.004%) but this ratio of the four datasets mentioned in the original paper (Zhao et al.
2014) is at least two times larger (0.01%). The reason could be that users in LBSN
network focus more on spreading their visitation than building social network.
Significant test We further apply the hypothesis testing to examine if the improve-
ment of our model is actually significant over the baselines. Since we have many
baselines, we only compare the performance of VAN and VANs with the best baseline
(i.e. Expo-MF). In this case, the null hypothesis is that the performances of our models
(i.e. VAN and VANs) and the baseline are not different while alternative hypothesis is
that our models are significantly better than the baseline. To verify the hypothesises,
we apply pair t test (Hsu and Lachenbruch 2008) to compare the result of each metrics
of VAN and VANs to the selected baseline. From the result in Table 6, we show that our
models (VAN and VANs) are significant better than the best baseline (i.e. Expo-MF)
in most of the cases. For the case of recall@20 in NYC dataset, the significant test
fails to verify Expo-MF is better than VAN and VANs models. Particularly, the p value
of the test is 0.07 so the outperformance of Expo-MF is not significantly better than
our model. Moreover, we also apply the above statistical test to the results of VANs
and VAN to illustrate if social homophily actually improves the performance of our
model. Particularly, the null hypothesis is that the performance of both VAN and VANs
models are not different while the alternative hypothesis is that VANs is significantly
better than VAN model. As shown in Table 6, using social homophily helps us improve
the performance of VAN model significantly.
5.3 Check-in prediction for cold start users
In this section, we evaluate VAN and VANs for cold start users who do not have many
check-in records in our datasets.
Setup In this experiment, we keep the same test set as the previous one but in the
training set, we define a user to be a cold start user if he/she has not more than 5
check-ins. The remaining users are removed from the training sets.
Parameter settings In this experiment, we keep the default parameter setting of
VAN and VANs as described in Sect. 5.1. For the baselines, we use the parameter as
described in the previous experiment.
Result Table 7 shows the performance of our models and the baselines. In most of
the cases, the performances of VAN and VANs are better than the performances of the
baselines. We have one exception of AUC in JK dataset when Expo-MF outperforms
VAN model with a small gap. In this experiment, we also observe that Expo-MF is
the best among the baseline models. For this reason, we apply the significant test
between our models (i.e. VAN and VANs) and Expo-MF to check if our models are
significantly better than the best baseline. Moreover, we also test the significance of
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improvement of adding social homophily by comparing VAN and VANs . From the
result shown in Fig. 7, we find that VAN and VANs are significantly better than Expo-
MF. Moreover, adding social homophily actually improves the performance of model.
For the exception of AUC for JK, we also apply the statistical test but could not find
Expo-MF perform significantly better than VAN and VANs .
As VAN and VANs are very similar and share similar performance, we will study
the impact of parameter settings to VAN model only in the following subsections.
5.4 Tuning the steepness parameter
In this section, we seek to understand the role of steepness of Logistic function in mod-
eling check-ins and its use in check-in prediction task. We try out different steepness
values and observe its impact to our model performance. In this set of experiments,
we only involve VAN model.
Parameter setting In this experiment, we vary the steepness variable a from 1.0 to
4.0 with a step size of 0.1 while keeping default values for the remaining parameters.
Result Figure 6 shows the performance of VAN model with different steepness
values. The best performance occurs when the value of steepness a = 2.0 for the SG
and a = 3.0 for both JK, NYC datasets. Since a = 2.0 yields reasonably good results
for all the three datasets, using this setting as default is reasonable. We also observe
that the performance of VAN model degrades with larger a settings. The reason is
that larger steepness values make Logistic function behaves like an indicator function
which no longer nicely models the probability of competition among venues.
5.5 Tuning the regularization parameters
In this section, we try to figure out the impact of regularization parameters in modeling
movement of users through check-in prediction task. To achieve the goal, we try out
different values of regularization parameters. In this set of experiments, we only involve
VAN model.
Parameter setting In this experiment, we keep the value of λu equal to that of
λv since we do not want to bias to user or venue features. Recall that λu and λv are
regularization parameters for the latent features of users and venues respectively. Then,
we tune the values of them within the range 0 and 1 while keeping default values for
the remaining parameters.
Result Figure 7 shows the performance of VAN model for the three datasets SG,
JK and NYC with different metrics. From the figure, we observe that without regu-
larization (i.e. λu = λv = 0), the performance of VAN does not perform well while
increasing the value of regularization parameter also harms our model. From the fig-
ure, we can observe that selecting λu = λv = 0.01 yields good check-in prediction
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Fig. 6 Performance of check-in prediction task of our model in SG, JK and NYC datasets with different
values of steepness
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Fig. 7 Performance of check-in prediction task of our model in SG, JK and NYC datasets with different
value of regularization parameter
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Fig. 8 Performance of check-in prediction task of our model in SG, JK and NYC datasets with different
value of area width
results for all the three datasets. This result suggests that our default parameter setting
is reasonable.
5.6 Choice of area width
In the earlier experiments, we have adopted a fixed area width setting, i.e. s = 0.01.
To understand how this setting affect the performance of VAN model, we now vary s
between 0.02 and 0.002 while keeping default settings for the remaining parameters.
Result Figure 8 shows very similar performance for SG, JK and NYC datasets. VAN
model shows poorer results across different performance measures when s = 0.02 but
peaks at s = 0.01 for the three datasets. Beyond s = 0.01, the performance decreases.
From the result, we conclude that using s = 0.01 yields the best performance. In fact,
when s is very small, each area may contain zero or one venue. Hence, the effect of
area attraction is eliminated making the prediction less accurate.
5.7 Area boundary shift
In this section, we verify the robustness of our model as we shift the area boundary
without changing the area size.
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Fig. 9 Performance of check-in prediction task of VAN model with different way of constructing areas in
SG, JK and NYC datasets
Parameter setting Recall that we create areas by dividing the city into grid cells of
equal width. The boundaries of areas are defined by vertical and horizontal lines sharing
the same longitudes and latitudes respectively. Since the choice of these boundary lines
can change, we would like to know if shifting the grid cells could affect the performance
of VAN model. We use VAN x and VAN y to denote our model if grid cells shift 0.005◦
along latitude and longitude axes respectively. Finally, VAN xy is the model that shifts
0.005◦ on both latitude and longitude directions. Since the move is one half of the area
width, a shift in either direction will lead to the same outcome.
Result Figure 9 shows the prediction result of our models using three area boundary
shift settings for SG, JK and NYC datasets. From the result, we observe that the per-
formance difference of VAN x and VAN y is less than 5% compared to the one of VAN
model. The performance difference between VAN xy and VAN model is 4.6%. There-
fore, we conclude that VAN model is robust with different ways of area construction.
5.8 Venue ranking
Other than evaluating models in check-in prediction task, we now compare the ranking
of venues derived from the VAN model with some known user provided venue ranking.
The purpose is to find out how well VAN model could generate venue ranking similar
to user generated venue ranking. We also compare the ranking similarity with that
between other baseline models and user generated venue ranking. In this section, the
user generated venue ranking comes from Foursquare score. It is a venue specific score
derived by aggregating user feedback (e.g. number of likes, dislikes and tips) to the
venue.
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Parameter setting We use the default parameter setting to evaluate VAN in this
experiment. Due to our lack of knowledge about local language in JK dataset and
identifiable information (i.e. the names of venues) regarding check-ins in NYC dataset,
we only apply this task to the SG dataset.
Result In the case of VAN model, we compute the score of a venue v: scorev =∑
i piv . Recall that piv is the probability of user i interested in venue v; hence, taking
the sum over all users captures the overall interest on venue v. We then rank venues
by their scorev’s. Table 8 depicts the top 10 venues that returned by VAN model.
The topmost ranked venue is Changi International Airport which is a world’s best
airport with more than 50 million passengers per year.4 The remaining top venues are
prominent shopping malls (e.g. Nex, VivoCity, Jurong Point, AMK Hub and Compass
Point), theme parks (e.g. Universal Studios Singapore), immigration checkpoint (e.g.
Woodlands Checkpoint) and large education institution (e.g. ITE College East).
Ideally, we want the VAN model ranking of venues to be compared against the
Foursquare score.5 However, not all venues in SG dataset has Foursquare scores. For
example, Woodlands Checkpoint and ITE College East venues do not have Foursquare
score (see Table 8). For this reason, we select only venues whose Foursquare scores
are available and calculate the Pearson correlation with VAN’s venue ranking. The
Pearson correlation score of 0.13 suggests that VAN has positive correlation with
Foursquare score. In other words, we can conclude that our ranking is reasonable. To
quantify our ranking further, we also calculate the Pearson correlation between other
models (PMF and N-MF) and Foursquare score. For PMF, the score of each venue
j is scoreP M Fj =
∑
i Ui Vj and for N-MF, score
N−M F
j =
∑
i Rˆi j where Rˆi j is the
predicted check-ins between user i and venue j by N-MF. As shown in Table 9, the
venue ranking from VAN model has the highest Pearson correlation suggesting that
it performs better than other baselines by correlation with Foursquare score. Table 9
depicts the Jaccard similarity score between top-k ranked venues by Foursquare score
and those returned by each model. The higher the value of Jaccard@k, the more
similar the model is to Foursquare score. Specifically, suppose skF S is the set containing
top-k venues by Foursquare score and skx is the set of top-k venues by model x . The
Jaccard similarity score between them is Jaccard@k = |skF S∩skx ||skF S∪skx | . In our experiment,
we choose 20, 50 and 100 as the value of k. From Table 9, we observe that the Jaccard
similarity score between VAN model and top venues of Foursquare score is higher
than other baselines. Hence, we conclude that VAN model performs better than other
baselines in order to rank venues.
5.9 Empirical case examples
Finally, in this section, we present several empirical case examples to illustrate the
characteristics of the VAN model using the SG dataset. For simplicity, we use the
default parameter settings to train the VAN model. In the first study, we examine the
4 http://www.changiairport.com/content/cag/en/aboutus.html?tab=2017.
5 https://support.foursquare.com/hc/en-us/articles/201109274-Place-ratings.
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Table 9 Pearson correlation and
top-k Jaccard coefficient with
foursquare venue score ranking
Metric VAN PMF N-MF
100 m 200 m
Jaccard@20 (%) 8.1 2.6 2.6 2.6
Jaccard@50 (%) 11.1 2.1 5.3 7.5
Jaccard@100 (%) 14.2 5.3 9.3 8.1
Pearson correlation 0.13 0.07 0.10 0.11
The best performing results are boldfaced
latent factors learned by the VAN model. Each latent factor is represented by the most
representative venues. In the second study, we examine the attractiveness of areas
derived by the VAN model and compare this with some simple approaches. The final
study focuses on showing the competition among venues within each area to win
check-ins from users.
Latent factors In the first study, we show the latent factors of the learned VAN model
and their most representative venues in Table 10. The most representative venues of a
latent factor are those venues v with largest Vv[t] values where Vv is the latent feature
vector of venue v and t is the index corresponding to the latent factor. Our findings
found several latent factors related to specific location regions or groups of similar
type venues. For example, the latent factors 3, 4, 7 and 8 are related to specific location
regions. Particularly, latent factor 3 is represented by venues in the east of the city.
Latent factors 4 and 7 cover the Orchard and City Hall shopping area respectively.
Latent factor 8 is represented by subway stations. Several latent factors are related
to different venue types. For example, latent factors 1, 2 and 5 are mainly shopping
venues, hotels and night clubs respectively. Latent factor 10 are venues frequently
visited by youths. The remaining latent factors 6 and 9 are unfortunately too noisy for
interpretation. On the whole, these latent factors appear to carry reasonable meaning
reflecting the different types of venues that users may be interested to visit.
Area attraction In the second study, we plot the area attractiveness values derived by
the VAN model in Fig. 10a. The attractiveness of an area is derived by aggregating the
preference of all users to this area i.e. σav =
∑
i∈U σ iav . The larger the attractiveness
value, the darker the area is shaded. Figure 10a shows that the high attractive areas
are distributed in the downtown area located in the central south of the Singapore
island. We now contrast area attractiveness values with area-specific check-in counts
and user counts in Fig. 10b, c respectively. In these two figures, we normalize the
attractiveness of each area by the maximum attractiveness of all areas. We also apply
the similar procedure to normalize the check-in count and user count of each area.
We then compute the difference between normalized attractiveness and normalized
check-in count (or normalized user count) and assign shade intensity accordingly as
shown in Fig. 10b, c respectively. The two figures show that area attractiveness is
very different from check-in count and user count in one specific area in the East
of Singapore (indicated by dark shaded area in the figures). This area covers Changi
airport which is not assigned very high attractiveness value but is known to be highly
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Fig. 10 Heat map of area attractiveness returned by VAN model and its comparison with check-in count
and user count using SG dataset. a Area attractiveness, b area attractiveness versus check-in count, c area
attractiveness versus user count
popular among the tourists and locals. This is a reasonable outcome since most users
do not really like the airport and its neighboring venues (they are more likely to visit
the airport for the purpose of making overseas trips.), unlike venues in the downtown
areas.
Neighborhood competition To show neighborhood competition within an area, this
study looks into users selecting the interesting venues in the area to perform check-ins
and thus creating competition among the venues. We simplify this analysis by focusing
on the most favorite area of each user. The same analysis can also be applied to the
less favorite areas.
For a given user i , we divide the venues in his most favorite area into different bins
according to the popularity of these venues. The popularity bins cover 1, 2, 3, 4, 5 and
above 5 check-ins from all users respectively. Within each bin, user i may perform
check-ins on only a subset of venues from the bin. We want to show that the venues
gaining the check-ins are more likely the ones winning the interest of user i . In Fig. 11,
we thus show the average user interest on these two subsets of venues for each bin of
venues sharing the same popularity. The average interest of users on their visited (or
unvisited) venues for each bin is computed as 1|U |
∑
i∈U 1|binik |
∑
v∈binik U
T
i Vv where
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Fig. 11 The correlation of venues with different number of check-ins and the interest of users in their most
attractive areas using SG
U is the set of users and binik is the set of venues with k check-ins such that user i
has visited (or not visited) these venues. As shown in the figure, venues which interest
users are more likely to be visited than the ones users are not interested given the same
popularity.
6 Conclusion and future works
In this paper, we have proposed the VAN model (and its variant VANs) that incorpo-
rates area attraction, neighborhood competition and social homophily factors. Before
introducing VAN model and its inference, we illustrate the existence of these factors
through the check-ins datasets from Singapore and Jakarta. Finally, we evaluate our
model in check-in prediction task and show that the proposed model yields better
performance than baselines. Moreover, we also study the performance of our model
via different parameter settings.
VAN model obviously is not perfect and there are still limitations to improve upon.
Firstly, in the current VAN model, area size are fixed and pre-defined which may
not match the natural urban regions better known to users. Further improvement can
therefore be made to VAN model to allow a flexible way to define area. Secondly,
VAN model does not cover factors such as venue type, distance effect which says that
users usually visit nearby venues than further ones. Thirdly, VAN does not consider the
venues to visit based on the time of the day or day of the week. Last by not least, social
homophily regularization can have multiple forms such as vector space similarity
(VSS) or Pearson correlation coefficient (PCC) (Ma et al. 2011) so we therefore
want to apply these forms to understand more about users’ movement behaviors. By
incorporating the above factors in the future work, we believe a more expressive and
accurate model can be produced.
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