Abstract. Let V be a closed convex cone and Cv be a space of nonempty closed convex subsets of a Banach space such that their Hausdorff distance form the cone V is finite. In this paper we embed the space CV isometrically and isomorphically into a Banach space.
Introduction
The aim of this paper is to obtain an embedding theorem for a certain class of closed convex subsets of a Banach space. Since that class does not have a linear space structure, embedding theorem is a method of defining differentiation and integration of multivalued functions with both bounded and unbounded images.
In 1952 Radstrom [2] showed embedding theorem for a class of closed convex bounded subsets of a normed space. Before we recall this theorem let us quote the following definition. 
balls {x : d(x, 0) < e} are absorbing.
Then S can be embedded isometrically and isomorphically as a convex cone into a normed space.
Obviously a class of closed convex bounded subsets of a normed space is an abstract convex cone.
Drewnowski [1] generalized this theorem for locally convex spaces and Urbanski [5] for topological-linear spaces.
However the class of nonempty closed convex subsets of a Banach space cannot be embeded into a Banach space. Indeed assume there is an injective embedding /. A nonempty closed convex cone K ^ {0} is an element of this class and
Although a class of closed convex subsets of a normed space is not a linear space nor can it be embedded into a linear space, there are subclasses for which the embedding theorems occur. In 1973 Robinson [3, Theorem 3] showed that the class of closed unbounded convex subsets of M n sharing the same recession cone and endowed with the Hausdorff distance d can be embedded isometrically into a real vector space. An embedding into a normed linear space was not possible, because of the lack of continuity of nonnegative scalar multiplication [ S. Robinson proved this theorem using finite dimensional methods. In this paper we generalize his result to infinite dimensional Banach spaces using linear functionals. The main tools are lemmas 2 and 3.
This article is organized as follows. First we introduce a space Cy as a class of nonempty closed convex subset of a Banach space, having finite distance from a certain convex cone. This space endowed with Hausdorff distance is a complete metric space. Next we define operations, addition of two element of Cy and multiplication of an element of Cy by a nonnegative scalar. Subsequently we prove that the cancellation law, metric's positive homogeneity and invariance under translation holds. As a consequence, we are finally able to embed Cy isometrically and isomorphically as a cone into a Banach space.
Properties of the space Cy
Let X be a Banach space with the norm || • ||, V a closed convex cone in X (where by a cone we understand a subset of X such that ax G X for x G V, a G M+). By d we understand a metric on X generated by the norm || • ||. Let A, B be nonempty closed convex subsets of X. By A r we denote {x e X : d(x, A) ^ r}. We define p(A,B) := inf{r : A c B r }.
Now we can recall the definition of a Hausdorff distance [3] We have proven that
2. Now we will show that £(a • W) = a • If a > 0 then:
If a = 0 then: 
We have a contradiction.
• As a consequence we obtain. Proof. Let £ e V'. Then += + ^i) ^ aw 2 + v 2 ) = e(w 2 )+£(F 2 ).
Since £( V2) ^ £(Vi), we have that
The cancellation law is a particular case of the last result.
PROPOSITION 2 (Cancellation law). IfWi + W = W2 + W, then
Wi = W 2 .
The next proposition states that Hausdorff metric is invariant under translation. First we have to prove the following lemma. Similarly we can prove that
As a consequence we get By letting e converge to 0 we obtain that
dH{WuW2) < C(Wi) -C(^2).
Similarly we can prove that 
