A fundamental problem in collaborative sensing lies in providing an accurate prediction of critical events (e.g., hazardous environmental condition, urban abnormalities, economic trends). However, due to the resource constraints, collaborative sensing applications normally only collect measurements from a subset of physical locations and predict the measurements for the rest of locations. This problem is referred to as sparse collaborative sensing prediction. In this poster, we present a novel closed-loop prediction model by leveraging topic modeling and online learning techniques. We evaluate our scheme using a realworld collaborative sensing dataset. The initial results show that our proposed scheme outperforms the state-of-the-art baselines.
I. INTRODUCTION
Collaborative sensing has emerged as a new sensing paradigm where measurements about the physical environment are collected from a set of collaborative sensors (e.g., sensing stations, vehicles, crowds) [1] - [3] . An important task in collaborative sensing is to predict physical measurements based on a limited amount of collected sensory data (e.g., forecasting health risks, traffic delays, economic trends) [4] . This prediction task is challenging due to three reasons. First, collaborative sensing applications normally only collect data from a subset of locations due to resource limitations (e.g., limited amount of sensors). The missing data will naturally present in both spatial and temporal dimensions [5] . Second, the physical variable to be predicted can be highly dynamic by nature. It is often difficult to accurately capture the large spatiotemporal dynamics of those variables in real-time [6] . Third, the prediction results are directly affected by the task allocation strategy that decides when and where to collect the measurements in the sensing process [7] . However, it is not a trivial task to design a closed-loop system that can automatically adjust the task allocation strategy to optimize the overall prediction accuracy. A solution that can effectively address the above challenges has yet to be developed.
II. SOLUTION
In this paper, we present a novel prediction model to address the above challenges. Specifically, our scheme jointly answers two questions: 1) how to accurately predict future measurements of all locations given sensing data from a sparse subset of locations? 2) how to decide which locations to *The first two authors contributed equally to this work. collect data in order to minimize prediction error? This scheme is inspired by Dynamic Data-Driven Applications Systems (DDDAS) [8] . We discuss the technical details below.
A. Prediction with Dynamic Spatio-Temporal Variation
We first develop a new state space autoregressive model combined with dynamic topic modeling to predict future measurements of all locations. To handle spatio-temporal variation of the data. We designed a Dynamic Spatial-constrained Autoregressive (DSAR) model to infer future data based on both spatial and temporal correlations. An order-p DSAR model is formulated as:
allows the model to capture the temporal dependency over time. W t i is a S×S dynamic spatial weight matrix that models the "distance" between locations. Each element in the matrix represents the strength of dependency between two locations. φ is a S × S diagonal space-time transition matrix at lag i. u t is the S × 1 white noise with covariance matrix Q.
The dynamic spatial weight matrix W t i allows the model to infer unseen data from spatial neighbors. We assume spatial correlations to be highly dynamic and can not be simply inferred from the physical distance or some prior knowledge. To infer spatial correlation, we leverage the topic modeling technique, which is originally used to infer the hidden "topics" in text documents. Specifically, we consider the measurements (a time series) at each location are characterized by various latent features (i.e. "topics"). The spatial correlation thus can be regarded as the similarities among latent features. We leverage a temporal-aware topic model (TTM) to dynamically infer such latent features [5] .
B. Closed-loop Task Allocation
We further develop a closed-loop task allocation scheme to select the optimal k locations in each sensing cycle to collect measurements. The ultimate goal of this scheme is to improve the accuracy of the prediction algorithm by recommending the locations that yield the lowest prediction errors. To find the optimal task assignment, we first sort the priority of the locations to be sensed based on three different factors, namely, temporal uncertainty (TU), inference freshness (IF), and alertness (AT). Here, TU refers to the variance of the set of predicted values in different cycles for each location. IF indicates the waiting time for each location that not been selected for sensing. AT means the implication of hazard severity induced by the predicted value. Formally, we order the priority of locations to deploy sensors to as:
While these factors determine how we should pick the optimal task assignment, the weight of each factor needs to be dynamically updated due to the variation of both incoming data and the performance of the prediction algorithm.
We propose an online learning method called EWIEM (Exponential Weights-Based-Inference-Error-Minimization) that aims to minimize the prediction error and rank locations by combining the three factors list above, and adjust the weights dynamically. The key idea of the algorithm is to provide feedback (defined as a loss function i ) for each expert and update expert weight accordingly. Formally, we compute: i = RM SE(Order t , k) · sim(Order t , Order t i ), where Order t i is the order given by each individual expert (i.e.,TU, IF, AT). sim(·) is a function that calculates the similarity between two order sequences: sim(seqA, seqB, k) =
III. RESULTS
We use a real world colalborative sensing dataset in [5] to evaluate our DSAR scheme. The dataset contains hourly air quality measurements from 12 monitoring stations in Beijing, China. We use this dataset to evaluate the effectiveness of our proposed scheme in predicting hazardous air quality.
We first evaluate the performance of DSAR in terms of Root Mean Square Error (RMSE) compared to a few representative predictive models. The details of the baselines are given in [5] . We randomly remove a subset of data (10% to 90%) from the original dataset to simulate a sparse collaborative sensing scenario. We observe that the DSAR scheme outperforms others in both dense and sparse settings (Table I) . We then evaluate the effectiveness of our optimal task allocation algorithm using the feedback control -EWIEM. We compare EWIEM with three heuristic approaches -Random, Static and Coverage-based [7] , while varying the number of sensors k (Figure 1 ). We observe that our approach achieves the least the prediction error by using the proposed feedback control algorithm. 
IV. CONCLUSION
This poster presents a new data-driven solution for sparse collaborative sensing applications. It incorporates a prediction algorithm that can effectively capture spatiotemporal dynamics of the measured varialbes and a closed-loop task allocation mechanism to optimize prediction performance under budget constraints. Results on a real-world case study show the proposed scheme outperforms baselines.
