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The McKendrickkVon Foerster population balance equation is considered in the 
case that individuals have a finite maximum life span. This maximum age is allowed 
to depend on time and total population density. The Banach fixed point theorem is 
used to establish the existence and uniqueness of a solution for various birth and 
death dynamics. ‘1) 1986 Acadzmlc Press, Inc 
1. INTRODUCTION 
Let p = p(a, t) represent a population density of individuals of age a at 
time t. The McKendrick-Von Foerster population balance equation [ I,43 
states 
Dp = -i.p (1.1) 
where 
Dp = lim p(a+h, t+h)-p(4 t) 
h-0 h 
and A, the death modulus, is a positive quantity representing the death rate 
of individuals of age a at time t. If the death modulus is dependent on pop- 
ulation density, the governing equation is nonlinear in p. At points where p 
is continuously differentiable in a and t 
DP = or + ~(1 
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where the subscripts denote partial differentiation. In addition to the 
balance Eq. (l.l), it is assumed that the population’s birth dynamics 
provide a knowledge of ~(0, t) for t > 0 and that at t = 0, the age depen- 
dence in the population density is specified by ~(a, 0). 
In most studies of Eq. (1.1) it is assumed that it is mathematically 
possible for some individuals to live to an arbitrarily advanced age. Our 
goal in this paper is to establish the existence of solutions to Eq. (1 .I ) in 
cases where individuals do not live beyond age u = L. The first case con- 
sidered is p(a, t) = 0, a > L(t), where L is a known function of t. In this case 
two types of birth dynamics are considered, namely 
P(O, t) = &P(t)) (1.2) 
and 
(1.3) 
where 
P(t) = j-oL(” ~(a, t) da 
denotes the total population density at time t. Even though Eq. (1.2) is a 
special case of Eq. (1.3), separate xistence proofs are presented. The reason 
for this is that the proofs are constructive and the proof and the numerical 
algorithm associated with Eq. (1.2) is considerably simpler than what is 
required for Eq. (1.3). 
As motivation for allowing a maximum life span of the form L = L(t) 
consider insects whose maximum life span is temperature controlled. If 
temperature is viewed as a function of time then the case L = L(t) arises. 
The second case considered is that in which the maximum life span is 
dependent on total population density, L = L(P(t)), where 
P(t) = j:““)’ ~(a, t) da. 
This case arises, for example, in populations where maximum life span is 
limited by the availability of resources. With a fixed resource base, L would 
be expected to decrease with increasing P. 
Populations governed by Eq. (1.1) in which individuals have finite life 
span have been considered in [3]. There, the maximum life span L was 
assumed to be a constant. Also, except in a neighborhood of a = L, the 
death modulus 1, was assumed to satisfy 0 <A < 1. The existence and uni- 
queness arguments in the next sections rely on many of the techniques 
developed in [2]. 
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2. PROBLEM 1 
Our concern in Sections 24 is the existence and uniqueness of a solution 
of the balance equation (1.1). We will consider three different problems 
according to different assumptions on the maximum life span, the birth 
process, and the death modulus. The first two problems involve a death 
modulus of a form which necessitates a finite life span. For a death 
modulus of the form 
l(t, a, P) = A, 
UC p(t)) - a 
(2.1) 
where Jo 2 0 is a constant, it follows that as a approaches L(t, P(t)), the 
death rate approches infinity. As Theorem (2.3) shows, such a death 
modulus ensures that individuals do not live past age a = L. Consider the 
following system of equations: 
DP+ *p=O O<a<L(t), Oct. (2.2a) 
PC% 0) = d(a) 
P(t) = loL”’ p(a, t) da 
P&-A t) = &P(t)) 
0 < a. 
06 t. 
0 < t. 
(2.2b) 
(2.2c) 
(2.2d) 
We refer to Eqs. (2.2a)-(2.2d) as Problem 1. Our analysis of Problem 1 is 
based on the following assumptions: 
(HI ) L(t) is positive, continuously differentiable and L’(t) < 1 for 
t 3 0. 
(H2) #(a) is nonnegative, continuous and d(a) = 0 for a 3 L(0). 
(H3) B(P) is nonnegative, continuous on [0, co), B(0) = 0, and B 
satisfies the Lipschitz condition 
IB(P,) - B(P,)I 6 u lp, - PA, Lx > 0, P,) P, E [O, co). 
DEFINITION 2.1. We say p is a solution of Problem 1 on [0, co) if 
(i) p z 0, Dp exists, p(., t) is integrable over the interval [0, L(f)], 
t > 0 and p satisfies (2.2a)-(2.2d). 
(ii) P(t) defined by (2.2~) is continuous for t 2 0. 
To discuss the existence and uniqueness for a solution of Problem 1, first 
we show that this problem is equivalent to an integral equation for the 
409 I I.3 2-l 
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total population F’(t). Then we show this integral equation has a unique 
solution. 
Let p be the solution of Problem 1 on [0, a). Choose (a,, &)E 
[O, L(t)) x [O, co) and consider the characteristic a = a0 + h, t = t, + h. Let 
/3(h) = p(u, + h, t, + h). 
Then it follows from (2.2a) that 
2+ I 
dh L(to+h)~(uo+h) /? = 0. 
Equation (2.3) has the unique solution 
A0 
L(t,+T)-(u,+T) 
dr 
1 
(2.4) 
for h < L - a,. 
Setting ~1~ = a - t, to = 0, and h = t in Eq. (2.4) and using (2.2b), we 
obtain 
p(u, t) = &a - t) exp dT , 1 Odtdu<L, (2.5 1 
and setting a, = 0, to = t - a, h = a, and using (2.2d), we find 
dT > 
I 
Odu<tdL. (2.6) 
Substituting (2.5) and (2.6) in (2.2~) yields 
P(t) = G(t) + 1; K(t, a) B(P(u)) da, OdtbT, 
where G(t) and K(t, a) are continuous and defined by 
(2.7) 
G(t) zz joL”” 
d(a)exp -j~L(Ti~;(T+u)dT]d& O,<tdT, 
I_ 
(2.8 1 
K(t, a) = exp O<a<t<T, (2.9) 
and T in Eqs. (2.7))(2.9) is the solution of L(t) - t = 0. Note that by (Hl ), 
L(t) - t > 0 for 0 < t < T, and hence G(t) defined by (2.8) is nonnegative. If 
we assume B(P(0)) = b(O), then p defined by (2.5) and (2.6) is continuous 
along the characteristic a = t. 
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THEOREM 2.1. If p is a solution of Problem 1 on [0, co), then P(t) 
satisfies the nonlinear integral equation (2.7). If P(t) is a nonnegative con- 
tinuousfunction satisfying (2.7) and p is defined on [0, L) x [0, co) by (2.5) 
and (2.6), then p is a solution of Problem 1 on [0, T]. 
Proof We have already established the first part of the theorem. For 
the second part, it is clear from (2.5) and (2.6) that p > 0, p(., t) is 
integrable over [0, L], p(a, 0) = d(a), ~(0, t) = B(P(t)). It remains to show 
that Dp exists and (2.2a) holds. Recall that 
Dp = lim da + h, t + h) - ~(a, t) 
h-0 h 
Using (2.4), we have 
Dp = ~(a, t) lim exp[-S~I,l(L(t+z)-(a+z))d~l- 1 _ -lo pea, tI. 
h-0 h L(t) -a 
So the proof of Theorem 2.1 is completed. 
THEOREM 2.2. Problem 1 has a unique solution on [0, T] where T is the 
solution of L(t) - t = 0. 
Proof In view of Theorem 2.1, it suffices to show that the integral 
equation (2.7) has a unique solution for P(t) which is positive and con- 
tinuous on [0, T]. 
Define a sequence of approximations by 
PO(t) = G(t), 
and for na 1, 
P,(t) = G(t) + f: WC a) WP, I(a)) da, O<t<T. (2.10) 
It is clear that all P,(t) are continuous and positive on [0, T]. We will 
show that the sequence {P,(t)) converges uniformly. Consider the series 
f, [P,(t) - p,- ,(t)l; 
we have 
IF’,(t) - P,(t)l = fi K(t, a) B(G(a)) dy d 1’ &G(a)) da 
0 
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and 
B(G(t)) = I@G(t)) - B(O)1 < alG(t)l 6 cd4 
where A4 = sup,, < r < T G(t). Therefore, . . 
IP,(t) - PO(l)1 d cdft. 
For n > 2, we have from (2.10) 
(2.11 )
IPn(t)-P,-~(t)l 41s’IP,-,(a)-P,-,(a)1 da, 
0 
(2.12) 
and hence from (2.11) and (2.12), we have for n = 2, 
IP,(t) - P,(t)1 < M(c42/x O<t<T, (2.13) 
and by induction 
IPJt) - P,p l(t)l d M(c~t)~/n! 6 M(crT)“/n!, n2 1. 
Since C,“=O (aT)“/n! = ezT, it follows by the Weierstrass M-test that 
C,“= r [P,(t) - P, _ ,(t)] converges uniformly and therefore f P,( t)} con- 
verges uniformly. Let P(t) = lim, _ oo P,(t), then P(t) is nonnegative and 
continuous on [0, T] and satisfies (2.7). To show that P(t) is unique, 
assume Q(t) is continuous and satisfies 
Q(t) = G(t) + jr K(t, a) B(Q(a)) da, O<t<T. (2.14) 
0 
From (2.10) and (2.14), one obtains 
If’,(t) - Q(t,l 6 j; lP(G(a)) - WQ(a))l da 
6 a ; IG(a) - Q(a,l da. i‘ 
By (2.14), we have 
IG(t) - Q(t)1 <c&t 
where N = sup, <I G T Q(t). Hence, 
IV’,(t) - Q(t)] d N(~t)~/2! 
and by induction, for n 2 1, 
iP,(t)-Q(t)1 <N(at)“+‘/(n+ l)!<N(aT)“+‘/(n+ l)!. 
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This shows that P,(t) + Q(t) uniformly and therefore P(t) = Q(t) for 
0 6 t 6 T. This completes the proof of Theorem 2.2. 
It has been shown that Problem 1 has a unique solution on [0, T], 
where T is the solution of L(t) - t = 0. To show that Problem 1 has a uni- 
que solution for all time t, we translate the ta-coordinate system so that the 
origin of the new system has coordinates in (T, 0) in &-system. Let T, be 
the solution of L(t) - t = 0 with respect o the new system. By Theorem 2.2, 
Problem 1 has a unique solution on [IO, T]. Continuing in this way, one 
can show that Problem 1 has a unique solution for all time t, provided L(t) 
is positive and bounded away from zero for all t. 
THEOREM 2.3. If L is positive and continuously differentiable for t 2 0 
and L’(t) < 1, then 
lim p(a, t) = 0 
O-tL 
O-r=‘ 
where c is a constant. 
Proof: Let t, > 0 be arbitrary and let L, = L( to). Consider the charac- 
teristic t = t, + h, a = L, + h, and set 
u(h)=p(L,+h, t,+h) 
for h, < h < 0. From Eq. (2.2a), we obtain 
I”+ &U 
dh L(t,+h)-(L,+h) 
According to Taylor’s theorem, 
L( t, + h) = L, + hL’( t, + h^) 
where h, dh<h^dO. Equations (2.15) and (2.16) imply that 
(2.15) 
(2.16) 
c&l< &u 
dh’(l-L*)h’ 
h,<h<O 
where L* < 1 is the maximum of L’(t, + 6) for h, < h < 0. The above dif- 
ferential inequality shows that 
lu(h)l <CONST. lhlio” ‘* 
and therefore u(h) +O as h +O -, which is sufficient to establish the 
theorem. 
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The above theorem shows that, with a death modulus as in (2.2a), no 
individuals live past age a = L. 
3. PROBLEM 2 
Our concern -in this section is the solution of the following system of 
equations: 
DP+ *P=O? O<a<L(t),O<t (3.la) 
da, 0) = b(Q)> O<U (3.lb) 
P(t) = j-oL”’ p(u, t) da, O<t (3.lc) 
~(0, t) = /L’rhu, P(r)) da, t) da, 0 < t. (3.ld) 
0 
We refer to Eqs. (3.la)(3.2d) as Problem 2. Note that in this problem 
~(0, t), the birth process, is given in terms of P(u, P(t)), the birth-modulus. 
To analyze Problem 2 we make the following assumptions: 
(Hl ) L(t) is positive, continuously differentiable for t 3 0 and 
L’(t) < 1. 
(H2) 4(u) is nonnegative, continuous and $(a) = 0 for a 3 L(0). 
(H3) P(u, P) is nonnegative and continuous on [0, co) x [0, a)), 
Bp(u, P) exists for all a 20 and Pa 0. Also, /I(., P) and ljp(., P), as 
functions of P, belong to C(R+: L,(R+)), the set of all continuous 
functions from R+ to L,(R+). 
Here again we say p is a solution of Problem 2 on [0, cc) if 
(i) p 3 0, Dp exists, p(., t) is integrable over the interval [0, L(t)], 
O< t and p satisfies (3.la)-(3.ld). 
(ii) P(t) defined by (3.1~) is continuous for t 3 0. 
Let p be a solution of Problem 2 on [0, co), then by an argument similar 
to Problem 1, one can show that 
1 s I p(u, t) = &a - t) exp A” - oL(z)-(a-t+t) ds , 1 Odtdu<L(t) (3.2) 
p(u, t) = B(t -a) exp d7 > 
1 
O<u<t (3.3) 
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where 
B(t) = La t), 0 < t. 
If we assume B(0) = d(O), then p(a, 0) defined by (3.2) and (3.3) is con- 
tinuous along t = a. Also, B(t) will be continuous for t > 0 if C$ satisfies the 
following condition: 
Substituting (3.2) and (3.3) into (3.1~) and (3.ld), one obtains 
P(t) = J; M(a, t, L) B(u) da + Jo- N(u, t, L) qqu) da, O<t<T, 
(3.4) 
B(t)=p(t-u,P(t))M(u, t,L)B(u)du 
0 
s L(t)- I + B(a + t, P(t)) Na, t,L) 9(a) da, 0 O<t<T 
where 
(3.5) 
1 ’ O<u<t<T (3.6) 
N(u, t, L) = exp da > 1 O<t<u<L(t)-t, t < T. 
(3.7) 
In Eqs. (3.1) through (3.7), T is restricted to be any positive number with 
T < T*, where T* is the smallest positive root of the equation L(t) - t = 0. 
By (Hl), L(t)-t>Ofor O<tdT. 
THEOREM 3.1. If p is a solution of Problem 2 on [0, co) then P(t) and 
B(t) satisfy the integral equations (3.4) and (3.5). Conversely, if P(t) and 
B(t) are nonnegative continuous functions satisfying (3.4) and (3.5) and if p 
is defined on [0, L(t))x [0, a) by (3.2) and (3.3), then p is a solution of 
Problem 2 on [0, T]. 
The proof of this theorem is virtually identical to that of Theorem 2.1 
and thus will be omitted. 
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THEOREM 3.2. There exists a T > 0 with T< T* such that Problem 2 has 
a unique solution on [0, T]. 
Proof Let 
C+[O, T]={f:f30,f~C[O, T]}. 
In view of Theorem 3.1, it suffices to show that the pair of integral 
equations (3.4) and (3.5) has a unique solution (P(t), B(t)) with 
P,BEC+[O, T]. 
For fixed PE C+ [0, T], the linear integral equation (3.5) can be solved 
uniquely for B. This can be shown by the method used in the proof of 
Theorem 2.2. Define this solution by 
B(t) =%(P)(t), O<t<T. (3.8) 
We substitute (3.8) into (3.4) and define an operator 
at’=: C+[O, T] + C+[O, T] 
h(P)(t) = j; M( a, t, L) gAP)(a) da 
+I 
L(f) I 
N(a, t, L) $(a) da. (3.9) 
0 
Now we show that there exists a T > 0 such that the operator &- has a uni- 
que fixed point which is sufficient to establish the theorem. 
Consider the Banach space C[O, T] with norm given by 
~lPilr=sup{P(t):O<t<T}. 
Choose r > 0 and set 
where 
S(T)={PEC+[O, T]: IIP-P,l/.<r), 
P, = P(0) = s,““’ d(a) da. 
It is clear that S(T) is a closed subset of C[O, T]. We show that G$ maps 
S(T) into itself and is a contraction on S(T) which by the contraction map- 
ping theorem implies that J&. has a unique fixed point. Let 
Po=sup(B(a, PI: f’ES(T), a>Q}, (3.10) 
/I,=sup(fip(a, P): PES(T),a>O}. (3.11) 
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Let P E S(T). Using Eqs. (3.5) through (3.11), we have 
BAP)(f) 6 PO jr %(P)(u) da + PO joLCO’ d(a) da 
0 
<po ‘W7-~P)(a)~ufaoPo s 0 (3.12) 
and by Gronwall’s inequality, Eq. (3.12) implies that 
gAP)(t) d BoPoefiO’. (3.13) 
Now using Eqs. (3.9) and (3.13), we can write 
IG(P)(f) - POI G j; w 4 f, L) BT(P)(U) da + I$(f)l 
G ;PoPoe s “““du+ 1$(t)/ < PoTeDOT+ Ill/(t)l, 
where 
l)(t) = joL”” N(u, 2, L) $5(u) da - joL’“’ qqa) da. 
Since lim, _ o+ $(t) = 0, it follows that, given r > 0, there exists a T > 0 such 
that 
IIC/(t)l < 42 for t < T’ 
and hence for 0 6 t < T< T, we obtain 
(J&(P)(Z)- PO1 G PoTeaoT+r/2. 
Therefore, for T sufficiently small 
M(P)(t) - POI G r, 
or 
and this proves zz$(P) E S(T). 
Next, let P,, P, E S(T). Employing Eq. (3.5) we have 
M(f’l)(f) - ~&(P,)(t)l <jr l,%(f’,)(a) - %(PAa)l da (3.14) 
0 
Let 
f(f) = %(P, J(t) -IT> (3.15) 
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then by Eq. (3.5), we find 
(3.16) 
where 
g(t) = j-’ CB(t - 0, p,(t)) - P(t- 0, f’,(t))1 Ma, t, L) %(PI)(a) da 
0 
+ 1’ CP(a + t, p,(t)) - P(a + t> f’At))l Na, t, L) d(a) da. 
0 
(3.17) 
From Eq. (3.16) one can write 
f(t) <PO jo’/(4 da + I s(t)l, 
and by Gronwall’s inequality 
f(t) d I g(t)1 + B. i: I g(a)1 eDa(‘-u) da, O<t<T. (3.18) 
Using the mean value theorem in Eq. (3.17) and employing Eqs. (3.11) and 
(3.13), we find 
I s(t)1 d 8, Poea@ IlP, - P,ll T. (3.19) 
Now Eqs. (3.18) and (3.19) imply that 
f(t)GBIPoe”O’(l +Bot) IlPl -P,lI.. (3.20) 
Finally, it follows from Eqs. (3.14) (3.15) and (3.20) and an integration by 
parts that 
bb(P,)(t) - Cal d B1 f’, IIJ’, - P,II T TeBoT. (3.21) 
Let ~=BI~oIl~I-~211,- eBoT then for T sufficiently small, 0 <k < 1, and 
therefore Eq. (3.21) implies that 
ll~Ap,)-4(f’,)ll.~k IIP, -P,ll r. 
This shows that S& is a contraction and the proof of Theorem 3.2 is com- 
pleted. 
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Theorem 2.5 is a local result. To obtain a global result, we need an a 
priori estimate for the local population P. To find such an estimate, we 
assume fi(a, P) is uniformly bounded, i.e., 
fi* = sup fl(a, P) < co. 
<I > 0 
P20 
Then from Eq. (3.5), we obtain 
B(t) 6 p* j-; B(a) da + /I* jo- &a) da 
<p* 
s 
f B(u) da + p*p,, 
0 
which implies that 
B(t) < /3* Poe8*‘. 
Now using Eq. (3.4), we find 
0 d P(f) 6 PoepI’, O<t,<T (3.22) 
which is an estimate for P. 
Let T>O be arbitrary. We show a solution for P(f) exists on [0, T] 
which is sufficient o establish the existence of a solution for all t. Note that 
by the above remark, if a solution for P(t) exists on [0, T], then 
O<P(t)<Poe . O’r In the proof of local existence, T, the time interval, is a 
continuous function of initial total population. Denote by T(x) the time 
interval corresponding to initial population X. By the local result, we know 
that the solution exists on [0, T*], where 
T* = min 
o< r< p&J*r T(x). 
Let P, be the total population at time t = T*, then clearly 0 GP, 6 PoeB*‘. 
Taking P, as the initial total population, we know that the solution exists 
on [T*, 2T*]. Continuing this way, after a finite number of steps, we con- 
clude that the solution exists on [0, T]. 
4. PROBLEM 3 
In this section we discuss the existence and uniqueness of a solution of 
the following equations: 
DP + A(u, P(t))p = 0, 06udL(P), O-cl< r, (4.la) 
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06a (4.lb) 
P(t) = [,“r”l’ p(a, t) da, O<t<T (4.lc) 
P(O, t) = wet)), O<t<T. (4.ld) 
We refer to Eqs. (4.la)-(4.ld) as Problem 3. In our study of Problem 3, we 
use the following assumptions: 
(H 1) L(P) is a positive continuous function of P on [0, cc ) and 
satisfies the Lipschitz condition 
(H2) d(a) is nonnegative continuous function and #(a) ~0 for 
u 2 L(P(0)). 
(H3) B(P) is nonnegative continuous function of P on [0, cc) and 
satisfies 
P(P,) - B(P,)I Q PIP, - P,I, P,, P, E [O, co), p>o. 
(H4) b = suppa B(P) is finite. 
(HS) A(u, P) is continuous on [0, co) x [0, co) and A,(a, P) exists for 
all a 3 0, P > 0 and Ap(., P), as a function of P, belong to C( R + : L,.( R + ). 
Note that by (H2), the total population at t = 0 is given since 
and thus L(P(O)), the maximum life span at t = 0 is known. 
DEFINITION 4.1. p is said to be a solution of Problem 3 on [0, T] if 
(i) p 20, Dp exists and p(., 1) is integrable over the interval 
[0, L(P(t))], 06 t 6 T and p satisfies (4.la)-(4.ld). 
(ii) P(t) defined by (4.1~) is continuous on [0, T]. 
Let p be a solution of Problem 3 on [0, T]. Then using the same 
approach as we previously employed for Problems 1 and 2, we obtain the 
integral equation formulation 
p(a, t) = Q(u - t) exp 
I 
, (4.2) 
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for O<t<adL(P), 06t6Tand 
p(a, t)=B(P(t-a))exp - 
[ 1 
* A(T, P(t - a + 7)) ds 1 (4.3) 0 
for O<a<t, adL(P), O<t<T. 
If we set p(a, t) = 0 for a > L(P), then p(a, t) is defined for all a 3 0. If we 
assume B(P(O))=d(O), then p(a, t) defined on [0, L(P(t))] x [0, T] by 
Eqs. (4.2) and (4.3) will be continuous along the line t = a. 
Substituting Eqs. (4.2) and (4.3) into (4.1~) we obtain 
P(t)=[iM(a, t, P) B(P(a))da+j:“‘-‘N(a, t, P)$(a)da, O<t<T 
(4.4) 
where 
M(a, t, P) = exp 
[ 1 
- ‘l(z-a, P(r))dt , 
0 1 
O<a<t, adL(P) 
and 
N(a, t, P) = exp 
i 1 
- ‘A(Z-a, P(t))dz , 
1 
0 d t d a < L(P). (4.5) 
0 
Note that for T sufficiently small, L( P( t)) - t > 0 and hence P(t) defined by 
(4.4) is nonnegative. 
THEOREM 4.2. If p is a solution of Problem 3 on [0, T], then P(t) 
satisfies the integral Eq. (4.4). If P(t) is nonnegative continuous on [0, T] 
satisfies (4.4) and p is defined on [0, L(P(t))] x [0, T] by (4.2) and (4.3), 
then p is a solution of Problem 3. 
Proof: See the proof of Theorem 2.1. 
THEOREM 4.3. There exists a T> 0 such that Problem 3 has a unique 
solution on [0, T]. 
Proof: In view of Theorem 4.2, it suffices to show that the integral 
equation (4.4) has a unique solution for P(t) which is nonnegative and con- 
tinuous on [0, T]. 
Consider the Banach space C[O, T] with norm given by 
lIplIT= sup IP( for PE C[O, T]. 
OSf<T 
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Choose r>O and let 
S(T)= {PEC[O, T], P20, IIP-PollT~r) (4.6) 
where P, = P(0). 
It is clear that S(T) is a closed subset of C[O, T]. Define an operator 
ai’=: S(T) -, C[O, T] by 
&T(p)(t) = j; Ml a, 6 PI B(P(a)) da 
+.i 
up(r)) ~ f 
Ma, 6 P) d(a) da. (4.7 1 
0 
As before, for T sufliciently small, s~!~(P)(t) is nonnegative continuous 
function on [0, T]. 
We use the contraction mapping theorem to show that the operator J&, 
has a unique fixed point which completes the proof of Theorem 4.2. Let 
PE S(T), then by (H4) and (4.5), one obtains 
Ih(P(f)) - PO1 = ji Ma, 6 PI B(f’(a)) da1 
+ N(a, t, P) d(u) da-c,“““’ d(a) da1 
< bT+ IF(t 
where 
F(t) = jo- N(u, t, P) &a) da - joL’“’ d(a) da. 
Note that F(t) is continuous on [0, T] and F(t) -+ 0 as t -+ 0 +. Therefore, 
there exists T’>O such that 
IfIt)l <r/2 for t<T 
and hence, for 0 6 t < T < T’, we have 
for T sufficiently small. Thus, 
Il.%(P) - Poll rG r, 
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and &‘= maps S(T) into itself. Now let P,, P, E S(T), then 
<b j’lM,-M,l da+ j’lB,-B-J da+lG(t)l 
0 0 
where 
M, = Ma, t, p, 1, M2 = Ma, t, PA 
N, = Ma, t, PI), N, = NQ, t, PA 
L, = UP,(t), L2 = UP,(t)), 
B, = B(P, 1, 4 = B(P,), 
and 
G(t)= joL’?Vlq5(a)- joL’ -‘N,q5(a)da 
(4.8) 
(4.9) 
We have 
WI-M,ldIl-Mz/M,I 
= l-exp 
I [j 
’ (A(7 -a, Pl(7)) - 47 -a, P*(7))) dz . 
u II 
Using the inequality 11 -exl < 1x1 e’“’ and the mean value theorem, we 
obtain 
IM, - M,I G j’ (PI(~) - PA7)) A,(7 -a, p(7)) d7 
lJ 
x exp 
[, 
’ (PI(t) - P2(7)) A,(7 -a, P(7)) d7 
(I 1 , 
where P, < P < P,. Let 
A*=sup{i,(a, P): PES(T), a>O}, 
420 
then 
Also, 
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IM,-M,I <I* It--l sup IP,(t)-p,(t)l 
o<r=s7 
x exp[J* If - aI sup IpI - P2tf)ll 
OGtGT 
d I*TIIP, - P2II .expC~*Up, - P2lI T1. 
Now we estimate the function G(f) defined by (4.9). This function is con- 
tinuous on [0, T] and 
We have 
II 
UfJ2(W) 
4(a) da 6 IUP,( - UP,(O))I $46) L(p,(o)) 
where 
6 u IP,(O) - P*(O)I 4~) 
da IIPI - P2ll T.#(~)? (4.11) 
miniUPIP))y L(p2(0))l < 2 < max{UP,(O)), L(P2(0))}. 
Therefore, it follows from Eqs. (4.10) and (4.11) that there exists a T” > 0 
such that 
IG(f)l 6 @ IIP, - P2ll Td(d) 
and hence for 0 d t < T < T”, we obtain 
IG(t)l G ~1 IIf’, - P2Il T d(d). 
Now from Eq. (4.8), one can write 
lo& - =h(P2)(f)I d bA*T2 IIf’, - P211 .expCA*T IF’, - f’2II T1 
+P~II~,-~2II~+~lI~,-~2Il~~~~~ 
< (bA*T2 exp[A*TIIP, - P,Ij =] 
+ BT+ d(h)) IIf’ - Pzll T. (4.12) 
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If r is chosen sufliciently small, then ci is sufficiently close to L(P(O)), and 
hence &ci) is sufficiently small. Therefore, if we set 
K= bl*T2 exp[A*T llPl - P,II T] + /IT+ ct~$(ci), 
then for T and r sufficiently small, 0 < K < 1, and it follows from Eq. (4.12) 
that 
This shows that JS?‘~ is a contraction on S(T) and the proof of Theorem 4.3 
is completed. 
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