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Abstract. Smart Grids (SG) have smart meters and advance metering infrastu-
rutre (AMI) which generates huge data. This data can be used for predicting energy
consumption using big data analytics. A very limited work has been carried out
in the literature which shows the utilization of big data in energy consumption
prediction. In this paper, the proposed method is based on Genetic Algorithm –
Long Short Term Memory (GA-LSTM). LSTM memorises values over an arbitrary
interval that manages time series data very effictively while GA is an evolutionary
process that is used for optimization. GA combines with LSTM to process hyper-
parameters such as hidden layers, epochs, data intervals, batchsize and activation
functions. Hence, GA creates a new vector for optimum solution that provides
minimum error. These methods provide the best performance when compared with
existing benchmarks. Moreover, GA-LSTM is used in a multi-threaded environ-
ment which increases the speed of convergence. Here, the multi-core platform is
operated for solving one-dimensional GA-based inverse scattering problems. The
result shows that GA-LSTM provides better convergence as compared to random
approach techniques. For validating the results, Pennsylvania-New Jersey-Maryland
Interconnection (PJM) energy consumption data has been used while adopting dif-
ferent performance evaluation metrics.
Keywords: Big data, deep learning, energy consumption prediction, genetic algo-
rithm, load forecasting, long short term memory, multi-threading, smart grid
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1 INTRODUCTION
Smart Grid (SG) is a technologically evolved electrical grid. It incorporates informa-
tion technology into the existing grid and enables two way communication between
the electric utility and the end consumer. The physical infrastructure is replaced
with a digital one and conventional analog technologies are replaced with improved
digital and power electronics. This technology makes the existing grid more efficient
and reliable by reducing the number of outages that adds to the grid a self-healing
or auto restore capability. Power is immediately rerouted when an outage occurs
and power is restored to the affected area. Further, it promotes the use of renewable
energy resources which reduces the carbon footprint. Also, SG being technologically
advanced, consists of various energy measurement devices such as smart meter and
advance metering infrastructure (AMI). These appliances generate huge data which
can be termed as big data [24]. The generation of huge data also depends on other
equipment such as supervisory control and data acquisition (SCADA) and phasor
measurement unit (PMU), which generates data in seconds [11]. Since, there is
a large number of measuring devices, data generation needs to be handled in a very
efficient way. Therefore, big data management becomes an important task in SG.
Moreover, many other tasks can be done using this data and one amongst them is
energy consumption prediction.
The demand for energy increases due to economic and population growth. This
growth can lead to an increased supply and demand gap, if not predicted well, be-
forehand. Hence, for proper utilisation of energy, big data analytics play a large role,
and energy prediction can be one of the ways to reduce the demand and supply gap.
Moreover, for the stability of demand and response, load forecasting has a necessary
role to play in the SG system [32]. Many researchers have tried to achieve reliable
and efficient energy management through big data techniques. For getting such type
of energy management system, they combined data analytics and a scalable selec-
tion procedure so that the prediction of supply and consumption of energy could be
stable. Big data analytics and cloud computing have been described for managing
supply and demand of energy in SG [8]. For managing data, researchers illustrated
various big data techniques in SG.
Big data analysis is a critical challenging task and can be overcome by various
smart tools and techniques such as support vector machine (SVM) and decision tree
analysis (DTA). In a similar line, Wang et al. discussed short-term load forecasting
which is based on the recurrent neural network (RNN) and long short term memory
(LSTM) [31]. RNN is rather an enhancement of the artificial neural network (ANN)
and it is useful for processing the output directly to the first layer. In another
case, LSTM is a part of deep learning and it overcomes the drawbacks of RNN. For
energy forecasting, LSTM technique plays an important role by analysing the time
series data. It uses big data strategies to reduce the storage space as well as analyse
the data for taking decision on different models and make several frameworks [27].
Similarly, Pasini et al. suggested encoder-predictor for short-term load forecasting
as an effective energy prediction [20].
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Few authors used deep neural network (DNN) for energy forecasting. Ama-
rasinghe et al. discussed demand side management using DNN [2]. In this paper,
authors tried to discover an intelligent management of energy system and smart load
distribution that focused on real time pricing. In another paper, Mohammad et al.
defined the energy load forecasting model, which is based on DNN [19]. Further-
more, power demand forecasting using LSTM Neural Network is discussed in [4].
Here, LSTM provides a better performance as compared to the existing work. Few
authors have analysed the DNN and Genetic Algorithm (GA) and concluded that
this combination provides a better performance. In addition, various authors applied
optimal RNN-LSTM model for energy forecasting. In this approach, Residual Net-
work (ResNet) and LSTM have been used to develop the forecasting approach [5].
LSTM-RNN model is largely used in energy forecasting for small datasets. Using
this approach, few authors used LSTM-RNN based day ahead load forecasting [28]
using smart meter data of different localities. In a similar work, Sainath et al. dis-
cussed about short term load forecasting which is based on CNN and LSTM [25].
Many authors illustrated various applications, models and challenges in predicting
energy. To overcome these challenges different machine learning models have been
used. In [3], authors described statistical based modeling, machine learning and
deep learning based model. Further, Diamantoulakis et al. suggested a prediction
model for energy which is based on dynamically demand response in SG [1]. They
suggested a dynamic energy managenment so that sufficient energy can be managed
and further, cost can be reduced.
1.1 Related Works
Energy consumption prediction has a great role to play in maintaining the demand
and supply gap in SG. It provides better decisions for power utility. Since, energy
prediction is a time series data, it is desirable to work on techniques where challenges
of big data can be handled by minimising the error between actual and predicted
value. In this context, Rashid used smart meter data and developed big data an-
alytics techniques for analyzing time series data. [23]. However, the author has
taken a small dataset and compared it with other techniques which are not effec-
tively considered. A very limited work with respect to energy forecasting using big
data analytics has been done using the exiting methods such as the backward pro-
pogation neural network, support vector regression (SVR), generalized radial basis
function neural network and multiple linear network. In a different work, Khuri et al.
described 0/1 multiple knapsac problem [14] where proposed technology works on
historical data. However, the authors have not used big data analytics. Few authors
work on a similar line of energy management and they tried to improve the prediction
of the energy consumption using CNN and Bi-directional LSTM (Bi-LSTM) neural
network [16]. They applied electrical energy consumption prediction using Bi-LSTM
model for improving results. In this approach, authors used a small dataset. Other
researchers described dynamic test data generation using GA in energy prediction
strategy [18]. However, none of them have used large datasets.
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Sulaiman et al. used smart meter data and solved big data analytics using adap-
tive neuro-fuzzy inference system [29]. They used this data to predict the day ahead
scheduling and verified the prediction accuracy to 84.03%. In a very close work,
Teres used MapReduce algorithm and developed histogram visualisation for SG [30].
However, the research was not intended towards energy prediction. Simhan et al.
discussed cloud based approach for dynamic demand response for the SG [26]. How-
ever, authors did not focus on energy forecasting. In a different approach, Kaur et al.
tried to elaborate LSTM based regression approach to solve the energy management
of smart homes [13]. They verified the results with the existing techniques and for
validation of the results, data was taken for 112 houses. Furthermore, Couceiro et al.
made a stream analytics for energy prediction [7]. They used data streaming for
handling large datasets for real time applications in power systems. However, their
work was not validated to a real time data stream. A short term load forecasting
using LSTM-RNN has been used in the SG [15]. Here, authors validated the result
for a single household to forecast the load.
In very recent research, Zhang et al. used SVR and adaptive GA to optimize
the parameters to get the best load forecasting model [33]. They performed and
validated their results on a specific ratio value using very small datasets. In a sim-
ilar work, Eseye et al. proposed machine learning tools based on binary GA [9].
They applied feature selection process and Gaussian process regression for measur-
ing the fitness score. A similar approach is discussed in [17], where authors used
hybrid model of GA and LSTM. They used half-hourly data from the australian
energy market operator. However, their testing and training datasets were verified
on small datasets. In another paper, authors used GA-ANN techniques for wind
forecasting [10]. In this paper, the authors used meteorological data and compared
double-stage back propagation trained ANN. In a similar work, Jaidee et al. pre-
sented a method for finding optimal parameters of a deep learning model by GA [12].
They tested the results with many other techniques including LSTM. However, their
validation was limited to small datasets.
1.2 Motivation
Load forecasting is a difficult task in SG due to its complex and nonlinear relation-
ship with different datasets. Different data mining and machine learning techniques
have been adopted by the researchers but very few have taken large datasets to
validate their proposal. Massive use of classification and regression analysis still
poses a challenge at the implemetation level when large data is considered. From
the literature review, it has been observed that very little work has been done with
respect to big data techniques for energy prediction. It has also been observed that
when large data is involved, time series data cannot be handled using conventional
machine learning tools. Further, load forecasting techniques involve large datasets
and to get early convergence we need some optimization tools, along with LSTM.
Few authors proposed a different algorithm to develop load forecasting with big
data but none have analysed the results in terms of multi-threading approach of
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GA-LSTM which increases the speed of the convergence. Further, energy predic-
tion is one of the techniques to understand the proper utilisation of the energy
resources and therefore, we need to analyse the big data and use it for load forecast-
ing. Proper load forecasting may reduce the supply and demand gap of electrical
usage.
1.3 Contributions
In this paper, a multi-layer GA-LSTM model is proposed for energy prediction. It
provides a better result as compared to existing techniques. The purpose of using
GA is to optimize the parameters of the LSTM. To verify the effectivness of the
proposed system, different parameters of LSTM have been used for reducing the
errors. The major contributions of this paper are as follows.
• Multi-threaded based GA-LSTM technique is used for improving the perfor-
mance of the algorithm with overall execution time.
• After identifying the lower and upperbound of the LSTM parameter, GA is used
to optimize the LSTM for better performance.
• To validate the performance of GA-LSTM approach for large data, real time
data of PJM has been used to validate the results with different evaluation
metrics.
• To find the interval size of the optimal data, that gives minimum mean square
error.
1.4 Organisation
Section 2 explains the dataset along with the performance and evaluation parame-
ters. Section 3 provides the methodology of the proposed work. Section 4 outlines
the results and discussions. Finally, the paper is concluded in Section 5.
2 DATASET AND ITS DESCRIPTION
2.1 Data Description
The dataset is a multivariate time-series data collected from Pennsylvania-New
Jersey-Maryland Interconnection (PJM) which is a regional transmission organi-
zation (RTO) in the United States of America [21]. PJM is a part of the Eastern
Interconnection grid operating an electric transmission system serving all parts of
Delaware, Illinois, New Jersey and North Carolina. The hourly energy consumption
data comes from PJM’s website and are in megawatt-hours (MWh). The dataset
is a daily and weekly based time series data. The dataset is of the PJM East that
consists of data from 2002–2018 for the entire eastern region where 2002 to 2015 is
used for training and 2015 to 2018 is used for testing [22].
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Energy consumption has unique characteristics. The regions have changed over
the years, so data may only appear for certain dates per region. GA-LSTM model
is applied on these large datasets. The values of variables are compared between
actual and predicted values. Since, hourly based data is very complex which is not
suitable for LSTM model, therefore, focus was laid on daily and weekly based data.
This data is compatible for GA-LSTM model, and provided more than 90 percent
of result accuracy. For validation of the proposed work, three types of datasets are
used and they are hourly, daily and weekly and the sample data is mentioned in
Tables 1, 2 and 3, respectively.
SN Date Time (hrs) Energy (MWh)
1 01/01/2002 1.00 14 107
2 01/01/2002 2.00 14 410
3 01/01/2002 3.00 15 174
4 01/01/2002 4.00 15 261
5 01/01/2002 5.00 14 774
6 01/01/2002 6.00 14 363
7 01/01/2002 7.00 14 045
8 01/01/2002 8.00 13 478
9 01/01/2002 9.00 12 892
10 01/01/2002 10.00 14 097
Table 1. Hourly sample dataset of energy consumption
SN Date Energy (MWh)
1 01/01/2006 363 822
2 02/01/2006 389 012
3 03/01/2006 431 551
4 04/01/2006 439 618
5 05/01/2006 388 212
6 06/01/2006 392 685
7 07/01/2006 394 595
8 08/01/2006 393 980
9 09/01/2006 417 416
10 10/01/2006 444 514
Table 2. Daily sample dataset of energy consumption
2.2 Performance Measures Used in This Energy Forecasting
2.2.1 Mean Absolute Error (MAE)
MAE is a measurement of errors between two variables such as x and y. The
observations are expressed about the same event. It is expressed as per the following
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SN Year Week Energy (MWh)
1 2006 1 2 799 495
2 2006 2 2 986 229
3 2006 3 2 884 968
4 2006 4 2 644 030
5 2006 5 2 614 028
6 2006 6 2 614 028
7 2006 7 2 562 487
8 2006 8 2 562 487
9 2006 9 2 356 473
10 2006 10 2 349 789







|ai − pi| (1)
where n is number of observations, a is actual energy consumption and p is the
predicted energy consumption.
2.2.2 Mean Square Error (MSE)
Mean square error (MSE) is an estimator which measures the average of the squares
of errors. Here, average square provides the difference between the predicted value






(ai − pi)2 (2)
where pi indicates predicted value and ai indicates actual value.
2.2.3 Median Absolute Error (MDAE)
The median absolute error is very crucial due to its robust nature of tackling outliers.
Here, the loss is calculated by taking the median of all absolute differences between
the actual and the predicted value. In the below equation, pi is the predicted
value of the ith sample and ai is the corresponding true value. MDAE estimated
over n samples is defined as follows:
MDAE (a, p) = median(|a1 − p1|, . . . , |an − pn|). (3)
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2.2.4 Correlation
Correlation describes the statistical relationships between actual and predicted val-
ues. It is defined as follows:
r =
∑n





where r is the correlation, a is the actual value, p is the predicted value, ā is the
mean of all actual values, p̄ is the mean of all predicted values and n is the number
of instances. Correlation lies in the [−1, 1] interval and is considered to have good
correlations, if its value tends towards 1 or −1. In this paper, LSTM model is
trained on 70% of the dataset and testing is done on remaining 30% of dataset.
The trained LSTM model generates the predicted values that are compared with
actual values. To understand the relationship between actual and predicted values,
correlation is the best parameter. The correlation values lie between −1 and +1.
The sign of the correlation denotes the nature of association and while the value
denotes the strength of association.
2.2.5 Coefficient of Determination (R2)
The coefficient of determination (R2) summarizes the explanatory power of the re-
gression model and is computed from the sums-of-squares terms and given as per
the below equation:
R2 = r ∗ r (5)
where r is the correlation as mentioned in Equation (4). R2 lies in the [0, 1] range
and is considered to be good R2, if its value tends towards 1.
3 METHODOLOGY
3.1 Proposed Work
The workflow of the complete system is shown in Figure 1. As can be seen from this
figure, collected data is preprocessed and is divided into training and testing sets.
Once the dataset is divided, LSTM model is trained with 70% of the dataset and
testing is done with remaining 30% of the data. From the test data, prediction of
consumed energy is obtained. Further, to improve the model, LSTM parameters are
tuned with GA for calculating the evaluation points. The below subsections present
modelling of LSTM, GA, GA-LSTM and multi-threading in GA-LSTM.
3.2 Long Short-Term Memory
LSTM is mainly used for time series dataset for prediction of energy. It works with
the feedback connections and memorises previous information inside the network.
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Figure 1. Workflow of the complete system
It has capability of solving time series and nonlinear prediction problems. The
major problem of RNN is “long term dependancy”, therefore, LSTM is used to
overcome this problem. The cell state is the key of LSTM and it is like a conveyor
belt. LSTM is capable of adding or removing the information and it is regulated
by structures which are called gates. Gates are the mode where information is
optionally chosen. These gates work with sigmoid activation function and a point
to point multiplication operation. There are mainly three types of gates: input gate,
output gate and forget gate. Tanh, sigma (σ) and Relu are the activation functions
mainly used in the LSTM network. The below subsection describes the different
techniques of LSTM for handling the large datasets.
3.2.1 Handling a Very Long Sequence Data with LSTM
LSTM is capable of learn and capturing of previous sequences of inputs. It can
work nicely with one output, having many inputs but suffers if long input sequence
exists. It is called sequence labeling or sequence classification. There are six modes
of handling very long sequence data for classification problems. The starting point
is to use the long sequence data as it is without any process. However, this may take
long time to train. Further, attempt to back-propagate across extremely long input
sequences may result in vanishing gradients, and in turn, an unlearnable model.
A reasonable limit of 250–500 time steps is often used in practice with large LSTM
models. Therefore, a way to handle these types of long sequence data is to simply
truncate them. Here, removing a time steps from the beginning or at the end of
input sequences is done. In some problem domains, it may be possible to summarize
the input sequence. For example, in the case where input sequences are words, it
may be possible to remove all words from input sequences that are above a specified
word frequency such as and, &, the, and many more.
3.2.2 Process of LSTM
In this subsection, the step by step working of LSTM is explained. The first step
in LSTM is to decide what information is to be selected from the cell state. This
decision is taken by the forget gate which decides what information to keep and what
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information to discard. Information from the input and previous hidden states is
passed through a sigmoid function which squishes the values between 0 and 1. Values
closer to 1 are kept and values closer to 0 are discarded.
The second step is to obtain the current cell state from the previous cell state and
input. The previous hidden state and the input are passed through the input gate,
which consists of the sigmoid function which squishes the values between 0 and 1
based on their importance. Values closer to 0 are not important while values closer
to 1 are. The hidden state and the input are also passed through the tanh function
which creates a candidate vector between 1 and -1, this regulates the network. The
output of the input gate and the candidate vector is then multiplied. Finally, the
obtained value is added to the product of the previous cell state and the forget
vector to obtain the current cell state.
The third step decides what the new hidden state will be. The input and previous
hidden state are passed through a sigmoid function to obtain the output. Next, the
current cell state is passed through a tanh function. The obtained value and the
output are then multiplied to decide what information the next hidden state carries.
The product of this multiplication is the hidden state which is passed to the next
LSTM cell along with the current cell state. The structure is shown in Figure 2.
Figure 2. The operation of LSTM [6]
3.2.3 Modeling of LSTM
In this subsection, the mathematical modeling of LSTM cells is explained at every
time step. LSTM cell contains several components such as forget gate F which
decides what information should be thrown away or kept, a candidate layer C?
which holds all the possible values to be added to the cell state, an input gate I
which is used to update the cell state and output gate O which decides what the
next hidden state should be. Further, we represent the hidden state by H, and the
cell state is represented by C and both of these are vectors. Current LSTM cell
Big Data Analytics for Energy Consumption Prediction in Using GA and LSTM 39
is considered as the time step t. In the following equations ‘∗’ is an element-wise
multiplication, ‘+’ is an element-wise addition.
First, the input and previous hidden state are passed through the forget gate of
the LSTM cell which has a sigmoid activation. It uses sigmoid activation because
it needs to decide whether to forget information or not. The closer to 0 means to
forget, and the closer to 1 means to keep.
Ft = σ(Xt ∗ Uf +Ht−1 ∗Wf ) (6)
where Xt is an input vector, Uf and Wf are the weight vectors for the forget gate
and candidate gate respectively and Ht−1 is the previous cell output or the hidden
state. The new state of the LSTM is represented by follwing equation. We pass
the hidden input and current input into tanh function to squish values between −1
and 1 which helps regulate the network.
C ′t = tanh(Xt ∗ Uc +Ht−1 ∗Wt) (7)
where C ′t is the current cell state at time step t, and it gets passed to next time
step. Ht−1 is the previous cell output and Xt is the input vector. The input gate is
represented as per the below equation. We pass current input and previous hidden
state into a sigmoid function that decides which values will be updated by trans-
forming the values between 0 and 1. 0 means not important and 1 means important.
It = σ(Xt ∗ Ui +Ht−1 ∗Wi) (8)
where It is an input gate at time step of t, Ui and Wi are the weight vectors for the
input gate and candidate gate, respectively, whereas Ht−1 is the previous cell output.
Output gate is represented as follows. Here the input vector and the previous hidden
state are passed through a sigmoid function.
Ot = σ(Xt ∗ (Uo +Ht−1) ∗Wo) (9)
where Ot is an output gate at time step of t, Xt is an input vector, Uo and Wo
are the weight vectors for the output gate and candidate gate, respectively, whereas
Ht−1 is the previous cell output. The current time step is mentioned as below.
Ct = ft ∗ Ct−1 + lt ∗ C ′t (10)
where Ct is current cell step at time step of t, ft is a forget gate vector, It is the
input gate. The current cell output is mentioned in Equation (11). This uses the
output gate and cell state to give us the current hidden state.
Ht = Ot ∗ tanh(Ct) (11)
where Ht is the current cell output at time step of t and tanh(Ct) is the activation
function used to find the current cell state. Now with current memory state Ct, we
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calculate new memory state from input state and C ′ layer.
Ct = Ct + It ∗ C ′t (12)
where Ct is the current cell state at time step t, and it gets passed to next time
step and C ′t is new candidate gate. Now LSTM cell takes the previous memory state
C(t1) and does element wise multiplication with forget gate Ft as per Equation (13).
Ct = Ct−1 ∗ Ft. (13)
This output will be based on our cell state Ct but will be a filtered version.
Therefore, we apply tanh to Ct and after this we make element wise multiplication
with the output gate O and that will be our current hidden state Ht.
Ht = tanh(Ct). (14)
Now we pass Ct and Ht to the next time step and repeat the same process.
3.3 Genetic Algorithm (GA)
GA is based on the survival of the fittest, which was proposed by Darwin. Mainly
five steps are involved in GA: initial population, selection operator, fitness function,
crossover and mutation. The fitness function has great role in GA. Based on the re-
quirements of LSTM, seven sets of chromosome samples are taken and they are data
interval size, number of epochs, batchsize, number of hidden layers, dropout rate
and number of units in each layer. The selected dimensions are used for processing
GA-LSTM model. The results depend on fitness score which provides better result
after comparing the value between predicted and actual value. Moreover, mutation
and crossover have important role in this algorithm. Here, chromosomes work as
a potential solution of target problem. It behaves as a binary string in a chromo-
some for processing the model. The chromosomes are generated randomly and the
one which provides the best performance is selected. The basic process of the flow
chart of a GA is shown in Figure 3.
3.4 Optimization in LSTM Network with GA
The operation of LSTM cell is shown in Figure 2 where three gates perform in
coordination with each other. In these operation, LSTM is allowed to keep or forget
information according to the requirements. This proposed work is divided into two
stages. First stage is experimental part, where appropriate network parameters
of the LSTM are designed. In the LSTM design, sequential input layer works on
five hidden layers. By applying GA, optimal number of hidden neurons are found
in each layer. GA searches the optimized hidden layers in LSTM model. In this
model, tangent hyperbolic function is used for input nodes and hidden nodes. The
range of tanh is (−1 to 1). The activation function of output node is designed as
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Figure 3. The flow chart of genetic algorithm
a non-linear function which works with the regression method. The objective of this
model is to predict the energy consumption for the next year. The random values
are set by the initial weight of the network.
In second stage, GA is combined with LSTM model, where fitness function is the
main feature. GA is the evolutionary algorithm where initial population is selected
on the basis of fitness function. At initial stage, population is generated randomly.
After reproduction, best pairs of fitness score are selected. The experimental results
depend on fitness score. Here, seven dimensions in one chromosome sample are cre-
ated. Performance is measured through benchmark and GA-LSTM. This approach
has an advantage in prediction of energy consumption with large dataset. The
experimental result is compared with Mean Absolute Error (MAE), Mean Square
Error (MSE), Median Absolute Error (MDAE), correlation, coefficient of determi-
nation and accuracy. GA-LSTM provides the optimal solution for large dimension
data. Here, chromosomes are represented by strings of arrays and to obtain fitness
value, MSE of the prediction model is used. The detailed algorithm is mentioned
in Algorithm 1. This algorithm describes the use of GA to optimize the LSTM
parameters. It uses crossover, mutation and selection of best chromosome that gives
the best accuracy as fitness value. In step 1, GA parameters are initialized and in
step 2 LSTM parameters are initialized. Similarly, Algorithm 2 describes random
approach for LSTM parameters optimization. The fitness function (F ) is defined as
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Algorithm 1 Genetic Algorithm with LSTM
1. Initialize the GA parameters
• cr = 0.9;
• mr = 0.1;
• iterations = 20;
• popSize = 20;
2. Initialize LSTM parameters
• d = 7;
• dataInterval = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
• nEpochs = [50, 100, 150, 200, 250, 300, 350, 400, 450, 500];
• batchSize = [8, 16, 32, 64];
• nHiddenLayer = [2, 3, 4, 5];
• dropoutRate = [0.1, 0.2, 0.3, 0.4];
• nUnits = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
• nActivationFunction = [’relu’, ’sigmoid’, ’tanh’]
3. t = 1
4. InitPop[P (t)]; Initializes the population
5. EvalPop[P (t)] = LSTM (chromosome); Evaluates the population





6. Return the individual with the best fitness as the solution;
per the below equation.
F = min(MSE(LSTM(x))) (15)
where x is a vector of parameter and the sample chromosomes is like x = [3, 30, 200,
32,Relu, 0.1, 30] which can be verified from Table 4. It returns the MSE between
actual and predicted value of the testing dataset.
3.5 Multi-Threading in GA-LSTM
Multi-threading uses the CPU cache, translation lookaside buffer (TLB) cache and
single core or multiple cores to carry out a wide range of tasks concurrently. It is a
process in which the CPU provides multiple threads simultaneously for the execu-
tion of a task in a less amount of time. The CPU cache reduces the average data
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Algorithm 2 Random approach with LSTM
1. Parameter initialization
• iterations = 20;
• bestchromosome = []
• bestAccuracy = 0
2. Initialize LSTM parameters
• d = 7;
• datainterval = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
• nEpochs = [50, 100, 150, 200, 250, 300, 350, 400, 450, 500];
• batchSize = [8, 16, 32, 64];
• nHiddenLayer = [2, 3, 4, 5];
• dropoutRate = [0.1, 0.2, 0.3, 0.4];
• nUnits = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
• nActivationFunction = [’Relu’, ’sigmoid’, ’tanh’];
3. t = 1
4. While t ≤ iterations;
chromosome = Generate random set of LSTM parameters;
Evaluate accuracy = LSTM (chromosome);
if accuracy > bestAccuracy;
bestAccuracy = accuracy;
bestChromosome = chromosome;
t = t+ 1
5. Return the bestAccuracy and bestChromosome as solutions.
access time from the main memory while TLB reduces the average time for mem-
ory allocation in the main memory. In GA-LSTM, data is loaded and the model
is trained thereafter. These processes go step by step and the user needs to wait
for their execution. But through multi-threading these tasks can be performed in
parallel by running a number of threads which get queued and operate at a high
speed without getting blocked. There are many benefits of multi-threading. Firstly,
it eliminates the multiple processor subsystem and the hardware completely. Sec-
ondly, a single server can perform a number of tasks simultaneously by dispatching
multiple threads at a time. This reduces the number of servers required while load-
ing the large data. Thirdly, the applications run one after the other and wait for
the former to get over. The latter applications do not get blocked, instead of that,
they get queued and increase responsiveness to the operation. Finally, the memory
to be allocated to processes is quite high if multi-threading is not used.
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4 RESULTS
PJM dataset from 2002 to 2018 has been used to validate the results, wherein,
dataset from 2002 to 2015 has been taken for training and dataset from 2015 to
2018 is taken for testing. GA-LSTM model is trained and tested and the validation
of the proposed work is analysed. In the initial stage, the number of LSTM unit is
formed into vectors of hidden layers, epochs, batch size, interval size and activation
functions. In the proposed work, parameters of LSTM are optimized and verified for
its effectiveness of the GA-LSTMmodel. The performance of the GA-LSTM network
is measured using MAE, MSE, MDAE, correlation, coefficient of determination and
accuracy. Comparsion of actual and predicted results was done and it was found
that error is reduced using the proposed model. For validation of the proposed work,
three types of datasets have been used hourly, daily and weekly whose sample data
is mentioned in Section 3. Since, hourly based dataset is very complex and not
suitable for GA-LSTM model, we have used daily and weekly based dataset in our
work.
4.1 Experimental Setup and Simulation Parameters
The proposed algorithm uses Xeon Processor with 64GB RAM (20 cores) and a 1TB
SSD. To increase the speed of the simulation, multi-threaded GA-LSTM algorithm
is used. LSTM parmeters have been shown in Table 4. For better validation of
the results, maximum of 5 hidden layers are used. It is seen from this table that
as the data interval size increases, epoch is also increased. Further, three types of
activation functions tanh, sigmoid and Relu are used. The purpose of using three
types of activation functions is to verify the proposed methodology for large dataset.
Further, these activation functions will give better choice while making crossover and
mutation in GA. It can be seen in the table that dropout rate varies between 0.1 to
0.5 and the number of units are taken between 10 to 100 at an interval of 10.
SN Name Parameters Values
1 Number of hidden layers [2, 3, 4, 5]
2 Data interval size [10, 20, 30, 40, 50, 60, 70, 80, 90, 100]
3 Epochs [50 to 500 with an interval of 50]
4 Batch size [8, 16, 32, 64]
5 Activation Function [Tanh, Sigmoid, Relu]
6 Dropout rate [0.1, 0.2, 0.3, 0.4, 0.5]
7 Number of units [10, 20, 30, 40, 50, 60, 70, 80, 90, 100]
Table 4. LSTM hyperparameters
GA parameters such as crossover, mutation, population size and number of
iterations are mentioned in Table 5. It is seen from the table that the single point
crossover is used. Another parameter is mutation where rate at single point is
taken as 0.1. The size of the initial population is 100. Further, the maximum
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number of iterations are taken as 20. The selection criteria used is roulette wheel.
After optimizing the parameters of LSTM, the best parameters are found which are
mentioned in Table 6. This table provides the best parameters for daily and weekly
energy prediction and it can be observed that Relu activation function provides the
best perfomance. Similarly, it can be seen that the optimized batch size is 16 for
both daily and weekly energy prediction. Epochs are found to be 450 for both the
cases. Optimized data interval size is 60 for both the cases. The details of other
parameters of LSTM and Random are mentioned in Table 6.
SN Name of Parameters Values
1 Crossover rate 0.9 (Single point crossover)
2 Mutation rate 0.1 (Single point mutation)
3 Population size 100
4 Iteration 20


















1 Number of hidden
layers
4 3 3 2
2 Data interval size 60 60 50 40
3 Epochs 450 450 400 450
4 Batch size 16 16 8 16
5 Activation function Relu Relu Relu Relu
6 Dropout rate 0.3 0.2 0.3 0.2
7 Number of units 60 40 50 50
Table 6. Optimized parameters of LSTM and Random for daily and weekly energy con-
sumption prediction using GA
Table 7 shows the experimental values of results with GA and Random approach.
The performance metrics have been calculated for daily and weekly dataset with
respect to MAE, MSE, MDAE, correlation, coefficient of determination (R2) and
accuracy. It can be seen from this table that accuracy of GA is 82.42 as compared
to the random approach which is 51.26 for the daily dataset. Similarly for weekly
dataset, accuracy of GA is 80.27 and random approach is 48.22. Further it can be
observed that correlation and R2 is better in GA as compared to random approach.
The other evaluations parameters such as MAE, MSE and MDAE are also shown
and it gives the best performance for the daily as well as weekly dataset in GA as
compared to random approach. The acceptable error is mentioned as 103 and 104
for the daily and weekly dataset, respectively.
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Daily Energy Consumption Weekly Energy Consumption
Evaluation
Parameters
GA Random GA Random
Mean Abso-
lute Error
5.34× 102 1.27× 103 1.35× 103 2.23× 104
Mean Squared
Error
1.27× 103 7.66× 104 2.90× 104 6.45× 106
Median Abso-
lute Error
7.46× 101 9.80× 102 4.20× 102 8.31× 103
Correlation 0.931 0.551 0.892 0.496
R2 0.868 0.304 0.792 0.246
Accuracy 82.42∗ 51.26∗ 80.27@ 48.22@
* with acceptable error of 103; @ with acceptable error of 104
Table 7. Performance and evaluation paramenters for daily and weekly dataset for Ran-
dom and GA
4.2 Energy Predication on a Daily Dataset
GA-LSTM predication can be used for large datasets where GA is used to optimize
the parameters of the LSTM. Figure 4 shows the energy consumption of actual versus
predicted daily energy. Daily energy curve is given in MWh since PJM covers larger
area of the USA. It is seen that predicted energy of PJM is very close to the actual
energy. This prediction will help to schedule the generating units of PJM. LSTM
uses 70% of the data for training and 30% for testing. This property of LSTM
reduces the testing data. With GA approach, the energy consumption prediction
on daily dataset gives much less error.
Figure 5 shows the convergence of daily energy prediction by using random ap-
proach and GA-LSTM approach. The convergence refers to different system moving
towards performing the same task. Random sets approach is heuristic by nature
hence, it is very helpful in discovering things themselves. In this graph, it is ob-
served that random approach convergence takes larger iterations while GA approach
takes 15 iterations to converge. The convergence graph is taken with MSE and it
shows lower value as compared to random approach. This proves that GA pro-
vides optimized result with a fewer number of iterations and it converges at low
iterations.
Figure 6 shows parameter sensitivity for different data interval size for daily
energy consumption prediction. Parameter sensitivity analysis shows uncertainty in
the output of a model. It can be used to validate with sources of uncertainty in the
model input. Further, this is a method for finding or establishing the response of
a model which changes when parameters are varied. This graph shows MSE versus
data interval size. It is observed from the figure that MSE is low for data interval
of size 60. Similarly, other optimized parameters can be seen from Table 6.
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Figure 4. Actual vs. prediction of daily energy consumption
Figure 5. Convergence of daily energy consumption prediction
4.3 Energy Prediction on Weekly Dataset
Figure 7 represents weekly actual energy consumption versus predicted energy con-
sumption. Weekly prediction is mostly done by the utility for week ahead scheduling
of the generating units and it is one of the most widely used short term load fore-
casting in the SG. Since data is large, it can be seen from this figure that the energy
is in 1 000 of MWh. It is also observed that actual versus predicted energy con-
sumption are very close to each other with a very small error. Further, this energy
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Figure 6. Parameter sensitivity for data interval size of daily energy consumption predic-
tion
consumption prediction can be used to maintain the balance between demand and
supply of the PJM. This prediction will save a large amount of money for utility
and better utilization of the generating plants.
Figure 7. Actual vs. prediction of weekly energy consumption
The validation of the weekly energy forecasting is achieved through convergence
graph. Figure 8 represents the convergence of weekly energy consumption prediction
with GA and a random approach. This convergence graph is shown till 20th iteration
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and found that the random approach has slower convergence rate as compared to
GA. Random approach converges at 15th iteration while there is no certainity of
convergence through the random approach. It is also observed that MSE has a higher
value of the random approach as compared to GA.
Figure 8. Convergence of weekly energy consumption prediction
Parameter sensitivity is a method for finding or establishing how responses of
a model change when parameters are varied. There is great role of parameter sen-
sitivity in optimization problem. Figure 9 shows parameter sensitivity with respect
to MSE versus data interval size. It has been observed from the figure that MSE
has a lower value at data interval of size 60. This proves that data interval size op-
timization is a very accurate method which will give a better convergence at lower
iterations. Similarly, other optimized parameters can be seen from Table 6.
4.4 Multi-Threading
The competitive performance of multiple threads is shown in Table 8. Here, the
program is run on a machine having 4 cores. Different number of threads are run
which is starting from 1 to 8. As the number of threads are increasing from 1 to 4,
the total execution time decreases, but as we increase the number of threads from 5
to 8, the total execution time increases and this is evident from Figure 10. Therefore,
the optimal number of threads must be 4 to run the LSTM-GA program in a 4-core
machine.
4.5 Variability of MSE with GA and Random Approach
To validate the performance of GA and random approach, box plot is shown in
this subsection. Boxplot is a standardized way of displaying the variation of any
quantity which emphasizes on stablity of the system. Further, we need to have
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Figure 9. Parameter sensitivity for data interval size of weekly energy consumption pre-
diction









Table 8. Time taken by GA-LSTM with different number of threads
information on the variability or dispersion of the data. A boxplot is a graph
that gives a good indication of how the values in the data are spread out and
also identify outliers. The variation of MSE with random approach and GA is
shown to prove the efficiency of the proposed GA-LSTM algorithm. A total of
10 simulations are performed for daily and weekly energy consumption prediction.
Figure 10 and Figure 11 present the box-plot for energy consumption for daily
and weekly energy consumption prediction. Here, the variation of MSE in ran-
dom approach is more than GA. It is found that GA variation is very less as
compared to random approach which proves stability of MSE. Since there is less
variation of MSE for the energy prediction using GA, it outperforms the random
approach.
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Figure 10. Multi-threading – number of threads vs. execution time
5 CONCLUSION
This paper introduces the prediction of energy consumption on real time large
dataset obtained from PJM. It uses big data analytics using machine learning to
predict the energy consumption for large dataset. To achieve this, mainly two mod-
Figure 11. Comparison of genetic algorithm and random approach for mean absolute
error – daily basis
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Figure 12. Comparison of genetic algorithm and random approach for mean absolute
error – weekly basis
els – random and GA approach – are applied. On comparing the performance of
both models, it was found that GA-LSTM outperforms the LSTM. Further, multi-
threaded GA-LSTM is used to increase the speed of convergence. It has been ob-
served that GA has higher accuracy as compared to random approach. The com-
parison is conducted experimentally for real datasets of PJM for daily and weekly
energy consumption. It has been proved that GA-LSTM model provides optimized
effective performance. The novelty of the paper lies in the multi-threaded based
GA-LSTM technique used for improving the performance of the algorithm with
overall low execution time. Further, after identifying the lower and upperbound of
the LSTM parameter, GA is used to optimize LSTM for better performance. The
results of the proposed work are verified with the variability of MSE and it was
found that the proposed algorithm passes all the evaluation parameter checks.
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