Summary. Subspaces Da, a > 0, of D[0, 1] are defined and given cor~p!ete metrics d~ which are stronger than the Prokborov metric. The spaces (D~, d~) are shown to be separable, and their pre-compact subsets are characterized. A condition which is known to guarantee weak pre-compactness of sets of probability measures over D[0, 1] is shown to also guarantee weak pre-compactness of probability measures over D~ for appropriate values of c~. Applications are made to the weak convergence of measures induced by stochastic processes, and some examples are included.
Introduction
The spaces C 1] are now known. LAMPEI~TI [3] observed that one of these criteria, due essentially to KOL~IOGO~OV ( [4] , p. 519), actually guarantees weak precompactness with respect to the topology of Lips [0, 1] for appropriate values of ~. The transition from C[0, 1] to Lips[0, 1] is desirable because, as explained in [3] , it enlarges the class of continuous functionals.
Here we obtain an improvement of theorems on the weak convergence of stochastic processes in D [0, 1] which is analogous to that given by LAI~PE~TI for C [O, 1] . To do so we need analogoues of (1) ItOLMOGO]aOV'S criterion and (2) the spaces Lips [0, 1] . The former has been given by CH]~NTSOV ill. The latter, which we have denoted by D~, are discussed in section two and are to the best of our knowledge new. In section three we show that (a slightly modified version of) the CH]~NTSOV criterion does, indeed, guarantee weak precompactness with respect to the topology of D~. And in section four we give examples of stochastic processes and functionals to which our results apply.
The Spaces D a
By (D, d) we will understand the complete, separable metric space which is constructed in Chapter VII of [5] and is a variation on the space D[0, 1] of [6] . --oo d~ is a metric because both p and L~ are and because / = g ff and only if/} = Fg. Moreover, d~ is stronger than d because L~ is stronger than L. Our immediate goal is to ascertain some of the topological properties of the spaces (D~, d~), which we will denote simply by D~ in the following. They resemble and to some extent follow from those of (D, d), which we will denote by D in the following. The necessity of (2.2) follows from the incompatibility of (2.4) and (2.5).
Q.E.D.
Corollary 2.1. Da is complete.
Corollary 2.2. Let /n + Da, n > 0; su//icient conditions /or da (In,/o) --> 0 as n--> oo are that (1)/n(t) --~ ]o(t) ]or all t belonging to a dense subset o] (0, 1); and (2) that m/,(.) e-a(") be dominated by an integrable ]unction on (--c~, 0].
Proo/. Corollary 2.1 follows from the easily verified fact that a Cauchy sequence satisfies (2.1) and (2.2). To establish Corollary 2.2 we need only observe that/n is precompaet and that if / is any limit point of In, then p (/}, F/0) = 0 so that / =/0.
Q.E.D. If / e Da and t~, ..., t~ are continuity points of ] for which i --1 < nt n < i, i -= i ..... n, then there is an ]~ e D n which differs from ] by less than n -~a at each of the points t~. It follows easily that/n (t) --~ / (t) as n -~ co at all continuity points t of /, the totality of which are dense in (0, 1). Moreover, we have
O<t~_~+ (1/n) where k is one plus the greatest integer in n~. Since ~/~(5) = 0 for 0 
Measures in D~
By a measure in D~ we will mean a probability measure defined on the Borel sets B~ of D~, and we will denote the space of all measures in D~ by Ma. The topology of M~ is the weak topology it inherits as a subset of C(D~)*, the dual space to the space of continuous functionals on D~. The following lemma with D~ replaced by D is proved in [5] , p. 251 ; the proof given there extends to D~ in a straightforward manner. If X(t), 0 ~ t _< 1, is a stochastic process, and/~ EM~, we will say that tt has been induced by X (t), 0 ~< t --< 1, if and only ff the following equality holds for every finite subset T of [0, 1] and every choice ofxt ~ R 1, t ~ T:
it
({/eD~: /(t) <= xt, t E T}) --~ Pr(X(t) ~ xt, t E T).
By Lemma 3.1 a stochastic process can induce at most one measure. Since Fn ~ Ga is compac~ for every n and b, it follows from (3.3) and (3.4) that fez, k ~ 1, is precompact. Now we claim that any limit point of fe~, k ~ 1, must satisfy (3.1) --i.e. that fe~ converges to a measure induced by X (t), 0 _~ t ~ 1. We may assume that X (t), 0 _~ t ~ 1, is separable and that T c S, the set of diadic rationals of (0, 1). Let fe be a limit point of fe~, k ~ 1, let T be a finite subset of S, and for each t e T let hn, t be a continuous function for which 0 ~ hn, t ~ 1, hn, t(s) : 0 if either s ~ t or s ~ t + 2 -n+l, and hn, t(t + 2 -n) ~ 1. Then, since the functionals / -> sup h~, t(s) / (s) 0gs~l are continuous on D~ for every n ~ 1 and t E T ( [5] , p. 249), we must have for every choice ofxt E R 1, t e T. When n -~ ~, (3.1) follows from (3.3b) and the stochastic right continuity of X (t), 0 --~ t --< 1.
Q.E.D. The next theorem is a straightforward generalization of Theorem 3.1, the key observation being that fe (F~) ~ liminffe~(F~) where fe and fe~ are as in Theorem 3.1.
k--->oo Theorem 
Let Xn(t), 0 ~_ t ~--1, n ~ O, be a sequence o/stochastically right continuous stochastic processes, each o/ which satis/ies (3.2) with ql, q2, and qa independent o/n. Also let fen be the measure induced by Xn (t), 0 ~ t ~--1, n ~ O. A su]/icient condition/or fen, n ~ 1, to be precompaet (converge to rio) is that/or every /inite subset T = {tl ..... t~} c [0, 1] the /amily o] joint distributions o] (Xn (tl), ..., Xn (t~)), n ~ 1, be precompact (converge to the joint distribution o/ (Xo (t~) ..... Xo (t~))).
We conclude this section with a lemma which gives sufficient conditions for (3.2) to hold. It is an easy consequence of Markov's Inequality. where O and ~2 are respectively the mean and variance of the limit law and K is independent of n. Thus (3.5a) is satisfied with bl = b~ = 2 and fi ----1, and, similarly, we may verify that (3.5b) is satisfied with b = 2 and ~, = 1. Therefore, by Theorem 3.2 the measures induced by Xn(t), 0 ~< t ~< 1, converge in De to that induced by X0(t), 0 --< t --< 1, for 0 < ~ < (1/4). Example 3. (Convergence to a stable law.) Let X1, X2 .... be independent, identically distributed random variables whose common distribution function F belongs to the domain of normal attraction of a stable law of characteristic exponent y, 0 < y < 2. For the sake of convenience, we suppose also that F is
symmetric if y --> 1. Let Xn (t), 0 --< t --< 1, be defined by (4. l) with Xn, ~ ----~-~ ,~-~ , k----1 .... ,n; then, as above, the finite dimensional distributions of Xn(t), 0 --< t --< 1, will converge to those of a stable process, X0 (t), 0 _< t --< 1. We show that A similar analysis will show that the limit process also satisfies (3.2) for any < 1/2y so that Theorem 3. where Xn (t) = 0 for t < 0 and t > 1. It follows easily from (2.6) and Example 1 that the right side of (4.3) converges to zero in probability as n -+ co. If ] is continuous, then we also have E (]n (t)) -+ ] (t) uniformly in t ( [7] ) so that fn will be uniformly consistent. While stronger results on the uniform consistency of sample densities are available ( [7] and the references given there), this is apparently the first which makes use of the theory of weak convergence of stochastic processes.
