Learning (RL) based approach for designing Automatic Generation Controller for a two area power system, where we have demonstrated the efficacy of the approach on an identical, simple, two area model. The aim of this paper is to demonstrate an alternative RL-AGC design which is simpler. Its effectiveness is demonstrated by considering a hydrothermal system whose dynamics is more complicated than the system considered in [I].
[3], Neural Network 141, [5] , [SI, and Fuzzy systems theory [7] , @I. Most of the approaches treat AGC and the rest of the system to be a single (feedback) controlled dynamical system operating on one time scale, and. often use a linearised system model for the design of AGC. In practice, the AGC function is essentially supervisory in nature. Thus the AGC, acts at a slower time scale compared to rest of the power system.
. We have shown recently [I] that the AGC problem can be viewed as a stochastic multi-stage decision making problem or a Markov chain control problem. That is, we view AGC as a supervisory controller that decides on the set point for a separate closed loop control system which tries to achieve the set generation. In [I] we have demonstrated the use of Reinforcement Leaming(RL) approach for designing an RL controller for the AGC problem on a simple two area system.
The RL based AGC (RL-AGC) presented in [I] has two inputs, Area Control Error (ACE) and rate of change of ACE. In this paper, we propose a new AGC which uses ACE as its only input. We denote such an AGC (with only ACE as the input) by RLC1. In [I] , we have considered an identical two area model where each area is represented by a thermal system. However, the two areas need not be identical. Nanda et al. [9] have done investigation using an interconnected hydrothermal system. In this paper, we investigate the performance of RLCI for a two area hydro thermal system.
RL BASED AGC DESIGN
In the F X approach, the AGC function is viewed as follows. At each instant, k, k=1,2,. . . , the AGC observes the current 'state' of the system, X k , and takes an 'action', ab. Let x denote the set of all possible states, and let A denote the set of all possible actions. Within this formulation, any AGC algorithm is a mapping from the set of states, X, to the set of actions, A. We call any such mapping, a policy. If the AGC is following a policy II, then ~( z ) denotes action taken by AGC on observing state x.
Learning a 'good' policy (that is, a good AGC) involves obtaining a mapping from X to A so that the objective of keeping ACE within a small band around zero is achieved. We call such a mapping an optimal policy, T*. For the l e ming system to find the optimal policy, it needs to get a feedback on how the current control law performs. For this we stipulate that whenever the controlled system makes a transition from x(k) to s(k + 1) under an action a ( k ) we get some evaluative feedback signal, called reinforcement,
The function g ( x , y , a ) is part of design of the leaming system and it is expected to capture the control objective.
From the above discussion it is clear that to design an RL- In this section, we study the performance of RLCl using a two area hydro-thermal system. In a hydro-thermal system the two areas have widely different characteristic!. For the simulation studies presented in this section, we use the hydrothermal model given in [9]. A block schematic of the model is given in figure I and the parameters of the model are given in Table 1 .
As mentioned in section 2, to implement a particular RLCI, Using these parameters, the optimal policy is learned using the simulation scheme described in [I] . We give the response of the hydro area (area B), with sequence of load disturbances in area B and without any load disturbance inarea A, in figure  2 . To compare the performance, the response of the hydrothermal system for the same disturbance but with an integral controller whose gain K I = 0.15 has also been obtained. The response of area B with the integral controller for the same load variation is given in figure 3 .
From sub-plot a of figure 2 we see that PcB follows the load change in area B. However, there is a large overshoot for the step change in load in area B at t = 5s. P c B increases up to 0.03. A similar large overshoot can be seen in the output signal of the integral controller in sub-plot a of figure 3 ; PcB increases up to 0.045. By comparing the overshoots with the RL controller and the integral controller, we-see that the overshoot with the R;L controller is much less. Both the RL controller and the integralcontroller follow the gradually decreasing ramp ( I = 100s t o t =15Os) , the gradually increasing ramp (I= 250s to t =300s), and the decreasing ramp '(t= 300s to t =350s). Though the decreasing ramp'reduces the load change (PIB) to zero at t=350s, P c B (with RLCI) set-.
tles down to zero only at t = 450s (refer figure 2). But P c B for the integral controller oscillates and settles down to zero only around t = 500s (refer figure 3) . From the sub-plot b of figure 2 and figure 3 , we see that both RLCl and the integral controller try to bring back the ACE to zero. From the plot of ACE from 400s to 500s in figure 2 and figure 3 , it appears that settling time of the ACE with RLCl is less than the settling time of !he ACE with the integral controller. We have seen that the RLCl response ofthe area A (thermal) is very good. It must he pointed out here that the observed performance of the RLCl for areas having hydro-units is quite natural. 'The inherent dynamics of the hydro unit model oust the primary response to step changeslis very sluggish (settling times of the order of IOOS) and oscillatory. However, the superiority of the proposed controller over the integral controller is evident.
CONCLUSIONS
In this paper, we have presented a new RL-AGC, RLCI, which uses ACE as the only state variable. Further, we have studied the performance of RLCl for a hydrothermal system where two areas have widely different characteristics. RLCl in both areas could bring hack ACE within a specified bounds. The results here clearly establish the feasibility of using only one state variable for RL-AGC design. This alternative AGC design riduces both the design and implementation complexities.
