Abstract. We consider Cheeger-like shape optimization problems of the form min¹j j˛J. / W Dº where D is a given bounded domain and˛is above the natural scaling. We show the existence of a solution and analyze as J. / the particular cases of the compliance functional C. / and of the first eigenvalue 1 . / of the Dirichlet Laplacian. We prove that optimal sets are open and we obtain some necessary conditions of optimality.
Introduction
Many shape optimization problems are written in the form min¹F . / W j j D m; Dº (1.1)
where F is a suitable cost functional, j j is the Lebesgue measure in R N , and D represents a geometric constraint. For small values of m often the optimal domains do not touch the boundary @D, which allows to obtain necessary conditions of optimality that lead in several cases to an explicit characterization of the solutions of (1.1). A very well-known typical example is the isoperimetric problem min¹Per. / W j j D m; Dº where Per. / is the De Giorgi perimeter; for small m the solution is a ball, while in general for large m a contact with the boundary @D occurs, and the optimal domains have constant mean curvature in the free part. If the constraint on j j changes, the perimeter scales as j j 1 1=N , in the sense that the quantity F . / D Per. / j j˛(
1.2)
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does not depend on j j if˛D 1 1=N . On the contrary, if˛> 1 1=N the minimum in the problem min¹F . / W Dº (1.3)
is reached on an optimal set that touches @D. This is for instance the case of the Cheeger problem min°P er. / j j W D ± (1.4) where˛D 1. It is known (see for instance [2, 12] ) that for every bounded domain D there exists an optimal Cheeger set and this set is unique and convex whenever D is convex. Moreover, in this case the boundary @ does not contain the points of @D with too large mean curvature; more precisely, @ coincides with @D if and only if
where H.x/ is the mean curvature of @D at x and .D/ is the minimal value of the problem (1.4).
In the present paper we consider rescaled shape optimization problems for cost functionals related to elliptic equations, as functions of eigenvalues of the Dirichlet Laplacian or integral functionals depending on the solutions. More generally, we consider minimization problems of the form min¹M. /J. / W Dº (1.5)
where the mappings M and J fulfill some rather general assumptions related to the variational -convergence on the family of quasi open sets. (we refer to [7] for a detailed presentation of this topic). In particular we do not require the monotonicity of F . / D M. /J. /. The powerful tools developed in the framework of this theory (see [7, 10, 11, [13] [14] [15] ) allow us to obtain the existence of an optimal shape under quite general conditions. Passing from the existence of an optimal domain in the class of quasi open sets to the fact that
is actually an open set, and possibly to further regularity properties of , requires a very delicate analysis that is now available only for some particular problems of the form (1.5).
When the scaling factor of F . / is above the scaling invariance, we have again that optimal sets must touch the boundary @D. We analyze some particular cases in which this ''unnatural scaling" allows to conclude that points of high mean curvature of @D are not reached by . We conclude the paper by a list of open questions which appear very natural.
Preliminaries on capacity and related convergences
In the present paper we often use the notion of capacity of a subset E of R N , defined by
where U E is the set of all functions u of the Sobolev space H 1 .R N / such that u 1 almost everywhere in a neighborhood of E. We resume here the main properties we shall use in the following; for all details about the capacity and the related convergences we will introduce subsequently we refer to the recent book [7] . If a property P .x/ holds for all x 2 E except for the elements of a set Z E with cap .Z/ D 0, we say that P .x/ holds quasi-everywhere (shortly q.e.) on E. The expression almost everywhere (shortly a.e.) refers, as usual, to the Lebesgue measure.
A subset of R N is said to be quasi-open if for every " > 0 there exists an open subset " of R N , such that cap . " / < ", where denotes the symmetric difference of sets. Equivalently, a quasi-open set can be seen as the set ¹u > 0º for some function u belonging to the Sobolev space H 1 .R N /. Notice that a Sobolev function is only defined quasi-everywhere, so a quasi-open set does not change if we modify it by a set of capacity zero.
In 
whose precise meaning has to be given through the weak formulation
The compliance functional C. / is then defined as:
We introduce two useful convergences for sequences of quasi-open sets. 
The following facts about -convergence are known (see [7] ).
The class A.D/, endowed with the -convergence, is a metrizable and separable space, but it is not compact. The following maps are lower semicontinuous for the -convergence:
-for every integer k the k-th eigenvalue k . / (they are actually -continuous);
-the compliance functional C. / or more generally the integral functional
with f 2 H 1 .D/ and j.x; s; z/ lower semicontinuous in .s; z/ and bounded from below by ˛.x/ ˇ.s p C jzj 2 / for suitable˛2 L 1 . / andˇ2 R, where p D 2N=.N 2/. The mapping above is actually -continuous if j is a Carathéodory integrand with jj.x; s; z/j Ä˛.x/ Č .s p C jzj 2 /.
To overcome the lack of compactness of the -convergence, it is convenient to introduce another convergence, that we call w .
We resume here the main facts about w -convergence (see [7] ).
The w -convergence is compact on the class A.D/.
The w -convergence is weaker that the -convergence. Every functional F . / which is lower semicontinuous for the -convergence, and decreasing for the set inclusion, is lower semicontinuous for the w -convergence too. In particular, are w -lower semicontinuous:
-for every integer k, the map k . /, and more generally the mapsˆ. . // where . / is the spectrum of the Dirichlet Laplacian in andˆW R N ! OE0; C1 is lower semicontinuous and nondecreasing (in each component);
-the map C j;f . / when f 0 and j.x; s; z/ does not depend on z and is decreasing in s.
The Lebesgue measure j j is a mapping that is w -lower semicontinuous.
Existence of optimal shapes
We consider cost functionals of the form M. J is -l.s.c. and nonincreasing with respect to the set inclusion;
Since M or J can take the value C1, in order to have the well posedness of the minimum problem we assume that
With this assumption we may define the cost M. /J. / D C1 whenever M. / D 0. The following existence result is now straightforward.
Theorem 3.1. Under the assumptions above the minimum problem
Proof. If . n / is a minimizing sequence, by the compactness of the w -convergence we may assume that n ! for some 2 A.D/, and M. / > 0 by (3.4). By the properties of w -convergence listed above the functional J is w -l.s.c., as well as the product M. /J. /, which allows to conclude the proof.
The assumption (3.4) can be seen as a general condition which puts the minimum problem above the scaling invariance, as the following examples show. Integrating by parts it is easy to see that
The functional C. / also allows a sup-formulation:
where R C .v/ denotes the quotient
Indeed a first variation of this quotient gives
and since the quotient is invariant under scaling of v we may assume
By the discussion in Example 3.3 we know that for˛< 1 C 2 N there exists an optimal domain of F . /. In a first step we will show that is open. The following remark is the key to that fact. 
and likewise the other integral, we get
Differently from (4.1) this formulation involves only the unknown v but not any more. Clearly, any minimizer v for (4.6) gives an domain which is optimal in the sense of Theorem 3.1: D ¹v > 0º. Vice versa, any optimal domain in the sense of Theorem 3.1 gives a minimizer v for (4.6).
Remark 4.2. Observe that
and by Hölder's inequality we obtain F .v/ c.N /j¹v > 0ºj˛ We compute now the first variation. For ı > 0 we consider 
in the distributional sense. Moreover, if ¹v > 0º contains an open subset U , then classical variation gives
We will prove the Hölder regularity for any minimizer v of F .
Theorem 4.4. Let v be a minimizer of F . Then
Proof. We use .v t/ C for some t > 0 as an admissible test function in (4.9). Thus we get
.v t/ dx: (4.11)
Hölder inequality and Sobolev's imbedding give the inequalities
Thus we get
With this inequality we can estimate the left hand side of (4.11):
.v t/ dx: (4.12)
Now recall the layer cake theorem (see e.g. Theorem 1.13 in [19] )
With this (4.12) reads as
Next we observe that
Thus we finally get the differential inequality
and hence
as required.
Next we prove the Hölder continuity of v. This technique has been employed to similar problems in cases where the domain functional is monotone w.r.t. set inclusion (see [21] , [4] ). The following lemma is crucial for what follows. A proof can be found e.g. in [20] . In order to apply the above lemma we shall also need 
For the proof of this Lemma we refer to [16] , Lemma 2.1 in Chapter III. We will first give the construction of an admissible comparison function and then prove some auxiliary lemmas. We will use the notation WD ¹v > 0º and w WD ¹w > 0º. Let x 0 2 D. Then there exists an 0 < R < 1 such that B R .x 0 / D. Consider the function
where O v is the solution of
By the strong maximum principle we have
The function w is admissible for variation, thus by minimality of v we have F .v/ Ä F .w/. This is equivalent to
We derive a local version of this inequality.
Lemma 4.8. Let v be a minimizer of F and w defined as above. Then
Proof. From (4.16) and the definition of w we deduce
Rearranging terms then gives
Inserting this into (4.18) gives
which shows the claim. Proof. Set X WD j j and ı WD jB R .x 0 / n j. Then
If˛Ä 1 we get
We use (4.8) to conclude that .X C ı/˛ X. X C ı/˛Ä˛ı c.N;˛; K/ :
If˛ 1 and w.l.o.g. ı Ä X we get
Thus we obtain, using (4.8) again,
In (4.17) we can estimate the second term of the right hand side as follows. Using the fact that O v D v in @B R .x 0 / and Sobolev's imbedding we obtain
Thus (4.17) reads as
Next we observe that .9)). Since R < 1 we proved the following lemma. 
Proof. From the weak formulation for O v and h and Sobolev's inequality we get
Rearranging terms gives
which implies the claim for 0 < R Ä 1.
Proof. Proof of Theorem 4.7 For 0 < r < R we have the well known growth estimate for harmonic functions Z
Then we estimate Z
Applying Lemma 4.10 and Lemma 4.11 gives 
Some necessary conditions of optimality
In this section we find some necessary condition for the optimal domain D ¹v > 0º, where v 2 K.D/ is a minimizer of F .v/ (see Section 4 formula (4.6)). Instead of first proving higher regularity for v and @¹v > 0º.D @ / we assume v 2 C 1 . / and @ 2 C 1;ˇf or some 0 Äˇ< 1. From this we derive the desired optimality condition for the free boundary.
For any minimizer v of (4.6) we consider a point
We expand with respect to and use the notation DÁ D .@ i Á j / ij :
Set D ¹v > 0º. We consider the functional
Then expansion above gives 1/ j j˛D j j˛C ˛j j˛
where o. / ! 0 as ! 0 and
For the integral in 2/ we use partial integration. This gives
since v D 1 in . From this we deduce
Again we use the fact that v D 1 in . Partial integration then leads to
This simplifies the expression for the expansion.
Since C. / D R v dx we thus get
Since Á can have any sign we get jrvj 2 D˛C 
Remark 5.2. One easily checks that the lower bound in Theorem 5.1 is strictly positive. Indeed, if we assume that F .v/ Ä K for some K > 0 we get
For 0 Ä˛Ä 1 we get
For 1 Ä˛< 1 C 
Further remarks and problems
As we noticed in Example 3.2 the existence Theorem 3.1 also applies to the case of cost functionals of the form j j˛ k . / where k . / is the k-th eigenvalue of the Dirichlet Laplacian in and˛< 2=N . Assuming that optimal domains are smooth enough, repeating computations similar to the one of Section 5 we obtain the necessary conditions of optimality for the eigenfunction u
If k D 1 it is possible to show (see [6] ) that optimal domains are actually open sets, whereas for k 2 this result, even is strongly expected, is not yet available.
Another class of problems occurs if we consider M. / D .Per. //w here Per. / is the perimeter of in the sense of De Giorgi (see for instance [3] ) and is below the homogeneity threshold 2=.N 1/. Even if the mapping M. / is not in general w -l.s.c. it is possible to show (see [8] ) that the minimum problem min¹.Per. //˛ k . / W Dº admits a solution. The regularity of optimal domains and the corresponding necessary conditions of optimality have not yet been investigated. We want to conclude the paper by pointing out some shape optimization problems for which the existence of a solution (though expected) is still unavailable. For a fixed k 1 we consider the optimization problem min¹C. / k . / W 2 A.D/º with˛> 1 C N=2, being the scaling invariance reached for˛D 1 C N=2. By the results of [17] and [18] we have C. / .B/ for any ball B, so that condition (3.4) is fulfilled whenever˛> 1 C N=2, by taking M. / D C. / and J. / D k . /. However, the w l.s.c.condition (3.3) fails for C. /, and so the existence Theorem 3.1 cannot be applied. It would be interesting to prove (or disprove) that an optimal domain for the problem above exists.
