Abstract-The development of Web applications has a crucial role as most organizations have their own corporate Web applications to meet the needs of their respective businesses. Different needs create different complexities which represent a new challenge to Web application development. In order to ensure the timely delivery of a project, software providers offering this service choose to use Open Sources (OSS) as an alternative. Since OSS consist of an existing framework that can be implemented directly into the application, how far does this affect the complexity of the effort estimation? A number of research papers have outlined the efforts made to refine the complexity of this field. However, to our best knowledge a systematic overview of the research done on Web application development that involves OSS usage does not appear to exist. Hence, the aim of this paper is to conduct a systematic literature review (SLR) of OSS Web application development. For this purpose, 34 papers from a total of 67 papers were identified and studied. The findings of this study indicate that (a) no research has been carried out on the field mentioned; (b) there is no early effort estimation model for Web projects that involve the usage of OSS. Therefore, this work provides an overview of the field besides identifying future research possibilities.
INTRODUCTION
The Website or popularly referred to as the Web, is utilized as a delivery platform for various types of Web applications, ranging from online personal static Web pages to complex, dynamic Customer-Relationship Management (CRM) applications. With the current rapid global growth of industry, Web application development plays a crucial role as most organizations have their own corporate Web applications to meet the needs of their respective businesses. Different needs create different complexities which represent a new challenge to Web application development. The risk of delivering the application on time with the expected quality is getting greater. Hence, effort estimation is central to the success of a development project, and determining a realistic estimation early in a project's lifecycle facilitates the developers in managing their resources efficiently.
According to the "Ninth Annual Future of Open Source" survey, which was conducted in 2015, 78% of software providers were running on OSS and in the same year, a survey conducted by Infoworld, revealed that the top 22 popular OSS development tools used in this field included Node.js, AngularJs, MongoDB Rust, and Bootstrap. Since the adoption of OSS in the field, they have been gaining in popularity and the question being asked now is: How far does this affect the complexity of the effort estimation? A number of research papers have discussed efforts being made to refine the complexity of effort estimation. A list of 67 published papers on early effort estimation for Web application development were studied and analyzed, but to the best of our knowledge, there is still no systematic literature review (SLR) of OSS Web application development. Hence, by using the approach of Kitcheham and Charters [1] , this paper presents the overview of the research reported in this field.
The remainder of this paper is organized as follows: Section 2 reports the review method used to conduct this systematic review, Section 3 presents the data findings while Section 4 is discusses and answers the research questions based on the findings, Section 5 reports the threats to the validity of this study, Section 6 provides the conclusion of the study and finally Section 7 presents some views on possible related future work.
II.
REVIEW METHOD According to Kitchenham [1] , the purpose of an SLR is to provide a comprehensive identification, evaluation, and interpretation of the body of relevant research done for the purpose of answering the review research questions. This review uses the guidelines provided by Kitchenham and Charters [1] .
A. Research Questions
To formulate the research questions for this study, PICOC (Population, Intervention, Comparison, Outcomes and Context) criteria specified by Pettricrew and Roberts [2] were used, and as presented in Table I . The primary goal of this SLR study is the identification and evaluation of all the research conducted on early effort estimation for Web application development that involved the usage of OSS features. Therefore, the aim of this SLR is to answer the following primary research questions:
a) What approaches have been employed to estimate the early effort in Web application development projects?
In order to identify the most used techniques for this field, we should first define the kinds of effort estimation approaches used in this field. This will then lead to knowledge of the approaches currently used in this field.
b)
What are the most common approaches used in the estimation of the early effort in Web application development projects?
By grouping the literature according to the method categories, the most commonly used techniques can be identified. We believe that, by analyzing the trends, it is possible to obtain an idea of how the importance of the field is changing with the passing of time and advances in technology.
Question 2:
a) What is the available dataset used to train the effort estimation model?
After having identified what are the most commonly used techniques to estimate the early effort in this field, the following questions emerge: What are the available datasets employed to train the effort estimation model? Is the dataset academic data or industry data? What are the attributes relationship being measured within the dataset in order to measure the accuracy of the model? b) What are the most used sources development tools in Web application development?
Once we have identified the available dataset, the following question that leads us to further explore is to identify "What are the most common sources development tools used in the Web application development?" is the sources project being documented well in the existing published literature and since this study focuses on OSS, does the existing dataset document the involvement of OSS? Is there a need to develop an early effort estimation model for OSS Web application development projects?
Finally, when we have identified a) the most commonlyused techniques to measure the early effort, b) the existing dataset, and c) the existence of an early estimation model for this study field,, the final question to be asked is: "Is there a need to develop an early effort estimation model in this field?" With the easy access as well as the rapidly growing development of OSS plus their extensive usage, does it therefore make a difference in measuring the effort that is needed for the development of projects?
B. Search Strategy
Following the definition of the research questions for this study, the next step is to set up a search strategy for the purpose of defining the search string and identification of the primary studies. Construction of the search string strategy for this SLR is shown in Table II [1, 3] . 
C. Search Process
The search process begins once the search terms have been identified. The search process for this study was divided into two main steps: the primary search and secondary search.
The guidelines for the primary sources used in the search to identify the relevant literature in this study were adopted from the author of paper [4, 5] . The main source of the online database used in this primary search process was from those available online databases subscribed by Universiti Putra Malaysia (UPM) library and from studies published from 2000-2015 only. A total of eight online databases were identified as listed below while Table V shows the summary search result of each online database: When the primary search phase was completed, work continued to identify the relevant literature in the secondary search phase: the study selection, which is further elaborate in the follow section.
D. Study Selection
All literature that was retrieved based on the previous search was screened and reviewed. The following inclusion and exclusion criteria were used to select the literature.
1) Inclusion criteria a)
Studies that present early effort estimation for Web application development projects, AND b) Studies that describe the methods/techniques, AND c) Studies that document the dataset used in the estimation, OR d) Studies that describe early effort estimation model for OSS Web application development projects.
2) Exclusion criteria a) Studies that do not present effort estimation models/methods/techniques for Web application development, OR b) Studies that do not document the dataset, OR c) Studies that do not cover effort estimation models for OSS web application development projects.
There were two stages in the screening process. Stage 1 involved reading studies' titles and abstracts. As shown in Table V , 67 papers were considered relevant and downloaded in full-text form. In the second stage, 28 of the selected 67 papers were removed for the following reasons:
• 14 studies were removed because they did not document the dataset used in their study (Exclusion criterion 2).
• 14 studies were also removed because there was no focus on early effort estimation models/techniques in Web application development context (Exclusion criteria 1 and 2). 
E. Study quality assessment
Once related literature had been selected, we needed to identify whether the paper was of quality or not to answer our review questions. To do this we followed the guidelines defined by Kitcheham and Charters [1] , and developed a quality checklist. Scale of 0 -1 was used to calculate the paper quality: Yes = 1, No = 0 and Partially = 0.5. The higher the score, the greater its quality and any study which scored lowest than 5.00 was removed. The following criteria were used in the checklist: After performing the quality checklist as well as the inclusion and exclusion work, a total of five papers were removed because of their low quality score. Table VII shows the final study selection. Total 34 papers were used in this SLR. 
Included papers
Excluded papers S3 [6] , S5 [7] , S6 [8] , S7 [9] , S14 [10] , S15 [11] , S16 [12] , S18 [13] , S19 [14] , S20 [15] , S21 [16] , S23 [17] , S24 [18] , S25 [19] , S26 [20] , S27 [21] , S28 [22] , S29 [23] , S32 [24] , S33 [25] , S34 [26] , S36 [27] , S38 [28] , S40 [29] , S43 [30] , S46 [31] , S47 [32] , S50 [33] , S59 [34] , S60 [35] , 63 [36] , S64 [37] , S65 [38] , S66 [39] S1 [40] , S2 [41] , S4 [42] , S8 [43] , S9 [44] , S10 [45] , S11 [46] , S12 [47] , S13 [48] , S17 [49] , S22 [50] , S30 [51] , S31 [52] , S35 [53] , S37 [54] , S39 [55] , S41 [56] , S42 [57] , S44 [58] , S45 [59] , S48 [60] , S49 [61] , S51 [62] , S52 [63] , S53 [64] , S54 [65] , S55 [66] , S56 [67] , S57 [68] , S58 [69] , S61 [70] , S62 [71] , S67 [72] 
F. Data extraction
Once the study quality step had been done, following the related information of the quality literature that was needed, the data was saved and presented in the Table VIII format. Figure I shows the early estimation methods/techniques that had been identified in this study, where the methods/techniques are classified into three approaches which are: expert-based approach, algorithmic-based approach, and artificial intelligence approach. Dataset can be defined as data obtained from previous work, and this dataset can come from industry data or academic data. The reason why we needed to identify if there was any existing data set was for the purpose of knowing and understanding the attributes relationship that was being measured within the dataset. Table X summarizes the currently available dataset that was used. From Table X it can be seen that the most used dataset in the existing literature is Tukutuku dataset, which dominates with 44.12%, followed by industry dataset (data created from a specific company that provides service in the field mentioned) with 41.18%. Academia and unknown share the same percentage at 8.82% Question 2.b.:
Data collection for Question 2.b. examined the most used sources development tools in the existing documented dataset. Table XI presents the summary findings of the source projects used for project development documented in the dataset. Unknown S7, S14, S15, S17, S19, S23, S26, S27, S38, S40, S46, S47 S50, S59, S64, SS67,
47.06 Table XI shows that the most used source projects come in unidentified form with 47.06%, followed by content management system (CMS) with 41.18%. From the findings also, we can see that the documentation of the dataset does not mention whether there is any OSS involved in the development project. Even the CMS comes in second rank, but since the CMS can be classified into closed and open sources as well, and none of the documentation has mentioned it, therefore we only can categorize it into general CMS. On the other hand, for the unknown dataset, since there is no validity of whether the dataset is documented in open sources, it is also generalized as an unknown category.
Question 3:
Data collected for Question 3 examined the existence of an early effort estimation model for the estimation of the effort in the related field.
From Tables X and XI it can be seen that there is no proper documentation of whether there is any involvement of OSS in the development project, we conclude that as far as we know, there is no early effort estimation model for this study field. • A variety of techniques exist in this field, among them
Stepwise Regression, Case-based reasoning, Bayesian Network, Fuzzy Logic, etc.
• All these methods/techniques are under three main categories, which are algorithmic, artificial intelligence, and expert-based approaches.
The Table IX result shows that it is rare for expert opinion to be used since the technique is very difficult in determining what are the factors used to arrive at an estimate. However, the authors in their papers [73, 74, 75] show that this technique can be effective for estimation when applied in combination with other less subjective techniques such as hybrid methods based on artificial intelligence. This is why many researches have started to implement artificial intelligence to estimate the early effort for this field. From the literature the authors implementing such methods are [22] , [23] , [27] who used the Bayesian Network to estimate the early effort estimation. Question 1.b.:
• The most commonly-used techniques for Web application development are Case-based reasoning, Stepwise Regression, and Bayesian Network.
• The most used methods/techniques to estimate early effort for Web projects are algorithmic method followed by artificial intelligence and expert.
• Artificial intelligence method started to dominate this field due to its accuracy of performance which is superior to that of the parametric method
From the results we know that the most commonly-used techniques for this field are case-based reasoning, Stepwise Regression followed by Bayesian Network. Even algorithmic techniques are popular in the back-dated, hybrid techniques 978-1-5090-4171-8/16/$31.00 ©2016 IEEE which fall under artificial intelligence method, and have become more popular than algorithmic techniques, especially for studies that focus on the comparison between these two methods. It has been shown that the accuracy obtained using hybrid method is higher compared to parametric techniques. This can be seen in the paper [76] , where the author has implemented the hybrid technique which is Bayesian Network. Fig. 2 . Predictions obtained using validation set 1 in which the dataset is randomly taken from Tukutuku dataset From the finding also, the author proved that the accuracy obtained by the hybrid method is more accurate compared to the parametric method, as shown in Fig. 2 where three elements that are used to measure the accuracy and validity of the model are Pred (25) , MEMRE, and MdEMRE, which show less accuracy compared to CBR (Cobra) method.
Even though the hybrid method accuracy result is better than other methods, but due to the fact that this technique has only been implemented recently in research studies, the number of papers found is much less compared to the algorithmic method that has been in use for a few decades. Question 2.a.:
• The most frequently-used dataset is Tukutuku data.
• The second most frequently-used dataset is industry data.
• The least used dataset is academic data.
• Some data have no proper documentation; therefore we classify them unknown datasets.
From the Table X results the most frequently-used dataset is Tukutuku dataset, which consists of 150 datasets originally collected by Emilia Mendes from organizations around the globe that were willing to contribute to the dataset collection. From the literature review findings, we have indicated that the first paper that implemented this dataset was in the paper of [77] where the author used this data to determine the early size metrics and cost drivers for Web cost estimation on the basis of the then on-going practices of numerous Web companies worldwide. This was followed by numerous other papers that also implemented this dataset including the papers of [6] , [8] , [13] , [15] , [19] , [22] , [23] , and [24] . Most of the papers that implemented this dataset compared the performance achievements between the algorithmic and artificial intelligence methods. Question 2.b.:
• Most used sources development tools of the data are not properly documented. None of the study data documented whether there was any involvement of OSS features in the development.
From the result we know that the most used sources development tools mentioned in the data are not properly documented, as can be seen from the result, with the highest percentage being unidentified development sources. Due to the poor documentation regarding the involvement of the sources development tools, we have not been able to determine whether in each of the projects, was there any involvement of OSS. Since this SLR is focused on OSS, therefore we can say that to the best of our knowledge, there has been very little documentation of OSS usage in the datasets, which led us to further investigate how OSS can affect the accuracy of effort estimation.
• None of the studies discussed early effort estimation for OSS Web projects.
• Most of the source projects used as the datasets are in CMS form, and none of the development projects in the dataset involved any open source framework as there are no recorded details.
From the findings it is shown that there has been no proper documentation detailing the involvement of OSS in the development, hence we can conclude that, none of the studies have discussed early effort estimation for OSS Web projects.
Question 4:
• None of the studies discussed the need to develop an early effort estimation for OSS Web projects.
From the findings, it is shown that there have been no studies that discussed the need to develop early effort estimation for OSS Web projects. As can per seen in several papers recommending future work, the authors only mention the need to improve the model or to conduct more detailed comparisons or propose the involvement of different effort measurement attributes, such as [28] , in which the future work is to conduct more detailed comparisons by using different estimation tools. Meanwhile, in the paper [10] , the authors indicate a plan to compare different estimation methods and different effort measurement attributes such as the adopted technologies (e.g., J2EE versus .NET), and the development processes (e.g. RUP versus Spiral). In another paper [28] , the authors only expressed the intention to enlarge the dataset and to develop a tool to automate Cosmic Function Point (CFP) counting process based on the UWE models. Therefore, this led to us to further investigate how OSS can impact the effort estimation.
V.
THREATS TO THE VALIDITY OF THE RESULTS The systematic review presented here only concentrates on early effort estimation of the related field and the main validity threats of this study are publication selection bias and 978-1-5090-4171-8/16/$31.00 ©2016 IEEE misclassification. Though we have tried to search through the literature for papers on an issue by issue basis, and since the coverage of the study only covers the year 2000 -2015, therefore there is still the possibility that some papers may have been missed. Data sources from journals that neither the reviewer nor the Institutions subscribed to are not covered in this SLR.
VI. CONCLUSION
This study presents an SLR on early effort estimation for OSS Web application development. The primary search phase returned 69 results, from which 34 were selected for the secondary search phase. Relevant data were selected from the paper and then synthesized to answer our research questions.
From this SLR, we found that there were several methods being used to measure the early effort for this field, and up to date, the most frequently-used are mostly from the artificial intelligence method. We also found that most of the data that were collected to measure the early effort estimation for Web application development rarely mentioned whether in the development, any OSS had been implemented or not. This is shown in the results, where a total of 34 current studies, rarely mentioned in the development process, an OSS component was used.
Since we were not able to identify any existing studies that indicated the early effort model for OSS Web project, we therefore believe that there is a need for researchers to further explore this field. This is particularly relevant as OSS is being increasingly used nowadays by software provider organizations. This can be supported by the paper of [78] , even though the author in this paper only focuses on effort estimation for software development. However, the author strongly believes that there is a need to develop an effort estimation model especially for OSS projects.
VII. FUTURE WORK
As part of our future work, we are currently conducting a study investigating the effectiveness of current estimation method especially Bayesian Network (BN) towards OSS Web application development. In the paper [79] , the author had implemented Fuzzy Logic into Tukutuku dataset, and proclaimed that the result of implementing Fuzzy logic is better than other methods. Another paper [80] , also focused on the implementation of Fuzzy Logic toward effort estimation Web application, but in the study the author only emphasized how well Fuzzy Logic could be implemented into the field. In other words, the author highlighted the effectiveness level of fuzzy but does not cover the OSS perspectives as well. Therefore, in addition, we are also looking into how well the level of effectiveness can be achieved by implementing fuzzy logic conditional probabilities characteristics into BN network for Web application projects that involve the usage of OSS.
Since this study only focuses on the involvement of OSS tools towards the development, another future research area that can be investigated is measuring the other aspect of the effort measurement attribute such as the year of experience of development toward the OSS as well the error fixing time. As is well known, a year of experience of the expert's programming skills that are involved in the project development can contribute to a different effort, therefore how about a year of experience of the expert toward the tools. Does this affect the effort estimation? Since OSS is an open source which everyone can access freely, therefore a bug that can occur during the implementation cannot be avoided. As such, what would be the time and effort needed to fix the bug and how this can affect the effort can also be further investigated.
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