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demonstrated pattern separation, and
distal CA3 demonstrated pattern
completion.
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Classical theories of associative memory model CA3
as a homogeneous attractor network because of its
strong recurrent circuitry. However, anatomical gra-
dients suggest a functional diversity along the CA3
transverse axis. We examined the neural population
coherence along this axis, when the local and global
spatial reference frames were put in conflict with
each other. Proximal CA3 (near the dentate gyrus),
where the recurrent collaterals are the weakest,
showed degraded representations, similar to the
pattern separation shown by the dentate gyrus.
Distal CA3 (near CA2), where the recurrent collaterals
are the strongest, maintained coherent representa-
tions in the conflict situation, resembling the classic
attractor network system. CA2 also maintained
coherent representations. This dissociation between
proximal and distal CA3 provides strong evidence
that the recurrent collateral system underlies the
associative network functions of CA3, with a sepa-
rate role of proximal CA3 in pattern separation.
INTRODUCTION
The hippocampus is viewed as an associative memory system
supporting the formation, storage, and retrieval of memories.
Computational theories suggest that in order to minimize inter-
ference and maximize the storage and recall of memories, the
associative memory network performs two competing pro-
cesses: pattern separation and pattern completion (Guzowski
et al., 2004; Marr, 1971; McClelland and Goddard, 1996;
McNaughton and Morris, 1987; Rolls and Kesner, 2006; Rolls
and Treves, 1998). The dentate gyrus (DG) is modeled as a pro-
cessing stage for pattern separation, the ability of the network to
orthogonalize overlapping input patterns before they are stored
(McNaughton and Nadel, 1990). In contrast, CA3, due to its
extensive network of recurrent collaterals, is modeled as a pro-
cessing stage for pattern completion, the ability of the networkNeto retrieve stored output patterns when presented with partial
or degraded input patterns (Marr, 1971; McClelland and God-
dard, 1996; McNaughton and Morris, 1987; Treves and Rolls,
1992; Hasselmo et al., 1995). Numerous studies have generated
support for these proposed functions of the DG and CA3, but
most of them were either indirect behavioral studies or physio-
logical studies that did not directly measure the input-output cor-
relations that are required for a true test of these hypotheses
(Santoro, 2013; Yassa and Stark, 2011).
Recently, direct physiological evidence of pattern separation
in the DG and pattern completion/generalization in CA3 was
shown in a study inwhich CA3 produced an output pattern closer
to the originally stored representation when presented with
degraded input patterns from the DG (Neunuebel and Knierim,
2014). In that study, the CA3 recordings were confined to the in-
termediate and distal regions of CA3 (i.e., the regions of CA3
along the hippocampal transverse axis that are outside the
blades of the DG; Figure 1A). There are a number of anatomical
gradients along this axis that are likely to have important func-
tional consequences. First, the proximal CA3 neurons receive
mossy fiber inputs from both the infrapyramidal and the supra-
pyramidal blades of the DG; the intermediate and distal CA3 neu-
rons receive mossy fiber inputs from the suprapyramidal blade
only (Claiborne et al., 1986; Witter, 2007). Second, the proximal
CA3 neurons, particularly those constrained by the blades of the
DG, have weak perforant path inputs from the entorhinal cortex
(EC) (Ishizuka et al., 1990, 1995;Witter, 2007). Third, the proximal
CA3 neurons do not contribute recurrent collaterals to intermedi-
ate and distal CA3, but rather project back to the hilus and
themselves; the intermediate and distal CA3 neurons provide
recurrent collaterals to the entire extent of the transverse axis,
but the projections to proximal CA3 are the weakest (Ishizuka
et al., 1990; Li et al., 1994; Witter, 2007).
A strong prediction of the computational theories of CA3 is that
the network properties that result from the recurrent collateral
system (e.g., pattern completion, error correction, and general-
ization) should be stronger in the distal part of CA3, with the
strongest recurrent connections, than in the proximal part of
CA3, with a much weaker recurrent collateral system. We tested
this critical prediction by analyzing the population responses to a
local-global cue mismatch (double rotation) manipulation used
previously to show pattern completion/generalization propertiesuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc. 1093
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Figure 1. CA3 Circuitry and Experimental
Paradigm
(A) Schematic of the intrinsic and extrinsic inputs to
CA3 along the transverse axis. Solid brown arrows
indicate the entorhinal inputs, solid purple arrows
indicate the DG inputs, and the dashed
arrows indicate the recurrent collaterals in proximal
(blue), intermediate (red), and distal (green) CA3.
(B)Recording sessions consisted of three standard
(STD) sessions interleaved with two mismatch
(MIS) sessions. In the STD sessions, the local cues
of the track (denoted by the inner ring of four tex-
tures) and the global cues along the curtain at the
periphery (denoted by the black outer ring) were
arranged in the familiar configuration that the rat
had experienced in all preceding training trials. In
the MIS sessions, changes to the sensory inputs
were produced by rotating the global cues clock-
wise and the local cues counterclockwise by the
same amount, for a net cue mismatch of 45, 90,
135, or 180. In this example, session 2 is a 180
mismatch and session 4 is a 45 mismatch. Over
the course of 4 recording days, the rats experi-
enced each mismatch amount twice.
(C) Tetrodeswere distributed acrossCA3 such that
the recording positions covered the entire trans-
verse axis of CA3.in distal CA3 (Knierim, 2002; Lee et al., 2004b; Neunuebel and
Knierim, 2014). We show that the population responses to the
corrupted inputs were much more coherent in intermediate
and distal CA3 than in proximal CA3, which instead resembled
strongly prior recordings from the DG (Neunuebel and Knierim,
2014).
RESULTS
Histology and Experimental Paradigm
Multielectrode recordings were made from neurons along the
dorsal CA3 transverse axis from 22 rats as they ran clockwise
(CW) on a circular track in a cue-controlled environment (Fig-
ure 1B). Four different local textures tiled the surface of the track,
andmultiple global cues were placed along the walls of the room
(Knierim, 2002). In alternating recording sessions, the local and
global spatial frameworks were placed in conflict by rotating
the track and the global cues in opposite directions. Across an-
imals, recording sites covered the entire transverse axis of CA3
(Figure 1C and see Figure S1 available online). Data from a sub-
set of the rats were reported in prior publications (Lee et al.,
2004b; Roth et al., 2012; Neunuebel and Knierim, 2014), but
these data were not analyzed in terms of the specific hypotheses
of the current report.
Individual Cells along CA3 Transverse Axis
There was a gradient in firing rate and spatial tuning along the
CA3 transverse axis. Themean firing rates of CA3 cells increased
from proximal to distal CA3 (Figure 2A; r = 0.32, p = 0.004), but
there was no significant relationship between the peak firing
rates and location along the transverse axis (Figure 2B; r =
0.14, p = 0.24). These results suggest that place cells along
the entire transverse axis were similar in their firing rates at the1094 Neuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc.center of their place fields (peak rates), but that the place fields
were larger in the more distal parts of CA3 than the more prox-
imal parts, resulting in a larger mean firing rate. In support of
this notion, the spatial information score decreased from prox-
imal to distal CA3 (Figure 2C; r = 0.43, p = 0.0001) while the
place field size increased from proximal to distal CA3 (Figure 2D;
r = 0.46, p < 0.0001).When the spikes of the distal CA3 cells were
downsampled tomatch themean firing rates of the proximal CA3
cells, the spatial information scores of the distal CA3 cells (me-
dian 1.58, interquartile range 1.36–1.83) were still significantly
lower than the proximal CA3 cells (median 2.32, interquartile
range 1.84–2.60; Wilcoxon rank sum test, z = 3.90, p < 0.0001;
see Supplemental Experimental Procedures).
The individual cell responses to the double rotation manipula-
tions were categorized into five groups, similar to previously
published reports using the same task (Lee et al., 2004b; Neu-
nuebel and Knierim, 2014; Neunuebel et al., 2013) (Figure 3A).
The cell classifications were based on responses to each cue-
mismatch (MIS) session compared to the cells’ firing properties
in the immediately preceding standard (STD) session. Cells
were classified as ‘‘Remap’’ if they met the place-field inclusion
criteria in only the MIS session (i.e., place fields APPEARED) or
the STD session (i.e., place fields DISAPPEARED). Cells were
classified as ‘‘Rotate’’ if the cells met the inclusion criteria in
both the STD and the MIS sessions. To determine whether these
place fields rotated CCW (to follow the local cues), rotated CW
(to follow the global cues), or had an ambiguous (AMB) relation-
ship to the cues, the STD rate map was correlated with the MIS
rate map multiple times as the MIS rate map was rotated relative
to the STD. The rotation angle producing the greatest correlation
was considered the rotation angle of the place field (see Exper-
imental Procedures). Because these classifications often make
arbitrary distinctions among cell responses that fall along a
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Figure 2. Spatial Properties of CA3 Principal
Neurons Are Nonuniformly Represented
along the Transverse Axis
Each point of the scatterplot represents a tetrode
recorded in a location along the CA3 transverse
axis, starting at proximal CA3 (adjacent to the DG)
and extending to distal CA3 (adjacent to CA2). The
average value of all the cells recorded across all
the sessions and days for each tetrode was
plotted. Well-isolated, active principal cells that
passed the inclusion criteria (>20 spikes on the
circular track during behavior, spatial information
score >0.5 with significance p < 0.01, and mean
firing rate < 10 Hz) were included in the analyses.
From proximal to distal CA3, (A) mean firing rates
increased (r = 0.32, p = 0.004), (B) peak firing rates
were not different (r = 0.14, p = 0.24), (C) spatial
information scores decreased (r = 0.43, p =
0.0001), and (D) place field size increased (r = 0.46,
p < 0.0001). n = 74, r, Pearson’s linear correlation
coefficient.continuum, and because we made no attempt to exclude cells
recorded over multiple sessions, we did not perform statistical
analyses on these categories. Nonetheless, these classifications
provide a useful description of the types of single-unit responses
that underlie the quantitative population analyses presented
below.
There were notable differences across the CA3 subregions in
the proportion of the response types (Figure 3B).We divided CA3
into three regions, such that the numbers of tetrodes sampling
each region were approximately equal: the proximal region
was defined as 0%–40%, the intermediate region as 40%–
60%, and the distal region as 60%100% along the CA3
transverse axis. This partition closely matched the classic parti-
tion of CA3 into a, b, and c subregions (corresponding to distal,
intermediate, and proximal subregions, respectively) (Lorente de
No, 1934) (see Supplemental Experimental Procedures). The
majority (65%) of cells in proximal CA3 remapped (n = 136/
210), compared to 43% of cells in intermediate CA3 (n = 140/
325) and 42%of cells in distal CA3 (n = 141/335). The higher pro-
portion of remapping responses indicates that the proximal CA3
cells are more likely than the distal CA3 cells to create different
representations of the STD and MIS environments (i.e., they
perform pattern separation). In contrast, the higher proportion
of rotating responses suggests that the intermediate and the
distal CA3 cells are more likely than the proximal CA3 cells to
maintain the same representation of the STD and MIS environ-
ments. The higher proportion of ‘‘Remap’’ cells in proximal
CA3 was not due to their lower mean firing rates (Figure S2).
These trends held up when we considered separately the exper-
iments in which we recorded, within a region, ensemblesNeuron 87, 1093–1105, SeR4 cells that had place fields in either
the standard or mismatch session. We
calculated the ratio of rotating responses
to the overall number for each ensemble.
The median ratio for proximal CA3 was
less than the medians for intermediateand distal CA3, in agreement with the pooled data in Figure 3B
(proximal, n = 19 ensembles; median = 0.14; interquartile range
[IQR] = 0–0.42; range = 0–0.71; intermediate, n = 19 ensembles;
median = 0.5; IQR = 0.37–0.71; range = 0.18–1.0; distal, n = 25
ensembles, median = 0.5, IQR = 0.24–0.60, range = 0.12–1.0).
Comparing the subset of cells that rotate CCW or CW, the in-
termediate and the distal CA3 cells were four timesmore likely to
rotate CCW with the local cues than CW with the global cues
(Figure 3B), in agreement with two prior reports showing that
CA3 displayed a mostly coherent response to the local-global
reference frame conflict (Lee et al., 2004b; Neunuebel and
Knierim, 2014). In contrast, the proximal CA3 cells were only
1.5 times more likely to rotate with the local than with the global
cues. Although there was variability across rats, especially those
with small numbers of recorded cells, these patterns were
apparent across individuals (Table S1). In combination with the
higher proportion of remapping cells in proximal CA3, these
data suggest a gradient along the proximal-distal axis from
pattern separation in proximal CA3 to pattern completion/gener-
alization/error correction in distal CA3.
Population Responses along the CA3 Transverse Axis
To quantitatively analyze the population responses to the double
rotation manipulations, spatial correlation matrices from the
population firing rate vectors at each location on the circular
track were created (Figure S3A) (Lee et al., 2004b; Neunuebel
and Knierim, 2014). For all STD1 3 STD2 matrices (columns 1,
3, and 5), there was a strong band of high correlation on the
main diagonal for all the CA3 subregions (Figure 4). This result in-
dicates that regardless of the magnitude of the local-global cueptember 2, 2015 ª2015 Elsevier Inc. 1095
A B
Figure 3. Differences along the Transverse Axis in Remapping versus Rotation of Place Fields
(A) Examples of spatial firing rate maps showing five different response types observed in CA3. Categories included counterclockwise (CCW) rotation with the
local cues, clockwise (CW) rotation with the global cues, ambiguous (AMB) rotation responses, APPEAR in the MIS sessions, and DISAPPEAR in the MIS
sessions. The rotation correlation analysis between STD1 and MIS session (red line) is shown to the right of the rate maps. These graphs show the correlations
between STD and MIS rate maps as the MIS rate map is rotated in 1 increments relative to the STD rate map. Peak correlations above a threshold of 0.6
(Neunuebel and Knierim, 2014) located in the dark or light gray box indicated that the fields rotated CW or CCW, respectively. Peak correlations below 0.6 were
considered ambiguous responses. Examples of ambiguous responses could be cells that split their place fields in two (as shown here) or cells that markedly
changed their place field sizes or specificity between the STD andMIS sessions. In the rate maps, blue indicates 0 firing and red indicates themaximum firing rate
for that cell.
(B) Categorical classification of responses in different CA3 subregions. ‘‘Remap’’ comprises APPEAR and DISAPPEAR cells; ‘‘Rotate’’ comprises CCW, CW, and
AMB cells. A higher proportion of cells in distal and intermediate CA3 rotate with the cues than remap, whereas a higher proportion of cells in proximal CA3 remap
than rotate. Of the cells that rotate, a higher proportion of cells rotate with the local cues (CCW) in all the CA3 subregions, although in different proportions.mismatch in the intervening MIS session, the representations in
the 2 STD sessions were spatially stable. In the STD1 3 MIS
matrices, bands of high correlation were maintained in interme-
diate and distal CA3 (columns 4 and 6). The correlation bands
were shifted increasingly downward from the main diagonal
(dashed line) with increasing mismatch amounts, indicating
that the representations were controlled coherently by the local
cues in the MIS sessions. However, in proximal CA3, the high
correlation band was maintained strongly only in the 45 MIS
session; in the 90, 135, and 180 MIS sessions, the matrices
showed less structure in the diagonal bands, indicating that
the representations between the STD and MIS sessions were
poorly correlated (column 2).
To statistically analyze the differences between the regions in
the strength of the correlation bands, for each correlation matrix
we calculated the mean correlation of the bins along each of the
360 diagonals of the matrix and recorded the maximum mean
correlation (called the peak correlation; Figure S3B). We were
primarily interested in comparing the STD1 3 MIS matrices
across CA3 subregions. However, inspection of the STD1 31096 Neuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc.STD2 matrices indicated that there may be differences among
these regions in the reproducibility of the spatial firing patterns
even in the standard sessions; thus, any discrepancies between
the subregions in the MIS sessions might be due to these
inherent variations rather than to distinct responses to the dou-
ble rotation manipulation specifically. To control for these differ-
ences, we created for each mismatch angle and each subregion
a peak correlation difference index (PCDI), defined as (peak cor-
relationSTD  peak correlationMIS) / (peak correlationSTD + peak
correlationMIS). This measure reflected the magnitude by which
the peak correlation band in the STD1 3 STD2 matrix was
greater than the peak correlation band in the STD1 3 MIS ma-
trix. To directly compare the subregions, we then subtracted
the PCDI of one subregion from that of the others (Figure 5A).
The statistical significance of these measures was calculated
by a shuffling procedure in which each cell was randomly reas-
signed to one of the regions under comparison and the PCDI
difference was calculated from this shuffled dataset. This proce-
dure was repeated 1,000 times to create a simulated distribution
based on the random shuffling of the data. Three findings are
Figure 4. Proximal CA3 Shows Decorrelated Representations between the Standard and Mismatch Sessions while Intermediate and Distal
CA3 Show Correlated Representations
The firing rate of each cell was calculated for each 1 bin on the track and then normalized to its peak rate. The firing rate maps of all n cells in the sample were
stacked to create a 3603 nmatrix, in which each column of thematrix represents the population firing rate vector for a specific angle of the track (Figure S3A). The
firing rate vectors at each angle of a STD session (STD1) were correlated with (1) the firing rate vectors at each angle of the next STD session (STD2) to create a
STD13 STD2 correlation matrix and (2) the next MIS session to create a STD13MIS correlation matrix. The population representation maintained coherence in
intermediate and distal CA3 in all mismatch sessions (columns 4 and 6, respectively), indicated by the bands of high correlation. The representation in proximal
CA3 was coherent in the 45 MIS session but degraded in MIS sessions >45 (column 2), indicated by the dispersed and weak bands of correlation. In these
normalized matrices, the blue color indicates 0 and the red color indicates 1.apparent. First, when the mismatch angle was small (45, top
row), there were no significant differences among the three
CA3 subregions (i.e., in all three pairwise comparisons, the
real data point [thick black line] was within the 95% confidence
interval of the simulated distributions). Second, there were
no significant differences between intermediate and distal
CA3 (third column) for any of the four mismatch angles. Third,
significant differences between proximal and intermediate CA3
and between proximal and distal CA3 were shown in the 90,
135, and 180 mismatch sessions (first and second columns,
rows 2–4).
As a second measure to corroborate these findings, we calcu-
lated the Euclidean distance between the peak correlation bands
of the STD1 3 STD2 and the STD1 3 MIS matrices to compare
the similarity of the correlations along those diagonal bands. The
results of this measure (Figure 5B) are almost identical to the
PCDI difference analysis (Figure 5A), although the Euclidean dis-
tance measure may be more sensitive to picking up small (but
not statistically significant) differences in the 45 MIS sessions.
To determine whether the results were affected by any potential
noise introduced by small bin sizes (1), we also calculated the
PCDI and Euclidean distance measures on correlation matricesNewith 5 bins, and the results were consistent with the smaller
bin sizes (data not shown).
Individual Rotation Amounts
To determine if the local cue-controlled patterns in the popula-
tion matrices were observed in the firing properties of the indi-
vidual cells, we examined the coherence of cue control on the
subset of individual cells that met the inclusion criteria in both
the STD and the MIS sessions (i.e., the ‘‘rotating’’ cells) (Fig-
ure 6). The mean vectors (black lines) for the distal and the
intermediate CA3 cells were significant for all the mismatch an-
gles, indicating significant clustering of the cell responses at an
angle corresponding to the local cue. In contrast, for the prox-
imal CA3 cells, only the 45 MIS session produced a significant
mean vector. This negative result must be viewed with caution,
however, as the p values are close to significance for the larger
MIS sessions. Because the majority of the proximal CA3 cells
remapped rather than rotated their place fields (Figure 3B),
there were only a small number of cells in this analysis for
each mismatch angle. Thus, it is likely that the lack of significant
mean vectors in proximal CA3 arose from a lack of statistical
power due to the stronger remapping (i.e., pattern separation)uron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc. 1097
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Figure 5. Shuffling Analyses Were Performed to Statistically Quantify the Population Correlation Differences between the CA3 Subregions
The peak correlation difference index (PCDI) and the Euclidean distance of the peak correlation bands were calculated for each CA3 subregion. Comparisons
between the subregions were then calculated for each measure as proximal CA3 distal CA3, proximal CA3 intermediate CA3, and intermediate CA3 distal
CA3. The experimental value (thick, black line) was compared to the distribution produced by 1,000 random shufflings of the data. The PCDI difference (A) and the
Euclidean distance difference (B) were not significantly different between the subregions in the 45 MIS session, but proximal CA3 was significantly different from
intermediate and distal CA3 in MIS sessions >45. Because the 12 distributions of each measure are not independent of each other, standard multiple com-
parison tests (evenmodified tests such as Holm-Bonferroni or false discovery rate) are not appropriate (see Supplemental Experimental Procedures). With Holm-
Bonferroni correction, only the 180 mismatch sessions would be considered statistically significant. However, no particular comparison is the critical test for
these data. Rather, the important results lie in the pattern of low p values for all Prox  Dist and Prox  Int comparisons for mismatch angles >45 and the high
p values for all Int – Dist comparisons.in this region compared to intermediate and distal CA3. The mi-
nority of cells that did not remap, however, may be more likely
to be controlled by the local cues than the global cues, but with
a lower probability than the intermediate and the distal CA3
cells (Figure 3B).
CA2 Population Coherence
Adjacent to distal CA3 is the CA2 region. Historically, this
small area was considered a simple transition zone between
CA3 and CA1, with recurrent connectivity and large soma
(like CA3) but lacking mossy fiber input (like CA1). Recent
work has suggested that CA2 plays unique roles in hippocam-
pal processing (Caruana et al., 2012; Chevaleyre and Siegel-
baum, 2010; Hitti and Siegelbaum, 2014; Jones and McHugh,
2011; Mankin et al., 2015). We thus extended our analysis to
include seven tetrodes that recorded cells in CA2 from six
rats (Figure S4). CA2 maintained a coherent representation
of the STD and the MIS environments (Figure 7A). In the
MIS sessions, the coherent representation was controlled by
the local cues, apparent by the downward shifts in the corre-
lation bands. Classification of individual cell responses to the1098 Neuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc.cue-mismatch manipulations showed a higher proportion of
cells that rotate than remap (Figure 7B). If only the subset of
experiments in which ensembles R4 cells with place fields
were recorded, the ratio of rotating responses to the overall
number of cells was somewhat higher than in proximal and in-
termediate CA3 (n = 19 ensembles, median = 0.75, IQR =
0.46–0.82, range = 0–1.0). The degree of rotation in a subset
of individual CA2 cells that passed the inclusion criteria in
both the STD and the MIS session showed significant clus-
tering of cell responses, in the direction of the local cues (Fig-
ure 7C). Statistical comparisons between CA2 and the CA3
subregions showed that the PCDI difference (Figure 7D) and
the Euclidean distance (Figure 7E) measures were not different
between CA2 and intermediate and distal CA3 in all mismatch
angles, with the exception of the 180 MIS session (DistCA3–
CA2). However, CA2 was significantly different from proximal
CA3 in the 90 and 180 mismatch angles, and just missed
significance at the 135 mismatch angle. These results
demonstrate that CA2 maintained a coherent representation
of the environments controlled by the local cues, similar to in-
termediate and distal CA3.
Figure 6. Individual Cell Rotation Amounts
Show Strong Local Preference in Intermedi-
ate and Distal CA3
Each dot indicates the amount of rotation of a
single place field between the standard and
mismatch sessions. The line at the center of the
polar plots denotes themean vector; the black and
gray tick marks correspond to the local and global
cue rotations, respectively. The mean vector
lengths for intermediate and distal CA3 were sig-
nificant for all mismatch angles, whereas themean
vector length for proximal CA3was significant only
in the 45 MIS session (Rayleigh test, see below).
There was no significant clustering for MIS session
>45 (90, n = 19, z = 2.41, p = 0.09; 135, n = 12,
z = 2.85, p = 0.05; and 180, n = 15, z = 2.78, p =
0.06), although the lack of significance is likely the
result of the decreased statistical power due to the
large number of cells that remapped in proximal
CA3. Regardless of statistical significance, inter-
mediate and distal CA3 followed the local cues for
all mismatch angles, and proximal CA3 followed
the local cues for three out of the four mismatch
angles (45, 135, and 180). ***p < 0.0001 (prox-
imal: 45, n = 28, z = 15.38, p < 0.0001; interme-
diate: 45, n = 64, z = 43.11, p < 0.0001; 90, n =
41, z = 18.45, p < 0.0001; 135, n = 44, z = 18.88,
p < 0.0001; 180, n = 36, z = 20.58, p < 0.0001;
distal: 45, n = 63, z = 43.06, p < 0.0001; 90, n =
50, z = 21.26, p < 0.0001; 135, n = 38, z = 17.26,
p < 0.0001; 180, n = 43, z = 24.44, p < 0.0001).The STD1 3 STD2 matrices of the CA2 data (Figure 7A) ap-
peared less coherent than the correspondingmatricesof the three
CA3 subregions (Figure 4), with higher correlations in scattered
pixels off the main diagonal. This result suggests that CA2 place
fields may not have been as stable as CA3 place fields across
standard sessions. To test this, we analyzed a subset of cells
that passed the inclusion criteria in all three STD sessions (session
1, session 3, and session 5). Place cells were ordered by the peak
position of their linearized rate maps in the first STD session (ses-
sion 1). For all CA3 subregions, place field ordering remained sta-
ble in all STD sessions (Figure 8A), showing that the place fields
returned to the same firing locations in the STD session after the
MIS session. In CA2, however, place fields started to misalign in
the second STD session (session 3), and by the third STD session
(session 5) many place fields fired in locations out of order
compared to the first STD session. To quantify the stability
changes,wecalculated the rotationanglebetween theplacefields
in the first and lastSTDsessions. Thedispersionof the rotationan-
gleswasdifferent among the four regions,with theCA2dispersion
being different from each of the three CA3 subregions (Figure 8B).
DISCUSSION
Anatomical differences along the CA3 transverse axis suggest
that the proximal and distal parts of CA3 may serve differentNecomputational roles in hippocampal processing. In the present
study, place cells had different spatial tuning properties along
the CA3 transverse axis. Cells located in the proximal end of
CA3, near the DG, had lower mean firing rates, carried more
spatial information, and had smaller place fields than cells
located in the distal end. In the local-global, cue-mismatch ma-
nipulations, proximal CA3 cells tended to remap (i.e., become si-
lent or gain a new place field), whereas intermediate and distal
CA3 cells tended to rotate their place fields to follow the local
cues. These differences among the subregions were reflected
in the population correlation matrices, as proximal CA3 showed
decorrelated representations of the mismatch environments for
mismatch angles >45, but intermediate and distal CA3 main-
tained coherent representations. CA2 place fields were similar
to intermediate and distal CA3, in that they maintained a high
correlation between the STD and MIS sessions and tended to
follow the local cues.
CA3 Recurrent Collaterals and Autoassociative Memory
Classic theories and models of memory studied recurrently con-
nected, associative networks of neurons in which memories
were stored as distributed patterns of connection weights (Hop-
field, 1982; Marr, 1971; McClelland and Goddard, 1996;
McNaughton and Morris, 1987; Treves and Rolls, 1992). Simple
learning rules, operating locally, endowed these networks withuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc. 1099
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Figure 7. Population Coherence in CA2 Is
Similar to Intermediate and Distal CA3 but
Different from Proximal CA3
(A) The population representation maintained
coherence in CA2 in all mismatch angles, as indi-
cated by the bands of high correlation (column 2).
The correlation bands shifted below the main di-
agonal, demonstrating control by the local cues. In
these normalized matrices, the blue color indicates
0 and the red color indicates 1.
(B) Categorical classification of cell responses in
CA2 to cue-mismatch manipulations. A higher
proportion of cells in CA2 ‘‘Rotate’’ than ‘‘Remap.’’
Of the cells that rotate with the cues, a higher
proportion of cells rotate with the local cues (CCW).
(C) Individual cell rotation amounts between the
standard andmismatch sessions in CA2. Themean
vector length was significant for all mismatch an-
gles, following the local cues (Rayleigh test: 45, n =
30, z = 13.52, p < 0.0001; 90, n = 32, z = 12.00, p <
0.0001; 135, n = 24, z = 7.07, p < 0.0001; 180, n =
28, z = 11.17, p < 0.0001).
(D and E) (D) PCDI difference and (E) Euclidean
distance difference between CA2 and CA3 sub-
regions. The real experimental value (thick black
line) was compared to the shuffled distributions.
CA2 was different from proximal CA3 in MIS ses-
sions, with p < 0.05 or close to 0.05. The peak
correlation difference in the 180 MIS session was
also significantly different between CA2 and distal
CA3. As with the comparisons among the CA3 re-
gions (Figure 5), the overall patterns of p values are
the important result, not whether any particular
comparison reaches a particular statistical signifi-
cance value. ***p < 0.0001.robust storage capabilities that displayed such properties as
content-addressability, error correction, pattern completion,
generalization, and graceful degradation. With its extensive
recurrent collateral system, the CA3 region of the hippocampus
has been modeled as an autoassociative network. Consistent
with these models and with previous recordings from intermedi-
ate and distal CA3 (Lee et al., 2004b; Neunuebel and Knierim,
2014), we have shown that CA3 can retrieve coherent represen-
tations of an environment when the spatial cues in that environ-
ment are altered. As an important, further test of these models,
we demonstrated that the proximal region of CA3, which has
the least extensive recurrent collateral system (Ishizuka et al.,
1990; Li et al., 1994; Witter, 2007), showed much less population
coherence than distal and intermediate CA3. Moreover, the
proximal CA3 population response closely resembled previous
results from the DG under the same experimental conditions
(Neunuebel and Knierim, 2014). These results strongly support1100 Neuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc.suggestions that proximal CA3 should
be considered as a component of a
computational unit with the DG, and less
as a component of the autoassociative
network of intermediate and distal CA3
(Hunsaker et al., 2008; Scharfman, 2007).Differences in both external connectivity and recurrent collat-
erals along the proximal-distal axis likely interact to determine
the observed variations in CA3 firing responses to the mis-
matches between local and global cues. During learning of an
environment, the DG is thought to impose a pattern of activity
on CA3 through the powerful mossy fiber inputs (McNaughton
and Morris, 1987). In addition to the greater density of recurrent
collaterals compared to proximal CA3, intermediate and distal
CA3 receive stronger perforant path inputs from the EC (Ishizuka
et al., 1990;Witter, 2007) (Figure 1A), which are believed to act as
memory retrieval cues (Treves and Rolls, 1992). The CA3 activity
patterns become associated with the EC inputs (heteroassocia-
tion) and with themselves through the recurrent collaterals
(autoassociation). In a very well-learned environment, the asso-
ciative network can create strong attractors—stable network
states that are resistant to perturbation, can be self-sustaining,
and can be reactivated from an initial state by weak inputs
A B Figure 8. Place Fields Are Unstable in CA2
Compared to CA3 Subregions
(A) From all four recording days, place cells that
passed the inclusion criteria in all three STD ses-
sions were ordered by the peak positions of their
linearized rate maps in the first STD session (ses-
sion 1). The positions ofmost place fields remained
stable across session 1, session 3, and session 5 in
all CA3 subregions. In CA2, the positions of the
place fields started to misalign in session 3, and
many were out of order in session 5. In these plots,
the firing rates of each place cell were normalized
across the three sessions. The blue color indicates
the minimum normalized firing rate (0), and the red
color indicates maximum firing rate (1).
(B) For a subset of place cells that passed the in-
clusion criteria in all three STD sessions, the rota-
tion amounts of the place fields between the first
STD session (session 1) and the last STD session
(session 5) were calculated. To avoid counting the
same cells over multiple days, we analyzed for
each tetrode only the single day of recording that
produced the largest number of well-isolated units.
Comparisons of the rotation amounts in the CA2 and CA3 subregions showed significant region difference (Kruskal-Wallis test; c2[3] = 21.82, p < 0.0001).
Post hoc Mann-Whitney U test showed that CA2 was different from proximal (z = 3.74, p < 0.0001), intermediate (z = 3.85, p < 0.0001), and distal (z = 4.33,
p < 0.0001) CA3 but that the CA3 subregions were not different from each other (Dist versus Int: z = 0.95, p = 0.34; Dist versus Prox: z = 0.24, p = 0.81; Int
versus Prox: z = 0.62, p = 0.53).(Amit, 1989; Hasselmo et al., 1995; Knierim and Zhang, 2012; Lu
et al., 2015, in this issue ofNeuron; Samsonovich andMcNaugh-
ton, 1997; Treves and Rolls, 1992; Zhang, 1996). During memory
retrieval, the putative CA3 attractors receive external input from
both EC and DG. Contrary to the general notion that the DG is the
first component of the hippocampal trisynaptic loop, the CA3
population can produce spiking activity as a response to perfo-
rant path stimulation earlier than the DG population (Derrick,
2007; Derrick et al., 2000; Yeckel and Berger, 1990). Thus, one
plausible model for intermediate/distal CA3 is that in the cue-
mismatch sessions, input from the EC causes the learned, recur-
rent-collateral-mediated attractor bump to form at a location
corresponding to the local cues on the track. By the time the
slower input from the DG arrives, the strong attractor dynamics
may override the DG input and prevent the network from remap-
ping. In contrast, proximal CA3 has weaker retrieval-cue input
from the EC, and its attractor basins may be weaker than those
of intermediate/distal CA3 (because of its less extensive, local-
ized recurrent collaterals). Furthermore, proximal CA3 receives
input from both blades of the DG, at apical and basal dendrites,
which suggests stronger DG input to this region than to interme-
diate/distal CA3. This combination of anatomical connection
patterns may thus cause proximal CA3 to follow the DG input
and remap the mismatch environment.
Viewed in isolation, the current results might be interpreted as
showing simply that distal CA3 receives primarily local cue in-
puts, whereas proximal CA3 receives both global cue and local
cue inputs. However, previous experiments under identical con-
ditions have shown that the medial entorhinal cortex (MEC) is
likely to be controlled by the global cues and the lateral entorhi-
nal cortex (LEC) is likely to be controlled by the local cues (Neu-
nuebel et al., 2013). The LEC and MEC appear to project equally
at each location along the transverse axis of CA3 (although theNetotal EC input changes along this axis), with the LEC projecting
to the outer parts of the CA3 dendrites and the MEC projecting
to themiddle parts of theCA3dendrites (Witter, 2007) (Figure 1A).
Furthermore, in many prior experiments in which global cues
were rotated in the absence of strong local cues, intermediate
and distal CA3 cells were strongly controlled by the global
cues, showing that global-cue inputs can exert strong control
over place cells in these experiments (see Knierim and Hamilton,
2011, for review). Indeed, the local cue signal from LEC appears
to be rather weak (Neunuebel et al., 2013), yet the CA3 network
follows this input. Attractor network models show that a weak
external input is sufficient to seed an ‘‘activity bump’’ to form
at a predicted location in the neural state space (e.g., Zhang,
1996). The weak LEC input may seed the putative CA3 attractor
bump if the LEC inputs are initially stronger than MEC, perhaps
amplified by preferential connectivity to newborn DG granule
cells (Vivar et al., 2012; Neunuebel et al., 2013; Neunuebel and
Knierim, 2014). Thus, in conjunction with complementary results
along the CA3 transverse axis recently reported by Lu et al.
(2015), the present results appear to reflect a competition be-
tween inputs that is resolved in a winner-take-all manner sug-
gestive of attractor dynamics in the network.
These considerations suggest that the computational output
of proximal CA3 is very different from that of intermediate/distal
CA3. What are the functional implications of this difference?
Proximal CA3 projects preferentially to distal CA1, which re-
ceives input preferentially from the LEC over the MEC (Steward,
1976;Witter, 2007). Distal CA3 projects preferentially to proximal
CA1, which receives input preferentially from the MEC over the
LEC. The putatively weaker attractor dynamics of proximal
CA3 suggests that the LEC-recipient zone of CA1 does not
require the nonlinear dynamics of these types of networks in or-
der to perform its computational processing on the LEC inputs.uron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc. 1101
This part of CA1, which may be more involved in object or item
processing (Burke et al., 2011; Deshmukh and Knierim, 2011;
Henriksen et al., 2010; Knierim et al., 2014; Nakamura et al.,
2013), may require the DG-mediated pattern separation pro-
cessing without the nonlinear attractor dynamics of intermedi-
ate/distal CA3 and the resulting competition between pattern
completion and pattern separation (Guzowski et al., 2004; Lee
et al., 2004b; Leutgeb et al., 2004; O’Reilly and McClelland,
1994; Vazdarjanova and Guzowski, 2004). In contrast, the
MEC-recipient zone of CA1, involved in spatial context represen-
tation (Hafting et al., 2005; Knierim et al., 2014), may require
these classic attractor functions of CA3. Further theoretical
and experimental work is required to elucidate the reasons
why stronger attractor dynamics of CA3 would benefit the
MEC stream and why a strong bias for pattern separation would
benefit the LEC stream.
Relationship to Prior Results of CA3
The current results support recent behavioral and gene expres-
sion studies that have shown a functional dissociation along the
CA3 transverse axis. Hunsaker et al. (2008) reported that prox-
imal CA3 lesions led to a deficit in the ability to discriminate small
changes in the distance between two objects, as measured by
differential exploration. This deficit was similar to lesions of the
DG.Lesions to intermediate anddistalCA3, however, did notpro-
duce adeficit. Although theoverall pattern of results from this and
other tests were complex in their study, Hunsaker et al. (2008)
suggested that the proximal CA3 region should be considered
as interacting with the DG in performing spatial pattern separa-
tion. Nakamura et al. (2013) showed that proximal CA3 was
more likely than distal CA3 to express the immediate-early
geneArcwhen the animal was performing an odor discrimination
task. Marrone et al. (2014) used Arc expression to argue that
proximal CA3 ensembles showed stronger pattern separation
than intermediate or distal CA3. Although Marrone et al. (2014)
did not directly compare these regions against each other statis-
tically (Nieuwenhuis et al., 2011), the trends in the data matched
the increased remapping seen in our proximal CA3 data
compared to distal CA3. The Arc studies are useful indicators
of gross changes in the populations of active cells (Guzowski
et al., 1999), but Arc expression is not always a faithful indicator
of neural activity per se (Guzowski et al., 2006), and it lacks the
resolution of single-unit recordings to uncovermore specific cod-
ing mechanisms. Thus, our direct measurements of the spatial
representations along the CA3 transverse axis and our analyses
of the population coherence of the responses to cue altered en-
vironments, in the context of our previous studies of DG, MEC,
and LEC with the same manipulations (Neunuebel and Knierim,
2014; Neunuebel et al., 2013), provide compelling evidence that
the proximal CA3 region acts in concert with the DG region and
functions differently from the intermediate/distal CA3.
Relationship between CA3 and CA2
CA2 occupies a location in the transverse axis in between the
distal part of CA3 and the proximal part of CA1. It was thus
important to determine whether this long-neglected, but newly
appreciated, subregion of the hippocampus responded similarly
to the distal CA3 region. Population coherence in CA2 was well1102 Neuron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc.maintained in the mismatch sessions, and the population repre-
sentation strongly followed the local cues, similar to intermediate
and distal CA3. Because our prior results from MEC and LEC do
not show a strong, local-cue-dominated input that could easily
explain the CA2 response (Neunuebel et al., 2013), it is likely
that the CA3 inputs drove CA2 in our experiments. This sugges-
tion may appear inconsistent with earlier in vitro work (Cheva-
leyre and Siegelbaum, 2010), which suggested that entorhinal
input is stronger than CA3 in exciting CA2. However, that study
demonstrated the presence of a strong excitatory drive from
CA3 to CA2 when inhibition was blocked pharmacologically.
On a reasonable assumption that the balance between excita-
tion and inhibition is dynamically modulated in vivo, under
some conditions the CA3-CA2 drive is likely to be dominated
by excitation (i.e., such as in the present experiment) and under
others by inhibition. Direct projections from the DG to CA2 have
also been shown recently in mice, but the connections from the
DG to CA2 were weaker than to CA3 (Kohara et al., 2014). In rats,
the DG to CA2 projection, if present at all, appears extremely
weak (Amaral and Witter, 1989). Moreover, CA2 has local axonal
collaterals at a similar density as that seen in the distal part of
CA3, indicative of substantial recurrent connections (Tamamaki
et al., 1988; Cui et al., 2013; Ishizuka et al., 1990). Thus, the pres-
ence of recurrent collaterals in CA2, similar to intermediate and
distal CA3, and the strong drive fromCA3may have likely caused
coherence in CA2.
Our finding that CA2 place fields are not as stable as CA3
place fields across standard sessions is consistent with CA2
place field instability over time in the same environment (Mankin
et al., 2015). Thus, the coherent response of CA2 in themismatch
session appears to ride on top of a time-dependent decorrela-
tion of the CA2 spatial representation. The STD1 and STD2 ses-
sions were separated by a greater time interval than the STD1
and mismatch sessions, but the STD1 and mismatch sessions
had greater differences in spatial input than the STD1 and
STD2 sessions. Thus, the correlation matrices of Figure 7A
should reflect both sources of instability of the CA2 representa-
tion. The mechanisms generating the CA2 temporal instability
are currently unknown (see Mankin et al., 2015, for a discussion
of possible mechanisms). CA2 representational plasticity has
been studied with IEG expression (Wintzer et al., 2014), and
interesting differences with CA3 have been reported. It will be
important for future studies to concentrate on this long-ne-
glected component of the hippocampal pyramidal layer to un-
derstand its precise computational roles in comparison with
the differentiated roles of CA3 andCA1 that have begun to be un-
raveled in the past decade (Guzowski et al., 2004; Lee et al.,
2004a, 2004b; Leutgeb et al., 2004).
Summary
The present study demonstrates a functional gradient along the
CA3 transverse axis, extending to the CA2 region, in terms of pu-
tative pattern separation and pattern completion/generalization
processes at the level of neuronal population coding. Computa-
tional models of CA3 as an autoassociative network have
assumed, for simplicity, a homogeneity of function along this
axis, as have past neurophysiological recording studies. In real-
ity, the striking gradients show that the CA3 functional
topography is much more complex than traditionally thought.
Future theoretical and experimental work will need to account
for the functional and anatomical heterogeneity in understanding
the computational role(s) performed by CA3 in the mnemonic
processing performed by the hippocampus.
EXPERIMENTAL PROCEDURES
Subjects and Surgery
Male Long-Evans rats (Charles River Laboratories), 4–6 months old, were indi-
vidually housed with ad libitum access to water during a 12 hr light/dark circa-
dian cycle (lights off at 12:00 noon). A custom-built recording drive that
contained 15 or 18 independently moveable tetrodes was surgically implanted
over the right hemisphere. To optimize the drive placement, recordings were
performed during the surgery to find the lateral edge of CA3, which served
as a landmark for the mediolateral placement of the drives; the most lateral
tetrode ranged from 3.7 to 4.1 mm lateral to bregma and 3.3 to 3.6 mm poste-
rior to bregma. All animal care and housing procedures conformed to the
National Institute of Health standards using protocols approved by the Institu-
tional Animal Care and Use Committee at Johns Hopkins University or the
University of Texas Health Science Center at Houston. (See Supplemental
Experimental Procedures for more details.)
Local-Global Cue Mismatch, or Double Rotation, Manipulation
Thedouble rotationexperimentswere conducted for 4days, typically during the
dark portion of the light/dark cycle. Baseline sessions (each 15–20min) inwhich
the rat rested in theholdingdishwere recordedprior to thestart andat theendof
the experiment, in order to compare recording stability before and after the
experiment. During behavior, rats ran five to six track sessions. After an initial
baseline STD session in some rats (not analyzed in this paper), track sessions
consisted of three STD sessions (local and global cue relationships remained
constant) interleavedwith twoMIS sessions (local andglobal cueswere rotated
by equal increments, but in opposite directions, producing mismatch angles of
45, 90, 135, and 180). For example, a 180 mismatch represents a 90CCW
local cue rotation plus a 90CWglobal cue rotation.Mismatchangleswere cho-
sen in pseudorandom order such that each angle was chosen once during the
first 2 days of recording and once again during the second 2 days.
Electrophysiological Recordings
Tetrodes were made from 12.5 mm nichrome wires or 17 mm platinum-iridium
wires (California FineWire Co., Grover Beach, CA). Impedance of the nichrome
wires was reduced to200 kOhms by electroplating themwith gold. Platinum-
iridium wires were not plated and had impedance of 700 kOhms. Neural
signals for eight rats were recorded using a 64-channel wireless transmitter
system (Triangle Biosystems International, Durham, NC). For all other rats,
the signals were passed through a unity-gain preamplifier headstage (Neura-
lynx, Bozeman, MT). The signals from both groups of rats were transmitted
to a Cheetah Data Acquisition System (Neuralynx, Bozeman, MT). The signals
were amplified 1,000–5,000 times and filtered between 600 Hz and 6 kHz (for
units) or 1 and 475 Hz (for LFP). The spike waveforms above a threshold of 40–
70 mV were sampled for 1 ms at 32 kHz, and LFPs were continuously sampled
at 1 kHz. The rat’s position was tracked with an overhead camera recording
light emitting diodes (LEDs) positioned over the head of the rat (red LEDs in
front and green LEDs behind) at 30 Hz.
Data Analysis
Unit Isolation
Multiple waveform characteristics (i.e., spike amplitude peak and area under
the waveform) were used to isolate single units using custom-written, manual
cluster-cutting software. Cells were assigned to subjective isolation quality
scores from 1 (very good) to 5 (poor), depending on the distance each cluster
was separated from the other clusters and from the background noise. Cluster
isolation was judged independent of the behavioral firing correlates of the
cells. Only well-isolated cells (scores 1–3) were included in the analysis. Puta-
tive interneurons with mean firing rates >10 Hz were excluded from the
analysis.NeRate Maps and Place Fields
The position and the head direction of the rat were based on tracking the LEDs
on the headstage connected to the hyperdrive. Analysis was performed on
data restricted to times when the animal’s head was within the boundaries
of the circular track and speed filtered. For 2D rate maps that were used for
display purposes, the x and y dimensions of the camera image (640 3
480 pixels) were divided into bin sizes of 10 pixels. The number of spikes of
a single neuron in each bin was divided by the amount of time the rat spent
in that bin, in order to create a firing rate map of the cell. For quantitative anal-
ysis, the circular 2D rate maps were transformed into linear rate maps by con-
verting the rat’s Cartesian position into units of degrees on the track and used
to calculate the spatial information score (Skaggs et al., 1996), the mean and
the peak rates, and the place field size. Linearized rate maps were velocity
filtered >3 cm/s, divided into 360 bins (1/bin) and smoothed with a Gaussian
filter (s = 3). Place cells were identified as neurons with spatial information
scores >0.5 bits/spike, spatial information significance p < 0.01, peak firing
rates >1.5 Hz, and mean firing rates <10 Hz. Spatial information significance
was calculated with a shuffling procedure, in which the spike train and the po-
sition train were shifted relative to each other by a random time (minimum of
30 s), the rate map was recalculated, and a spatial information score was
calculated. This procedure was performed 1,000 times, and the cell was
considered significant at p < 0.01 if the true information score exceeded the
values of more than 990 scores from the shuffling procedure. Place field
boundaries were determined using a floor threshold set to 10% of the peak
firing rate. Bins with firing rates greater than the floor threshold were tracked
in each direction from the peak bin of the place field until two consecutive sub-
threshold bins were reached. The size of each place field was measured
across those above-threshold bins. The peak firing rate was the maximum
firing rate in the rate map, and the mean firing rate was calculated by dividing
the number of running spikes by the duration of the session.
Population Correlation Matrices
Population correlation matrices were created by forming normalized firing rate
vectors for the sample of cells at each 1 bin of the track to create 360 firing
rate vectors (Figure S3A). These vectors were correlated with the vectors for
every location in a comparison session (Lee et al., 2004b; Neunuebel and
Knierim, 2014). The correlation matrix contains the Pearson product moment
correlation values for each pair of the firing rate vectors. The mean correlation
of all bins in a diagonal was calculated for each diagonal band in thematrix; the
maximum mean correlation of the diagonal bands was defined as the peak
correlation and was used to calculate the PCDI and the Euclidean distance
measures (Figure S3B; see Supplemental Experimental Procedures).
Rotational Analysis
The rotation angle of ratemaps between the sessions was determined for each
cell that passed the inclusion criteria in both the STD and the MIS sessions.
The linearized rate map in the STD session was correlated with the linearized
rate map in the MIS session. The linearized rate map in the MIS session was
circularly shifted in 1 increments and correlated with the STD session rate
map. The shift producing the maximum correlation was assigned as that cell’s
rotation angle.
Stability Analysis
Cells that passed the inclusion criteria in all three STD sessions were used in
this analysis. Place cells were ordered by the peak position of the linearized
rate map in the first STD session. For each cell, the rate map was normalized
by its respective global peak rate in all three rate maps.
Statistical Analysis
Statistical tests were calculated in Matlab (Mathworks, Natick, MA). Every sta-
tistical analysis was two-tailed and considered significant at p < 0.05, unless
stated otherwise (see Supplemental Experimental Procedures).
Histological Procedures
Rats were deeply anesthetized and perfused with 4% formaldehyde. Frozen
coronal sections (40 mm) were cut and stained with cresyl violet. Images of
the brain slices were acquired with IC Capture DFK 41BU02 camera (The
Imaging Source, Charlotte) attached to a Motic SMZ-168 stereoscope. All
tetrode tracks were identified, and the lowest point of the track was used to
determine the recording location (see Supplemental Experimental
Procedures).uron 87, 1093–1105, September 2, 2015 ª2015 Elsevier Inc. 1103
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