We study a class of p-curl systems arising in electromagnetism, for 6 5 < p < ∞, with nonlinear source or sink terms. Denoting by h the magnetic field, the source terms considered are of the form h Ω |h| 2 σ−2 2 , with σ ≥ 1. Existence of local or global solutions is proved depending on values of σ and p. The blow-up of local solutions is also studied. The sink term is of the form h Ω |h| k −λ , with k, λ > 0. Existence and finite time extinction of solutions are proved, for certain values of k and λ.
Introduction
In the present paper, we study a class of p-curl systems arising in electromagnetism. We consider, as a starting point, the generalized Maxwell equations
where e and h are the electric and magnetic fields, d and b the electric and magnetic inductions, j the total current density and q the electric charge. We denote ∂ t = ∂ ∂t , ∇× = curl, ∇· = div. As in [1] , we adopt b = µh as polarization law and |j| p−2 j = σe as Ohm's law, where µ is the magnetic permeability and σ the electric conductivity, and we neglect the term ∂ t d. We assume, for simplicity, µ = σ = 1.
Let Ω be a bounded open subset of R 3 with Lipschitz boundary Γ, T a positive real number, Q T = Ω×(0, T ) and Σ T = Γ × (0, T ).
Considering the natural boundary conditions corresponding to a superconductive wall, h · n = 0 and e × n = 0 on Σ T , Stanislav Antontsev, Fernando Miranda, Lisa Santos where n denotes the external unitary normal vector to the boundary Γ, and h(0) = h 0 as initial condition, where h 0 is divergence free, we arrive at the system
h( · , 0) = h 0 in Ω.
For mathematical purposes we consider, in the first equation of (1a), nonlinear fields, sources or sinks, f (h), with special structure, verifying the compatibility conditions ∇·f (h) = 0 in Q T and f (h) · n = 0 on Σ T . The introduction of f (h) causes special qualitative properties of solutions, such as blow-up in a finite time (an explosion of the magnetic field) or the finite time extinction (disappearance of the magnetic field in finite time). We believe that these qualitative properties may be important to understand some physical processes or to motivate the creation of new numerical algorithms. In the considered cases we first prove theorems of existence of solutions and then we analyze their properties.
In Section 2, we introduce the functional framework and the weak formulation of problem (1). In Section 3, considering the source term
2 , we prove the existence of weak solution when p > 6 5 and σ ≥ 1. The solution is global if σ ≤ 2 or 2 < σ < p and is local otherwise. Assuming that the energy at the instant t = 0 is nonpositive, the blow-up of local solutions is proved.
In Section 4, we consider the sink term f (h) = −h( Ω |h| k ) −λ , proving the existence of global weak solution for p > 6 5 , 1 ≤ k < p * (critical Sobolev exponent) and for λ positive and bounded from above, depending on k. In the particular case k = 2 we prove uniqueness of solution for 0 < λ ≤ 
Weak formulation
Before presenting the weak formulation of problem (1) we need to introduce the functional framework.
From now on Ω is a bounded simply connected domain with C 1,1 boundary. Spaces of vector-functions will be denoted by boldface symbols, following the standard notations for vectorfunctions.
Let us denote by H(div 0, Ω) the space of the divergence-free L 2 (Ω) functions endowed with the L 2 -norm. We define the vector space
is a norm, equivalent to the W 1,p -norm (for details, see [7, 8] ).
Let us also introduce the functional space
With convenient assumptions on f and h 0 , we consider as weak formulation of problem (1) , to find h ∈ X p (Q T ) ∩ C 0, T ; H(div 0, Ω) satisfying, for a.e. t ∈ (0, T ),
where the integral
We present now some auxiliary lemmas.
Lemma 2.
There exists a positive constant C such that, for h ∈ W p (Ω),
Proof. This result is an immediate consequence of Proposition 2 of [1] . In fact, for ϕ ∈ C 0, T ;
, where q is the conjugate exponent of q defined in Lemma 2.
From now on we fix the notation Q t = Ω × (0, t) for a given t ∈ (0, T ).
In the following lemmas we will present some a priori estimates to the solutions h ϕ of problem (5).
Proof. Using h ϕ as a test function in equation (5a) and integrating between 0 and t, we obtain
and so we can write, using the Hölder inequality,
Applying now the Young inequality and Remark 1 of [1] , there exists a constantC, depending on Ω and p such that
which proves (6) and (7).
Proof. To obtain these estimates we need to introduce Galerkin approximations. Let (ψ n ) n be a topological basis of W p (Ω) and denote by ψ 1 , . . . , ψ m the subspace generated by {ψ 1 , . . . , ψ m }. Consider a family of approximated problems in finite dimensions: to find
verifying the following m ordinary differential equations
Observe that this system has a unique solution h m ∈ C 1 (0, T ; ψ 1 , . . . , ψ m ) and is equivalent to
Using h m as test functions in (12) and integrating in (0, t) we obtain, using Hölder and Young inequalities,
Applying inequality (3), with q = 2, we obtain the uniform boundedness of
and so, since by Proposition 5 the solution h ϕ is unique,
Using now ∂ t h m as test functions in (12) and integrating in (0, t) we obtain
and the same inequality is verified by h ϕ . Applying Hölder and Young inequalities we obtain
and so the estimates (10) and (11) follow.
Proof. Let (ϕ n ) n be a sequence convergent to ϕ in C [0, T ]; H(div 0, Ω) . In order to prove that S is continuous we are going to prove that S(ϕ n ) = h ϕ n converges to
. Recall that (see, for instance, [9] ) there exists a positive constant C p such that, for all ξ, η ∈ R 3 , if p ≥ 2, we have
and, if 1 < p < 2,
We obtain the equation
using h ϕ n − h ϕ as a test function in problem (2a) both for h ϕ n and h ϕ .
• The case p ≥ 2
and so
• The case
Applying the reverse Hölder inequality with 0 < r = p 2 and r = p p−2 we get
Using the last two inequalities we obtain
By inequality (7) and because
is bounded independently of n.
In both cases we proved that
But, by Lebesgue Theorem,
In what follows · , · denotes the duality paring between
Applying Hölder's inequality and recalling that
, where q is the conjugate exponent of q defined in Lemma 2, we have
From the inequality
On the other hand, as
So we conclude that
and, as W p (Ω) is compactly included in L 2 (Ω) (and also in H(div 0, Ω)), using Theorem 5 of [10] with X = W p (Ω) and B = Y = H(div 0, Ω), the conclusion follows.
(Ω) for any positive T , if σ ≤ 2 or 2 < σ < p, and for a small enough T > 0, otherwise.
Proof. By Propositions 8 and 9 we conclude that the functionS is continuous and compact.
We start by analyzing the existence of global solution, applying the Leray-Schauder Theorem, proving that the set
is bounded independently of λ.
Let ϕ = λh ϕ . We consider two different cases.
• The case 1 ≤ σ < 2 Using (8), we get
concluding that
• The case 2 ≤ σ < p By inequality (3) and since σ < p, we have
and by inequality (9),
We proceed with the proof of existence of local solution when σ ≥ max{2, p}, using the Schauder Fixed Point Theorem. From inequality (9) we obtain
.
The last inequality proves that for positive big enough R, there exists a sufficiently small T such that S(D R (0)) ⊆ D R (0). Any fixed point ofS solves problem (2) . The additional regularity of the solution is a consequence of the estimates obtained before.
Remark 11. For p > 3 any solution h of problem (1) belongs to C (Q T ). This is an immediate consequence of Theorem 5 of [10] 
Blow-up
In this section, we study sufficient conditions for the blow-up of solutions h of problem (2) . Let us introduce the energy function
Assume that
and max{2, p} < σ.
Then the solution h of problem (1) blows up (in the sense that h(t) L 2 (Ω) becomes unbounded) on the finite interval (0, t max ), with
Proof. Using, as before, ∂ t h as a test function in equation (5a), we obtain
Integrating the last equation and taking into account(16), we obtain
Using h as a test function in (2a) and integrating in time, we obtain
Denoting F (t) = 1 2 Qt |h| 2 we have F (t) = 1 2 Ω |h(t)| 2 and so
Thus
For λ ∈ R + , as, by (17), E(t) ≤ 0, we have
Choosing λ such that
Integrating the last ordinary differential inequality, as σ > 2, we arrive at
In this section, we assume that 6 5 < p < ∞ and we find sufficient conditions on k, λ ∈ R + for the existence of solution of problem (2) . The proof of existence will be done using the Galerkin method. We also study sufficient conditions for the finite time extinction of solutions.
We start by setting a topological basis
the system of ODE's in the unknowns λ
has a unique solution h m ∈ C ∞ 0, T ; ψ 1 , . . . , ψ m . The above system is equivalent to the following one:
Using h m as a test function in (18) we obtain
from which we derive the following a priori estimates, for a positive constant C independent of m,
Existence
The proof of existence of solution will be split in three different cases, according to different values of k. For k = 2 uniqueness is proved.
The case k = 2
Theorem 13. Assume that h 0 ∈ W p (Ω), 6 5 < p < ∞ and 0 < λ < 1. Then problem (2) has a solution
The solution is unique if λ ≤ Proof. Let h m be the solution of problem (18) and using ∂ t h m as a test function in (18), we obtain, for λ < 1,
From (19) and (20) we conclude that there exists a function h belonging to
(Ω) such that, at least for a subsequence,
Observe that, given δ > 0, for t ∈ (0, T − δ) we have
0, where τ δ (f (t)) = f (t + δ), and X is compactly included in B, as p > 
Integrating (18) in time and passing to the limit in m, for test functions ψ ∈ L p 0, T ; ψ 1 , . . . , ψ k , k ∈ N fixed, we obtain
and, afterwards, by density, for all ψ ∈ L p 0, t; W p (Ω) . The identification of χ with |∇×h| p−2 ∇×h follows the arguments of Lions (see [11] , p 160) for bounded, hemicontinuous, coercive and monotone operators. Finally, standard arguments allow us to rewrite (21a) as the weak formulation introduced in (2) for f (h) = −h Ω |h| 2 −λ . , let h 1 and h 2 be two solutions of (2) . Use h 1 − h 2 as a test function in the problem solved by h 1 and by h 2 . Then we get, after subtraction, for C p defined in (13), in the case p ≥ 2,
and, for C p defined in (14), in the case
Calling
From the above inequality we conclude that y 1 (t) = y 2 (t) = 0 for a.e. t ∈ (0, T ) and
Consequently,
which implies that h 1 = h 2 a.e. in Q.
The case k > 2
Theorem 14. Suppose that h 0 ∈ W p (Ω), Then problem (2) has a solution
Proof. Let h m be the solution of problem (18) Integrating (25),
So, defining t * by the relation
with µ and β defined above and C defined in (4), we have Ω |h(t)| 2 = 0 for all t ≥ t * .
