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QUOTIENTS OF FINITE-DIMENSIONAL OPERATORS BY SYMMETRY
REPRESENTATIONS
RAM BAND, GREGORY BERKOLAIKO, CHRISTOPHER H. JOYNER, AND WEN LIU
Abstract. A finite dimensional operator that commutes with some symmetry group admits
quotient operators, which are determined by the choice of associated representation. Taking
the quotient isolates the part of the spectrum supporting the chosen representation and
reduces the complexity of the problem, however it is not uniquely defined. Here we present a
computationally simple way of choosing a special basis for the space of intertwiners, allowing
us to construct a quotient that reflects the structure of the original operator. This quotient
construction generalizes previous definitions for discrete graphs, which either dealt with
restricted group actions or only with the trivial representation.
We also extend the method to quantum graphs, which simplifies previous constructions
within this context, answers an open question regarding self-adjointness and offers alternative
viewpoints in terms of a scattering approach. Applications to isospectrality are discussed,
together with numerous examples and comparisons with previous results.
1. Introduction
The analysis of linear operators possessing a certain symmetry dates backs to the seminal
works of Schur and Weyl [Sch27, Wey46]. More specifically, given a linear representation pi of a
group G, they studied the properties of the algebra of matrices M satisfying pi(g)M = Mpi(g)
for all g ∈ G. Their answer — that by a suitable change of basis M can be decomposed
into blocks associated with the irreducible representations of pi — is a cornerstone of modern
representation theory.
For a given particular system, a quantum Hamiltonian for example, representation theory
is often used to classify the states and thus deduce the properties of the full system. In
order to isolate the states of a particular representation one must ‘desymmetrize’ in some
appropriate manner, or, equivalently, find the corresponding block of the reduced linear
operator. This philosophy has been previously utilized, for example, to construct trace for-
mulae [Rob89, Lau91] and analyze the spectral statistics [KR97, JMS12] of quantum chaotic
systems with symmetries. A more systematic construction procedure was demonstrated by
Band, Parzanchevski and Ben-Shach [BPBS09, PB10], who showed how one may perform
this desymmetrization procedure for arbitrary symmetries and representations in quantum
graphs and manifolds. The resulting desymmetrized system they termed a ‘quotient graph’
or ‘quotient manifold’. In particular this notion generalized Sunada’s method [Sun85] for
constructing pairs of isospectral manifolds, famously used by Gordon, Webb and Wolpert
[GWW92a, GWW92b] to answer negatively Marc Kac’s question ‘Can one hear the shape of
a drum?’ [Kac66]. Joyner, Mu¨ller and Sieber [JMS14] utilized the quotient graph technique
to propose a spin-less quantum system whose spectrum exhibits the Gaussian symplectic
ensemble statistics from random matrix theory1; this effect was later demonstrated experi-
mentally [RAJ+16]. The quotient construction has also been used to prove the existence of
conical points in the dispersion relation of graphene by Berkolaiko and Comech [BC14].
1See also Example 8.2.
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In the present article we develop a complete and computationally convenient set of tools to
extract the “quotient of an operator by a representation of its symmetry group”, or quotient
operator for short, in the context of finite dimensional operators. Specifically, we incorpo-
rate new insights to explicitly construct the (generalized) blocks of the quotient operators,
to catalog their algebraic and spectral properties and thus to bring the current notions of
quotient systems into the discrete setting. A special choice of basis described below ensures
that the connectivity structure of the original operator is reflected in the quotient operator.
The resulting construction extends previous works by Brooks [Bro99a, Bro99b], Chung and
Sternberg [CS92], and Halbeisen and Hungerbu¨hler [HH99] that either dealt with restricted
group actions or only with the trivial representation.
The paper is structured as follows. We finish the introduction by presenting an elementary
example in order to demonstrate the ideas behind the quotient operator and the possible
ways to construct it. Our main results are provided in Section 2. We introduce there a gen-
eral definition (Definition 2.6) for our quotient operator, which satisfies various algebraic and
spectral properties. Theorems 2.11 and 2.12 then show how one may restrict to particular
choices of the quotient operator whose structural properties are maintained. Section 3 pro-
vides some relevant examples and Sections 4 and 5 contain proofs of the results announced
in Section 2. In Section 6 we adjust the quotient operator notion for quantum graphs and
show how this broadens the previous results in [BPBS09, PB10]. Section 7 outlines some
further applications of the current results and explains how they extend previous works on
isospectrality [Bro99a, Bro99b, HH99] and eigenvalue computation [CDS95, CS92, Chu97].
Finally, in Section 8, we collect two more examples that highlight some further interesting
properties of the quotient operators. At the end, Appendix A contains a short description of
the vectorization map and Appendix B makes the link between quotient operators and graph
divisors.
Example 1.1 (A basic example). Consider a discrete graph, the line graph with five vertices
in which we number the vertices v = −2,−1, 0, 1, 2, as illustrated in Fig. 1.1 (a). The discrete
Laplacian on this graph is, in matrix form,
L =

q2 −1 0 0 0
−1 q1 −1 0 0
0 −1 q0 −1 0
0 0 −1 q1 −1
0 0 0 −1 q2
 , q2 = 1, q1 = q0 = 2.
Note that we have incorporated a possibility to vary the potential qv (turning the Laplacian
into Schro¨dinger operator, although we will still refer to it as a “Laplacian”) and we have
done it so as to preserve the reflection symmetry of the graph.
More precisely, the operator L is symmetric under the action of the cyclic group of two
elements G = C2 = {e, r}, where e is the identity element and r acts by exchanging the
vertices −1 ↔ 1 and −2 ↔ 2. This action is described by pi : C2 → GL(C5), which is the
following representation of the group C2
pi(e) =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 , pi(r) =

0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
 .
The symmetry of the Laplacian then means that it commutes with the representation pi, i.e.
pi(g)L = Lpi(g) for all g ∈ G.
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The group C2 has two irreducible representations. These are the trivial representation
(denoted by ρ(+)) and the sign representation (denoted by ρ(−)), given by
ρ(±) : Z2 → GL(C); ρ(±)(e) = 1, ρ(±)(r) = ±1.
They correspond to even and odd functions respectively, since [pi(r)f ](v) = f(−v) = ±f(v) =
ρ(±)(r)f(v). We shall say that even functions transform (under the action of the group)
according to the trivial representation whereas the odd functions transform according to the
sign representation.
It is a simple consequence of the invariance of L with respect to the C2 action that the
eigenvectors belong to one of the representations above, i.e. they are either even or odd2. In
this instance the eigenvalues are
spec(L) =
{
0,
3−√5
2
,
5−√5
2
,
3 +
√
5
2
,
5 +
√
5
2
}
.
Explicit computation shows that the second and the fourth eigenvectors are odd, whereas
the first, third and fifth are even (in particular, the first eigenvector has all entries equal).
(a)
q2 q1 q0 q1 q2
(b)
q0 q1 q2
√
2
(c)
q1 q2
Figure 1.1. (a) Line graph with five vertices corresponding to L (b) the graph
corresponding to the quotient operator of the trivial representation L(+) (see
Equation (1.6)) and (c) the graph corresponding to the quotient operator of
the sign representation L(−) (see Equation (1.5)).
Given the operator L, the action pi(g) and the representations ρ(±) we are in a position to
construct the corresponding quotient operators. The spectrum of a quotient operator with
respect to ρ(±) is given by the eigenvalues of those eigenvectors that transform according to
the representation, ρ(±). Note that this is not the definition of a quotient operator (Definition
2.6), but rather a property (Property III) which helps in its construction3. One construction
approach, based upon the method in [BPBS09, PB10] is to, loosely speaking, add-in the
information about the representations ρ(±) into the eigenvalue equation Lf = λf . More
concretely, we start with
λf(0) = [Lf ](0) = q0f(0)− f(1)− f(−1)(1.1)
λf(1) = [Lf ](1) = q1f(1)− f(2)− f(0)(1.2)
λf(2) = [Lf ](2) = q2f(2)− f(1).(1.3)
Notice that we are only interested in the values of f at the vertices v = 0, 1, 2, as the other
values are related by the group action - we say the vertices {0, 1, 2} form the fundamental
domain with respect to the group action. We now seek to ‘add-in’ the information that our
eigenvectors are either even or odd.
2If an eigenspace happens to be degenerate, one can choose its basis to consist of eigenvectors that are
even or odd.
3The next example (Example 1.2) demonstrates a construction which is closer in spirit to Definition 2.6.
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For even functions we can use f(−1) = f(1) in equation (1.1), meaning (1.1)-(1.3) corre-
spond to a linear operator on 3-dimensional vectors f that satisfies
(1.4) λf = L˜(+)f, L˜(+) =
 q0 −2 0−1 q1 −1
0 −1 q2
 .
This is the quotient operator for the trivial representation and the eigenvalues are indeed 0
and (5±√5)/2 as we wished. An important point to observe is that the matrix L˜(+) is not
symmetric (Hermitian) but the corresponding operator is self-adjoint in the weighted L2(C3)
space endowed with the scalar product (u, v) = 1
2
u0v0 + u1v1 + u2v2 (equivalently, one can
apply the similarity transform with the diagonal S = diag( 1√
2
, 1, 1)). The special weight on
the vertex 0 is reflective of the fact that it is fixed by the symmetry transformation and thus
only “half belongs” to the fundamental domain under the group’s action.
For the sign representation, we have f(−1) = −f(1) and f(0) = −f(0) = 0. Upon this
substitution, equation (1.1) reduces to 0 = 0. The other two equations result in
(1.5) λf = L(−)f, L(−) =
(
q1 −1
−1 q2
)
.
Again, L(−) has eigenvalues (3±
√
5)/2, as desired.
Example 1.2 (Alternative approach to the basic example). An alternative approach for the
quotient construction of the graph in Fig. 1.1 (a) is the following. The subspace of even
vectors is invariant under the action of L. Let us choose a particular orthonormal basis
for the even vectors, form a matrix Θ(+) from these vectors and use it to restrict L to the
invariant subspace,
(1.6) Θ(+) =

0 0 1/
√
2
0 1/
√
2 0
1 0 0
0 1/
√
2 0
0 0 1/
√
2
 , L(+) = Θ(+)∗LΘ(+) =
 q0 −√2 0−√2 q1 −1
0 −1 q2
 .
The matrix L(+) is the symmetrized (by a similarity transform) version of the matrix L˜(+)
obtained earlier in Example 1.1.
Similarly, constructing Θ(−) from an orthonormal basis of odd vectors yields
(1.7) Θ(−) =

0 −1/√2
−1/√2 0
0 0
1/
√
2 0
0 1/
√
2
 , L(−) = Θ(−)∗LΘ(−) =
(
q1 −1
−1 q2
)
,
giving us the same answers as before. This approach is rooted in the process of reducing the
representation pi down to its irreducible components. Writing
Θ =
(
Θ(+) Θ(−)
)
=

0 0 1/
√
2 0 −1/√2
0 1/
√
2 0 −1/√2 0
1 0 0 0 0
0 1/
√
2 0 1/
√
2 0
0 0 1/
√
2 0 1/
√
2

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gives us a unitary matrix such that
Θ−1pi(r)Θ = [I3 ⊗ ρ(+)(r)]⊕ [I2 ⊗ ρ(−)(r)] =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 −1

and, by equations (1.6) and (1.7), Θ−1LΘ = L(+) ⊕ L(-).
Of course, in contrast to the previous approach, here we have an inherent freedom that
comes from our choice of orthonormal basis Θ. A different choice would thus result in a
different form of the quotient operator. There are reasons to prefer the choice of basis that
we made here, for it yields a result close4 to that of the first construction (Example 1.1)
which in turn has some natural features. The first construction preserves the structure of
the graph: there is no link between vertices 0 and 2 in either in L or L(+). It preserves
the locality of the matrix entries: for example, the diagonal entries of the quotients do not
depend on the value of potential qv at other vertices v. Yet, the approach of basis matrices
Θ is more algorithmic, does not require introduction of weighted spaces and is better suited
to use with computer-aided computation.
The practical question is whether, in the general setting, there exists a consistent way
to choose the Θ so the resulting quotients retain the graph-like structure of the original
operator. i.e. they match those obtained via the ‘add-in’ approach illustrated in Example
1.1 and, moreover, do so even when when the degree of the representations is larger than
one. The particular emphasis of this article is to show how this can always be accomplished.
2. Quotient Operators by Symmetry Representations
Before proceeding to define our quotient operator, we first recount some common terminol-
ogy regarding the representations of groups (see, for example, [FH13] for further background).
A representation of a group G on a (complex) finite dimensional vector space V is a homo-
morphism ρ : G→ GL(V ) of G to the group of automorphisms of V . This can be viewed as
a set of (unitary) matrices ρ(g) : V → V that satisfy ρ(g1g2) = ρ(g1)ρ(g2) for all g1, g2 ∈ G.
The dimension of V is referred to as the degree of representation.
In the literature V is often called the carrier-space for the representation ρ. In fact, since
the vector space admits such a linear group action, i.e. gv := ρ(g)v for all v ∈ V , it satisfies
the definition of a G-module. In the remainder of the paper we will use the notation Vρ := V
to emphasize that V is a G-module with respect to ρ and, with some abuse of terminology,
refer to both the group homomorphism ρ and the G-module Vρ as the representation.
2.1. Defining the quotient operator.
Definition 2.1 (pi-symmetric operator). Let Op : Cp → Cp be a finite dimensional operator,
G be a finite group and pi : G→ GL(Cp) be a representation of G of degree p. We say that
Op is pi-symmetric if
(2.1) ∀ g ∈ G, pi(g) Op = Op pi(g).
Remark 2.2. The associated G-module is therefore Vpi = Cp, since both pi and Op must act
on the same space. We will write Cp, however, to emphasize this is the space of the operator,
as the action of pi will always be clear from context. We will further assume that pi is a
4Of course, as long as the columns of Θ are orthonormal we will obtain a Hermitian matrix, in contrast
to the matrix in (1.4).
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permutation representation (i.e. for all g ∈ G, pi(g) is a permutation matrix) as this carries
an obvious geometrical meaning. A number of theorems will apply beyond this restriction
although we shall not pursue this direction. A group element g thus acts as a permutation
on the set of indices; we will denote this action by gi, where i ∈ {1, . . . , p}. The group action
on vectors f ∈ Cp is then defined as [pi(g)f ](i) := f(g−1i).
If ρ : G→ GL(Vρ) is a degree r representation of the same group G, we say that an r-tuple
of vectors fk ∈ Cp, k = 1, . . . , r, transforms under pi according to ρ if
(2.2) ∀ g ∈ G, k = 1, . . . , r pi(g)fk =
r∑
l=1
[ρ(g)]lk fl.
It is often convenient to collect this set of column vectors {fk}rk=1 into a matrix, so that pi(g)
acts on all vectors simultaneously. We denote this p× r matrix by φ = (f1, . . . , fr) and call
it an intertwiner, according to the following definition.
Definition 2.3 (Space of intertwiners). Let G be a finite group with two representations
ρ : G → GL(Vρ) and σ : G → GL(Vσ). The vector space homomorphism φ : Vρ → Vσ is
said to be an intertwiner if it satisfies
(2.3) ∀ g ∈ G, σ(g)φ = φρ(g).
The space of all such intertwiners forms a vector space denoted by HomG(Vρ,Vσ).
If a basis is chosen for Vσ and Vρ then an intertwiner φ ∈ HomG(Vρ,Vσ) may be represented
as a matrix φ ∈ Ms×r (C), with s := dim Vσ, r := dim Vρ. When ρ is irreducible, the
dimension of HomG(Vρ,Vσ), denoted dim(HomG(Vρ,Vσ)), counts the number of independent
copies of Vρ in the representation Vσ.
In the present article, however, we shall often find it more convenient to use an alternative,
but equivalent, space to the Hom space. This is accomplished by using the vectorization
map, defined as follows. If φ is a p× r matrix whose columns are {φ1, . . . , φr}, then
(2.4) vec(φ) := e1 ⊗ φ1 + . . .+ er ⊗ φr,
where {ej} denote the standard basis vectors in Cr. Informally, vec(φ) is a pr × 1 vector
obtained by stacking the columns of the matrix φ on top of each other (see Appendix A for
more details on the vectorization map). By applying vec to both sides of the intertwining
property (2.3) and using Lemma A.2 we find that
(2.5) vec(pi(g)φ) = (Ir ⊗ pi(g))vec(φ) = (ρ(g)T ⊗ Ip)vec(φ) = vec(φρ(g)).
Therefore, the relation (2.3) is equivalent to
(2.6) ∀ g ∈ G, [Ir ⊗ pi(g)− ρ(g)T ⊗ Ip] vec(φ) = 0,
which leads to the following.
Definition 2.4 (Kernel space). Let ρ, pi be two representations of a group G of degrees
r := deg(ρ), p := deg(pi). We define the following vector subspace of Cr ⊗ Cp
(2.7) KG(ρ, pi) :=
⋂
g∈G
ker
[
Ir ⊗ pi(g)− ρ(g)T ⊗ Ip
]
.
We call it the Kernel Space and denote its dimension by d := dim(KG(ρ, pi)).
Lemma 2.5. We have the vector space isomorphism HomG(Vρ,Cp) ∼= KG(ρ, pi), given ex-
plicitly by the map vec.
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While HomG(Vρ,Cp) may be a more common notion in the literature, Definition 2.4 of
KG(ρ, pi) provides a simpler and more concrete way to obtain a basis for it (see Section 2.4 for
more details), which in turn provides a more convenient method for constructing the quotient
operator.
Definition 2.6 (Quotient operator). Let G be a finite group and pi : G → GL(Cp) be a
representation of G of degree p. Let Op ∈ Mp×p(C) be a finite dimensional operator which
is pi-symmetric and let ρ : G → GL(Vρ) be a representation of G of degree r. Then the
quotient operator of Op with respect to ρ is defined by
(2.8) Opρ := Θ
∗ [Ir ⊗Op] Θ,
where Θ ∈Mrp×d(C) is a matrix whose columns form an orthonormal basis for KG(ρ, pi).
We note that the quotient operator depends on the choice of basis Θ. A different choice
of basis will produce another, equally valid, quotient operator that is unitarily equivalent.
Also, it immediately follows from (2.8) that if Op is self-adjoint then so is Opρ.
Informally speaking, the operator Opρ retains the information about Op pertaining to ρ
and discards the rest. This is formally stated as follows (and proved in Section 5).
Property I (Fundamental property). Let Θ ∈ Mrp×d(C) be a matrix whose columns form
an orthonormal basis for KG(ρ, pi) and Opρ the operator given in (2.8). Then we have the
following commutative diagram.
(2.9)
Cd
∼=−−−−−−−−→
Θ
KG(ρ, pi)
∼=←−−−−−
vec
HomG(Vρ,Cp)
Opρ
y yIr⊗Op yOp
Cd
∼=−−−−−−−−→
Θ
KG(ρ, pi)
∼=←−−−−−
vec
HomG(Vρ,Cp)
Here, the horizontal arrows are isomorphisms. Furthermore, Θ is a Hilbert space isomor-
phism (it preserves the inner product) and vec will become a Hilbert space isomorphism if
we endow HomG(Vρ,Cp) with the inner product 〈φ, ψ〉 = Tr(φ∗ψ). The action of Op on
φ ∈ HomG(Vρ,Cp) is that of matrix multiplication, or, more formally, (Opφ)(v) = Op(φv)
for all v ∈ Vρ.
Conversely, if O˜p ∈ Md×d(C) is any operator for which the diagram above commutes
(replacing Opρ by O˜p in the diagram), then it can be expressed in the form (2.8).
Remark 2.7. For the reader not accustomed to processing commutative diagrams, the left
and right halves of (2.9) can be interpreted as the respective equations
∀v ∈ Cd, ΘOpρv = [Ir ⊗Op] Θv,(2.10)
∀φ ∈ HomG(Vρ,Cp), (Ir ⊗Op)vec(φ) = vec (Opφ) .(2.11)
Remark 2.8. In [PB10] the quotient was defined as an operator for which the diagram in
(2.9) commutes (but without the requirement that the inner product is preserved). Property
I shows that the quotient of (2.8) is also a quotient in the sense of [PB10], but not the other
way round. Definition 2.6 is more restrictive in order to guarantee that Opρ is self-adjoint
whenever Op is. This quality is advantageous for spectral theoretic purposes.
To make the two definitions equivalent, one can further widen the set of quotient operators
by allowing Θ whose columns are not orthonormal. In definition 2.6, we can take any matrix
Θ ∈ Mrp×d(C) whose columns form a basis for KG(ρ, pi). In such a case, there exists some
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invertible matrix Q, such that the columns of ΘQ form an orthonormal basis for KG(ρ, pi)
(by Gram-Schmidt process). With this notation we may define
Opρ := QQ
∗Θ∗ [Ir ⊗Op] Θ.
It can be checked that with this amended definition Property I still holds, i.e., (2.10)- (2.11)
are still valid. The proof is an easy modification of the proof of Property I in Section 5.1.
2.2. Algebraic and spectral properties of the quotient. We start by summarizing some
of the algebraic properties of the quotient operator, which are general properties coming
from representation theory and confirm that Definition 2.6 is appropriate. In particular,
Property II (2) is a vital component in the construction of isospectral objects [BPBS09, PB10]
(see Section 7.1) and Property II (3) is the well-known decomposition of a pi-symmetric
operator, following from Schur’s Lemma (See e.g. Section 5 in [CDS95]). The proofs are
provided in Section 5.
Throughout the paper we write A ∼= B to denote that the operators A and B are unitarily
equivalent (and similarly for representations ρ1 ∼= ρ2).
Property II (Algebraic properties).
(1) If the representation R ∼= ⊕ρ ρ is equivalent to the direct sum of (possibly repeating
and not necessarily irreducible) representations ρ, then
OpR
∼=
⊕
ρ
Opρ.
(2) Let H be a subgroup of G. If σ is a representation of H and ρ is the corresponding
induced representation from H to G, Vρ = Ind
G
H (Vσ), then
Opσ
∼= Opρ.
(3) Let regG denote the regular representation of G. Then
Op ∼= OpregG ∼=
⊕
ρ
[
Ideg ρ ⊗Opρ
]
,
where the direct sum above is over all irreducible representations ρ of G.
In many instances, the main purpose for constructing a quotient operator is to isolate the
spectral properties of Op associated to a particular representation ρ, as in Example 1.1. More
specifically, if f is an eigenvector of Op with eigenvalue λ, and f transforms according to ρ
(as in 2.2), then λ is also an eigenvalue of Opρ with eigenvector h that can be related back
to f .
To state this formally, let us introduce the generalized λ-eigenspace of order k,
(2.12) EOpk (λ) := ker
(
(Op− λI)k) .
In particular EOp1 (λ) is the usual eigenspace corresponding to eigenvalue λ. Then, whenever
Op is pi-symmetric the space EOpk (λ) is actually a G-module, i.e. pi induces a linear action of
G. Indeed, for all f ∈ EOpk (λ) and g ∈ G we have
(Op− λI)k pi (g) f = pi (g) (Op− λI)k f = 0.
In other words, EOpk (λ) is closed under the group action pi and is therefore the carrier space
of some (not necessarily irreducible) representation R of dimension dim(EOpk (λ)). If ρ is
an irreducible representation contained within R then the subspace of EOpk (λ) transforming
according to ρ is isomorphic to E
Opρ
k (λ), the corresponding generalized eigenspace of Opρ.
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This actually holds for any representation ρ (not necessarily irreducible) in the following
manner.
Property III (Spectral property). The generalized eigenspaces of the quotient operator sat-
isfy
(2.13) ∀λ ∈ C, ∀k ∈ N EOpρk (λ) ∼= HomG(Vρ,EOpk (λ)).
The isomorphism is provided by the mapping vec−1 ◦Θ, where Θ is the matrix used to define
the operator Opρ in E
Opρ
k (λ).
2.3. Structural properties of the quotient and an explicit formula. We would now
like to restrict the possible choices of Θ in (2.8) in such a way that the structure of Opρ reflects
the structure of the original operator Op. For instance, if Op determines the connections
in a discrete graph, we would like the associated graph of Opρ to have the same analogous
connections (see Examples 1.1, 1.2 and the forthcoming examples in Section 3).
Let {ei}pi=1 be the standard basis for Cp, and denote by P := {1, . . . , p} the corresponding
index set. Recalling that pi is a permutation representation, we have (see Remark 2.2) that
for all g ∈ G and i ∈ P there exists a unique j ∈ P such that pi(g)ei = ej = egi. In the case
that Op is a discrete graph Laplacian, the index set, P , is exactly the vertex set. The orbit
of a point i is given by the set
Oi := {j ∈ P : j = gi for some g ∈ G}.
We decompose P into orbits and choose a representative of each orbit. Without loss of
generality, we denote those representatives by D = {1, . . . , |D|} and call D a fundamental
domain.
We claim that it is possible to obtain a quotient Opρ which reflects the structure of the
original operator Op in the following sense.
Property IV (Structural properties). There exists a choice of Θ such that the resulting
quotient operator Opρ = Θ
∗ [Ir ⊗Op] Θ is a matrix comprised of |D| × |D| blocks which are
indexed by (i, j) ∈ D ×D and have the following properties:
(1) The (i, j)-th block, which we denote by [Opρ]i,j, has dimensions di × dj, where
(2.14) di = dim
⋂
g∈G:gi=i
ker
[
Ir − ρ(g)T
]
.
(2) The block [Opρ]i,j is non-zero only if there are elements i
′ ∈ Oi and j′ ∈ Oj such that
Opi′,j′ 6= 0.
(3) The values in the block [Opρ]i,j do not depend on the values of Op outside the rows
from Oi and the columns from Oj.
Remark 2.9. It is natural to expect that the quotient graph with respect to a representation
ρ of degree r = deg(ρ) will have r copies of each of the vertices in the fundamental domain.
This is indeed so for the vertices i that have trivial stabilizer group Gi := {g ∈ G : gi = i}.
For other vertices, the number of their copies di may or may not be reduced. Remarkably,
this dimension di is the number of vectors in Vρ which are invariant under the action ρ(g) of
the group elements that fix i. Equivalently (see equation (2.18) below), di is the number of
copies of the trivial representation in the restricton of ρ to the stabilizer group Gi.
Now we will demonstrate how to find Θ which produces Opρ with these desirable properties.
Definition 2.10 (Orbit subspace). For each i ∈ D, define the subspace Xi ⊆ Cp as the space
of vectors supported only on the indices in Oi, i.e.
(2.15) Xi = span{ej : j ∈ Oi}.
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The preservation of structure will be achieved by imposing the condition that each column
of Θ will only have entries corresponding to a particular orbit, i.e. they will be of the form∑
j∈Oi aj ⊗ ej for some index i and vectors aj ∈ Vρ.
Theorem 2.11. Let the orbit-adapted kernel subspace be
KiG(ρ, pi) := KG(ρ, pi) ∩ [Vρ ⊗Xi] .
Then its dimension equals di as given in (2.14).
Furthermore, let Θi ∈ Mrp×di(C) be a matrix whose columns form an orthonormal basis for
KiG(ρ, pi). Then the columns of the matrix
(2.16) Θ =
(
Θ1, . . . ,Θ|D|
) ∈Mrp×d(C),
form an orthonormal basis for KG(ρ, pi), where d =
∑
i∈D di
Theorem 2.12. Choose Θ as in Theorem 2.11. Then the resulting quotient operator has the
block structure described in Property IV. Moreover, the (i, j) block is given by
(2.17) [Opρ]i,j =
1√|Gi||Gj|
∑
g∈G
(
Φ∗i ρ(g) Φj
)
Opi,gj
where Φi ∈Mr×di(C) is a matrix whose columns form an orthonormal basis for the following
fixed point kernel space
(2.18) KGi(ρ,1) :=
⋂
g∈Gi
ker
[
Ir − ρ(g)T
] ∼= HomGi (ResGGi (Vρ) ,V1) ,
with Gi := {g ∈ G : gi = i} being the stabilizer group of i, ResGGi (Vρ) being the restriction of
the representation ρ to Gi and 1 the trivial representation of Gi.
Clearly, Theorem 2.12 implies Property IV. Both Theorem 2.11 and Theorem 2.12 will be
established in Section 4.
2.4. Further simplifications and computational aspects. First, we mention three gen-
eral cases in which formula (2.17) reduces to a simpler form:
(1) Free action simplification: If the action is free, i.e. Gi = {e} for all i, then5
di = r = deg(ρ) and we can choose Φi to be any r× r unitary matrix, including (and
preferably) Φi = Ir. Then the quotient operator has an especially beautiful form
(2.19) [Opρ]i,j =
∑
g∈G
ρ(g) Opi,gj.
(2) Fixed point simplification: Another significant simplification in equation (2.17) is
possible for a given i, j ∈ D if
(2.20) Opgi,j = 0 whenever g /∈ Gi,
i.e. the only point (or vertex) from Oi that is connected to j ∈ D is i itself.
Since Op is pi-symmetric, we have Opi,gj = Opg−1i,j. Condition (2.20) thus restricts
the summation in (2.17) to the stabilizer group Gi. Two simplifications result when
g ∈ Gi:
Opi,gj = Opg−1i,j = Opi,j
and
Φ∗i ρ(g) Φj =
(
ρ(g)TΦi
)∗
Φj = Φ
∗
i Φj,
5One may also have di = r when the action is not free, although free action is required to achieve the form
(2.19).
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since the columns of Φi are by definition invariant under the action of ρ(g)
T for all
g ∈ Gi.
Equation (2.17) therefore simplifies to
(2.21) [Opρ]i,j =
1√|Gi| |Gj|
∑
g∈Gi
Φ∗i Φj Opi,j =
√|Gi|√|Gj|Φ∗i Φj Opi,j.
(3) Trivial representation simplification: When ρ is the trivial representation, we
have that Φi = (1) for all i. In this case the (i, j) block (or in this case element) of
the quotient is
(2.22) [Opρ]i,j =
1√|Gi||Gj|
∑
g∈G
Opi,gj.
When Op is the discrete Laplacian on a graph, this gives the “quotient graph” widely
encountered in the literature, see e.g., [Bro99a, HH99].
Before proceeding to consider several examples, we wish to make some remarks about practi-
cal computation of the quotient operators. Theorem 2.12 provides a self-contained procedure
for computation; in particular the intersection in (2.18) need only be taken over the genera-
tors of Gi. Equation (2.17) itself, however, may require calculation of representation matrices
for many group elements.
Alternatively, by invoking Theorem 2.11, one can obtain Θi as a basis for the subspace
KG(ρ, pi)∩ [Vρ ⊗Xi]. In the definition of KG(ρ, pi) we again only need to consider the gener-
ators and it is easy enough to represent Vρ ⊗Xi as the null space of a matrix.
Finally in certain instances the software used to find the null space KG(ρ, pi) can be asked
to find the sparsest basis6. This usually means the matrix Θ is automatically in the form
(2.16), at which point calculation of the quotient according to (2.8) can be used.
3. Examples
Example 3.1 (Free action). Let us take the graph from Figure 3.1 (a) described by a
weighted adjacency matrix H with diagonal entries V and weights a and b assigned to the
solid and dashed edges respectively. The graph is invariant under the group G = D3 =
{e, r1, r2, r3, σ, σ2}, where rα denotes reflection over the corresponding axis shown in the
figure and σ is rotation by ω = 2pi/3. The matrices pi(g) are the 6× 6 permutation matrices
corresponding to these actions and satisfy pi(g)H = Hpi(g) for all g ∈ G.
The group is generated by the elements σ and r1, for which there is a representation of
degree 2 given by (including r3 = σr1σ
2 for later convenience)
(3.1) ρ(σ) =
(
cos(ω) − sin(ω)
sin(ω) cos(ω)
)
, ρ(r1) =
(
0 1
1 0
)
, ρ(r3) =
(
sin(ω) cos(ω)
cos(ω) − sin(ω)
)
.
Since deg ρ = 2 there is a pair of functions f1 and f2 that transform under the action of pi(g)
in the manner given by (2.2). So, for example, we have (comparing to Figure 3.1)(
f1(2) f2(2)
)
=
(
f1(r
−1
1 1) f2(r
−1
1 1)
)
=
(
[pi(r1)f1](1) [pi(r1)f2](1)
)
(3.2)
=
(
f1(1) f2(1)
)
ρ(r1) =
(
f2(1) f1(1)
)
.
The group action is transitive (i.e. there is only one orbit) and we choose the vertex 1 as the
representative. Thus, the quotient operator Hρ consists of a single block (1, 1) of size 2× 2:
since the group is fixed point free, d1 = r = 2. Moreover, we can use equation (2.19) to
determine its form. The only non-zero entries in the summation are H1,1 (which corresponds
6For instance, in Matlab, the command null(..., ’r’) works well, provided one normalizes the columns.
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(a)
(
f1(1)
f2(1)
)
(
f1(2)
f2(2)
)
(
f1(6)
f2(6)
)
r1
r2
r3
b
a
(b)
f1(1) f2(1)
V + b sin(ω2) V − b sin(ω2)
a
b cos(ω2)
Figure 3.1. (a) The graph associated to the operator H with a D3 symmetry
and (b) the graph associated to the corresponding quotient operator Hρ, given
in (3.3).
to g = e), H1,2 (with g = r1) and H1,6 (with g = r3). Therefore the resulting quotient
operator is
(3.3)
Hρ = ρ(e)H1,1+ρ(r1)H1,2+ρ(r3)H1,6 = V I+aρ(r1)+bρ(r3) =
(
V + b sin(ω) a+ b cos(ω)
a+ b cos(ω) V − b sin(ω)
)
.
For example, if we take V = 3, a = −1 and b = −2, then the spectrum for the original matrix
H is
spec(H) = {0, 3−
√
3, 3−
√
3, 3 +
√
3, 3 +
√
3, 6},
while the matrix Hρ happens to be diagonal with values 3−
√
3 and 3+
√
3. These eigenvalues
are doubly degenerate in spec(H) precisely because deg ρ = 2: we see from (3.2) that if f1 is
an eigenvector of H with eigenvalue λ then f2 is also an eigenvector with the same eigenvalue
and orthogonal to f1. In addition, we find that if f1 and f2 are such a pair of eigenvectors
then (f1(1), f2(1))
T is an eigenvector of Hρ with the same eigenvalue.
Example 3.2 (Disappearing vertices: when different vertices in the fundamental domain
are not equally represented in the quotient operator). Consider the graph on 16 vertices
given in Figure 3.2 below. It is invariant under the action of the symmetry group G = S4,
corresponding to the permutations of the vertices 1, 2, 3 and 4. The whole group may be
generated by the actions (12), (23) and (34) and |S4| = 4! = 24. There exist two orbits
corresponding to the ‘•’ vertices O• = {1, . . . , 4} and the ‘×’ vertices O× = {5, . . . , 16}. We
consider the operator H on this graph given by
Hij =

a if i ∼ j, i ∈ O•, j ∈ O× or i ∈ O×, j ∈ O•
b if i ∼ j, i ∈ O×, j ∈ O×
V• if i = j ∈ O•
V× if i = j ∈ O×,
where ∼ indicates adjacency of the vertices. In this example, both the ‘•’ and ‘×’ vertices
have non-empty stabilizer groups. Choosing 1 and 5 as the orbit representatives, we have
G• = S3 (permutations of vertices 2, 3 and 4) and G× = S2 (permutations of vertices 3 and
4).
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4
3
1 25
a
b
Figure 3.2. A graph with symmetry group S4 acting as permutations of the
vertices 1, 2, 3, 4 and the corresponding permutation of other vertices. To avoid
clutter, some of the 16 vertices are left unlabeled.
We now wish to find the quotient operator Hρ with respect to the so-called standard
representation of S4 given below by the following generators,
(3.4) ρ
(
(1 2)
)
=
 0 −1 0−1 0 0
0 0 1
 , ρ((2 3)) =
0 0 10 1 0
1 0 0
 , ρ((3 4)) =
0 1 01 0 0
0 0 1
 .
We start by determining the matrices Φ× and Φ• consisting of basis vectors for the kernel
spaces of the corresponding fixed point groups (2.18). Note that it suffices to restrict to the
generators of these groups,⋂
g∈G×
ker
(
I3 − ρ(g)T
)
= ker
(
I3 − ρ
(
(3 4)
)T)
= span

00
1
 ,
11
0
 ,
⋂
g∈G•
ker
(
I3 − ρ(g)T
)
= ker
(
I3 − ρ
(
(3 4)
)T)⋂
ker
(
I3 − ρ
(
(2 3)
)T)
= span

11
1
 ,
and therefore
Φ× =
0 1/√20 1/√2
1 0
 , Φ• =
1/√31/√3
1/
√
3
 .
We proceed to finding the blocks of our quotient operator. Firstly we notice that Hg1,1 is
only non-zero if g ∈ G•. Therefore condition (2.20) is satisfied and so (2.17) reduces to the
simpler expression (2.21). Thus we immediately get
[Hρ]•,• = Φ∗•Φ•H•,• = V•.
We also have Hg1,5 6= 0 only if g ∈ G•, therefore for the 1× 2 block [Hρ]•,× we again utilize
(2.21) to obtain
[Hρ]•,× =
√|G•|√|G×| (Φ∗•Φ×)H•,× =
√
6√
2
(
1/
√
3
√
2/3
)
a =
(
a a
√
2
)
.
Finally, the group elements contributing to the block [Hρ]×,× according to (2.17) are g = e,
(3 4), (1 2) and (3 4)(1 2) (for all other g, H5,g5 = 0). We split the summation into two parts
and use the invariance properties
ρ
(
(3 4)
)T
Φ× = Φ×, ρ
(
(3 4)(1 2)
)T
Φ× = ρ
(
(1 2)
)T
Φ×
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to get
[Hρ]×,× =
1
|G×|
(
2
(
Φ∗×Φ×
)
V× + 2
(
Φ∗×ρ
(
(1 2)
)
Φ×
)
b
)
=
(
V× + b 0
0 V× − b
)
.
Collating all these blocks together we get
Hρ =
 V• a a√2a V× + b 0
a
√
2 0 V× − b
 .
It is interesting to observe that the vertices • and × from the fundamental domain are not
equally represented in the quotient operator (the vertex • partially disappeared, as d• < r).
We will see below more quotients of this kind (and even a case when • disappears completely
from the quotient when d• = 0).
To give a numerical example, we take the standard Laplacian (corresponding to the choice
a = b = −1, V• = 3, V× = 2), and get that the spectrum of the original operator H is
(3.5) spec(H) = {0, 0.44, 0.44, 0.44, 1, 1, 2, 2, 2, 3, 3, 3, 4, 4.56, 4.56, 4.56},
while the spectrum of Hρ picks out some triply degenerate eigenvalues
spec(Hρ) = {0.44, 2, 4.56}.
The above steps show how one arrives at the form of the quotient operator using the
formula (2.17) from Theorem 2.12. In Subsection 2.4 we briefly discussed the numerical
computation of the quotient operator by obtaining a basis Θi for each of the KiG(ρ, pi) outlined
in Theorem 2.11. We can also provide an example of this here. In the case of the trivial
representation, denoted 1, we have that the orbit-adapted kernel space is given by KiG(1, pi) =⋂
g∈G ker[pi(g)− I16]∩Xi. Using this one may verify the basis for K•G(1, pi) and K×G(1, pi) are
given, respectively, by
Θ• =
√
|G•|
|G| (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
T
and
Θ× =
√
|G×|
|G| (0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
T .
Inserting these expressions into Definition 2.6 for the quotient operator leads to
(3.6) H1 = (Θ• Θ×)∗H(Θ• Θ×) =
(
V•
√
3a√
3a V× + b
)
.
The same values for V×, V•, a and b as before give a spectrum spec(H1) = {0, 4}.
The remaining eigenvalues in (3.5) are obtained from the other 3d irrep of S4, leading
to the quotient Hρ˜ = V× − b = (3) (with a multiplicity of 3 in spec(H)) and the 2d irrep
H2d = V× + b = (1) (doubly degenerate in spec(H)). Note that in these instances, although
the structure is technically preserved, we only have d× = 1 and d• = 0, which leads to the
quotient operators being one-dimensional.
There exists one other irrep of S4 — the sign representation generated by sgn((12)) =
sgn((13)) = sgn((14)) = −1. However, there are no associated eigenvalues in spec(H), since
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the number of copies of sgn in the decomposition of pi is
dim(KG(sgn, pi)) = dim(HomG(Vsgn,Cp)) = 1|G|
∑
g∈G
χsgn(g)χ¯pi(g) = 0.
In particular, this means that for the sign representation, d• = d× = 0.
Example 3.3 (Disappearing edges). The present example shows that the converse statement
to the Point (2) in Property IV does not hold. Specifically; it is possible to obtain a quotient
graph in which the block [Opρ]ij is entirely zero, even though Opi′j′ 6= 0 for elements i′ ∈ Oi
and j′ ∈ Oj.
1
2
3
4
5
6
Figure 3.3. A graph with a reflection symmetry for which the connection
between 1 and 2 can disappear when obtaining the quotient operator.
Let us take, for example, the discrete Laplacian on the graph depicted in Figure 3.3. There
is an obvious reflection symmetry that exchanges the vertices 1↔ 4, 2↔ 5 and 3↔ 6. The
symmetry group here, C2, has the trivial and sign representations. Taking the vertices 1,2
and 3 for the fundamental domain and using (2.17) the two quotient Laplacians become
L1 =
 3 −2 −1−2 3 −1
−1 −1 2
 , Lsgn =
 3 0 −10 5 −1
−1 −1 2
 .
In particular we notice that [Lsgn]12 = 0 even though L12 = L15 = −1.
4. Quotient operator formula
This section is devoted to the derivation of the explicit formula (2.17) for the quotient oper-
ator, which can be derived independently of Properties I, II and III. We start by introducing
some necessary mathematical tools and terminology which facilitates Lemma 4.8, showing
that one may decompose the kernel space KG(ρ, pi) into orthogonal subspaces associated to
the orbits. We proceed to describe this orbited-adapted basis, via the columns of Θ, further
in Lemma 4.9. Theorem 2.11, then follows as an immediate consequence of Lemmata 4.8 and
4.9. Finally, we use Lemma 4.9 to prove Theorem 2.12.
Lemma 4.1 (Projection operator). The operator
(4.1) Pρ,pi :=
1
|G|
∑
g∈G
ρ(g)⊗ pi(g)
acting on Vρ ⊗ Cp is the orthogonal projector onto KG(ρ, pi), in particular
(4.2) Pρ,pi = ΘΘ
∗,
where Θ is an orthonormal basis to KG(ρ, pi). In addition, Pρ,pi commutes with Ir ⊗Op.
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Remark 4.2. An immediate corollary from this lemma is that KG(ρ, pi) is a reducing subspace
for Ir ⊗Op. Namely, both KG(ρ, pi) and its orthogonal complement KG(ρ, pi)⊥ are invariant
subspaces for Ir ⊗Op.
Proof of Lemma 4.1. It is well known (see, for example, Chapter 2.2 in [FH13]) that if R is
a unitary representation of G on V then the operator
P :=
1
|G|
∑
g∈G
R(g)
is an orthogonal projector onto the trivial component of R, i.e.
Image[P] = {v ∈ VR : R(g)v = v ∀g ∈ G}.
Therefore, since ρ ⊗ pi forms a unitary representation of G we get that Pρ,pi is a projector
and that it projects orthogonally onto{
ψ ∈ Vρ ⊗ Cp : (ρ(g)⊗ pi(g))ψ = ψ ∀g ∈ G
}
=
{
ψ ∈ Vρ ⊗ Cp : (Ir ⊗ pi(g))ψ = (ρT (g)⊗ Ip)ψ ∀ g ∈ G
}
= KG(ρ, pi),
where we have multiplied through by ρ(g)T ⊗ Ip and used ρTρ = Ir.
The rest of the Lemma is quite immediate. Equation (4.2) is a standard factorization of
an orthogonal projector and Pρ,pi commutes with Ir ⊗Op because Op is pi-symmetric. 
Remark 4.3. Let Hom(Cr,Cp) denote the Hilbert space of homomorphisms from Cr to Cp
(i.e. p× r matrices) with the Hilbert-Schmidt scalar product
(4.3) 〈φ, ψ〉H(Cr,Cp) := Tr (φ∗ψ) .
The space of intertwiners HomG(Vρ,Vpi) = HomG(Cr,Cp) is a linear subspace of Hom(Cr,Cp).
By Lemma 4.1 the operator vec−1 ◦Pρ,pi ◦ vec is the orthogonal projection from Hom(Cr,Cp)
to HomG(Vρ,Vpi). This projection may be written explicitly as
(4.4) φ 7→ 1|G|
∑
g∈G
pi(g)φρ(g)−1.
This may also be perceived as the projection on the trivial isotypical component of the
homomorphism representation of G on Hom(Cr,Cp) (see, for example, Exercise 1.2 and the
preceding discussion in [FH13]).
Among other things, this remark illustrates that the objects we introduce in the tensor
space Vρ ⊗ Cp have exact analogues in terms of intertwiners, but these analogues may be
harder to work with, especially when trying to use linear algebra software for particular
computations.
In Definition 2.10 we introduced the decomposition of the space Vρ⊗Cp into orbit subspaces
Vρ ⊗Xi. To study their intersections with the subspace KG(ρ, pi) we need some simple facts
about the geometry of Hilbert spaces.
Definition 4.4 (Perpendicular subspaces). We will call subspaces V and Y of a Hilbert
space X perpendicular if their orthogonal projectors PV and PY commute.
Remark 4.5. That the orthogonal projectors PV and PY commute is equivalent to Y being
a reducing subspace for PV (or vice versa). To have an example of perpendicular subspaces,
the reader is invited to think about two perpendicular planes (through the origin) in R3. Note
that such planes are not orthogonal as vector spaces. Thus, the terminology perpendicular,
which we adopt.
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Lemma 4.6 (Perpendicular subspace decomposition). Let X =
⊕n
i=1 Vi with {Vi} mutually
orthogonal and let Y ⊂ X be a subspace. Then the orthogonal decomposition
(4.5) Y =
n⊕
i=1
(Y ∩ Vi) .
holds if and only if Y is perpendicular to each of the Vi.
Remark 4.7. An example where (4.5) is not satisfied occurs when V1 ⊂ R3 is a plane,
V2 = V
⊥
1 is the line perpendicular to the plane and Y is another plane that intersects V1
non-orthogonally. In this case V1 ∩ Y is one-dimensional and V2 ∩ Y is zero, therefore (4.5)
is clearly impossible.
Proof of Lemma 4.6. Let us first show that if all Vi are perpendicular to Y then (4.5) holds.
Let Pi and PY denote the orthogonal projectors onto Vi and Y respectively. Since
X =
n∑
i=1
Pi(X) and Y = PY (X),
we have
(4.6) Y =
n∑
i=1
PY Pi(X),
so to get (4.5) we need to show that PY Pi(X) = Y ∩Vi (the sum in (4.6) will then be a direct
sum because each of the spaces Y ∩ Vi are mutually orthogonal). Since v ∈ Y ∩ Vi implies
PY Pi(v) = v, we have Y ∩ Vi ⊂ PY Pi(X). For the other inclusion we use that Vi and Y are
perpendicular,
Y ⊃ PY Pi(X) = PiPY (X) ⊂ Vi.
Conversely, assume that equation (4.5) holds. We immediately get Pi(Y ) = Y ∩ Vi ⊂ Y .
Now let y′ ∈ Y ⊥ and y ∈ Y . Using the self-adjointness of Pi we get for the inner product
〈y, Piy′〉 = 〈Piy, y′〉 = 0,
where we have used that Piy ∈ Y . This shows that Piy′ ∈ Y ⊥ and hence Pi(Y ⊥) ⊂ Y ⊥.
Therefore Y is a reducing subspace for Pi and (see Remark 4.5) perpendicular to Vi. 
Now, we use the above lemma to obtain a decomposition of KG(ρ, pi) to orbit subspaces
(see Definition 2.10). In particular, Theorem 2.11 is obtained as an immediate corollary of
the next lemma.
Lemma 4.8. Denote by KiG(ρ, pi) the intersection of KG(ρ, pi) and the orbit subspace Vρ⊗Xi,
(4.7) KiG(ρ, pi) := KG(ρ, pi) ∩ (Vρ ⊗Xi) .
Then
(4.8) KiG(ρ, pi) = Image [Pρ,pi(Ir ⊗ χi)] ,
and
(4.9) KG(ρ, pi) =
⊕
i∈D
KiG(ρ, pi).
Proof. We start by showing (4.9). This follows from Lemma 4.6 once we prove that KG(ρ, pi)
and Vρ⊗Xi are perpendicular for all i ∈ D. We therefore need to show that Pρ,pi commutes
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with Ir ⊗ χi, the orthogonal projector onto Vρ ⊗ Xi. Here χi : Cp → Xi is the orthogonal
projector on Xi which may be written explicitly as
(4.10) χi :=
∑
j∈Oi
eje
∗
j =
1
|Gi|
∑
g∈G
pi(g)eie
∗
ipi(g)
∗.
It is straightforward to check that χi commutes with pi(h) for all h ∈ G,
pi(h)χi =
(
1
|Gi|
∑
g∈G
pi(h)pi(g)eie
∗
ipi(g)
∗pi(h)∗
)
pi(h)
=
(
1
|Gi|
∑
g∈G
pi(hg)eie
∗
ipi(hg)
∗
)
pi(h) = χipi(h).
Therefore, using the explicit form of Pρ,pi (see Equation (4.1)), we have
(Ir ⊗ χi)Pρ,pi = Pρ,pi(Ir ⊗ χi).
We end the proof by pointing out that (4.8) follows directly from the proof of Lemma 4.6
(it appears as PY Pi(X) = Y ∩ Vi, in the notation of that proof). 
Now we derive a formula for the basis for KiG(pi, ρ) to be used in Theorem 2.12.
Lemma 4.9. The columns of a matrix Θi form an orthonormal basis for KiG(ρ, pi) if and
only if
(4.11) Θi =
√|G|√|Gi| Pρ,pi(Φi ⊗ ei),
where ei ∈ Cp is a standard basis vector and Φi is a r × di matrix whose columns form an
orthonormal basis for the fixed point kernel space (2.18)
(4.12) KGi(ρ,1) :=
⋂
g∈Gi
ker
[
Ir − ρ(g)T
] ∼= HomGi (ResGGi (Vρ) ,V1) ,
where 1 is the trivial representation.
In particular, the number of columns of Φi equals the number of columns of Θi and therefore
di = dimKGi(ρ,1) = dimKiG(ρ, pi).
Remark 4.10. The point (index) i of the fundamental domain is represented by di points
(indices) in the space on which the quotient operator acts. These di points correspond to
vectors in Vρ which are fixed under the action of Gi, the stabilizer of i. For example, if the
stabilizer of i is trivial, i.e. Gi = {e}, then di = dim HomGi
(
ResGGi (Vρ) ,1
)
= dim Vρ, which
gives the maximal value for di.
Proof of Lemma 4.9. If the columns of Θi in (4.11) form an orthonormal basis for KiG(ρ, pi),
then any other choice of basis is obtained by the transformation Θi 7→ ΘiU for some unitary
matrix U . But
ΘiU =
√|G|√|Gi| Pρ,pi(Φi ⊗ ei)U =
√|G|√|Gi| Pρ,pi(ΦiU ⊗ ei),
which corresponds to using an alternative form for Φi in equation (4.11).
Having disposed of the easy part of the Lemma, we now prove that Θi in (4.11) is an
orthonormal basis for KiG(ρ, pi). Recall that Pρ,pi(Ir ⊗ χi) is the orthogonal projector onto
KiG(ρ, pi) and therefore it suffices to check that
(1) Θ∗iΘi = Idi
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(2) ΘiΘ
∗
i = Pρ,pi(Ir ⊗ χi).
We show the first identity above by directly inserting the form of the Θi from (4.11),
(4.13) Θ∗iΘi =
|G|
|Gi| (Φ
∗
i ⊗ e∗i ) P∗ρ,piPρ,pi (Φi ⊗ ei) =
1
|Gi|
∑
g∈G
(
Φ∗i ρ(g)Φi ⊗ e∗ipi(g)ei
)
,
where we have used that P∗ρ,pi = Pρ,pi and P
2
ρ,pi = Pρ,pi. By the action of pi we have
e∗ipi(g)ei =
{
1 g ∈ Gi
0 g /∈ Gi .
By definition of Φi, Φ
∗
i ρ(g) =
(
ρ(g)TΦi
)∗
= Φ∗i for all g ∈ Gi. Therefore (4.13) simplifies to
Θ∗iΘi =
1
|Gi|
∑
g∈Gi
Φ∗iΦi = Φ
∗
iΦi = Idi ,
as required. Note that this also immediately gives us the claim di = dimKGi(ρ,1).
We now evaluate
(4.14) ΘiΘ
∗
i =
|G|
|Gi|Pρ,pi (ΦiΦ
∗
i ⊗ eie∗i ) P∗ρ,pi.
By definition of Φi, we have that ΦiΦ
∗
i is an orthogonal projector onto the space KGi(ρ,1),
see (4.12). By a calculation similar to Lemma 4.1, this projector can be written as
Pi := ΦiΦ
∗
i =
1
|Gi|
∑
g∈Gi
ρ(g).
Therefore,
(4.15) ΘiΘ
∗
i =
|G|
|Gi|Pρ,pi (Pi ⊗ ei e
∗
i ) P
∗
ρ,pi =
1
|Gi| |G|
∑
g,h∈G
(
ρ(g) Pi ρ(h)∗ ⊗ pi(g) ei e∗i pi(h)∗
)
=
1
|Gi|2 |G|
∑
g,h∈G
∑
g′∈Gi
(
ρ(gg′h−1)⊗ pi(gg′) ei (pi(h) ei)∗
)
,
where in going to the last line we have used that pi(g)ei = pi(gg
′)ei for all g′ ∈ Gi. We now
make the transformation g˜ = gg′ and use the invariance of the group action to sum over the
now redundant g′ and get
ΘiΘ
∗
i =
1
|Gi| |G|
∑
g˜,h∈G
(
ρ(g˜h−1)⊗ pi(g˜) ei (pi(h) ei)∗
)
=
1
|Gi| |G|
∑
g,h∈G
(
ρ(g)⊗ pi(gh)ei (pi(h)ei)∗
)
=
1
|G|
∑
g∈G
(
ρ(g)⊗ pi(g) 1|Gi|
∑
h∈G
pi(h)ei (pi(h)ei)
∗
)
=
1
|G|
∑
g∈G
(
ρ(g)⊗ pi(g)
)
(Ir ⊗ χi) = Pρ,pi(Ir ⊗ χi),
where we have used the substitution g = g˜h−1 moving to the second line and in the last line
we have used the form of χi from (4.10).

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Theorem 2.11 follows as a direct consequence of Lemma 4.8 together with the dimension
equality established at the end of Lemma 4.9. Finally, the results developed in this section
are used to prove Theorem 2.12.
Proof of Theorem 2.12. The theorem follows by inserting the expression (4.11) for Θi from
Lemma 4.9 into Θ =
(
Θ1, . . . ,Θ|D|
)
and then into Definition 2.6 of the quotient operator.
Thus Opρ is a matrix comprised of |D| × |D| blocks (some possibly empty), such that the
(i, j) block is of dimensions di × dj and given by[
Opρ
]
i,j
= Θ∗i (Ir ⊗Op) Θj =
|G|√|Gi||Gj| (Φ∗i ⊗ e∗i ) P∗ρ,pi (Ir ⊗Op) Pρ,pi(Φj ⊗ ej).
Using that Pρ,pi is an orthogonal projector (hence P
∗
ρ,pi = Pρ,pi and P
2
ρ,pi = Pρ,pi) which
commutes with (Ir ⊗Op) (see Lemma 4.1) we find[
Opρ
]
i,j
=
|G|√|Gi||Gj| (Φ∗i ⊗ e∗iOp) Pρ,pi (Φj ⊗ ej)
=
1√|Gi||Gj|
∑
g∈G
(
Φ∗i ρ(g)Φj
)
⊗ (e∗iOp pi(g)ej)
=
1√|Gi||Gj|
∑
g∈G
(
Φ∗i ρ(g)Φj
)
⊗ (e∗iOp egj) =
1√|Gi||Gj|
∑
g∈G
(
Φ∗i ρ(g)Φj
)
Opi,gj,
where we expanded Pρ,pi by definition and noted that e
∗
iOp egj = Opi,gj is a scalar.
Obtaining the expression (2.17), it is now easy to check that this quotient, Opρ, obeys the
block structure of Property IV.
We end the proof by adding that the equivalence in (2.18) follows immediately from Lemma
2.5. 
5. Properties of Quotient Operators
5.1. The fundamental property.
Proof of Property I. First, Θ is indeed a Hilbert space isomorphism as it maps an orthonormal
basis of Cd to an orthonormal basis of KG(ρ, pi). Further,
〈vec(φ), vec(ψ)〉KG := vec(φ)∗vec(ψ) = Tr(φ∗ψ) =: 〈φ, ψ〉HomG .
This, together with Lemma 2.5 establish that vec is also a Hilbert space isomorphism.
The commutativity of the left half of the diagram is obtained by showing that (2.10) holds.
This follows from using that Θ∗Θ = Id and ΘΘ∗ = Pρ,pi and that Pρ,pi commutes with Ir⊗Op
(see Lemma 4.1) to give
ΘOpρ = ΘΘ
∗ [Ir ⊗Op] Θ = Pρ,pi [Ir ⊗Op] Θ
= [Ir ⊗Op] Pρ,piΘ = [Ir ⊗Op] Θ.
The commutativity of the right half of the diagram is obtained by showing that (2.11)
holds. This follows immediately from the equivalence of HomG(Vρ,Cp) and KG(ρ, pi) (see
Lemma 2.5) and the identity satisfied by vec, given in Lemma A.2.
Finally, for the other direction, assume there exists an operator O˜p ∈ Md×d (C) and Θ
such that ΘO˜p = [Ir ⊗Op] Θ. Multiplication from the left by Θ∗ immediately shows that,
O˜p has the required form of a quotient operator, as in Definition 2.6. 
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5.2. Algebraic properties. In this section we prove the basic algebraic properties of the
quotient operator Opρ as given in Property II.
Proof of Property II, (1). The proof follows after showing the result for a direct sum of two
representations. Namely, for representations ρ1 and ρ2 of G that Opρ1⊕ρ2
∼= Opρ1 ⊕Opρ2 .
First, from (2.7) it is easy to see that KG(ρ1 ⊕ ρ2, pi) = KG(ρ1, pi)⊕ KG(ρ2, pi). Hence, an
orthonormal basis for KG(ρ1 ⊕ ρ2, pi) can be written as Θ1 ⊕ Θ2, where Θj ∈ Mrjp×dj (C) is
a matrix whose columns form an orthonormal basis for KG(ρj, pi), rj := dim ρj and dj :=
dimKG(ρj, pi) (j = 1, 2). We may now write the quotient with respect to ρ1 ⊕ ρ2 as
Opρ1⊕ρ2 = (Θ1 ⊕Θ2)∗ [Ir1+r2 ⊗Op] (Θ1 ⊕Θ2)
= Θ∗1[Ir1 ⊗Op]Θ1 ⊕ Θ∗2[Ir2 ⊗Op]Θ2 = Opρ1 ⊕Opρ2 .

Proof of Property II, (2). Let H be a subgroup of G. We have following representations pi :
G→ GL(Cp), ρ : G→ GL(Vρ) and σ : H → GL(Vσ), where ρ is the induced representation
of σ from H to G. Denote the respective dimensions by p := dimCp, r := dim Vρ, s = dim Vσ.
By the definition of the induced representation, Vρ = Ind
G
H (Vσ) (see, for example, [FH13]),
we have
Vρ =
n⊕
i=1
giVσ,
where {gi}ni=1 are representatives of the left cosets of H in G and where we use the notation
n := [G : H] = r/s.
To prove the property we show that, given an orthonormal basis7 {θi}di=1 for KH(σ, pi), we
can obtain an orthonormal basis {θ˜i} for KG(ρ, pi) such that
(5.1) [Opσ]i,j := θ
∗
i [Is ⊗Op] θj = θ˜∗i [Ir ⊗Op] θ˜j =:
[
Opρ
]
i,j
,
for any i and j.
The key to showing this equality lies in the Frobenius reciprocity theorem. It states that
the spaces HomH(Vσ,Cp) and HomG(Vρ,Cp) are isomorphic via the explicit mapping of
φ ∈ HomH(Vσ,Cp) to
(5.2) φ˜ =
1√
n
( pi(g1)φ . . . pi(gn)φ ) ∈ HomG(Vρ,Cp),
see proof of Proposition 3.17 in [FH13]. Above we considered the matrix form of the ho-
momorphisms, i.e. φ ∈ Mp×s(C) and φ˜ ∈ Mp×r(C). The factor 1/
√
n is not essential for
Frobenius reciprocity, but is introduced here for normalization. Now, by Lemma 2.5, this
mapping carries to an isomorphism between the two kernel spaces KH(σ, pi) and KG(ρ, pi).
Explicitly, the mapping (5.2) maps θ = vec(φ) to
θ˜ = vec(φ˜) =
1√
n
vec(pi(g1)φ)...
vec(pi(gn)φ)
 = 1√
n
(Is ⊗ pi(g1))θ...
(Is ⊗ pi(gn))θ
 = 1√
n
U(g1, . . . , gn)(1⊗ θ),
where 1 := (1, . . . , 1)T ∈ Cn and U(g1, . . . , gn) =
⊕n
i=1(Is⊗pi(gi)). Now, if we choose {θi} to
be an orthonormal basis for KH(σ, pi), as is used in (5.1) above, then the isomorphism above
takes it to a basis {θ˜i} of KG(ρ, pi). That {θ˜i} is orthonormal follows since U(g1, . . . , gn) is
unitary and hence θ˜∗i θ˜j =
1
n
(1∗1⊗ θ∗i θj) = δij.
7The θi are column vectors and should not be confused with Θi, which are comprised of the θi.
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We are now in a position to show the equality (5.1). Noting that, since Op is pi-symmetric,
we have U(g1, . . . , gn)
∗[Ir ⊗Op]U(g1, . . . , gn) = [Ir ⊗Op] and inserting the form of θ˜i we get
θ˜∗i [Ir ⊗Op] θ˜j =
1
n
(1∗ ⊗ θ∗i )[In ⊗ (Is ⊗Op)](1⊗ θj)
=
1
n
(1∗1⊗ θ∗i [Is ⊗Op]θj) = θ∗i [Is ⊗Op]θj,
as desired. 
Proof of Property II, (3). Consider the trivial subgroup H = {e} of G and take the cor-
responding trivial representation 1H . It can be easily checked that Op1H
∼= Op, i.e. the
quotient operator is equivalent to the original. The induced representation IndGH (1H) of 1H
to G is known as the regular representation regG, which decomposes (see e.g. [FH13]) into
irreducible representations as
(5.3) regG
∼=
⊕
ρ
deg ρ⊕
i=1
ρ.
Here the summation runs over all irreducible representations ρ with the number of copies
equal to the degree of the representation, deg ρ. Therefore, combining the first two parts of
Property II we have
Op ∼= Op1H ∼= OpregG ∼=
⊕
ρ
deg ρ⊕
i=1
Opρ =
⊕
ρ
[
Ideg ρ ⊗Opρ
]
.

5.3. Spectral property.
Proof of Property III. The spectral property (2.13) of the quotient operator arises as a conse-
quence of the fundamental property (Property I). Specifically, we wish to replace the operators
in the commutative diagram (2.9), turning it into
(5.4)
Cd
∼=−−−−−−−−→
Θ
KG(ρ, pi)
∼=←−−−−−
vec
HomG(Vρ,Cp)
(Opρ−λId)k
y yIr⊗(Op−λIp)k y(Op−λIp)k
Cd
∼=−−−−−−−−→
Θ
KG(ρ, pi)
∼=←−−−−−
vec
HomG(Vρ,Cp)
That the horizontal arrows of the diagram are indeed isomorphisms follows from the definition
of Θ (Definition 2.6) together with Lemma 2.5. To establish the validity of this diagram, we
must verify that
∀v ∈ Cd, Θ(Opρ − λId)kv =
[
Ir ⊗ (Op− λIp)k
]
Θv(5.5)
∀φ ∈ HomG(Vρ,Cp),
(
Ir ⊗ (Op− λIp)k
)
vec(φ) = vec
(
(Op− λIp)k φ
)
.(5.6)
First, (5.5) is obtained from
Θ(Opρ − λId)k = Θ (Θ∗ [Ir ⊗Op] Θ− λId)k
= Θ (Θ∗ [Ir ⊗ (Op− λIp)] Θ)k =
[
Ir ⊗ (Op− λIp)k
]
Θ,
where we have used Θ∗Θ = Id and ΘΘ∗ = Pρ,pi and that Pρ,pi commutes with Ir ⊗ Op (see
Lemma 4.1). Similarly, using the identity given in Lemma A.2 we immediately obtain (5.6).
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The diagram (5.4) shows that for all φ = vec−1(Θv) ∈ HomG(Vρ,Cp)
(Opρ − λId)kv = 0 ⇐⇒ (Op− λIp)kφ = 0,
which gives explicitly (2.13) with the map vec−1Θ, once we observe that the right hand side
of (2.13) may be written as
HomG(Vρ,E
Op
k (λ)) = ker
(
(Op− λIp)k
)
,
where the domain of (Op− λIp)k above is HomG(Vρ,Cp).

6. Quantum graph quotients
Quantum graphs are consistently used as models for various systems within mathematical
physics and spectral geometry (see e.g. [BK13, GS06]). In this context the Laplacian (or
Schro¨dinger operator) is not a finite dimensional operator and therefore would not appear
to fit within our current framework. However a quotient of a quantum graph has already
been defined in [BPBS09, PB10] and in this section we show that we can indeed extend our
methods to this setting. The result is a more explicit and compact construction than those
given in Section 6 in [BPBS09] and Section 4.2 in [PB10]. Moreover, the quotient quantum
graphs we obtain here are always self-adjoint - a result that was lacking in [BPBS09, PB10].
We keep the description of quantum graphs below as condensed as possible. A reader
who is unfamiliar with quantum graphs has many sources to choose from, in particular the
elementary introduction [Ber17], the introductory exercises [BG17], the review [GS06] and
the books [BK13, Mug14].
6.1. Quantum graphs in a nutshell. Consider a graph Γ with finite vertex and edge sets
V and E . If we associate a length le > 0 to each edge e ∈ E the graph Γ becomes a metric
graph, which allows us to identify points x ∈ [0, le] along each edge. To do this, we need to
assign a direction to each edge which, at the moment, we can do arbitrarily.
We now consider functions and operators on the metric graph Γ. To this end we take our
function space to be the direct sum of spaces of functions defined on each edge
(6.1) H2(Γ) := ⊕e∈EH2(e) := ⊕e∈EH2([0, le])
and choose some Schro¨dinger type operator defined on H2(Γ),
(6.2) Op := −4+ V :
 fe1...
fe|E|
 7→
 −f
′′
e1
+ Ve1fe1
...
−f ′′e|E| + Ve|E|fe|E|
 ,
where fe is the component of a function f on Γ to the edge e ∈ E .
To make the operator self-adjoint we must further restrict the domain of the operator by
introducing vertex conditions, formulated in terms of the values of the functions and their
derivatives at the edge ends. To formulate these conditions, we introduce the “trace” oper-
ators γD, γN : H
2(Γ) → C2|E| which extract the Dirichlet (value) and Neumann (derivative)
boundary data from a function f defined on a graph,
(6.3) γD(f) :=

fe1(0)
fe1(le1)
...
fe|E|(0)
fe|E|(le|E|)
 and γN(f) :=

f ′e1(0)−f ′e1(le1)
...
f ′e|E|(0)
−f ′e|E|(le|E|)
 ;
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The vertex conditions are implemented by the condition
(6.4) (A |B)
(
γD(f)
γN(f)
)
= AγD(f) +BγN(f) = 0.
We shall write Dom(Op) for the domain of our operator, i.e. the set of functions f ∈ H2(Γ)
such that (6.4) is satisfied. The connectivity of the graph is retained by requiring that only
values and/or derivatives at the points corresponding to the same vertex are allowed to
enter any equation of conditions (6.4). In particular this means we have the decomposition
A =
⊕
v∈V A
(v), and similarly for B. It was shown by Kostrykin and Schrader [KS99] that
the operator is self-adjoint if and only if the following conditions hold
(1) (A|B) is of full rank, i.e. Rank(A|B) = |E|.
(2) AB∗ is self adjoint.
Remark 6.1. One obtains a unitarily equivalent quantum graph, specified by the conditions
A˜ = CA and B˜ = CB, if and only if C ∈ GL(C2|E|), [KS99].
A compact quantum graph (i.e. a graph with a finite number of edges and a finite length
for each edge) with bounded potential V has a discrete infinite eigenvalue spectrum bounded
from below, which we denote by
(6.5) spec(Γ) :=
{
k2 : −4f + V f = k2f, (γD(f), γN(f))T ∈ ker(A|B)
}
.
A common choice of vertex conditions are Kirchhoff–Neumann conditions: for every vertex
the values at the edge-ends corresponding to this vertex are the same and the derivatives
(with the signs given in (6.3)) add up to zero. In particular, at a vertex of degree 2 these
conditions are equivalent to requiring that the function is C1 across the vertex. Conversely,
each point on an edge may be viewed as a “dummy vertex” of degree 2 with Neumann-
Kirchhoff conditions.
6.2. Quantum graphs and symmetry. We now extend the notion of a pi-symmetric op-
erator (Definition 2.6) to quantum graphs. To motivate our definition informally consider
a graph Γ with some symmetries: transformations on the metric graph that map vertices
to vertices while preserving the graph’s metric structure. We can assume, without loss of
generality, that an edge is never mapped to its own reversal.8 If this condition is satisfied, it
is easy to see that the edge directions (as described in Section 6.1) may be assigned so that
they are preserved under the action of the symmetry group. From now on we will denote
by ge = e′ the action of an element g of the symmetry group G on the edges with their
assigned direction. Now the “preservation of metric structure” mentioned above is simply
the condition that the edge lengths are fixed by all g ∈ G, i.e. lge = le. This allows us to
pointwise compare functions defined on two G-related edges. We are now ready to introduce
the notion of a pi-symmetric quantum graph.
Definition 6.2. Let pi : G→ GL(C|E|) be a group homomorphism such that for each g ∈ G,
pi(g) is a permutation matrix. A quantum graph is pi-symmetric if
(1) for all e ∈ E and all g ∈ G, lge = le (lengths are preserved) and Vge ≡ Ve (the potential
is preserved).
8If such an edge exists we can always introduce a dummy vertex in the middle of it, splitting the edge into
two (which are now mapped to each other). Introducing dummy vertices at midpoints of every such edge
restores the property of mapping vertices to vertices.
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(2) pi preserves the vertex conditions, namely, with pˆi(g) = pi(g)⊗ I2,
(6.6) AF +BF ′ = 0 ⇔ Apˆi(g)F +Bpˆi(g)F ′ = 0
for all g ∈ G and F, F ′ ∈ C2E.
The somewhat strange form of condition (6.6) deserves an explanation. Since le = lge,
there is a natural isomorphism H2(e) ∼= H2(ge) for every g ∈ G. This allows us to define the
action of pi(g) on the function space H2(Γ) (or any other similar space on Γ) by
(6.7) pi(g) :
 fe1...
fe|E|
 7→
 fg−1e1...
fg−1e|E|
 .
Informally, this just means that the transformation pi(g) takes the function from an edge e
and places it on the edge ge. In “placing” the function, we implicitly use the isomorphism
mentioned above. In particular, the condition on the potential V = (Ve1 , . . . , Ve|E|)
T in
Definition 6.2 can be now written as pi(g)V = V for any g ∈ G.
We note that the action of pi(g) above coincides with the result of the formal multiplication
of the vector f by the permutation matrix pi(g). This multiplication is “formal” because
different entries of f belong to different spaces and there is no a priori way to shuffle them
or create linear combinations. It is only through symmetry of the graph and the resulting
isomorphism between different edge spaces that we get a meaningful result. We will return
to this point in the proof of Theorem 6.6 below.
Returning to the definition of a symmetric graph, the symmetry can be said to preserve
the vertex conditions if, for any g ∈ G,
(6.8) f ∈ Dom(Op) ⇔ pi(g)f ∈ Dom(Op).
But one can easily check that
(6.9) γD(pi(g)f) = (pi(g)⊗ I2)γD(f),
and similarly for the Neumann trace, γN . Combining this with condition (6.4) results in
(6.6).
Finally, we remark that, in general, the matrices A and B are not pˆi-symmetric (see Ex-
ample 6.9). But there is always an equivalent choice that is pˆi-symmetric.
Lemma 6.3. Let A and B define vertex conditions on a pi-symmetric quantum graph. Then
the matrices
(6.10) A˜ = (A+ iB)−1A and B˜ = (A+ iB)−1B.
define equivalent vertex conditions. Furthermore, A˜ and B˜ are pˆi-symmetric, i.e.,
(6.11) ∀g ∈ G; pˆi(g)∗A˜pˆi(g) = A˜ and pˆi(g)∗B˜pˆi(g) = B˜.
Proof. It is shown in [KS99] (see also [BK13, lemma 1.4.7]) that the matrix A+iB is invertible.
Therefore (see Remark 6.1) A˜ and B˜ define equivalent vertex conditions. To show they are
pˆi-symmetric we observe that since A˜ + iB˜ = I commutes with pˆi(g) for any g ∈ G, it is
enough to show that A˜− iB˜ also commutes with pˆi(g) for any g ∈ G.
Take an arbitrary vector a ∈ C2E and let
(6.12) b = (A˜− iB˜)a.
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Writing out the definitions of A˜ and B˜ from (6.10) and using (6.6) we get for all g ∈ G
b = (A˜− iB˜)a⇔ b = (A+ iB)−1(A− iB)a
⇔ A(b− a) +B(ib+ ia) = 0
⇔ Apˆi(g)(b− a) +Bpˆi(g)(ib+ ia) = 0
⇔ (Apˆi(g) + iBpˆi(g))b = (Apˆi(g)− iBpˆi(g))a
⇔ b = pˆi(g)∗(A+ iB)−1(A− iB)pˆi(g)a.
We conclude that for every a
(6.13) (A˜− iB˜)a = pˆi(g)∗(A˜− iB˜)pˆi(g)a,
which establishes the desired invariance. 
From now on we assume that our chosen A and B are, in fact, pˆi-symmetric.
6.3. Quotient quantum graph. Recalling Definition 2.4 in Section 2.1, if pi is a permuta-
tion representation of the group G on C|E| then the kernel space associated to the represen-
tation ρ (of degree r) is
(6.14) KG(ρ, pi) :=
⋂
g∈G
ker
[
Ir ⊗ pi(g)− ρ(g)T ⊗ I |E|
] ⊂ Cr ⊗ C|E|,
with dimension d := dim(KG(ρ, pi)). We will also need the corresponding doubled space
KG(ρ, pˆi) :=
⋂
g∈G
ker
[
Ir ⊗ pˆi(g)− ρ(g)T ⊗ I2|E|
]
= KG(ρ, pi)⊗ C2.
We now proceed to construct a basis Θ for KG(ρ, pi) in the fashion of Section 2.3, which
preserves the structural properties of the graph. Let us therefore choose a fundamental
domain D = {e1, e2 . . . , e|D|} by selecting precisely one edge ej from each orbit Oj = {ek ∈
E : ∃g ∈ G, ek = gej}. Following Theorem 2.11 we let Θi ∈ Mr|E|×di(C) be a matrix whose
columns form an orthonormal basis for the subspace
(6.15) KiG(ρ, pi) := KG(ρ, pi) ∩ [Vρ ⊗Xi] ,
where (recalling Definition 2.10) Xi = span{ej : ej ∈ Oi}. Then the columns of the matrix
(6.16) Θ =
(
Θ1, . . . ,Θ|D|
) ∈Mr|E|×d(C),
form an orthonormal basis for KG(ρ, pi), where d =
∑
i∈D di and di = dim(KiG(ρ, pi)) ≤ r is
the number of copies of the directed edge ei in the quotient graph. Hence we can label these
edges as {ei,j}i∈D,j=1,...,di and lei,j = lei (and similarly Vei,j = Vei) for all i ∈ D, j = 1, . . . di.
Recall (see Lemma 4.1) that Θ∗Θ = Ir and ΘΘ∗ = Pρ,pi, which in turn means that
Θˆ = Θ⊗ I2 is an orthonormal basis for KG(ρ, pˆi), satisfying
(6.17) Θˆ∗Θˆ = Ir, ΘˆΘˆ∗ = Pρ,pˆi = Pρ,pi ⊗ I2.
Definition 6.4 (Quotient quantum graph). Let Γ be a pi-symmetric quantum graph, see
Definition 6.2, and let ρ : G→ GL(Vρ) be a representation of G of degree r and let D and Θˆ
be defined as above. Then the quotient graph Γρ is formed from the edges {ei,j}i∈D,j=1,...,di of
corresponding lengths {lei}i∈D. The operator Opρ on this graph is defined by the differential
expression −d2/dx2 + Vei on each of the edges ei,j, and the vertex conditions are given by
(6.18) Aρ := Θˆ
∗[Ir ⊗ A]Θˆ, Bρ := Θˆ∗[Ir ⊗B]Θˆ.
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We recall that A and B are assumed to be pˆi-symmetric. Similarly, we shall write Dom(Opρ)
for the space of functions f ∈ H2(Γρ) satisfying AργD(f) +BργN(f) = 0.
Note that the graph topology is described indirectly by the vertex conditions, which are
implemented through Aρ and Bρ. Provided Op is self-adjoint Definition 6.4 gives rise to a
self-adjoint quotient graph, as shown in Lemma 6.5 below. We also remark here that unlike
the more general choice of Θ in Definition 2.6, here we must use an orbit-adapted choice of
Θ to get a meaningful result.
Lemma 6.5. If A and B define a self-adjoint quantum graph then Aρ and Bρ satisfy
(1) Rank(Aρ|Bρ) = 2d
(2) AρB
∗
ρ is self-adjoint.
Proof. We will need two facts for this proof. The first is a basic property of the rank of a
matrix: if K is an n×m matrix of rank n then Rank(LK) = Rank(L). The second is that
(6.19) ΘˆΘˆ∗ = Pρ,pi ⊗ I2 = 1|G|
∑
g∈G
ρ(g)⊗ pˆi(g)
commutes with the matrices Ir ⊗ A and Ir ⊗B because A and B commute with pˆi(g).
We have
Rank(Aρ|Bρ) = Rank
(
Θˆ∗[Ir ⊗ A]Θˆ
∣∣∣Θˆ∗[Ir ⊗B]Θˆ)(6.20)
= Rank
[(
Θˆ∗[Ir ⊗ A]Θˆ
∣∣∣Θˆ∗[Ir ⊗B]Θˆ) (I2 ⊗ Θˆ∗)] ,
since the matrix
(6.21) I2 ⊗ Θˆ∗ =
(
Θˆ∗ 0
0 Θˆ∗
)
has 4d independent rows. We continue, keeping in mind the commutativity properties of
ΘˆΘˆ∗,
Rank(Aρ|Bρ) = Rank
(
Θˆ∗[Ir ⊗ A]ΘˆΘˆ∗
∣∣∣Θˆ∗[Ir ⊗B]ΘˆΘˆ∗)(6.22)
= Rank
(
Θˆ∗ΘˆΘˆ∗[Ir ⊗ A]
∣∣∣Θˆ∗ΘˆΘˆ∗[Ir ⊗B])
= Rank
[
Θˆ∗
(
Ir ⊗ A
∣∣Ir ⊗B)]
= Rank(Θˆ∗) = 2d,
with the last transition possible because the rows of
(
Ir ⊗ A
∣∣Ir ⊗B) are independent. To
show the second part of the lemma, we have
AρB
∗
ρ = Θˆ
∗[Ir ⊗ A]ΘˆΘˆ∗[Ir ⊗B∗]Θˆ
= Θˆ∗ΘˆΘˆ∗[Ir ⊗ A][Ir ⊗B∗]Θˆ
= Θˆ∗[Ir ⊗ AB∗]Θˆ
= Θˆ∗[Ir ⊗BA∗]Θˆ = BρA∗ρ.

We now show that our construction of the quotient graph Γρ satisfies Definition 1 in [PB10].
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Theorem 6.6. For the pi-symmetric quantum graph Γ and its quotient graph Γρ described in
Definition 6.4, the following diagram commutes.
(6.23)
Dom(Opρ)
∼=−−−→ HomG(Vρ,Dom(Op))
Opρ
y yOp
L2(Γρ)
∼=−−−→ HomG(Vρ, L2(Γ))
where the isomorphisms in the diagram are Hilbert space isomorphisms (i.e. they preserve
the inner product).
Remark 6.7. The above is analogous to Property I (fundamental property) we have shown
for the finite-dimensional operator. The proof will run along the same lines (see Section 5.1)
but there are some complications. First of all, we will need to be checking the vertex condi-
tions because we claim isomorphism between domains of the two operators in the top line of
(6.23). Second, we cannot directly use Lemmas 2.5 and 4.1 because of the changed meaning
of the matrix multiplication, see the discussion around equation (6.27).
Proof. We begin by discussing the space HomG(Vρ,Dom(Op)). It consists of the row vectors
φ =
(
φ(1), . . . , φ(r)
)
, r = deg(ρ), φ(j) ∈ Dom(Op), j = 1, . . . , r, satisfying the intertwining
condition
(6.24) pi(g)φ :=
(
pi(g)φ(1), . . . , pi(g)φ(r)
)
= φρ(g), ∀ g ∈ G,
where each φ(j) is a column
φ(j) =
φ
(j)
e1 ,
...
φ
(j)
e|E|
 , φ(j)ek ∈ H2([0, lek ]).
The action pi(g)φ(j) is defined in (6.7) and the multiplication by ρ(g) is the standard multi-
plication of a row vector by a matrix. The Hilbert space structure on HomG(Vρ,Dom(Op))
is given by the scalar product
(6.25) 〈φ, ψ〉HomG(Vρ,Dom(Op)) = Tr (φ∗ψ) :=
r∑
j=1
∑
e∈E
〈φ(j)e , ψ(j)e 〉L2([0,le]).
We will show that the Hilbert-space isomorphism Dom(Opρ)
∼= HomG(Vρ,Dom(Op)) — top
line of (6.23) — is given by the map vec−1 ◦Θ.
We need to explain what is meant by applying the (numerical) matrix Θ to f ∈ Dom(Opρ),
since the latter is just a list of functions living, a priori, in different spaces. The informal
explanation is that edges belonging to the same orbit have the same lengths and the functions
defined on them can therefore be formed into linear combinations. More formally, assume we
have two direct sum spaces ⊕nj=1Vj and ⊕mk=1Uk and assume we have a set of isomorphisms
among the individual spaces {Vj, Uk}. The set of isomorphisms is assumed to be closed by
transitivity. For a matrix T ∈ Mn×m the action between ⊕nj=1Vj and ⊕mk=1Uk is well-defined
only if Vj ∼= Uk for all Tjk 6= 0. Then we can say
(6.26) T
v1...
vn
 =
u1...
um
 ,
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if uk are defined by applying the rules of matrix multiplication,
(6.27) uk =
n∑
j=1
i (Tk,jvj) =
n∑
j=1
Tk,ji (vj)
where i : Vj → UK is some appropriate linear isomorphism. For example, if Vj ∼= H2([0, l]) ∼=
Uk correspond to an edge in the full graph and quotient graph respectively then we have
simply u = i(v) = v. The sum is taken over all j such that Tk,j 6= 0 (alternatively, we can
allow i to map 0 to 0 for any two spaces). It is easy to see that this action is associative,
i.e. if we have the action of T from ⊕nj=1Vj to ⊕mk=1Uk and the action of S from ⊕mk=1Uk to
⊕pl=1Wl, then S(Tv) = (ST )v.
Let f = (fe1,1 , . . . , fe1,d1 , fe2,1 , . . . fe2,d2 , . . .)
T ∈ Dom(Opρ). From the construction of Θ
in (6.16) we see that the action of Θ on f is well defined, i.e. each row of Θf is a linear
combination of functions defined on quotient edges of the same length (recall that lei,k = lei).
We now need to show that9 φ = vec−1(Θf) ∈ HomG(Vρ,Dom(Op)), i.e. each φ(j) ∈ Dom(Op)
and φ satisfies (6.24).
To show that each φ(j) satisfies the vertex conditions of Γ let us define
(6.28) AγD(φ) +BγN(φ) :=
(
AγD(φ
(1)) +BγN(φ
(1)), . . . , AγD(φ
(r)) +BγN(φ
(r))
)
.
Applying vec to the left-hand side (see Lemma A.2), and letting Θf = vec(φ), we write
vec
(
AγD(φ) +BγN(φ)
)
= [Ir ⊗ A]γD(vec(φ)) + [Ir ⊗B]γN(vec(φ))(6.29)
= [Ir ⊗ A]γD(Θf) + [Ir ⊗B]γN(Θf)
= [Ir ⊗ A]ΘˆγD(f) + [Ir ⊗B]ΘˆγN(f)
= [Ir ⊗ A]ΘˆΘˆ∗ΘˆγD(f) + [Ir ⊗B]ΘˆΘˆ∗ΘˆγN(f)
= Θˆ
(
Θˆ∗[Ir ⊗ A]ΘˆγD(f) + Θˆ∗[Ir ⊗B]ΘˆγN(f)
)
= Θˆ (AργD(f) +BργN(f)) ,
where we have used that Θˆ∗Θˆ = I2d and ΘˆΘˆ∗ commutes with Ir ⊗ A and Ir ⊗ B (see also
the proof of Lemma 6.5).
Since vec is invertible and Θˆ is left-invertible, AγD(φ)+BγN(φ) = 0 if and only if AργD(f)+
BργN(f) = 0. In other words,
(6.30) ∀j = 1, . . . , r, φ(j) ∈ Dom(Op) ⇔ f ∈ Dom(Opρ).
To verify φ is an intertwiner we calculate (see (2.5)-(2.6))
vec (pi(g)φ− φρ(g)) = [Ir ⊗ pi(g)− ρ(g)T ⊗ Ip]vec(φ)(6.31)
= [Ir ⊗ pi(g)− ρ(g)T ⊗ Ip]Θf
=
(
[Ir ⊗ pi(g)− ρ(g)T ⊗ Ip]Θ
)
f = 0,
where we used associativity of the matrix action on f and the fact that columns of Θ are in
the kernel of the matrix in the square brackets.
We have established that vec−1 ◦Θ maps Dom(Opρ) to a subset of HomG(Vρ,Dom(Op)).
This mapping is obviously linear. We still need to show it is one-to-one and onto. We do it
by furnishing its inverse.
9Here vec−1 is understood as the inverse of vec : M|E|×r(C)→ C|E|r as in Section A.
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Let us introduce the mapping Θ∗ ◦vec acting on HomG(Vρ,Dom(Op)). The multiplication
by Θ∗ can be shown to be well defined in the sense of (6.27), i.e. it only takes the linear
combinations of the functions defined on the edges from the same orbit. By (6.30), the
codomain of the mapping is Dom(Opρ). It is immediate that Θ
∗ ◦ vec is a left inverse of
vec−1 ◦ Θ. We now need to show that the product vec−1 ◦ ΘΘ∗ ◦ vec = vec−1 ◦ Pρ,pi ◦ vec is
identity on HomG(Vρ,Dom(Op)).
Using linearity of vec−1 and the definition of Pρ,pi, equation (4.1), we write
(6.32) vec−1
(
Pρ,pivec(φ)
)
=
1
|G|
∑
g∈G
vec−1
(
(ρ(g)⊗ pi(g)) vec(φ)
)
On the other hand, using properties of vec, Lemma A.2, we get
vec−1
(
(ρ(g)⊗ pi(g)) vec(φ)
)
= vec−1
(
(Ir ⊗ pi(g))(ρ(g)⊗ Ip)vec(φ)
)
(6.33)
= pi(g)vec−1
(
(ρ(g)⊗ Ip)vec(φ)
)
= pi(g)φρ−1(g) = φ,
since φ ∈ HomG(Vρ,Dom(Op)) satisfies the intertwining condition (6.24). Substituting into
(6.32) we obtain vec−1
(
Pρ,pivec(φ)
)
= φ.
To summarize, we have established that vec−1 ◦ Θ gives the isomorphism Dom(Opρ) ∼=
HomG(Vρ,Dom(Op)). Additionally, it is a Hilbert space isomorphism since for φ = vec
−1(Θf)
and ψ = vec−1(Θg) from HomG(Vρ,Dom(Op)) we have
〈φ, ψ〉HomG(Vρ,Dom(Op)) = Tr (φ∗ψ) = vec(φ)∗vec(ψ)
= (Θf)∗(Θg) = f ∗Θ∗Θg = f ∗g = 〈f, g〉 :=
∑
e∈E
〈xe, ye〉L2([0,le]),
where during linear algebra operations in the middle we have suppressed the scalar product
meaning of multiplying the entries of f, g and φ, ψ.
An identical proof (without checking the vertex conditions) works to establish the isomor-
phism between L2(Γρ) and HomG(Vρ, L2(Γ)) (the bottom line in (6.23)).
Finally, we remember that Opρ and Op act as a linear differential expression applied to
each entry. They commute with taking (allowed) linear combinations, giving us ΘOpρf =
[Ir ⊗Op]Θf for all f ∈ Dom(Opρ). Applying vec−1 to both sides gives
(6.34) vec−1(ΘOpρf) = Op vec
−1(Θf),
which shows the commutativity of the diagram. 
Theorem 6.6 shows that the quotient quantum graph we describe in this section is also a
quotient quantum graph according to the definition of [PB10] (Definition 1 there). There
are several advantages to the quotient construction of Definition 6.4. The first is that the
construction method of the quotient is simpler to implement and convenient for computer-
aided computation. Another advantage is that our construction ensures the self-adjointness
of the operator on the quotient graph (Lemma 6.5) and by this answers a question which was
left open in [BPBS09, PB10]. We note that the self-adjointness of the quotient is actually a
consequence of the horizontal arrows of the diagram (6.23) being Hilbert space isomorphisms
(i.e., unitarity). In addition, it is possible to construct quotients for general Schro¨dinger
operators and not just the Laplacian. Finally, our construction extends to an alternative
description of quantum graphs by scattering matrices, as detailed in the next section.
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6.4. Quotient quantum graph via the bond scattering matrix. The Schro¨dinger op-
erator of a quantum graph is not a finite dimensional operator. However, in the case of
zero potential, there exists a so-called unitary evolution operator U(k) = T (k)S(k) of finite
dimension (equal to 2|E| × 2|E|) that can fully describe the spectrum. Here T (k) is a bond
transmission matrix and S(k) a bond scattering matrix expressed in terms of the vertex
condition matrices,
(6.35) ∀k ∈ R, S(k) = −J (A+ ikB)−1 (A− ikB) ,
where
J = I |E| ⊗ ( 0 11 0 ) ,
is a matrix that swaps between entries corresponding to start-points and end-points of edges.
Note that (6.35) is well defined, as it is shown in [KS99] (see also [BK13, lemma 1.4.7]) that
the matrix A+ ikB is invertible.
The matrix S(k) is assured to be unitary if the operator is self-adjoint, namely, if (A|B)
is of full rank and AB∗ is self adjoint [BK13, Lemma 1.4.7]. In addition, it might happen
that S(k) is k-independent. This occurs, for example, when the vertex conditions are either
Kirchhoff-Neumann (see Example 6.9) or Dirichlet (a vertex with Dirichlet condition means
that the function vanishes at that vertex).
To understand the physical meaning of S(k) we assign two opposite directions for each edge
in Γ, meaning we get a directed graph with 2|E| total edges. The entry [S(k)]e,e′ then gives the
quantum amplitude of scattering from the directed edge e′ to e. In particular, [S(k)]e,e′ 6= 0
only if e′ is directed into some vertex v and e is directed out of v. S(k) therefore contains all
the information about the graph’s connectivity and its vertex conditions.
In contrast, the transmission matrix T (k) = eikLˆ, where Lˆ := L⊗I2 and L := diag({le}e∈E)
is a diagonal matrix of edge lengths, describes the evolution along the edges. The spectrum
of the Laplacian (6.5) is then given by
(6.36) spec(Γ) =
{
k2 : det
(
I2|E| − U (k)
)
= 0
}
,
as was shown in [vB85, KS97] (see also [BK13, Theorem 2.1.8]).
We may apply the theory of the current paper to compute the quotient of the graph’s
scattering matrix. One then finds that the quotient of the scattering matrix equals the
scattering matrix of the quotient.
Proposition 6.8. Let Γ be a quantum graph, whose Schro¨dinger operator has zero potential
and whose bond scattering matrix is denoted by S(k). Assume that Γ is pi-symmetric with
respect to a permutation representation pi of a group G. Let ρ be another representation of
G and Γρ the corresponding quotient.
Then, for all k ∈ C, S(k) and U(k) are pˆi-symmetric. In addition, the scattering matrix
of Γρ is given by the quotient matrix
(6.37) Sρ(k) = Θˆ
∗(Ir ⊗ S(k))Θˆ,
and the unitary evolution operator of Γρ is given by the quotient matrix
(6.38) Uρ(k) = Θˆ
∗(Ir ⊗ U(k))Θˆ.
Proof. First, the matrix S(k) is pˆi-symmetric, as a consequence of (6.35). To see this, note
that by assumption, A and B are pˆi-symmetric and also that an invertible matrix is pˆi-
symmetric if and only if its inverse is also pˆi-symmetric. The scattering matrix of Γρ is given
by
− (Id ⊗ ( 0 11 0 )) (Aρ + ikBρ)−1(Aρ − ikBρ).
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Plugging the expressions for Aρ, Bρ, (6.18), and rearranging, we get
− (Id ⊗ ( 0 11 0 ))
[
Θˆ∗ (Ir ⊗ (A+ ikB)) Θˆ
]−1 [
Θˆ∗ (Ir ⊗ (A− ikB)) Θˆ
]
= − (Id ⊗ ( 0 11 0 ))
[
Θˆ∗ (Ir ⊗ (A+ ikB))−1 Θˆ
] [
Θˆ∗ (Ir ⊗ (A− ikB)) Θˆ
]
= − (Id ⊗ ( 0 11 0 )) Θˆ∗
(
Ir ⊗ (A+ ikB)−1
)
(Ir ⊗ (A− ikB)) Θˆ
= − (Id ⊗ ( 0 11 0 )) Θˆ∗
(
Ir ⊗ (A+ ikB)−1(A− ikB)
)
Θˆ
= −Θˆ∗ [Ir ⊗ (I |E| ⊗ ( 0 11 0 )) (A+ ikB)−1(A− ikB)] Θˆ
= Θˆ∗(Ir ⊗ S(k))Θˆ = Sρ(k),
where to get to the third line we used that ΘˆΘˆ∗ commutes with Ir⊗A and with Ir⊗B (see
also the proof of Lemma 6.5) together with Θˆ∗Θˆ = I2d and the fifth line is obtained from
Θˆ = Θ⊗ I2, Θˆ∗ = Θ∗ ⊗ I2,
(Id ⊗ ( 0 11 0 )) Θˆ∗ = Θ∗ ⊗ ( 0 11 0 ) = Θˆ∗
(
Ir|E| ⊗ ( 0 11 0 )
)
.
Next, we turn to the unitary evolution operator. Condition (1) in Definition 6.2 guarantees
that the edge length matrix of Γ, Lˆ = L ⊗ I2 is pˆi-symmetric. This, together with the pˆi-
symmetry of S(k) yields the pˆi-symmetry of U(k).
We now show (6.38). We form a diagonal d×d matrix, Lρ := diag({lei,j}i∈D,j=1,...,di), which
stores the edge lengths of the quotient graph Γρ. This matrix is related to the edge length
matrix of the original graph, Γ by
(6.39) Lρ = Θ
∗[Ir ⊗ L]Θ,
which is a consequence of the locality and orthonormality of Θ’s columns, as provided by
Theorem 2.11. Explicitly, a Θ column which corresponds to an edge ei,j may have non-
vanishing entries only corresponding to edges which are in the orbit of ei and all such edges
are of the same length lei . We may now write the unitary evolution operator of Γρ as
eikL̂ρSρ(k)
= eikL̂ρΘˆ∗(Ir ⊗ S(k))Θˆ
= Θˆ∗[Ir ⊗ eikL̂]ΘˆΘˆ∗(Ir ⊗ S(k))Θˆ
= Θˆ∗(Ir ⊗ eikL̂S(k))Θˆ
= Θˆ∗(Ir ⊗ U(k))Θˆ = Uρ(k),
where the third line is obtained from (6.39) and using that ΘˆΘˆ∗ commutes with Ir⊗ Lˆ. This
commutation together with Θˆ∗Θˆ = I2d gives the fourth line. 
We end by pointing out that there is another meaning to the notion ‘scattering matrix of
a quantum graph’. This other scattering matrix is formed by connecting semi-infinite leads
to some of the graph vertices. The dimension of this matrix is equal to the number of leads
and each of its entries equals the probability amplitude for a wave to scatter from a certain
lead to another. This amplitude is calculated by summing over all possible paths through the
graph leading from the first lead to the second (including a direct transmission of the wave
from the first lead to the second, if it exists). This matrix is sometimes called an exterior
scattering matrix (to distinguish it from the bond-scattering matrix discussed early). More
on this matrix can be found in [BBS12, KS03].
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If a graph Γ is symmetric and leads are attached to it in a way which respects this sym-
metry, then the obtained exterior scattering matrix, Σ(Γ)(k) inherits this symmetry. As a
consequence, we are able to construct a quotient of this scattering matrix with respect to
a representation ρ of the symmetry group. This quotient matrix, Σ
(Γ)
ρ (k) was shown to
equal the scattering matrix of the quotient graph Γρ, with an appropriate connection of leads
[BSS10].
6.5. Quotient quantum graph example.
Example 6.9. Let Γ be a star graph with three edges, one edge of length l1 and the other
two of length l2 (see Figure 6.1 (a)). Equip all graph vertices with Neumann conditions. We
observe that the graph is symmetric with respect to exchanging the two edges with the same
length, i.e. e2 ↔ e3. Hence, the symmetry group we take is C2 = {I,R : R2 = I}, and the
graph is pi symmetric, where the representation pi is
pi(I) = I3, pi(R) =
(
1 0 0
0 0 1
0 1 0
)
.
(a)
e1
e2
e3
l1
l2
l2
(b)
e1 e2
l1 l2
Figure 6.1. (a) A star graph Γ with C2 symmetry. (b) The corresponding
quotient graph Γρ with respect to the trivial representation ρ = 1. Its vertex
conditions are given in (6.40).
The vertex conditions of the graph may be described by (using the notational convention
as in (6.4)):
A =
 1 0 −1 0 0 00 0 1 0 −1 00 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , B = ( 0 0 0 0 0 00 0 0 0 0 01 0 1 0 1 00 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
)
,
Those matrices are not pˆi-symmetric (e.g., Apˆi(R) 6= pˆi(R)A). With the aid of Lemma 6.3
we replace those by the following pˆi-symmetric matrices which describe equivalent vertex
conditions:
A˜ = (A+ iB)−1A =
1
3
 2 0 −1 0 −1 0−1 0 2 0 −1 0−1 0 −1 0 2 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , B˜ = (A+ iB)−1B = 1
3i
( 1 0 1 0 1 0
1 3 1 0 1 0
1 0 1 0 1 0
0 0 0 3 0 0
0 0 0 0 0 0
0 0 0 0 0 3
)
.
We are now in a position to construct the quotient graph Γρ, and choose to do it for ρ = 1,
the trivial representation of C2. We choose our fundamental domain to be D = {e1, e2}, with
e2 being a representative of the orbit Oe2 = {e2, e3}.
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The kernel space isKG(ρ, pi) = ker [I1 ⊗ pi(R)− I1 ⊗ I3] = Span
{
(1, 0, 0)T , (0, 1/
√
2, 1/
√
2)T
}
,
and the respective Θ is
Θ =
1 00 1/√2
0 1/
√
2
 .
The corresponding vertex conditions are then given by
(6.40) Aρ = Θˆ
∗A˜Θˆ =
1
3

2 0 −√2 0
0 0 0 0
−√2 0 1 0
0 0 0 0
 , Bρ = Θˆ∗B˜Θˆ = 13i

1 0
√
2 0
0 3 0 0√
2 0 2 0
0 0 0 3
 .
We get a quotient graph which consists of two edges of lengths l1, l2 (Figure 6.1 (b)). The
boundary vertices of the quotient retain the Neumann conditions, whereas the central vertex
corresponds to the conditions
(6.41)
√
2fe1(0) = fe2(0), f
′
e1
(0) +
√
2f ′e2(0) = 0.
Let us complement this example by computing the corresponding bond-scattering matrices.
First, using (6.35), the scattering matrix of the original graph is:
∀k ∈ R, S(k) = −J (A+ ikB)−1 (A− ikB) = 1
3
 0 3 0 0 0 0−1 0 2 0 2 00 0 0 1 0 0
2 0 −1 0 2 0
0 0 0 0 0 1
2 0 2 0 −1 0
 ,
where we note that S(k) is k-independent and that it does not depend on whether we take
A,B or A˜, B˜ above. The scattering matrix of the quotient graph is obtained by (6.37) as
Sρ(k) = Θˆ
∗(Ir ⊗ S(k))Θˆ = 1
3

0 3 0 0
−1 0 √8 0
0 0 0 3√
8 0 1 0
 .
In particular, the vertex conditions, (6.41), at the central vertex of the graph correspond to
the unitary submatrix, 1
3
(
−1 √8√
8 1
)
.
7. Applications of Quotient Operators
In this section we point out some applications of quotient operators. In particular, we
show how some earlier results are obtained as particular cases of the theory constructed in
Section 2. This allows for extension of those results and provides further applications.
7.1. Isospectrality. The definition of a quotient of a metric graph (or a manifold) by general
a representation was introduced in [BPBS09, PB10] for the purpose of constructing isospectral
objects. The current paper introduces the quotient of a discrete graph or more generally the
quotient of any finite dimensional operator (Definition 2.6). This allows us to extend the
isospectral construction of [BPBS09, PB10] to finite dimensional operators, as we describe
in the following.
The pioneering work of Sunada [Sun85] provided a general method for the construction of
isospectral objects. It is based on taking quotients of a manifold by some groups as follows.
Let M be a manifold with some group G acting on it. Let H1 and H2 be subgroups of G
which satisfy the following condition
(7.1) ∀g ∈ G, |[g] ∩H1| = |[g] ∩H2| ,
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where [g] indicates the conjugacy class of g. Then the quotient manifolds M/H1, M/H2 are
isospectral. Namely, the Laplacian has the same spectrum on both M/H1 and M/H2. (7.1)
is referred to as the Sunada condition and was shown in [Bro99b, Pes94] to be equivalent to
the alternative condition
(7.2) IndGH1 (1H1)
∼= IndGH2 (1H2) ,
where 1Hi is the trivial representation of Hi.
10
Sunada’s isospectral construction was generalized in [BPBS09, PB10] by defining a quotient
object with respect to a representation, rather than a group, and extending the algebraic
criterion (7.2). Specifically, for a quantum (metric) graph Γ, symmetric under the group G,
the quotient graph with respect to the representation ρ of G, denoted Γ/ρ (which is Γρ in
our paper), was defined using the fundamental property (Property I). It was subsequently
shown that for subgroups H1 and H2 of G, with corresponding representations ρ1 and ρ2, if
(7.3) IndGH1 (ρ1)
∼= IndGH2 (ρ2) .
then the quotients Γ/ρ1,Γ/ρ2 are isospectral.
Adopting the same terminology, we may use the theory of the current paper to define the
quotient M/ρ when M is a discrete graph and ρ is a representation of a symmetry group
acting on the graph. More precisely, the quotient graph is defined indirectly by defining the
quotient operator Opρ (Definition 2.6); Opρ is defined for any finite dimensional operator,
i.e., not just for the discrete Laplacian on a graph. With this quotient in hand we may form
the following isospectrality theorem, which is an adaptation of Corollary 4.4 in [BPBS09] or
Corollary 4 in [PB10] to our case.11
Theorem 7.1. Let G be a finite group with a representation pi. Let Op be a finite dimensional
operator which is pi-symmetric. Let H1, H2 be subgroups of G with corresponding representa-
tions ρ1, ρ2. If condition (7.3) is satisfied then Opρ1 and Opρ2 are unitarily equivalent and,
hence, isospectral.
Remark 7.2. We note that the operators Opρ1 , Opρ2 are well-defined. Indeed, if Op is
pi-symmetric then it is also pii-symmetric (i = 1, 2), where pii is the restriction of the repre-
sentation pi from G to Hi (i.e., pii = Res
G
Hi
(pi)). Opρi is then obtained by applying Definition
2.6 with representations pii, ρi.
Proof. The proof of the theorem is immediate once we recall Property II,(2), which states
that Opρi
∼= OpIndGHi (ρi) for i = 1, 2. The condition Ind
G
H1
(ρ1) ∼= IndGH2 (ρ2) guarantees that
OpIndGH1 (ρ1)
∼= OpIndGH2 (ρ2) and finishes the proof. 
In light of the above we are now able to re-examine some earlier works on isospectrality of
discrete graphs. In [Bro99a] Brooks applies the Sunada isospectral construction for discrete
graphs. This is done for k-regular graphs and groups which act freely on such graphs. More
explicitly, Theorem 1.1 in [Bro99a] can be viewed as a particular case of Theorem 7.1 above,
in the following sense: We take Op in Theorem 7.1 to be the discrete Laplacian on some
k-regular graph on which a group G acts freely. Denoting by 1Hi (i = 1, 2) the trivial
representation of the subgroups Hi < G, we get that Op1H1 and Op1H2 are also discrete
Laplacians of some k-regular graphs12 which are isospectral. This is exactly the statement of
10For convenience of notation, in this subsection the inductions and restrictions are written as acting on
the representations, rather than on the G-modules (carrier spaces) as is done in the rest of the paper.
11The theorem here is slightly stronger since it establishes that the operators are not only isospectral but
unitarily equivalent.
12That the quotients are k-regular follows from combining the formulas (2.19) and (2.22) in Section 2.4.
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Theorem 1.1 in [Bro99a]. We further note that as the graphs are k-regular, the same result
holds if the discrete Laplacian is replaced by the adjacency matrix.
Halbeisen and Hungerbu¨hler employ a similar isospectral construction in [HH99]. Yet, the
graphs under consideration in their work are not necessarily k-regular and the action is not
necessarily free. In particular, they show that if the free action requirement is replaced by a
weaker condition (which they call the weak fixed point condition) and Op = L is the discrete
Laplacian, symmetric under some groupG, then Op1G is still the discrete Laplacian associated
with some smaller graph. Namely, the smaller discrete Laplacian they construct out of L
[HH99, Proposition 1] is exactly our quotient with respect to the trivial representation.
They then use this construction to create additional examples of isospectral discrete graphs
according to Sunada’s condition.
7.2. Spectral computations and graph factorization. In [CS92] Chung and Sternberg
use the idea of a quotient operator (although they do not use this term) as a tool for finding
the eigenvalues of discrete Laplacian of symmetric graphs (see also Section 7.5 in the book of
Chung [Chu97]). We explain in the following how their results are obtained as a particular
case of the theory provided in the current paper.
The graphs in [CS92] are taken such that there is a transitive action on their vertices
(every vertex can be transformed to every other by some group element; equivalently, the
fundamental domain has only one vertex). In this case, all vertices are of the same degree.
Assign weights {qe} to all edges connected to some vertex (the transitive action makes the
choice of the particular vertex irrelevant) and denote their sum by Q =
∑
qe. The operator
taken there is the weighted (discrete) Laplacian
(7.4) [Op]i,j = I −
{
qe/Q i is connected to j by edge e
0 i is not connected to j
.
Denote by G the group which acts transitively on the graph and by pi the permutation
representation of this action. The operator Op above is assumed in [CS92] to be pi-symmetric
(using our terminology). Given an irreducible representation ρ, we apply Theorem 2.12 to
get the quotient operator. We choose i to be a representative vertex, so that D = {i} and in
this case (2.17) reads
(7.5) Opρ =
1
|Gi|
∑
g∈G
(
Φ∗i ρ(g) Φi
)
Opi,gi,
with all notations similar to those of Theorem 2.12. Namely, Φi ∈ Mr×di(C) is a matrix
whose columns form an orthonormal basis for the following fixed point kernel space KGi(ρ,1)
in (2.18).
We note that (7.5) is precisely the expression in Equation (11) of [CS92], but with the
following notational differences: |Gi| = |Ce|, KGi(ρ,1) ∼= WH and Φ∗i ρ(g) Φi is equal to “a
evaluated on WH”. To conclude, the quotient expression (11) introduced in [CS92] may be
viewed as an application of Theorem 2.12 for the particular case of a discrete Laplacian with
a transitive action on its vertex set.
Chung and Sternberg use their quotient expression to simplify the calculation of Laplacian
eigenvalues. They show that one may compute all the eigenvalues of the Laplacian, by
evaluating quotients with respect to all irreducible representations. Collecting all eigenvalues
of those quotients, each eigenvalue taken with a multiplicity which equals the degree of the
corresponding representation, gives the complete set of eigenvalues of the original Laplacian.
This is stated in [CS92] for the vertex transitive Laplacian. Nevertheless, this statement is
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more general and holds for any symmetric operator, as follows from Property II, (3) in this
paper.
Summing up, the method in [CS92] provides a useful tool for eigenvalue computation by
decomposing the operator into smaller dimensional matrices. They demonstrate their method
on several examples and in particular, they use this to find the molecular vibrations of the
buckyball. We hope that the theory provided in the current paper would aid in further en-
hancement of eigenvalue computations in the spirit of [CS92].
A similar method of graph factorization appears in the classical book of Cvetkovic´, Doob
and Sachs ([CDS95, Chapter 5.2]). They discuss the restriction of an operator on a graph to
a particular irreducible representation. However, they only offer a reduction to a system of
linear equations (similarly to Example 1.1) rather than providing an explicit expression for the
quotient operator (such as (2.8)). Their discussion mentions the spectral point of view of such
factorization (similarly to [Chu97, CS92]), but lacks the attributes of the quotient operator
such as those in Properties I, II and IV. Another useful concept appearing in that book is
the one of graph divisors [CDS95, Chapters 4-5]. In the terminology of our paper, a graph
divisor is similar (in terms of a matrix similarity) to a quotient of the adjacency operator
with respect to the trivial representation. We describe this in more detail in Appendix B.
8. Additional examples
Example 8.1 (Directed graphs). In all previous examples in this article we have taken the
pi-symmetric operator Op to be unitarily diagonalizable. However, as mentioned in Section 2,
Definition 2.6 of the quotient operator does not require this to be the case. Let us therefore
take the following example, which is invariant under the symmetry group C2 = {e, r}. The
matrix Op in (8.1) is invariant under the exchange of indices 3 and 4, i.e. pi(r)Op = Oppi(r).
(8.1) Op =

2 1 0 0
1 2 0 0
0 1 1 0
0 1 0 1
 , pi(r) =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 , Opρ =
2 1 01 2 0
0
√
2 1

The connections of Op (the non-zero off-diagonal entries) can be interpreted in terms of
the directed graph given in Figure 8.1 (a).
(a)
1 2
3
4 (b)
1 2
3
4
√
2
Figure 8.1. (a) Directed graph associated to the adjacency matrix Op and
(b) the directed graph associated to the quotient operator Opρ.
If we select the fundamental domain to consist of the vertices 1,2 and 3 and choose the
trivial representation ρ(g) = 1 for all g ∈ C2 then the formula (2.17) gives, for instance,
[Op1]32 =
1√|G2||G3|(Op32 + Op42) = 2√2 = √2.
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The complete matrix is displayed above in (8.1) and the corresponding graph illustrated
in Figure 8.1 (b). One sees immediately the resemblance between the original and quotient
operators. Furthermore we have the decomposition into Jordan normal form of Op = PJP−1,
where
P =
1
4

2 0 2 0
2 0 −2 0
1 −2 −1 0
1 −2 −1 1
 J =

3 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

and similarly for Op1 = QJ1Q
−1, where
Q =
1
4
 2 0 22 0 −2√
2 −2√2 −√2
 Jρ =
3 0 00 1 1
0 0 1
 .
Hence both Op and Op1 are non-diagonalizable. Nevertheless we see the spectral property
(Property III) still holds. For example, in this case, taking the spectral parameter λ = 1 we
have
(8.2) HomG(Vρ,E
Op
1 (1))
∼= KG(ρ, pi) ∩ ker((Ir ⊗Op)− Irp) ∼= EOpρ1 (1).
Note that the λ = 1 eigenspace of Op is of dimension 2 (dim EOp1 (1) = 2), but there is
only one eigenvector (up to scaling) in this eigenspace that transforms according to the
trivial representation. This eigenvector is explicitly given as the second column of P and it
corresponds to the eigenvector of Opρ with the same eigenvalue (the second column of Q).
Hence the vector spaces in (8.2) are one-dimensional.
Similarly, Op has a generalized eigenvector of rank 2, which transforms under the trivial
representation. This is the third column vector of P which corresponds to the third column
vector of Q. Namely, the second and third column vectors of P span HomG(Vρ,E
Op
2 (1)) and
similarly the second and third column vectors of Q span the isomorphic space E
Opρ
2 (1).
Example 8.2 (The quaternion group). The current example has some interesting physical
content. Within quantum chaos Gaussian Symplectic Ensembles (GSE) statistics have typ-
ically been associated with the distribution of energy levels in complex quantum systems
possessing a half-integer spin. However, recently it has been demonstrated that one may still
observe these statistics even without spin (i.e. the wavefunctions have a single component)
[JMS14], leading to the first experimental realization of the GSE [RAJ+16]. The example in
[JMS14] was achieved by obtaining a suitable quotient of a quantum graph with a symmetry
corresponding to the quaternion group Q8. Here we provide an analogous example using
discrete graphs to highlight some interesting properties of this quotient operator.
The quaternion group is given by the following eight group elements
Q8 := {±1,±i,±j,±k : i2 = j2 = k2 = ijk = −1}
and can be generated by the two elements i and j. We construct a discrete graph which is
symmetric under the action of Q8. The graph is shown in Figure 8.2 (a); it has 24 vertices and
edge weights a, b, c, d ∈ R such that a 6= b and c 6= d (one may also include vertex potentials
as long as the symmetry is retained). The graph is based on the Cayley graph of Q8 with
respect to the generating set {i, j} (see e.g. [JMS14]). To this Cayley graph we add a vertex
at the middle of each edge, to obtain the graph in Figure 8.2 (a). We take a representation
pi : Q8 → GL(C24), which acts by permuting the eight vertices {±1, ±i, ±j, ±k} by left
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(a)
1−i
−1 i
kj
−k −j
ba
cd
(b)
1 1
d
c
−d
c
ib
a
−ib
a
Figure 8.2. (a) Discrete graph with 24 vertices and edge weights a, b, c and d
associated to blue solid, blue dashed, red solid and red dashed lines respectively.
The vertices taken to form the fundamental domain are marked in black. (b)
The quotient graph associated to the irreducible representation given in (8.3).
action and permuting all other vertices accordingly. There is a real-symmetric weighted
adjacency matrix A associated to the graph in 8.2 (a) and this operator A is pi-symmetric.
The irreducible representation of Q8, in which we are interested, is generated by the fol-
lowing 2× 2 matrices
(8.3) ρ(i) =
(
i 0
0 −i
)
, ρ(j) =
(
0 1
−1 0
)
.
We choose three vertices to form the fundamental domain under the group action (see the
vertices marked in black in Figure 8.2 (a)). Using the formula (2.17) we obtain a quotient
operator comprised of nine 2× 2 blocks, given by
(8.4) Aρ =
 0 aI + bρ¯(i) cI + dρ¯(j)aI + bρ¯(i)∗ 0 0
cI + dρ¯(j)∗ 0 0
 .
One may, equally validly, view each of the 6 indices as separate vertices, in which case one
has the corresponding graph shown in Figure 8.2 (b).
In contrast to the original operator A, the quotient operator Aρ is no longer real-symmetric.
Instead, it is what is known as quaternion self-dual - a generalization of self-adjointness to
quaternions. Specifically, a matrix B is said to be quaternion self-dual if it has quaternion-
real entries, i.e. Bnm = a
(1)
nm1 + a
(i)
nmi + a
(j)
nmj + a
(k)
nmk where the ai are real coefficients, and
Bmn = Bnm = a
(1)
nm1 − a(i)nmi − a(j)nmj − a(k)nmk for all n,m. Here, the 2 × 2 blocks in Aρ are
complex representations of quaternion-real elements and the quotient operator is quaternion
self-dual since ρ(g)∗ = −ρ(g) for g = i, j, k. Interestingly a quaternion-self dual matrix will
have a two-fold degeneracy in the spectrum, which, in the Physics literature, is known as
Kramer’s degeneracy (see e.g. Chapter 2 of [Haa10]).
This difference in structure between the original operator A and the quotient operator
Aρ has important ramifications in quantum chaos. This is because (see e.g [Haa10] for
more details) the statistical distribution of eigenvalues in quantum systems, whose classical
counterparts are chaotic, typically align with the eigenvalues of the Gaussian Orthogonal
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Ensemble (GOE) when the operator is real-symmetric and the GSE when the operator is
quaternion self-dual.
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Appendix A. Vectorization
The vectorization map is a linear transformation which converts a matrix to a column
vector by essentially ‘stacking’ the columns on the matrix on top of each other. More formally
Definition A.1. Let A be an m × n matrix with m-dimensional column vectors a1, . . . , an
then vec : Mm×n(C)→ Cnm is the following map
vec(A) = vec((a1 . . . an)) =
a1...
an
 = n∑
i=1
(ei ⊗ ai)
So, for example, if φ = (φ1, φ2) is the 2× 2 matrix, then
φ1 =
(
x1
y1
)
, φ2 =
(
x2
y2
)
, =⇒ vec(φ) =

x1
y1
x2
y2
 .
Using the definition of vec we have the following trivial property for products of matrices.
Lemma A.2. Let A and B be two k × n and n×m matrices respectively. Then
(A.1) vec(AB) = (Im ⊗ A)vec(B) = (BT ⊗ Ik)vec(A).
Appendix B. Graph divisors
We start by introducing the notion of a divisor. For more details see [CDS95, Chapter
4]. Let Γ be a multi-digraph. This means that Γ is a graph with directed edges, such that
multiple edges between two vertices are allowed. Denote by V the vertex set of Γ. The
adjacency matrix A of the multi-digraph Γ is a |V| × |V| matrix, with Aij being the number
of edges from i to j.
Definition B.1 (Divisor). Let D = (dµν) be an m ×m square matrix whose elements, dµν
are all non-negative integers. If there exists a partition of V into m sets, {Cµ}mµ=1 such that
(B.1) ∀ i ∈ Cµ;
∑
j∈Cν
Aij = dµν ,
then D is said to be a front divisor of Γ. D is called a rear divisor of Γ if (B.1) holds
when A is replaced by AT and D is replaced by DT . Finally, D is simply a divisor if it is
simultaneously a front and rear divisor of Γ for the same vertex partition.
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Explicitly, The graph Γ has a divisor (dµν) if its adjacency matrix A can be split into m×m
blocks,
(B.2) A =

A11 A12 . . . A1m
A21 A22 . . . A2m
...
...
. . .
...
Am1 Am2 . . . Amm
 ,
and every sub-matrix Aµν (of size |Cµ|× |Cν |) has the row sum
∑
j[A
µν ]ij = dµν for all i, and
the column sum
∑
i[A
µν ]ij = dνµ for all j.
Employing the terminology of the current paper, we get that if the matrix A is pi-symmetric
then its quotient with respect to the trivial representation is similar (in the sense of matrix
similarity) to a divisor of A. Denoting by 1G the trivial representation of the symmetry group
G, we have that this divisor is of dimension dimKG(1G, pi), which also equals the number of
orbits of the graph vertices as obtained by the pi action [CDS95, Chapter 5.3].
We complement the discussion by noting that our construction provides additional ways
to form graph divisors. Let D = (dµν) be a divisor of a multi-digraph Γ, whose adjacency is
A. First, construct the following matrix.
(B.3) Y =
m⊕
µ=1
Eµµ =

E11 0 . . . 0
0 E22 . . . 0
...
...
. . .
...
0 0 . . . Emm
 ,
where Eµµ := 1|Cµ|1|Cµ|×|Cµ| is the normalized all ones matrix of size |Cµ| × |Cν |.
We have the following
Lemma B.2. The matrix Y has the following properties
(1) Y 2 = Y , i.e., Y is a projection operator
(2) AY = Y A
Proof. (1) follows from an immediate calculation.
To show (2) we first note that the sum of all elements within a particular sub-matrix Aµν
equals
(B.4) |Cµ|dµν = |Cν |dνµ.
In addition, we have the following identities:
AµνEνν =
1
|Cν |A
µν1|Cν |×|Cν | =
dµν
|Cν |1|Cµ|×|Cν |,
EµµAµν =
1
|Cµ|1|Cµ|×|Cµ|A
µν =
dνµ
|Cµ|1|Cµ|×|Cν |.
Using (B.4), we get AµνEνν = EµµAµν , from which (2) follows.

Let us choose the group G = S|C1|×S|C2|×. . .×S|Cm|, a direct product of symmetric groups
corresponding to the vertex partition we have chosen. We choose pi to be the permutation
representation of G and ρ to be its trivial representation. We then get that Y = Pρ,pi, where
Pρ,pi is the orthogonal projector onto the kernel space KG(ρ, pi) (see Lemma 4.1). Choosing
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Θ ∈M|V|×m(C) (recall the trivial representation is of degree 1) to be a matrix whose columns
form an orthonormal basis for KG(ρ, pi) we have the unitary equivalence
V DV −1 ∼= Θ∗AΘ,
where V = diag(
√|C1|, . . . ,√|Cm|).
The right hand side looks at first sight like a quotient of A with respect to the trivial
representation (see Definition 2.6). It is not exactly a quotient as the matrix A is not
necessarily pi-symmetric. Nevertheless, this construction maintains the important property
of the quotient, that there exists a projection Y which commutes with the operator (Lemma
B.2). Indeed, one can check that Properties I, III, IV) of Opρ all follow from the commutation
of [Ir⊗Op] with Pρ,pi. Although Property II requires information about other representations
and therefore does not necessarily hold under this weaker condition.
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