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We generalize von Neumann entropy function to hybrid quantum-classical systems by considering
the principle of exclusivity of hybrid events. For non-interacting quantum and classical subsystems,
this entropy function separates into the sum of the usual classical (Gibbs) and quantum (von Neu-
mann) entropies, whereas if the two parts do interact, it can be properly separated into the classical
entropy for the marginal classical probability, and the conditional quantum entropy.
We also deduce the hybrid canonical ensemble (HCE) as the one that maximizes this entropy
function, for a fixed ensemble energy average. We prove that the HCE is additive for non-interacting
systems for all thermodynamic magnitudes, and reproduces the appropriate classical- and quantum-
limit ensembles. Furthermore, we discuss how and why Ehrenfest dynamics does not preserve
the HCE and does not yield the correct ensemble averages when time-averages of simulations are
considered – even if it can still be used to obtain correct averages by modifying the averaging
procedure.
Hybrid quantum-classical (QC) systems are the natu-
ral approximation to those quantum systems containing
some degrees of freedom that can be well approximated
as classical variables. This possibility arises when there
are two different energy or mass scales, as it happens,
for instance, in molecular and condensed matter systems
where the nuclei are heavy and slow, while the electrons
are light and fast. Hybrid models have also been pro-
posed to explain the measurement process [1, 2]: the
measurement device is a classical system coupled to the
quantum system to be measured.
The correct mathematical formalism for the dynamics
and statistics of these hybrid models is not obvious. Two
different points of view can be taken. On the one hand,
a practical one: the construction of a hybrid theory that
approximates, as closely as possible, the full quantum dy-
namics of the problem. Such methods can be applied to
a very large array of problems in condensed matter and
molecular physics and chemistry, as non-adiabatic pro-
cesses play a fundamental role [3]. On the other hand, a
fundamental, theoretical point of view: the construction
of a mathematically and physically consistent theory for
hybrid systems, according to a number of criteria [1, 4–
7], independently of how well it may approximate the
full quantum dynamics. It is not clear what is the best
possible dynamics from any of those two points of view.
The focus of this letter, however, is on the statistical
mechanics of hybrid systems, regardless of the dynamics
chosen for its description.
We take the latter fundamental point of view, i.e. we
assume that a system is properly described or approxi-
mated with a quantum-classical (QC) dynamical system,
even if we will not consider any particular model. We
will first discuss the proper definition of the entropy of
such a system, and then derive the hybrid canonical en-
semble (HCE) as the one that maximizes this entropy,
subject to the constraint of a given expectation value for
the energy (MaxEnt principle). This ensemble had been
perhaps implicitly assumed before, but few times explic-
itly spelled, and never, to our knowledge, derived from
the general principle of entropy maximization.
Although this analysis of the entropy and of the HCE
does not include an explicit role for the dynamics of the
microstates, for the HCE to be considered a proper equi-
librium ensemble there must exist a consistent QC dy-
namics that preserves this ensemble. In other words,
the state of a system (say, a set of particles) in the hy-
brid canonical equilibrium, evolving under that dynam-
ics, should remain invariant. In the following, we will
assume that such a dynamics exists, although we will
not consider here its explicit form. The so-called mean-
field or Ehrenfest dynamics [3, 8] (ED) does not fulfill
this property, and we will provide a careful analysis and
a numerical example of the violation in a forthcoming
publication. This comes at no surprise; it was already
known [9, 10] that an Ehrenfest system, coupled to a
typical thermostat, does not produce the correct canoni-
cal ensemble averages when time-averages are computed
using the ergodic identification. This fact, however, can
only be considered a hint, but does not prove the men-
tioned lack of invariance, since it is the result of applying
a methodology developed for purely classical systems to a
hybrid QC model (one could argue that a different, prop-
erly designed thermostat could yield the right ensemble
2averages). Nevertheless, it is possible, as we will show,
to retrieve these right averages performing ED with a
normal thermostat, by modifying the averaging formula
(this will also be discussed in detail elsewhere).
The entropy of a hybrid QC system. A correct statisti-
cal mechanical definition of any system departs from the
definition of a sample space: a set of statistically inde-
pendent states, i.e. a basis of mutually exclusive events
(MEE), which can be unequivocally characterized by the
results of an experiment. Let us start by recalling the ba-
sic definitions in the only-classical or only-quantum cases.
In classical systems, a basis of MEEs is sim-
ply the phase space MC , the set of all positions
and momenta of the classical particles: MC =
{(Q,P ) | Q ∈ Rn, P ∈ Rn}, where n is the number of
classical degrees of freedom. Any point in this phase
space defines an exclusive event from any other event.
Observables are real functions in this MC . Statistical
mechanics for classical systems can then be described by
using ensembles in this phase space, i.e. probability dis-
tribution functions (PDFs) FC :MC → R.
In quantum systems, the states ψ are rays of a Hilbert
space H, i.e. the analogous to the classical phase space
is the projective space, MQ = PH. Even though all
of the states in MQ are physically legitimate, they are
not mutually exclusive: if the system has been measured
to be, with probability one, in a state ψ1, the prob-
ability of measuring it to be in other state ψ2 is not
zero, unless they are orthogonal: ψ1, ψ2 are MEE only
if 〈ψ1 | ψ2〉 = 0. As a consequence, considering prob-
ability density functions FQ : H → R over the Hilbert
space (or over the projective space of rays) to define en-
sembles, following the classical analogy, results in over-
counting the same outcome for a hypothetical experi-
ment in a non-trivial way. One way to see this clearly
is that many different FQ can correspond to exactly the
same ensemble (i.e. they are physically indistinguish-
able). The correct way to get a sample space of MEEs is
therefore considering a basis of orthogonal events. From
this idea, von Neumann [11] derived the density matrix
formalism, which contains all the physically relevant sta-
tistically non-redundant information in a compact way.
A density matrix can be obtained from a PDF FQ in the
quantum phase space as:
ρˆ[FQ] =
∫
dµMQ(ψ)FQ(ψ)
|ψ〉〈ψ|
〈ψ|ψ〉
. (1)
We move on now to QC theories; despite the various
proposals for them, one can perhaps establish a common
denominator. The classical part is described by a set of
position Q ∈ Rn and momenta P ∈ Rn variables, that
we will hereafter collectively group as ξ = (Q,P ). The
quantum part is described by a Hilbert space H. Observ-
ables are Hermitian operators inH, and they may depend
parametrically on the classical variables, Aˆ(ξ) : H → H.
Those observables defined on the classical subsystem are
just ξ-functions times the identity, i.e. Aˆ(ξ) = A(ξ)Iˆ ;
those observables defined on the quantum subsystem only
are operators that lack the ξ-dependence.
For these hybrid systems, in order to do statistical
mechanics in a consistent way with the nature of its
quantum subsystem, one must define a sample space
with the same attention paid to the notion of mutu-
ally exclusive events. The combined phase space is now
MH = MC ×MQ. But, a PDF FH : MH → R de-
fined over it exhibits the same problems as a quantum
PDF overMQ. Hence we must consider that two hybrid
states (ξ1, ψ1), (ξ2, ψ2) ∈ MH representMEEs if and only
if ξ1 6= ξ2 or 〈ψ1|ψ2〉 = 0.
We want now to define a probability distribution on
the set of MEEs of MH . As the physical properties of
the hybrid system, in general, combine the states ofMC
and MQ (for instance, the total energy of the system),
we cannot expect both sets to be independent from the
probabilistic point of view. Nonetheless, we can assume
that we can simultaneously measure any classical observ-
able and any hybrid observable of the form Aˆ(ξ). Thus
we can consider the conditional probabilities of the states
of both sets. The probabilities associated to those mea-
surements can be decomposed into the marginal proba-
bility associated to the classical phase space, FC(ξ), and
the conditional probabilities associated to the measure-
ment of Aˆ(ξ), given ξ. For these latter quantum con-
ditional probabilities, all the requirements of Gleason’s
theorem [12] apply, and one may therefore define, at each
ξ-point, a density matrix ρˆξ. It provides the probabilities
of measuring an eigenvalue a of observable Aˆ(ξ), given
ξ, through the usual rule of Born: p(a|ξ) = Tr[ρˆξpˆia(ξ)],
where pˆia(ξ) is the projector onto the eigen-subspace asso-
ciated to a. The unconditional probabilities p(a, ξ) must
then be FC(ξ)p(a|ξ), which suggests to define the hybrid
density matrix as :
ρˆ(ξ) = FC(ξ)ρˆξ. (2)
In conclusion, the probability distribution on the set
of MEEs of hybrid states can be written as a family of
quantum density operators parameterized by the classical
degrees of freedom, ρˆ(ξ). For each ξ, ρˆ(ξ) is a self-adjoint
and non-negative operator, which is normalized on the
full hybrid sample space:∫
MC
dµC(ξ)Tr(ρˆ(ξ)) = 1 . (3)
This is an immediate consequence of the normalization
of FC(ξ) = Trρˆ(ξ) and of ρˆξ (Trρˆξ = 1). Given a hy-
brid state determined by the classical point ξ (which has
probability Trρˆ(ξ)), and a quantum state represented by
the projector pˆi, the probability of measuring the sys-
tem to be in that state is given by Tr(ρˆ(ξ)pˆi). These
ξ−dependent density matrices have already been used
3before, for example by Aleksandrov [5], or obtained by
taking the partial classical limit in the Wigner trans-
formation of the full quantum density matrix, in the
quantum-classical Liouville equation method [6].
Let us consider now how to define the entropy of these
hybrid states. For any bivariate distribution p(x, y) of
two sets of random variables (X , Y ), the entropy S(p)
decomposes as
S(p) = S(pX) +
∑
x
pX(x)S(pY |x) , (4)
where pX(x) =
∑
y p(x, y) is the marginal distribution of
X , and pY |x is the conditional probability of Y given x.
This general result must be applicable to the decompo-
sition (2). Therefore the entropy of the hybrid system
must be equal to the sum of the classical entropy (SC)
of FC(ξ) and the average of the conditional entropy (von
Neumann, SvN, since ρˆξ is a well-defined quantum state)
associated with ρξ, i.e.:
S[ρˆ(ξ)] =
SC(FC)︷ ︸︸ ︷
−kB
∫
MC
dµC(ξ)FC(ξ) log(FC(ξ)) +∫
MC
dµC(ξ)FC(ξ) [−kBTr (ρˆξ log ρˆξ)]︸ ︷︷ ︸
SvN(ρˆξ)
(5)
It is immediate then to rewrite this as:
S[ρˆ(ξ)] = −kB
∫
MC
dµC(ξ) Tr (ρˆ(ξ) log ρˆ(ξ)) , (6)
which is our proposal for the hybrid QC entropy.
If the system includes only one classical state (i.e.
FC(ξ) = δ(ξ − ξ0)) the entropy above reduces to von
Neumann entropy. Analogously, when the quantum state
is pure and independent of the classical state, the ex-
pression above reduces to the classical entropy function.
Therefore, the entropy function (6) combines the classi-
cal and quantum information in a consistent way, and
has the correct classical and quantum limits.
The MaxEnt principle for hybrid QC systems. The
maximum entropy principle is one of the standard proce-
dures to derive the canonical ensemble at both the clas-
sical or the quantum level. Firstly, one must assume
that the system is in equilibrium. Then, one can find
the canonical ensemble as the solution of the MaxEnt
problem: given a certain thermodynamic system and an
entropy function S, find the equilibrium ensemble which
maximizes S among those with a fixed value of the en-
ergy.
In the following, we will prove that the canonical en-
semble that results of this maximization, for the hybrid
case, is given by:
ρˆHCE(ξ) =
e−βHˆ(ξ)
ZHCE(β)
(7)
ZHCE(β) =
∫
MC
dµC(ξ) Tr(e
−βHˆ(ξ)) (8)
where Hˆ(ξ) is the Hamiltonian (typically decomposed
into a classical and a quantum part, as f cH(ξ)Iˆ+ HˆQ(ξ)),
ZHCE(β) is the partition function, and β is a constant,
determined by the choice of E, that is used to define the
(inverse of the) temperature. Note that this ensemble
had been perhaps implicitly assumed before, but seldom
explicitly written [13] and, to our knowledge, never de-
rived. Notice that the orthogonal projectors of its spec-
tral decomposition coincide with those of the adiabatic
basis.
The problem can be addressed as a constrained op-
timization problem: find the density matrix that maxi-
mizes S in Eq. (6), subject to the constraints:
CN [ρˆ] : =
∫
MC
dµC(ξ)Tr(ρˆ(ξ)) − 1 = 0 , (9)
CE [ρˆ] : =
∫
MC
dµC(ξ)Tr(ρˆ(ξ)Hˆ(ξ))− E = 0 . (10)
These can be incorporated via Lagrange multipliers,
defining the full optimization functional to be:
S := S − λNCN − λECE . (11)
Without loss of generality, let us work in the (ξ-
dependent) basis of eigenstates of the Hamiltonian (the
adiabatic basis). First, we will consider the optimization
over a reduced set of density matrices: those which are
diagonal in this adiabatic basis. The terms in Eq. (11)
then read:
S[{ρii}] = −kB
∫
MC
dµC(ξ)
∑
i
ρii(ξ) log(ρii(ξ) ,
(12)
CN [{ρii}] =
∫
MC
dµC(ξ)
∑
i
ρii(ξ)− 1 (13)
CE [{ρii}] =
∫
MC
dµC(ξ)
∑
i
Hi(ξ)ρii(ξ)− E (14)
Taking derivatives and setting them to zero leads imme-
diately to
ρii(ξ) = ZHCE(β)
−1e−βHi(ξ) , (15)
where β = λE
kB
.
We consider now a general density matrix ˆ˜ρ(ξ), whose
non-diagonal elements may be non-zero, fulfilling the two
constraints (9) and (10). Since it is Hermitian with non-
negative eigenvalues, it satisfies Klein’s lemma [14]:
− Tr(ˆ˜ρ(ξ) log(ˆ˜ρ(ξ)) ≤ −
∑
i
ρ˜ii(ξ) log(ρ˜ii(ξ)) (16)
4where ρ˜ii(ξ) are its diagonal elements (the equality only
holds if it is actually diagonal). As the constraints (9)
and (10) in the adiabatic basis only depend on the di-
agonal elements of ρˆ(ξ), we may conclude that for any
non-diagonal density matrix there exists a diagonal one
with the same values on the diagonal and larger entropy.
The maximum has to be found among the diagonal ones,
and is the one given in Eq. (15). This concludes the
proof.
Let us now check that the ensemble thus defined fulfills
some very natural requirements:
• Additivity. If two systems are in the canonical en-
semble equilibrium at the same temperature, they
must also be at equilibrium when we consider them
to form a single systems with two (independent)
subsystems. Extensive variables as the energy and
entropy must be additive.
This can be proven for the HCE in the following
way. If Hˆ1(ξ1) and Hˆ2(ξ2) are the Hamiltonians of
both systems, the combined one is:
Hˆ(ξ) = Hˆ1(ξ1)⊗ Iˆ2 + Iˆ1 ⊗ Hˆ2(ξ2), (17)
As the two terms of (17) trivially commute,
e−βHˆ(ξ) = e−βHˆ1(ξ1) ⊗ e−βHˆ1(ξ2) , (18)
and because of this,∫
MC1×MC2
dµC(ξ1, ξ2)Tr e
−βHˆ(ξ) =∫
MC1
dµC(ξ1)Tr e
−βHˆ(ξ1)
∫
MC2
dµC(ξ2)Tr e
−βHˆ(ξ2)
(19)
Thus we can just write
ρˆ(ξ) = ρˆ1(ξ1)⊗ ρˆ2(ξ2) (20)
This factorization of ρˆ(ξ) immediately implies the
additivity of the internal energy (10) and of the
entropy (6).
• The classical canonical ensemble, which maximizes
Gibbs entropy, is recovered when only one quantum
energy state exists.
• The quantum canonical ensemble, which maximizes
von Neumann entropy, is recovered when only one
classical point is allowed.
• If the QC coupling is turned off (the quantum
Hamiltonian HˆQ is independent of the classical
variables and vice versa), the HCE becomes the
product of the classical and quantum canonical en-
sembles, which maximize the sum of their respec-
tive entropies independently.
Dynamics. Another extra condition that an equilib-
rium ensemble must obviously verify is missing in the
previous list: stationarity under the dynamics of the mi-
crostates. However, up to now we have disregarded the
dynamics, and derived the canonical ensemble from very
broad assumptions, freed from dynamical arguments.
What we proved above implies that the only possible en-
semble which can be considered to represent the canon-
ical ensemble of a hybrid system is the HCE. Is there a
dynamics that makes it also stationary? Trivially, the
commutator with Hˆ(ξ) (i.e. a generalized von Neumann
equation) does, but many others may also be possible.
We will analyze this issue in a forthcoming publication.
As a starting point, we can consider Ehrenfest molec-
ular dynamics (ED), written in general as:
Q˙i = 〈ψ|
∂Hˆ
∂Pi
|ψ〉 , P˙i = −〈ψ|
∂Hˆ
∂Qi
|ψ〉 , |ψ˙〉 = −iHˆ(ξ)|ψ〉 .
(21)
ED is the model directly obtained from the Schrdinger
equation for a full quantum system when the classical
limit is taken for some of its degrees of freedom [8].
Therefore, from a practical perspective, ED approxi-
mates the full quantum dynamics, assuming some well
studied conditions hold [8]. It however misses important
quantum effects, and because of this, many alternative
hybrid dynamics have been developed to cure these pos-
sibles deficiencies of ED. For example, it has been shown
how ED cannot yield the right equilibrium ensemble av-
erages [9, 10].
One important property of Ehrenfest dynamics is that
it can be given a Hamiltonian expression by combin-
ing the two Poisson brackets which appear naturally in
Classical and Quantum Mechanics (see [15–17] for the
analysis of quantum systems and [7, 8] for the hybrid
case). The resulting hybrid Hamiltonian system is non-
linear and formally analogous to a classical Hamilto-
nian system. The Hamiltonian function is fH(ξ, ψ) =
〈ψ|Hˆ(ξ)|ψ〉, where ψ represent the quantum states [18]
and ξ the classical degrees of freedom. The vector field
associated with this function by the Poisson bracket is
equivalent to Ehrenfest’s equations.
One may then define a statistical mechanical theory
of hybrid systems in full analogy with the procedure
used for classical systems. If we introduce a probabil-
ity density FH in the (ξ, ψ) hybrid phase space, we can
consider the corresponding averages of the microscopic
magnitudes. We can also use the hybrid Poisson bracket
to define a master Liouville equation associated to FH.
Therefore, it might be tempting to extend that classical
analogy to Thermodynamics, and, in particular, to use
the classical (Gibbs) entropy function in the hybrid case,
for density FH.
Let us recall this classical case: Using the classical en-
5tropy SC in Equation (5), a straightforward use of the
MaxEnt principle for classical systems leads us to Gibbs
classical canonical ensemble:
FGC (ξ) =
e−βf
c
H(ξ)∫
MC
dµC(ξ) e−βf
c
H
(ξ)
, (22)
where f cH(ξ) represents the classical energy function.
Ensemble averages are computed as 〈A〉CC(β) =∫
MC
dµC(ξ) A(ξ)F
G
C (ξ). The difficulty in dealing with
these multi-dimensional integrals led to the development
of Molecular Dynamics (MD) methods: one attaches a
thermostat (Langevin’s, Nose´-Hoover, etc.) to the equa-
tions of motion for a single trajectory, and uses the er-
godic hypothesis to identify:
〈A〉GC(β) = lim
τ→∞
1
τ
∫ τ
0
dt A(ξX(β)(t)) . (23)
The notation ξX(β)(t) means that the trajectory is com-
puted with some thermostat “X” set to temperature β.
When applied to the hybrid case, the use of this MD
procedure was found to yield the wrong ensemble aver-
ages [9, 10], which has been often quoted as one of the
fundamental caveats of ED. This fact can now be ex-
plained by considering the Hamiltonian nature of ED dis-
cussed above and the properties of typical thermostats.
Indeed, we know that the use of the MD is designed,
for Hamiltonian systems, to yield Gibbs ensemble, i.e.
the MaxEnt solution for the classical entropy function.
Doing that on a hybrid system, the resulting ensemble
would read:
FGH (ψ, ξ) =
e−βfH(ψ,ξ)∫
MH
dµC(ψ)dµC(ξ) e−βfH(ψ,ξ)
. (24)
Notice that this is not the hybrid ensemble that we de-
rived above from the true hybrid entropy. This “clas-
sical” Gibbs ensemble would be derived from the maxi-
mization of Gibbs entropy, disregarding the consideration
of the mutual exclusivity of events. In contrast, the HCE
derived above, in terms of a PDF in the (ψ, ξ)-hybrid
phase space is:
FHCEH (ψ, ξ) =
1
ZHCE(β)
∑
i
δ(ψ − ψi(ξ))e−βEi(ξ) , (25)
where ZHCE(β) is the partition function that ensures
the normalization, and Ei(ξ), ψ
i(ξ) are the energies and
wavefunctions of the adiabatic basis.
Nevertheless, as the Hamiltonian function defining the
Liouville equation for the probability density is fH(ξ, ψ),
the (wrong) Gibbs ensemble is stationary under the mas-
ter equation of Ehrenfest dynamics. This does not nec-
essarily imply that the true HCE is not stationary. In
fact, for purely quantum system, one can also define a
Gibbs ensemble [19], that is obviously not the true quan-
tum canonical: both ensembles, the right and the wrong
one, are stationary under von Neumann equation. Might
this also be the case for hybrid systems? I.e. might both
the real (Eq. (25)) and the wrong Eq. (24) ensembles
be stationary under Ehrenfest dynamics? In fact the real
HCE is not, as we will prove in a follow-up publication.
But, this should come at no surprise if we recall that the
projectors of the adiabatic basis (and hence the spectral
decomposition of HCE) are not preserved in time by ED,
in general.
We finish, however, with a positive note regarding ED:
it is possible to “rescue” the MD+thermostat procedure
to compute the correct hybrid ensemble averages. The
thermostatted ED permits to get, after all, an ergodic
sample.
As it can be seen in the Supplementary Material,
one then just needs to modify the averaging defined in
Eq. (23). If (ψ(t), ξ(t)) is an ED trajectory coupled to
a thermostat (for example, using Langevin’s dynamics),
the new averages would be given by:
〈Aˆ〉HCEH (β) = lim
tf→∞
∫ tf
0
dt eβfH(ψ(t),ξ(t))Tr
[
Aˆ(ξ(t))e−βHˆ(ξ(t))
]
∫ tf
0 dt e
βfH(ψ(t),ξ(t))Tr
[
e−βHˆ(ξ(t))
]
Therefore, the information gathered from thermostatted
ED trajectories is sufficient to get the correct ensemble
averages. Note that a similar procedure could be ap-
plied to any other ergodic trajectory, obtained for exam-
ple with a ground state Born-Oppeheimer dynamics, or
even a fictitious one. The formula requires the computa-
tion of the adiabatic quantum excited states, but avoids
the multi-dimensional integral in classical phase space.
It has been the purpose of this letter to shed some light
into the issue of the entropy and the canonical equilib-
rium expression for hybrid systems. We have first dis-
cussed the definition for the entropy of an ensemble of
hybrid systems. We have done it by making very gen-
eral assumptions on the hybrid theory, but without any
consideration for the particular dynamics. The definition
must simply depart from the information-theory defini-
tion of entropy, and carefully consider the principle of
mutually exclusive events. Then, we have derived the
HCE as the one that fulfills the MaxEnt principle. We
have argued that ED does not preserve this hybrid en-
semble and have explained the failure of ED calculations
at finite temperature to provide the correct ensemble av-
erages, as a natural consequence of its Hamiltonian na-
ture. Nonetheless, we have suggested a formula to rem-
edy this, and compute the true ensemble averages via ED
time propagations with common thermostats: one must
acknowledge the partially quantum nature of the system,
and modify the averaging procedure.
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ABOUT THE USE OF DYNAMICS TO COMPUTE HYBRID QUANTUM-CLASSICAL CANONICAL
AVERAGES
Let us a consider a classical system; in order to compute the canonical ensemble average of any observable, one
needs to calculate multi-dimensional integrals in phase space, i.e. Gibbs ensemble averages:
〈A〉GC(β) =
1
ZGC (β)
∫
MC
dµ(ξ) e−βH(ξ)A(ξ) , (1)
ZGC (β) =
∫
MC
dµ(ξ) e−βH(ξ) . (2)
Here, ξ = (Q1, . . . , Qd, P1, . . . , Pd) are the coordinates of MC , β = 1/(kBT ) is inversely proportional to the tempera-
ture, H(ξ) is the system Hamiltonian, A(ξ) is the observable whose average is to to be computed, and ZGC (β) is the
partition function (“C” stands for “classical”, and “G” stands for “Gibbs”).
These integrals become impossible to compute directly (analytically, or numerically with a grid of points in phase
space) when the number of degrees of freedom d is not very small. One alternative is to use molecular dynamics (MD):
one propagates the system in time, although this dynamics is modified through the presence of a thermostat, that may
be stochastic (e.g. Langevin dynamics) or deterministic (e.g. Nose-Hoover), i.e. a modification of the Hamiltonian of
motion somehow designed in order to ensure that:
〈A〉GC(β) = lim
T→∞
1
T
∫ T
0
dt A(ξ(t)) . (3)
It is tempting to attempt to extend this methodology to hybrid quantum-classical systems, attaching a similar
thermostat to Ehrenfest dynamics (ED) and computing time averages. However, it was found [1–3] that this procedure
does not yield the right averages. As discussed in the article, this is due to the fact that ED is a Hamiltonian (i.e.
symplectic) system and the usual thermostats are defined in order to yield fully classical (i.e. Gibbs) ensemble
averages, such as the ones in Eq. (1), only extended to the full classical+quantum phase space. These averages are
wrong. In this supplementary material, we show how, nevertheless, one can obtain the true hybrid system canonical
ensemble averages doing thermostatted ED, by modifying the averaging formula (3).
The full classical+quantum phase space is composed of the classical coordinates ξ, and of a set of coordinates
ψ = (q, p), that may be obtained by considering an orthonormal basis of the Hilbert space, and separating the real
and imaginary part of the coefficients ci of any wave function:
ci =
1√
2
(qi + ipi) . (4)
Any state is then represented by the set ψ = (q, p). One may associate a function fA to any hybrid observable Aˆ(ξ):
fA(ψ, ξ) = 〈ψ|Aˆ(ξ)|ψ〉 . (5)
2For example, fH(ψ, ξ) corresponds to the system . One may rewrite the ED equations,
Q˙a = 〈ψ|Hˆ(Q,P )|ψ〉 , (6)
P˙a = −〈ψ|Hˆ(Q,P )|ψ〉 , (7)
ψ˙ = −iHˆ(Q,P )|ψ〉 . (8)
in terms of a hybrid Poisson bracket:
ξ˙a = {ξa, fH}H (9)
ψ˙i = {ψi, fH}H (10)
where
{A,B}H = {A,B}C + {A,B}Q , (11)
Here, the classical bracket is given by
{A,B}C =
∑
j
∂A
∂Qj
∂B
∂Pj
− ∂A
∂Pj
∂B
∂Qj
, (12)
and the quantum bracket is, analogously:
{A,B}Q =
∑
j
∂A
∂qj
∂B
∂pj
− ∂A
∂pj
∂B
∂qj
. (13)
In this hybrid phase space, the Gibbs ensemble is given by:
FGH (ψ, ξ) =
1
ZGH (β)
e−βfH(ψ,ξ) , (14)
ZGH (β) =
∫
dµ(ψ)dµ(ξ)e−βfH (ψ,ξ) . (15)
However, this is not the true hybrid canonical ensemble, as discussed in the article. Unfortunately, given its Hamilto-
nian structure, if one attaches the usual thermostats to the ED equations and computes the time averages of a hybrid
observable Aˆ(ξ), one necessarily obtains the Gibbs ensemble averages, i.e.:
〈Aˆ〉GH(β) =
1
ZGH (β)
∫
dµ(ψ)dµ(ξ)e−βfH (ψ,ξ)fA(ψ, ξ) , (16)
The true averages, in contrast, are given by:
〈Aˆ〉HCEH (β) =
1
ZHCE(β)
∫
dµC(ξ)Tr
[
e−βHˆ(ξ)Aˆ(ξ)
]
, (17)
ZHCE(β) =
∫
dµC(ξ)Tr
[
e−βHˆ(ξ)
]
. (18)
The hybrid canonical ensemble density matrix is therefore 1
ZHC(β)
e−βHˆ(ξ). One PDF that leads to this ensemble is,
for example:
FHCEH (ψ, ξ) =
1
ZHCEH (β)
∑
i
δ(ψ − ψi(ξ))e−βEi(ξ) . (19)
where the set {ψi(ξ)} corresponds to the adiabatic orthonormal basis of the quantum Hilbert space, and Ei(ξ) are
the adiabatic energies: Hˆ(ξ)|ψi(ξ)〉 = Ei(ξ)|ψi(ξ)〉.
In order to compute these hybrid averages [Eqs. (17) and (18)], one must run over all the classical phase space
and compute the traces in the quantum Hilbert space. Both tasks may be formidable. However, one may at least
3avoid the former one, by performing ED dynamics and taking time averages using a modified averaging formula that
corrects the error mentioned above. In fact, one could also use ground-state Born-Oppenheimer dynamics (BOMD),
or even a fictitious dynamics with the same purpose.
In order to do so, let us first notice that the Gibbs averages can be defined for any function g(ψ, ξ):
〈g〉GH(β) =
1
ZGH (β)
∫
MC×MQ
dµ(ξ)dµ(ψ)e−βfH (ξ,ψ)g(ψ, ξ) . (20)
Therefore, the previous Eq. (16) corresponds to the case in which the function g is a quadratic function gA(ψ, ξ) =
〈ψ|Aˆ(ξ)|ψ〉 that stems from an observable Aˆ(ξ). But any other function can be defined, even if it would then correspond
to no physical observable.
These “classical” canonical averages can be computed by attaching the system to a thermostat, and performing
dynamics:
〈g〉GH(β) = lim
T→∞
1
T
∫ T
0
dt g(ψ(t), ξ(t)) . (21)
One may use this fact to compute the “good” hybrid canonical averages. Given an observable Aˆ(ξ), the goal is to
find a function gA(ψ, ξ), such that
〈Aˆ〉HC(β) = 〈gA〉GH(β) . (22)
In words, the Gibbs ensemble average of function gA, that can be computed with thermostatted dynamics, coincides
with the HCE averages of observable Aˆ. There are, in fact, many possible solutions. For example, we give two:
1. The condition is fulfilled if we define function gA as:
gA(ψ, ξ) = µ(β)e
βH(ψ,ξ)Tr
[
e−βHˆ(ξ)Aˆ(ξ)
]
(23)
µ(β) =
ZGH (β)
ZHC(β)
∫
dµ(ψ)
. (24)
This factor µ(β) may seem problematic, but it can be computed: note that, for the identity observable Iˆ,
〈Iˆ〉HC(β) = 〈gI〉GH(β) = 1 . (25)
Therefore, one can compute 〈gI〉GH(β) performing MD, and equate the result to one:
µ(β) lim
T→∞
1
T
∫ T
0
dt g˜I(ψ(t), ξ(t)) = 1 (26)
where by g˜A (g˜I in the previous equation), we denote the previously defined function gA, except the factor:
g˜A(ψ, ξ) = e
βH(ψ,ξ)Tr
[
e−βHˆ(ξ)Aˆ(ξ)
]
. (27)
Therefore:
µ(β) =
[
lim
T→∞
∫ T
0
dt g˜I(ψ(t), ξ(t))
]−1
, (28)
Finally, the hybrid ensemble average ensemble of Aˆ can therefore be computed as:
〈Aˆ〉HC(β) =
limT→∞
∫ T
0 dt g˜A(ψ(t), ξ(t))
limT→∞
∫ T
0 dt g˜I(ψ(t), ξ(t))
. (29)
The procedure therefore essentially consists in performing the thermostatted ED, and computing the average
of function g˜A(ψ(t), ξ(t)), rather than simply fA(ψ(t), ξ(t)) = 〈ψ(t)|Aˆ(ξ(t))|ψ(t)〉. This implies the difficulty
of performing the trace over the quantum Hilbert space, Tr
[
e−βHˆ(ξ)Aˆ(ξ)
]
, which may be easy or impossible,
depending on the problem, level of theory, etc.
42. A second option for function gA perhaps entails more physical insight. By comparing the incorrect Gibbs ensemble
PDF, Eq. (14), with the true one, Eq. (19), one sees that the problem is that the Gibbs distribution is weighting
all points in quantum phase space, which implies overcounting, due to the neglect of the principle of mutually
exclusive events. In the quantum space, only orthogonal states should be considered, and hence the use of the
delta functions in Eq. (19). One can therefore “discard” the non-orthongonal states in the averaging, by using:
g˜A(µ, ξ) = λ(β)
∑
i
δ(ψ − ψi(ξ))Aii(ξ) , (30)
λ(β) =
ZGH (β)
ZHC(β)
. (31)
where Aii(ξ) = 〈ψi(ξ)|Aˆ(ξ)|ψi(ξ)〉. One may then check that, indeed, 〈gA〉GH(β) = 〈Aˆ〉HC(β) also in this case.
The normalization factor can be computed in the same way than in the previous case, and one arrives to the
same formula (29), which in this case reads:
〈Aˆ〉HC(β) =
limT→∞
∫ T
0
dt
∑
i δ(ψ(t)− ψi(ξ(t)))Aii(ξ(t))
limT→∞
∫ T
0
dt
∑
i δ(ψ(t)− ψi(ξ(t)))
. (32)
It becomes clear how, one only counts, for the averaging purposes, the moments in which the system passes by
an adiabatic state. Numerically, the difficulty in this case lies in the presence of the delta functions, which would
have to be approximated with some finite representation. And, since the system would pass by the adiabatic
points only occassionally, the total time T needed to obtain a converged calculation would be large.
The previous two are not the only optios for gA. Moreover, one could perform this “reweighting” of the sample
generated by the dynamics with other dynamics; it is not exclusive of ED. One could, for example, perform BOMD
(or even a fictitious dynamics with a different classical Hamiltonian), and employ a similar formula to obtain the
proper hybrid canonical ensembles: if HBO(ξ) is the ground-state adiabatic Hamiltonian, one defines:
g˜A(ψ, ξ) = e
βHBO(ψ,ξ)Tr
[
e−βHˆ(ξ)Aˆ(ξ)
]
. (33)
and formula (29) also holds.
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