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Abstract
We study simple random walk on the class of random planar maps which can be encoded by
a two-dimensional random walk with i.i.d. increments or a two-dimensional Brownian motion via
a “mating-of-trees” type bijection. This class includes the uniform infinite planar triangulation
(UIPT), the infinite-volume limits of random planar maps weighted by the number of spanning
trees, bipolar orientations, or Schnyder woods they admit, and the γ-mated-CRT map for
γ ∈ (0, 2). For each of these maps, we obtain an upper bound for the Green’s function on the
diagonal, an upper bound for the effective resistance to the boundary of a metric ball, an upper
bound for the return probability of the random walk to its starting point after n steps, and a
lower bound for the graph-distance displacement of the random walk, all of which are sharp up
to polylogarithmic factors.
When combined with work of Lee (2017), our bound for the return probability shows that the
spectral dimension of each of these random planar maps is a.s. equal to 2, i.e., the (quenched)
probability that the simple random walk returns to its starting point after 2n steps is n−1+on(1).
Our results also show that the amount of time that it takes a random walk to exit a metric ball is
at least its volume (up to a polylogarithmic factor). In the special case of the UIPT, this implies
that random walk typically travels at least n1/4−on(1) units of graph distance in n units of time.
The matching upper bound for the displacement is proven by Gwynne and Hutchcroft (2018).
These two works together resolve a conjecture of Benjamini and Curien (2013) in the UIPT case.
Our proofs are based on estimates for the mated-CRT map (which come from its relationship
to SLE-decorated Liouville quantum gravity) and a strong coupling of the mated-CRT map with
the other random planar map models.
Keywords: Random planar maps, uniform infinite planar triangulation, spectral dimension, random
walk, return probability, Liouville quantum gravity, Schramm-Loewner evolution
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1 Introduction
1.1 Overview
A planar map is a graph together with an embedding into the plane so that no two edges cross,
viewed modulo orientation preserving homeomorphisms. The study of planar maps has a long
history, going back to work of Tutte [Tut68] and Mullin [Mul67] in the 1960s who worked on the
question of enumerating planar maps. In recent years, there has been a considerable focus on the
large scale structure of random planar maps. The simple random walk is one of the most natural
processes that one can put on a random planar map and there have been many recent works which
study its behavior; see, e.g., [BS01,BC13,GGN13,Lee17,Lee18,GR13,ABGGN16,Geo16,AHNR16,
CHN17,GMS17,GMS19,CG15]. We mention also the work [BDG16], which analyzes random walk
on the two-dimensional integer lattice with edge weights given by the exponential of a discrete
Gaussian free field (GFF). This model is connected to random planar maps in that they both serve
as discretizations of Liouville quantum gravity (LQG), as we will discuss in more detail below.
The purpose of this paper is to resolve several open questions for the simple random walk on a
certain family of infinite-volume random planar maps which arise as the Benjamini-Schramm [BS01]
local limits of finite random planar maps as the size is sent to ∞. This family includes the uniform
infinite planar triangulation (UIPT) [AS03] of type II (meaning that multiple edges are allowed but
self-loops are not), the infinite-volume limits of random planar maps weighted by the number of
spanning trees [Mul67,Ber07b,She16b], bipolar orientations [KMSW19], or Schnyder woods [LSW17]
they admit, and the mated-CRT maps, whose definition we review just below.
For each of these random planar map types, we will obtain:
• The spectral dimension is a.s. at least 2, which when combined with the matching upper
bound obtained by Lee [Lee17, Lee18] shows that the spectral dimension is a.s. equal to 2
(Theorem 1.6). That is, the quenched probability that the simple random walk returns to
its starting point after 2n steps is n−1+on(1). This confirms a long-standing prediction in the
physics literature in the setting of random planar maps, see, e.g., [ANR+98,AAJ+98].
• A lower bound for the displacement exponent of random walk, which gives the conjectured
[BC13] exponent of 1/4 on the UIPT (Theorem 1.8). More generally, we show that the random
walk typically travels at least n1/d+on(1) units of graph distance in n units of time, where d is the
ball volume growth exponent whose existence is established in [DG18,DZZ18] (Theorem 1.7).
(The matching upper bound for the displacement exponent is proven in [GH18].)
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• A polylogarithmic upper bound for the Green’s function on the diagonal and for the effective
resistance between the root vertex and the boundary of a metric ball (Theorem 1.3).
See Section 1.3 for precise statements.
The family of random planar maps which we consider, except for the mated-CRT maps, are
those which can be bijectively encoded by means of a two-sided, two-dimensional random walk
with i.i.d. increments via a so-called mating-of-trees bijection. The increment distribution of the
encoding walk depends on the particular model. Roughly speaking, this bijective encoding involves
constructing the two discrete random trees whose contour functions (or a slight variant thereof) are
given by the two coordinates of the encoding walk, then gluing these trees together in a certain
manner (the encoding is slightly different for each model). Each of the random planar maps in this
family can be viewed as a discretization of γ-LQG for an appropriate value of γ ∈ (0, 2). The value
of γ is determined by the correlation of the coordinates of the encoding walk, which is equal to
− cos(piγ2/4). We will explain this point in more detail below.
The above bijections enable us to compare each of these random planar maps to the γ-mated-CRT
map, which is a random planar map constructed in the continuum from a pair of correlated Brownian
motions with correlation − cos(piγ2/4) via a version of the aforementioned bijections (we give the
precise definition just below). The comparison is accomplished using the results of [GHS17], which
in turn are proven by means of a strong coupling result for the encoding walk with the Brownian
motions used to construct the mated-CRT map [Zai98,KMT76] (see Section 4.1). This comparison
reduces the problem of proving estimates for random walk on our given random planar map to
the problem of proving estimates for random walk on the γ-mated-CRT map. Random walk on
the mated-CRT map, in turn, can be analyzed by means of the relationship between mated-CRT
maps and SLE-decorated LQG [DMS14], building on the estimates for harmonic functions on the
mated-CRT map proven in [GMS19]. See Figure 1 for a schematic illustration of the relationships
between the results and objects considered in this paper.
Our proofs use SLE/LQG theory, but can be understood with minimal knowledge of this
theory provided the reader takes [DMS14, Theorem 1.9] (which relates the mated-CRT map to
SLE-decorated LQG) and some estimates from [GMS19] as black boxes. Note that we do not
use the convergence of the random walk on the mated-CRT map to Brownian motion as proven
in [GMS17,GMS18]; rather, we just need some quantitative estimates for harmonic functions on the
mated-CRT map proven in [GMS19].
Acknowledgements. We thank Nina Holden, Asaf Nachmias, Scott Sheffield, and Xin Sun for
helpful discussions. E.G. was partially funded by NSF grant DMS 1209044.
1.2 Mated-CRT maps
To define the γ-mated-CRT map for γ ∈ (0, 2), we start with a pair Z = (L,R) of two-sided
correlated Brownian motions with
Var(Lt) = Var(Rt) = |t| and Cov(Lt, Rt) = − cos(piγ2/4)|t|, ∀t ∈ R. (1.1)
Note that the correlation of L and R ranges over (−1, 1) as γ ranges over (0, 2).
The mated-CRT map G is the graph with vertex set Z, with two vertices x1, x2 ∈ Z with x1 < x2
connected by an edge if and only if(
inf
t∈[x1−1,x1]
Lt
)
∨
(
inf
t∈[x2−1,x2]
Lt
)
≤ inf
t∈[x1,x2−1]
Lt (1.2)
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Figure 1: A schematic illustration of how the results of this paper fit together with other works (blue
indicates what is accomplished in the present work). The mated-CRT map can be constructed from
a two-dimensional correlated Brownian motion, or equivalently from a γ-LQG surface decorated by
a space-filling SLEκ for κ = 16/γ
2 due to the results of [DMS14] (c.f. Section 2.4). In the present
paper, we prove estimates for effective resistance on the mated-CRT map using SLE/LQG theory
(building on the Dirichlet energy bounds from [GMS19]), then transfer to other random planar map
models using a strong coupling result proven in [GHS17] (as explained in Section 4.1). This strong
coupling result, in turn, is proven by bijectively encoding the other random planar map by means of
a two-dimensional random walk, then coupling the encoding walk with the Brownian motion used
to define the mated-CRT map using [Zai98]. The effective resistance bounds for random planar
maps then lead to our main results. Our upper bound for the return probability combines with the
corresponding lower bound from [Lee18, Theorem 1.6] to give that the spectral dimension of the
planar maps we consider is a.s. equal to 2.
or the same holds with R in place of L. If (1.2) holds for both L and R and |x1−x2| > 1, then there
are two edges between x1 and x2. Geometrically, the condition (1.2) means that either |x1 − x2| = 1
or we can draw a horizontal line segment under the graph of L with one endpoint in [x1− 1, x1]×R
and the other endpoint in [x2 − 1, x2] ×R which intersects the graph of L at its two endpoints.
See Figure 2, which also explains how to put a planar map structure on G under which it is a
triangulation.
If we ignore R and consider only the graph on Z constructed from L with the adjacency
condition (1.2), we obtain a discretization of the continuum random tree associated with L [Ald91a,
Ald91b,Ald93]. Hence G can be viewed as a discretization of the mating of two correlated CRTs.
Mated-CRT maps are a particularly natural family of random planar maps to study. One reason
for this is that they provide bridge between discrete and continuum models (see Figure 3 for an
illustration).
To explain this, we first note that the γ-mated-CRT map is a coarse-grained approximation to
many other natural random planar map models which can be obtained by gluing together a pair of
discrete random trees whose contour functions have correlation − cos(piγ2/4) in a manner directly
analogous to the construction of the mated-CRT map [Mul67,Ber07b,She16b,KMSW19,GKMW18,
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Figure 2: Top: To construct the mated-CRT map G geometrically, one can draw the graph of L
(red) and the graph of C −R (blue) for some large constant C > 0 chosen so that the parts of the
graphs over some time interval of interest do not intersect. One then divides the region between the
graphs into vertical strips (boundaries shown in orange) and identifies each strip with the horizontal
coordinate x ∈ Z of its rightmost point. Vertices x1, x2 ∈ Z are connected by an edge if and only if
the corresponding strips are connected by a horizontal line segment which lies under the graph of L
or above the graph of C − R (in particular, this happens if |x1 − x2| = 1). One such segment is
shown in green in the figure for each pair of vertices for which this latter condition holds. Bottom:
One can draw the graph G in the plane by connecting two vertices x1, x2 ∈ Z by an arc above (resp.
below) the blue line if the corresponding strips are connected by a horizontal segment above (resp.
below) the graph of L (resp. C −R); and connecting each pair of consecutive vertices of Z by an
edge. This gives G a planar map structure under which it is a triangulation. Note that the bottom
picture does not correspond to the same mated-CRT map realization as the top picture.
LSW17,Ber07a,BHS18]. This idea is made precise in [GHS17] using the strong coupling theorem
of Zaitsev [Zai98] for random walk and Brownian motion (which is the multi-dimensional analog
of [KMT76]).
On the other hand, mated-CRT maps are directly connected to γ-LQG decorated by SLEκ for
κ = 16/γ2 via the peanosphere (or “mating of trees”) construction of [DMS14]. We will describe
this connection in Section 2.4 below, but let us give a rough idea here. If we consider a certain type
of γ-LQG surface decorated by a space-filling variant of SLEκ η sampled independently from the
surface and parameterized by γ-LQG mass, then the mated-CRT map can be realized as the graph
of “cells” η([x− 1, x]) for x ∈ Z, with two such cells considered to be adjacent if they intersect along
a non-trivial connected boundary arc. This gives us an embedding of the mated-CRT map into C
by sending each vertex to the corresponding cell. (See Figure 3.)
One way to prove statements about random walk on a random planar map is to embed the
map into C in some way, then consider how the embedded map interacts with paths and functions
in C. A number of previous papers have used this strategy with the circle packing embedding
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(see [Ste03] for an introduction) to study random walk on various random planar maps; see,
e.g., [BS01,GGN13,ABGGN16,GR13,AHNR16,Lee17,Lee18,CG15]. In contrast, here we use the
a priori embedding of the mated-CRT map which comes from space-filling SLE instead of circle
packing. This allows us to prove estimates for random walk on the mated-CRT map, which we then
transfer to other random planar maps using the aforementioned strong coupling results.
Random walk Brownian motion → mated-CRT map
Planar map decorated by trees Graph of space-filling SLE cells
Bijective
encoding
Strong
coupling
A priori
embedding
Figure 3: A visual representation of the perspective taken in this paper. On the left, we show a
random planar map decorated by a pair of trees encoded by a two-dimensional random walk using a
discrete version of the construction of the mated-CRT map. On the right, we show the mated-CRT
map, which is defined using a pair of Brownian motions and has an a priori embedding into C as the
adjacency graph of the “cells” η([x−1, x]) for x ∈ Z, where η is a space-filling SLE parameterized by
γ-LQG mass. Using this embedding, one can prove estimates for random walk on the mated-CRT
map. One can then transfer these estimates from the mated-CRT map to other random planar
maps (up to a polylogarithmic error) using a strong coupling of the Brownian motion used to define
the mated-CRT map and the encoding walk for the other random planar map.
1.3 Main results
Let (M,v) be one of the following types of infinite-volume random planar map models with its
natural distinguished root vertex. In each case, we have indicated the γ-LQG universality class in
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parentheses.
1. The uniform infinite planar triangulation (UIPT) of type II, which is the local limit of uniform
triangulations with no self-loops, but multiple edges allowed [AS03] (γ =
√
8/3).
2. The uniform infinite spanning-tree decorated planar map, which is the local limit of random
spanning-tree weighted planar maps [She16b,Che17] (γ =
√
2).
3. The uniform infinite bipolar oriented planar map, as constructed in [KMSW19]1 (γ =
√
4/3).
4. More generally, one of the other distributions on infinite bipolar-oriented maps considered
in [KMSW19, Section 2.3] for which the face degree distribution has an exponential tail and
the correlation between the coordinates of the encoding walk is − cos(piγ2/4) (e.g., an infinite
bipolar-oriented k-angulation for k ≥ 3 — in which case γ = √4/3 — or one of the bipolar-
oriented maps with biased face degree distributions considered in [KMSW19, Remark 1], for
which γ ∈ (0,√2)).
5. The uniform infinite Schnyder-wood decorated triangulation, as constructed in [LSW17] (γ = 1).
6. The γ-mated-CRT map for γ ∈ (0, 2), as defined in Section 1.2, with v = 0.
As discussed in Section 1.1, the reason for considering these random planar map models is that
each of the first five models can be encoded by means of a two-sided, two-dimensional random
walk with i.i.d. increments via a mating-of-trees bijection, which allows us to compare them to the
mated-CRT map by means of the coupling result in [GHS17] (see [GHS17] for a review of each of
these bijections). All of the results stated in this subsection also apply to other random planar map
models encoded by walks with i.i.d. increments under such bijections, e.g., the random planar maps
constructed in [GHS17, Section 2].
We will use that the degree of the root vertex for each of the above random planar maps has
an exponential tail. This can be easily deduced from the mating-of-trees bijections and is proven
in [AS03, Lemma 4.2] in the case of the UIPT, [Che17, Section 4.2] in the case of the infinite
spanning-tree decorated map, [GHS17, Section 3.3] in the case of bipolar-oriented and Schnyder-wood
decorated maps, and [GMS19, Lemma 2.2] in the case of the mated-CRT maps.
Before stating our main results, we introduce the following definitions, which we will use
frequently.
Definition 1.1. For a graph G and a vertex v of G, we write P
G
v for the law of the simple random
walk XG on G started from v. We write E
G
v for the corresponding expectation.
Typically, we will take G = M so that we are working with a random graph. In this case, P
M
v is
the quenched law of the random walk and E
M
v is the corresponding quenched expectation.
Definition 1.2. For a graph G, we write distG(·, ·) for the graph distance on G. For r ≥ 0 and a
vertex v of G, we write BGr (v) for the subgraph of G consisting of the vertices of G lying at graph
distance at most r from v and the edges which join two such vertices.
Our first main result is an upper bound for the Green’s function on the diagonal, both at a
fixed time and at the exit time from a metric ball. For n ∈ N, let GrMn (·, ·) be the Green’s function
on M , i.e., GrMn (v1, v2) for vertices v1, v2 ∈M gives the (conditional given M) expected number of
times that simple random walk on M started from v1 hits v2 before time n.
1See [GHS17, Section 3.3] for a careful proof that the infinite-volume bipolar-oriented planar maps considered in
this paper exist as Benjamini-Schramm [BS01] limits of finite bipolar-oriented maps.
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Theorem 1.3. There exists α,C, p > 0 (depending on the particular model) such that the following
is true. For n ∈ N,
P
[
GrMn (v,v) ≤ C(log n)p
]
= 1−On
(
1
(log n)α
)
. (1.3)
Furthermore, if we let
σr := min
{
j ∈ N : Xnj /∈ BMr (v)
}
, ∀r ∈ N (1.4)
be the exit time of the simple random walk from the ball of radius r then
P
[
GrMσr(v,v) ≤ C(log r)p
]
= 1−Or
(
1
(log r)α
)
. (1.5)
Since the degree of v has an exponential tail, the estimate (1.5) is equivalent to a polylogarithmic
upper bound for the effective resistance from v to the boundary of the ball BMr (v) (see Section 2.2
for the definition of effective resistance).
We expect that in fact GrMn (v,v) and Gr
M
σr(v,v) are bounded above and below by constants
times log n and log r, respectively, with high probability. We prove this only in the special case of
the mated-CRT maps.
Theorem 1.4. For γ ∈ (0, 2), there exists α = α(γ) > 0 and C = C(γ) > 1 such that the
γ-mated-CRT map G satisfies
P
[
1
C
log n ≤ Gr
G
n(0, 0)
degG(0)
≤ C log n
]
= 1−On
(
1
(log n)α
)
, ∀n ∈ N (1.6)
and
P
[
1
C
log r ≤ Gr
G
σr(0, 0)
degG(0)
≤ C log r
]
= 1−Or
(
1
(log r)α
)
, ∀r ∈ N (1.7)
where degG(0) denotes the degree.
The upper bound for the Green’s function in Theorem 1.4 improves in Theorem 1.3 in the
special case when M = G, and will be used to deduce Theorem 1.3 for the other possible choices
of M . As we will explain, the lower bounds in Theorem 1.4 is a straightforward consequence
of [GMS19, Theorem 1.4]. We note that this lower bound implies that the simple random walk on
G is a.s. recurrent; this can also be deduced from the more general recurrence criterion of [GGN13].
Our next result concerns return probabilities for random walk on M .
Theorem 1.5. There exists α,C, p > 0 (depending on the particular model) such that for each
n ∈ N, it holds with probability 1−On((log n)−α) that
P
M
v
[
XM2n = v
] ≤ C(log n)p
n
. (1.8)
In the case when M is the γ-mated-CRT map for γ ∈ (0, 2), one can take p = 1.
It was proven by Lee [Lee17,Lee18] (see in particular [Lee17, Theorem 1.7] or [Lee18, Theorem 1.6])
that if M is a local limit of finite planar graphs and the degree of the root vertex of M has an
exponential tail, then the complementary lower bound to (1.8) holds, i.e., there is a constant p ≥ 1
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such that P
M
v
[
XM2n = v
] ≥ 1/(n(log n)p) with probability 1−On((log n)−1).2 Each of the rooted
random planar maps (M,v) considered here satisfies these hypotheses.
Combining [Lee18, Theorem 1.6] with Theorem 1.5 allows us to show that the spectral dimension
of M , which we now define, is a.s. equal to 2. For a graph G and a vertex v of G, the spectral
dimension is defined by
−2 lim
n→∞
P
G
v
[
XG2n = x
]
log n
, (1.9)
if this limit exists. It is easy to see that if the limit exists, it does not depend on the choice of v.
Theorem 1.6. Almost surely, the spectral dimension of M is equal to 2. More precisely, there
exist constants α, p > 0 (depending on the particular model) such that for each n ∈ N, it holds with
probability 1−On((log n)−α) that
1
n(log n)p
≤ PMv
[
XM2n = v
] ≤ (log n)p
n
. (1.10)
The estimate (1.10) implies that the spectral dimension is a.s. equal to 2, even though the
probability that it holds for a fixed n is only 1−On((log n)−α). The reason is that n 7→ PMv
[
XM2n = v
]
is non-increasing [LPW09, Proposition 10.18], so we can first prove convergence of the limit in (1.9)
along a subsequence of the form nk = exp(k
s) for s > 1/α using Borel-Cantelli, then use monotonicity
to obtain the convergence for all n (see Section 4.2).
The spectral dimension is one of the most natural ways of associating a notion of dimension to
a discrete fractal. This notion of dimension is important in the study of quantum gravity in the
physics literature since it can be defined in a reparameterization invariant way [ANR+98,AAJ+98].
Theorem 1.6 is the first result to compute the spectral dimension of any planar map in the γ-LQG
universality class. We note, however, that the paper [CHN17] shows that the spectral dimension of
a causal triangulation, a different type of random planar map which is not expected to converge
to γ-LQG for any γ, is a.s. equal to 2. There is also a purely continuum notion of the spectral
dimension of γ-LQG, defined using the so-called Liouville heat kernel, which is shown to be equal
to 2 in [RV14b,AK16]. There are also other results concerning spectral dimensions of various graphs,
e.g., [KN09] which computes the spectral dimension of the incipient infinite percolation cluster on
Zd for large d.
Our next main result gives a lower bound for the graph-distance displacement of the simple
random walk in terms of the volume of a graph metric ball.
Theorem 1.7. For r ∈ N, let σr be the exit time from BMr (v), as in (1.4). There exists α > 0,
C > 0, and p > 0 (depending on the particular model) such that for each r ∈ N, it holds with
probability 1−Or((log r)−α) that
E
M
v [σr] ≤ C(log r)p#VBMr (v), (1.11)
where #VBMr (v) denotes the number of vertices of the ball. Furthermore, if we choose rn →∞ such
that P[#VBMrn (v) ≤ n(log n)−p]→ 1 as n→∞, then with probability tending to 1 as n→∞,
P
M
v
[
distM (XMn ,v) ≥ rn
] ≥ 1− 1
C log n
. (1.12)
2In fact, Lee considers only planar maps without multiple edges or self-loops, but it is straightforward to extend
to the general case by adding a vertex to the middle of each edge of a general map to get a map without multiple
edges or self-loops. We explain this carefully in Appendix A. We also note that a slightly weaker lower bound for the
return probability for the planar maps considered here, with an non(1) error rather than a polylogarithmic error, can
be obtained from results of [GH18], which are proven using methods closer to those in this paper: see [GH18, Remark
3.9].
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In the special case of the UIPT, it is known [Ang03] that r−4#VBMr (v) is bounded above
and below by powers of (log r)p with high probability. One obtains a similar bound (with a
polylogarithmic error) in the case of the mated-CRT map with γ =
√
8/3 via strong coupling
techniques [GHS17, Theorem 1.8]. Consequently, Theorem 1.7 implies the following.
Theorem 1.8. Suppose we are in the case when M is the UIPT of type II or the
√
8/3-mated-CRT
map and let σr be as in (1.4). There is a constant p > 0 such that with probability tending to 1 as
r →∞,
E
M
v [σr] ≤ (log r)pr4 (1.13)
and with probability tending to 1 as n→∞,
P
M
v
[
distM (XMn ,v) ≥ (log n)−pn1/4
]
≥ 1
log n
. (1.14)
In the case of the
√
8/3-mated-CRT map or the UIPT, Theorem 1.8 gives a lower bound for
the graph-distance displacement of random walk on M with the conjectured exponent of 1/4. The
matching upper bound of n1/4+on(1) for distM (XMn ,v) is proven in [GH18]. Together, these two
works prove [BC13, Conjecture 1] in the case of the UIPT. Prior to this the best known upper bound
for the graph-distance displacement of random walk on the UIPT was n1/3(log n)p for a constant
p > 0 [BC13, Corollary 2] (see also [Lee17, Theorem 1.10] for an upper bound on the displacement
of the walk in a more general setting which gives n1/3+on(1) in the case of the UIPT).
More generally, it is shown in [DG18, Theorem 1.2] (building on [DZZ18]) that for each of the
random planar maps considered in this paper,
dγ := lim
r→0
log #VBMr (v)
log r
exists a.s. and depends only on γ. Hence Theorem 1.7 implies that the random walk on M typically
travels graph distance at least n1/dγ+on(1) in n units of time. It is shown in [GP19b] that dγ coincides
with the Hausdorff dimension of the γ-LQG metric as constructed in [GM19]. Computing dγ for
γ 6= √8/3 is a major open problem; see [GHS19,DG16,DG18,GM19] and the references therein.
However, reasonably sharp upper and lower bounds for dγ are known [DG18,GP19a], which can
be plugged into Theorem 1.7 to get an explicit lower bound for graph distance displacement of
the walk. We also note that [GH18, Theorem 1.3] shows that the graph distance traveled by the
walk after n steps is typically at most n1/dγ+on(1), so that the walk displacement exponent is the
reciporical of the ball volume exponent.
Remark 1.9. The results in this paper for uniform random planar maps are stated only for the
UIPT, not for other infinite-volume uniform random planar maps such as the uniform infinite planar
quadrangulation (UIPQ). The reason for this is that we do not have mating-of-trees bijections for
these other random planar maps. However, all of our results can be transferred to other uniform
infinite random planar maps, including the UIPQ and more generally uniform infinite p-angulations
for even values of p ≥ 4. This will be done in forthcoming work by the second author and Guillaume
Bavarez by comparing these maps to the UIPT.
1.4 Outline
In Section 2, we introduce some basic notation which we will use throughout the rest of the paper,
recall some facts about effective resistance, and provide background on γ-Liouville quantum gravity
surfaces and the results from [DMS14] which relate the mated-CRT map to SLE-decorated LQG.
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In Section 3, we focus exclusively on the mated-CRT map G under its a priori embedding
into C which comes from SLE-decorated LQG, as explained in Section 2.4. Our main goal is to
prove up-to-constants bounds for the effective resistance in G from the origin to the boundary
of a graph-distance ball, i.e., to prove the bound (1.7) from Theorem 1.4 (Proposition 3.1; c.f.
Section 2.2 for a review of the definition of effective resistance). To accomplish this, we will first
prove up-to-constants bounds for the effective resistance to the boundary of a Euclidean ball, when
the map is given the a priori embedding which comes from space-filling SLE. These bounds are
proven using estimates for the Dirichlet energy of certain harmonic functions on G (which build on
results from [GMS19]).
In Section 4, we first review a coupling between any one of the first five random planar maps listed
in Section 1.3 and the mated-CRT map with the same parameter γ, which was originally obtained
in [GHS17] using [Zai98]. We show that under this coupling, the Dirichlet energies of functions on
the mated-CRT map and the other map are comparable up to polylogarithmic factors (Lemma 4.3).
We then use this coupling and the main estimate of Section 3 to prove a polylogarithmic upper
bound for the effective resistance to the boundary of a metric ball in the map M (Proposition 4.4)
and deduce our main results from this upper bound.
Appendix A contains a proof that the return probability lower bound from [Lee17] extends to
maps with multiple loops and/or self-edges. Appendix B contains an index of some commonly used
symbols.
2 Preliminaries
2.1 Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}.
For a, b ∈ R with a < b and r > 0, we define the discrete intervals [a, b]rZ := [a, b] ∩ (rZ) and
(a, b)rZ := (a, b) ∩ (rZ).
If a and b are two quantities we write a  b (resp. a  b) if there is a constant C > 0 (independent
of the values of a or b and certain other parameters of interest) such that a ≤ Cb (resp. a ≥ Cb).
We write a  b if a  b and a  b. We typically describe dependence of implicit constants in
lemma/proposition statements and require constants in the proof to satisfy the same dependencies.
If a and b are two quantities depending on a variable x, we write a = Ox(b) (resp. a = ox(b)) if a/b
remains bounded (resp. tends to 0) as x→ 0 or as x→∞ (the regime we are considering will be
clear from the context). We write a = o∞x (b) if a = ox(bs) for every s ∈ R.
For a graph G, we write V(G) and E(G), respectively, for the set of vertices and edges of G,
respectively. We sometimes omit the parentheses and write VG = V(G) and EG = E(G). For
v ∈ V(G), we write degG(v) for the degree of v (i.e., the number of edges with v as an endpoint).
For vertices v1, v2 ∈ V(G), we say that v1 ∼ v2 in G if v1 and v2 are connected by an edge in G.
For r > 0 and z ∈ C we write Br(z) for the open disk of radius r centered at z. We abbreviate
Br = Br(0).
2.2 Harmonic functions and effective resistance
The main tool in the proofs of our main theorems are various estimates for discrete harmonic
functions on the mated-CRT map. Here we define some of the quantities that we will study, starting
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with Dirichlet energy.
Definition 2.1. For a graph G and a function f : V(G)→ R, we define its Dirichlet energy to be
the sum over unoriented edges
Energy(f ;G) :=
∑
{x,y}∈E(G)
(f(x)− f(y))2,
with edges of multiplicity m counted m times.
Dirichlet energy is closely related to effective resistance, which will also be important for us.
We view a graph G as an electrical network where each edge has unit resistance. For a vertex
x ∈ V(G) and a set V ⊂ V(G) with x /∈ V , the effective resistance from x to V in G is defined
(using Definition 1.1) by
RG(x↔ V ) := degG(x)−1EGx
[
#
{
times XG returns to x before hitting V
}]
= degG(x)−1 GrGτV (x, x) (2.1)
where in the last equality τV is the first time that X
G hits V and GrGτV (·, ·) is the Green’s function
for random walk stopped at time τV (as in Section 1.3).
There is an equivalent representation for RG(x ↔ V ) in terms of Dirichlet energy. Namely,
let fV : V(G)→ [0, 1] be the function such that fV (x) = 1, fV |V ≡ 0, and fV is discrete harmonic
elsewhere. Then by Dirichlet’s principle (see, e.g., [LP16, Exercise 2.13]),
RG(x↔ V ) = 1
Energy(fV ;G)
. (2.2)
We will also need a third equivalent representation for effective resistance in terms of so-called
unit flows, which we will use in Section 3.3. A unit flow from x to V in G is a function θ from
oriented edges e = (y, z) of G to R such that θ(y, z) = −θ(z, y) for each oriented edge (y, z) of G
and ∑
z∈V(G)
z∼y
θ(y, z) = 0 ∀z ∈ V(G) \ ({x} ∪ V ) and
∑
z∈V(G)
z∼x
θ(x, z) = 1.
The quantity
∑
z∈V(G):z∼y θ(y, z) is called the divergence of θ at y. By Thomson’s principle (see,
e.g., [LPW09, Theorem 9.10]),
RG(x↔ V ) = inf
 ∑
e∈E(G)
[θ(e)]2 : θ is a unit flow from x to V
. (2.3)
The sum appearing on the right in (2.3) is called the energy of the flow θ, by analogy with
Definition 2.1. We note that the sum is over unoriented edges, and that [θ(e)]2 is well-defined for an
unoriented edge e due to the anti-symmetry condition above.
2.3 Liouville quantum gravity and the γ-quantum cone
Heuristically speaking, a γ-Liouville quantum gravity (LQG) surface for γ ∈ (0, 2) is the random
Riemannian surface parameterized by a domain D ⊂ C with Riemannian metric tensor eγh(z) (dx2 +
dy2), where h is some variant of the Gaussian free field (GFF) on D. We assume that the reader is
familiar with the Gaussian free field; see [She07,SS13,MS16,MS17] for more details. Of course, the
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preceding definition of a γ-LQG surface does not make rigorous sense since h is a distribution, not
a function, so cannot be exponentiated. Nevertheless, one can make rigorous sense of γ-LQG in
various ways.
Duplantier and Sheffield [DS11] rigorously constructed the volume form associated with a γ-LQG
surface, a measure µh which is the limit of regularized versions of e
γh(z) dz, where dz denotes
Lebesgue measure. One can similarly define a γ-LQG boundary length measure νh on certain curves
in D, including ∂D and SLEκ-type curves for κ = γ
2 [She16a]. See [RV14a] for a review of a more
general theory of regularized measures of this form, which dates back to Kahane [Kah85].
Hence it makes sense to think of an LQG surface as a random measure space with a conformal
structure. One would like to allow for different parameterizations of the same surface, so we consider
equivalence classes. For γ ∈ (0, 2) and k ∈ N0, a γ-LQG surface with k marked points is an
equivalence class of k + 2-tuples (D,h, z1, . . . , zk) where D ⊂ C, h is a distribution on D (typically
some variant of the GFF), and z1, . . . , zk are marked points in D ∪ ∂D. Two such k + 2-tuples
(D,h, z1, . . . , zk) and (D˜, h˜, z˜1, . . . , z˜k) are declared to be equivalent (heuristically, this means they
represent different parameterizations of the same surface) if there is a conformal map f : D˜ → D
such that
h˜ = h ◦ f +Q log |f ′| for Q = 2
γ
+
γ
2
and f(z˜j) = zj , ∀j ∈ [1, k]Z. (2.4)
A particular choice of the distribution h is called an embedding of the γ-LQG surface. The reason
for this definition is that if h and h˜ are related as in (2.4), then the γ-LQG measures a.s. satisfy
µh = f∗µh˜ and νh = f∗νh˜ [DS11, Proposition 2.1].
The only type of γ-LQG surface in which we will be interested in this paper is the γ-quantum cone,
which was first defined in [DMS14, Definition 4.10]. The γ-quantum cone is an infinite-volume LQG
surface (i.e., the γ-LQG measure µh has infinite total mass) with two marked points, parameterized
by C. A γ-quantum cone can be represented by (C, h, 0,∞) for a certain type of distribution h on
C, which is a slight modification of a whole-plane GFF plus −γ log | · |.
Let A : R→ R be the process such that At = Bt + γt for t ≥ 0, where B is a standard linear
Brownian motion; and for t < 0, let At = B̂−t + γt, where B̂ is a standard linear Brownian motion
conditioned so that B̂t + (Q − γ)t > 0 for all t > 0 (this singular conditioning is made sense of
in [DMS14, Remark 4.4]). We define h to be the random distribution such that if hr(0) denotes the
circle average of h on ∂Br(0) (see [DS11, Section 3.1] for the definition and basic properties of the
circle average), then t 7→ he−t(0) has the same law as the process A; and h− h|·|(0) is independent
from h|·|(0) and has the same law as the analogous process for a whole-plane GFF.
By the definition of an LQG surface, the distribution h is only defined up to re-scaling (as
we have fixed only two marked points), but we will almost always consider the particular choice
of embedding h defined just above. This choice of h is called the circle average embedding. The
circle average embedding possesses two key properties which are essentially immediate from the
definition and will be important for our purposes. The first property is that h|D agrees in law with
the corresponding restriction of a whole-plane GFF plus −γ log | · |, normalized so that its circle
average over ∂D is 0.
The other property we will need is a certain scale invariance, which we now describe. For r > 0
and z ∈ C, let hr(z) be the circle average of h over ∂Br(z) and for b > 0, let
Rb := sup
{
r > 0 : hr(0) +Q log r =
1
γ
log b
}
(2.5)
where here Q is as in (2.4). That is, Rb gives the largest radius r > 0 so that if we scale spatially by
the factor r and apply the change of coordinates formula (2.4), then the average of the resulting
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field on ∂D is equal to γ−1 log b. Note that R0 = 1 by the definition of the circle average embedding.
It is easy to see from the definition of h (and is shown in [DMS14, Proposition 4.13(i)]) that for
each fixed b > 0,
h
d
= h(Rb·) +Q logRb − 1
γ
log b. (2.6)
By (2.4), if we let hb be the field on the right side of (2.6), then a.s. µhb(A) = bµh(R
−1
b A) for
each Borel set A ⊂ C. In particular, typically µh(BRb)  b. We will use the scale invariance
property (2.6) in Section 3 to transfer estimates at macroscopic scales to estimates at microscopic
scales. We will also need the following basic estimate for the radii Rb in (2.5).
Lemma 2.2. Suppose h is the circle average embedding of a γ-quantum cone. There is a constant
a = a(γ) > 0 such that for each b2 > b1 > 0 and each C > 1,
P
[
C−1(b2/b1)
1
γ(Q−γ) ≤ Rb2/Rb1 ≤ C(b2/b1)
1
γ(Q−γ)
]
≥ 1− 3 exp
(
− a(logC)
2
log(b2/b1) + logC
)
. (2.7)
Proof. This is a re-statement of [GMS17, Lemma 2.1] in the special case when α = γ.
2.4 Mated-CRT maps and SLE-decorated Liouville quantum gravity
In this subsection we will describe the connection between mated-CRT maps and SLE-decorated
LQG, as alluded to at the end of Section 1.2. This connection will be our primary tool for analyzing
mated-CRT maps.
Schramm-Loewner evolution (SLEκ) for κ > 0 is a family of random fractal curves in the plane
first introduced by Schramm [Sch00]. In this paper, we will be interested in a variant of SLEκ for
κ > 4 called whole-plane space-filling SLEκ from∞ to∞ which is introduced in [MS17, Sections 1.2.3
and 4.3] (see also [DMS14, Section 1.4.1] for the whole-plane case). This is a continuous, space-filling,
non-crossing curve in C which a.s. hits Lebesgue-a.e. point of C exactly once.
For κ ≥ 8, ordinary SLEκ is space-filling and whole-plane space-filling SLEκ from ∞ to ∞ is a
two-sided variant of chordal SLEκ. In the case when κ ∈ (4, 8), ordinary SLEκ is not space-filling,
and instead hits itself to form “bubbles” which it disconnected from its target point. In this
case, space-filling SLEκ is obtained from ordinary SLEκ by iteratively filling in these bubbles with
SLEκ-type curves (so in particular it is not a Loewner evolution). We will not need any further
details concerning SLEκ and its variants in this paper.
Mated-CRT maps are related to SLE-decorated LQG via the peanosphere (or mating-of-trees)
construction of [DMS14, Theorem 1.9], which we now describe. See also the right side of Figure 3.
Suppose h is the circle-average embedding of a γ-quantum cone, as in Section 2.3. Also let
κ = 16/γ2 > 4 and let η be a whole-plane space-filling SLEκ from ∞ to ∞ sampled independently
from h and then parameterized in such a way that η(0) = 0 and the γ-LQG mass satisfies
µh(η([t1, t2])) = t2 − t1 whenever t1, t2 ∈ R with t1 < t2.
Let νh be the γ-LQG length measure associated with h and define a process L : R→ R in such
way that L0 = 0 and for t1, t2 ∈ R with t1 < t2,
Lt2 − Lt1 = νh(left boundary of η([t1, t2]) ∩ η([t2,∞)))
− νh(left boundary of η([t1, t2]) ∩ η((−∞, t1])). (2.8)
Define Rt similarly but with “right” in place of “left” and set Zt = (Lt, Rt). It is shown in [DMS14,
Theorem 1.9] that Z evolves as a correlated two-dimensional Brownian with variances and covariances
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as in (1.1), so Z has the same law as the Brownian motion used to construct the mated-CRT map
with parameter γ. Moreover, by [DMS14, Theorem 1.11], Z a.s. determines (h, η) modulo rotation.
We can re-phrase the adjacency condition (1.2) in terms of (h, η). In particular, one easily sees
from (2.8) that for x1, x2 ∈ Z with x1 < x2, (1.2) is satisfied if and only if the “cells” η([x1 − 1, x1])
and η([x2 − 1, x2]) intersect along a non-trivial connected arc of their left outer boundaries; and
similarly with “R” in place of “L” and “left” in place of “right”.
Consequently, the mated-CRT map G is precisely the graph with vertex set Z, with two vertices
connected by an edge if and only if the corresponding cells η([x1 − 1, x1]) and η([x2 − 1, x2]) share a
non-trivial connected boundary arc (the vertices are connected by two edges if |x1 − x2| > 1 and
the cells intersect along both their left and right boundaries). The graph on cells is sometimes
called the structure graph of the curve η since it encodes the topological structure of the cells. The
identification of G with the structure graph of η gives us an a priori embedding of G into C by
sending each vertex x ∈ Z to the point η(x).
3 Effective resistance on the mated-CRT map
Fix γ ∈ (0, 2) and let G be the γ-mated-CRT map, as in Section 1.2. Recall the definition of effective
resistance from (2.1). The goal of this section is to prove the following bound for the effective
resistance in G from the origin (i.e., the root vertex) to the boundary of a metric ball, which is a
restatement of (1.7) of Theorem 1.4.
Proposition 3.1. There exists α = α(γ) > 0 and C = C(γ) > 0 such that for each r ∈ N, it holds
with probability at least 1−Or((log r)−α) that
C−1 log r ≤ RG(0↔ ∂BGr (0)) ≤ C log r, (3.1)
where ∂BGr (0) denotes the set of vertices of BGr (0) which are adjacent to vertices not in BGr (0).
Proposition 3.1 is the only result from this section which is needed in Section 4. The proof of
Proposition 3.1 uses the relationship between G and SLE-decorated LQG, as explained in Section 2.4,
together with the bounds for harmonic functions on G from [GMS19].
3.1 Setup and outline
Throughout this section we will consider the following setup. Fix γ ∈ (0, 2) and let Z = (L,R) be
the correlated Brownian motion as in (1.1) used to define the mated-CRT map G with this choice
of γ. It will be convenient to consider a collection {G}>0 of graphs with the same law as G, all
coupled with Z, defined as follows. The vertex set of G is Z, and two vertices x1, x2 ∈ Z with
x1 < x2 connected by an edge if and only if(
inf
t∈[x1−,x1]
Lt
)
∨
(
inf
t∈[x2−,x2]
Lt
)
≤ inf
t∈[x1,x2−]
Lt (3.2)
or the same holds with R in place of L. In other words, G is defined in the same manner as G but
with the Brownian motion t 7→ 1/2Zt/ in place of Z. Note that G = G1 and G d= G for every  > 0.
Let (h, η) be the pair consisting of the circle-average embedding of a γ-quantum cone and an
independent whole-plane space-filling SLEκ with κ = 16/γ
2 which is determined by Z via [DMS14,
Theorem 1.11], as explained in Section 2.4. Then two vertices x1, x2 ∈ VG = Z are connected by
an edge if and only if the corresponding cells η([x1 − , x1]) and η([x2 − , x2]) share a non-trivial
boundary arc.
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For a set D ⊂ C, we define G(D) to be the sub-graph of G with vertex set
VG(D) := {x ∈ Z : η([x− , x]) ∩D 6= ∅} (3.3)
with two vertices joined by an edge if and only if they are joined by an edge in G. See Figure 4 for
an illustration.
G(D)
∂D
Figure 4: For a set D ⊂ C (here shown as the region enclosed by the red curve), the sub-graph
G(D) is the graph of cells which intersect D (light red), with two such cells connected by an edge if
and only if they share a non-trivial boundary arc.
We will make frequent use of the following upper bound for the maximal Euclidean diameter of
the cells of G which intersect a Euclidean ball of fixed radius, which is [GMS19, Lemma 2.4].
Lemma 3.2 ( [GMS19]). For each q ∈
(
0, 2
(2+γ)2
)
, there exists α = α(q, γ) > 0 such that for each
fixed ρ ∈ (0, 1),
P
[
max
x∈VG(Bρ)
diam(η([x− , x])) ≤ q
]
= 1−O(α) as → 0.
To prove Proposition 3.1, we start by considering a fixed radius ρ ∈ (0, 1) and proving up-to-
constants lower and upper bounds for the effective resistance RG(0 ↔ VG(∂Bρ)) from 0 ∈ VG
to the set VG(∂Bρ) of vertices corresponding to the cells which intersect the boundary of the
Euclidean ball of radius ρ centered at 0.
The lower bound for effective resistance to ∂Bρ (Proposition 3.3) is just a re-statement of [GMS19,
Theorem 1.4]. The proof of the corresponding upper bound (Proposition 3.4) in Section 3.3 (which
is more important for our purposes) will be proven by using (2.3) and a multi-scale argument to
get an upper bound for the energy of a certain unit flow (this argument is outlined just after the
proposition statement).
In Section 3.4, we deduce Proposition 3.3 from our estimates for the effective resistance to the
boundary of a Euclidean ball using the that G d= G and that with high probability
VBG
−q1 (0) ⊂ VG(Bρ) ⊂ VBG

−q2 (0)
for constants q1, q2 > 0 depending only on γ.
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Throughout this section, for 0 < a < b <∞ and z ∈ C, we define the open annulus
Aa,b(z) := Bb(z) \Ba(z). (3.4)
We also declare that A0,b(z) is the punctured disk Bb(z) \ {z}. We abbreviate Aa,b := Aa,b(0).
3.2 Lower bound for effective resistance to ∂Bρ
We record for reference the following lower bound for the effective resistance in G from 0 to the
boundary of the Euclidean ball Bρ, which is proven in [GMS19].
Proposition 3.3. There exists α = α(γ) > 0 such that for each ρ ∈ (0, 1), there exists C =
C(ρ, γ) > 0 such that for  ∈ (0, 1),
P
[
RG(0↔ VG(∂Bρ)) ≥ 1
C
log −1
]
= 1−O(α) (3.5)
at a rate depending only on ρ and γ.
Proof. This follows from [GMS19, Theorem 1.4] and the definition (2.1) of effective resistance.
3.3 Upper bound for effective resistance to ∂Bρ
To complement Proposition 3.4, in this subsection we prove the following upper bound for the
effective resistance from 0 to ∂Bρ in G.
Proposition 3.4. There exists α = α(γ) > 0 and C = C(ρ, γ) > 0 such that for  ∈ (0, 1), the
effective resistance from 0 to VG(∂Bρ) satisfies
P
[RG(0↔ V(∂Bρ)) ≤ C log −1] = 1−O( 1
(log −1)α
)
. (3.6)
We emphasize that the probabilistic estimate in Proposition 3.4 is 1−O((log −1)−α) in contrast
to the 1−O(α) in Proposition 3.3. This estimate is the source of all of the polylogarithmic bounds
for unconditional probabilities in this paper.
Recalling Thomson’s principle (2.3), we seek a unit flow from 0 to VG(∂Bρ) in VG(Bρ) whose
energy is at most a constant times log −1. Let us now define the unit flow we will consider. Let z
be sampled uniformly from Lebesgue measure on ∂Bρ, independently from everything else, and let
S be the line segment from 0 to z. For  ∈ (0, 1), choose (in some measurable manner) a simple
path P  in G(S) from 0 to a vertex whose corresponding cell contains z. For an oriented edge e of
G(Bρ), let θ(e) be the probability that the path P  traverses e in the forward direction, minus the
probability that P  traverses e in the reverse direction.
Lemma 3.5. The function θ defined just above is a unit flow from 0 to VG(∂Bρ).
Proof. For each x ∈ VG(Bρ) \ VG(∂Bρ), the number of oriented edges of the form (x, y) traversed
by P  is equal to the number of oriented edges of the form (y, x) traversed by P , i.e., the net number
of times that P  traverses an oriented edge with x as an endpoint is 0, where edges pointing toward
x are counted with a positive sign and edges pointed away from x are counted with a negative sign.
The divergence of θ at x is the conditional expectation of this net number of edges given (h, η),
so also equals 0. On the other hand, the net number of times that the path P  traverses an edge
with 0 as an endpoint (defined as above) is 1. Therefore, the divergence at 0 is 1, so θ is in fact a
unit flow.
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To prove Proposition 3.4, it suffices to prove an upper bound of O(log 
−1) for the energy of
the unit flow θ. To do this, we first use the estimates for cells of G from [GMS19] to prove an
upper bound for the energy of θ over the annulus Aβ ,ρ for a small (but -independent) constant
β = β(γ) > 0 (Lemma 3.6). Intuitively, the reason why we do not get estimates for the energy
within Bβ is that there are too few cells contained in Bβ for various large-scale averaging effects to
hold. (This manifests itself, e.g., in the fact that the upper bound for the cell size in Lemma 3.2
might be bigger than the size of the ball we are working with and the fact that the α error term
in [GMS19, Lemma 3.1] dominates the main integral term when we are working in a small enough
ball.)
To transfer from this energy bound at “nearly macroscopic” scales to an energy bound which
works at all scales, we will apply the scaling property of the γ-quantum cone described in Section 2.3.
Via a multi-scale argument, this leads to an upper bound of O(log 
−1) for the energy of θ over
the complement of a Euclidean ball centered at 0 which contains of order T > 1 cells of G, which
holds with probability 1−OT (T−α) (Lemma 3.7).
We have an a priori bound for the energy of θ over a ball which contains O((log 
−1)1/4)
cells of G (Lemma 3.8), which allows us to take T = (log −1)1/4 in the preceding estimate and
thereby conclude the proof of Proposition 3.4. Note that the need to consider balls which contain a
polylogarithmic number of cells of G is the reason for the polylogarithmic probability bound in
Proposition 3.4.
Lemma 3.6. There exists α = α(γ) > 0, β = β(γ) > 0, and C = C(ρ, γ) > 0 such that the energy
of θ over G(Aβ ,ρ) satisfies
P
 ∑
e∈EG(A
β,ρ
)
[θ(e)]2 ≤ C log −1
 = 1−O(α). (3.7)
Proof. We will bound the energy of θ in terms of a sum over cells of G which intersect Aβ ,ρ, which
can in turn be bounded using [GMS19, Lemma 3.1]. Throughout the proof, we require all implicit
constants in the symbol  to be deterministic and depend only on ρ and γ. Fix q ∈
(
0, 2
(2+γ)2
)
,
chosen in a manner depending only on γ (as in Lemma 3.2).
For each x ∈ VG(Bρ), the conditional probability given (h, η) that the segment S intersects the
cell η([x− , x]) is at most a constant times diam(η([x− , x]))× dist(η([x− , x]), 0)−1, where here
diam and dist denote Euclidean diameter and distance, respectively. By Lemma 3.2, it holds except
on an event of probability decaying faster than some positive power of  that each cell η([x− , x])
has diameter at most q, so
dist(η([x− , x]), 0)−1 ≤ (|η(x)| − q)−1  |η(x)|−1, ∀x ∈ VG(A2q ,ρ).
Consequently, it holds except on an event of probability decaying faster than some positive power
of  that
P[x ∈ P  | (h, η)]  |η(x)|−1 diam(η([x− , x])), ∀x ∈ VG(A2q ,ρ). (3.8)
By the definition of θ, (3.8) implies that for each oriented edge e = (x, y) of G(A2q ,ρ),
|θ(e)|  |η(x)|−1 diam(η([x− , x])).
Summing this estimate, we get that if β ∈ (0, q), then whenever (3.8) holds and  is sufficiently
small (depending on β and q),∑
e∈EG(A
β,ρ
)
[θ(e)]2 
∑
x∈VG(A
β,ρ
)
|η(x)|−2 diam(η([x− , x]))2 degG(x). (3.9)
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By [GMS19, Lemma 3.1], applied with f(z) = |z|−2, it follows that there exists constants
α0 = α0(γ) > 0, β0 = β0(γ) > 0, and C0 = C0(ρ, γ) > 0 such that with probability 1−O(α0), the
right side of (3.9) is bounded above by
C0
∫
A
β,ρ
|z|−2 dz + α  log −1.
Since (3.9) holds except on an event of probability decaying faster than some positive power of ,
we obtain (3.7) for an appropriate choice of α, β, and C.
We now use a multi-scale argument to transfer from Lemma 3.6 to a bound on the energy of θ
over all of Bρ except for a small ball centered at the origin which contains of order T cells of G
for T ∈ [1, 1/). For the statement and proof of the next lemma, we recall the radii Rb ∈ (0, 1] for
b ∈ (0, 1] defined in (2.5), which are chosen so that BRb typically has µh-mass of order b.
Lemma 3.7. There exists α = α(γ) > 0 such that for each ρ ∈ (0, 1), we can find C = C(ρ, γ) > 0
such that for each  ∈ (0, 1) and each T ∈ [1, 1/), the following is true. If we let RT be as in (2.5)
with b = T, then
P
 ∑
e∈EG(ART,ρ)
[θ(e)]2 ≤ C log −1
 = 1−OT (T−α), (3.10)
at a rate depending only on ρ and γ.
Proof. We will apply Lemma 3.6 with h(Rb·) +Q logRb in place of h and the scaling property (2.6)
of the γ-quantum cone for several particular b ∈ (0, 1] which interpolate between 1 and T, then
take a union bound. The particular values of b which we consider are chosen in (3.13) and are
defined in such a way that with high probability, the corresponding intervals [(/b)βRb, Rbρ] cover
[T, ρ]. To deduce (3.10), we then sum the estimate of Lemma 3.6 over all of the scales.
Step 1: Definition of an event at each scale. Fix ρ ∈ (0, 1) and let α0, β, and C0 be chosen so that
the conclusion of Lemma 3.6 is satisfied with α = α0, C = C0, and this choice of β. We can take
β < (100γ(Q− γ))−1.
For  ∈ (0, 1) and b ∈ (0, 1], let Eb be the event of Lemma 3.6 with /b in place of  and the
re-scaled pair
(
h(Rb·) +Q logRb, R−1b η(b·)
)
in place of (h, η), i.e.,
Eb :=

∑
e∈EG(A
(/b)βRb,ρRb
)
[θ(e)]2 ≤ C0 log(b/)
. (3.11)
By Lemma 3.6 and the scaling property (2.6) of the γ-quantum cone, there exists α = α(γ) ∈ (0, α0]
such that
P[Eb ] = 1−O((/b)α) (3.12)
a rate depending only on ρ and γ as /b→ 0.
Step 2: A particular choice of scales. We now apply the estimates (3.12) and (2.7) at a carefully
chosen set of scales. The key property which these scales will satisfy is (3.15) below.
Recall that Q = 2/γ + γ/2 and n ∈ N0 let
bn := 
1−(1−ξ)n for ξ :=
βγ(Q− γ)
2
∈ (0, 1). (3.13)
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Then b0 = 1 and for n ∈ N, bn := (/bn−1)ξbn−1. By Lemma 2.2 (applied with C = ρ(/bn−1)−β/2),
after possibly shrinking α (in a manner depending only on γ and β) we can arrange that
P
[
Rbn ≥
1
ρ
(/bn−1)
βRbn−1
]
= 1−O((/bn−1)α) (3.14)
at a rate depending only on γ.
For T ∈ [1, 1/], let nT be the smallest n ∈ N with bn ≤ T and note that bn ≥ T 1−ξ. By (3.14)
and a union bound, after possibly further shrinking α we can arrange that with probability at least
1−OT (T−α),
[RT, ρ] ⊂
nT⋃
n=0
[
(/bn)
βRbn , ρRbn
]
. (3.15)
By (3.12) (applied with b = b0, . . . , b

nT
) and a union bound, the event
nT⋂
n=0
Ebn (3.16)
also occurs with probability at least 1−OT (T−α).
Step 3: Conclusion. Suppose now that (3.15) and (3.16) both hold, which happens with probability
1−OT (T−α). We will show that (3.7) holds. To this end, we compute
∑
e∈EG(ART,ρ)
[θ(e)]2 ≤
nT∑
n=0
∑
e∈EG
(
A
(/bn)
βRbn
,ρRbn
)[θ(e)]2 (by (3.15))
≤ C0
nT∑
n=0
log(bn/) (by (3.16))
≤ C0 log −1
nT∑
n=0
(1− ξ)n  log −1 (by (3.13)),
with a deterministic implicit constant depending only on ρ and γ.
Since we want a polylogarithmic bound for the probability of the event in Proposition 3.4, we
need to apply Lemma 3.7 with T at least some positive power of log −1. To deal with the energy of
θ over BRT for such a value of T , we will use the following crude a priori bound.
Lemma 3.8. For each ζ > 0, there exists α = α(ζ, γ) > 0 such that for T ∈ [1, 1/),
P
 ∑
e∈EG(BRT )
[θ(e)]2 ≤ T 2+ζ
 = 1−OT (T−α), (3.17)
at a rate depending only on ρ and γ.
Proof. We claim that there is an α = α(ζ, γ) > 0 such that with probability 1 − OT (T−α), the
graph G(BRT) has at most T 1+ζ/2 vertices (and hence at most T 2+ζ edges). Since |θ(e)| ≤ 1 for
each edge e by definition, this claim immediately implies (3.17).
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We now prove the above claim. By the scaling property (2.6), the γ-LQG coordinate change
formula, and standard estimates for the LQG measure (see, e.g., [GHS19, Lemma A.3]), there exists
α = α(ζ, γ) > 0 such that P[µh(B2RT) ≤ T 1+ζ/4] = 1 − OT (T−α). Since the cells η([x − , x])
of G have µh-mass , this implies that with probability 1 − OT (T−α), there are at most T 1+ζ/4
such cells which are completely contained in B2RT . By [GHM15, Proposition 3.4] and the scale
invariance of the law of space-filling SLE, modulo time parameterization, it holds except on an event
of probability decaying faster than any negative power of T that each cell of G which intersects both
BRT and ∂B2RT contains a Euclidean ball of radius at least T
−ζ/4RT, so there can be at most
4piT−ζ/2 such cells. Combining these estimates and slightly shrinking ζ > 0 proves our claim.
Proof of Proposition 3.4. By combining Lemmas 3.7 and 3.8, each applied with, e.g., T = (log −1)1/4,
we see that the energy of θ is at most C log −1 with probability 1−O((log −1)α) for appropriate
constants C,α as in the proposition statement. The desired effective resistance bound now follows
from Thomson’s principle (2.3).
Remark 3.9. In an earlier draft of this paper, we proved Proposition 3.4 via a somewhat more
complicated argument which proceeded by using [GMS19, Theorem 3.2] to prove a lower bound for
the Dirichlet energy of the function on VG(Bρ) which is equal to 1 at 0, vanishes on VG(∂Bρ),
and is discrete harmonic elsewhere; and then applying Dirichlet’s principle (2.2). We thank Asaf
Nachmias for suggesting the idea for the alternative argument given here.
3.4 Proof of Proposition 3.1
Since G d= G for  > 0, it suffices to show that for an appropriate choice of constants C and α as in
the statement of the lemma, there exists for each r ∈ N an  = r > 0 (depending on r) such that
with probability at least 1−Or((log r)−α),
RG(0↔ ∂BGr (0)) ≤ C log r; (3.18)
and a possibly different r-dependent choice of  > 0 such that with probability at least 1 −
Or((log r)
−α),
RG(0↔ ∂BGr (0)) ≥ C−1 log r. (3.19)
We know from Propositions 3.3 and 3.4 that there exists C0 = C0(γ) > 0 and α = α(γ) > 0 such
that for each  ∈ (0, 1), it holds with probability at least 1−O((log −1)−α) that
C−10 log 
−1 ≤ RG(0↔ VG(∂B1/2(0))) ≤ C0 log −1. (3.20)
So, we need to compare Euclidean balls and graph distance balls.
We start by proving (3.18) for an appropriate choice of . Fix q ∈
(
0, 2
(2+γ)2
)
, chosen in a
manner depending only on γ. By Lemma 3.2, it holds except on an event of probability decaying
faster than some positive power of  that the Euclidean diameter of each cell of G which intersects
B1/2(0) is at most 
q. This implies any path in G from 0 to VG(∂B1/2(0)) must contain at least
1
2
−q cells of G, i.e., VB1
2 
−q(0;G) ⊂ VG(B1/2(0)). Therefore, (3.18) with  = (2r)−1/q and C
slightly larger than q−1C0 follows from the upper bound in (3.20).
Now we establish the lower bound (3.19). Since the cells of G each have µh-mass , we infer
from standard estimates for the γ-LQG measure (see, e.g., [GHS19, Lemma A.3]) that except on an
event of probability decaying faster than some positive power of , we have #VG(B1/2(0)) ≤ −2,
say, which means that VG(B1/2(0)) ⊂ VBG

−2(0). Combining this with the lower bound in (3.20)
yields (3.19) with  = r−2 and C = 2C0.
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4 Extension to other random planar maps
4.1 Coupling with the mated-CRT map
In order to transfer from the estimates for mated-CRT maps in Section 3 to estimates for the other
random planar map models we consider here, we will employ a coupling result for M and G which is
proven in [GHS17] by means of the strong coupling of random walk with Brownian motion [Zai98].
Suppose (M,v) is one of the first five rooted random planar maps listed in Section 1.3 and let e
be an oriented root edge for M with initial endpoint v. If we equip M with a certain statistical
mechanics model S, then there is a bijective encoding of (M, e,S) (a so-called mating-of-trees
bijection) by means of a two-sided two-dimensional random walk Z : Z→ Z2 with i.i.d. increments
and a certain step distribution depending on the model.
1. In the case of the UIPT of type II, S is critical (p = 1/2) site percolation on M , or equivalently
a uniform depth-first-search tree on M . This bijection is introduced in [Ber07a] in the setting
of a uniform depth-first-search tree on a finite triangulation. The paper [BHS18] explains the
connection to site percolation and the (straightforward) extension to the UIPT.
2. In the case of the infinite spanning-tree decorated planar map, S is a uniform spanning tree
on M [Mul67,Ber07b,She16b].
3. For infinite bipolar-oriented planar maps of various types, S is a uniformly chosen orientation
on the edges of M with no source or sink (i.e., the source and sink are equal to ∞) [KMSW19].
4. For the uniform infinite Schnyder-wood decorated triangulation, S is a uniformly chosen
Schnyder wood on M [LSW17].
These bijections are each reviewed in [GHS17]. We will not need the precise definitions of the
bijections here. In fact, the particular statistical mechanics model on the map does not matter for
our purposes — we only need some model for which these exists a mating-of-trees bijection wherein
the walk has i.i.d. increments.
In each of the above cases, we let G be the γ-mated-CRT map where γ is the LQG parameter
corresponding to M as listed in Section 1.3. To state our coupling result, we need to define for each
n ∈ N a planar map which corresponds to the finite time interval [−n, n]Z (the reason for this is
that the coupling theorem of [Zai98] only allows us to compare random walk and Brownian motion
on a finite time interval). We start by considering the needed maps in the mated-CRT map case.
Definition 4.1. For n ∈ N, we write Gn for the sub-graph of G whose vertex set is [−n, n]Z and
whose edge set consists of all of the edges of G between two such vertices.
In each of the cases listed above, the corresponding bijection gives for each n ∈ N a planar
map Mn with boundary
3 ∂Mn associated with the random walk increment Z|[−n,n]Z . The map Mn
is the discrete analog of Gn and is defined in a slightly different manner in each case (the particular
definitions are given in [GHS17]).
The map Mn is not necessarily a subgraph of M since it is possible that some pairs of vertices
or pairs of edges of ∂Mn can be identified together after time n (see [GHS17, Section 1.4] for further
discussion). But, there is an (almost) inclusion map
ιn : Mn →M which is injective on Mn \ ∂Mn, (4.1)
3Recall that a planar map with boundary is a planar map G with a distinguished face (the external face), in which
case the boundary ∂G is the set of vertices and edges on the boundary of this face.
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which means that we can canonically identify Mn \ ∂Mn with a subgraph of M . The map Mn
possesses a canonical root vertex which is mapped to v by ιn, and which (by a slight abuse of
notation) we identify with v.
One also obtains for each n ∈ N functions
φn : V(Mn)→ [−n, n]Z and ψn : [−n, n]Z → V(Mn) (4.2)
which satisfy φn(v) = 0 and ψn(0) = v. Roughly speaking, the vertex ψn(i) corresponds to the ith
step of the walk Z in the bijective construction of (M, e0, T ) from Z and φn is “close” to being the
inverse of ψn. However, the construction of Mn from Z|[−n,n]Z does not set up an exact bijection
between [−n, n]Z and the vertex set of Mn, so the functions φn and ψn are neither injective nor
surjective. See Figure 5 for an illustration of the above definitions.
[−n, n]Z
Gn
Mn φn
ψn
M ιn
vv
0
Figure 5: Illustration of the map Mn, the “almost inclusion” map ιn : Mn → M , and the maps
φn : V(Mn)→ V(Gn) and ψn : V(Gn)→ V(Mn). Note that two edges of ∂Mn get identified when we
apply ιn in the figure. Theorem 4.2 implies that the maps φn and ψn are rough isometries up to a
polylogarithmic factor, and that they distort discrete Dirichlet energies by at most a polylogarithmic
factor (Lemma 4.3). A similar figure and caption appears in [GHS17].
Our main tool for comparing M and G is the following theorem, which is [GHS17, Theorem 1.9].
For the theorem statement, we define a path in a graph G be a function P : [0, N ]Z → V(G) with the
property that P (i− 1) and P (i) are either identical or joined by an edge in G for each i ∈ [1, N ]Z.
We write |P | := N for the length of P .
Theorem 4.2. Let φn and ψn be as in (4.2). There are universal constants p, q > 0 such that
for each A > 0, there is a C = C(A) > 0 such that for each n ∈ N, there is a coupling of G and
(M, e,S) such that with probability 1−On(n−A), the following is true.
1. For each v1, v2 ∈ V(Mn) with v1 ∼ v2 in Mn, there is a path P Gv1,v2 from φn(v1) to φn(v2) in
Gn with |P Gv1,v2 | ≤ C(log n)p, and each i ∈ [−n, n]Z is hit by a total of at most C(log n)q of
the paths P Gv1,v2 for v1, v2 ∈ V(Mn) with v1 ∼ v2.
2. For each x1, x2 ∈ [−n, n]Z with x1 ∼ x2 in Gn, there is a path PMx1,x2 from ψn(x1) to ψn(x2)
in Mn with |PMx1,x2 | ≤ C(log n)p, and each v ∈ V(Mn) is hit by a total of at most C(log n)q of
the paths PMx1,x2 for x1, x2 ∈ [−n, n]Z with x1 ∼ x2.
3. We have distMn(ψn(φn(v)), v) ≤ C(log n)p for each v ∈ V(Mn) and distGn(φn(ψn(x)), x) ≤
C(log n)p for each x ∈ [−n, n]Z.
As explained in [GHS17, Lemma 1.10], the conditions of Theorem 4.2 imply that φn and ψn are
rough isometries up to a factor of C(log n)p, meaning that for each v1, v2 ∈ V(M |n),
C−1(log n)−p distMn(v1, v2)− 2 ≤ distGn(φn(v1), φn(v2)) ≤ C(log n)p distMn(v1, v2); (4.3)
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and for each x1, x2 ∈ [−n, n]Z,
C−1(log n)−p distGn(x1, x2)− 2 ≤ distMn(ψn(x1), ψn(x2)) ≤ C(log n)p distGn(x1, x2). (4.4)
Theorem 4.2 also enables us to compare the Dirichlet energies of functions on Mn and Gn (recall
Definition 2.1).
Lemma 4.3. Fix A > 0 and suppose we have coupled M with G in such a way that the conclusion
of Theorem 4.2 is satisfied. If we let p, q > 0 and C = C(A) > 0 be the constants from that theorem,
then for each n ∈ N it holds with probability 1−On(n−A) that the following is true (with φ and ψ
as in (4.2)). Each function f : [−n, n]Z → R satisfies
Energy(f ◦ φn;Mn) ≤ C2(log n)p+q Energy(f ;Gn) (4.5)
and each function g : V(M |n)→ R satisfies
Energy(g ◦ ψn;Gn) ≤ C2(log n)p+q Energy(g;Mn). (4.6)
Proof. Assume we are working on the event that the conclusion of Theorem 4.2 is satisfied, which
happens with probability 1−On(n−A). For an edge {v1, v2} ∈ E(Mn), let P Gv1,v2 be the path from
φn(v1) to φn(v2) in Gn from Theorem 4.2 which satisfies |P Gv1,v2 | ≤ C(log n)p. By the Cauchy-Schwarz
inequality, for any function f : [−n, n]Z → R,
(f(φn(v1))− f(φn(v2)))2 ≤
|PGv1,v2 |∑
i=1
|f(P Gv1,v2(i))− f(P Gv1,v2(i− 1))|
2
≤ C(log n)p
|PGv1,v2 |∑
i=1
(
f(P Gv1,v2(i))− f(P Gv1,v2(i− 1))
)2
.
Summing over all such edges {v1, v2} gives
Energy(f ◦ φn;Mn) ≤ C(log n)p
∑
{v1,v2}∈E(M)
|PGv1,v2 |∑
i=1
(
f(P Gv1,v2(i))− f(P Gv1,v2(i− 1))
)2
. (4.7)
By Theorem 4.2, each vertex x ∈ [−n, n]Z is hit by at most C(log n)q of the paths P Gv1,v2 . Conse-
quently, each edge of Gn is traversed by at most C(log n)q of these paths, so the right side of (4.7)
is bounded above by C2(log n)p+q Energy(f ;Gn). This gives (4.5). The bound (4.6) is proven using
exactly the same argument with the roles of M and G interchanged.
4.2 Proofs of main theorems
We now conclude the proofs of our main theorems. We start by transferring the upper bound for
effective resistance from Proposition 4.4 to the other models considered in this paper.
Proposition 4.4. Suppose (M,v) is one of the first five random planar maps listed in Section 1.3.
There exists α,C, p > 0 (depending on the particular model) such that for each r ∈ N, it holds with
probability 1−Or((log r)−α) that
RM(v↔ ∂BMr (v)) ≤ C(log r)p. (4.8)
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The same argument also gives the lower bound RM(v↔ ∂BMr (v)) ≥ C−1(log r)−p, but this
lower bound is trivial since by (2.1) necessarily RM(v↔ ∂BMr (v)) ≥ 1/degM (v).
Proof of Proposition 4.4. Let γ ∈ (0, 2) be the LQG parameter for M and let G be the γ-mated-CRT
map. For m ∈ N, let fm : Z → [0, 1] be the function such that fm(0) = 1, fm vanishes outside of
BGm−1(0), and fm is G-discrete harmonic on BGm−1(0) \ {0}. We similarly define gm : V(M)→ [0, 1]
with v in place of 0 and M in place of G throughout. By Dirichlet’s principle (2.2),
Energy(fm;G) = RG
(
0↔ ∂BGm(0)
)−1
and Energy(gm;M) = RM
(
v↔ ∂BMm (v)
)−1
. (4.9)
We will compare the Dirichlet energies of fr2 and gr using Lemma 4.3, then estimate the former
using Proposition 3.1.
By [GHS17, Lemma 1.11], there exists K = K(γ) > 1 such that with probability 1−Or(r−1),
BG
r2
(0) ⊂ GrK and ιrK restricts to a graph isomorphism BMrKr (v)→ BMr (v) (4.10)
where here we recall that ιrK is defined in (4.1). Henceforth suppose we have coupled M and G
together as in Theorem 4.2 with A = 1 and n = drKe. Let C1 = C(1) > 0 be the constant from
that theorem.
On the event (4.10), we can view gr as a function on V(MrK ) by identifying BMrKr (v) and BMr (v)
and recalling that gr vanishes outside BMr (v) ⊂ MrK . By Lemma 4.3 and (4.10), there exists a
universal constant p0 > 0 (equal to the constant p+ q from Lemma 4.3) such that with probability
1−Or(r−1),
Energy(gr ◦ ψrK ;G) ≤ C21 (log r)p0 Energy(gr;M). (4.11)
By (4.4) and (4.10), it holds with probability 1−Or(r−1) that
ψ−1
rK
(BMr (v)) ⊂ BGr2(0). (4.12)
Since ψrK (0) = v, if (4.12) holds then the function gr ◦ ψrK vanishes outside BGr2(0) and equals 1 at
the origin. Since the discrete harmonic function fr2 minimizes Dirichlet energy subject to specified
boundary data, we infer from (4.12) and (4.11) that with probability 1−Or(r−1),
Energy(fr2 ;G) ≤ C21 (log r)p0 Energy(gr;M). (4.13)
We obtain (4.8) with p = p0 + 1 by applying (4.9) and Proposition 3.1 to bound Energy(fr2 ;G) from
below, then plugging the resulting estimate into (4.11) and again using (4.9).
Proof of Theorem 1.3. The bound (1.5) for the Green’s function at the exit time σr from BMr (v)
is immediate from Proposition 4.4, the definition (2.1) of effective resistance, and the fact that
degM (v) has an exponential tail. Since random walk on M started from v cannot exit BMn (v) before
time n,
GrMn (v,v) ≤ GrMσn(v,v).
Therefore, the desired bound (1.3) for an appropriate choice of α,C, and p follows from (1.5).
One similarly obtains from Proposition 4.4 the upper bound in (1.6) of Theorem 1.4, which we
re-state as the following lemma.
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Lemma 4.5. For γ ∈ (0, 2), there exists α = α(γ) > 0 and C = C(γ) > 0 such that for n ∈ N, the
γ-mated-CRT map satisfies
P
[
GrGn(v,v)
degG(v)
≤ C log n
]
= 1−On
(
1
(log n)α
)
.
Proof. This follows from the upper bound in Proposition 4.4 and the fact that random walk on G
started from 0 cannot exit BGn(0) before time n.
Proof of Theorems 1.5 and 1.6. To prove Theorem 1.5, we observe that [LPW09, Proposition 10.18]
shows that j 7→ PMv
[
XM2j = v
]
is non-increasing. Hence,
P
M
v
[
XM2n = v
] ≤ 1
n
n∑
j=1
P
M
v
[
XM2j = v
] ≤ 1
n
E
M
v
[
#
{
j ∈ [1, 2n]Z : XMj = v
}]
=
1
n
GrM2n(v,v).
(4.14)
Combining this with Theorem 1.3 yields (1.8). In the case when M is a mated-CRT map, we see
that we can take p = 1 by using Lemma 4.5 in place of Theorem 1.3.
As noted just before the statement of Theorem 1.6, the return probability bound (1.10) follows
by combining Theorem 1.5 and Lemma A.1. We now deduce from (1.10) that the spectral dimension
of M is a.s. equal to 2. For n ∈ N, let P (n) := PMv
[
XM2n = v
]
. Also let α and c be the constants
from (1.10), fix s > 1/α, and for k ∈ N, let nk := exp(ks). By (1.10) and the Borel-Cantelli lemma,
it is a.s. the case that
−2 lim
k→∞
logP (nk)
log nk
= 2. (4.15)
By [LPW09, Proposition 10.18], if n ∈ [nk, nk+1] then P (nk) ≤ P (n) ≤ P (nk+1). Since also
limk→∞(log nk)/(log nk+1) = 1, the convergence (4.15) implies that −2 limn→∞ logP (n)/ log n =
2.
It remains to prove our displacement lower bound (Theorem 1.7) and the lower bound for the
Green’s function on G from Theorem 1.4. For each of these two proofs, we will need the following
degree bound.
Lemma 4.6. If (M,v) is any one of the five random planar maps considered in Section 1.3, then
for each A > 0, there exists C > 0 (depending on the particular model) such that
P
[
max
v∈VBMr (v)
degM (v) ≤ C log r
]
= 1−Or(r−A). (4.16)
Proof. Since degM (v) has an exponential tail and the walk (or the Brownian motion in the case of
the mated-CRT map) which encodes M has stationary increments, a union bound over all vertices
of MrK shows that for each A,K > 0 that there exists C = C(A,K) > 0 such that
P
[
max
v∈V(M
rK
)
degM (v) ≤ C log r
]
= 1−Or(r−A). (4.17)
The statement of the lemma follows by combining this with [GHS17, Lemma 1.11].
The following lemma will allow us to deduce the lower bound for displacement (1.12) from our
upper bound for return probability.
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Lemma 4.7. If (M,v) is any one of the five random planar maps considered in Section 1.3, then
there exists α = α(γ) > 0 and C = C(γ) > 0 such that for each r ∈ N, it holds with probability
1−Or(r−α) that
P
M
v
[
XMn ∈ BMr (v)
]2 ≤ C(log r)(#VBMr (v))PMv [XM2n = v], ∀n ∈ N. (4.18)
Proof. By Lemma 4.6, there exists C0 = C0(γ) > 0 such that with probability 1−Or(r−1),
max
v∈VBMr (v)
degM (v) ≤ C log r. (4.19)
We now employ a classical calculation for random walk based on reversibility and the Cauchy-Schwarz
inequality to find that if (4.19) holds then for r ∈ N,
P
M
v
[
XM2n = v
] ≥ ∑
v∈VBMr (v)
P
M
v
[
XMn = v
]
P
M
v
[
XMn = v
]
= degM (v)
∑
v∈VBMr (v)
P
M
v
[
XMn = v
]2
degM (v)
(by reversibility)
≥
 ∑
v∈VBMr (v)
degM (v)
−1 ∑
v∈VBMr (v)
P
M
v
[
XMn = v
]2 (by Cauchy-Schwarz)
≥ P
M
v
[
XMn ∈ BMr (v)
]2
C(log r)(#VBMr (v))
, (4.20)
which gives (4.18).
Proof of Theorems 1.7 and Theorem 1.8. We first prove the upper bound (1.11) for the expected
exit time σr from BMr (v). Using the reversibility of the Green’s function GrMσr(·, ·) [LP16, Exercise 2.1],
we find that for each vertex v of BMr (v),
GrMσr(v, v) =
degM (v)
degM (v)
GrMσr(v,v) =
degM (v)
degM (v)
P
M
v
[
XM hits v before exiting BMr (v)
]
GrMσr(v,v)
≤ degM (v)Gr
M
σr(v,v)
degM (v)
= degM (v)RM(v↔ ∂BMr (v)). (4.21)
By summing the inequality (4.21) over each vertex v of BMr (v), we consequently see that
E
M
v [σr] ≤ RM
(
v↔ ∂BMr (v)
) ∑
v∈VBMr (v)
degM (v). (4.22)
By applying Proposition 4.4 and Lemma 4.6 to bound the right side of (4.22), we obtain that for an
appropriate choice of C and p, (1.11) holds with probability 1−Or((log r)−α).
To prove (1.12), we combine Theorem 1.5 and Lemma 4.7 to get that for appropriate constants
α > 0, C > 0, and p > 1, it holds for each n, r ∈ N that with probability 1 − Or((log r)−α) −
On((log n)
−α),
P
M
v
[
XMn ∈ BMr (v)
]2 ≤ C
n
(log n)p(log r)(#VBMr (v)). (4.23)
We now choose rn → ∞ such that P[#VBMrn (v) ≤ n(log n)−p−1] → 1 as n → ∞, as in the
theorem statement, and note that we can take rn to grow faster than some positive power of n due
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to [GHS19, Theorem 1.10] (in the case of the mated-CRT map) or [GHS17, Theorem 1.6] (in the
case of other maps). Plugging this choice of rn into (4.23) gives (1.12) (with a possibly larger choice
of C and with p+ 1 in place of p).
Theorem 1.8 follows from Theorem 1.7, the fact that P[#VBMr (v) ≤ (log r)7r4]→ 1 as r →∞
in the UIPT case [Ang03, Theorem 1.2], and the fact that P[#VBMr (v) ≤ (log r)qr4]→ 1 as r →∞
for some q > 0 in the mated-CRT map case with γ =
√
8/3 (this follows from [GHS17, Theorem
1.9 and Lemma 1.11] together with the analogous statement in the UIPT case).
Proof of Theorem 1.4. The estimate (1.7) is immediate from Proposition 4.4. The upper bound for
the Green’s function in (1.6) is proven in Lemma 4.5, so we just need to show that for an appropriate
α > 0 and C > 1 depending only on γ, one has
P
[
GrGn(0, 0)
degG(0)
≥ 1
C
log n
]
= 1−On
(
1
(log n)α
)
. (4.24)
To this end, let σr for r ∈ N be the exit time of the simple random walk XG from BGr (0), as
in (1.4). By Proposition 3.1, there exists C0 = C0(γ) > 0 such that for r ∈ N it holds except on an
event of probability decaying faster than some positive (γ-dependent) power of (log r)−1 that
GrGσr(0, 0) ≥
1
C0
degG(0) log r. (4.25)
By the strong Markov property, under P
G
0 the number of times that X
G returns to 0 before time σr
is a geometric random variable with mean GrGσr(0, 0), so there is a constant p = p(γ) > 0 such that
whenever (4.25) holds,
P
G
0
[
XG returns to 0 at least degG(0) log r times before time σr
] ≥ p. (4.26)
By [GHS19, Corollary 3.2], there exits β = β(γ) > 0 small enough so that with probability
1−On(n−1), we have #VBGnβ (0) ≤ n1/2. This estimate together with Theorem 1.5 shows that the
right side of (4.18) with r = nβ is at most n−1/2+on(1) with probability at least 1−On(n−1). By
this and Lemma 4.7, we get that with probability 1−On(n−1),
P
G
0 [σnβ ≤ n] ≥ PG0
[
XGn /∈ BGnβ (0)
] ≥ 1− p
2
. (4.27)
Combining (4.26) (applied with r = nβ) and (4.27) shows that with probability 1−On((log n)−α),
the E
G
0 -expected number of times that X
G hits 0 before time n is at least (p/2)β degG(0) log n,
which gives (4.24) with C = ((p/2)β)−1.
A Lower bound for return probability on non-simple maps
The works [Lee17,Lee18] by Lee prove a lower bound for the return probability to the root vertex
for random walk on a local limit of finite random planar maps without multiple edges or self-loops
whose root vertex degree has an exponential tail. Some of the maps we consider in this paper are
allowed to have multiple edges and/or self-loops, so here we explain why the results of [Lee17]
extend to this case.
Lemma A.1. Suppose (M,v) is the Benjamini-Schramm limit of finite random planar maps with
a uniformly random root vertex and that degM (v) has an exponential tail (e.g., (M,v) is one of
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the rooted planar maps considered in Section 1.3). There are constants α, p > 0, depending on the
particular law of (M,v) such that
P
[
P
M
v
[
XM2n = v
] ≥ 1
n(log n)p
]
= 1−On((log n)−α). (A.1)
Proof. If M has no self-loops or multiple edges, then the lemma is a special case of [Lee17,
Theorem 1.7] or [Lee18, Theorem 1.6]. We will now treat the case when M has multiple edges, but
no self-loops, by considering the following two perturbations of (M,v):
1. Let (M ′,v′) be sampled from the law of (M,v) weighted by 1 + 12 deg
M (v).
2. Let M̂ be the random planar map obtained from M ′ by adding a vertex to the middle of each
edge, i.e., we replace each edge by two edges which share a vertex. We identify V(M ′) with
the corresponding subset of V(M̂). With probability 2/(2 + degM ′(v′)), let v̂ = v′ and with
probability degM
′
(v′)/(2 + degM
′
(v′)), let v̂ be sampled uniformly from the set of degM
′
(v′)
neighbors of v′ in M̂ .
Since degM (v) has an exponential tail and by Ho¨lder’s inequality, it suffices to prove (A.1) with
(M ′,v′) in place of (M,v). Furthermore, since we are assuming that M has no self-loops, the map
M̂ has no self-loops or multiple edges.
We first claim that (A.1) holds with (M̂, v̂) in place of (M,v). Since degM (v) has an exponential
tail, so does degM̂ (v̂). By the aforementioned results of [Lee18,Lee17], to prove our claim we only
need to show that (M̂, v̂) is the Benjamini-Schramm limit of finite random planar maps with a
uniform random root vertex.
To this end, let {Mn}n∈N be a sequence of finite random planar maps which converge in law
to (M,v) in the Benjamini-Schramm topology when equipped with a uniform random root vertex.
Also let M̂n for n ∈ N be obtained from Mn by adding a vertex to the middle of each edge as in
the definition of M̂ . Let v̂n be sampled uniformly from V(M̂n). If v̂n ∈ V(Mn), let v′n = v̂n and
otherwise sample v′n uniformly from the two neighbors of v̂n. Then for v ∈ V(Mn),
P
[
v
′
n = v |Mn
]
= P[v̂n = v |Mn] + 1
2
P
[
v̂n ∼ v in M̂n |Mn
]
=
1
#V(M̂n)
(
1 +
1
2
degMn(v)
)
.
Therefore, (Mn,v
′
n)→ (M ′,v′) in law with respect to the Benjamini-Schramm topology. On the
other hand, by Bayes’ rule the conditional law of v̂n given (Mn,v
′
n) can be recovered by setting
v̂n = v
′
n with probability 2/(2 + deg
Mn(v′n)) and sampling v̂′n uniformly from the deg
Mn(v′n)
neighbors of v′n in M̂n with probability deg
Mn(v′n)/(2 + deg
Mn(v′n)). Therefore (M̂n, v̂n)→ (M̂, v̂)
in law with respect to the Benjamini-Schramm topology, as required.
It is easy to see that (A.1) for (M̂, v̂) implies the analogous estimate with (M̂,v′) in place of
(M̂, v̂). If XM̂ is a simple random walk on M̂ started from v′ and we set
X̂M
′
m := X
M̂
2m, ∀m ∈ N
then X̂M
′
is a lazy random walk on M ′. That is, X̂M ′ takes a uniform nearest-neighbor step with
probability 1/2 or stays put with probability 1/2.
For m ∈ N, let t(m) be the number of non-stationary steps for X̂M ′ before time m. Also let
j(n) for n ≥ 0 be the time of the nth non-stationary step for X̂M ′ , so that XM ′n := X̂M
′
j(n) is a simple
random walk on M ′ and XM ′ is independent from m 7→ t(m).
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By Hoeffding’s inequality for Bernoulli sums,
P
M ′
v′ [(1/2− )m ≤ t(m) ≤ (1/2 + )m] ≥ 1− 2e−2
2m, ∀m ∈ N, ∀ > 0. (A.2)
By (A.1) for (M̂,v′), for an appropriate constant c > 0 (depending only on the law of (M,v)) it
holds with probability 1−Om((logm)−α) that
c
m(logm)p
≤ PM ′v′
[
X̂M
′
5m = v
′
]
=
3m∑
n=2m
P
M ′
v′
[
X̂M
′
5m = v
′, t(5m) = n
]
+ 2e−cm (by (A.2))
=
3m∑
n=2m
P
M ′
v′
[
X̂M
′
j(n) = v
′ | t(5m) = n
]
P[t(5m) = n] + 2e−cm
=
3m∑
n=2m
P
M ′
v′
[
XM
′
n = v
′
]
P[t(5m) = n] + 2e−cm (by independence of XM
′
and t)
≤ max
n∈[2m,3m]Z
P
M ′
v′
[
XM
′
n = v
′
]
+ 2e−cm. (A.3)
By [LPW09, Proposition 10.18], one has
P
M ′
v′
[
XM
′
2n+2 = v
′
]
≤ PM ′v′
[
XM
′
2n = v
′
]
, ∀n ∈ N.
In fact, exactly the same proof shows that
P
M ′
v′
[
XM
′
2n+1 = v
′
]
≤ PM ′v′
[
XM
′
2n = v
′
]
, ∀n ∈ N.
Consequently, the right side of (A.3) is at most P
M ′
v′
[
XM
′
2m = v
′
]
+ 2e−cm, so (A.1) holds with
(M ′,v′) in place of (M,v) (with a slightly smaller choice of p). This completes the proof in the case
when M has multiple edges, but no self-loops.
If M is allowed to have self-loops and multiple edges, then the map M̂ defined above has multiple
edges but not self-loops. Hence we can repeat the above argument verbatim to deduce the general
case from the case of maps with no self-loops.
B Index of notation
Here we record some commonly used symbols in the paper, along with their meaning and the
location where they are first defined. Other symbols not listed here are only used locally.
• γ: LQG parameter; Section 1.1.
• Z = (L,R): correlated Brownian motion
used to construct G; (1.1).
• G: mated-CRT map; (1.2).
• XM : random walk on M ; Definition 1.1.
• PMv : conditional law given G of XM started
from v ∈ V(M); Definition 1.1.
• distM (·, ·); graph distance on M ; Defini-
tion 1.2.
• BMr (·); graph metric ball of radius r; Defi-
nition 1.2.
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• GrMn (·, ·); Green’s function of XM stopped
at time n; Section 1.3.
• σr: hitting time of ∂BMr (v); (1.4).
• V(G) and E(G): vertex and edge sets of
graph G; Section 2.1.
• Br(z): Euclidean ball of radius r and center
z (Br = Br(0)); Section 2.1.
• degG(·) degree of a vertex; Section 2.1.
• Energy(·; ·): discrete Dirichlet energy; Defi-
nition 2.1.
• RM (· ↔ ·): effective resistance; (2.1).
• Q = 2/γ + γ/2: LQG coordinate change
constant; (2.4).
• h: γ-quantum cone; Section 2.3.
• µh: γ-LQG area measure; Section 2.3.
• νh: γ-LQG boundary measure; Section 2.3.
• hr(z): circle average of h over
∂Br(z); [DS11, Section 3.1].
• Rb: largest radius with hr(z) + Q log r =
1
γ log b; (2.5).
• κ: 16/γ2, SLE parameter; Section 2.4.
• η: space-filling SLEκ; Section 2.4.
• G: mated-CRT map with cell size ; (3.2).
• G(D): subgraph of G corresponding to
domain D ⊂ C; (3.3).
• Aa,b(z): the open annulus Bb(z) \ Ba(z)
(Aa,b = Aa,b(0)); (3.4).
• Mn and Gn: graphs corresponding to the
time interval [−n, n]Z; Section 4.1.
• φn and ψn: rough isometry functions Mn →
Gn and Gn →Mn; (4.2).
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