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Abstract
Object matching is an important problem and has extensive uses in com-
puter vision and medical image analysis. Object matching aims at recover-
ing an object’s pose in a 2D input scene image. In this thesis, we propose
several mathematical models to solve the object matching problem. Al-
though the matching problem is usually modeled as NP-hard problems, our
models are able to obtain approximately global minimum via different opti-
mization techniques. We propose different mathematical models to handle
objects with different representations, i.e., objects represented by shapes or
by feature points.
On one hand, objects can be represented by their shapes (or contours).
Object matching can therefore be solved as shape matching problems. We
improve the classical Iterative Closest Point (ICP) method with a robust
shape dissimilarity metric and an asymmetric shape representation which
allows the objective function to be efficiently evaluated. Such efficiency
enables using an approximately global optimizer. Compared with other
ICP-based methods, our proposed method is able to generate matching
results with smaller average L2 distances between corresponding points. On
the other hand, objects can be represented by groups of feature points. We
1
propose a novel locally affine invariant geometric constraint which results
in a linear programming model for matching feature points that can be
solved efficiently. We also propose a new matching framework supporting all
geometric transformation models that can be expressed by convex functions
with convex constraints. The final objective function can be efficiently
optimized by convex optimization techniques.
Our methods can be applied to locate deformable objects in input scene
images for computer vision applications. We also apply matching methods
to segment and track polymerizing actin filaments in a time-lapse image
sequence. We treat this problem as a tip matching problem and solve it by
dynamic programming.
This thesis is prepared under the supervision of Dr. Xiaolei Huang.
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Principal Contributions
New methods on shape matching and feature matching are proposed and
validated in this thesis:
• Shape alignment via a robust Gaussian-mixture distance model and
Particle Swarm Optimization;
• Feature point matching using linear programming techniques and a
locally affine constraint;
• Feature point matching with convex-function transformation models;
From the aspect of shape matching methods, our method improves the
classical Iterative Closest Point (ICP) method. Compared with other ICP
methods, our contribution includes:
• We propose a new shape dissimilarity metric which is designed to han-
del shapes with heavy outliers.
• An asymmetric image-based shape representation decreases the com-
putation complexity of the objective function from O(n log n) to O(n).
• Such efficiency allows an approximately global optimizer, Particle Swarm
Optimization (PSO), to be used in our framework.
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From the aspect of feature matching methods using linear programming
techniques, we propose a novel geometric constraint. Compared with other
linear programming based methods, our contribution includes:
• Our geometric constraint is locally affine-invariant, which supports
more complex geometric transformation.
• Our proposed constraint requires much fewer auxiliary variables than
other methods. Therefore, it is asymptotically faster and is also easier
to implement.
• Our proposed constraint is a higher order geometric constraint, which
is more distinctive and can better exclude ambiguous matchings.
From the aspect of the feature matching method with convex-function trans-
formation models, we propose a new matching framework. Our contribution
includes:
• Our unified matching framework supports a large family of transfor-
mation models, which includes some commonly used models and some
little explored complex transformation models.
• Our method explicitly solves each template point’s transformation pa-
rameters. In this way, additional constraints representing priori knowl-
edge of the actual transformation can be easily added into the opti-
mization model.
• Our new method no longer requires each template point being matched
to only scene feature point locations but the entire image plane.
4
Chapter 1
Introduction
1.1 The Problem of Object Matching
The problem of object matching in 2D images can be viewed as recovering an object’s
pose, which includes the object’s location, global transformation and local deformation,
in an input 2D image. Usually, the object of interest is pre-modeled by an object tem-
plate. Given a new input scene image, the template is matched to the 2D domain of the
input image via either correspondence assignment or some geometric transformation.
Object matching is an important problem in computer vision and biomedical imaging
with extensive uses in image registration [111], shape matching [49], object detection
[77], object recognition [8], [27], image retrieval [86], and 3D surface reconstruction [83].
On one hand, an object can be represented by its shape (or contour). Therefore, the
object matching can be solved as a shape matching or registration problem, where the
goal is to bring the pose of a template shape as close as possible to that of a scene shape.
One matching example by our shape alignment method is shown in Fig. 1.1.(a) and
1.1.(b), where the template shape and scene shape are shown as blue and red shapes,
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Figure 1.1: Example of object matching cases by (a-b) our proposed shape alignment
method and (c-e) our proposed feature matching method using linear programming tech-
niques. (a) Before shape alignment is performed. blue and red shapes represent template
and scene shapes, respectively. (b) After shape alignment is performed. (c) An object
template represented by SIFT feature points (yellow circles). (d) An input scene image
with detected SIFT feature points. (e) Our feature matching method’s results.
respectively. On the other hand, an object can also be represented by a group of feature
points, where each feature point has a location (x, y) in the 2D image domain and a
feature vector describing the object’s local appearance around that location. object
matching then can be solved as a feature matching problem. Matched scene feature
points should maintain consistency with the template points in both local appearance
and relative spatial (neighborhood) relationships. One example by our proposed feature
matching method using linear programming techniques is shown in Figs. 1.1.(c), 1.1.(d),
and 1.1.(e).
1.2 Object Matching as A Shape Matching Problem
1.2.1 Our Proposed Shape Alignment Method [59], [60]
In this thesis, we introduce a novel shape alignment algorithm which has a robust shape
dissimilarity measure defined on image-based shape representations and an efficient en-
ergy function whose optimum is found with an approximately global optimizer. Inspired
by [33], we propose a new asymmetric image-based representation which employs gray-
scale images to represent template shapes and uses pre-computed “distance” maps to
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represent scene shapes. The gray-scale image representation for template shapes can
represent shapes of arbitrary topology even including generalized shapes such as gradi-
ent maps. Such flexibility enables directly using “raw” shapes, such as gradient maps of
natural images, as template shapes and therefore avoids the need of shape extraction.
For scene shape “distance” maps, observing several drawbacks of the widely used near-
est L2 distance model, we create a novel two-component univariate Gaussian Mixture
(GM) distance model which achieves a high-peak-fat-tail effect to handle shapes with
heavy outliers. We also propose an energy function that can be computed efficiently by
using pre-computed scene “distance” maps. Such efficiency enables us to use a global
optimization method, the Particle Swarm Optimization (PSO), to find the globally
optimal transformation parameters.
We evaluate our proposed method and other state-of-the-art methods with both
synthetic and real-world shape data. For data with ground truth correspondences, we
calculate the average L2 distances between known corresponding points as errors. For
data with no ground truth, we ask a user to empirically evaluate whether a matching
is satisfactory.
1.2.2 Related Work
In this subsection, we introduce related shape alignment methods and categorize them
based on their shape representations.
Point-based Shape Representation
Point-based representations are widely used since they can represent shapes of arbitrary
dimension and topology. The Iterative Closest Point (ICP) [9], [110] algorithm is one
of the most widely used point-sets alignment methods. The ICP algorithm iteratively
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associates points between the template and scene point sets by the nearest neighbor
criterion and transforms the template point set to minimize distances between these
associated points. It terminates until the change in the sum of those distances falls
below a given threshold. There are a large number of variants introduced based on the
basic ICP concept [81].
Although the standard ICP shows its effectiveness in various registration problems
[81], it uses the L2 distance metric, which may not be a proper shape dissimilarity
metric. It was observed in [100], [110] that longer “closest” distances tend to be between
false correspondences, especially when outliers exist. To alleviate this problem, there
are several mitigation measures proposed which can be categorized into two classes:
rejection [25], [70], [100], [110] and weighting [36].
In the ICP’s correspondence update step, for each point in the template shape,
it needs to find its nearest neighbor on the scene shape. Therefore, it leads to an
O(n2) time complexity energy function. To accelerate the computation process of ICP,
Fitzgibbon [33] suggested that the use of pre-computed distance map could result in
more efficient computation of the energy function. After the distance map of the scene
point set was calculated in linear time, the ICP energy function can also be calculated
in linear time, which is asymptotically faster than the original ICP energy function’s
quadratic time complexity. Most recently, Sandhu et al. [84] used the standard ICP
energy function to match points but applied Particle Filtering (PF) in the iterative
step to recover the best transformation. This algorithm shows robust performance in
partial matching and alignment in the presence of outliers.
Rangarajan et al. [79] proposed the Robust Point Matching (RPM) algorithm in
which an affine alignment is interpreted as a mixed variable (binary and continuous)
optimization problem. The correspondence problem is mapped into a linear assignment
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problem solved by softassiagn and deterministic annealing. Then the transformation
parameters are solved by least-squares using obtained correspondences. Similar to ICP,
such two operations—correspondence assignment and transformation estimation—run
alternatively until convergence. Chui and Rangarajan [17] further extended the PRM
method to solve non-rigid point-sets registration problems. The EM-ICP method [38]
corresponds to an ICP with multiple matches weighted by normalized Gaussian weights,
in the case of Gaussian noises. It leads to an efficient matching algorithm based on
Expectation-Maximization (EM) principles. Its experimental results demonstrated its
improvements over ICP in terms of robustness and speed. Tsin and Kanade [99] pro-
posed a kernel correlation based point set registration approach where the cost function
is proportional to the correlation of two kernel density estimates. This method can be
considered as a robust, multiple-linked ICP. It has a built-in smoothing mechanism that
makes it robust against noise and outlier corrupted data sets. Chui and Rangarajan
[16] modeled the scene point set by a Gaussian mixture and treated the template point
set as sample data. Then the point matching problem is treated as a mixture density
estimation problem and solved by an EM-like algorithm. Another point-sets registra-
tion method using Gaussian mixture models was proposed by Jian and Vemuri [46].
Unlike the work of [16], they treat two point sets symmetrically: both point sets are
modeled as Mixtures of Gaussian (MG) distributions. L2 distance is then used to mea-
sure dissimilarity between the distributions, which is minimized by Gradient Descent.
Wang et al. [102], [103] employed the same MG distribution model but extended it to
group-wise point sets registration by using Jensen-Shannon (JS) / CDF-JS Divergence
for atlas creation and distance measuring. A fully automatic approach for 3D point-sets
registration was proposed in [68]. Its crude alignment is based on the correlation of
two Extended Gaussian Images (EGIs) in the Fourier domain and makes use of the
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spherical and rotational harmonic transform.
Another important family of point matching algorithms is the RANSAC [32]. It
randomly samples a minimal number of matches to estimate the geometric transfor-
mation between two point sets and then evaluates the estimated transformation using
all points. But as the number of outliers increases, its computation time increases
dramatically.
There are also lots of point matching algorithms proposed in the computational
and digital geometry area [24], [30]. Most recently, Bhowmick et al. [10] proposed an
approximate 2D point sets matching algorithm using a data structure called “Angular
Tree”, which showed its effectiveness and efficiency on various test point sets.
Image-based Shape Representation
Image-based representations are gaining increasing attention recently both in shape
registration [42] and in statistical shape modeling [55]. They are obtained by embed-
ding shapes into image planes. Most embedding methods are able to represent shapes
of arbitrary dimension and topology. Through the embedding, an image-based repre-
sentation provides more constraints and supporting information from neighboring areas
of the shape.
Distance transform is one of the most popular shape embedding methods. It is
attractive in that it provides a generic distance-function representation that naturally
handles shapes of arbitrary dimension and topology. Because it represents shapes using
their distance-map “images”, it does not require explicit parameterization of the shapes.
Paragios et al. [76] used signed distance functions, whose zero level set represents
original shapes. Shape dissimilarity is then calculated by computing the sum of squared
differences (SSD) between two functions and minimized by Gradient Descent. Huang
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et al. [42] adopted the same level set shape representation and optimization method as
those of [76]. The Mutual Information (MI) is employed to measure the dissimilarity
between two distance functions. It is empirically evaluated and is shown to be more
appropriate than SSD as a shape dissimilarity metric in estimating similarity and affine
transformations between shapes. El Munim and Farag [29] kept a framework similar
to [76], but Euclidean distance functions are replaced by Vector Distance Functions
(VDFs). Experimental results in [76], [42], [29] demonstrated the robustness of distance
functions to shape perturbations and noise. In our experiments, however, we observed
it sometimes vulnerable to outliers.
Along this line, Tang and Hamarneh [92] computed various shape features including
geometric, appearance, and medial axis based shape features, which were then organized
into vectors and assigned to the nearest pixels of corresponding shape parts to create
feature images. However, the shapes this representation can represent are restricted
by the feature descriptors it uses. For instance, all descriptors mentioned in [92] are
for 2D closed contours. Moreover, the representation is based on the nearest-neighbor
transform and hence generates discontinuities in shape images, which may result in
obstacles in the optimization.
Graph-based Shape Representation
Graph-based representations have a long history as shape representations. Methods
based on this kind of representation usually directly recover point correspondences.
Cross and Hancock [23] created graphs from point sets using Delaunary triangulation.
The correspondence is recovered via inexact graph matching. In [105], given a 3D
surface mesh, each vertex’s Gaussian curvature is calculated and projected into an
extended boundary closed Markov Random Field (MRF). The correspondence between
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two meshes is then established by performing Gibbs sampling on the MRF. However,
the Gaussian curvature is only locally isometric, hence it cannot match meshes with
significantly different scales. In [45], point sets are represented by a weighted undirected
graph where pairwise distances specify weights between every two points. Then point
matching is obtained via a two-scale thermodynamics-based approach. Schmidt et
al. [87] modeled the problem of 2D planar shape matching as finding the shortest
path through a graph spanned by the two shapes, where nodes of the graph encode
the local similarity of respective points on each contour. Huang et al. [41] proposed
a Profile Hidden Markov Model (PHMM) for 2D planar shape modeling based on
curvature descriptors. The special states and architecture in PHMMs can tolerate shape
contour perturbations. This model shows effectiveness on planar shape registration and
recognition.
Feature-based Shape Representation
Shape features can be further categorized as global and local features. On one hand,
global features, similar to other shape representations, describe an entire shape as an
entity. Manay et al. [69] introduced a class of functionals which are invariant with
respect to the Euclidean group and are obtained by performing integral operations.
Based on such integral invariants, a shape distance between matching parts is pro-
posed, which can be used for shape matching and recognition. Zhang and Fiume [109]
proposed the normalized Fourier shape descriptor for 3D contours matching. It relies
on normalizing the Fourier Descriptors (FDs) of a 3D contour with respect to two FD
coefficients corresponding to the lowest two frequencies. The remaining matching task
only involves vertex shift and rotation about the z-axis. Medial axis has a long history
as the shape representation for planar closed shapes. Liu and Greiger [66] used the
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A* algorithm to match shape axis trees, which are defined by the locus of midpoints
of optimally corresponding boundary points. Three local tree matching operations are
introduced to yield optimally approximate matches. A variant of the medial axis is the
shock graph which is obtained by interpreting the medial axis as the converging points
of wave propagation from shape boundaries [94]. One main advantage of the shock
graph is that it no longer requires shapes to be closed contours. Sebastian et al. [88]
presented a shape recognition framework which is based on matching shock graphs of
2D shape contours.
On the other hand, local features only have the ability to describe characteristics of a
part of a shape. They are sometimes used as the basis for other kinds of representation
[92], [87], [105], [41]. One most commonly used local feature is the curvature [41],
[105], [87]. In [37], a shape is viewed as a set of line segments, whose attributes are
length and orientation. Matching these segments uniquely determines the similarity
transformation between two shapes. An edit transformation which maps one shape to
the other was proposed using dynamic programming. Belongie et al. [7] proposed the
shape context descriptor. For every point, a log-polar space histogram recording the
number of points in its neighborhood is calculated. Such histograms can then be used
in shape matching and recognition.
Optimization Models and Methods in Shape Alignment
Various optimization models and methods are used in shape alignment. Similar to other
computer vision problems, one common way is to propose an energy function and then
minimize it. Gradient-based local optimization methods such as Gradient Descent and
Levenberg Marquardt are widely used [9], [29], [33], [42], [46], [76], [99]. Since their
methods’ energy functions are usually highly non-convex, those optimization methods
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can only find local optima.
Other optimization models and methods are also introduced. As mentioned before,
RPM [17], [79] views point-sets matching as a mixed binary and continuous variable
optimization problem, which is minimized by softassign and deterministic annealing.
The 2D planar closed contour matching problem is modeled as finding a shortest path on
a graph using graph cuts in [87]. In [92], the performance of a gradient based optimizer
is compared with that of a genetic algorithm known as the one-plus-one evolutionary
algorithm for the registration of shape feature images. Particle filtering is used in ICP’s
iterative steps in [84]. More recently, Lempitsky and Boykov [52] presented a new
regularization functional for the shape fitting problem, which maximizes the number
of data points contained by a surface while tolerating some measurement errors. A
touch-expand algorithm for minimum cuts is proposed to find the global minimum of
its energy function.
1.3 Object Matching as a Feature Matching Problem
1.3.1 Our Proposed Feature Matching Method using Linear Program-
ming Techniques [57], [58]
We propose a new locally affine-invariant geometric constraint for the linear program-
ming based matching framework, where possible matches between every pair of tem-
plate point and scene point are modeled as a binary variable. The main difficulty of
this framework is to find geometric constraints which can be exactly or approximately
linearized. To solve this problem, for each template point, we represent it as an affine
combination of its neighboring points. Such affine combinations can be easily and
efficiently solved by least squares. As demonstrated in the next section, these represen-
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tations are invariant to affine transformations. Moreover, since the coefficients of each
affine combination are calculated by using only its corresponding point’s neighboring
points, this constraint is a local one.
1.3.2 Our Proposed Feature Matching Method using Convex-Function
Transformation Models [56]
Existing feature matching methods support either a specific transformation model (e.g.,
the similarity model in [49] and the locally affine model in [57]) or a very small set of
models (e.g., global transformation models in RANSAC methods [15], [32], [78]). In this
thesis, we present a unified feature matching framework which supports a large family
of transformation models. We call this transformation family the convex-function fam-
ily in which transformation models can be expressed as convex functions with convex
constraints. This family includes many commonly used global models, such as global
similarity and affine transformations, many complex transformations, such as articu-
lated, locally-affine, Thin-plate Spline (TPS) and Free Form Deformation (FFD) mod-
els, and combinations of the above models, e.g., global similarity + local translation,
articulated transformation + TPS and so on. Some models in this family were never
explored by existing methods. We demonstrate our matching framework’s performance
using four example transformation models in this family: (i) the global affine/similarity
+ local translation model, (ii) two locally affine transformation models, and (iii) the
articulated transformation model.
Similar to other feature matching methods, feature dissimilarity values between all
pairs of template and scene feature points are calculated before matching is performed.
Our goal is to recover each template point’s optimal transformation parameters such
that the transformed template point is close to the scene point with low dissimilarity
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value while maintains geometric relationships between transformed template points.
For each template feature point, we create a convex dissimilarity function from its dis-
similarity values with scene points. Composition of such a convex feature dissimilarity
function with a transformation model in the convex-function family has an equivalent
convex optimization form. It can be efficiently optimized via convex optimization tech-
niques. We explicitly solve all template points’ transformation parameters jointly using
an optimization scheme which iteratively shrinks each template point’s destination re-
gion.
1.3.3 Evaluation Criterion
To evaluate feature matching methods, we use both point-set and image data. We uti-
lize the Shape Context [7] as features for point-set data and calculate SIFT [67] features
for image data. Feature dissimilarity between two feature points is calculated as the L2
distance between their feature vectors. For data with ground truth correspondences, we
calculate the average L2 distance between corresponding points or count the number
of wrong matchings as errors. For data with no ground truth, we empirically evaluate
each case’s result as either satisfactory or unsatisfactory.
1.3.4 Related Work
The family of RANSAC methods [15], [32], [78] have a long history of being used to
solve the feature matching problem. These methods explicitly optimize parameters
for global transformation models such as rigid, similarity, affine and perspective mod-
els. The RANSAC generally iterates between a hypothesis and a verification step. In
the hypothesis step, a minimal subset of correspondences is randomly selected, and
model parameters are estimated from this subset. In the verification step, the esti-
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mated parameters are used to evaluate the entire scene feature point set; the number
of correspondences which are consistent with the estimated parameters is determined
as the support. This loop is repeated until the probability of finding a model with
better support than the current best model falls below a predefined threshold. Some
variants of RANSAC aim to optimize the process of model verification [14], [71], [72],
[97] while other variants [18], [95] modify the sampling process to generate more useful
hypotheses. However, one major limitation of RANSAC methods is that they are only
capable of handling global transformations.
Graph matching methods also have a long history [23] and regained attention since
2005 [8], [53]. In graph matching methods, a fully connected graph is created, where
every feature point is modeled as a graph node, every pair of feature points is mod-
eled as an edge, and geometric relation between every pair of feature points is used
to set that edge’s weight, i.e., graph matching methods implicitly integrate geometric
invariants into weighted edges. Two most common pairwise geometric relations are the
distance and the direction between every pair of feature points. The former geomet-
ric relation supports locally rigid transformation, while the latter one is only global
translation invariant and can only tolerate local deformations. Berg et al. [8] modeled
the graph matching problem as a quadratic integer programming (QIP) model, where
linear terms and quadratic terms of the objective function represent node-to-node and
edge-to-edge similarities between the two graphs, respectively. The QIP model was
then relaxed into a continuous domain, solved, and mapped back into the original so-
lution space. Leordeanu and Hebert [53] encoded all the above similarity information
into a matrix, where diagonal and off-diagonal entries record node-to-node and edge-
to-edge similarities, respectively. The correspondences were then obtained by mapping
the principal eigenvector of the matrix to the discrete solution space using a greedy
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algorithm. To automatically set the weights of different terms in the similarity ma-
trix, supervised [13] and unsupervised [54] learning methods optimizing the weights
were proposed. Cour et al. [22] proposed a spectral relaxation method for the graph
matching problem that incorporates one-to-one or one-to-many mapping constraints,
and presented a normalization procedure for existing graph matching scoring functions
that can dramatically improve the matching accuracy. Most recently, Liu and Yan [65]
proposed an algorithm to discover all common visual patterns within two sets of fea-
ture points. It optimizes the same objective function as that of [53] but with different
constraints. It showed its effectiveness in recovering visual common patterns no matter
the matchings between them are one-to-one or many-to-many. Torki and Elgammal
[96] presented a novel two-step graph matching method. Given two groups of feature
points with pairwise inter-group and intra-group similarities, the two group of feature
points were first embedded in a unified Euclidean space via Laplacian Embedding. A
bipartie graph matching was then applied to the embedded feature points to efficiently
recover point-to-point correspondences.
As we mentioned above, one major limitation of the graph matching methods is that
second-order edges can provide at most rotational invariants. Zass and Shashua [108]
for the first time tried to solve the feature matching problem via hypergraph matching,
whose high-order edges can encode more complex geometric invariants. The method’s
output is a probabilistic (“soft”) result rather than traditional “hard” node-to-node re-
sults. In this way, they were able to model the problem as a convex optimization prob-
lem and obtained a global minimum. Duchenne et al. [26] encoded similarities between
two hypergraphs into a tensor and proposed a power iteration method to effectively re-
cover the tensor’s principal eigenvector with sparse prior. Mapping the eigenvector to
the discrete solution space generates desired node-to-node correspondences. Similarly
18
1.3 Object Matching as a Feature Matching Problem
to graph matching methods, hypergraph matching methods also implicitly integrate ge-
ometric invariants into the objective function. But their hyperedges are able to encode
more complex geometric invariants. For instance, a third-order hyperedge can provide
similarity invariant using angles of the triangle defined by its three nodes; a forth-order
hyperedge can provide affine invariant by calculating the ratio between the sizes of the
two triangles defined by its four nodes. Although the hypergraph matching methods
can provide geometric invariants to more complex transformation, one limitation of
these methods is their high computation complexity.
The feature point matching problem has also been modeled as linear programming
models. Jiang et al. [47] proposed a linear programming framework for feature point
matching. It modeled each node-to-node correspondence as a binary variable and used
vectors specified by each template point and its neighbors as implicitly geometric in-
variants. Such geometric invariant terms can only tolerate global translations and local
deformations. Jiang and Yu [49] followed this framework. In addition to node-to-node
binary variables, this method explicitly solves rotation and scaling to achieve similarity
invariant. This method can handle global similarity transformation with local defor-
mations. Li et al. [57] represented each template point by an affine combination of its
neighbors. Implicit locally-affine invariants can be obtained by reconstructing matched
scene points using the same affine combination coefficients. This method can therefore
handle cases with locally affine transformation. Yang et al. [107] followed the TPS-
RPM method and proposed a feature-based image registration method. It uses softas-
sign techniques to alternatively recover correspondences between two groups of feature
points and to explicitly solve the TPS parameters. Zheng et al. [111] jointly solved cor-
respondences and TPS transformation parameters between template and scene points
via a linear programming model.
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Dynamic programming techniques also showed their effectiveness in matching tasks.
Felzenszwalb and Huttenlocher [31] presented the first dynamic programming based
matching method. Dynamic programming was utilized to optimize a tree model, where
each node represents the best position of a pictorial part. In [48], Jiang et al. proposed
a novel formulation to explicitly solve scale and rotation using Linearly Augmented
Tree constraints. Due to the LAT’s special structure, the proposed formulation was
solved by a series of dynamic programming models. This method can handle global
similarity transformation with local deformations.
1.4 Applications
1.4.1 Application to Deformable Object Localization
Object matching has many uses in computer vision. One straightforward application
is to locate a deformable object in an input scene image. By modeling an object as
a group of feature points (e.g., SIFT feature points) with geometric constraints, our
feature matching methods can recover the location of an instance of the object as well as
its deformation. Experiments demonstrating this application can be found in Chapters
3 and 4.
1.4.2 Application to Object Tracking and Segmentation
Object matching can be applied to track and segment an object in a time-lapse image
sequence. Correspondences between instances of an object in different frames can be
obtained by our proposed matching methods. Such correspondences can be used to
specify the object’s locations in all frames to assist its tracking and segmentation.
Example application demonstrating this usage is shown in Chapter 5, where we track
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and segment polymerizing actin filaments from Total Internal Reflection Fluorescence
Microscopy (TIRFM) image sequences.
1.5 Thesis Organization
This thesis is organized as follows. Chapter 2 introduces our proposed shape alignment
method with robust shape dissimilarity metric and an approximately global optimizer.
Chapter 3 presents the new feature matching method based on a locally-affine constraint
and linear programming techniques. Chapter 4 introduces our new feature matching
framework which supports a large family of geometric transformation models. Chapter
5 introduces one object matching application to segment actin filaments in microscopy
image sequences. Finally, we conclude the thesis in Chapter 6 with a summary and a
discussion of future research areas.
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Chapter 2
Object Shape Alignment by
Asymmetric Shape
Representations and Particle
Swarm Optimization
In this chapter, we introduce a novel method to solve shape alignment problems. We use
gray-scale “images” to represent template shapes, and propose a novel two-component
Gaussian Mixture (GM) distance map representation for scene shapes. This asymmet-
ric representation is a flexible image-based representation, which is able to represent
different kinds of shape data including continuous contours, unstructured sparse point
sets, edge maps, and even gray-scale gradient maps. Using this representation, a new
energy function based on a novel two-component Gaussian Mixture distance model is
proposed. The new energy function was empirically evaluated to be a more robust
shape dissimilarity metric that can be computed efficiently. Such high efficiency is es-
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sential for global optimization methods. We adopt and modify one of them, the Particle
Swarm Optimization (PSO), to effectively estimate the global optimum of the new en-
ergy function. Different from the original PSO, several new strategies were employed to
make the optimization more robust and prevent it from converging prematurely. The
overall performance of the proposed framework as well as the properties of each algo-
rithmic component were evaluated and compared with those of some state-of-the-art
methods.
2.1 The Standard ICP Energy Function
When point sets are used to represent shapes, let Cs and Ct be the template shape and
scene shape, respectively. Let xi,s (i = 1, . . . , Ns) be the points on the template shape
Cs, and let xj,t (j = 1, . . . , Nt) be the points on the scene shape Ct. The standard ICP
energy function [9] based on squared Euclidean distances is given by
F(Θ) =
1
Ns
Ns∑
i=1
wid
2(T(xi,s,Θ),Ct) (2.1)
where d(x,C) = minxC∈C d
′(x,xC) and d′(x1,x2) is the Euclidean distance between the
two points x1 and x2. Θ denotes the parameters of a chosen type of transformation,
and T(xi,s,Θ) is the ith transformed template shape point according to Θ. wi denotes
the weight of the ith “closest” distance which is usually set to 1 in the absence of a
priori knowledge.
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2.2 Previous Work on Computationally Efficient Shape
Dissimilarity Metric
Our goal is to build a robust, generic but computationally efficient shape dissimilarity
metric because we want to employ global optimization methods other than commonly-
used gradient-based local optimization methods [29], [42], [76], [110], which have shown
poor performance in overcoming local optima.
In [33], distance transform is applied to precompute a scene shape’s “closest” dis-
tances. Given a scene shape Ct, the squared Euclidean distance transform [74] of the
scene shape, ΦCt : Ω → R+, is
ΦCt(x, y) = d
2((x, y),Ct), (2.2)
where d((x , y),Ct) denotes the minimum L2 distance between the pixel at location (x , y)
and the shape Ct (Fig. 2.1.(b) and Fig. 2.1.(c)). The time complexity of Euclidean
distance transform is O(n), where n is the number of samples in the finite image domain.
The ICP energy function based on the pre-computed distance map ΦCt [74] is then given
by
E(Θ) =
Ns∑
i=1
wiΦCt(T(xi,s,Θ)). (2.3)
Except for the normalization term, (2.3) has the same meaning as the standard ICP
energy function (2.1). However, (2.3) is more computationally efficient because pre-
computed distance maps circumvent the need of searching for “closest” distances for
every point xi,s in every iterative step. This technique is also related to Chamfer
matching [6] and partial Hausdoff distance matching [44]. To alleviate the adverse
effects of outliers, L2 distance is further replaced by Huber norm [33].
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Although the standard ICP energy function shows its effectiveness in various shape
registration problems, it uses the nearest L2 distance, which may not be a proper shape
dissimilarity measure, since longer “closest” distances are more likely to be between false
correspondences. In agreement with this observation are our empirical experiments
(Section 2.7.1), in which minimizing energy functions based on the nearest L2 distance
sometimes led to wrong transformations.
Existing mitigation methods can be categorized into two classes: rejection [25], [70],
[100], [110] and weighting [36]. One rejection approach [100, 110] is to set a maximum
distance threshold, Dthres. If a “closest” distance is greater than Dthres, it would
be rejected and not be used in the calculation of the energy function (Fig. 2.1.(d)
and Fig. 2.1.(e)). However, this approach fails to measure properly the dissimilarity
between two shapes that are significantly different in scale. For instance, a template
shape which has all its points’ “closest” distances greater than Dthres would result
in the rejection of all distances and thus cannot converge to the pose of the scene
shape. Another rejection policy, based on some multiple of the standard deviation of
distances, is presented in [70]. But the deviation would be biased if strong outliers
exist in the template shape. Furthermore, distance or point weights cannot easily be
taken into consideration during the deviation computation. Rejecting distances that
are not consistent with neighboring pairs was proposed in [25], although this rejection
policy is O(n2) complexity. All rejection-based methods cause possible discontinuities
in the energy function domain. A linear weighting policy, which assigns longer “closest”
distances lower weights, wi = 1−di/Dmax, is proposed in [36]. This scheme is sensitive
to the Dmax value however. It becomes similar to the L2 distance model when Dmax is
large, and similar to the distance threshold model when Dmax is small.
25
2.3 New Asymmetric Shape Representation
−20 −10 0 10 20
0
distance
m
ag
ni
tu
de
−20 −10 0 10 20
0
distance
m
ag
ni
tu
de
−40 −20 0 20 40
distance
m
ag
ni
tu
de
(a) (b) (c) (d) (e) (f) (g)
Figure 2.1: (a) A circle (r = 40). (b) The squared Euclidean distance model. (c) Image
embedding of (a) based on the model (b) (normalized). (d) The squared Euclidean distance
with threshold (Dthres = 15) model. (e) Image embedding of (a) based on the model (d)
(normalized). (f) The proposed two-component Gaussian Mixture (GM) distance model.
(g) Scene shape representation of (a) based on the model (f) (normalized).
(a) (b) (c) (d)
Figure 2.2: Illustration of template shape representations of a parametric curve and a
discrete point set. Template shape representations for the parametric curve (the purple
curve) and discrete points (purple points) obtained through (a-b) discretization and (c-d)
anti-aliasing.
2.3.1 Proposed Scene Shape Representation
To address the possible false correspondence problem, we present a new scene shape rep-
resentation, which replaces the squared Euclidean distance model with a high-peak-fat-
tail distance model. This model has an intuitive interpretation: the high peak indicates
higher weight on short distances, and the fat tail decreases the weight for longer dis-
tances while keeping the energy function smooth and differentiable within the domain.
In this chapter, to achieve the high-peak-fat-tail effect we choose a two-component
Gaussian Mixture (GM) model, leading to the following scene shape representation,
ΨCt(x, y) = −e−ΦCt (x,y)/2σ
2
1 − αe−ΦCt (x,y)/2σ22 , (2.4)
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where ΦCt is the squared Euclidean distance function of the scene shape (2.2), α ∈ (0, 1)
is the GM weighting parameter, σ1 and σ2 (σ1 < σ2) are the standard deviations of
the two Gaussians (Fig. 2.1.(f) and Fig.2.1.(g)). In practice, we set α = 0.5 and
σ1 = kσσ2, where kσ ∈ [5, 10]. Please note that the high-peak-fat-tail model is not
limited to the proposed Gaussian Mixture model. Other models achieving the high-
peak-fat-tail effect, such as the Pareto-Levy model and the t-distribution model, can
also be used.
The Gaussian Mixture model is related to M-estimators in robust statistics [43].
Different objective functions of M-estimators can be used to alleviate the effects of
outliers. However, our proposed GM model has its own advantages in the alignment
framework. Compared with the Huber objective function, it suppresses more effectively
the influence of outliers (Section 2.7.1). Compared with the bisquare objective function,
it provides gradient toward the global minimum in fat-tail domains while the bisquare
model does not.
2.3.2 Proposed Template Shape Representation
For a template shape, we introduce a new gray-scale “image” representation that can
represent generalized shapes including parametric curves/surfaces, sparse point sets,
edge maps, and even gradient maps. Given a parametric shape or a discrete point set,
discretization and anti-aliasing [40] (e.g., super-sampling) techniques are employed to
embed the shape into the image plane. Fig. 2.2 illustrates how these techniques embed
a parametric curve and a discrete point set into image planes using discretization and
anti-aliasing. Clearly, the anti-aliasing technique provides more accurate embedding
results than the discretization does with limited image domain samples. Edge maps
obtained by shape extraction algorithms, such as Canny edge detector, and even gradi-
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ent maps can also be utilized directly as template shapes. Directly using gradient maps
as template shapes in particular allows us to circumvent the shape extraction step and
reduces the risk of mis-alignment because of improper shape extraction (Section 2.7.5).
Both the template and scene shape representations can be easily extended to 3D
by using 3D discretization (or anti-aliasing) and distance transform techniques, respec-
tively.
2.4 Efficient Energy Function
Based on the template and scene shape representations proposed in Section 2.3, we de-
fine an energy function measuring the dissimilarity between template and scene shapes,
MΨ(Θ) =
∫∫
T(S,Θ)(x, y) ·ΨCt(x, y)dxdy∫∫
T(S,Θ)(x, y)dxdy
, (2.5)
where T(S ,Θ) is the transformed template shape image according to transformation
parameters Θ. The numerator of (2.5) calculates the sum of weighted “closest” GM
distances between points on the transformed template shape image, T(S,Θ), and the
scene shape, Ct. At a certain location (x, y), according to the definition of the distance
function (2.4), ΨCt(x, y) is the closest GM distance between the point (x, y) and Ct. If
T(S,Θ)(x, y) does not equal 0, T(S,Θ)(x, y) ·ΨCt(x, y) equals the GM distance between
the weighted point (x, y) on the T(S,Θ) and Ct. The weights are implicitly specified
by the pixel values in T(S,Θ). The denominator, the sum of point weights on the
transformed template shape, is the normalization term necessary to handle scaling.
Note that the new scene shape representation ΨCt based on the GM kernel is pre-
computed and most pixels in the template representation T(S,Θ) have zero values.
Therefore, computation of the energy function (2.5) is highly efficient.
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The time complexity of our energy function (2.5) can be explained as follows: given
two n-point sets, let k be the number of samples in the finite image domain. A one-time
overhead to run the linear time distance transform algorithm is O(k) [74]. Then it takes
O(n) time to evaluate the energy function (2.5). In practice, k grows asymptotically
slower than n does. Therefore, the overall time complexity can be further simplified
from O(k + n) to O(n). In contrast, the standard ICP energy function takes O(n2) by
the brutal-force way or O(n log n) by the k-d tree approach to evaluate [81].
2.5 Globally Optimal Transformation Estimation using the
Particle Swarm Optimization (PSO)
In previous research, local optimization methods such as Gradient Descent are widely
used [29],[42], [76]. To these local methods, good initial parameter estimates are es-
sential. To avoid this problem, some other optimization methods using particle filter-
ing or genetic algorithms were also introduced [84], [92]. In our algorithm, the PSO
is adopted to estimate the global optimum of the energy function (2.5). The PSO,
which belongs to the class of swarm intelligence methods, is an effective optimization
method for high-dimensional optimization problems, originally developed by Eberhart
and Kennedy [28].
Let f(x) denote the function to be minimized. The basic particle swarm model
consists of a swarm of m particles moving in an n-dimensional real valued variable
space, each position of which potentially gives the global optimum of f(x) over a given
domain. Let xi(t) = [x1(t), x2(t), . . . , xn(t)]
T and vi(t) = [v1(t), v2(t), . . . , vn(t)]
T be
the ith particle’s position and velocity at time t. Each particle knows the best position
it has been at so far, pbesti, and the overall best position obtained so far, gbest, by any
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particle in the swarm. Each particle updates its position and velocity according to the
following equations,
vi(t+ 1) = ωvi(t) + c1 · rand() · (pbesti − xi(t))
+ c2 · rand() · (gbest− xi(t)), (2.6)
xi(t+ 1) = xi(t) + vi(t), (2.7)
where ω is the inertia weight representing the degree of the momentum of the particles.
c1 and c2 are “cognitive” and “social” parameters modulating attraction terms that
move the ith particle toward pbesti and gbest respectively. rand() generates pseudo-
random numbers drawn from a uniform distribution in the range [0, 1]. ||vi|| is usually
limited to be within a range [0, vmax], where vmax is the maximum velocity.
Before the PSO computation begins, positions and speeds of all particles are ran-
domly generated in the given continuous domain. Then they are iteratively renewed
according to (2.6) and (2.7) until a minimum error criterion or a predefined maximum
iteration is attained.
Because the objective is to find the global optimum, we choose not to use the original
PSO’s maximum iteration stop criterion. In our modified PSO, to decide whether the
value of the energy function has globally converged or not, first we use a relative error
function,
∆fi(t) =
|f(xi(t))− f(gbest)|
|min(f(xi(t)), f(gbest))| , (2.8)
proposed in [106], to determine inactive particles. If a particle’s ∆fi(t) is less than a
threshold for more than Tc time steps, we consider this particle to be inactive. If during
a certain period of time, the number of inactive particles exceeds a threshold Nc, we
consider the global optimum found. During the computation and before convergence,
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any detected inactive particles are randomly relocated in the domain and are given
random initial speeds so that they can keep searching the space.
The PSO has a strong ability to find the global optimum without any initial param-
eter estimate. In order to accelerate its convergence speed and to prevent premature
termination, many variants have been introduced. Shi and Eberhart [90] presented a
strategy of time-varying inertia weight: ω linearly decreases as the number of iteration
increases. The modified PSO in our algorithm also uses the strategy of time-varying
inertia weight [90]. The difference from [90] is that each particle has its own inertia
weight instead of all particles sharing the same one. If a particle is relocated, its inertia
weight gets reinitialized to the maximum inertia weight. This enables a newly relocated
particle to search more areas instead of directly traveling back to gbest and becoming
inactive again.
For 2D shape alignment, the search space for particles has either 4 (similarity trans-
formation) or 6 (affine transformation) dimensions. In 3D, we consider similarity trans-
formation which has an 8-dimensional search space. The combination of the new energy
function (2.5) and the modified PSO allows us to solve shape alignment problems ro-
bustly and efficiently, as we will demonstrate in our experiments.
2.6 From 2D Alignment to 3D Alignment and Handling
Local Deformations
The proposed alignment framework can easily be extended from 2D to 3D. For the
template shape representation, existing 3D discretization or anti-aliasing techniques can
be used to embed shapes into 3D image volumes. For the scene shape representation,
we create 3D image volumes using the results of 3D GM distance transform of scene
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shapes. The PSO’s particles now search in an 8-dimensional variable space for 3D cases
instead of a 4-dimensional one. In 3D, the 8-dimensional variable consists of translation
(3), rotation axis (3), rotation angle (1), and scaling factor (1). Usually, more particles
are used in 3D cases than 2D cases because of the higher dimension of its variable
space.
Similar to [46], [29], [42], [92], our method can be extended to handle local defor-
mations. After the global alignment is performed, the template shape can be fit to the
scene shape locally by minimizing the energy function (2.5) using local deformation
models, such as thin-plate spline (TPS) [46] and Free Form Deformation (FFD) [42].
The optimization scheme remains the same, only using local deformation parameters.
To curtail the computational cost, we can adopt a coarse-to-fine mechanism so that
fewer parameters are to be optimized using PSO at a coarser deformation level, and
then additional parameters that capture finer deformation details can be further solved
using gradient descent.
2.7 Experiments and Evaluation
For all experiments, we set α = 0.5, σ1 = 5, σ2 = 50 in (2.4), and let c1 = c2 = 2 in (2.6).
ω in (2.6) linearly decreases from 1.0 to 0.2 in each particle’s first 40 iterations. We
used 100 particles for 2D cases and 3000 particles for 3D. Most cases converged within
300 iterations for 2D cases and 1000 iterations for 3D cases. On a PC workstation with
an Intel E6850 3.0GHz CPU, single thread, a 2D case took about 1s-5s; a 3D case took
around 60s-300s.
32
2.7 Experiments and Evaluation
2.7.1 Empirical Evaluation of the Proposed Method
To solve a problem by minimizing an energy function, it is important to validate that
(i) the global minimum of the energy function corresponds to the desired solution, and
(ii) the minimization of the energy function can recover the global minimum point. In
this section, we empirically evaluate the proposed shape dissimilarity metric and the
modified PSO optimizer based on such two criteria and compare them with those of
some state-of-the-art methods.
The New Distance Model. We compared our new high-peak-fat-tail GM kernel1
with other dissimilarity metrics including nearest L2 distance [9], nearest Huber norm
[33], L2 distance between Mixtures of Gaussian [46]
2, and Kernel Correlation [99]3. To
eliminate the possibility that certain distance kernel would prefer a specific shape or
point pattern, we used challenging cases of aligning random 2D point sets with strong
outliers.
Given a random 2D point set, we generate another point set and quantify its outlier
and noise strength following the setup in [46]. The following procedures are used to
generate template point sets from a scene point set. For a scene set with n points
randomly spread in the range [−D,D] × [−D,D] (n = 50 and D = 100 for 2D point
sets), we generate a template set and control its degree of corruption by (i) discarding
a subset of (1−ρ)n points from the scene set, (ii) adding uniformly distributed noise of
[−, ]× [−, ] to all points in the scene set, (iii) applying a similarity transformation
(s, θ, tx, and ty) to the scene set (in this subsection, we use rigid transformation, i.e.,
s = 1), and (iv) adding (τ − ρ)n spurious, uniformly distributed points to the scene
set. Therefore, after the corruption, a template set would have a total number of τn
1We set α = 0.5, σ1 = 5, and σ2 = 50 for the GM model.
2Since we followed the experimental setup in [46], we keep the parameter setting in the MG method’s
original code.
3We empirically set the bandwidth of the KC method to 10 based on experimental performance.
33
2.7 Experiments and Evaluation
points, in which only ρn have corresponding points in the scene set. We quantify the
strength of outliers and noise as So = (τ − ρ)/ρ and Sn = /D, respectively. The
average L2 distance between known correspondences is computed as the error measure
and displayed on top of each registered frame.
In Fig. 2.3, the template point set with outlier strength So = 2 and noise strength
Sn = 0 is aligned to the scene point set with 50 points using rigid transformation (no
scaling). To compare only the performance of different shape dissimilarity metrics and
validate whether the global minimum of each dissimilarity metric corresponds to the
desired solution, we initialize the template set’s pose to the known ground truth pose so
that it is initially correctly aligned with the scene set. We then register the point sets
under those metrics using a common local minimization method1. The hypothesis is
that, if the global optimum of a dissimilarity metric corresponds to the desired ground
truth solution, we would observe little deviation in the converged pose after registration
under that metric from the initial correct pose. We randomly generated over 1000 pairs
of random point sets under rigid transformations with outlier strength So = 2 and noise
strength Sn = 0, and evaluated different distance kernels’ final alignment errors based
on those pairs. Results show that our GM kernel is the most robust to outliers and
consistently leads to the smallest average distance error between corresponding points
among all these metrics.
The Modified PSO Optimizer. To evaluate the performance of the systemati-
cally “random” PSO, we compared it with (i) a “pure” random re-start local optimizer
and with (ii) a local optimizer with a shape moment-based initialization using above
mentioned random pairs of 2D point sets. We chose the Levenberg Marquardt (LM)
optimizer from LM-ICP [33]. The gradients of LM-ICP’s energy function with respect
1The fminsearch function in MATLAB is used.
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Figure 2.3: Comparison between different dissimilarity metrics by aligning unstructured
sparse point sets with strong outliers (template as blue ‘+’ vs. scene as red ‘o’). (a) The
result of the proposed GM kernel. (b) The result of nearest L2 distance model [9]. (c)
The result of nearest Huber norm (σ = 10) [33]. (d) The result of L2 distance between
Mixtures of Gaussian [46]. (e) The result of Kernel Correlation [99].
to transformation parameters can be well approximated by the chain rule and discrete
gradients of the distance maps. Since we have demonstrated that the GM kernel gen-
erates a smaller alignment error, we abandoned the nearest Huber norm in LM-ICP
and used the GM kernel for all optimizers. We tried to align random generated pairs
of point sets under rigid transformations using all optimizers and record the number of
successful alignments by each optimizer. We measured the average distance between
corresponding points in the scene set and the aligned template set, and judged one
alignment as a successful one if its resulting average distance is less than some epsilon
(we set it to 1 in this experiment). Each optimizer’s “success rate” can then be obtained
by the number of successful alignments divided by the number of total alignments.
For the “pure” random re-start LM, we generated 1000 pairs of random point sets
under every outlier strength level and tried to align them using both optimizers. How-
ever, the random re-start LM does not have a convergence criterion. To make a fair
comparison, for each alignment case, we record the processing time of the modified
PSO once it terminates according to its convergence criterion and simply let the ran-
dom re-start LM run for the same amount of time. Statistics (Fig. 2.4) shows that even
when the outlier strength level is low, for the same processing time, random re-start
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Figure 2.4: Comparison between the success rates of the modified PSO and those of the
random re-start Levenberg Marquardt (LM) using cases of rigid alignment of random point
sets described in Section 2.7.1.
LM only has a success rate around 50%. As the outlier strength increases, the per-
formance of random re-start LM further degenerates. In contrast, our modified PSO
consistently keeps a high success rate above 95%. This comparison demonstrated that
the systematically randomized PSO performs more robustly than the “pure” random
LM optimizer within the same running time.
2.7.2 Similarity and Affine Alignment of 2D Shapes
We used some shapes from the SIID shape database [89] to perform experiments of
2D similarity and affine shape alignment (Fig. 2.5 and Fig. 2.6). Template and scene
shapes in Fig. 2.5 differ in parts, and initial poses of the template shapes vary in a
broad range. Despite such difficulties, the results show that the energy function always
converges to the global optimum through our modified PSO. Fig. 2.6 illustrates the
difference between alignment results using similarity and affine transformations.
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Figure 2.5: Similarity alignment results. (First row) initial poses (template in blue versus
scene in red). (Second row) alignment results.
Figure 2.6: Comparison between similarity and affine transformation. (a) Initial poses.
(b) Results of similarity alignment. (c) Results of affine alignment.
2.7.3 Alignment of Shapes with Strong Outliers and Comparison with
State-of-the-art Algorithms
In practical applications, shapes as clear and sharp as those in Fig. 2.5 are usu-
ally difficult to obtain because of complex backgrounds surrounding interested objects.
Thus, extracted shapes may contain spurious contours or missing parts, which can
significantly affect alignment results. Some state-of-the-art algorithms [29], [42], [76],
[110] have difficulties in handling such shape registration problems with strong outliers.
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 2.7: Alignment results of “hand” shapes with strong outliers. (a) Scene shapes.
(b) Template shapes. (c) initial poses (template in blue and scene in red). (d) Alignment
results by the proposed method. (e) Alignment results by ICP with distance threshold
[110]. (f) Alignment results by Distance Functions (DF)-based method [76]. (g) Alignment
results by Mutual Information (MI)-based method [42]. (h) Alignment results by Vector
Distance Function (VDF)-based method [29].
Because our method integrates outlier-resistant mechanisms based on the high-peak-
fat-tail GM model and looks for the global optimum, it is well suited to solve this
challenging problem. In our experiment, we used “clear” shapes as template shapes
and aligned them to shapes with strong artificial outliers. In Fig. 2.7, artificial outliers
“airplane” and “grids” are added to “hand” shapes to create challenging scene shapes.
For this “hand” shape alignment problem, we compared the registration performance
of our method with those in [29, 42, 76, 110]1. In the cases of Fig. 2.7, energy functions
would have multiple local optima no matter which shape registration method is used.
Finding the global optimum is impossible for methods using local optimizers unless an
initial value close enough to the global optimum is given. In contrast, even with initial
poses far-away from global optima, our method successfully found the best transfor-
mation parameters, because of PSO’s strong ability to systematically and efficiently
search in a broad space to find the global optimum. Other algorithms [29], [42], [76],
[110] often got stuck at local optima (Figs. 2.7.(e-h)).
1We implemented the methods according to the original papers.
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(a) (b) (c) (d) (e) (f) (g)
Figure 2.8: Alignment of pairs of images through aligning their edge maps. (First row)
CT/PET image alignment, and (second row) synthetic MRI image [20] alignment. (a) The
scene image. (b) Edges extracted from (a). (c) The template image. (d) Edges extracted
from (c). (e) Initial poses. (f) Edge-shape alignment results. (g) Template-scene alternate
checkerboard display based on the results in (f).
2.7.4 Alignment of Edge Maps from Images
Shapes represented by edges were also used to evaluate the robustness of our algorithm.
Many other shape representations [69], [87], [92] are only able to represent closed shape
contours, therefore would have difficulty correctly representing edge shapes because of
the existence of crossings and outliers. In our method, an edge map can directly be used
as the “gray-scale” image representation of the template shape, and the GM distance
transform is applied to the scene shape. Fig. 2.8 shows two examples of aligning images
through aligning edge maps extracted from them using our shape alignment algorithm.
The first example (Fig. 2.8, first row) aligns a pair of CT/PET images. The second
example (Fig. 2.8, second row) aligns a synthetic T2 MRI image with a T1 MRI image
(from image source [20]). Our alignment method generated satisfactory results, which
indicate the potential extension of our method to image registration.
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2.7.5 Alignment of Generalized Shapes
Extracting edges from images is a difficult task because the choice of extraction al-
gorithm parameters has a large effect on extracted shapes. In Fig. 2.9.(a) and Fig.
2.9.(b), we show the edge maps of Fig. 2.9.(3c) and Fig. 2.9.(4c), respectively, using
Canny edge detector with default parameter settings in MATLAB’s implementation.
Using such edge maps as shapes with very strong outliers, our algorithm (Section 2.7.4)
failed to correctly align them to a template hand shape. To circumvent the difficulties
caused by inappropriate edge extraction parameters or algorithms, our method is ca-
pable of directly using gradient maps as template shape images, because of the natural
characteristics of its gray-scale image-based shape representation. In Fig. 2.9.(1) and
Fig. 2.9.(2), we demonstrate simple alignment cases where hands are on white back-
grounds, gradient maps are used as template shapes, and the GM distance transform
of a hand template as the scene shape. Cases in Fig. 2.9.(3) and Fig. 2.9.(4) are more
challenging and closer to real applications, where the background is a phone book with
complex texture; our method successfully aligned the hand template shape to hands
in these noisy images. So far we only tested gradient maps as template shape images.
However, other gray-scale images such as discretized line drawings or pencil drawings
may also be considered as candidate shape images for alignment.
2.7.6 Alignment of 2D Point Sets
Unstructured Sparse Point Sets. To validate our algorithm on registering unstruc-
tured sparse 2D point sets, we followed the experimental setup of [46] and compared
the performance of our algorithm with that of two other point registration methods,
Mixtures of Gaussian (MG) [46] and Kernel Correlation (KC) [99] methods.
First, we performed similarity alignment experiments on pairs of random point sets
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without noise and outliers. The template point set is a randomly transformed version of
the scene point set. Fig. 2.10.(a) shows one example registration result. The scene point
set contains 50 points (red ‘o’s) randomly spread in a region [−100, 100]× [−100, 100].
And the template point set (blue ‘+’s) is a transformed version of the scene point set,
after a 180◦ rotation and 1.5 scaling. Next, we also did experiments in the presence
of noise and outliers following the setup mentioned in Section 2.7.1. Again, So =
(τ−ρ)/ρ and Sn = /D quantify the strength of outliers and noise respectively, and the
average L2 distance between known correspondences is computed as the error measure
and displayed on top of each registered frame (Figs. 2.10.(b-d)). We did extensive
experiments to obtain empirical convergence ranges for 2D unstructured sparse point
set registration (Table 2.1).
We compared our method with two state-of-the-art point registration methods,
MG [46] and KC [99] methods with parameter settings mentioned in Section 2.7.1. The
comparison was done using rigid transformation (no scaling). At each outlier or noise-
strength level, we generated 50 pairs of scene sets and corrupted template sets. For each
pair, we used the proposed, MG and KC methods for registration and computed the
resulting average distance between known correspondences. Results show that when
outlier and noise levels are low, both MG and KC methods register two sets accurately.
But as the outlier and noise levels rose, our method performed more robustly than the
MG and KC methods (Fig. 2.11 and Fig. 2.12).
Real Laser Scan Point Sets. Following the experimental setup in [99], we also
used a set of 2D range data acquired by a SICK LMS 221 laser scanner [101] for
performance evaluation. This dataset consists of 3715 scans acquired during a 18 min
vehicle travel. We used every scan and the scan 30 time steps after it as the scene and
template point sets, respectively. Therefore, we were able to obtain 3685 pairs of point
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Table 2.1: Empirical convergence ranges of the proposed and MG [46] methods in the 2D
unstructured sparse point set registration tasks.
Method Outlier and noise level
Empirical convergence range
(scale×rotation angle×translation in x and y directions)
MG method [46] So = 0, Sn = 0 [1, 1]× [−120◦, 120◦]× [−40, 40]× [−40, 40] [46]
Proposed method
So = 0, Sn = 0 [0.667, 1.5]× [−180◦, 180◦]× [−80, 80]× [−80, 80]
So = 2, Sn = 0 [0.75, 1.333]× [−180◦, 180◦]× [−40, 40]× [−40, 40]
So = 2, Sn = 2% [0.8, 1.25]× [−180◦, 180◦]× [−40, 40]× [−40, 40]
Table 2.2: Empirical convergence ranges of the proposed method in the 3D unstructured
sparse point set registration tasks.
Outlier and noise level
Empirical convergence range
(scale×rotation angle×rotation axis×translation in x, y, and z directions)
So = 0, Sn = 0 [0.667, 1.5]× [−180◦, 180◦]× all possible axes ×[−40, 40]× [−40, 40]× [−40, 40]
So = 2, Sn = 0 [0.8, 1.25]× [−180◦, 180◦]× all possible axes ×[−20, 20]× [−20, 20]× [−20, 20]
So = 2, Sn = 2% [0.8, 1.25]× [−180◦, 180◦]× all possible axes ×[−20, 20]× [−20, 20]× [−20, 20]
sets for alignment. Alignment results generated by our method on those pairs were
manually evaluated as either satisfactory or unsatisfactory. All except 358 alignments
were evaluated as satisfactory. Two examples of the alignment experiments are shown
in Fig. 2.13.
2.7.7 Similarity Alignment of 3D Point Sets
Unstructured Sparse Point Sets. Experiments similar to those with 2D unstruc-
tured sparse point sets were done on 3D point sets. For 3D point sets, the number of
points n = 100 and the range of points D = 50. Four examples of 3D unstructured
point set alignment under different So and Sn settings are shown in Fig. 2.14. Em-
pirical convergence ranges show the robustness of our algorithm for registration of 3D
point sets (Table 2.2).
Real Laser Scan Point sets. For performance evaluation, we followed the exper-
imental setup in [84]. 1000 points were randomly chosen from the 3D “bunny” model
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Table 2.3: 3D laser scan point set alignment results: mean (µ), standard deviation (σ),
and maximum (max) of errors (compared to ground truth) in recovering the scaling factor s,
rotation axis ~R, rotation angle θ, and translation ~t at each noise level (with 100 experiments
per noise level).
Noise Level 5% 20% 35%
∆s
µ = 0.00165 µ = 0.00431 µ = 0.0122
σ = 0.00112 σ = 0.00251 σ = 0.0132
max = 0.00382 max = 0.00836 max = 0.0798
||∆~R||
µ = 0.00258 µ = 0.00900 µ = 0.00893
σ = 0.00127 σ = 0.0113 σ = 0.00845
max = 0.00549 max = 0.0580 max = 0.0340
∆θ
µ = 0.124◦ µ = 0.182◦ µ = 0.394◦
σ = 0.0986◦ σ = 0.155◦ σ = 1.10◦
max = 0.324◦ max = 0.669◦ max = 6.10◦
||∆~t||
µ = 0.670 µ = 0.951 µ = 1.20
σ = 0.274 σ = 0.710 σ = 0.705
max = 1.25 max = 2.92 max = 2.70
[100]. We then generated translation ~t = [tx, ty, tz] from a normal distribution with
each component having a standard deviation of 70; this value of standard deviation
is chosen based on the range of the scene set ([−126, 127] × [−125, 125] × [−98, 98]).
The rotation angle θ is generated randomly along the z axis, from a normal distribu-
tion N(0, (pi/3)2). The scaling factor is chosen randomly from a uniform distribution
U(0.7, 1.3). Before the transformation is applied to the scene set, a certain percentage
of points is replaced with zero-mean Gaussian noise N(0, 602). We consider three noise
levels, with 5, 20, and 35 percent of the points replaced, respectively. We performed
100 experiments at each noise level. Three example alignments are shown in Fig. 2.15.
The statistics of errors with respect to ground truth are given in Table 2.3.
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2.7.8 Similarity Alignment of 3D Surfaces
We also did experiments on 3D surface registration. A male’s face (Fig. 2.16.(a)) is
used as the scene surface and two other persons’ faces with different facial expressions
(smiling and neutral) are aligned to it (Figs. 2.16.(b-e)) [104]. One can see that
the template surfaces are greatly different from the scene surface model. Fig. 2.17
shows four examples of this experiment. Our method successfully recovered the optimal
transformation even when the initialization was far from the correct pose.
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(a) (b)
(1)
(2)
(3)
(4)
(a) (b) (c) (d)
Figure 2.9: Alignment between contour shapes and gradient maps. (a) Edges of (3)c ex-
tracted by Canny detector using MATLAB default parameters. (b) Edges of (4)c extracted
by Canny detector using MATLAB default parameters. (c) Original images. (d) Gradient
maps of (c) as template shapes. (e) Initial poses (template in blue vs. scene in red). (f)
Alignment results.
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Figure 2.10: Similarity alignment results of 2D unstructured point sets (template as blue
‘+’s versus scene as red ‘o’s). (First row) Initial poses, and (second row) alignment results.
(a) Alignment of point sets without outliers and noise (So = 0, Sn = 0). (b-c) Alignment
of point sets with outliers (ρ = 0.5, τ = 1.5, So = 2.0, Sn = 0). (d) Alignment of point
sets with outliers and noise (ρ = 0.5, τ = 1.5, So = 2.0, Sn = 2%).
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Figure 2.11: Comparison between the proposed, MG [46] and KC [99] methods. The
mean of 50 average distances upon convergence at each outlier level versus varying ρ or τ .
(a) τ = 1, ρ ∈ [0.5, 1]. (b) ρ = 1, τ ∈ [1, 1.5].
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Figure 2.12: Examples of alignment of 2D random point sets using the proposed, MG
[46], and KC [99] methods under rigid transformation (template as blue ‘+’s versus scene
as red ‘o’s). (First row) alignment of point sets without outliers and noise (So = 0, Sn = 0).
(Second row) alignment of point sets with outliers (ρ = 0.5, τ = 1.5, So = 2.0, Sn = 0).
(third row) alignment of point sets with outliers and noise (ρ = 0.5, τ = 1.5, So = 2.0,
Sn = 2%). (a) Initial poses. (b) Results by the proposed method. (c) Results by the MG
[46] method. (d) Results by the KC [99] method.
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Figure 2.13: Two examples of rigid alignment of 2D range scan point sets. (First row)
initial poses. (Second row) alignment results. (a) Example I. (b) Example II.
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Figure 2.14: Similarity alignment results of 3D unstructured sparse point sets. (First
row) initial poses (template as blue ‘+’s versus scene as red ‘o’s). (Second row) registration
results. (a) Registration of point sets without outliers and noise (So = 0, Sn = 0). (b-
c) Registration of point sets with outliers (ρ = 0.5, τ = 1.5, So = 2.0, and Sn = 0).
(d) Registration of point sets with outliers and noise (ρ = 0.5, τ = 1.5, So = 2.0, and
Sn = 2%).
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(a) (b) (c)
Figure 2.15: Testing the robustness of the proposed method to noise and initialization
with the 3D “bunny” model (template in red, scene in blue, and noise points in black).
Note that not all noise points are shown in the figure because of view-port cropping. (First
row) Initial poses, and (second row) alignment results. (a) 5% Gaussian zero mean noise
points. (b) 20% Gaussian zero mean noise points. (c) 35% Gaussian zero mean noise
points.
(a) (b) (c) (d) (e)
Figure 2.16: Real persons’ face models [104] used in 3D surface registration. (a) The
male scene face model. (b-c) Faces of another male subject (as template surface). (d-e)
Faces of a female subject (as template surface).
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(1)
(2)
(3)
(4)
(a) (b) (c)
Figure 2.17: 3D surface alignment experiments. (1) Alignment of models in Fig. 2.16.(a)
and Fig. 2.16.(b). (2) Alignment of models in Fig. 2.16.(a) and Fig. 2.16.(c). (3)
Alignment of models in Fig. 2.16.(a) and Fig. 2.16.(d). (4) Alignment of models in Fig.
2.16.(a) and Fig. 2.16.(e). (a) Initial poses (template in blue versus scene in red). (b)
Alignment results (front view). (c) Alignment results (side view).
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Chapter 3
Feature Matching Using a
Locally Affine Invariant and
Linear Programming Techniques
In this chapter, we introduce a new feature point matching method based on a novel
locally affine-invariant geometric constraint and linear programming techniques. To
model and solve the matching problem in a linear programming formulation, all ge-
ometric constraints should be able to be exactly or approximately reformulated into
a linear form. This is a major difficulty for this kind of matching algorithms. We
propose a novel locally affine-invariant constraint which can be exactly linearized and
requires a lot fewer auxiliary variables than other linear programming based methods
do. The key idea behind it is that each point in the template point set can be exactly
represented by an affine combination of its neighboring points, whose weights can be
solved easily by least squares. Errors of reconstructing each matched point using such
weights are used to penalize the disagreement of geometric relationships between the
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template points and the matched points. The resulting overall objective function can
be solved efficiently by linear programming techniques.
3.1 Problem Formulation
Let nt and ns be the numbers of template and scene feature points respectively, T ∈
Rnt×2 and S ∈ Rns×2 be the matrices recording template points’ and scene points’ 2D
coordinates respectively, pi = [xi, yi]
T ∈ R2 and qj ∈ R2 be the ith template and the
jth scene points’ coordinates, and Npi be the set of ordered points in the neighborhood
of pi. The order of points in each neighborhood is randomly set. The matching function
m(·) matches every template feature point pi to a feature point m(pi) in the scene set.
The goal is to find the matching function m(·) that minimizes the overall objective
function consisting of both feature and geometric matching costs:
nt∑
i=1
{c(pi,m(pi)) + λ · g(pi,Npi ;m(pi),Nm(pi))
}
, (3.1)
where c(a,b) is the feature matching cost between the feature points a and b, g(·)
is the geometric cost function that measures the geometric dissimilarity between two
sets of ordered points {pi,Npi} and {m(pi),Nm(pi)}, and λ controls the relative weight
between the feature and geometric cost terms.
The choice of features is not restricted to similarity or affine invariant ones, e.g.,
SIFT [67]. For general non-transformation-invariant features, the matching cost be-
tween two feature points a and b, c(a,b), can be defined by the minimal distance
across all possible similarity or affine transformations T with parameters Θ,
c(a,b) = min
Θ
distance(feature(a), feature(T (b; Θ))). (3.2)
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The feature matching costs between every template point and every scene point are pre-
calculated before the matching is performed. They are stored in a feature matching
cost matrix C ∈ Rnt×ns , where Cij stores the cost of matching the ith template feature
point to the jth scene feature point.
For the geometric constraints, unlike the formulation proposed in [47], [49], where
only pairwise geometric relationships are considered, our new formulation takes into
consideration of higher order (at least order 3) geometric constraints, which are more
distinctive and therefore can better exclude ambiguous matchings [26]. The neighbor-
hood Npi of pi is pre-defined before the matching is performed. It remains an open
issue how to properly define neighboring relationships Npi for each template point pi
to better representing different objects. In this chapter, we tested two approaches:
Delaunay Triangulation and k-nearest-neighbor (kNN). Detailed discussion of the two
approaches is in Section 3.8. In the next two subsections, we first present a way to model
the matching function m(·) in (3.1) and then introduce a novel locally affine-invariant
geometric constraint for the geometric cost function g(·).
3.2 The Modeling of the Feature Matching Function
The matching function m(·) is usually modeled as a set of binary variables [22], [49],
[53]. Similarly, we define a binary variable matrix X ∈ {0, 1}nt×ns to represent the
matching function m(·). Xij = 1 or 0 denotes the matching between the ith template
feature point and the jth scene feature point is either “Yes” or “No”. Each row of X
contains exactly one 1, meaning every template point must be matched to exactly one
point in the scene image.
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We can then represent the first term in (3.1), the feature matching cost term, as
tr(CTX) =
nt∑
i
ns∑
j
CijXij . (3.3)
Because there is only one 1 in each row of X, only one feature cost for each template
point (in each row) of C would be added into the feature cost term.
For the ith row of X, the column index of the 1 in this row, specifies which scene
point pi would choose as its corresponding scene point. Let Xi denote the ith row of
X, XiS calculates the matched scene point’s coordinates for pi. Combining all rows of
X, XS calculates the matched scene feature points’ coordinates in the same order as
the template points.
3.3 A Locally Affine-Invariant Constraint
The major difficulty of modeling (3.1) is to define the geometric cost function g(·).
We propose a geometric constraint to implicitly model it. Our geometric constraint
has two requirements on each template point’s neighborhood: (i) every template point
must have at least three neighbors, and (ii) every template point’s neighboring points
must not be collinear, i.e., they do not lie on a single straight line. Our goal is to create
a way to characterize the geometric properties of the neighborhood of each template
point. To do so, we assume each pi can be exactly represented by an affine combination
of its neighboring points, i.e.,
pi =
∑
pj∈Npi
Wijpj , (3.4)
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where W is a nt × nt weight matrix recording the affine combination coefficients for
all template points, and Wi is the ith row of W recording the affine combination
coefficients for pi. Intuitively, Wi reveals the local geometric layout around pi. There
are two constraints on the weight matrix W : Wij = 0 if pj /∈ Npi , and each row
must sum to one (equivalently, each point is represented by an affine combination of
its neighbors). The first constraint reflects that this matrix only describes the local
geometric properties of each point. The second makes the representation invariant to
global translation.
It is easy to prove that a point can always be exactly represented by the affine
combination of its neighbors, if the above mentioned two requirements are satisfied.
Assuming pi has only three neighbors p1, p2, and p3, the affine combination coefficients
Wi for pi can be obtained by first solving the following linear equations: p1 p2 p3
1 1 1
 W˜ Ti = QW˜ Ti =
 pi
1
 . (3.5)
Because p1, p2 and p3 are not collinear, the matrix Q has full rank. W˜
T
i = Q
−1[pTi 1]
T
is the exact solution of the affine combination coefficients for pi. We can then fill Wi
using W˜i: Wij = W˜il if pj is the lth neighbor of pi, and Wij = 0 if pj /∈ Npi . If pi has
more than 3 neighbors, we can still obtain an exact affine combination by just using
the first three neighbors and setting all other neighbors’ weights to 0. In practice, we
use least squares to minimize the error of each point’s affine combination. Since least
squares guarantees obtaining a solution with minimal error under L2 norm, and we
just showed at least one solution with zero error exists, the solution by least squares is
also an exact representation of that point. Although there might be an infinite number
of affine representations for a point, any one of them can be used in our framework.
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We choose least squares because one of its desired properties is that it tends to assign
nonzero weights to all neighbors [12], which means that the local geometric properties
of each point are described by all of its neighbors.
We calculate the reconstruction weights W˜i for each point pi separately and trans-
form them into the matrix form W by the aforementioned scheme. The representation
error for any template point pi is always zero no matter what type of norm is used,
i.e., ∥∥∥∥∥∥pi −
∑
j
Wijpj
∥∥∥∥∥∥
0,1,2,··· ,F
= 0, for i = 1, · · · , nt. (3.6)
For this particular method, we choose L1 norm for the representation error, since it
can be exactly linearized (Section 3.6). Obviously, the error function (3.6) is affine
invariant:
0 =
∥∥∥∥∥∥pi −
∑
j
Wijpj
∥∥∥∥∥∥
1
(3.7)
=
∥∥∥∥∥∥Api −
∑
j
WijApj
∥∥∥∥∥∥
1
=
∥∥∥∥∥∥(pi + t)−
∑
j
Wij(pj + t)
∥∥∥∥∥∥
1
,
where A and t denote an arbitrary 2× 2 affine transformation matrix and an arbitrary
2× 1 translation vector, respectively. Summing up all template points’ reconstructions
(3.7) and reformulating them into a matrix form result in
‖(I −W )T‖ = 0, (3.8)
where I ∈ Rnt×nt is the identity matrix, T ∈ Rnt×2 records template points’ 2D
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coordinates, and || · || denotes the summation of all absolute values of elements in a
matrix.
As we mentioned in Section 3.2, XS represents the matched scene feature points
in template points’ order. Therefore, substituting XS for T in (3.8) leads to our
geometric cost term, the second term in (3.1). Without any feature information, we
seek the X ∈ Rnt×ns matrix which best preserves the geometric properties of the
template point set specified by its weight matrix W :
arg min
X
‖(I −W )XS‖ . (3.9)
However, there are degenerate cases. On one hand, matching all template points to
one scene point also leads to a zero geometric cost because
∑
jWij = 1. Fortunately, in
the object matching tasks, features have discriminative power. Those degenerate cases
usually result in very large feature costs and thus are not likely to be the optima of
the objection function (3.1). Even when the features used are not distinctive enough,
we can further add constraints into our optimization model to explicitly exclude those
degenerate cases (Section 3.5). On the other hand, some parts of an object may be
folded. If the features are invariant to such local deformations, matching several tem-
plate points to one scene point also minimizes the error function (3.6) and should be
considered as a correct matching (Section 3.9.7).
3.4 Relation to Locally Linear Embedding [80]
Our affine invariant is inspired by the Locally Linear Embedding (LLE) and has a
similar formulation, but our invariant is different from LLE in essence. Our invariant
assumes each point being represented by an “affine” combination of its neighboring
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points, while LLE assumes a “convex” combination. Reconstruction errors by our
proposed invariant are affine-invariant (3.7). In contrast, LLE’s reconstruction error
for each point is not transformation-invariant, thus its “convex” combination cannot
be used in this matching framework.
3.5 The Overall Objective Function
Summing up the feature cost term (3.3) and the geometric cost term (3.8) leads to our
overall objective function:
minimize
X
tr(CTX) + λ ‖(I −W )XS‖ (3.10)
subject to X ∈ {0, 1}nt×ns ,
X1ns = 1nt ,
XT1nt ≤ wns (optional),
where wns ∈ Rns denotes a column vector of ns constant number ws.
There are three constraints:
• X ∈ {0, 1}nt×ns denotes the matching between a template and a scene feature
point is either “Yes” (1) or “No” (0).
• X1ns = 1nt denotes all template points should be matched into the scene point
set. If one template point’s corresponding scene point is occluded or not detected,
minimization of the objective function would prefer matching it to another scene
point which well approximates that template point’s local geometric properties.
• XT1nt ≤ wns allows matching at most w (w < nt) template points to one scene
point and thus avoids the degenerate cases we mentioned in Section 3.3. However,
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in practice, this constraint is usually not necessary since matching all template
points to one scene point usually leads to a very large feature matching cost.
We used this constraint in our first two experiments (w = 1) and Fig. 3.14.(4)
(w = 4).
3.6 Linearization and Relaxation
The problem (3.10) has a nonlinear objective function with integer constraints. It is
NP-hard and cannot be efficiently solved. However, because λ > 0, the second term of
(3.10) can be exactly linearized in the following way:
minimize
xi
∑N
i=1 |xi| ⇔ minimizexi, ui
∑N
i=1 ui
subject to xi ≤ ui, xi ≥ −ui
for all i = 1, · · · , N ,
where ui is the ith auxiliary variable representing the upper bound of |xi|.
We further relax the binary constraints, X ∈ {0, 1}nt×ns , to a continuous domain
[0, 1]nt×ns to convert the original problem (3.10) into a linear programming (LP) form:
minimize f(X) = tr(CTX) + λ1TntU12 (3.11)
subject to X ≥ 0,
X1ns = 1nt ,
(I −W )XS ≤ U,
(I −W )XS ≥ −U,
XT1nt ≤ wns (optional), (3.12)
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where U ∈ Rnt×2 is an auxiliary variable matrix representing upperbounds for each
entry of ‖(I −W )XS‖.
3.7 Numerical Scheme
Without any simplification trick, the number of variables in our LP model (3.11) is
proportional to nt×ns. In contrast, the number of variables of the LP model in [49] is
proportional to nt × ns × the number of scaling discretizations. Moreover, in the first
step of the LP method in [49], it needs to solve 4 such LP problems because it models
rotation as 4 different linear constraints. Therefore, our algorithm is asymptotically
faster than that in [49].
We utilize the successive trust region shrinkage method proposed in [47] to solve our
LP problem (3.11). For each template point pi, we set a trust region Di in the scene
image, only scene points inside its trust region are considered as the template point’s
matching candidates. For instance, for a template point pi, if q1, q2, q3 are inside and
q4 is outside its trust region. Then only Xi1, Xi2, and Xi3 need to be optimized in
(3.11), and Xi4 is fixed to 0 during the optimization process. We successively shrink
each template point’s trust region and refine its matching candidates to gradually obtain
accurate matching results. In the first iteration, for each template point pi, we set its
trust region D
(1)
i as the entire scene image, and all scene feature points are used in
the optimization model (3.11) (Fig. 4.6.(a)). The continuous result in the domain
[0, 1]nt×ns obtained in the first iteration is denoted as X(1), and the resulting matched
scene points can be calculated as X(1)S. We denote the ith row of X(1)S as [X(1)S]i,
which are the coordinates of the ith matched scene point. In the second iteration,
for each template point pi, we set a trust region D
(2)
i with diameter r
(2) centered at
[X(1)S]i such that not all scene points would be inside its trust region. Only scene points
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(a) (b) (c)
Figure 3.1: Illustration of the successive trust region shrinkage scheme in Section 3.7
from a template point pi’s view. (a) In the first iteration, all scene points are chosen as
matching candidates for the template point pi. (b) In the second iteration, only scene
points inside the trust region D
(2)
i are chosen as matching candidates for pi. Binary
variables corresponding to matching to other scene points are fixed to 0. (c) In the third
iteration, only scene points inside the trust region D
(3)
i are chosen as matching candidates
for pi. Binary variables corresponding to matching to other scene points are fixed to 0.
inside each trust region are then considered as matching candidates for that template
point; other scene points are ignored for this template point, i.e., binary variables
corresponding to matching to them are always set to zero (Fig. 4.6.(b)). The resulting
matched scene points’ coordinates obtained in the second iteration are calculated as
X(2)S. In the third iteration, a smaller r(3) is set so each template point has fewer
matching candidates in the trust region D
(3)
i (Fig. 4.6.(c)). Similar operations are then
performed in latter iterations. To map the final continuous results obtained in the nth
iteration, X(n), to the discrete solution space, we fix all but one rows of X(n), and try
to set 1 to each column of the row that are not fixed. The column with the minimum
objective function value is then set to 1 for that row. We perform this operation for all
rows. In this way, we obtain a discrete X with exactly one 1 in each row.
The above scheme works efficiently when both the numbers of template points and
scene points are small (less than 100). When the numbers of features points are large,
i.e., the size of X is very large. We use the lower convex hull trick in [47] to reduce
the computation complexity. For each template point, we view its matching scene
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Figure 3.2: Actual computation time of 1st iterations of our proposed method with
different numbers of template and scene feature points.
candidates as a 3D point cloud with the 3rd dimension as their feature costs. A lower
convex hull with respect to the 3rd dimension is calculated and only scene candidates
on the convex hull are further refined as the matching scene candidates. In this way, the
number of each template point’s matching candidates is further reduced and is usually
less than 100.
LP with tens of thousands of variables and thousands of constraints can be solved
within seconds on a standard PC using state-of-the-art solvers, such as CPLEX and
Gurobi. In our experiments, we use MATLAB with a non-commercial solver, lpsolve
[1], which employs the simplex methods. Typically, to match 100 template points and
thousands of scene points, each LP iteration takes less than 1.5 second on an Intel E6850
3.0GHz CPU, and the LP trust region shrinkage runs for 4-8 iterations. Note that the
running time can be further shortened by implementing the method in C/C++.
We performed an empirical speed test using synthetic data to test our method’s
computation time with varying numbers of template and scene points. The template
and scene points’ coordinates and the feature cost matrix were randomly generated.
62
3.8 Two Ways of Defining Neighborhoods
We increased the number of template points from 100 to 300 and the number of scene
points from 1000 to 3000. Every combination of numbers of points was tested and the
computation time of the 1st iteration with most scene points was recorded (Fig. 3.2).
The computation time increases sub-linearly as the number of scene points increases and
quadratically as the number of template points increases. Therefore, the computation
time depends mainly on the number of template points but much less on the number
of scene points.
3.8 Two Ways of Defining Neighborhoods
It remains an open issue how to define meaningful neighborhoods for template points
in different applications. In this paper, we tested two ways of defining neighborhoods:
Delaunay Triangulation (DT) and kNN with k = 5, 9, or 13. As we observed in
our experiments (Section 3.9.1, 3.9.2, 3.9.3 and 3.9.4), the two ways result in similar
matching performance. However, in some cases, one of the approaches might generate
smaller matching errors. Generally speaking, DT is more suitable for matching an
object transforming globally (e.g., matching cases in Section 3.9.2) while kNN better
tolerates objects’ local deformations (e.g., matching cases in Section 3.9.1). Note that
in some cases Delaunay Triangulation might associate a template point with only two
neighbors. In such cases, we randomly choose another point near it as its 3rd neighbor
to fulfill the three-neighbor requirement mentioned above. We illustrate the differences
between the two ways using one example in Fig. 3.3. In Fig. 3.3.(a), points on the
silhouette of a horse shape [4] are used as template points. Neighborhoods defined by
Delaunay Triangulation are shown as lines in Fig. 3.3.(b). Points on the convex hull are
defined as neighbors although they might be far away from each other. For instance,
points on the head and the tail are defined as neighbors; therefore, the geometric cost
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(a) (b) (c)
Figure 3.3: Illustration of neighborhoods defined by Delaunay Triangulation (DT) and
kNN. (a) A template point set on the silhouette of a horse shape [4]. (b) Neighborhoods
defined by Delaunay Triangulation. If two template points are connected by a line, they
are neighbors. (c) Neighborhoods defined by kNN with k = 5. If an arrow is pointed from
point A to point B, B is A’s neighbor.
term would penalize the difference between the head’s and the tail’s transformations. In
contrast, as shown in Fig. 3.3.(c), neighbors defined by kNN are more locally connected.
The geometric cost term would less penalize the difference between transformation
between the head and the tail.
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Figure 3.4: Matching errors by different methods with varying frame separation levels
on (left) the CMU house sequence and (right) the CMU hotel sequence. Our method with
kNN defined neighborhoods generates 0.0% and 1.04% matching errors for the house and
the hotel sequences, respectively.
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Figure 3.5: An example matching case from the house sequence with frame separation
level = 90. (Left) The 1st frame and manually labeled landmarks in it, which are used as
template points. (Right) The labeled points in the 91st frame are used as scene feature
points. Our method’s matching results are labeled by numbers in the figure. A 0.0%
matching error is achieved in this case.
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Figure 3.6: An example matching case from the hotel sequence with frame separation
level = 90. (Left) The 2nd frame and manually labeled landmarks in it, which are used
as template points. (Right) The labeled points in the 92nd frame are used as the scene
feature points. Our method’s matching results are labeled by numbers in the figure. 2 out
of 30 template points are wrongly matched in this case (shown in red).
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3.9 Experiments and Evaluation
In our experiments, we used Shape Context [7] with its default parameter setting as
features for the first three experiments and SIFT features [67] for the remaining ones.
Feature matching cost is calculated as the L2 distance between two feature vectors.
For each matching case, we normalized feature matching costs with respect to their
maximum value to let them span the range [0, 1], and set λ = 0.05, 1 or 10 depending
on how flexible the object is. For the first four experiments, we tested two ways of
defining neighborhoods: Delaunay Triangulation (DT) and kNN with k = 5, 9 and 13.
For the rest of the experiments, we used DT. We measured different methods’ matching
errors as either the percentage or the number of wrong matchings. We utilized the lower
convex hull trick mentioned in Section 3.7 for all but the first three experiments. (The
first three experiments have a small number of template and scene points, thus requiring
no low convex hull speed-up.)
3.9.1 CMU House and Hotel Sequences [3], [2]
In our first experiment, we used the CMU House [3] and Hotel [2] sequences to test our
method’s performance and compare it with those of other methods. The two sequences
consist of 111 frames and 101 frames, respectively. We followed the experimental setup
in [13]. Each frame is manually labeled with the same 30 landmarks across entire
sequences1. We evaluated our method’s performance by creating image pairs using
two frames in a same sequence but are separated by a specific number of in-between
frames. All such image pairs are tested as the frame separation level increases from
10 to 100 (house) or from 10 to 90 (hotel). w was set to 1 in this experiment because
we were looking for exact one-to-one matchings. We also set λ = 0.05 to allow more
1The manual labeling can be obtained from http://tiberiocaetano.com/data/
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local deformations. Matching errors were then calculated as the percentage of wrong
matchings. We tested our method with neighborhoods defined by Delaunay Triangula-
tion and kNN. The results show that the kNN with k = 5 generates the best matching
performance. This is due to the existence of large local deformations between template
and scene points. We compared our method with the balanced graph matching [22]
and the learning-based graph matching method [13] with linear and quadratic objective
functions.
Fig. 3.4.(a) shows the matching errors obtained by the tested methods on the house
sequence. Our method with kNN (k = 5) defined neighborhoods consistently generates
0.0% matching errors over all frame separation levels and outperforms all other methods
we compared with. An example matching case by our method is shown in Fig. 3.5.
Fig. 3.4.(b) shows the matching errors by different methods on the hotel sequence. Our
method again outperforms all other methods we compared with and generates a 1.04%
matching error. As shown in the example in Fig. 3.6.(b), all matching errors by our
method are caused by mismatching the 17th and the 23rd template points, which have
very similar features and are spatially close to each other.
We analyzed the matching errors obtained by our method with Delaunay Triangu-
lation (DT) defined neighborhoods. We observed that most errors are resulted from
mis-matching template points in the middle. In the house sequence, template points
in the middle are denser. kNN mainly generates neighbors close to each other while
DT might generate neighbors that are far away from each other. For this experiment,
local neighborhoods are desirable to simulate out-of-plane transformations. Therefore,
kNN-based neighborhoods led to smaller matching errors for this sequence. In contrast,
in the hotel sequence, template points in the middle are more equally distributed. kNN
and DT are more likely to generate similar neighborhoods. Therefore, two neighbor-
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Figure 3.7: Matching errors by different methods with varying frame separation levels on
(left) the horse “rotation” sequence and (right) the horse “shear” sequence. Our method
with Delaunay Triangulation defined neighborhoods generates 0.0% matching errors for
both sequences.
hoods resulted in similar matching performance for this sequence.
3.9.2 Horse Rotation and Shear Sequences [13]
We followed the experimental setup in [13]. A 35-point-set labeled on the silhouette
of a horse [4] is obtained from [13]. The “rotation” sequence is generated by rotating
the horse point set by 90 degrees, and the “shear” sequence is generated by shearing
it horizontally to twice its width. Each sequence consists of 299 frames. We created
matching cases similarly to the previous experiment as pairs of images separated by a
specific number of frames. Although the Shape Context feature is not transformation
invariant, it was still used in this experiment to create more challenging matching cases.
We set w = 1 because this experiment also looks for exactly one-to-one matchings. Since
these two sequences contain only global transformation, we set a larger weight to the
geometric cost term, λ = 1.0. However, unlike the previous experiment, neighborhoods
defined by Delaunay Triangulation resulted in better matching performance than kNN
in this experiment. This is because Delaunay Triangulation is more likely to take
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Figure 3.8: Example matching cases from the horse “rotation” and “shear” sequences
using Shape Context [7] features. (a) The 1st frame in both sequences. (b) The 91st frame
in the “rotation” sequence. Labeled landmarks in it are used as scene points. Matching
results are shown as numbers. (c) The 91st frame in the “shear” sequence. Labeled
landmarks in it are used as scene points. Matching results are shown as numbers. 0.0%
matching errors are achieved in both cases.
template points on the convex hull as neighbors even though they are far away from
each other, which better enforces a global transformation between template points and
matched scene points. Matching errors by different methods are shown in Fig. 3.7.
Our method with Delaunay Triangulation outperforms all other compared methods
and achieves 0.0% matching errors on both sequences. Our method with kNN also
achieves 0.0% matching errors on all frame separation levels except the 90 one for the
“rotation” sequence. Example matching cases from both sequences are shown in Fig.
3.8.
3.9.3 Synthetic Data with Missing Points
To test our method’s robustness when template points’ corresponding points are either
not detected or occluded in the scene image, we created an experiment with random
points using Shape Context [7] as features. For each matching case, we uniformly
spread random points in the region [100, 500] × [100, 500] as template feature points.
To generate scene feature points, we deleted h%×nt number of points from the template
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Table 3.1: Matching errors (the percentage of wrong matchings) of matching cases in
Section 3.9.3 by our proposed method.
Matching Case Our Method+DT
Our Method+kNN Our Method+kNN Our Method+kNN
(k = 5) (k = 9) (k = 13)
h% = 10% 0.64% 0.67% 0.62% 0.62%
h% = 20% 2.95% 2.88% 2.97% 2.97%
h% = 30% 10.8% 10.9% 10.9% 10.8%
h% = 40% 21.9% 22.0% 22.1% 23.0%
h% = 50% 42.0% 42.0% 41.7% 41.8%
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Figure 3.9: An example matching case from Section 3.9.3 with neighborhoods defined
by Delaunay Triangulation. (a) Template points (red dots) with neighborhoods defined by
Delaunay Triangulation (green lines). (b) Scene points with 50% undeleted points (blue
circles) and 50% outlier points (magenta circles). (c) Matching results by our proposed
method. 3 out of 50 undeleted template points are wrongly matched.
point set to simulate the effect of feature point mis-detection or occlusion, and added
h% × nt number of randomly spread points in [0, 600] × [0, 600] as outliers. For each
10%, 20%, 30%, 40% and 50% occlusion and outlier level, we created 100 matching
cases and matched them using our proposed method. We measured matching errors
as the percentage of wrong matchings of undeleted template points. The statistics of
errors on the matching cases are shown in Table 3.1. Our method is able to correctly
match most undeleted template feature points even when 50%×nt template points are
deleted and 50%×nt random points are added as outliers. One example matching case
of 50% occlusion and outlier level is shown in Fig. 3.9. As illustrated in the matching
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(a) (b) (c) (d)
Figure 3.10: The 1st frames in the (a) boat, (b) bark, (c) graf, and (d) wall sets from the
INRIA datasets [75]. Template points are shown as yellow dots. Neighborhoods defined
by Delaunay Triangulation are shown as green lines.
results (Fig. 3.9.(c)), if a template points is not detected or occluded, our method tends
to match it to another template point that best preserves the geometric properties of
that deleted template point.
3.9.4 INRIA Datasets [75]
In our next experiment, we tested 4 sets (boat, bark, graf, and wall) of images from the
INRIA datasets used in [75]. Each set contains 6 images. The boat and bark sets con-
tain images undergoing scaling and rotation of natural scenes, while the graf and wall
contain images of planar walls taken from different viewpoints. We created template
points from the 1st frames of each set (Fig. 3.10) and matched them to the remaining
images in the four sets. The ground truth of transformation parameters are provided
with the images. To measure the matching errors, we first transformed template points
with their ground-truth transformation parameters. The distance between each trans-
formed template point and its matched scene point is calculated. If such a distance
is greater than 1.5 pixel, this matched scene point is counted as a wrong matching.
The total number of mismatched points is then calculated as matching errors. Note
that matching errors result from two aspects: (i) some template points’ corresponding
feature points are not detected in the scene image; (ii) wrong matchings caused by
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(1)
(2)
(3)
(4)
(a) (b) (c) (d) (e)
Figure 3.11: Matching the template points in Fig. 3.10 with neighborhood defined by
Delaunay Triangulation to other images in the (1) boat, (2) bark, (3) graf, and (4) wall.
Unmatched scene feature points are marked in light blue. (a)-(e) The 2rd to the 6th frames
in the four sets.
matching methods.
For the template points in the boat and bark sets, we chose them as SIFT feature
points in the central area with scales greater than 6. This strategy is used to increase
their corresponding points’ probabilities of being detected in the scaled images. For the
template points in the graf and wall sets, we used inerest points detected by MSER [73]
in the central area of the first image. The two parameters of MSER, minimal region size
and minimal margin, were set to 30 and 15, respectively. We further excluded duplicate
points and points with scales less than 2. SIFT descriptor is used to calculate feature
vectors at those detected salient locations. For the feature point in the scene images,
we used SIFT descriptors’ and MSER detectors’ default parameter settings. We tested
our method using the two different neighborhoods: Delaunay Triangulation and kNN
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Table 3.2: Matching errors (the numbers of wrong matchings) of matching cases in Fig.
3.11 by our method and the method in [49].
Matching Case The Method in [49] Our Method+DT
Our Method+ Our Method+ Our Method+
kNN (k = 5) kNN (k = 9) kNN (k = 13)
boat 2 (Fig. 3.11.(1a)) 29 out of 64 30 out of 64 30 out of 64 30 out of 64 30 out of 64
boat 3 (Fig. 3.11.(1b)) 27 out of 64 30 out of 64 30 out of 64 30 out of 64 30 out of 64
boat 4 (Fig. 3.11.(1c)) n/a 40 out of 64 40 out of 64 40 out of 64 41 out of 64
boat 5 (Fig. 3.11.(1d)) n/a 42 out of 42 40 out of 64 42 out of 64 42 out of 64
boat 6 (Fig. 3.11.(1e)) n/a 55 out of 64 55 out of 64 55 out of 64 55 out of 64
bark 2 (Fig. 3.11.(2a)) 38 out of 67 39 out of 67 39 out of 67 39 out of 67 39 out of 67
bark 3 (Fig. 3.11.(2b)) 60 out of 67 60 out of 67 60 out of 67 60 out of 67 60 out of 67
bark 4 (Fig. 3.11.(2c)) n/a 19 out of 67 19 out of 67 19 out of 67 19 out of 67
bark 5 (Fig. 3.11.(2d)) n/a 13 out of 67 13 out of 67 13 out of 67 13 out of 67
bark 6 (Fig. 3.11.(2e)) n/a 45 out of 67 45 out of 67 45 out of 67 45 out of 67
graf 2 (Fig. 3.11.(3a)) 10 out of 34 10 out of 34 10 out of 34 10 out of 34 10 out of 34
graf 3 (Fig. 3.11.(3b)) 31 out of 34 7 out of 34 8 out of 34 7 out of 34 7 out of 34
graf 4 (Fig. 3.11.(3c)) 31 out of 34 8 out of 34 8 out of 34 8 out of 34 10 out of 34
graf 5 (Fig. 3.11.(3d)) 33 out of 34 12 out of 34 14 out of 34 12 out of 34 13 out of 34
graf 6 (Fig. 3.11.(3e)) 34 out of 34 16 out of 34 16 out of 34 16 out of 34 16 out of 34
wall 2 (Fig. 3.11.(4a)) 20 out of 35 10 out of 35 10 out of 35 10 out of 35 10 out of 35
wall 3 (Fig. 3.11.(4b)) 27 out of 35 7 out of 35 8 out of 35 7 out of 35 7 out of 35
wall 4 (Fig. 3.11.(4c)) 29 out of 35 8 out of 35 8 out of 35 8 out of 35 10 out of 35
wall 5 (Fig. 3.11.(4d)) 31 out of 35 12 out of 35 14 out of 35 12 out of 35 13 out of 35
wall 6 (Fig. 3.11.(4e)) 35 out of 35 16 out of 35 16 out of 35 16 out of 35 16 out of 35
with k = 5, 9 and 13. The LP method proposed in [49] is used for comparison. Because
the code of [49] has a pre-set scaling range, it was not tested on the 4th-6th images in
the bark and boat sets.
Matching results by our method with Delaunay Triangulation defined neighbor-
hoods are shown in Fig. 3.11. The matching errors of tested methods are shown in
Table 3.2. The two different neighborhoods give similar matching performance on these
sets when used in our method. For the boat and bark sets, since the images are only
undergoing similarity transformations, our method has similar performance as the LP
method in [49]. The results of the two sets showed that our neighborhood structures are
able to handle large scaling. For the graf and wall sets, our method outperforms the
LP method in [49] because our method’s locally affine constraints can better tolerate
complex deformations.
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Figure 3.12: Matching the Spectrum magazine in Fig. 1.1 to scene images with cluttered
background. (a) The magazine is not rotated. (b) The magazine is rotated by 90 degrees.
(c) The magazine is rotated by 180 degrees. (d) The magazine is partially occluded by a
hand. Unmatched scene feature points are marked in light blue.
3.9.5 Rotated and Occluded Objects in Cluttered Background
We modeled an IEEE Spectrum magazine (Fig. 1.1.(c)) and matched it to its trans-
formed instances in scene images with cluttered background (Fig. 3.12). For the
template point set, points were selected as SIFT points with scales between 2 and 10,
and their neighborhoods are defined by Delaunay Triangulation. Although there were
many outlier feature points (> 1000) in the scene images, and some template points’
corresponding scene points were not detected or intensionally occluded (Fig. 3.12.(d)),
our method still was able to match the magazine to the scene images robustly.
3.9.6 Objects Undergoing Articulated Deformations
Our local geometric constraint only tries to maintain each point’s local geometric prop-
erties and thus can match objects undergoing articulated deformations. In Fig. 3.13, we
show an experiment of matching a toy worm with distinctive features (Fig. 3.13.(a))
to its bended instances in scene images. To define the neighborhoods for template
points, we manually removed some edges after calculating the Delaunay Triangulation
of template points to avoid building strong connections between different moving parts.
Results in Figs. 3.13.(c) and 3.13.(d) demonstrate the advantages of our local geometric
constraint over the global constraint proposed in [49].
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(a)
(b)
(c) (d)
Figure 3.13: Matching a toy worm undergoing articulated deformations. (a) The original
image of the toy worm. (b) The template points and their neighborhood relationships.
(c) and (d) Two examples of matching the toy worm model to its instances that have
undergone articulated deformations.
3.9.7 Real Videos
We did experiments on real videos, two taken by ourselves (the Computer and Spectrum
magazine videos) and two obtained from the YouTube (the butterfly and honeybee
videos). Similar to the matching experiments in Section 3.9.5, we used SIFT points in
the selected object regions as template points and built their neighboring connections
through Delaunay triangulation (Fig. 3.14.(a)). We applied our method to every single
frame of those videos and did not utilize any temporal information. The algorithm
does not need initialization and can track an object undergoing large and complex
deformations. We compared our method with the LP based method in [49] using those
videos.
The Computer magazine and butterfly videos consist of mostly similarity transfor-
mations, with local deformations and some occlusions (Figs. 4.12.(1) and 4.12.(2)). For
these two videos, our method has similar matching accuracy as the LP method in [49]
(Figs. 3.14.(1) and 3.14.(2)) but has an asymptotically faster running speed.
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The Spectrum magazine video consists of mostly affine transformations and non-
rigid deformations (Fig. 4.12.(3)). On this video, our method outperformed the LP
method in [49] because our geometric constraint is affine-invariant, and its local prop-
erty enables it to handle larger non-rigid deformations. One such example is shown in
Fig. 3.14.(3) where the magazine is wrapped inwards. The global geometric constraint
of [49] prefers scaling the template point set globally. Our local constraint tries to
maintain each point’s local geometric properties so it can better handle such non-rigid
deformations.
The honeybee video looks simple, but it has fewer distinctive feature points than
the other videos which makes matching the honeybee a more challenging task (Fig.
4.12.(4)). Our method outperformed the LP method in [49] when a large portion of
corresponding feature points are missing in the scene images. Fig. 3.14.(4) shows such
an example where only a fraction of the feature points on the honeybee’s tail part
were detected. The global geometric constraint of the LP method in [49] favors all
matched scene points maintaining a similar geometric structure as the template points.
It matches part of the tail correctly but wrongly matches other parts to the background
(Fig. 3.14.(4c)). In contrast, our geometric constraint only tries to keep local geometric
structures and thus can match disappeared feature points to shrunken neighborhoods.
The result by our method is shown in Fig. 3.14.(4d) where the tail part is correctly
matched.
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(1)
(2)
(3)
(4)
(a) (b) (c) (d)
Figure 3.14: Sample comparison results by our method and the LP method in [49] on
videos. (a) Template points. (b) Scene frames. (c) Matching results by the LP method in
[49]. (d) Matching results by the proposed method.
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(1)
Frame 1 Frame 72 Frame 414 Frame 614 Frame 875
(2)
Frame 2 Frame 55 Frame 133 Frame 228 Frame 276
(3)
Frame 2 Frame 47 Frame 104 Frame 188 Frame 305
(4)
Frame 36 Frame 84 Frame 230 Frame 306 Frame 344
Figure 3.15: Sample matching results by our method from (1) the Computer magazine
sequence, (2) the butterfly sequence, (3) the Spectrum magazine sequence, and (4) the
honeybee sequence. Unmatched scene feature points are marked in blue.
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Chapter 4
Feature Matching with
Convex-Function Transformation
Models
Existing feature matching methods support either a specific or a small set of transfor-
mation models. In this chapter, we propose a unified feature matching framework which
supports a large family of transformation models. We call the family of transformation
models the convex-function family, in which all transformations can be expressed by
convex functions with convex constraints. In this framework, the goal is to recover
transformation parameters for every feature point in a template point set to let them
match feature points in a scene point set. Given pairwise feature dissimilarity values
between all points in the template and the scene sets, we create a convex dissimilar-
ity function for each template point. Composition of such convex functions with any
transformation model in the convex-function family is proven to have an equivalent
convex optimization form which can be optimized efficiently. Four example transfor-
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mation models in the convex-function family are introduced to demonstrate our unified
matching framework.
4.1 The Unified Matching Framework
4.1.1 Problem Formulation
Let nt and ns represent the number of feature points in the template point set and the
scene point set, respectively. Let pi = [xpi , ypi ]
T , i = 1, · · · , nt, and qj = [xqj , yqj ]T , j =
1, · · · , ns, denote the position of the ith template feature point, and the position of jth
scene feature point, respectively.
Unlike most feature matching methods which directly seek for “hard” node-to-
node results. We optimize each template point’s transformation parameters. Let
Ti(Θ) : R
n → R2 represent a transformation function that transforms the ith tem-
plate feature point pi under certain transformation (defined later in this subsection)
with parameters Θ ∈ Rn. The overall objective is to find the optimal transformation
parameters, Θˆ1, · · · , Θˆnt , for template feature points, p1, · · · ,pnt , such that the trans-
formed template points, T1(Θˆ1), · · · , Tnt(Θˆnt), maintain similar local appearances as
well as relative spatial relationships of the template points:
minimize
Θ1,··· ,Θnt
nt∑
i=1
ci(Ti(Θi)) + Regularization Terms, (4.1)
subject to Convex Constraints on Θi, · · · ,Θnt
where the function ci(Ti(Θi)) measures local appearance dissimilarity between the ith
template point pi and its transformed point Ti(Θi) in the scene image. In this chapter,
we call ci(·) the feature dissimilarity function because it is defined based on differences
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between feature vectors. Regularization terms in (4.1) regularize different transforma-
tion models. Examples of them can be seen in Section 4.2. Only convex constraints
are considered in (4.1) because we focus on the following transformation models in this
chapter.
Definition 1 The convex-function family of transformation models is the set of all
transformation models which can be expressed by convex functions with convex con-
straints with respect to transformation parameters.
One such transformation model in this family is the affine transformation. We
transform each pi = [xpi , ypi ]
T as
T ai (Θ) =
 α β
γ δ

 xpi
ypi
+
 φ
ϕ
 , (4.2)
where T ai : R
6 → R2 denotes the affine transformation of the template point pi with
parameters Θ = [α, β, γ, δ, φ, ϕ]T ∈ R6. In this chapter, our goal is to properly define a
dissimilarity function c˜i(·) such that if the transformation model Ti(·) is in the convex-
function family, the above optimization model (4.1) can be efficiently optimized.
4.1.2 Discrete Feature Dissimilarity Function
Let Ci,j denote the feature dissimilarity between the ith template feature point and the
jth scene feature point. Usually, the feature vectors are invariant to certain geometric
transformations, e.g., SIFT [67] feature vectors are rotational and scaling invariant.
The feature dissimilarity between two such feature points can be calculated as the
L2 distance between their feature vectors. Even if some type of features does not have
geometrical invariance (e.g. Shape Context [7]). One can still exhaustively search for all
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geometric transformations for one feature point and calculate the L2 distances between
this transformed point’s feature and other point’s feature. The feature dissimilarity
between the two feature points can then be defined as the minimum among all the L2
distances.
The dissimilarities are all pre-calculated before the matching is performed. For each
template point pi, i = 1, · · · , nt, we can define a discrete feature dissimilarity function
ci : Q→ R as follows:
ci
(
[xq1 , yq1 ]
T
)
= Ci,1, (4.3)
ci
(
[xq2 , yq2 ]
T
)
= Ci,2,
...
ci
([
xqns , yqns
]T)
= Ci,ns ,
where Q = {q1, · · · ,qns} is the set containing all scene feature points’ positions. This
function denotes that the template point pi can only be matched to scene feature
points’ locations, qj = [xqj , yqj ]
T , j = 1, · · · , ns, with a feature dissimilarity determined
by function ci(·). This is because only the feature dissimilarities between pi and the
scene points are defined as Ci,j , j = 1, · · · , ns. Minimization of ci(·) results in the best
matched position in the scene image for the ith template point pi. One illustrative
example of this discrete function is shown in Fig. 4.1.(a). However, those ci(·) functions
are discrete and non-convex. Directly optimizing the summation of a series of ci(·)
functions with geometric regularization terms in (4.1) is NP-hard, and no algorithm
can optimize it in polynomial time.
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Figure 4.1: (a) An example discrete feature dissimilarity function ci(·) for a template
point pi. (b) The convex feature cost function c˜i(·) obtained from (a).
4.1.3 Convex Feature Dissimilarity Functions
To solve this problem, we relax each ci(·) function and create a continuous and con-
vex feature dissimilarity function c˜i(·) which can be efficiently optimized. The above
discrete functions are viewed as 3D point clouds. For the template point pi, all scene
feature points’ locations, and the dissimilarities between pi and all scene points can be
viewed as a 3D (ns × 3) point cloud (Fig. 4.1.(a)), where the 3rd dimension represents
the dissimilarity:

xq1 yq1 Ci,1
xq2 yq2 Ci,2
...
...
...
xqns yqns Ci,ns

(4.4)
We create the convex feature dissimilarity function c˜i(·) by defining it as the lower con-
vex hull of the ith 3D point cloud with respect to the matching dissimilarity dimension.
The lower convex hull can be mathematically defined as facets in the convex hull whose
normal vectors’ 3rd components are less than 0 (i.e., those facets’ normal vectors point
downward along the dissimilarity dimension). One illustrative example of this convex
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feature function is shown in Fig. 4.1.(b). Let ei denote the number of facets on pi’s
lower convex hull, and zk = rkx+ sky+ tk, where k = 1, · · · , ei, be the plane functions
defined by these facets, where rk, sk, and tk are coefficients of the kth plane function.
The convex feature dissimilarity function c˜i : R
2 → R can be defined as
c˜i
(
[x, y]T
)
= max
k
(rkx+ sky + tk) , k = 1, · · · , ei (4.5)
It denotes that the ith template point now can be matched to any location [x, y]T in the
2D scene image domain with a feature dissimilarity c˜i
(
[x, y]T
)
. Minimization of c˜i(·)
no longer matches the ith template point to only scene point locations but any location
in the 2D image domain. Although optimizing (4.5) looks difficult, it is equivalent to
a linear programming model in essence:
minimize
x, y
c˜i
(
[x, y]T
) ⇔ minimize
ui, x, y
ui
subject to rkx+ sky + tk ≤ ui,
for all k = 1, · · · , ei,
(4.6)
where ui is an auxiliary variable representing the upper bound of c˜i
(
[x, y]T
)
. By
transforming the optimization of c˜i
(
[x, y]T
)
into the equivalent linear programming
model, it can be efficiently optimized.
The lower convex hull technique has an intuitive interpretation (Fig. 4.1). The
lower convex hulls are lower bounds of the discrete feature dissimilarity functions. They
are more likely to include scene points with lower dissimilarities than their neighbors.
However, when features are not distinctive, this technique may not generate satisfactory
lower bounds. We will introduce an iterative technique to gradually provide more
accurate lower bounds in Section 4.3.
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The lower convex hull was used in previous work [47], [49], [57]. Although inspired
by them, our method uses the lower convex hull in an essentially different way. The
previous work used lower convex hull to choose candidate matching points from the
scene set for each template points. In our method, we treat it as relaxation of the dis-
crete dissimilarity function, and more importantly, we compose it with convex-function
transformations to support such a large family of transformations. We also prove the
composition can be converted into an equivalent convex optimization form (Section
4.1.4).
4.1.4 Composition with Transformation Models in the Convex-Function
Family
Instead of directly searching for an optimal matching position for each template point,
we prefer transforming template points with some geometric transformation models and
determining their feature dissimilarities using (4.5). In this way, we can better constrain
all template points’ transformations as well as geometric relationships between them.
Let Ti(Θ) : R
n → R2 denote the ith template point transformed by a general trans-
formation model in the convex-function family with parameters Θ ∈ Rn. c˜i(Ti(Θi))
is the composition of the convex feature dissimilarity function c˜i(·) with the template
point’s transformation function, Ti(Θi), with parameters Θi. It measures the feature
dissimilarity between the template point pi and its transformed point Ti(Θi) in the
scene image.
Proposition 1 The minimization of c˜i(Ti(Θi)) can be reformulated into an equivalent
convex optimization model with respect to the transformation parameters Θi.
Proof: Let Ti(Θi) = [fi(Θi) gi(Θi)]
T , where fi : R
n → R and gi : Rn → R are the
functions transforming pi’s x and y coordinates, respectively. By Definition 1, they are
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convex functions.
Substituting fi(Θi) and gi(Θi) into (4.6) leads to the following optimization model
equivalent to minimizing c˜i(Ti(Θi)) with respect to Θi:
minimize
Θi
c˜i (Ti(Θi)) ⇔ minimize
ui,Θi
ui
subject to rkfi(Θi) + skgi(Θi) + tk − ui ≤ 0,
for all k = 1, · · · , ei.
(4.7)
Obviously,
⋂ei
k=1 (rkfi(Θi) + skgi(Θi) + tk − ui ≤ 0) is a convex set with respect to ui
and Θi. Therefore, (4.7) is a convex optimization model. 
The above proposition indicates that c˜i(Ti(Θi)) can be efficiently optimized via con-
vex optimization. We show how the composition is done with the affine transformation
(4.2). Substituting fi(Θ) = αxpi + βypi + φ and gi(Θ) = γxpi + δypi + ϕ into (4.7)
leads to an actual optimization model using global affine transformation model. In the
remaining part of this chapter, we write minimization of c˜i(Ti(Θi)) directly to simplify
the notations. Please keep in mind it can be efficiently optimized as (4.7).
When c˜i(·) is a generally convex function but not necessarily a lower convex hull
function as (4.5), the transformations supported by our framework is reduced to the
affine-function family, in which all models can be expressed by affine functions with
convex constraints. This is very easy to prove: composition of a generally convex
function c˜i(·) with some affine function is always convex [12]. Therefore, it can also be
efficiently optimized by convex optimization techniques.
4.1.5 The Overall Objective Function
Since each feature dissimilarity function c˜i(Ti(Θi)) can be reformulated into an equiv-
alent convex form if Ti(·) is in the convex-function family, substituting c˜i(Ti(Θi)) into
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(4.1) leads to a convex optimization model. The optimal transformation parameters
for all template points, Θˆ1, · · · , Θˆnt , can then be obtained by minimizing this model
(4.1).
One advantage of the above objective function is that it no longer requires template
points being matched to only scene point locations, instead it can be transformed to
any position in the scene image plane. For each template point, our method calculates
its optimal transformation parameters. This property is very useful when a small
part of the object is occluded in the scene image. Those occluded feature points can
be “interpolated” from the unoccluded ones. Even if the object is not occluded, this
property is still useful because some corresponding feature points might not be detected
in the scene image. However, if template points are only allowed to be match to scene
points’ positions, our method still can obtain such a result with a subsequent step
(Section 4.3). One such experiment is shown in Section 4.4.2.
4.2 Four Example Transformation Models in the Convex-
Function Family
In this section, we present four example transformation models in the convex-function
family to show the effectiveness and flexibility of our proposed framework: (i) the
global affine/similairty + local translation model, (ii) two locally affine transformation
models, and (iii) the articulated transformation model. For different models, different
geometric regularization terms and convex constraints are used in (4.1). Note that
transformation models are not limited to the ones we mention here. Any model in the
convex-function family can be used in our framework.
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Global
Transformation
pi
pj
pk
Template Transformed Template
A, b
di
dj
dk
Api + b
Apk+ b
Apj+ b
Figure 4.2: Illustration of the global affine/similarity + local translation model. After a
global transformation with parameters A and b, the three points individually translate for
di, dj , and dk to better fit the input image.
4.2.1 The Global Affine/Similairty + Local Translation Model
Our global transformation model assumes template points undergoing global affine
or similarity transformation and additional small local deformations. Therefore, all
template points should share a common set of global transformation parameters. To
model local deformations and to better fit the input scene image locally, each template
point is also allowed to translate individually for a small distance. We make small
changes to T ai (Θ) function in (4.2) and transform template point pi as
T gi (Θi) =
 α β
γ δ

 xpi
ypi
+
 φ
ϕ
+
 φi
ϕi
 (4.8)
= Api + b+ di, (4.9)
where A represents the 2 × 2 global transformaton matrix, and b the 2 × 1 global
translation vector. di = [φi, ϕi]
T is pi’s local translation vector. The template point
pi’s transformation parameters Θi therefore consist of common global transformation
parameters, A and b, and an individual local translation vector di (Fig. 4.2). To
penalize local deformations that are too large, the squared distance each point translates
locally, ‖di‖22, is regularized. The above transformation model and regularization terms
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result in the following optimization model,
minimize
A,b,d1,··· ,dnt
nt∑
i=1
(
c˜i(Api + b+ di) + wg‖di‖22
)
, (4.10)
subject to α = δ, β = −γ, (4.11)
(when the global transformation is similarity transformation)
where wg is the parameter that weighs the feature dissimilarity terms and the local
translation regularization terms, and α, β, γ, δ are the four elements of the A ma-
trix as defined in (4.8). The constraint (4.11) is applied when the transformation is
global similarity instead of affine. The above optimization model provides more robust
matching results when template points are known to undergo mostly affine or similarity
transformation. Experiments demonstrating this model are shown in Sections 4.4.1 and
4.4.4.
4.2.2 Locally Affine Transformation Model I
If the template points undergo complex transformations that cannot be described by
the global affine or similarity transformation model, we propose to approximate the
template points’s transformation with a locally affine transformation model.
The first locally affine model achieves locally affine invariance by transforming every
three neighboring template points together. We first use Delaunay Triangulation to ob-
tain a triangulated mesh from the 2D template points. Then every three points defining
a triangle on the mesh are transformed together, in other words, every three template
points in a triangle share a common set of affine transformation parameters (Fig. 4.3).
Let m denote the number of triangles in the triangulated mesh, G1, G2, · · · , Gm denote
the m sets consisting of the points in the 1st, 2nd, · · · , mth triangles, and ΘGv ∈ R6
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p1
p2 p3
p4
G1 G1
G2 G2
Affine
Transformation
Template Transformed Template
ΘG1
ΘG2
Figure 4.3: Illustration of the locally affine transformation model I using 4 points (p1, p2,
p3, p4) in 2 triangles (G1 and G2). To maintain the mesh topology after transformation,
the equality constraints (4.12) on p2 and p3 should be satisfied as T
a
2 (ΘG1) = T
a
2 (ΘG2),
and T a3 (ΘG1) = T
a
3 (ΘG2).
denote the affine transformation parameters for template points in the vth triangle.
If the vth and the wth triangles share a common edge, we call them two neighboring
triangles and denote them as v ∈ Nw, w ∈ Nv.
To make sure one template point in several triangles being transformed to a single
position, the following equality constraints need to be added in the optimization model:
T ai (ΘGv) = T
a
i (ΘGw) for all i = 1, · · · , nt, (4.12)
for all v, w = 1, · · · ,m,
where pi ∈ Gv and pi ∈ Gw,
The above equality constraints are illustrated in Fig. 4.3 with 4 points, p1,p2,p3,p4,
in two triangles, G1 = {p1,p2,p3} and G2 = {p2,p3,p4}. The equality constraints
should be applied to p2 and p3 as T
a
2 (ΘG1) = T
a
2 (ΘG2), T
a
3 (ΘG1) = T
a
3 (ΘG2).
We would like the transformed mesh to maintain its smoothness. The differences
between neighboring triangles’ transformation parameters are penalized as regulariza-
tion terms in the optimization model. The final objective function for the locally affine
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model can be expressed as
minimize
ΘG1 ,··· ,ΘGm
 m∑
v=1
∑
pi∈Gv
c˜i(T
a
i (ΘGv)) + wl
m∑
v=1
∑
u∈Nv
‖ΘGv −ΘGw‖1,
 (4.13)
subject to The Equality Constraints in (4.12),
where wl is the parameter that weighs the feature dissimilarity terms and the mesh
smoothness regularization terms. The above model can approximate very complex
transformations. Experiments demonstrating this model are shown in Sections 4.4.2,
4.4.3 and 4.4.4.
4.2.3 Locally Affine Transformation Model II
In locally affine model I, we transform a mesh obtained by applying Delaunay Trian-
gulation on template feature points. In some matching tasks, instead of having feature
points as nodes in the mesh, a triangulated mesh which better represents the movements
of the template points is pre-given (see cases in Section 4.4.5). To take advantage of
the pre-given mesh, we present another locally affine model which transforms a given
triangulated mesh with feature points lying within its triangles. We let all feature
points in a same triangle share a common set of affine transformation parameters (Fig.
4.4). We reuse the notations in Section 4.2.2 without causing confusion. In addition,
let pi′ represent the ith node point on the pre-given mesh, and T
a
i′ (Θ) transforms it
under affine transformation with parameters Θ.
The locally affine model II is illustrated in Fig 4.4. Equality constraints similar to
(4.12) are now applied to mesh points that define a common edge between every two
neighboring triangles. The final optimization model for locally affine model II is the
same as (4.13) except that the equality constraints are now applied to mesh points pi′ .
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Figure 4.4: Illustration of the locally affine transformation model II using 3 template
feature points (p1, p2, p3), and 4 mesh points (p1′ , p2′ , p3′ , p4′) in 2 triangles (G1 and
G2). To maintain the mesh topology after transformation, the equality constraints on p2′
and p3′ should be satisfied as T
a
2′(ΘG1) = T
a
2′(ΘG2), and T
a
3′(ΘG1) = T
a
3′(ΘG2).
Template Transformed Template
Global
Transformationo12
G1 G1
G2 G2
ΘG1
ΘG2
Figure 4.5: Illustration of the articulated transformation model with a 2-part object. o12
is the junction point between parts G1 and G2. The distance between the transformed
junction points T ao12(ΘG1) and T
a
o12(ΘG2) is used for regularization.
Experiments demonstrating this model are shown in Section 4.4.5.
4.2.4 The Articulated Transformation Model
There are also many types of objects, e.g., human bodies, undergoing articulated trans-
formations. These objects have several connected rigid parts which undergo global
transformations separately. Let m denote the number of rigid parts in an object,
G1, G2, · · · , Gm denote the m sets consisting of the points in the 1st, 2nd, · · · , mth
parts, and ΘGv ∈ R6 denote the global transformation parameters for template points
in the vth part.
For every pair of connected parts v and w, we model a junction point ovw de-
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noting the connecting point between the two parts. During the matching process,
it is deformed according to both parts’ transformation parameters to T aovw(ΘGv) and
T aovw(ΘGw), where T
a
ovw(Θ) is the transformed position of ovw under affine transfor-
mation with parameters Θ defined similarly to (4.2). To maintain connectivity of the
two parts v and w, the squared distance between the two transformed junction points,
‖T aovw(ΘGv)− T aovw(ΘGw)‖22, should be minimized and is used as a regularization term.
The articulated transformation model for a two-part object is illustrated in Fig. 4.5.
The final optimization model for an object undergoing generally articulated transfor-
mation is then defined as
minimize
ΘG1 ,··· ,ΘGm
 m∑
v=1
∑
pi∈Gv
c˜i(T
a
i (ΘGv)) + wa
∑
ovw
‖T aovw(ΘGv)− T aovw(ΘGw)‖22
 , (4.14)
subject to αGv = δGv , βGv = −γGv ,
(if the vth part undergoes similarity transformation)
where wa is the parameter that weighs the feature dissimilarity terms and the part
connectivity regularization terms, AGv is the vth part’s 2 × 2 global transformation
matrix defined similarly to that in (4.9), and αGv , βGv , γGv , δGv are its four elements.
Experiments demonstrating this model are shown in Section 4.4.6.
4.3 Numerical Scheme and Analysis
The convex feature dissimilarity functions c˜i(·) are created by relaxing the discrete
functions ci(·). When features are distinctive, i.e., most template points have relatively
low feature dissimilarities to their corresponding scene point locations, the lower con-
vex hull relaxation provides satisfactory lower bounds to the discrete functions ci(·).
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(a) (b) (c)
Figure 4.6: (a) In the first iteration, for template point pi, all scene points (yellow dots)
in the input image are used to create the c˜i(·) function. (b) In the second iteration, trust
region D
(2)
i with side length l
(2) is centered at previous iteration’s results Ti(Θˆ
(1)
i ) (the red
dot). Only scene points in D
(2)
i (yellow dots) are used to create the c˜i(·) function. (c)
Similar operations as those in the second iteration (b) are performed in latter iterations.
However, when features are not distinctive, the relaxation may generate functions with
“broad” low-cost regions. To solve this problem, we use a technique similar to that in
[47]. We iteratively create these convex feature functions using fewer and fewer scene
feature points and gradually obtain more accurate lower bounds.
In the first iteration, for each template point, we use all scene feature points’ posi-
tions and feature dissimilarities as (4.4) to create its convex feature dissimilarity func-
tion c˜i(·). Those convex functions are then used in our proposed optimization model
(4.1), and template points are transformed according to the obtained optimal trans-
formation parameters Θˆ
(1)
1 , · · · , Θˆ(1)nt , where Θˆ(k)i denotes the obtained transformation
parameters for pi in the kth iteration. In Fig. 4.6.(a), yellow dots represents that all
scene feature points in the input image are chosen to create the c˜i(·) function for pi.
In the second iteration, for each template point pi, we set a “trust region” centered
at the first iteration’s transformed template point position Ti(Θˆ
(1)
i ) = [fi(Θˆ
(1)
i ) gi(Θˆ
(1)
i )]
T
in the 2D image plane. Mathematically, pi’s trust region in the 2nd iteration is defined
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as
D
(2)
i =
{
[x, y]T ∈ R2∣∣x ≥ fi(Θˆ(1)i )− l(2)/2, x ≤ fi(Θˆ(1)i ) + l(2)/2,
y ≥ gi(Θˆ(1)i )− l(2)/2, y ≤ gi(Θˆ(1)i ) + l(2)/2
}
, (4.15)
where l(2) is the side length of the trust regions in the 2nd iteration. Each trust region
is smaller than the entire image and therefore includes fewer scene points. We can
then generate convex feature dissimilarity functions c˜i(·) using only those scene points
inside the trust regions and obtain more accurate lower bounds for the discrete ci(·)
functions. In Fig. 4.6.(b), the shaded area illustrates the template point pi’s trust
region centered at Ti(Θˆ
(1)
i ) (the red dot), where only scene points (yellow dots) inside
it are used to create the convex feature dissimilarity function. Similar operations are
performed in the following iterations, where feature dissimilarity functions are created
based on smaller and smaller trust regions centered at the previous iterations’ results
(Fig. 4.6.(c)).
The above optimization scheme can be viewed as a special branch-and-bound algo-
rithm. In each iteration, each template point’s candidate transformation destinations
are divided into two areas, its trust region and the trust region’s compliment. There
are 2nt branches in total but only one branch was tested, where nt is the number of
template feature points. Therefore, no bounding operation is performed. Although
a globally optimal solution is not guaranteed in this way because the other 2nt − 1
branches in each iteration are not tested, this scheme gains much more in lowering
computation complexity while keeping empirically high matching accuracy. The run-
ning speed of our method depends mainly on the number of template points, and it
depends much less on the number of scene points. For a matching case with a 100-point
template, our method usually needs no more than 8 iterations and each iteration takes
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no more than 2s using a MATLAB implementation with CVX on a computer with a
3.0GHz Core 2 Duo CPU. Our optimization models are asymptotically faster than the
previous methods [49], [57] because our models have significantly fewer variables and
constraints.
The gap between the optimal solution and our method’s solution depends on the
distinctiveness of the feature points. When the feature points are very distinctive, the
relaxation of discrete dissimilarity function using the lower convex hull is tight, whereas
the relaxation could bring large errors if template feature points are very indistinctive.
Although we cannot provide a quantitative bound on the gap here, we observed in our
real-world experiments that the chance of getting large errors due to the relaxation is
very small.
Similar successive convex relaxation scheme is used by many optimization models
[93]. For instance, a similar method, the Graduated Non-Convexity (GNC) algorithm,
is discussed in length in [11]. But there are two key differences between our proposed
method and the GNC method. (1) Our method creates convex relaxation for the data
term (appearance cost term) while the GNC method convexifies the regularization
term. (2) The ways of convexifying the original non-convex functions are different. Our
method convexifies the discrete feature dissimilarity function by calculating a 3D point
cloud’s lower convex hull while the GNC method fits a piecewise quadratic function to
the non-convex function.
Although our method calculates each template point’s optimal transformation pa-
rameters, if a “hard” node-to-node result is desired, we propose to search for the best
matched scene point for each template point pi after its optimal transformation pa-
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rameters Θˆi is obtained:
jˆi = arg min
j
(∥∥∥qj − Ti(Θˆi + whci (qj))∥∥∥2
2
)
, (4.16)
The above function means the best matched scene point qjˆi of pi should be close to the
optimal “soft” matching result obtained from (4.1) as well as having a small feature
dissimilarity. wh is the parameter that weighs the feature dissimilarity and the squared
distance to the optimal “soft” result.
4.4 Experiments
In this section, we present extensive experiments to demonstrate the effectiveness and
robustness of our method. Except for the experiments in Sections 4.4.1 and 4.4.2,
where Shape Context [7] with its default parameter settings is used as features, SIFT
[67] feature points are used for all other experiments. For each experiment, we tested
three weight values, 0.1, 1 and 5, for the weight factor between feature dissimilarity
and regularization terms; the weight resulting in the best matching result was chosen.
In all our experiments, we gradually shrink each template point’s trust region from the
image size to a 15× 15 square.
4.4.1 Synthetic Data
To compare with the method in [49], we slightly changed the experimental setup in
[49] and created random-point matching cases with Shape Context [7] as features. The
global similarity + local translation model was used in this comparison. To generate
each matching case, we first used points randomly spread in the region [100, 500] ×
[100, 500] as template feature points. Then, to generate scene points from the template
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Figure 4.7: (a)-(b) An example point matching case using Shape Context [8] as features
(a) before matching and (b) after matching. Red circles and blue dots represent template
and scene feature points. (c)-(d) An example point matching case using randomly set
feature dissimilarity values described in Section 4.4.1 as features (c) before matching and
(d) after matching. Red circles represent template feature points. Blue and green dots
represent corresponding and non-corresponding scene feature points, respectively.
Table 4.1: Means and standard deviations of errors for matching synthetic data using
our proposed method and the method in [49].
Errors by [49] Errors by Our Method
h% = 10% 1.34± 4.06 0.00± 0.00
h% = 20% 4.37± 11.29 0.10± 1.08
h% = 30% 6.59± 13.01 0.53± 2.03
h% = 40% 10.23± 13.88 3.27± 6.23
h% = 50% 19.94± 21.66 18.72± 17.81
points, we randomly scaled the template points in the range [0.5, 2.0] and rotated them
for an angle in [−pi, pi]. Finally, we randomly deleted h%×nt number of points from the
scene point set to simulate the effects of occlusion or failure of feature point detection,
and added h%× nt number of randomly spread points in [0, 600]× [0, 600] as outliers.
The average L2 distance between the transformed template points and their known
corresponding scene positions is calculated as the matching error for each matching
case. One matching case with 50% outliers and 50% occlusion using our method is
shown in Figs. 4.7.(a) and 4.7.(b). For each 10%, 20%, 30%, 40% and 50% outlier
and occlusion level, we created 100 matching cases and matched them using our global
similarity + local translation model (4.10) and the method in [49]. The statistics of
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Table 4.2: Means and standard deviations of errors for matching synthetic data using
our proposed method and the method in [57].
Dissimilarities Shear Errors by [57] Errors by Our Method
0.5 0.00± 0.00 0.00± 0.00
[0.2, 0.7] 1.0 0.00± 0.00 0.00± 0.00
1.5 0.40± 3.29 0.00± 0.00
0.5 0.34± 2.30 0.01± 0.09
[0.3, 0.8] 1.0 2.36± 8.20 0.01± 0.03
1.5 12.42± 23.61 1.35± 6.72
0.5 20.21± 27.38 8.03± 16.92
[0.4, 0.9] 1.0 37.14± 35.17 19.80± 29.54
1.5 62.10± 46.92 37.40± 36.66
errors on the matching cases using the two methods are compared in Table 4.1. Our
model (4.10) provides more constraints for this task and is able to “interpolate” missing
template points.
To compare with the method in [57], we randomly set feature dissimilarity values
between all pairs of template and scene points. The global affine + local translation
model was used in this comparison. For each matching case, we randomly generated 50
points in [100, 300]× [100, 300] as the template point set. To generate a scene point set
from the template point set, we first transformed the template point set under affine
transformations with shear parallel to the x dimension. We tested three shear values:
0.5, 1.0 and 1.5. The transformed template points with 250 additional random points
in [0, 400]×[0, 400] were then used as the scene point set. One example of such a match-
ing case with the shear value equaling 1.0 is shown in Figs. 4.7.(c) and 4.7.(d). Since
we know the correspondences between template points and scene points, we set the
feature dissimilarities between non-corresponding points to lie randomly in the range
[0.5, 1.0], and set feature dissimilarities between corresponding points randomly in the
range [0.2, 0.7], [0.3, 0.8], or [0.4, 0.9] to simulate 3 levels of feature distinctiveness. For
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(a) (b) (c) (d) (e) (f)
Figure 4.8: Example frames with manual labeling from the CMU house and hotel se-
quences. (a) The 1st, (b) the 56th, and (c) the 111st frames in the house sequence. (d)
The 1st, (e) the 51st, and (f) the 101st frames in the hotel sequence.
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Figure 4.9: Matching errors by different methods with varying frame separation levels
on (left) the CMU house sequence and (right) the CMU hotel sequence. The results
by methods in [22], [13] are obtained from [13]. Note that the highest frame separation
level contains only 1 image pair for each sequence. Our method with locally affine model I
generates 0.0% matching errors for both the house and the hotel sequences and outperforms
all other methods.
each shear value and dissimilarity level combination, we generated 100 random match-
ing cases as described above. L2 distances between known corresponding points after
matching are calculated as errors. As shown in Table 4.2, our method generates smaller
errors than the LP method in [57]. However, both methods have larger chances to gen-
erate large errors when the corresponding feature dissimilarity level became [0.4, 0.9].
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4.4.2 CMU House and Hotel Sequences [3], [2]
We used the same experimental setup as that in Section 3.9.1 and tested our method’s
performance on the CMU House and Hotel sequences. Shape Context [7] is used as
features. The two sequences consist of 111 and 101 frames, respectively. Each frame is
manually labeled with the same 30 landmarks1. Example frames of the two sequences
with their manual labeling are shown in Fig. 4.8. We created matching cases by taking
two frames in a same sequence but separated by a specific number of in-between frames.
The separation number was increased from 10 to 110 for the house sequence and from
10 to 100 for the hotel sequence. Note that the highest frame separation level contains
only 1 image pair for each sequence. Since the two image sets are created by viewing
objects from different view points, we tested our method’s performance using our locally
affine model I. To recover “hard” one-to-one correspondences in each image pair, we
gradually shrink each template point’s trust region until there is only one scene point in
it. Three state-of-the-art methods, Balanced Graph Matching [22], the learning-based
graph matching method [13] and the LP with locally affine invariant method [57] were
used for comparison. Fig. 4.9 shows the percentages of wrong matchings for our method
and other compared methods. The horizontal axis is the frame separation number and
the vertical axis is the percentage of wrong matchings. Our method with locally affine
model I results in 0.0% matching errors for both sequences and outperforms all other
methods on the two datasets. Some methods [98], [96] utilized a slightly different
experimental setup. 15 frames (every 7 frames) are sampled from the Hotel sequence,
which gives 105 pairs of images to match. The two methods [98], [96] reported mis-
matching percentages of 0.19% and 4.44%, respectively. Our method also achieves 0.0%
errors with this experimental setup.
1The manual labeling can be obtained from http://tiberiocaetano.com/data/
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Figure 4.10: Experiments on static image pairs. (From left to right) Six different match-
ing cases. (First row) template feature points. (Second row) input images. (Third row) all
scene feature points detected in the input images. (Fourth row) matching results on input
images using the locally affine model I.
4.4.3 Static Image Pairs
We obtained 6 static image pairs from [64] and matched them using SIFT [67] points
and our locally affine transformation model I. The first five cases in Fig. 4.10 are
surfaces undergoing perspective or very complex local deformations. By approximating
them using the locally affine model I, our method satisfactorily matched the first four
cases, with some small errors near the boundaries of surfaces where features are more
degenerated. In the fifth (flag) case, the left half of the flag was matched satisfactorily
but the right half was not because its very large deformation adversely affected the
performance of SIFT features. The last case in Fig. 4.10 shows matching an object in
a blurry image to its instance after some deformations in a sharp scene image. Both
the body and the belt parts of the object were successfully matched although they have
undergone large deformations.
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(1)
(2)
(3)
(4)
(a) (b) (c) (d)
Figure 4.11: Example matching results for the four videos by our proposed method and
the method in [57]. (a) Template feature points. (b) Input images. Dots represent all
detected scene feature points. (c) The matching results by our proposed method. (d) The
matching results by the method in [57].
4.4.4 Objects Undergoing Global and Locally Affine Transformations
We captured 2 video clips (Spectrum and Computer) by ourselves and obtained 2 clips
(honeybee and butterfly) from the internet. The object templates were matched to the
instances of objects in the videos frame by frame. Fig. 4.11.(a) shows the four object
templates, and Fig. 4.11.(c) shows example matching results from the four videos.
For different video clips, we chose the most appropriate optimization model from our
four example transformation models, which best describes that object’s transformation
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(1)
(2)
(3)
(4)
Figure 4.12: Sample matching results by our method from (1) the Spectrum magazine
sequence, (2) the Computer sequence, (3) the butterfly magazine sequence, and (4) the
honeybee sequence. All detected scene feature points are marked in blue in the background.
and provides as many geometric constraints as possible. The method in [57] was used
for comparison. The first object (Fig. 4.11.(1)) is an IEEE Spectrum magazine mainly
undergoing global transformation. We chose to model its transformation using the
global affine + local translation model. The second object is a Computer magazine
undergoing mostly similarity transformation in the first half of the video and local
deformations in the second half. We chose to use the locally affine model I to match
this object. The third and fourth objects are a butterfly and a honeybee working
on a flower. The real-world objects undergo complex transformations, and therefore
we again used the locally affine model I to approximate their transformations. Figs.
4.11.(c) and 4.11.(d) show the comparison between our results and the results obtained
by [57]. It is obvious that our results are more robust to feature point mis-detection.
Sample matching results of the 4 video clips are shown in Fig. 4.12.
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Figure 4.13: Template feature points (green dots) and pre-given meshes (yellow lines)
for six planar surfaces.
4.4.5 Planar Surfaces with Given Template Meshes
We also obtained 6 video clips (cloth, cloth-folds, tshirt, cushion, bed-sheet, and paper-
bend) recording different planar surfaces undergoing complex transformations from [83].
Meshes describing these template surfaces’ shapes are provided in the data (Fig. 4.13).
Correspondences between the template surfaces (Fig. 4.13) and input images (Fig.
4.14) can be used to recover planar surfaces’ 3D shapes by algorithms like [83]. We
propose to utilize the locally affine model II to solve this matching problem and match
the template surfaces to their instances in the video frame by frame. The cushion, bed-
sheet, and paper-bend were satisfactorily matched with small errors near boundaries of
the surfaces. Some larger matching errors were observed in some frames of the cloth,
cloth-folds, and tshirt, but most frames were satisfactorily matched. Sample matching
results of the 6 sequences are shown in Fig. 4.14. The results demonstrate our method’s
possible extensions to recover 3D shapes of planar surfaces from single images.
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(1)
(2)
(3)
(4)
(5)
(6)
Figure 4.14: Sample matching results by our method from (1) the cloth sequence, (2) the
cloth-folds sequence, (3) the tshirt sequence, (4) the cushion sequence, (5) the bed-sheet
sequence and (6) the paper-bend sequence. Transformed meshes and transformed template
points are drawn as yellow lines and green dots, respectively.
4.4.6 Objects Undergoing Articulated Transformation
We created another video by ourselves, which records a toy worm being bent by a
person. We chose to use the articulated transformation model (4.14) to approximate
its complex transformations. We modeled the toy worm as a template consisting of four
connected parts undergoing separate affine transformations. Fig. 4.15 shows template
feature points belonging to the four parts. For better visualization, we only show the
four parts’ bounding boxes in the results. Fig. 4.16 shows 4 example matching results
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Figure 4.15: (Left) The template image of the toy worm. (Right) 4 parts’ template
feature points are colored differently. Boxes are drawn for better visualization in the
matching results.
Figure 4.16: Four example frames’ matching results from the toy worm video by our
proposed method. Yellow dots on the background represent all detected feature points.
from the video sequence. Although the toy undergoes very complex transformations,
our proposed articulated model (4.14) was able to match it satisfactorily.
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Chapter 5
Object Matching Application to
Actin Filament Segmentation
In this chapter, we introduce a novel algorithm for actin filament segmentation in 2D
TIRFM image sequences. This problem is difficult because actin filaments dynamically
change shapes during their growth, and the TIRFM images are usually noisy. We ask a
user to specify the two tips of a filament of interest in the first frame. We then treat the
segmentation problem as a tip matching problem across the temporal dimension. It is
modeled as optimizing a temporal chain, where its states are tip locations; given candi-
date tip locations, actin filaments’ body points are inferred by a dynamic programming
method, which adaptively generates candidate solutions. Combining candidate tip lo-
cations and their inferred body points, the temporal chain model is efficiently optimized
using another dynamic programming method.
108
5.1 Motivation and Related Work
5.1 Motivation and Related Work
Actin proteins spontaneously assemble into long polymers to build networks and bun-
dles of filaments that are used by cells to move and change shape. An experimental
method to study the kinetics of single actin filament growth in vitro is total internal
reflection microscopy (TIRFM) [35], [51]. The information on growth kinetics is used
to develop mathematical models that describe the dependence of actin filament elon-
gation rate and fluctuations on the concentration of actin and cofactors [35], and the
mechanisms that cells use to regulate the dynamics of the actin cytoskeleton [51]. In
order to study kinetics based on image information, an essential step is to extract actin
filaments from TIRFM image sequences.
There has been related work on tracking or segmentation of filamentous and mi-
crotubule (MT) structures in biological images. Hadjidemetriou et al. [39] developed a
method to automatically track microtubules which are characterized locally using con-
secutive level sets segments. In [82], after MT tips are detected in the first frame, they
are tracked by looking for the closest ones in the subsequent frames. Active contours
are then used to extract MT bodies based on obtained tip locations. In [85], MT tips
are located using second order derivative of Gaussian filtering. Geodesic paths are then
iteratively calculated to segment MT bodies. In [61], Stretching Open Active Contour
(SOAC) is used to segment and track actin filaments in TIRFM images frame by frame.
In the above methods, movements of the structures are assumed small, which is not
always valid in our TIRFM images.
More complex movement models can be taken into consideration in Baysian tracking
frameworks. In [50] and [91], Particle Filters (PF) are used to track the locations of tip
parts of MT. The MT bodies can then be segmented in a subsequent step using obtained
tip locations [50]. Li et al. [62] combined the SOAC and PF to simplify the modeling
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of PF in a one-dimensional state space while integrating filament body constraints into
tip estimation. However, biological sequences are usually taken prior to data analysis
and therefore do not need real time performance. The above methods only consider
temporal information up to the current frame and thus ignore all available information
after it. In [63], a 2D time-lapse image sequence is treated as a 3D image volume, and
a spatiotemporal active surface model is proposed to segment an actin filament in all
frames simultaneously. The assumption of this method is that an actin filament’s body
remains static across time. However, this assumption does not apply to general actin
filament data, where an actin filament may grow, drift, and change shape at the same
time.
5.2 Methodology
5.2.1 Problem Formulation
The problem of actin filament segmentation in a single image can be viewed as op-
timizing a 1D spatial chain model as shown in Fig. 5.2.(a), where each node’s state
represents the position of a point on the actin filament [61]. Compared with other
pixel-wise segmentation methods, one major advantage of the 1D chain model is that
it has clear topology. Its results are ready for further biological analysis, while other
methods need post-processing to reconstruct the topology.
If segmenting an actin filament in a time-lapse sequence, temporal information
would be helpful, for example, to recover information on an intermediate frame that
is unclear. The problem of actin filament segmentation in a time-lapse sequence can
then be defined as optimizing a series of 1D spatial chain models while considering
their temporal relations between each other. Fig. 5.2.(b) illustrates the segmentation
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?
(a) (b) (c) time i (d) time i+ 1
Figure 5.1: (a-b) Two frames in a TIRFM sequence. (c-d) It is difficult to judge which
points at time i+ 1 should be the temporal correspondences of the red point at time i.
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Figure 5.2: (a) Illustration of the 1D spatial chain in a single frame. (b) Illustration of a
series of spatial chains. (c) Illustration of the temporal chain model. Tip nodes of spatial
chains are marked in red and blue. Spatial relations are shown as solid lines. Temporal
relations are shown as green arrows.
model for a time-lapse sequence. However, formulating this model is challenging on
three aspects. (i) The number of nodes in each 1D chain is different. To represent
different actin filaments with the same resolution, the number of points on a chain
should be proportional to its length. (ii) Each node’s temporal correspondences are
difficult to define because an actin filament may move its entire body during its growing
process (see Fig. 5.1.(c-d)). (iii) The desired energy functions measuring how well a
1D spatial chain represents an actin filament (likelihood terms) or how well two chains
are temporally constrained (pairwise terms) may have very complex forms.
To address the difficulties, we partially bypass the second difficulty because there is
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no convincing way to establish temporal correspondences between nodes at two chains
(see Fig. 5.1(c-d)). By focusing on addressing the first and third difficulties, we are able
to propose a simplified model aiming at jointly recovering the best tip points in all time
frames while considering inferred filament body points’ temporal relations. The entire
segmentation problem is modeled as a 1D temporal chain as shown in Fig. 5.2.(c),
where the ith node’s state represents the starting (red) and ending (blue) points of
the actin filament in the ith frame. Jointly using image information in all time frames
and temporal information between every two frames, we locate the best tip points,
{rˆ1, rˆ2, · · · , rˆN}, in the image domain Ω by minimizing the following energy function:
f(r1, r2, · · · , rN ) =
(
N∑
i=2
l(ri) +
N−1∑
i=1
p(ri, ri+1)
)
, (5.1)
where N is the number of frames in the input sequence, ri = [ri,1, ri,2]
T ∈ Ω × Ω is
the state of the ith node (i.e., the locations of the two tip points, ri,1 and ri,2, in the
ith frame). For instance, if ri,1 has two candidate locations {v1, v2}, and ri,2 has two
candidate locations {v3, v4}, ri’s candidate states would then include [v1, v3]T , [v1, v4]T ,
[v2, v3]
T , and [v2, v4]
T . l(ri) is the likelihood term measuring how well the 1D spatial
chain inferred by the two tip points, ri, represents an actin filament, and p(ri, ri+1) is
the pairwise term measuring how well the ith and i+ 1th spatial chains inferred by the
tip points, ri and ri+1, follow the given temporal constraints. The objective function
does not calculate the likelihood cost in the 1st frame, l(r1), because the user was asked
to specify the correct tip locations of the actin filament of interest in the 1st frame. The
choices of l(·) and p(·) are very flexible. We introduce our implementation in Section
5.3. However, they can be freely modified and deleted to fit any new constraints.
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5.2.2 Efficient Optimization of the Temporal Chain Using Dynamic
Programming
Taking advantages of the 1D structure of the temporal chain, the objective function
(5.1) can be efficiently optimized using dynamic programming if the solution set is
discrete. We restrict tip points to only be on image pixel locations. The dynamic
programming algorithm involves generating a sequence of “optimal-value” functions of
one discrete variable, {si}N−1i=1 . To obtain each si, a minimization is performed over a
single variable. (5.1) can then be iteratively optimized as follows:
s1(r2) = p(r1, r2) + l(r2), (5.2)
s2(r3) = min
r2
[s1(r2) + p(r2, r3)] + l(r3), (5.3)
...
sN−1(rN ) = min
rN−1
[sN−2(rN−1) + p(rN−1, rN )] + l(rN ), (5.4)
min
r1,r2,··· ,rN
f(r1, r2, · · · , rN ) = min
rN
sN−1(rN ). (5.5)
In the 1st iteration, for every possible r2, the algorithm calculates p(r1, r2) + l(r2) and
assign this value to the function s1(r2). No minimization is performed in this iteration
since r1 is fixed. In the 2nd iteration, for every possible r3, the algorithm searches
for a r2 that minimizes s1(r2) + p(r2, r3). Then all such (r3, r2) pairs are stored in a
table, and the function values of (5.3) are assigned to s2(r3); The remaining iterations
are performed similarly. As shown in (5.5), the minimum of f(r1, r2, · · · , rN ) can be
obtained as the minimal element in the table sN−1(rN ). The optimal tip locations in
all frames are then recovered by back-tracking the minimization-correspondence tables
from the last one to the first.
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If there are m possible pairs of starting and ending points in each frame, the overall
time complexity of the above dynamic programming algorithm is O(Nm2) (see Section
5.3.5 for actual computation time).
5.2.3 Inference of Actin Filament Body Points
The calculation of both the likelihood terms, l(ri), and the pairwise terms, p(ri, ri+1),
requires body points to be efficiently and accurately inferred by given tip points {ri}Ni=1,
i.e., optimizing the 1D spatial chain model in Fig. 5.2.(a). The problem can be viewed
as a shortest path problem with given starting and ending points. We propose a novel
algorithm to efficiently solve for the shortest path, {vˆ1, vˆ2, · · · , vˆn}, by minimizing an
active contour model energy function:
E(v1, v2, · · · , vn) = α
n−1∑
j=1
|vj+1 − vj |2 + β
n−1∑
j=2
|vj+1 − 2vj + vj−1|2 +
n∑
j=1
Eext(vj),
(5.6)
where vj ∈ Ω denotes the location of the jth point’s on the path, n is the number
of points on the path, α and β are the weights of the first-order and second-order
smoothness terms. The first two internal energy terms keep the path smooth. The last
external energy term, Eext(·), makes the path fit the bright ridges in the image. The
smaller Eext(vj) is, the better vj represents a point on bright ridges. If n is given and
{vj}nj=1 are constrained to only be on pixel locations, (5.6) can be efficiently minimized
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by dynamic programming [5]:
e1(v2, v3) =α|v2 − v1|2 + β|v3 − 2v2 + v1|2 + Eext(v2),
e2(v3, v4) = min
v2
[
e1(v2, v3) + α|v3 − v2|2 + β|v4 − 2v3 + v2|2
]
+ Eext(v3),
...
en−2(vn−1, vn) = min
vn−2
[en−3(vn−2, vn−1) + α|vn−1 − vn−2|2 + β|vn − 2vn−1 + vn−2|2]
+ Eext(vn−1),
en−1(vn) = min
vn−1
[
en−2(vn−1, vn) + α|vn − vn−1|2
]
,
min
v1,v2,··· ,vn
E(v1, v2, · · · , vn) = en−1(vn), (5.7)
The above equations have similar meanings as those of (5.2)–(5.5) except that the
optimal-value functions {ej}n−1j=1 now have two discrete variables. This is because the
calculation of second-order smoothness terms involves three neighboring spatial nodes.
Minimizations in the first and last iterations are not needed because the starting and
ending points are given. The time complexity of this algorithm is O(nk4) if every point
can take k different locations. We further improve the above algorithm by proposing
a scheme to adaptively generate candidate locations, and by decreasing minimization-
search range for each candidate point.
In the first iteration, our method generates candidate locations of v2 as 8 neighbors
of the starting point on the image grid. Candidate locations of v3 are generated as
neighbors of v2 with some path constraints (see the next paragraph). Similarly, candi-
date locations of vj are generated as the 8-connection neighbors of vj−1 on the image
grid. 3 iterations of our method are illustrated in Fig. 5.3.
To decrease the number of candidate locations in every iteration, we do not allow
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v2 All paths from v1 to v2v4 All paths from v3 to v4 v3 All paths from v2 to v3v2 All paths from v1 to v2v4 All paths from v3 to v4 v3 All paths from v2 to v3 v2 All paths from v1 to v2v4 All paths from v3 to v4 v3 All paths from v2 to v3
vp vp+1
vp+2 vq
vq+1 vq+2
(a) (b) (c)
Figure 5.3: (a) Generating candidate locations of v2. (b) Generating candidate locations
of v3. (c) Generating candidate locations of v4. Red and blue dots represent the starting
point (v1) and the ending point (vn) of a path. Colored lines represent possible paths.
any consecutive path segments to have turning angles greater than 90 degrees. In Fig.
5.3, all possible paths are shown as colored lines. When calculating ej(vj+1, vj+2), our
method only searches for vj that does not generate sharp turns on any path vj →
vj+1 → vj+2. Obviously, for any ej(vj+1, vj+2) entry, the algorithm searches for at
most three locations of vj . In this way, we are able to decrease the time complexity of
each iteration from O(k4) to O(k2).
To prevent too many loops on a path, we let any grid location can only be used as
a candidate location for at most nv times. To exclude oblivious short-cuts and wrong
paths, our method stops continuing a path if a consecutive nthres of points on the path
have intensity below Ithres. This operation explicitly excludes possible short-cuts and
further improves the efficiency of our method. The algorithm terminates the iterations
if (i) the ending point is visited for more than 10nv times or (ii) the maximum iteration
number, nmax is reached. We empirically set nmax = 200 in our application, since no
actin filament is longer than 200 pixel-long in our dataset. During the iterations, all
paths ended with the given ending point are recorded. After the iterations terminate,
the path with the smallest energy value per node is chosen as the best one. In other
words, the proposed method does not penalize length and therefore would not favor
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(a) (b) (c) (d)
(e) (f) (g)
Figure 5.4: (Left) Comparison between our proposed method, the global minimal path
method [21], and the shortest-path-on-the-graph method. (a) Original images. (b) Results
of our proposed method with α = 1, β = 0.1. (c) Results of the global minimal path
method with weight equaling 1. (d) Results of the shortest-path-on-the-graph method.
(Right) The influence of the second-order smoothness term. (e) The original image. (f)
α = 1, β = 0.1. (g) α = 1, β = 0.5.
“short-cuts”.
Compared with other shortest path methods, such as the global minimal path
method [21] and the graph-based method, our method has three advantages. (i) It
avoids the common short-cut problems. Two operations, excluding paths with too
many consecutive points with low intensity and choosing the path with minimal unit
energy value, contribute to this advantage. Fig. 5.4 shows comparison results with
other methods using real TIRFM images and a synthetic image. (ii) This method is
efficient. Our MATLAB MEX implementation takes less than 0.02s to optimize a 200
pixel-long path with a complex external energy term (5.9) on an Intel E6850 3.0GHz
CPU. (iii) Our method is able to take the second-order smoothness terms into consid-
eration and therefore is more versatile to different applications, while other methods
only consider first-order smoothness terms. Fig. 5.4 illustrates paths with different β
settings.
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5.3.1 Image Preprocessing
The input TIRFM images are usually noisy and sometimes have biased intensity fields.
We use the Frangi vessel enhancement filter [34] to enhance filamentous structures and
to suppress noises. Let IF and IF,i represent the vessel-enhanced results of a general
image and the ith frame of a sequence, respectively. I(v) represents the intensity value
of image I at position v ∈ Ω. If v falls between pixel grid locations, its intensity is
obtained by bilinear interpolation.
5.3.2 Implementation of The External Energy Eext in (5.6)
The smaller Eext(vj) is, the better vj represents a point on an actin filament. In [34],
the Gaussian-second-order-derivative kernel shows its effectiveness in detecting vessel-
like structures. The 1D kernel with scale σ, G′′σ(x), measures the contrast between the
regions inside and outside the range (−σ, σ) in the direction of the derivative:
G′′σ(x) =
(x2 − σ2)√
2piσ5
e−
x2
2σ2 (5.8)
We adopt this 1D kernel and calculate Eext(vj) as its correlation with the image at
location vj . This 1D correlation has the lowest response if the filter’s direction is
perpendicular to the path’s direction at location vj . To calculate the path’s direction
at vj , the external energy term needs three neighboring points, vj−1, vj , and vj+1, we
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re-define the external energy term as
E˜ext(vj−1, vj , vj+1) =
4σ˜∑
x=−4σ˜
IF (vj + xd) ·G′′σ˜(x) (5.9)
where d⊥
(
vj+1 − vj
2||vj+1 − vj ||2 +
vj − vj−1
2||vj − vj−1||2
)
, ||d||2 = 1.
⊥ denotes that the unit vector d is perpendicular to the path’s direction at vj , and
σ˜ = 1.5, which is half of the width of actin filaments. Consequently, the optimal-value
functions {ej}n−1j=2 in (5.7) should be re-defined as
ej(vj+1, vj+2) = min
vj
[ ej−1(vj , vj+1) + α|vj+1 − vj |2 + β|vj+2 − 2vj+1 + vj |2
+ E˜ext(vj , vj+1, vj+2) ], (5.10)
5.3.3 Implementation of The Likelihood Term l(ri) in (5.1)
Given a pair of starting and ending points, ri, in the ith frame, a spatial chain
{vi,1, · · · , vi,ni} is optimized to represent the best location of the actin filament with
ri as its tip points. The likelihood of this spatial chain representing an actual actin
filament, l(ri), is defined as a summation of a tip likelihood term, lt(ri), and a body
likelihood term, lb(ri):
l(ri) = λt lt(ri) + λb lb(ri), (5.11)
where λt and λb are the weights of the two likelihood terms. The tip likelihood term
is calculated as correlations between a 9 × 9 template tip patch It with the rotated
enhanced image IF,i at tip locations vi,1 and vi,ni . The template tip patch is the mean
of 50 manually labeled actin filament tip patches. The rotation directions are the two
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directions di,1 and di,ni pointing outward the resulting spatial chain from the two tip
points, vi,1 and vi,ni , respectively:
di,1 =
vi,1 − vi,5
||vi,1 − vi,5||2 , di,ni =
vi,ni − vi,ni−4
||vi,ni − vi,ni−4||2
. (5.12)
The tip likelihood term is defined as
lt(ri) =
1
81
4∑
s=−4
4∑
t=−4
It(s, t) ·
[
1/2 IF,i(vi,1 + sdi,1 + td
⊥
i,1)
+1/2 IF,i(vi,ni + sdi,ni + td
⊥
i,ni)
]
, (5.13)
where d⊥i,1 and d
⊥
i,ni are unit vectors perpendicular to di,1 and di,ni , respectively. The
body likelihood term is calculated as the average intensity value on the path:
lb(ri) =
1
ni
ni∑
j=1
IF,i(vi,j). (5.14)
5.3.4 Implementation of the Pairwise Term p(ri, ri+1) in (5.1)
We consider the pairwise relation of two adjacent spatial chains, {vi,1, · · · , vi,ni} and
{vi+1,1, · · · , vi+1,ni+1}, which are inferred by ri and ri+1, respectively. The relation is
constrained by the desired growing speed and differences of tip directions, i.e.,
p(ri, ri+1) = λg pg(ri, ri+1) + λd pd(ri, ri+1), (5.15)
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where λg and λd weight the growing speed term pg(·) and the tip direction difference
term pd(·). The growing speed term is defined as
pg(ri, ri+1) =
 0 |L(ri+1)− L(ri)− 5| < 3,||L(ri+1)− L(ri)− 5| − 3|2 otherwise, (5.16)
where L(ri) =
∑ni
j=2 ||vi,j − vi,j−1||2 is length of the spatial chain inferred by ri. pg(·)
does not penalize growing length in the range [2, 8] pixel-long (around [0.24, 1.36] µm).
Note that this range is set according to our data at hand and can be changed for data
with other growing speed priors. pd(·) is calculated as the differences between the pair
of spatial chains’ tip directions at the two tips:
pd(ri, ri+1) = 1/2 ‖di+1,1 − di,1‖2 + 1/2
∥∥di+1,ni+1 − di,ni∥∥2 . (5.17)
5.3.5 Generating the Solution Set of ri and Body Points Inference
from ri
The dynamic programming algorithm (5.2)-(5.5) guarantees a global minimum on a
discrete solution set. If the starting and ending points in the ith frame, ri, can be
set to any grid location in that image, the size of solution set for each ri would be
tremendous but also unnecessary. We threshold the vessel-enhanced image IF,i and
perform the skeleton morphological operation to obtain the candidate locations for ri.
In our application, we set the threshold to 0.2. We further constrain ri within the
domain [r˜i−1,1 −D, r˜i−1,1 +D]× [r˜i−1,2 −D, r˜i−1,2 +D], where [r˜i−1,1, r˜i−1,2] = r˜i−1 =
arg minri−1 si−2(ri−1). r˜i−1 represents the best tip locations on the i− 1th frame based
on the information of only the first i − 1 frames (see Fig. 5.5.(a) and 5.5.(b)). Note
that it may not equal the final optimized result rˆi−1. In this way, we usually obtain no
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Figure 5.5: (a) The best tip locations (red and blue) calculated on the i−1th frame based
on the first i− 1th frames, r˜i−1 = arg minri−1 si−2(ri−1). The dashed-line boxes represent
the range specified by D = 20 for the ith frame. (b) The solution set of ri. Red and blue
points represent the candidate locations of the two tip points. (c) One snake calculated for
all starting (red) and ending (blue) points.
more than 30 candidate points for each tip point with D = 20. Therefore, the size of
the solution set for ri is usually no more than 30× 30 = 900.
Each iteration of (5.2)-(5.5) takes most time on inferring body points given m
pairs of different ri. Although an exhaustive calculation usually takes no longer than
0.02s× 900 = 18s, it can be further shortened by calculating only several paths. Given
candidate tip points, inferred bodies usually coincide each other. Therefore, we calcu-
late the path inferred by the tip pair with farthest distance first, and pairs with smaller
distance later. In details, given two tip points v1 and vn, let {v1, · · · , vi, · · · , vj , · · · , vn}
represent its inferred body points. If [vi, vj ]
T is or close to a possible solution of ri, we
use the path {vi, · · · , vj} as the inferred body points of that possible solution. In this
way, we usually calculate no more than 40 paths for each ri. An example is shown in
Fig. 5.5.(c), where only one path is calculated for all possible tip locations.
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We used 7 TIRFM image sequences from [35]. In these experiments, polymerization
of muscle Mg-ADP-actin was monitored in the presence of varying concentrations of
inorganic phosphate (Pi) and actin monomers. 30% of the actin was labeled on lysine
side chains with Alexa green. Methylcellulose was used to suppress lateral Brownian
movements of the actin filaments. Images were captured with 500 ms exposure time
using a 488-nm laser on an Olympus IX71 microscope. Photobleaching is minimal in
these sequences. The resolution was 0.17 µm/pixel. There were 15-25 frames in each
sequence. The time interval between frames was 10 sec or 30 sec.
For the spatial chains, we set α = 1, β = 0.1, nv = 10, nthres = 5, Ithres = 0.15. For
the temporal chain, we set λt = 1, λb = 0.5, λg = 0.5, D = 20 for all sequences and
empirically chose λd from {0.1, 0.5, 1.5} for each sequence. These parameters are em-
pirically set according to experiments on a small set of 10 randomly sampled filaments.
The errors of our segmentation method are among two types: (i) tips being inaccurately
located, and (ii) body points being wrongly inferred to include several actin filaments.
A biologist selected 62 actin filaments of interest in the 7 sequences (which consist of
1104 individual 2D segmentation cases), and marked the actin filaments’ correct tip
locations in each frame as ground truth. We evaluated our algorithm’s performance by
calculating the L2 distances between the ground truth and our method’s results, and by
counting how many times several actin filaments are mis-segmented as one. The statis-
tics of our method is recorded in Table 5.1. The two previous methods [62] and [63]
assumes a filament’s body mostly remains static across time. However, in the general
actin filament data that we tested, the actin filaments drift, grow, and change shapes
at the same time. The previous methods failed in at least 1/3 of the cases because they
require a part of the filament remain static over time for successful initialization.
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Sequence # of Selected Mean Maximum Standard # of
Filaments Deviation Mis-segmentation
I 8 1.2845 3.3642 0.8968 6 out of 135
II 7 1.0931 3.8613 1.0961 0 out of 108
III 14 1.0273 4.4414 0.8194 4 out of 212
IV 6 1.1092 5.7203 1.0658 12 out of 108
V 13 1.5557 3.4653 0.6634 4 out of 321
VI 5 1.7516 6.4418 1.3195 2 out of 100
VII 9 0.7515 1.8070 0.5781 9 out of 120
Table 5.1: Tip tracking error statistics of successful segmentation cases and the number
of mis-segmentation cases. (Unit: pixel)
We analyzed the proposed method’s segmentation results and found two factors
contribute most to large errors: (i) the Frangi filter enhances filaments’ bodies robustly
but may generate large artifacts around tip locations if the image has heavy noises.
Such artifacts degenerate the performance of the tip likelihood term and result in most
inaccurate tip localizations. To alleviate this factor, pre-processing filter need to be
re-designed to generate less artifacts around tip parts. A more robust likelihood term
also need to be considered. (ii) Our shortest-path method may infer a path across
several actin filaments’ bodies mostly if several filaments are tangled together in the
image. This problem may be solved by jointly segmenting all actin filaments of interest
in a sequence simultaneously. In this way, a temporal chain can exchange information
from others and thus has better knowledge to avoid segmenting several actin filaments
together.
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Figure 5.6: Six example results of our proposed method. Each row shows segmentation
results of one actin filament polymerizing in a period of time.
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Chapter 6
Discussions and Conclusions
In Chapter 2, we present a novel shape alignment method. Flexible gray-scale “im-
ages” and GM “distance” maps were proposed to represent template and scene shapes
respectively. Gray-scale “images” for template shapes can represent shapes with arbi-
trary dimension and topology including continuous contours, unstructured sparse point
sets, edge maps, and even gradient maps. GM “distance” maps are pre-computed by
the novel two-component Gaussian Mixture (GM) distance transform which provides
a more robust dissimilarity metric for shapes. Because of the high efficiency of our
new energy function, a global optimum estimation algorithm, the Particle Swarm Op-
timization (PSO), was introduced to optimize the energy function. Several additional
strategies were used to modify the original PSO so as to provide a convergence crite-
rion and prevent the optimization from stopping prematurely. The proposed method
showed its robustness and effectiveness in solving various challenging registration cases
using generalized shape data.
However, some limitations of the proposed method should be discussed. Similar to
the Mixtures of Gaussian (MG) [46] and the Kernel Correlation (KC) [99] methods,
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the setting of parameters (i.e., σ1 and σ2) for our two-component Gaussian Mixture
distance model is still an open issue and may affect the performance of the alignment,
although in our experiments it is observed that the performance of our method is less
sensitive than MG and KC methods to parameter settings. Our current modified PSO
does not utilize gradient information of the energy function even if the outlier level
is low. Some PSO variants incorporated gradient information into the original PSO
framework and reported acceleration on the convergence speed of the optimization pro-
cess. The gradients of our energy function can be well approximated by the chain rule
and discrete gradients of distance maps. Although the convergence and stability of the
standard PSO have been theoretically studied in [19], further analysis of the conver-
gence properties of our modified PSO (theoretical convergence guarantee, convergence
with respect to the number of swarm particles, etc.) is necessary since the modified
PSO has more complex behaviors because it re-initializes inactive particles.
In Chapter 3, we presented a novel locally affine-invariant constraint for the LP-
based object matching framework. This constraint depends on exactly representing
each point by an affine combination of its neighboring points. Such representations
were proved to be exact and can be easily solved by least squares. Our proposed
constraint showed several advantages over those in previous works. Experiments on
various matching cases for rigid and non-rigid objects demonstrated the effectiveness
and efficiency of our proposed algorithm.
Distinctive feature points. Although our method allows more complex geometric
transformations, in our experiments we observed that our method also requires more
distinctive feature vectors than the LP method in [49] does. If an object has fewer
distinctive feature points and undergoes only similarity transformation, the LP method
in [49] would outperform our method. One such example is the bear sequence in [49].
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Two factors contribute to this phenomenon: (i) the optional constraint (3.12), which
prevents the method from matching too many template points to one scene point,
becomes less effective in the relaxed model in the continuous domain (3.11). Therefore,
when features are not distinctive, template points may tend to match to only a few
scene points to primarily minimize the geometric cost. (ii) Our locally affine invariant
allows more freedom on geometric transformations, and provides weaker constraints
when matching an object undergoing only similarity transformation.
Occlusion handling remains a challenging problem for the graph matching [53],
[26] and the LP based matching [47], [49] frameworks. Unlike the RANSAC methods,
which can easily determine outliers as those violating a global transformation model,
feature matching methods allow local deformations and therefore have difficulties de-
termining occluded template points. Moreover, determining occluded points in the
matching process may require additional binary variables, which makes this NP-hard
problem even more difficult.
Appropriate weights in the objective function (3.11) are application-dependent
and should be set case by case. However, some pre-processing steps, such as normalizing
feature matching costs, can ease the search of appropriate weights. For a specific
application, learning techniques [13], [54] can be used to determine the best weights.
In Chapter 4, we presented a unified feature matching framework which supports
the convex-function family of transformation models. For each template point, a convex
feature dissimilarity function is created by relaxing its original discrete feature dissim-
ilarity function. The composition of such a convex function with any transformation
model in the convex-function family is proven to has an equivalent convex optimization
form. We proposed four transformation models in this family to solve different match-
ing problems. By solving each template point’s transformation parameters explicitly,
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we can better constrain objects’ transformations based on some priori knowledge. Our
method’s “soft” matching results are also more robust to feature point occlusion or
mis-detection. Extensive experiments on different transformation models and compari-
son with previous methods demonstrate the effectiveness and flexibility of our proposed
framework.
Other Transformation Models in the convex-function family, such as the TPS
model and the FFD model, can also be used in our proposed framework. In Section
4.4.5, we show that our locally affine model II can generate matching results that can
be used as inputs for 3D planar surface reconstruction algorithms. We can also use the
PCA-based transformation model in [83] to simultaneously recover correspondences
and reconstruct 3D surfaces’ shapes.
Occlusion Handling Our method generates “soft” matching results which are
robust if a small portion of template feature points are occluded or not detected. How-
ever, when a larger portion of template points are occluded, an EM-like scheme similar
to that of [107] can be used to alleviate the adverse effects of occluded template points.
We can set a weight wi for each template point pi to represent its distinctiveness. The
objective function (4.1) then becomes
nt∑
i=1
wici(Ti(Θi)) + Regularization Terms. (6.1)
Same weights are assigned to all template points at the beginning. The weights and
the transformation parameters are then optimized alternatively. In the first iteration,
all template points’ weights are fixed. Transformation parameters are optimized as
described in Section 4.3. In the second iteration, each point pi’s transformation pa-
rameters Θ
(1)
i obtained from the first iteration are fixed. wi is decreased if the ith
transformed point Ti(Θ
(1)
i )’s dissimilarity value c˜i(Ti(Θ
(1)
i )) is high, and is increased
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if c˜i(Ti(Θ
(1)
i )) is low. Similar operations are performed in latter iterations until the
change of transformation parameters fall below a pre-given threshold.
In Chapter 5, we proposed a novel algorithm to segment actin filaments in time-
lapse sequences. The overall problem is modeled as a 1D temporal chain model which is
efficiently optimized using dynamic programming. All available temporal information
is integrated in this model. The body points are inferred in the process using another
dynamic programming method which adaptively generates candidate solutions. Each
likelihood term or pairwise term can be freely modified or deleted, and new terms
representing new constraints can easily be added into this framework. Therefore, the
proposed method is very flexible. Extensive experiments demonstrated the effectiveness
and robustness of our proposed method.
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