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a b s t r a c t
We consider the problem of testing whether the common mean of a single n-vector
of multivariate normal random variables with known variance and unknown common
correlation ρ is zero. We derive the standardized likelihood ratio test for known ρ and
explore different ways of proceeding with ρ unknown. We evaluate the performance of
the standardized statistic where ρ is replaced with an estimate of ρ and determine the
critical value cn that controls the type I error rate for the least favorable ρ in [0,1]. The
constant cn increases with n and this procedure has pathological behavior if ρ depends on
n and ρn converges to zero at a certain rate. As an alternate approach, we replace ρ with the
upper limit of a (1− βn) confidence interval chosen so that cn = c for all n. We determine
βn so that the type I error rate is exactly controlled for all ρ in [0,1]. We also investigate a
simpler approach where we bound the type I error rate. The former method performs well
for all nwhile the less powerful boundmethodmay be a useful in some settings as a simple
approach. The proposed tests can be used in different applications, includingwithin-cluster
resampling and combining exchangeable p-values.
Published by Elsevier Inc.
1. Introduction
Consider the testing problem, where we have a single observation Z = Z1, . . . , Zn from a multivariate normal with
commonmeanµ and unit variance but unknown common correlationρ ≥ 0.We are interested in testingwhether E[Zi] = µ
is zero. This differs from more standard multivariate testing paradigms where Σ is completely known, known up to a
constant, or completely unknown.
This setting can arise in various situations. First, consider how to combine exchangeable or dependent p-values. Kost &
McDermott [5,6] evaluated different methods for combining dependent p-values, but assumed that the covariance matrix
was known or known up to a constant. Suppose we have n exchangeable p-values, U1, . . . ,Un. The transformed values
Zi = Φ−1(Ui) are, on the null hypothesis, marginal standard normal and jointly exchangeable. If the Zis are additionally
multivariate normal, we have the testing situation described above. This kind of setting can arise, for example in drug
licensure settings, where sometimes sponsors synthetically create multiple clinical trials from the same umbrella protocol.
Here, some sites are assigned to be Trial A and others Trial B. Onemight view the p-values arising from such trials as not being
completely independent, but exchangeable, and the effect on inference is of interest. Another setting is in the application
of within cluster resampling (WCR) [4,3]. One application of this algorithm is when a large number n of test statistics are
created that are exchangeable and standard normal on the null hypothesis. The tests are averaged and standardized, and
an asymptotic (on n) standard normal null distribution is used for overall inference. In this paper, we explore the peculiar
behavior of this approach under seemingly large n and selected ρ. We also indicate how the methods of this paper can be
used for accurate inference for WCR when n is seemingly large.
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In this paperwederive the likelihood ratio test for this setting for knownρ and show that properly standardized, it follows
a standard normal distribution on the null that µ = 0. The test statistic depends on the unknown common correlation ρ,
but ρ can be consistently estimated by a function of the sample variance of the Zis, ρˆ = max(0, 1− S2Z ). We explore use of
the standardized test statistic based on replacing ρ with either ρˆ or an upper confidence interval for ρ, say ρˆβ . We derive
the exact distribution of such ‘‘plug-in’’ test statistics, which depends on the unknown ρ, and define testing procedures that
control the type I error for the least favorable ρ ∈ [0, 1]. We also derive a simple bound that controls the type I error rate
when ρ is replaced with the upper confidence limit. We evaluate these approaches using simulation and limiting behavior
and we give some examples to illustrate the method.
2. Proposed tests
Assume that the Zi are multivariate normal with E(Zi) = µ, var(Z1) = 1, and corr(Zi, Zj) = ρ ≥ 0. Suppose we are
interested in testing
H0 : µ = 0.
For fixed ρ, one can show that the likelihood ratio test is a monotone function of the sample average Z . It is easy to show
that E(Z) = µ and var(Z) = {1+ (n− 1)ρ}/n. Thus, a likelihood ratio test can be fashioned by forming
Z√{1+ (n− 1)ρ}/n , (1)
which has a standard normal distribution under H0. Note that (1) can be used to test either a one-sided e.g. H0 : µ ≥ 0, or
two sided H0 : µ ≠ 0 alternative.
Since ρ is unknown, we need an estimator. Consider the mle. In the Appendix we show that the mle for µ is Z and that
the mle for ρ is given by 0, 1 or
ρ˜ = 1
2
(1− S˜2)± 1
2

(1− S˜2)2 − 4S˜
2
n− 1 ,
where S˜2 =∑(Zi − Z)2/n. For large n, one of the solutions is close to 1− S˜2 while the other is close to 0.
If we replace ρ with the mle, the resultant distribution of the standardized test statistic is hard to work with due to
the complicated form of ρ˜. Additionally, one can show that ρ˜ is a biased estimate of ρ. This leads us to consider different
estimates and approaches. To facilitate our development, think of the Zi as
Zi = U + Vi
U ∼ N(0, σ 2U )
Vi ∼ N(µ, σ 2V ), (2)
where (U, V1, . . . , Vn) are independent, and
σ 2U + σ 2V = 1.
With this representation,
ρ = corr(Zi, Zj) = σ
2
U
σ 2U + σ 2V
= σ 2U = 1− σ 2V ≥ 0.
If we could estimate σ 2V then we could estimate ρ. While we do not directly observe the Vis, note that the sample variance of
the Zs or S2Z must equal the sample variance of the Vis because U is a constant offset and the sample variance is unchanged if
a constant is added to all the data. Thus we can obtain an unbiased estimate of ρ by using simply 1− S2Z , which is pleasingly
similar to the limit of one of the solutions of the mle; 1− S˜2. Further justification for restricting estimators of ρ to functions
of S2Z is given in the Appendix.
2.1. Plug-in approaches to testing
In this subsection we explore use of estimators of ρ that are functions of S2Z and result in tractable distributions for the
standardized test statistic (1) with ρ replaced with an estimator.
Using the representation Zi = U + Vi we have that S2Z = S2V , from which we deduce that
(n− 1)s2Z
1− ρ ∼ χ
2 with n− 1 d.f.
This representationwill allowus to derive the exact distribution of test statistics that replaceρ in (1)with either an estimate,
ρˆ = max(0, 1− S2Z ), or an upper confidence limit. To begin, consider the plug-in estimate where we reject if
Zρˆ = Z{1+ (n− 1)ρˆ}/n > c, (3)
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for some constant c . We can determine the type I error rate as follows.
P(Zρˆ > c) = Pr
−
Zi > c

n{1+ (n− 1)ρˆ}

= Pr
−
Zi > c

n{1+ (n− 1)(1− s2Z )} ∩ s2Z ≤ 1

+ Pr
−
Zi > c

n{1+ (n− 1)(0)} ∩ s2Z > 1

. (4)
Using the independence of
∑
Zi and s2Z , we can write the second term of (4) as
Pr
 ∑
Zi√
n{1+ (n− 1)ρ} > c

n
n{1+ (n− 1)ρ}

P

(n− 1)s2Z
1− ρ >
n− 1
1− ρ

= Φ¯

c

1
1+ (n− 1)ρ

H¯n−1

n− 1
1− ρ

, (5)
where Φ¯(·) = 1− Φ(·) and H¯n−1(·) is the survival function of a chi-square random variable with n− 1 d.f, say X .
The first term of (4) is
P
−
Zi > c

n

1+ (n− 1)

1− (1− ρ)X
n− 1

∩ (1− ρ)X
n− 1 ≤ 1

=
∫ n−1
1−ρ
0
Φ¯
c
n 1+ (n− 1) 1− (1−ρ)xn−1 
n{1+ (n− 1)ρ}
 hn−1(x)dx
=
∫ n−1
1−ρ
0
Φ¯
c
1+ (n− 1) 1− (1−ρ)xn−1 
1+ (n− 1)ρ
 hn−1(x)dx,
where hn−1(x) is the chi-squared density function with n− 1 d.f.
Putting this all together, we get a type 1 error rate of
P(c, n, ρ) =
∫ n−1
1−ρ
0
Φ¯
c
1+ (n− 1) 1− (1−ρ)xn−1 
1+ (n− 1)ρ
 hn−1(x)dx,
+ Φ¯

c

1
1+ (n− 1)ρ

H¯n−1

n− 1
1− ρ

. (6)
For any fixed n, we need to protect against the least favorable ρ. Thus to achieve a valid testing procedure, we must pick
c = cn so that supρ P(cn, n, ρ) ≤ α. Using numerical integration, we can evaluate P(cn, n, ρ) over various ρs to determine
such a cn.
Another approach is to replace ρ in Zρˆ with the upper limit of a confidence interval rather than ρˆ. Suppose we reject if
Zβ = Z{1+ (n− 1)ρˆβ}/n > c (7)
where c is some constant, and ρˆβ is the upper limit of a one-sided (1− β) CI, constrained to be positive:
ρˆβ = max

0, 1− (n− 1)s
2
Z
a

where a solves P(X > a) = β for X a chi-square random variable with n − 1 degrees of freedom. Using our previous
arguments we can derive an expression for the type I error rate:
P(c, n, ρ, β) =
∫ a
1−ρ
0
Φ¯
c
1+ (n− 1) 1− (1−ρ)xa 
1+ (n− 1)ρ
 hn−1(x)dx,
+ Φ¯

c

1
1+ (n− 1)ρ

H¯n−1

a
1− ρ

. (8)
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Fig. 1. Null rejection rates as a function of the true ρ for tests where the unknown ρ in (1) is replaced by an estimate, ρˆ, (upper panels) or the upper limit
of a confidence interval (lower panels); n = 10 (left panels) and n = 1000 (right panels) are evaluated. Critical values cn and confidence errors βn obtained
from Table 1.
Table 1
Critical values and βs to ensure an α = .025 one-sided test based on replacing ρ in the standardized test statistic (1)
with either an estimate, ρˆ, or an upper confidence bound, ρˆβ . For the confidence interval approach a critical value
of 1.96 is used and the smallest β ensuring this is selected. Calculations were done using the numerical integration
package of Mathematica.
n
Method Value 2 3 4 5 10 20 40 100 1000 10000
Zρˆ cn 1.988 2.058 2.133 2.204 2.489 2.865 3.126 4.115 7.17 12.66
Zβ βn .25 .25 .25 .25 .20 .20 .15 .15 .10 .05
We can also show that under the alternative that the mean is µ, power is given by
P(c, n, β, ρ, µ) =
∫ a
1−ρ
0
Φ¯
 c

1+ (n− 1)

1− (1−ρ)xa

− µ/√n
√
1+ (n− 1)ρ
 hn−1(x)dx
+ Φ¯

c − µ/√n√
1+ (n− 1)ρ

H¯n−1

a
1− ρ

. (9)
As before, to obtain an α level procedure, we can determine c such that supρ P(c, n, ρ, β) = α. Of course, different choices
of c, β lead to different procedures that have different power profiles as a function of ρ. An appealing approach for Zβ is to
choose β as large as possible so that use of c = zα remains an α-level procedure for all ρ.
Table 1 provides the cn andβn than ensureα = .025based onnumerical integration.We see that cn increases dramatically
with nwhile βn decreases modestly with n.
To illustrate how the probability of rejection varies with ρ, Fig. 1 provides the probability of rejection for n = 10 and
1000. As n increases, the least favorable ρ using the plug-in estimate ρˆ approaches 0, while for the plug-in confidence limit
ρˆβ the least favorable ρ is consistently at 1.
The Zρˆ procedure has unappealingly large cn for large n. For example, at n = 1000 we have to use a critical value of 7.17
for the least favorable ρ. This behavior is unintuitive because large n should result in better estimates and, indeed, ρˆ → ρ
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Table 2
Critical values that ensure a type I error rate of α = .025 one-sided using a bound based on
the confidence interval method (10).
Method (β) 2 5 10 40 100 1000 10000
.01 1.970 1.989 2.003 2.025 2.034 2.045 2.048
.001 1.961 1.963 1.965 1.967 1.967 1.968 1.969
as n → ∞. So the increasing cn are paradoxical. In fact, we can demonstrate pathological behavior for large n. If we take
ρn = 1/n3/4 then for any fixed c , the type I error rate converges to at least .25 as n → ∞ (see Appendix). The basic cause
for the pathological behavior is that for ρn = 1/n3/4, there is always appreciable probability that ρˆ will equal 0. When this
occurs the denominator of Zρˆ is much too small and Zρˆ often becomes quite large whenever Zρˆ > 0. Clearly, this approach
will be unappealing for large n. The Zβ approach does not have this unappealing behavior.
2.2. Conservative bounds
A simpler approach that avoids numerical integration and use of tables is to derive a bound. We replace ρ by a
conservative estimate that uses an upper (1 − β) confidence limit for ρ, derive a bound on the probability of rejection
P(c, n, ρ, β) and choose c > zα , so that the type I error rate is maintained. This kind of thinking was used by Berger and
Boos [2] to construct valid p-values under a general testing framework with an arbitrary nuisance parameter. We exploit
the structure of our problem and obtain a tighter bound than Berger and Boos [2].
Substituting ρˆβ for ρ in (1) and using critical value c yields a type 1 error rate of
P(Zβ > c) = Pr
 ∑
Zi
n{1+ (n− 1)ρˆβ}
> c ∩ ρˆβ ≥ ρ

+ Pr
 ∑
Zi
n{1+ (n− 1)ρˆβ}
> c ∩ ρˆβ < ρ

≤ Pr
 ∑
Zi√
n{1+ (n− 1)ρ} > c ∩ ρˆβ ≥ ρ

+ Pr
 ∑
Zi√
n{1+ (n− 1)0} > c ∩ ρˆβ < ρ

= {1− Φ(c)} Pr(ρˆβ ≥ ρ)+ Pr
−
Zi >
√
n c

Pr

ρˆβ < ρ

= Φ¯(c)(1− β)+ Φ¯

c√
1+ (n− 1)ρ

β
≤ Φ¯(c)(1− β)+ Φ¯

c√
1+ (n− 1)1

β
= Φ¯(c)(1− β)+ Φ¯

c√
n

β. (10)
We set (10) equal to α and solve for c. The method of Berger and Boos [2] results in the looser bound of Φ¯(c)+β . Table 2
provides the bounds for β = .01 and.001 for an α = .025 one-sided test.
3. Simulations
In this section, we evaluate the different procedures under various settings. We evaluate type I error rate and power for
n = 2, 5, 40, 1000, 10 000 for 11 ρ equally spaced on [0, 1]. To evaluate power we take µ = 1.96√{1+ (n− 1)ρ}/n so
that if ρ were known, (1) would provide 50% power. Each scenario is simulated 10000 times and the rejection proportion
recorded (Tables 3 and 4). We evaluate the following tests:
• Benchmark, denoted by Bench. We use Z/√{1+ (n− 1)ρ}/n with ρ set at the true value. In practice, ρ is unknown so
this provides a benchmark.
• Plug-in ρˆ, denoted by Zρˆ . We reject when Zρˆ > cn where cn protects the type I error rate.• Plug-in ρˆβ , denoted by Zβ : We reject when Zβ > 1.96 where βn is chosen to protect the type I error rate.• CI-99 denoted by Bound. We reject when Zβ > c where c is based on (10) with β = .01.
Based on these simulations we can draw some conclusions
• Use of the bound (10) has substantially less power than the plug-in confidence interval method for small ρ. With small
n, the two methods have similar power for large ρ. For large ρ, use of the bound has about 10% less power. The main
appeal of the bounding approach is its simplicity.
In separate simulations, we evaluated performance of the bound approach (10) for β = .20, .05, .01, .001. Overall, the
powers given by β = .01 and .001 are similar and superior to the other βs especially for larger n.
120 D. Follmann, M. Proschan / Journal of Multivariate Analysis 104 (2012) 115–125
Table 3
Simulated type I error rate and power for different tests with n equal to 2, 5, and 40. Each rejection rate based on 10000 simulations.
Null hypothesis Alternative hypothesis
n ρ Bench Zρˆ Zβ Bound Bench Zρˆ Zβ Bound
2 0.0 .0491 .0248 .0241 .0091 .4973 .3389 .3330 .2385
2 0.1 .0482 .0260 .0250 .0107 .4983 .3707 .3640 .2755
2 0.2 .0508 .0337 .0331 .0152 .4935 .3929 .3886 .3056
2 0.3 .0520 .0370 .0352 .0180 .4975 .4220 .4176 .3357
2 0.4 .0469 .0423 .0407 .0216 .5104 .4501 .4443 .3714
2 0.5 .0538 .0468 .0454 .0297 .5021 .4666 .4642 .4019
2 0.6 .0490 .0491 .0464 .0298 .5074 .4841 .4799 .4241
2 0.7 .0533 .0507 .0494 .0355 .4958 .4842 .4821 .4382
2 0.8 .0495 .0495 .0485 .0399 .5035 .4905 .4935 .4609
2 0.9 .0516 .0478 .0496 .0449 .5039 .4934 .4997 .4822
2 1.0 .0470 .0441 .0470 .0461 .5036 .4916 .5036 .4986
5 0.0 .0495 .0125 .0166 .0011 .5106 .2182 .2193 .0496
5 0.1 .0506 .0273 .0283 .0028 .5028 .2986 .2980 .1047
5 0.2 .0478 .0357 .0355 .0050 .5064 .3546 .3535 .1665
5 0.3 .0476 .0472 .0458 .0079 .5023 .3820 .3928 .2229
5 0.4 .0503 .0484 .0489 .0126 .4973 .3996 .4179 .2747
5 0.5 .0474 .0491 .0471 .0148 .4969 .4065 .4409 .3245
5 0.6 .0495 .0441 .0459 .0232 .4999 .4125 .4586 .3683
5 0.7 .0459 .0331 .0418 .0263 .5008 .4124 .4718 .4064
5 0.8 .0491 .0291 .0446 .0331 .5053 .4121 .4886 .4434
5 0.9 .0508 .0297 .0487 .0415 .5048 .4103 .4972 .4689
5 1.0 .0541 .0285 .0541 .0511 .5012 .4018 .5012 .4887
40 0.0 .0499 .0008 .0082 .0003 .5082 .0575 .0896 .0052
40 0.1 .0472 .0473 .0378 .0025 .4982 .2760 .2316 .0551
40 0.2 .0495 .0490 .0315 .0039 .5028 .2413 .3126 .1391
40 0.3 .0509 .0293 .0311 .0081 .5082 .2060 .3775 .2312
40 0.4 .0493 .0111 .0340 .0140 .5097 .1609 .4172 .3031
40 0.5 .0533 .0059 .0377 .0215 .5129 .1488 .4462 .3572
40 0.6 .0478 .0027 .0381 .0231 .4983 .1293 .4544 .3857
40 0.7 .0475 .0021 .0381 .0242 .5009 .1200 .4708 .4101
40 0.8 .0489 .0022 .0447 .0331 .5012 .1234 .4847 .4401
40 0.9 .0506 .0016 .0486 .0384 .5015 .1205 .4929 .4582
40 1.0 .0477 .0019 .0477 .0396 .4958 .1249 .4958 .4648
• For small n, Zρˆ has power similar or worse than Zβ . For large n, we never reject with Zρˆ . The large cn we must use to
protect against the least favorable ρ are ridiculously large for nearly all other ρ.
• As n increases, Zβ has power that approaches the benchmark power, provided ρ is not too small.• As n increases Zβ has relatively poor power at ρ = 0. Note that unless ρˆβ = 0, ρˆβ ismultiplied by (n−1), the denominator
of Zβ is large, and it is very difficult to reject. Since the probability of rejecting using ρ = 0 in the denominator is 1/2 by
construction, and since S2Z is independent of Z , the power at ρ = 0 is about β/2 for these tables.• It is important to realize that all tests are consistent. The seemingly poor power at ρ = 0 is a direct consequence of
calibrating the benchmark test to have power= .50. Consider n = 100. Here we take µ = .64 at ρ = .1 and µ = .128
at ρ = 0. If we take µ = .64 at ρ = 0, the simulated power is 1 for Zβ and the bound. The simulated power is .58 for Zρˆ .
Based on these simulations, it is clear that the confidence interval approach Zβ is the superior method. However, in some
settings, especially if ρ is thought to be large, the simple bound method may be useful.
4. Examples
4.1. Within cluster resampling
Within cluster resampling [4,3] is a general technique that can be used to analyze arbitrarily correlated data. Based on K
clusters of data,we randomly select an observation fromeach cluster and then obtain an approximately normally distributed
estimate θˆ with consistent variance estimate σˆ 2. If we repeat this procedure a large number of times, n, we obtain θˆ1, . . . , θˆn,
and σˆ 21 , . . . , σˆ
2
n . Based on these estimates, a test statistic is formed:
Tn = θˆ
σˆ 2 − S2θ
,
where θˆ , σˆ 2 are the sample averages and S2θ the sample variance of the θˆis. Importantly, n can be arbitrarily large, as it is the
number of Monte Carlo resamples chosen by the data analyst.
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Table 4
Simulated type I error rate and power for different tests with n equal to 1000 and 10 000. Each rejection rate based on 10 000 simulations.
Null hypothesis Alternative hypothesis
n ρ Bench Zρˆ Zβ Bound Bench Zρˆ Zβ Bound
1000 0.0 .0504 .0000 .0052 .0006 .4976 .0000 .0470 .0039
1000 0.1 .0524 .0000 .0245 .0078 .4958 .0000 .3427 .2075
1000 0.2 .0515 .0000 .0353 .0207 .5061 .0000 .4287 .3303
1000 0.3 .0475 .0000 .0370 .0207 .4965 .0000 .4531 .3772
1000 0.4 .0508 .0000 .0428 .0305 .4892 .0000 .4577 .3984
1000 0.5 .0480 .0000 .0434 .0317 .5028 .0000 .4833 .4298
1000 0.6 .0492 .0000 .0453 .0331 .4938 .0000 .4793 .4318
1000 0.7 .0500 .0000 .0475 .0353 .5060 .0000 .4973 .4514
1000 0.8 .0515 .0000 .0497 .0372 .4957 .0000 .4902 .4502
1000 0.9 .0498 .0000 .0493 .0394 .4991 .0000 .4975 .4597
1000 1.0 .0499 .0000 .0499 .0407 .4912 .0000 .4912 .4574
10000 0.0 .0506 .0000 .0020 .0004 .5139 .0000 .0260 .0052
10000 0.1 .0515 .0000 .0339 .0220 .5050 .0000 .4334 .3656
10000 0.2 .0462 .0000 .0390 .0285 .4962 .0000 .4651 .4133
10000 0.3 .0521 .0000 .0459 .0343 .5005 .0000 .4796 .4299
10000 0.4 .0506 .0000 .0467 .0355 .4985 .0000 .4839 .4371
10000 0.5 .0496 .0000 .0470 .0355 .4977 .0000 .4885 .4420
10000 0.6 .0439 .0000 .0423 .0316 .4998 .0000 .4926 .4530
10000 0.7 .0464 .0000 .0455 .0328 .4995 .0000 .4952 .4556
10000 0.8 .0502 .0000 .0495 .0376 .5075 .0000 .5049 .4636
10000 0.9 .0534 .0000 .0533 .0418 .4947 .0000 .4935 .4527
10000 1.0 .0500 .0000 .0500 .0390 .4945 .0000 .4945 .4545
If we make the transformation Zi = θˆi/

σˆ 2, then we can rewrite Tn as
Tn = Z
1− S2Z
, (11)
which for large n is approximately the plug-in ρˆ approach. Follmann et al. [3] show that Tn converges to a standard normal
on the null, given certain conditions.
Interestingly, Z is not multivariate normal, though each element is standard normal and they are exchangeable. To
see this in a simple case, suppose that cluster i has Xi1, . . . , Xim multivariate normal with E[Xij] = µ, var(Xij) = n and
corr(Xij, Xik) = ω. Then θˆ = Z = ∑nk=1 XkJ(k)/n, where J(k) = Yk and the Yk are iid Multinomial (1, 1/m, . . . , 1/m) with
support on the integers 1, . . . ,m. While the Zis are exchangeable by construction with E(Zi) = 0 and var(Zi) = 1, Z is not
multivariate normal. To see this, note two separate resamplesmight both contain e.g. X11. Thus conditional on Sij the number
of observations shared for the ith and jth resamples,wehave corr(Zi, Zj|Sij) = Sij/n+(1−Sij/n)ω. Ifweuncondition, thenZ is a
mixture of normalswherewemix over all possible correlationmatrices, each one corresponding to a different set of {Sij}. The
unconditional correlation between any two Z is 1/m+ (1− 1/m)ω. While exchangeable, such a mixture is not multivariate
normal. The conditional distribution of Z |S is normal with mean 0 and variance (1+ (n−1)ω)/n+∑i≠j Sij(1−ω)/n3. Thus
the unconditional distribution of the Z is a mixed (over the variance) normal. Such mixtures are not normal and the plug-in
tests developed in this manuscripts are, strictly speaking not applicable.
Though Z is not multivariate normal, the pathological behavior of the ρˆ-plug in approach for small ρ raises some
important points for use of Monte Carlo WCR. In particular, the simple strategy of picking n to be ‘‘large’’ e.g. 1000 or 5000
without looking at the data and then using a standard normal critical value for Tn can lead to substantial type I error rate
inflation. We know that for any fixed n there exists some ρ for which the type I error rate will not be controlled. Indeed, for
n = 1000, use of a 1.96 critical value for T leads to a type I error rate of .12 at ρ = .02. Thus it seems prudent to choose n
based on the data. Follmann et al. [3] discuss how to choose n so that Tn is close to the n-limit of Tn and the type I error rate
controlled.
At times, the n required for accurate inference may be unrealistically large. An alternative method would be to resample
under the restriction that Sij be the same for all pairs of resamples. Under this restricted resampling, multivariate normality
would obtain for the above example and the confidence interval approach of this paper could be used.
4.2. O’Brien’s test with partial information
Another example of where this method might be useful is evaluating multiple endpoints in a clinical trial. One popular
way to combine multiple endpoints is by the use of O’Brien’s test, which is optimal if the true standardized treatment
effects on all endpoints are of equal magnitude (see [7,8]). In this procedure, a weighted combination of Z-statistics for
the individual endpoints is formed
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O = J
′Σ−1Z
J′Σ−1J
,
where J is a vector of 1’s and Σ is the correlation matrix of Z . The test statistic O has a standard normal distribution on the
null.
Results of clinical trials are reported in journals with limited space. Typically the effect of an intervention is given
separately for the different endpoints and rarely is the correlation between the test statistics provided. For example, the
ALLHAT Officers and Coordinators [1] reported the results of a large clinical that evaluated the effects of different anti-
hypertensive and lipid-lowering treatments on cardiovascular disease. The primary endpoint was the occurrence of fatal
coronary heart disease or nonfatal myocardial infarction, and the comparison between the lisinopril versus chlorthalidone
arms was not significant with a Z-statistic of−.24.
The investigators also reported Z-scores for two key secondary outcomes; combined coronary heart disease with a of
Z = 1.35 and stroke with a Z = 2.31, both favoring chlorthalidone. For some readers, it would be of interest to know
whether treatment was significant for the combination of endpoints using O’Brien’s test. But since Σ was not reported, it
seems hopeless.
For the case of two endpoints, O reduces to
Z√
(1+ ρ)/2
which is exactly (1). We thus apply the methods of this paper by forming
Zβ = Z
(1+ ρˆβ)/2
.
For n = 2, β = .25 and ρˆβ = max(0, 1 − (n − 1)S2Z /1.32) = .65. Thus Zβ = 2.01 which is larger than 1.96 and
significant at α = .05. Therefore, a reader without knowledge of the correlation between the Z-statistics could still deduce
that chlorthalidone was beneficial compared to lisinopril with respect to the combination of endpoints.
5. Summary
We have discussed new procedures to test E[Zi] = µ = 0 for the exchangeable multivariate normal setting with
var(Zi) = 1 but with common unknown correlation ρ. We derived the standardized likelihood ratio test statistics for
known ρ and evaluated different methods of replacing the unknown ρ. Replacing ρ with a consistent estimator required
unacceptably large critical values for large n and pathological behavior for ρn close to 0. Replacing ρ with the upper limit of a
confidence interval and bounding the type I error rate, had relatively poor performance for smallρ, butmay be an acceptably
simple method for large ρ. The best approach replaced ρ with the upper limit of a confidence interval chosen to exactly
control the type I error rate for the least favorable ρ in [0, 1]when a standard critical value is used for the standardized test
statistic.
Generalizations of this approach can be considered. Consider a model where Zi = U + Vi with U ∼ N(0, σ 2U ) and Vi iid
from a distribution F with mean 0 such that var(Zi) = 1. Then for large n the thinking of this paper may apply. However, if
U is from an arbitrary F our methods will not generalize. Another possible generalization is when var(Zi) = σ 2 is unknown,
though this substantially changes the formulation.
Appendix A. Justification for estimators of ρ that depend only on S2Z
Recall that we can think of the Zi as
Zi = U + Vi
U ∼ N(0, σ 2U )
Vi ∼ N(µ, σ 2V ), (12)
where (U, V1, . . . , Vn) are independent, and
σ 2U + σ 2V = 1.
One can show that if we restrict attention to estimators that are functions of (Z1 − Z¯, . . . , Zn − Z¯), the orthogonal
complement of Z¯ , the estimator ofµ, then only functions of
∑n
i=1(Zi− Z¯)2 should be considered. To see this, decompose the
observations (Z1 − Z¯, . . . , Zn − Z¯) into (Y ,A), where
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Y =
n−
i=1
(Zi − Z¯)2 and A =
 Z1 − Z¯ n∑
i=1
(Zi − Z¯)2
, . . . ,
Zn − Z¯
n∑
i=1
(Zi − Z¯)2
 .
We claim that the conditional distribution of A given Y is free of ρ, and therefore A gives no additional information about ρ
once we know Y . The claim is equivalent to the statement that the conditional distribution of A′ given Y ′ is free of ρ, where
Y ′ =
n−
i=1
(Vi − V¯ )2 and A′ =
 V1 − V¯ n∑
i=1
(Vi − V¯ )2
, . . . ,
Vn − V¯
n∑
i=1
(Vi − V¯ )2
 .
One way to prove the claim is to note that in the setting in which we observe the i.i.d. random variables Vi, A′ is ancillary
(its distribution is free of both µ and ρ) and (V¯ , s2V ) is a complete sufficient statistic. By Basu’s theorem, A
′ is independent
of (V¯ , s2V ), and therefore of s
2
V . Transforming back to the case where we observe Z1, . . . , Zn, we see that the conditional
distribution of A given Y is the unconditional distribution of A, which does not depend on ρ. In other words, we could
generate the Zi − Z¯ data by first generating Y (whose distribution does depend on ρ) and then generating data A from a
distribution that has nothing to do with ρ. This makes it clear that nothing is to be gained by looking beyond Y = (n− 1)S2Z
to make inferences about ρ.
Appendix B. Derivation of the mle of ρ ≥ 0
An easy way to derive the mle is to think first about the mle in the case of Xi iid N(µ, σ 2). In that case the likelihood is
(2πσ 2)−n/2 exp

−
n−
i=1
(Xi − µ)2
2σ 2

. (13)
Because the Xi are multivariate normal, it follows from the fact that cov(Xi − X¯, X) = 0 for each i that (X1 − X¯, . . . , Xn − X¯)
is independent of X¯ . Therefore, the likelihood may be factored as
(2πσ 2/n)−1/2 exp
−(X¯ − µ)2
2σ 2/n

L′, (14)
where L′ is the likelihood of (X1 − X¯, . . . , Xn − X¯). Equating (13) and (14) and solving for L′ yields
L′ = {n(2πσ 2)n−1}−1/2 exp

− nS˜
2
2σ 2

, (15)
where S˜2 is the sample variance using n instead of n− 1 in the denominator.
Now consider the equicorrelated Z setting. It is easy to show that cov(Zi − Z¯, Z¯) = 0 for each i, which implies that
(Z1 − Z¯, . . . , Zn − Z¯) is independent of Z¯ even in this equicorrelated Z setting. Therefore, the likelihood function may again
be written as a product of the likelihood for Z¯ and the likelihood for (Z1 − Z¯, . . . , Zn − Z¯). Notice also that the mean vector
and covariance matrix of (Z1 − Z¯, . . . , Zn − Z¯) are the same as if the Zs were iid N(0, 1 − ρ), so the likelihood is also the
same. By Eq. (15) with σ 2 = 1− ρ, this likelihood is
{n(2π(1− ρ))n−1}−1/2 exp

− nS˜
2
2(1− ρ)

.
Also, the likelihood for Z¯ is N(µ, {1 + (n − 1)ρ}/n). Therefore, in the equicorrelated Z setting, the total likelihood is the
product:
exp

− nS˜22(1−ρ)


n(2π(1− ρ))n−1
exp

−(Z¯−µ)2
2(1+(n−1)ρ)
n


2π

1+(n−1)ρ
n
 .
It is clear that irrespective of ρ, the value of µ that maximizes the likelihood is µˆ = Z¯ . Substituting this value, taking
logarithms, and maximizing with respect to ρ is equivalent to maximizing the expression
−(1/2)

nS˜2
1− ρ + (n− 1) ln(1− ρ)+ ln

1+ (n− 1)ρ
n

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over ρ. The derivative is
1
2

n(n− 1)ρ
(1− ρ)(1− ρ + nρ) −
nS˜2
(1− ρ)2

.
Setting this equal to zero yields
ρ2 + (S˜2 − 1)ρ + S˜2/(n− 1) = 0.
The quadratic formula yields the two solutions:
ρ˜ = 1− S˜
2 ±

(1− S˜2)2 − 4S˜2/(n− 1)
2
.
Thus the mle is obtained by evaluating the likelihood at the above two values of ρ˜, and at 0, and 1, and picking the largest.
Numerically we have found that the mle is usually given by
ρ˜ = 1− S˜
2 +

(1− S˜2)2 − 4S˜2/(n− 1)
2
,
but is 0 when (1− S˜2)2 − 4S˜2/(n− 1) is either negative, or close to negative.
Recall that for Zi iid normal, the mle of the variance is precisely
∑
(Zi − Z)/n, not the sample variance which has a
denominator of n − 1. In our setting the mle is a function of∑(Zi − Z)/n. Also note that as n → ∞, one of the solutions
approaches 1− S˜2 while the other solution approaches 0.
Appendix C. Limiting behavior of Zρˆ as n→∞ and ρn = (1/n)3/4 → 0
Recall that
Zi = U + Vi,
where U ∼ N(0, ρ) is independent of (V1, . . . , Vn), which are i.i.d. N(0, 1− ρ). The test statistic T is
T = Z¯
1+(n−1)ρˆ
n
, ρˆ = max(0, 1− s2Z ) = max(0, 1− s2V ).
Therefore,
T =

√
n(U + V¯ )
1+ (n− 1)(1− s2V )
if s2V ≤ 1
√
n(U + V¯ ) if s2V > 1.
We will reject the null hypothesis if T > c , so
Pr(T > c) ≥ Pr(T > c ∩ s2V > 1)
= Pr(√n(U + V¯ ) > c ∩ s2V > 1)
= Pr(√n(U + V¯ ) > c) Pr(s2V > 1). (16)
The last line follows from the fact that (U, V¯ ) is independent of s2V .
Now consider the sequence ρn = 1/n3/4. Because√n(U+ V¯ ) is normal with mean 0 and variance n{ρn+ (1−ρn)/n} →
∞, Pr(√n(U + V¯ ) > c)→ 1/2. Also,
Pr(s2V > 1) = Pr

s2V
1− ρn >
1
1− ρn

= Pr

Xn−1
n− 1 >
1
1− ρn

, (17)
where Xn−1 has a chi-squared distribution with n−1 degrees of freedom. Because Xn−1 has the distribution of a sum of n−1
i.i.d. chi-squared (1) random variables, the CLT tells us that {Xn−1/(n− 1)− 1}/{2/(n− 1)}1/2 converges in distribution to
N(0, 1).
Pr

Xn−1
n− 1 >
1
1− ρn

= Pr
 Xn−1
n−1 − 1√
2/(n− 1) >
1
1−ρn − 1√
2/(n− 1)

= Pr

Yn >
√
n− 1 ρn√
2 (1− ρn)

(18)
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where Yn = {Xn−1/(n − 1) − 1}/{2/(n − 1)}1/2 converges in distribution to Y , a standard normal deviate. Because the
limiting distribution function is continuous, Pr(Yn > y) → Pr(Y > y) uniformly in y. By this uniform convergence, and
because (n− 1)1/2ρn/{21/2(1− ρn)} → 0 for ρn = 1/n3/4,
Pr

Yn >
√
n− 1 ρn√
2 (1− ρn)

→ Pr(Y > 0) = 1/2.
Therefore, (16) converges to (1/2)(1/2) = 1/4.
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