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We theoretically investigate electron spin operations driven by applied electric fields in a semicon-
ductor double quantum dot (DQD). Our model describes a DQD formed in semiconductor nanowire
with longitudinal potential modulated by local gating. The eigenstates for two electron occupation,
including spin-orbit interaction, are calculated and then used to construct a model for the charge
transport cycle in the DQD taking into account the spatial dependence and spin mixing of states.
The dynamics of the system is simulated aiming at implementing protocols for qubit operations,
that is, controlled transitions between the singlet and triplet states. In order to obtain fast spin
manipulation, the dynamics is carried out taking advantage of the anticrossings of energy levels
introduced by the spin-orbit and interdot couplings. The theory of optimal quantum control is
invoked to find the specific electric-field driving that performs qubit logical operations. We demon-
strate that it is possible to perform within high efficiency a universal set of quantum gates {CNOT,
H⊗I, I⊗H, T⊗I, and T⊗I}, where H is the Hadamard gate, T is the pi/8 gate, and I is the identity,
even in the presence of a fast charge transport cycle and charge noise effects.
PACS numbers:
I. INTRODUCTION
There have been numerous proposals for the realization
of quantum bits (qubits) in solid state systems aiming
to host reliable platforms for quantum computation.1–3
Quantum dots in semiconductors are promising candi-
dates for such platform due to the mature stage of
the technology for semiconductor devices, including ad-
vanced growth material processing as well as the abil-
ity to integrate structures in nanometer scales. Essen-
tially, the quantum dot provides spatial localization for
the qubit which, in principle, decreases the coupling of
the qubit with the neighboring environment, therefore
prolonging the quantum coherences. There are propos-
als for quantum dots using either charge4 or spin5,6 as
qubits, or both,7 whereas spins seem to be more favor-
able because of their longer decoherence times due to the
weaker nature of the magnetic interactions. Nonetheless,
it is common to have spin decoherence brought by charge
dynamics in several quantum dot systems.8 Of course,
the coupling with the environment cannot be completely
suppressed, as for instance in the case of the hyperfine in-
teraction of the electron spin with nuclear spins,9 or even
because the qubits have to interact with the environment
to be externally controlled during the qubit initialization,
manipulation and readout processes.
Among the proposals for semiconductor quantum dots
hosting qubits,3 there is a very controllable architecture
of a double quantum dot (DQD) created by local gates
underneath a semiconductor nanowire,10–12 which in turn
is connected to source and drain leads [see Fig. 1(a)].
This system is very versatile because the gate voltages
that modify the potential profile along the nanowire can
also control the interdot tunneling and can independently
control the electron occupation in each quantum dot.
The local gates can also serve as an input for time-
dependent electrical fields that, via spin-orbit coupling,
act as effective magnetic fields on the electron spins.12
In essence, this type of nanowire DQDs behave as quan-
tum tunneling devices allowing electrical current through
themselves only when the energy levels of the embedded
DQD have a favorable alignment. This Coulomb block-
ade behavior produces very distinctive charge stability di-
agrams when measuring the current through the DQD.11
Moreover, the current is allowed only when the spin of
the electron tunneling the DQD has orientation contrary
to that of the spin of the unpaired electron already oc-
cupying the neighboring dot. This effect is known as the
Pauli or spin blockade13 and it is useful to access the
spin configuration of the two-electron states via charge
current measurements.
A common procedure for manipulating the electron
spin in the above mentioned DQDs consists in initial-
izing the system in spin blockade regime, i.e., assur-
ing that the pair of electrons have parallel spins (triplet
state), then applying a gate voltage to reinforce the
(Coulomb) blockade.3 In this double-blockade regime, the
spin manipulation can be done by oscillating magnetic
fields (electron spin resonance, ESR) or oscillating elec-
tric fields via effective magnetic field of the spin-orbit ef-
fect (electron dipole spin resonance, EDSR). The latter is
technologically more attractive since it is an all-electrical
technique. Finally, the readout is done by lifting the
Coulomb blockade and checking if the spin blockade has
been lifted by the manipulation procedure. If so, the final
state would be a two-electron state with antiparallel spins
(singlet) and a current would flow through the nanowire
DQD. This scheme implies that the manipulation proce-
dure is carried out in gate voltages detuned from energy
level alignments (i.e. in the Coulomb blockade regime)
where both ESR and EDSR need many oscillations of
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2the applied field to accomplished the desired spinflip.
There have been, however, alternative approaches uti-
lizing the energy level avoid crossings.8 If the system is
forced, by a voltage change, through an avoid crossing,
the Landau-Zener (LZ)14,15 effect can work either in favor
or in opposition to a tunneling between two energy-level
avoid branches. The tunneling is favored if the system is
rapidly forced through the avoid crossing. If these avoid
crossings are between states of different spin configura-
tions, for instance due to spin-dependent interactions as
the spin-orbit interaction, then it is possible to have a
faster spinflip process in the spin manipulation proce-
dure. In fact, the LZ effect was shown to produce much
faster and stronger spin dynamics than the EDSR exci-
tation, for instance, given rise to strong resonances even
for excitations with harmonic frequencies.11
In the case of the nanowire DQD discussed above, the
LZ tunneling introduces a parallel effect that can be
prejudicial to the spin manipulation. This adverse ef-
fect occurs because the nanowire DQD, when operated
at the avoid crossing, populates the singlet state [S(2,0)
in Fig. 1(c)] which produces current since this state lifts
the spin blockade and has a strong overlap with the drain
lead. In other words, the LZ process is inevitably ac-
companied by an unloading process of the DQD, leaving
only one electron localized in the DQD, and allowing for
a subsequent reloading by another electron coming from
the source lead [see Fig. 2(a)]. This creates a charge
transport cycle through the DQD in which the loading
and unloading processes introduce unwanted decoherence
channels into the two-electron dynamics. Thus, from one
perspective LZ can speed up the spinflip dynamics, but
from another perspective it can lead to decoherence due
to charge dynamics.8,16 Our work investigates this situ-
ation to understand to which degree LZ tunneling can
be useful in the manipulation of two-electron spins in
nanowire DQDs.
Our theoretical investigation starts with a model
Hamiltonian describing the nanowire DQD as a quasi-
one-dimensional problem of two electrons. Both spa-
tial and spin degrees of freedom are treated and the
Schro¨dinger equation, including spin-orbit interaction
and the source-drain applied voltage, is solved for the
eigenstates – in this case for the five lowest energy states:
two singlets and three triplets [Fig. 1(c)]. The eigen-
states are used to construct a model for the load and
unload of the DQD, where the spatial dependencies and
the spin mixing of the eigenstates are taking into ac-
count. The load/unload rates are dependent on the
source-drain applied voltage (called here detuning for
short). There is only one free parameter characterizing
these rates, which is a global prefactor yielding the in-
tensity of the load/unload process, i.e. it controls the
charge cycle frequency in our model. The dependence
of the (un)load rate on the detuning also means that
time-dependent electric fields, applied to perform spin-
flip dynamics, render a time dependence to the rates.
This detuning-dependent transport cycle is important to
address properly the aforementioned question about the
usefulness of LZ tunneling in the spinflip manipulation
carried out close to the avoid crossings.16
The manipulation of spins in DQD raises the question
of what degree of control one can achieve in performing
qubits logical operations. Although transitions between
spin states can generally be accomplished by adjusting
few parameters of the external field, it is not appropriate
to construct the set of universal quantum gates necessary
to implement quantum computation.17 However, this sit-
uation can be tackled by the multi-target formulation of
Quantum Optimal Control Theory (QOCT).18,19 Here,
QOCT is invoked to design field control for a universal set
of quantum gates {CNOT, H⊗I, I⊗H, T⊗I, and T⊗I},
where H is the Hadamard gate, T is the pi/8 gate, and I
is the identity, in the presence of a fast charge transport
cycle.
In this paper, Sec. II describes the two-electron eigen-
states, their dynamical occupations and the charge trans-
port cycle model. Sec. III-A shows the dynamics of two-
electron states in applied pulses of electric field aiming to
perform some spinflip transitions. In Sec. III-B, the opti-
mal quantum control is used to demonstrate the feasibil-
ity of a set of universal quantum gates. Sec. IV contains
our final remarks. The Appendix A and B show details of
the relaxation rates introduced by the charge transport
cycle and of the multi-target QOCT, respectively.
II. THEORETICAL FRAMEWORK
A. Eigenstates
We work within the effective-mass approximation con-
sidering two electrons in a nanowire as in Fig. 1(a). The
Hamiltonian can be written as:20
H = h1 + h2 + Vc(|r2 − r1|), (1)
where Vc is the Coulomb repulsion between electrons.
The single-electron Hamiltonians are:
hi = Ti + V (ri) +
1
2
g(x)µBBσx +HSOi , (i = 1, 2), (2)
with Ti being the kinetic energy operator, V (ri) the
structure potential, 12g(x)µBBσx the Zeeman term for
magnetic field along the nanowire (x axis), including a
position-dependent effective g-factor g(x),11 and HSOi
the spin-orbit interaction given below. We assume a
strong confinement for the transverse directions of the
nanowire, such that the electron motion can be quantized
in these directions and separated from the motion along
longitudinal direction. For the transverse quantized mo-
tion, we take20 the ground state in a cylindrical potential
and rewrite the Hamiltonian for the corresponding quasi-
3one-dimensional problem along the nanowire as:20
H =
∑
i=1,2
[− h¯
2
2m∗
∂2
∂x2i
+ V (xi) +
1
2
g(xi)µBBσxi +HSOi ]
+Vc(|x1 − x2|), (3)
where Vc is given in Ref. 21, and the orbital effects of
the magnetic field are neglected, i.e. Ti =
(h¯ki−Ai/e2)2
2m∗ ≈
− h¯22m∗ ∂
2
∂x2i
. Again, due to the strong transverse confine-
ment, the Rashba spin-orbit interaction, generated by
electrostatic potentials of the applied gates, can be ap-
proximated by:20
HSOi = α(σxikyi − σyikxi) ≈ −ασyikxi , (4)
where α is the Rashba constant.
The Schro¨dinger equation is solved for the above
Hamiltonian, Eqs. (3) and (4), to obtain the energies En
and eigenstates:
ψn(x1, x2) =
 φ1n(x1, x2)φ2n(x1, x2)−φ2n(x2, x1)
φ3n(x1, x2)
 | ↑↑〉| ↑↓〉| ↓↑〉
| ↓↓〉
, (5)
which are written as spinors in the 1/2-spin basis
{|σz1σz2〉} along the z axis. The anti-symmetry by
the exchange of the two electrons is reinforced by the
fact that the spinor components satisfy φ1,3n(x1, x2) =
−φ1,3n(x2, x1). The method for solving the Schro¨dinger
equation was adapted from a split-operator method22 to
act in the spinor Eq. (5). This method evolves a trial
wavefunction in imaginary time, resulting in a preferen-
tial decay of high-energy components of the trial wave-
functions and is non-unitary. At each simulation step,
the wavefunctions are normalized, orthogonality between
the wavefunctions is ensured using a modified Gram-
Schmidt method,22 and the components φ1,3n(x1, x2) of
Eq. (5) are anti-symmetrized. We used the parameters
m∗ = 0.027m0 , α = 110 meV nm, and the effective g-
factor was taken from experiment,23 being g(x > 0)=6.8
[g(x < 0)=7.8] for the dot at the right (left) side of the
DQD. Figure 1(b) shows the double-well confinement po-
tential V (x) along the nanowire, where the interdot po-
tential barrier was adjusted24 (35 meV) to produce a
singlet-triplet splitting of 6 meV as measured in Ref. 23.
Panel (c) of Fig. 1 shows the energies of the five low-
est energy states as function of the detuning energy,
ε = −e(x1 + x2)F , due to an electric field F applied
along the wire. All results in this paper are for an applied
magnetic field of B=50 mT. From now on, the detun-
ing energy ε will be used taking as reference the applied
field at the anticrossing, i.e. zero detuning (ε=0) means
applied electric field of F=229 V/cm. It is noticed in
Fig. 1(c) that only one state has a pronounced depen-
dence on the detuning. This state has a strong singlet
character with two electrons on the left dot of the DQD:
we call it S(2,0). The other four states, with weaker de-
pendence on the detuning, have one electron in each dot:
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FIG. 1: (a) Schematics of the system investigated. The
nanowire is connected to source and drain leads, and under-
neath it there are gates to modulate the electrical potential
to create and control the DQD potential profile. (b) Potential
profile of the DQD along the nanowire used in our calcula-
tions. The effect of an applied electric field F is shown. (c)
Energy level diagram for the five lowest energy states as func-
tion of the source-drain applied electric field F (or detuning
ε). We scale ∆F= 100 V/cm to ∆ε= 1 meV for an aver-
age system size of 100 nm and ε= 0 corresponds to F= 229
V/cm. (d) Singlet character of the states shown in (c) as
function of the detuning. A pure singlet state has character
equal 1, whereas for a pure triplet state the character is zero.
Color scheme in (d) is the same as in (c).
singlet S(1,1) and triplets T+(1,1), T0(1,1) and T−(1,1),
where the indices ±, 0 give the total spin component of
the state, and (nL, nR) gives the left and right occupa-
tions of the DQD. As the state S(2,0) approaches the
(1,1) states, some avoid crossings occur. The larger anti-
crossing at zero detuning, between the singlets S(2,0) and
S(1,1), is due to the interdot coupling and is spin inde-
pendent. The smaller anticrossings between S(2,0) and
T±(1,1) result from the spin-orbit interaction. This is
the spin-mixing term which allows the spinflip dynamics
we are interested in. We notice that similar spin-mixing
can be introduced by electron-nuclei spin interactions,9
but we are not including this in our calculations.
4Not shown in the diagram of Fig. 1(c) is the triplet
manyfold T(2,0) which is, as mentioned, ∼6 meV above
in energy.24 The T0(1,1) level splits from the S(1,1)
away from the anticrossing region, and it wiggles around
zero detuning. These effects result from the position-
dependent g-factor g(x). It is important to stress the fact
that all the states have mixed singlet-triplet characters,
and this is a function of the detuning. In Fig. 1(d) we
plot the singlet character of the states, defined by the de-
gree of exchange between the particles 1 and 2. It is seen
that the state S(2,0) is mostly singlet only for detunings
away from zero. However, as mentioned, the position-
dependent g-factor mixes the singlet state S(1,1) with
T0(1,1) for a broader range of detuning values, whereas
the spin-orbit interaction mixes the singlet-triplet states
as observed for the states S(2,0) and T±(1,1) in the avoid
crossing regions.
B. Dynamics under time-dependent detuning fields
In this section, we describe the time evolution of the
two-electron system when subjected to time-dependent
detunings. Consider that initially (t=0) the system is in
a given states |ψ(t = 0)〉, for instance, one of the eigen-
states of Fig. 1(c) for a given detuning ε0. If the detuning
is modified, say assuming values ε(t), the initial states
will evolve as a mixing of the complete set of eigenstates.
The dynamics can be calculated by the master equation
for the density matrix ρ(t) = |ψ(t)〉〈ψ(t)|:
∂ρ
∂t
=
1
ih¯
[H(t), ρ] +D [ρ] , (6)
with H(t) being given by Eq. (3) with the inclusion of
the time-dependent applied electric field F (t) along the
nanowire: V (xi)→ V (xi)− exiF (t), where e is the elec-
tron charge. The last rhs term in Eq. (6) is the dissipator
that takes into account incoherent effects as described
bellow.
Equation (6) can be projected onto a set of eigenstates
using |ψ(t)〉 = ∑n an(t)|ψn〉,
∂ρnm
∂t
=
1
ih¯
∑
l
(Hnlρlm − ρnlHlm). (7)
The sum should run over a complete set of eigenstates,
but in our case we approximated it by the five states cal-
culated around zero detuning as given in Fig. 1(c). In
the range around ε = 0, this approximation proved to be
good.24 We call ε0 the detuning used to project Eq. (6) in
the corresponding set of states {|ψn〉}. Incoherent effects
are included in Eq. (7) within the relaxation-time ap-
proximation as transition rates between different states
in our vector space, and are given by the Lindblad oper-
ators L[A]ρ [see Appendix A]. While Eq. (7) is projected
onto the reference set {|ψn〉} calculated at ε0, the inco-
herent states transitions have to be defined in terms of
the instantaneous set {|ψα〉} calculated at the instanta-
neous detuning ε(t). We use for the latter states Greek
letter indices. This allows for detuning-dependent transi-
tion rates, which better describe the incoherent dynamics
when spin-mixing is important, as in the situations closer
to the avoid crossings. The incoherent contribution to the
dynamics is written as additional terms to Eq. (7), and
reads:
D [ραβ ] =
∑
γ,δ
Γαβ,γδ ργδ, (8)
where Γαβ,γδ are defined for transitions between eigen-
states calculated at the instantaneous detuning ε(t). Be-
fore adding Eq. (8) to Eq. (7), we must change basis
{|ψα〉} → {|ψn〉}, yielding
D [ρnm] =
∑
p,k
Mnm,pk ρpk, (9)
Mnm,pk =
∑
α,β,γ,δ
〈ψn|ψα〉〈ψm|ψβ〉Γαβ,γδ〈ψγ |ψp〉〈ψδ|ψk〉.
(10)
The transition rates Γαβ,γδ are discussed in the next sub-
section and they are explicitly given in the Appendix A.
C. Charge transport cycle
Nanowire DQD systems work as tunneling devices.
The system has a charge transport cycle that loads and
empties the DQD. The specific charge cycle we are inves-
tigating starts with only one electron in the left quantum
dot, i.e. occupation (1,0) as shown in Fig. 2(a). Then, a
second electron is loaded to the right quantum dot [closer
to the source lead, cf. Fig. 1(a)], creating a state with oc-
cupation (1,1). This state can be either singlet, S(1,1),
or triplet, T0(1,1), T±(1,1). The singlet has no restric-
tion imposed by the spin blockade and it can, if energy
level alignment favors, couple to the singlet S(2,0). This
state, with two electrons on the left quantum dot, being
closer to the drain lead, produces current and empties
the DQD, returning the system to the initial occupation
(1,0). On the contrary, the triplet states (1,1) are spin
blocked, which allows for an initialization procedure for
the two-electron system in a known spin configuration.
In this work, we construct a model for the charge trans-
port cycle representing the load and unload processes
described above. For that, we introduce an auxiliary
state representing the one-electron state |(1, 0)〉.23 This
state is added to the five two-electron eigenstates already
discussed. As mentioned above, the load/unload of the
DQD is governed by singlet and triplet characters of the
states. However, as shown in Fig. 1(d), the spin charac-
ters are functions of the detuning and, in addition, the
dynamics is intended to be done under time-dependent
detunings. Because of this singlet-triplet mixing, we have
5to ascribe rates for the load and unload processes con-
necting |(1, 0)〉 to all the other five two-electron states.
This is represented in Fig. 2(b), where γL(U) is a global
prefactor that is used to control the intensity of the pro-
cesses and they are the only free parameters in the model.
The detuning dependent rates for each state {|ψα〉} are
given by lα and uα as discussed next.
The eigenstates calculated in Sec. II A are used to ob-
tain the detuning dependent load/unload rates lα/uα.
The proximity of the two-electron state with the source
and drain leads is also important, so we show in Figs. 2(c)
and 2(d) the probabilities of finding one electron on the
left and right quantum dot of the DQD, respectively. We
create a rate for the loading process lα to be proportional
to the probability of the state to be closer to the source
lead at the right, Fig. 2(d). Now, the probability for un-
loading uα is given by the product of the probabilities of
the state to be closer to the drain [Fig. 2(c)] times the
singlet character of the state, given in Fig. 1(d). The
latter is to ensure the lift of the spin blockade. The re-
sulting unloading rates uα as function of detuning are in
Fig. 2(e).
Finally, the rates lα and uα are used to obtain Γαβ,γδ
in Eq. (8) in the instantaneous basis set {|ψα〉}. We use
Lindblad superoperators to take into account the inco-
herent contributions and the details of such a derivation
is described in the Appendix A.
D. Detuning-dependent rates: numerical procedure
We briefly describe the numerical procedure used to
include the detuning-dependent rates into the time evo-
lution Eqs. (7)−(8).
The system is initialized in a given detuning, which can
be the one used as reference to project Eq. (7), i.e. ε0.
The initial state is chosen and written in terms of a den-
sity matrix with components projected in the reference
basis {|ψn′〉}. When the detuning changes in time, the
dynamics follows Eqs. (7)−(8), and the incoherent pro-
cesses of load/unload of the DQD are calculated at the
instantaneous basis set {|ψα〉}, as discussed in the Ap-
pendix A. For each change in the detuning, a transfor-
mation between basis sets {|ψα〉} ↔ {|ψn〉} is needed, as
shown in Eq. (10). Numerically, in order to speed up the
calculations, a number of basis sets for given values of
detunings are previously calculated, and so are the ma-
trices Eq. (10). As the detuning varies in time, we inter-
polate the instantaneous detuning to the closest one pre-
viously calculated. We have calculated a set of 150 basis
sets, spanning from detuning fields F=214−244 V/cm,
in step of ∆F=0.2 V/cm. This range of F comprises the
avoid crossings [cf. Fig. 1(a)], where the dependence on
the detuning is mostly important. It is also the range
of detunings we perform the spinflip dynamics under the
LZ effects in this work.
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FIG. 2: (a) Schematics of the electron transfer represent-
ing the load and unload of the DQD. (b) Flowchart of the
load and unload processes through the auxiliary state |(1, 0)〉.
Probability for finding an electron, for each eigenstate, in the
(c) left and (d) right quantum dot of the DQD as function
of the detuning. (d) equally shows the renormalized rates for
loading the DQD, lα. (e) Unloading rates uα as function of
the detuning. In (c)-(e), the color scheme is the same as in
Fig. 1(c).
E. Multi-Target Optimal Control
QOCT is often concerned with driving an initial known
state to a desired target state by means of the shap-
ing of an external control field.25 There are several con-
trol algorithms to perform this goal. In particular,
the control field can be efficiently designed through a
monotonically convergent algorithm known as two-point
boundary-value quantum control paradigm, where the
optimized control field is found interactively.26 Of ex-
treme relevance for quantum computing is the fact that
we can formulate the QOCT problem to optimize sev-
eral transitions simultaneously with the same external
field. This kind of optimization is closely related to the
implementation of a quantum gate, which is a unitary
transformation that acts on any linear combination of
the logical basis states. The key is to construct an opti-
6mized field that acts appropriately on each state of the
logical basis plus a particular linear combination of all
states of the logical basis. This last constraint imposed
to the optimized field is necessary to avoid relative phase
errors.18,19 We refer to this approach as the multi-target
optimal control algorithm and we apply this procedure
to our system in order to find optimized electric fields
F (t) aiming at performing the set of universal quantum
gates. Details of the multi-target QOCT used here are
in the Appendix B.
III. RESULTS AND DISCUSSION
In this section we present the simulation results and
discuss the effects of the incoherent processes due to the
charge transport cycle.
A. Spin dynamics under charge transport cycle
To illustrate the control of the spin dynamics in the
nanowire DQD, we present results for applied detun-
ing pulses which force the system through an energy
avoid crossing. In Fig. 3(a) we demonstrate the charge
cycle effects, first without the detuning pulses. The
system is prepared in the initial state |(1, 0)〉 and the
detuning remains fixed at ε0=−0.09 meV [or F=220
V/cm, cf. Fig. 1(a)]. The charge cycle intensity is set as
γU = γL= 2 GHz.
11 The evolution shows the initial state
being distributed among the other two-electron states,
and a stationary regime sets in with the occupation of the
triplet states T±(1,1) being ∼ 50% each, all the other be-
ing close to zero. The evolution to this stationary state
has been mentioned before as the initialization process
under spin blockade, in this case without the thermaliza-
tion effects, i.e. processes that favor transitions from the
more energetic state to the less energetic states. The time
necessary to reach the stationary regime and the steady-
state values of the triplets T±(1,1) depends on the ε0, as
shown in Fig. 3(c), where we note a strong ε0 dependence
of the occupations around the zero detuning. The rea-
son for the unbalance between steady values of T±(1,1)
has to do with the load/unload rates which are detuning
dependent. In the case ε0 <∼ 0, T−(1,1) mixes more with
S(2,0) than T+(1,1) does, consequently for T−(1,1) the
unload rate is stronger than its (re)load rate, therefore
favoring a larger steady occupation of T+(1,1). This is
consistent with the dependence of the rates on the de-
tuning as given in Figs. 2(d) and 2(e). Figure 3(b) shows
the occupation of the state |(1, 0)〉 which gives a mea-
sure of the current through the DQD, I ∼ γL
∑
α lαρ66,
where the index 6 refers to the |(1, 0)〉 state. The current
is more intense around zero detuning, meaning that the
Coulomb blockade is lifted at ε0 ' 0.
Subsequently, the initial state is driven through an
avoid crossing by a detuning pulse. The initial state is
now chosen to be the triplet T+(1,1) at ε0=−0.05 meV.
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FIG. 3: (a, b, c) The initial state is |(1, 0)〉 and the detuning
is kept constant at ε0=−0.09 meV. Charge cycle rates are
γU(L)= 2 GHz. (a) State occupations as function of time. (b)
|(1, 0)〉 occupation and (c) the other state occupations after
30 ns of simulation. (d) Simulation with a stepped detuning
pulse given in (f) by the green curve. The state projections
are in the eigenstate basis calculated at ε0. The color scheme
is the same as in (a). (e) Simulation with a sinusoidal pulse
given in (f) by the blue curve. Insets in (d) and (e) show
similar dynamics but with zero charge cycle γU(L)= 0. (f)
Detuning pulse profiles as function of time.
We exemplify an attempt to make the transition T+(1,1)
→ S(1,1), starting and finishing at the same detuning
ε0. The pulse profile [Fig. 3(f), green color] has a for-
ward ramp (increasing ε) that is faster than the return
ramp. This choice is intended to control the LZ tunnel-
ing probability which depends on the speed of approach-
ing the avoid crossing. The initial fast approaching to
the avoid crossing T+(1,1)−S(2,0) favors the state to re-
main T+(1,1), and the slow return favors the transition
to S(1,1). Figure 3(d) shows the occupations ρn′n′ in
time as seen by projections of the state on the eigen-
state basis at ε0, {|ψn′〉}. As expected, the forward pas-
sage through the avoid crossing kept mostly the state at
T+(1,1), and the slow return enhanced the transition to
the target state S(1,1) with a efficiency of ∼ 20% right at
7the end of the pulse (t=2 ns). Applying the same scheme,
but with zero charge cycle rates γU(L)= 0, the inset in
Fig. 3(d) show a much better efficiency of ∼ 90%.
The above example of spin dynamics with detuning
pulses operating at the avoid crossings shows an impor-
tant aspect of the nanowire DQD system which we have
already mentioned in Sec. I. The spin dynamics is me-
diated by the state S(2,0), which is also the state that
triggers the charge cycle and its corresponding incoher-
ent dynamics. The slow return ramp in the pulse profile
of the above example, needed to enhance the LZ tran-
sition T+(1,1) → S(1,1), populates S(2,0). Moreover,
the slow speed of this ramp makes things worse because
the system stays in strong charge cycle regime while per-
forming the desired transition. As a result, we obtained
a small efficiency for the transfer T+(1,1)→ S(1,1) when
including charge cycle relaxation.
There are however means to overcome this prejudicial
aspect controlling several parameters that defines the dy-
namics of the LZ transitions. These parameters alter the
phase differences between the state components when the
state goes through an avoid crossing, and therefore they
affect significantly the interference effects behind the LZ
transition. Similarly, there is the possibility of using mul-
tiple passages through the avoid crossing. This is inter-
esting because it can have a cumulative effect. Conse-
quently, faster detuning ramps can be repeatedly used
to accomplish a desired transition, however without the
nanowire DQD being subjected to the strong charge cy-
cle for long period of times. In Fig. 3(f), the blue curve
depicts a pulse profile of another attempt to perform
the transition T+(1,1) → S(1,1), starting and finishing
at the same detuning ε0. It consists of an initial very
fast drive from ε0=−0.04 meV to εc=0.01 meV, through
the avoid crossing T+(1,1)−S(2,0), followed by five back
and forth avoid crossing passages in a sinusoidal form,
ε(t) = εc + εac sin(2pif0t), where εac= 0.03 meV and fre-
quency (f0=4.45 GHz) matching the energy of the tran-
sition T+(1,1) → S(1,1) at ε0. Finally, the detuning is
returned to ε0. In Fig. 3(e), we plot the state occupa-
tions as function of time for projections onto the eigen-
state basis for ε0. The cumulative effect is clearly seen
as the initial state T+(1,1) is progressively transferred
to the target state S(1,1). In this case, the transfer effi-
ciency is ∼ 52% (at t=1.2 ns) for the charge cycle rates
γU(L)= 2 GHz, and∼ 86% (inset) without charge cycling,
i.e. γU(L)= 0.
In Fig. 4, we plot some results varying the parameters
of the sinusoidal pulse. Fig. 4(a) shows the final occu-
pations (after 20 ns) as a function of the amplitude of
the applied pulse εac, in which an oscillatory behavior is
observed with a maximum S(1,1) transfer at εac= 0.03
meV, as used for Fig. 3(e). Figure 4(b) shows the ef-
fects of varying both the amplitude εac and the center of
oscillation εc. Again, oscillatory behavior due to interfer-
ence effects of the LZ transition can be seen. In partic-
ular, very small S(1,1) transfer is achieved if |εc| > εac,
that is, if the avoid crossing is not reached during the
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FIG. 4: Results for sinusoidal pulses similar to Fig. 3(f),
ε(t) = εc + εac sin(2pif0t), where hf0 = ES(1,1) − ET+ at
ε0=−0.04 meV (f0=4.45 GHz). (a) State occupations, after
5 oscillations, as function of the detuning pulse amplitude
εac and with εc=0.01 meV. (b) S(1,1) occupation after five
oscillations of the sinusoidal pulse as function of εac and εc.
The vertical dashed line corresponds to the scan given in (a).
(c) Final occupations after five oscillations of the sinusoidal
pulse as function of the pulse frequency f in respect to f0
(in log scale), with (ε0, εc, εac)=(−0.04, 0.01, 0.03) meV. (a),
(b) and (c) are calculated with zero charge cycle γU(L)= 0.
(d) The same as in (c) but with γU(L)= 2 GHz. The color
scheme in (a) applies also to (c) and (d). Colored arrows
indicate some harmonic excitations of the T+(1,1) → S(1,1)
transition.
ac pulse. This gives a V shaped pattern in Fig. 4(b).
Both Figs. 4(a) and 4(b) were obtained for zero charge
cycle, γU(L)= 0, in order to enhance the observed effects.
When the charge cycle is included, the occupation trans-
fers decrease. This can be seen in Figs. 4(c) and 4(d),
where the frequency of the ac pulse was varied with re-
spect to the resonance transition T+(1,1) → S(1,1) at
ε0=−0.04 meV. At resonance f=f0= 4.45 GHz, a strong
S(1,1) transfer is observed. For a little higher frequency
f/f0= 1.22, similar resonant transfer occurs for T+(1,1)
→ T0(1,1), consistent with the alignment of the energy
levels [Fig. 1(c)]. For f/f0 <1, a large number of reso-
8nance peaks is seen, which is mostly due to the harmonic
excitation of the inter-level transitions. As measured11
and simulated,23,27 odd (even) harmonics at εc '0 en-
hance (deplete) the inter-level transfer, as pointed by
the red (blue) arrows in Fig. 4(c) for the S(1,1) trans-
fer. The inclusion of charge transport cycle, Fig. 4(d),
retains the effects but in a lesser pronounced way, es-
pecially for lower frequencies, for which longer times of
simulations are needed in order to maintain fixed the 5
oscillations in the pulse, therefore favoring the action of
charge cycle relaxation.
B. Implementation of quantum gates
In order to illustrate the design of a quantum gate,
Fig. 5 shows the results of the implementation of the
controlled NOT gate in the DQD by means of the multi-
target control algorithm (cf. Appendix B). The CNOT
gate operates on two qubits, flipping the second qubit
only if the first qubit is in the state |1〉. In DQD, the qubit
basis has been identified as follows: |00〉 ↔ T0(1, 1),
|01〉 ↔ T−(1, 1), |10〉 ↔ T+(1, 1), and |11〉 ↔ S(1, 1).
The charge cycle intensity has been set to γU(L)=0.5
GHz, and the multi-target algorithm calculations have
been carried out to find the optimized electric field with
the final time fixed to 1.2 ns. Panels (a) through (d) show
the occupation dynamics for the system initially pre-
pared in states T+(1, 1), S(1, 1), T0(1, 1) and T−(1, 1),
respectively. It can be noticed that the gate is imple-
mented with relatively high efficiency even under the ef-
fects of the very fast decoherent channel, as also shown in
Fig. 6. It should be emphasized that the single optimized
electrical field shown in panel (e) is capable of perform-
ing the CNOT gate and drives the states |00〉 → |00〉,
|01〉 → |01〉, |10〉 → |11〉, and |11〉 → |10〉 with fidelity
higher than 0.85, as it is shown in Fig. 6. The analysis
of the Fourier power spectrum of the optimized electri-
cal field, shown in panel (f), reveals its frequency struc-
ture, comprising a broad frequencies range up to 70 GHz.
Some of the main peaks can be related to state-to-state
transition frequencies. For instance, the highest peaks
at around 4.2 and 8.3 GHz are close to the resonance
frequencies of the T+(1, 1) → S(1, 1) and → T−(1, 1)
transitions. Nevertheless, such optimized field cannot be
obtained by adjusting a few number of parameters in a
guessed pulse, which emphasizes the relevance of quan-
tum control theory in the implementation of universal
quantum gates.
Furthermore, we have made an analysis of the influ-
ence of decoherence effects on the following universal
set of quantum gates {CNOT, H⊗I, I⊗H , T⊗I, and
T⊗I}, where H is the Hadamard gate, T is the pi/8 gate,
and I is the identity. In Fig. 6, we plot the mean fi-
delity for these gates as a function of the charge cy-
cle intensity γ = γL = γU . An relatively small ∼15%
decrease of the mean fidelity is observed when increas-
ing the charge cycle frequency to 2 GHz. The fidelity
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FIG. 5: Implementation of the CNOT gate. Panels (a) to
(d): Occupation dynamics for the system initially prepared
in states T+(1, 1), S(1,1), T0(1, 1) and T−(1, 1), respectively.
(e) Optimized detuning field for the CNOT gate, and (f) cor-
responding power spectrum, in arbitrary units. The initial
and final detuning is ε0=−0.03 meV.
F (ρ, σ) = (Tr
[√√
ρσ
√
ρ
]
)2 is the measure of the dis-
tance between the density matrices ρ and σ, whereas the
mean fidelity of a gate is defined as the mean of fideli-
ties between different initial density matrices ρi evolved
[like in panels Fig. 5(a)-(d)] up to the final time tf and
the density matrices obtained from the application of the
gate operator O in the respective initial density matrices,
as follows
Fm =
1
5
5∑
j=1
F (ρj(tf ),Oρj) , (11)
where ρ1 = |00〉〈00|, ρ2 = |01〉〈01|, ρ3 = |10〉〈10|,
ρ4 = |11〉〈11|, ρ5 = |ψ5〉〈ψ5|, where |ψ5〉 =
(|00〉+ |01〉+ |10〉+ |11〉) /2. As previously discussed, ρ5
is included to prevent relative phase errors that could oc-
cur when dealing separately with ρi, i=1...4. The pulse
duration tf and the reference detuning ε0 are parame-
ters that influence the effectiveness of the mean fidelity.
The final time tf =1.2 ns and the reference detuning
9ε0=−0.03 meV maximize the mean fidelity of the CNOT
gate and such parameters were used in all results of
Fig. 6.
In Fig. 7 we plot the optimized detuning fields and the
corresponding power spectrum for all one-qubit gates.
Through the power spectra, one can notice the frequency
decomposition signature of each gate, which has frequen-
cies up to 100 GHz.
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C. Theoretical model for the Gaussian noise
Background charge fluctuations (charge noise) is a
significant issue in experimental conditions in nanowire
DQD.11 In order to model this effect in our simulations,
we assume the charge noise as slow (< γ−1L(U)) changes in
the detuning, such that the output of many cycle mea-
surements can be seem as an average over cycles in dif-
ferent detunings.
The dynamics with charge noise can be simulated by
the following procedure: (i) Evaluate the dynamics given
by Eqs. (6)-(10) for different values of reference detuning
ε′0; (ii) Determine the density matrix at the final state by
considering an Gaussian average as follows:
ρ(ε0, tf ) =
∫
dε′0 g(ε
′
0, ε0) ρ(ε
′
0, tf ), (12)
where
g(′0, ε0) =
1
σ0
√
2pi
exp
[−(ε0 − ε′0)2
2σ20
]
, (13)
and ρ(ε′0, tf ) is the density matrix at the final time tf , cal-
culated for H(ε′0). Finally, σ0 gives the range of detuning
variations. In Fig. 6, the charge noise effect is presented
for the CNOT∗ gate as a function of the charge cycle
intensity, with σ0=0.01 meV. The inset of Fig. 6 shows
the variation of the mean fidelity of the CNOT∗ gate as
a function of the detuning spread σ0 for a fixed value of
the charge cycle intensity γ = 1 GHz and for two values
of initial detuning, ε0=−0.03 and −0.06 meV. For up to
σ0 ' 0.01 meV, the mean fidelity decays very fast, after-
wards the decay is smoother. Although not shown here,
we found this to be independent of ε0 for values away
from the anticrossings, |ε0| >∼ 0.02 meV, where the qubit
is usually initialized in a non-mixed spin state. There-
fore, σ0 ' 0.01 meV sets an upper limit for controlling
the noise degradation effects in high-fidelity qubit oper-
ations.
IV. CONCLUSIONS
We have investigated the control of qubits dynamics
in nanowire DQDs. The eigenstates of the system were
solved for two-electron occupation in a quasi-one dimen-
sional model, including spin-mixing via spin-orbit inter-
action. The eigenstates were used to construct a model
for the charge transport cycle in the DQD. The trans-
port model incorporates the spin mixing and the spatial
distribution of charge in the dots. In this way, only two
free parameters (γL(U)) are needed, and they control the
intensity of the transport cycle. Aiming at obtaining fast
spinflip dynamics, the simulations were performed for de-
tunings close to the energy level avoid crossings, where
charge cycle effects are more important. For simple pro-
files of the detuning pulse (stepped and sinusoidal), fast
10
(∼ns) triplet-singlet transitions are possible with high ef-
ficiency as long as the singlet state S(2,0) is occupied for
short times (γ−1L(U)). The sinusoidal pulse takes advantage
of faster and multiple passages, and of the cumulative ef-
fect of LZ transitions, allowing for higher efficiency when
charge cycle is present.
We have also simulated the set of universal quantum
gates in a very fast time scale ∼1 ns with a high fidelity.
To achieve such gates, we have employed the multi-target
formulation of QOCT. Degradation of about 15% of the
fidelity of the gate operations was observed when includ-
ing fast (>1 GHz) charge cycle effects, and additional
∼20% degradation when charge noise effects were taken
into account. Nevertheless, the optimized control fields
for the set of universal quantum gates have pulse profiles
which can be tested in future experimental investigations.
Moreover, the QOCT is a protocol that can be used to
implement quantum gates in any platform. If the system
dynamics can be manipulated faster than all decoher-
ent channels, such a protocol will be able to implement
quantum gates with great success.
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Appendix A: Master Equation - incoherent time
evolution
The incoherent contributions to the master equation
Eq. (8) are written in terms of Lindblad superopera-
tor L[A]ρ = AρA† − 12
(
A†Aρ+ ρA†A
)
. The opera-
tor A represents transitions between the one-electron
state |(1, 0)〉 and the two-electron states |ψα〉, α= 1,2,
...,5, each transition considered to be independent of
each other, i.e. the load process operator is given by
ALα =
√
γL lα |ψα〉〈(1, 0)| and the unload process oper-
ator is given by AUα =
√
γU uα |(1, 0)〉〈ψα|, which are
defined at the instantaneous detuning using the basis
{|ψα〉}. γL(U) is a free parameter used to set the inten-
sity of the charge cycle and lα (uα) are the rates shown
in Fig. 2(d) [2(e)] for the load (unload) process.
The projections of the incoherent terms of the master
equation onto the reference eigenstate basis set {|ψi〉},
with the Lindblad terms in the instantaneous set {|ψα〉},
read
D [ρm′n′(t)] =
5∑
α=1
6∑
α′,β′=1
{
Gm′n′,α′β′
[
L[ALα]ρ
]
α′β′
+Gm′n′,α′β′
[
L[AUα ]ρ
]
α′β′
}
, (A1)
where Gm′n′,α′β′ =〈ψm′ |ψα′〉〈ψβ′ |ψn′〉 and[
L[A
L(U)
α ]ρ
]
α′β′
=〈ψα′ |L[AL(U)α ]ρ |ψβ′〉. Here, primed
indices refer to the extended basis sets including the
two-electron eigenstates {|ψα〉} plus the one-electron
state |(1, 0)〉, i.e. {|ψα′〉} =
{{|ψα〉}, |(1, 0)〉}. The
state |(1, 0)〉 is considered independent of the detuning,
orthogonal to the other states, and shows no coherent
dynamics when Eq. (7) is extended to include it,
i.e. Hm′n′=0 if either m
′ or n′=|(1, 0)〉.
Equation (A1) can be recast in the form of Eqs. (9)
and (10) with all Γα′β′,γ′δ′ being zero, except those listed
below:
Γα′β′,α′β′ = −1
2
γU [uα′ + uβ′ ] , forα
′andβ′ 6= 6. (A2)
Γα′6,α′6 = −1
2
[γL w + γU uα′ ] , forα
′ 6= 6. (A3)
w =
5∑
α=1
lα , (A4)
Γα′α′,66 = γL lα′ , forα
′ 6= 6. (A5)
Γ6β′,6β′ = −1
2
[γL w + γU uβ′ ] , forβ
′ 6= 6. (A6)
Γ66,γ′γ′ = γU uγ′ , for γ
′ 6= 6. (A7)
Γ66,66 = −γL w. (A8)
In these equations, the index 6 refers to the |(1, 0)〉 state.
Appendix B: Multi-target QOCT
Multi-target QOCT is related to the precise evolution
of an initial set of states to a set of target states through
the control field. The well-known variational18 and the
Krotov19 methods have been employed to perform such
a task. In this study, we employ the monotonically con-
vergent algorithm known as two-point boundary-value
quantum control paradigm (TBQCP)26 for pursuing such
a task. We refer to this approach as the multi-target
QOCT and we apply this procedure to our system in
order to find the optimized electric field Fopt(t) that per-
forms quantum gates. The method starts with the def-
inition of the boundary conditions, which are the set of
initial states described by {ρj(0)}, where j = 1, . . . , N
and the desired set of observables {Oj(tf )}, at the fi-
nal time tf . Observables are evolved backwards (from
the final time tf to the initial time t = 0) through the
following equation
∂O
(n)
j (t)
∂t
=
1
ih¯
[
H0 − µF (n)(t), O(n)j (t)
]
,
Oj(tf )→ O(n)j (0). (B1)
where H0 is the time independent Hamiltonian of the sys-
tem and µ = is the dipole matrix, whose matrix elements
are µi,j = −e〈ψi(x1, x2)| (x1 + x2) |ψj(x1, x2)〉. F (n)(t)
is the field in the nth iteration of the method. The set
of initial states described by the density matrices {ρj(0)}
11
are evolved forward with the equation,
∂ρ
(n+1)
j (t)
∂t
=
1
ih¯
[
H0 − µF (n+1)(t), ρ(n+1)j (t)
]
,
ρj(0)→ ρ(n+1)j (tf ). (B2)
where F (n+1)(t) is the (n+1)st iteration field, which is
calculated through the following expression
F (n+1)(t) = F (n)(t) + ηS(t)
N∑
j=1
f
(n+1)
j (t). (B3)
In Eq. (B3), η is a positive constant, S(t) is a positive
function, and the field correction is given by
f
(n+1)
j (t) = −
1
ih¯
Tr
{[
O
(n)
j (t), µ
]
ρ
(n+1)
j (t)
}
(B4)
Equations (B1-B4) are solved in a self-consistent way,
starting with the trial field F (0)(t) and monotonically
increasing the value of the desired physical observable
〈Oj(tf )〉 = Tr {ρj(tf )Oj(tf )}. As an example, lets
consider the CNOT as the quantum gate that must
be implemented. In such a case, the initial set of
states are {ρ1(0) = |00〉〈00|, ρ2(0) = |01〉〈01|, ρ3(0) =
|10〉〈10|, ρ4(0) = |11〉〈11|, and ρ5(0) = |ψ5〉〈ψ5|}, where
|ψ5〉 = (|00〉+ |01〉+ |10〉+ |11〉) /2. The last state de-
scribed by ρ5 is included to prevent relative phase er-
rors. The set of target observables is respectively given
by {O1(tf ) = |00〉〈00|, O2(tf ) = |01〉〈01|, O3(tf ) =
|11〉〈11|, O4(tf ) = |10〉〈10|, andO5(tf ) = |ψ5〉〈ψ5|}. In
all numerical calculations, we have used the following
parameters: η = 0.0005, S(t) = sin2 (pi t/tf ), F
(0)(t) =
0.035 V/cm, and run 4000 iteractions of the multi-target
QOCT.
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