In this paper, a reduction of the number of degrees of freedom in the large N limit of matrix models is shown. It is claimed that this is a general result of the large N limit. This result is applied to solve the large N limit of hermitian matrix models with a gaussian coupling to an external matrix. The particular matrix model that is solved in this paper defines the sum over random simplices with nonpositive curvature almost everywhere and its continuum limit is given by the sum over Riemman surfaces with punctures.
Introduction
Matrix models have played an important role in the analysis of several physical problems. For instance, 1/N expansions of hermitian matrix models have been very useful to handle with the topological series which arise from 2D Quantum Gravity [1, 2, 3] . Matrix models in the large N limit have been useful also to construct phenomenological models in condensed matter physics [4] and in QCD [5] ; and recently the relation between the large N limit of some matrix models and M theory has been suggested [6] . Despite the usefulness of matrix models only some few matrix models can be solved exactly in the large N limit. For instance: hermitian matrix models in dimensions greater than one, which are related to string theories in dimensions greater than two [7] ; or one dimensional hermitian matrix models with periodic boundary conditions, which are related to the XY model coupled to 2D Quantum Gravity [8] ; cannot be solved in the large N limit.
Therefore it is interesting to study simple non solvable matrix models in order to look for new methods which allow to solve new kind of matrix models. In this paper, hermitian matrix models coupled to a fixed matrix through nonlinear terms will be studied. These models cannot be solved with the usual approaches but recently the solution of this kind of matrix models has been found with a new method in [9] . Actually, the solution found in [9] is very remarkable because these matrix models seemed to be non solvable until now.
In order to understand why these matrix models seemed to be non solvable let me review some problems which arise in the large N limit. Even though the large N limit is like a classical limit there are very important differences between both limits. For instance, one hermitian matrix models are given by
where the matrix potentials are polynomials in Φ. The matrix potentials of these models are proportional to N, therefore if one think the inverse of N 2 ash, then the large N limit is like a classical limit and one expect that only the classical configurations of V enter into the partition function in the large N limit. But this is wrong because in these models the matrix potentials depend only on the eigenvalues of Φ and the number of different hermitian matrices with a fixed set of eigenvalues depends on the eigenvalues and grows as the exponential of N 2 . This is the first difference between the large N limit and the classical limit: the degeneracy grows as the inverse of the expansion parameter in the large N limit. This problem is overcome with the following change of variables:
where Λ is the diagonal matrix of the eigenvalues of Φ and U is a unitary matrix. The partition function (1) becomes
where ∆ is the Van der Monde determinant and it gives a contribution to the free energy in the large N limit [10] .
Therefore one expect that the configurations which enter into the the partition function in the large N limit are given by:
The above equations give the classical configurations for finite N of the partition function (3) , which takes into account properly the degeneracy of the matrix potentials. One expect that the large N limit of classical configurations of eigenvalues yields the configurations which enter into the measure in the large N limit.
The second difference between the large N limit and the classical limit is that the number of degrees of freedom goes to infinity in the large N limit whereas is a fixed number in the classical limit. The problem is that quantum corrections grow as the number of degrees of freedom [11] . For instance, the first quantum correction to the free energy is given by
where V ef f is given by the matrix potential and the logarithm of a geometrical factor which relates the measure over the set of matrices Φ and the measure over the set of degrees of freedom: the Van der Monde determinant for one hermitian matrix models. And λ i are the degrees of freedom: the eigenvalues for one hermitian matrix models. Therefore the first quantum correction is order N f , where N f is the number of degrees of freedom. Then if the number of degrees of freedom is order N 2 , which is the inverse of the expansion parameter, then saddle-point methods do not work because the quantum corrections and the classical term are of the same order. In this case one expect that fluctuations to all orders enter into the path integral [11] .
Actually, the number of degrees of freedom of (1) is N: the eigenvalues of Φ. Therefore (4) give the correct large N limit [10] .
If the matrix potentials depend on N 2 degrees of freedom, then the large N limit cannot be solved in the above way. For instance, the partition functions of one hermitian matrix models coupled linearly to an external matrix A are given, after the change of variables (2), by
Now the problem is the integration over the unitary matrix. Now the matrix potentials depend on the set of variables {|U ab |}, actually
Therefore the matrix potentials depend on N 2 degrees of freedom. Hence one expect that the integration over the unitary matrix cannot be done with a saddle-point method. Actually one expect that the integration over the unitary matrix is unknown in the large N limit if it is unknown for finite N because fluctuations to all orders enter into the partition function in the large N limit, thus there are not any simplification of the path integral in the large N limit. The exact integration over the unitary matrix can be performed for (6) and for solvable matrix models [11, 12] , whereas for non solvable matrix models, for instance the matrix models cited in the first paragraph above, this integration cannot be performed exactly. This seemed to be the main difference between solvable and non solvable matrix models.
Actually matrix models coupled to external matrices through nonlinear terms seemed non solvable because the integration over the unitary matrix, which arise in the change of variables (2), cannot be performed exactly for finite N. But in [9] a matrix model of this kind has been solved. In [9] the potential is expanded in the character of SU(N). Then, for each term of the expansion, the integration over the unitary matrix and the eigenvalues can be performed exactly. The remarkable result is that in the large N limit the expansion can be summed up and the model can be solved. This result suggests that some simplification must holds in the large N limit even though the number of degrees of freedom is N 2 .
Actually something must be wrong in the above arguments because if the number of degrees of freedom is order N 2 then there is not a privileged configuration which gives the only contribution to the partition function in the large N limit. Or in other words there is not a master field configuration.
Because if there is a master field configuration then any other configuration close to it yields a correction to the free energy given by (5) which is not small in the large N limit. Therefore if the number of degrees of freedom is order N 2 fluctuations to all orders enter into the path integral (6) in the large N limit.
But it is well known that expectation values of product of invariant operators factorize in the large N limit, and this suggest that fluctuations do not enter into the path integral, or in other words that only one configuration, and all configurations related to it by symmetry transformation, enter into the path integral in the large N limit: i.e. there is a master field configuration.
Actually I will show that there is a reduction of the number of degrees of freedom in the large N limit: only N degrees of freedom enter into the measure of the unitary matrices in the planar limit even though the number of degrees of freedom is order N 2 when N is finite. This reduction allows to use a saddle-point method to calculate the integration over the unitary matrix, actually only the master field configuration gives a contribution to the partition function in the large N limit. This result has a geometrical origin, it depends basically on the compactness of the unitary group. Hence it should be a general result of the large N limit of matrix models. Actually the same results also holds for hermitian matrix models coupled to external matrix through a gaussian term.
Therefore the coupling with an external matrix restrict the matrix configurations which enter into the path integral in the large N limit because they must obey the saddle-point equations which arise from the integration over the unitary matrix. Actually I will show that, for the matrix model (6), the only configurations which enter into the path integral in the large N limit are those which commute with the external matrix A.
In section three the integration over the eigenvalues is performed for some values of the external matrix of physical interest. Matrix models coupled to an external matrix through a gaussian term are useful because its Feynman diagrams are in one to one correspondence with triangulations of random surfaces with weights which depend on the local curvature [9, 13] . In this paper the following matrix model will be studied:
The Feynman diagrams of this model are the dual lattices of random simplices
given by squares with a global weight defined over each vertex: which is related to the coupling constant g and play the role of a cosmological constant in the continuum limit; and an extra factor T r(A −q ) for each vertex with q squares attached to it [13] .
It is well know that topological expansions of string theories are given by non summable series [2] . Perhaps this problem can be overcome with a different definition of the sum over random surfaces, therefore it is interesting to try to modify the definition of the sum over random surfaces. In zero dimensional string theory the simplest change of the definition of the sum over random surfaces can be accomplished by adding higher derivative terms into the action. But in [9] has been proved that the R 2 operator is irrelevant in the continuum limit and in [14] has been proved that triangulations with only vertices of coordination number 5, 6 and 7 have the same critical behaviour as 2D Quantum Gravity. These results suggest that higher derivative terms do not modify the continuum limit.
The matrix model (8) allows to modify the sum over random Riemman surfaces into a sum over non smooth random surfaces. For instance, for the simplices generated by (8) , the following constraints:
restrict the sum over simplices with non positive curvature. There are not compact surfaces of genus zero of this kind, but a trick that restrict the sum over random lattices with nonpositive curvature except for a finite number of points will be shown in section three. The continuum limit of this model must be a sum over random surfaces with a finite number of singular points because the points with positive curvature are isolated points for all the simplices, therefore the curvature becomes singular at those points in the continuum limit. But I will show that the continuum limit of this model is equivalent to a sum over Riemman surfaces with a fixed number of punctures.
This result is very natural and it seems that there are not nontrivial changes of the definition of the sum over random surfaces in zero dimensional string theory.
Integration over the unitary matrix in the large N limit
Let us study the following matrix model
This model is analogous to the matrix model solved in [9] . The external matrix can be taken as a diagonal matrix without loss of generality because Z(A) depends only on the eigenvalues of A. After the change of variables (2), the partition function becomes:
This is the integral that will be calculated in this section.
Before the above calculation will be done, let us study the large N limit of a matrix model coupled to an external matrix through a linear term. In this case the integration over the unitary matrix is given by:
The above integration can be performed exactly [11, 12] but it is interesting to try to do it with a saddle-point method.
First of all let us define explicitly the measure DU. It is an invariant measure over the set of unitary matrices: the set of complex matrices subject to the constraints:
The space of unitary matrices is N 2 dimensional and the above constraints suggest that the set of holomorphic variables:
is a useful set of independent variables which labels the set of unitary matrices. Therefore the measure over the set of unitary matrices can be defined as:
The above measure is invariant under U(N). Let us perform the change of variables
whereŨ is some fixed unitary matrix. The Jacobian of the change of variables is given by the absolute value of the determinant of the matrix:
The above matrix is the tensor product of the identity in N × N dimension andŨ, therefore its determinant is
The absolute value of the above determinant is just one becauseŨ is unitary.
Then (16) is invariant under the unitary group.
It is more convenient to extend the measure over the set of all complex matrices. Let us define the complex matrix
Then N a,b=1
and now let us perform the change of variables from F ab to U † ab given by (20). Taken into account that this change of variables is analogous to (17), the Jacobian is analogous to (19). Then the measure becomes
The last equality holds because the delta functions restrict the integration over the set of unitary matrices and the the absolute value of the determinant of the matrix U is then one.
Therefore the measure over the unitary group can be defined as a Riemman measure for each element of the matrix U and its complex conjugate;
and a set of delta functions which restrict the integral over the set of unitary matrices. This measure is invariant under the unitary transformation:
The matrix potential ofZ 0 (A, Λ) depends only on the modulus of each element of the unitary matrix. This is analogous to one hermitian matrix models (1) where potentials depend only on the eigenvalues. In order to break this degeneracy, the following change of variables is performed:
where θ ab are the phases of the elements of the unitary matrix. The Jacobian of (24) is
Therefore the measure (22) becomes
and the partition function (13) becomes:
The above equation is similar to (3) but there are some important differences. The range of each variable |U ab | is restricted by the delta functions which yield the following constraints:
Let us remark that the holomorphic variables {U ab } can be chosen as independent variables and, in this case, the antiholomorphic variables are given by the constraints (14) ; or in other words the delta functions in (22) can be removed by the integration over the antiholomorphic variables only. But the variables {|U ab |} are not independent, actually this set of variables is restricted by
Therefore in order to remove the delta functions corresponding to the N constraints (29) one must perform the integration over at least N variables of the set {|U ab |}. The integration over N 2 − N phases removes the delta functions corresponding to the N 2 − N constraints (28) which explicitly depend on the phases. Hence, a useful set of independent variables which label the unitary group can be given by a subset of N 2 − N variables of the set {|U ab |}, let us call this subset of variables {|V ab |}, and N phases let us call them {θ ab } . Let us remark that the variables {|V ab |} are bounded because the unitary group is compact. Actually the constraints (29) means that
Let us study now the behaviour of the measure (26) in the large N limit. 
where D|V ab | and Dθ ab are the measure over N 2 − N variables {|V ab |} and N phases {θ ab }. For homogeneous configurations the variables |V ab | are order 1/ √ N, therefore the volume of the set of homogeneous configurations is
Therefore the partition function restricted over the set of homogeneous configurations, let me call it Z H , can be bounded by:
where U S is the absolute minimum of T r(U † ΛUA) in the subset of homogeneous configurations. I will show that there are inhomogeneous configurations which yield bigger contributions to the partition function than the bound (34).
Let us remark that if the integral (13) is restricted over the subset of unitary matrices where the number of nonzero elements is only order N:
only order one nonzero elements for each row and column; then the unitary constraints (28) are less restricted and the absolute values of nonzero elements can be order one because there are a finite number of terms in the sum of the constraints (28). Naively the volume of this subset of configurations seems to be order one. But this is wrong, actually this subset is a set of measure zero for finite N, therefore these configurations do not give any contributions to (13) for finite N. Actually the Jacobian (25) is zero for these configurations.
The above remark is true for finite N but it can not be extended to the large N limit without further analysis because the measure depends on the dimension of the space. In order to give a naive definition of the measure DU in the large N limit let us transform the Riemman integral over the set of complex matrices into Riemman sums taking a partition of the set of complex matrices in the integral representation (22). If the lattice spacing is α then, for finite N, when α goes to zero the measure goes to zero as α N 2 . This is because the dimension of the unitary group is N 2 . For the homogeneous configurations described above the integrand goes to infinity as α −N 2 because the subset of homogeneous configurations is locally homomorphic to an N 2 dimensional space. Then the continuum limit is finite in these cases. Whereas for configuration with only N non zero elements the integrand goes to infinity in the continuum limit as α −N because this subset is N dimensional, or in other words it is a subset of measure zero for the Riemman measure defined over an N 2 dimensional space. Then the contribution to the continuum limit of these configurations is zero for finite N. But if one performs the large N limit before the continuum limit α → 0 the leading order are given by configurations with only N nonzero elements because the unitary constraints are less restricted for these configurations. Therefore this suggest to perform the large N limit and the continuum limit at the same time in such a way that α N 2 −N becomes a finite number.
The above naive definition of DU in the large N limit suggests that the measure of the subset of homogeneous configurations is zero in the large N limit whereas the measure of the inhomogeneous configurations is finite. In 
The first term on the left is order one because the sum has a finite number of terms and the modulus of the large variables are order one. The second term on the left is order less than one because the sum has N terms and the absolute values of the small variables are order less than 1/ √ N . Therefore the small variables do not enter into the unitary constraints in the large N limit. This also holds for the other unitary constraints.
The matrix potential can be split into two parts:
The first term is order N 2 because the sum is extended over the variables which are order one and the sum over the index b has only a finite number of terms. In the second term each sum over indices a and b is order N, but the order of the absolute values are less than 1/ √ N and therefore the second term is order less than N 2 . Therefore the matrix potential does not depend on the small variables in the large N limit.
The integration over the absolute values of the small variables is then
But if the small variables do not enter into the unitary constraints its phases can be arbitrary. Therefore the integration over the small variables gives the
Because the large variables are order one, the volume of the subset of inhomogeneous configurations is just given by (38). Let us remark that the quotient of the volume of the subset of homogeneous configurations (33) and the above volume is zero in the large N limit. Therefore the subset of homogeneous configurations is a subset of measure zero in the large N limit.
The above result depends only on the compactness of the unitary group, therefore the same result must also holds for every unitary matrix models and also for gauge theories in the lattice. But the above result does not mean that the homogeneous configurations do not enter into the path integral in the large N limit, because if the saddle-point configurations of the matrix potential belong to the subset of homogeneous configurations then perhaps these configurations yield the leading contribution to the large N limit.
The same analysis can be carried out for configurations which are not The partition function restricted to the subset of the inhomogeneous configurations, let us call it Z I , after the integration over the small variables is
given by
where DU L is the measure over the large variables of the matrix U. Because, in the large N limit, the unitary constraints (28) depend only on the large variables; the measure
can be think as the measure defined over the set of unitary matrices with only order N nonzero elements, those corresponding to the large variables.
In order to prove that Z I yields the leading contribution to the partition function one must prove only that Z I grows faster than the bound (34) in the large N limit. If the absolute minimum of the matrix potential belongs to the subset of inhomogeneous configurations then the quotient between the bound of Z H , given in (34), and Z I is zero in the large N limit. Actually I will prove that U S belongs to the subset of inhomogeneous configurations.
The partition function Z I can be solved with a saddle-point method because depends only on order N degrees of freedom. Actually
But now the measure is defined over the set of unitary matrices with only order N nonzero elements. Therefore the change of variables (24) must be performed only over the N nonzero variables. The corresponding Jacobian (25) is the product of only N terms and does not give any contribution to the effective potential in the large N limit. Therefore the saddle-point configurations are given by the classical configurations of the matrix potential.
After some calculations is very easy to prove that the saddle point configuration of the matrix potential are given by:
or in other words the matrix Φ must commute with the external matrix A.
Actually (42) is the condition of commutativity of Φ and A in the basis where the matrix A is diagonal.
Let us study now the solutions of (42). There are several cases: If the spectrum of the matrix A is non degenerate, then the matrix U † ΛU must be a diagonal matrix because only a diagonal matrix can commute with a diagonal nondegenerate matrix. And if the spectrum of Λ is non degenerate, then the identity matrix is the only solutions of (42). In this case the value of the action in (13) (2), forbids configurations where the matrix Λ is degenerate. In the large N limit the degeneration of Λ cannot be order N and the solutions of (42) belong to the subset of inhomogeneous configurations.
If the spectrum of A is degenerate, then the matrix U † ΛU must be block diagonal. For instance if
then U † ΛU is given by j boxes in the diagonal of dimensions given by the set of numbers n k . In this case the matrix U is also block diagonal and the dimension of each block depends on both matrix A and Λ. If the degeneration of A is order N then there are solutions of (42) which do not belong to the subset of inhomogeneous configurations, but we can chose the external matrix A nondegenerate.
In the large N limit the eigenvalue configurations are given by continuum functions a(x) and Λ(x). Therefore near a given eigenvalue there are an infinite number of eigenvalues, but this number is order less than N. Therefore the solutions of (42) are unitary matrices which belong to the subset of inhomogeneous configurations in the large N limit.
All the solutions of (42) give the same contribution to (13) . Actually the value of the matrix potential for solutions of (42) is always T r(AΛ). And one expect that the number of solutions must be a continuum functional of the eigenvalue configurations. Hence, in the large N limit the partition function (13) is
where NS is the number of solutions of (42). It is not possible to find the functional NS from the equation (42). But the integration (13) can be performed exactly for finite N [11] . Therefore, from the exact solution is possible to extract the functional NS in the large N limit.
Let us perform the calculation of (12) . Now the action is given by:
Now the action depends on the phases of the matrix elements also. But the reduction of degrees of freedom takes place if the absolute minimum of the matrix potential (45), as a function of the unitary matrix, belongs to the subset of inhomogeneous configurations.
One can prove that the classical configurations of the matrix potential are given by
The solutions of (42) are also solutions of the above equations. But there are other solutions. For instance, the configurations which satisfy
are also solutions of the new saddle-point equation. In this case the number of solutions depends on the diagonal matrix A and Λ. For instance, if A is the identity matrix there are not solutions of (47). Actually, there are solutions of (47) only if:
for some i and j. Therefore the form of the matrix A must be:
where A i are matrices proportional to the identity matrix and D is a matrix which does not verify (48). Then the form of the matrix U † ΛU must be
where B i is a complex matrix, and the square root of the eigenvalues of the hermitian matrices B † i B i are the eigenvalues of Λ. The value of the action for these configurations is
where A i = a i I. Whereas for the same matrix A and Λ, the value of the action for the solution of (42) is
Therefore, solutions of
are saddle-point configurations of the partition function (12) . But their contributions to the partition function are different. Therefore, the two set of solutions are different vacua of the model. There are other saddle-point con-
figurations: configurations for which the matrix U † ΛUA has two blocks in the diagonal, in such a way that one of the block satisfy the commutation conditions and the other the anticommutation conditions. These sets of solutions
give different contribution to the integration over the U matrix.
This is an interesting difference between the linear coupling to an external matrix and the gaussian coupling: the former has only one vacuum whereas in the gaussian coupling there are several vacua of the saddle point equation
corresponding to the integration of the unitary matrix. In this paper I will choose the vacuum corresponding to
These equations have at least one solution for every external matrix A.
Whereas the other set of solutions only exist if the external matrix A verify (49).
For this vacuum the degeneration factor NS[Λ, A] is the same as in the linear case. Therefore the partition function (12), in the large N limit, is:
Integration over the eigenvalues
Therefore the partition function (10) in the large N limit is given by
where the effective potential is
and {a i } are the eigenvalues of the external matrix.
Let us study the following matrix potential:
The connected Feynman diagrams of this matrix potential are the dual lattices of simplices whose faces are squares. The following constraints:
1 a Let us add an extra term to the matrix potential:
The new potential and the constraints (59) Let us define the following partition function:
The Feynman diagrams of F P yield to simplices made with an arbitrary number of squares and n triangles. Therefore F P and the constraints (59) yield simplices with nonpositive curvature except for a n points.
In the large N limit only survive the saddle-point configurations given by
In the large N limit λ k and a k become functions of a continuous variable
and the above equations become
If the function λ(x) is inverted, λ(x) is an injective function because the Van der Monde determinant in (56), then x becomes a function of λ and a(x) becomes a function of λ. Then, the saddle point equation becomes
where
and a(λ) is some fixed function of λ.
The function a(λ) must be fixed by the constraints (59). Actually, in the
therefore the constraints become:
The eigenvalues {a i } must be complex. Actually the external matrix
verify the constraints but it is not a continuous function of the index i. This suggests the following ansatz: for α 1 , α 2 , α 3 and α 4 real positive numbers,
where P (λ) is an even positive polynomial in the interval between −α 1 and α 4 . With the above ansatz a 2 (λ) is the polynomial λP (λ) and the saddle point equation (64) has the same solution than the saddle point equation of one hermitian matrix models with polynomial matrix potential. Therefore the critical point of pure Quantum Gravity is a solution of (64). Actually the multicritical points and multiarc solutions of one hermitian matrix models are also solutions of (64). But in this paper only pure Quantum Gravity is considered in order to give a geometrical interpretation of this matrix model.
In the large N limit the eigenvalues are confined in a finite region, therefore the function ρ(λ) has a finite support. If the external matrix A is nondegenerate then the function a(λ) cannot be constant in any subset of the support of ρ(λ). Hence the support of a(λ) must be the same than the support of ρ(λ). But a(λ) can be nonzero at the boundaries of the support.
Actually is possible to chose a function a(λ) without zeroes on its support.
Hence the integrals (66) are finite and the constraints (67) do not modify the critical behaviour. Or in other words it is always possible to chose a polynomial P (λ) which do not modify the critical behaviour, i.e. a polynomial given by irrelevant terms, and which verify the constraints (68). Hence the critical point of pure gravity is a critical point of this matrix model and the non analytical behaviour of observables is not modify by the constraints.
In the continuum limit defined by the critical point of pure gravity the partition function depends on the coupling constant α only through g c . Hence
the partial derivative with respect to α can be transformed into a derivative with respect to the renormalized cosmological constant. Therefore F P in the continuum limit is the vacuum expectation value of puncture operators, or in other words is the sum over Riemman surfaces with n punctures [3] .
There are other critical points. But the existence of the critical point of pure gravity and the results of [9, 14] suggest that those critical points are not very interesting.
Conclusions
The main conclusion of this paper is that for matrix models with 
there are saddle point configurations which do not verify the second condition. But if one perform the following change of variables From the point of view of matrix models this result means that the difference between solvable and non solvable matrix models in the large N limit does not depend on the differences between matrix models when N is finite, or in other words that the integration over unitary matrix can be performed in the large N limit even though cannot be done when N is finite. This open the possibility that matrix models which seem non solvable, for instance matrix models on the circle and in dimension greater than one, can be solved at least in the large N limit.
