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Quantum Hall to Insulator Transition in the Bilayer Quantum Hall Ferromagnet
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We describe a new phase transition of the bilayer quantum Hall ferromagnet at ﬁlling fraction
ν = 1. In the presence of static disorder (modeled by a periodic potential), bosonic S = 1/2 spinons
can undergo a superﬂuid-insulator transition while preserving the ferromagnetic order. The Mott
insulating phase has an emergent U(1) photon, and the transition is between Higgs and Coulomb
phases of this photon. Physical consequences for charge and counterﬂow conductivity, and for
interlayer tunneling conductance in the presence of quenched disorder are discussed.
PACS numbers: 73.50.Jt
The quantum Hall eﬀects embody new states of mat-
ter, in which two-dimensional electron systems in a per-
pendicular magnetic ﬁeld B are incompressible, and ex-
hibit excitations with fractional charge and statistics [1].
Quantum Hall systems with an internal degree of free-
dom, such as spin, layer index, or valley index, are richer
still [2]. Because electron or hole excitations are pro-
hibitive in energy, the low energy states can be charac-
terized by orientation of the vector n, denoting the spin
(or pseudospin in the layer index). Exchange interactions
lead to ferromagnetism, hence such systems are quantum
Hall ferromagnets (QHFM’s). Of central importance is
the spin-charge relation [3, 4] in the lowest Landau level
(LLL), which expresses the Coulomb charge and current
(J0,J) = Jµ due to a varying conﬁguration of n
J
µ
S =
e
8π
ǫµνλn   (∂νn × ∂λn) (1)
The charge carriers in QHFM’s are spin-textures,
characterized by a topological number. In single-
layer ν = 1 systems with spin, they are fermionic
skyrmions/antiskyrmions[3] with charge ±e, while in bi-
layer systems they are quartonic merons/antimerons[4]
with charge ±e/2.
While our general framework applies to all quantum
Hall ferromagnets, in this paper we focus on the bilayer
quantum Hall system [2, 5] at total ﬁlling factor νT = 1,
with an extremely small, but nonzero, tunneling ampli-
tude h between the two layers. We will assume that real
spin is frozen (which may not entirely be valid [6]), and
spin/peudospin for us will be synonymous with the layer
index. Each layer is at half-ﬁlling. When the separation
between the layers d is of the order of a magnetic length
l0 =
p
hc/eB, the system is an incompressible quantum
Hall state [7]. At large enough d/l0 the system splits up
into two weakly interacting, compressible, presumably
ν = 1
2 Fermi-liquid-like systems [7].
Despite almost two decades of theory [4, 8, 9, 10, 11,
12] and experiments [13, 14], important aspects of the
small d/l0 phase are not understood. Theoretically, the
small d/l0 QHFM breaks symmetry at T = 0 even in
the absence of an interlayer tunneling[4, 9] (spontaneous
interlayer coherence) leading to a Goldstone mode[8].
This state can also be regarded as an excitonic super-
ﬂuid, and should exhibit a Josephson-like eﬀect, with
a ﬁnite interlayer current ﬂowing at strictly zero inter-
layer bias voltage[4, 9]. While there is a peak in the
interlayer tunneling conductance G at zero bias [13], the
peak has ﬁnite width, implying some intrinsic dissipation.
Theoretically, interlayer tunneling should take place only
within a Josephson length of the contacts [4, 15]. Thus
G should be proportional to the length of the contacts,
while experimentally it is seen to be proportional to
the area [16]. Theoretically, there should be a T > 0
Kosterlitz-Thouless transition at which the superﬂuid
stiﬀness has a universal jump. Experimentally[17], the
zero-bias value of G (the closest analog to the superﬂuid
stiﬀness) vanishes roughly as (Tc −T)3 at the transition.
It is believed[10, 18, 19, 20] that quenched disorder is
ultimately responsible for these discrepancies, though a
detailed understanding is lacking.
Together with H. A. Fertig, one of us has proposed
a model[21] where a “coherence network” forms due to
the nonperturbative eﬀects of disorder[22]. This model
is consistent with several aspects of the experiments, no-
tably the tunneling conductance going as the area[16]
rather than the length of the sample, but it is classical.
In this paper we argue for a quantum phase transi-
tion to an insulating zero-temperature phase of QHFM,
which could possibly impact on the experimental issues
discussed above. We construct a quantum low energy
model at T = 0 (neglecting electron and hole excitations
and keeping only smooth conﬁgurations of n), and mimic
the nonperturbative eﬀects of disorder[22] by putting the
system on a square lattice. We start with the imaginary
time Lagrangian for a two-component quantum Hall sys-
tem as described by Lee and Kane(LK)[24]
LLK = i
4πǫµνλaµ∂νaλ + ¯ Ψs
￿
∂0 − i(a0 − eA0)
￿
Ψs
+ 1
2m|
￿
∇ − i(a − eA)
￿
Ψs|2 + u
2
￿¯ ΨsΨs − ρ0
￿2
(2)
Here the Ψs are the composite boson (CB) ﬁelds[23], ob-
tained by attaching one unit of statistical ﬂux to the
electron. The gauge ﬁeld aµ with its Chern-Simons
term implements this transformation, while the physical
(Coulomb) charge −e of the CB leads to minimal cou-2
pling to the external electromagnetic ﬁeld eAµ. When
the ﬁlling is exactly ν = 1 (ρ0 = 1/2πl2
0), the statis-
tical and external ﬁelds cancel each other on average,
and the CB’s can Bose condense, which leads to the
QH phase with a quantized Hall conductance[23]. One
now decomposes[24] the CB ﬁeld into a single-component
charged Higgs ﬁeld Φ, and a neutral two-component unit
length spinor zs: Ψs = Φzs (¯ zszs = 1). The spin vector
emerges as n = ¯ zσz. We parameterize the spin sector by
the variables ζ = nz and the angle θ of the xy compo-
nent of spin, and also add the planar anisotropy energy
Γ. After some manipulations, one obtains[24]
i
4πǫµνλaµ∂νaλ + ¯ Φ
￿
∂0 − i(a0 + b0 − eA0)
￿
Φ
+ 1
2m|
￿
∇ − i(a + b − eA)
￿
Φ|2 +
ρ0
2m
￿
∇n
￿2
+ Γ
2n2
z (3)
Note that the coupling between the Higgs and spin sec-
tors is only via the gauge-like ﬁeld
bµ = i¯ z∂µz =
1
2
ζ∂µθ J
µ
S =
e
4π
ǫ
µνλ∂νbλ (4)
The idea is to allow the periodic potential to drive
the Higgs ﬁeld through a Higgs-Mott Insulator transi-
tion, while n remains ordered. Such a transition without
a gauge ﬁeld is known to exist for two-component bosons
on lattices[26]. The Higgs transition in single-component
quantum Hall systems has been studied previously in
the large-N approximation[27], and yields a second-order
quantum phase transition at which the Hall conductance
changes discontinuously. We will use the same approach,
and assume that our transition is second-order, though
the question of the order remains open for the physically
relevant case N = 1.
Since the transition is at ﬁxed Higgs density, it is de-
scribed by a relativistic eﬀective theory[25].
L = |
￿
∂µ − iAµ
￿
Φ|2 + M2|Φ|2 + λ|Φ|4 + i
4πǫµνλaµ∂νaλ +
iρ0
2 ζ ˙ θ + K
2
￿
(1 − ζ2)(∇θ)2 +
(∇ζ)
2
(1−ζ2)
￿
+ Γ
2ζ2 − hcosθ (5)
Here we have deﬁned Aµ = aµ + bµ − eAµ, and allowed
the spin stiﬀness K to be renormalized down to its lowest
Landau level (LLL) value (as obtained by Moon et al[4]).
We have also introduced the interlayer tunneling h, which
we will take to be much smaller than any other energy
scale, and will therefore neglect unless it is essential for
some physical quantity. Note that we have used the
¯ ΦΦ¯ z∂0z term of the LK action (Eq. (3)) with  ¯ ΦΦ  = ρ0
to obtain the ζ ˙ θ term in the lagrangian. This is not only
the most relevant time-derivative term, but has the cor-
rect dynamics for the density-density correlations due to
spin-textures to be of order q4 at small q, a requirement of
being in the LLL. The higher time derivative terms com-
ing from integrating out high-energy modes will appear
in such a combination as to not violate the LLL property.
In this LLL QHFM, the 2 × 2 correlator of  bµbν  (with
b0(k) really standing for ˜ b0(k) = b0(k) − ω
q2q   b(k), see
below), for small q,ω is
G
(0)
b (k) =
￿
D 0
0 Fq2
￿
(6)
where D, F are constants.
Now we integrate out Φ to obtain
Seff = SCS +
Z
dk
￿
Aµ(k)Π
µν
Φ (k)Aν(−k)
￿
(7)
Here k = (ω,q) and the polarization tensor ΠΦ has the
gauge-invariant form
Π
µν
Φ (k) =
f(k2)
4πk2 (k
2δ
µν − k
µk
ν) (8)
In the Higgs phase f is a constant, while in the Mott
phase f ≃ k2 for k ≪ M. Going to Coulomb gauge for
aµ (∇   a = 0), one can rewrite the gauge action in a
2×2 matrix form acting on a0(k) and aT(k) = iˆ q×a(k),
where ˆ q = q/q. We will make a similar decomposition
for bµ and Aµ. Deﬁne ˜ b0(k) = b0(k) − iω
q bL(k), with
bT(k) = iˆ q × b(k) and bL(k) = −iˆ q   b(k). Then the
entries corresponding to a0 and aT are ˜ b0 and bT. In this
2 × 2 language we have
ΠΦ = 1
4π
￿
f
q
2
k2 0
0 f
￿
ΠCS =
1
4π
￿
0 iq
iq 0
￿
(9)
To proceed, we deﬁne Π = ΠΦ + ΠCS and integrate
out the gauge ﬁelds to obtain an eﬀective action for B0 =
˜ b0 − e ˜ A0 and BT = bT − eAT:
Z
dk
￿
B0(k) BT(k)
￿
[ΠΦ − ΠΦΠ
−1ΠΦ]
￿
B0(−k)
BT(−k)
￿
(10)
where the matrix Q = ΠΦ − ΠΦΠ−1ΠΦ has the form
Q =
1
4π
"
fq
2
f2+k2
iqf
2
f2+k2
iqf
2
f2+k2
fk
2
f2+k2
#
(11)
In order to obtain the electromagnetic response, one
should now integrate out bµ, that is, ζ, θ. We take ac-
count of the bµQµνbν term in the random phase approxi-
mation (RPA) to obtain the “full” correlator (as opposed
to the “bare” correlator of Eq. (6)).
 bµ(k)bν(−k)  = GRPA
b,µν =
￿
(G
(0)
b )−1 + Q
￿−1
µν (12)
We now integrate out b to obtain the ﬁnal eﬀective ac-
tion for the electromagnetic potential Aµ, which takes
the form
Seff[Aµ] =
Z
dk
e2
4π
Aµ(k)
￿
Q − QG
RPA
b Q)µνAν(−k)
(13)
Now we can read oﬀ the conductivity matrix from
Pµν = 4π
￿
Q − QGRPA
b Q
￿
= 4π
￿
G
(0)
b + Q−1￿−1
µν (14)
Going to the real frequency domain, we obtain
Re(σxx(q,ω)) = e
2
2π
ω
q2Im(P00) (15)
σxy(q,ω) = e
2
2π
1
qP01 (16)3
In the Higgs phase, Re(σxx) vanishes below the gap f
and σxy approaches the quantized value of e2/2π for
ω, q ≪ f denoting a quantized Hall phase. In the
Mott phase the entire conductivity matrix vanishes for
ω, q ≪ M, denoting an insulating phase. At the critical
point f = π
8
p
q2 − ω2, and the system has the critical
conductivities
σ∗
xx(0,ω) =
e2
2π
π/8
1 + (π/8)2 σ∗
xy =
π
8
σ∗
xx (17)
Going back to Eq. (12), one can ﬁnd propagating
charge modes as poles of GRPA
b . In the Higgs phase,
one ﬁnds a propagating mode with a dispersion
ω =
p
q2(1 + Df) + f2/(1 + Ffq2) (18)
In the Mott phase, no propagating charge modes exist
(there are only branch cuts in the charge correlator).
Let us now turn to the spin sector. The most interest-
ing quantity is the self-energy matrix (in ζ,θ space) Σab
near the critical point, which can be related to measur-
able quantities. For example Im(Σθθ) is related to the
dissipative counterﬂow conductivity via
Re(σCF(q,ω)) ≃ K2q2 Im(Σθθ(q,ω))
ω[(ω − cθq)2 + (Im(Σθθ))2]
(19)
and to the interlayer conductance via
Ginterlayer = 2ρ0ω
Im(Σθθ(q,ω))
[(ω − cθq)2 + (Im(Σθθ))2]
(20)
where we have absorbed the real part of Σab into a renor-
malization of the spin-wave velocity.
In the Higgs phase we ﬁnd for small q close to threshold
ω − f ≪ f
Im
￿
Σθθ
￿
(ω,q) ≃ q2f2(K(ω − f)2 + h)Θ(ω − f)
Im
￿
(Σζζ
￿
(ω,q) ≃ q2f2(K(ω − f)2 + Γ)Θ(ω − f)
Im
￿
Σζθ
￿
(ω,q) ≃ q2f2Θ(ω − f) (21)
where we deﬁne the oﬀ-diagonal term in the quadratic
term of the eﬀective action of ζ,θ in real frequency as
(1 + Σζθ)iωρ0/2. The main features are the presence
of a threshold frequency (the gap to charge excitations)
which vanishes linearly as the Higgs ﬁeld approaches crit-
icality f → 0, as well as a coupling which also vanishes
as a power of f. Note the qualitative diﬀerence made in
Im
￿
Σθθ
￿
by the presence of h.
At the large-N critical point we ﬁnd
ImΣθθ ≃ (ω7,q7) : h = 0 (22)
≃ (ω5,q5) : h  = 0 (23)
Here we see that powers of f have been replaced by pow-
ers of ω,q, with one extra power appearing due to the
branch cut.
Let us discuss ﬁnite-T properties brieﬂy. Starting in
the Higgs phase, if one goes to nozero T ≫ f the sys-
tem is quantum critical[28] and we can expect to see the
above behavior with ω → T. Also, in the presence of
quenched disorder, we can expect (in addition to the ac-
tivated contribution due to the tunneling of merons[21])
a power-law contribution in T to all physical quantities
in the quantum critical regime.
Consider now the qualitative behavior of the inter-
layer conductance G for T ≫ h, believed to be true of
experimental samples at millikelvin temperatures. For
T ≫ f we expect the interlayer tunneling to be inco-
herent, which is consistent with the ﬁnite width of the
zero-bias peak seen in experiments. With quenched dis-
order there may be a Higgs glass phase (see below) with
gapless charge ﬂuctuations, which would imply incoher-
ent interlayer tunneling for any nonzero T.
Finally, deep in the Mott phase, there is again a
threshold frequency ωth(q) =
p
4M2 + q2.
ImΣθθ(ω,q) ≈ (ω − ωth)4q2Θ(ω − ωth) (24)
The addition of the long-range Coulomb interaction to
the action makes no qualitative diﬀerence to the above.
Let us now comment on previous related work. Some
authors have argued for an XY spin-glass phase at
suﬃcient disorder[21, 29] but these arguments are for
the classical model. There are also proposals that the
ground state at T = 0 is a gauge-glass[10, 19] which
is still a quantum Hall phase, but with power-law XY
order. Other authors have argued for a spontaneous
breaking of translation invariance[30]: Like the quantum
Hall-Wigner crystal transition this likely occurs at large
imbalance[30]. Finally, some authors have argued for a
translation-invariant QH phase with no long-range order
in n[31]. In our model, we assume that the XY ferro-
magnetism is robust across the Higgs transition which
is driven by a periodic potential (a proxy for disorder),
which diﬀers from all the above proposals.
In the presence of static disorder, a key feature of our
model is that the dissipation arises not directly from
disorder coupled to the XY order parameter[32], but
rather from the disorder inducing a phase transition
which creates a phase with dynamical low-energy spinon
and charge excitations coupled to the XY modes. We call
this phase a Higgs glass, in analogy to the Bose glass[25]
and gauge glass[10, 19] phases. The Higgs glass diﬀers
from the gauge glass in having dynamical, gapless gauge
ﬂuctuations. We expect that there will be an imperfect
charge-ﬂux relation in the Higgs glass phase, which will
allow us to infer gapless charge ﬂuctuations with perhaps
a vanishing density of states at vanishing energy.
In conclusion, we have studied a lowest Landau level
model for the ν = 1 bilayer quantum Hall ferromagnet
which displays a Higgs→Mott transtion of spinons in the
presence of a periodic potential. Our understanding of
the Mott phase of the spinons, which is also a ferromag-
netic insulator, remains incomplete. The standard ex-
pectation is that the large d/l0 bilayer system is best4
described in terms of two species of weakly interacting
Composite Fermions (CF’s) [11]. It is possible that the
transition we have described on the lattice is preempted
by a ﬁrst-order transition (reverting to second-order with
quenched disorder) to a phase adiabatically connected to
two decoupled species of CF’s.
The framework we have sketched should apply to
the single layer QHFM with spin, where the existence
of charge ﬂuctuations below the Zeeman energy is not
understood[33].
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