only uses one single feature to classify objects, which is difficult to achieve good results when dealing with many object categories. To solve this problem, in this paper, we proposed an object recognition method based on BOV model and fusing multi-feature. First, it extracted Scale Invariant Feature Transform (SIFT) features and Local Binary Pattern(LBP) features in the multi-scale space simultaneously, Second, we utilized SVM classifier to preclassify separately on these two kinds of features and assigned their weights 0 or 1 according to the scale of preclassification results. Third, the method fused SIFT and LBP features by introducing their weights, obtaining a fused vector. At last, classified on the fused vector using SVM classifier again, and then achieved the final result of object recognition. The experimental results show that the method proposed in this paper shows good performance and could improve the accuracy of object recognition effectively.
INTRODUCTION
Object recognition, which in essence is to classify the object contained in the image or video in the view of computer, has broad application prospects in image retrieval, intelligent video surveillance and bio-medicine. Object recognition is one of the very active research directions in computer vision and pattern recognition fields. However, due to the influence of scale change, illumination problems, partial occlusion and other issues, object recognition is also a very challenging difficult point. In recent years, object recognition has been developing very fast, formed two main methods: appearance-based and structure-based [1] . BOV model [2] is a typical feature representation method based on appearance, while partbased-methods [3] is a typical one based on structure.
BOV model was proposed and applied into the field of computer vision by Csurka et al [2] in 2004. BOV first extracts local feature points of each image, clustering to generate several clustering center. Each cluster center is a visual word and the set of all the cluster center is the visual vocabulary. Then each image can be expressed by a few words in the visual vocabulary. All of these works are preparations for subsequent image recognition. In BOV model, using of local features to represent the image can effectively enhance the robustness to the partial occlusion, changes within the class and other issues. In addition, due to the characteristics of simplicity, flexibility, BOV model has become a hot research point in recent years.
With the continuous development of the object recognition, fusing multi-feature has gradually become a research trend. Extracting several kinds of features can describe an image to a greater extent, and then improve the object recognition accuracy. This paper proposed an object recognition method based on BOV model and fusing SIFT(Scale Invariant Feature Transform) [4] feature and LBP(Local Binary Pattern) [5] [6] [7] feature. The recognition process consists of four steps: Extract local features, generate visual vocabulary, code the image and classification. The recognition procedure is shown in Fig.1 .
II. OBJECT RECOGNITION METHOD BASED ON FUSING MULTI-FEATURE

A. Extract local features
Extracting local features is an important step in BOV models, and the quality of the features directly affects the final classification accuracy. Common local features include SIFT, LBP and HOG (Histogram of Oriented Gradient) [8] and so on. In this paper, we chose to extract and fuse SIFT and LBP these two features. It is a feature matching algorithm based on multi-scale space, used for detecting and describing the local outstanding features of the image. It finds extreme points in the image's different scale space, and uses gradient direction statistics of a number of pixels within a certain neighborhood to describe the extreme points. Therefore, SIFT algorithm could extract more stable features, and has a strong robustness to the image scaling, rotation, perspective changes, illumination change and other problems. Extracting SIFT feature consists of two steps.
First, extract feature points. Build image's multi-scale space by constructing Gaussian pyramid and DOG (Difference of Gaussian) pyramid. The next work is detecting the extreme points in DOG pyramid and extracting potential feature points, then removing the feature points which are relatively unstable. Here, the construction of multi-scale space aims at extracting image features more effectively, because in many cases, features that is not easy to obtain in a certain scale will be relatively easy to detect in other scales.
Second, describe feature points. In order to enhance the matching ability of SIFT, David suggested describing each point with its regional 16*16 image area. Compute the gradient of each pixel in this area, and make a count on these gradient information in the 4*4 sub-area respectively.Then we can obtain a gradient direction histogram, forming a 128 dimensional vector. The vector is the description of the feature point.
LBP, proposed by Ojala [5] , is a kind of feature to describe image's local texture information. It not only has the advantages of simple principle, low computational complexity, but also is image rotation and gray scale invariant. Therefore, LBP has a rapid development in recent years, and has been widely applied in face recognition.
The original LBP is calculated in the neighborhood 8 sampling points around the pixel. Set the gray value of the center pixel threshold, compared with neighborhood pixels' gray value, if the sampling point is small, then it is marked as 0, otherwise marked as 1. Finally, multiply each sampling point's marked value and their own weights, and the sum of these 8 products is the LBP value of the center pixel. But the original LBP only can extract features in the region with fixed radius. In order to improve this situation, Ojala [6] put forward the corresponding improvement scheme, extending the size of neighborhood area into a circular region with any radius R. However, with the expansion of neighborhood size, the number of sampling points also increases, and the dimension of LBP feature vectors shows a sharp growth trend at the same time. So Ojala proposed a uniform mode LBP and rotation invariant LBP again. Both of these two kinds of modes could reduce the dimension of LBP feature vector, besides, the latter also could make LBP rotation invariant.
In view of the multi-scale space's advantages in extracting image features, many researchers introduced multi-scale space theory into LBP, forming multi-scale LBP, in order to extract texture feature more efficiently. The uniform and rotation invariant LBP extracted in the multi-scale space not only has the gray invariance, rotation invariance and scale invariance, meanwhile, it also greatly reduces the dimension of LBP feature vector.
To identify a variety of object categories, using only a single type of feature is difficult to obtain better classification results, so research on the effective fusion of several kinds of features has certain values. This paper fused SIFT and multi-scale uniform and rotation invariant LBP. SIFT has high stability, it describes sampling points' gradient information within the neighborhood area of the key point, while LBP has low computational complexity, expressing the local texture information of the image. Fusing these two kinds of features could complement each other and improve object recognition accuracy effectively. Considering both SIFT and LBP features are extracted in the multi-scale space, therefore, when to extract features, we first constructed the multi-scale space of the image in this paper, then extracted SIFT and LBP features in this space simultaneously. While realizing LBP's scale invariance, it had the aid of Gaussian pyramid used in the process of extracting SIFT features, besides, the computation complexity of LBP algorithm was low, so the computation complexity of extracting these two kinds of features did not significantly improve compared with single SIFT features.
B. Visual vocabulary
Cluster the obtained local features by K-means algorithm, generating K cluster centers and the set of these centers is the visual vocabulary. The essence of K-means is to divide a disordered data sets into K groups, making the difference of the data within the same group minimum and that within the different groups as large as possible. The K-means algorithm consists of four steps.

Select randomly K elements from N features as the initial cluster centers.
Calculate the distance between each of the remaining features and every cluster centers, and packet the feature into the group in which its nearest cluster center is located.
After traversing all objects, so far we have grouped data set initially, then calculate the average of all the data values in each packet, and set the mean value as the group's new cluster center.  Do iteration on step 2~3, until the variance of the set of features converge.
In this paper, it clustered SIFT and LBP features respectively and generated two visual vocabulary: SIFT visual vocabulary and LBP visual vocabulary. Through experimental comparison, set the size of SIFT visual vocabulary 1024 and LBP visual vocabulary 100.
C. Coding image
After extracting features, the number of feature points of each image is not entirely consistent, which will bring great difficulties to subsequent operations. Therefore, BOV model codes the image with visual vocabulary and extracted features so as to get vectors with the same dimension. Coding the image is a process of choosing the most appropriate word from the visual vocabulary to replace the feature point of the image. VQ(Vector Quantization) algorithm is the most basic and simple coded method, and it's a hard-coded method. The principle is that for each feature point of the image, find a nearest word from the visual vocabulary to replace it, and then make a count on the frequency of every word, finally the vector composed of these frequency that is the coded vector. For example, we have obtained a nvocabulary . When coding image ,assume that is the frequency of word occurred in the image , then the vector that could mark image uniquely is defined as formula (1). (1) We need to code the image twice in this article, the first time generate a 1024-dimensional SIFT coded vector according to SIFT features and SIFT visual vocabulary, while the second time generate a 100-dimensional LBP coded vector according to LBP features and LBP visual vocabulary. Thus far, we have finished coding the image.
D. SVM classifier based on weighted fused features
After coding, image contains a 1024-dimensional SIFT coded vector and a 100-dimensional LBP coded vector . In this paper, we utilized SVM [9] classifier to pre-classify separately on these two kinds of coded vectors, and assigned the weights of SIFT coded vector and LBP coded vector according to the pre-classification results: SIFT accuracy and LBP accuracy . Then fused these two types of coded vectors in the light of their own weights, generating a 1124-dimensional fused vector. The vector is shown as formula(2).
(2) Used SVM classifier again on the fused vector, then we could get the final object recognition result. The method of computing weight is defined as formula (3). (3) Among formula (3), and are the weights of SIFT and LBP coded vector respectively, while and are the object recognition accuracy when classify on the SIFT and LBP coded vector separately. In summary, the steps of the method presented in this paper are summarized as follows. 

Classify on the fused vector again, then we can get the final object recognition result.
III. EXPERIMENT
A. Image database
In this paper, we used image database Caltech-101 [10] . It is a large scale standard image database applied in general object recognition, covering 101 types of objects. Caltech-101 has a total number of 9146 images and the average size of the image is about 300*200. We chose former 30 images of each category as training samples, while the remaining images were composed of test samples. Part of images in Caltech-101 were shown in Fig.2 .
B. Experimental results and analysis
Simulation experiments were carried out according to the steps of the proposed method in this paper. The result based on one single type of the feature and the result In addition, there are two methods commonly used in the fusion of feature: The first one fuses several types of features in proportion of 1:1 [11] , while the second one fuses that in proportion of their own weights [12] . When computing the weights of every type of features in the second method, the larger the contribution rate to the final result, the greater the weight. A comparison was made between the two common fusing methods and the method proposed in this paper. The result is shown in TABLE . As can be seen from the data in Table 1 , the average accuracy computed through the method in this paper is obviously higher than that computed with SIFT features or LBP features separately. Contrasting the recognition rate of each object category, we can see that the accuracy based on the proposed method is also not less than any accuracy based on only SIFT features or LBP features. So we can draw a conclusion that fusing multi-feature could extract more information of the image and will be more effective to object recognition.
The data in Table 2 can be concluded that compared with those two commonly used fusing method, the average accuracy calculated by the proposed method is improved. As for each object category, the proposed method shows good performance as well. As we can see from Table 2 , the average accuracy of the first common method is lower than the second one. The reason is that the former fuses two types of features according to the ratio of 1:1, ignoring their different influences over the final result of recognition. Although the second one considers the difference of SIFT and LBP features by importing their own weights, it doesn't have a great improvement than the first one. As for the method in this paper, unlike the second common method, it only has 0 and 1 these two weights. If the contribution rate of one type of features is bigger, its weight is assigned as 1,otherwise assigned as 0. The experimental results show that, obvious improvement has been achieved with the proposed method.
IV. CONCLUSION
The method proposed in this paper fused SIFT and multi-scale LBP features based on BOV model. It extracted SIFT features and LBP features in the multiscale space simultaneously, and confused these two features according to their own weights defined as 0 or 1.The experimental results show that this method can get a better effect of object recognition.
