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Abstract
Hecke algebras for the complex reflection groups G(r,p,n) (where p  1 and p | r) were
introduced in the work of Ariki [J. Algebra 177 (1995) 164–185], Broué and Malle [Astérisque 212
(1993) 119–189]. In this paper we consider modular representation theory for these algebras in the
case where r = p. We assume that the field K contains a primitive pth root of unity ε. Our method
is to study the restrictions of Specht modules S˜λ for Hecke algebras Hp,n of type G(p,1, n) with
parameters (q;1, ε, . . . , εp−1). Suppose that f (q, ε) = 0 in K (see 4.7 for definition of f (q, ε)).
For any multipartition λ = (λ(1), . . . , λ(p)) of n, we prove that S˜λ↓Hp,p,n ∼= S˜λ[k]↓Hp,p,n for any
1 k  p− 1, where λ[k] = (λ(k+1), λ(k+2), . . . , λ(p), λ(1), λ(2), . . . , λ(k)); and if k is the smallest
positive integer such that λ = λ[k] (hence k | p), we explicitly decompose S˜λ↓Hp,p,n into a direct
sum of p/k smaller Hp,p,n-submodules with the same dimensions. As a result, when f (q, ε) = 0
in K , we show that Hp,p,n is split over K and get a complete classification of all the absolutely
irreducible Hp,p,n-modules. This generalizes earlier work of [C. Pallikaros, J. Algebra 169 (1994)
20–48] and [J. Hu, Manuscripta Math. 108 (2002) 409–430] on Hecke algebras of type Dn (which
are included as a special case of our main results).
 2004 Elsevier Inc. All rights reserved.
Introduction
Let r , p, d and n be positive integers such that pd = r . The complex reflection group
G(r,p,n) is the group consisting of n by n permutation matrices with the properties that
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J. Hu / Journal of Algebra 274 (2004) 446–490 447the entries are either 0 or rth roots of unity, and the d th power of the product of the non-
zero entries of each matrix is 1. The order of G(r,p,n) is drn−1n!, and G(r,p,n) is a
normal subgroup of G(r,1, n) of index p.
The group ring of the complex reflection group G(r,1, n) allows the following
deformation. Let K be a field and let q,Q1, . . . ,Qr be elements of K with q = 0. Let
Hr,n = Hr,n(q; {Q1, . . . ,Qr }) be the unital K-algebra with generators T0, T1, . . . , Tn−1
and relations
(T0 −Q1) · · · (T0 −Qr)= 0,
T0T1T0T1 = T1T0T1T0,
(Ti + 1)(Ti − q)= 0, for 1 i  n− 1,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, for 0 i < j − 1 n− 2.
This algebra is the so-called Ariki–Koike algebra or (cyclotomic) Hecke algebra of type
G(r,1, n). It contains the Hecke algebra of type A and type B as special cases. Obviously,
it can be defined over Z[q, q−1,Q1, . . . ,Qr ], where q,Q1, . . . ,Qr are indeterminates.
Upon setting q = 1 and Qi = ζ i−1 for each i , where ζ is a primitive rth root of unity, one
obtains the group algebra for the complex reflection group G(r,1, n)= Zr Sn.
Suppose K contains a primitive pth root of unity ε. Let x1, . . . , xd be nonzero elements
of K with x1/pi ∈K for each i . We consider the Hecke algebraHr,n with parameters
q, x
1/p
i ε
j , i = 1,2, . . . , d, j = 0,1, . . . , p− 1.
Then the first defining relation forHr,n becomes(
T
p
0 − x1
)(
T
p
0 − x2
) · · · (T p0 − xd)= 0.
LetHr,p,n =Hr,p,n(q, {x1, . . . , xd}) be the subalgebra of Hr,n generated by the elements
T
p
0 , Tu := T −10 T1T0, Ti, 1 i  n− 1.
Then it is an analogue of the Hecke algebra for the complex reflection group G(r,p,n)
(see [1,6]). The special case H2,2,n is just the Iwahori–Hecke algebra of type Dn.
The Hecke algebra Hr,n has been well studied in the context of cellular algebras (see
[13–15] and [16]). In these work the Specht modules, which are defined as “cell modules”
via cellular basis, play an important role. The modular representations of the Hecke
algebra H2,2,n (i.e., the Hecke algebra of type Dn) were studied in [22,23,28] and [17].
However, for arbitrary p, r,n with p | r , the modular representations of the Hecke algebra
Hr,p,n is less studied. For example, it is even not known whether Hr,p,n is cellular or
not. For the ordinary representations of Hr,p,n over the field C(q, x1/p1 , . . . , x1/pd ), where
q, x
1/p
, . . . , x
1/p
are transcendental over C, see [1] and [21].1 d
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Hr,p,n in the case where r = p. Our approach is to study the restrictions to Hp,p,n of
Specht modules S˜λ for Hecke algebras Hp,n with parameters (q;1, ε, . . ., εp−1), where
ε is a primitive pth root of unity in K (we always make this assumption, in particular,
the characteristic of the field K is coprime to p). We introduce certain homomorphism
between Specht modules for Hecke algebra Hp,n. When f (q, ε) = 0 in K (see 4.7
for definition of f (q, ε)), those morphisms turn out to be isomorphisms. Note that the
condition f (q, ε) = 0 is just the “separation condition” introduced in [3] (see also [15]).
This is the main reason that why in this case we could give a classification of all the simple
Hp,p,n-modules. In the special case wherep = 2, we recover the results in [28] and [22] for
the Hecke algebra of type Dn satisfying “separation condition”. In the case that “separation
condition” does not hold, a complete classification of all the simple modules for the Hecke
algebra of type Dn is obtained in [23], and in [17] by a different method. The paper [17]
also computed the number of irreducible modules.
The paper was organized as follows. Section 1 collects some basic facts about Hecke
algebras Hp,n (respectively Hp,p,n) and related combinatorics. In Section 2 we introduce
a right ideal p−a h˜aˆp+a zλHp,p,n of Hp,p,n, which plays the role of “Specht module” for
Hp,p,n. The homomorphism θk is constructed in Section 3, where we show that the
composition map θp−1 ◦ · · · ◦ θ0 eventually coincides with a scalar multiplication by fλ(v)
given in 3.1. The main result—Theorem 4.9 are presented in Section 4. One of the crucial
ingredients in our proof is some detailed study of the Young seminormal representations
forHp,n, which is also believed of independent interest. If f (q, ε) = 0 in K , we show that
Hp,p,n is split over K and we give (in Section 5) a complete classification of all the simple
Hp,p,n-modules. Finally, as a consequence, our main results also yield a classification of
simple modules when Hp,p,n is semisimple and a criterion of semisimplicity for Hp,p,n.
1. The Hecke algebrasHp,n andHp,p,n
Throughout this paper, p and n will be fixed positive integers.
Let K be a field and let q,Q1, . . . ,Qp be elements of K with q = 0. The Hecke algebra
Hp,n = Hp,n(q; {Q1, . . . ,Qp}) is the unital K-algebra with generators T0, T1, . . . , Tn−1
and relations
(T0 −Q1) · · · (T0 −Qp)= 0,
T0T1T0T1 = T1T0T1T0,
(Ti + 1)(Ti − q)= 0, for 1 i  n− 1,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, for 0 i < j − 1 n− 2.
Set Qi+p =Qi , for any i  0. Let Sn be the symmetric group on {1,2, . . . , n}, acting
from the right. For each 1 i < n, let si = (i, i + 1). Then s1, . . . , sn−1 are the standard
Coxeter generators of Sn. A word w = si1 · · · sik for w ∈Sn is a reduced expression if k is
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expression si1 · · · sik for w ∈ Sn, we write Tw = Ti1 · · ·Tik . The relations in Hp,n ensure
that Tw is independent of the choice of reduced expression and the subalgebra generated
by T1, . . . , Tn−1 is in fact isomorphic to H(Sn) (the Iwahori–Hecke algebra of Sn).
We need some combinatorial notations. A composition of n is a sequence λ =
(λ1, λ2, . . .) of non-negative integers such that |λ| = ∑i1 λi = n; and λ is called a
partition if λ1  λ2  · · · . There are the notions of Young diagrams (row standard,
standard) tableaux, Young subgroups, distinguished right coset representatives, etc. For
more details, we refer the readers to [9,10] and [27].
Recall that [13] a multipartition of n (with p components) is an ordered p-tuple
of partitions λ = (λ(1), . . . , λ(p)) such that ∑ps=1 |λ(s)| = n; we write λ  n. For each
multipartition λ = (λ(1), . . . , λ(p)) of n, the associated p-tuple a = (a1, . . . , ap), where
as = |λ(s)| for each s, is a composition of n. For any i  0, we set λ(i+p) = λ(i) and
ai+p = ai .
Following [4], we define the Murphy operators (of Hp,n) L1,L2, . . . ,Ln by Lm =
q1−mTm−1 · · ·T1T0T1 · · ·Tm−1. For any composition b = (b1, . . . , bp) of n and non-
negative integer k, we define
u(k)+b :=
p−1∏
j=1
b1+b2+···+bj∏
m=1
(Lm −Qj+k+1),
u(k)−b :=
p−1∏
j=1
bj+1+bj+2+···+bp∏
m=1
(Lm −Qj+k).
Then our u(0)+b is just u+b in [13]’s notations. By definition, we have u(k + p)+b =
u(k)+b , u(k + p)−b = u(k)−b .
Following [11, (2.3)], we define wa,b to be the following permutation(
1 2 · · · a a + 1 a + 2 · · · a + b
b+ 1 b+ 2 · · · b+ a 1 2 · · · b
)
.
Then
wa,b = sa · · · sa+b−1︸ ︷︷ ︸ · · · s1 · · · sb︸ ︷︷ ︸
if a and b are positive integers; or wa,b = 1 if a or b is zero.
The above construction allows the following generalization [15, (1.6)]. For any non-
negative integers a, b and k, let w(k)a,b be the permutation(
k + 1 k + 2 · · · k + a k + a + 1 k + a + 2 · · · k + a + b
k + b+ 1 k + b+ 2 · · · k + b+ a k + 1 k + 2 · · · k + b
)
.
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ordered n-tuple
1, . . . , a1︸ ︷︷ ︸, a1 + 1, . . . , a1 + a2︸ ︷︷ ︸, . . . , . . . ,
(
p−1∑
i=1
ai
)
+ 1, . . . , n︸ ︷︷ ︸
into(
p−1∑
i=1
ap+1−i
)
+ 1, . . . , n︸ ︷︷ ︸,
(
p−2∑
i=1
ap+1−i
)
+ 1, . . . ,
(
p−1∑
i=1
ap+1−i
)
︸ ︷︷ ︸, . . . , . . . ,1, . . . , ap︸ ︷︷ ︸ .
One can verify directly that (see also [15, (1.7)])
wa =w(0)n−ap,apw
(ap)
n−ap−ap−1,ap−1 · · ·w
(ap+···+a3)
a1,a2
=w(0)a1,n−a1w(0)a2,n−a1−a2 · · ·w(0)ap−1,ap .
By [9, §1], we have
#(wa)= a1(n− a1)+ a2(n− a1 − a2)+ · · · + ap−1(n− a1 − a2 − · · · − ap−1)
= ap(n− ap)+ ap−1(n− ap − ap−1)+ · · · + a2(n− ap − ap−1 − · · · − a2).
Hence
#(wa)= #
(
w
(0)
n−ap,ap
)+ #(w(ap)n−ap−ap−1,ap−1)+ · · · + #(w(ap+···+a3)a1,a2 )
= #(w(0)a1,n−a1)+ #(w(0)a2,n−a1−a2)+ · · · + #(w(0)ap−1,ap).
For any non-negative integers a, b and k, we write h(k)a,b (respectively ha) for Tw(k)a,b(respectively for Twa ). Then, because the lengths add, we have
ha = h(0)n−ap,aph
(ap)
n−ap−ap−1,ap−1 · · ·h
(ap+···+a3)
a1,a2
= h(0)a1,n−a1h(0)a2,n−a1−a2 · · ·h(0)ap−1,ap .
Given any composition a = (a1, a2, . . . , ap) of n, then aˆ := (ap, ap−1, . . . , a1) is also
a composition of n. Let Sa,Saˆ be the corresponding Young subgroups in Sn and let
Da (respectively Da,aˆ) be the set of distinguished representatives of right Sa-cosets
(respectively of Sa-Saˆ double cosets). We have
Lemma 1.1 [9]. For any composition a = (a1, a2, . . . , ap) of n, we have
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(b) For any s ∈ {1,2, . . . , p} and j with ∑s−1i=1 ai < j <∑si=1 ai , Tjha = haT(j)wa .
(c) We have
wa =w(0)a1,a2w(0)a1+a2,a3 · · ·w(0)a1+···+ap−1,ap =w
(a1+···+ap−2)
ap−1,ap · · ·w(a1)a2,n−a1−a2w(0)a1,n−a1,
and hence
ha = h(0)a1,a2h(0)a1+a2,a3 · · ·h(0)a1+···+ap−1,ap = h
(a1+···+ap−2)
ap−1,ap · · ·h(a1)a2,n−a1−a2h(0)a1,n−a1 .
Proof. Parts (a) and (b) follow from [15, (1.8)] and our previous discussion. Note that
w
(k)
a,b ∈S(k+1,k+2,...,k+a+b) and h(0)a,b = ha,b, so part (c) follows from [14, (3.1)] and some
inductive argument. ✷
Let s be a fixed integer with 1 s  p. For each integer b with 0 b n we define
u−n−b =
s∏
t=1
(L1 −Qt)(L2 −Qt) · · · (Ln−b −Qt),
u+b =
p∏
t=s+1
(L1 −Qt)(L2 −Qt) · · · (Lb −Qt).
The following very useful lemma is cited from [14, (3.4)].
Lemma 1.2 [14, (3.4)]. Suppose that 0 b n.
(a) If 1 k  n− b then Lku−n−bhn−b,bu+b = u−n−bhn−b,bu+b Lk+b .
(b) If n− b+ 1 k  n then Lku−n−bhn−b,bu+b = u−n−bhn−b,bu+b Lk−n+b .
By a special case of Lemma 2.8 of [15], we have1
Lemma 1.3 [15]. Let b, c be integers with 0 b < c n. Then u−n−bHp,nu+c = 0.
Let K be a field. From now on and until to the end of this paper, we assume that K
contains a primitive pth root of unity ε. In particular, the characteristic of the field K is
coprime to p.
Let x1 be a nonzero element of K with x1/p1 ∈K . We consider the Hecke algebraHp,n
with parameters
q, x
1/p
1 ε
j , j = 0,1, . . . , p− 1.
1 It is also easy to give a direct proof of Lemma 1.3 by using [14, (3.7)].
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T
p
0 = x1, Tu := T −10 T1T0, Ti, 1 i  n− 1.
In this paper we shall study modular representations of the Hecke algebra Hp,p,n.
Since x1 = 0, we can assume without loss of generality that x1 = 1. Hence Hp,n =
Hp,n(q; {1, ε, . . . , εp−1}), and Hp,p,n =Hp,p,n(q) is the subalgebra generated by Tu :=
T −10 T1T0, Ti, 1 i  n− 1.
Remark 1.4. Let v be an indeterminate and ε0 be a fixed primitive pth root of unity in C
(the complex numbers field). Let A := Z[ε0][v, v−1]. Let Hp,n,A be the Hecke algebra of
type G(p,1, n) with parameters (v;1, ε0, . . . , εp−10 ) defined over A. Let Hp,p,n,A be the
subalgebra of Hp,n,A generated by Tu, Ti , 1  i  n − 1. By general fact from number
theory, we know that K is an A-algebra by specializing v to q and ε0 to ε. By the work
of [1],
Hp,n ∼=Hp,n,A ⊗A K, Hp,p,n ∼=Hp,p,n,A⊗A K.
We remark that almost everything we shall do in the rest of this paper could be done
over the integral ring A. Note that by the well-known criterion of semisimplicity (see [2])
Hp,n,Q[ε0](v) ∼=Hp,n,A ⊗A Q[ε0](v) is split semisimple.
Now we define (compare [1]) the Murphy operators (of Hp,p,n) S2, S3, . . . , Sn by
S2 = q−1TuT1, Sm = q1−mTm−1 · · ·T2TuT1T2 · · ·Tm−1 for 3  m  n. It is easy to see
that Sm = T −10 Lm = LmT −10 ; hence, T0 commutes with each Sm. For any composition
b = (b1, . . . , bp) of n, let l be the smallest integer with 0 l  p − 1 such that bl+1 = 0.
We define
p+b :=
p−1∏
j=1
b1+b2+···+bj∏
m=2
(
Sm − εj−l
)
,
p−b :=
p−1∏
j=1
bj+1+bj+2+···+bp∏
m=2
(
Sm − εj
)
.
The reason for the l in the definition of p+b will be transparent in Section 2.
We end this section with the following observation.
Lemma 1.5. Let τ :x → T −10 xT0 be the inner automorphism ofHp,n induced by T0. Then
τ (Hp,p,n)=Hp,p,n. In other words, τ (x) ∈Hp,p,n for any x ∈Hp,p,n.
Proof. Since Hp,p,n is generated by Tu,T1, . . . , Tn−1 and
T −1T1T0 = Tu, T −1TiT0 = Ti, for any i with 1< i < n,0 0
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T −10 TuT0 = T −20
(
T1T
2
0
)= T −20 ((T1T0T1T0)T −10 T −11 T0)
= T −20
(
(T0T1T0T1)T
−1
0 T
−1
1 T0
)= T −10 T1T0T1T −10 T −11 T0
= TuT1T −10
(
q−1T1 + q−1 − 1
)
T0 = TuT1
(
q−1Tu + q−1 − 1
) ∈Hp,p,n,
as required. Note that we have used the fact that T −11 = q−1T1 + q−1 − 1. ✷
2. Specht modules
In this section, we shall introduce certain right ideal of Hp,p,n, which plays the role of
“Specht module” for Hp,p,n.
Let Hp,n be the (cyclotomic) Hecke algebra with parameters v,Q1, . . . ,Qp defined
over the ring Z[v, v−1,Q1, . . . ,Qp], where v,Q1, . . . ,Qp are indeterminates. Recall
[13, §2] that Hp,n is actually an (integral) cellular algebra, and the Specht modules for
Hp,n is defined as “cell modules” via a cellular basis of Hp,n. The definition of that
cellular basis depends on a specified order of the parameters (see [13, (3.2)]). Now for
the remainder of this section we fix an integer k with k  0, and we denote by B[k]
the cellular basis of Hp,n which is defined by using the ordered p-tuple of parameters
(Qk+1,Qk+2, . . . ,Qk+p).
Recall that for any composition λ of n,
xλ =
∑
w∈Sλ
Tw, yλ =
∑
w∈Sλ
(−v)−#(w)Tw,
and we denote by λ′ the dual partition of λ.
For any multipartition µ= (µ(1), . . . ,µ(p)) of n, let b = (b1, . . . , bp) be the associated
p-tuple. Let
µ= (µ(1)1 ,µ(1)2 , . . . ,µ(2)1 ,µ(2)2 , . . . , . . . ,µ(p)1 ,µ(p)2 , . . .)
be the associated composition of n. We define xµ := xµ, yµ := yµ.
Let # (see [9], [27, (2.3)]) be the algebra automorphism of H(Sn) which is defined
on generators by T #i = −vT −1i for each 1  i < n. For each i with 1  i  p, let tµ
(i)
(respectively tµ(i) ) be the µ(i)-tableau obtained by putting the numbers
∑i−1
s=1 bs + 1,
. . . ,
∑i
s=1 bs in order into the boxes from left to right down successive rows (respectively
columns). Let
wµ(i) ∈S ∑i−1 ∑i( s=1 bs+1,..., s=1 bs)
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(µ(1)
′
, . . . ,µ(p)
′
). Then zµ ∈H(Sb). By definition,
zµ =
p∏
i=1
x#
µ(i)
′T #w
µ(i)
′ y
#
µ(i)
,
where x#
µ(i)
′T #w
µ(i)
′ y
#
µ(i)
∈H(S
(
∑i−1
s=1 bs+1,...,
∑i
s=1 bs)
).
Let S˜µ[k] be the Specht module [13, (3.28)] for Hp,n which is defined via the cellular
basis B[k]. By the proof of [16, (2.7)]:
Theorem 2.1 [16]. For any multipartition µ= (µ(1), . . . ,µ(p)) of n, let b = (b1, . . . , bp)
be the associated p-tuple. Then there is a right Hp,n-modules isomorphism
S˜
µ
[k] ∼= u(k)−b hbˆu(k)+b zµHp,n.
Note that in [16]’s notations, b = (0, |µ(1)|, |µ(1)|+ |µ(2)|, . . . , |µ(1)|+ · · ·+ |µ(p−1)|).
Under suitable identification between {Q1, . . . ,Qp} and {u1, . . . , up}, our u(k)−b hbˆu(k)+b
is just vb′ := πb′hb′ π˜b in [16]’s notations.
We also need the following result from [15] and [13].
Theorem 2.2 ([15, (2.7), (3.1)], [13, (3.7)]). For any composition b = (b1, . . . , bp) of n
and any non-negative integer k, we have
(1) u(k)−b hbˆu(k)+bHp,n = u(k)−b hbˆu(k)+bH(Sn). Moreover, it is a free module with basis
{u(k)−b hbˆu(k)+b Tw |w ∈Sn}.
(2) u(k)+b (respectively u(k)−b ) commute with any element in H(Sb) (respectively any
element in H(Sbˆ)).
(3) For any si ∈Sb, u(k)−b hbˆu(k)+b Ti = T(i)wbu(k)−b hbˆu(k)+b .
Hereafter we identify S˜µ[k] and the corresponding right ideal u(k)−b hbˆu(k)+b zµHp,n. In
the rest part of this section, we specialize Qi to εi−10 for each i , where ε0 is a primitive pth
root of unity in C.
Recall the inner automorphism τ we defined in Lemma 1.5. For any Hp,n-module V ,
let V τ be the newHp,n-module such that V τ = V as K-linear space, and a ∈Hp,n acts as
τ (a) on V τ . We have
Lemma 2.3. For any multipartition λ = (λ(1), . . . , λ(p)) of n and non-negative integer k,
there is a right Hp,n-modules isomorphism(
S˜λ[k]
)τ ∼= S˜λ[k].
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be the associated p-tuple of λ. By 2.1, it suffices to prove that τ (u−a haˆu+a zλHp,n) ⊆
u−a haˆu+a zλHp,n.
Let l be the smallest integer with 0  l  p − 1 such that al+1 = 0, and let s be
the largest integer with 0  s  p − 1 such that as+1 = 0. Then, using the fact that [4]
(L1 − a) · · ·(Ln − a) is central in Hp,n for any a, we have
u−a haˆu+a =
(
l∏
j=1
n∏
m=1
(
Lm − εj−10
))( s∏
j=l+1
aj+1+···+as+1∏
m=1
(
Lm − εj−10
))
haˆ
·
(
p−1∏
j=s+1
n∏
m=1
(
Lm − εj0
))( s∏
j=l+1
al+1+···+aj∏
m=1
(
Lm − εj0
))
=
(
n∏
m=1
(Lm − 1) · · ·
(
Lm − εl−10
)(
Lm − εs+10
) · · ·(Lm − εp−10 )
)
·
(
s∏
j=l+1
aj+1+···+as+1∏
m=1
(
Lm − εj−10
))
haˆ
(
s∏
j=l+1
al+1+···+aj∏
m=1
(
Lm − εj0
))
=
(
s∏
j=l+1
aj+1+···+as+1∏
m=1
(
Lm − εj−10
))
haˆ
(
s∏
j=l+1
al+1+···+aj∏
m=1
(
Lm − εj0
))
·
(
n∏
m=1
(Lm − 1) · · ·
(
Lm − εl−10
)(
Lm − εs+10
) · · · (Lm − εp−10 )
)
.
It follows that
∏
1jp
j =s
(
L1 − εj0
) (
respectively
∏
1jp
j =l
(
L1 − εj0
))
is a left factor (respectively a right factor) of u−a haˆu+a . Hence, u−a haˆu+a T0 = εl0u−a haˆu+a ,
and T0u−a haˆu+a = εs0u−a haˆu+a . It follows that
τ
(
u−a haˆu+a zλ
)= T −10 u−a haˆu+a zλT0 = ε−s0 u−a haˆu+a zλT0
= ε−s0 zλˆu−a haˆu+a T0, by 2.2(3)
= εl−s0 zλˆu−a haˆu+a = εl−s0 u−a haˆu+a zλ, by 2.2(3)
where λˆ := (λ(p), . . . , λ(2), λ(1)). Hence the lemma follows. ✷
Recall that each S˜λ is naturally equipped with a bilinear form. Let rad be the radical of
this form. Then D˜λ := S˜λ/ rad is absolutely irreducible or zero module. We have
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there is a right Hp,n-modules isomorphism(
D˜λ[k]
)τ ∼= D˜λ[k].
Proof. By [19, (3.2)], if D˜λ[k] = 0, then D˜λ[k] is the unique simple head of S˜λ[k]. So the
corollary follows from Lemma 2.2. ✷
Let σ be the automorphism of Hp,n which is defined on generators by σ(T0) = ε0T0,
σ(Ti) = Ti for i = 1, . . . , n − 1. Then σ↓Hp,p,n = id, and the set of transformations
{σj | j = 0,1, . . . , p− 1} forms a cyclic group of order p. We denote it by Cp .
Let λ = (λ(1), . . . , λ(p)) be a multipartition of n, and let a = (a1, . . . , ap) be its
associated p-tuple. Recall that by convention λ(i+p) = λ(i) and ai+p = ai , for any i  0.
For any integer k with k  0, we define λ[k] := (λ(k+1), λ(k+2), . . . , λ(k+p)), a[k] :=
(ak+1, ak+2, . . . , ak+p). Denote by P the set of all multipartitions (with p components)
of n. We define an action of the group Cp on P as follows:
σk · λ := λ[k], for any k  0 and λ ∈P .
Let ∼p be the corresponding equivalence relation on P . In other words, λ∼p µ if and only
if λ and µ differ by a cyclic permutation. Henceforth, we denote by P/∼p a fixed set of
representatives such that for each λ ∈ P/∼p, |λ(p)| = 0. We have
Lemma 2.5. For any composition a = (a1, . . . , ap) of n with ap = 0. There exists a unique
element h˜aˆ ∈Hp,p,n, such that for any non-negative integer k
u(k)−a haˆu(k)+a = εkγ (a)0
(
p−2∏
j=0
(
T0 − εj+k0
))
p−a h˜aˆp+a ,
where γ (a) is an integer which depends only on a and not on k.
Proof. Let l be the smallest integer with 0 l  p− 1 such that al+1 = 0. As in the proof
of Lemma 2.3, we have
u(k)−a haˆu(k)+a =
(
l∏
j=1
n∏
m=1
(
Lm − εj+k−10
))( p−1∏
j=l+1
aj+1+···+ap∏
m=1
(
Lm − εj+k−10
))
haˆ
·
(
p−1∏
j=l+1
al+1+···+aj∏
m=1
(
Lm − εj+k0
))
=
(
p−1∏ aj+1+···+ap∏ (
Lm − εj+k−10
))
haˆ
(
l∏ n∏(
Lm − εj+k−10
))j=l+1 m=1 j=1m=1
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(
p−1∏
j=l+1
al+1+···+aj∏
m=1
(
Lm − εj+k0
))
.
Using the fact that L1 = T0 commutes with each Sm, Lm = L1Sm and( ∏
0jp−1
j =l
(
L1 − εj+k0
))
L1 = εl+k0
∏
0jp−1
j =l
(
L1 − εj+k0
)
,
we get that
u(k)−a haˆu(k)+a =
(
p−1∏
j=l+1
aj+1+···+ap∏
m=1
(
Lm − εj+k−10
))
haˆ
(
l∏
j=1
n∏
m=1
(
Lm − εj+k−10
))
·
(
p−1∏
j=l+1
(
L1 − εj+k0
))( p−1∏
j=l+1
al+1+···+aj∏
m=2
(
εl+k0 Sm − εj+k0
))
=
(
p−1∏
j=l+1
aj+1+···+ap∏
m=1
(
Lm − εj+k−10
))( l∏
j=1
n∏
m=1
(
Lm − εj+k−10
))
· haˆ
(
p−1∏
j=l+1
(
L1 − εj+k0
))( p−1∏
j=l+1
al+1+···+aj∏
m=2
(
εl+k0 Sm − εj+k0
))
.
Again using the fact that L1 commutes with each Sm and(
p−2∏
j=0
(
L1 − εj+k0
))
L1 = εp−1+k0
p−2∏
j=0
(
L1 − εj+k0
)
, (2.5.1)
we get that
u(k)−a haˆu(k)+a
=
(
p−1∏
j=l+1
aj+1+···+ap∏
m=2
(
ε
p−1+k
0 Sm − εj+k−10
))( l∏
j=1
n∏
m=2
(
ε
p−1+k
0 Sm − εj+k−10
))
·
(
p−2∏
j=0
(
L1 − εj+k0
))
haˆ
(
p−1∏
j=l+1
(
L1 − εj+k0
))( p−1∏
j=l+1
al+1+···+aj∏
m=2
(
εl+k0 Sm − εj+k0
))
= εkγ1(a)+γ2(a)0 p−a
(
p−2∏(
L1 − εj+k0
))
haˆ
(
p−1∏ (
L1 − εj+k0
))
p+a ,j=0 j=l+1
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Now we write
p−1∏
j=l+1
(
L1 − εj+k0
)= εk(p−1−l)0
(
p−1∏
j=l+1
(
ε−k0 L1 − εj0
))= εk(p−1−l)0
(
p−1−l∑
m=0
Cmε
−km
0 L
m
1
)
,
where for each m, Cm ∈ Z[ε0] is independent of k.
By (2.5.1) (
p−2∏
j=0
(
L1 − εj+k0
))
ε−km0 L
m
1 = ε(p−1)m0
(
p−2∏
j=0
(
L1 − εj+k0
))
,
we deduce that
u(k)−a haˆu(k)+a
= εkγ1(a)+γ2(a)0 p−a
(
p−2∏
j=0
(
L1 − εj+k0
))
haˆ
(
p−1∏
j=l+1
(
L1 − εj+k0
))
p+a
= εkγ1(a)+γ2(a)0 p−a
(
p−2∏
j=0
(
L1 − εj+k0
))
haˆε
k(p−1−l)
0
(
p−1−l∑
m=0
Cmε
−km
0 L
m
1
)
p+a
= εkγ1(a)+γ2(a)0 p−a
(
p−2∏
j=0
(
L1 − εj+k0
))
ε
k(p−1−l)
0
(
p−1−l∑
m=0
ε−km0 L
m
1 CmL
−m
1 haˆL
m
1
)
p+a
= εkγ1(a)+γ2(a)0 p−a
(
p−2∏
j=0
(
L1 − εj+k0
))
ε
k(p−1−l)
0
(
p−1−l∑
m=0
ε
(p−1)m
0 CmL
−m
1 haˆL
m
1
)
p+a
= εkγ (a)0 p−a
(
p−2∏
j=0
(
L1 − εj+k0
))
h˜aˆp
+
a = εkγ (a)0
(
p−2∏
j=0
(
L1 − εj+k0
))
p−a h˜aˆp+a ,
where γ (a)= γ1(a)+ p− 1− l, and
h˜aˆ := εγ2(a)+(p−1)m0
(
p−1−l∑
m=0
CmT
−m
0 haˆT
m
0
)
∈Hp,p,n, by Lemma 1.5.
By our construction, h˜aˆ is independent of k as required. ✷
Example 2.6. Suppose p = 2. Then H2,2,n = H(Dn) is the Iwahori–Hecke algebra of
type Dn. For any bipartition λ= (λ(1), λ(2)) with |λ(2)| = 0, we have h˜aˆ = T1 − Tu, where
aˆ = (|λ(2)|, |λ(1)|).
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be the largest integer with 0 s  p − 1 such that as+1 = 0. By the same argument as in
the proof of Lemma 2.3,
T −10 u(k)
−
a haˆu(k)
+
a T0 = εl−s0 u(k)−a haˆu(k)+a ,
T −10 u(k)
−
a haˆu(k)
+
a zλT0 = εl−s0 u(k)−a haˆu(k)+a zλ.
Therefore, by Lemma 2.5,
T −10
(
p−a h˜aˆp+a
)
T0 = εl−s0 p−a h˜aˆp+a ,
T −10
(
p−a h˜aˆp+a zλ
)
T0 = εl−s0 p−a h˜aˆp+a zλ. (2.7.1)
In particular,
T −10
(
p−a h˜aˆp+a Hp,p,n
)
T0 = p−a h˜aˆp+a Hp,p,n,
T −10
(
p−a h˜aˆp+a zλHp,p,n
)
T0 = p−a h˜aˆp+a zλHp,p,n. (2.7.2)
Note that Hp,n is a free (right) Hp,p,n-module with basis {1, T0, . . . , T p−10 }. For any
multipartition λ ∈P with |λ(p)| = 0, we define
Sλ := p−a h˜aˆp+a zλHp,p,n.
By (2.2),
u(k)−a haˆu(k)+a zλHp,n = zλˆu(k)−a haˆu(k)+a Hp,n = zλˆu(k)−a haˆu(k)+a H(Sn)
= z
λˆ
u(k)−a haˆu(k)+a Hp,p,n = u(k)−a haˆu(k)+a zλHp,p,n,
where λˆ := (λ(p), . . . , λ(2), λ(1)). It follows that (by Lemma 2.5) the map which sends
(for any h ∈Hp,p,n) p−a h˜aˆp+a zλh to u(k)−a haˆu(k)+a zλh is a well-defined Hp,p,n-module
isomorphism
Sλ = p−a h˜aˆp+a zλHp,p,n ∼=
(
u(k)−a haˆu(k)+a zλHp,n
)↓Hp,p,n = S˜λ[k]↓Hp,p,n.
Equivalently, one can (by Lemma 2.5) extend the Hp,p,n-structure on Sλ to a Hp,n-
structure by defining (for any h ∈Hp,p,n)(
p−a h˜aˆp+a zλh
)
T0 := εp−1+k0 T −10
(
p−a h˜aˆp+a zλh
)
T0
= εk−10 T −10
(
p−a h˜aˆp+a zλh
)
T0 ∈ p−a h˜aˆp+a zλHp,p,n,
such that the obtainedHp,n-module is isomorphic to S˜λ .[k]
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That is
Lemma 2.8. For any multipartition λ = (λ(1), . . . , λ(p)) of n and for any integer k with
k  0, there is a Hp,p,n-module isomorphism
S˜λ[k]↓Hp,p,n ∼= S˜λ[0]↓Hp,p,n.
Proof. Recall the automorphism σ introduced below Corollary 2.4. Since σ↓Hp,p,n = id,
we have (by using Theorem 2.1)
S˜λ[k]↓Hp,p,n = σ−k
(
S˜λ[0]
)↓Hp,p,n ∼= (S˜λ[0])σk↓Hp,p,n = S˜λ[0]↓Hp,p,n. ✷
Recall the definition of P/∼p above Lemma 2.5. For any λ ∈ P/∼p, we define
Sλ := p−a h˜aˆp+a zλHp,p,n. Then by Remark 2.7, Sλ ∼= S˜λ[k]↓Hp,p,n for any integer k  0.
Let Cλ be the stabilizer of λ in Cp . Then Cλ is a cyclic subgroup of Cp with order |Cλ|. It
is clear |Cλ| | p. We define
P0 := {λ ∈P/∼p | Cλ = 1}, P1 := {λ ∈ P/∼p | Cλ = 1}.
3. The homomorphism θk
In this section we shall construct the homomorphism θk : S˜λ[k][k] → S˜λ[k+1][k+1] for any
multipartition µ of n and any integer k  0. Then we shall show that the composition
map θp−1 ◦ · · · ◦ θ0 coincides with a scalar multiplication.
Let µ = (µ(1), . . . ,µ(p)) be a multipartition of n, and let b = (b1, . . . , bp) be its
associated p-tuple. Recall that our u−b hbˆu
+
b is just vb′ = πb′hb′ π˜b in [15, (3.1)]’s notations
(with Qi replaced by up+1−i for each i). By [15, (3.6)],
u−b hbˆu
+
b hbu
−
b hbˆu
+
b = u−b hbˆu+b zb = zbˆu−b hbˆu+b ,
where zb (respectively zbˆ) is an element in the center of H(Sb) (respectively of H(Sbˆ)),
and
H(Sb) :=HZ[q,q−1](Sb)⊗Z[q,q−1] Z
[
q, q−1,Q1, . . . ,Qp
]
,
H(Sbˆ) :=HZ[q,q−1](Sbˆ)⊗Z[q,q−1] Z
[
q, q−1,Q1, . . . ,Qp
]
.
Let v,Q1, . . . ,Qp are all indeterminates. Throughout this section (except in the last
corollary), we shall consider the Hecke algebra Hp,n with parameters v,Q1, . . . ,Qp
defined over the ring Z[v, v−1,Q1, . . . ,Qp].
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(b1, . . . , bp) be its associated p-tuple. Then there exists a polynomial fµ(v) ∈ Z[v, v−1,
Q1, . . . ,Qp] (depending on µ), such that
zbzµ = fµ(v)zµ = zµzb.
Proof. It suffices to prove that z#bz
#
µ = fµ(v)z#µ for some fµ(v) in Z[v, v−1,Q1, . . . , Qp].
Recall that
z#µ = xµ′Twµ′ yµ =
p∏
i=1
xµ(i)′Twµ(i)′ yµ(i) ,
where x
µ(i)
′ , Tw
µ(i)
′ , yµ(i) ∈H(S(∑i−1s=1 bs+1,...,∑is=1 bs)) for each i . Suppose
z#b =
∑
for each i
ci∈S(∑i−1
s=1 bs+1,...,
∑i
s=1 bs
)
λcTc1 · · ·Tcp ,
for some λc ∈ Z[v, v−1,Q1, . . . ,Qp]. Since z#b is in the center of H(Sb), we have
z#bz
#
µ = xµ(p)′ · · ·xµ(2)′xµ(1)′ z#bTwµ(1)′ yµ(1)Twµ(2)′ yµ(2) · · ·Twµ(p)′ yµ(p)
= x
µ(p)
′ · · ·x
µ(2)′
(∑
c
λcxµ(1)′Tc1Twµ(1)′ yµ(1)
)
Tc2 · · ·Tcp
· Tw
µ(2)′ yµ(2) · · ·Twµ(p)′ yµ(p)
(
use [9, (4.1)])
= xµ(p)′ · · ·xµ(2)′
(∑
c
λ′cxµ(1)′Twµ(1)′ yµ(1)
)
Tc2 · · ·TcpTwµ(2)′ yµ(2) · · ·Twµ(p)′ yµ(p)
= (x
µ(1)′Twµ(1)′ yµ(1)
)
x
µ(p)
′ · · ·
(∑
c
λ′cxµ(2)′Tc2 · · ·TcpTwµ(2)′ yµ(2)
)
· · ·Tw
µ(p)
′ yµ(p)
= (x
µ(1)′Twµ(1)′ yµ(1)
)
x
µ(p)
′ · · ·
(∑
c
λ′cxµ(2)′Tc2Twµ(2)′ yµ(2)
)
Tc3 · · ·Tcp · · ·Tw
µ(p)
′ yµ(p)
(
use [9, (4.1)])
...
= fµ(v)
p∏
i=1
x
µ(i)
′Tw
µ(i)
′ yµ(i) = fµ(v)z#µ,
where λ′c, fµ(v) ∈ Z[v, v−1,Q1, . . . ,Qp]. ✷
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sufficient condition in 4.8.
Recall that for an algebra H and two element x, y ∈H , if ax = yb for some a, b ∈H ,
then the map xh → axh= ybh, ∀h ∈H , is a well-defined rightH -module homomorphism
from xH to yH . This fact will be used in the proof of the following theorem.
For any composition b = (b1, . . . , bp) of n and any integer k with k  0, we define
Yk := Yk,p−1 · · ·Yk,2Yk,1,
where
Yk,i :=

( bi+2+···+bp+bp+1∏
m=bi+2+···+bp+1
(Lm −Qi+k+1)
)
h
(n−b1−···−bi+1)
b1,bi+1 , 1 i < p− 1,( bp+1∏
m=1
(Lm −Qp+k)
)
h
(0)
bp+1,bp , i = p− 1.
Note that Yk depends not only on k but also on b.
Theorem 3.2. Let µ= (µ(1), . . . ,µ(p)) be a multipartition of n, and let b = (b1, . . . , bp)
be its associated p-tuple. For any integer k with k  0, let Yk be defined as above. Then
Yku(k)
−
b hbˆu(k)
+
b zµ
= u(k + 1)−b[1]hb̂[1]u(k + 1)+b[1]zµ[1]h(0)n−b1,b1
(
b1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
.
In particular, left multiplication by Yk defines a right Hp,n-module homomorphism from
S˜
µ
[k] to S˜
µ[1]
[k+1].
Proof. First, we note that
u(k)−b hbˆu(k)
+
b zµ
=
(
p−1∏
j=1
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1,b1h
(b1)
n−b1−b2,b2 · · ·h
(b1+b2+···+bp−2)
bp,bp−1
·
(
p−1∏
j=1
b1+···+bj∏
m=1
(Lm −Qj+k+1)
)
zµ
=
(
p−1∏ bj+1+···+bp∏
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1j=1 m=1
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(
p−1∏
j=1
b1+···+bj∏
m=1
(Lm −Qj+k+1)
)
zµ
=
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
·
( b2+···+bp∏
m=1
(Lm −Qk+1)
)
h
(0)
n−b1,b1
(
b1∏
m=1
(Lm −Qk+2) · · · (Lm −Qk+p)
)
·
(
p−1∏
j=2
b1+···+bj∏
m=b1+1
(Lm −Qj+k+1)
)
zµ
=
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
·
(
p−1∏
j=2
b2+···+bj∏
m=1
(Lm −Qj+k+1)
)( b2+···+bp∏
m=1
(Lm −Qk+1)
)
h
(0)
n−b1,b1
·
(
b1∏
m=1
(Lm −Qk+2) · · · (Lm −Qk+p)
)
zµ,
where the last equality follows from 1.2. We get
u(k)−b hbˆu(k)
+
b zµ
=
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
·
(
p∏
j=2
b2+···+bj∏
m=1
(Lm −Qj+k+1)
)
h
(0)
n−b1,b1zµ
(
b1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
=
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
·
(
p∏
j=2
b2+···+bj∏
m=1
(Lm −Qj+k+1)
)
zµ[1]h(0)n−b1,b1
(
b1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
=
(
p−1∏ bj+1+···+bp∏
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1j=2 m=1
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(
b1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
.
It remains to prove that
Yk
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
= u(k + 1)−b[1]hb̂[1].
For any integer s with 1 s  p− 2, we claim that
Yk,s
(
p−1∏
j=s+1
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−···−bs+1,bs+1h
(bs+1)
n−b1−···−bs+2,bs+2
· · ·h(bs+1+···+bp−2)bp,bp−1
is equal to
(
p−1∏
j=s+2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−···−bs+2,bs+2h
(bs+2)
n−b1−···−bs+3,bs+3
· · ·h(bs+2+···+bp−2)bp,bp−1
( bs+2+···+bp+1∏
m=1
(Lm −Qk+s+1)
)
h
(0)
n−b2−···−bs+1,bs+1 .
Since h(n−b1−···−bs+1)b1,bs+1 commutes with
∏bj+1+···+bp
m=1 (Lm − Qj+k) for each s + 1 
j  p− 1, and ∏bs+2+···+bp+1m=1 (Lm −Qk+s+1) commutes with h(bs+2+bs+3+···+bl)n−b1−···−bl+1,bl+1 for each
s + 1 l  p− 2, we have
Yk,s
(
p−1∏
j=s+1
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−···−bs+1,bs+1h
(bs+1)
n−b1−···−bs+2,bs+2
· · ·h(bs+1+···+bp−2)bp,bp−1
=
(
p−1∏
j=s+2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)( bs+2+···+bp+1∏
m=1
(Lm −Qk+s+1)
)
h
(n−b1−···−bs+1)
b1,bs+1
· h(0) h(bs+1) · · ·h(bs+1+···+bp−2)n−b1−···−bs+1,bs+1 n−b1−···−bs+2,bs+2 bp,bp−1
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(
p−1∏
j=s+2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)( bs+2+···+bp+1∏
m=1
(Lm −Qk+s+1)
)
· h(0)n−b2−···−bs+1,bs+1h
(bs+1)
n−b1−···−bs+2,bs+2 · · ·h
(bs+1+···+bp−2)
bp,bp−1
=
(
p−1∏
j=s+2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)( bs+2+···+bp+1∏
m=1
(Lm −Qk+s+1)
)
· h(0)n−b1−···−bs+2,bs+2h
(bs+2)
n−b1−···−bs+3,bs+3 · · ·h
(bs+2+···+bp−2)
bp,bp−1 h
(0)
n−b2−···−bs+1,bs+1
=
(
p−1∏
j=s+2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−···−bs+2,bs+2h
(bs+2)
n−b1−···−bs+3,bs+3
· · ·h(bs+2+···+bp−2)bp,bp−1
( bs+2+···+bp+1∏
m=1
(Lm −Qk+s+1)
)
h
(0)
n−b2−···−bs+1,bs+1,
where the third equality follows from Lemma 1.1(b). This proves our claim.
Now
Yk
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3 · · ·h
(b2+···+bp−2)
bp,bp−1
= Yk,p−1 · · ·Yk,1
(
p−1∏
j=2
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2,b2h
(b2)
n−b1−b2−b3,b3
· · ·h(b2+···+bp−2)bp,bp−1
= Yk,p−1 · · ·Yk,2
(
p−1∏
j=3
bj+1+···+bp∏
m=1
(Lm −Qj+k)
)
h
(0)
n−b1−b2−b3,b3h
(b3)
n−b1−b2−b3−b4,b4
· · ·h(b3+···+bp−2)bp,bp−1
( b3+···+bp+1∏
m=1
(Lm −Qk+2)
)
h
(0)
n−b2,b2
...
= Yk,p−1
( bp+bp+1∏
m=1
(Lm −Qp−1+k)
)
h
(0)
n−b2−···−bp−1,bp−1
· · ·
( b3+···+bp+1∏
(Lm −Qk+2)
)
h
(0)
n−b2,b2m=1
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( bp+1∏
m=1
(Lm −Qp+k)
)
h
(0)
bp+1,bp
( bp+bp+1∏
m=1
(Lm −Qp−1+k)
)
h
(0)
n−b2−···−bp−1,bp−1
· · ·
( b3+···+bp+1∏
m=1
(Lm −Qk+2)
)
h
(0)
n−b2,b2
=
( bp+1∏
m=1
(Lm −Qp+k)
)( bp+bp+1∏
m=1
(Lm −Qp−1+k)
)
· · ·
( b3+···+bp+1∏
m=1
(Lm −Qk+2)
)
· h(0)bp+1,bph
(0)
n−b2−···−bp−1,bp−1 · · ·h
(0)
n−b2,b2
=
(
p−1∏
j=1
bj+2+···+bp+1∏
m=1
(Lm −Qj+k+1)
)
h
(0)
n−b2,b2h
(b2)
n−b2−b3,b3 · · ·h
(b2+···+bp−1)
bp+1,bp
= u(k + 1)−b[1]hb̂[1]
as required. This completes the proof of the theorem. ✷
Remark 3.3. For any composition b = (b1, . . . , bp) of n and any integer k with k  0, the
proof of Theorem 3.2 actually shows that
Yku(k)
−
b hbˆu(k)
+
b = u(k + 1)−b[1]hb̂[1]u(k + 1)+b[1]h(0)n−b1,b1
(
b1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
.
Now we define
Y ′k := Y ′k,p−1 · · ·Y ′k,2Y ′k,1,
where
Y ′k,i :=

h
(n−bp−···−bi )
bi ,bp
(
b0+b1+···+bi−1∏
m=b1+···+bi−1+1
(Lm −Qi+k)
)
, 1< i  p− 1,
h
(0)
b1,bp
(
b0∏
m=1
(Lm −Qk+1)
)
, i = 1.
Note that Y ′k depends not only on k but also on b. Then using 1.1(c) and the same argument
as in the proof of Theorem 3.2, one can show that
u(k)−b hbˆu(k)
+
b Y
′
k =
( bp∏
m=1
p−1∏
j=1
(Lm −Qk+j )
)
h
(0)
bp,n−bpu(k − 1)−b[−1]hb̂[−1]u(k − 1)+b[−1].
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associated p-tuple. By Theorem 3.2, for any integer k with k  0, the map θk
θk : S˜
λ[k]
[k] → S˜λ[k+1][k+1] ,
u(k)−a[k]hâ[k]u(k)
+
a[k]zλ[k]h → u(k + 1)−a[k+1]hâ[k+1]u(k + 1)+a[k+1]zλ[k+1]
· h(0)n−ak+1,ak+1
(
ak+1∏
m=1
p∏
j=2
(Lm −Qk+j )
)
h,
where h ∈Hp,p,n, defines a Hp,n-module homomorphism.
Therefore, the composition map θp−1 ◦ · · ·◦ θ0 (which is aHp,n-module endomorphism
on S˜λ) is given by
u−a haˆu+a zλh → u−a haˆu+a zλh(0)n−ap,ap
( ap∏
m=1
p∏
j=2
(Lm −Qp+j−1)
)
· · ·h(0)n−a2,a2
·
(
a2∏
m=1
p∏
j=2
(Lm −Qj+1)
)
h
(0)
n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
h.
Theorem 3.4. Let λ= (λ(1), . . . , λ(p)) be a multipartition of n, and let a= (a1, . . . , ap) be
its associated p-tuple. For each integer k with k  0, let θk be defined as above. Then the
composition map θp−1 ◦ · · · ◦ θ0 is equal to the scalar multiplication2 with fλ(v).
Proof. By 3.1, it suffices to show that
hau
−
a haˆu
+
a = h(0)n−ap,ap
( ap∏
m=1
p∏
j=2
(Lm −Qp+j−1)
)
· · ·h(0)n−a2,a2
(
a2∏
m=1
p∏
j=2
(Lm −Qj+1)
)
· h(0)n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
.
We define
Z2 := h(0)n−ap,aph
(ap)
n−ap−ap−1,ap−1 · · ·h
(ap+···+a3)
n−ap−···−a2,a2
(
p−1∏
j=2
aj+1+···+ap∏
m=1
(Lm −Qj)
)
2 Since Specht modules are generically irreducible, it follows from Schur lemma that the composition map
θp−1 ◦ · · · ◦ θ0 must be a scalar in Q(v,Q1, . . . ,Qp). Moreover, it may be possible to calculate this scalar by
using known facts about the Schur elements (see [18] and [25]). The author thanks the referee for pointing out
this.
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(a2+···+ap−2)
n−ap,ap−1
(
p∏
j=2
a2+···+aj∏
m=1
(Lm −Qj+1)
)
,
and for any integer k with 3 k  p,
Zk := h(0)n−ap,aph
(ap)
n−ap−ap−1,ap−1 · · ·h
(ap+···+ak+1)
n−ap−···−ak,ak
(
p−1∏
j=k
aj+1+···+ap∏
m=1
(Lm −Qj)
)
· h(0)n−a1−···−ak,akh(ak)n−a1−···−ak+1,ak+1 · · ·h
(ak+···+ap−2)
n−ap,ap−1
·
(
p∏
j=k
ak+···+aj∏
m=1
(Lm −Qj+1)
)( ak+···+ap∏
m=1
(Lm −Q2) · · · (Lm −Qk−1)
)
.
We claim that
Zk =Zk+1h(0)n−ak,ak
(
ak∏
m=1
p∏
j=2
(Lm −Qj+k−1)
)
.
Set
Uk := h(0)n−ap,aph
(ap)
n−ap−ap−1,ap−1 · · ·h
(ap+···+ak+1)
n−ap−···−ak,ak ,
Vk := h(0)n−a1−···−ak,akh(ak)n−a1−···−ak+1,ak+1 · · ·h
(ak+···+ap−2)
n−ap,ap−1 .
Then we have
Zk =Uk
(
p−1∏
j=k
aj+1+···+ap∏
m=1
(Lm −Qj)
)
Vk
(
p∏
j=k
ak+···+aj∏
m=1
(Lm −Qj+1)
)
·
(
k−1∏
j=2
ak+···+ap∏
m=1
(Lm −Qj)
)
=Uk
(
p−1∏
j=k+1
aj+1+···+ap∏
m=1
(Lm −Qj)
)( ak+1+···+ap∏
m=1
(Lm −Qk)
)
· Vk+1h(0)n−a1−···−ak,ak
(
k+p−1∏
j=k+1
ak∏
m=1
(Lm −Qj)
)
·
(
p∏ ak+···+aj∏
(Lm −Qj+1)
)(
k−1∏ ak+···+ap∏
(Lm −Qj)
)j=k+1 m=ak+1 j=2 m=ak+1
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(
p−1∏
j=k+1
aj+1+···+ap∏
m=1
(Lm −Qj)
)
Vk+1
·
( ak+1+···+ap∏
m=1
(Lm −Qk)
)
h
(0)
n−a1−···−ak,ak
(
k+p−1∏
j=k+1
ak∏
m=1
(Lm −Qj)
)
·
(
p∏
j=k+1
ak+···+aj∏
m=ak+1
(Lm −Qj+1)
)(
k−1∏
j=2
ak+···+ap∏
m=ak+1
(Lm −Qj)
)
=Uk+1
(
p−1∏
j=k+1
aj+1+···+ap∏
m=1
(Lm −Qj)
)
Vk+1h
(ap+···+ak+1)
n−ap−···−ak,ak
·
(
p∏
j=k+1
ak+1+···+aj∏
m=1
(Lm −Qj+1)
)(
k−1∏
j=2
ak+1+···+ap∏
m=1
(Lm −Qj)
)
·
( ak+1+···+ap∏
m=1
(Lm −Qk)
)
h
(0)
n−a1−···−ak,ak
(
k+p−1∏
j=k+1
ak∏
m=1
(Lm −Qj)
)
=Zk+1h(ap+···+ak+1)n−ap−···−ak,akh(0)n−a1−···−ak,ak
(
k+p−1∏
j=k+1
ak∏
m=1
(Lm −Qj)
)
=Zk+1h(0)n−ak,ak
(
ak∏
m=1
p∏
j=2
(Lm −Qj+k−1)
)
,
where the fourth equality follows from 1.2. This proves our claim.
Now it is easy to see
hau
−
a haˆu
+
a =Z2h(0)n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
=Z3h(0)n−a2,a2
(
a2∏
m=1
p∏
j=2
(Lm −Qj+1)
)
h
(0)
n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
...
= h(0)n−ap,ap
( ap∏
m=1
p∏
j=2
(Lm −Qp+j−1)
)
· · ·h(0)n−a2,a2
(
a2∏
m=1
p∏
j=2
(Lm −Qj+1)
)
· h(0)n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
,
as required. ✷
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be its associated p-tuple. Let K be a field such that K is a Z[v, v−1,Q1, . . . ,Qp]-algebra.
Suppose fλ(q) = 0 in K . Then for any integer k with k  0, there is a Hp,n-module
isomorphism S˜λ ∼= S˜λ[k][k] ∼= (S˜λ[k])σ
k
.
Proof. This is an immediate consequence of Theorem 3.4 and the fact that dim S˜λ =
dim S˜λ[k][k] . ✷
Remark 3.6. In the proof of Theorem 3.4, we have shown that
hau
−
a haˆu
+
a = h(0)n−ap,ap
( ap∏
m=1
p∏
j=2
(Lm −Qp+j−1)
)
· · ·h(0)n−a2,a2
(
a2∏
m=1
p∏
j=2
(Lm −Qj+1)
)
· h(0)n−a1,a1
(
a1∏
m=1
p∏
j=2
(Lm −Qj)
)
.
Using the same argument one can also show that (compare Remark 3.3)
u−a haˆu+a ha =
( ap∏
m=1
p−1∏
j=1
(Lm −Qj)
)
h
(0)
ap,n−ap · · ·
(
a2∏
m=1
p−1∏
j=1
(Lm −Qj−p+2)
)
h
(0)
a2,n−a2
·
(
a1∏
m=1
p−1∏
j=1
(Lm −Qj−p+1)
)
h
(0)
a1,n−a1 .
Details are left to the readers.
Now we specialize Qi to εi−10 for each i , where ε0 is a primitive pth root of unity in C.
Recall thatA= Z[ε0][v, v−1]. Then (from our proof) it is clear that all the results obtained
in this section hold for the Hecke algebra Hp,n with parameters v,1, ε0, . . . , εp−10 defined
over the ringA. Let K be a field with 0 = q ∈K . Suppose K contains a primitive pth root
of unity ε. By general facts from number theory, K is an A-algebra with ε0 specialized to
ε and v specialized to q . We have
Corollary 3.7. Let λ= (λ(1), . . . , λ(p)) be a multipartition of n, and let a = (a1, . . . , ap) be
its associated p-tuple. Let K be as above. Suppose fλ(q) = 0 in K . Then for any integer k
with k  0, there is a Hp,p,n-module isomorphism S˜λ↓Hp,p,n ∼= S˜λ[k]↓Hp,p,n .
Proof. This follows easily from Corollary 3.5 and Lemma 2.8. ✷
J. Hu / Journal of Algebra 274 (2004) 446–490 4714. Decomposition of S˜λ↓Hp,p,n for λ ∈P1
In this section, we shall give our main result—Theorem 4.9. Throughout, we shall
consider the Hecke algebra Hp,n with parameters v,1, ε0, . . . , εp−10 defined over the ring
A :=Z[ε0][v, v−1], where ε0 is a primitivepth root of unity inC and v is an indeterminate.
Let λ= (λ(1), . . . , λ(p)) be a fixed multipartition of n. Let k be the smallest integer such
that λ = λ[k]. Then p = dk for some d ∈ N. Suppose 0 < k < p. In this section we shall
give an explicit decomposition of S˜λ↓Hp,p,n into some smaller Hp,p,n-submodules. Our
approach will be based on some careful investigation on Young seminormal representations
(see [4,20,21,29]) of Hp,n,Q[ε0](v).
By the well-known criterion of semisimplicity (see [2]) Hp,n,Q[ε0](v) ∼= Hp,n,A ⊗A
Q[ε0](v) is split semisimple. By [4] (see also [21]), for each multipartition λ= (λ(1), . . . ,
λ(p)) of n, there is a Young seminormal representation V λ with basis {vt | t is a standard
λ-tableau}. The action3 of each generators of Hp,n on V λ is given by
vtT0 = res
(
t(1)
)
vt,
vtTi =Ai(t)vt +
(
1+Ai(t)
)
vtsi , 1 i  n− 1,
where tsi is the same tableau as t except that the position of i and i+ 1 are switched in tsi .
If tsi is not standard, then we define vtsi = 0, and
Ai(t)= v − 1
1− res(t(i))
res(t(i+1))
,
where the residue res(t(i)) is given by
res
(
t(i)
)= vb−aεc−10 , if i is in position (a, b) in t(c).
By [4, (3.16)], vtLm = res(t(m))vt and the set {V λ | λ  n} forms a complete set of
pairwise non-isomorphic simple Hp,n-modules.
For each 1  s  p = dk, let Y ′s be defined as in Remark 3.3 with b replaced by a[s].
For any integer r with 1  r  d , we set Y ′(r, k) := Y ′rk · · ·Y ′(r−1)k+2Y ′(r−1)k+1. Then by
Remark 3.3,
u−a haˆu+a Y ′(d, k) · · ·Y ′(2, k)Y ′(1, k)
=
( ap∏
m=1
p−1∏
j=1
(
Lm − εj−10
))
h
(0)
ap,n−ap · · ·
(
a2∏
m=1
p−1∏
j=1
(
Lm − εj−p+10
))
h
(0)
a2,n−a2
·
(
a1∏
m=1
p−1∏
j=1
(
Lm − εj−p0
))
h
(0)
a1,n−a1u
−
a haˆu
+
a .
3 Note that our Ti (respectively v) is qTi (respectively q2) in [21]’s notations.
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fλ(v)u
−
a haˆu
+
a zλ
= u−a haˆu+a zazλ = u−a haˆu+a hau−a haˆu+a zλ = u−a haˆu+a hazλˆu−a haˆu+a
= u−a haˆu+a zλhau−a haˆu+a = zλˆ
(
u−a haˆu+a ha
)
u−a haˆu+a
= z
λˆ
( ap∏
m=1
p−1∏
j=1
(
Lm − εj−10
))
h
(0)
ap,n−ap · · ·
(
a2∏
m=1
p−1∏
j=1
(
Lm − εj−p+10
))
h
(0)
a2,n−a2
·
(
a1∏
m=1
p−1∏
j=1
(
Lm − εj−p0
))
h
(0)
a1,n−a1u
−
a haˆu
+
a (by Remark 3.6)
= z
λˆ
u−a haˆu+a Y ′(d, k) · · ·Y ′(2, k)Y ′(1, k) (by Remark 3.3)
= u−a haˆu+a zλY ′(d, k) · · ·Y ′(2, k)Y ′(1, k).
We now define
v(0) := u−a haˆu+a zλ, v(s) := v(s − 1)Y ′(d + 1− s, k), s = 1, . . . , d.
We shall recall some basic facts about Murphy operators for symmetric groups. Let
m 1 be an integer. The Murphy operators forH(Sm) [10, §2] is given by
Lb =
{
1, if b= 1,
v1−bT(1,b) + v2−bT(2,b)+ · · · + v−1T(b−1,b), if 2 b m.
Let L˜b := v1−bTb−1 · · ·T1T1 · · ·T1−b. It is well-known [11, (4.2)] that L˜b = 1+ (v−1)Lb.
Let α be a partition of m. Then our zα in this paper is just z#α′ in [10]’s notations. Therefore
by [10, (3.14)], zαL˜b = vj−i zα , if b is in position (i, j) in tα .
Let r be an integer with 1  r  d . Let t = (t(1), . . . , t(p)) be a λ-tableau. Note that
p = dk and λ= λ[k]. Therefore(
t(rk+1), t(rk+2), . . . , t(dk), t(1), t(2), . . . , t(rk)
)
is also a λ-tableau. We denote this new λ-tableau by t[r]. By 4.1, [15, (3.1)] and our
previous discussion on Murphy operators, it is easy to see that for each 1 b n
v(r)Lb = res
(
tλ[r](b))v(r), r = 0,1, . . . , d − 1.
Theorem 4.4. For any multipartition λ = (λ(1), . . . , λ(p)) of n, there is a Hp,n,Q[ε0](v)-
module isomorphism ϕλ : S˜λ ∼−→ V λ, such that ϕλ(v(r)) is a nonzero multiple of vtλ[r] for
each integer r with 0 r  d − 1.
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all the multipartitions of n, forms a complete set of pairwise non-isomorphic absolutely
irreducible Hp,n-modules. Therefore for any given multipartition λ of n, there exists a
multipartition, say µ, and a Hp,n-module isomorphism ϕ : S˜λ ∼−→ V µ.
Suppose
ϕ
(
v(r)
)= ∑
t is a standard
µ-tableau
atvt,
where at ∈Q[ε0](v). For each 1 b n, since ϕ(v(r)Lb)= ϕ(v(r))Lb , we get that
res
(
tλ[r](b))ϕ(v(r))= ∑
t is a standard
µ-tableau
res
(
t(b)
)
atvt.
Therefore, if at = 0, then res(tλ[r](b)) = res(t(b)). Using induction on b, it follows
immediately that λ= µ and t= tλ[r]. ✷
By the above theorem and the fact that
v(s)= v(s − 1)Y ′(d + 1− s, k), for s = 1,2, . . . , d ,
v(d)= fλ(v)v(0),
we deduce that there exists fλ,s(v) ∈Q[ε0](v), such that
fλ,s(v)vtλ[s] = vtλ[s−1]Y ′(d + 1− s, k), for s = 1,2, . . . , d ,
and fλ,1(v) · · ·fλ,d (v)= fλ(v).
Theorem 4.5. With the above notations, we have for each integer s with 1  s  d − 1,
fλ,s(v)= ε(p−1)nk/d0 fλ,s+1(v). In particular,(
fλ,1(v)
)d = ε(p−1)nk(d−1)/20 fλ(v) ∈A,
and fλ,1(v) ∈A.
Proof. We claim that the linear map
ϕ :V λ → V λ,
∑
t is standard
atvt →
∑
t is standard
atvt[1]
defines a H(Sn)-module automorphism of V λ.
In fact, for 1 i < n,
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(∑
atvtTi
)
= ϕ
(∑
at
(
Ai(t)vt +
(
1+Ai(t)
)
vtsi
))
=
∑
at
(
Ai(t)vt[1] +
(
1+Ai(t)
)
v(tsi )[1]
)
=
∑
at
(
Ai
(
t[1])vt[1] + (1+Ai(t[1]))v(t[1])si)
= ϕ
(∑
atvt
)
Ti,
as required. This proves our claim.
It follows that for any x ∈H(Sn) and standard λ-tableau t, if
vtx =
∑
s is standard
asvs,
then
vt[1]x =
∑
s is standard
asvs[1].
Now fix an integer r with 1 r  d . We want to compare the elements Y ′(r + 1, k) and
Y ′(r, k). Recall that (see Remark 3.3)
Y ′(r + 1, k) := Y ′(r+1)k,p−1 · · ·Y ′(r+1)k,1︸ ︷︷ ︸ · · ·Y ′rk+1,p−1 · · ·Y ′rk+1,1︸ ︷︷ ︸,
Y ′(r, k) := Y ′rk,p−1 · · ·Y ′rk,1︸ ︷︷ ︸ · · ·Y ′(r−1)k+1,p−1 · · ·Y ′(r−1)k+1,1︸ ︷︷ ︸,
where for each 1  j  k, Y ′rk+j (respectively Y ′(r−1)k+j ) is defined with respect to
a[rk + j ] = a[j ] (respectively a[(r − 1)k + j ] = a[j ]). Here we have used the condition
that λ= λ[k]. Hence for each 1 i  p− 1,
Y ′rk+j,i =

h
(n−aj+p−···−aj+i )
aj+i ,aj+p
aj+aj+1+···+aj+i−1∏
m=aj+1+···+aj+i−1+1
(
Lm − εi+rk+j−10
)
, 1 i  p− 1,
h
(0)
aj+1,aj+p
aj∏
m=1
(
Lm − εrk+j0
)
, i = 1,
Y ′(r−1)k+j,i =

h
(n−aj+p−···−aj+i )
aj+i ,aj+p
aj+aj+1+···+aj+i−1∏
m=aj+1+···+aj+i−1+1
(
Lm − εi+(r−1)k+j−10
)
,
1 i  p− 1,
h
(0)
aj+1,aj+p
aj∏(
Lm − ε(r−1)k+j0
)
, i = 1.m=1
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kaj
0 Y
′
(r−1)k+j,i and a1 + · · · + ak = n/d (as λ = λ[k]). Now by
our definition of each Y ′(r, k), it is easy to see
Y ′(r + 1, k)= y1z1y2z2 · · ·y(p−1)kz(p−1)k,
ε
(p−1)nk/d
0 Y
′(r, k)= y1σk(z1)y2σk(z2) · · ·y(p−1)kσ k(z(p−1)k),
where for each i with 1 i  (p−1)k, yi ∈H(Sn), zi is polynomial on Murphy operators
forHp,n. In particular,
σk
(
Y ′(r + 1, k))= ε(p−1)nk/d0 Y ′(r, k). (4.5.1)
For any i with 1  i  (p − 1)k and any standard λ-tableau s, let gi(v) ∈ A be such
that vszi = gi(v)vs. Then it is clear that vs[1]σk(zi)= gi(v)vs[1]. Combining this with the
fact
fλ,s(v)vtλ[s] = vtλ[s−1]Y ′(d + 1− s, k),
fλ,s+1(v)vtλ[s+1] = vtλ[s]Y ′(d − s, k),
we deduced that fλ,s(v) = ε(p−1)nk/d0 fλ,s+1(v). By a direct computation, we get that
(fλ,1(v))d = ε(p−1)nk(d−1)/20 fλ(v) ∈A.
On the other hand, we know that (by definition) fλ,1(v) ∈Q[ε0](v). By [24, Chapter IV,
§1, Theorem 4], Z[ε0] is the integral closure of Z in Q[ε0]. Hence Z[ε0] is a Dedekind
domain. In particular, Z[ε0] is an integrally closed domain. By [7, Chapter V, §1.3,
Corollary 13.1] and [7, Chapter V, §1.5, Corollary 16.1], we know that A= Z[ε0][v, v−1]
is an integrally closed domain too. Therefore (fλ,1(v))d ∈A implies that fλ,1(v) ∈A as
required. ✷
For each integer r , we define Y (r, k) := Y(r+1)k−1 · · ·Yrk , where for each 0  j < k,
Yrk+j is defined as in Theorem 3.2 with b replaced by a[rk+ j ] = a[j ] (as λ= λ[k]). By
Theorems 3.2 and 3.4, we know that
Y (r, k)u(rk)−a haˆu(rk)+a zλ
= Y (r, k)u(rk)−a[rk]hâ[rk]u(rk)+a[rk]zλ[rk]
= u((r + 1)k)−
a[(r+1)k]h ̂a[(r+1)k]u
(
(r + 1)k)+
a[(r+1)k]zλ[(r+1)k]Rr
= u((r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
zλRr
= z
λˆ
u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
Rr,
where
Rr = h(0)n−ak,ak
(
ak∏ p∏(
Lm − ε(r+1)k−2+j0
)) · · ·h(0)n−a1,a1
(
a1∏ p∏(
Lm − εrk+j−10
))
.m=1 j=2 m=1 j=2
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u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
Rr = u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
R′r .
Hence
Y (r, k)u(rk)−a haˆu(rk)+a zλ = u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
zλR
′
r .
In particular,
fλ(v)u
−
a haˆu
+
a zλ = Y (d − 1, k) · · ·Y (1, k)Y (0, k)u−a haˆu+a zλ
= u−a haˆu+a zλR′d−1 · · ·R′0.
It follows from Theorem 2.2 that zλR′d−1 · · ·R′0 = fλ(v)zλ .
Let X(r, k) be the unique element in Hp,p,n such that
Y (r, k)ε
rkγ (a)
0
(
p−2∏
j=0
(
T0 − εj+rk0
))= T p−10 X(r, k)+ p−2∑
m=0
T m0 Xm(r, k), (4.5.2)
where Xm(r, k) ∈Hp,p,n for each m.
Note that by Lemma 2.5,
u(rk)−a haˆu(rk)+a = εrkγ (a)0
(
p−2∏
j=0
(
T0 − εj+rk0
))
p−a h˜aˆp+a .
It follows that (by comparing coefficients of T p−10 )
X(r, k)p−a h˜aˆp+a zλ = ε(r+1)kγ (a)0 p−a h˜aˆp+a zλR′r . (4.5.3)
In particular,
X(d − 1, k) · · ·X(1, k)X(0, k)p−a h˜aˆp+a zλ
= εd(d+1)kγ (a)/20 p−a h˜aˆp+a zλR′d−1 · · ·R′0
(
as εdk0 = εp0 = 1
)
= εd(d−1)kγ (a)/20 p−a h˜aˆp+a zλR′d−1 · · ·R′0 = εd(d−1)kγ (a)/20 fλ(v)p−a h˜aˆp+a zλ. (4.5.4)
Using a direct calculation as that for Y ′(r, k) (see (4.5.1)), we have
σk
(
Y (r + 1, k))= ε(p−1)nk/d0 Y (r, k).
Therefore, it follows from (4.5.2) that
X(r + 1, k)= ε(p−1)nk/d+kγ (a)X(r, k).0
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(
X(0, k)
)d
p−a h˜aˆp+a zλ =
(
fλ,1(v)
)d
p−a h˜aˆp+a zλ.
Now we define the map
π :Sλ → Sλ,
p−a h˜aˆp+a zλh →X(0, k)p−a h˜aˆp+a zλh, ∀h ∈Hp,p,n.
By (4.5.3), this is a well-defined right Hp,p,n-module homomorphism. Moreover, πd =
(fλ,1(v))d , where fλ,1(v) ∈A.
Hereafter we set f̂λ(v) := fλ,1(v) ∈A. For any field K which is anA-algebra such that
v specialized to q and ε0 specialized to a primitive p-th root of unity ε ∈K , it is clear that
f̂λ(q) = 0 if and only if fλ(q) = 0. By (2.7.2), Sλ := p−a h˜aˆp+a zλHp,p,n is stable under the
inner automorphism τ . We have
Theorem 4.6. Let k, d , λ be as before. For any field K which is an A-algebra such that
v specialized to q and ε0 specialized to a primitive pth root of unity ε ∈ K . Suppose
fλ(q) = 0 in K . Then Sλ ∼= S˜λ↓Hp,p,n splits into a direct sum of some smaller Hp,p,n-
submodules, i.e.,
Sλ = Sλ0 ⊕ Sλ1 ⊕ · · · ⊕ Sλd−1,
where4 Sλi = τ i(Sλ0 )∼= (Sλ0 )τ
−i for i = 0,1, . . . , d − 1.
Proof. For i = 0,1, . . . , d − 1, we define
Sλi =
( ∏
0jd−1,
j =i
(
π − f̂λ(q)εjk
))
p−a h˜aˆp+a zλHp,p,n
=
( ∏
0jd−1,
j =i
(
X(0, k)− f̂λ(q)εjk
))
p−a h˜aˆp+a zλHp,p,n.
Since πd = f̂λ(q), and fλ(q) = 0 (hence f̂λ(q) = 0) in K , it follows that Sλi = {x ∈ Sλ |
π(x)= f̂λ(q)εikx}, and Sλ = Sλ0 ⊕ Sλ1 ⊕ · · · ⊕ Sλd−1.
It remains to show that Sλi = τ i(Sλ0 ). For this purpose, it suffices to prove that Sλi+1 =
τ (Sλi ). Or equivalently,
4 Recall that τ (Sλ)= Sλ .
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0jd−1,
j =i+1
(
X(0, k)− f̂λ(q)εjk
))
p−a h˜aˆp+a zλHp,p,n
= T −10
( ∏
0jd−1,
j =i
(
X(0, k)− f̂λ(q)εjk
))
p−a h˜aˆp+a zλHp,p,nT0.
Let l be the smallest integer with 0  l  p − 1 such that al+1 = 0, and let s be the
largest integer with 0 s  p− 1 such that as+1 = 0. Recall that a[k] = a. By (2.7.1),
T −10
(
f̂λ(q)ε
jkp−a h˜aˆp+a zλ
)
T0 = εl−s f̂λ(q)εjkp−a h˜aˆp+a zλ.
Therefore it remains to show that
T −10
(
X(0, k)p−a h˜aˆp+a zλ
)
T0 = εl−s−kX(0, k)p−a h˜aˆp+a zλ.
By the proof of Lemma 2.3, we know that
T −10 u(k)
−
a haˆu(k)
+
a = ε−s−ku(k)−a haˆu(k)+a ,
u−a haˆu+a T0 = εlu−a haˆu+a .
By the construction of Y (0, k), we have
Y (0, k)z
λˆ
u−a haˆu+a = Y (0, k)u−a haˆu+a zλ ∈ u(k)−a haˆu(k)+a zλHp,n.
It follows that
T −10
(
Y (0, k)u−a haˆu+a zλ
)
T0 = εl−s−kY (0, k)u−a haˆu+a zλ. (4.6.1)
Now by (4.5.2) and Lemma 2.5,
Y (0, k)u−a haˆu+a zλ = T p−10 X(0, k)p−a h˜aˆp+a zλ +
p−2∑
m=0
T m0 Xm(0, k)p
−
a h˜aˆp
+
a zλ,
where Xm(0, k) ∈Hp,p,n for each m.
It follows from (4.6.1) that
T −10
(
X(0, k)p−a h˜aˆp+a zλ
)
T0 = εl−s−kX(0, k)p−a h˜aˆp+a zλ,
as required. This completes the proof of the theorem. ✷
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f (v, ε0)=
p−1∏
i=1
p∏
j=i+1
n−1∏
k=1−n
(
εi−10 v
k − εj−10
)
.
Let K be a field which is an A-algebra such that v specialized to q and ε0 specialized
to a primitive pth root of unity ε ∈K .
Lemma 4.8. If f (q, ε) = 0 in K , then fλ(q) = 0 in K for any multipartition λ =
(λ(1), . . . , λ(p)) of n.
Proof. If f (q, ε) = 0 in K , then (by [15, (3.9), (4.14)]) za is invertible in H(Sa) for
each composition a = (a1, . . . , ap) of n. It follows that fλ(q) is also invertible in K , as
required. ✷
By the above lemma and Theorem 4.6, we get that
Theorem 4.9. Let K be a field which is an A-algebra such that v specialized to q
and ε0 specialized to a primitive pth root of unity ε ∈ K . Suppose f (q, ε) = 0 in K .
Let λ = (λ(1), . . . , λ(p)) be a multipartition of n. Let k be the smallest integer such that
λ = λ[k]. In particular, p = dk for some d ∈ N. Then Sλ ∼= S˜λ↓Hp,p,n splits into a direct
sum of some smaller Hp,p,n-submodules, i.e.,
Sλ = Sλ0 ⊕ Sλ1 ⊕ · · · ⊕ Sλd−1,
where Sλi = τ i(Sλ0 )∼= (Sλ0 )τ
−i for i = 0,1, . . . , d − 1.
We end this section with the following remark.
Remark 4.10. There is a Hp,n-module structure (extending its original Hp,p,n-structure)
on Sλ = Sλ0 ⊕ Sλ1 ⊕ · · ·⊕ Sλd−1 ∼= Sλ0 ⊕ (Sλ0 )τ
−1 ⊕ · · ·⊕ (Sλ0 )τ
−(d−1)
. That is, for each i with
1 i  n− 1,
(x0 ⊕ x1 ⊕ · · · ⊕ xd−1)Ti := (x0 · Ti ⊕ x1 · Ti ⊕ · · · ⊕ xd−1 · Ti),
(x0 ⊕ x1 ⊕ · · · ⊕ xd−1)T0 :=
(
T −10 xd−1T0 ⊕ T −10 x0T0 ⊕ · · · ⊕ T −10 xd−2T0
)
,
where xj ∈ Sλ0 for each j . It follows from the Remark 2.7 that thisHp,n-structure coincides
with the Hp,n-structure on S˜λ[1]. Let Dλ0 be a simple Hp,p,n-homomorphic image of Sλ0 .
Then the aboveHp,n-structure on Sλ induces a Hp,n-structure on
Dλ :=Dλ0 ⊕
(
Dλ0
)τ−1 ⊕ · · · ⊕ (Dλ0 )τ−(d−1) .
That is, for each i with 1 i  n− 1,
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(x0 ⊕ x1 ⊕ · · · ⊕ xd−1)T0 :=
(
T −10 xd−1T0 ⊕ T −10 x0T0 ⊕ · · · ⊕ T −10 xd−2T0
)
,
where xj ∈Dλ0 . In particular, Dλ is a Hp,n-homomorphic image of S˜λ[1].
5. Classification of simpleHp,p,n-modules
Let A = Z[ε0][v, v−1], where ε0 is a primitive pth root of unity in C and v is an
indeterminate. Let K be a field which is an A-algebra such that v specialized to q and
ε0 specialized to a primitive pth root of unity ε in K .
It is easy to see that the set {Hp,p,n,Hp,p,nT0, . . . ,Hp,p,nT p−10 } forms a Z/pZ-graded
Clifford system [8, (11.12)]. Let D˜λ be any given simple Hp,n-module, and let D be a
simple Hp,p,n-submodule of D˜λ. Note that DT0 ∼=Dτ−1 . By general facts from Clifford
theory and the fact that
HomHp,p,n
(
D˜λ↓Hp,p,n ,D
)∼= HomHp,p,n((D˜λ↓Hp,p,n)τ ,Dτ )
∼= HomHp,p,n
((
D˜λ
)τ↓Hp,p,n ,Dτ )
= HomHp,p,n
(
D˜λ↓Hp,p,n ,Dτ
)
,
we deduce that
D˜λ↓Hp,p,n ∼=
(
D⊕DT0 ⊕ · · · ⊕DT d−10
)e
, (5.1)
where e ∈ Z+ and d is the smallest positive integer such that D ∼= DT d0 . Let k := p/d .
Then k is an integer with 1 k  p. We have
Theorem 5.2. With the above notations. Suppose K is algebraically closed, then there is a
Hp,n-module structure on D˜ :=D ⊕DT0 ⊕ · · · ⊕DT d−10 , extending its originalHp,p,n-
module structure. Moreover, D˜ is a simple Hp,n-module.
Proof. Clearly D˜ ∼= D ⊕ Dτ−1 ⊕ · · · ⊕ Dτ 1−d as Hp,p,n-module. Let ψ :D → D be
the map which defines the Hp,p,n-isomorphism Dτ−d = DT d0 ∼−→ D. Then ψk defines
a Hp,p,n-automorphism of D. Since K is algebraically closed, we have ψk = c for some
c ∈K×. Renormalizing the map ψ if necessary, we can assume without loss of generality
that c= 1.
Now we define (for each i with 1 i  n− 1)
(x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)Ti := x0 · Ti ⊕ x1 · Ti ⊕ x2 · Ti ⊕ · · · ⊕ xd−1 · Ti,
(x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)T0 :=
(
ψ(xd−1)⊕ x0 ⊕ x1 ⊕ · · · ⊕ xd−2
)
,
where xj ∈D for each j .
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(x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)T0T1T0T1
= (ψ(xd−1)⊕ x0 ⊕ x1 ⊕ · · · ⊕ xd−2)T1T0T1
= (ψ(xd−1)T1 ⊕ x0T0T1T −10 ⊕ x1T 20 T1T −20 ⊕ · · · ⊕ xd−2T d−10 T1T 1−d0 )T0T1
= (ψ(xd−2T d−10 T1T 1−d0 )⊕ψ(xd−1)T1 ⊕ x0T0T1T −10 ⊕ · · · ⊕ xd−3T d−20 T1T 2−d0 )T1
= (ψ(xd−2T d−10 T1T 1−d0 )T1 ⊕ψ(xd−1)T1T0T1T −10 ⊕ x0T0T1T −10 T 20 T1T −20 ⊕ · · ·
⊕ xd−3T d−20 T1T 2−d0 T d−10 T1T 1−d0
)
= (ψ(xd−2T d−10 T1T 1−d0 T d0 T1T −d0 )⊕ψ(xd−1)T1T0T1T −10
⊕ x0T0T1T0T1T −20 ⊕ · · · ⊕ xd−3T d−20 T1T0T1T 1−d0
)
= (ψ(xd−2T d−10 T1T0T1T −d0 )⊕ψ(xd−1T d0 T1T0T1T −d−10 )
⊕ x0T0T1T0T1T −20 ⊕ · · · ⊕ xd−3T d−20 T1T0T1T 1−d0
)
= (ψ(xd−2T1T0T1T −10 )⊕ψ(xd−1T1T0T1T −10 )⊕ x0T1T0T1T −10 ⊕ · · ·
⊕ xd−3T1T0T1T −10
)
,
while
(x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)T1T0T1T0
= (x0T1 ⊕ x1T0T1T −10 ⊕ x2T 20 T1T −20 ⊕ · · · ⊕ xd−1T d−10 T1T 1−d0 )T0T1T0
= (ψ(xd−1T d−10 T1T 1−d0 )⊕ x0T1 ⊕ x1T0T1T −10 ⊕ · · · ⊕ xd−2T d−20 T1T 2−d0 )T1T0
= (ψ(xd−1T d−10 T1T 1−d0 )T1 ⊕ x0T1T0T1T −10 ⊕ x1T0T1T −10 T 20 T1T −20 ⊕ · · ·
⊕ xd−2T d−20 T1T 2−d0 T d−10 T1T 1−d0
)
T0
= (ψ(xd−2T d−20 T1T0T1T 1−d0 )⊕ψ(xd−1T d−10 T1T 1−d0 )T1 ⊕ x0T1T0T1T −10 ⊕ · · ·
⊕ xd−3T d−30 T1T0T1T 2−d0
)
= (ψ(xd−2T1T0T1T −10 )⊕ψ(xd−1T1T0T1T −10 )⊕ x0T1T0T1T −10 ⊕ · · ·
⊕ xd−3T1T0T1T −10
)
,
which implies that
(x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)T0T1T0T1 = (x0 ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xd−1)T1T0T1T0.
The other relations are easy to verify and are left to the readers.
It remains to show that D˜ is a simpleHp,n-module. Let D˜′ be a simpleHp,n-submodule
of D˜, and let D′ be a simple Hp,p,n-submodule of D˜′. Then D′ ∼= DT s for some s with0
482 J. Hu / Journal of Algebra 274 (2004) 446–4900 s  d − 1. Suppose D˜′ = D˜. Then D˜′↓Hp,p,n ∼=DT s0 ⊕DT s+10 ⊕ · · · ⊕DT s+t−10 for
some t with 1  t < d , and t is smallest positive integer such that DT s0 ∼=DT s+t0 , which
contradicts to our choose of d . This completes the proof of the theorem. ✷
Theorem 5.3. Let D˜λ be any given irreducible Hp,n-module,
(a) If D˜λ ∼= (D˜λ)σ j for any integer j with 1  j  p − 1, then D˜λ↓Hp,p,n remains
irreducible. Moreover, it is absolutely irreducible.
(b) SupposeHp,p,n splits over K . If D˜λ ∼= (D˜λ)σ j for some integer j with 1 j  p− 1,
then D˜λ↓Hp,p,n splits.
Proof. (a) Let D be a simple Hp,p,n-submodule of D˜λ. By hypothesis,
{(
D˜λ
)σ j ∣∣ 0 j  p− 1}
is a set of pairwise non-isomorphic simple Hp,n-modules. By Frobenius reciprocity,
HomHp,n
((
D˜λ
)σ j
,D↑Hp,n)∼= HomHp,p,n((D˜λ)σ j↓Hp,p,n ,D)
∼= HomHp,p,n
(
D˜λ↓Hp,p,n ,D
)←↩ HomHp,p,n (D,D).
It follows that (by comparing dimensions)
D↑Hp,n ∼=
p−1⊕
j=0
(
D˜λ
)σ j
and D˜λ↓Hp,p,n =D. In particular, EndHp,p,n D ∼= EndHp,n (D˜λ)σ
j ∼=K , as required.
(b) Suppose D˜λ↓Hp,p,n remains irreducible. Then the given Hp,n-isomorphism
π : D˜λ ∼−→ (D˜λ)σ j restricts to a Hp,p,n-module isomorphism
D˜λ↓Hp,p,n → D˜λ↓Hp,p,n =
(
D˜λ
)σ j↓Hp,p,n.
By hypothesis,Hp,p,n is split over K . It follows that π is given by a scalar multiple, say r .
For any x ∈ D˜λ , we have rxT0 = π(xT0)= π(x) · T0 = rεjxT0. This implies that εj = 1,
which is contradiction. ✷
Theorem 5.4. Let D˜λ be any given irreducible Hp,n-module and let k be the smallest
positive integer such that D˜λ ∼= (D˜λ)σk . Suppose Hp,p,n is split over K . Let D be an
irreducible Hp,p,n-submodule of D˜λ. Then d := p/k is the smallest positive integer such
that D ∼=DT d . Moreover,0
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D↑Hp,n ∼= D˜λ ⊕ (D˜λ)σ ⊕ · · · ⊕ (D˜λ)σk−1 .
Proof. Note that Hp,n is always split over K . Since Hp,p,n is split over K , without loss
of generality we can assume that K is algebraically closed.
Since k be the smallest positive integer such that D˜λ ∼= (D˜λ)σk , d ′ := p/k is a positive
integer. We denote by ρ the given Hp,n-isomorphism D˜λ ∼−→ (D˜λ)σk . Then ρ can be
regarded as a Hp,p,n-module endomorphism of D˜λ↓Hp,p,n . It turns out that the map ρd
′
is a Hp,n-automorphism of D˜λ. Since Hp,n is split over K , we have ρd ′ = c for some
c ∈K . As K is algebraically closed, we can renormalizing the map ρ if necessary, so we
can assume that c= 1.
Note that εk is a primitive d ′th root of unity in K . For each j with 0  j  d ′ − 1,
we define Ej := Ker(ρ − εkj ). Then it is easy to verify that D˜λ↓Hp,p,n ∼=
⊕d ′−1
j=0 Ej and
EjT0 = Ej+1 for each j . In particular, Ej = 0 for each j . It follows that dim D˜λ 
d ′ dimD. On the other hand,
{(
D˜λ
)σ j ∣∣ 0 j  k′ − 1}
is a set of pairwise non-isomorphic simple Hp,n-modules, and by Frobenius reciprocity,
HomHp,n
((
D˜λ
)σ j
,D↑Hp,n)∼= HomHp,p,n((D˜λ)σ j↓Hp,p,n ,D)
∼= HomHp,p,n
(
D˜λ↓Hp,p,n ,D
)←↩ HomHp,p,n (D,D).
It follows that (by comparing dimensions)
D↑Hp,n ∼=
k−1⊕
j=0
(
D˜λ
)σ j
and D˜λ↓Hp,p,n =D⊕DT0 ⊕ · · · ⊕DT d
′−1
0 .
Let d be the smallest positive integer such that D ∼= DT d0 . It remains to show that
d ′ = d . Clearly d ′  d . By Theorem 5.2, D˜ := D ⊕ DT0 ⊕ · · · ⊕ DT d−10 is a simple
Hp,n-module. Using the same argument (Frobenius reciprocity) as before, one can show
that D˜ must appear as an irreducible Hp,n-submodule in D↑Hp,n ∼=⊕k−1j=0(D˜λ)σ j , hence
coincides with (D˜λ)σ j for some j . This in turn shows that d ′ = d , as required. ✷
Theorem 5.5. In the situation of (5.1), we always have e = 1. In other words, D˜λ↓Hp,p,n
is always multiplicity free.
Proof. This follows easily from Theorem 5.4. ✷
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P˜ := {λ ∈ P | D˜λ = 0}. There is an action of the cyclic group Cp on P˜ given as follows:
D˜σ
iλ ∼= (D˜λ)σ i . Let ∼σ be the corresponding equivalence relation on P˜ . That is, λ∼σ µ
if and only if λ = xµ for some x ∈ Cp . Henceforth, we denote by P˜/∼σ a fixed set of
representatives.
For each λ ∈ P˜/∼σ , let C˜λ be the stabilizer of λ in Cp . Then C˜λ is a cyclic subgroup of
Cp with order |C˜λ|. Clearly |C˜λ| | p. We define
P˜0 :=
{
λ ∈ P˜/∼σ
∣∣ C˜λ = 1}, P˜1 := {λ ∈ P˜/∼σ ∣∣ C˜λ = 1}.
Now suppose Hp,p,n is split over K . Let λ ∈ P˜/∼σ be a multipartition of n. By
Theorems 5.3 and 5.4, D˜λ↓Hp,p,n remains irreducible if λ ∈ P˜0; or D˜λ↓Hp,p,n ∼= Dλ,0 ⊕
Dλ,1 ⊕ · · ·⊕Dλ,d−1, if λ ∈ P˜1, where d = |C˜λ|, Dλ,0 is an irreducibleHp,p,n-submodule
of D˜λ↓Hp,p,n and Dλ,i ∼= (Dλ,0)τ
−i for each i . We observe that
Theorem 5.6. SupposeHp,p,n is split over K . Then (compare [5]){
D˜λ↓Hp,p,n
∣∣ λ ∈ P˜0}∪ {Dλ,0,Dλ,1, . . . ,Dλ,|C˜λ|−1 ∣∣ λ ∈ P˜1}
forms a complete set of pairwise non-isomorphic simple Hp,p,n-modules.
Proof. This follows easily from Theorems 5.3, 5.4 and their proof. ✷
Let e be the smallest positive integer l such that 1 + q + q2 + · · · + ql−1 = 0. Recall
that a partition α = (α1, α2, . . .) is called e-restricted if αi − αi+1 < e for all i  1.
A multipartition λ = (λ(1), . . . , λ(p)) is e-restricted if each λ(i), 1  i  p is e-restricted.
Clearly λ is e-restricted if and only if λ′ is e-regular in the sense of [15, §5].
Using the same argument as in the proof of [12, (6.8), (6.9)], one can show that if
D˜λ = 0, then λ is e-restricted. Now suppose f (q, ε) = 0 in K . Then [15, (5.1)] implies
that the converse is also true. That is, D˜λ = 0 if and only if λ is e-restricted. Note that if λ
is e-restricted, then λ[k] is also e-restricted for any k.
Recall our definition of P , Cλ, P0 and P1 in Section 2. We define
P̂ := {λ ∈P | λ is e-restricted},
P̂0 := {λ ∈P0 | λ is e-restricted},
P̂1 := {λ ∈P1 | λ is e-restricted}.
Suppose f (q, ε) = 0 in K . Let λ = (λ(1), . . . , λ(p)) be a multipartition in P̂ . Then
D˜λ = 0 and it is the unique simple head of S˜λ ([19, (3.2)]). Let k be the smallest positive
integer such that D˜λ ∼= (D˜λ)σk . For any integer j with j  1, since S˜λ ∼= S˜λ[j ][j ] , it follows
that D˜λ ∼= D˜λ[j ][j ] ∼= (D˜λ[j ])σ
−j
, or equivalently, (D˜λ)σ j ∼= D˜λ[j ]. Therefore, if λ ∈ P̂0
(hence λ = λ[j ] for any 1 j < p), we have (Theorem 5.3(a)) that D˜λ↓H is absolutelyp,p,n
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λ= λ[k]. Hence d := p/k = |Cλ|. By Theorem 4.9, we have
Sλ = Sλ0 ⊕
(
Sλ0
)τ−1 ⊕ · · · ⊕ (Sλ0 )τ−(d−1) .
Let Dλ0 be an irreducible Hp,p,n-homomorphic image of Sλ0 . Since S˜λ[1] ∼= (S˜λ)σ
−1 has a
unique simple head D˜λ[1], it follows from Remark 4.10 that D˜λ[1] must be the unique simple
Hp,n-head of the Hp,n-module
Dλ :=Dλ0 ⊕
(
Dλ0
)τ−1 ⊕ · · · ⊕ (Dλ0 )τ−(d−1)
introduced in Remark 4.10. In particular, there exists some j , such that (Dλ0 )τ
−j is
isomorphic to an irreducible Hp,p,n-submodule of D˜λ[1]↓Hp,p,n . Hereafter we write D
instead of Dλ0 for simplicity.
Note that d is also the smallest positive integer such that Dτ−j ∼= (Dτ−j )τ−d . By
Theorem 5.5, we have
D˜λ[1]↓Hp,p,n ∼=Dτ
−j ⊕ (Dτ−j )τ−1 ⊕ · · · ⊕ (Dτ−j )τ−(d−1) .
By comparing dimensions, it is easy to see that the epimorphism from Dλ to D˜λ[1]
is an Hp,n-isomorphism. Now recall the construction of Hp,n-structure on Sλ (see Re-
mark 4.10). As D˜λ[1] is the unique simple Hp,n-head of S˜λ[1], each Dτ
−j
should also be the
unique simple Hp,p,n-head of (Sλ0 )τ
−j
.
Now we have
D˜λ↓Hp,p,n ∼= D˜λ[1]↓Hp,p,n ∼=D⊕Dτ
−1 ⊕ · · · ⊕Dτ 1−d .
By Frobenius reciprocity,
HomHp,p,n (D,D)= HomHp,p,n
(
D⊕Dτ−1 ⊕ · · · ⊕Dτ 1−d ,D)
= HomHp,p,n
((
D˜λ
)σ j↓Hp,p,n ,D)
∼= HomHp,n
((
D˜λ
)σ j
,D↑Hp,n)
for each 0 j  k− 1. Since {(D˜λ)σ j | 0 j  k− 1} is a set of pairwise non-isomorphic
simple Hp,n-modules, it is easy to see (by comparing dimensions) that
D↑Hp,n ∼=
k−1⊕(
D˜λ
)σ j
.j=0
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EndHp,p,n D ∼= HomHp,n
((
D˜λ
)σ j
,D↑Hp,n)∼= EndHp,n(D˜λ)σ j ∼=K.
It follows that for λ ∈ P̂1, each irreducible Hp,p,n-submodule of D˜λ↓Hp,p,n is also
absolutely irreducible. To sum up, we have
Theorem 5.7. Suppose f (q, ε) = 0 in K , then Hp,p,n is split over K and the set
{
D˜λ↓Hp,p,n
∣∣ λ ∈ P̂0} ∪ {Dλ,0, (Dλ,0)τ , . . . , (Dλ,0)τ |Cλ |−1 ∣∣ λ ∈ P̂1}
where Dλ,0 is an irreducible submodule of D˜λ↓Hp,p,n , forms a complete set of pairwise
non-isomorphic absolutely simple Hp,p,n-modules.
Theorem 5.8. If Hp,p,n is semisimple, then f (q, ε) = 0 in K , and it is split semisimple.
Moreover, the set {
S˜λ↓Hp,p,n
∣∣ λ ∈P0}∪ {Sλ0 , Sλ1 , . . . , Sλ|Cλ|−1 ∣∣ λ ∈ P1}
forms a complete set of pairwise non-isomorphic absolutely simple Hp,p,n-modules.
Proof. For i = 1,2, . . . , p, let
fi(q)=
∏
1jp
j =i
n−1∏
k=1−n
(
εi−1qk − εj−1),
i = (0, . . . ,0︸ ︷︷ ︸
i−1
, n,0, . . . ,0︸ ︷︷ ︸
p−i
) |= n.
Then
u+i =
p−1∏
j=i
n∏
m=1
(
Lm − εj
)
, u−i =
i−1∏
j=1
n∏
m=1
(
Lm − εj−1
)
, hi = hiˆ = 1.
Hence vi := u+i hiˆu−i =
∏
1jp
j =i
∏n
m=1(Lm − εj−1). We define
v(i) :=
∏
1jp
n∏
m=2
(
Sm − εj−i
)
.j =i
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vi = εs
∏
1jp
j =i
(
T0 − εj−1
)
v(i) for some s ∈ Z.
By [15, (3.6)], vihivi = vizi for some zi in the center of H(Si) = H(Sn). By direct
calculation, one can show that
zi = εs
∏
1jp
j =i
n∏
m=1
(
q1−mTm−1 · · ·T1T1 · · ·Tm−1 − εj−i
)
,
for some s in Z. But
vihivi = vivi = εs
∏
1jp
j =i
(
εi−1 − εj−1) ∏
1jp
j =i
(
T0 − εj−1
)
v(i)2,
for some s ∈ Z. It follows that v(i)2 = r(i)v(i)zi for some r(i) = 0 in K .
We claim that v(i)Hp,p,nv(i) = v(i)ziH(Sn). First, by [15, (3.4)], viHp,p,n =
viH(Sn). It follows that v(i)Hp,p,n = v(i)H(Sn). On the other hand, viH(Sn) =
H(Sn)vi, or equivalently(
T
p−1
0 + εi−1T p−20 + · · · + ε(p−1)(i−1)
)
v(i)H(Sn)
=H(Sn)v(i)
(
T
p−1
0 + εi−1T p−20 + · · · + ε(p−1)(i−1)
)
.
Hence(
T
p−1
0 v(i)H(Sn)T 1−p0
)
T
p−1
0 +
(
T
p−2
0 v(i)H(Sn)T 2−p0
)
T
p−2
0 + · · · + v(i)H(Sn)
=H(Sn)v(i)T p−10 +H(Sn)v(i)T p−20 + · · · +H(Sn)v(i).
This implies that v(i)H(Sn)=H(Sn)v(i). Therefore,
v(i)Hp,p,nv(i)= v(i)H(Sn)v(i)= v(i)2H(Sn)= v(i)ziH(Sn),
as required.
Since Hp,p,n is semisimple, it follows that v(i)Hp,p,n is a projective Hp,p,n-module.
By [26, (5.5)], Hp,p,n is a symmetric algebra over K . Using the same argument as in the
proof of [28, (2.10.1)], one can show that v(i)Hp,p,n = xHp,p,n for some idempotent x in
Hp,p,n. Hence v(i)Hp,p,nv(i)Hp,p,n = v(i)Hp,p,n. As a result,
v(i)ziH(Sn)= v(i)Hp,p,nv(i)H(Sn)
= v(i)Hp,p,nv(i)Hp,p,n = v(i)Hp,p,n = v(i)H(Sn).
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viHp,n), it follows that zi has a right inverse, hence has a two-sided inverse (as zi is central
in H(Sn)). Therefore, by [15, (4.3)], fi(q) = 0. As this is true for every i with 1 i  p,
it follows that f (q, ε) = 0 in K .
By Lemma 4.8, fλ(q) = 0 in K for any λ. So we can apply Corollary 3.7 and
Theorem 4.6. Since
Hp,n↓Hp,p,n ∼=Hp,p,n⊕ · · · ⊕Hp,p,n︸ ︷︷ ︸
p
,
it is easy to see that every simple Hp,p,n-module must appear as a composition factor of
some modules in the following set
{
S˜λ↓Hp,p,n
∣∣ λ ∈ P0} ∪ {Sλ0 , Sλ1 , . . . , Sλ|Cλ|−1 ∣∣ λ ∈P1}.
Since
p dimHp,p,n = dimHp,n =
∑
λn
(
dim S˜λ
)2
= p
∑
λ∈P0
(
dim S˜λ
)2 + ∑
λ∈P1
(
p/|Cλ|
)(
dim S˜λ
)2
,
and dimSλ0 = dimSλ1 = · · · = dimSλ|Cλ|−1 = dim S˜λ/|Cλ| for λ ∈P1, it follows that
dimHp,p,n =
∑
λ∈P0
(
dim S˜λ
)2 + ∑
λ∈P1
|Cλ|−1∑
j=0
(
dimSλj
)2
.
But by Wedderburn–Artin Theorem, whenHp,p,n is semisimple, the sum of the squares
of the dimensions of the simple Hp,p,n-modules is greater than or equal to dimHp,p,n.
Hence (by the above identity) we know that
{
S˜λ↓Hp,p,n
∣∣ λ ∈P0}∪ {Sλ0 , Sλ1 , . . . , Sλ|Cλ|−1 ∣∣ λ ∈ P1}
forms a complete set of pairwise non-isomorphic absolutely simple Hp,p,n-modules. In
particular,Hp,p,n is split semisimple. ✷
Finally, we have
Theorem 5.9.Hp,p,n is semisimple if and only if Hp,n is semisimple.
J. Hu / Journal of Algebra 274 (2004) 446–490 489Proof. IfHp,p,n is semisimple, then (by Theorem 5.8)Hp,p,n splits and f (q, ε) = 0 in K .
Applying Theorem 5.7, we get that the number of simple Hp,p,n-module is equal to∑
λ=(λ(1),...,λ(p))n
λ is e-restricted
|Cλ|.
On the other hand, by Theorem 5.8 the number of simple Hp,p,n-module is equal to∑
λ=(λ(1),...,λ(p))n
|Cλ|.
It follows that every multipartition λ = (λ(1), . . . , λ(p)) of n is e-restricted. Hence e > n,
andHp,n is semisimple. This proves one direction. The other direction is obvious, as
Hp,n↓Hp,p,n ∼=Hp,p,n⊕ · · · ⊕Hp,p,n︸ ︷︷ ︸
p
. ✷
Note that the semisimple criterion of the Hecke algebra of type G(p,1, n) was known
(see [2]).
Acknowledgment
I thank the referee for careful reading and a lot of helpful comments and suggestions,
allowing me to clarify and improve my treatment at many points in the proof of the first
version of this paper.
References
[1] S. Ariki, Representation theory of a Hecke algebra of G(r,p,n), J. Algebra 177 (1995) 164–185.
[2] S. Ariki, On the semi-simplicity of the Hecke algebra of (Z/rZ) Sn , J. Algebra 169 (1994) 216–225.
[3] S. Ariki, Cyclotomic q-Schur algebras as quotients of quantum algebras, J. Reine Angew. Math. 513 (1999)
53–69.
[4] S. Ariki, K. Koike, A Hecke algebra of (Z/rZ) Sn and construction of its representations, Adv. Math. 106
(1994) 216–243.
[5] B. Ford, Irreducible representations of the alternating group in odd characteristic, Proc. Amer. Math.
Soc. 125 (2) (1997) 375–380.
[6] M. Broué, G. Malle, Zyklotomische Heckealgebren, Astérisque 212 (1993) 119–189.
[7] N. Bourbaki, Commutative Algebra, Chapters 1–7, in: Elements of Mathematics, Springer-Verlag, Berlin,
1989, translated from the French, reprint of the 1972 edition.
[8] C.W. Curtis, L. Reiner, Methods of Representations Theory, I, Wiley–Interscience, New York, 1981.
[9] R. Dipper, G.D. James, Representations of Hecke algebras of general linear groups, Proc. London Math.
Soc. (3) 52 (1986) 20–52.
[10] R. Dipper, G.D. James, Blocks and idempotents of Hecke algebras of general linear groups, Proc. London
Math. Soc. (3) 54 (1987) 57–82.
[11] R. Dipper, G.D. James, Representations of Hecke algebras of type Bn , J. Algebra 146 (1992) 454–481.
490 J. Hu / Journal of Algebra 274 (2004) 446–490[12] R. Dipper, G.D. James, E. Murphy, Hecke algebras of type Bn at roots of unity, Proc. London Math. Soc.
(3) 70 (1995) 505–528.
[13] R. Dipper, G.D. James, A. Mathas, Cyclotomic q-Schur algebras, Math. Z. 229 (1998) 385–416.
[14] R. Dipper, A. Mathas, Morita equivalence of Ariki–Koike algebras, Math. Z. 240 (2002) 579–610.
[15] J. Du, H. Rui, Ariki–Koike algebras with semisimple bottoms, Math. Z. 234 (2000) 807–830.
[16] J. Du, H. Rui, Specht modules and branching rules for Ariki–Koike algebras, Comm. Algebra 29 (2001)
4701–4719.
[17] M. Geck, On the representation theory of Iwahori–Hecke algebras of extended finite Weyl groups, Represent.
Theory 4 (2000) 370–397.
[18] M. Geck, L. Iancu, G. Malle, Weights of Markov traces and generic degrees, Indag. Math. 11 (3) (2000)
379–397.
[19] J.J. Graham, G.I. Lehrer, Cellular algebras, Invent. Math. 123 (1996) 1–34.
[20] P.N. Hoefsmit, Representations of Hecke algebras of finite groups with BN-pair of classical type, Thesis,
University of British of Columbia, 1974.
[21] T. Halverson, A. Ram, Murnaghan–Nakayama rules characters of Iwahori–Hecke algebras of the complex
reflection groups G(r,p,n), Canad. J. Math. 50 (1) (1997) 167–192.
[22] J. Hu, A Morita equivalence theorem for Hecke algebras of type Dn when n is even, Manuscripta Math. 108
(2002) 409–430.
[23] J. Hu, Crystal basis and simple modules for Hecke algebra of type Dn , J. Algebra 267 (1) (2003) 7–20.
[24] S. Lang, Algebraic Number Theory, 2nd ed., Springer-Verlag, New York, 1994.
[25] A. Mathas, Matrix units and generic degrees for the Ariki–Koike algebras, math.RT/0108164.
[26] G. Malle, A. Mathas, Symmetric cyclotomic Hecke algebras, J. Algebra 205 (1998) 275–293.
[27] E. Murphy, The representations of Hecke algebras of type An , J. Algebra 173 (1995) 97–121.
[28] C. Pallikaros, Representations of Hecke algebras of type Dn , J. Algebra 169 (1994) 20–48.
[29] A. Young, Quantitative substitutional analysis I–IX, Proc. London Math. Soc. (1901–1952).
