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1. INTRODUCTION 
Consider the second order scalar differential equation 
XK = f(t, x, x’), t E [O, T] = I, (1-l) 
where f: I x W x W + W is continuous. Knobloch [16] defines a solution 
x(t) of (1.1) to have property (B) in case there exists a sequence (~~(t)>:=~ of 
solutions of (1.1) such that lim,,, x:‘(t) = I, i = 0, 1, uniformly on I 
and x,(t) - x(t) # 0, n = 1, 2 ,..., the latter expression having the same 
sign for all n. Further it is required that j x,‘(t) - ~‘(t)l < c 1 s,(t) - x(t)], 
t E I, where c is a constant independent of 11. Under the assumption that 
f& x, Y) and f& G Y> are continuous in a neighborhood of ((t, x(t), x’(t)): 
t E I} Knobloch [16] then shows that the variational equation of (1.1) along x(t) 
y” = fzit, x(t), W)>Y +h(t, 4t>, ~‘@>>Y U-2) 
must be disconjugate on 1; i.e., any nontrivial solution of (1.2) can have at 
most one zero on I. 
Jackson and Schrader [13] say that a solution x(t) of (1.1) has property (B’) 
in case the above assumptions hold with the exception that for each 6, 
0 < S < (T/2) there exists a constant c = c(S) > 0 such that 
I %yt) - -ml < c I %(t> - w, 6<t<T-8. (1.3) 
They then observe that if a solution x(t) of (1.1) has property (B’), then the 
variational Eq. (1.2) must be disconjugate on I” = (0, T); that (1.2) need not 
be disconjugate on I under the assumption that x(t) have property (13’) was 
shown by Reid [23] (see also Jackson [12]). 
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Motivated by the results in [16], Jackson and Schrader [13], Knobloch [17J 
and Erbe [S] have obtained various results which provide sufficient conditions 
in order that certain classes of boundary value problems associated with (l= 1) 
have solutions which have property (B) or (B’) or are uniform limits of 
solutions having these properties. 
Recently it has been found that such boundary value probIems arise in 
numerous applications in chemical reactor theory and related applications 
(see [3], [15], [21], [30], [31], and the references therein). There it is often the 
case that the boundary value problem at hand admits the trivial solution and 
the question arises whether nontrivial solution of this boundary value 
probIem also exist. An important consequence of the results in [8], [13], [16], 
and [17] is that the ideas presented there may be used to establish the existence 
of multiple solutions of such boundary vaIue problems. This will be discussed 
in detail in the later sections of this paper. 
In Section 2 we show how these ideas may be extended to operator equations 
in a real Banach space E given by 
x = S(x) + ?%v, (1.4) 
where 9: E -+ E. , @: E + El are completely continuous operators, Es and i~?~ 
are nontrivial subspaces of E and 9? is a linear operator. We show that if 
there exists a closed set K of E which is such that for each 3~ E K and each 
(Y >, 0, LXX E K and K n El contains nonzero elements, and if 9(K) C K, then 
any solution x of (1.4) which is such that it is the limit (in E) of a sequence of 
solutions (xn}z=i of (1.4) with X, - x f K - (O), has the property that the 
variational equation 
has nontrivial solution y E K - (01. (H ere F(xj is the FrCchet derivative 
of the operator LF at x.) 
One immediate consequence of this result is that the conclusion of the 
resuh of Jackson and Schrader [13] mentioned above, remains valid without 
imposing the restriction (1.3). 
Using this abstract result we -obtain some immediate extensions of the 
results in [Xl, [13], [16], [17], and [23] to boundary value problems for systems 
of second order equations and initial value problems for systems of first 
order equations (see Sections 3 and 4). In Section 4 we make extensive use 
of the theory of differential inequalities (upper and Iower solution techniques) 
to obtain, via the abstract result in Section 2, existence theorems for multiple 
solutions of certain boundary value problems. In Section 5 we obtain similar 
results for boundary value problems for higher order nonlinear equations, 
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whereas in Section 6 boundary value problems for functional differential 
equations are discussed. 
During the past decade differential inequality techniques have been used 
extensively in the study of boundary value problems for ordinary differential 
equations (see [4], 1121, [25], [27], [29], and the references therein). Recently 
the very same techniques have come to use in the study of boundary value 
problems for nonlinear elliptic partial differential equations (see [2], [3], [14], 
[15]. [24], [30], and [31]). I n S t ec ion 7 we combine these inequality techniques 
with our abstract result of Section 2 to obtain existence results for multiple 
solutions of boundary value problems for elliptic differential equations. 
2. PRELIMINARY RESULTS-GENERALITIES 
Let E be a real Banach space with norm )/ * 11 and let E,, and El be subspaces 
of E (i.e., closed linear manifolds). Let K be a closed subset of E which is 
such that for all X, y E K and nonnegative scalars a and b, ax: + by E K. 
Further let K n El # (0). 
Let 9: E -+ E,, be a completely continuous operator and let a: E + El 
be a completely continuous linear operator which is such that B(K) C K. 
Recall that 3 is said to be FrCchet differentiable (or F-differentiable) at 
x E E if and only if there exists a bounded linear operator, denoted by T(x), 
P’(X): E + E, such that 
s-(x + h) = S(x) + F(x)h + R(x, h), 
where II Q, WI = 41 h II) as II A II -+ 0. 
Further if 9 is F-differentiable and completely continuous, then Y(x) is a 
completely continuous linear operator. 
Consider now the equation 
x = S(x) + 28x. (2.1) 
THEOREM 2.1. Let x E E be a solution of (2.1) and let 9 be F-dz$erentiable 
at x. Further let there exist a sequence of solutions {x~}~=~ _CE of (2.1) such that 
x,-x.2:K-{0) (2.2) 
and 
g-2 5, = x. (2.3) 
Then the equation 
y = F(x)y + By (2.4) 
has a solution y E K - (O}. 
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Pmof. Let 6, = x, - x, then 
Since 9 is F-differentiable at x we obtain 
x f 6, = F(x) + F(E) 6, + 9&c + a 6, + R(x; S,), (231 
where (/ R(x, 8,) /j = o(lj 6,n 11) as 6, -+ 0. 
It follows from (2.5) and the fact that x is a solution of (2.1) that 
s, = S’(x) 6, + @ an + R(x, S,). 
Since 8, # 0 we may let yn = 8,/l\ 8, jl and obtain 
Ye = ~(X)Yn + gy, + ([9(x: S/J]/!] s, I!>. (2.6) 
By passing to subsequences, if necessary, which we relabel as the original 
sequence, we obtain, using the complete continuity of .F’(x) and 3, that there 
exists y E K - {0), a solution of (2.4). 
Remark. We could equally well have replaced the operator P + %7 by a 
more general nonlinear operator, say 9, which is F-differentiable at x and 
under the above assumptions obtained that the equation 
y - sqx) y (2.7) 
has a solution y E K - (0). The reason for writing the equation in the above 
form is only dictated by the applications to follow. 
COROLLARY 2.2. Let x be a solution of (2.1) and {xJ~=~ be a sequence of 
solutions of (2.1) satisfying (2.2) and let lim,,, 37~~ = Bx = x E K n El . 
Furthermore assume that all nontrivial solutions of (2.4) do not lie in K. Then if 
Em,,, xx = f exists, then ff - x E K - {0), in other words the equation 
zc = 9-(x) + x (2.8) 
has at least two solutions. 
Remark. If K = E = El then the conditions of Corollary 2.2 reduce to 
the standard requirement that 1 not be an eigenvalue of the linear operator 
P(x) + g. Our requirements could have been phrased in this terminology 
also, namely by saying that all eigenvectors corresponding to the eigenvalue 1 
of (2.4) do not lie in K. 
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3. SWTEMS OF FIRST ORDER DIFFTRENTIAL EQUATIONS 
Let 99 denote the vector space of real m-tuples x = (xl,..., P) with norm 
( x 1 = maxrGiGm 1xa’ j. Let I denote the compact interval [0, T], T > 0, 
and let E = C([O, T], Wm) with norm 11 x 11 = maxI j x(t)]. Then (E, 11 .II) 
is a real Banach space. 
Let J: I x 9’” -+ 9P be continuous and consider the system of differential 
equations 
x’ =f(t, x). (34 
Let E, = {x E E: x(0) = 0} and let El = 6P, i.e., El is the subspace of 
constant functions. 
Define 9: E --+ E,, by 
then F is completely continuous. Further define 9: E -+ El by 
(3.3) 
then 9 is a completely continuous linear operator. 
Using this notation an element x E E will be a solution of (3.1) on I if and 
only if x is a solution of the operator equation 
x = 9-(x) +9x. (3.4) 
Letjandk,l <j<k<?nbefixedanddefineKCEby 
K={x~E:x~(t)>O,j<i<k,t~I}, 
then K, so defined, has the properties of the set K of Section 2. Further it 
easily follows that B(K) C K. 
COROLLARP 3.1. Let x(t) be a solution of (3.1) defined on I and let the 
Jacobian matrix fJt, y) be continuous in a neighborhood of ((t, x(t)): t ~1). 
Further let there exist a sequence of solutions {xn(t)}z=‘=l of (3.1) defined on I such 
that lim,,, j( x, - x /I = 0 and 
x, - x E K - (01, 
then the variational equation 
Y’ = fait, XWY 
has a solution y f K - (01, i.e., y”(t) > 0, j < i < k, t ~1. 
(3.5) 
(34 
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Proof. The hypotheses of Theorem 2.1 are all satisfied, hence the equation 
y = F(rjy + i?Q (3.6) 
has a solution y E K - (0). On the other hand 
(~‘(xjy)(tj = J)(s, x(s)) y(s) ds. 
Thus (3.6) 4 -ie Id p s u on differentiation with respect to t that y is a solution of 
(3.6). Since (3.6) is a linear equation we further obtain that y cannot vanish 
for any t ~1, thus in particular 9?y + 0. 
The special case where j = k = 1 has been considered by Reid [23] under 
somewhat more restrictive assumptions. 
COROLLARY 3.2. Let the hypotheses of Corollary 3.1 hold where K = 
{x E E. x(t) > 01. Further let there exist a constant c > 0 such that 
j x,j(tj - x$(t)] < c ( ,x,1(t) - x’(t)\, j = 1, . . . . Wl, tE1. (3.7) 
Then the variational equation (3.6) has a solution y E R - {O) sdz that 
y”(t) > 0, t El. 
Proof. It follows from the proof of Theorem 2.1 that \I y 1’ = 1. Further 
since solutions of initial value problems for (3.6) are unique there exists a 
constant c0 > 0 such that c0 < j y(t)\, f E I. Sincey is the limit of functions yn 
satisfying (2.6), we have that for n sufficiently large c0 < j yn(t)\, t E I. On the 
other hand, again referring to the proof of Theorem 2.1, we have 
Thus (3.8) implies that co/c < ] yl(tjl. 
Remark. The converse of Corollary 3.2 is also valid; for a proof see 
Theorem 2.1 of [23]. 
In order to provide sufficient conditions which guarantee that (3.1) have a 
solution which has the properties described in Corollary 3.1 we use a classical 
result of Kamke (see Coppel [5] or Walter [34). 
In .G?* introduce the partial orderingy < x if and only ify” < A+, i = I,..., WL 
f is said to be of type K on a subset S of I x 9’” if for every (t, yj, (t, x) E S 
withyi = xi, y ,( x’, fi(t, y) < jf”(t, xj. 
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LEMMA 3.3. Let there exist 01, /5’ E E such that al(t) < B(t), t E I and 
D-P(t) - f(t, P(t)> 3 0 3 D- 4) - f(t, 4)), O<t,cT. (3.9) 
Further let f be of type K on the set {(t, x): a(t) < x < p(t), t ~11. Then for 
an)’ x0 , CC(O) < x0 < b(O), the initial value problem 
I 
x’ := f(t, x) 
x(0) = x0 (3.10) 
has a solution x(t) such that 
4) < x(t) d B(t), te:I. (3.11) 
THEOREM 3.4. Let the hypotheses of Lemma 3.3 hold and let fz(t, x) be 
continuous in a neighborhood of the set {(t, x): z(t) < x < ,6(t)}. Further let 
a(O) f /3(O). Then for any x0 , CC(O) ,< x,, < /3(O) the solution x(t, x0) C$ (3.10) 
has the property tlzat the variationaZ equation along x(t, xa) 
y’ = fx(t, x(t, %))o))y (3.12) 
has a nontrivial solution y(t) with yi(t) > 0, t E I, i = l,..., FEZ. 
Proof. Let x,, , a(O) ,< x,, < /3(O) be such that x0 f p(O). Choose a 
sequence of vectors {EJ~.=~ C SP such that 
with lim,,, E, = 0, and consider the sequence of initial value problems 
ix’ = f(t, x) 
)x(O) = x0 + E, , n = 1, 2,. . . . (3.13), 
Letting K = {x E E: xi(t) > 0, i = l,..., m> we find by applying Lemma 3.3, 
that there exists a sequence {xn>z=i _ C E, where xJt> is a solution of (3.13), 
and 
x(t, x0) < x,+,(t) < xn(t) < 0.. < x1(t) < /3(t). 
Thus x, - x E K - (0) and by a standard argument we conclude that 
lim,_, xn(t) = x(t, x0) uniformly on I. We may therefore apply Corollary 3.1 
to obtain the desired conclusion. In case x0 = /3(O) we use a similar argument 
letting K = {x E E: xi(t) < 0, i = l,..., m} and obtain a nonzero solution z of 
(3.12) with S(t) < 0, i = I,..., m. We then let y = -.z to complete the 
proof. 
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Remark. If we assume in Theorem 3.4 that c?(O) < /9(O), i = I,..., m, 
then for those initial conditions .1cs for which either 01”(o) < x,,’ < p’(O), or 
d(0) < bol < p(O), i = l,..., m, we may conclude that the variational 
equation (3.12) h as na linearly independent solutions yr ,. . . , ym with y,“(t) > 0, 
i>j = 1 >‘.~a m. To see this consider, to be specific, the case where x,,~ < bz(0), 
i = l,..., 112. 
Let yi , i = l,..., ~2, be the solution of (3.12) obtained by choosing the 
sequence (~~}z=r in the proof of Theorem 3.4 such that Ed = 0, j + i. It 
follows from the proof of Theorem 2.1 that y?(O) = 0, j f i and hence 
y,i(O) + 0, by uniqueness of initial value problems for (3.12). Thus the 
set yr ,..~, ynz forms a linearly independent set of solutions of (3.12) and 
hence spans the solution space of Eq. (3.12). We may normalize the solution 
basis yr ,.-., yin such that y:(O) = 1, then the matrix aft) = (yl(t),...,-y,m(t)) 
is a fundamental matrix solution of (3.12) with Q(O) -= I,, , the m x vz 
identity matrix, and every solution y(t) of (3.12) is given by @(tjc, where 
c = y(O). Letting C =: {c E 9P: ci 3 0, i = I,..., liz>, then C is a cone in 9F 
and for every t E I, @(t) leaves the cone C invariant. If it is the CaSe that 
f[t + T, X) = f(t, x), --cg < t < cc, and if x(t, x,,) is a T-periodic solution, 
one may now, using the above facts, use the results of Krasnosel’slsii (see 
[18, Chapter III]) to establish conditions for the existence of T-periodic 
solutions of Eq. (3.1) other than .r(t, x,,). 
4. SYSTEMS OF SECOND ORDER DIFFERENTIAL EQUATIONS 
Let 9JYz and I be defined as in Section 3. Let E -= Ci(1? 5P), where for 
x E B we define I\ x 11 = max1 \ x(t)\ + maxI ] x’(t)\. 
Let f: I x .9P x 9”” + w”z be continuous and consider the system of 
second order differential equations 
X” = f(t, x, 2). (4.1) 
Denote by G(t, s) the Green’s function of the differential operator D” 
relative to the boundary conditions s(O) = 0 = z(T). Then x(t) is a solution 
of (4.1) if and only if 
x(t) = j” G(t, s)~(s, x(s), x’(s)) ds + @) 
0 
where 
v(t) = [(T - W’l40) -t (f/T) x(T)= (4.3) 
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Let A’,-, = {zc~E:x(O) = 0 = x(T)} and E1 = (x~E:w”(t) = 0, ~EI). 
Define 9: E -+ E, by 
F(x)(t) = JOT G(t, s)f(s, x(s), x’(s) ds 
and& E-+X& by 
(=Qv(t> = dt>t 
where v(t) is given by (4.3). The operator 9 and the linear operator 9, so 
defined, are completely continuous. Further (4.2) is equivalent to the operator 
equation 
.v = &qx) + a(x). (4.4) 
Remark. We equally well could have let G(t, S) be the Green’s function of 
the differential operator D2 relative to the boundary conditions 
ax(O) - bx’(0) = 0 = cx( T) + dx’( T), 
where a, b, c, d are real numbers such that bc + acT + da f 0, 
E,, = (x E E: ax(O) - 6x’(O) = 0 = cx(T) + d%‘(T)}, 
and defined El as before. We now define S: E--f E0 again by F(x)(t) = 
J; G(t, .x)f(s, x(s), x’(s) d S, and let (&v)(t) = v(t), where p is the unique 
element of El with ap(O) - bp’(0) = ax(O) - bx’(0) and ccp(T) + dp’(T) = 
cx( T) + dx’( T). 
COROLLARY 4.1. Let x(t) be a solution of (4.1) and let fZ(t, x, y) arzd 
fu(t, x, y) be contifzuous in a neighborhood of the set {(t, x(t), x’(t)): t E I}. Further 
assunze there exists a sequence of solutions {x,}:=~ of (4.4) such that 
;+5 II % -XII =o and x, - x E K - (01, 
where K is a subset oj- E having the properties described in Section 2. Then the 
variational equation 
3”’ = f& x(t), x’(t))y + f& x(t), x’(t))y’ 
(has a nontrivial solution y E K. 
Proof. It suffices to observe that 
(4.5) 
(F(x)y)(t) = j-’ G(t, x)(f& x(s)> x’(s))Y(s) i-f& 4s>, W)Y’W A. 
0 
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Hence a solution y of 
y = F’(x)y + By (4.6) 
is a solution of (4.5). Now apply Theorem 2.1. 
Remark. The set K which is most often of interest in applications is the 
“usual” cone in E, i.e., 
K=={x~E:x~(t)>O,i==1,..., m,t~I). (4.4) 
Assume now (4.1) is a scalar second order differential equation, i.e., 
m = 1. Recall that a linear second order equation is called &conjugate on 1, 
specifically, I” = (0, T), in case every nontrivial solution of that equation has 
at most one zero on 1, specifically, I”. 
COROLLARY 4.2. Let m = 1 and let the hypotheses of Corollary 4.1 ho!& 
where K is given bJ7 (4.7). Then the variational equation (4.5) is &conjugate 
0% I=. 
Proof. We apply Corollary 4.1 to this special situation and obtain a 
nontrivial solution y(t) of (4.5) such that y(t) > 0, t E I. On the other hand, 
since initial value problems for (4.5) are uniquely solvable, y(t) cannot have 
a zero in I’, i.e., y(t) > 0 for t E I”. Thus it follows that (4.5) is disconjugate 
on I” (see e.g., [ll, page 3511). It follows from (4.6) that 
Y(O) = (~Y)(O)~ Y(T) = fry), 
thus we may conclude that (4.5) is disconjugate on I whenever one of the two 
real numbers (gy)(O) or (9.?y)( T) . 1s nonzero. To see whether this may occur, 
one in general must examine equation (2.6). Corollary 4.3 below describes such 
a situation. 
Remark. Corollary 4.2 gives an extension of a result of Jackson and 
Schrader [13] who needed the additional assumption that for every 6, 
0 < S < T/2 there exists a constant c = c(S) such that 
I %V> - ~‘Wl % c I &z(t) - @)I, S<t<T-S, 
to conclude that (4.5) be disconjugate on I”. To conclude that disconjugacy 
of (4.5) on 1 in general cannot be asserted we cite an example given by 
Reid [23]. 
The following corollary presents a generalization of a result of Knobloch 
[16], which in the scalar case ensures disconjugacy of (4.5) on 1. 
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COROLLARY 4.3. Let m 3 1 and let the hypotheses of Corollary 4.1 hold, 
cohere k’ is given by (4.7). In addition let there exist a constant c > 0 such that 
for all n = 1, Z,..., 
I %2’(t) - x’(t)1 < c I xn(t) - @)I, tEI. (4.8) 
Then there exists a solution y of (4.5), y E K - (01, mch that (Sy)(O) # 0. 
Proof. Let us refer back to the proof of Theorem 2.1, and adopt the 
notation used there. 
It follows from (4.8) that 
&s:(t) < c I W)l, 
which implies that 
which by an application of Gronwall’s inequality yields that 1 S,(t)1 < 
1 S,z(O)j ecT. Further, since 
I/ 8, II = my= I W)l + my= I s,‘(t)l, 
we obtain, using (4.8) once again, that 
Thus 
II 8, II < (1 + 4 I UO>l ecT- 
Iw%)(~)l > I @%z)(~)l 
II 6, II ’ (1 + 4 I &@)I ecT ’ (4.9) 
and, in particular, since (&%,)(O) = S,(O), we obtain from (4.9) that 
I@%)(0)l > 
I! sm !I ’ (1 +lc) ecT‘ . 
Thus 1 u(O)1 > l/[(l + c) ecT], completing the proof. 
Remark. In the case m = 1 it has been established by Erbe [8] that the 
converse of Corollary 4.3 is valid. The methods used in [8] may be adopted to 
establish the converse of Corollary 4.3 in the more general situation m > 1. 
We now turn our attention to provide conditions which ensure that 
certain boundary value problems associated with equation (4.1) have solutions 
x(t) which have the properties described in Corollaries 4.1 and 4.2. For 
simplicity in notation we restrict ourselves to the case where f is independent 
of x’. Similar results may be obtained in the general case provided we impose 
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a growth condition on f with respect to x’ (a Nagumo condition) as given by 
Hartman [ll; p. 4291 or the growth condition used in [29]. Only for the 
scalar case will we state the more general result below, its proof being similar 
to the proof of the result to follow (see also [&I, [25]). 
Consider the system of second order equations 
X” = f(t, x) (4.10) 
(4.11) 
(4.12) 
together with the boundary conditions 
ax(O) - bx’(0) = A, 
cx( T) + dx’( T) = 3, 
where a, b, c, dare nonnegative scalars with a + b, c + d, and a + c positive, 
and A, I3 are vectors in @I 
We call a function CL E Em a lower solution of (4.10), (4.11), (4.12) . m case 
(< is the usual partial ordering of W) 
cqf) 2 f (4 a(t)), t E-I, (4.13) 
and 
m(0) - b&(O) < A, (4.14) 
~a( T) + dol’( T) < B. (4.~5) 
A function p E E is called an upper solution of (4.10), (4.11), (4.12) in case 
IQ”@> G f(f> P(O)? tEI, (4.16) 
and 
@(O) - bp’(oj a A, (4.17) 
4(T) + d/q q 3 3. (4.18) 
The following theorem, a generalization of Theorem 4.1 of [27] will be 
needed in the sequel. 
THEOREM 4.4. Let there exist lozua and uppev solutions cx and p, Tespectivel$, 
of Eqs. (4.10), (4.11), and (4.12) with ,B - 01 E K, where K is given by (4.7j. 
Further assume thatfor everypair ofpoints (t, x), (t, 27) E {(t, a): a(t) < z < /3(t), 
t E I> mith x < y, xi = yi, f i(t, x) > f i(t, y), i = l,..., nz. Then the boundary 
value problem (4.10), (4.1 I), (4.12) I zas a solution x(t) with a(t) .< x(t) < 
P(t), t E I- 
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Proof. DefineF(t, x) on I x B? in the following way. For each i = l,..., ?n 
let 
1 
xi - p(t) 
fiCtl ‘I+ 1 + 1 x:i 1 f if xi > p(t), 
Fqt, x) = fi(t, X), if 0+(t) < .x~ < p(t), 
fi(t, z) + 
xi - c?(t) 
1 +ixij ’ 
if xi < c&(t), 




if ~j > pj(t), 
\ &, 
if ai ,( xj < pj(t), 
if xj ( o?(t), 
j = l,..., m. 
Then F(t, x), so defined, is bounded on I x 9’“. Consider now the modified 
equation 
x” = F(t, x) (4.19) 
together with the boundary conditions (4.11), and (4.12). 
Let L: E+ E be defined by (Lx)(t) = Y’(t), then the only element x 
of E satisfying the constraints (4.11), (4.12) with A = B = 0 and Lx = 0 
is the zero element of E. It is easy to verify that the boundary value problems 
(4.19), (4.10), (4.11) is e q uivalent to the operator equation 
x =L+J(x)$-y, (4.20) 
where i? E -+ C(I, 2’“) is defined by 
@W = F(t, x(t)> 
and v is the unique element of El such that Lp = 0 and Q, satisfies the boundary 
conditions (4. lo), and (4.11). Furthermore it easily follows that L-l 0 P is a 
completely continuous operator from E to E. In addition since there exists 
a constant N such that / F(t, x)I ,( N for all (t, 3) E I x g’“, L-l 0P maps all 
of E into a bounded subset of itself. It follows, using the Schauder-Tychonoff 
Fixed Point Theorem, that Eq. (4.20) has a fixed point x E E, i.e., (4.19), 
(4.10), (4.11) ha s a solution. Let x(t) be such a solution; we claim that 
(4.21) 
Let e denote the vector with ei = 1, i = l,..., m. Since (x(t): ~EI} is 
compact, it follows that if (4.21) fails, that there exists a smallest c > 0 such 
that 
a(t) - ce < x(t) < P(t) + ee (4.22) 
APPLICATIONS OF VARIATIONAL EQUATIONS 167 
and there exists a t, E I such that for at least one i, i = l,..., m either 
d(to) - E = xi(to), or XQJ = &qto) + E, 
To be specific assume there exists t, E I and i, 1 < i < m, such that 
x”(Q = p(ts) +- E. The other case may be treated similarly. There are three 
possibilities, as to whether t, E I0 or t, is an endpoint of 1. 
Case 1. Assume 0 < to < T. Then xi(t) < ,@(t) + E for t E I and hence 
xi’(t,) = igi’(tJ, and p”(to) > xi”(t,). On the other hand 
Case 2. Assume to = 0. Then 
a(pyO) + E) - bxi’(0) = Ai. (4.23) 
On the other hand, it follows from Eq. (4.17) that a/P(O) - Q?‘(O) > ;Zi. 
Combining this with Eq. (4.23) we obtain -aE - b@‘(O) - $‘(Oj > 0. 
Since, however, /Y(O) > ~~‘(0) and a >, 0, b > 0, we obtain that a = 0 and 
p”‘(Oj = xi’(O). u sin g an argument similar to the one used in case 1 we see 
that this is impossible. 
Case 3. to = T. This case is ruled out by an argument parallel to the one 
used in case 2. 
Thus we may conclude that Eq. (4.21) holds. 
THEOREM 4.5. Let the hypotheses of Theorem 4.4 Jzold and asszcnze that in at 
least one $Eqs. (4.14), (4.15), (4.17), and (4.18) equality does not Jzold- Further 
assume tJzatf,(t, x) is continuous in a neighborlaood of tlze set 
((t, 2): u(t) < x < /3(t), t El). 
TJzen the boundary value problem (4.10), (4.11), (4.12) has a solution x(t), 
a(t) < x(t) < /3(t), such tlaat the variational equation 
3’” = fz(4 @NY (4.24) 
has a solution y E K - (01. 
Proo;f. We consider the case where ail(O) - b/Y(O) # A. The other 
alternatives may be discussed in much the same way. There exists a sequence 
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of vectors {~~}i~r such that up(O) - &3’(O) > A + E, , n = 1,2,..., and 
Q > Eg 3 ... > 0, lim,,, E, = 0. Consider Eq. (4.10) with the boundary 
conditions 
ax(O) - bx’(0) = A + El2 ) m(T) + dx’(T) = B. W-W 
For n = 1, we may use Theorem 4.4 to obtain a solution x1(t) of Eq. (4.10) 
satisfying Eq. (4.25), , and LX(~) < or ,( p(t). Next apply Theorem 4.5 
with x1(f) in place of /3(t) and obtain a solution us of Eq. (4.10) satisfying 
Eq. (4.25), and a(t) < x2(t) < x1(t). A n easy induction argument thus yields 
a sequence of solutions (~~~(t)}~~r of Eq. (4. IO) such that am satisfies (4.25)n 
and 
a!(t) < ..* < %2+1(t) < &z(t) < ... < dt) < P(t). 
An application of the Ascoli-Arzela Theorem shows that (zn(t)>ESI con- 
verges uniformly on I together with its sequence of derivatives (hence in E) 
to a solution x(t) of Eqs. (4.10), (4.11), and (4.12), further x, - x E K - (O), 
thus an application of Corollary 4.1 implies the desired conclusion. 
Remark. Using arguments similar to those above and in [8] and [16] 
one may establish results of the same nature as the above for solutions of the 
system (4.10) subject to certain nonlinear constraints. We shall not dwell on 
this point, but rather refer the interested reader to [8] and [16]. 
We now turn to some applications of the results just established to the 
problem of establishing the existence of multiple solutions of boundary 
value problems. 
THEQREM 4.6. Let the hypotheses of Theorem 4.4 hold and assume that 
equality does not hold in both Eqs. (4.14), and (4.15), and llot irt both Eqs. (4.17) 
and (4.18). Further let x(t) be a sobtion of (4.10), (4.11), (4.12), and let f%(t, x) 
be continuous in a neighborhood of ((t, x(t)): t E I}. Assume that HO nontrivial 
solution y(t) of (4.24) zuith 
KY(O) - by’(O) 3 0, and cy( T) $- dy’( T) = 0, 
Or 
#y(O) - by’(O) = 0, and y(T) + dy’(T) > 0, 
Zies in. K. Tlzen the boundary vahe probZem (4.10), (4.11), (4.12) has aside 
from x(t) at Zeast two additional solutions. 
Proof. We proceed as in the proof of Theorem 4.5 to obtain a sequence 
of distinct solutions {zcn(t)>ESI of Eq. (4.10) such that 
“v(t) < -*. < ‘c , ” ,+1(t) < Xn@> < ... < x1(t) < P(t), 
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and x2*, - x E K - (01, which converge to a solution x(t) of (4.10), (4.11), 
(4.12). 
On the other hand if x(t) s x(t), then Eq. (4.24) would have a nonzero 
solution y E K satisfying the boundary conditions 
ffy(0) - by’(O) 3 0 and cy( T) + dy’( T) = 0 
contradicting our assumptions. Therefore x must be distinct from x(t). Our 
hypotheses further imply that there exists another sequence (xn(t>)ztil of 
solutions of Eq. (4.10) such that 
and x - x, E K - (O}, which converges to a solution 5 of Eqs. (4.10), (4.1 l), 
and (4.12), which also is distinct from x and is such that Z(t) < x(t). 
Remark. In the scalar case the condition that every nontrivial solution 
y(t) of Eq. (4.24) satisfying the boundary conditions ay(0) - by’(O) > 0 and 
cy( T) -+ dy’(T) = 0, or ay(0) - by’(O) = 0 and cy(2’) + dy’(T) > 0 not 
belong to K is equivalent to saying that Eq. (4.24) together with the boundary 
conditions ay(0) - by’(O) = 0 and cy(T) + &‘( 2’) = 0 has either only the 
trivial solution or a nontrivial solution which does not belong to K, i.e., 
a solution which has at least one node interior to the interval [O? T]. 
EXAMPLE. Consider the boundary value problem 
xv = q-x + x3), (4.26) 
ax(O) - M(0) = 0 = ~(1) + &‘(l), (4.27) 
where a, b, c, d are as above, and X is a nonnegative parameter. This problem 
has the trivial solution, and further p(t) = 1 is an upper solution of (4.26), 
(4.27). Computing the variational equation along the zero solution of 
Eq. (4.26) we obtain 
y” + xy = 0. (4,28) 
The problem (4.28), (4.27) h as an infinite set of eigenvalues accumulating 
at +co,sayh, < A1 < ..., where the smallest eigenvalue A, is positive, further 
the eigenfunctions corresponding to ;\j have exactly j nodes in (0, 1). Thus 
for h > A, the nonlinear boundary value problems (4.26), and (4.27) has a 
solution x(t) with x(t) > 0 on (0, T). 
This example is a special case of the following corollary. 
COROLLARY 4.7. Consider the equation 
xn = Af(t, x) (4.29) 
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together with the boundary conditions (4.27). Assume that f (t, 0) = 0, f*(t, x) is 
continuous in a neighborhood of {(t, 0): t EI], and thatfz(t, 0) < 0, t EI’, and X 
is a nonnegative parameter. Further let there exist constants cx < 0 < p such 
that 
S(t, 4 d 0 <f(t, B), tEI. 
Then there ex&ts a constant & > 0 such that for h > &, , (4.29), (4.27) 
Jzas a pair of so&ions x1(t), x2(t) with a: < x1(t) < 0 < x2(t) < /3, t EI“. 
Proof. The argument proceeds as in the above example. 
We conclude this section by considering a nonlinear boundary value 
problem which is a one-dimensional version of a neutron transport problem 
considered by Pazy and Rabinowitz [21] (see also Stakgold [32]). 
The boundary value problem considered there is the following 
I 
x” = 9(x - G(x)), O<t,(l, 
ox(O) - x’(0) = 0 = 0.x(1) + x’(l), (5 > 0. 
(4.30) 
where G(0) = 0, G(1) = 1 - c, , 0 < 1 - c, < 1 and G’(0) = c, where c 
is regarded as a parameter and to be chosen such that (4.30) has nontrivial 
solutions. Again we note that x(t) = 0 is a solution and /3(t) = 1 is an upper 
solution. 
Computing the variational equation along the zero solution of (4.30), we 
obtain 
3”’ + uyc - 1)y = 0. (4.31) 
Again Eq. (4.31) relative to the boundary conditions 
cry(O) - y’(0) = 0 = uy( 1) + y’(1) 
has an infinite sequence of eigenvalues h,, < XI < me., with h, > 0, the 
eigenfunctions associated with hj having j interior nodes. Thus (4.30) has 
a solution x(t), s(t) > 0 t E (0, T), for all c such that a2(c - 1) > h, . 
Remark. Our hypotheses imposed on G are somewhat weaker than those 
in Ref. [31], however the range determined for c is in agreement with that in 
Ref. [31]. In the absence of the additional assumptions made in Ref. [31] we, 
however, cannot conclude uniqueness of the positive solution. 
Remark. The question arises whether under the assumptions of Corollary 
4.7 the condition that h < X, implies that the trivial solution is the only 
solution of Eqs. (4.29), and (4.27). The following example shows that in 
general nontrivial solutions may exist for h < X0 . 
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Define f (t, X) in the following way 
Further extend f to I x .9? by letting f(t, -X) = -f(t, x). Consider the 
boundary value problem 
x” = hf (4 4, x(0) - x’(0) = 0, s(l) + x’(l) = 0. (4.32) 
Clearly 0 is a solution of (4.32), and the variational equation along the 
zero solution is 
Y N f Ay = 0. 
An easy computation shows that A, = G. Thus, taking /3 3 3 and ci = -3 
we may apply Corollary 4.7 to obtain nontrivial solutions of (4.32) for 
any h > 1~~. 
On the other hand letting a(t) = 1 - t(t - l), we see that s(t) satisfies 
the boundary conditions and that a”(t) > hf(t, a(t)) as long as 2 < A. Thus 
as long as 2 < A, a(t) is a lower solution for Eq. (4.32); further P(t) s 3 is 
an upper solution for (4.32). It follows therefore from Theorem 4.4 that 
Eq. (4.32) has a solution x(t) with a(t) < x(t) :< 3 for all h > 2. 
5. HIGHER ORDER DIFFERENTIAL EQUATIONS 
Let 
Lx = x(“Z) + pl(t) x(“-1) -+ ... $- p&)x (5.1) 
be a scalar linear differential operator whose coefficientsp,(Q i = l,..., m are 
continuous real-valued functions on the interval1 = [0, Tf. We assume thatL 
is disconjugate on I, i.e., any nontrivial solution x of Lx = 0, has at most 
Tn - 1 zeros in I, counting multiplicities. 
Let f : I x B! --f 9 be continuous and consider the differential equation 
Lx = f (t, x). (5.2) 
Remark. Instead of Eq. (5.2) we equally well could consider the more 
general nonlinear equation Lx = f(t, X, xl,..., .+-i)) or the functional 
equation Lx = f (t, X) where f : I x P+r)(l, 99) --1 S? is continuous and maps 
bounded sets into bounded sets, and derive results similar to the ones to 
fohow for these more general equations. 
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Denote by E the space of m - 1 times continuously differentiable functions 
on I, E = C(m-l)(I, 9) with norm Ij * (1 given by 
Then E is a real Banach space. Choose k points, k 
0 = t1 < t, < --- < t, = 
s f% 
T 
and let i 1 ,..., ik be positive integers with 
C ij = m. 
1=1 
Let E,, be the subspace of E given by 
E, = {X E E: di’(tj) = 0, 0 < i < ij - 1,j = l,..., k) (5.3) 
and let EL = {x E E: (Lx)(t) = 0, t EI}. 
It follows from the results in Chapter 3, Section 6 of [6] that for every 
continuous h: I + W the equation 
Lx = h(t) (5.4) 
has a unique solution x E E,, which is given by 
x(t) = j’ G(t, s) k(s) ds, 
0 
where G(t, s) is the Green’s function for L relative to the boundary conditions 
defining E, . 
We define 9: E -+ E. by 
9+)(t) = JOT G(t, s)f(s, x(s)) ds; (5.5) 
then 9 is a completely continuous operator. Next define 9’: E--t E1 by 
@w(t) = &I, 
where 93 is the unique element of E1 such that 
p(tj) = xytj), O<i<ij-1, j = l,..., k. 
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2, so defined, is a bounded linear operator and since its range is finite 
dimensional it is completely continuous. Using the above notation we note 
that 9~’ E E is a solution of (5.2) f i an d only if N is a solution of the operator 
equation 
It’ = S(x) + @x. 
COROLLAFZ 5.1. Let x be a solution of (5.2) and let fz(t, y) be continuous i?z 
a neighborhood of {(t, x(t)): t E I>. Further let KC E satisfJ1 the properties 
described in Section 2 and let B(K) C K In addition let there exist a sequence of 
solutions (x~]:=~ of (5.2) such that lim,,, (1 X, - x /j = 0 and x, - x E K - (O), 
n = 1, 2,... . Then the variational equation 
LY = f& 4UY (54 
has a solution y E K - (0). 
Proof. We proceed as in the proof of Theorem 2.1 and obtain a solution 
y f K - (0) of 
y = F(x)y + Lz?y. (5.7) 
On the other handy is a solution of (5.7) if and only ify is a solution of (5.4). 
In order to furnish examples of subsets K of E having the properties 
required by Corollary 5.1 we again refer to Chapter 3 of Coppel [6] and to 
results in [28]. If g E E we say that sgn g(t) = 1 on an interval J C 1 in case 
g(t) > 0, t E J and similarly sgng(t) = -1 in case g(t) < 0, t E J, in case 
g(t) s 0 on J we leave sgng(t) undefined. We now define 
K = 1.~ E E : (-l)“+i’x’i’-“(tl) < 0, &-‘)(t,) 3 0, ,di’(tJ) = 0, 
O<i<ij-l,j=2 ,..., k-l,O-(,i<ij-2,j=l,k, 
sgn s(t) = (-1) “L+1+n!,i2y t.j < t < tj+l ) for those integers 
J’ = l,.. . , k - 1 for which x(t) * 0 on (tj , tj+l) 1. (5.8) 
It is easily seen that K is a cone in E and using Proposition 13, Chapter 3 
of [6] and the proof of Lemma 2.5 of [28] it follows that g(K) C K, where B 
is given as above. 
Let us now proceed to the problem of establishing the existence of nonzero 
solutions of certain boundary value problems associated with Eq. (5.2). 
In order to illustrate how Corollary 5.2 may be used in the study of such 
problems we restrict ourselves to the simplest situation, namely a two point 
boundary value problem, but keep in mind that more general problems may be 
treated in this fashion. The interested reader is referred to Theorem 3.1 of 
[28] which provides the tool for the general situation. 
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In the above notation let K = 2, i1 = m - 1, iS = 1. Thus K is given by 
K = (x cz E: X(~)(O) = 0, 0 < i < m - 3, x(t) > 0, t El}. (5.9) 
We first state as a lemma a result from [28]. 
LEMMA 5.2. Let there exist 01, /3 E E such that p - a: E K, where K is 
given by Eq. (5.9). Furthm let 
Then fey auy A and B with 
d-ye) < A < p-(O), 02 d B < B(T), 
there exists a solution x(t) of Eq. (5.2) such that 
x(-y()) zz -4, x(T) = B 
and 
a(t) ,< x(t) < B(Q tEI. 




THEoFmf 5.3. Let the hypotheses of Lemma 5.2 Jzold and let Ad(t, y) be 
continuous in a neighborhood of the set ((t, s): a(t) < x < /3(t), t ~11. Further- 
more assume that either ol(m-z)(0) < ,l3 (m--2)(O) or a(T) < /3(T). Then for any A 
and B such that Eq. (5.11) holds, Eq. (5.2) h as a solution x(t) satisfJ&zg Eqs. (5.12) 
and (5.13) such tha.t the variational Eq. (5.6) has a solution y E K - (01. 
Proof, To consider a specific case assume that a(T) < p(T). Furthermore 
assume that A and B are chosen such that Eq. (5.11) holds with B < /3(T). 
The other cases may be treated similarly. Pick a sequence of positive numbers 
{en) such that limn+,, ~~~=Oand/3(T)~B+~l>B+~2>~~~>B+~,. 
Consider the sequence of boundary value problems 
i 
Lx = f(t, x) 
x(i)(O) = d(O), 0 < i < m - 3, x(m-z)(O) = A, x(T) = B + E, . (5.14)n 
Using Lemma 5.2 and an induction argument we obtain a sequence of 
solutions {xn(t))tzl of (5.2) such that x, is a solution of (5. 14)12 and 
a(t) < ..- < xn+&) ,( x&) < .-* G %(Q < xl(t) < I+>, tlz.l. 
Again, using the ilscoli-Arzela Theorem we obtain that (xn(t)}~zl converges 
in E to a solution x(t) of Eq. (5.2) satisfying Eq. (5.12). Clearly X, - x E K - {O}. 
Thus by Corollary 5.1 we obtain the desired conclusion. 
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COROLLARY 5.4. Let f(t, 0) = 0 and let there exist a functiofz /3 E E such 
that /3(“(O) = 0, 0 < i < m - 3, P(t) > 0, t El with /3(T) > 0 a& 
@p)(t) - f(t, y) < 0, 0 < y < /l(t), t E I. In addition assume that f.Jt, y) is 
continuous in a Izeighborhood of ((t, 0): t E I} and that every nontrivial solution 
y(t) of Ly = f$(t, 0)y satisfying yci)(0) = 0, i = O,..., 112 - 2, y(T) > 0 does 
not lie in K. Then there exists a nontrivial solution x(t) of Eq. (5-2) such that 
xyo) = 0, O<i<ffz--2, x(T) = 0 and x(t) > 0, t EI. 
Remark. Using Lemma 5.2 one may show that x(t) > 0, t E (0, T). 
Remark. The requirement that every nontrivial solution y ofLy = fJt, 0)y 
satisfying the boundary conditions ~(~‘(0) = 0, 0 < i < m - 2, y(T) 3 0 
does not lie in K is equivalent to saying that either Ly = f&t) 0)y together 
with the boundary conditions ye)(O) = 0, 0 < i < m - 2, y(T) = 0 has 
only the trivial solution or that any nontrivial solution of this boundary value 
problem does not belong to K, which in turn is equivalent to saying that 
Zy = fz(t, 0)y is not (m - 1, 1) disconjugate on [0, T). 
Thus in order to be able to apply Corollary 5.4 one needs to consider the 
initial value problem 
Ly = f&, O)y, p’(0) = 0, 0 < i < m - 2, ycm-l)(0) = 1 (5.15) 
and compute the first conjugate point of 0, i.e., the first time t, > 0 such that 
y(tJ = 0, and y(t) > 0, t E (0, tl), where y is a solution of Eq. (5.15). For a 
discussion of such problems see [6]. 
6. FUNCTIONAL DIFFERENTIAL EQUATIONS 
In this section we consider problems similar to those discussed in Section 4 
for boundary value problems for second order functional differential equations. 
Here our main interest will be to derive existence results for nonzero solutions 
of boundary value problems which admit the trivial solution; this problem has 
already been discussed in Ref. [lo], but for a different class of equations and 
from a somewhat different point of view. 
Again, in order to avoid complications in notation we shall restrict ourselves 
to a very simple class of equations, namely equations of the type 
xv(t) = f (6 x(t), x(g(t))), t EI = [O, T], 05-U 
where f : I x 9 x 9 -+ 37 is continuous and g: I -+ 9 is continuous. 
Let a = min(min,,lg(t), 0}, b = maxjmaxtslg(t), T) and let y: [a, 0] + 
99, ?Pz [T, b] -+ W be continuous. 
505/V/I-12 
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We are interested in seeking solutions x(t) of (6.1) satisfying the boundary 
conditions 
x(t) = p(t), a\<t<o, x(t) = Y(t), T,(t<b. (6.2) 
We call a continuous function p: [a, b] -+ 9 an upper solution of (6.1), (6.2) 
in case 
and 
P”(t) d f(t, /WY 13W)))~ tEI. (6.4) 
Similarly a continuous function 01: [a, b] --f LZ? is called a lower solution of 
(6.1), (6.2) in case 
and 
In these definitions it is implicitly assumed that both /3”(t) and c?(t) are 
continuous on I, however continuity of these second derivatives on I” would 
suffice. 
LEMMA 6.1. Let there exist upper and lower solutions, /3 and 01, respectively, 
of Eqs. (6. I), (6.2) with m(t) < P(t), t E I, and let f(t, x, y) be nonifzcreusing 
with respect to y for each (t, x), a(t) < x ,< /3(t), and a(g(t)) < y < /3(g(t)). 
Then the boundary value problems (6.1), and (6.2) have a solution x(t) with 
4 6 x(t) < P(t). 
Proof. See Theorem 9 of [9]. 
In order to use the setting of Section 2 we let E = C([u, b], 2) with norm 
11 .I] the usual sup norm. We let G(t, s) be the Green’s function introduced at 
the beginning of Section 4 and define 
0, a<t<O, 
G(t, s) = G(t, s), O<t<T, 
0, T<t<b, 
and define the nonlinear operator * on E by 
g@)(t) = s’ c(t, s) f(s, x(s), +(s)) ds, 
0 
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then 9 is completely continuous and has range contained in the subspace 
E,, of E defined by 
E,=={x~E:x(t)-0 t$I”:. 
The subspace El is defined by 
El = (x E E: x”(t) = 0, t EI}, 




T x(O) + f x(T), t EI, 
x(t), T<t,(b. 
Then 3: E + El is a bounded linear operator, which however in this case is 
not necessarily completely continuous. On the other hand, in the considera- 
tions to follow, the domain of 93 will be suitably restricted so that the results 
already established will be applicable. Define the subset R C E by 
K = {x E E: x(t) > 0, a < t < b). 
THEOREM 6.2. Let the hypotheses of Lemma 6.1 ho12 rind let fx(t, x, y) and 
fy(t, x, y) be continuous in a neighborhood of the set ((t, zcj y): x(t) < x < P(t), 
a(g(t)) < y < @(g(t)), t ~1). Further assume that equality does not hold in 
Eq. (6.3) for aZZ t E [a, 0] or all t E [T, b] OY that equality does not hold ix 
l?q. (6.5) for all t E [a, 0] OY all t E [T, b]. Then there exists a solution x(t) of 
Eqs. (6.1), and (6.2) such that the variational equatiofz 
has a solution y E K - (01. 
Proof. To treat a specific case let us assume that /3(t) f Y(t), T < t < b. 
Let (hn}~=r be a decreasing sequence of positive numbers such that 
1 > A, > A, > ... with lim,,, A, = 0. Let pn(t) = h$(t> + (1 - A,)Y(t), 
Then P(t) > PI(t) > *** > /In(t) > ... > Y(t) and lim,,, j&(t) = Y(t). 
Consider now the sequence of boundary conditions 
44 = p)(t), a<t<O, x(t) = AL(t), T < t < b. (659, 
We use Lemma 6.1 and an induction argument to obtain a sequence of solu- 
tions (x,J~~r of Eq. (6.1) such that x, satisfies the boundary conditions (6.Q ) 
and 
a(t) < --- < Xn+l(t> < %(f) d -.’ < xl(t) < 19(t). 
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Again we use the Ascoli-Arzela Theorem to obtain the conclusion that 
lim,,, x,(t) = x(t) is a solution of Eqs. (6.1), and (6.2). Since x, satisfies 
Eq. (6.8), for n = 1,2 ,... it follows that x, - x E K - {O}. Furthermore x, 
is a solution of the operator equation 
letting yn = (x~ - x)/j/ x, - N jJ, we may easily see that (9Qn} is compact, 
thus it follows by the arguments used in the proof of Theorem 2.1 that the 
equation 
y = =qX)Y + ay (6.9) 
has a solution y E K - (0;. If y is such a solution then an elementary 
argument shows that y is a solution of (6.7). We note that in the situation 
considered above (By)(t) = 0, a < t < 0; (S?y)(t) > 0, b < t < T. 
COROLLARY 6.3. Let g(t) < t and f (t, 0, 0) 3 0. Let thme exist a constant 
/3 > 0 such that f (t, ,8, /3) > 0. Furthermore aSSume that f (t, x, y) is non- 
increasing with respect to y for t E I, 0 < x ,< ,8, 0 < y < p. Let in addition 
f& x, y) a?zdf&, 2, v) b e continuous in a neighborhood of {(t, 0, 0): t ~1) and 
let ever31 nontrivial solution of 
I 
Y" = fz(t, 0, O)Y + f&At, 09 O)Y (g(t)) 
y(t) = 0, a < t < 0, y’(O+) = 1 
(6.10) 
zot belong to K. Then there exists a solution x E K - (0) of (6.1) such that 
x(t) E 0, t $I”. 
Proof. We proceed as in the proof of Theorem 6.2 using a(t) = 0 and 
/3(t) E /3, d bt an o ain a monotone sequence of solutions (xn(t)>~C”=l of Eq. (6.1) 
with x, E K - {0} converging to a solution x(t) of Eq. (6.1) with x(t) = 0, 
t 6.P. The assumptions imposed on Eq. (6.10), on the other hand, imply that 
x cannot be the trivial solution. 
EXAMPLE. Consider the boundary value problem 
ix(t) SE5 0, 
Ix”(t) = Xf (Ctx;;; ;)I x(g(t)Y), 
, - 
(6.11) 
where h is a nonnegative parameter, y > 1, and 
f(t, 1) > 1, f (t, 0) = 0, fdt, 0) -=c 0% tE[O, 11. 
The variational equation of (6.11) along the zero solution is y” = hf,(t, 0)~. 
Thus by Corollary 6.3 we may conclude that Eq. (6.11) has a nontrivial 
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solution for all A, h > A, , where A, is the smallest eigenvalue of y” = Afj[t, O)y, 
y(0) = 0 = y(1). 
Remark. Using the comparison theorems for linear delay differential 
equations established in [26] ( see also [20] for related results} various other 
examples to illustrate Corollary 6.3 and Theorem 6-2 may be constructed. 
Both of these results are particularly useful in casef&t, 0, 0) = 0 in which 
case the well developed theory of linear second order ordinary differential 
equations may be used to check the desired properties of Eq. (6.10). 
7. ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 
Let Q be a bounded domain in SF, whose boundary i% belongs to class 
c2+=, 0 < 01 < 1. 
Consider the strongly elliptic operator 
Lx = f a&) & + f a&) g + a(t)x, (7.1) 
i.h-1 2=1 
where t = (P,..., tm)anduik,ni,aECS(~,~),i,k = l,...,m,witha(t) GO, 
tEQ. 
Remark. Henceforth all functions considered in this discussion will be 
realvalued thus we shall supress the symbol SS? in our notation, e.g., if 
a E @(a, 2’) we shall write a E C~(~). 
We denote by v = (VI,..., vm) an outward pointing vector field on 59 with 
components vi G C1+(8Q), i = I,..., 111 and let 
Let 
BX = yx + s(ax/a+ 
where either y = 1 and 6 = 0, in which case B is called the Dirichlet boundary 
operator, or 6 = 1 and y E C1+*(iLQ), y(t) > 0, t E XJ, when B is called a 
Neumann boundary operator. 
Consider the nonlinear boundary value problem 
i 
(Lx)(t) = f(t, x(t)), f E B, 
VW(t) = g(t), t E a”Q, 
(7.2) 
where f: &j x W -+ W beIongs to class Co and g E: C1+cf(8-Q). 
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We call a function a E C2+y(Q) n C1fa(Q) a lower solution of (7.2) in case 
1 
(w(t) 2 f(4 4th itEl-2, 
w)(t) G &w tEa.q (7.3) 
similarly /? E C”+“(Q) n 1?+~(!2) is called an upper solution of (7.2) in case 
1 
w)(~) G f(4 PW>s itEQ, 
@vw) b g(t), tEa.c2. (7.4) 
The following theorem (an analogue of Theorem 4.4 for elliptic partial 
differential equations) was first proved by Amann [2] using approximation 
arguments. Below we shall present a somewhat different proof, using 
arguments similar to those used in Section 4. 
THEOREM 7.1. Let thme exist a lower solution 01 and an upper solution /I of 
(7.2) such that m(t) </3(t), t E 0. Then (7.2) I zas a solution (a classical solution) 
x(t) such that a(t) < x(t) < /3(t), t E J?. 
Proof. Define J’: fi x 9 -+ 9 by setting 
i 
f(4 P(t>> + lx - B(t)>? if x > P(t), 
f(t, 3) = 
1 
f(t, 4, if a(t) < x < P(t), (7.5) 
f (4 49 + (x - 4th if x < a(t). 
Define the Nemitskii operator F by 
F(x)(t) =f(t, x(t)). (7.6) 
For all v E C$?) consider the boundary value problem 
1 
(W(t) = w, tEi2, 
@x)(t) = 0, tEaf2. (7.7) 
This problem has a unique solution L-b. Further x will be a solution of 
Eq. (7.2) (withf replaced by j) if and only if 
x = (L-l ‘F)(x) + CJJ, (7.8) 
where v is the unique solution of 
(Lx)(t) = 0, tEi-2, 
W(t) = g, tEa.c2. 
Using the Agmon-Douglis-Nirenberg estimates [I] and estimates from 
Ref. [19], Amann [2] shows that L-l “F is a completely continuous operator 
on P(Q) into itself. 
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Choose a constant c > 0 such that 
fh P@>> + (c - B(t)> > 0 >A4 4)) + f-c - 40) 
and c > I a(t)\, I P(t)l, y(t)c > I g(t)l, t ~~72 
Let 0 < X < 1, and let x be a solution of 
x = h(L-1 OF)(x) + xrp. V-9) 
then x is a solution of (recall that L is linear) 
{(Lx)(t) = A&, x(t)), tEs 
@x)(t) = Mt>, tEasi. 
(7.10) 
Assume now that x(t) > c for some t E 0. Then the difference X(L) - c 
will assume a positive maximum at some point t, E 8, say 
M = rnzx (x(t) - c) = x(t,) - c. 
If t, E 8, then 
and 
Hence 
L(” - c)(t,) > A(&) - c) > 0. 
Thus there exists a subdomain D of Q such that 
L(x - c)(t) > 0 on D. 
Using the maximum principle (see [22]) we obtain that x(t) 
and hence x(t) - c I=_ M on 8, which implies that 
B(x - c)(t) = B(M) = yM > 0. 
But, 
B(x - c)(t) = (Bx)(t) - @c)(t) 
= hg(t) - y(t)c < 0, 
a contradiction. Thus .x.(t) - c cannot have a positive maximum in 52, 
implying that the maximum M of x(t) - c must be assumed on ~?a. Let 
t, E &? be such that x(ts) - c = M. Let D be an open neighborhood of 
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to E &Q, where x(t) - c > 0. Than again on D n QL(x - c) > 0. Using 
Ref. [22], Theorem 7, p. 65 we conclude that a/&(x(t,,) - c) > 0. But 
B(x - m3) = rG&l) - 4 + w/wwJ - 4 
= Bx - Bc = Ag - yc < 0, 
which again leads to a contradiction. 
We thus conclude that x(t) < c. One may argue similarly that -c < x(t). 
We may now use the Leray-Schauder Alternative (see [7j) that Eq. (7.10) 
with h = 1 has a solution X, with ] x(t)] < c. 
Now using the fact that a! and /3 are lower and upper solutions of (7.2) 
(i.e., using Eqs. (7.3) and (7.4)) and the definition of f-we may use the above 
maximum principle arguments to show that in fact al(t) < x(t) < /3(t), and 
hence conclude that z(t) is a solution of (7.2). 
Remark. The maximum principle arguments used above may also be 
found in [15, Theorem 2.21. The reader may also easily convince himself that 
the condition that y(t) > 0, t E 8.Q may be weakened to read that y(t) 3 0, 
Y(t) + 0, t E XA Results similar to Theorem 7.1 may also be found in 
Refs. [14], [15], [24], and [30]. 
COROLLARY 7.2. Let the hypotheses of Theorem 7.1 hold and let f,Jt, x) be 
continuous in a ne@hbor%lood f ((t, x): a(t) < x < /3(t), t EL?]. Further assume 
that not both (Ba)(t) - g(t) and (Bj3)(t) -g(t) are identically zero on &‘. 
Then (7.2) has a solution x(t) such that the variational equation 
LY = f&P WY (7.11) 
has a nontrivial solution y(t) such that J’(t) > 0, t EQ and (By)(t) 3 0, 
tEix-2. 
Proof. Consider the case where (BP)(t) - g(t) + 0, t E 8.Q. Pick a sequence 
of functions (g,}~=r of class Cl+& such that lim,,,g,(t) = g(t) in Cl+“(aQ) 
and 
g,(t) - g,+l(t) * 0, t E i%2, n = 1, 2 ,... . 
Consider the sequence of boundary value problems 
(Lx)(t) = f(t, x(t)), tcEi-2 
(W(t) = g,(t), tEaf2. 
(7.12)~ 
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Using Theorem 7.1 and arguments similar to those used in Sections 4 and 5 
we may construct a sequence (~~(t))z=~ such that x’, is a solution of Eq. (6.12),, 
n = 1, 2,... and 
@) < mm- < x,+,(t) < xn(t) < --- < q(t) < B(t)* 
Further using estimates from Ref. [l] (see also Refs. [3], and [15]) we may 
conclude that Em,,, am = x(t) is a solution of Eq. (7.2). One may now 
employ the arguments of Section 2 to obtain the desired conclusion. 
Remark. The conclusion of Corollary 7.2 may in fact be strengthened 
to read that Eq. (7.11) has a solution y with y(t) > 0, t E 52 and (@j(t) > 0, 
aEaf2. 
To see this we choose M > 0 large enough so that fz(t, x(t)) - n/r < 0. 
Thus y is a nonnegative solution of @y)(t) - My(t) < 0, (By)(t) 3 0. An 
application of the maximum principle (see e.g., Lemma 2 of Ref. [30]) then 
yields that either y(t) = 0 or y(t) > 0, t E 52. Since, on the other hand, y is 
a nontrivial solution, the conclusion follows. 
COROLLARY 7.3. Assume that f (t, 0) = 0 and let there exist constants 
01 and fi such that 01 < 0 < jI and 
W(t) - f(4 4 z 0 > (W(t) - f(t, PI, tEQ. 
Further assume that f%(t, x) is continuous in a neighborhood of B x (0} and 
suppose that every solution y of the variational equation 
PYP) = f&> WY7 t E-L? (7.13) 
with (By)(t) > 0, t E 8.Q is such that y(t) is not positive for all t G Q. Then the 
boundary value problem 
has aside from the trivial solution two nontrivial solutions g(t) and x”(t), with 
s(t) 2 0 > 2(t), t E Q. 
Proof. We prove the existence of s(t), the existence of 5((t) will follow 
similarly. Since /3 > 0, /3 is an upper solution of (7.14). Further 
(B@(t) > 0 and the latter expression is not identically zero on LQ. 
Consider the sequence of boundary value problems 
(-w(t) = f(t, x(t>h tEs-2, 
(W(t) = (UWW(t), tEl2, n= 1,2 ).... 
(7*25), 
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It follows from Theorem 7.1 that (7.19, has a solution x1(t) with 
0 ,( x1(t) < /?. Now apply Theorem 7.1 again to obtain a solution of (7.12), 
with 0 < s(t) < x1(t); an induction argument now yields a sequence 
{~~(t)>~=~, where am is a solution of (7.15), and 
0 < ... < a&(t) < x&t) d --* d xl(t) < p. 
By arguments similar to the ones used before we may conclude that 
lim,,, x*(t) = 5((t) is a solution of (7.14). On the other hand it follows 
from our hypotheses and Corollary 7.2 that a(t) cannot be the zero solution. 
As an example we consider the Dirichlet boundary value problem 
Ax = A.(& x(t)), tcf2, 
x(t) = 0, tEai2, 
(7.16) 
where f(t, 0) G 0, t ED and f%(f, 0) < 0, t E a. Further let there exist a 
constant /3 > 0 such that f(r, /3) > 0, t E B. Let X, be the smallest eigen- 
value of 
AY = W&, O)Y, tEJ2, y(t) = 0, tEa.ck (7.17) 
(h, must necessarily be positive.) It follows from the comparison theorems 
for linear self-adjoint elliptic equations (see Ref. [33, Chapter 51) that for 
every h > h, every solution y of (7.17) with y = const. > 0 on 8.Q must 
vanish in Q (an examination of the proofs of Corollaries 7.2 and 7.3 shows 
that only those solutions which are constant on aQ need to be considered). 
Thus Corollary 7.3 implies that (7.16) h as at least one nontrivial nonnegative 
solution for every h > h, . 
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