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Abstrat
Optimal predition approximates the average solution of a large system of ordinary
dierential equations by a smaller system. We present how optimal predition an be
applied to a typial problem in the eld of moleular dynamis, in order to redue the
number of partiles to be traked in the omputations. We onsider a model problem,
whih desribes a surfae oating proess, and show how asymptoti methods an be
employed to approximate the high dimensional onditional expetations, whih arise
in optimal predition. The thus derived smaller system is ompared to the original
system in terms of statistial quantities, suh as diusion onstants. The omparison
is arried out by Monte-Carlo simulations, and it is shown under whih onditions
optimal predition yields a valid approximation to the original system.
Keywords: Optimal predition, moleular dynamis, surfae oating, hopping, Laplae's method,
low temperature asymptotis, Monte-Carlo
1 Introdution
Computations in the eld of moleular dynamis typially require a large omputational
eort due to two fators:
1. Small time steps are required to resolve the fast atomi osillations.
2. Large systems are obtained due to the large amount of atoms whih have to be
omputed.
A wide variety of methods has been developed to remedy these problems. Larger time steps
are admitted e.g. by smoothing algorithms, whih average in time over the fast osillations.
Various other methods redue the degrees of freedom, e.g. multipole methods [14℄ in the
ontext of long range partile interations. In this paper we investigate whether the
method of optimal predition, as presented and analyzed in [1,411,15,19℄, an in priniple
be applied to problems in moleular dynamis in order to redue the number of atoms to
be omputed. As a rst step in this investigation we onne to a one dimensional model
problem whih inherits partiular properties from a real moleular dynamis problem. In
Setion 2 we present the real problem as it arises in appliations, and derive the simplied
model problem. The onsidered problem is Hamiltonian, hene in Setion 3 we present
the method of optimal predition in the speial ase of Hamiltonian systems. In Setion 4
1
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we apply the method of optimal predition to the model problem. This yields expressions
involving high dimensional integrals. We evaluate these integrals by asymptoti methods,
employing the fat that the proess is running at a low temperature, whih yields a
new and smaller system. Setion 5 deals with the numerial speed-up. In Setion 6 we
dene riteria, how to investigate whether the new system is a valid approximation to the
original system. We show how important statistial quantities, suh as diusion onstants
and energy utuations, an be obtained by numerial experiments. These are presented
in Setion 7, and we investigate under whih onditions optimal predition preserves the
relevant statistial quantities.
2 Problem Desription
2.1 The Physial Problem
In the prodution of semiondutors a thin layer (a few atomi monolayers) of opper has
to be oated (sputtered) onto a silion rystal. A tehnial desription of the proess an
be found in [18℄. Important for the quality of the produt is that opper atoms must not
penetrate too deeply into the silion rystal. The opper atoms penetrate rstly by their
kineti energy when hitting the rystal surfae, seondly by the proess of atomi hopping,
whih will be desribed in the following. In order to obtain spei knowledge about these
proesses, moleular dynamis simulations have to be arried out, as desribed in [13℄.
One important aspet of the oating proess is that the system is out of its thermo-
dynamial equilibrium only for very short times, namely for about 10−11 seonds after
one opper atom has hit the surfae of the silion rystal. During this time the opper
atom penetrates into the rystal and soni waves transport the impat energy away to the
bottom of the rystal, whih is onstantly being ooled. Hene, after 10−11 seonds the
whole rystal is in equilibrium again. On the other hand, the time between two opper
atoms hitting the rystal surfae is on a time sale of 10−4 seonds, i.e. the system is in
equilibrium nearly all the time, in partiular the temperature is onstant with respet to
spae and time.
However, even in the state of thermodynamial equilibrium single opper atoms an
hange their position in the silion rystal by hopping events, i.e. a opper atom gains
by aident enough energy to overome the potential barrier between two layers in the
silion rystal and thus hops to a neighboring ell. By atomi hopping opper atoms an
penetrate muh deeper into the silion rystal as their impat energy would allow, hene
the proess in equilibrium annot be omitted from the omputation. The average time
between two hopping events is on a time sale of 10−10 seonds, while the fast atomi
osillations happen on a time sale of 10−14 seonds.
In this paper we show how the method of optimal predition an be applied to the
system in equilibrium. Only the atoms at the top layers of the rystal, where opper atoms
an be found, are omputed exatly, while the silion atoms in the lower layers are kept
trak of only in an average sense. In order to keep the tehnial diulties at a minimum,
we set up a one dimensional model problem whih simulates atomi hopping.
2.2 The Model Problem
In the model problem, we assume two major simpliations:
2 PROBLEM DESCRIPTION 3
• Fous on a one dimensional problem, i.e. we onsider n atoms lined up like beads on
a ord. A single opper atom is inserted into a line of n− 1 silion atoms.
• The potential V (q) depends only on the pairwise distanes of the atoms, i.e.
V (q1, . . . , qn) =
n∑
i,j=1
i<j
fα(qi − qj). (2.1)
Here α ∈ {1, 2}, where f1 is the potential between two silion atoms and f2 is the
potential between the opper atom and a silion atom.
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Figure 1: Potential f1 between two silion
atoms
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Figure 2: Potential f2 between opper and
silion
Figures 1 and 2 show the pair potentials f1 and f2. The distane is given in Å
(1Å = 10−10m) and the energy in eV (1eV = 1.6 · 10−19J). The potentials are hosen
to be lose to the orresponding Lennard-Jones potentials [17℄ in three spae dimensions,
in partiular for f1 the position of the minimum (re = 2.24Å) and the energy at the
minimum (E = −D, where D = 3.24eV) are hosen to t the orret values given in [27℄.
In reality, hopping between two silion atoms happens many times less likely than a opper
hopping event. Hene, we neglet silion hopping in the model problem and hoose f1 to
be innite at the origin.
On the other hand, the pair potential f2 between opper and silion is set to be nite
at distane 0, in order to allow opper hopping. While in a three dimensional rystal a
opper atom hops through one fae of a rystal ell, in one spae dimension the opper atom
an only hop diretly over a silion atom in order to hange its position in the rystal.
Additionally, the value at distane 0 is signiantly lowered ompared to the potential
barrier set up by a fae of a three dimensional silion rystal. This makes hopping events
muh more frequent and thus redues the simulation time required for observing hopping
events.
In order to further inrease the hopping rate, we inrease the temperature signiantly.
The real proess is taking plae at temperatures around 500K. We run the simulations at
a temperature of 7000K, whih is the maximum temperature that we an still all low.
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In this ontext a temperature being low means that the the dimensionless quantity
ε = kBT
D
is a small number. For real temperatures one obtains ε ≈ 0.01, for the inreased
temperature ε = 0.13. Consequently, any result obtained for inreased temperatures an
be expeted to work even better at real temperatures.
In the following, we will always assume our system to behave as an ergodi system. In
partiular this means that we assume spae averages over a number of atoms to be equal
to time averages over a given time span.
3 Optimal Predition for Hamiltonian Systems
Optimal predition was introdued by Chorin, Kast and Kupferman [7℄ as a method
to apply to underresolved omputation, i.e. to problems whih are omputationally too
expensive or where not enough data is at hand, but prior statistial information is available.
Sought is the mean solution of a system, where only part of the initial data is known,
and the rest is sampled from an underlying measure. While the method is in priniple
not restrited to a partiular measure, in equilibrium statistial mehanis one typially
hooses the grand anonial distribution. Optimal predition approximates the mean
solution by a new system whih is smaller, and thus heaper to ompute, than the original
system. In this paper we will use a simple optimal predition system to onsider only
a smaller number of atoms and averaging the other ones away. Note that optimal
predition is by no means restrited to Hamiltonian systems, but for suh systems it has
some partiularly nie properties.
Consider a 2n-dimensional Hamiltonian system of ordinary dierential equations
q˙ =
∂H
∂p
, p˙ = −
∂H
∂q
(3.1)
with the Hamiltonian funtion
H(q, p) =
1
2
p2 + V (q), (3.2)
representing an n-partile system in one spae dimension. In the following, we will onsider
the model problem in equilibrium, hene we assume the position in state spae to be
distributed aording to the grand anonial distribution
f(q, p) = Z−1e−βH(q,p). (3.3)
Here β = 1
kBT
is a onstant with kB being the Boltzmann onstant, T the (onstant)
temperature of the proess, and Z =
∫
e−βH(p,q) dq dp is a normalization onstant.
We write the solution of (3.1) as a phase ow, where ϕ(x, t) = (q1(t), p1(t), . . . , qn(t), pn(t))
denotes the solution to the initial ondition x = (q1,p1, . . . ,qn,pn). Consequently, system
(3.1) an be rewritten as
d
dt
ϕ(x, t) = R(ϕ(x, t)), (3.4)
ϕ(x, 0) = x.
Assume that only m of the n atoms are of interest, whih yields a separation of the degrees
of freedom into two groups ϕ = (ϕˆ, ϕ˜), where ϕˆ = (ϕ1, . . . , ϕ2m) represents the atoms of
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interest, and ϕ˜ = (ϕ2m+1, . . . , ϕ2n) orresponds to the n − m atoms whih should be
onsidered only in an averaged sense. Let in the following l = n −m denote the number
of averaged atoms. Typially, m is signiantly smaller than n. Note that in our model
problem silion atoms annot hop, hene this separation stays valid over time, given the
opper atom stays among the silion atoms of interest.
Now only part of the initial onditions xˆ = (x1, . . . , x2m), namely the ones orre-
sponding to the variables whih are of interest ϕˆ, are known, while the other omponents
x˜ = (x2m+1, . . . , x2n) are not known exatly. Instead, for eah hoie of xˆ they are sampled
from the onditioned measure
fxˆ(x˜) = Z
−1
xˆ e
−βH(xˆ,x˜), (3.5)
where Zxˆ =
∫
e−βH(xˆ,x˜) dx˜ is the appropriate normalization onstant. As in [5℄ we use the
onditional expetation projetion of a funtion u(xˆ, x˜)
Pu = E[u|xˆ] =
∫
u(xˆ, x˜)e−βH(xˆ,x˜)dx˜∫
e−βH(xˆ,x˜)dx˜
. (3.6)
Optimal predition as presented in [1, 49, 11℄ is interested in the rst 2m omponents of
the mean solution of (3.4), where the initial onditions xˆ are xed and x˜ are sampled from
(3.5)
Pϕ(x, t) = E[ϕ(x, t)|xˆ] =
∫
ϕ((xˆ, x˜), t)e−βH(xˆ,x˜)dx˜∫
e−βH(xˆ,x˜)dx˜
. (3.7)
For linear systems, expression (3.7) an be omputed exatly, and it does not deay. In
moleular dynamis, however, the Hamiltonian system is in general nonlinear. As observed
in [1,4℄, for nonlinear systems, the mean solution deays, whih is interpreted as a loss of
information as the rst 2m variables tend to the thermodynamial equilibrium. In [1℄ the
authors give a deeper physial reasoning for the deay. An appliation of the Mori-Zwanzig
formalism as in [46℄ yields the formal explanation.
For eah hoie of xˆ the mean solution (3.7) an be approximated by Monte-Carlo
sampling, i.e. sampling N times x˜ from the onditioned measure (3.5), solving N times
the system (3.4) with initial values (xˆ, x˜), and averaging over all solutions. Obviously, this
is more expensive than solving the original system itself.
In [4℄ the term rst order optimal predition has been assigned to idea of applying the
onditional expetation projetion P to the right hand side R
R = PR = E[R|xˆ], (3.8)
whih yields a funtion of just 2m variables. Hene, Rˆ = (R1, . . . ,R2m) is a funtion from
R
2m
to R
2m
. The rst order optimal predition system is dened as
y˙(t) = Rˆ(y(t)), y(0) = xˆ. (3.9)
An important result, whih allows to restrit to onsidering the Hamiltonian funtion only,
is the following
Theorem 3.1 (O. Hald [10℄) If a system is Hamiltonian, then its optimal predition
system is also Hamiltonian with the Hamiltonian funtion
H(qˆ, pˆ) = −
1
β
log
(
1
c
∫ ∫
e−βH(qˆ,pˆ,q˜,p˜) dq˜ dp˜
)
. (3.10)
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Here c is a onstant with unit [c] = [q˜] · [p˜] =
(
kgm
2
s
)l
. The exat value of c is of no
importane for the dynamis.
This theorem implies that for nonlinear problems rst order optimal predition is
never a good approximation for long times, sine the mean solution deays, i.e. loses
energy, while the rst order optimal predition system is Hamiltonian, and thus energy
preserving. In [46,10℄ higher order optimal predition methods have been derived, whih
reprodue the desired deay of the mean solution.
However, in our ase, we are not interested in the mean solution, but in a 2m-
dimensional system, whih yields the same behavior of the rst m atoms as the full
2n-dimensional system would have yielded. This does not neessarily require a good
approximation in the sense of trajetories (whih the mean solution fouses on), but the
relevant statistial quantities should be the reovered. In partiular, the 2m-dimensional
system should be Hamiltonian again. Hene, we hoose the rst order optimal predition
system as the sought 2m-dimensional system. Of ourse this hoie an only be reasoned,
if it turns out that the relevant statistial quantities are indeed preserved. We will fous
on this question in Setions 6 and 7.
4 Optimal Predition Applied to the Model Problem
4.1 Appropriate Domains of Integration
As the pair potentials f1, f2 vanish at innity, the expression∫
Rn
e−βH(x) dx (4.1)
is not nite. Hene, the anonial measure f(q, p) = Z−1e−βH(q,p) does not make sense
as a probability distribution if the partile positions are not restrited in some way. In
many text books on statistial mehanis the whole system is put into a box of nite
volume, i.e. (q1, . . . , qn) ∈ [−L,L]
n
, where L is suitably large. This essentially means that
all atoms are trapped, but no ordering is speied. In our model problem, however, the
silion atoms are ordered, and sine silion atoms annot hop over eah other, this order
stays valid over time. This is an information whih we do not wish to average out. Hene,
we restrit the position vetor (q1, . . . , qn) to the domain
ML = {(q1, . . . , qn) ∈ [−L,L]
n|q2 < · · · < qn}. (4.2)
Here q1 is the position of the opper atom, whih an be anywhere in [−L,L], as it an hop
freely. The positions of the silion atoms q2, . . . , qn, however, are restrited to be ordered
from left to right. With respet to optimal predition, the domain
MLqˆ = {(qm+1, . . . , qn) ∈ [−L,L]
l|qm < qm+1 < · · · < qn} (4.3)
has to be introdued. For eah xed position vetor qˆ = (q1, . . . , qm) the other l silion
atoms q˜ are restrited to be positioned right of the rst m atoms, and ordered. This setup
assumes that the opper always stays among the rst m atoms.
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4.2 The Optimal Predition Hamiltonian
When onsidering the optimal predition Hamiltonian (3.10) as given by Theorem 3.1,
one an easily hek that the kineti and potential energy separate
H(qˆ, pˆ) = −
1
β
log
(
1
clp
∫
Rl
e−βT (pˆ,p˜) dp˜
)
︸ ︷︷ ︸
=T(pˆ)
−
1
β
log
(
1
clq
∫
ML
qˆ
e−βV (qˆ,q˜) dq˜
)
︸ ︷︷ ︸
=V(qˆ)
. (4.4)
Here cp and cq are onstants with units [cp] = kg
m
s
and [cq] = m. Sine T =
1
2
∑n
i=1
p2i
mi
,
the rst term of (4.4) an be omputed diretly as
T(pˆ) =
1
2
m∑
i=1
p2i
mi
+C, (4.5)
where the onstant C = − 12β
∑n
i=m+1 log
(
2pimi
βc2p
)
is of no relevane for the dynamis.
Hene, with respet to the momenta applying rst order optimal predition means omitting
the momenta pm+1, . . . , pn. For the potential V , however, life is far from being as easy
as for the kineti energy T , as the q-variables do not separate and are no quadrati
funtions. Thus, an analyti evaluation of the rst order optimal predition potential
V(qˆ) is in general impossible, or at least too ompliated to be of any use. Hene, we
employ an asymptoti expansion of V(qˆ).
4.3 Low Temperature Asymptotis
The dimensionless quantity ε = 1
Dβ
= kBT
D
is small for low temperatures. The optimal
predition potential expressed in terms of the quantity ε is
V(qˆ) = −Dε log
(
1
clq
∫
ML
qˆ
e−
1
ε
V˜ (qˆ,q˜) dq˜
)
, (4.6)
where V˜ (qˆ, q˜) = 1
D
V (qˆ, q˜) is the potential normalized in suh a way, that the potential of
two atoms at equilibrium distane has the value -1.
Using Laplae's method for integrals of real variables [24,25℄, one an nd an asymptoti
approximation to (4.6) for ε small. In some textbooks this method is also referred to as
Watson Lemma. Assume for the moment that for a xed hoie of qˆ the funtion V˜ (qˆ, q˜)
has a unique global minimizer r(qˆ) ∈ Rl with respet to q˜, and that the Hessian at this
point
∂2V˜
∂q˜2
(qˆ, r(qˆ)) is regular. In the following derivation we use the abbreviatory notations
r = r(qˆ) and Hq˜V˜ =
∂2V˜
∂q˜2
(qˆ, r(qˆ)). Laplae's method approximates V˜ (qˆ, q˜) by a quadrati
funtion loated at the minimum, yielding the following asymptoti approximation for
ε→ 0 ∫
ML
qˆ
e−
1
ε
V˜ (qˆ,q˜) dq˜ ≈
∫
ML
qˆ
e−
1
ε (V˜ (qˆ,r)+
1
2
(q˜−r)T ·Hq˜V˜ ·(q˜−r)) dq˜
≈ e−
1
ε
V˜ (qˆ,r) ·
∫
Rl
e−
1
2ε((q˜−r)
T
·Hq˜V˜ ·(q˜−r)) dq˜.
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Extending the set of integration to the whole R
l
is valid, sine the minimum is always in
the interior of MLqˆ , provided L is large enough (see [25℄). Sine Hq˜V˜ is assumed to be
regular, the transformation rule yields
1
clq
∫
Rl
e−
1
2ε
(q˜−r)T ·Hq˜V˜ ·(q˜−r) dq˜ =
√√√√ (2piε)l∣∣∣det c2qHq˜V˜ ∣∣∣ . (4.7)
Given V˜ is of lass C2 (whih is the ase in our model problem), the omplete asymptoti
expansion inluding the error term is
1
clq
∫
ML
qˆ
e−
1
ε
V˜ (qˆ,q˜) dq˜ =
√√√√ (2piε)l∣∣∣det c2qHq˜V˜ ∣∣∣ ·e
−
1
ε
V˜ (qˆ,r) + e−
1
ε
V˜ (qˆ,r) ·O
(
ε
l
2
+1
)
, (4.8)
whih follows diretly from the one dimensional ase as shown in [24, pp. 33-34℄. Substi-
tuting (4.8) into (4.6), and employing that log(1 + x) ∼ x as x→ 0 yields
V(qˆ) = V (qˆ, r) + C +
Dε
2
log
∣∣∣det c2qHq˜V˜ ∣∣∣+O (ε2) , (4.9)
where the onstant C = −12Dlε log (2piε) is of no relevane for the dynamis. Hene, we
found a zeroth and a rst order asymptoti expansion in ε for V, whih  returning to
long notation  are
V0(qˆ) = V (qˆ, r(qˆ)), (4.10)
V1(qˆ) = V (qˆ, r(qˆ)) + ε ·
D
2
log
∣∣∣∣∣det c
2
q
D
∂2V
∂q˜2
(qˆ, r(qˆ))
∣∣∣∣∣ . (4.11)
Note that V0 and V1 approximate V only up to onstants, whih are irrelevant for the
ating fores. Whenever in the following we speak of Vi approximating V, we always
mean: up to onstants.
The above assumptions, that V˜ (qˆ, q˜) has a unique global minimizer r(qˆ) with respet
to q˜, and that the Hessian at this point ∂
2V˜
∂q˜2
(qˆ, r(qˆ)) is regular, an be observed to be guar-
anteed for our model problem, given one restrits to the domain MLqˆ . Both assumptions
an be relaxed for the zeroth order expansion, i.e. also in the ase of multiple minimizers
or a singular Hessian the zeroth order expansion stays valid.
4.4 Zero Temperature Limit
The zeroth order approximation V0 (4.10) is the limit of V (4.6) as ε → 0, i.e. T → 0.
Hene, we all V0 the zero temperature limit potential. Sine the dynamis takes plae at
low temperatures, one an expet the orret optimal predition potential funtion V to
be lose to the zero temperature limit potential V0. Hene, we run the low temperature
optimal predition dynamis, whih would be orretly desribed by V, with the zero
temperature limit dynamis given by V0. We do not onsider the rst order approximation
(4.11) here, sine the Hessian
∂2V˜
∂q˜2
(qˆ, r(qˆ)) annot be inluded in a straightforward manner
into the following derivation. The results in Subsetion 7.3, however, will show that further
investigation on the rst order expansion ould be worthwhile.
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By going over from V to V0 we have formally replaed an l-dimensional integration
by an l-dimensional minimization problem. At rst glane this is no real improvement,
sine high dimensional global minimization is also omputationally expensive (see [20℄).
However, the l-dimensional minimization means nothing else than plaing l further atoms,
suh that the total potential energy is minimized. Sine V0 is formally m-dimensional, we
all the l new atoms virtual atoms. The restrition to the domain MLqˆ in Subsetion 4.1
guarantees that the l virtual atoms are separated from the m real atoms.
4.5 Equations of Motion
The zero temperature limit Hamiltonian is
H0(qˆ, pˆ) = T0(pˆ) +V0(qˆ) =
1
2
pˆTM−1pˆ+ V (qˆ, r(qˆ)), (4.12)
where M is a diagonal matrix ontaining the masses mi of the atoms (M)ii = mi. In the
following we assume V (qˆ, r) and r(qˆ) to be of lass C1. This allows to ompute
∂H0
∂pˆ
(qˆ, pˆ) =
∂T0
∂pˆ
(pˆ) = M−1 · pˆ, (4.13)
∂H0
∂qˆ
(qˆ, pˆ) =
∂V0
∂qˆ
(qˆ) =
∂V
∂qˆ
(qˆ, r(qˆ)) +
∂V
∂r
(qˆ, r(qˆ))︸ ︷︷ ︸
=0
·
dr
dqˆ
(qˆ) =
∂V
∂qˆ
(qˆ, r(qˆ)). (4.14)
Note that
∂V
∂r
(qˆ, r(qˆ)) is zero, sine r(qˆ) is the minimizer of V (qˆ, r(qˆ)). Still, expression
(4.14) involves a minimization problem, in order to plae the virtual atoms. We irumvent
the minimization by deriving equations of motion for the virtual atoms, too. In order to
obtain the expression
∂r
∂qˆ
(qˆ), we dene
v(qˆ) :=
∂V
∂q˜
(qˆ, r(qˆ)). (4.15)
Sine r(qˆ) is always hosen to minimize V , we have that v(qˆ) = 0 ∀qˆ. Thus
0 =
∂v
∂qˆ
(qˆ) =
∂2V
∂qˆ∂q˜
(qˆ, r(qˆ)) +
∂2V
∂q˜2
(qˆ, r(qˆ)) ·
∂r
∂qˆ
(qˆ). (4.16)
Solving (4.16) for
∂r
∂qˆ
(qˆ) yields an expression whih an be substituted into the time evolu-
tion
d
dt
r(qˆ) = ∂r
∂qˆ
(qˆ) · dqˆ
dt
. This yields a losed system for the zero temperature limit optimal
predition dynamis
d
dt
qˆ = M−1 · pˆ
d
dt
pˆ = −
∂V
∂qˆ
(qˆ, r(qˆ)) (4.17)
d
dt
r = −
(
∂2V
∂q˜2
(qˆ, r(qˆ))
)−1
·
∂2V
∂qˆ∂q˜
(qˆ, r(qˆ)) ·M−1 · pˆ,
where initially qˆi(0) = qi(0) and pˆi(0) = pi(0) and r(0) is hosen suh that V (qˆ(0), r(0))
is minimal, whih an be resolved by a few Newton steps.
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Sine the virtual atoms always follow the minimum of the potential energy, no momenta
are required to desribe their movement. Hene, system (4.17) is just (n+m)-dimensional,
instead of 2n-dimensional. It is a losed system of ordinary dierential equations, and the
right hand side requires no integration or minimization. Still, there is an l-dimensional
linear system of equations to be solved. At this point, we an employ the speial struture
of the potential energy (2.1) in our problem.
Assume that the pair potentials f1, f2 reah over only k (in our model problem k ≈ 10)
equilibrium distanes d0. In the following derivation, we assume the potentials to really
vanish at greater distanes. The derived results hold approximately also for potentials
whih are negligibly small at greater distanes. Consequently, only the rst k virtual
atoms rm+1, . . . , rm+k atually have to be omputed. The others will align equidistantly
right to the rst k ones. Sine one atom has no inuene on atoms more than k equilibrium
distanes away, only l = 2k virtual atoms need to be onsidered, where the last k ones are
aligned equidistantly. As we are interested in the ase m ≪ n, enough virtual atoms are
present, suh that boundary eets an be negleted. Let the positions of the 2k virtual
atoms be denoted by
r =
(
rV
rE
)
, (4.18)
where rV = (rm+1, . . . , rm+k)
T
and rE = rm+ke+(d0, 2d0, . . . , kd0)
T
with e = (1, . . . , 1)T .
The time derivative is
d
dt
r =
(
r˙V
r˙m+ke
)
. (4.19)
In this setup the matries in (4.17) take a speial struture:
• The Hessian ∂
2V
∂q˜2
(qˆ, r(qˆ)) is a diagonal band matrix with band width k. In blok
form, where eah blok is of size k × k, it is
∂2V
∂q˜2
(qˆ, r(qˆ)) =
(
A11 A12
A21 A22
)
, (4.20)
where A12 is lower triangular and A21 upper triangular.
• The matrix ∂
2V
∂qˆ∂q˜
(qˆ, r(qˆ)) is upper triangular with width k, i.e.
∂2V
∂qi∂qm+j
(qˆ, r) = f ′′(rj − qi)
{
= 0 if |m+ j − i| > k
6= 0 else
(4.21)
In blok form it an be written as
∂2V
∂qˆ∂q˜
(qˆ, r(qˆ)) =
(
0 B12
0 0
)
, (4.22)
where B12 is an upper triangular k × k matrix.
Substituting these speial vetors and matries into the equation for the virtual atoms in
(4.17) yields the following equation of motion in blok form(
A11 A12
A21 A22
)
·
(
r˙V
r˙m+ke
)
=
(
0 B12
0 0
)
·M−1 · pˆ, (4.23)
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whih implies the k-dimensional system for rV
A¯11 · r˙
V = B12 ·M
−1
l · pˆl. (4.24)
Here A¯11 = A11 + (A12 · e) · e
T
k , where ek = (0, . . . , 0, 1)
T
. The momenta of the last k real
atoms are denoted by pˆl = (pm−k+1, . . . , pm)
T
, and Ml is the diagonal matrix ontaining
the orresponding masses. This relation an be interpreted as a boundary layer ondition
whih ats as if the rystal of silion atoms was ontinued to innity, although it is atually
ut o after the m-th atom.
With the above modiations the zero temperature limit optimal predition system
(4.17) beomes an expliit (2m + k)-dimensional system of equations. Hene, one an
expet this system to yield a omputational speed-up, depending on the values of n, m
and k. The question of speed-up will be onsidered in Setion 5. Due to the various
approximations in ahieving the smaller system it is not at all lear whether the smaller
system yields the same dynamis as the original system. In Setion 6 we will ompare the
new system to the original system and investigate under whih onditions the new system
reets the orret dynamis, and under whih onditions it does not.
5 Computational Speed-Up
Besides the above physial interpretations, the atual intention was to use optimal pre-
dition as a method to redue the omputational eort. In this setion, we onsider both
the version with l virtual atoms and the boundary layer version. We ompare the CPU
times for omputations of the two optimal predition systems with the CPU time for the
orresponding omputations of the original system. The omparison is arried out in de-
pendene of the sizes n and m. Sine the original version of optimal predition does only
replae real atoms by virtual ones, while on the other hand the boundary layer ondition
version allows to really omit atoms, a signiant speed-up an only be expeted from the
boundary layer ondition version.
The omputations were performed on a network of AMD Athlon-6 1.4 GHz omputers.
The boundary layer ondition version was omputed with k = 10 virtual atoms. Figure 3
shows the speed-up fators with respet to the original system for the two versions of opti-
mal predition. The original version of optimal predition does not yield any aeleration
(the speed-up fators are less than 1). Apparently, for our model problem setting up and
solving the linear system in (4.17) is more expensive than omputing the full system of
equations. The boundary layer ondition version, on the other hand, yields signiant
speed-up fators for small m. In priniple, one an ahieve arbitrarily high speed-up fa-
tors by keeping m and k xed and inreasing n. In most ases, however, the original
rystal size n is given a priori, and suitable values for m are given by the requirement
that the new system must have the same dynamis as the original one, as disussed in
Setion 6.
A hoie ofm whih is reasonable in many ases, is utting the whole rystal of n atoms
into two halves, i.e. m = ⌊n2 ⌋. The speed-up fators for the two optimal predition systems
are shown in Figure 4. While the original version does not redue the omputational eort,
the boundary layer ondition version yields a good speed-up for larger n.
Care should be taken when generalizing these results. In our model problem the
potential funtions are fairly heap to evaluate. In more ompliated systems it ould
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tors for n = 2m
very well pay o to solve the linear system in (4.17) instead, or to solve the minimization
problem diretly. On the other hand, the boundary layer ondition version of optimal
predition ould possibly fail to work in other appliations, e.g. in three spae dimensions.
Suh questions will have to be investigated when applying optimal predition to a new
problem.
6 Comparing Two Moleular Dynamis Systems
In moleular dynamis trajetories in high dimensional phase spae are no appropriate
means for omparing two systems, sine initial positions and momenta an never be known
exatly, and moleular dynamis is typially haoti. Instead, omparing means to test
whether both systems have similar dynamis. This is represented by statistial quantities
suh as time orrelation funtions, diusion onstants, utuations of energy, et. We
onsider the following statistial proesses in order to ompare the two systems:
• The distribution of the position the opper atom. A opper atom, whih is
initially loated always at the same position, is in the ensemble of many experiments
desribed by a diusion proess, whose distribution an be approximated by Monte-
Carlo sampling.
• The number of hopping events up to a xed time.
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• The utuation of energy of the rst m atoms. The energy of the rst m
atoms utuates around some xed average. We onsider the variane of the energy
over a xed time interval.
The rst two quantities are related to the diusion of a single opper atom in the silion
rystal due to hopping events. Sine opper hopping has been the eet of interest in the
rst plae, it is a natural riterion for omparison.
In moleular dynamis, statistial quantities of ergodi systems an be omputed by
long time averaging or Monte-Carlo sampling. Long time averaging means running a
single omputation and using limiting proesses to approximate statistial quantities. Im-
portant examples, e.g. for approximating self-diusion onstants [2℄, are the Green-Kubo
formula [17, 23℄ or the Einstein relation, whih both approximate ensemble averages for
ergodi systems by long time averaging. In our appliation, however, long-time omputa-
tions are problemati, sine rstly the opper atom may travel to the boundaries of the
silion rystal and seondly soni waves will ome in eet, as shown in Setion 7. Hene,
we obtain the diusion onstant by Monte-Carlo sampling instead, i.e. we solve the same
system over and over again with short omputation times, where the initial onditions are
sampled from the anonial measure. In other words: We obtain the averaged quantities
not by long-time averaging, but by averaging over many samples.
Sampling both the initial positions qi and momenta pi from the anonial measure
Z−1e−H(q,p) would require expensive methods like aeptane-rejetion methods orMetropo-
lis sampling [12,16℄ due to the struture of the potential V (q). We irumvent suh prob-
lems by setting the initial positions qi into the potential minimum and sampling the initial
momenta pi from Z˜
−1e−T (p), whih is just sampling independently from Gaussian distri-
butions. In our simulations after about 5 · 10−14s the Hamiltonian dynamis has driven
the system into equilibrium. Additionally, keeping the initial positions xed automatially
guarantees to remain in the orret domain ML as given by (4.2).
6.1 A Random Walk Model for the Copper Diusion
The onsidered opper diusion is due to hopping events, while displaements due to short
osillations between the same two silion atoms are not taken into aount. Hene, the or-
responding diusion proess is disrete in spae on the spatial grid {−νd0, . . . , 0, . . . , νd0}.
Let us assume for the moment, that the diusion proess is linear and hene desribed by
a (2ν + 1)-dimensional ompartment model
u˙(t) = A · u(t), u(0) = em+1 = (0, . . . , 0, 1, 0, . . . , 0)
T , (6.1)
where A ∈ R(2ν+1)×(2ν+1) has olumn sums equal to zero to ensure mass onservation,
i.e.
d
dt
∑
i ui(t) = 0. The analytial solution to (6.1) is
u(t) = exp(tA) · em+1. (6.2)
One example for suh a proess is given by the tridiagonal Toeplitz (up to the boundary
entries) matrix with the stenil
κ
d2
0
(1,−2, 1), whih is a nite dierene approximation to
the heat equation. Hene, the ompartment model (6.1) with this matrix onverges to the
heat equation as d0 → 0. Still, there are many other matries A, whose disrete diusion
proesses all onverge to the heat equation as d0 → 0.
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The hopping behavior of the opper atom an be modeled as a spei random walk.
One important aspet of the opper hopping is that hopping events are orrelated, in the
sense that given the opper atom has just hopped, it is muh more likely than normally
that a seond hopping event to the same diretion follows, sine the kineti energy is not
ompletely lost in one single jump. Hene, the opper diusion is formally non-Markovian.
Still, the hopping an be desribed as a Markovian random walk by assuming hopping
events to be unorrelated, but to allow the opper atom to hop over more than one silion
atom in one single hopping event.
These assumptions lead to a model whih is typial in the ontext of stohasti pro-
esses, see [22℄. Let Xt denote the position of the opper atom at time t. For the n
th
hopping event let Tn be the hopping time, ∆Tn = Tn − Tn−1 the time sine the previous
hopping event, and ∆n ∈ Z \ {0} the number of silion atoms whih the opper atoms
hops over to the right. Here ∆n < 0 means hopping to the left. Assume now that both
the ∆Tn and the ∆n are independent and distributed aording to
P (∆Tn ∈ [s, s+ ds)) = α · exp(−αs) ds, (6.3)
P (|∆n| = i) = pi. (6.4)
Here α is a parameter ontrolling the hopping rate (see [21,22℄ for a derivation), and (pi)i∈N
is a non-negative sequene satisfying
∑
i∈N pi =
1
2 and the onstant γ =
∑k
i=1(d0i)
2pi is
nite. For our model problem we simply assume p = (p1, . . . , pk). Additionally, we
restrit to symmetri random walks, whih is reasonable as long as the opper atom does
not approah the rystal boundaries.
An analysis of the desribed random walk, following the analysis in [22℄, yields that the
variane of the proess at time t equals Var(Xt) = 2γαt. A omparison with the variane
given by the heat equation yields the relation
κ = γα, (6.5)
whih allows us to speak onsistently of a diusion onstant κ also for the disrete diusion
proess (6.1). As derived in [22℄ the probability distribution of the random walk Xt is
desribed by (6.1), where the so alled innitesimal generator A is a band matrix with the
stenil α · (pk, . . . , p1,−1, p1, . . . , pk). Dene A˜ as a orresponding band matrix with the
stenil γ−1 · (pk, . . . , p1,−1, p1, . . . , pk), hene A = κA˜. Both matries have to be hanged
in the upper and lower rows aording to the appropriate boundary onditions.
Assume now, that the values p1, . . . , pk are known. Hene, the matrix A˜ is ompletely
determined. Let v(t) ∈ R2ν+1 denote the numerially obtained distribution vetors for
the position of the opper atom for all times t. Initially v(0) = em+1, as in (6.1). Sine
it is unlear, whether the diusion parameter κ is onstant in time, we let it be a time
dependent parameter κ(t), whih we ompute at times t1, . . . , tµ. For obtaining the value
κj = κ(tj) we onsider the diusion on the time interval Ij = [tj, tj ], where tj = tj −
∆t
2
and tj = tj +
∆t
2 . Given ∆t is not too large, we an approximately assume the diusion
parameter to be onstant on the given interval: κ(τ) = κj∀τ ∈ Ij . On Ij we use the data
provided by the real evolution v(t) to ompute an L2-t of the diusion parameter κj with
respet to error funtional
F (κj) =
∫ tj
tj
‖e(τ−tj)κ(tj )A˜ · v(tj)− v(τ)‖
2
2 dτ, (6.6)
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whih is partiularly stable with respet to errors in v due to the Monte-Carlo sampling.
The time ∆t must on the one hand be small enough to justify the approximation that
the diusion parameter is onstant on the intervals Ij , on the other hand it must be large
enough to have already some diusion taken plae. In Subsetion 7.1 we ompute diusion
parameters for the numerial data obtained for our model problem.
7 Numerial Experiments
We simulate a rystal of n = 70 atoms with 69 silion atoms and 1 opper atom, whih
starts at the 22nd position. For the optimal predition system, we hoose m = 50. These
are enough atoms suh that averaged quantities make sense and one an speak of a ther-
modynamial equilibrium. Additionally, the rystal has a reasonable interior region whih
is not aeted by any boundary eets. The integration is performed by the lassial ex-
pliit fourth order Runge-Kutta method, whih we prefer over energy preserving methods
in this ontext, as it allows signiantly larger time steps, while still resolving the hopping
events aurately. The integration time step is ∆t = 2.5 · 10−15s, and the omputation
time is t∗ = 4.0 · 10−13s, whih is short enough, suh that the hange in total energy due
to the integrator is insigniant. We solve the system N = 25000 times at a temperature
T = 7000K, with the initial data sampled as desribed in Setion 6. For our experiments,
Monte-Carlo estimates yield an expeted error in the distribution of about 4 · 10−3, whih
is signiantly smaller than the dierene of any two quantities in omparison.
Note that the short omputation time t∗ allows to exlude any eets aused by soni
waves traveling through the rystal. The veloity of sound an be estimated as derived in
[17℄: The equilibrium distane inside the silion rystal is approximately d0 = 1.87·10
−10
m.
Using the Young modulus Y = d0 ·
∂2H
lo
∂d2
0
(d0) = 5.05 · 10
−9 kg·m
s
2 we obtain a veloity of
sound of c =
√
Y ·d0
mSi
= 4.50 · 103m
s
. The shortest distane of the opper atom to any
boundary in the rystal is s
left
= q22 − q1 = 2.01 · 10
−9
m in the original system and
s˜
right
= q50 − q22 = 1.90 · 10
−9
m in the optimal predition system. Hene, the minimum
time a soni wave takes to travel from a boundary to the opper atom is approximately
t
min
= s˜
right
/c = 4.22 ·10−13s, whih is longer than the omputation time t∗ = 4.0 ·10−13s.
In Subsetion 7.4 we will deal with the ase when soni waves are present.
Figure 5 shows the distribution of the position of the opper atom in the silion rystal
when solving the original system. The analogous distribution for the optimal predition
system looks indistinguishably similar in this kind of plot. The proess is apparently of a
diusive nature, but the diusion parameter hanges with time, as already the evolution
of the maximum indiates. The following analysis will onrm this observation.
The time-dependent relative error between the distributions for the original and the
optimal predition system
e(t) =
maxx |v(x, t)− v˜(x, t)|
maxx |v(x, t)|
(7.1)
is less than 3% up to the time t = 3.0 · 10−13s and still less than 9% over the omplete
time interval, whih is not overwhelmingly small, but does indiate denite similarities
between the two distributions.
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Figure 5: Distribution of the opper atom's position
7.1 Diusion Parameters
We ompute the diusion parameters κ(t) for the original and the optimal predition
system, using the method desribed in Subsetion 6.1. The parameters (p1, . . . , pk) of
the orresponding random walk model are obtained by Monte-Carlo sampling. We use
the experiments for the original system, whih already yielded the distribution shown in
Figure 5. In eah Monte-Carlo experiment we follow the path of the opper atom and
luster onseutive hopping events whih happen in an interval of ∆t1 = 6.0 · 10
−14
s to a
single one. Prior to this lustering, fast double hopping events into opposing diretions, i.e.
those happening inside of ∆t2 = 2.0 · 10
−14
s, whih are solely due to osillations of silion
atoms, must be exluded. The times ∆t1 and ∆t2 are suitably hosen for our model
problem.
The results of the above desribed Monte-Carlo experiments are shown in Figure 6.
The hopping probabilities are given by the box histogram. Note that due to Monte-Carlo
errors and boundary eets the resulting values are not exatly symmetri. Sine we
wish to onsider a symmetri random walk, we hoose as p1, . . . , pk the average values
of the obtained results. Here, only p1, . . . , p11 are greater than zero. Hene, we hoose
k = 11 for the omputation of the diusion parameters. The urve denotes the values i2pi
(saled to t into the same plot), whih are relevant, sine the variane
∑k
i=1 i
2pi =
γ
d2
0
is
proportional to κ (see relation (6.5)).
Figure 7 shows the time-dependent diusion parameter κ(t) for the original system
and the optimal predition approximation, omputed as desribed in Subsetion 6.1. In
both ases we hoose ∆t = 2.5 · 10−14s. Important observations and estimates are:
• The diusion parameters start with a strong peak, and after 1 ·10−13s they utuate
around a xed value of κ = 4.4 · 10−10m
2
s
. This behavior is too pronouned to be
only due to Monte-Carlo and approximation errors. The initial behavior is most
likely due to the fat that the system does not exatly start in its thermodynamial
equilibrium.
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Figure 7: Diusion parameters over time
• Considering that κ(t) shows suh pronouned behavior, the two funtions κ(t) for the
original system, and κ˜(t) for the optimal predition approximation are remarkably
lose to eah other. Up to the time t = 1.4 · 10−13s the the distane between the
two urves is quite small. After that time the urves dier more, but show the same
features. After 3.0 · 10−13s the error takes its maximum, whih oinides with the
errors observed in the distributions shown in Figure 5.
• In order to roughly estimate whether the obtained diusion parameter is reasonable,
we ompare it with a diusion oeient measured in a real material. In [3℄ the
diusion onstant of opper in a silion rystal at a temperature of T0 = 1273K is
given as κ0 = 4.4 · 10
−10m2
s
. Assuming that the diusion onstant depends linearly
both on temperature and the potential barrier, as e.g. with the Einstein formula [17℄,
we obtain an estimate κ ≈ κ0 ·
T
T0
·∆E0∆E = 1.7·10
−8m2
s
for T = 7000K, using the values
∆E0 = 3eV and ∆E = 0.43eV. A look at Figure 7 indiates that our experimentally
obtained diusion parameters are indeed in this region.
7.2 The Number of Hopping Events
Besides diusion parameters, also the pure number of hopping events whih happen up to
a given time t∗ should be preserved by optimal predition. Figure 8 shows the number of
hopping events for the above omputation plotted as histograms. The solid line represents
the original system, and the dashed line stands for the optimal predition system. The
two graphs dier only for the probabilities of zero and one hopping event. Apart from
that, one an speak of the same hopping behavior.
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Figure 8: Number of hopping events
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Figure 9: Total energy utuation
7.3 Energy Flutuations
While the total energy is onstant for the original system as well as for the optimal
predition approximation, the energy of the rst m atoms
E
left
(t) =
1
2
m∑
i=1
p2i (t)
mi
+
m∑
i,j=1
i<j
fα(qi(t)− qj(t)) (7.2)
utuates over time. This expression utuates also for the optimal predition system,
sine the inuene of the virtual atoms is negleted in the potential energy. The utu-
ations in (7.2) represent the exhange of energy between atoms, whih is a quantity that
should be preserved. Sine for optimal predition we onsider the energy of exatly the
real atoms, this test enlightens the exhange of energy between real and virtual atoms.
For eah Monte-Carlo experiment we onsider the variane of (7.2) over time
V =
∫ t∗
t=0
(E
left
(t)− E
left
(0))2 dt, (7.3)
whih measures the impat of utuation. Hene, we obtain N values V1, . . . , VN for both
the original system and the optimal predition approximation.
Figure 9 shows the histogram for the varianes Vi for the two systems. The solid line
stands for the original system, and the dashed line orresponds to optimal predition.
The average energy utuations for both systems are denoted by the orresponding ver-
tial lines. While the average utuations are very lose for the two systems and the two
distributions look similar in priniple, they obviously do not oinide. For optimal pre-
dition most energy utuations are stronger than for the original system. On the other
hand, partiularly high energy utuations happen more frequently in the original system.
Possible physial reasons for this behavior ould be:
• The fat, that in optimal predition most utuations are stronger than in the
original system might be due to the additional utuative Langevin terms, whih
appear in higher order optimal predition [4℄.
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• The high utuations in the original system an happen, sine around the mth atom
energy an be exhanged freely among a whole luster of atoms. In the zeroth
order approximation to optimal predition (4.10), on the other hand, there is no
free energy exhange between the virtual atoms, sine they have no momentum,
but instead always follow the potential minimum. Using the rst order asymptoti
expansion (4.11) might remedy this problem.
Additionally, at orret temperatures (T = 500K instead of T = 7000K) the energy
utuations in optimal predition might be muh loser to the truth, even for the zeroth
order approximation.
7.4 Soni Waves
In the above experiments are was taken to exlude soni waves, whih was done by
keeping the omputation time shorter than a wave would take to travel through half the
rystal. If the omputation time is quadrupled and the diusion distribution analogous
to the one shown in Figure 5 is omputed, one an indeed observe a small antidiusive
peak every 5 · 10−13s, i.e. in many experiments the opper atom is systematially pushed
bak to its starting position. The fat that the above time equals approximately the time
a soni waves takes for traveling from the rystal boundaries to the opper atom gives rise
to the assumption that the observed behavior is indeed due to soni waves.
The relevane of soni waves for optimal predition an be seen if one lets a soni
wave run into the boundary between real and virtual atoms. The wave does not penetrate
into the blok of virtual atoms, but is being reeted by them. Hene, optimal predition
simulates a rystal ontinued to innity only as long as the system is in thermodynamial
equilibrium. Non-equilibrium eets, in partiular soni waves, are not reprodued or-
retly by the optimal predition system in the presented form. Indeed, in the presene of
soni waves optimal predition yields a very dierent opper diusion, unlike the experi-
ments where soni waves were exluded. Thus the inuene of non-equilibrium eets has
to be onsidered arefully when optimal predition is applied to other problems.
8 Conlusions and Outlook
In this paper, we applied the method of optimal predition to a model problem in the
ontext of moleular dynamis, fousing on diusion due to atomi hopping. Employing
the fat that the temperature of the proess is low, asymptoti methods were applied to
evaluate the onditional expetations whih arise in optimal predition. The zeroth order
asymptoti expansion was used to derive a new system of equations, whih is formally
smaller. Sine in moleular dynamis potentials typially range only over short distanes,
the new system ould be ut o after a boundary layer of virtual atoms. This boundary
layer ondition ats as if the rystal was ontinued to innity, and yields an obvious
omputational speed-up for our model problem. The asymptoti method itself should
apply to muh more general ases than the spei model problem here.
In order to investigate whether the thus derived system preserves the statistial behav-
ior of the original system, various riteria were introdued and heked by Monte-Carlo
experiments. In partiular, the diusion of a opper atom in the rystal as well as the
number of hopping events turned out to be preserved well. The exhange of energy at
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the boundary layer was not preserved that well, but this disrepany ould be explained.
On the other hand, the new system yielded signiantly worse results in the presene of
non-equilibrium eets, in partiular soni waves, sine optimal predition assumes the
system to be in equilibrium.
A natural next step in researh on this topi would be to apply the method to a more
omplex problem, possibly in three spae dimensions and with fous on further eets
than atomi hopping. The basi ideas presented in this paper should also apply in three
spae dimensions, but various aspets will beome more problemati. On the other hand,
in three spae dimensions soni waves should dissipate faster, and the fration of atoms
whih an be averaged out would be larger. Additionally, the relevant statistial quantities
should be approximated muh better at physially orret temperatures. An obvious step
for deriving a more aurate system is to employ the rst order asymptoti expansion,
whih was derived in Setion 4. Of partiular interest in this ontext is the question, how
to generalize the method of optimal predition to problems not in equilibrium.
We have shown that optimal predition an in priniple be applied to problems in
moleular dynamis whih take plae at omparably low temperatures and are in equi-
librium. The boundary ondition version yielded an obvious speed-up. While the pure
speed-up is not overwhelming by itself, the physial interpretation of the optimal pre-
dition equations should allow to apply the method in ombination with other methods.
Further investigation may improve the derived results.
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