Abstract. For any non-square integer D ≡ 0, 1 (mod 4), we prove Euclid and Bonse type inequalities for the sequence {q i } of all primes satisfying the Kronecker symbol (D/q i ) = −1, i = 1, 2, · · · , and give a new criterion on a ternary quadratic form to be irregular by means of that, which simplifies Dickson and Jones's argument [6, 11] in the classification of regular ternary quadratic forms to some extent. Inspired by this, we prove that there are no primitive regular ternary m-gonal forms △ m, (a,b,c) when m is sufficiently large.
Introduction
Representations of integers as sums of polygonal numbers have a long history going back to Fermat. Fermat famously conjectured that every integer may be written as the sum of 3 triangular numbers, 4 squares, 5 pentagonal numbers and in general m m-gonal numbers; Lagrange proved the four squares theorem, Gauss and Legendre independently showed the triangular number theorem, and Cauchy finally proved the general case. For m ≥ 3 and x ∈ Z, we denote by p m (x) := (m − 2)x 2 − (m − 4)x 2 the x-th generalized m-gonal number and for a sequence a 1 , . . . , a n ∈ N we define the m-gonal form
Fermat's polygonal number conjecture may then be restated by saying that for a = (1, . . . , 1) of length m, the m-gonal form △ m,a is universal, i.e., for every positive integer ℓ, the Diophantine equation △ m,a (x) = ℓ is solvable. More generally, let F be a field and R a ring. For an n-ary quadratic polynomial f (x 1 , · · · , x n ) ∈ F [x 1 , · · · , x n ] and ℓ ∈ F , we say that ℓ is represented by f if the equation f (x) = ℓ is solvable with x ∈ R n , which we denote by ℓ → is regular. It would be interesting to try to determine this finite set explicitly. There has been recent progress in this direction, as M.Y. Kim and B. K. Oh [16] have just completely determined all of the regular ternary triangular forms, determining that there are precisely 49 of them (see [16, Theorem 4 .10 and Table 4 ] for a full list).
In order to obtain Theorem 1.2, we require some technical inequalities involving inert primes that play an important role in regularity of primitive ternary m-gonal forms. These types of inequalities first occurred in the classification of primitive regular ternary quadratic forms ax 2 + by 2 + cz 2 (namely, △ 4,(a,b,c) ) by Dickson [6] and Jones [11, 14] . To rule out most of the irregular ones, Dickson made use of an inequality involving primes of a certain type [6, Theorem 5] . To be more explicit, for a given positive integer b, assume that p i 's are all the odd prime numbers not represented by x 2 + by 2 in ascending order and
He proved the inequality p i+1 < p 1 p 2 · · · p i holds for i ≥ i 0 [6, footnote, p. 336]. To give a rough illustration how such an inequality applies to the regularity of such forms, suppose that △ 4,(1,b,c) is regular and p i 0 +1 is locally represented. Then it must be the case that c ≤ p i 0 +1 (since otherwise x 2 + by 2 + cz 2 = p i 0 +1 cannot be solvable), and the inequality yields an inequality on c depending on b (as the p 1 , . . . , p i 0 are all primes smaller than b). In order to obtain bounds for m-gonal forms in general, we require a refinement of Dickson's bound, allowing for a similar bound when the primes are all restricted to stay inert in the ring of integers of a given quadratic extension of Q. This generally yields a stronger inequality than Dickson's due to less primes occurring in the product of primes up to p i 0 . For example, restricting to primes inert in Q( √ −19) yields inequalities of the type 29 < 3 · 13 instead of 29 < 3 · 5 · 7 · 11 · 13 · 17 · 19.
Throughout this paper, we always let D ≡ 0, 1 (mod 4) be a non-square discriminant and set d := |D| for convenience. Also, for a given discriminant D, we define the sets Take t = 1, for example. When D = −4, P(D) = {3, 7, 11, 19, 23, 31, · · · } and q 1 = 3 < q 2 = 7 = d + 3δ D,−4 < q 3 = 11. Then q i+1 < q 1 q 2 · · · q i holds for i ≥ 2 by Theorem 1. 4 . Similarly, when D = −12, q 1 = 5 < q 2 = 11 < d + 3δ D,−4 = 16 < q 3 = 17. It follows that q i+1 < q 1 q 2 · · · q i also holds for i ≥ 2 from Theorem 1.4. Note that {q i } D exactly consists of all the primes of the form 4ℓ − 1 (resp. 6ℓ − 1), when D = −4 (resp. D = −12). As we know, Molsen [17] showed that for n ≥ 118, there exists at least one prime of the form 4ℓ − 1 between n and 4n/3. And Erdös [9] proved that for n ≥ 6, there exists at least one prime of the form 6ℓ − 1 between n and 2n. Using these bounds, the inequality (1.1) (t = 1) for D = −4, −12 can also be deduced by induction. Theorem 1.4 can be rephrased in terms of the index i (depending on D and t). Although regular ternary quadratic forms have been (nearly) completely determined, a good starting point to demonstrate how Theorems 1.4 and 1.6 may be applied towards questions of regularity (and ultimately Theorem 1.2) is to apply it to the case of sums of squares. By virtue of the inequality (1.1), we give a new criterion for a ternary quadratic form to be irregular. Inspired by its proof, we build an analogous inequality for primitive ternary m-gonal forms (see Lemma 3.8) so that we may apply this method to the proof of Theorem 1.2. Theorem 1.7. Let a, b, c be positive integers with a ≤ b ≤ c and whose odd parts are pairwise co-prime. Assume that
is solvable for n = 1, 3, 5, 7. If the form ax 2 + by 2 + cz 2 is regular, then c ≤ 4ab + 3δ ab,1 .
Similar to Bonse's inequality, we also deduce the following result, which is essentially a corollary of Lemma 2.15 below. 
The paper is organized as follows. In Section 2, we obtain bounds for the inert primes, proving Theorems 1.4, 1.6, and 1.8. We then establish Theorem 1.7 in order to demonstrate how to apply Theorem 1.4. In Section 3, we build off of the inequalities from Section 2 in order to obtain Theorem 1.2.
Inequalities involving {q i } D
In Section 2.1, we will show Theorem 1.4 and 1.6 by using elementary arguments similar to the Euclidean proof of the infinitude of primes, and then we will show Theorem 1.8 by using analytic tools in Section 2.2. Finally, we will give a proof of Theorem 1.7 as an application of Theorem 1.4.
Elementary approach.
In this subsection, we always write Q i := q 1 q 2 · · · q i for the product of the first i terms of {q i } D and Q i := 1 if i ≤ 0 for brevity. Also, we denote by {p i } the original prime sequence (p 1 = 2, p 2 = 3, · · · ).
As in the introduction, we let D be a non-square discriminant. Since D is not a perfect square, the Kronecker symbol (D/·) is a nonprincipal character modulo d. Thus there exists some integer N < d such that (D/N) = −1 and consequently there also exists some prime q dividing N such that (D/q) = −1. Therefore, P(D) = ∅. Also, d ≥ 3 and 2 ≤ q 1 < d. Proof. By construction we have M t > 0 and clearly gcd(M t , s 1 s 2 ) = gcd(2 t , s 2 ) because each of the factors s 1 and s 2 divides precisely one of the summands defining M t and they are pairwise coprime (note that if s 2 is even, then 2 ∤ d because they are coprime by assumption). However, by assumption we have t > 0 only if s 2 is odd, and therefore gcd(M t , s 1 s 2 ) = 1. We then use the periodicity and multiplicativity of the Kronecker symbol to compute, for
In each case (D/M t ) = −1 by the definition of M t , so there is a prime q dividing M t for which (D/q) = −1, and q ∤ s 1 s 2 because gcd(M t , s 1 s 2 ) = 1. 
Proof. For given the sequence {q i } D (associated with D), define the set A by all the products
Then q 1 ∈ A because q 1 < d. Hence ∅ = A ⊆ N and it is bounded from above. By the well-ordering principle, there exists a unique maximal element in A, say Q n . It follows that Q n < 2 t d and Q n+1 > 2 t d from the maximality of Q n .
We call the unique n satisfying Lemma 2.2 the turning index of D and t and denote it by i(D, t). To obtain a bound of q i(D,0)+1 , we need an inequality involving primes given by Panaitopol [20, Corollary] , which is a generalization of Bonse's inequality. 
Proof. First, we have Q n 0 < d and Q n 0 +1 > d from Lemma 2.2.
(1) If D < 0 and 2 | n 0 or D > 0 and 2 ∤ n 0 , then take t = 0, s 1 = 1 and
As D > 0 and n 0 − 1 is odd, Lemma 2.1 implies that there exists
for some n 0 −1 ≤ j 1 , j 2 ≤ n 0 , again using the fact that
It follows that q n 0 −1 | q 2 − q 1 , a contradiction. Without loss of generality, we thus have
1 ) = q 1 (q 1 − 1)(q 1 + 1) and hence q 2 | q 1 + 1. We must therefore have q 1 = 2 and q 2 = 3. Thus 8 = q 
which implies q 1 | p − 1, which is impossible because q 1 > p. Thus we conclude that p | d for all primes p < q 1 . This implies that
But when q 1 ≥ 17 = p 7 , the inequality 
we see that j = n 0 and hence
for some n 0 −1 ≤ j 1 , j 2 ≤ n 0 , again using the fact that q n 0 +1 > d−Q n 0 −2 and
which is also impossible. Hence n 0 = 1. Since n 0 = 1, we have Q n 0 −2 = 1 = Q n 0 −1 and we have assumed that q 2 > d − 1 and shown that We now begin bounding the primes q i in the sequence of primes from P(D) in terms of the products of previous primes from the sequence.
Lemma 2.5. Let {q i } D be the prime sequence associated with a given discriminant D. Write n 0 = i(D, 0). Then q i+1 < q 1 q 2 · · · q i holds for i ≥ n 0 + 1 except for D = −3, 5. In particular, we have the following:
It is sufficient to show q 1 (
Take N i to be (2.1) and the inequality follows by a similar argument to that given in the proof of part (1) .
In particular, taking i = n 0 , we conclude that
We claim that n 0 = 1. If not, then n 0 ≥ 3. Consider
2), which implies that q n 0 +1 | q n 0 − q 1 , which is impossible because q n 0 +1 > q n 0 . Similarly, if j 2 = n 0 + 1, then we have q n 0 +1 | q n 0 −q 2 , which is again impossible by the same argument. Hence j 1 = j 2 = n 0 and it follows that
Therefore q n 0 | q 2 − q 1 , which is also impossible. We thus conclude that n 0 = 1.
Since n 0 = 1, Lemma 2.4 (1) and Lemma 2.1 give
We may thus let ℓ 1 , ℓ 2 be positive integers for which
and so, using d < Q n 0 +1 = q 1 q 2 (as n 0 = 1),
a contradiction. Hence ℓ 2 = 1 and so
(and consequently ℓ 1 = 1 as well). By Lemma 2.1, there exists q i ∈ P(D) \ {q 1 } for which
, which is a contradiction because q 2 > q 1 ≥ 2 and (D/q 2 ) = −1 implies that gcd(q 2 , d) = 1. Hence i ≥ 3 and therefore
From the assumption that q 1 q 2 = Q 2 < q 3 (since n 0 = 1), we deduce
that is (q 1 − 2)(q 2 − 2) < 4. Hence we must have q 1 = 2 or q 1 = 3 and q 2 = 5. If q 1 = 3 and q 2 = 5, then D = d = 8. One can compute q 3 = 11 < q 1 q 2 = 15, a contradiction. Hence q 1 = 2 and we conclude from (2.3) that q 2 = d − 2 and so
from which we see that d > 4. Applying Lemma 2.1 with M 0 (i.e., t = 0), s 1 = q 1 = 2, and s 2 = q 2 , we see that there exists j ≥ 3 for which
Combining this with (2.4) and the bound Q 2 < q 3 , it follows that 
Before proving the assertions (a)-(d), we demonstrate how (a)-(d) implies the claim. Assume that
), Lemma 2.1 implies that there exists j ≥ n 0 with j = n 0 + 1 for which
This contradicts the original assumption, and hence we conclude that Q n 0 −1 q n 0 +1 ≤ d, which together with (2.5) implies that q n 0 +2 ≤ 2d. Thus by (a) we have (D/2) = −1. So q 1 = 2 and d is odd. By Lemma 2.1 we have q j | d + 2Q n 0 −1 for some j with j ≥ n 0 . If j ≥ n 0 + 2, then since q n 0 ≥ 2 we have
Since gcd(q n 0 , Q n 0 −1 ) = 1, we thus have q n 0 = 3 and since q 1 = 2 we have n 0 = 2. This contradicts the assumption that n 0 is odd, however.
Therefore
Since gcd(q n 0 +1 , Q n 0 −1 ) = 1, we see that q n 0 +1 | q n 0 − 2. If q n 0 = 2, then this contradicts q n 0 +1 > q n 0 . Thus we see that q n 0 = 2 and n 0 = 1. We hence have
and by (c) (and the fact that Q n 0 = Q 1 = 2) we also have
Writing d + 2 = ℓq 2 we have that ℓ is odd because d + 2 is odd, and if ℓ ≥ 3 then We now move on to proving the assertions (a)-(d). (a) Suppose that q n 0 +2 < 2d, so that
As (D/2) = −1, 2 ∈ P(D). Since D < 0 and n 0 + 1 is even, applying Lemma 2.1 with t = 1, s 1 = 1 and s 2 = Q n 0 +1 (which is necessarily odd because (D/2) = −1), we deduce that q n 0 +2 ≤ 2d − Q n 0 +1 . This implies that
. This is a contradiction, and we conclude (a).
is odd and q n 0 +2 ≤ 2d − Q n 0 +1 < 2d by Lemma 2.1. So (D/2) = −1 follows from the assertion (a). Thus q 1 = 2 and gcd(d, 2) = 1. Assume for contradiction that n 0 ≥ 3. Then for i = 1, 2 we have q n 0 +1 − 1 > q i , and hence d − q i Q n 0 > 0 by the first inequality in (2.7). By Lemma 2.1, we have 2) is even. This implies that q n 0 +1 | Q n 0 (q 2 −q 1 ). Since gcd(q n 0 +1 , Q n 0 ) = 1, this implies that q n 0 +1 | q 2 − q 1 , which is impossible because q n 0 +1 > q 2 . Hence n 0 = 1. Then (2.7) and q 1 = 2 gives (c) Observe that d + Q n 0 ≤ Q n 0 +1 < q n 0 +2 from the assertion (b) and the assumption Q n 0 +1 < q n 0 +2 . Since 2 ∤ n 0 , we have
by Lemma 2.1. Since n 0 − 1 is even, Lemma 2.1 implies that either
which implies q n 0 +1 | q n 0 + 1. This may only occur if q n 0 = 2 and q n 0 +1 = 3, which together imply that n 0 = 1 and q 1 = 2 < d < q 1 q 2 = 6. But there are no sequences {q i } D associated with −6 < D < −2 such that q 1 = 2 and q 2 = 3. So we must have
. From the assertion (a), q n 0 +2 > 2d. Applying Lemma 2.1 with t = 1, s 1 = 1 and s 2 = Q n 0 −1 (which is odd because 2 / ∈ P(D)) gives
It follows that q n 0 +1 | 2q n 0 + 1. Since 2q n 0 + 1 is odd, there exists odd ℓ for which ℓq n 0 +1 = 2q n 0 + 1 < 3q n 0 < 3q n 0 +1 , and hence ℓ = 1 and (2.10) q n 0 +1 = 2q n 0 + 1.
From the assumption q n 0 | d + Q n 0 −1 q n 0 +1 and (2.9), we also have
Thus q n 0 | q n 0 +1 + 1, and combining this with (2.10), we have
Hence q n 0 = 2, contradicting (D/2) = −1, and we conclude the assertion (d).
As in Lemma 2.5, but for more general t ∈ N 0 , we next bound the primes near the turning index n t := i(D, t).
Lemma 2.6. Let t be a nonnegative integer. Let {q i } D be the prime sequence associated with a given non-square discriminant
Proof. Clearly, Q nt < 2 t d and Q nt+1 > 2 t d by Lemma 2.2. Since (D/2) = −1 by assumption, the prime sequence {q i } D does not contain 2; we use this throughout the proof when applying Lemma 2.1 with t > 0. If 2 ∤ n t , then applying Lemma 2.1, we have
and so we must have
If 2 | n t and D < 0, then by Lemma 2.1 there exist distinct indices j
It follows that
In the case that 2 | n t and D > 0, one analogously obtains by Lemma 2.1 that
which implies that q k 1 = 3. Thus k 1 ≤ 2 and since 2 / ∈ P(D), we conclude that k 1 = 1. However, k 1 ≥ n t , so n t = 1, contradicting the assumption that n t is even. Thus k 1 , k 2 , and k 3 are all distinct and it follows that
Hence the first statement is proved. Fix t ∈ {2, 3, 4}, when i ≥ n t + 2,
Then consider the following t + 1 positive integers
Both are impossible, since 2 ℓ 2 −ℓ 1 − 1 cannot contain a prime factor greater than 7. So these t + 1 positive integers are pairwise distinct.
If
when i is even and
when i is odd.
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. For t = 1, an easy computation shows that Theorem 1.4 is true for D = −3, −4, 5. By Lemma 2.4, suppose that Q n 0 < d and Q n 0 +1 > d for some n 0 ≥ 1. For D = −3, −4, 5, if q i 0 +1 is the least prime greater than d, then i 0 ≥ n 0 + 1 by Lemma 2.4 and so q i+1 < q 1 q 2 · · · q i holds for i ≥ i 0 by Lemma 2.5. Now suppose that t ∈ {2, 3, 4} and (D/2) = −1. Then q nt+2 < 2 t+2 d by the first part of Lemma 2.6 and q i+t < q 1 q 2 · · · q i holds for i ≥ n t + 2 by the second part of Lemma 2.6. For q it+1 taken as in the assumption, we must have i t ≥ n t + 2 and hence the claim follows.
To show Theorem 1.6, we need an inequality involving original prime sequence due to Panaitopol [20, Theorem] and the upper bound for π(x), the number of primes less than x, given by Rosser and Schoenfeld [23, (3.7) ]. (i). For every n ≥ 2, we have p n−π(n) n+1
(ii). For n ≥ 2 and n = 113, we have π(n) < 5n 4 log n .
Lemma 2.8. Let r ≥ 3 be a real number. Let {q i } D be the prime sequence associated with a given non-square discriminant D. Then q 1 q 2 · · · q i+1 > r holds for i ≥ max{3, log(6r/17e)}.
Proof. For i ≥ 3, observe that q i+1 ≥ p i+1 + 2 and q 1 ≥ 3. Then by Proposition 2.7 (i), we have
.
and (i + 1 − π(i + 1)) log p i+2 > i + 1 (i = 3, 4, 5, 112) by directly checking. Combining these with Proposition 2.7 (ii), we see that (i + 1 − π(i + 1)) log p i+2 > i + 1 holds for i ≥ 3. Also, one can compute
Hence when i ≥ max{3, log(6r/17e)}, we deduce that log Q i+1 > log(17/6) + (i + 1 − π(i + 1)) log p i+2
> log(17/6) + i + 1 ≥ log r.
Proof of Theorem 1.6. Given {q i } D , write n t = i(D, t). By Lemma 2.2, we have Q nt < 2 t d and Q nt+1 > 2 t d. (1). From Lemma 2.5, we see that q i+1 < q 1 q 2 · · · q i holds for i ≥ n 0 + 1 except for 0) . By Lemma 2.8, we must have q 1 q 2 · · · q n 0 > d, which contradicts the construction of n 0 . It is not difficult to check the cases D = −3, 5 by Lemma 2.5 (ii).
(2). If (D/2) = −1, then q i+t < q 1 q 2 · · · q i for i ≥ n t + 2 (t ∈ {2, 3, 4}) by Lemma 2.6. Part (2) then follows by an argument similar to the one given in part (1).
2.2. Analytic approach. Let k 1 , k 2 , . . . , k r be pairwise relatively prime positive integers. Let χ i be a Dirichlet character modulo k i and η i ∈ {±1}. Define (2.11) S χ,η := {n ∈ Z : χ i (n) = η i ∀i = 1, . . . , r}.
For an integer M relatively prime to Γ := lcm(k 1 , k 2 , · · · , k r ) and a nonnegative number x we furthermore set S x (H) := #{n ∈ S χ,η : n ∈ (x, x + H) and gcd(n, M) = 1}.
Following Earnest's trick [8, p. 855-856], we give an explicit bound on S x (H). In order to state the bound, we require some notations. Let U = {1, 2} and α = (α 1 , · · · , α r ) be an element of the product set U r . Define χ α by
Then χ α is clearly a Dirichlet character modulo Γ. Characters χ 1 , . . . , χ r are said to be independent if χ α is a nonprincipal character for any α = β 0 , where β 0 = (2, · · · , 2). We also let ω(n) denote the number of distinct prime divisors of n and φ denote the Euler totient function.
Lemma 2.9. Suppose that χ 1 , · · · , χ r are independent. Then
We need explicit estimates for character sums before showing Lemma 2.9 and use a version of the Polya-Vinogradov inequality proved by Bachman and Rachakonda [1, Corollary, p. 66].
Proposition 2.10 (Bachman -Rachakonda). Let k ∈ N. If χ is a nonprincipal character of modulus k and x, y are real numbers with x < y, then
independent of x and y.
We modify Proposition 2.10 slightly so that it is applicable to our situation.
Lemma 2.11. Let k, M be integers with gcd(k, M) = g. Then for any nonprincipal character χ of modulus k, we have
Proof. Let g 1 be the least positive integer for which M/g 1 is an integer relatively prime to g and M/g 1 = p 
Hence by Proposition 2.10, we have (2.12)
As g and g 1 have the same prime factors, we have
Plugging this into (2.12) and noting that χ(n) = 0 if gcd(n, g 1 ) > 1, it follows that
where in the last line we have again used Proposition 2.10.
Proof of Lemma 2.9. First note that if n ∈ S χ,η (defined in (2.11)), then
for any α ∈ U r . On the other hand, if n / ∈ S χ,η , then there exists some j for which either χ j (n) = 0 or η j χ j (n) = −1. In the former case, χ α (n) = 0 for any α ∈ U r , while in the latter case we split the cases α j = 1 and α j = 2 to obtain that (assuming without loss of generality that j = r for ease of notation)
Hence we see that
and so
We use the inclusion-exclusion principle to bound the first term from below by
where {y} := y − ⌊y⌋ denotes the fractional part of y ∈ R. Since the χ j are independent, all of the characters in the second term are nonprincipal, and hence Lemma 2.11 may be used to obtain the lower bound
Combining these, we obtain
Remark 2.12. Given a discriminant D and n ∈ N, let p 1 , p 2 , . . . , p s be the distinct odd prime divisors of d, ν 0 (n) := 
, and Γ ≤ d. Also, note that r ≤ ω(Γ) + 1, where r denotes the number of characters. By Lemma 2.9, we see that
Besides an explicit bound for S x (H), we also need explicit upper bounds for n/φ(n) and ω(n), which are given by Rosser [ n φ(n) ≤ 9 5 log log n + 2.51 log log n ;
(ii). ω(n) ≤ log n log log n + 1.45743 log n (log log n) 2 .
Lemma 2.14. 
By (2.13), we have
To find an appropriate H, we estimate f (d, M) explicitly term by term by virtue of Proposition 2.13 and proving that certain simple functions are nonnegative via a simple application of calculus. Precisely, 2 ω(dM ) ≤ 4 for 6 ≤ dM < 11, (2.14) 1 3 log 3
. Now, apply Lemma 2.9 with
and η
Hence there exists an integer N 0 ∈ (0, H) such that (D/N 0 ) = −1 and gcd(N 0 , M) = 1. Accordingly, there exists some prime q dividing N 0 such that (D/q) = −1 and gcd(q, M) = 1, from which we conclude that
By the use of Lemma 2.14, we give an upper bound for q i+1 by d and q 1 q 2 · · · q i .
Lemma 2.15. Let {q i } D be the prime sequence associated with a given non-square discriminant D. Then the inequality
holds for i = 1, 2, · · · , where C 0 is defined as in Lemma 2.14.
Proof. Since D is not a perfect square and D ≡ 0, 1 (mod 4), we have d ≥ 3, and clearly q 1 ≥ 2. Take M = q 1 q 2 · · · q i . Then dM ≥ 6. By Lemma 2.14, there exists some prime q different from q 1 , q 2 , . . . , q i such that (D/q) = −1 and
Proof of Theorem 1.8. For 1 ≤ r < 6, suppose for contradiction that the inequality q 1 q 2 · · · q j ≤ q r j+1 holds for some j ≥ i 0 . By Lemma 2.15, we have
It follows that q j+1 < C 0 d 2/3 q r/6 j+1 , which implies q j+1 < C 
is solvable and n is not represented by the form
Proof of Theorem 1.7. Let f (x, y, z) = ax 2 +by 2 +cz 2 be regular and assume for contradiction that c > 4ab. Choosing D = −4ab, we have d = 4ab. Consider the prime sequence {q i } −4ab and let i 0 be chosen such that q i 0 is the largest in the sequence which is less than 4ab + 3δ ab,1 , i.e.,
For each i = 1, 2, . . ., we claim that q i must be not represented by ax 2 + by 2 . Otherwise, we have q i = ax If gcd(q j , c) = 1 for some 1 ≤ j ≤ i 0 , then gcd(q j , abc) = 1. For each odd prime p, ax 2 + by 2 + cz 2 ≡ q j (mod p t ) is solvable for any t ∈ N. Also, note that ax 2 + by 2 + cz 2 ≡ q j (mod 2 t ) is solvable for any t ∈ N from the condition (1.2). Hence q j is locally represented by f . However, q j < 4ab + 3δ ab,1 < c and q j is not represented ax 2 + by 2 , so q j is not globally represented by f . It follows that f is irregular by Theorem 2.16, a contradiction.
Suppose that
Applying the argument as above, we see that q i 0 +1 is not globally represented by f . Again, f is irregular by Theorem 2.16. Hence the claim is true.
Repeating inductively the argument to q i for i ≥ i 0 +2, we deduce that q 1 q 2 · · · q i 0 q i 0 +1 · · · | c. However, c is finite and so the assumption is false.
Under the assumption of Theorem 1.7, if c > 4ab + 3δ ab,1 , then ax 2 + by 2 + cz 2 is irregular. Recall Jones's argument [11, p. 19-20] in which the irregular forms with a > 1 can be ruled out by taking n = 1 or 2 and comparing with the forms in Table I [11, p. 125] . Note that the coefficient a of each form in Table I is 1. Hence it is enough to consider a = 1, which is exactly the case Dickson considers in [6] . Those theorems in [6] satisfying the condition (1.2) will be simplified by Theorem 1.7.
Regular ternary m-gonal forms
In this section, we fix an integer m > 3. For ℓ, ℓ 1 , ℓ 2 ∈ N, we define the sets P (ℓ) := all the prime factors of ℓ,
For given positive integers a, b and c, write
It is not difficult to see that P m (a, b, c) ∩ G m (a, b, c) = ∅. Also, set P m−2 := the product of all primes in P (m − 2)\{2}, and the corresponding product to be 1 if the specified set is empty. Clearly, P abc = P ab P c and
The regularity of an m-gonal form △ m,(a 1 ,··· ,a ℓ ) is closely related to the quadratic form with congruence conditions given by
that arises from completing the square. In this paper we are particularly interested in the case ℓ = 3. We frequently use the fact that if p / ∈ P (2(m − 2)) is prime, then for any t ∈ N and N ∈ Z, ϕ m,(a,b,c) (x, y, z) ≡ N (mod p t ) is solvable (in terms of the variables x, y, z) if and only if ax 2 +by 2 +cz 2 ≡ N (mod p t ) is solvable, due to the fact that x → 2(m−2)x−(m−4) is a bijection in Z p . Now we introduce the regularity of such quadratic polynomials, following the definition of B. K. Oh [19] . 3.1. Representation over Z p . Based on the study of Dickson [7] , Jones [13] , [11] , and Chan and B.K. Oh [3] , we build sufficient conditions for a positive integer to be represented by ϕ m,(a,b,c) over Z p . Note that for any n ∈ N, we have n → integers, so we may suppose p = ∞. For convenience, we also let δ = 1 if ord 2 (m) ≥ 2 and 0 otherwise, and introduce the notation {2} δ to mean the set {2} if δ = 1 and ∅ otherwise. We require a well-known lemma in order to determine necessary conditions for solvability over Z p to occur. Proposition 3.3. Let a, b, c, n be positive integers and p be prime.
Proof.
(i). Let p ∈ P (2(m − 2)). Since gcd(a, b, c) = 1, we may assume without loss of generality that p ∤ a. We split into cases based on ord 2 (m). We first consider the case ord 2 (m) = 0. Define the polynomial
denotes the derivative with respect to x. Also, gcd(m − 2, m − 4) = 1 and 2 ∤ (m − 2)(m − 4). Take
where the inverse is taken in Z p . One can compute
. Hence F (x, y, z) = 0 is solvable in Z p by [2, Theorem 3, p. 42], and thus there also exists a solution over Z p to the equation △ m,(a,b,c) (x, y, z) = n. We next assume that ord 2 (m) = 1. In this case, we define the polynomial
One can see that
We finally consider the case ord 2 (m) ≥ 2 and suppose that p ∈ P (m − 2). As before, since gcd(a, b, c) = 1, we may assume without loss of generality that p ∤ a. We write m = 2 t m ′ with t ≥ 2 and 2 ∤ m ′ and define the polynomial
, and hence △ m,(a,b,c) (x, y, z) = n is solvable in Z p by [2, Theorem 3, p. 42] again.
We finally assume that p = 2. If ord 2 (m) = 2 and n ≡ a + b + c (mod 8), then one can put (x 1 , y 1 , z 1 ) = (1, 1, 1) and check that 
is also solvable for any t ∈ N from [11, Lemma 5] . As p / ∈ P (2(m − 2)), the bijection from the linear map giving the congruence equations in Z p implies that 8(m − 2)n + (m − 4) 
is solvable for any t ∈ N.
from the linear bijection in Z p that gives the congruence conditions. ϕ m,(a,b,c) or not, it is sufficient to consider the local representation over
3.2. Bounding the coefficients a, b and c. In this subsection, for each fixed integer m, we always assume that q 0 is the smallest prime in P(−4ab)\(P (m − 2) ∪ P m (c, ab)) (the existence follows from Lemma 3.8 (i)) and denote by {q i } ab,m (i = 1, 2, . . .) the sequence of all primes in P(−4ab)\P (q 0 (m − 2)) in ascending order for brevity.
Proposition 3.5. Let T be a finite set of primes. Set P := p∈T p and let ℓ be an integer relatively prime to P . Then for any integer u, the number of integers in the set {u, ℓ + u, · · · , ℓ(n − 1) + u} that are relatively prime to P is at least
Proof. See the proof of Lemma 3 in [15] .
We next give an upper bound on the product ab for a regular ternary m-gonal form. To state the bound, we use the abbreviation ρ(n) := 2 ω(n) n/φ(n). a ≤ 8G abc ρ(P abc ) and b ≤ 64 · 11G 2 abc P abc ρ(P abc )/φ(P abc ) and hence
where C 2 := 2 9 · 11 is a constant.
Remark 3.7. At first glance, it is not obvious whether the right-hand sides of the inequalities in Lemma 3.6 grow faster or slower than the left-hand sides. However, if a, b, and c are pairwise co-prime, then G abc = 1 and since n φ(n) = O(n ε ), the right-hand side grows like
Thus if c may be bounded as a function of a and b slower than (ab) 1/ε , then such a bound may be combined with Lemma 3.6 to obtain a restriction on the possible choices of a, b, and c for which the form ∆ m,(a,b,c) may be regular. As gcd(a, b, c) = 1, G bc , G ac and G ab are pairwise relatively prime. Also, 2 ∤ G bc G ac G ab . By the Chinese remainder theorem, the system of congruence equations (in terms of w)
is solvable and we may choose a solution w 0 satisfying 0 < w 0 < 8 δ G bc G ac G ab (note that we have w 0 = 0 because gcd(a, G bc ) = 1, for example). For every v ∈ N, the integer n = 8 δ G abc v + G ′ abc w 0 is congruent to the right-hand side of the congruences in (3.1) modulo the given integers in the system and also satisfies n ≡ 0 (mod G 
Indeed, solving the inequality
, where
Since gcd(2(m − 2)G abc , P abc ) = 1, Proposition 3.5 implies that there exists an integer 0 ≤ v 0 ≤ v − 1 for whichN 0 := 8 δ+1 (m − 2)G abcv0 + u is relatively prime to P abc andv 0 is not represented by 
Write K(a, b, c) := 24G abc P ab ρ(P abc ) hereafter. 
. There exists at least one prime q in {q i } ab,m such that
(iii). Assume that q i 0 +1 is the least prime in {q i } ab,m greater than
Then the inequality
Proof. Let t be the least positive integer such that P m−2 /t is prime to 4ab. Then P m−2 = tu, where u ≥ 1 and gcd(2ab, u) = 1.
(i). Take D = −4ab and M = P c u in Lemma 2.14. We see that there exists some prime q ∈ P(−4ab)\(P (m − 2) ∪ P m (c, ab)) such that
(ii). Taking D = −4ab and M = q 0 u in Lemma 2.14, we see that there exists some prime q ∈ P(−4ab)\P (q 0 (m − 2)) such that
(iii). Now suppose that q 1 q 2 · · · q j ≤ K(a, b, c)q 2 0 q j+1 /(m − 3) for some j ≥ i 0 . Taking D = −4ab and M = q 1 q 2 · · · q j q 0 u in Lemma 2.14, one deduces that there exists some prime
j+1 , where in the last line we bounded
which contradicts the assumption that j ≥ i 0 . 
Hence there exists a positive integer n i such that
Proof. Write P ab = P 
is solvable (in terms of u) for each m > 3. Then we take its solution, say u i , in the range
we see by Proposition 3.5 that there exists at least one integer 0 ≤ v i ≤ v − 1 for which
Since gcd(sw i , q i ) = 1, ord q i N i = 1. Also, since gcd(P ab w i , P c ) = 1, it follows that gcd(N i /q i , P c ) = gcd(sw i , P c ) = 1. Moreover,
as ρ(q i ) ≤ 3, s ≤ P ab and P ′ ab | P ab . For the second part, from the last two congruences, we have
for some positive integer t i , as N i > (m−4) (vi). The statement follows immediately from (ii), (iii), (iv) and (v) immediately.
Recall from Remark 3.7 that one obtains a bound for a and b in a regular △ m,(a,b,c) which is non-trivial when a, b, and c are pairwise coprime. It was then explained that obtaining a bound for c in terms of a and b would lead to a bound for the possible choices of a, b, and c for which △ m,(a,b,c) is regular. We next provide such a bound for c. Hence if there exists some j ≤ i 0 for which q j ∤ c, then we have (3.5), which implies the claim.
On the other hand, if no such j exists, then we have q 1 q 2 · · · q i 0 | P c . We claim that for every i ≥ i 0 we have q 1 q 2 · · · q i | P c , leading to a contradiction because c is finite. The case i = i 0 is assumed, and we proceed by induction. Suppose that i ≥ i 0 and q 1 · · · q i | P c . If q i+1 ∤ c, then we again have n i+1 ≤ K(a, b, c)q 0 q i+1 by Lemma 3.9 and repeating the above argument we obtain (m − 3)q 1 q 2 · · · q i ≤ (m − 3)P c ≤ (m − 3)c ≤ n i+1 ≤ K(a, b, c)q 2 0 q i+1 , which contradicts the inequality (3.2) in Lemma 3.8. We conclude that j must exist, and therefore (3.5) follows.
Proof of Theorem 1.2. Note that P ab ≤ ab and P c ≤ c. Also, when m ≥ 6, P [3] for the specific details), we may assume G m (a, b, c) = ∅. Then G abc = 1. Since P abc /φ(P abc ) ≪ P 
