We study the equivalence of ensembles for stationary measures of interacting particle systems with two conserved quantities and unbounded local state space. The main motivation is a condensation transition in the zero-range process which has recently attracted attention. Establishing the equivalence of ensembles via convergence in specific relative entropy, we derive the phase diagram for the condensation transition, which can be understood in terms of the domain of grandcanonical measures. Of particular interest, also from a mathematical point of view, are the convergence properties of the Gibbs free energy on the boundary of that domain, involving large deviations and multivariate local limit theorems of subexponential distributions.
Introduction
Zero-range processes are interacting particle systems with no restriction on the number of particles per site, i.e. with unbounded local state space. The jump rate of each particle depends only on the number of particles at its departure site which leads to a simple product structure of the stationary measure [1, 2] . These processes have recently attained much attention in the theoretical physics literature (see [3] and references therein) since they exhibit a condensation transition under certain conditions on the jump rates [4] . If the particle density exceeds a critical value, the system phase separates into a homogeneous background and a condensate, where the excess particles accumulate. First rigorous results on a single species system [5] show that this phase transition can be understood mathematically in the context of the equivalence of ensembles. This is a classical problem of mathematical statistical mechanics [6] which arises naturally in the context of studying stationary measures of interacting particle systems with conserved quantities, such as energy or the number of particles. In general, interacting particle systems with several conservation laws are currently of particular interest in non-equilibrium statistical mechanics, since they show a very rich critical behaviour (see [7] and references therein). There are not many general results for such systems, for example for zero-range processes with more than one particle species there exist only non-rigorous case studies so far [8] . The motivation of this paper is to understand the condensation transition in such multi-species processes on the rigorous level of the equivalence of ensembles.
For simplicity of presentation we focus on systems with two conserved quantities, which we interpret as the number of particles in a two-species system. The local state space for each species is N = {0, 1, . . .}, i.e. the numbers of particles on each lattice site are unrestricted. We require that the process has a stationary measure of product form. Due to the conservation law this induces a family of stationary measures π L,N with fixed particle numbers N ∈ N 2 on a lattice of size L, the canonical ensemble. Another standard family is the grand-canonical ensemble ν L µ , where the numbers of particles are random variables, and the densities ρ ∈ (0, ∞) 2 are controlled by conjugate parameters µ ∈ D µ , the chemical potentials. In our case ν L µ is a product measure and D µ ⊂ R 2 denotes the maximal domain, such that ν 1 µ is normalizable with finite first moment.
In the thermodynamic limit N L /L → ρ as L → ∞ with fixed densities ρ one expects that
(1.1)
The question of the equivalence of ensembles is for which ρ and in what sense (1.1) holds, and how it has to be modified in the presence of phase separation. The main results of this paper are:
1. We establish the equivalence of ensembles (1.1) for all ρ ∈ (0, ∞) 2 under mild regularity assumptions on the stationary product measure.
In the proof we use specific relative entropy (or relative information gain), which is based on results from information theory [9] and was previously applied to study large deviations and the equivalence of ensembles for Gibbsian random fields [10] , marked point processes [11] and weakly dependent measures [12] . A common feature of these models is a bounded Hamiltonian, which corresponds to D µ = R 2 in the above setting. In this case, phase separation is a consequence of long-range correlations, leading to non-differentiability of the Gibbs free energy (or non-convex canonical entropy) and a first order transition [13, 14] . In our case there are no correlations, but typically D µ R 2 due to the unbounded local state space, and condensation is a result of large deviation properties of subexponential distributions on the boundary of D µ .
2. We show how the phase diagram for the condensation transition can be derived solely from the shape of D µ , and explain its relation to the mode of convergence in (1.1).
The transition is continuous and is characterized by convergence properties of the Gibbs free energy on the boundary of D µ . In the classification of [14] this corresponds to the case of partial equivalence of ensembles. Our results can be directly generalized to any number of particle species with arbitrary discrete local state spaces. We choose to work in a more specific setting for the simplicity of presentation, since it covers the basic novelties of the paper. From the point of view of non-equilibrium statistical mechanics these are the first rigorous results on the condensation transition in a system with several conservation laws. From a mathematical point of view, we adapt the theory of the equivalence of ensembles to study phase separation in systems with unbounded Hamiltonians. Even in the basic case of stationary product measures the different mathematical origin of the condensation transition leads to interesting new aspects. Our equivalence result involves a sharp condition on the number of particles and is valid on the (non-empty) boundary of D µ . The analysis requires results on large deviations [15, 16] and multi-dimensional local limit theorems of subexponential distributions [17, 18] , as well as convergence properties of multivariate power series similar to [19] . In contrast to a previous study for single-species processes [5] , the present paper provides a complete picture of the mechanism of condensation in a much more general context.
Precise definitions of the ensembles and basic properties are given in the next section. The main results are given in Section 3, including the equivalence of ensembles and the construction of the phase diagram for the condensation transition. For completeness, we also include some remarks on fluctuations and the spatial extension of the condensate (cf. [5, 20] ). Proofs are given in Section 4. Since the main results apply for ensembles of measures in a general context, the paper up to this point is formulated without reference to zero-range processes, which are, however, the main motivation for this study. In Section 5 we explain why these processes provide a natural class of particle systems for the measures considered in the first sections, and illustrate the results on the phase diagram by several examples.
Preliminaries

Canonical and grand-canonical measures
Consider L independent identically distributed random vectors
Λ L is a measurable space with σ-algebra induced by the product topology and the (a-priori) measure
which is positive but not necessarily normalized. To simplify notation, here and in the following we use the same symbols for a measure and its mass function, i.e.
We interpret the index set Λ L as a lattice of size L and η ∈ X L as particle configurations of a two-species particle system. We do not specify the geometry of the lattice, boundary conditions or dynamics of this process, they should be such that w L is a stationary weight. Generic particle systems with this property are zero-range processes discussed in Section 5. Apart from the stationary weight, the only other requirement on the particle system is that
are conserved quantities for each species and that there are no other conservation laws. Then there exists a family of stationary probability measures g(Σ L ) w L which are absolutely continuous w.r.t. w L , where the Radon-Nikodym derivative depends only on the conserved quantities Σ L and can be written as a function g : N 2 → [0, ∞). The set of all stationary measures of the particle system is convex and the extremal measures are given by choosing g(Σ L ) ∝ δ Σ L ,N , fixing the number of particles to
is the canonical ensemble and the measures concentrate on finite subsets
of configurations with fixed particle number. The canonical partition function is
{Σ L = N} can be written as a conditional measure. By assumption, the particle system is irreducible on X L,N and π L,N is the unique stationary measure. All other stationary measures on X L are convex combinations of canonical measures.
They are supported on X L , i.e. Σ L is a random variable and the expected value is fixed by the chemical potentials µ, as is discussed below. These measures are particularly convenient since they are of product form and they are also defined for L → ∞, where we just write ν µ . The normalizing (single site) partition function
is an infinite sum, as opposed to models with bounded local state space, such as {0, 1} for lattice gases or {−1, 1} for spin systems.
Properties of grand-canonical measures
Since the grand-canonical measures are product the pressure is given by 8) which is the analogue of the Gibbs free energy. We denote the particle densities as a function of the chemical potentials by
Here and in the following we write .. ν for the expected value with respect to measure ν. Note that R is independent of the lattice site x and strictly positive. By
we denote the essential domain and the range of R, respectively. The latter characterizes the set of all densities for the grand-canonical ensemble. In the following we assume that w is exponentially bounded, i.e. 
or the boundary can be characterized in the rotated variablesμ 1 = µ 1 − µ 2 and 
The single site marginal ν 
For all µ ∈ D µ the density (2.9) can be written as 14) where the derivatives are defined one-sided on ∂D µ ∩ D µ . So since p is strictly convex, R is invertible on D µ and we denote the inverse by M : D ρ → D µ . The entropy s : (0, ∞) 2 → R of the grand-canonical measure (2.6) is the convex conjugate of the pressure given by the Legendre transform
Thus s, also known as the large deviation rate function, is strictly convex on D ρ and convex on (0, ∞) 2 . For ρ ∈ int D ρ it is easy to see that ρ · µ − p(µ) has a local maximum at M(ρ) and thus
Using convexity of D µ and p(µ) we can show that there exists a unique maximizer of (2.15) also for ρ ∈ int D ρ :
Main Results
Equivalence of ensembles
Consider a sequence of canonical measures π L,N L in the thermodynamic limit, i.e.
In the following we study the question if the limiting measure is equivalent to a grandcanonical product measure, and in what sense they are equivalent. To quantify the distance between the measures we use the specific relative entropy
where
is the usual relative entropy, since π L,N is absolutely continuous with respect to ν
which are easily derived from (2.4) and (2.6), we can write
for all L ∈ N, N ∈ N 2 and µ ∈ D µ . The second part of (3.4) suggests that M(ρ) of Lemma 2 is the right chemical potential to minimize h L,N L in the thermodynamic limit (3.1). This is the content of the next theorem for which we need a further regularity assumption on the exponential tail of w in addition to (2.11), (2.12). A convenient sufficient condition is that for all φ ∈ [0, π/2] the limit in the radial direction e φ lim r→∞ 1 r log w(r e φ ) ∈ R exists , (3 5) and is a continuous function of φ. This can be relaxed considerably as is discussed after the proof in Section 4.2. (3.5) holds for example if w is convex, or if w = w 1 + w 2 where w 1 is convex and w 2 has bounded derivative.
Theorem 3.1 Assume (2.11), (2.12) and (3.5). Then for each particle density
From this result one can immediately deduce two standard formulations of the equivalence of ensembles, on the level of measures and on the level of thermodynamic functions.
Corollary 3.2 For each
for all cylinder test functions f ∈ C(X n , R), n ∈ N, with e ǫf ν M(ρ)
has some finite exponential moments with Lemma 2.1, so in particular the corollary implies convergence of the local densities f = η i (x). We note that for a single species with ρ ∈ int D ρ convergence is shown even for L 2 test functions in [21] , appendix 2.1. The proof given there relies on rather involved estimates on the rate of convergence in the local limit theorem, whereas the proof via relative entropy is much simpler (see section 4.2). Moreover, our result covers several particle species and can be generalized to ρ ∈ D ρ , which is the main point of this paper. In this case the nature of the convergence changes and (3.7) is violated with f = η i (x) for at least one species i as will become clear in the next subsection. This difference in the mode of convergence is a result of the unbounded local state space and is a signature of the condensation transition.
For systems with bounded local state space (3.6) implies convergence for all cylinder test functions f ∈ C(X n , R). But in case of phase separation the limiting measure would be a mixture of grand-canonical measures, corresponding to the coexisting domains in a phase separated state (see e.g. [13] ). In our case, Theorem 3.1 implies that for ρ ∈ D ρ one of the phases has only subextenesive volume and does not contribute to the limit within any fixed volume of size n.
Phase diagram
In this section we apply standard results from convex analysis (see e.g. [22] ) to characterize the phase diagram of the system. We say that the particle system exhibits a condensation transition if D ρ (0, ∞)
2 . For ρ ∈ D ρ the system phase separates into a homogeneous background with product measure given by Theorem 3.1, and a condensate which contains the excess mass. Due to the conservation laws, the phase space of the particle system is (0, ∞) 2 , the set of densities ρ. As order parameter of the phase transition we choose the density of the background, given by the projection
By Lemmas 2.1 and 2.2, R c ∈ C (0, ∞) 2 , D ρ so the transition is continuous (second order), which is directly related to the fact that p ∈ C 1 (D µ , R). This is in contrast to systems with bounded local state space, where we would have D µ = R 2 and nondifferentiability of p would lead to a first order phase transition [13, 14] . 
n µ denotes the normal vector to ∂D µ in µ and n
Note that by convexity of D µ , n c (ρ c ) denotes the set of all densities having background density ρ c ∈ ∂D ρ , and (3.10) implies that this is a linear set in normal direction to D µ . With Lemma 2.1, the normal vectors to ∂D µ have two nonnegative components. So a first direct consequence of Theorem 3.3 is that (as expected)
We say that species i condenses if R c,i (ρ) < ρ i and define
So the phase space (0, ∞) 2 can be partitioned in the following way:
• condensed phase A 1 \ A 2 , condensation of species 1 only,
• condensed phase A 2 \ A 1 , condensation of species 2 only, 1 ∂D ρ denotes the relative boundary of D ρ in (0, ∞) 2 .
• condensed phase A 1 ∩ A 2 condensation of both species, defining the phase diagram of the model,
The topology of the phases depends on the weight w and all phases except D ρ may also be empty (see examples in Section 5).
The entropy s and the pressure p are convex conjugates (2.15) and thus ρ ∈ δp(µ) ⇔ µ ∈ δs(ρ) (see e.g. [13] ). Together with Theorem 3.3 this implies that s is an affine function on R −1 (ρ c ) for every ρ c ∈ ∂D ρ , i.e.
So s has a nonstrictly supporting hyperplane in ρ c , i.e. we have partial equivalence of ensembles in the sense of [14] . Another consequence of Theorem 3.3 is the following. Suppose ∅ = C ∈ P D is a nonempty phase. Then M(C) ⊂ ∂D µ ∩ D µ is a straight line parallel to the µ j -axis if and only if C = A i \ A j , i = j. Such considerations lead to direct consequences on the topology of the phase diagram, which we summarize in the following.
Theorem 3.4 All phases are simply connected. D ρ = ∅ and it is connected to (0, 0).
If both are non-empty, the phase boundary between A 1 ∩A 2 and A i \A j is a straight line parallel to the ρ i -axis.
With the first statement of Theorem 3.3, occurrence of condensation can be characterized by boundary properties of D µ . For single species systems this can be directly translated to a condition on the weight w. ∂D µ = {µ c } is only a single point and µ c ∈ D µ if and only if 15) and ν 1 µc has finite first moment ρ c , the critical density. For a two species system the condition ∂D µ ∩D µ = ∅ cannot be rephrased as a simple condition on w, and in general knowledge of D µ is required. But for specific systems this is usually not difficult to obtain, and combining the results of this section, this is also sufficient to derive the phase diagram. The only remaining point is the exact location of the boundary of the homogeneous phase, for which one has to compute R(µ) on ∂D µ ∩ D µ . This is illustrated for some generic examples in Section 5.
Properties of the condensed phase
Note that the canonical measure can be written in conditional form
. A typical configuration for π L,N L then corresponds to a most likely event to realize this large deviation.
Theorem 3.1 implies that in such a configuration for large L we have coexistence of a critical background domain with density R c (ρ) and a condensate containing ρ − R c (ρ) L particles on average. The number of particles in the condensate fluctuates, and due to the conservation law the distribution is given by the fluctuations of the number of particles in the background domain. The latter has extensive volume and the distribution converges to a product measure, so the particle number is approximately given by a sum of iidrv's. Thus if ν M(ρ) has finite second moment the central limit theorem applies and the fluctuations should be Gaussian. If the second moment is infinite the fluctuations are non-Gaussian and determined by the Lévy stable law of ν M(ρ) [17] . This picture is consistent with results on single-species zero-range processes [23] . In general, the background distribution for each condensing species is subexponential, so non-Gaussian fluctuations are indeed possible.
Lemma 3.5 Suppose
each species i has a subexponential tail, i.e.
This holds with lim instead of lim inf if w has a regular tail as given in (3.5) . In this case there also exists a subexponential sequence in all directions normal to ∂D µ . More precisely, for all n µ normal 2 to ∂D µ in µ and for every sequence k n with |k n | → ∞ and k n /|k n | → n µ as n → ∞ we have
The statement (3.18) is particularly important for the proof of Theorem 3. (3.3) ). studied so far (some of which are given in Section 5), which all show condensation on a single lattice site. However we are not able to prove this in general and it is also not required to prove Theorem 3.1. Statements similar to (3.18) on the limit behaviour of indices of multivariate generating functions have been derived only recently in the combinatorics literature based on Cauchy's integral formula (see [19] and references therein).
Regarding the spatial extension of the condensate, Theorem 3.3 only assures that it covers a non-extensive volume of o(L) sites. Suppose the tail of the single site marginal w.r.t. a condensing species is a power law with finite first moment, i.e.
Then the following statement holds.
Theorem 3.6
For ρ ∈ A i , µ = M(ρ) and with (3.19) we have a weak law of large numbers
. Therefore in typical configurations for large L all the excess mass concentrates on the site with maximal occupation number, so the condensate covers only a single lattice site. Since the particle system is translation invariant, the location of this site is chosen uniformly at random. So the most likely event to realize a large deviation in the particle number under the product measure ν L µ is to put all the excess mass in a single lattice site. This property is typical for large deviations of distributions with subexponential tails. The results in [15, 16] and Monte-Carlo simulations of zero-range processes suggest that Theorem 3.6 also holds for other subexponential tails. The proof given in Section 4.3, however, which is a slight extension of a result in [20] , works only for power law tails. In the case of two or more species,
However, MonteCarlo simulations of zero-range processes [24] confirm that the above implication of Theorem 3.6, which is rigorous for a single species, also holds for two-species systems.
Proofs
Proofs of Section 2 and Section 3.2
Proof of Lemma 2.1. Note that D µ ⊂ dom z, the essential domain of the partition function (2.7), and int D µ = int dom z, so both domains only differ on the boundary. We write
(4.1)
The boundary of dom z is then given bỹ
Since for every positive function f
and by monotonicity of the logarithm we havẽ
proving (2.13). Since D µ is convex,μ 2 is almost everywhere differentiable. By completeness of D µ shown below it is clear that D µ = ∅ if and only ifμ 2 (0) > −∞, which is equivalent to lim sup
This in turn is equivalent to (2.11), because if (2.11) holds (4.5) is bounded by ξ < ∞, and if (2.11) does not hold there exists a sequence k n for which
The convexity of int D µ follows from the convexity of p(µ) shown below in (4.9), and the monotonicity of the logarithm. Both imply
for all µ, θ ∈ D µ and q ∈ [0, 1], thus int D µ is convex. For every µ * ∈ D µ we have µ µ i ≤ µ * i , i = 1, . . . , n ⊂ D µ due to monotonicity of p (2.9). Thus also D µ is convex and one-sided ∂ µ i p exist on D µ ∩ ∂D µ , so p ∈ C 1 (D µ ). The existence of some finite exponential moments follows from the identity
which is finite for sufficiently small θ ∈ R 2 if and only if µ ∈ int D µ . Therefore p ∈ C ∞ (int D µ , R) and the covariance matrix 
for all a ∈ R 2 with |a| = 1. Hence the eigenvalues of D 2 p(µ) are real and positive, which ensures that p is strictly convex and R is invertible on int D µ . Moreover, strict convexity of p extends to ∂D µ ∩ D µ , since for any linear subset of the boundary µ + λt in direction t, parametrized by λ,
Proof of Lemma 2.2. The Lemma follows directly from some basic results of convex analysis (see e.g. [22] ). For fixed ρ ∈ (0, ∞) 2 , the function F :
is strictly concave and thus has a unique maximizer M(ρ) on the convex set
is also a local minimum if and only if ρ ∈ D ρ , and for
is given as in (3.10) since D µ is convex and one-sided ∂ µ i p(µ) exist. It is a standard result of convex analysis [13] that the preimage M −1 (µ) = δp(µ). Since this contains more then one element, in particular there exist ρ ∈ D ρ . Since R and its inverse are continuous, D µ and D ρ are diffeomorphic and ∂D ρ = R(∂D µ ∩ D µ ). With this also the statement on the preimage of R c follows. Since M(A i \ A j ) is a straight line parallel to the µ j -axis, A i \ A j is simply connected with Theorem 3.3 and with µ j → −∞ it is connected to {ρ|ρ j = 0}. The boundary to A 1 ∩ A 2 is parallel to the ρ i -axis also due to Theorem 3.3. 
Proofs of Section 3.1
Proof of Theorem 3.1. According to (3.4) the specific relative entropy is
and we have to find a subexponential lower bound to the probability on the right-hand side.
For ρ ∈ int D ρ we have M(ρ) = M(ρ) ∈ D µ and ν 1 M(ρ) has exponential moments and thus finite covariance. The limit distribution of Σ L (η) − ρL / √ L is a bivariate Gaussian and we have ν
For ρ ∈ ∂D ρ the same argument holds as long as ν 1 M(ρ) has finite covariance. In case it does not, the same conclusion follows from convergence to an α-stable limit law with rate of convergence 1/L 2/α f (L), where α ∈ (0, 2) and f is slowly varying as L → ∞ (see [17, 18] for multivariate local limit theorems in the non-Gaussian case).
For
First we assume that ∂D µ is differentiable in M(ρ). With Theorem 3.
The second term vanishes with a local limit theorem analogous to the case ρ ∈ ∂D ρ . If ∂D µ is not differentiable in M(ρ) we may have two limiting normal vectors n
and n
which are linearly independent. Therefore there exist α
for all L. Then with Lemma 3.5 we have analogous to (4.14) as
We note that condition (3.5) is not necessary. For (4.14) it would be enough to have some sequence k n in direction ρ − R c (ρ) such that (3.18) holds in the limit n → ∞ and sup n k n+1 − k n ≤ C for some C ∈ R. However this is still not a necessary condition and therefore we used the comparatively simple assumption (3.5) which is fulfilled by a large number of examples.
Proof of Corollary 3.2. The first statement (3.7) with f ∈ C(X n , R) such that e ǫf ν M(ρ)
< ∞ for some ǫ > 0 is shown in [25] , Lemma 3.1. It follows directly from subadditivity of relative entropy (see e.g. [9] ) and the inequality ab < a log a + e b , a, b > 0, which leads to the variational formula [26] 
for all µ ∈ D µ . Inserting µ = M(ρ) leads to (3.8). 19) which is in contradiction to µ ∈ M(A i ) according to Lemma 2.1.
Proofs of Section 3.3 Proof of Lemma 3.5 If α = lim inf
To prove the second statement of the lemma we use the integral criterion that for all µ ∈ R 2 , z(µ) < ∞ if and only if 20) where by regularity of w we can write the integral in polar coordinates (r, φ) with r = x 2 and e φ = x/r. Depending on w, (4.20) is not necessarily equivalent to z(µ) < ∞. In this case, however, w can be replaced by another function of the same regularity for which equivalence holds. For example one could take w to be a smoothed version of a piecewise linear interpolation of the points w(k), k ∈ N 2 . First assume that ∂D µ is differentiable at µ ∈ ∂D µ and pick a direction φ ∈ [0, π/2]. Define the positive half space
Since D µ is convex and ∂D µ is differentiable in µ we have
∝ w(re φ ) e rµ φ ·e φ has some exponential moments and (µ − µ φ ) · e φ < 0 there exists ǫ φ > 0 such that
So the integrand of (4.20) decays exponentially fast in all directions φ = ψ. Further, for all φ ∈ [0, π/2] the maximal ǫ φ to choose is given bỹ
The limit exists due to regularity of w and furtherǫ φ is a continuous function of φ. We know thatǫ φ > 0 for all φ = ψ and thus in direction ψ the integrand of (4.20) can decay only subexponentially, i.e.ǫ ψ = 0. Otherwise there would exist θ > 0 such that θ · e φ <ǫ φ /2 for all φ ∈ [0, π/2]. By regularity of the integrand we could use Fubini's theorem to get 26) which is in contradiction to µ ∈ ∂D µ . Alternatively, we also haveǫ φ → 0 as φ → ψ, since 27) andǫ ψ = 0 follows by continuity ofǫ φ . This second argument also works if ∂D µ is not differentiable in µ for the two limiting normal directions ψ − < ψ + . (4.27) holds as φ ր ψ − and φ ց ψ + , leading toǫ ψ − = 0 andǫ ψ + = 0, respectively. With continuity of w the statement for ν 1 µ (k n ) follows for every sequence k n with |k n | → ∞ and k n /|k n | → n µ .
2 The proof of Theorem 3.6 uses large deviation results on the asymptotic distribution of Σ (i) L (η) as L → ∞, which we summarize in the following Lemma for our purpose. 
Proof. The first statement is shown in [16] Chapter 1, Corollary 1.1.1 to 1.1.3, the second in [20] , Theorem 2.2.
Proof of Theorem 3.6. The proof follows closely the one given in [20] , Theorem 2.2 and we only sketch the most important steps. To establish (3.20), using Theorem 3.1, it remains to show that for all ǫ > 0
where we use the shorthand
. According to (3.16) the conditional measure of the inverse event is
To prove the theorem we show that this expression vanishes for L → ∞. We split the event
for some σ ∈ (0, 1) which is chosen below. A basic estimate in [20] shows that the probability of the second event vanishes for all σ ∈ (0, 1), whereas the first one is the crucial part. Using monotonicity of ν
With the first statement of Lemma 5.6 the right-hand side is of order
On the other hand the denominator of (4.30) is at least of order L 1−b due to the second statement of the lemma. Thus if we choose σ ∈ (2/b, 1), (4.30) vanishes for L → ∞ which finishes the proof. 
Connection to zero-range processes
The ensembles studied above arise naturally as stationary measures of zero-range processes showing a condensation transition which has recently attained much interest. Condensation transitions in zero-range processes with a single particle species have been studied in two cases: For site dependent jump rates of the particles [27, 28] the condensate is located at the slowest site. This case is closely related to Bose-Einstein condensation into the lowest energy level, which has been studied rigorously using large deviation techniques (see [29] and references therein). In this paper we consider the case of space homogeneous jump rates that induce an effective attraction between the particles [4] . Such models have a number of direct applications, such as network dynamics or surface growth, and are particularly important in the study of phase separation in related exclusion models (see [3] and references therein).
Definition
The dynamics of a homogeneous zero-range process with two particle species on a finite, periodic lattice Λ L is defined by the generator
Here g i (η(x)) ∈ [0, ∞) is the rate at which site x loses a particle of species i. It jumps to site y according to an irreducible probability distribution p i , and the resulting configuration is denoted by η i,x→y . We impose g i (k) = 0 ⇔ k i = 0 and thus the process is irreducible on each X L,N with fixed particle numbers. For finite lattices the generator is defined for all f : X L → R, whereas on infinite lattices there are restrictions on the state space and the test functions f [2] .
It has been shown [8, 30] that for every positive weight w : N 2 → (0, ∞) the zero-range process with rates
has stationary product weight w L (2.2), independent of p i . So independent of reversibility of the process, the canonical (2.4) and grand-canonical measures (2.6) are stationary and the results of Section 3 apply to the long-time behaviour of such processes. Thus our analysis on the static phase diagram, adopted from equilibrium statistical mechanics, applies also to non-equilibrium zero-range processes. On the other hand dynamic quantities, such as dynamic critical exponents or two-time correlation functions, certainly depend on reversibility. Note that (5.2) induces a relation between the rates g 1 and g 2 , and not every twospecies zero-range process has stationary product measures. This is in contrast to single species systems, which always have product measures with
−1 . In this case, ∂D µ = {µ c } and ∂D ρ = {ρ c } consist only of single points, and condensation has been directly related to the asymptotic behaviour of the jump rate [4] . If g(k) decays slower than a + 2/k as k → ∞ then ρ c < ∞. Intuitively, the asymptotic decay of g induces an effective attraction between the particles and results in convergence of R(µ) on ∂D µ .
Generic examples
The idea of asymptotic decay of the jump rates was used in [8] to study an example of a two-species zero-range process with rates
where θ(0) = 0 and θ(k) = 1 for k ≥ 1. The generic feature is that the rate of species 2 particles depends only on the presence of species 1 particles, and g 1 is then chosen to fulfill (5.2) . This corresponds to the stationary weight
(5.4) The grand-canonical partition function can be partially summed to
and thus int D µ = µ µ 1 , µ 2 < 0 is a rectangle. The parts of the boundary that belong to D µ depend on the parameter b, resulting in different phase diagrams, as illustrated Figures 1 and 2 . For µ ∈ M(A 1 ) the factor in (5.5) including the Pochhammer symbol determines the convergence properties of R(µ) on ∂D µ , as
The phase boundary between D ρ and A 2 \ A 1 for µ 2 = 0 can be calculated explicitly as R 2 (µ 1 , 0) = 1 + R 1 (µ 1 , 0), µ 1 < 0, whereas the other boundary for µ 1 = 0 is only given implicitly (see [8] for more details). On top of the stationary phase diagram discussed here, the relaxation dynamics of this zero-range process shows an interesting coarsening phenomenon, which has been studied in [24] . Another example, demonstrating that D µ does not have to be a rectangle, is Here g 2 ∝ k 2 so particles of the second species move independently but are slowed down by the presence of species 1 particles. The corresponding stationary weight is
Also in this model the partition function can be written as a single sum 9) so that D µ = µ e µ 2 + µ 1 ≤ 0 is a closed set for b > 2 due to (5.6). Since ∂D µ is curved, the only non-empty condensing phase is A 1 ∩ A 2 . The resulting phase diagram is shown in Figure 3 . As in Figure 1 the dashed lines in the density plane determine the background density R c (ρ). In the first model these lines are actually uniquely determined by the phase boundaries alone (Figure 1 right) , whereas for this second example they have to be fixed via the normal vectors of ∂D µ . Explicit calculations show that for ρ ∈ A 1 ∩ A 2
By coincidence, all lines R c (ρ) converge in the point (−1, 0). If w is composed of several parts, one can produce various kinds of phase diagrams. For example if we add w(k 2 , k 1 ) to (5.8) we get the symmetrized version The domain is then given by the intersection of D µ from (5.8) with its symmetric counterpart, i.e.
This is illustrated in Figure 4 together with the phase diagram, where phase A 1 ∩ A 2 now shows two different kinds of behaviour of the function R c (ρ).
In this way one can find zero-range processes exhibiting all kinds of phase diagrams. However, these models are often artificial since the jump rates are very complicated due to the constraint (5.2), in particular for the last example. On the other hand, simple rates may lead to zero-range processes for which the stationary distribution is unknown and not of product form. For such models, a recent study revealed the possibility of a discontinuous condensation transition [31] .
Further remarks
In section 4.2 we note that the regularity condition (3.5) on the exponential tail of w can be relaxed considerably. However, for the results of Section 3 to hold one has to assume some regularity of w. Consider for example a single-species zero-range process with stationary weight
for some index set
. The proof of Theorem 3 works as long as sup j∈N (i j+1 − i j ) < ∞. This is not a purely technical condition, because if it is violated, e.g. for i j = 2 j , one does not expect the condensate to be stable, since it cannot fluctuate in size. Such a stationary weight leads to jump rates with exponentially growing variation as k → ∞, so Monte-Carlo simulations for such processes are not feasible. But the behaviour of such irregular processes is in general only of limited interest.
Following the results in Section 3.3, in phase A 1 ∩ A 2 we expect the condensate of each species to concentrate on a single lattice site. Moreover, in the examples in Section 5.1 these two condensates are expected to be on the same lattice site, since g 1 is a decreasing function of k 2 and vice versa, inducing an effective attraction between the condensates. Indeed this is what is found in simulations [24] . If both species are independent the stationary weight factorizes, i.e. w(k) = w 1 (k 1 ) w 2 (k 2 ), the condensates do not interact and both have independent random positions. On the other hand, if g 1 is increasing in k 2 and vice versa, the condensates repel each other and are not found on the same site. In general, whenever the species are coupled, the presence of a condensate of one species influences the distribution of the other species on that site, also if only one species condenses. This effect is important for the analysis of the coarsening behaviour for two species systems [24] .
All results of Section 3 only address the stationary distribution of zero-range processes. Apart from studying the coarsening dynamics, the ergodic behaviour of the system on an infinite lattice Λ is a dynamical question which is expected to be closely related to the stationary results. Starting with a homogeneous distribution µ ρ (0) with density ρ = η(x) µρ (0) , x ∈ Λ at time t = 0, we expect as t → ∞ µ ρ (t) = µ ρ (0) e for bounded cylinder test functions f ∈ C b (X n , R). Although M (see Lemma 2.2) is the same function as for the stationary results, (5.14) is a statement about the dynamics of a zero-range process (5.1) and requires a completely different analysis. Such ergodic results exist for attractive single species systems with non-decreasing jump rates g(k), where one can use coupling techniques. These are not applicable in case of condensation, since then even the single-species process is not attractive, and we are not aware of other results in this direction.
Summary
In this paper we adapt the theory of the equivalence of ensembles to study phase separation in particle systems with unbounded local state space. Our results cover condensation transitions in (multi-species) zero-range processes which are currently of particular interest, and are the main motivation for this study. We use the method of specific relative entropy, previously applied to systems with bounded Hamiltonians, which in our case involves large deviations and multivariate local limit theorems of subexponential distributions. We derive the phase diagram for the condensation and explain its connection to the mode of convergence in the equivalence of ensembles, generalizing previous results for the non-condensing case. Condensation is shown to be a continuous phase transition, where the mechanism is different from systems with bounded Hamiltonian, and can be characterized by convergence properties of the Gibbs free energy on the boundary of its domain of definition. The analysis also involves interesting properties of the boundary behaviour of multivariate power series. For simplicity of presentation we formulate our result not in the most general setting, but focus on a particular case which captures the basic novelties of the paper with respect to previous work, and is closely related to the main application to zero-range processes. A generalization to any number of particle species, each having arbitrary discrete state space is straightforward, as long as the stationary measures are of product form. Since the method of specific relative entropy only makes use of permutation invariance, an extension to non-product measures along the lines of [12] is possible, but requires a substantial amount of work. Single-species processes leading to measures with nearest-neighbour Hamiltonians have recently been investigated non-rigorously [32] . The result for the equivalence of ensembles is expected to be the same, but the structure of the condensate should be different due to spatial correlations. Another open point is a rigorous result on the structure of the condensate for more than one species, which involves large deviations for multivariate subexponential distributions.
