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Abstract
In electron dynamics calculations the interatomic Coulombic decay (ICD) process
has recently been shown to take place in two vertically-aligned quantum dots (QDs).
Energy emitted during the relaxation of one electron in one QD is converted into kinetic
energy of another electron ejected from a neighboring QD.
As the electronic structure of QDs can be controlled by their geometries, we prove
here in thorough scans of the transversal and vertical QD confinement potentials’
widths that geometries are likewise control parameters for ICD. Such a comprehen-
sive investigation has been enabled by a significant development of the calculations
in terms of speed achieved among others by optimization of the grid and Coulomb
interaction operator representations. As key result of this study we propose two cigar-
shaped singly-charged GaAs QDs vertically aligned in the direction of their long side
for a most efficient QD ICD realization useful for an infrared photodetector.
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A next-generation quantum dot infrared photodedector is proposed in which radiation ab-
sorption and electron emission are localized on either of two vertically-aligned singly-charged
GaAs quantum dots among which an efficient energy transfer process, the interatomic
Coulombic decay, is operative. Speed-optimized highly-accurate electron dynamics calcu-
lations on numerous architectures reveal how the performance may be custom-made through
tuning the quantum dots’ geometries.
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INTRODUCTION
The ultrafast interatomic (intermolecular) Coulombic decay (ICD)1 energy transfer process
in which energy from light is converted into an electron current has been investigated the-
oretically and experimentally for about two decades in molecular systems2–8 among which
we can find solvated9–13 and bio-medical molecules.14–17 This decay process is mediated by
the long-range Coulomb force of - in the simplest case - only two electrons residing in two
electron binding systems (e.g. atoms) neighboring each other, but with a distance long
enough to forbid electron transfer.1,18 In a general three-level picture the two systems form
an array represented by two electron binding potentials (Fig. 1, right side).18 Each accom-
modates one electron, furthermore the left one allows for two of the electronic levels L1 and
L0, the right one for only one level R0 as indicated by the arrows in Fig. 1. The initial
state for ICD is a resonance termed L1R0 with one electron populating the excited L1 level
and the other one the R0 level. In ICD the L1 electron relaxes to the L0 level while its
emitted energy is transferred to the right binding potential from which the R0 electron is
excited into a continuum state C according to |L1R0〉 → |L0C〉 when the energy condition
∆EL = EL1 − EL0 ≥ IP − ER0 = ∆ER for the ionization energy IP of the electron in the
R0 level is fulfilled.
18–20
This plain formulation of ICD in a few-level system with a few electrons was the moti-
vation for us to build up expertise in the electron dynamics treatment of ICD and to open
up the new field of material science that led both to the prediction of ICD in semiconductor
quantum dots (QDs; or nanocrystals in the chemical sciences21).18 Based on the possibility
of designing QDs with certain properties22–25 and hence to control processes we propose here
the geometric control of the ICD process.
The ICD efficiency for any type of system is represented through the decay rate Γ (the
inverse of the decay time). To obtain it we employ electron dynamics to solve the time-
dependent Schro¨dinger equation and calculate Γ from the exponential decay of the squared
absolute autocorrelation function
|a(t)|2 = |〈ΦL1R0(r1, r2)|Ψ(r1, r2, t)〉|2 = e−Γt (1)
among the initial resonance state wave function ΦL1R0(r1, r2) and the time-dependent wave
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function Ψ(r1, r2, t). The calculations are carried out in six dimensions (three spatial coor-
dinates of two electrons) using an antisymmetrized version of the multiconfiguration time-
dependent Hartree method (MCTDH26,27) as implemented in the Heidelberg MCTDH soft-
ware distribution.28,29
In its asymptotic representation Γ reads2,8,30
Γ = N · 3c
2~4
4pi
σPIR (ε)Γ
rad
L
E4vphR
6
. (2)
For a given left potential (index L) Γ depends on the amount of virtual photon energy
Evph = EL1R0 − EL0R0 transferred from the left to the right potential (index R). Thus it is
dependent on the available discrete excited state of the left potential, which also determines
the radiative decay rate ΓradL for L1 → L0. Moreover, Γ depends on the photoionzation cross
section σPIR (ε) for a given energy ε of the electron leaving the right system, which, in turn,
depends on Evph. The last influential quantity is the distances R between the excited system
(L) and its N neighbors (R).
In an array with the binding systems being atoms or molecules with a given electronic
structure there is according to Eq. (2) little room to control the ICD rate. The only option
is through R which is, however, barely possible experimentally. In gas phase experiments
in which clusters of e.g. 10-100 Ne and Ar or Xe and Ar atoms have been investigated,
ensembles of two or three cluster atoms establish a few energetically favored local geometries
with R around the van-der-Waals bond lengths.31 Similar local geometries are observed in
liquid microjet experiments on aqueous clusters.32 They are statistically distributed over
the complete cluster of the order of nanometers, depending on the monomer concentration,
pressure, or temperature.31 However, the full control of the cluster composition, and thus of
the ICD rate, remains a challenge.
Perfect control of the ICD rate will be possible in solid state QD materials that do not
only offer distance control between a clearly defined number of neighbors18,19 but more than
that a tailor-made electronic structure which allows for control of ΓradL , σ
PI
R (ε), and Evph. In
semiconductor QDs the conduction band is not continuous as in bulk material, but spatial
limitation leads to a size-dependent discretization of the electronic levels known as the quan-
tum size effect.22–24 Conclusively, the QD’s electronic structure is directly connected to its
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physical size25 and maps to the QD representation in terms of a quasi one-dimensional model
potential consisting of two inverse Gaussian binding potentials aligned in the energy transfer
and electron transport direction and a harmonic oscillator confinement in the transversal
directions.18–20 We scan systematically through QD geometries and distinguish between the
variation of the lateral confinement transversal to the ICD direction (QD width) and the
variation of the vertical confinement potential parallel to the ICD direction (QD height)
to establish geometric ICD control. For the vertical geometry variation of the left QD we
expect a direct impact on the energy levels L0 and L1 and thus on the energy of the virtual
photon Evph transferred from one QD to the other. According to Eq. (2) this variation is
supposed to have most impact on the dynamics as the decay rate in atoms and molecules
was predicted to obey Γ ∝ E−4vph, a fact that we will discuss for QDs. Contrary to this, the
lateral geometry variation is not supposed to have its analogue in the rate equation. We aim
at investigating if, at all, it does have an effect on the ICD rate and whether we can explain
it. In both cases we investigate all QD shapes within the two extremes, cigar and coin.
Note that nowadays several different solid state fabrication techniques of QD arrays exist.
In their majority the QDs establish a size anisotropy for the vertical growth direction and the
two lateral directions. The prototype for cigar-shaped QDs is a QD in a nanowire that is large
in the growth direction and small in the lateral confinement-direction of the wire.33,34 QDs in
such wires can either be made of a different material than the wire or be gated by electrodes.
On the other hand, QDs in an etched pillar structure, are flat objects in growth direction
and as wide as the pillar in the other two directions, resulting in coin-shaped structures.35,36
Similarly, in self-assembled QDs fabricated by self-organized Stanski-Krastanow growths
QDs usually establish laterally wide but flat pyramid or spherical lens shapes that come in
vertically-arranged layers forming thus QD arrays.37–40
In the theory section of this paper we give at first the details on the QD model and
the computations. The results and discussion of the electronic structure and the electron
dynamics for the variation of the width and the height of the QDs are then presented in two
subsequent sections. To conclude, we point out perspectives for the efficiency-optimized QD
array in the device application of ICD in next-generation QD infrared photodetectors.
As previous calculations had turned out to be very time consuming, we present here
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optimized parameters of the program routines, the grid basis, and the representation of
operators from which we obtain a significant speedup as detailed in the Appendix. Without
this speedup an exhaustive scan of control parameters would not have been possible.
THEORY
QD Model Hamiltonian
The two-electron Hamiltonian that we have used in this work reads (in atomic units):
Hˆ(r1, r2) =
2∑
i=1
Tˆ (ri) +
2∑
i=1
V elEMA(ri) + r
−1/2
12 . (3)
Besides the kinetic energy operators Tˆ for both electrons and the electron-electron repulsion
term r
−1/2
12 = |r1 − r2|−1/2 (cf. Computational Details), the Hamiltonian contains the quasi
one-dimensional model potential for each electron in all three spatial dimensions which is
given according to the effective mass approximation (EMA41) in atomic units as:18–20,42–44
V elEMA(ri) = 0.5ω
2
⊥(x
2
i + y
2
i ) −DL · e−bL(zi−
R
2
)2 −DR · e−bR(zi+R2 )2 . (4)
V elEMA(ri) reflects two QDs vertically-aligned along the z coordinate and being separated by
the distance R = 8 a.u., which corresponds to 86.68 nm for GaAs QDs (cf. Fig. 1). Note
at this point that except for ω⊥ and bL all numerical data in this paper is given in units
of GaAs QDs (nm for distances, meV for energies) by using the material specific effective
mass and dielectric constant, m∗ = 0.063 and κ = 12.9,45 and the conversion equations as in
previous works.18,46 In this vertical z direction the higher energy electrons can be unbound
and move freely, the lower-energy electrons are confined by an inverse Gaussian double-well
potential for which DL = 1.0 a.u. (10.30 meV) and DR = 0.8 a.u. (8.24 meV) indicate the
depths of the left and right well, respectively. In the lateral x and y directions the electrons
are confined by a harmonic oscillator potential.
Vertical size variation of the QDs can be realized by modifying the parameters bL or bR
that determine the full width at half maximum hL,R = 2 · (ln(2)/bL,R)1/2 of each potential
well. Hence, large values of bL,R represent narrow potentials, i.e. flat coin-shaped QDs while
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small bL,R values represent wide potentials, i.e. high QDs. Throughout this study bR is set
to 1.0 a.u. which corresponds to hR = 18.04 nm in units of GaAs. bL was varied under the
conditions that the left potential well binds two electronic levels L0 and L1 which is in the
parameter range 46.59 nm ≥ hL ≥ 29.46 nm. While it is varied, the frequency ω⊥ is kept at
a default value of 1 a.u. Using the definition of the diameter of a two-dimensional harmonic
oscillator at the frequency of its lowest level47 allows us to define the diametral widths of the
QDs as 2r⊥ = 2 · 3
√
3pi/(4ω2⊥) which is after conversion into units of GaAs 28.84 nm. Hence,
height varied QDs range from approximately spherical to short cigar-shaped QDs.
We also vary the width of the QDs as 133.85 nm ≥ 2r⊥ ≥ 6.21 nm for a constant height
hL = 36.08 nm. These lateral variations are more considerable than the height variation,
ranging from the extreme of wide coin-shaped QDs to cigar-shaped QDs, as there are no
limitations on the number of bound electronic levels in this case.
Computational Details
In MCTDH the wave function
Ψ(r1, r2, t) =
∑
i
∑
j
Aij(t)ϕi(r1, t)ϕj(r2, t) (5)
is propagated in time. Generally we assume both electrons in a triplet state by imposing
antisymmetry through Aij = −Aji. A singlet configuration has been already discussed else-
where.19 It is noted that we have time-dependent orbitals which in the MCTDH community
are known as single-particle functions (SPFs) ϕi.
After the preparation of the geometrically varied double QD potentials any electron
dynamics calculation is performed in a three-step procedure consisting of initial state prepa-
ration, time propagation of the wave function, and analysis of the time-dependent wave
function and other observables.
The first step is the determination of an initial time-independent wave function by solv-
ing the time-dependent Schro¨dinger equation for negative imaginary times (i.e. relaxation)
yielding a set of 52 triplet eigenstates Φn(r1, r2) and their corresponding eigenenergies En.
In particular, we have used the block improved relaxation algorithm.29 Among all of the
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states, the L1R0 resonance and the L0R0 ground state can be identified as localized states
since they display most of the electron density in the spatial area of the two QDs as was
deduced by inspecting the electron density ρ(z1) =
∫ |Ψ(r1, r2, 0)|2dr2dx1dy1 along the z1
coordinate for one of the electrons.
The central second step is the actual propagation of the wave function according to the
electronic time-dependent Schro¨dinger equation, with SPFs and coefficient vectors being now
propagated in real time. In most cases the propagations are performed using the resonance
state L1R0 as the initial state. Only in the weakest confinement regime (large 2r⊥) where
L1R0 is not within the lowest states obtained in the block improved relaxation, we choose
L0R0 as initial state and analyze ICD after laser excitation, which can be done as shown in
another paper by one of the authors.20 After technical improvements of MCTDH parameters
for stable, accurate, and fast numerical calculations (cf. Appendix), we choose an integrator
accuracy for SPF and A vector propagation of I ≈ 10−6 meV and we utilize eight SPFs to
represent the wave function. The complex absorbing potentials (CAPs) WLz and W
R
z on the
left or the right side of the double-well of the following form are employed
−i(WLz +WRz ) with WL/Rz = η|z − zL/R0 |n Θ(z − zL/R0 ) (6)
to absorb the emitted ICD electrons at the grid’s boundaries. Their order is n = 4 and their
onset is determined by the Heaviside step function Θ(z−zL/R0 ) at zL/R0 = ±325 nm resulting
in a CAP width of w = 217 nm. The strength is adjusted to η = 8.6997 · 10−6 to obtain
optimal absorption properties for the electron. Finally we determine the ICD rate Γ from
the exponential decay of the squared absolute autocorrelation function (Eq. (1)).
In MCTDH operators and wave functions are represented on a DVR grid. Here identical
grids with Ni grid points are used for both indistinguishable electrons along each of the
coordinates i = x, y or z. In the continuum z coordinate a sine DVR is utilized, in the
lateral coordinates a harmonic oscillator DVR serves the representation of the bound state
in the harmonic QD confinement. The grid optimized for and used throughout this study
is Nz Nx Ny=185 5 5 compared to the much larger 320 8 8 grid of earlier works.
18–20 It
spans an interval of [-L;L]=[-542 nm; 542 nm] rather than [-1084 nm; 1084 nm] along the
z coordinate. In x and y the representation of the confinement is now defined through its
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analytical form rather than through interpolation (see Appendix).
For the evaluation of the six-dimensional Coulomb integrals at each time step of the
electron dynamics calculation compared to earlier calculations of QD ICD18–20 and of the
related QD interatomic Coulombic electron capture process,42–44 we use the POTFIT algo-
rithm to transform the regularized Coulomb potential (Eq. (3)) into a sum of products of
one-dimensional single-particle potentials (SPPs) υ(κ):
V PF i1,...,if =
m1∑
j1=1
...
mf∑
jf=1
Cj1,...,jfυ
(1)
i1,j1
...υ
(f)
if ,jf
, (7)
where the index i runs along the grid and the index j along the SPP basis functions. Here
we step back from the exact expansion with mκ = Nκ along the total number of grid points,
but reduce mκ for potentially faster calculations at a desired accuracy. Further speedup is
achieved by limiting the maximal value of the potential to a threshold of vcut = 10.3 meV
(1 a.u.) These two technical improvements have led to propagations being 20 times faster
than previous ones and having the same accuracy (see Appendix).
RESULTS AND DISCUSSION
Control of ICD by QD Width Variation
Electronic Structure
In our quasi one-dimensional model for two vertically-stacked QDs the diameter of both
cylindrically-shaped QDs shown in Fig. 1 is varied in the range 84.32 nm ≥ 2r⊥ ≥ 6.21
nm which corresponds to the range of confinement strengths 0.2 a.u.≤ ω⊥ ≤ 10.0 a.u. of
the harmonic oscillator potential in Eq. (4). By keeping the heights of the dots constant
at hL = 36.08 nm and hR = 18.04 nm, respectively, we cover a range of geometries from
cigar-shaped strong confinement QDs to coin-shaped weak confinement QDs as schematically
depicted on the left and right side of Figs. 2 (a) and (b) for the confinement potential and
the QD’s geometric shape.
Fig. 2 (c) and (d) show the dependence of the resonance and ground state energies EL1R0
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and EL0R0 on the the diameter 2r⊥ which were obtained from block relaxation calculations
on the grid system 185 5 5 with the Coulomb potential constructed from 4300 SPPs. These
energies were shifted by setting the energy of the first continuum state EL0C = 0 meV which
has a negligible Coulomb interaction energy contribution because electrons are on average
located far apart from each other.
For the energy-to-width relation of the two local two-electron states L0R0 and L1R0 in
Fig. 2 (c) and (d) a weak and a strong confinement regime can be distinguished in which the
slopes of the energy curves are different. For the case of a strong transversal confinement with
2r⊥ < 28.84 nm the energies increase in a below-linear manner and for both states eventually
converge to a saturation value at 2r⊥ → 0. This effect can be rationalized by considering the
electron probability density along x and y as depicted schematically in Fig. 2 (a). As the
QDs become narrower the electron in each QD becomes more and more localized along the
connection axis through the center of both QDs and the effective electron separation reff12
converges towards a nominal distance R ≤ 81.7 nm for 2r⊥ ≤ 6.21 nm and a corresponding
classical estimante of the Coulomb interaction is 1/R = 1.367 a.u. (see Tab. 1). At the
same time the relative position of the Gaussian potential energy levels EL0 , ER0 , and EL1
remains unaffected by the variation of 2r⊥.
Inversely, in the weak confinement regime of 2r⊥ ≥ 28.84 nm the energies decrease
linearly upon increasing 2r⊥. This can again be understood from the lateral electron density
of the broad harmonic oscillator in x and y direction which itself is wide (Fig. 2 (a), left
panel). As a consequence the electrons on neighboring vertically stacked QDs separated by
the distance R in the z direction can avoid each other efficiently by establishing an effective
longer distance of reff12 > R among them as schematically illustrated in Fig. 2 (b). Hence, the
effective Coulomb interaction 1/reff12 between the electrons is considerably smaller than 1/R
and so is the total energy of the localized states. For an infinitely wide harmonic oscillator
confinement, which means a stacking of two quantum films rather than quantum dots, we
would expect the two-electron state energies to drop down to the respective energy without
Coulomb interaction as was analyzed in our first paper of this series.18 For an example case
of 2r⊥ = 2884 nm we do, however, still obtain for the L0R0 state a Coulomb energy of
EC = 0.142 a.u. which connects to r
eff
12 = 785 nm.
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One last aspect regarding the weak limit of the transversal confinement 2r⊥ is that higher
excited states in x and y come into play within the energy interval of about 10 − 20 meV
relevant for ICD. However, due to symmetry reasons these states are not occupied during
the ICD process and thus they do not influence the physics here. They only have an impact
on the states obtained in the block relaxation calculation: when in the weak confinement
regime a large number of such states with energies separated only by very small energy
differences appears then the calculation starts to suffer from convergence failures. Theses
are particularly severe for the resonance state which, for small 2r⊥, is no longer among the
first 20-30 states but far above.
Electron Dynamics
In this part we present the results for the electron dynamics calculations of the ICD process
under variation of the widths of the QDs defined through their transversal confinement
potential V (x, y). These propagations start from an L1R0 resonance wave function which
evolves in time as can be seen from the exponential decay of the squared autocorrelation
function (Eq. (1)) shown in a logarithmic representation in Fig. 3 for the system of our
previous studies (2r⊥=28.84 nm, solid line, default) and the smallest and highest 2r⊥ of the
present investigations (dashed lines). Note that at small times the decay is either parabolic
or faster than exponential due to equilibration and therefore not shown. The figure reveals
that for the largest 2r⊥ the decay is slowest and then it is basically identical for the default
and for smaller 2r⊥ although the related harmonic oscillator frequency ω⊥ does not have
a direct impact on any of the quantities in Eq. (2). This key result, the decay rate Γ as
function of the QD widths 2r⊥, is presented in Fig. 2 (e) and Tab. 1.
In the weak confinement regime of 2r⊥ ≥ 28.84 nm in which the width of the vertically-
arranged QDs becomes larger than their height, the decay rates Γ decrease strongly with
increasing 2r⊥ values. This behavior is parallel to the drop of the resonance state energy
EL1R0 seen in Fig. 2 (d) and of the Coulomb energy EC listed in Tab. 1. Such a behavior
was to be expected: ICD is a process driven by the Coulomb interaction and in the case of a
small one, state energies and decay rates are likewise small, as we have reported in our prior
work in which these quantities were investigated as functions of R.18 The rationalization for
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the lowered Coulomb interaction has been given in the previous section through discussing
reff12 > R. Consequently ICD in this 2r⊥ region slows down as can be deduced from Eq. (2)
if R is replaced by reff12 .
In the strong confinement regime of 2r⊥ < 28.84 nm, the decay rate initially drops slightly
and is then basically independent of 2r⊥ (see Fig. 2 (e)). The effective Coulomb potential
1/reff12 converges for smaller 2r⊥ giving a constant ICD rate. For the peak of Γ around
2r⊥ = 18.17 nm no self-contained explanation is at hand as neither the Coulomb energy
EC has a maximum nor the virtual photon energy Evph a minimum in that range (Tab. 1).
Conclusively, we can say that in all QDs that are either spherical or elongated in binding
direction z the ICD rate is of similar value as in our previous study.18 A further increase of
Γ through variation of 2r⊥ cannot be expected.
Control of ICD by QD Height Variation
Electronic Structure
Another alternative to affect the electronic structure of our quasi one-dimensional model
for two vertically-stacked QDs is height variation of the left cylindrically-shaped QD by
46.59 nm ≥ hL ≥ 28.53 nm through the Gaussian confinement potential parameter 0.15 a.u.
≤ bL ≤ 0.40 a.u. of Fig. 1 and Eq. (4). The range of the parameter hL was selected such
that there are always two one-electron levels in the left potential well. Figs. 4 (a), (b) and
Tab. 2 show that large hL values result in wide inverse Gaussian potentials reflecting high,
cigar-shaped QDs (left panel) whereas small hL values render narrow Gaussian potentials
representing coin-shaped QDs (right panel).
The energies of the L0R0 ground and the L1R0 resonance state as functions of hL, relative
to the energy of the first continuum state L0C are shown in Figs. 4 (d) and (c), respectively.
The ground state energies are basically constant. They only grow by 0.004 meV with de-
creasing hL and then drop by 0.001 meV for hL ≤ 36.08 nm. The reason is that a decrease
of hL leads to an increase of the one-electron level L0 and with that to an increase of the
unshifted EL0R0 by the same amount as the increase of EL0C .
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Compared to the marginal changes of EL0R0 the increase of the L1R0 state energy by
1.214 meV in that respective hL range is considerable. The resonance state raises in energy
with decreasing hL mainly because of the narrowing of the Gaussian well that pushes up
the L1 level considerably more than the L0 level. At the same time the Coulomb interaction
decreases, but only by 0.051 meV, leading to a slight increase of the effective distance reff12
between both electrons by 3.25 nm The interpretation is that electrons in higher and spatially
more delocalized states can avoid each other more effectively then electrons confined more
strongly.
Electron Dynamics
In this section we present the impact of the hL variation on the dynamics of two confined
electrons in the double QD model potential. The decay is displayed in Fig. 3 as dotted lines.
Inspection shows that ICD is more sensitive to hL rather than 2r⊥ variation and that it is
fastest for large hL and slowest for small hL. Γ(hL) is given in Tab. 2 and Fig. 4 (e). It
is apparent that the decay rate Γ almost linearly decreases with increasing hL. This might
appear counter-intuitive because EL1R0 increases at the same time (Fig. 4 (c)) and earlier
we always had connected large EL1R0 with large Γ (see previous section and literature
18).
However, Γ depends on the Coulomb energy EC (Tab. 2) which is indeed larger for large
hL and vice versa. We further observe that as EC changes by 0.05 meV. Γ changes by less
than one order of magnitude, whereas in our previous studies the respective change of Γ was
found to be more dramatic, with variations ranging over four orders of magnitude upon a
change of EC by 0.72 meV.
18 Both observations give us a first hint that Γ is influenced quite
strongly by other quantities rather than by the Coulomb energy EC .
The most obvious candidate for such quantity is the virtual photon energy Evph which
increases with decreasing hL as shown in Tab. 2. According to Eq. (2) it would connect
to the decay rate as Γ ∝ E−4vph if all other quantities in that equation were not affected by
a change in hL. The respective graph is visualized in a doubly logarithmic representation
in Fig. 4 (f). It shows a monotonic decay of Γ with increasing Evph which is first smooth
and linear with a slope of -1.69 for Evph ≤ 5.02 meV. Then it strongly drops and continues
to decrease linearly for Evph > 5.40 meV now with a slope of -18.17. The slopes are in the
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order of magnitude of the anticipated value of −4. Their deviation indicates a more complex
dependence of Γ on hL.
Upon closer inspection two other quantities in Eq. (2), namely the photoionization cross
section σPIR for an electron in the right potential well and the radiative decay rate Γ
rad
L of the
excited state of the L1 electron into the ground state, depend themselves on the energy of the
virtual photon. We calculated an estimate of both quantities based on single-electron wave
functions obtained in this work. The photoionization cross section was obtained according
to
σPIR =
4pi2
3c
· Evph ·
∣∣∣∣〈φvph|µ|φR0〉√∆ε
∣∣∣∣2 (8)
in which the continuum wave function φvph belongs to the state approximately at the energy
Evph + ER0 .
20,48 The continuum has been discretized as in earlier works20 with a density
of continuum states given through ∆ε. σ
PI
R is in the order of magnitude of 0.1 a.u. and
monotonically decreases with bL more quickly than Γ.
The radiative decay rate was estimated according to18
ΓradL =
4E3vph
3c3
|〈φL1 |µ|φL0〉|2 . (9)
It turns out to be in the order of 10−8 a.u. and to monotonically increase with bL as a
square root function. If we considered Γ/(σPIR · ΓradL ) ∝ Evph in a figure as Fig. 4 (f) the
graph log(Γ/(σPIR · ΓradL )) ∝ X log(Evph) would display unsystematic oscillations rather than
a linear slope of −4. Partly this goes back to the less accurate calculation of the integrals
in Eqs. (8) and (9) compared to the determination of Γ from Eq. (1). Hence, based on
observations we come to the conclusion that Γ depends on bL in a non-trivial way as most
influential quantities, i.e. EL1R0 , Evph, Γ
rad
L , σ
PI
R , and EC , depend on bL. There is, however,
a qualitative argumentation that we can offer which connects to a geometric argument.
The effect that varying the left potential well along the z coordinate has on the decay
rate can be interpreted qualitatively by looking at the illustration of the double QD. In
Figs. 4 (a) and (b) the distance R = 86.68 nm between the minima of the two potential
wells representing the centers of mass of the QDs is identical for all hL. In contrast to
the representations of the model system for different 2r⊥ in Fig. 2 (a) and (b) the effective
distances reff12 between confined electrons are not expected to differ much as hL changes.
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However, the spacing r between the edges of two vertically-arranged QDs increases with
decreasing hL and is a boundary for r
eff
12 . Consequently, the energy transfer becomes slower
with increasing r. In QD materials a spacing r would represent the thickness of a wetting
layer or a barrier between QDs.49,50 Hence, ICD will be fastest through a thin barrier.
Perspectives for Infrared Detection
The possibility to custom-make QD properties by geometry control is the key to the QD’s
success in device applications. For QD ICD in general, where radiation induces and elec-
tron current, we envision application of ICD in energy conversion technology. For the in-
frared light-induced20 conduction-band ICD process discussed here this is a next-generation
QD infrared photodetector. Current QD infrared photodetectors are typically lens-shaped
self-assembled QDs vertically grown in layers.51 As they have many bound levels in the
transversal dimensions that supress ionization, detection is only in the growth direction.
Early detectors used to have several bound states in that direction as well, leading to a
relatively inefficient infrared detection as the few accessible bound-to-continuum transitions
inducing a photocurrent (where the electrons are emitted into the surrounding medium) are
less probable than the bound-to-bound transitions. State-of-art detectors have been fur-
ther miniaturized such that their height is small enough to allow only for a single electronic
level in growth direction.51,52 Such photodetectors operate already more efficiently due to
the lack of an alternative excitation pathway for electrons from this single level52,53 despite
the low transition dipole moment of this bound-to-continuum state transition itself. In QD
ICD infrared light is temporarily exciting a conduction band electron in the left QD from
L0 → L1 in an efficient bound-to-bound transition followed by the likewise efficient ICD
process where an electron current from the second QD is induced.20 This will again lead to
an enhancement of the IR photodetector efficiency, which is the case for all QD geometries
studied, i.e. also for the typical flat-and-wide infrared detector QD geometry. However, here
we show that QD ICD is significantly more efficient in cigar-shaped vertically-aligned QDs,
hence we propose a detector geometry different from the one commonly used.
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CONCLUSIONS
In summary, we have performed electron dynamics calculations with MCTDH in quasi one-
dimensional model potentials representing QDs. Compared to earlier calculations we have
been able to reduce the computation time by a factor of 20 mainly through improvements
of the grid representation and approximation of the Coulomb interaction potential. This
development will be of significant importance as we envision the QD ICD process in all
possible types of QD arrays as laterally-coupled QDs54,55 or colloidal QDs23,24,56 in which
the electronic continuum spans over two or even three spatial dimensions.
Furthermore, we have demonstrated how ICD is controlled by the QD’s geometries. On
the one hand we varied the widths of both QDs at constant heights going from flat objects as
known for etched QDs all the way to cigar-shaped QDs as typically encountered in nanowires.
The decay times were 269 ps and 163 ps, respectively, for GaAs QDs. On the other hand a
variation of the height of the excited QD which is leading to the same frontier geometries,
however with different overall sizes and effective electron-electron distances, gave decay times
of 434 ps for the flatter and 116 ps for the higher, more cigar-like QD. We showed elsewhere
that phonon-mediated decay is not competitive to ICD with this speed.20
Finally, the optimal double QD’s geometry that we would like to propose for a first
experiment on QD ICD to be realized in charged GaAs QDs turns out to have two aligned
cigar-shaped QDs in shortest possible distance from each other. At a separation of 87 nm
optimal diameters are 36 nm. The electron emitting QD shall be 18 nm high, the other
one 36 nm and the decay time will consequently be 116 ps. Such process initiated by IR
light absorption20 may be ground breaking on the way to a device application in infrared
photodetectors.
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APPENDIX
The speedup of MCTDH two-electron calculations on the ICD process in QD arrays sets on
from the quasi one-dimensional QDs of earlier works18–20 in which systematic calculations
would have been forbiddingly time-consuming and foreseeable calculations with a two- or
three-dimensional continuum completely undoable. We optimize the z grid through the grid
size, the CAPs, and the Coulomb integral evaluation for a reduced number of single-particle
potentials (SPPs) and with cutting the Coulomb potential at the coincidence point of both
electrons firstly for the true one-dimensional and then for the full quasi one-dimensional
calculations.
The detailed results of the speedup optimization with comparable accuracy are summa-
rized in Tabs. 3 through 5 with subsequent line numbering. As a measure of accuracy we
consider the ICD rates Γ which are sensitive quantities in the range of a few thousands of
a meV. We furthermore present the deviation ∆Γ in percentage terms from the reference
value of ΓRef = 4.1302 · 10−3 meV obtained from one of our best-converged calculations
(line 32 in Tab. 5). Finally, the real CPU time TProp on a single compute node is given for
a propagation time of 12.8 ps in units of GaAs. TProp is to be understood as indicating a
general trend for the calculations, because it depends to a limited extend on the performance
of the specific processor and the work load of the compute cluster used for each individual
calculation.
In Tabs. 3 and 4 we focus on the grid in z direction and therefore analyze calculations
for an effective one-dimensional system instead of the full quasi one-dimensional system.
The applicability of this grid reduction for testing purposes in a well-converged grid has
extensively been discussed.42,44 Note that the correspondence of quasi one-dimensional and
one-dimensional grids is perfect in the case of a fully-optimized parametrization (lines 3 and
28 (Tab. 5). Here, lines 27 and 1 give an example for a case, where an imperfect correspon-
dence causes a deviation of both Γ from each other which relates to only a limited accuracy
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of the representation of the harmonic oscillator DVR in x, y direction on the quasi one-
dimensional grid by interpolation of eight grid points. It also comes from the low integrator
accuracy of I = 10−6 a.u. (10−5 meV).
The increase of integrator accuracy in lines 2-4 shows the convergence of ∆Γ. For larger
and smaller grids (lines 3 & 4 and 7 & 8, respectively) the stability of calculations with
the integrator accuracy I = 10−6 meV is shown together with the savings in computation
times which motivates the use of this integrator throughout this work. Moreover, in lines 3
through 8 the transition from a larger to a smaller grid i.e. from 320 points on [−L;L] =
[−1084 nm; 1084 nm] to 224 points on [−867 nm; 867 nm] with similar spacings between grid
points (dz = Nz/2L = 0.129 − 0.148) is shown. The Nz = 224 grid is then used to make
further improvements as e.g. shown in lines 6 and 7 where we demonstrate that eight SPFs
instead of ten are sufficient for the convergence of Γ. In lines 9-11 we show for a grid of
L = 1625 nm that the grid density dz should be above 0.111 to maintain accuracy. The
subsequent reduction of the grid then conserves dz = 0.129 in lines 5-8, 12-14. The data in
line 14 shows that the reduction of the grid length has a lower limit for L = 433 nm. This
is well understandable, because the wider of the two QDs has a spatial extension of at least
108 nm, each CAP needs 217 nm thus only 108 nm of space for the continuum electron is
left. As an intermediate result the grid with L = 542 nm and Nz = 140 appears, in terms of
timing and accuracy, desirable. As a further aspect of the grid we tested (lines 15 and 16)
whether a change from the sine to an exponential DVR would bring a gain in computational
effort and turned out not to be the case. The complex absorbing potentials need as well
some careful adjustment. A well-behaved CAP would not influence the decay rates other
than numerically as do all CAPs of different orders n = 2, 3, 4 shown in lines 13, 17, 18 and
of different widths w = 217, 325, 433 nm in lines 12, 15, 19. As all choices of CAPs give
similar accuracy and timing. Thus we finally use a CAP with n = 4 and w = 217 nm.
The next step in the reduction of numerical effort, from which we expect most savings,
is the approximation in the expression of the Coulomb potential by using the POTFIT
algorithm.28,57,58 An initial major test is made with the one-dimensional system (Nz = 140,
line 13). We find that a reduction of the number of SPPs (mκ) leads to a low accuracy
potential expansion. As we notice, most of the eigenvalues (natural weights) in the expansion
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are large, reflecting a somewhat sparse grid. Hence, a reduction of the number of SPPs should
lead to a decrease in computation time at the prize of a decrease in the quality of the potential
and, in turn, to a worsening of the quality of our observable ∆Γ which is not significant for
mκ = 130 (line 20) but very severe for mκ = 80 (line 21). Counter-intuitively, computation
time increases due to the overlay with a second effect, the computation accuracy.
At this point, it is noticed that the used primitive grid leads to far too energetic regions
of the potential which are not sampled by the wave function. Hence, we applied a cut on
the potential near the coalescence point of both electrons, i.e. for r12 → 0, to a maximum
value of 10.30 meV as the ICD electrons never get close together (line 22). Moreover, such
an energy cut exceeds the Coulomb energy contribution to the total energies. Instead, with
a lower energy cut of 5.16 meV considerable deviations of Γ were observed (line 23). With
the Coulomb potential truncated at 10.30 meV we turn to a slightly larger grid of 185 points
again (lines 24-26) for which the reduction of SPPs did then give the anticipated improvement
on the computation time without a loss of accuracy for Γ. It should be remarked that we
envisage the use of the new Multigrid POTFIT method59 to deal with the issues associated
with the increase in the number of dimensions or electrons, i.e. the grid size.
Finally, we turn to the quasi one-dimensional two-electron system again and present
the results in Tab. 5. Here we proceed in accordance with the improvements applied to
the grid and the Coulomb potential in the one-dimensional system. As a start, we use a
calculation (line 28) in which two technical changes are being made compared to the original
data18 in line 27 to obtain a more accurate Γ on the same grid. One is the use of a more
accurate integrator, that requires, however, a longer CPU time, the other is a more accurate
definition of the harmonic oscillator DVR. Originally it had been defined on a fixed interval
on which the parabolic potential had been interpolated along the DVR points.18 Here, we
define this parabolic potential through its analytical form. For such a representation three
DVR points would theoretically be enough. However, it appears that five are needed for
numerical stability. The gain in CPU time by nearly a factor of six upon reduction of the
harmonic oscillator DVR can be deduced from lines 29 and 30 for the z grid of 140 sine
DVRs. In the last lines (31-33) the 185 5 5 grid has been used along with the previously
established parametrization for the fitted Coulomb potential (vcut = 10.30 meV and mκ
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reduction) at good accuracy and shorter CPU times.
Due to favorable timings, a high accuracy, and a feasible utilization in two-dimensional,
quasi two-dimensional, and three-dimensional calculations, we made vcut = 10.30 meV and
mκ = 4300 the standard for all calculations in this work (line 33). The speedup of propagation
calculations compared to our old standard (line 27) is by a factor of about 20, i.e. by more
than one order of magnitude. Note, that POTFIT itself is faster by a factor of 300, the
calculation of the initial state by a factor of 150.
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Figure 1: Two complementary schematic representations of a vertical double QD. In the
figure’s center the geometric representation of the QDs as cylindrical objects with widths
2r⊥ in the transversal x and y direction and with heights hL,R for the left and right QD
in the longitudinal z direction is shown. The corresponding electron confinement potential
representations are depicted at the bottom and on the right side of the graph connected by
dashed lines. The transversal potential is a harmonic oscillator confinement with frequency
ω⊥, the longitudinal one a Gaussian confinement for each QD with width parameter bL,R.
The ICD process is indicated in the Gaussian wells, where the electrons are represented by
points and their concerted motion by thick arrows.
Figure 2: (a) Schematic representation of the weak (left) and strong (right) harmonic os-
cillator confinement potential in x and y and the respective lowest energy wave function in
that coordinate for small and large ω⊥ in comparison to a constant Gaussian confinement in
the z coordinate. (b) Illustration of two wide (left panel) and narrow (right panel) vertically
arranged QDs with a nominal distance R in the weak and strong confinement regime, respec-
tively. An effective near-maximum electron-electron distance reff12 is indicated for both cases.
Relative energies of the two-electron resonance state L1R0 (c) and the two-electron ground
state L0R0 (d) with respect to the ionization threshold at EL0C = 0 meV as a function of
2r⊥. (e) ICD rate Γ of the resonance L1R0 state as function of 2r⊥.
Figure 3: Decay of the modulus squared autocorrelation function |a(t)|2 of the L1R0 state
on a logarithmic scale as a function of time for the default geometry (solid line) and four
different frontier geometries (dashed lines for width and dotted lines for height variation).
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Figure 4: (a) Schematic representation of the weak (left) and strong (right) Gaussian con-
finement potential in z and the respective L0 single-electron wave function for small and large
bL in comparison to a constant parabolic confinement in x and y. (b) Illustration of two
vertically arranged QDs with a nominal distance R for a high (left panel) and a flat (right
panel) left QD. An effective near-maximum electron-electron distance reff12 and the spacing
r between the two vertically arranged QDs are indicated in both cases. Relative energies of
the two-electron resonance state L1R0 (c) and the two-electron ground state L0R0 (d) with
respect to the ionization threshold at EL0C = 0 meV as a function of hL. (e) ICD rate Γ
of the resonance L1R0 state as function of hL. (f) Double logarithmic representation of the
ICD rate Γ as function of the virtual photon energy Evph (dashed line). Also shown are
results of least-squares fits to a E−nvph behavior. For 4.44 meV ≤ Evph ≤ 5.02 meV the fitted
line shown behaves as Γ ∝ E−1.69vph , for 5.40 meV ≤ Evph ≤ 5.65 a.u. as Γ ∝ E−18.2vph .
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ω⊥/a.u. 2r⊥/nm Evph EC Γ τ/ps
0.2 84.32 5.160 1.286 2.451 268.54
0.3 64.35 5.162 1.286 3.060 215.07
0.4 53.12 5.166 1.304 3.550 185.42
0.5 45.78 5.169 1.315 3.798 172.39
0.7 36.58 5.171 1.329 4.029 163.38
1.0 28.84 5.174 1.341 4.115 159.95
2.0 18.17 5.189 1.355 4.144 158.84
5.0 9.86 5.178 1.364 4.051 162.47
7.0 7.88 5.179 1.365 4.051 162.47
10.0 6.21 5.180 1.367 4.028 163.41
Table 1: Varying general harmonic oscillator confinement widths ω⊥ and corresponding GaAs
quantitites: diameters 2r⊥ in x and y direction, virtual photon Evph and Coulomb energies
EC in meV, ICD decay rates Γ/10
−3 in meV, and decay times τ .
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bL/a.u. hL/nm EL0 EL1 Evph EC Γ τ/ps
0.150 46.59 −7.772 −3.375 4.438 1.351 5.691 115.65
0.175 43.13 −7.595 −2.973 4.673 1.354 5.171 127.28
0.200 40.34 −7.433 −2.616 4.862 1.345 4.878 134.92
0.225 38.04 −7.284 −2.298 5.023 1.335 4.606 142.91
0.250 36.08 −7.145 −2.014 5.174 1.341 4.115 159.95
0.275 34.41 −7.016 −1.760 5.295 1.337 3.646 180.52
0.300 32.94 −6.894 −1.532 5.397 1.331 3.075 214.01
0.325 31.65 −6.780 −1.327 5.480 1.323 2.485 264.82
0.350 30.50 −6.671 −1.142 5.557 1.324 1.941 339.01
0.375 29.46 −6.568 −0.975 5.605 1.309 1.518 433.56
Table 2: Varying general inverse Gaussian confinement widths bL and corresponding GaAs
quantitites: heights hL in z direction, energies (in meV) of both one-electron bound states of
the QD, EL0 and EL1 , the virtual photon Evph and the Coulomb interaction EC , ICD rates
Γ/10−3 in meV, and decay times τ for GaAs QDs are also presented.
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line Nz L Parameters Γ ∆Γ TProp
1 320 1084 I ≤ 10−5 4.4155 6.91 20 m
2 320 1084 I = 10−4, 8 SPFs 4.2116 1.97 28 m
3 320 1084 I = 10−6, 8 SPFs 4.0932 -0.90 23 m
4 320 1084 I = 10−8, 8 SPFs 4.1094 -0.50 54 m
5 280 1084 dz = 0.129 4.1121 -0.44 48 m
6 224 867 dz = 0.129, I = 10
−8, 8 SPFs 4.1055 -0.60 20 m
7 224 867 dz = 0.129, I = 10
−8, 10 SPFs 4.1077 -0.54 56 m
8 224 867 dz = 0.129, I = 10
−6, 10 SPFs 4.1049 -0.61 36 m
9 520 1625 dz = 0.160 4.1098 -0.49 145 m
10 400 1625 dz = 0.123 4.1113 -0.46 80 m
11 360 1625 dz = 0.111 4.3899 6.29 58 m
12 168 650 dz = 0.129, n = 2, w = 217 4.0937 -0.88 19 m
13 140 542 dz = 0.129, n = 2 4.1041 -0.63 11 m
14 112 433 dz = 0.129 4.1427 0.30 9 m
Table 3: For the effective one-dimensional grid the decay rate Γ/10−3 meV, its accuracy
∆Γ/%, and the computation time used for propagations TProp in hours h and minutes m
are displayed for Ni grid points in the ith direction, grid lengths L/nm, integrator accuracy
I/meV, number of SPFs, grid point density dz, CAP order n and widths w/nm.
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line Nz L Parameters Γ ∆Γ TProp
15 168 650 n = 2, w = 325 4.0994 -0.75 14 m
16 169 650 n = 2, w = 325, EXP 4.1254 -0.11 45 m
17 140 542 n = 3 4.1213 -0.21 16 m
18 140 542 n = 4 4.1094 -0.50 16 m
19 168 650 n = 2, w = 433 4.1049 -0.61 14 m
20 140 542 mκ = 130 4.1109 -0.47 48 m
21 140 542 mκ = 80 3.8196 -7.52 32 m
22 140 542 mκ = Nz, vcut = 10.30 4.0997 -0.74 32 m
23 140 542 mκ = Nz, vcut = 5.16 4.4069 6.70 32 m
24 185 542 mκ = 185 4.1030 -0.66 20 m
25 185 542 mκ = 172 4.1016 -0.69 20 m
26 185 542 mκ = 127 4.0979 -0.78 11 m
Table 4: For the effective one-dimensional grid the decay rate Γ/10−3 meV, its accuracy
∆Γ/%, and the computation time used for propagations TProp in hours h and minutes m
are displayed for Ni grid points in the ith direction, grid lengths L/nm, exponential DVR
(EXP), CAP order n and widths w/nm, number of SPPs mκ, and cutoff vcut/meV for
Coulomb potential.
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line Nz L Nx,y Parameters Γ ∆Γ TProp
27 320 1084 8a previous,18 I ≤ 10−5 4.2859 3.77 2119 h
28 320 1084 8 I = 10−6 4.1000 -0.73 3096 h
29 140 542 8 4.1055 -0.60 427 h
30 140 542 5 4.1005 -0.72 75 h
31 185 542 5 4.0843 -1.11 134 h
32 185 542 5 vcut = 10.30, mκ = 4300 4.1302 0.00 100 h
33 185 542 5 vcut = 10.30, mκ = 1181 4.1640 0.82 39 h
a This harmonic oscillator DVR was defined on eight grid points by interpolation.
Table 5: For the quasi one-dimensional grid the decay rate Γ/10−3 meV, its accuracy ∆Γ, and
the computation time used for propagations TProp in hours h and minutes m are displayed for
Ni grid points in the ith direction, grid lengths L/nm, integrator accuracy I/meV, number
of SPPs mκ, and cutoff vcut/meV for Coulomb potential.
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