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Abstract
The purpose of this paper is to revisit two problems discussed previously in the literature, both related
to the commutativity property P1P2 = P2P1, where P1 and P2 denote projectors (i.e., idempotent matri-
ces). The first problem was considered by Baksalary et al. [J.K. Baksalary, O.M. Baksalary, T. Szulc,
A property of orthogonal projectors, Linear Algebra Appl. 354 (2002) 35–39], who have shown that if
P1 and P2 are orthogonal projectors (i.e., Hermitian idempotent matrices), then in all nontrivial cases
a product of any length having P1 and P2 as its factors occurring alternately is equal to another such
product if and only if P1 and P2 commute. In the present paper a generalization of this result is proposed
and validity of the equivalence between commutativity property and any equality involving two linear
combinations of two any length products having orthogonal projectors P1 and P2 as their factors occur-
ring alternately is investigated. The second problem discussed in this paper concerns specific generalized
inverses of the sum P1 + P2 and the difference P1 − P2 of (not necessary orthogonal) commuting projec-
tors P1 and P2. The results obtained supplement those provided in Section 4 of Baksalary and Baksalary
[J.K. Baksalary, O.M. Baksalary, Commutativity of projectors, Linear Algebra Appl. 341 (2002) 129–
142].
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1. Introduction
Let C and Cm,n denote the set of complex numbers and the set of m × n complex matrices,
respectively. The symbolsCPn andCOPn will stand for two subsets ofCn,n consisting of projectors
(idempotent matrices), i.e.,
CPn = {P ∈ Cn,n: P2 = P},
and orthogonal projectors (Hermitian idempotent matrices), i.e.,
COPn = {P ∈ Cn,n: P2 = P = P∗},
where P∗ is the conjugate transpose of P. Moreover, for a given matrix K ∈ Cm,n, the symbol
K{1} will be the set of generalized inverses of K, i.e.,
K{1} = {G ∈ Cn,m: KGK = K}. (1.1)
Considerations of the present paper involve a pair of projectors P1 and P2 and are focused on
the essential property of such a pair, namely, the commutativity
P1P2 = P2P1. (1.2)
It is known that equality (1.2) referred to P1, P2 ∈ COPn plays an essential role in certain problems
originating from mathematical statistics (see e.g., Section 3 in [1]). Encouraged by this fact,
Baksalary [1, Theorem] provided the list of 45 conditions equivalent to the commutativity of two
orthogonal projectors.
The purpose of the present paper is to revisit two problems originally discussed in [1] and
afterwards reconsidered in the literature. The first of them concerns the result given by Baksalary
et al. [4, Theorem] who have shown that if P1, P2 ∈ COPn , then in all nontrivial cases a product of
any length having P1 and P2 as its factors occurring alternately is equal to another such product
if and only if P1 and P2 commute, in which case all products involving P1 and P2 reduce to the
orthogonal projector P1P2 (= P2P1). In Section 2 we propose a generalization of this result and
investigate validity of the equivalence between commutativity of projectors P1, P2 ∈ COPn and
any equality involving two linear combinations of two products of any length having P1 and P2
as their factors occurring alternately.
The second problem considered in the present paper refers to the relationship between condition
(1.2) and specific forms of generalized inverses of the sum P1 + P2 and the difference P1 − P2
of P1, P2 ∈ CPn . From part (A1) ⇔ (A18) of Theorem in [1] it follows that, if P1, P2 ∈ COPn , then
P1P2 = P2P1 ⇔ P1 + P2 − 32P1P2 ∈ (P1 + P2){1}, (1.3)
where the set (P1 + P2){1} is understood in accordance with (1.1). Inspired by this result,
Baksalary and Baksalary [2, Theorem 4.1] have shown that when P1 and P2 are not necessarily
orthogonal projectors, then (1.2), while still being sufficient, is no longer necessary for the
inclusion on the right-hand side of (1.3) to hold, i.e., if P1, P2 ∈ CPn , then
P1P2 = P2P1 ⇒ P1 + P2 − 32P1P2 ∈ (P1 + P2){1}. (1.4)
Continuing investigations on similar characterizations of the commutativity property, Baksalary
and Baksalary [2] obtained also counterparts of relationships (1.3) and (1.4) which refer to certain
generalized inverse of the difference P1 − P2. According to their Theorem 4.2, if P1, P2 ∈ COPn ,
then
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P1P2 = P2P1 ⇔ P1 − P2 − P1P2 ∈ (P1 − P2){1}, (1.5)
whereas, if P1, P2 ∈ CPn , then
P1P2 = P2P1 ⇒ P1 − P2 − P1P2 ∈ (P1 − P2){1}. (1.6)
Results contained in Section 3 of the present paper supplement the considerations provided in
Section 4 of Baksalary and Baksalary [2]. They shed light on the roles played by the matri-
ces P1 + P2 − 32 P1P2 (appearing on the right-hand sides of (1.3) and (1.4)) and P1 − P2 −
P1P2 (appearing on the right-hand sides of (1.5) and (1.6)) in the subsets of (P1 + P2){1} and
(P1 − P2){1}, respectively, consisting of matrices of the form c1P1 + c2P2 + c3P1P2, where
c1, c2, c3 ∈ C.
2. Results referring to products of orthogonal projectors
We begin this section with two already known results. First we recall Theorem in [4].
Theorem 2.1. Let P(m;i) denote an m-factor product of P1, P2 ∈ COPn , with Pi being the first
factor and Pi , Pj occurring alternately, i, j = 1, 2; i /= j. Then the following statements are
equivalent:
(a) P(p;i) = P(q;j) for some p, q  2 and some i, j ∈ {1, 2} (except for the trivial case where
simultaneously p = q and i = j),
(b) P1P2 = P2P1,
(c) P(p;i) = P(q;j) for every p, q  2 and i, j ∈ {1, 2}.
Baksalary et al. [6] have generalized Theorem 2.1 by replacing the product occurring on the
left-hand side (say) of the equalities in parts (a) and (c) by an affine combination of two products
of such a type. This result is restated in the following.
Theorem 2.2. Let c1, c2 ∈ C be nonzero and such that c1 + c2 = 1 and let P(m;i) denote an m-
factor product of P1, P2 ∈ COPn , with Pi being the first factor and Pi , Pj occurring alternately,
i, j = 1, 2; i /= j. Then the following statements are equivalent:
(a) c1P(p1;i1) + c2P(p2;i2) = P(q;j) for some p1, p2, q  2 and some i1, i2, j ∈ {1, 2}, exclud-
ing the situations where p1, p2, and q are all even or all odd and, simultaneously, i1 =
i2 = j,
(b) P1P2 = P2P1,
(c) c1P(p1;i1) + c2P(p2;i2) = P(q;j) for every p1, p2, q  2 and i1, i2, j ∈ {1, 2}.
The next result shows that Theorem 2.2 (and thus also Theorem 2.1) can actually be gen-
eralized further by replacing the equality occurring in its parts (a) and (c) by the equality
c1P(p1;i1) + c2P(p2;i2) = c3P(p3;i3) + c4P(p4;i4) such that scalars ck ∈ C, k = 1, . . . , 4, satisfy
condition c1 + c2 = c3 + c4. This original result is given below as Theorem 2.3 and is fol-
lowed by two comments. The first of them refers to the role played by the assumption im-
posed on scalars ck , k = 1, . . . , 4, and the second, by pointing out the particular situations,
in which this theorem covers Theorems 2.1 and 2.2, shows that the generalization obtained is
essential.
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Theorem 2.3. Let ck ∈ C, k = 1, . . . , 4, be nonzero and such that c1 + c2 = c3 + c4 and let
P(m;i) denote an m-factor product of P1, P2 ∈ COPn , with Pi being the first factor and Pi , Pj
occurring alternately, i, j = 1, 2; i /= j. Then the following statements are equivalent:
(a) c1P(p1;i1) + c2P(p2;i2) = c3P(p3;i3) + c4P(p4;i4) for some pk  2 and some ik ∈ {1, 2}, k =
1, . . . , 4, excluding the situations in which: (i) ik, k = 1, . . . , 4, form two pairs of equal
indexes (i.e., ia = ib, ic = id for some different a, b, c, d ∈ {1, 2, 3, 4}) and, alternatively,
pk, k = 1, . . . , 4, are all even or all odd; (ii) i1 = i2, i3 = i4 and p1, p2 are even (or odd)
while p3, p4 are odd (or even); (iii) either i1 = i3, i2 = i4 and p1, p3 are even (or odd)
while p2, p4 are odd (or even) or i1 = i4, i2 = i3 and p1, p4 are even (or odd) while p2,
p3 are odd (or even),
(b) P1P2 = P2P1,
(c) c1P(p1;i1) + c2P(p2;i2) = c3P(p3;i3) + c4P(p4;i4) for every pk  2 and ik ∈ {1, 2}, k =
1, . . . , 4.
Proof. It is clear that (1.2) implies the equalities P(m;i) = P1P2 and P(m;j) = P1P2 for every
m  2 and any i, j ∈ {1, 2}. Hence it follows immediately that, under the assumption c1 + c2 =
c3 + c4, part (b) of Theorem 2.3 entails its part (c). Since the implication (c) ⇒ (a) holds trivially,
it remains to analyze the relationship (a) ⇒ (b). In order to do so, first we will list all equalities
originating from the equality in part (a). Notice that taking into account evenness and oddness of
the number of factors occurring in the four products involved in this equality and, whenever of
importance, also relative distributions of those products, exactly six disjoint situations are possible:
(i) all products have even number of factors, (ii) three products have even number of factors and
one has odd number of factors, (iii) two products – located on the same side of the equality under
consideration – have even number of factors and two – located on the other side – have odd number
of factors, (iv) two products – located on different sides of the equality under consideration – have
even number of factors and two – also located on different sides – have odd number of factors, (v)
one product has even number of factors and three have odd number of factors, (vi) all products
have odd number of factors. Consequently, introducing the notation p1 = 2s or p1 = 2s + 1,
p2 = 2t or p2 = 2t + 1, p3 = 2u or p3 = 2u + 1, p4 = 2v or p4 = 2v + 1, with s, t, u, and v
being positive integers, we can restrict considerations to the following realizations of situations
(i)–(vi):
c1P(2s;i1) + c2P(2t;i2) = c3P(2u;i3) + c4P(2v;i4), (2.1)
c1P(2s;i1) + c2P(2t;i2) = c3P(2u;i3) + c4P(2v+1;i4), (2.2)
c1P(2s;i1) + c2P(2t;i2) = c3P(2u+1;i3) + c4P(2v+1;i4), (2.3)
c1P(2s;i1) + c2P(2t+1;i2) = c3P(2u;i3) + c4P(2v+1;i4), (2.4)
c1P(2s;i1) + c2P(2t+1;i2) = c3P(2u+1;i3) + c4P(2v+1;i4), (2.5)
c1P(2s+1;i1) + c2P(2t+1;i2) = c3P(2u+1;i3) + c4P(2v+1;i4). (2.6)
From each of relationships (2.1)–(2.6) a certain set of equalities, obtained by substituting all
possible combinations of indexes ik ∈ {1, 2}, k = 1, . . . , 4, follows. However, utilizing indexes
i, j = 1, 2, i /= j , we can restrict considerations regarding each set to the equalities which cor-
respond to the qualitatively different situations only. For instance, relationship (2.1) covers four
such situations, which may be characterized by the equalities:
O.M. Baksalary, P. Kik / Linear Algebra and its Applications 417 (2006) 31–41 35
c1P(2s;i) + c2P(2t;i) = c3P(2u;i) + c4P(2v;i), (2.7)
c1P(2s;i) + c2P(2t;i) = c3P(2u;i) + c4P(2v;j), (2.8)
c1P(2s;i) + c2P(2t;i) = c3P(2u;j) + c4P(2v;j), (2.9)
c1P(2s;i) + c2P(2t;j) = c3P(2u;i) + c4P(2v;j). (2.10)
Similarly, from relationship (2.2) we obtain six equalities:
c1P(2s;i) + c2P(2t;i) = c3P(2u;i) + c4P(2v+1;i), (2.11)
c1P(2s;i) + c2P(2t;i) = c3P(2u;i) + c4P(2v+1;j), (2.12)
c1P(2s;i) + c2P(2t;i) = c3P(2u;j) + c4P(2v+1;i), (2.13)
c1P(2s;i) + c2P(2t;i) = c3P(2u;j) + c4P(2v+1;j), (2.14)
c1P(2s;i) + c2P(2t;j) = c3P(2u;i) + c4P(2v+1;i), (2.15)
c1P(2s;i) + c2P(2t;j) = c3P(2u;i) + c4P(2v+1;j), (2.16)
whereas (2.3) leads to additional five:
c1P(2s;i) + c2P(2t;i) = c3P(2u+1;i) + c4P(2v+1;i), (2.17)
c1P(2s;i) + c2P(2t;i) = c3P(2u+1;i) + c4P(2v+1;j), (2.18)
c1P(2s;i) + c2P(2t;i) = c3P(2u+1;j) + c4P(2v+1;j), (2.19)
c1P(2s;i) + c2P(2t;j) = c3P(2u+1;i) + c4P(2v+1;i), (2.20)
c1P(2s;i) + c2P(2t;j) = c3P(2u+1;i) + c4P(2v+1;j). (2.21)
Further, from each of relationships (2.4) and (2.5) six equalities follow. Namely, the former of
them leads to
c1P(2s;i) + c2P(2t+1;i) = c3P(2u;i) + c4P(2v+1;i), (2.22)
c1P(2s;i) + c2P(2t+1;i) = c3P(2u;i) + c4P(2v+1;j), (2.23)
c1P(2s;i) + c2P(2t+1;i) = c3P(2u;j) + c4P(2v+1;i), (2.24)
c1P(2s;i) + c2P(2t+1;i) = c3P(2u;j) + c4P(2v+1;j), (2.25)
c1P(2s;i) + c2P(2t+1;j) = c3P(2u;i) + c4P(2v+1;j), (2.26)
c1P(2s;i) + c2P(2t+1;j) = c3P(2u;j) + c4P(2v+1;i), (2.27)
while the latter to
c1P(2s;i) + c2P(2t+1;i) = c3P(2u+1;i) + c4P(2v+1;i), (2.28)
c1P(2s;i) + c2P(2t+1;i) = c3P(2u+1;i) + c4P(2v+1;j), (2.29)
c1P(2s;i) + c2P(2t+1;i) = c3P(2u+1;j) + c4P(2v+1;j), (2.30)
c1P(2s;i) + c2P(2t+1;j) = c3P(2u+1;i) + c4P(2v+1;i), (2.31)
c1P(2s;i) + c2P(2t+1;j) = c3P(2u+1;i) + c4P(2v+1;j), (2.32)
c1P(2s;i) + c2P(2t+1;j) = c3P(2u+1;j) + c4P(2v+1;j). (2.33)
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Finally, from relationship (2.6) we obtain four additional equalities:
c1P(2s+1;i) + c2P(2t+1;i) = c3P(2u+1;i) + c4P(2v+1;i), (2.34)
c1P(2s+1;i) + c2P(2t+1;i) = c3P(2u+1;i) + c4P(2v+1;j), (2.35)
c1P(2s+1;i) + c2P(2t+1;i) = c3P(2u+1;j) + c4P(2v+1;j), (2.36)
c1P(2s+1;i) + c2P(2t+1;j) = c3P(2u+1;i) + c4P(2v+1;j). (2.37)
First we will show that 10 of the above 31 equalities (i.e., those covered by characterizations
(i)–(iii) in part (a) of the theorem) in general do not ensure the commutativity of P1 and P2. For
example, let
P1 =
(
1 0
0 0
)
and P2 =
(
1
2
1
2
1
2
1
2
)
, (2.38)
and consider the equalities
c1P(4;1) + c2P(6;1) = c3P(2;1) + c4P(8;1), (2.39)
c1P(4;1) + c2P(6;2) = c3P(2;1) + c4P(8;2), (2.40)
c1P(4;1) + c2P(3;1) = c3P(2;1) + c4P(5;1), (2.41)
c1P(4;1) + c2P(3;2) = c3P(2;1) + c4P(5;2), (2.42)
c1P(5;1) + c2P(7;1) = c3P(3;1) + c4P(9;1), (2.43)
c1P(5;1) + c2P(5;2) = c3P(3;1) + c4P(7;2), (2.44)
which are particular forms of (2.7), (2.10), (2.22), (2.26), (2.34), and (2.37), respectively. For
c1 = 2, c2 = 1, c3 = 1, and c4 = 2, clearly satisfying c1 + c2 = c3 + c4, all equalities (2.39)–
(2.44) are fulfilled although P1P2 /= P2P1. Similarly, the particular forms of equalities (2.9),
(2.17), (2.19), and (2.36):
c1P(4;1) + c2P(2;1) = c3P(6;2) + c4P(8;2),
c1P(4;1) + c2P(2;1) = c3P(7;1) + c4P(9;1),
c1P(4;1) + c2P(2;1) = c3P(5;2) + c4P(7;2),
c1P(5;1) + c2P(3;1) = c3P(5;2) + c4P(7;2),
respectively, are fulfilled for c1 = −2, c2 = 1, c3 = 1, c4 = −2, and the projectors P1 and P2
given in (2.38), which do not commute.
The next step of the proof is to establish the validity of (1.2) in the remaining 21 cases. An
essential role in this part is played by the observation that, for any positive integer l and i, j = 1, 2,
i /= j ,
PiP(2l;i) = P(2l;i) = P(2l;i)Pj , (2.45)
PiP(2l+1;i) = P(2l+1;i) = P(2l+1;i)Pi , (2.46)
PiP(2l;j) = P(2l+1;i) = P(2l;i)Pi , (2.47)
PiP(2l+1;j) = P(2l+2;i) = P(2l+1;i)Pj . (2.48)
Moreover, when considering subsequent cases we will utilize the fact that scalars ck , k = 1, . . . , 4,
are assumed to be nonzero.
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First consider cases in which the assumption c1 /= 0 is essential. Then, utilizing the second
parts of (2.46) and (2.47), it follows that comparing (2.28) with the corresponding version of this
equality obtained by postmultiplying by Pi leads to
P(2s+1;i) = P(2s;i). (2.49)
Moreover, on account of the first parts of (2.46) and (2.47), it follows that comparing (2.33) with
the corresponding version of this equality obtained by premultiplying by Pj gives
P(2s+1;j) = P(2s;i). (2.50)
Next we refer to the fact that c2 is nonzero. Then, in view of the first parts of (2.45)–(2.47),
it follows that comparing (2.15) or (2.20) with the corresponding versions of these equalities
obtained by premultiplying by Pi yields
P(2t+1;i) = P(2t;j). (2.51)
Another observation is that, from the second parts of (2.45)–(2.47), it follows that comparing
(2.16) with the corresponding version of this equality obtained by postmultiplying by Pj entails
P(2t+1;j) = P(2t;j). (2.52)
In addition notice that, on account of the second parts of (2.45), (2.46), and (2.48), it follows
that comparing (2.23) or (2.30) with the corresponding versions of these equalities obtained by
postmultiplying by Pj leads to
P(2t+2;i) = P(2t+1;i), (2.53)
while, on account of the first parts of these relations, it follows that comparing (2.31) with the
corresponding version of this equality obtained by premultiplying by Pi gives
P(2t+2;i) = P(2t+1;j). (2.54)
Now condition c3 /= 0 comes to the game. Under such assumption, it is seen that, utilizing
the first parts of (2.45)–(2.47), it follows that comparing (2.13) or (2.24) with the corresponding
versions of these equalities obtained by premultiplying by Pi yields
P(2u+1;i) = P(2u;j). (2.55)
Next, from the second parts of (2.45)–(2.47), it follows that comparing (2.14) with the corre-
sponding version of this equality obtained by postmultiplying by Pj entails
P(2u+1;j) = P(2u;j). (2.56)
Another consequence of the fact that c3 is nonzero is that, on account of the second parts of (2.45),
(2.46), and (2.48), it follows that comparing (2.32) with the corresponding version of this equality
obtained by postmultiplying by Pj leads to
P(2u+2;i) = P(2u+1;i). (2.57)
Finally we utilize the fact that c4 is nonzero. Then, in view of the first parts of (2.45) and
(2.47), it follows that comparing (2.8) with the corresponding version of this equality obtained
by premultiplying by Pi gives
P(2v+1;i) = P(2v;j). (2.58)
Moreover, from the second parts of (2.45) and (2.48), it follows that comparing (2.11) with the
corresponding version of this equality obtained by postmultiplying by Pj yields
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P(2v+2;i) = P(2v+1;i). (2.59)
In addition, referring to the first parts of (2.45) and (2.48), it follows that comparing (2.12) with
the corresponding version of this equality obtained by premultiplying by Pi entails
P(2v+2;i) = P(2v+1;j). (2.60)
The same equality follows when the first parts of (2.45) and (2.48), are replaced by the first parts
of (2.45), (2.46), and (2.48) and (2.12) is replaced by (2.18) or (2.29) and when (2.45) is replaced
by (2.46) and (2.12) is replaced by (2.35).
Considerations concerning the last three equalities, namely (2.21), (2.25), and (2.27), utilize
different arguments than those above. First observe that premultiplying (2.21) by Pi and combining
obtained quality with the original one leads to
c2[P(2t;j) − P(2t+1;i)] = c4[P(2v+1;j) − P(2v+2;i)]. (2.61)
In view of the relations
tr[P(2t+1;i)] = tr[PiP(2t;j)] = tr[P(2t;j)Pi] = tr[P(2t;j)],
where tr[·] denotes trace of a matrix argument, and the assumption c4 /= 0, taking traces on both
sides of (2.61) gives
tr[P(2v+1;j) − P(2v+2;i)] = 0. (2.62)
Since P(2v+1;j) − P(2v+2;i) = (In − Pi )P(2v+1;j) and P(2v+1;j) = P(v+1;j)P ∗(v+1;j), where In de-
notes the identity matrix of order n, it follows that the difference of matrices in (2.62) is a product
of two nonnegative definite Hermitian matrices, and therefore has its trace equal to zero if and
only if it is the zero matrix, which coincides with (2.60). Actually, the same condition is implied
by (2.25), for its proof follows the same lines as the one referring to (2.21) with index t replaced by
u and c2, c4 replaced by c3, −c4, respectively. For the proof of (2.27) observe that premultiplying
this equality by Pi and combining obtained condition with the original one leads to
c3[P(2u;j) − P(2u+1;i)] = c2[P(2t+1;j) − P(2t+2;i)]. (2.63)
Clearly, equality (2.63) can be obtained from (2.61) by replacing indexes t, v by u, t and scalars
c2, c4 by c3, c2, respectively. Hence, it follows that (2.27) entails (2.54).
The proof is concluded by the observation that according to Theorem 2.1 each of equalities
(2.49)–(2.60) implies P1P2 = P2P1. 
As already mentioned, Theorem 2.3 is followed by two comments. The first of them is the
observation that the assumption c1 + c2 = c3 + c4 plays an essential role in the considerations,
for without it the implication (b) ⇒ (c) in general does not hold. For instance, if P1 is the identity
matrix of order 2 and P2 is chosen as in (2.38), then clearly P1P2 = P2P1 and the equality in (c)
simplifies to (c1 + c2)P2 = (c3 + c4)P2, which is fulfilled if and only if c1 + c2 = c3 + c4.
The second comment indicates how substantially Theorem 2.3 extends Theorems 2.1 and 2.2.
First observe that although in general none of the equalities (2.7), (2.9), (2.17), (2.19), (2.34), and
(2.36) implies commutativity property (1.2), under the additional assumptions that c1 + c2 /= 0
(and thus c3 + c4 /= 0) and that: 2s = 2t and 2u = 2v in cases of (2.7), (2.9); 2s = 2t and 2u +
1 = 2v + 1 in cases of (2.17), (2.19); and 2s + 1 = 2t + 1 and 2u + 1 = 2v + 1 in cases of (2.34),
(2.36), they reduce to P(2s;i) = P(2u;i), P(2s;i) = P(2u;j), P(2s;i) = P(2u+1;i), P(2s;i) = P(2u+1;j),
P(2s+1;i) = P(2u+1;i), P(2s+1;i) = P(2u+1;j), respectively. These equalities cover part (a) of Theo-
rem 2.1. On the other hand, Theorem 2.2 was restricted to the situation when c1 + c2 = 1 (and thus
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c3 + c4 = 1). If we additionally assume that 2u = 2v in cases of (2.7), (2.9) and 2u + 1 = 2v + 1
in cases of (2.17), (2.19), (2.20), (2.28), (2.30), (2.31), (2.33), (2.34), and (2.36), then the 11
equalities obtained cover part (a) of Theorem 2.2.
3. Results referring to generalized inverses connected with projectors
It follows from (1.3) and (1.4) that the commutativity property (1.2) ensures that the matrix
P1 + P2 − 32 P1P2 is a generalized inverse of the sum P1 + P2 irrespective of whether P1 and
P2 are orthogonal projectors or not. It seems of interest to shed light on the role played by this
particular inverse in the subset of (P1 + P2){1} composed of matrices of the form
G = c1P1 + c2P2 + c3P1P2, c1, c2, c3 ∈ C. (3.1)
It follows from the next theorem that this role is quite unique.
Theorem 3.1. Let P1, P2 ∈ CPn be nonzero and such that P1P2 = P2P1. Then matrix G of the
form (3.1) is a generalized inverse of the sum P1 + P2 if and only if
(a) c1 = 1, c2 = 1, c3 = − 32 ,
(b) c1 = 1, c2 + c3 = − 12 , and P1P2 = P2,
(c) c2 = 1, c1 + c3 = − 12 , and P1P2 = P1,(d) c1 = 1, c2 = 1, c3 ∈ C, and P1P2 = 0,
(e) c1 + c2 + c3 = 12 and P1 = P2.
Proof. Straightforward calculations show that if P1P2 = P2P1, then matrix G of the form (3.1)
belongs to the set (P1 + P2){1} if and only if
(c1 − 1)P1 + (c2 − 1)P2 + (3c1 + 3c2 + 4c3)P1P2 = 0. (3.2)
Sufficiency of the conditions given in five cases involved in the theorem follows by direct verifi-
cation of criterion (3.2). For the proof of necessity observe that pre- or postmultiplying (3.2) by
the product P1P2 (= P2P1) leads to condition
(c1 + c2 + c3 − 12 )P1P2 = 0,
and thus to an alternative
c1 + c2 + c3 = 12 or P1P2 = 0. (3.3)
First assume that the left condition in (3.3) holds. In this case, equality (3.2) pre- or postmul-
tiplied by P1 simplifies to
(c1 − 1)(P1 − P1P2) = 0, (3.4)
while the result of pre- or postmultiplication of (3.2) by P2 can be written as
(c2 − 1)(P2 − P1P2) = 0. (3.5)
It is clear that conditions (3.4) and (3.5) are fulfilled simultaneously merely in one of four cases,
namely, when (i) c1 = 1, c2 = 1, or (ii) c1 = 1, P2 = P1P2, or (iii) c2 = 1, P1 = P1P2, or (iv)
P1 = P2. If c1 = 1, c2 = 1, then the first condition in (3.3) implies c3 = − 32 , thus constituting
characterization (a). Substituting conditions (ii) into (3.2) leads, in view of the assumption P2 /= 0,
to c2 + c3 = − 12 , what establishes (b). Similarly, by substituting conditions (iii) into (3.2), char-
acterization (c) is obtained. The last possibility, in which P1 = P2 holds along with the first part
of (3.3), constitute characterization (e).
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Assume now that P1P2 = 0. Then, pre- or postmultiplying (3.2) by P1, and utilizing the
assumption P1 /= 0, leads to c1 = 1. Similarly, pre- or postmultiplying (3.2) by P2, in view of
P2 /= 0, implies c2 = 1. Thus characterization (d) is established and the proof is complete. 
An immediate consequence of Theorem 3.1 is the observation that P1 + P2 − 32 P1P2 is the
unique matrix of the form (3.1) which belongs to the set (P1 + P2){1} when there are no additional
assumptions on P1 and P2. Another interesting observation concerns characterization (d). Namely,
condition P1P2 = 0 = P2P1 occurring therein is the necessary and sufficient condition for the
sum P1 + P2 to be a projector (see e.g., [5, § 42] or [3]). Hence it follows that one of generalized
inverses of P1 + P2 is P1 + P2 itself.
The next theorem supplements characterizations (1.5) and (1.6) by shedding light on the role
played by the specific generalized inverse P1 − P2 − P1P2 in the subset of (P1 − P2){1} composed
of matrices having form (3.1).
Theorem 3.2. Let P1, P2 ∈ CPn be nonzero and such that P1P2 = P2P1. Then matrix G of the
form (3.1) is a generalized inverse of the difference P1 − P2 if and only if
(a) c1 = 1, c2 = −1, c3 ∈ C,
(b) c1 = 1, c2, c3,∈ C, and P1P2 = P2,
(c) c2 = −1, c1, c3,∈ C, and P1P2 = P1,
(d) c1, c2, c3 ∈ C and P1 = P2.
Proof. Straightforward calculations show that if P1P2 = P2P1, then matrix G of the form (3.1)
belongs to the set (P1 − P2){1} if and only if
(c1 − 1)P1 + (c2 + 1)P2 − (c1 + c2)P1P2 = 0. (3.6)
Sufficiency of the conditions given in four cases involved in the theorem follows by direct verifi-
cation of criterion (3.6). For the proof of necessity observe that pre- or postmultiplying (3.6) by
P1 and P2 leads to
(c1 − 1)(P1 − P1P2) = 0 (3.7)
and
(c2 + 1)(P2 − P1P2) = 0, (3.8)
respectively. Conditions (3.7) and (3.8) are fulfilled simultaneously merely in one of four cases,
namely, when (i) c1 = 1, c2 = −1, which leads to characterization (a), or (ii) c1 = 1, P2 = P1P2,
from which characterization (b) is obtained, or (iii) c2 = −1, P1 = P1P2, from which (c) follows,
or (iv) P1 = P2, which is the matrix condition constituting characterization (d). 
The first observation following from Theorem 3.2 is that when there are no additional assump-
tions on matrices P1 and P2, then, provided that c1 = 1 and c2 = −1, matrix G of the form (3.1)
is a generalized inverse of the difference P1 − P2 regardless of the choice of c3. This situation has
no counterpart in Theorem 3.1, for in the case of the sum P1 + P2, when there are no additional
assumptions on P1 and P2, the choice of c3 (accompanying c1 = 1 and c2 = 1) is restricted to
c3 = − 32 . Another interesting observation follows from characterization (b) combined with the
fact that P1P2 = P2 = P2P1 is the necessary and sufficient condition for the difference P1 − P2
to be a projector (see e.g., [5, § 42] or [3]). It is seen that under these conditions every matrix of
the form P1 + cP2, where c ∈ C, belongs to the set (P1 − P2){1}. Similar conclusion is obtained
from characterization (c), for the matrix condition given therein is the necessary and sufficient
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condition for the idempotence of the difference P2 − P1. Finally, characterization (d) corresponds
to the well known fact that if K ∈ Cm,n is the zero matrix, then K{1} = Cn,m.
We supplement Theorems 3.1 and 3.2 with a corollary which provides an answer to the question
of when matrix G of the form (3.1) is simultaneously a generalized inverse of the sum P1 + P2
and the difference P1 − P2.
Corollary. Let P1, P2 ∈ CPn be nonzero and such that P1P2 = P2P1. Then matrix G of the form
(3.1) is simultaneously a generalized inverse of the sum P1 + P2 and the difference P1 − P2 if
and only if
(a) c1 = 1, c2 + c3 = − 12 , and P1P2 = P2,
(b) c1 + c2 + c3 = 12 and P1 = P2.
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