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Abstract
The Kuhn–Tucker-type necessary optimality conditions are given for the problem of minimizing a max fractional function, where
the numerator of the function involved is the sum of a differentiable function and a convex function while the denominator is the
difference of a differentiable function and a convex function, subject to a set of differentiable nonlinear inequalities on a convex
subset C of Rn, under the conditions similar to the Kuhn–Tucker constraint qualiﬁcation or the Arrow–Hurwicz–Uzawa constraint
qualiﬁcation or the Abadie constraint qualiﬁcation. Relations with the calmness constraint qualiﬁcation are given.
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1. Introduction
The problem to be considered here is a nondifferentiable minimax fractional programming problem of the form
(P) minF(x) = max
y∈Y
f (x, y) + (x)
h(x, y) − (x) s.t. g(x)0, x ∈ C,
where Y is a compact subset of Rm, C is a convex subset of Rn, g(·):Rn → Rp is differentiable, f (·, ·):Rn ×Y → R,
h(·, ·):Rn × Y → R, ∇xf (x, y) and ∇xh(x, y) exist and are continuous in (x, y), f (x, y) and −h(x, y) are upper
semicontinuous in y on Y for each ﬁxed x,  and  are ﬁnitely valued convex functions onRn, and f (x, y)−(x)0
and h(x, y) − (x)> 0 for each (x, y) ∈F× Y , whereF= {x ∈ C|g(x)0}.
A special case of problem (P) is as follows:
(P1) min
x∈Rn
max
y∈Y
f (x, y) + (xTBx)1/2
h(x, y) − (xTDx)1/2 s.t. g(x)0,
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where Y, f, h and g are as above and B and D are n × n positive-semideﬁnite matrices. When D = 0, problem (P1)
was studied by Singh in [11].
Lai et al. [6] proposed this problem, which was viewed as a generalization of Mond’s problem in [9], and obtained a
Kuhn–Tucker-type necessary condition for optimality under a certain complicate constraint qualiﬁcation of the same
type of as given in [9]. Based on this necessary condition, sufﬁcient conditions or duality for three parameter-free duals
were considered under pseudo-/quasi-convexity in [6,5]; Ahmad and Husain [1] established sufﬁcient conditions and
duality theorems for two parameter-free dual models of (P1) under (F, , , d)-convexity assumptions, thus extending
the results of [6,5]. Luo [7] then showed that this constraint qualiﬁcation itself implies the Kuhn–Tucker-type necessary
condition without requiring the condition of optimality of (P1). Therefore, it is important and interesting to seek simpler
and more practical constraint qualiﬁcations for such class of problems.
Recently, Xu [13] considered the problem as follows:
min f (x) + (x) s.t. g(x)0, x ∈ C,
where C,  and g are as given in problem (P) and f is differentiable. For this problem, he proposed modiﬁed versions
of the classical Kuhn–Tucker constraint qualiﬁcation (KTCQ) and the classical Arrow–Hurwicz–Uzawa constraint
qualiﬁcation (AHUCQ) given in [8], in order to derive the Kuhn–Tucker-type necessary optimality condition. He
showed that the case with the set C being open (not necessarily convex) is a special one of his results, and pointed out
that any of his proposed constraint qualiﬁcations applies to problem (P1).
Based on Xu’s work of [13], we further seek weaker constraint qualiﬁcations under which a local minimizer x∗ of
problem (P) is a (generalized) Kuhn–Tucker point of the problem, i.e., there exists ∗ ∈ Rp+ such that the expressions
(12)–(15) hold.
In Section 2, we propose a modiﬁed version of theAbadie constraint qualiﬁcation for problem (P), which is implied
by the modiﬁed Kuhn–Tucker one or the modiﬁedArrow–Hurwicz–Uzawa one given in [13]. In Section 3, under these
constraint qualiﬁcations, we give the main results: a Kuhn–Tucker-type necessary optimality condition for problem
(P), and a Kuhn–Tucker-type necessary optimality condition for a special case of problem (P) in which the convex set
C is given explicitly by a set of convex inequalities. Relations with the calmness constraint qualiﬁcation are given in
Section 4. In Section 5, we give conclusions.
2. Preliminaries
We ﬁrst introduce some notations. Denote
X = {x ∈ Rn: g(x)0},
I = I (x∗) = {i: gi(x∗) = 0, i = 1, 2, . . . , m},
Y (x) =
{
y ∈ Y : f (x, y) + (x)
h(x, y) − (x) = maxz∈Y
f (x, z) + (x)
h(x, z) − (x)
}
.
Let gI be the row vector whose components are gi, i ∈ I ; and let ∇gI be the matrix whose ith column is ∇gi for i ∈ I ,
∇g = (∇g1, . . . ,∇gm). Denote
Z(x∗) = {x ∈ Rn : ∇gI (x)T(x − x∗)0}
with the convention that if I = ∅ then Z(x∗) = Rn.
Lemma 1 (Clarke [3]). Let Y ⊆ Rm be a nonempty compact set, f (x, y):Rn × Y → R, ∇xf (x, y) exists and is
continuous in (x, y). If g(x) = maxy∈Y f (x, y), then
g(x) = Conv{∇xf (x, y): y ∈ M(x)},
where Conv denotes convex hull and M(x) = {y ∈ Y : f (x, y) = g(x)}.
For given e ∈ R, we introduce the following auxiliary problem for problem (P):
(Pe) min
x∈X∩C(x, e) = maxy∈Y {f (x, y) + (x) − e[h(x, y) − (x)]}.
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Lemma 2 (Xu [12]). (i) If x∗ solves problem (P) and e∗ = F(x∗), then x∗ solves problem (Pe∗) and (x∗, e∗) = 0;
(ii) {i: yi ∈ Y (x∗)} = {i: f (x∗, yi) + (x∗) − e∗[h(x∗, yi) − (x∗)] = 0}.
Lemma 3. Let A be a nonempty compact convex set of Rn and C be a convex set of Rn. If ∀d ∈ C, ∃d ∈ A such that
Td d0, (1)
then ∃ ∈ A such that
Td0, ∀d ∈ C. (2)
Proof. Suppose contrary to the result that (2) has no solution with respect to  ∈ A. Since A is a nonempty compact
convex set by [8,Theorem4.2.5] there exist a ﬁnite number of vectorsd inC, denoted byd1, d2, . . . , dk , and nonnegative
real numbers 1, 2, . . . , k , not all zero, such that
k∑
i=1
i (
Tdi)< 0, ∀ ∈ A. (3)
In (3), we may assume that∑ki=1i =1, and denote dˆ=∑ki=1idi , then dˆ ∈ C sinceC is convex, and Tdˆ < 0, ∀ ∈ A,
which contradicts (1). This proves lemma. 
Let S ⊆ Rn and x0 ∈ S. The tangent cone to S at x0 is the set deﬁned by
T (S, x0) = {d ∈ Rn: d = lim
k→∞ tk(x
k − x0) such that xk ∈ S
with xk → x0 and tk0 for k = 1, 2, . . .}.
Let aff C be the afﬁne hull of C and riC be the relative interior of C, i.e.,
riC = {aff C: ∃	> 0, (x + 	K) ∩ (aff C) ⊆ C}, (4)
where K is the Euclidean unit ball in Rn.
Lemma 4 (Xu [13]). Let C be a convex set of Rn. Suppose that both riC and (aff C)\(riC) are nonempty. Then, for
any x0 ∈ (cl C)\(riC), one has
(riC − {x0}) ∩ T ((aff C)\(riC), x0) = ∅.
The following two deﬁnitions are from [13].
Deﬁnition 1. g is said to satisfy the KTCQ at x∗ ∈ X ∩C if for each x ∈ Z(x∗)∩ (riC), there exists a differentiable
function : [0, 1] → Rn such that (0)= x∗, (t) ∈ X∩ aff C for t ∈ [0, 1], and d(0)/dt = 
(x − x∗) for some 
> 0.
Deﬁnition 2. g is said to satisfy the AHUCQ at x∗ ∈ X ∩ C if the system
∇gW (x∗)T(x − x∗)< 0 and ∇gV (x∗)T(x − x∗)0 (5)
has a solution x ∈ aff C, where
V = {i: gi(x∗) = 0, and gi is concave},
W = {i: gi(x∗) = 0, and gi is not concave}.
Proposition 1. Let x∗ ∈ X ∩ C, if the KTCQ in Deﬁnition 1 or the AHUCQ in Deﬁnition 2 holds at x∗, then
(Z(x∗) ∩ (riC) − {x∗}) ⊆ T (X ∩ (aff C), x∗). (6)
Proof. First, by the deﬁnition, we verify easily that the KTCQ in Deﬁnition 1 implies (6).
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Next, take any x ∈ Z(x∗) ∩ (riC). Choose some xˆ satisfying (5) with xˆ ∈ aff C. Deﬁne
s(t) = x∗ + t ((x − x∗) + s(xˆ − x∗)),
where s and t are scalars. Clearly,
s(0) = x∗, ds(0)dt = (x − x
∗) + s(xˆ − x∗). (7)
As shown in the proof of part (ii) of Theorem 3.1 of [13], we have that for any s > 0 there exist 	= 	(s) such that
s(t) ∈ X ∩ (aff C) for t ∈ [0, 	]. (8)
Therefore, by the deﬁnition of tangent cone, combining (7) and (8) gives ((x − x∗)+ s(xˆ − x∗)) ∈ T (X∩ (aff C), x∗).
Since T (X∩ (aff C), x∗) is closed, by letting s → 0, we have (x − x∗) ∈ T (X∩ (aff C), x∗). So, (6) holds. The proof
is complete. 
Based on Proposition 1, we now introduce a new kind of constraint qualiﬁcation for problem (P), termed theAbadie
constraint qualiﬁcation as follows.
Deﬁnition 3. g is said to satisfy the Abadie constraint qualiﬁcation at x∗ ∈ X ∩ C if
(Z(x∗) ∩ (riC) − {x∗}) ⊆ T (X ∩ (aff C), x∗).
The classical Abadie constraint qualiﬁcation given in [2] is
(Z(x∗) − {x∗}) ⊆ T (X ∩ C, x∗), (9)
where C is a nonempty open subset of Rn.
Note that, in Deﬁnition 3, we use the tangent cone T (X∩(aff C), x∗) instead of the tangent cone T (X∩C, x∗) given
in (9). The former includes the latter in general; if C has a nonempty interior (not necessarily convex), then aff C =Rn
and the former becomes T (X, x∗).
The following lemma follows from Proposition 1.
Lemma 5. Let x∗ ∈ X ∩ C, if the KTCQ in Deﬁnition 1 or the AHUCQ in Deﬁnition 2 holds at x∗, then the Abadie
constraint qualiﬁcation in Deﬁnition 3 holds at x∗.
The following counterexample shows that the Abadie constraint qualiﬁcation in Deﬁnition 3 is strictly weaker than
the AHUCQ in Deﬁnition 2.
Example 1. The Abadie constraint qualiﬁcation in Deﬁnition 3 does not imply the AHUCQ in Deﬁnition 2. Take
g1(x) = x310, g2(x) = x1 − x220, x ∈ C, x∗ = (0, 0)T,
where
C = {(x1, x2)T|x21x2, x11/2}.
It is clear thatC is convex.We observe that (aff C)=R2, riC={(x1, x2)T|x21 <x2, x1 < 12 }, andX={(x1, x2)T|x10,
x2 ∈ R}. Since
∇g1(x∗) = (0, 0)T, ∇g2(x∗) = (1, 0)T,
we have
Z(x∗) = {(x1, x2)T|x10, x2 ∈ R}. (10)
Hence,
Z(x∗) ∩ (riC) − {x∗} = {(x1, x2)T|x21 <x2, x10}.
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Also, note that
T (X ∩ (aff C), x∗) = {(d1, d2)T|d10, d2 ∈ R}.
So, the Abadie constraint qualiﬁcation in Deﬁnition 3 is satisﬁed at x∗. However, note that g2 is concave and there is
no x ∈ aff C such that
∇g1(x∗)T(x − x∗)< 0 and ∇g2(x∗)T(x − x∗)0.
So, the AHUCQ in Deﬁnition 2 is not satisﬁed at x∗.
3. Main results
Theorem 1. Let x∗ solve problem (P), and let g satisfy:
(i) the KTCQ at x∗ in Deﬁnition 1, or
(ii) the AHUCQ at x∗ in Deﬁnition 2, or
(iii) the Abadie constraint qualiﬁcation at x∗ in Deﬁnition 3.
If
Z(x∗) ∩ (riC) = ∅, (11)
then there exist s∗ ∈ N , 1s∗n + 1, t∗ ∈ Rs∗ , ∗ ∈ Rp+, e∗ ∈ R+, and y∗i ∈ Y (x∗), i = 1, . . . , s∗, such that
0 ∈
s∗∑
i=1
t∗i [∇xf (x∗, y∗i ) − e∗∇xh(x∗, y∗i )] + (x∗) + (x∗)e∗ + ∇g(x∗)∗ + NC(x∗), (12)
f (x∗, y∗i ) + (x∗) − e∗[h(x∗, y∗i ) − (x∗)] = 0, i = 1, . . . , s∗, (13)
g(x∗)∗ = 0, (14)
t∗i 0, i = 1, . . . , s∗,
s∗∑
i=1
t∗i = 1. (15)
where  denotes the subdifferential operator, and
NC(x
∗) = {y ∈ Rn: yT(x − x∗)0,∀x ∈ C}.
Proof. We only need to prove that the conclusion holds under the assumption (iii) based on Lemma 5. Let e∗ =F(x∗).
By Lemma 2(i), x∗ solves (Pe∗). By the assumptions in (P), we have e∗0. Since ∇xf (x, y) and ∇xh(x, y) exist and
are continuous in (x, y), and since  and  are convex onRn, it is easily veriﬁed that(x, e∗) is locally Lipschitz in x.
First, we are going to show that
(ˆx(x
∗, e∗))s− ∩ (Z(x∗) ∩ (riC) − {x∗}) = ∅, (16)
where ˆx(x∗, e∗) is the generalized gradient of the function (x, e∗) at x∗ in the sense of Clarke [4], and
(ˆx(x
∗, e∗))s− = {d ∈ Rn: Td < 0, ∀ ∈ ˆx(x∗, e∗)}.
Suppose to the contrary that there exists some xˆ ∈ Z(x∗) ∩ (riC) such that (xˆ − x∗) ∈ (ˆx(x∗, e∗))s−. Then,
T(xˆ − x∗)< 0, ∀ ∈ ˆx(x∗, e∗), (17)
which, by Proposition 2.1.2(b) in [4], implies that
◦(x∗, e∗; xˆ − x∗)< 0, (18)
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where ◦(x∗, e∗; xˆ − x∗) is the generalized directional derivative of (x, e∗) at x∗ in the direction (xˆ − x∗) in the
sense of Clarke [4]. In addition, by the assumption (iii), we have (xˆ − x∗) ∈ T (X∩ (affC), x∗). Thus, by the deﬁnition
of tangent cone, there exist sequences
{xk} ∈ X ∩ (aff C) (19)
with xk → x∗ as k → ∞ and {tk} with tk0 for all k, such that
tk(x
k − x∗) → (xˆ − x∗) as k → ∞. (20)
Now, we show that there exists K0 > 0 such that
xk ∈ riC for all kK0. (21)
Indeed, if x∗ ∈ riC. Since
riC = ri(riC), aff(riC) = aff C
(see Theorem 6.2 and below in [10]), it follows from (4) that
riC = ri(riC)
= {aff(riC): ∃	> 0, (x + 	K) ∩ (aff(riC)) ⊆ riC}
= {aff C: ∃	> 0, (x + 	K) ∩ (aff C) ⊆ riC}.
Hence, for this x∗ ∈ riC, there exists 	¯> 0 such that
(x∗ + 	¯K) ∩ (aff C) ⊆ riC. (22)
It then follows from (22) that (21) holds true, since xk ∈ aff C for all k and xk → x∗. So, we suppose that x∗ ∈
C\(riC) ⊆ (clC)\(riC). Suppose on the contrary that there exists a sequence {ki} with limi→∞ki =∞ (i → ∞) such
that xki ∈ (aff C)\(riC). Then, xki → x∗ as i → ∞, due to xk → x∗ as k → ∞, and it follows from (20) that
tki (x
ki − x∗) → (xˆ − x∗) as i → ∞,
which, together with xki ∈ aff C\(riC), implies
(xˆ − x∗) ∈ T ((aff C)\(riC), x∗).
This is impossible since xˆ ∈ riC by Lemma 4. Thus, the combination of (19) and (21) gives that there exists K0 such
that
xk ∈ X ∩ C for all kK0. (23)
On the other hand, note that xˆ = x∗ by (17) and hence, by (20), there exists K1 such that tk1 for all kK1. We set
dk = tk(xk − x∗), uk = 1/tk .
Then, dk → (xˆ − x∗) by (20) and uk → 0+ as k → ∞. Since (x, e∗) is locally Lipschitz in x, there exists a number
L> 0 such that for k sufﬁciently large,
u−1k [(x∗ + ukdk, e∗) − (x∗ + uk(xˆ − x∗), e∗)]Lu−1k · uk‖dk − (xˆ − x∗)‖ → 0. (24)
By (18), we obtain
lim sup
uk↓0
u−1k [(x∗ + uk(xˆ − x∗), e∗) − (x∗, e∗)]
 lim sup
z→x∗ uk↓0
u−1k [(z + uk(xˆ − x∗), e∗) − (z, e∗)]
= ◦(x∗, e∗; xˆ − x∗)< 0. (25)
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Since
(x∗ + ukdk, e∗) − (x∗, e∗)
= uk{u−1k [(x∗ + ukdk, e∗) − (x∗ + uk(xˆ − x∗), e∗)]
+ u−1k [(x∗ + uk(xˆ − x∗), e∗) − (x∗, e∗)]},
we deduce from (24) and (25) that there exists K2 max{K0,K1} such that
(x∗ + ukdk, e∗)<(x∗, e∗) for all kK2.
This is a contradiction to x∗ being optimality of problem (Pe∗), since x∗ + ukdk = xk ∈ X ∩ C for all kK2 by (23).
So, (16) holds true.
Next, (16) implies that ∀x ∈ Z(x∗) ∩ riC, ∃x ∈ ˆx(x∗, e∗) such that
Tx (x − x∗)0.
Since ˆx(x∗, e∗) is a nonempty compact convex set and Z(x∗) ∩ riC is a convex set, by Lemma 3, we have that
∃ ∈ ˆx(x∗, e∗) such that
T(x − x∗)0, ∀x ∈ Z(x∗) ∩ riC. (26)
Thus, the system
{
T(x − x∗)< 0,
∇gI (x∗)T(x − x∗)0 (27)
has no solution x ∈ riC. Then, by the condition (11) and Theorem 21.2 in [10], the fact that (27) has no solution
x ∈ riC implies that there exists a vector ∗I 0 such that
[+ (∗I )T∇gI (x∗)]T(x − x∗)0 for x ∈ riC. (28)
The inequality (28) also holds for x ∈ C since riC = ∅ and C is convex. Thus we obtain
0 ∈ + ∇gI (x∗)∗I + NC(x∗). (29)
On the other hand, since
(x, e∗) = max
y∈Y {f (x, y) − e
∗h(x, y)} + (x) + e∗(x),
using Proposition 2.3.3 in [4], Lemmas 1 and 2(ii)) to compute the generalized gradient of (x, e∗) at x∗, we have that
there exist t∗i ∈ R, i ∈ J0(x∗),  ∈ (x∗),  ∈ (x∗) such that
=
∑
i∈J0(x∗)
t∗i [∇xf (x∗, y∗i ) − e∗∇xh(x∗, y∗i )] + + e∗, (30)
where
(i) J0(x∗) is a certain ﬁnite subset of J (x∗) = {i: y∗i ∈ Y (x∗)};
(ii) t∗i 0, i ∈ J0(x∗),
∑
i∈J0(x∗)t
∗
i = 1.
In (30), by Caratheodory Theorem of [10], there exists s∗ ∈ N with 1s∗n + 1 such that
∑
i∈J0(x∗)
t∗i [∇xf (x∗, y∗i ) − e∗∇xh(x∗, e∗)] =
s∗∑
i=1
t∗i [∇xf (x∗, e∗) − e∗∇xh(x∗, y∗i )]. (31)
Then, the expression (29), combined with (30) and (31), means that relations (12)–(15) are true. The proof is
complete. 
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Theorem 1 improves and generalizes the corresponding necessary optimality conditions for problem (P1) with
C =Rn given in [11,6]. The next theorem is on a Kuhn–Tucker-type necessary optimality conditions for a special case
of problem (P) in which the convex set C is given explicitly by a set of convex inequalities.
Theorem 2. Consider the following problem:
(P2) min
x∈Rn
max
y∈Y
f (x, y) + (x)
h(x, y) − (x) s.t. g(x)0, h(x)0,
where Y , f , h, ,  and g are as given in problem (P), h is a convex vector function from Rn to Rr . Let C = {x ∈
Rn:h(x)0}. Let x∗ solve problem (P2), and g satisfy any of the following three constraint qualiﬁcations:
(i) The KTCQ at x∗ in Deﬁnition 1 with condition (t) ∈ X ∩ aff C being replaced by the condition  ∈ X for
t ∈ [0, 1].
(ii) The AHUCQ at x∗ in Deﬁnition 2 with condition x ∈ aff C being replaced by the condition x ∈ Rn.
(iii) The Abadie constraint qualiﬁcation at x∗ in Deﬁnition 3 with the set X ∩ aff C being replaced by the set X.
If
{x ∈ Rn:h(x)< 0} ∩ Z(x∗) = ∅, (32)
then there exist s∗ ∈ N , 1s∗n + 1, t∗ ∈ Rs∗ , ∗ ∈ Rp+, e∗ ∈ R+, y∗i ∈ Y (x∗), i = 1, . . . , s∗, ∗ ∈ Rr+, such that
(13)–(15) holds, h(x∗)∗ = 0 and
0 ∈
s∗∑
i=1
t∗i [∇xf (x∗, y∗i ) − e∗∇xh(x∗, y∗i )] + (x∗) + (x∗)e∗ + ∇g(x∗)∗ + h(x∗)∗,
where
h(x∗) = (h1(x∗), . . . , hr(x∗)).
Proof. By condition (32), the inequality h(x)< 0 has a solution, and then it is easy to verify that
riC = inC = {x ∈ Rn:h(x)< 0}.
Recalling that the remarks below Deﬁnition 3, the assumptions in Theorem 1 are satisﬁed.Apply Theorem 21.2 in [10]
to (26) with the expression Z(x∗)∩ riC being replaced by the corresponding inequalities, and use condition (32). The
proof is complete. 
The following two examples are given to illustrate the results obtained above.
Example 2. We consider the following problem:
(P3) min
x∈R2
max
y∈Y
f (x,y)+(x)
h(x,y)
s.t. g1(x)0, g2(x)0, x ∈ C,
where g1, g2 and C are as given in Example 1, and
f (x, y) = (1 − x1)y2 + y + 1, h(x, y) = 1 − x1, (x) = |x1|, Y = [−2, 1].
It is easy to see that the assumptions in problem (P) are satisﬁed for this problem. The feasible set of problem (P3) is
F={(x1, x2)T|x21x2, x10}. DeﬁneG(x, y)= (f (x, y)+(x))/h(x, y). It can be shown thatG(x, 1)G(x,−2)
for any x ∈ F, where the equality holds when x1 = 0. Also, we see that G(x, y) is convex of y on R for any ﬁxed
x ∈ C. Therefore, for any ﬁxed x ∈F, we have
G(x,−2) = max
y∈[−2,1]G(x, y).
It then follows from the deﬁnition of G that x∗ = (0, 0)T is a global optimal solution of problem (P3) with the optimal
value 3.
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Note fromExample 1 that theAbadie constraint qualiﬁcation inDeﬁnition 3 is satisﬁed atx∗.Also,Z(x∗)∩(riC) = ∅.
Therefore, condition (11) and assumption (iii) in Theorem 1 are satisﬁed. The Kuhn–Tucker-type necessary conditions
for problem (P3) then hold at x∗. In fact, note that Y (x∗) = {−2, 1} and gi(x∗) = 0, i = 1, 2. Take t∗1 = 34 , t∗2 = 14 ,
y∗1 = −2, y∗2 = 1, e∗ = 3, ∗10 and ∗2 = 1, we have
0 ∈
2∑
i=1
t∗i [∇xf (x∗, y∗i ) − e∗∇xh(x∗, y∗i )] + (x∗) +
2∑
i=1
∗i ∇gi(x∗) + NC(x∗)
= (−t∗1 + 2t∗2 , 0)T + (|x∗1 |, 0)T + ∗1(0, 0)T + ∗2(1, 0)T + NC(x∗), (33)
f (x∗, y∗i ) + (x∗) − e∗h(x∗, y∗i ) = 0, i = 1, 2, (34)
∗i gi(x∗) = 0, i = 1, 2, (35)
t∗i 0, i = 1, 2, t∗1 + t∗2 = 1, (36)
where |x∗1 | = {y ∈ R| − 1y1} and NC(x∗) = {(z1, z2)T|z1 = 0, z20}.
Example 3. Consider the problem of the form
(P4) min
x∈R2
max
y∈[−2,1] [f (x, y) + (x)]/h(x, y)
s.t. g1(x)0, g2(x)0, h1(x) = x21 − x20,
where f , h, , g1 and g2 are as given in Example 2. Note that h1 is convex on R2. It is easy to see from Example 2
that x∗ = (0, 0)T is a global optimal solution of problem (P4). We also observe that
{x ∈ R2|x21 − x2 < 0} ∩ Z(x∗) = ∅,
where Z(x∗) is given in (10). Let C = {x ∈ R2|x21 − x20}. Then riC = {x ∈ R2|x21 − x2 < 0}. Since
T (X, x∗) = {(d1, d2)T|d10, d2 ∈ R},
we have
Z(x∗) ∩ (riC) − {x∗} ⊆ T (X, x∗).
So, condition (32) and assumption (iii) inTheorem2 are satisﬁed, and hence theKuhn–Tucker-type necessary conditions
for problem (P4) hold at x∗. Indeed, let t∗1 = 34 , t∗2 = 14 , y∗1 = −2, y∗2 = 1, e∗ = 3, ∗10 and ∗2 = 1, we see that both
(34)–(36) and ∗1h1(x∗)= 0 for ∗10 hold, and that (33) with NC(x∗) being replaced by ∗1(0,−1)T also holds when
taking ∗1 = 0.
4. Relations with the calmness constraint qualiﬁcation
In this section, we give some relations of the Abadie constraint qualiﬁcation in Deﬁnition 3 with the constraint
qualiﬁcation called calmness (see [4, Chapter 6]).
Example 4. This example shows that the Abadie constraint qualiﬁcation in Deﬁnition 3 does not imply the calmness
constraint qualiﬁcation. Consider the problem as follows:
(P5) min
x∈R2
f (x) = 1/(x1 − 1)
s.t. g1(x)0, g2(x)0, x ∈ C,
where g1, g2 and C are deﬁned in Example 1. It is clear that x∗ = (0, 0)T is a global optimal solution of problem (P5)
with the optimal value f (x∗) = −1. We have seen already from Example 1 that the Abadie constraint qualiﬁcation in
Deﬁnition 3 is satisﬁed at x∗.
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Now, let k > 0 be any given integer, and take pk = (−k−1, 0)T and xk = (k−1/3, k−1/6)T. Clearly, pk → (0, 0)T and
xk → (0, 0)T as k → +∞. It is easily veriﬁed that
xk ∈ (x∗ + k−1/8B) ∩ {x ∈ C|x31 − k−10, x1 − x220},
where B is the Euclidean unit open ball in Rn. However,
f (xk) − f (x¯)
|pk| =
k−1/3
k−1(k−1/3 − 1) =
1
k−2/3(k−1/3 − 1) → −∞ (k → +∞).
Therefore, problem (P5) is not calm at x∗.
In Example 4, we see that the KTCQ in Deﬁnition 1 does not imply the calmness. In fact, take any x ∈ Z(x∗)∩(riC),
deﬁne
(t) = x∗ + 
t (x − x∗) for some 
> 0.
Obviously, (0)= x∗ and d(0)/dt = 
(x − x∗). Also, it is easy to prove that (t) ∈ X ∩ aff C for t ∈ [0, 1]. Thus, the
KTCQ in Deﬁnition 1 is satisﬁed at x∗.
Example 5. This example shows that the calmness constraint qualiﬁcation does not imply the Abadie one in
Deﬁnition 3. Consider the following problem:
(P6) min x + 2|x| s.t. x30, x ∈ C = (−∞, 1].
Clearly, x∗ = 0 is a unique optimal solution of (P6). Note that X = X ∩ C = (−∞, 0], riC = (−∞, 1), Z(x∗) = R,
Z(x∗) ∩ riC = (−∞, 1), aff C = R, and T (X ∩ (aff C), x∗) = (−∞, 0]. Thus the Abadie one in Deﬁnition 3 is
not satisﬁed at x∗. However, it is easy to know that there exist 	> 0 and M > 0 such that for all p ∈ (−	, 	) and
x ∈ (−	, 	) ∩ {x ∈ R: x3 + p0}, we have x + 2|x| + M|p|0. So, (P6) is calm at x∗.
5. Conclusions
The Kuhn–Tucker-type necessary optimality conditions are given for the problem of minimizing a max fractional
function,where the numerator of the function involved is the sumof a differentiable function and a convex functionwhile
the denominator is the difference of a differentiable function and a convex function, subject to a set of differentiable
nonlinear inequalities on a convex subset C of Rn, under the conditions similar to the KTCQ or the AHUCQ or the
Abadie constraint qualiﬁcation.
We have showed that the Abadie constraint qualiﬁcation is implied by the KTCQ and is strictly weaker than the
AHUCQ.We have discussed the relation between the calmness and theAbadie constraint qualiﬁcation.Also, necessary
conditions for problem (P) can be obtained under the calmness constraint qualiﬁcation, when the set C is assumed to
be closed. It will be interesting to further study whether the Abadie constraint qualiﬁcation is strictly weaker than the
KTCQ.
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