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1. INTRODUCTION 
Recently there has been a great deal of work on the oscillation of solu- 
tions of neutral differential equations. A neutral differential equation is a 
differential equation in which the highest order derivative of the unknown 
function is evaluated both at the present state t and at one or more past 
or future states. Besides its theoretical interest, the study of neutral equa- 
tions has some importance in applications. Some applications of neutral 
differential equations are discussed in [4, 161. It is to be noted that in 
general the behavior of solutions of neutral differential equations exhibits 
features which are not true for nonneutral equations. It has been shown 
(see [4, 5, 14, 16, 171) that a neutral differential equation can have 
unbounded solutions even though the associated characteristic equation 
has only purely imaginary roots; such a behavior is not possible in the case 
of nonneutral equations. 
Among numerous papers dealing with the oscillation of the solu- 
tions of neutral differential equations we refer in particular to Arino and 
Gyijri [ 11, Farrell [8], Grammatikopoulos, Sficas, and Stavroulakis [9], 
Grammatikopoulos and Stavroulakis [ 101, Grove, Ladas, and Meimaridou 
[ 111, and Slicas and Stavroulakis [ 151. In these papers some classes of 
neutral equations are treated and necessary and sufficient conditions (in 
terms of the characteristic equation) for the oscillation of all solutions are 
obtained. In this paper we consider a general neutral differential equation 
and we prove that all its solutions are oscillatory if and only if the 
associated characteristic equation has no real roots. Our proof is based on 
the method of the Laplace transform. 
Consider the neutral differential equation 
72x(t+s)dp(s) JU2x(t+.s)dq(s)=0, 1 (El 01 
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where 8~ {O, +l, -l}, z, and z2 are real numbers with z1 -C z2 and z1 r2 > 0, 
o1 and o2 are real constants with o1 < 02, u is an increasing real-valued func- 
tion on the interval [z,, z,], and n is an increasing real-valued function on 
[o,, 02]. It will be supposed that ,u is not constant on any interval of the 
form [z,, 51 or of the form [z, z2] with z1 <z < z2. Similarly, the function 
n is assumed to not be constant on any interval of the form [o,, a] or of the 
form [a, a23 with crl <a<a,. 
Throughout this paper we will use the notation 
y=min{O, zi, ai}. 
Clearly, y < 0. 
By a solution of (E) we mean a continuous real-valued function x on 
the interval [r, co) such that the function x(t) + 6 SE; x(t +s) dp(s) is 
continuously differentiable for t > 0 and x satisfies (E) for all t 20. For 
questions on existence, uniqueness, and continuous dependence of 
solutions of neutral differential equations, see [3,6, 7, 141. 
As is customary, a solution of (E) is said to be oscillatory if it has 
arbitrarily large zeros, and otherwise it is said to be nonoscillatory. 
The characteristic equation of (E) is 
F(i)=,4 
[ 
1+S/i2e”dp(s) +~“*e”“d~(s)=O. 1 ?I 61 
Our main result is the following: 
(*I 
THEOREM. Assume that 
6= +1 and z,<O*2,#a, 
6=-l and t,>O*r2#az. 0-I) 
Then a necessary and sufficient condition for the oscillation of all solutions 
of(E) is that its characteristic equation (* ) has no real roots. 
The proof of the theorem is accomplished with the help of Laplace trans- 
forms. The way of using it is analogous with the one presented for the first 
time in the nice paper by Gyori, Ladas, and Pakula [13] and which is a 
simplified exhibition of a similar technique as it was used by Arino and 
Gyori [ 1 ] (see also Gyori, Ladas, and Pakula [12]). It must however be 
noted that the use of Laplace transforms in equations with mixed (or 
advanced) arguments (which are included in equation (E)) has some par- 
ticular difficulties which are faced mainly by Lemma 5 of this paper. More 
exactly for delay differential equations it is well known (see Hale [14]) 
that any solution is of exponential order and it does not tend to zero faster 
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than any exponential. Such a result, which was used in [l], is not known 
to hold for equations with mixed arguments. This difficulty is overcome in 
Lemma 5 where it is proved that if (E) has a nonoscillatory solution x, 
then it also has a nonoscillatory solution y which is of exponential order 
and it does not tend to zero faster than any exponential. 
Since the main goal of this work is to show how the theory of Laplace 
transforms can be used to study the oscillatory behavior of general differen- 
tial equations with mixed arguments, we don’t care to present equation (E) 
in its general possible form by putting negative terms inside the derivation 
or outside of it. Nevertheless, as it is shown in Section 4, equation (E) by 
an appropriate choice of the measures involved can lead to a variety of 
equations as, for instance, are the difference-differential equations, etc. 
For the neutral delay differential equation 
-$ x(t)+8 [ s O x(t+s)dic(s)]+SO x( t + s) c@(s) = 0 (5 fJ > 0) -r -CT 
some oscillatory and asymptotic properties of solutions are investigated by 
Bainov, Myshkis, and Zahariev [2]. But, only sufficient conditions for the 
oscillation of all solutions are presented. 
This paper is organized as follows. Section 2 is devoted to some lemmas 
which will be used in the proof of the main result. Section 3 contains the 
proof of the theorem, and some applications and a discussion are presented 
in Section 4. 
2. SOME BASIC LEMMAS 
In this section we establish some useful lemmas which will be used in the 
proof of our theorem. 
We first recall some facts about Laplace transforms. Let cp be a 
continuous real-valued function on the interval [0, co). For the improper 
integral 
s 
co 
e -“‘cp(t) dt, 
0 
three possibilities arise: 
(a) the integral converges for no point ;1 in the complex plane; 
(b) it converges for all points A; 
(c) it converges for every point A with Re A> ~1~ and diverges for all 
A with Re A <go, where go is a real number. 
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Assume that (b) or (c) is true and define 
~D(A)=~~~e-~~cp(t)dt for ReI>cc, 
where 
a = - 00 in case (b), and ct = a0 in case (c). 
Then the function @ is called the Laplace transform of cp. Moreover, we 
refer to u as the abscissa of convergence of the Laplace transform of cp. Note 
that @ is an analytic function in the half-plane Re 1> c(. We will use the 
following known result from Widder [ 181. 
LEMMA 1. Let cp be a nonnegative continuous real-valuedfunction on the 
interval [0, co ). Zf @ is the Laplace transform of cp and has abscissa of 
convergence a > -co, then the real point ,I = a is a singularity of ~3. 
The function cp is of exponential order c, for some real number c, if there 
exist M > 0 and t, 2 0 such that ( q(t)1 < Me” for all t 2 t,. It is easy to see 
that, if cp is of exponential order c, then the abscissa of convergence of the 
Laplace transform of cp is less than or equal to c. 
The following lemma provides necessary conditions in order that the 
characteristic equation (* ) has no real roots. 
LEMMA 2. Assume that the characteristic equation (*) has no real roots. 
Then we have: 
(i) pi >O+a, <O, 
(ii) 6= +l andz,<O*T,aa,, 
(iii) 6= -1 andz,>O*z,<o,. 
Proof We observe that 
F(0) = j-O2 4(s) > 0 
81 
and so, as (* ) has no real roots, we must have 
F(n) > 0 for all real 1. 
Assume that zi > 0 and Q, 2 0. We have 
(2.1) 
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and consequently 
Moreover, one has 
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(2.2) 
ju2 ens dq(s) <j”’ drj (s) for every L < 0. 
0, 6, 
By (2.2) and (2.3), we conclude that F( - co) = -co, which contradicts 
(2.1). This contradiction proves (i). 
Next, we will show that (ii) is true. Assume that 6 = + 1, r2 < 0, and 
zr<or. We can choose a number s>O such that (T~-~~<E<G~--z~. 
Then z1 < CJ~ -E < r2 and so, for every A < 0, we have 
Furthermore, for any I< 0, we obtain 
Thus, we find 
which gives 
(2.4) 
On the other hand, for each ,I < 0, we get 
and so 
lim I 
T2 L e dp(s)=co. 
L-i-cc T, 
(2.5) 
By combining (2.4) and (2.5), we again arrive at the contradiction 
E-(--Go)= --co. 
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Now, in order to establish (iii), let us suppose that 6 = - 1, 5, > 0, and 
z2 > (T*. Consider a number E > 0 with z, - c2 < e < zz - c2. Then E satisfies 
T,<o,+Ecz~. For each A>O, we obtain 
So, we have 
and hence 
Next, for every 13 0, we derive 
which implies that 
(2.6) 
From (2.6) and (2.7) it follows that Qco) = -co, which contradicts (2.1). 
The proof of the lemma is complete. 
LEMMA 3. Let x be a solution of the differential equation (E). Then we 
have :
(a) Zf t, 2 0, then the function z(t) = x(t + to), t b y, is also a solution 
of(E). 
(b) Set 
ul(t)=~T2x(t+.Mp(s) for t 20. 
71 
Then the function u(t) = u1 (t - y), t 2 y, is also a solution of (E). 
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(c) Set 
and 
wl(t)=/u2[Jt~+x(r)dr]dq(s) for t20, 
0 
where o is a number with o1 < a <a,. Then the functions u(t) = u,(t- y), 
t 2 y, and w(t) = w1 (t - y), t > y, are also solutions of(E). 
ProoJ (a) The conclusion follows easily and it is a consequence of the 
autonomous nature of (E). 
(b) For each t 2 -7, we obtain 
and so u1 satisfies (E) for t > -7. Since (E) is autonomous, it follows that 
u satisfies (E) for all t > 0. Thus, the function u is a solution of (E). 
(c) We will show that the function u is a solution of (E); in a similar 
way we can prove that w is also a solution of (E). In view of the 
autonomous nature of (E), it suffices to verify that u1 satisfies (E) for every 
t B - y. In fact, for any t 2 - y, we have 
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x(r) dr + 6 x(r) dr 44s) 1 ) 
+jU2[j""'" x(r) dr 4(s) h(p) 
01 t+s+p 
] } 
0 = 
j {CL 01 x(t+a)+S jT2x(l+s+o)dp(s) TcI 1 
- x(t + p) + 6 j72 x(t + s + p) dp(s) 
?I 
x(r) dr drl(s) h(p) ] } 
x(9 + s) dq(s) 1 d8 
x(r) dr4(s) dv(p) ] ) 
‘+gx($+s)d9+j’iSiCx(r)dr]dq(s)}dq(p) 
r+s+p 
Thus, our proof is complete. 
LEMMA 4. Assume that the differential equation (E) admits a non- 
oscillatory solution. Then there exists a solution of (E) which is continuously 
differentiable, positive, and strictly monotone on the interval [y. 00 ). 
ProoJ Let x be a nonoscillatory solution of (E). Since the negative of 
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a solution of (E) is also a solution of the same equation, we may (and do) 
assume that x is eventually positive. Set 
~,(t)=X(t)+d~T2x(t+S)dp(s) for tb0. 
7, 
By Lemma 3, the function q(t) = cp, (t - y), t 3 y, is also a solution of 
the differential equation (E). This solution is continuously differentiable 
on the interval [y, cc), since (pl is continuously differentiable on [0, co). 
Furthermore, for every t 2 0, we have 
cp’l(t)= 
[ 
x(t)+6jT2x(t+s)dp(s) ‘= - 02X(t+S)dq(s) 
7, 1 s 0, 
and consequently 
cPi(t)<O for all large t. 
This implies that cp is eventually strictly decreasing. So, cp is either 
eventually positive or eventually negative. Define 
cp> if q(t) > 0 for all large t z1= 
--VT if cp(t)<Oforalllarge t. 
Then zr is a solution of (E) which is continuously differentiable on [y, cc ), 
eventually positive, and eventually strictly monotone. Let T>y be such 
that z1 is positive and strictly monotone on [T, co). Then, by Lemma 3, 
the function z(t) = zr (t + T- y), t 2 y, is also a solution of (E). Clearly, this 
solution is continuously differentiable, positive, and strictly monotone on 
the interval [y, co). 
LEMMA 5. Assume that (i) holds and: 
(ii)’ 6 = + 1 and T,<O=xl >OI, 
(iii)’ 6 = - 1 and z,>O*z,<a,. 
Moreover, assume that the differential equation (E) admits a nonoscillatory 
solution. Then there exists a solution y of(E) such that: 
(a) y is continuously differentiable, positive, and strictly monotone on 
the interval [y, CO); 
(b) y is of exponential order c for some real number c; 
(c) the Laplace transform of y has abscissa of convergence a > - co. 
Proof From Lemma 4 it follows that the differential equation (E) has 
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a solution x which is continuously differentiable, positive, and strictly 
monotone on the interval [y, co). We consider the following cases: 
Case I. x is strictly decreasing on [r, co), and z, > 0. (Note that if 6 = 0 
then we can choose ri and r2 so that 0 < zi < z2.) Because of (i), we always 
have g1 < 0. Consider a number (T with [T, < CJ < (TV and set 
~(r)=x(t)+fi[~yx(t+s)dp(s)-I0 [j,y:x(r)dr]dq(s) for t>O. 
0, 
(2.8) 
By Lemma 3, the function y,(t) = z(t - y), t 2 y, is a solution of the dif- 
ferential equation (E). Since x is bounded on [y, co), the solution y, is also 
bounded on the interval [y, co). Hence, y1 is of exponential order c =O. 
For each ta0, from (2.8) it follows that 
o [x(2+0)-x(t+s)]dq(s) 
and so 
z’(t) = - lo2 x(f+s)dq(s)-[Jb:dq(s)]x(r+lr) foreveryt>O. (2.9) 
I7 
Hence, z is continuously differentiable on [0, co) and satisfies z’(t) < 0 for 
t>O. This means that the solution y, is continuously differentiable and 
strictly decreasing on the interval [y, co). 
Assume first that z is positive on [0, co). Then yi is also positive on the 
interval [y, co). So, it remains to show that tl> -co, where c1 is the 
abscissa of convergence of the Laplace tansform of the solution y,. From 
(2.9) we obtain 
-z’(r) -c Ax(t + a) for t 2 0, (2.10) 
where A = f;; dq(s) > 0. Also, (2.9) gives 
-z’(t) > A,x(t + a) for t 2 0, (2.11) 
where Ai = Jz, dq(s) > 0. Moreover, since z is positive on [0, co), from (2.8) 
it follows that 
x(t)+6jT*x(t+s)dll(S)>~u[j-~~;x(r)dr]dq(s), t20 
71 61 
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and therefore 
x(t)+65’2X(I+S)dlL(S)>C,X(t+d) for all  > 0, (2.12) 
7, 
where C, = s;, (CJ - s) dq(s) > 0. If 6 E (0, - l}, then (2.12) gives 
x(t) > C,x(t + (r) for t>O. 
Let us suppose that 6 = + 1. Then for any t b 0, we obtain 
and so from (2.12) we derive 
x(t)>C,x(t+o) for t 20, 
where C2 = C,/[ 1 + f:; dp(s)] > 0. Set C = C, if 6 E (0, - 1 }, and C = Cz if 
6 = + 1. Then we have 
x(r) > Cx(t + 6) for every t > 0. (2.13) 
Since (r, < 0, the number Q can be chosen so that (T < 0. By (2.11), for each 
t 2 0 we get 
That is, 
41) ’ C,x(t) for all t 20 
with C,=A,(-a)>O. From (2.13) and (2.14) it follows that 
z(t)>C,Cx(t+a), t>O 
and so (2.10) yields 
z’(t) + pz( t) > 0 for every t > 0, 
where p = A/C, C > 0. This gives 
A (t) + PYl (t) > 0 for all t 2 0, 
(2.14) 
409/170/2-Z 
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which means that the function q(t) = e”‘y, (t), t 2 0, is strictly increasing. 
Hence. 
e”h (t) >Y, (0) for t>O 
and consequently 
jom e"'fl(~)df2y,(0)jom dz= co. 
This proves that the abscissa of convergance a of the Laplace transform of 
y, is greater than or equal to -p. Thus a > - 00. 
Next, assume that there is a point t> 0 with z(t) < 0. Then, since z is 
strictly decreasing on [0, co), there exists a t, 20 such that z is negative 
on the interval [te,co). Set y*(t)=-z(t+tO-Y), tay. Then Lemma3 
guarantees that y, is a solution of (E). This solution is continuously 
differentiable, positive, and strictly increasing on the interval [y, co). Also, 
y, is of exponential order c = 0. Furthermore, since y, is strictly increasing 
on [0, co), we obtain 
which establishes that the abscissa of convergence a of the Laplace 
transform of the solution y, satisfies a 2 0 > - co. 
Case II. x is strictly decreasing on [r, cc ), and r2 < 0. We can suppose 
that 6 = + 1. (The case 6 = 0 is included in Case I.) Set 
z(t)=x(t)+s jT2x(l+s)dp(s) for 2 20. (2.15) 
T1 
Lemma 3 ensures that the function y, defined by y,(t) = z(t - y), t > y, 
is a solution of (E). From the boundedness of x on [r, co) it follows 
that yi is also bounded on the interval [y, co) and so the solution y, is of 
exponential order c = 0. Now, from (2.15) we obtain 
z'(t) = - jo2 x(f + s) 4(s) for all t>O (2.16) 
“L 
and so z is continuously differentiable on [0, co ) and such that z’(t) < 0 for 
t 20. Thus, the solution y, is continuously differentiable and strictly 
decreasing on the interval [y, co). 
Assume that z(t) > 0 for all t 2 0. Then y, is positive on the interval 
[r, co). We will show that the abscissa of convergence of the Laplace trans- 
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form of the solution yi is greater than -co. As in Case I, it suffices to 
establish the existence of a positive constant p such that 
z’(t) + pz( t) > 0 for all large 2. (2.17) 
[Then we also have ~;(t)+~~i(t)>O for all large t.] To prove (2.17) we 
shall examine two cases :6 = + 1 or 6 = - 1. Consider first the case where 
6 = + 1. By assumption (ii)‘, we always have r1 > (TV. We choose a number 
o such that o < cz and crl < o < r, and next we consider a constant 9 with 
O<S<r,--w. Set o,=r,-o-9>0. From (2.16) it follows that 
z(t)>z(t)-z(t+Q) 
=. ~‘Is[~u2x(U+S)~~(S)]dU>SI+s[~IIX(U+S)$(S)]L 
, 01 f 0, 
= ~~[~r+sx(U+~)du]~~(s)>3[~~~~(r)]x(l+9+0) 
a, f 
for every t > 0. Thus, we have 
z(t)>P,x(t+9+o) for t>O (2.18) 
with P, = 9 S;, &i(s) > 0. But, for each t > 0, from (2.15) we get 
and consequently 
x(t+q)>$z(t) for tB0, 
2 
where P2 = 1 + j:; d/~(s) > 0. Hence, in view of (2.18), we get 
x(t+r,)>$x(l+9+w), t >o. 
2 
Therefore, 
x(t)>P,x(t-z,+$+o) for tarI, 
i.e., 
x(t)>P,x(t-co,) for every t 2 z, (2.19) 
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with P, = PI/P, >O. We consider a positive integer m such that 
-mmw,<a,. Then, by using (2.19), we get 
x(t)>P,x(t-w,)>P:x(t-2w,)> ... >PTx(t-mo,) 
for every t > TE r1 + (m - 1) q,. Thus, we find 
x(t)>P‘$x(t+o1) for t > T, (2.20) 
where P, = Py . But, from (2.15) it follows that z>x on [0, co) and so 
(2.20) gives 
z(t) > P,x(t + a,) for all large t. (2.21) 
Now, (2.16) yields 
-z’(t) < Ax(t + a,) for tb0 (2.22) 
with A = ss: &r(s) >O. By combining (2.21) and (2.22), we conclude that 
(2.17) is true with p = A/P, > 0. Next, we consider the second case where 
6 = - 1. Since z is positive on [0, co), for each t 2 0, from (2.15) we obtain 
That is, 
x(t) > Bx(t + t*) for every t 2 0 (i.23) 
with B= J:f &(s) >O. On the other hand, in view of (2.16), we derive 
-z’(t) > Ax(t + a,) for t > 0. 
Consider a number 5 > 0. Then, for each t 2 0, we get 
z(t)>z(t)-z(t+[)>A jt’+’ x(s + a,) ds > A5 x(t + < + az). 
Namely, 
z(t)>S,x(t+5+az) for t>O (2.24) 
with Sr = At > 0. Now, (2.23) gives 
x(t - z*) > Bx(t) for tax,. (2.25) 
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Choose a positive integer m so that -mT2 + (rr 2 oz + 5. From (2.25) we 
obtain for all large t 
x(t-mmZ2)>Bx(t-(m-1)7,)> ... >Bm-‘x(t-rz,)>Bmx(t). 
Therefore, 
x(t-mmz,+a,)>Szx(t+a,) for all large t 
with S, = B”. Thus, we get 
x(t+a,+()>S*x(t+o1) for all large t 
and so (2.24) gives 
z(t) > S,x(t + a,) for all large t, (2.26) 
where S3 = Sr S2 > 0. But, (2.16) implies (2.22). By combining (2.22) and 
(2.26), we see that (2.17) is satisfied with p= A/S3 >O. We have thus 
proved that there exists a p >O satisfying (2.17) in both cases where 
6=+lor6=-1. 
Assume next that z(t) < 0 for some ia 0. Then there exists a t, > 0 such 
that z is negative on the interval [to, co). Define y*(t) = -z(t + t, - y), 
t 3 y. Then, by Lemma 3, y, is a solution of the differential equation (E). 
This solution is continuously differentiable, positive, and strictly increasing 
on [y, co). Also, y, is of exponential order c = 0. Moreover, as in Case I, 
we can see that the Laplace transform of y, has abscissa of convergence a
with c1> -co. 
Case III. x is strictly increasing on [y, co), and r2 < 0. Assume that x is 
bounded on [y, co). Then x is of exponential order c=O. Moreover, the 
increasing character of x on [0, cc) implies that x has a Laplace transform 
with abscissa of convergence c1 B 0 > - co. So, the proof is complete when 
x is bounded. Thus, in the sequel, we will assume.that x is unbounded on 
the interval [y, co). This implies that 6 = - 1. Indeed, from (E) it follows 
that the function x(t) + 6 J:: x( t + s) &J(S), t > 0, is bounded from above. If 
6 = 0 or 6 = + 1, then x is bounded on the interval [0, co), a contradiction. 
This contradiction shows that we always have 6 = - 1. Set 
z(t)= -x(t)+~‘2X(t+S)dp(S) for t>O. (2.27) 
T1 
Then we have 
z’(t) = ju2 x(t + s) &(s) for all t > 0. 
bl 
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So, z is continuously differentiable on the interval [0, co). Moreover, 
z’(l) > 0 for t > 0 and hence the function z is strictly increasing on [0, cc, ). 
Furthermore, from (2.28) it follows that 
z’(t) > Ax(t + (r,) for t 20, (2.29) 
where A = sz; &(s) > 0. As x is unbounded and strictly increasing on the 
interval [y, co), we must have lim, _ o. x(t) = co and so (2.29) implies that 
lim t-m z’(t) = co. This gives lim, _ ~ z(f) = co, which means that the func- 
tion z is eventually positive. Consider a point t, > 0 such that z is positive 
on [I,,, co). Lemma 3 guarantees that the function y(t) = z(t + to - y), t k y, 
is a solution of the differential equation (E). The solution y is continuously 
differentiable, positive, and strictly increasing on the interval [r, co). 
Moreover, as y is strictly increasing on [0, co), we can see that the abscissa 
of convergence a of the Laplace transform of y is such that u 2 0 > - co. 
So, it remains to establish that, for some real number c, the solution y is 
of exponential order c. From (2.28) we get 
z’(t) < Ax( t + (12) for every t > 0. 
Consider a number 9 > 0. Then from (2.29) we obtain for t b t, 
(2.30) 
and so, by setting Q, = A9 > 0, we have 
z(t)>Qlx(t--9+o,) for t>t,+Q. (2.31) 
Now, (2.27) gives for t > t, 
and consequently 
x(t) < Bx(t + T2) for all t 2 t,, (2.32) 
where B=j:: &(s) >O. Choose a positive integer m such that mz2 < 
- 9 + c1 - c2. Then, by using (2.32) we obtain for all sufficiently large t 
x(t) < Bx( t + z2) < B2x( t + 2~~) < . . . < B”b( t + m2) 
and consequently 
x(t) < Q2x(t - 9 + o1 - 02) for all large f, 
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where Q2 = B”. Thus, we have 
x(t + oz) < QZx(r - 9 + a,) for all large t. (2.33) 
By (2.31) and (2.33), we find 
z(t) > Q&t + gz) for all large t (2.34) 
with Qs = Qi/Q2 > 0. By combining (2.30) and (2.34) and setting c= 
A/Q3 > 0, we obtain 
z’(t)-cz(t)<O for large t, (2.35) 
which gives 
y’(t) - cy(t) < 0 for all large t. (2.36) 
This means that the function q(t) = e-“y( t) is eventually strictly decreasing 
and so 
e-“y(t) < K for all large t, 
where K is a positive constant. Thus, y is of exponential order c. 
Case IV. x is strictly increasing on [y, co), and z1 > 0. As in Case III, we 
assume that the solution x is unbounded on [y, co). Then we can see that 
6 = - 1. So, by assumption (iii)‘, we must have r2 < oz. Consider a number 
IJ with crl < Q < o2 and define 
1 
for t>O. (2.37) 
Then, for each t 2 0, we obtain 
z’(t)= - x(t)-j**x(t+s)dp(s) u2[x(t+~)-x(t+o)]d~(~) 
T1 
= ju2x(t+s)dq(s)-j-u2x(t+s)dq(s)+ ~“*dq(s) 
[ 1 
x(t + a) 
01 0 0 
and consequently 
(2.38) 
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Hence, z is continuously differentiable on [0, co). Moreover, z’(t) > 0 for 
all f 2 0 and so z is strictly increasing on the interval [0, co ). Furthermore, 
from (2.38) it follows that 
z’(t) > A,x(t + c) for all t 2 0, (2.39) 
where A, = s: &(s) > 0. We have lim,, co x(t) = co and so (2.39) gives 
lim t-m z’(t) = co. Hence, lim,, o. z(t) = cc and so there exists a t, k 0 such 
that z is positive on the interval [to, co). By Lemma 3, the function 
y(t) = z(t + t, - y), t > y, is a solution of (E). Clearly, y is continuously dif- ’ 
ferentiable, positive, and strictly increasing on the interval [y, co). Also, y 
is such that its Laplace transform has abscissa of convergence a> 0 > - co. 
Hence, it remains to show that y is of exponential order c for some 
CE (-co, co). It suffices to establish that there exists a c > 0 such that 
(2.35) holds. [Then (2.36) is also satisfied.] From (2.38) it follows that 
z’(t) < Ax( t + a) for t > 0, (2.40) 
where A = jz; dr](s) > 0. Since z2 < rr2, we can consider the number 0 to be 
such that r2 < 0 < g2. Then 0 - r2 > 0 and so, by the fact that z is positive 
on [to, co), from (2.39) we get for t 2 t, + r~ - r2 
z(r)>z(r)-z(~-cT+TJ>A~J x(s + a) ds > A2 (a - t2) x(t + TJ. 
I--Q+q 
Thus, 
z(t)>M,x(t+z,) for every t 2 1, + rr - r2 (2.41) 
with Mi = A2(a - tl) > 0. Now, for each t 2 t,, (2.37) gives 
Therefore, 
‘+‘x(r)dr drl(s)<sT2x([+s)dll(s), 1 t2 to 71 
and consequently 
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for every t 2 to. That is, 
M,x(t+cr)<x(t+z,) for all t > t,, (2.42) 
with M, = [sz* (S - 0) d~(s)]/[~:~ &(s)] > 0. In view of (2.41) and (2.42), 
we have 
z(t)>M,x(t+a) for t>t,+a-r2 (2.43) 
with M3 = M,M, > 0. Finally, a combination of (2.40) and (2.43) leads to 
(2.35) with c = A/M3 > 0. 
The proof of the lemma is now complete. 
3. PROOF OF THE THEOREM 
The theorem will be proved in the contrapositive form: There is a 
nonoscillatory solution of the differential equation (E) if and only if the 
characteristic equation ( * ) has a real root. Assume first that ( * ) has a real 
root 1. Then (E) has the nonoscillatory solution x(t) = e”‘, t 2 y. 
Assume, conversely, that there is a nonoscillatory solution x of (E) and, 
for the sake of contradiction, that the characteristic equation (* ) has no 
real roots. By Lemma 2, the implications (i), (ii), and (iii) are true. 
Furthermore, the hypothesis (H) means that (ii)’ and (iii)’ are also valid. 
Hence, we can apply Lemma 5 to conclude that there exists a solution y 
of (E) such that: y is continuously differentiable, positive, and strictly 
monotone on the interval [y, co); y is of exponential order c for some 
c E ( - co, cc); the Laplace transform Y of y has abscissa of convergence 
ct> --co. 
Define for t 2 0 
and u(t) = so2 y(t + s) l&(s). 
0, 
The function u is continuously differentiable on the interval [0, co) and v 
is a continuous function on [0, oo), and U’ = -u. As the function y is of 
exponential order c, we can consider a positive constant M such that 
y(t) < Me” 
Thus, for each t 2 0, we have 
for all t 2 y. 
1 +jT2ec”&(s) ec’ 1 and 71 
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and so u and u are of exponential order c. Since u’ = -0, the function u’ 
is also of exponential order c. Let U, V, and Z be the Laplace transforms 
of the functions u, u, and u’, respectively. Clearly, Z= - V. On the other 
hand, we have Z(A) = AU(A) - u(0) for Re A > c. Hence, we get 
- V(A) = /w(n) -y(O) - 6 jT2y(s) d/i(s) for ReA>c. (3.1) 
71 
Next, for every II with Re A > c, we obtain 
U(A) = Y(I) + 6 Jam e-I’ [s” y(t + s) d/i(s)] dt 
7, 
So, we have for Re 1> c 
ens dp(s) 1 Y(i) - 6 1” eAs 7, e-“‘y(t) dt] dp(s). 
In a similar way, we can find for Re A> c 
V(I,=[/leisdhs)] Y(l)-jle”‘[/:e-“y(t)dt]dq(s). 
Thus, (3.1) gives 
F(I) Y(n)=y(O)+SS’*y(s)dlc(s)+621‘*e”” 
?I 71 D 
:ep”‘y(t)dt]dp(s) 
y(t) dt 1 B(s) E G(A) (3.2) 
for Re A> c. But, the functions FY and G are analytic in the half-plane Re 
A> a. So, we can extend (3.2) to hold for all A with Re ;1>a. Now, 
Lemma 1 ensures that Y has a nonremovable singularity at the real point 
A= a. This is a contradiction, since F(A) = 0 has no real roots. The proof 
of the theorem is complete. 
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4. APPLICATIONS AND COMMENTS 
A special case of (E) is the following neutral differential equation 
2 
[ 
X(t)+8 f pjX(t+Si) + i qjX(t+r,)=O, 
i=l 1 j= I 0%) 
where 6 E {O,+ l,- l}, m > 1, q > 1, pi (i= 1, . . . . m) and qj (j= 1, . . . . n) are 
positive real numbers, si (i= 1, . . . . m) are real numbers such that either 
0 < SI <s* < I.. <s, or s,<s,< ... <s,<O, and rj (j=l,...,n) are real 
numbers with r,<r,< ... <r,. The characteristic equation of (E,) is 
F,(A)-1 1+6 f pieAs, 
( > 
+ i qje""=O. (*h 
i=l j=l 
In our theorem, the hypothesis (H) is needed only for the proof of the fact 
that, if the characteristic equation (* ) has no real roots, then all solutions 
of (E) are oscillatory. We will show that in the case of the differential 
equation (E,) the condition (H) is a consequence of the assumption that the 
characteristic equation (* )0 has no real roots. Assume that (* )D has no real 
roots. Then, since F,,(O) = I;= I qj > 0, we must have F,(I) > 0 for all real 
numbers Iz. If 6 = + 1, s, < 0, and si = rl (here we have z1 =s, and ui = rl), 
then we can see that F,,( - co) = - 00, which is a contradiction. Also, if 
6 = - 1, s1 > 0, and s, = r,, (here we have z2 = s, and (r2 = r,,), then we can 
arrive at the contradiction FO( co) = - co. Thus, our assertion is proved. 
Now, from our theorem we obtain the following known result (cf. 
Grammatikopoulos, Sficas, and Stavroulakis [ 93 ). 
A necessary and sufficient condition for the oscillation of all solutions of 
(E,) is that its characteristic equation (* )0 has no real roots. 
There are cases of neutral differential equations of the form (E) for which 
the hypothesis (H) fails while the associated characteristic equation has no 
real roots. Such a case is that of the neutral equation 
-ex(t+s)ds +2x(t-o)=O 
-0 I 
with c > e. Here, (H) is not satisfied. The characteristic equation is 
320 
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f(l)=E.+e-je+e-‘F>~+e”.~~>O for - m<l<cE 
and so the characteristic equation has no real roots. 
Several classes of differential equations of retarded, advanced, or mixed 
type are included in the class of the neutral equations of the form (E). For 
example, the equation 
x’(t)+px(t+p)-qqx(t+p)=O, 
where p > q > 0 and p < p, can be written as 
$ x(t)-4 [ J PX(t+S)ds +(p-q)x(t+p)=Q P 1 
The last equation is a particular case of (E). 
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