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Abstract
Due to its low storage cost and fast query speed, hashing
has been widely used in large-scale image retrieval tasks.
Hash bucket search returns data points within a given
Hamming radius to each query, which can enable search
at a constant or sub-linear time cost. However, exist-
ing hashing methods cannot achieve satisfactory retrieval
performance for hash bucket search in complex scenar-
ios, since they learn only one hash code for each image.
More specifically, by using one hash code to represent one
image, existing methods might fail to put similar image
pairs to the buckets with a small Hamming distance to
the query when the semantic information of images is
complex. As a result, a large number of hash buckets
need to be visited for retrieving similar images, based
on the learned codes. This will deteriorate the efficiency
of hash bucket search. In this paper, we propose a novel
hashing framework, called multiple code hashing (MCH),
to improve the performance of hash bucket search. The
main idea of MCH is to learn multiple hash codes for
each image, with each code representing a different re-
gion of the image. Furthermore, we propose a deep rein-
forcement learning algorithm to learn the parameters in
MCH. To the best of our knowledge, this is the first work
that proposes to learn multiple hash codes for each image
in image retrieval. Experiments demonstrate that MCH
can achieve a significant improvement in hash bucket
search, compared with existing methods that learn only
one hash code for each image.
1 Introduction
With the rapid growth of multimedia applications [11,
41, 42, 47, 48, 53], large-scale and high-dimensional im-
age data has brought much burden to the search en-
gines. To ensure search efficiency, approximate near-
est neighbor (ANN) [1, 8, 12] search plays a fundamen-
tal role. As a popular solution of ANN search, hash-
ing [12, 13, 15, 16, 22, 23, 26, 30, 34–37, 43, 46, 49, 52, 54, 55]
has attracted much attention in recent years.
The goal of hashing is to represent the data points as
compact similarity-preserving binary hash codes in Ham-
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Figure 1: An example for illustrating the shortcoming of
existing hashing methods.
ming space [5, 39, 44]. Based on hash code representa-
tions, the storage cost can be dramatically reduced. Fur-
thermore, we can adopt two procedures, i.e., Hamming
ranking and hash bucket search [7, 31, 33], to accelerate
search speed. The Hamming ranking procedure obtains a
ranking list according to the Hamming distance between
query and database points. The computational complex-
ity of this procedure is O(n) [2], where n is the number
of database points. The hash bucket search procedure
reorganizes the learned hash codes as a hash table (in-
dex). Based on the hash index, hash bucket search can
enable a sub-linear or even constant search by return-
ing data points in those hash buckets whose Hamming
distance to the query is smaller or equal to a given Ham-
ming radius. In real applications, hash bucket search is
typically more practical than Hamming ranking for fast
search, especially for cases with a large-scale database.
Over the past decades, many hashing methods [3, 13,
43] have been proposed for image retrieval. However, all
existing methods learn only one hash code for each image.
When the semantic information of the images is complex,
these methods may fail to put similar image pairs into
the same hash bucket. An example for illustrating the
shortcoming of existing hashing methods is shown in Fig-
ure 1. Suppose that there exists an image that contains
both a dog and a cat in the database, i.e., image (c) in
Figure 1. There are also two image queries that contain a
dog and a cat separately, i.e., image (a) and image (b) in
Figure 1. Suppose that we use 3-bit binary hash codes to
represent images. The category “dog” and category “cat”
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are represented by “010” and “101”, respectively. For im-
age (c), we can find that no matter which hash bucket it
is mapped to, it cannot be directly retrieved (without bit
flipping) by these two queries at the same time. To get
image (c) as a search result for these two queries, we have
to enlarge the search Hamming radius. For hash bucket
search, the search cost will increase exponentially if we
enlarge the search Hamming radius. In other words, the
search efficiency will be significantly deteriorated.
In this paper, we propose a novel hashing framework,
called multiple code hashing (MCH), for image retrieval.
The main contributions of this paper are summarized as
follows:
• MCH learns multiple hash codes for each image,
with each code representing a different region of the
image. To the best of our knowledge, MCH is the
first hashing method that can learn multiple hash
codes for each image. By representing each image
with multiple hash codes, MCH can keep the Ham-
ming distance of similar image pairs small enough
and enable efficient hash bucket search.
• A novel deep reinforcement learning algorithm is
proposed to learn the parameters in MCH. In par-
ticular, an agent is trained in MCH to explore dif-
ferent regions of the image that can better preserve
the pairwise similarity than the whole image.
• MCH is a flexible framework that decomposes the
multiple hash codes learning procedure into two
steps: base hashing model learning step and agent
learning step. This decomposition simplifies the
learning procedure and enables the easy integration
of different kinds of base hashing models.
• Extensive experiments demonstrate that our MCH
can achieve a significant improvement in hash bucket
search, compared with existing hashing methods
that learn only one hash code for each image.
2 Related Work
In this section, we briefly review the related work, includ-
ing hash bucket search and deep reinforcement learning.
2.1 Hash Bucket Search
Hash bucket search is an efficient method to locate the
nearest codes in Hamming space. Given a hash code, it
costs O(1) time to locate its corresponding hash bucket.
Ideally, if the data points in this bucket can satisfy the re-
quirement of the search, the time cost of the hash bucket
search is O(1). If there are not enough data points in
this bucket, we need to expand the Hamming radius by
flipping bits to visit more hash buckets. In the worst
case, all buckets are visited and the search cost will be
O(2Q), where Q denotes the hash code length. A general
Algorithm 1 Hash bucket search algorithm
Input: Query q, the hash function, hash index (hash
codes for all points in the database) and the number
of required nearest neighbors K.
Output: K points closest to query q in the database.
Procedure: Encode query q to hash code b. Set
Hamming radius r = 0, result set U = ∅.
while |U | < K do
Get the bucket list M with Hamming distance r to
b.
for each bucket m in M do
Put all the data points in m to U .
if |U | ≥ K then
return the first K data points in U .
end if
end for
r = r + 1
end while
procedure of hash bucket search [2] is summarized in Al-
gorithm 1. We can find that when the Hamming radius
increases, the number of hash buckets need to be visited
increases exponentially, which will severely deteriorate
the retrieval efficiency in online search.
2.2 Deep Reinforcement Learning
Reinforcement learning is a problem concerned with how
an agent ought to learn behavior through trial-and-error
interactions in a dynamic environment [20]. Due to the
recent development of deep learning, deep reinforcement
learning has attracted much attention and obtained pro-
gressive results [38, 45]. More recently, deep reinforce-
ment learning has been introduced to image hashing ap-
plications. Deep reinforcement learning approach for im-
age hashing (DRLIH) [56] was proposed to learn hash
functions in a sequential process. In [10], GraphBit was
designed to mine the reliability of hash codes. These
methods generate only one hash code for the whole im-
age. None of them can generate multiple hash codes
for modeling complex semantic information in images.
Furthermore, these methods utilize deep reinforcement
learning to generate high-quality hash codes, while our
MCH utilizes deep reinforcement learning to explore dif-
ferent regions of the image that can better preserve the
pairwise similarity than the whole image.
3 Notation and Problem Defini-
tion
3.1 Notation
In this paper, we use boldface lowercase letters like w to
denote vectors and boldface uppercase letters like W to
denote matrices. ‖w‖2 denotes the L2-norm for vector
2
w. Wij denotes the element in the i-th row and j-th
column of the matrixW. cos(a,b) denotes the the cosine
distance between vector a and vector b. sign(·) is an
element-wise sign function which returns 1 if the element
is positive and returns −1 otherwise.
3.2 Problem Definition
In this paper, we only focus on the setting with pairwise
labels [3, 4, 21, 32]. The technique in this paper can also
be adapted to settings with other supervised information
that includes pointwise labels [43], triplet labels [25, 57]
and ranking labels [14, 50]. This will be pursued in our
future work.
Suppose we have N training samples which are de-
noted as X = {xi}Ni=1. Furthermore, the pairwise labels
of the training set are also provided. The pairwise labels
are denoted as: S = {sij}, sij ∈ {0, 1}, where sij = 1 if
xi and xj are similar, otherwise sij = 0 if xi and xj are
dissimilar.
The goal of MCH is to learn a hash function
g : xi → {bmi }tim=1, where ti denotes the number of hash
codes1 and each bmi ∈ {−1,+1}Q. The hash function
g encodes each data point xi into ti Q-bit hash codes,
which aims to represent the complex semantic informa-
tion in the images to enable efficient hash bucket search.
4 Multiple Code Hashing
In this section, we present the details about our MCH
framework, including base hashing model learning step
and agent learning step, which is illustrated in Figure 2.
4.1 Base Hashing Model Learning Step
The base hashing model in MCH is used to learn one
hash code for a region of the image or the whole image.
Both shallow hashing models and deep hashing models
can be used as the base hashing model in MCH. Given
an image xi, a shallow hashing model can first extract its
hand-crafted features f(xi) or utilize a backbone network
to extract its features f(xi) and then learn a linear or
non-linear mapping followed by sign(·) function to get
its hash code bi. A deep hashing model can use raw
pixels in image xi as the input and get its hash code bi
by end-to-end representation learning and hash coding.
The Hamming distance between hash codes bi and bj
can be calculated as follows:
dij =
1
2
(Q− bTi bj). (1)
To preserve the similarity between the data points, the
Hamming distance between hash codes bi and bj should
1We represent the hash code as a vector form of {−1,+1}Q for
convenience of learning. After learning, we can easily transform
the learned hash code to the form of {0, 1}Q.
be relatively small if sij = 1, while relatively large if
sij = 0. In other words, the goal of a hashing model is
to solve the following problem:
min
Φ
L =
N∑
i=1
N∑
j=1
L(dij , sij), (2)
where L(·, ·) is a loss function and Φ denotes the param-
eters in L(·, ·) that need to be learned. Our MCH is flex-
ible enough to integrate different base hashing models
with different types of loss functions L(·, ·). We adopt
five different kinds of existing hashing methods as the
base hashing models in this paper, which are listed in
Table 1. Other existing hashing methods can also be
adopted as base hashing models in MCH in a similar way
as those in Table 1, which will not be further discussed
because this is not the focus of this paper.
All the loss functions in Table 1 are defined on the
Hamming distance of data pairs. Kernel-based super-
vised hashing (KSH) [32] uses `2 loss function. Since
the discrete optimization problem is hard to solve, KSH
replaces sign(·) with Sigmoid function to get relaxed
hash codes. HashNet [4], asymmetric deep supervised
hashing (ADSH), deep Cauchy hashing (DCH) [3] and
maximum-margin Hamming hashing (MMHH) [21] are
recently proposed deep hashing methods. Similar to
KSH, HashNet utilizes Tanh function to get relaxed hash
codes. ADSH, DCH and MMHH solve the discrete opti-
mization problem by relaxing bi to a continuous vector
ui with a constraint that bi = sign(ui). Such relaxation
will cause a quantization error and reduce the quality of
hash codes. To learn high-quality hash codes, the regu-
larization term should be taken into consideration in the
optimization problem. wij in the loss functions of Hash-
Net, DCH and MMHH is the weight for each training
pair. α, γ,H in the loss functions are hyper-parameters
set by the corresponding authors.
4.2 Agent Learning Step
The agent learning step is used to learn multiple hash
codes for each image with the base hashing model and
reinforcement learning.
As shown in Figure 2, a region x∗i is randomly cropped
from image xi. Then the features and hash codes for both
xi and x∗i are provided through the base hashing model.
The goal of agent learning is to determine whether the
hash code b∗i should be kept as one of the multiple hash
codes for image xi.
State Space: Given an image xi and a cropped region
x∗i , the state vector hi is the concatenation of the feature
vectors f(xi), f(x∗i ), and the hash codes bi,b∗i of xi and
region x∗i . This process can be formulated as follows:
hi = [[f(xi); f(x
∗
i )] ; [bi;b
∗
i ]] , (3)
where [y; z] denotes the vector concatenation operation
on y and z. More specifically, suppose each image is
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Figure 2: An illustration of our MCH framework, which consists of two steps. The first step is called base hashing
model learning step, which learns a hash function through similarity-preserving learning. The second step is called
agent learning step, which learns a decision strategy about multiple hash codes for image xi through exploring
different regions x∗i that can better preserve the pairwise similarity than the whole image. Best viewed in color.
Table 1: The loss function and relaxation method for different hashing methods.
Method Loss Function L(·, ·) Relaxation Method Regularization Term
KSH [32] ( 1Q (Q− 2dij)− (2sij − 1))2 Sigmoid Smoothing N/A
HashNet [4] wij(log(1 + exp(α(Q− 2dij)))− sijα(Q− 2dij)) Tanh Smoothing N/A
ADSH [19] ((Q− 2dij)−Q(2sij − 1))2 Continuous Relaxation ‖bi − ui‖22
DCH [3] wij(sij log(
dij
γ ) + log(1 +
γ
dij
)) Continuous Relaxation log(1 + Q2γ (1− cos(bi,ui)))
MMHH [21] wij(sij log(1 + max(0, dij −H)) + (1− sij) log(1 + 1max(H,dij) )) Continuous Relaxation ‖bi − ui‖
2
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embedded into a 4096-dimensional feature vector and the
length of the hash code is Q, then the dimension of the
state vector is (8192 + 2Q).
Action Space: Given the current state vector hi, the
agent aims to select one action to keep or discard the hash
code b∗i . The action ai has the following two possible
choices:
ai =
{
0, keep the hash code bi
1, discard the hash code bi
(4)
Reward Function: Given the sampled action ai, the
reward function can be calculated based on the loss func-
tion L(·, ·) defined in (2). First, we redefine the asym-
metric Hamming distance from xi to xj when keeping
the hash code b∗i as follows:
d∗ij = min
(
1
2
(Q− bTi bj),
1
2
(Q− b∗Ti bj)
)
, (5)
which is consistent with the procedure of the hash bucket
search. We can treat xj as the query, xi as a data point
in the database and bi,b∗i as two hash codes for xi in
Algorithm 1. In other words, xi is located in two dif-
ferent hash buckets, and the hash bucket with a smaller
Hamming distance to bj will be visited first, which in-
dicates that xi will be successfully retrieved. We define
the following reward function to reflect the influence of
the hash code b∗i on the similarity preservation of data
point xi.
R(hi, ai) =
{
0, ai = 0∑N
j=1
(
L(dij , sij)− L(d∗ij , sij)
)
, ai = 1
(6)
If the agent discards the hash code b∗i (ai = 0), the
reward is 0 which means it does not affect the hash bucket
search. When the agent keeps b∗i (ai = 1), the reward
will be positive if the newly kept hash code b∗i can better
represent the semantic information of image xi and lead
to a lower loss for similarity preservation. Otherwise, the
reward will be negative to force the agent to discard the
meaningless hash code.
Policy Network : We employ a multi-layer percep-
tron (MLP) with a Softmax layer in the end as our policy
network. More specifically, the policy network has five
fully-connected layers. We apply ReLU as the activation
function. We also perform Batch Normalization [18] to
accelerate the training of the policy network. The input
of the policy network is the state vector hi and the out-
put is the predicted distribution of the action ai, which
is denoted as piθ(ai|hi), where θ is the parameter of the
policy network.
4
Algorithm 2 Learning algorithm for MCH
Input: N Training images X = {xi}Ni=1.
Input: Pairwise similarity labels S = {sij}Ni,j=1.
Output: The parameter Φ and θ.
Procedure: Initialize parameter Φ and θ, total itera-
tion number T , mini-batch size B and the base hashing
model.
Learn the base hashing model according to its loss
function and relaxation method in Table 1.
for t = 1→ T do
Randomly sample a mini-batch B from {xi}Ni=1.
∀xi ∈ B, calculate f(xi) and bi by forward propa-
gation.
∀xi ∈ B, randomly crop a region x∗i , and calculate
f(x∗i ) and b∗i by forward propagation.
Concatenate the feature vectors f(xi), f(x∗i ) and
hash codes bi,b∗i to generate state vector hi.
For state vector hi, forward-propagate the policy
network.
Sample the action ai from the distribution piθ(ai|hi).
Calculate the reward according to the reward func-
tion in (6).
Update the parameter θ according to the gradient
in (7).
end for
The goal of the policy network is to maximize the ex-
pected reward for the multiple hash code decision pro-
cesses. We utilize the REINFORCE algorithm [51] to
obtain the gradient of θ, which is formulated as follows:
∇θZ(θ) = ∇θEh,a [R(h, a)]
=
∫
h,a
p(h)piθ(a|h)∇θ log piθ(a|h)R(h, a)
= Eh,a [∇θ log piθ(a|h)R(h, a)]
≈ ∇θ 1
N
N∑
i=1
log piθ(ai|hi)R(hi, ai).
(7)
In MCH, the parameters need to be learned contain
Φ and θ. We first learn the parameter Φ by training
the base hashing model. Then in order to maximize the
expected reward in (7), we adopt a back-propagation al-
gorithm to learn the parameter θ. The overall learning
procedure is summarized in Algorithm 2.
4.3 Out-of-Sample Extension
After we have completed the whole learning procedure,
we can only get the base hashing model and the agent.
We still need to perform out-of-sample extension to pre-
dict the multiple hash codes for images unseen in the
training set.
For any new image xi unseen in the training set, in
addition to the original image, we crop 5 regions (four
corners and one middle) from xi. The crop ratio is con-
trolled by σ ∈ [0, 1], which is a hyper-parameter. We use
such a cropping strategy just for demonstrating the effec-
tiveness of our MCH in this paper. The cropping strat-
egy can be adjusted according to actual needs. First,
we utilize the learned base hashing model to obtain the
hash codes of image xi and all its cropped regions. Then
we utilize the policy network to calculate the probabil-
ity of keeping each hash code. Once the probability is
larger than a given threshold of ξ ∈ [0, 1], which is also
a hyper-parameter, the corresponding hash code will be
kept. Here, the probability of keeping the hash code for
the original image xi is fixed to 100% to ensure that any
image has at least one hash code.
5 Experiments
In this section, we conduct extensive evaluations of
the proposed method on three widely used benchmark
datasets. To prove the effectiveness of MCH, we adopt
five different kinds of existing hashing methods as the
base hashing models and illustrate the improvements
brought by MCH, in terms of both accuracy and effi-
ciency.
5.1 Datasets
We select three widely used benchmark datasets for eval-
uation. They are NUS-WIDE [6], MS-COCO [29] and
MIR FLICKR [17].
NUS-WIDE dataset contains 269, 648 images collected
from the web, with each data point annotated with as
least one class label from 81 categories. Following [27], we
use the subset belonging to the 21 most frequent classes.
We randomly select 100 images per class as the query
set (2, 100 images in total). The remaining images are
used as the database set, from which we randomly sample
500 images per class as the training set (10, 500 images
in total).
MS-COCO contains 82, 783 training images and
40, 504 validation images. Each image is annotated with
some of the 80 semantic concepts. Following [3], we ran-
domly select 5, 000 images as the query set. The remain-
ing images are used as database set, and we randomly
sample 10, 000 images from the database for training.
MIR FLICKR dataset contains 25, 000 images. Each
image is annotated with multiple labels based on 21
unique classes. We randomly select 5, 000 images as
the query set. The remaining images are used as the
database set, from which we randomly sample 10, 000
images as the training set.
As the data point might belong to multiple categories,
following [3, 27, 28], two data points that have at least
one common semantic label are considered similar.
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Figure 3: Recall within Hamming radius 0 on the three benchmark datasets.
5.2 Experimental Setup
5.2.1 Baselines and Evaluation Protocol
Both shallow hashing methods and deep hashing meth-
ods are adopted as baselines for comparison. Shallow
hashing methods include unsupervised and supervised
methods. Unsupervised shallow hashing methods con-
sist of locality-sensitive hashing (LSH) [12] and itera-
tive quantization (ITQ) [13]. Supervised shallow method
is kernel-based supervised hashing (KSH) [32]. Deep
hashing methods consist of HashNet [4], asymmetric
deep supervised hashing (ADSH), deep Cauchy hash-
ing (DCH) [3] and maximum-margin Hamming hash-
ing (MMHH) [21]. To demonstrate that our MCH is an
effective and flexible framework, we adopt both shallow
hashing methods and deep hashing methods including
KSH, HashNet, ADSH, DCH and MMHH as the base
hashing model in MCH. The corresponding MCH meth-
ods are called “MCH-KSH”, “MCH-HashNet”, “MCH-
ADSH”, “MCH-DCH” and “MCH-MMHH”, respectively.
To verify that MCH can enable the similar data points
to fall into the Hamming ball within radius 0, we adopt
recall within Hamming radius 0 (R@H= 0) and precision
within Hamming radius 0 (P@H= 0) to evaluate MCH
and baselines. We also adopt the widely used mean av-
erage precision (mAP) to measure the accuracy of our
MCH and baselines. To evaluate the efficiency in the
hash bucket search, we report F1-bucket curves to com-
pare MCH and baselines. More specifically, we conduct
the hash bucket search with different settings ofK, which
is defined in Algorithm 1. Then for each setting of K,
we draw the F1 score and the number of hash buckets
that need to be visited as a point. Finally, we connect
these points in an ascending order of K to get F1-bucket
curves. Moreover, we report the average number of hash
codes (ANHC) for MCH which reflects the average num-
ber of hash codes that MCH learns for an image. We can
calculate the ANHC as follows:
ANHC({xi}Ni=1) =
∑N
i=1
∑ti
m=1 I(Pim ≥ ξ)
N
, (8)
where Pim denotes the probability that the m-th region
of the i-th image xi will be kept, ξ is the threshold defined
in Section 4.3, and I(·) is an indicator function. I(a) = 1
if a is true otherwise 0.
5.2.2 Implementation Details
Our implementation of MCH is based on Py-
Torch [40]. For shallow hashing methods, we use the
4096-dimensional features extracted by AlexNet [24]
pre-trained on ImageNet [9] as image features. For
deep hashing methods, we use original images as in-
put and adopt AlexNet as the backbone architecture
for a fair comparison. We fine-tune convolutional lay-
ers conv1-conv5 and fully-connected layers fc6-fc7 of
AlexNet pre-trained on ImageNet and train the last hash
layer, all through back-propagation. We use mini-batch
stochastic gradient descent (SGD) with 0.9 momentum
for training the policy network and choose the learn-
ing rate from
[
10−5, 10−3
]
. The initial learning rate is
set to 1 × 10−4 and the weight decay parameter is set
to 5 × 10−4. The total iteration number T is set to
100. The size of each mini-batch B is set to 256. The
hyper-parameters of the base hashing model are set by
following the suggestions of the corresponding authors.
All the hyper-parameters shared by MCH and its base
hashing model are kept the same for a fair compari-
son. We select the unique hyper-parameters of our MCH
σ = 0.5, ξ = 0.5 based on results of a validation strategy.
All experiments are run on a workstation with Intel(R)
Xeon(R) Gold 6240 CPU@2.60GHz of 18 cores, 384G
RAM and 8 GeForce RTX 2080 Ti GPU cards. Further-
more, all experiments are run for five times with different
random seeds and the average value is reported.
5.3 Accuracy
The recall and precision within Hamming radius 0 reflect
the performance for retrieving top-ranking data points
by the hash bucket search at O(1) time cost. The re-
call within Hamming radius 0 is shown in Figure 3. We
can find that MCH achieves much better results than its
base hashing model on all benchmark datasets with re-
gard to different code lengths. This verifies that MCH
can make more similar data points fall into the Hamming
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Figure 4: Precision within Hamming radius 0 on the three benchmark datasets.
Table 2: mAP on three benchmark datasets with different code lengths. Results that are improved by our MCH
compared to the base hashing model are shown in boldface.
Method NUS-WIDE MS-COCO MIR FLICKR
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
LSH 0.3449 0.3653 0.3815 0.3861 0.3660 0.3763 0.3880 0.3947 0.5710 0.5799 0.5908 0.5931
ITQ 0.5183 0.5140 0.5172 0.5185 0.4589 0.4711 0.4788 0.4826 0.6479 0.6516 0.6536 0.6544
KSH 0.6894 0.7003 0.7047 0.7062 0.5614 0.5768 0.5821 0.5866 0.7923 0.8005 0.8024 0.8038
MCH-KSH 0.6955 0.7062 0.7104 0.7128 0.5691 0.5858 0.5915 0.5967 0.8051 0.8110 0.8117 0.8114
HashNet 0.7064 0.7184 0.7211 0.7225 0.5766 0.5859 0.5886 0.5846 0.8454 0.8515 0.8531 0.8540
MCH-HashNet 0.7098 0.7221 0.7246 0.7266 0.5800 0.5901 0.5929 0.5887 0.8491 0.8553 0.8563 0.8573
ADSH 0.7161 0.7391 0.7444 0.7461 0.5643 0.5934 0.6055 0.6135 0.8352 0.8452 0.8471 0.8470
MCH-ADSH 0.7179 0.7403 0.7454 0.7471 0.5684 0.5985 0.6098 0.6174 0.8383 0.8475 0.8502 0.8511
DCH 0.6804 0.6796 0.6765 0.6761 0.5542 0.5554 0.5550 0.5546 0.8273 0.8267 0.8251 0.8214
MCH-DCH 0.6832 0.6840 0.6819 0.6801 0.5607 0.5665 0.5650 0.5647 0.8359 0.8348 0.8280 0.8230
MMHH 0.6762 0.6762 0.6716 0.6702 0.5499 0.5498 0.5456 0.5442 0.8199 0.8120 0.8119 0.8091
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Figure 5: The F1-bucket curves on the three benchmark datasets with 16 bits.
ball within radius 0 to the query and enable more effi-
cient retrieval of top-ranking data points. Figure 4 shows
the precision within Hamming radius 0. We can find that
MCH can also improve the precision within Hamming ra-
dius 0, compared with its base hashing model. This ver-
ifies that MCH will not reduce the accuracy of retrieving
top-ranking data points.
The mAP results of all methods are listed in Table 2,
which show that MCH can achieve better accuracy than
its base hashing model. Please note that our MCH is
mainly designed to improve the efficiency of hash bucket
search. The improvement in mAP is to illustrate that
our MCH will not reduce accuracy.
To verify the efficiency of MCH in hash bucket search,
F1-bucket curves of all methods with different code
lengths are illustrated in Figure 5, Figure 6 and Fig-
ure 7, respectively. The results show that MCH can
perform much more efficient hash bucket search than
the base hashing model. Specifically, compared to KSH,
the best shallow hashing method with deep features as
input, MCH-KSH can obtain the same F1 score while
greatly reducing the number of hash buckets that need
to be visited. The F1-bucket curves also show some in-
teresting phenomenons. (1) Without modeling the pair-
wise similarity information, unsupervised shallow hash-
ing methods are worse than supervised hashing methods.
(2) ADSH treats query points and database points in
an asymmetric way. In most situations, ADSH achieves
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Figure 6: The F1-bucket curves on the three benchmark datasets with 32 bits.
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Figure 7: The F1-bucket curves on the three benchmark datasets with 64 bits.
more efficient hash bucket search, compared with sym-
metric supervised hashing methods. (3) Different sym-
metric supervised hashing methods have large distinc-
tions in the efficiency of hash bucket search. The reason
is that different types of loss functions impose distinct
penalties for similar point pairs (sij = 1) [3]. These ob-
servations may give some insights about designing new
hashing methods for more efficient hash bucket search.
5.4 Visualization Study
We perform a visualization study on MS-COCO dataset
to give an intuition about why MCH can outperform ex-
isting methods. We randomly select some query images
from the query set and select 10 similar data points for
each query from the database set. We choose DCH as the
base hashing model of MCH and set the code length to
32 bits. Results are shown in Figure 8, in which the first
column denotes the query, and the following 10 columns
denote the retrieved data points to the query. The Ham-
ming distance between the query and each retrieved data
point is also shown in Figure 8. The results show that
our MCH can better represent the data points with com-
plex semantic information and enable more similar data
points to fall into the Hamming ball within radius 0 to
the query. There also exists an image in the database
set describing both the airplane and the bird. Our MCH
can enable it to appear in multiple hash buckets simul-
taneously. Hence, it can be retrieved in O(1) time by
queries of different categories. This validates that MCH
can enable more efficient hash bucket search.
5.5 Sensitivity to Hyper-Parameter
Since the hash bucket search efficiency is the main
focus of this paper, we study the sensitivity of the
hyper-parameters σ and ξ on the hash bucket search ef-
ficiency. The efficiency (F1-bucket) of MCH-DCH and
DCH with code length being 32 bits are shown in Fig-
ure 9. From Figure 9 (a), we can see that MCH is not
sensitive to σ in the range 0.3 ≤ σ ≤ 0.5. To further
analyze the sensitivity to σ, we select 131 queries that
include the “Airplane” category and report the F1-bucket
curves in Figure 9 (b) using only these selected queries.
We can see that MCH is not sensitive to σ in the range
0.4 ≤ σ ≤ 0.6. We also select 141 queries that include
“Bird” category and results are shown in Figure 9 (c).
We can find that the hyper-parameter sensitivity results
are similar to those using all queries. From Figure 9 (d),
we can see that MCH is not sensitive to ξ in the range
0.1 ≤ σ ≤ 0.9.
We also report the average number of hash codes of
MCH-DCH in Table 3. Please note that when σ = 1.0,
MCH-DCH will degenerate to its base hashing model
DCH. We can find that a more efficient hash bucket
search in Figure 9 can be achieved with a larger aver-
age number of hash codes.
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Figure 9: Sensitivity to hyper-parameters σ and ξ on MS-COCO dataset.
Table 3: The effect of hyper-parameters σ and ξ on the
average number of hash codes on MS-COCO dataset.
σ ξ 0.1 0.3 0.5 0.7 0.9 1.0
0.1 1.12 1.08 1.06 1.05 1.03 1.00
0.3 1.79 1.68 1.62 1.56 1.49 1.04
0.5 1.68 1.59 1.54 1.50 1.43 1.05
0.7 1.47 1.40 1.36 1.33 1.28 1.01
0.9 1.43 1.37 1.34 1.31 1.26 1.02
1.0 1.00 1.00 1.00 1.00 1.00 1.00
6 Conclusion
In this paper, we propose a novel hashing method, called
multiple codes hashing (MCH), for efficient image re-
trieval. MCH is the first hashing method that proposes
to learn multiple hash codes for each image, with each
code representing a different region of the image. Fur-
thermore, we propose a deep reinforcement learning al-
gorithm to learn the parameters in MCH. MCH provides
a flexible framework that can enable the easy integration
of different kinds of base hashing models. Extensive ex-
periments demonstrate that our MCH can achieve a sig-
nificant improvement in hash bucket search, compared
with existing hashing methods that learn only one hash
code for each image.
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