Cartwright and Longuet-Higgins (1956) describe the statistical distribution of maxima that would result from the linear superposition of random, Gaussian waves. The distribution function depends solely upon the relative width of the power spectrum and root-mean-square value of the process time series. Runup field data from three experiments are presented to determine the extent to which the distribution of swash maxima can be approximated using the Cartwright and Longuet-Higgins probability density function. The model is found to be satisfactory for describing various distribution statistics including the average maxima, the proportion of negative maxima, and the elevation at which one third of the swash maxima are exceeded. However, systematic discrepancies that scale as a function of time series skewness are observed in the statistics describing the upper tail of the distributions. Although we conclude that the linear model is incapable of delineating these apparent nonlinearities in the swash time series, the extent of the deviation can be estimated empirically for the purpose of constraining nonlinear models and nearshore engineering design.
INTRODUCTION
Estimation of extreme values of wave runup (shoreline water level) is of interest to oceanographers, ocean engineers, and coastal planners. Many applications require accurate predictions of maximum runup elevations to allow choice of appropriate and economically feasible shoreline setback criteria and design of shore protection structures. Maximum runup prediction under monochromatic conditions is straightforward; the runup reaches approximately the same elevation for every wave. However, under random wave conditions, a distribution of runup maximum elevations is observed. In the following, we apply an existing statistical model to estimate the distribution of runup maxima under the assumption that runup can be approximated as a linear, Gaussian process.
Figure 1 diagrams a hypothetical runup time series. For a given set of wave conditions, the runup elevation q(t) can be decomposed into two components. The setup, •i, is taken to be ods, given by Saville [1962] , relies on individual wave analysis to construct the runup maxima distribution. Basically, a runup relation developed under monochromatic wave conditions is applied to equivalent individual waves from an irregular wave train. The assumption inherent to this method is known as the hypothesis of equivalency. Equivalency is not an assumption of linearity in terms of direct superposition; rather, the hypothesis presumes linear relationships between statistical averages only, not individuals. The resulting empirical distribution is calculated graphically for each particular combination of wave steepness and structure slope assuming independence of deepwater wave height and length. Battjes Since there is no equivalent offshore wave, the hypothesis of equivalency used in these linear models is inappropriate for conditions of significant infragravity (low frequency) energy, commonly a dominant component of field runup signals [Guza and Thornton, 1982] . Although other theoretical runup distribution models have been proposed [Ahrens, 1979 [Ahrens, , 1983  Nielsen and Hanslow, 1991; Sawaragi and lwata, 1984], they either depend upon equivalency or rely upon empirical "weighting" coefficients that obscure the physics of their development. In addition, the zero-crossing definition of runup maxima used in all of these models should most properly be restricted to describing very narrow-banded spectra. This definition is incapable of distinguishing the differences from broad-banded forms and is therefore inappropriate for use as a generic descriptor of process maxima. Finally, most of the previous models have been largely unconstrained by field data. Our principle objective is to characterize the wave runup maxima probability density function (pdf) for field data in terms of a model that does not assume equivalency, but still has a physical basis. In the following, we describe a probabilistic model for the local maxima of an arbitrary Gaussian process in which the form of the pdf is provided completely by its energy spectrum. The model is then tested with runup data from three separate field sites taken under a variety of environmental conditions. Finally, deviation from the predictions is shown to be a function of nonlinearity in the runup time It may be somewhat surprising that we are attempting to describe swash motions using a linear model given the strong nonlinearities that are common in the nearshore zone.
However, linear models have had considerable success in describing swash dynamics [Miche, 1951; Suhayda, 1974 As part of the LB IES, an experiment took place on the barrier island of Isles Dernieres, Louisiana, and was designed to track the propagation of runup and overwash bores over lowlying topography. During this experiment, a resistance wire runup sensor provided runup data between February 14 and 25, 1989. The USWASH experiment was conducted over a 4-day period at Scripps Beach in La Jolla, California, during June 1989. The objective of this experiment was to accurately sample swash processes using various methods. Both videobased and resistance wire runup sensors were deployed. However, only the video results will be presented in the model application. DELILAH was a multi-investigator study of nearshore dynamics on a barred beach, including the response of sand bars to waves. The experiment was located at the U.S. Army Corps of Engineers Field Research Facility in Duck, North Carolina. Over a 3-week period in October 1990, swash zone video recordings were made almost continuously during daylight hours.
The environmental conditions and beach types varied substantially among the three experiment locations (Table 1) . The data cover conditions ranging from incident (typical period O(10) seconds) to infragravity (period 20-300 s) energy dominated cond.itions, representing a variety of combinations of sea and swell. Offshore significant wave heights varied from 0.54 to 2.71 m, with peak periods between 4 and 13 s. Approximate foreshore profile slopes defined over the swash region ranged from 1:33 to 1:15.
The video recordings from USWASH and DELILAH were analyzed using a modified version of the "timestack" method described by Aagaard and Holm [1989] . For each specific camera view, the screen locations of a measured, shore-normal, beach profile (extending from the dry beach across the swash region) were computed using known geometric transforma-. tions [Lippmann and Holman, 1989 ]. An image-processing system was used to digitize picture element (pixel) intensities along the cross-shore transect and then rewrite the intensities horizontally across a separate (initially empty) frame buffer.
Subsequent samplings (at a constant time interval) of transect pixels were "stacked" down the frame buffer such that crossshore distance is represented along the horizontal axis, and Data were selected for analysis based on an assessment of the performance of the timestack and runup wire methods. Those video records having very low-intensity contrast between beach and the swash (and therefore a larger probability of estimation error) were eliminated. Similarly, wire data runs were also excluded whenever the sensor was fouled by debris. Data were also subjected to a run test [Bendat and Piersol, 1986 ] to verify stationarity such that runs showing trends inconsistent with random fluctuations were removed from the analysis set. Visual examination of each the excluded records confirms that removal was justified on the basis of instrument malfunction or abrupt changes in environmental conditions. Ultimately, 85 time series were selected. In each case the data were sampled at 2 Hz, with a record length of approximately 2 hours giving a total of 14,336 data points. As lowfrequency trends in the time series would severely bias distribution results, all data were quadratically detrended to remove any tidal fluctuations and the wave-induced setup, leaving only the swash signal. In addition, an low-pass filter was applied to eliminate signals having periods shorter than 3 s. The 3-s period was determined using the timestacks to be optimal for isolating maxima visible in the swash signal and restricting maxima due to "noise" in the digitization. Spectral parameters required in the model are determined from smoothed versions of the measured spectra calculated with 112 degrees of freedom. Maxima are defined as having a zero first derivative, and a second-derivative value less than zero. All distributions and distribution statistics pertain to maxima normalized by •J•.
In order to isolate the effect of possible nonlinearities in the data, synthetic, linear time series were constructed by inverse Fourier transforming the observed spectrum, but with randomly selected Fourier phases, On. This operation produces a linear simulated time series (given by equation (2)) with identical model input parameters to the original time series. A total of 1000 independent, realizations were produced for each observed swash time series, with appropriate statistics being computed in the same manner as the field data.
RESULTS

Distributions of Swash Maxima
Example probability distributions of swash maxima, •, and associated spectra from the LBIES, USWASH, and DELILAH experiments are shown in Figure 4 . The theoretical probability density functions estimated using (3) are also shown. For these examples, the agreement between the model and swash maxima observations appears qualitatively reasonable. Note the trend in the observations that as the spectral width increases, the proportion of negative maxima increases in agreement with the theory. The example spectra indicate significant energy is present throughout the incident and infragravity frequency bands. For the complete data set, spectral width values ranged between 0.76 and 0.98, signifying that the data are indeed broad-banded. Clearly, statistical inferences that depend upon a narrow-banded assumption are unjustified for these data.
We quantitatively assessed the model predictions for the observed maxima distribution shapes by applying Monte Carlo type tests using the simulated data. With the simulations serving as the ensemble, parameters describing the fit of the maxima distribution to the CLH56 model (for a specific spectral width value) were computed for each of the 1000 simulations and compared with the actual deviation value obtained using the field data. Using this method, 75 of the 85 runs were observed to have significantly large (greater than 95% of the corresponding simulations) deviation statistics, indicating that the observed and predicted maxima distributions are statistically different. Statistical dissimilarity could not be proven for the remaining 10 runs.
Although the observed and predicted distributions are not statistically equivalent, certain statistics describing the general form of the maxima distributions can be shown to depend upon the model parameter e. The practical application of the model presented above to wave runup is limited by our present inability to predict the required model parameters and the time series skewness. There are several reasons to suspect the influence of nonlinearity in swash motions including composite sloped beach profiles, bed roughness, permeability, coherent bore-to-bore interactions, and transformation of energy during wave shoaling. The specific influence of any or all of these possible causes is difficult to derive. However, we have demonstrated that various distribution statistics show simple responses to nonlinearity which suggests that future research efforts directed toward improving the predictive capability of the model may prove fruitful. In addition, we hope that our empirical results concerning the trends of extreme runup elevations as a function of nonlinearity are useful for constraining mathematical, nonlinear runup models and for the purposes of nearshore engineering design.
SUMMARY
Runup data from an extensive range of conditions were analyzed to determine if the probability density function of swash maxima could be described using a statistical model based upon the linear superposition of random, Gaussian waves. This model makes no assumptions about the data other than the supposition of a Gaussian process and requires only two input parameters: the spectral width and root-mean-square values of the process of interest. Field data taken under a variety of conditions indicate that although few examples of statistically significant correspondence between the observed maxima distribution and the model pdf were identified, various maxima 
