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Introduction 
La maladie d’Alzheimer se caractérise par une diminution progressive des capacités 
cognitives. Des critères cliniques s'appuyant principalement sur cette altération des facultés 
cognitives permettent d'émettre un diagnostic probable de la maladie, le véritable diagnostic 
étant posé post-mortem par un examen anatomo-pathologique du cerveau révélant des signes 
caractéristiques de la maladie. La maladie d'Alzheimer est en effet une maladie neurologique 
caractérisée par un processus pathologique qui débute plusieurs années avant l'apparition des 
premiers symptômes cognitifs (Jack Jr et al., 2010; Tondelli et al., 2012). Ce processus 
pathologique induit en autres des modifications de la morphologie du cortex cérébral. La 
capacité à quantifier ces modifications de la morphologie corticale permettrait une meilleure 
compréhension de l’impact de la pathologie sur l’anatomie cérébrale et une détection plus 
précoce de la maladie.   
 
Dans ce travail de thèse, des méthodes ont été développées afin d’estimer la courbure et la 
dimension fractale du manteau cortical. Ces biomarqueurs de la morphologie corticale sont 
estimés à partir d’une modalité d’imagerie commune, l’IRM pondérée en T1 qui apparaît 
comme un outil de choix en raison de ses caractéristiques non invasives et de sa haute 
résolution spatiale. Nous avons ensuite appliqué nos développements, en complémentarité 
avec l’estimation de l’épaisseur corticale (Querbes et al., 2009), sur une population composée 
de sujets normaux, de sujets diagnostiqués Alzheimer probable (McKhann et al., 1984) et de 
sujets atteints de troubles cognitifs légers (Mild Cognitive Impairment (MCI)) (Petersen et al., 
1999) afin d’explorer l’impact de l’âge et de la maladie d’Alzheimer sur la morphologie 
corticale ainsi que les relations qu’entretiennent ces biomarqueurs. L’ensemble des sujets 
inclus dans nos études provient de la base de données ADNI11. 
 
Des travaux précédents menés par notre équipe (Querbes et al., 2009) ont montré qu’en se 
basant sur l’épaisseur corticale dans le cingulaire postérieur droit, le temporal latéral gauche 
et le temporal mésial droit, il était possible de prédire avec une précision de 76% une 
conversion vers le diagnostic d’Alzheimer probable au cours des 24 mois suivant un examen 
IRM anatomique chez les individus MCI. En revanche, aucune étude n’a étudié la 
contribution que pourrait apporter la courbure corticale à ce diagnostic précoce. L’objectif de 
                                                 
1 Alzheimer’s Disease Neuroimaging Initiative (http://adni.loni.usc.edu) (Annexe  1) 
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notre étude est donc d’évaluer aussi l’apport de la courbure corticale et de son association 
avec l’épaisseur corticale au diagnostic précoce de la maladie. 
 
L’originalité de notre approche dans ce travail a été d’estimer la courbure des sillons et des 
circonvolutions de la surface interne (interface substance blanche/substance grise) et de la 
surface externe (interface substance grise / liquide cérébro-spinal) du manteau cortical ainsi 
que la dimension fractale de ces deux surfaces. En effet, la majorité des études s’appuyant sur 
les biomarqueurs morphologiques de la surface corticale se limitent aux sillons de la surface 
corticale externe et très peu d’études ont exploré les altérations de la morphologie de la 
surface corticale interne, au cours du vieillissement normal ou dans le cas de pathologies 
cérébrales telle que la maladie d’Alzheimer. Plus spécifiquement, aucune étude à notre 
connaissance ne s’est intéressée à la courbure des sillons et des circonvolutions de la surface 
corticale interne. 
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Le premier chapitre est consacré à une brève présentation de la maladie d’Alzheimer, il inclut 
les critères cliniques utilisés pour le diagnostic probable, les différents stades de la maladie et 
ses caractéristiques pathologiques. Le second chapitre présente un bref panorama des 
principaux biomarqueurs de la maladie d’Alzheimer issus de l’imagerie. Le troisième chapitre 
détaille les biomarqueurs d’imagerie caractérisant la morphologie des surfaces corticales 
interne (interface substance blanche / substance grise) et externe (interface substance grise /  
liquide cérébro-spinal) et justifie le choix de ceux que nous avons utilisés dans notre travail, 
i.e. l’épaisseur corticale, la courbure corticale et la dimension fractale. Les quatrième et 
cinquième chapitres introduisent respectivement les bases théoriques de l’estimation de la 
courbure et de la dimension fractale à partir des IRM anatomiques et justifient les méthodes 
utilisées dans notre étude pour estimer ces biomarqueurs. L’estimation de l’épaisseur corticale 
ne sera pas abordée dans ce chapitre, celle-ci ayant fait l’objet d’un travail antérieur (Querbes 
et al., 2009). Les grandes lignes de son calcul sont cependant présentées dans l’annexe 2. 
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Chapitre 1 Rappels sur la maladie d'Alzheimer 
Dans la première section de ce chapitre, nous abordons les critères cliniques utilisés pour 
caractériser les différents stades d’évolution vers la maladie d’Alzheimer et en poser un 
diagnostic probable. La seconde section présente brièvement le processus pathologique de la 
maladie ainsi que sa progression spatiale en fonction du degré pathologique. 
1.1 Les différents stades d’évolution vers la maladie 
 
Figure 1.a: Les différents stades d’évolution vers la maladie d’Alzheimer  
La maladie d’Alzheimer est caractérisée par une altération progressive des capacités 
cognitives au cours de laquelle l’individu passe de sujet sain (stade normal) vers la forme 
démentielle de la maladie d’Alzheimer (stade AD probable) en passant par une phase 
symptomatique prédémentielle incluant des troubles cognitifs légers (stade MCI pour Mild 
Cognitive Impairment) (Figure 1.a).  
 
1.1.1 La phase MCI (Mild Cognitive Impairment) 
La notion et les critères cliniques de diagnostic des sujets MCI ont été introduits par Petersen 
et al. (1999). Cette notion qualifie les sujets souffrant de troubles cognitifs légers ou modérés 
par rapport à des sujets sains appariés en âge. Ces troubles sont cependant suffisamment 
limités pour ne pas impacter de façon significative la vie quotidienne et professionnelle des 
sujets. La phase MCI est donc un stade de transition entre le vieillissement normal et la 
démence.  
 
Les troubles cognitifs ne sont pas forcément en relation avec la maladie d’Alzheimer. 
Cependant les sujets présentant des troubles cognitifs légers de type mnésique (aMCI) ont de 
plus grands risques d’évoluer vers une maladie d’Alzheimer. 
 
Stade AD probable Stade MCI Stade normal 
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1.1.2 La phase d’Alzheimer probable 
Le diagnostic définitif de la maladie d’Alzheimer ne peut être posé que post-mortem à partir 
d’une analyse anatomo-pathologique du cerveau révélant des signes pathologiques 
caractéristiques de la maladie (section 1.2). Cependant, des critères cliniques permettent 
d’émettre in vivo un diagnostic probable de la maladie (AD probable). Ces critères ont été 
définis dès 1984 par le NINCDS–ADRDA2 (McKhann et al., 1984). Ils s’appuient 
principalement sur des considérations neuropsychologiques et sont en constante 
réactualisation (McKhann et al., 2011). Les principaux critères sont : 
1) Le patient doit préalablement satisfaire aux critères cliniques de démence. La démence est 
un syndrome clinique dans lequel on observe une dégradation des facultés cognitives 
entraînant des troubles cognitifs et du comportement : déficit de la mémoire épisodique, 
troubles du langage, troubles du raisonnement ou de la capacité à planifier des tâches 
complexes, altérations des capacités visuospatiales, changements de la personnalité ou du 
comportement notamment. Pour être considérés comme syndromes démentiels, ces troubles 
doivent impacter de façon significative la vie personnelle et professionnelle de l’individu. 
2) Le patient présente : 
· un déclin progressif et continu de ses capacités cognitives, 
· des déficits dans au moins deux des domaines suivants :  
o altération de la mémoire (notamment une altération des capacités à assimiler 
des informations nouvelles ou des difficultés à rappeler des informations 
antérieurement acquises), 
o aphasie (perturbation du langage), 
o apraxie (troubles des fonctions motrices malgré des fonctions motrices 
intactes), 
o agnosie (troubles visuospatiales), 
o altération des fonctions exécutives (difficultés à planifier des tâches 
complexes, à organiser et ordonner des tâches dans le temps). 
3) Les troubles des capacités cognitives doivent débuter entre 40 et 90 ans. 
Le diagnostic d’AD probable doit être écarté s’il s’avère qu’il existe d’autres pathologies ou 
troubles susceptibles d’entraîner une diminution des facultés cognitives. 
 
                                                 
2 National Institute of Neurological and Communicative Disorders and Stroke (NINCDS) and the Alzheimer’s 
Disease and Related Disorders Association (ADRDA) 
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Par simplicité et dans la suite du document, nous désignerons les AD probables par 
l’acronyme AD. 
1.2 Caractéristiques physiopathologiques de la maladie d’Alzheimer  
La maladie d’Alzheimer se caractérise par l’accumulation extracellulaire du peptide β-
amyloïde (amyloïdogénèse) et l’accumulation intracellulaire de la protéine Tau. Ces 
accumulations anormales de peptides β-amyloïdes et de protéines Tau entraineraient une 
destruction des neurones et seraient à l’origine de la perte neuronale responsable de la 
dégradation des facultés cognitives  (Grignon et al., 1998). 
 
1.2.1 Accumulation extracellulaire du peptide β-amyloïde 
Le peptide β-amyloïde est naturellement présent dans le cerveau. Cette protéine résulte de la 
coupure de la protéine précurseur de la bêta-amyloïde (ou APP, Amyloid Protein Precursor) 
par des enzymes spécifiques (les enzymes bêta-sécrétases et gamma-sécrétases). 
La longueur du peptide β-amyloïde est variable, allant de 38 à 42 acides aminés. Les deux 
formes principales sont toutefois de 40 à 42 acides aminés. Dans la maladie d’Alzheimer, on 
constate une production accrue de la forme longue du peptide β-amyloïde, celle comportant 
42 acides aminés (notée Aβ42). Or contrairement à la forme comportant 40 acides aminés, la 
forme longue du peptide β-amyloïde s’agrège plus facilement entraînant ainsi une 
accumulation anormale du peptide Aβ42 dans l’espace extracellulaire. Cette accumulation est 
à l’origine des plaques de β-amyloïdes. En perturbant l’approvisionnement en calcium des 
neurones, ces plaques de β-amyloïdes provoquent la mort neuronale par nécrose ou apoptose. 
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1.2.2  Accumulation intracellulaire de protéine Tau 
La protéine Tau est présente à l’état naturel dans le cerveau, elle intervient notamment dans la 
stabilisation des microtubules, ces « rails » qui assurent le transport des nutriments et autres 
éléments essentiels dans les neurones. Dans la maladie d’Alzheimer, on assiste à une 
hyperphosphorylation de la protéine Tau perturbant ainsi son interaction avec les 
microtubules et entraînant une accumulation des protéines Tau hyperphosphorylées. Ces 
accumulations forment les dégénérescences neurofibrillaires (DNF) à l’intérieur de la cellule 
neuronale et entraîne la mort de celle-ci.  
1.3 Topographie des lésions  
La topographie des lésions et son évolution présente un intérêt pour les biomarqueurs 
morphologiques que nous développons dans la mesure où les régions cérébrales les plus 
précocement atteintes, et donc qui présenteraient les pertes neuronales les plus importantes, 
sont aussi celles où les altérations de la morphologie corticale sont les plus prononcées. 
 
Accumulation du peptide β-amyloïde : 
Selon Braak et Braak (1991) , l’accumulation du peptide β-amyloïde ne permet pas clairement 
d’identifier un schéma de propagation spécifique en fonction du stade neuropathologique. Les 
auteurs distinguent néanmoins trois stades (Figure 1.b): 
 
· Stade A : les dépôts amyloïdes se concentrent principalement dans les parties basales 
de l’isocortex et notamment dans les lobes frontaux, temporaux et occipitaux ; 
· Stade B : quasiment toutes les aires associatives de l’isocortex sont affectées par les 
dépôts amyloïdes. La formation hippocampique reste relativement peu touchée. Le 
cortex sensitif primaire, le cortex moteur et le cortex visuel sont épargnés ; 
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· Stade C : ce stade est caractérisé par la propagation des dépôts amyloïdes aux aires 
primaires de l’isocortex. La formation hippocampique reste relativement peu touchée 
par les dépôts amyloïdes ; certaines structures sous corticales peuvent être affectées 
notamment le striatum, le thalamus, l’hypothalamus, le noyau sous-thalamique et dans 
une faible mesure certaines parties du cervelet. 
 
Accumulation de la protéine Tau : 
Selon Braak et Braak (1991), la propagation de l’accumulation de la protéine Tau en fonction 
du stade neuropathologique respecte un schéma de propagation caractéristique, permettant 
ainsi de définir six phases réparties en trois périodes : entorhinale, limbique et isocorticale 
(Figure 1.c) : 
 
Stade A 
   
Stade B Stade C 
Figure 1.b : Schéma de répartition des dépôts amyloïdes : Stade A : les dépôts se concentrent principalement 
dans les lobes frontaux, temporaux et occipitaux ; Stade B : les dépôts se propagent dans presque toutes les 
aires associatives de l’isocortex, les aires primaires de l’isocortex demeurent relativement épargnées ; Stade 
C : les dépôts se propagent aux aires primaires de l’isocortex, la formation hippocampique reste 
relativement peu touchée. Un gris plus foncé indique une augmentation de la densité des dépôts amyloïdes. 
D’après Braak et Braak (Braak and Braak (1991)). 
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· Phase 1 et Phase 2 (période entorhinale) : les DNF apparaissent initialement dans la 
région transentorhinale, les lésions se propagent ensuite plus largement dans la région 
entorhinale et affectent modestement l’hippocampe ; 
· Phase 3 et Phase 4 (période limbique) : la densité des DNF augmente dans les 
régions transentorhinale et entorhinale, l’hippocampe est modestement à modérément 
atteint ; les régions isocorticales restent relativement épargnées. Un début de 
destruction neuronale est observé dans la région transentorhinale par la présence de 
« ghost tangles » ou DNF « fantômes » qui résultent de la mort des neurones 
préalablement atteints par les DNF ; 
· Phase 5 et Phase 6 (période isocorticale) : ces phases sont caractérisées par la 
propagation des DNF à l’ensemble de l’isocortex avec parallèlement une 
augmentation de la densité de DNF dans les structures précédemment atteintes. Les 
pertes neuronales s’amplifient. 
 
Figure 1.c: Schéma de répartition des DNF: Phase1-Phase2 : apparition des DNF dans les régions 
transentorhinale  et entorhinale; Phase3-Phase4 : la concentration des DNF dans les régions 
transentorhinale  et entorhinale s’amplifie, on assiste à un début de destruction neuronale ; Phase5-
Phase6 : la plupart des régions de l’isocortex sont affectées et les pertes neuronales deviennent 
importantes. Un gris plus foncé indique une augmentation de la densité des DNF. D’après Braak et Braak 
(Braak and Braak (1991)).  
Phase1-Phase2 
Entorhinale 
Phase3-Phase4 
Limbique 
Phase5-Phase6 
Isocorticale 
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Chapitre 2 Biomarqueurs de la maladie d’Alzheimer 
Ce chapitre introduit les principaux biomarqueurs de la maladie d’Alzheimer. Les variations 
anormales de ces biomarqueurs par rapport au vieillissement normal, y compris durant les 
stades très précoces de la maladie mettent en évidence les altérations structurelles et 
fonctionnelles cérébrales associées à la pathologie (Figure 2.a). 
 
Figure 2.a: Modèle hypothétique de la dynamique des biomarqueurs au cours de la conversion vers la 
maladie d’Alzheimer; Aβ = dépôts amyloïdes identifiés par imagerie de tomographie par émission de 
positon (TEP) ou par des mesures issues du liquide cérébro-spinal (LCS),  Tau-meditated neuronal injury 
and dysfunction regroupent les biomarqueurs issus de la TEP-FDG et du LCS (concentration de la 
protéine Tau) ; Brain structure regroupe les biomarqueurs de l’IRM structurelle. MCI = Mild Cognitive 
Impairment. D’après Jack Jr et al.  (Jack Jr et al.,2010). 
Parmi les principaux biomarqueurs de la maladie, on distingue les biomarqueurs biologiques 
détectés notamment dans le liquide cérébro-spinal (LCS) et ceux issus de l’imagerie. Nous 
regroupons les biomarqueurs issus de l’imagerie en trois sous-groupes: 1) les biomarqueurs 
des plaques amyloïdes ; 2) les biomarqueurs anatomiques et microstructurelles i.e. donnant 
des informations quantitatives sur le volume des régions, leur épaisseur, leur caractéristique 
morphologique ou leur composition (biomarqueurs anatomiques) ou des informations 
quantitatives sur l’architecture fine du tissu neuronal ou sur l’intégrité du tissu à une échelle 
microscopique (biomarqueurs microstructurelles); 3) et les biomarqueurs fonctionnels i.e. liés 
à l'activité cérébrale, et qui sont notamment basés sur des variations de flux sanguin, des 
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variations d'oxygénation du sang et des variations du métabolisme du glucose secondaires à 
l'activité neuronale. 
2.1 Biomarqueurs biologiques 
Les biomarqueurs biologiques issus du LCS sont principalement les concentrations en 
protéines Aβ42 et en protéines Tau. L’accumulation de la protéine Aβ42 au sein des plaques de 
β-amyloïdes entraîne en effet une diminution de sa concentration dans le LCS. Strozyk et al. 
(2003) font par ailleurs un lien entre la concentration de la protéine Aβ42 dans le LCS et la 
quantité de plaques de β-amyloïdes. De même, la protéine Tau qui est naturellement présente 
au niveau des axones voit sa concentration dans le LCS augmentée par la dégénérescence 
neuronale (Andreasen et al., 1998).  
2.2 Biomarqueurs issus de l’imagerie 
Les biomarqueurs issus de l’imagerie sont indirects et moins spécifiques de la maladie, à 
l’exception toutefois de l’imagerie des plaques amyloïdes par la TEP. La plupart de ces 
biomarqueurs mettent en évidence les modifications structurelles et fonctionnelles cérébrales 
qui résultent des lésions neuronales causées par les processus d’amyloïdogénèse et de 
dégénérescence neurofibrillaire. 
 
2.2.1 Biomarqueurs des plaques amyloïdes 
En imagerie TEP, l’utilisation de ligands spécifiques des plaques amyloïdes (exemple: ligand 
PIB3) permet une  détection et une quantification des dépôts de plaques amyloïdes (Jack et al., 
2008). 
 
2.2.2 Biomarqueurs anatomiques et microstructurelles 
Il s’agit principalement des biomarqueurs issus de l’IRM pondérée en T1, en T2 et en 
diffusion (Tableau 2.a):  
 
                                                 
3 Pittsburgh Compound-B 
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Modalité Indice mesuré Interprétation 
IRM de diffusion Diffusion des molécules d’eau 
La diffusion des molécules d’eau dans les tissus cérébraux est modulée par la microstructure des tissus 
dans lesquels elles diffusent. Les modifications microstructurelles cérébrales causées par la mort 
neuronale entraîne par conséquent des changements de la diffusion des molécules d’eau. Cela se 
traduit en particulier par une augmentation de la diffusivité moyenne des molécules d’eau et une 
diminution de la fraction d’anisotropie, notamment dans la région hippocampique (Clerx et al., 2012; 
Sexton et al., 2011). 
IRM pondérée en T2 Altérations vasculaires  
La prévalence des microsaignements (principalement dans le cortex) chez les personnes atteintes de la 
maladie d’Alzheimer serait plus importante que chez les sujets normaux. Selon  Cordonnier and Flier, 
(2011), les microsaignements ont un lien avec le dépôt des protéines amyloïdes sur la paroi des 
vaisseaux cérébraux. Les séquences en T2 FLAIR ont également permis de mettre en évidence des 
lésions de la substance blanche chez les sujets pathologiques ; une corrélation entre le nombre et la 
taille des lésions a notamment été observée dans les régions périventriculaires  (Targosz-Gajniak et 
al., 2009). 
 
IRM pondérée en T1 
1) Volume des structures 
cérébrales 
 
 
 
2) Epaisseur corticale 
 
 
 
 
3) Indicateurs de la 
morphologie de la surface 
corticale interne et/ou 
externe (dimension fractale, 
profondeur et largeur des 
sillons) 
 
1) La destruction neuronale se traduit par une atrophie de certaines structures cérébrales et 
notamment de la région hippocampique. Cette atrophie hippocampique se révèle être un  
biomarqueur robuste de la maladie d’Alzheimer. Une corrélation entre atrophie hippocampique et 
densité des DNF à l’autopsie a par ailleurs été constatée (Csernansky et al., 2004; Silbert et al., 
2003). 
 
2) Une diminution de l’épaisseur corticale dans la conversion vers la maladie d’Alzheimer est 
observée  notamment dans la région temporale (Lerch, 2004; Mouton et al., 1998; Querbes et al., 
2009). Cette atrophie corticale est à mettre en relation avec la mort des neurones. 
 
3) Les études concernent principalement la surface corticale externe. Les personnes atteintes de la 
maladie d’Alzheimer présentent un élargissement des sillons de la surface corticale externe par 
rapport aux sujets normaux (Im et al., 2008b; Liu et al., 2013a, 2013b), de même qu’une 
diminution de la profondeur des sillons  de la surface corticale externe (Im et al., 2008b).  King et 
al. (2010, 2009) ont été parmi les rares à s’intéresser à la dimension fractale des surfaces 
corticales interne et externe. Ils ont montré que la dimension fractale de la surface interne est 
différente chez les patients atteints de la maladie par rapport aux sujets normaux de la même 
tranche d’âge.  
Tableau 2.a: Tableau des biomarqueurs anatomiques et microstructurelles 
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2.2.3 Biomarqueurs fonctionnels 
Il s’agit principalement des biomarqueurs issus de la TEP et de l’IRM fonctionnelle et de 
perfusion (Tableau 2.b): 
Modalité Indice mesuré Interprétation 
TEP 
Métabolisme du glucose 
(principal traceur : fluoro-2-
deoxy-D-glucose (FDG)) 
Les lésions neuronales se traduisent par un 
hypométabolisme  du glucose notamment 
dans les régions du cortex temporal, pariétal 
et cingulaire (Herholz, 2003; Minoshima et 
al., 1997, 1995) 
Tomographie 
d’émission 
monophotonique 
(TEMP) et IRM de 
perfusion 
Flux sanguin 
(exemple de traceur pour la 
TEMP utilisé : Tc99m 
HMPAO4) 
Les lésions neuronales entraînent une 
hypoperfusion notamment dans le cortex 
temporo-pariétal (Jobst et al., 1992; Tosun et 
al., 2010).  
IRM BOLD 
Taux d’oxygène dans le sang 
(Contraste basé sur la 
concentration en oxygène dans 
le sang : BOLD5) 
L’altération de l’activité de certaines régions 
cérébrales, causée par les lésions neuronales, 
entraîne des changements de la 
consommation en oxygène de ces régions 
(Greicius et al., 2004; Rombouts et al., 2005) 
Tableau 2.b: Tableau des biomarqueurs fonctionnels 
 
  
                                                 
4 hexaméthylpropylèneamine oxime 
5 Blood oxygen level dependent 
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Chapitre 3 Biomarqueurs morphologiques des surfaces 
corticales 
La morphologie de la surface corticale6 évolue durant la vie d’un individu et s’altère 
également en présence de pathologies cérébrales telles que la maladie d’Alzheimer.  
Dans ce chapitre nous présentons les principaux biomarqueurs issus de l’IRM pondérée en T1 
et  permettant de quantifier la morphologie des surfaces corticales. 
 
Le volume des structures cérébrales ainsi que l’épaisseur corticale sont les principaux 
biomarqueurs anatomiques étudiés dans la littérature dans le cadre de la maladie d’Alzheimer. 
Les biomarqueurs morphologiques de la surface corticale sont en revanche beaucoup moins 
employés. La plupart des études relatives aux biomarqueurs de la surface corticale 
s’intéressent à la morphologie de la surface externe du manteau cortical et rares sont celles 
portant sur la morphologie de la surface corticale interne. De plus, ces études se réduisent 
dans la plupart des cas à l’étude de la morphologie des sillons : profondeur, largeur et 
courbure. Très peu d’études concernent celle des circonvolutions.  
 
La dimension fractale a également été utilisée en tant que biomarqueur morphologique de la 
surface corticale car elle permet de fournir une mesure quantitative de la complexité 
géométrique de cette structure, les études sur son application à la maladie d’Alzheimer 
demeurent néanmoins peu nombreuses. 
 
La première et la deuxième section sont respectivement consacrées aux biomarqueurs 
caractérisant les surfaces externe (section 3.1) et interne du cortex (section 3.2). Nous 
présentons ces différents indices en termes de résultats dans les études liées au vieillissement 
et dans le cadre de certaines pathologies cérébrales y compris celle de la maladie 
d’Alzheimer. Dans une troisième section, nous justifions les biomarqueurs choisis pour notre 
étude (section 3.3). 
                                                 
6 Par simplicité et dans la suite du document, la surface corticale désigne  aussi bien la surface corticale interne 
que la surface corticale externe. Nous désignons la surface corticale externe comme étant l’interface substance 
grise/LCS et la surface corticale interne comme étant l’interface substance grise/substance blanche. 
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3.1 Surface corticale externe 
Les principaux marqueurs morphologiques de la surface corticale externe employés dans la 
littérature sont la profondeur et la largeur des sillons. La dimension fractale et la courbure 
corticale sont aussi présentes bien que moins représentées. En outre, la courbure se limite 
dans la plupart des cas à celle des sillons. 
 
3.1.1 Profondeur des sillons 
La modification de la profondeur des sillons a été principalement étudiée au cours du 
vieillissement normal (Alemán-Gómez et al., 2013; Kochunov et al., 2005) et dans le cadre de 
certaines pathologies cérébrales (Auzias et al., 2014; Essen et al., 2006; Im et al., 2008b; 
Kippenhan et al., 2005).  
Dans le cas du développement cérébral normal, Alemán-Gómez et al. (2013) ont constaté une 
diminution de la profondeur des sillons dès l’adolescence, notamment dans le lobe frontal et 
le lobe occipital. Dans le vieillissement normal, Rettmann et al. (2006) ont montré une 
anticorrélation significative entre la profondeur des sillons et l’âge, notamment au niveau des 
sillons cingulaires. Ce résultat est renforcé par l’étude de Kochunov et al. (2005) qui met en 
évidence une diminution graduelle et significative de la profondeur des sillons en fonction de 
l’âge. 
 
Chez les enfants atteints de troubles du spectre de l'autisme, Auzias et al. (2014) ont constaté 
une augmentation anormale de la profondeur des sillons et notamment du sillon intrapariétal 
droit suggérant un développement anormal du cerveau chez ces enfants. Chez les sujets 
atteints du syndrome de Williams, Kippenhan et al. (2005) notent que les sillons, 
particulièrement dans les régions intrapariétales/occipitoparietales, ont une profondeur 
significativement réduite par rapport aux sujets normaux. 
 
Dans le cadre de la maladie d’Alzheimer, Im et al. (2008) montrent une diminution 
significative de la profondeur des sillons chez les AD par rapport aux sujets normaux 
particulièrement dans les lobes frontal, pariétal, occipital et temporal. Toutefois, aucune 
différence significative n’est constatée entre les sujets normaux et les sujets présentant des 
troubles cognitifs légers (MCI).  
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3.1.2 Largeur des sillons 
Alemán-Gómez et al. (2013) constatent un élargissement significatif des sillons en fonction de 
l’âge durant l’adolescence. Ce résultat est aussi constaté chez des populations adultes au cours 
du vieillissement normal (Kochunov et al., 2005; Liu et al., 2010).  
 
Janssen et al. (2014)  montrent un élargissement anormal des sillons chez les adolescents 
souffrant de troubles bipolaires et de schizophrénie. Ces résultats rejoignent ceux concernant 
des populations adultes schizophrènes ou atteints de troubles bipolaires et mettent en évidence 
des modifications anormales de la gyrification du manteau cortical (McIntosh et al., 2009; 
Palaniyappan et al., 2011; Penttilä et al., 2009).   
 
Pour la maladie d’Alzheimer, Reiner et al. (2012) montrent une diminution de la largeur du 
sillon pariéto-occipital et du sillon intrapariétal chez les MCI par rapport aux sujets normaux 
et chez les AD par rapport aux MCI. 
 
3.1.3 Courbure des sillons 
Une diminution significative de l’amplitude de la courbure7 est constatée au cours du 
vieillissement normal (Magnotta et al., 1999). Indépendamment de l’âge, Im et al. (2008) 
montrent une réduction significative de l’amplitude de la courbure des sillons dans les lobes 
frontal, temporal et pariétal chez les MCI par rapport aux sujets normaux et chez les sujets 
AD par rapport aux sujets MCI. Cette diminution de l’amplitude de la courbure est à mettre en 
relation avec l’élargissement des sillons (Figure 3.a) qui a en effet tendance à se traduire par 
un sillon avec un fond plus plat et donc par une diminution de l’amplitude de la courbure (Im 
et al., 2008b; Magnotta et al., 1999). 
                                                 
7 Dans ce paragraphe et dans la suite de notre travail, la notion de courbure correspond à celle de la courbure 
moyenne. Il existe d’autres courbures dont celle de Gauss. Ces notions seront formellement abordées dans le 
chapitre 5. 
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Figure 3.a: Une diminution significative de l’amplitude de la courbure des sillons de la surface corticale 
externe a été observée chez les AD par rapport aux sujets normaux appariés en âge dans les régions du 
lobe frontal,  du lobe pariétal, du lobe temporal et du lobe occipital. Cette diminution de l’amplitude de la 
courbure est à mettre en relation avec l’élargissement du sillon. D’après Im et al. (2008). 
 
3.1.4 Dimension fractale  
Dans la littérature, le terme fractal est utilisé de façon assez large pour désigner un objet de 
forme irrégulière et complexe possédant des détails similaires à différentes échelles. La façon 
dont cet objet remplit l’espace à des échelles différentes est alors décrite par sa dimension 
fractale qui est ainsi un indice permettant de quantifier la complexité morphologique de 
l’objet. 
 
La dimension fractale a été initialement utilisée notamment par (Cieplak et al., 1998; 
Kappraff, 1986; Sugihara and M. May, 1990; Zeide, 1991) pour mesurer quantitativement la 
complexité morphologique d’éléments naturels. En neurosciences, plusieurs études ont 
montré la nature fractale du manteau cortical (Hofman, 1991; Kiselev et al., 2003) et étudient 
ce biomarqueur pour explorer les modifications de la morphologie corticale aussi bien chez 
les sujets normaux que chez les sujets atteints de pathologies cérébrales. Une diminution de la 
dimension fractale traduirait une diminution de la complexité morphologique du cortex. 
 
Blanton et al. (2001) ont noté une augmentation significative de la dimension fractale de la 
surface externe du manteau cortical chez les fœtus et au cours du développement cérébral 
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chez l’enfant notamment dans les régions frontales, mettant ainsi en évidence le processus de 
gyrification ayant lieu au cours de la croissance cérébrale. 
 
Ha et al. (2005) et Narr et al. (2004) ont  constaté une dimension fractale de la surface externe 
du cortex chez les patients souffrant de schizophrénie et de troubles obsessionnels compulsifs 
significativement différente de celle des sujets normaux appariés en âge. Ces études sont 
cependant contradictoires. En effet, Narr et al. (2004) constatent une augmentation 
significative de la dimension fractale chez les sujets atteints de schizophrénie par rapport à 
des sujets normaux appariés en âge. Au contraire, Ha et al. (2005) montrent une diminution 
anormale de la dimension fractale chez les sujets schizophrènes. 
 
Dans le cadre de la maladie d’Alzheimer,  une seule étude (King et al., 2010) à notre 
connaissance s’est intéressée à l’impact de la pathologie sur la dimension fractale de la 
surface corticale externe. Les auteurs ne constatent aucune différence significative de la 
dimension fractale entre les AD et les sujets normaux mais l’étude est toutefois réalisée sur un 
échantillon populationnel relativement réduit. 
3.2 Surface corticale interne 
Quelques études se sont intéressées à la morphologie de la surface corticale interne. Zhang et 
al. (2007) notent que la dimension fractale a tendance à diminuer chez les sujets âgés par 
rapport aux sujets jeunes, probablement en raison de la mort naturelle des neurones au cours 
du vieillissement. Esteban et al. (2007) montrent également une diminution significative de la 
dimension fractale chez les patients atteints de sclérose en plaques par rapport à des sujets 
normaux appariés en âge. Chez les personnes présentant des troubles maniaco-dépressifs ou 
souffrant de schizophrénie, Bullmore et al. (1994) et Sandu et al. (2014) constatent une 
dimension fractale significativement plus élevée que chez les sujets normaux.  
 
Dans l’étude de la maladie d’Alzheimer, King et al. (2010) constatent une diminution 
significative de la dimension fractale de la surface interne du manteau cortical chez les AD 
par rapport aux sujets normaux. Il s’agit à notre connaissance de la seule étude sur la 
dimension fractale de la surface corticale interne appliquée à la maladie d’Alzheimer. 
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3.3 Choix des biomarqueurs 
Nous avons fait le choix de la courbure corticale et de la dimension fractale en tant que 
biomarqueurs morphologiques de la surface corticale.  
En effet, nous supposons premièrement que la morphologie des sillons et celle des 
circonvolutions ne sont pas affectées de la même manière par la maladie. Le choix de la 
courbure corticale nous permet ainsi de nous intéresser séparément à la morphologie des 
sillons et à celle des circonvolutions. De plus, plusieurs auteurs (Im et al., 2008a, 2008b; 
Kochunov et al., 2005; Magnotta et al., 1999; Rettmann et al., 2006) affirment que la 
profondeur et la largeur des sillons sont liées à la courbure. Une augmentation de la largeur et 
une diminution de la profondeur des sillons seraient notamment associées à une diminution de 
l’amplitude de leur courbure. L’information contenue dans la courbure corticale est donc liée 
à la largeur et à la profondeur des sillons. Dans un second temps, s’intéresser à la courbure 
nous permet de nous affranchir de problèmes spécifiques à l’estimation de la profondeur et de 
la largeur des sillons : 
 
- L’estimation de la profondeur des sillons pose en effet le problème de la distance à 
utiliser. Certains auteurs (Im et al., 2008a, 2008b; Kochunov et al., 2005, Van Essen, 
2005) définissent la profondeur du sillon comme étant la distance euclidienne entre le 
fond du sillon et le point le plus proche situé sur une enveloppe externe8 épousant la forme 
du cortex. Comme le soulignent Yun et al. (2013), cette distance entraîne dans certaines 
régions une sous-estimation importante de la profondeur notamment parce qu’elle ne tient 
pas compte de la complexité morphologique du sillon et qu’il n’y a aucune contrainte du 
milieu (Figure 3.b). Une manière d’y remédier est d’utiliser une distance géodésique. 
Rettmann et al. (2006, 2002) définissent ainsi la profondeur du sillon comme étant la 
distance géodésique i.e. la longueur du chemin le plus court, situé sur la surface corticale, 
entre le fond du sillon et une enveloppe externe du cortex (Figure 3.b). Yun et al. (2013) 
montrent cependant que cela peut entraîner une surestimation non négligeable de la 
profondeur du sillon notamment dans les régions où les parois sont très irrégulières, la 
distance étant évaluée le long de la surface corticale (Figure 3.b). 
 
                                                 
8 Im et al. (2008b) et Van Essen, (2005) déterminent l’enveloppe externe par de la morphologie mathématique. 
Cette enveloppe peut aussi être définie comme l’enveloppe convexe  (« convex hull ») enveloppant le cerveau et 
qui peut être déterminée selon plusieurs méthodes : des méthodes incrémentales (méthode « QuickHull » (Barber 
et al., 1996), méthode « Divide–and–Conquer » (Preparata and Hong, 1977), méthode de Kallay, (1984)) ou des 
méthodes par parcours de graphe (méthode de Graham, (1972) , méthode de la marche de Jarvis, (1973)) 
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- Indépendamment de la distance utilisée, considérer l’enveloppe externe peut aussi 
entraîner une surestimation importante de la profondeur et de la largeur des sillons, 
notamment dans les régions où la morphologie corticale est très irrégulière. Dans ces 
régions en effet, l’enveloppe externe ne permet pas de déterminer avec fiabilité les 
extrémités à partir desquelles estimer la distance. Il y a un donc notamment le risque 
d’estimer la profondeur et la largeur en dehors du sillon (Figure 3.c et Figure 3.d).  
 
Nous avons choisi d’intégrer la dimension fractale à notre étude en tant qu’indice 
complémentaire à la courbure et à l’épaisseur corticale car plusieurs études ont montré sa 
fiabilité à quantifier la morphologie du cortex (Blanton et al., 2001; Bullmore et al., 1994; 
Esteban et al., 2007; Ha et al., 2005; King et al., 2010; Zhang et al., 2007, 2006) bien que son 
application à la maladie d’Alzheimer reste très limitée. Il s’agit de plus d’un indice 
morphologique de la forme globale de la surface corticale et par conséquent qui tient compte à 
la fois de la largeur et de l’amplitude des sillons et des circonvolutions de façon 
indifférenciée. De même, en fonction de la méthode choisie, l’estimation de la dimension 
fractale peut être facilement implantée.  
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Figure 3.c: Dans la plupart des études, la largeur du sillon est estimée par la moyenne des distances 
obtenues par projections normales des points de la surface médiane sur les parois opposées du sillon. La 
détermination de l’extrémité externe de la surface médiane i.e. située à l’extérieur du sillon (entourée en 
rouge) peut néanmoins poser des difficultés et entraîner un biais dans l’estimation de la largeur du sillon. 
D’après Liu et al. 2010. 
 
Figure 3.b: Manteau cortical (en gris) et enveloppe externe du manteau cortical (trait blanc). Considérer la 
profondeur du sillon comme étant la distance euclidienne (d’après Im et al. 2008; Van Essen, 2005)  (trait vert) ou 
la distance géodésique (d’après Rettmann et al. (2006, 2002)) (trait magenta) entre le fond du sillon et le point le 
plus proche de l’enveloppe externe peut conduire respectivement  à une sous-estimation ou une surestimation 
importante de la profondeur. 
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Figure 3.d: Manteau cortical (en bleu) et enveloppe convexe (trait rouge) ; dans cet exemple, l’enveloppe 
convexe de la surface corticale externe est déterminée par la méthode “Quick Hull” (Barber et al., 1996). 
Considérer l’enveloppe convexe entraîne  dans certains cas une surestimation importante de la profondeur et 
de la largeur du sillon, celles-ci étant en partie estimées en dehors du sillon (zone rayée noire) en raison d’une 
mauvaise détermination des extrémités à partir desquelles estimer la distance. 
 
 
 
 
Partie I. Etat de l’art 
 
30 
 
Chapitre 4 Estimation de la courbure 
Nous introduisons les bases mathématiques de la notion de courbure et les principales 
méthodes de son estimation. Nous justifions en fin de ce chapitre la méthode choisie pour 
estimer la courbure de la surface corticale. 
4.1 La notion de courbure 
Intuitivement, la courbure d'un objet géométrique est une mesure quantitative du caractère 
plus ou moins incurvé de cet objet. Dans un espace 2D, la courbure est ainsi nulle en tout 
point d’une droite, mais non nulle et identique en tout point d’un cercle. 
 
Formellement, la courbure en un point d’une courbe dans un espace 2D, est la variation du 
vecteur tangent à la courbe au voisinage de ce point (Figure 4.a). Dans le cas particulier d’une 
ligne droite, la variation du vecteur tangent au voisinage de chacun des points de la droite est 
nulle, il en résulte une courbure nulle en tout point de la droite. En revanche, dans le cas du 
cercle, la variation du vecteur tangent au voisinage de chacun des points est différente de zéro 
et identique quel que soit le point considéré. Il en résulte une courbure uniforme en tout point 
du cercle (Figure 4.a). 
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Figure 4.a: Objets géométriques et courbure ; (i) , ࢚Ԧ et ࢔ሬԦ représentent respectivement le vecteur unitaire 
tangent et normal à la courbe S au point M, la courbure en ce point est définie comme la variation du 
vecteur tangent ࢚Ԧ au voisinage de ce point; (ii) Pour une droite, la variation de ࢚Ԧ au voisinage de chacun 
des points de la droite est nulle, il en résulte une courbure égale à zéro en tout point de la droite ; (iii) Dans 
le cas du cercle, la variation de ࢚Ԧ au voisinage de chacun des points est différente de zéro et identique quel 
que soit le point considéré, il en résulte une courbure uniforme en tout point du cercle. 
La définition de la courbure peut être étendue à une surface dans un espace à 3 dimensions, 
elle donne alors une indication sur le degré d’éloignement de la surface au plan. 
Cependant, contrairement à une courbe dans un espace 2D, il existe en chaque point d’une 
surface une infinité de directions possibles et donc une infinité de courbures, chacune associée 
à une direction (Figure 4.b). La courbure en un point d’une surface doit donc être exprimée 
par rapport à une direction donnée. 
 
4.1.1 Courbure en un point d’une surface 
Soit un point M d’une surface S et le couple de vecteurs (ݐԦǡ ሬ݊Ԧ) avec ݐԦ un vecteur unitaire 
tangent à S en M etሬ݊ሬሬԦ, le vecteur unitaire normal à S en ce même point. Soit ( ேܲ), le plan 
normal défini par ces deux vecteurs et S la courbe définie par l’intersection du plan ( ேܲ) et S 
(Figure 4.c). La courbure ݇ dans la direction ݐԦ au point M, qualifiée de ‘courbure normale’ est 
   
S 
t⃗
M ܥ݋ݑݎܾݑݎ݁ሺܯሻ ൌ  ብ݀ݐԦ݀ܵብ 
  
(ii)  Courbure = 0 (iii)  Courbure = constante 
ݐԦ ݐԦ 
ሬ݊Ԧ 
(i) 
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définie, à l’instar du cas 2D, par la variation du vecteur tangent à la courbe S au voisinage de 
M : 
 ݇ ൌ  ብ݀ݐԦ݀ܵብெ 
De manière plus générale, on peut caractériser les relations entre une surface et les plans 
normaux dans une direction donnée par deux équations quadratiques connues sous le nom de 
formes fondamentales. On montre alors que la courbure de la surface peut s’exprimer à partir 
des coefficients des formes fondamentales. 
Figure 4.b: Surfaces dans un espace tridimensionnel : il existe au point M une infinité de directions  et 
pour chacune de ces directions une courbure associée. 
 
 
S S 
M 
M 
 ேܲ ܯ  ࢔ሬԦ ࢚Ԧ S 
S 
 ேܲ ܯ  ࢔ሬԦ ࢚Ԧ  S 
S 
 
Figure 4.c: On définit ࡿ une courbe obtenue par l’intersection entre la surface S et un plan normal ሺࡼࡺሻ à S 
passant par ࡹ et contenant les vecteurs ࢚Ԧ et࢔ሬԦ définis comme étant respectivement le vecteur unitaire tangent 
et normal à S au pointࡹ.  
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La première forme fondamentale notée Fଵெ൫ݐԦ൯ est la forme quadratique qui, à tout vecteur ݐԦ 
tangent à S en M, associe le carré de sa longueur : 
 
Fଵெ൫ݐԦ൯®ฮݐԦฮଶ 
Ainsi, pour ݐԦ unitaire, on aFଵெ൫ݐԦ൯ ൌ ͳ. 
 
La seconde forme quadratique fondamentale définit une paramétrisation locale de la surface 
assimilable au développement de Taylor au second ordre9 de l’équation de la surface dans le 
plan tangent à cette surface. Elle se calcule par : 
 
Fଶெ൫ݐԦ൯ ൌ െ ۃ݀݊ሬሬሬԦ݀ܵ ǡ ݐԦۄெ 
où 
ௗ௡ሬሬሬԦௗௌ  est la variation de  ݊ሬሬሬԦ le long de S au voisinage de M. 
 
On peut interpréter cette seconde forme quadratique fondamentale comme étant une mesure 
de la variation du champ de vecteurs unitaires normaux à S au voisinage du point M selon la 
direction deݐԦ. Cela équivaut donc à quantifier la variation de la tangente à S au voisinage du 
point M (Figure 4.d). Cette quantité correspond par conséquent à la définition de la courbure 
introduite précédemment.  
                                                 
9 Une surface 3D étant définie par l’équation Sሺݔǡ ݕǡ ݖሻ ൌ Ͳ, son développement de Taylor au second ordre au 
point ܯ ൌ ሺݔெ ǡ ݕெ ǡ ݖெሻ est de la forme : ܽ଴ + ܽ௫ (ݔ - ݔெ) +ܽ௬(ݕ - ݕெ)  +ܽ௫ଶ ሺݔ െ ݔெሻଶ +ܽ௬ଶሺݕ െ ݕெሻଶ + ܽ௫௬  (ݔ - ݔெ)(ݕ - ݕெ) + (ሺݔ െ ݔெሻଶ ൅ ሺݕ െݕெሻଶሻ߳ሺݔ - ݔெǡ ݕ - ݕெሻ= 0 
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Ainsi, lorsque ݐԦ est unitaire, la courbure ݇ de la surface S au point M et selon la direction ݐԦ est 
donnée par la relation:݇൫ݐԦ൯ ൌ Fଶெ൫ݐԦ൯ 
Dans le cas plus général oùݐԦ n’est pas unitaire, la courbure ݇ selon ݐԦau point M devient : 
 ݇൫ݐԦ൯ ൌ Fଶெ൫ݐԦ൯
Fଵெ൫ݐԦ൯  
  
4.1.2 Formes quadratiques fondamentales et courbures principales 
Jusqu’à présent, les formes quadratiques fondamentales ont été introduites de façon générale 
dans l’objectif de mieux comprendre les relations qu’elles entretiennent avec la courbure. 
Dans cette section, nous développons formellement les formes fondamentales et nous 
montrons que les courbures principales peuvent en être déduites.  
Considérons une surface explicite S définie localement par l’équationݖ ൌ ݄ሺݔǡ ݕሻ, cette 
surface peut être définie par une représentation paramétrique ߪሺݔǡ ݕሻͳͲ de la forme : 
                                                 
10 On suppose que la surface est suffisamment régulière pour que ߪሺݔǡ ݕሻ soit de classe С2 en (x,y) i.e. que ses 
dérivées partielles d’ordre inférieur ou égal à 2 existent et sont continues en (x,y). 
Figure 4.d: La seconde forme quadratique fondamentale ૛ࡹ൫࢚Ԧ൯est liée à la variation du champ de vecteurs 
unitaires normaux à S au voisinage de M dans la direction de࢚Ԧ i.e. à la variation du champ de vecteurs unitaires 
normaux à la courbe obtenue par intersection de la surface  S et du plan normal ࡼࡺ passant par ࡹ et contenant les 
vecteurs ࢚Ԧ et࢔ሬԦ. 
S 
 ெܶ ܯ  ேܲ  ேܲ ܯ ࢚Ԧ 
࢔ሬԦ 
 
 
S 
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 ߪ ׷  ሺݔǡ ݕሻ®ߪሺݔǡ ݕሻ ൌ  ൭ ݔݕݖ ൌ ݄ሺݔǡ ݕሻ൱ 
 
Soit ܯ ൌ ߪሺݔெǡ ݕெሻ un point de S  et (ݐԦଵǡ ݐԦଶ) les dérivées partielles premières deߪ en M 
selon ݔ etݕ.  
 ݐԦଵ= ߲ܯ߲ݔ  ݐԦଶ= ߲ܯ߲ݕ  
 
On note ெܶ le plan tangent au point M engendré par le couple de vecteurs (ݐԦଵǡ ݐԦଶሻǤ Soit ݐԦ un 
vecteur du plan ெܶ (Figure 4.e). 
On a  ݐԦ ൌ ݀ܵ݀ ൌ  ߲ܯ߲ݔ ݀ݔ݀ܵ ൅  ߲ܯ߲ݕ ݀ݕ݀ܵ 
En posant 
a ൌ  ݀ݔ݀ܵ 
g ൌ  ݀ݕ݀ܵ 
On obtient :   
Figure 4.e: On considère ൣ࢚Ԧ૚ǡ ࢚Ԧ૛൧ une base du plan tangent (ࢀࡹ) à la surface S au point M ; ࢚Ԧ  א ࢀࡹ  et ࢔ሬԦ le vecteur 
unitaire normal à la surface   enࡹ. 
S 
 ெܶ ܯ 
S 
 ெܶ ܯ ࢚૚ሬሬሬԦ ࢚૛ሬሬሬԦ ࢚Ԧ 
࢔ሬԦ 
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ݐԦ ൌ aݐԦଵ ൅gݐԦଶ 
 
Première forme quadratique fondamentale : 
  ฮݐԦฮଶ ൌฮaݐԦଵ ൅gݐԦଶฮଶ ൌaଶฮݐԦଵฮଶ ൅ gଶฮݐԦଶฮଶ ൅ ʹagۃݐԦଵǡ ݐԦଶۄ 
 
En posant  
E ൌ  ۃݐԦଵǡ ݐԦଵۄ ൌ ฮݐԦଵฮଶܨ ൌ ۃݐԦଵǡ ݐԦଶۄ ܩ ൌ ۃݐԦଶǡ ݐԦଶۄ ൌ ฮݐԦଶฮଶ 
On obtient alors: 
Fଵெ൫ݐԦ൯ ൌ ܧaଶ ൅ ʹagܨ ൅ ܩgଶ
 
Où ܧǡ ܨ et ܩ représentent les coefficients de la première forme quadratique fondamentale 
Fଵெdans la baseൣݐԦଵǡ ݐԦଶ൧. 
 
Seconde forme quadratique fondamentale : 
Soit ሬ݊Ԧ le vecteur normal unitaire à S enܯ: 
 ݊ሬሬሬԦ= ݐԦଵÙݐԦଶฮݐԦଵÙݐԦଶฮ 
 
En utilisant l’expression de la seconde forme quadratique fondamentale  on a: 
 
Fଶெ൫ݐԦ൯ ൌ െ ۃ݀݊ሬሬሬԦ݀ܵ ǡ ݐԦۄெ 
Or ݊ሬሬሬሬԦǤ ݐሬԦ ൌ Ͳ d’où: െ ۃ݀݊ሬሬሬԦ݀ܵ ǡ ݐԦۄெ ൌ ۃ݊ሬሬሬԦǡ ݀ݐሬԦ݀ܵۄெ
En posant  ܮ ൌ  ۃ݊ሬሬሬԦǡ ߲ଶܯ߲ݔଶ ۄ 
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ܷ ൌ ۃ݊ሬሬሬԦǡ ߲ଶܯ߲ݔ߲ݕۄܰ ൌ ۃ݊ሬሬሬԦǡ ߲ଶܯ߲ݕଶ ۄ 
On obtient : 
Fଶெ൫ݐԦ൯ ൌ ܮaଶ ൅ ʹܷag ൅ ܰgଶ 
 
Où ܮǡ ܷ et ܰ représentent les coefficients de la seconde forme quadratique fondamentale dans 
la baseൣݐԦଵǡ ݐԦଶ൧. 
 
La courbure ݇ selon la direction deݐԦau point M devient ainsi : 
 ݇൫ݐԦ൯ ൌ Fଶெ൫ݐԦ൯
Fଵெ൫ݐԦ൯ ൌ ܮaଶ ൅ ʹܷag ൅ ܰgଶܧaଶ ൅ ʹagܨ ൅ ܩgଶ  
 
Comme nous l’avons souligné précédemment, il existe une infinité de directions tangentes au 
point M et donc une infinité de courbures, chacune étant associée à une direction. Il existe 
cependant deux directions, appelées directions principales, où les courbures atteignent un 
maximum (݇௠௔௫) et un minimum (݇௠௜௡). Ces deux courbures sont les courbures principales 
de la surface en ce point. Déterminer les courbures principales revient donc à déterminer les 
extrema de : 
 ݇൫ݐԦ൯ ൌ Fଶெ൫ݐԦ൯
Fଵெ൫ݐԦ൯  
 
On montre que les extrema correspondent aux valeurs propres de la matrice de Weingarten ܹ 
formée à partir des coefficients des formes fondamentales (Braemer and Kerbrat, 1976): 
 ܹ ൌቀ 		 
ቁିଵ ቀ ܷܷ ቁ ൌ ቌୋ୐ି୊௎ுమ ୋ௎ି୊୒ுమ୉௎ି୊୐ுమ ୉୒ି୊௎ுమ ቍ avec ܪ ൌξܧܩ െ ܨଶ 
 
Les courbures principales au point M s’expriment donc en fonction des coefficients des 
formes fondamentales par : 
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 ݇௠௜௡ǡ௠௔௫ ൌܧܰ ൅ ܩܮ െ ʹܨܷ േඥሺܧܰ ൅ ܩܮ െ ʹܨܷሻଶ െ Ͷሺܧܩ െ ܨଶሻሺܮܰ െ ܷଶሻʹሺܧܩ െ ܨଶሻ  
 
A partir des courbures principales, sont déduites deux autres quantités plus souvent utilisées : 
la courbure moyenne (que l’on notera S dans la suite de cette partie) définie comme étant la 
moyenne arithmétique des courbures principales, et la courbure de Gauss définie comme le 
produit des courbures principales. 
 ܵ ൌ ሺ݇௠௜௡ ൅݇௠௔௫ሻʹ ൌ ܧܰ ൅ ܩܮ െ ʹܨܷʹܪଶ  
  
À partir de la représentation paramétrique ߪሺݔǡ ݕሻ introduite précédemment et des 
expressions de E, F, G, L, U et N on montre que : 
  ൌ ͳ ൅݄௫ଶܨ ൌ ݄௫Ǥ ݄௬ܩ ൌ ͳ ൅݄௬ଶ ܮ ൌ  ݄௫௫ඥͳ ൅݄௫ଶ ൅ ݄௬ଶ ܷ ൌ  ݄௫௬ඥͳ ൅݄௫ଶ ൅ ݄௬ଶ ܰ ൌ ݄௬௬ඥͳ ൅݄௫ଶ ൅ ݄௬ଶ  
 
Où ݄௫ ǡ ݄௬ǡ ݄௫௫ǡ ݄௬௬ǡ ݄௫௬ représentent les dérivées partielles premières et secondes de݄ሺݔǡ ݕሻ 
par rapport à ݔ et/ouݕ.  
La courbure moyenne au point M s’exprime ainsi en fonction des dérivées partielles de ݄ሺݔǡ ݕሻ par l’expression: 
 ܵ ൌ ܧܰ ൅ ܩܮ െ ʹܨܷʹܪଶ ൌ ሺͳ ൅ ݄௫ଶሻ݄௬௬ െ ʹ݄௫݄௬݄௫௬ ൅ ሺͳ ൅ ݄௬ଶሻ݄௫௫ʹሺͳ ൅ ݄௫ଶ ൅ ݄௬ଶሻଷȀଶ  
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4.2 Estimation de la courbure  
Nous avons montré que la courbure en chaque point d’une surface peut s’exprimer de façon 
analytique à partir de la représentation paramétrique de celle-ci. Cependant, dans la plupart 
des cas, la fonction explicite ݖ ൌ ݄ሺݔǡ ݕሻdécrivant la surface est inconnue. Il existe 
néanmoins plusieurs méthodes permettant une estimation de cette fonction. Les plus utilisées 
sont l’approximation par des fonctions polynomiales, généralement d’ordre 2 (Hamann, 1993; 
Martin et al., 1998; McIvor et al., 1997) et l’approximation par des fonctions splines.  
 
4.2.1 Approximation par une fonction polynomiale  
On considère que la surface est suffisamment régulière au voisinage de ܯሺݔெǡ ݕெ ǡ ݖெሻ de 
telle façon que ses dérivées partielles secondes en M soient définies et continues au voisinage 
de ce point. La surface admet donc un développement limité à l’ordre 2 deݖ ൌ ݄ሺݔǡ ݕሻ en M : 
 ݖ ൌ ݄ሺݔǡ ݕሻ ൌ  ଵଶ డమ௛డ௫మ ሺݔெǡ ݕெሻሺݔ െ ݔெሻଶ ൅ ଵଶ డమ௛డ௬మ ሺݔெǡ ݕெሻሺݕ െ ݕெሻଶ ൅ డమ௛డ௫డ௬ ሺݔெǡ ݕெሻሺݔ െݔெሻሺݕ െ ݕெሻ ൅ డ௛డ௫ ሺݔெǡ ݕெሻሺݔ െ ݔெሻ ൅ డ௛డ௬ ሺݔெǡ ݕெሻሺݕ െ ݕெሻ ൅ ݄ሺݔெǡ ݕெሻ  
 ݖ ൌ ܿଵሺݔ െ ݔெሻଶ ൅ ܿଶሺݕ െ ݕெሻଶ ൅ ܿଷሺݔ െ ݔெሻሺݕ െ ݕெሻ ൅ ܿସሺݔ െ ݔெሻ ൅ ܿହሺݕ െ ݕெሻ ൅݄൫ݔܯǡ ݕܯ൯  
 
En définissant un voisinage centré au pointܯ, on obtient : 
 ݖ ൌ ݄ሺݔǡ ݕሻ ൌ ͳʹ ݄௫௫ݔଶ ൅ ͳʹ ݄௬௬ݕଶ ൅ ݄௫௬ݔݕ ൅ ݄௫ݔ ൅ ݄௬ݕൌ  ܿଵݔଶ ൅ ܿଶݕଶ ൅ ܿଷݔݕ ൅ ܿସݔ ൅ ܿହݕ 
 
 
En estimant les coefficients polynomiaux  ܿଵǥܿହ et donc les dérivées partielles deݖ ൌ݄ሺݔǡ ݕሻ, on obtient la courbure au point M via l’expression de ܵ introduite précédemment 
(section 4.1.2) : 
 ܵ ൌ  ሺͳ ൅ ܿସଶሻܿଶ െ ʹܿସܿହܿଷ ൅ ሺͳ ൅ ܿହଶሻܿଵʹሺͳ ൅ ܿସଶ ൅ ܿହଶሻଷȀଶ  
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L’estimation des coefficients polynomiaux ܿଵǥܿହest décrite dans le chapitre 8 consacré à la 
méthodologie (Partie II). 
 
4.2.2 Approximation par B-splines  
Les B-splines polynomiales sont constituées par un assemblage de polynômes liés entre eux 
au niveau des nœuds, et incluant en chaque nœud une contrainte qui impose que les 
polynômes soient continus, de même que leurs dérivées. Généralement, les études se limitent 
à des polynômes de degré 3 qui sont suffisants pour modéliser la plupart des formes avec la 
contrainte que la dérivée seconde des polynômes soit continue aux nœuds. On parle alors de 
B-spline cubique. 
 
Soit ݖሺݔሻ la fonction échantillonnée sur n pointsݔ଴, …, ݔ௡ିଵ par une fonction B-spline 
cubique. ݔ଴, …, ݔ௡ିଵ définissent les nœuds de la spline (Bartels et al., 1987) : 
 ݖሺݔሻ ൌ  ෍ ܳ௞௡௞ୀିଵ ܤ௞ଷሺݔሻ 
 
Où ܳ௞ et ܤ௞ଷሺݔሻ sont respectivement les coefficients à déterminer (points de contrôle) et les 
fonctions polynômes. 
 
En considérant les nœuds uniformément répartis selon un pas unitaire (ݔ௞ ൌ ݇ሻ, on obtient 
une relation de récurrence liant les points de contrôle (ܳିଵǡ ܳ଴ǡ ǥ Ǥ ܳ௡) et les points 
d’échantillonnage (ݖሺݔ଴ሻǡ ݖሺݔଵሻǡ ǥ Ǥ ݖሺݔ௡ିଵሻ) (Bartels et al., 1987; Precioso et al., 2005; 
Precioso and Barlaud, 2002; Frédéric Precioso and Barlaud, 2002) : 
 ݖሺݔ௞ሻ ൌ ͳ͸ ሺܳ௞ିଵ ൅ Ͷܳ௞൅ܳ௞ାଵሻ௞ୀ଴ǡǥǡ௡ିଵ 
 
Cette relation de récurrence permet, en imposant des conditions aux limites de la spline, de 
déterminer ܳ௞ሺ௞ୀିଵǡǥǡ௡ሻ (Precioso et al., 2005; Frédéric Precioso and Barlaud, 2002). 
 
La modélisation par B-spline cubique peut être étendue à l’espace tridimensionnel. Pour une 
surface 3D, on a : 
Partie I. Etat de l’art 
 
41 
 
 ݖሺݔǡ ݕሻ ൌ  ෍ ෍ ܳ௞௟௡௟ୀିଵ௡௞ୀିଵ ܤ௞ଷሺݔሻܤ௟ଷሺݕሻ 
4.3 Choix de la méthode et discussion 
Il existe d’autres méthodes qui permettent de modéliser une surface dont celle s’appuyant sur 
une triangulation de la surface, utilisée notamment par FreeSurfer11 (Fischl, 2012) et qui 
consiste à approximer la surface par un ensemble de triangles partageant des côtés communs  
et dont les sommets appartiennent à la surface. A partir de cette surface triangulée, des 
méthodes dites discrètes permettent d’estimer la courbure en chaque sommet des triangles 
directement à partir de l’orientation des faces et des arêtes des triangles adjacents (Kim et al., 
2002; Kouki Watanabe, 2001; Lyche and Schumaker, 2001; Magid et al., 2007).   
Les méthodes d’estimation de la courbure par ajustement par une fonction polynomiale et par 
ajustement par B-splines que nous avons décrites permettent d’estimer la courbure 
directement à partir des données sans avoir recours à une triangulation de la surface, 
simplifiant ainsi les étapes de calcul et permettant de préserver une homogénéité dans la 
méthodologie d’estimation des biomarqueurs.  
 
Les splines polynomiales sont couramment utilisées lorsqu’il s’agit de modéliser un signal 1D ݖሺݔሻ en fonction de ݔǢ en revanche, la modélisation d’une surface par des fonctions splines 
polynomiales dans un espace 3D est plus complexe et nécessite des temps de calcul 
relativement importants. En revanche, la méthode d’ajustement par une fonction polynomiale 
est une méthode relativement simple, rapide et fiable. Compte tenu de l’expression de la 
courbure faisant intervenir uniquement des dérivées partielles d’ordre inférieur ou égal à 
deux, se limiter à des fonctions polynomiales du second ordre est suffisant pour une 
estimation de la courbure, outre les temps de calcul plus faibles que cela requiert par rapport à  
l’utilisation de fonctions polynomiales d’ordre supérieur. 
Par ailleurs, pour un voisinage au point M  suffisamment grand (cube de côté݊ ൒ ͷ), les 
coefficients polynomiaux sont déterminés en résolvant un système d’équations surdéterminé 
conférant ainsi à la méthode une robustesse dans l’estimation de la courbure. 
 
                                                 
11 http://surfer.nmr.mgh.harvard.edu/ 
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En prenant en compte ces points, nous avons ainsi fait le choix d’estimer la courbure par la 
méthode d’approximation par une fonction polynomiale d’ordre 2.  
Dans notre étude, la courbure utilisée est la courbure moyenne définie comme étant la 
moyenne arithmétique des courbures principales (section 4.1.2). D’autres types de courbures 
peuvent éventuellement être appliqués à l’étude de la morphologie corticale (Pienaar et al., 
2008) dont celle de la courbure de Gauss. Néanmoins, cette dernière reste beaucoup moins 
utilisée que la courbure moyenne dans les études sur la morphologie corticale. De plus, étant 
définie comme étant le produit des courbures principales, elle est de ce fait plus sensible au 
bruit que la courbure moyenne notamment lorsque l’une des courbures principales est proche 
de zéro, ce qui est souvent le cas au fond des sillons et au sommet des circonvolutions.  
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Chapitre 5 Estimation de la dimension fractale 
Nous abordons dans ce chapitre les notions de fractale, de dimension fractale ainsi que les 
principales méthodes d’estimation de la dimension fractale d’une surface 3D. Nous terminons 
ce chapitre en justifiant la méthode d’estimation choisie. 
5.1 La notion de fractale  
5.1.1 Définition et propriétés 
La notion d’objet fractal a été introduite pour la première fois par le mathématicien Benoît 
Mandelbrot à partir du latin "fractus" qui signifie "brisé", afin de désigner des objets dont la 
géométrie est si complexe qu’elle ne peut être caractérisée par une dimension entière. 
Il n’est pas aisé de donner une définition précise d’un objet fractal. Dans la littérature, la 
notion de fractale peut prendre plusieurs sens. Elle est utilisée notamment pour désigner un 
objet possédant au moins une des propriétés suivantes : 
· Il a des détails similaires à différentes échelles. 
· Il est trop irrégulier et complexe pour être caractérisé par une dimension entière. Un 
objet fractal est ainsi considéré comme un objet dont la dimension fractale, ou plus 
précisément sa dimension de Hausdorff-Besicovitch (Hausdorff, 1918) est supérieure 
à sa dimension topologique12 (Mandelbrot, 1977).  
                                                 
12 La dimension topologique d’un objet correspond au nombre de variables indépendantes nécessaires pour 
caractériser entièrement l’objet.  Une courbe, une surface et un cube sont ainsi considérés respectivement comme 
des objets de dimension topologique 1,2 et 3. La dimension topologique est une dimension entière. 
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Figure 5.a: Un exemple d’objet fractal : la courbe de Koch. La courbe de Koch est créée à partir d’un 
segment de droite (i) modifié de façon récursive : le segment de droite est divisé en trois segments égaux, 
un triangle équilatéral ayant comme base le segment médian est construit et le segment de base du triangle 
équilatéral est ensuite supprimé (ii), ce schéma est répété ; (iii) figure obtenue au bout de deux itérations ; 
(iv) la courbe de Koch est obtenue en répétant à l’infinie les itérations décrites précédemment. Il s’agit par 
conséquent d’une figure mathématique possédant des détails similaires jusque dans l’infiniment petit. 
Dans la nature ou le corps humain, certains objets sont également qualifiés d’objets fractals (exemple : la 
fougère, les ramifications sanguines pulmonaires, la surface corticale…),  cependant, les propriétés de 
similarité de ces objets se limitent à une gamme finie d’échelles.  
Théoriquement, la dimension fractale d’un objet est sa dimension de Hausdorff. Il s’agit de la 
définition générique la plus ancienne de la dimension fractale. On montre que dans le cas des 
structures fractales auto similaires, la dimension de Hausdorff (Dh) est le rapport des 
logarithmes entre le nombre d’homothéties internes N de l’objet (nombre de copies) et 
l’inverse du rapport d’homothétie (r) :  ܦ௛ ൌ ୪୬ሺேሻ୪୬ሺଵȀ௥ሻ  
 
Pour des structures mathématiques fractales dont le nombre d’homothéties et le rapport 
d’homothétie sont théoriquement connus, telle que la courbe de Koch, le calcul de la 
dimension de Hausdorff ne pose ainsi aucune difficulté. Ce qui n’est pas le cas pour des objets 
de la nature ou du corps humain considérés comme fractals et dont le rapport et le nombre 
d’homothéties sont par nature inconnus. En pratique, on utilise donc couramment la 
dimension de Minkowski-Bouligand comme estimation de la dimension fractale (Mandelbrot, 
1983, 1977). Plusieurs méthodes permettent d’estimer cette dimension (section 5.2.1).  
(i) 
(ii) 
(iii) 
(iv) 
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5.1.2 Complexité géométrique et dimension fractale 
Pour comprendre le lien entre dimension fractale et complexité géométrique, considérons 
dans un premier temps une figure géométrique très simple : un cube que l’on note Χ et ℓ la 
longueur de ses côtés. Le volume de Χ estܸ ൌ  κଷ, d’où    ୪୭୥ሺ௏ሻ୪୭୥ሺκሻ ൌ ͵. 
3 est la dimension de l’objet considéré (ici le cube) ; dans ce cas précis, cette dimension est la 
dimension euclidienne (ou topologique) et cette quantité est liée : 
 
· à V qui est le volume de Χ mais aussi le nombre de cubes unitaires (que l’on note U) 
contenus à l’intérieur de Χ i.e. le nombre de copies de U 
 
· à ℓ qui est la longueur des côtés de Χ mais aussi l’inverse du rapport d’homothétie 
permettant de passer de Χ à U  
 
d’où  ൌ ୪୬ሺ୬୭୫ୠ୰ୣୢୣୡ୭୮୧ୣୱሻ୪୬ሺ୧୬୴ୣ୰ୱୣୢ୳୰ୟ୮୮୭୰୲ୢᇲ୦୭୫୭୲୦±୲୧ୣሻ
 
Nous voyons ainsi que la dimension de l’objet donne, d’une certaine manière, une information 
sur la façon dont cet objet occupe l’espace à différentes échelles. Par conséquent, il s’agit 
d’un paramètre lié à sa complexité géométrique. Dans le cas des objets fractals, les formes 
géométriques sont si complexes qu’elles ne peuvent être décrites de façon pertinente par la 
dimension topologique, qui est par définition une dimension entière, d’où l’introduction de la 
notion de dimension fractale, qui peut être non entière et ainsi être considérée comme une 
généralisation de la notion de dimension. Ainsi prenons l’exemple de la courbe de Koch 
(Figure 5.a), celle-ci est un objet fractal construit à partir d’un segment de droite modifié de 
façon récursive : le segment de droite est divisé en trois segments égaux, un triangle 
équilatéral ayant comme base le segment médian est construit puis le segment de base du 
triangle équilatéral est supprimé, le motif ainsi obtenu est répété de façon récursive sur chaque 
segment de la figure avec à chaque itération une réduction par 3 de la taille du motif. Le 
nombre de copies est ainsi de 4 et le rapport d’homothétie est de 1/3 ; sa dimension D peut 
alors être calculée:  ൌ ሺͶሻሺ͵ሻ  ൎ ͳǡʹ͸Ǥ 
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5.2 Estimation de la dimension fractale 
Notre étude étant consacrée à la morphologie des surfaces corticales, nous nous intéressons 
donc uniquement à l’estimation de la dimension fractale des surfaces et non des textures 3D. 
 
Nous distinguons deux catégories de méthodes permettant l’estimation de la dimension 
fractale :  
· celles dites spatiales; les plus représentées dans la littérature sont des méthodes 
d’estimation de la dimension de Minkowski-Bouligand par recouvrement par des 
éléments cubiques ou sphériques  et la méthode dite du « mass-radius » ;  
· celles dites spectrales dont la principale est la méthode par transformée de Fourier.  
Ces différentes méthodes reposent cependant sur le même principe qui est la dépendance des 
quantités mesurées de l’objet fractal vis-à-vis de l’échelle de mesure. 
 
5.2.1 Estimation de la dimension de Minkowski-Bouligand  
La méthode la plus largement utilisée dans la littérature pour estimer la dimension de 
Minkowski-Bouligand d’un objet fractal fut introduite par Russell et al. (1980). Il s’agit d’une 
méthode relativement simple et rapide qui consiste à recouvrir la fractale par des cubes et 
d’observer la variation du nombre de cubes nécessaires pour recouvrir entièrement la fractale 
en fonction de la taille des cubes. La dimension de Minkowski-Bouligand ሺܦ஻ሻest alors 
estimée par : 
 ܦ஻ ൌ ௥՜଴ ሺܰሺݎሻሻሺͳݎሻ ൌ െ௥՜଴ ሺܰሺݎሻሻሺሻ  
 
Avec N(r) : le nombre de cubes de taille r requis pour recouvrir entièrement la fractale. En 
pratique, ܦ஻ est estimé par la pente de la droite liant le logarithme de N(r) au logarithme de r 
(Figure 5.b). Bien que beaucoup moins présent dans la littérature, il est également possible 
d’estimer la dimension de Minkowski-Bouligand en utilisant des éléments de recouvrement 
sphériques (Flook, 1978; Smith et al., 1989) (Figure 5.b). Dans ce cas, N(r) correspond au 
nombre de boules de rayon r nécessaires pour recouvrir entièrement la fractale.   
 
Partie I. Etat de l’art 
47 
 
Figure 5.b: Estimation de la dimension de Minkowski-Bouligand : dans le cas d’un contour fractal (dans 
cet exemple la courbe de Koch) dans un espace bidimensionnel, les cubes sont remplacés par des carrés 
mais le principe d’estimation de la dimension fractale reste identique au cas tridimensionnel et repose sur 
la variation du nombre d’éléments de recouvrement N(r) nécessaires pour recouvrir entièrement l’objet 
fractal en fonction de la taille r des éléments de recouvrement; (i) l’objet fractal est recouvert par des 
carrés dont la taille est itérativement variée, (ii) représentation du log (N(r)) en fonction du log (r) ; (iii) 
illustration du recouvrement de l’objet fractal par des sphères (par des cercles dans le cas 2D). 
 
Il existe parallèlement une autre définition équivalente de la dimension de Minkowski-
Bouligand, mais très peu utilisée (Sandu et al., 2008). Celle-ci s’appuie sur la variation du 
volume des sphères recouvrant la fractale en fonction du rayon des sphères (Falconer, 2013). 
La dimension fractale est alors donnée par : 
 ܦ஻ ൌ ݊െ௥՜଴ ሺܸሺሻሻሺሻ  
 
(ii) 
(i) 
log (r)
lo
g
(N
(r
))
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(iii) 
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Où ܸሺሻ correspond au volume total recouvert par les sphères, r le rayon des sphères et n la 
dimension de l’espace euclidien dans lequel se trouve la fractale (dans notre cas n=3). ܦ஻ est 
estimée à partir de la pente obtenue en représentant ܸሺሻ en fonction de r sur une échelle log-
log. 
 
Par abus de langage, certains auteurs utilisent le terme de dimension Box-Counting pour 
qualifier spécifiquement la dimension de Minkowski-Bouligand estimée par la méthode de 
recouvrement par des cubes. Nous désignons ainsi dans la suite du document, la méthode du 
« Box-Counting » comme étant la méthode d’estimation de la dimension de Minkowski-
Bouligand par recouvrement par des cubes. 
 
5.2.2 La méthode du « mass-radius » (méthode de la relation masse-rayon) 
La méthode du « mass-radius » repose sur l’utilisation de sphères concentriques. A la 
différence de la méthode d’estimation de la dimension de Minkowski-Bouligand par 
recouvrement par des éléments sphériques (section 5.2.1), la méthode du « mass-radius » 
s’appuie sur des sphères ayant toutes une origine commune. Il s’agit d’estimer la dimension 
fractale en faisant varier le diamètre des sphères concentriques et en observant la relation 
entre le diamètre D et la masse ܯሺሻ des sphères, celle-ci étant définie comme étant le 
nombre de voxels de l’objet fractal contenus à l’intérieur de la sphère. La méthode requiert 
dans un premier temps de déterminer le point de l’image qui servira d’origine aux sphères 
concentriques puis de calculer pour chaque sphère sa masse associée. La dimension fractale 
est alors estimée par la pente du logarithme de la masse ܯሺሻ en fonction du logarithme du 
diamètre (Caserta et al., 1995; Jelinek and Fernandez, 1998; Landini and Rippin, 1993) 
(Figure 5.c).  
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Figure 5.c: Estimation de la dimension fractale d’un contour fractal par la méthode du « mass-radius » ; 
des cercles concentriques (ou des sphères dans le cas où l’objet fractal est contenu dans un espace 
tridimensionnel) de différents diamètres D sont tracés avec pour origine commune un point du contour 
fractal (dans cet exemple la courbe de Koch). Pour chaque diamètre de cercle, le nombre de voxels de 
l’objet fractal contenus à l’intérieur du cercle est calculé (ࡹሺ۲ሻሻ, la dimension fractale est alors estimée 
en prenant l’amplitude de la pente obtenue en représentant le logarithme de ࡹሺ۲ሻ en fonction du 
logarithme de R. 
 
5.2.3 La méthode par transformée de Fourier 
Wu et al. (2010) proposent une méthode d’estimation de la dimension fractale à partir de la 
transformée de Fourier de l’image (ሺሬ݇Ԧሻሻ. On montre alors que l’amplitude de la transformée 
de Fourier au carré หሺሬԦሻหଶ moyennée sur l’ensemble des directions du vecteur ሬ݇Ԧ est fonction 
de la dimension fractale  de la surface (Wu et al., 2010) : 
 ܨሺ݇ሻ ן ݇ିி஽ 
Avec ܨሺ݇ሻ ൌ  ଵସగ ׬ ׬ หሺሬԦሻหଶ  ߠ݀ߠ݀߮గ଴ଶగ଴  
 
où ߠ݁ݐ߮sont les angles définissant l’orientation du vecteur ሬ݇Ԧ etܨܦ la dimension fractale de 
la surface analysée, ܨሺ݇ሻ dépend uniquement de l’amplitude du vecteur d’onde ሬ݇Ԧ ; k = |ሬ݇Ԧ|. 
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La dimension fractale est alors estimée en prenant l’amplitude de la pente du logarithme de ܨሺ݇ሻ en fonction du logarithme de݇. 
5.3 Limitations et choix de la méthode  
Les méthodes d’estimation de la dimension fractale dites spatiales possèdent une limitation 
commune qui est l’influence de la taille des éléments de recouvrement sur l’estimation de la 
dimension fractale (Pruess, 1995). En particulier, des résultats aberrants peuvent apparaître 
lorsque la taille des éléments de recouvrement est trop grande ou trop faible par rapport à la 
résolution de l’image. Cela se traduit par des points relativement éloignés de la droite de 
régression. Ces points peuvent avoir une influence relativement grande sur l’estimation de la 
pente et par conséquent sur l’estimation de la dimension fractale. De plus les méthodes 
utilisant des éléments de recouvrement sphériques peuvent être sensibles à certaines échelles à 
l’inadéquation entre la nature sphérique des éléments de recouvrement et la forme cubique des 
voxels de l’image. Les sphères ainsi produites ne sont pas idéalement sphériques, ce qui peut 
entraîner une surestimation ou une sous-estimation du nombre, du volume ou de la masse des 
sphères et par conséquent un biais dans l’estimation de la dimension fractale (Landini and 
Rippin, 1993). Spécifiquement à la méthode du « mass radius », le choix de la position du 
centre des sphères concentriques influence l’estimation de la dimension fractale. Cette 
limitation peut néanmoins être palliée par une méthode du type de celle de la masse cumulée 
(« cumulative mass ») proposée par Caserta et al. (1995). Cette méthode consiste à considérer 
différentes origines pour les sphères puis à moyenner, pour chaque diamètre, la masse obtenue 
aux différentes origines (Figure 5.d). La masse ainsi obtenue est définie comme étant la masse 
cumulée et la dimension fractale est ensuite estimée par l’amplitude de la pente du logarithme 
de la masse cumulée en fonction du logarithme du diamètre des sphères. Cette méthode a été 
notamment utilisée pour estimer la dimension fractale des neurones (Caserta et al., 1995, 
1992, 1990; Cornforth et al., 1992.; Jelinek and Fernandez, 1998). Elle est cependant plus 
difficile à mettre en œuvre et plus couteuse en termes de temps de calcul que les précédentes 
méthodes spatiales. Certains auteurs montrent par ailleurs que la méthode de la masse 
cumulée et celle du box-counting, qui est en outre plus rapide et plus simple, ont une fiabilité 
équivalente (Jelinek and Fernandez, 1998). 
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Figure 5.d: Méthode de la masse cumulée appliquée à un neurone : un point du neurone est dans un 
premier temps choisi en tant que point central et une zone est délimitée à partir de ce point central. La 
masse cumulée pour un diamètre R est calculée par la moyenne des masses obtenues en faisant varier 
l’origine des sphères de diamètre R à l’intérieur de la zone précédemment délimitée. L’opération est 
répétée pour différents diamètres de sphères et la dimension fractale est estimée en prenant l’amplitude de 
la pente du logarithme de la masse cumulée en fonction du logarithme du diamètre des sphères. D’après 
Cornforth et al. 2002. 
La méthode par transformée de Fourier représente une alternative aux méthodes spatiales. 
Cette méthode est cependant plus coûteuse en temps de traitement que les méthodes spatiales. 
De plus, selon certaines auteurs (Lopes and Betrouni, 2009; Osborne and Provenzale, 1989), 
cette méthode est efficace uniquement pour des surfaces isotropiques dont le spectre de 
puissance est exponentiel. D’autre part, la dimension fractale est estimée à partir de la relation 
liant le logarithme de ܨሺ݇ሻ à l’amplitude k du vecteur d’onde (k = | ሬ݇Ԧ|). Or ܨሺ݇ሻ est estimée en 
intégrant les valeurs de  l’amplitude de la transformée de Fourier au carré หሺሬԦሻหଶsur toute la 
surface d’une sphère de rayon k (centrée en k=0). De ce fait, la méthode par transformée de 
Fourier n’est donc pas exempte de certaines limitations des méthodes spatiales comme par 
exemple des erreurs liées à l’utilisation d’éléments de recouvrement sphériques à partir de 
voxels dont la forme est cubique (Landini and Rippin, 1993). 
 
Parmi les différentes méthodes citées, celle du Box-counting  (Russell et al., 1980) est la plus 
rapide et la plus simple. Il s’agit également de la méthode la plus répandue pour estimer la 
dimension fractale d’une structure et elle est d'autre part déjà utilisée dans de nombreuses 
études cliniques car elle donne une estimation fiable de la dimension fractale  (Esteban et al., 
2007; King et al., 2010; Sandu et al., 2008; Wu et al., 2010; Zhang et al., 2007). Cette 
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méthode permet également de s’affranchir des limitations dues à l’utilisation d’éléments de 
recouvrement sphériques dans un espace de représentation où les voxels sont cubiques. Par 
ailleurs, Jelinek and Fernandez, (1998) relèvent que les valeurs de la dimension fractale 
estimées par la méthode du Box-counting et celles estimées par recouvrement par des sphères 
sur des figures géométriques connues ne présentent aucune différence significative. Ces deux 
méthodes amènent également à des conclusions équivalentes lorsqu’elles sont appliquées à la 
surface corticale (Sandu et al., 2008). 
 
Nous avons par conséquent fait le choix de la méthode du Box-counting pour estimer la 
dimension fractale des surfaces interne et externe du manteau cortical. Comme nous le 
verrons dans la partie consacrée à la méthodologie, nous y avons ajouté une méthode 
automatique de détection des points influents afin de minimiser le biais occasionné par ces 
points sur l’estimation de la dimension fractale.  
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Cette partie présente dans un premier temps les méthodes d’estimation de la courbure et de la 
dimension fractale des surfaces corticales interne et externe que nous avons développées ainsi 
que les approches pour améliorer leurs estimations. Dans un second temps sont présentées les 
approches utilisées pour apprécier :  
· l’impact de la pathologie sur la morphologie corticale 
· les interactions entre les biomarqueurs 
· l’apport des biomarqueurs développés au diagnostic précoce de la maladie 
d’Alzheimer 
 
Le premier chapitre (chapitre 6) décrit la construction de la population de chacune des études. 
Le chapitre suivant (chapitre 7) présente le prétraitement des images. Nous détaillons 
notamment la méthode de suppression des résidus crâniens que nous avons développée et qui 
permet de limiter les erreurs d’estimation de la courbure et de la dimension fractale. Nous 
décrivons aussi la méthode d’extraction des surfaces corticales interne et externe. 
Les chapitres suivants (chapitre 8 et chapitre 9) présentent respectivement la méthodologie 
d’estimation de la courbure des surfaces corticales et celle du calcul de leur dimension 
fractale. Dans les chapitres 10 et 11 sont respectivement détaillées les méthodes utilisées pour 
étudier l’impact de la pathologie sur la morphologie corticale et analyser les interactions entre 
les biomarqueurs. Le dernier chapitre (chapitre 12) présente la méthodologie employée pour 
évaluer l’apport des biomarqueurs et de leur association au diagnostic précoce. 
 
Parallèlement à l’estimation de la courbure corticale et de la dimension fractale, nous 
estimons également l’épaisseur corticale via l’algorithme développé par Querbes et al. (2009). 
La méthode d’estimation de l’épaisseur corticale ayant été développée antérieurement à cette 
thèse ne sera par conséquent pas décrite dans cette partie. Les grandes lignes de son calcul 
sont données en annexe (Annexe 2).  
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Chapitre 6 Construction de la population d’étude 
Dans l’objectif d’étudier l’impact de la maladie sur la morphologie corticale et sur les 
interactions entre les biomarqueurs, nous avons basé notre étude sur une population constituée 
de sujets normaux (HC), de sujets diagnostiqués Alzheimer probables (AD) et de sujets 
atteints de troubles cognitifs légers (MCI) dont la plupart de type amnésique. L’ensemble de 
notre population d’étude provient de la base de données ADNI1 (cf. Annexe 1) librement mise 
à la disposition de la communauté scientifique. Cette base de données permet de disposer d’un 
large échantillon d’individus et d’images de bonne qualité, garants de la fiabilité et de la 
pertinence de nos analyses. 
Nos données initiales comprenaient les IRM T1 de 809 sujets acquises sur des imageurs de 
1.5 Tesla. Afin de s’assurer de la fiabilité de nos analyses, les sujets présentant une fiabilité 
insuffisante du diagnostic13  ont été par la suite exclus de la population d’étude, de même que 
les individus au comportement irrégulier dans la conversion vers la maladie, i.e. les AD 
diagnostiqués ensuite HC ou MCI et les MCI diagnostiqués ensuite HC.  Pour la population 
qui en résulte et afin d’améliorer l’estimation des biomarqueurs, la substance grise de chaque 
individu (après prétraitement des images cf. chapitre 7) a été visualisée et celles présentant des 
résidus crâniens ont été exclues. 
 
Population d’étude: 
Les MCI ont été répartis en plusieurs sous-groupes selon le moment de leur conversion 
éventuelle vers la maladie d’Alzheimer. 
 
L’âge ayant une influence sur la morphologie du cortex, un appariement en âge a été effectué 
entre les groupes de sujets afin de pouvoir réaliser des comparaisons intergroupes. Cet 
appariement en âge est effectué aussi bien en moyenne qu’en dispersion (homogénéité des 
variances via le test de Levene) en sélectionnant aléatoirement les sujets de chaque groupe. 
Les populations des AD et des HC, communes à chacune des études, ont ainsi été appariées 
en âge en moyenne et en dispersion puis : 
 
                                                 
13 Seuls les sujets possédant un diagnostic de confiance supérieur ou égal à 3 sur une échelle allant de 1 à 4 (1 
étant peu fiable et 4 très fiable, cette échelle de fiabilité est déterminée selon les critères de l’ADNI) ont été 
inclus à l’étude. 
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i) Pour l’étude de l’impact de la pathologie sur la morphologie corticale sur le cortex 
entier (voir chapitres 10 et 13), nous avons réparti les sujets MCI en trois sous-groupes 
(sMCI.3an, pMCI.1an, pMCI.2an) (Tableau 6.a et Figure 6.a) en fonction de l’horizon 
temporel de conversion vers le diagnostic d’Alzheimer probable et sélectionné 
aléatoirement les sujets MCI afin que les 5 groupes de sujets (HC, sMCI.3an, 
pMCI.1an, pMCI.2an, AD) soient appariés en âge en moyenne et en dispersion. Nous 
disposons ainsi de 5 groupes de sujets appariés en âge allant de HC vers AD en 
passant par les différents groupes de MCI ordonnés selon leur horizon de conversion.   
 
Sous-groupe MCI  
pMCI.1an 
Sujets MCI ayant converti (MCI progressifs) vers AD dans les 12 mois après 
l’inclusion 
pMCI.2an 
Sujets MCI ayant converti (MCI progressifs) vers AD entre 12 et 24 mois 
après l’inclusion  
sMCI.3an 
Sujets MCI n’ayant pas converti (MCI stables) vers AD durant au moins les 
36 mois  après l’inclusion.  
Tableau 6.a: Sous-groupes MCI 
 
ii) Pour l’étude sur l’apport des biomarqueurs au diagnostic précoce (chapitres 12 et 15), 
nous fixons l’horizon temporel de prédiction à 24 mois et nous répartissons la 
population des MCI en deux sous-groupes : les MCI ayant converti vers AD durant les 
24 premiers mois après l’inclusion (pMCI) et qui regroupe donc les pMCI.1an et les 
pMCI.2an des études précédentes ; et les sujets MCI n’ayant pas converti vers AD 
durant cette période (sMCI) et qui regroupe donc les sMCI.3an et des MCI ayant 
converti vers AD entre 24 et 36 mois après l’inclusion. Les sujets MCI ont été 
sélectionnés aléatoirement afin que les 4 groupes de sujets (HC, sMCI, pMCI, AD) 
soient appariés en âge en moyenne et en dispersion. 
 
 
HC 
Figure 6.a: Les différents groupes de sujets sur un continuum allant des sujets HC vers les sujets AD en 
passant par les sujets sMCI.3an, pMCI.2an et pMCI.1an. 
sMCI.3an pMCI.2an AD pMCI.1an 
Partie II. Méthodologie 
 
57 
 
Effectifs de chaque étude: 
i) Impact de la maladie d’Alzheimer sur la morphologie corticale (chapitre 13) : 
Population de l'étude   
113 AD âge=75.7±5.6  
129 HC âge=75.8±5.3  
71 sMCI.3an âge=75.7±5.4 
47 pMCI.2an âge=75.5±6.0 
44 pMCI.1an âge=75.8±4.9 
Appariement en âge (moyenne: F(4,399)=0.05, p=0.99; variance: Levene's test = 0.39). 
 
ii) Etude des interactions entre les biomarqueurs (chapitre 14) : 
Population de l'étude   
113 AD âge=75.7±5.6  
129 HC âge=75.8±5.3  
Tableau 6.c : Population d’étude 
Appariement en âge (moyenne: F(1,240)=0.02, p=0.90; variance: Levene's test = 0.21).  
 
iii) Biomarqueurs et diagnostic précoce (chapitre 15) : 
Population de l'étude   
113 AD âge=75.7±5.6  
129 HC âge=75.8±5.3  
91 pMCI âge=75.6±5.4 
89 sMCI âge=75.5±5.5 
Appariement en âge (moyenne: F(3, 418)= 0.07,  p=0.98; variance: Levene's test = 0.62).  
 
  
Tableau 6.b: Population d’étude    
Tableau 6.d: Population d’étude    
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Chapitre 7 Prétraitement des images 
Notre procédure de prétraitement des volumes IRM est en partie identique à celle utilisée par 
Querbes et al. (2009) lors du calcul de l’épaisseur corticale. Nous avons toutefois rajouté à la 
chaîne de prétraitement une méthode de suppression des résidus crâniens et une méthode 
d’extraction des surfaces corticales interne et externe que nous détaillons ci-dessous. 
 
La chaîne de prétraitement des  IRM anatomiques comprend plusieurs étapes : 
i) Afin de faciliter le calcul des biomarqueurs et pouvoir faire des comparaisons inter 
sujets, les volumes IRM sont dans un premier temps mis sous forme isométrique 
i.e. redimensionnés de façon à avoir les mêmes dimensions de voxels dans chaque 
direction (1mm x1mm x1 mm). Dans l’objectif d’améliorer la qualité de la 
segmentation, les volumes IRM sont ensuite réorientés dans le plan ACPC14 puis 
segmentés via le logiciel SPM15. Les cartes des probabilités issues de la 
segmentation sont ultérieurement binarisées afin d’identifier les voxels de la 
substance grise, ceux de la substance blanche et ceux du LCS (Liquide Cérébro-
Spinal). La binarisation est décrite dans la section 7.1. 
ii) Lorsque la segmentation est de mauvaise qualité, des résidus crâniens sont 
susceptibles d’apparaître sur la carte binaire de la substance grise et entraîner des 
erreurs d’estimation de la courbure et de la dimension fractale (Figure 7.a). Nous 
ajoutons ainsi à l’étape de prétraitement une méthode de détection et de 
suppression de ces résidus crâniens (section 7.2). 
iii) Puisque nous estimons la courbure et la dimension fractale des surfaces corticales 
interne et externe, nous ajoutons à l’étape de prétraitement une étape d’extraction 
de ces surfaces corticales. Celles-ci sont extraites à partir des cartes binaires de la 
substance grise, de la substance blanche et du LCS (section 7.3). 
 
                                                 
14 AC = commissure antérieure, PC =  commissure postérieure 
15 Statistical Parametric Mapping (www.fil.ion.ucl.ac.uk/spm/software/) 
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7.1 Binarisation des cartes de probabilités 
La binarisation des cartes de probabilités se fait de la manière suivante: 
Soit respectivement ݔ݃ǡ ݔܾ et ݔ݈ܿݏ la probabilité d’appartenance d’un voxel à la substance 
grise, à la substance blanche et au LCS. Le voxel est considéré comme un voxel de la 
substance grise si sa probabilité d’appartenance à la substance grise est supérieure à sa 
probabilité d’appartenance à la substance blanche et au LCS i.e. : 
 ሺݔܾǡ ݔ݃ǡ ݔ݈ܿݏሻ ൌ ݔ݃Þ ݒ݋ݔ݈݁Îݏݑܾݏݐܽ݊ܿ݁݃ݎ݅ݏ݁ 
 
Il sera en revanche considéré comme un voxel de la substance blanche si sa probabilité 
d’appartenance à la substance blanche est supérieure à sa probabilité d’appartenance à la 
substance grise et au LCS i.e.: 
 ݏ݅ሺݔܾǡ ݔ݃ǡ ݔ݈ܿݏሻ ൌ ݔܾ Þݒ݋ݔ݈݁Îݏݑܾݏݐܽ݊ܿ݁ܾ݈݄ܽ݊ܿ݁ 
 
Enfin, il sera considéré comme un voxel du LCS si sa probabilité d’appartenance au LCS est 
supérieure à sa probabilité d’appartenance à la substance grise et à la substance blanche i.e. :  ሺݔܾǡ ݔ݃ǡ ݔ݈ܿݏሻ ൌ ݔ݈ܿݏ Þݒ݋ݔ݈݁Îܮܥܵ
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7.2 Détection et suppression des résidus crâniens  
 
 
Figure 7.a: Carte de la substance grise après segmentation; (i) carte des probabilités  de la substance grise 
(en niveaux de gris); (ii) carte binaire de la substance grise. Morceaux de crânes parasites (entourés en 
rouge).  
Dans la suite de cette section, nous désignerons par voxel un voxel de la substance grise ou 
des résidus crâniens (i.e. un voxel autre qu’un voxel de fond, de la substance blanche et du 
LCS). 
Notre méthode de détection et de suppression des résidus crâniens est basée sur la connexité 
des voxels. Elle consiste à identifier dans la carte binaire de la substance grise, les différents 
ensembles connexes (ou amas de voxels) puis à éliminer les amas autres que celui 
correspondant à la substance grise en faisant l’hypothèse que la substance grise correspond à 
l’amas principal i.e. celui ayant le plus grand nombre de voxels. 
 
Détection des amas de voxels :  
Soit ݔͳ et ݔʹ deux voxels, alors ݔʹ sera considéré comme connecté à ݔͳ s’ils partagent au 
moins un sommet commun i.e. si ݔʹ appartient aux 26 voxels qui entourent ݔͳ (26-
connexité). 
Notre approche consiste ainsi à définir un voisinage V qui correspond à un cube de 3 pixels de 
côté et à balayer l’image afin de déterminer les amas de voxels. Pour tout voxel ݔͳ de l’image 
et pour V le voisinage de ݔͳ (V centré enݔͳ), alors tout voxel ݔʹ appartenant au voisinage V 
sera considéré comme connecté au voxelݔͳ. Cette relation de connexion étant transitive, on 
  
 
  
 
(i) (ii) 
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obtient un ensemble d’amas de voxels : les voxels d’un amas sont connectés entre eux tandis 
que deux voxels quelconques appartenant à deux amas différents ne sont pas connectés entre 
eux. 
 
Après avoir détecté les différents amas de voxels, le manteau cortical qui forme l’amas ayant 
le plus grand nombre de voxels connectés est préservé tandis que les résidus crâniens, 
représentés par des amas de plus petite taille en termes de nombre de voxels connectés sont 
éliminés. 
 
La méthode possède certaines limitations notamment lorsque les morceaux de crânes sont en 
contact avec le manteau cortical. Dans ce cas, il est impossible de disjoindre les résidus 
crâniens de la substance grise. Par contre, cette technique est simple, rapide et efficace. 
7.3 Extraction des surfaces interne et externe du manteau cortical 
En partant de l’hypothèse que la surface interne (respectivement externe) du cortex est 
constituée par les voxels de la substance grise en contact avec ceux de la substance blanche 
(respectivement du LCS), la méthode implantée pour extraire cette interface corticale consiste 
à dilater la substance blanche (respectivement le LCS) par de la morphologie mathématique 
(Matheron, 1967; Serra, 1986, 1982). La surface corticale interne (respectivement externe) 
correspond alors à l’intersection entre la substance grise et la substance blanche dilatée 
(respectivement le LCS dilaté) (Figure 7.b ; Figure 7.c). 
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Figure 7.c: Cartes des surfaces interne et externe du manteau cortical obtenues selon notre méthode; (i) 
surface externe (blanc) du manteau cortical (rouge) ; (ii) surface interne (blanc) du manteau cortical 
(rouge).  
 
  
(i) (ii) 
 
 
 
 
Substance grise 
LCS 
 
 
 
Substance blanche 
Figure 7.b: Dilatation de la substance blanche et du LCS et détermination des surfaces interne et 
externe du manteau cortical. 
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Mise sous forme isométrique et réorientation en ACPC 
 
Segmentation et binarisation des cartes des probabilités 
 
 
 
 
 
 
 
Suppression des résidus crâniens 
 
 
 
 
 
 
 
Extraction des surfaces interne et externe du manteau cortical 
 
 
 
 
 
 
 
 
 
(i) (ii) 
Substance grise Substance blanche LCS (+ crâne) 
(iii) 
(iv) 
Figure 7.d: Schéma de prétraitement des volumes IRM ; (i) Image brute ; (ii) mise sous forme isométrique et 
réorientation en ACPC; (iii) Segmentation et binarisation des cartes des probabilités ; (iv) Détection et 
suppression des résidus crâniens de la carte binaire de la substance grise ; (v) Extraction des surfaces interne et 
externe du manteau cortical. 
(v) 
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Chapitre 8 Estimation de la courbure 
Ce chapitre détaille l’approche développée pour estimer la courbure des surfaces interne et 
externe du manteau cortical. Pour chaque surface, nous estimons la courbure des sillons et 
celle des circonvolutions. 
 
Nous avons choisi de nous intéresser à la courbure moyenne globale des surfaces corticales 
pour le cortex entier et à la courbure moyenne de chacune des structures dans une 
parcellisation du cerveau constituée par des regroupements d’aires de Brodmann.  
Estimer localement la courbure dans différentes régions cérébrales permet en effet de mettre 
en évidence les régions dont la morphologie est la plus sévèrement touchée par la maladie. 
Nous avons aussi privilégié une étude par regroupements de zones par rapport à une approche 
de type Voxel Based dans la mesure où cette dernière requiert le choix de nombreux 
paramètres (paramètre de recalage lors de la normalisation dans l’espace commun, par 
exemple MNI, seuil de significativité pour les tests statistiques notamment) et que le choix de 
ce paramétrage influence significativement les résultats. 
Les regroupements d’aires de Brodmann ont été définis à partir de critères 
anatomopathologiques : les 96 aires de Brodmann (48 aires x 2 hémisphères) ont été 
initialement regroupées en 22 régions (ROI16) (11 x 2 hémisphères) par trois neurologues de 
l’unité afin d’améliorer la robustesse des analyses (Querbes et al., 2009). Nous avons par la 
suite modifié ces regroupements en divisant la région frontale en deux sous régions :  
· le cortex préfrontal dorsolatéral  
· le frontal qui regroupe le cortex préfrontal antérieur, le cortex orbitofrontal, le gyrus 
préfrontal inférieur et le cortex septal. 
De même, le regroupement initial formant la région sensorimotrice a été divisé en deux sous 
régions:  
· le sensorimoteur qui regroupe le cortex somatosensoriel primaire et associatif et le 
cortex moteur primaire  
· le cortex prémoteur. 
En raison de la difficulté pratique de distinguer correctement l’insula et l’auditif du fait de 
leur proximité et de leur petite taille, ces deux régions ont été regroupées en une seule et 
unique région : l’insula/auditif. 
                                                 
16 Region Of Interest 
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Nous obtenons au final un regroupement d’aires de Brodmann en 24 régions (12 ROI x 2 
hémisphères) détaillé dans le tableau 8.a.  
 
 
Régions (12 x 2 hémisphères) Aires de Brodmann  
Sensorimoteur 1,2,3,4,5 
Prémoteur 6,8 
Préfrontal dorsolatéral 9,46 
Frontal 10,11,25,47 
Broca 44,45 
Insula/auditif 41,42,43 
Temporal mésial 27,28,34,35,36,48 
Pariétal 39,40,7 
Temporal Latéral 20,21,22,37,38 
Cingulaire Postérieur 23,29,30 
Cingulaire Antérieur 24,32 
Occipital 17,18,19 
Tableau 8.a: Régions d’intérêt (12 x 2 hémisphères) et correspondance avec les aires de Brodmann 
 
L’estimation de la courbure moyenne du cortex entier ainsi que dans chaque ROI s’effectue 
en plusieurs étapes : 
1) La courbure est estimée pour chaque voxel des surfaces corticales interne et 
externe 
2) A partir des cartes des courbures, une valeur moyenne de la courbure des sillons et 
des circonvolutions des surfaces corticales interne et externe est calculée pour le 
cortex entier et par ROI. 
 
La première section (section 8.1) présente le calcul de la courbure pour chaque voxel des 
surfaces corticales. La section suivante (section 8.2) décrit l’estimation de la valeur moyenne 
de la courbure des sillons et des circonvolutions pour le cortex entier et par ROI pour chaque 
surface corticale. 
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8.1 Estimation de la courbure 
L’estimation de la courbure en un point des surfaces corticales s’effectue en modélisant 
localement la surface au voisinage de ce point par une fonction polynomiale quadratique.  
 
Soit M un point de la surface dont on veut estimer la courbure et V un voisinage de ce point. 
V est un cube de côté n (n ൒ 5) et pour simplifier les calculs, nous choisissons V centré sur M. 
Soit L, l’intersection de la surface avec le voisinage V. Alors, pour tout point de L, on a : 
 ݖ ൌ ݄ሺݔǡ ݕሻ ൌ  ܿଵݔଶ ൅ ܿଶݕଶ ൅ ܿଷݔݕ ൅ ܿସݔ ൅ ܿହݕ ൅ ܿ଺
 
où les coefficients  ܿଵǥܿହ sont à déterminer (ܿ଺ ൌ Ͳ car V est centré en M). (ݔǡ ݕǡ ݖሻest un 
repère local orthonormé centré en M et défini de telle façon que ݖ soit le vecteur unitaire 
normal à la surface corticale et orienté :  
· vers l’extérieur du cortex pour la surface corticale externe (i.e. orienté vers le LCS) 
(Figure 8.a) 
· vers l’intérieur du cortex pour la surface corticale interne (i.e. orienté vers la 
substance grise) (Figure 8.a).   
Ce système local de coordonnées assure une estimation de la courbure (amplitude et signe) 
invariante en fonction de l’orientation spatiale du cortex (Krsek et al., 1998; McIvor et al., 
1997).  
Le signe de la courbure est utilisé uniquement afin de discriminer les sillons et les 
circonvolutions. Nous définissons la normale à la surface corticale de telle façon que la 
courbure soit définie positive pour les formes convexes et négative pour les formes concaves 
(Figure 8.a). Il en résulte une courbure positive pour les circonvolutions et négative pour les 
sillons. (Figure 8.b). 
 
On a donc à résoudre : 
Pܥ ௧ ൌ Z  
 
où  
P ൌ ൮ݔଵଶ ݕଵଶ ݔଵݕଵ ݔଵ ݕଵݔଶଶ ݕଶଶ ݔଶݕଶ ݔଶ ݕଶڭ ڭ ڭ ڭ ڭݔேଶ ݕேଶ ݔேݕே ݔே ݕே൲Ǣ Z ൌ ൮
ݖଵݖଶڭݖே൲ Ǣܥ ௧ ൌ ۉۈ
ۇܿଵܿଶܿଷܿସܿହیۋ
ۊ
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N est le nombre de points de L ; ܥ ௧ est la matrice des coefficients polynomiaux à déterminer. ሺݔ௜ǡ ݕ௜ ǡ ݖ௜ሻ sont les coordonnées locales des points de L selon respectivement les axes x, y et 
z.   
 
 
Le système Pܥ ௧ ൌ Z est résolu par l’approche des moindres carrés qui consiste à 
déterminerܥ ௧ qui minimise la norme euclidienne des résidus i.e. qui minimise ԡݎԡଶ ൌԡPܥ ௧ െ Zԡଶ. On obtient :  
 ܥ ௧ ൌ ሺP௧PሻିଵP௧Z 
 
En estimant les coefficients polynomiaux  ܿଵǥܿହ et donc les dérivées partielles deݖ ൌ݄ሺݔǡ ݕሻ, on obtient la courbure (que l’on noteܵ) au point M (cf. sections 4.1.2 et 4.2.1) : 
 ܵ ൌ  ሺͳ ൅ ݄௫ଶሻ݄௬௬ െ ʹ݄௫݄௬݄௫௬ ൅ ሺͳ ൅ ݄௬ଶሻ݄௫௫ʹሺͳ ൅ ݄௫ଶ ൅ ݄௬ଶሻଷȀଶ ൌ ሺͳ ൅ ܿସଶሻܿଶ െ ʹܿସܿହܿଷ ൅ ሺͳ ൅ ܿହଶሻܿଵʹሺͳ ൅ ܿସଶ ൅ ܿହଶሻଷȀଶ  
 
Figure 8.a : Le vecteur ࢠ est le vecteur unitaire normal à la surface corticale et orienté vers l’extérieur 
du cortex (i.e. vers le LCS) pour la surface corticale externe (jaune) et vers l’intérieur du cortex (i.e. 
vers la substance grise) pour la surface corticale interne (magenta). 
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Figure 8.b: Carte des courbures obtenues selon notre méthode ; la courbure est estimée en chaque voxel 
des surfaces interne et externe du manteau cortical. (i) Carte des courbures de la surface corticale externe; 
(ii) Carte des courbures de la surface corticale interne. Les sillons et les circonvolutions sont 
respectivement caractérisés par une courbure négative et positive. 
8.2 Courbure moyenne des surfaces corticales sur le cortex entier et par ROI 
A partir des cartes des courbures des surfaces corticales, nous calculons une valeur moyenne 
de la courbure des sillons et des circonvolutions de chaque surface corticale pour le cortex 
global et par ROI. 
 
Pour le calcul de la courbure moyenne par ROI, l’atlas des aires de Brodmann utilisé afin de 
parcelliser le cerveau en 24 ROI est celui fourni par le logiciel MRIcro17, l’atlas est situé dans 
l’espace MNI
18 (Evans et al., 1993) et recalé sur un template T1 situé dans le même espace 
MNI. Pour estimer une valeur moyenne de la courbure dans chaque ROI, nous recalons cet 
atlas sur le cerveau natif des sujets : une matrice de transformation affine décrite par 12 
paramètres (3 de translation, 3 de rotation, 3 d’homothétie et 3 de perspective) est dans un 
premier temps estimée en normalisant l’IRM T1 native du sujet vers le template T1. Les 
paramètres de la matrice sont calculés en utilisant le logiciel ITK (ITK Software, Ixico, 
London) (Studholme et al., 1999). L’inverse de la matrice estimée est ensuite appliqué à 
l’atlas des aires de Brodmann afin de recaler celui-ci sur les cartes des courbures situées dans 
                                                 
17 http://www.sph.sc.edu/comd/ rorden/mricro.html   
18 Montreal Neurological Institute; le volume MNI a été obtenu en moyennant des IRM pondérées en T1 de 305 
sujets (Evans et al., 1993). 
(i) (ii) 
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l’espace natif du sujet. Après projection de l’atlas sur les cartes des courbures, une valeur 
moyenne de la courbure pour les sillons et pour les circonvolutions des surfaces corticales est 
obtenue pour chaque ROI (Figure 8.c). 
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T1 sujet (espace natif) Template T1 (espace MNI) 
Atlas des aires de 
Brodmann 
(espace MNI) Cartes des courbures des surfaces interne/externe du 
manteau cortical 
Estimation de la valeur moyenne de la courbure des 
sillons et des circonvolutions des surfaces corticales 
interne et externe par ROI 
 
ିଵ 
 
Figure 8.c: Estimation de la valeur moyenne de la courbure des sillons et des circonvolutions des surfaces 
corticales par ROI. La matrice de transformation affine T est estimée en normalisant l’IRM T1 native du sujet 
sur le template T1 MNI ; la transformation inverse ܂ି૚ est ensuite appliquée à l’atlas des aires de Brodmann 
afin de recaler celui-ci sur les cartes des courbures situées dans l’espace natif du sujet. Une valeur moyenne de la 
courbure dans les sillons et dans les circonvolutions est ainsi calculée par ROI et pour chaque surface corticale. 
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Chapitre 9 Estimation de la dimension fractale 
Nous implémentons l’algorithme du Box-Counting (chapitre 5) pour estimer la dimension 
fractale des surfaces corticales. Cependant, comme nous l’avons mentionné dans la partie I, 
les points situés aux extrémités de la droite de régression et qui correspondent aux valeurs 
limites de la taille des cubes entraînent des erreurs d’estimation de la pente de régression et 
donc de la dimension fractale. Ces points sont relativement éloignés de la droite de régression 
et leur influence sur l’estimation de sa pente est donc relativement marquée. Afin d’améliorer 
l’estimation de la dimension fractale, nous avons par conséquent inclus une étape de 
quantification de l’influence des points sur l’estimation de la pente de régression (section 9.2). 
Les points ayant une influence relativement forte sont alors supprimés et la dimension fractale 
est réestimée. 
 
Contrairement à la courbure corticale, la dimension fractale est uniquement estimée en 
prenant les surfaces corticales en entier. Pour plusieurs raisons: 
· En raison de la forme particulière du manteau cortical et de l’atlas des aires de 
Brodmann, la surface corticale dans un ROI est susceptible d’être fragmentée (Figure 
9.a) biaisant ainsi l’estimation de sa dimension fractale. 
· Par la méthode du Box-counting (ou de façon plus générale par les méthodes 
d’estimation dites spatiales), le nombre de cubes nécessaires pour recouvrir 
entièrement la structure fractale dépend de la position de celle-ci au sein du volume, 
entraînant ainsi un biais dans l’estimation de sa dimension fractale qui est uniquement 
dû aux variations de sa position dans le volume alors que son architecture 
morphologique reste inchangée. Ce problème est accentué pour des structures de petite 
taille comme les surfaces corticales à l’échelle des ROI (Figure 9.b). Une solution 
pour pallier ce problème serait de déplacer l’image par rapport à la structure et 
d’estimer la dimension fractale en prenant la moyenne des dimensions fractales 
estimées selon les différentes positions possibles de l’image par rapport à la structure. 
Cette approche nécessite cependant des ressources importantes en temps de calcul.  
On peut aussi considérer que la dépendance de l’estimation de la dimension fractale 
vis-à-vis de la position de la structure au sein de l’image est minimisée lorsque la 
dimension fractale est estimée en prenant l’ensemble de la surface corticale car tous 
les cerveaux ont été plus ou moins centrés au sein de l’image et que la taille de la 
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surface corticale est relativement grande par rapport à la taille totale de l’image 
minimisant ainsi ses variations de position. 
 
9.1 Estimation de la dimension fractale 
Nos images des surfaces corticales, initialement de taille 256x256x180 mm, sont 
préalablement redimensionnées en ajoutant des voxels vides également répartis de part et 
d’autre de l’image de façon à obtenir un volume de dimension 256x256x256 mm facilitant 
ainsi son recouvrement par des cubes. Nous déterminons ensuite l’ensemble des entiers qui 
divisent 256, ces entiers correspondent aux différentes tailles des cubes de recouvrement. La 
taille des cubes est ainsi prise successivement égale à  ʹ଴ǡ ʹଵǡ ʹଶǡ ʹଷǡ ʹସǡ ʹହǡ ʹ଺ǡ ʹ଻ et ʹ଼ሺʹ଼ ൌ
Figure 9.b: L’estimation du nombre de 
cubes recouvrant le fragment de 
surface corticale et donc de sa 
dimension fractale dépend de la 
position de la structure dans l’image. 
Cet effet est accentué lorsque la taille 
de la structure fractale est relativement 
faible par rapport à la taille de l’image 
dans laquelle elle est contenue  comme 
cela est le cas pour la surface corticale 
au sein des ROI. 
Figure 9.a: Superposition de l’atlas des aires de Brodmann et de la 
surface externe du manteau cortical. Dans cet exemple, le fragment 
de surface corticale est à cheval sur 3 ROI ; conduisant ainsi à 
estimer la dimension fractale d’une structure fragmentée en 
plusieurs morceaux comme cela est le cas dans cet exemple dans le 
ROI1  et le ROI2. 
 
 
 
 
 ROI2 
ROI1 
ROI3 
ROI3 
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ʹͷ͸ሻ. La dimension fractale pour chaque surface corticale est ensuite estimée en prenant 
l’amplitude de la pente de régression représentant le nombre de cubes recouvrant la surface 
corticale en fonction de la taille des cubes sur une échelle log-log (Figure 9.c et Figure 9.d). 
L’avantage de disposer de cubes de recouvrement dont la taille varie selon une puissance de 2 
est notamment la rapidité et la simplicité que cela apporte à l’algorithme.  
 
 
Figure 9.d: La dimension fractale de la surface corticale externe est estimée en prenant l’amplitude de la 
pente obtenue en représentant le logarithme du nombre de cubes N(r) recouvrant la surface en fonction 
du logarithme de la taille r des cubes. Nous faisons de même pour la surface interne du manteau cortical.  
9.2 Amélioration de la fiabilité d’estimation de la dimension fractale 
L’objectif est de détecter les points relativement influents sur l’estimation de la pente de 
régression. Un moyen de quantifier cette influence est le DFBETA (« Differences in Beta ») 
(Annexe 3). Le DFBETA d’un point est défini comme étant la variation de la pente de 
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Figure 9.c: Surface externe du manteau cortical recouverte par des cubes dont la taille varie successivement.  
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régression lorsque ce point est respectivement inclus et exclu de la régression. Un point 
possédant un DFBETA relativement élevé sera ainsi considéré comme ayant une influence 
relativement importante sur l’estimation de la pente de régression et donc sur l’estimation de 
la dimension fractale.  
 
Le DFBETA du ݅°௠௘ point est défini par :  
 ܦܨܤܧܶܣ௜ ൌ ߚ െ ߚሺ݅ሻ 
 
où ߚ et ߚሺ݅ሻ représentent respectivement la pente obtenue en incluant et en excluant le ݅°௠௘point lors de la régression. Afin de faciliter les comparaisons lorsque le DFBETA est 
estimé sur plusieurs paramètres, celui-ci est normalisé par l’écart typeߪሺߚሻ du coefficient de 
régression (Belsley et al., 2004; Chatterjee and Hadi, 1986; David A Belsley, 1980; Li, 2007). 
Le DFBETA normalisé, noté DFBETAS vaut : 
 ܦܨܤܧܶܣܵ௜ ൌߚ െ ߚሺ݅ሻߪሺߚሻ  
 
Les points ayant un DFBETAS supérieur en valeur absolue à 
ଶξ௡ 19 (où n est le nombre de 
points dans la régression) sont considérés comme ayant une influence relativement grande sur 
l’estimation du coefficient de régression (Chatterjee and Hadi, 1986; David A Belsley, 1980). 
Ces points sont éliminés et la dimension fractale est réestimée (Figure 9.e). 
 
 
                                                 
19 La distribution des DFBETAS est considérée comme suivant la loi normale centrée réduite, d'où un intervalle 
de confiance à 95% de l'ordre de 
ଶξ௡  en amplitude. 
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Données
Dimension fractale(valeur absolue pente) =  2.18
Dimension fractale(valeur absolue pente) =  2.27
 
 
 
 
Points influents détectés 
 Figure 9.e: Nous détectons les points ayant une influence relativement forte sur l’estimation de la pente 
de régression. Ces points correspondent aux tailles limites des cubes de recouvrement et entraînent des 
effets de bords sur l’estimation de la dimension fractale. La dimension fractale est ensuite réestimée en 
excluant ces points. r = taille des cubes, N(r) = nombre de cubes recouvrant l’objet fractal. 
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Chapitre 10 Impact de la maladie d’Alzheimer sur la 
morphologie corticale  
Nous avons mené nos études à la fois sur le cortex en entier et sur le cortex parcellisé en ROI 
(chapitre 8) : 
Sur le cortex en entier: nous étudions l’évolution de la morphologie globale du cortex cérébral 
au cours de la conversion vers la maladie à travers la dimension fractale, la courbure et 
l’épaisseur corticale.  
Nous supposons que ces biomarqueurs suivent une évolution monotone au cours de la 
conversion vers la maladie. A partir de cette hypothèse, nous déterminons si cette évolution 
est stable (aucune évolution du biomarqueur) ou au contraire augmente ou diminue de façon 
progressive ou irrégulière au cours de la conversion. 
 
Dans les ROI : notre approche consiste à analyser la courbure et l’épaisseur corticale dans 
chaque ROI afin d’étudier si la pathologie affecte la morphologie du cortex de manière 
uniforme ou hétérogène. Dans ce dernier cas, nous établissons une cartographie des régions 
cérébrales les plus atteintes. Ces régions seront utilisées ultérieurement pour le diagnostic 
précoce.  
10.1 Cortex entier  
Pour examiner l’évolution de la courbure des surfaces corticales, de la dimension fractale et 
de l’épaisseur corticale au cours de la conversion vers la maladie, nous disposons de 5 
groupes de sujets (HC, sMCI.3an, pMCI.2an, pMCI.1an, AD) ordonnés selon leur horizon de 
conversion (cf. chapitre 6, tableau 6.a) et nous étudions les variations de ces biomarqueurs en 
fonction de ces 5 groupes. 
 
Nous recherchons dans un premier temps s’il existe des différences significatives en termes de 
courbure, d’épaisseur corticale et de dimension fractale en fonction des groupes. Nous avons 
pour cela utilisé une analyse de covariance (ANCOVA) avec l’âge introduite en covariable 
afin de tenir compte de son influence sur la morphologie corticale. Dans le modèle, le 
biomarqueur (courbure, épaisseur corticale ou dimension fractale) est expliqué par les effets 
du facteur groupe (5 niveaux : HC, sMCI.3an, pMCI.1an, pMCI.2an, AD) et les effets de 
l’âge. Si aucun effet significatif du groupe n’est constaté alors le biomarqueur est considéré 
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comme stable au cours de la conversion. A l’inverse, un effet significatif indiquerait une 
évolution significative du biomarqueur au cours de la conversion vers une maladie 
d’Alzheimer. L’idée est alors de caractériser cette évolution en comparant les groupes de 
sujets deux à deux de façon séquentielle (hypothèses nulles des tests de comparaison: HC = 
sMCI.3an ; sMCI.3an = pMCI.2an ; pMCI.2an = pMCI.1an ; pMCI.1an = AD). En fonction 
des résultats, deux cas de figure sont envisagés: 
 
· les tests de comparaison ne révèlent aucune différence significative (les hypothèses 
nulles : HC = sMCI.3an ; sMCI.3an = pMCI.2an ; pMCI.2an = pMCI.1an ; pMCI.1an 
= AD sont conservées), alors cela indiquerait une évolution progressive du 
biomarqueur au cours de la conversion. 
 
· les tests de comparaison révèlent une ou plusieurs différences significatives (une ou 
plusieurs des hypothèses nulles : HC = sMCI.3an ; sMCI.3an = pMCI.2an ; 
pMCI.2an = pMCI.1an ; pMCI.1an = AD sont rejetées), alors cela indiquerait une 
évolution irrégulière du biomarqueur i.e. marquée par une ou plusieurs augmentations 
ou diminutions brutales du biomarqueur au cours de la conversion. 
10.2 Dans les ROI  
L’objectif étant d’établir une cartographie des régions cérébrales les plus atteintes par la 
pathologie du point de vue morphologique, nous limitons l’étude dans les ROI aux 
populations des AD et des HC. 
 
L’approche est dans un premier temps d’évaluer si les variations de l’épaisseur corticale et de 
la courbure corticale entre les HC et les AD sont les mêmes en fonction des ROI i.e. s’il existe 
une interaction significative entre l’effet du diagnostic (HC ou AD) et les ROI. Le cas 
échéant, une analyse post-hoc est effectuée en comparant les mesures de l’épaisseur corticale 
et celles de la courbure corticale entre les HC et les AD afin de connaître dans chacun des 
ROI si ces biomarqueurs diminuent ou augmentent significativement chez les AD par rapport 
au groupe contrôle. 
 
Pour chaque individu, on dispose des estimations de l’épaisseur corticale et de la courbure 
corticale dans les 24 ROI. On doit donc supposer que pour chaque biomarqueur, les mesures 
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réalisées sur un même individu, dans ses différents ROI, ne sont pas indépendantes. D’où la 
nécessité de traiter ces données par des modèles pour données à mesures répétées où la 
dépendance entre les mesures faites sur un même individu est prise en compte en introduisant 
une structure de covariance pour les variables associées à chaque individu. 
 
L’avantage d’utiliser le modèle mixte (i.e. réunissant des facteurs à effets fixes et des facteurs 
à effets aléatoires) pour traiter les données à mesures répétées par rapport aux méthodes 
standards est notamment sa robustesse vis-à-vis des données manquantes et des groupes 
déséquilibrés ainsi que la possibilité de s’affranchir de certaines contraintes notamment celle 
de la sphéricité de la matrice des corrélations.  
Pour plus de détails sur les modèles mixtes et les modèles pour données à mesures répétées, 
voir notamment les ouvrages de Davis (2002), de Karlsson (2008), de Searle et al. (2009) et 
de Verbeke et Molenberghs (2009). 
  
 
Modèle de l’analyse : 
Pour les raisons évoquées précédemment, nous avons donc fait le choix d’une analyse de 
covariance à effets mixtes (ANCOVA à effets mixtes). L’âge est introduit en tant que 
covariable. Le facteur sujet est désigné comme un effet aléatoire permettant ainsi de tenir 
compte d’une variabilité entre les sujets et d’améliorer la fiabilité des analyses.  
Chaque biomarqueur (courbure, épaisseur corticale) est expliqué par les effets de l’âge, du 
facteur diagnostic (2 niveaux AD ou HC) et du facteur ROI (24 niveaux qui correspondent 
aux 24 ROI) et par les interactions entre ROI et diagnostic, entre ROI et l’âge et entre 
diagnostic et l’âge (biomarqueur = ROI + diagnostic + âge + ROI:diagnostic + ROI:âge + 
diagnostic:âge. Le : dénotant l’interaction). Nous nous limitons aux interactions d’ordre 2 en 
raison de la difficulté d’interprétation de celles d’ordre supérieur, outre l’instabilité 
supplémentaire que cela apporterait à notre analyse.   
 
Si l’interaction ROI:diagnostic est significative, nous effectuons une analyse post-hoc  afin de 
comparer la valeur moyenne du biomarqueur ROI par ROI entre les AD et les HC. Les ROI 
où les variations du biomarqueur sont significatives seront par la suite réutilisés pour le 
diagnostic précoce de la maladie (Chapitre 12). Les comparaisons multiples sont corrigées par 
la méthode de Bonferroni. 
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Chapitre 11 Etude des interactions entre biomarqueurs 
Dans l’objectif d’explorer les interactions entre les biomarqueurs et l’impact de la maladie sur 
ces interactions, nous avons développé une approche de quantification de ces interactions. 
Nous avons mené deux études : une sur le cortex en entier et une autre sur le cortex parcellisé 
en ROI. Afin d’étudier les interactions les plus pertinentes, nous répartissons les 
biomarqueurs en deux sous-groupes : le premier sous-groupe contient les biomarqueurs 
morphologiques de la surface externe du cortex et le second ceux de sa surface interne. Afin 
d’explorer également leurs interactions avec l’épaisseur corticale et l’âge, ces derniers ont été 
intégrés aux deux sous-groupes.  
 
Dans chacun des sous-groupes, nous quantifions le lien entre chaque paire de variables en 
estimant la corrélation partielle de Pearson tout en corrigeant de l’effet des autres variables du 
sous-groupe sur la corrélation estimée. La significativité des coefficients de corrélation est 
testée en utilisant l’approximation normale de la transformée Z de Fisher. 
 
Afin d’investiguer l’impact de la pathologie sur ces interactions, nous estimons les 
coefficients de corrélation pour chaque paire de variables à la fois chez les HC et les AD.  
Nous comparons ensuite les coefficients de corrélation entre ces deux groupes de sujets afin 
de tester s’ils présentent des différences significatives, auquel cas cela signifierait un 
affaiblissement ou un renforcement des interactions entre les variables par la pathologie. Nous 
réalisons le test de comparaison de deux coefficients de corrélation lorsqu’au moins un des 
deux coefficients est significativement différent de zéro (p≤0.05) ou a tendance 
(0.05<p≤0.10). Ce test est effectué en utilisant l’approximation normale de la statistique 
obtenue en faisant la différence des transformées Z de Fisher de ces deux coefficients de 
corrélation (Rakotomalala20, 2012).  
 
11.1 Cortex entier  
Pour l’étude sur le cortex entier, nous avons ainsi un premier sous-groupe de variables 
composé de (Figure 11.a) : 
· L’épaisseur corticale moyenne du manteau cortical  
                                                 
20 http://eric.univ-lyon2.fr/~ricco/cours/cours/Analyse_de_Correlation.pdf 
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· La courbure globale des sillons de la surface corticale externe  
· La courbure globale des circonvolutions de la surface corticale externe  
· La dimension fractale de la surface externe  
· L’âge  
et un deuxième sous-groupe de variables composé de (Figure 11.a) : 
· L’épaisseur corticale moyenne du manteau cortical  
· La courbure globale des sillons de la surface corticale interne  
· La courbure globale des circonvolutions de la surface corticale interne  
· La dimension fractale de la surface corticale interne  
· L’âge  
11.2 Dans les ROI 
Pour l’étude dans les ROI, nous avons pour chacune des régions un premier sous-groupe  de 
variables constitué de (Figure 11.b) : 
· L’épaisseur corticale moyenne du ROI 
· La courbure moyenne des sillons de la surface corticale externe du ROI 
· La courbure moyenne des circonvolutions de la surface corticale externe du ROI 
· L’âge  
et un deuxième sous-groupe de variables composé de (Figure 11.b) : 
· L’épaisseur corticale moyenne du ROI 
· La courbure moyenne des sillons de la surface corticale interne du ROI 
· La courbure moyenne des circonvolutions de la surface corticale interne du ROI 
· L’âge  
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Figure 11.b : Schéma des interactions pour les surfaces corticales externe (i) et interne (ii)  - étude dans les ROI 
Figure 11.a : Schéma des interactions pour les surfaces corticales externe (i) et interne (ii) - étude sur le cortex entier 
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Chapitre 12 Biomarqueurs et diagnostic précoce 
Nous décrivons dans ce chapitre l’approche employée pour évaluer les apports de l’épaisseur 
corticale, de la courbure corticale et de leur association au diagnostic précoce de la maladie 
d’Alzheimer. Afin d’optimiser les performances de prédiction, nous considérons pour chaque 
biomarqueur uniquement les ROI dans lesquels des différences significatives entre HC et AD 
ont été relevées (section 10.2).  
La dimension fractale ayant été estimée uniquement en prenant les surfaces corticales 
intégralement (chapitre 9) est par conséquent exclue de cette étude.  
 
Nous décrivons dans la dernière section de ca chapitre la méthodologie utilisée pour associer 
les biomarqueurs en vue d’améliorer éventuellement le diagnostic précoce (section 12.2).  
12.1 Application des biomarqueurs au diagnostic précoce 
Nous évaluons dans un premier temps la capacité prédictive de chacun des biomarqueurs 
séparément i.e. celle de l’épaisseur corticale, celle de la courbure des sillons de la surface 
corticale interne, celle de la courbure des sillons de la surface corticale externe, celle de la 
courbure des circonvolutions de la surface corticale interne et celle de la courbure des 
circonvolutions de la surface corticale externe. Les approches décrites dans les sections 12.1.2 
et 12.1.3 sont ainsi répétées pour chaque biomarqueur. 
12.1.1 Approche générale  
Les sujets MCI bénéficient d’un suivi temporel et l’enjeu est de prédire, à partir des 
biomarqueurs estimés à l’inclusion, les MCI qui développent la maladie au cours d’un 
tempsݐ ൌ  ݐο que nous fixons à 24 mois (ݐο=24 mois). Pour rappel, nous désignons par MCI 
progressifs (pMCI), les sujets MCI ayant converti vers AD durant les 24 premiers mois après 
l’inclusion ; et par MCI stables (sMCI), ceux n’ayant pas converti vers AD durant cette 
période (chapitre 6). 
 
Notre approche est inspirée de celle de Querbes et al. (2009), elle est basée sur l’hypothèse 
que le profil cortical des sMCI est plus proche de celui des HC tandis que celui des pMCI est 
plus proche de celui des AD. 
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Nous supposons que le profil cortical de chaque sujet peut être décrit par son âge et un 
ensemble d’estimations du biomarqueur dans les ROI. A partir de l’hypothèse précédente, 
l’approche consiste à comparer le profil cortical pour un sujet MCI donné aux profils des AD 
et des HC et de regarder le profil (AD ou HC) auquel il se rapproche le plus. Le sujet est 
prédit comme pMCI si son profil cortical est plus proche de celui des AD; en revanche, il est 
prédit comme sMCI si son profil est plus proche de celui des HC. 
 
Une technique simple qui permet de mettre en œuvre ce principe de comparaison à des 
ensembles d’apprentissage est l’analyse discriminante linéaire. Cette méthode permet en outre 
d'obtenir une information quantitative sur la proximité du profil cortical du sujet étudié par 
rapport aux profils corticaux des deux groupes d'apprentissage (i.e. AD et HC). 
Pour une meilleure compréhension du principe, la Figure 12.a illustre le cas où le profil 
cortical du sujet à tester est caractérisé par deux variables mais le principe se généralise aux 
cas où le profil cortical est décrit par plus de deux variables. 
 
Pour un biomarqueur donné et à partir des ROI pour lesquels des différences significatives ont 
été relevées entre AD et HC (section 10.2), nous déterminons le sous-ensemble optimal de 
ROI permettant de discriminer au mieux les AD et les HC. Ce sous-ensemble optimal est 
ensuite utilisé pour discriminer les sMCI et les pMCI. 
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Notons ݇ le nombre de ROI initialement inclus dans l’analyse pour un biomarqueur donné. 
Nous supposons que chaque sujet (dénoté sujet݊) est ainsi décrit par son âge et une 
combinaison quelconque de ݌ mesures locales du biomarqueur ሺ݃݁௡ǡ݉ଵ௡ǡ ǥ ǡ݉௣௡ሻestimées 
dans ݌ ROI parmi les ݇ ROI (݌߳ሾͳǡ ݇ሿ).  
 
L’approche est composée de deux étapes : 
i. Nous déterminons par cross-validation leave-one-out et pour chaque biomarqueur, le 
sous-ensemble optimal de ROI (section 12.1.2). 
ii. Ce sous-ensemble optimal de ROI est ensuite utilisé pour prédire les sMCI et les 
pMCI (section 12.1.3). 
 
Figure 12.a: Dans cet exemple en 2D, nous supposons que les sujets sont décrits par les valeurs du 
biomarqueur estimées dans les ܀۽۷࢑ et܀۽۷࢐. La droite discriminante est la droite qui sépare au mieux les 
HC et les AD. Le sujet à classer est projeté sur le plan et sa distance signée (d) par rapport à la droite 
discriminante donne une information quantitative sur la proximité de son profil cortical par rapport à 
celui des HC ou à celui des AD et constitue notre indice de classification pour ce sujet. Dans cet exemple, 
uniquement deux ROI sont utilisés pour classer les sujets, nous utilisons en réalité dans notre approche 
plus de deux ROI, on obtient ainsi  une représentation des sujets dans un espace à plusieurs dimensions et 
la droite de discrimination est l’hyperplan qui sépare au mieux les AD et les HC. Le sujet à classer est 
projeté dans cet espace multidimensionnel et  sa distance signée par rapport à l’hyperplan est estimée. 
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12.1.2 Détermination de la combinaison optimale de ROI  
Pour chaque sujet݊ de notre population (AD + HC), deux groupes d’apprentissage constitués 
respectivement de N sujets HC et de N sujets AD excluant le sujet݊ et tirés de façon aléatoire 
sont créés (pour améliorer la robustesse de l’apprentissage, nous prenons N≥50). A partir de 
ces deux ensembles d’apprentissage, une fonction discriminante est calculée avec comme 
variables de classification l’âge et les p valeurs du biomarqueur estimées dans les 
ROI൫݃݁௜ǡ ݉ଵ௜ǡ ǥ ǡ ݉௣௜൯௜ୀଵǡǥǡଶே. Le classifieur obtenu est ensuite appliqué aux mesures 
décrivant le sujet݊ ሺ݃݁௡ǡ ݉ଵ௡ǡ ǥ ǡ݉௣௡ሻet sa distance signée (score) par rapport à 
l’hyperplan qui sépare les deux groupes d’apprentissage est estimée. 
 
Afin de minimiser la dépendance entre le score obtenu et les groupes d’apprentissage, cette 
procédure est répétée 100 fois ; le score moyen qui en résulte est considéré comme le score 
final du sujet݊, et il est utilisé comme indice de classification. 
 
Cette procédure est effectuée pour toutes les combinaisons de ݌ ROI parmi les ݇ ROI 
possibles. A partir des scores obtenus pour chacune des combinaisons, une courbe ROC (de 
l’anglais Receiver Operating Characteristic) est construite et nous évaluons la capacité à 
discriminer les AD et les HC à partir de cette combinaison de ROI par le calcul de l’aire sous 
la courbe ROC (abrégée AUC, pour l'anglais Area Under Curve) , celle-ci étant indicatrice de 
la qualité de la classification. La combinaison de ROI pour laquelle l’AUC est la plus élevée 
est ainsi prise comme étant le sous-ensemble optimal de ROI (Figure 12.b).  
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12.1.3 Application au diagnostic précoce 
Notons ሺܴܱܫଵǡ ǥ ǡ ܴܱܫ௚ሻ௚ஸ௞ le sous-ensemble optimal de ROI précédemment déterminé.  
Chaque sujet MCI (dénotéܵ௠௖௜) est décrit par son âge et par les mesures locales du 
biomarqueur dans les ROI du sous-ensemble optimalሺ݃ ݁ௌ೘೎೔ ǡ ݉ோைூభௌ೘೎೔ ǡ ǥ ǡ݉ோைூ೒ௌ೘೎೔ሻ. 
A partir de la population d’apprentissage, deux sous-groupes d’apprentissage constitués 
respectivement de N sujets HC et de N sujets AD (N≥50) et tirés de façon aléatoire sont créés. 
Une fonction discriminante est alors calculée à partir de ces deux sous-groupes 
d’apprentissage avec comme variables de classification l‘âge et les mesures locales du 
biomarqueur dans les ROI du sous-ensemble optimalቀ݃݁௜ǡ ݉ோைூభ௜ǡ ǥ ǡ݉ோைூ೒௜ቁ௜ୀଵǡǥǡଶேpuis 
appliquée au vecteur décrivant chaque sujetܵ௠௖௜. Cette procédure est répétée 100 fois et le 
score moyen est utilisé comme indice de classification des sujets MCI en tant que sMCI ou 
pMCI (Figure 12.c). A partir de ces scores, une courbe ROC est construite et son AUC est 
calculée, fournissant ainsi une mesure quantitative de sa capacité prédictive (Figure 12.c). 
 
Dans l’objectif de connaître quel biomarqueur possède les meilleures performances au 
diagnostic précoce, les performances prédictives des biomarqueurs ont été comparées en 
comparant les AUC via le test de Delong (DeLong et al., 1988). 
Détermination de la combinaison optimale de ROI   
Population d’apprentissage: HC/ AD 
§ Pour chaque sujet n de la population d’apprentissage  
§ Répétition  x 100  
§ Ensemble d’apprentissage (N sujets HC/N sujets AD) – sujet n 
§ Analyse discriminante linéaire (age + combinaison de ROI) 
§ Score moyen 
§ Répétition pour toutes les combinaisons de ROI et mesure de l’AUC 
§ Combinaison de ROI avec l’AUC la plus élevée => Combinaison optimale de ROI 
Figure 12.b: Détermination de la combinaison optimale de ROI (pour un biomarqueur donné): une approche 
par cross-validation leave-one-out. 
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12.2 Association des biomarqueurs et diagnostic précoce 
Deux approches ont été utilisées pour associer les biomarqueurs en vue du diagnostic précoce: 
une approche par analyse discriminante linéaire et une approche par Machine à Vecteurs de 
Support (abrégée SVM,  pour l'anglais Support Vector Machine). 
Les performances prédictives de ces deux approches ont ensuite été comparées à celles des 
classifieurs individuels (obtenues précédemment pour l’épaisseur corticale et la courbure 
corticale) par comparaison des AUC. 
Notons qu’il existe d’autres techniques de classification. On peut notamment citer les arbres 
de décision et les réseaux de neurones, mais l’inconvénient des arbres de décision est 
notamment l’instabilité de la méthode. Pour les réseaux de neurones, il s’agit d’une méthode 
relativement opaque et dont les résultats peuvent être difficiles à interpréter ; le paramétrage 
des réseaux de neurones est en outre délicat à mettre en œuvre et peut influencer les résultats 
de la classification. 
 
12.2.1 Approche par analyse discriminante linéaire 
La première approche est une approche par analyse discriminante linéaire. Il s’agit d’une 
approche simple et rapide d’association des biomarqueurs qui consiste à considérer les sous-
Prédiction des sujets stables et progressifs  
Population d’apprentissage: HC/AD 
Population de validation: MCI 
§ Pour chaque sujet du groupe MCI 
§ Répétition  x 100  
§ Ensemble d’apprentissage (N sujets HC /N sujets AD)   
§ Analyse discriminante linéaire (âge + combinaison optimale de ROI) 
§ Score moyen 
Figure 12.c: Prédiction des sujets stables et progressifs. 
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ensembles optimaux de ROI précédemment déterminés pour chaque biomarqueur, de les 
associer et de faire la classification à partir de cet assemblage.  
Chaque sujet est ainsi décrit par son âge + les mesures locales du sous-ensemble optimal {de 
l’épaisseur corticale + de la courbure des sillons/circonvolutions des surfaces corticales 
externe/interne} ; à partir de cet ensemble de variables, nous appliquons la même approche 
que celle décrite précédemment pour évaluer les performances individuelles des biomarqueurs 
i.e. que nous déterminons le sous-ensemble optimal de variables qui sépare au mieux les AD 
et les HC que nous appliquons ensuite pour discriminer les sMCI et pMCI. 
L’approche par analyse discriminante linéaire présente néanmoins certaines limitations. Elle 
fait notamment l’hypothèse de normalité des classes (les densités de probabilité des variables 
explicatives pour chaque groupe de sujets sont supposées suivre des lois normales). De ce fait, 
la fiabilité des analyses peut être remise en cause lorsque ces hypothèses ne sont pas 
satisfaites. L'analyse discriminante linéaire se révèle peu efficace lorsque la distribution des 
sujets et les relations entre variables sont non linéaires. Enfin, elle peut également être biaisée 
lors de l'estimation des matrices de covariance lorsque le nombre de variables de l’analyse est 
important.  
 
12.2.2 Approche par SVM  
SVM est une méthode de classification supervisée s’appuyant sur l’utilisation de fonctions 
dites noyau ou kernel. Elle est l’une des méthodes de classification les plus utilisées en 
neuroimagerie ces dernières années notamment dans un cadre de pronostic suite à des 
traitements, de diagnostic et de prédiction et pour des pathologies diverses : la maladie 
d’Alzheimer, la schizophrénie, la dépression, les troubles bipolaires, la maladie de Parkinson 
et les troubles du spectre de l’autisme par exemple. Orrù et al. (2012) présentent un panorama 
des études récentes en neuroimagerie ayant utilisées SVM. 
 
Nous décrivons dans les paragraphes ci-dessous le principe général de SVM et la façon dont 
nous l’avons utilisé pour associer nos biomarqueurs en vue du diagnostic précoce mais sans 
pour autant aborder les détails mathématiques de SVM. Certains ouvrages dont ceux de 
Cristianini et al, (2000) et  Scholkopf et al, (2001) abordent de façon détaillée l’aspect 
mathématiques de SVM. 
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Principe général de SVM : 
Comme pour l’analyse discriminante linéaire, l’objectif est de déterminer un hyperplan 
permettant de séparer les deux classes de sujets, l’appartenance d’un sujet à l’un des deux 
groupes d’apprentissage est donnée par sa distance signée par rapport à l’hyperplan 
séparateur. Il existe cependant une infinité d’hyperplans permettant de séparer les classes 
(Figure 12.d). La propriété fondamentale de SVM est de déterminer, parmi cet ensemble 
d’hyperplans, un hyperplan optimal qui correspond à celui qui, à partir de l’ensemble 
d’apprentissage, permettrait de classer au mieux un nouveau sujet. Contrairement à 
l’hyperplan de l’analyse discriminante linéaire qui est déterminé en prenant en compte 
l’ensemble des points des ensembles d’apprentissage et en minimisant la somme des distances 
entre les points et l’hyperplan, l’hyperplan optimal de SVM correspond à celui pour lequel la 
distance minimale aux ensembles d’apprentissage (appelée marge) est maximale (Boser et al., 
1992), d’où le nom de Séparateur à Vaste Marge qui est parfois associé à SVM (Figure 12.d). 
Sans aborder les détails, l’hyperplan optimal est déterminé en résolvant un problème 
d’optimisation quadratique par la méthode des multiplicateurs de Lagrange (Scholkopf and 
Smola, 2001). 
 
Lorsque les données ne sont pas linéairement séparables, déterminer un hyperplan séparateur 
pour classer les sujets se révèle  peu efficace. Une propriété majeure de SVM est qu’elle peut 
être étendue au traitement des données non linéairement séparables. L’idée est alors de faire 
un changement de dimension afin de représenter les données dans un espace de dimension 
plus élevée (appelé espace transformé ou espace de re-description) permettant ainsi une 
séparation linéaire des données dans ce nouvel espace (Figure 12.e). Il s’agit donc de 
transformer un problème de séparation non linéaire dans l’espace initial de représentation en 
un problème de séparation linéaire dans un espace transformé puis de déterminer dans ce 
nouvel espace l’hyperplan optimal. Cette transformation s’effectue à l’aide d’une fonction 
noyau (kernel) choisie a priori. Parmi les noyaux les plus utilisés en pratique, on peut citer le 
noyau polynomial, le noyau sigmoïde et le noyau gaussien radial (RBF). 
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Figure 12.d : Dans cet exemple 2D, nous supposons que les sujets (croix/ronds en fonction de la classe) sont 
représentés par deux variables décrites par les deux axes. (i) Il existe une infinité d’hyperplans permettant de 
séparer les deux classes de sujets. (ii) L’hyperplan optimal est celui pour lequel la marge est maximale 
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Figure 12.e : Exemple de plongement non linéaire 
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Association des biomarqueurs et diagnostic précoce : 
La classification SVM a été effectuée à l’aide du package e107121 du logiciel R. 
 
a) Approche générale : 
Les scores des MCI précédemment obtenus pour chaque biomarqueur (section 12.1) sont 
réutilisés en tant que variables de classification. Par une approche de validation croisée leave-
one-out, un score final (distance signée par rapport à l’hyperplan séparateur optimal) est 
obtenu pour chaque MCI. Ce score est une combinaison des scores individuels des 
biomarqueurs et une courbe ROC, dont nous mesurons l’AUC, est construite à partir de ce 
score (Figure 12.f). 
 
b) Détermination du noyau et de ses paramètres : 
Les noyaux employés sont ceux dont dispose le package e1071 du logiciel R (noyau 
polynomial, que nous fixons de degrés 2 et 3, noyau sigmoïde, noyau RBF). La forme de ces 
noyaux est paramétrable et l’une des difficultés est de déterminer les paramètres optimaux, 
fixés par l’utilisateur, permettant la meilleure performance de classification. 
Pour chacun de ces noyaux, nous avons donc successivement fait varier les paramètres et 
mesurer à chaque itération l’AUC obtenue pour la classification sMCI/pMCI en validation 
croisée leave-one-out. Le noyau et les paramètres fournissant la meilleure AUC sont 
finalement retenus (pour plus de détails sur le package e1071, les noyaux et les paramètres de 
contrôle : http://CRAN.R-project.org/package=e1071). 
 
                                                 
21 David Meyer, Evgenia Dimitriadou, Kurt Hornik, Andreas Weingessel and 
  Friedrich Leisch (2014). e1071: Misc Functions of the Department of 
  Statistics (e1071), TU Wien. R package version 1.6-4. 
  http://CRAN.R-project.org/package=e1071 
 
Figure 12.f : Association des biomarqueurs en vue du le diagnostic précoce 
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La méthode SVM possède cependant quelques désavantages: il s'agit d'une méthode coûteuse 
en temps de calcul et dont le paramétrage (choix du noyau et de ses paramètres notamment) 
est souvent contraignant. Les règles de décision produites peuvent en outre être difficiles à 
interpréter. 
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Cette partie est consacrée aux résultats de notre étude. Elle débute par l’étude de l’impact de 
la maladie sur la morphologie du cortex cérébral (chapitre 13) suivie de l’étude des 
interactions entre les biomarqueurs au cours du vieillissement normal et chez les sujets AD 
(chapitre 14). Le chapitre suivant est consacré à l’apport des biomarqueurs au diagnostic 
précoce de la maladie (chapitre 15). Nous terminons cette partie par  une conclusion générale 
à notre travail (chapitre 16).  
Ces travaux ont en partie fait l’objet de deux communications à des conférences 
internationales (cf. Publications de l’auteur). 
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Chapitre 13 Impact de la maladie d’Alzheimer sur la 
morphologie corticale 
13.1 Population d’étude 
Cf. chapitre 6 (Tableau 6.b).  
13.2 Analyse sur le cortex entier 
Les résultats de l’ANCOVA montrent un effet significatif du groupe d’appartenance des 
sujets (facteur diagnostic : HC, sMCI.3an, pMCI.2an, pMCI.1an, AD) sur l’épaisseur 
corticale, les courbures des sillons et des circonvolutions des surfaces corticales interne et 
externe et les dimensions fractales de ces deux surfaces (Tableau 13.a). Ces résultats 
indiquent donc des variations significatives de ces biomarqueurs au cours de l’évolution vers 
la maladie. Les tests post-hoc de comparaison bilatéraux et en séquentiel entre les groupes 
(i.e. HC=sMCI.3an, sMCI.3an=pMCI.2an, pMCI.2an=pMCI.1an, pMCI.1an=AD) nous ont 
permis de caractériser cette dynamique d’évolution. Les tests nous montrent (Figure 13.a): 
· pour l’épaisseur corticale : une diminution significative et irrégulière au cours de la 
conversion vers la maladie avec une diminution brutale entre les stades sMCI.3an et 
pMCI.2an (p=0.002). Un test de comparaison réalisé a posteriori entre les pMCI.2an 
et les AD (pMCI.2an=AD) ne révèle aucune différence significative de l’épaisseur 
corticale entre ces deux groupes (p=0.138). Ces résultats semblent ainsi suggérer une 
diminution en escalier de l’épaisseur corticale au cours de la conversion vers la 
maladie et caractérisée par une stabilisation du biomarqueur entre les stades HC et 
sMCI.3an puis une diminution brutale entre les stades sMCI.3an et pMCI.2an et une 
stabilisation entre les stades pMCI.2an et AD. 
· pour la surface corticale externe : une diminution significative et irrégulière de 
l’amplitude de la courbure des sillons caractérisée par une diminution brutale entre les 
stades HC et sMCI.3an (p=0.018) puis progressive entre les stades sMCI.3an et AD, 
un test de comparaison réalisé a posteriori entre les sMCI.3an et les AD (sMCI.3an 
=AD)  révèle en effet une différence significative de l’amplitude de la courbure des 
sillons entre ces deux groupes (p<0.001). A l’inverse nous constatons une 
augmentation significative et irrégulière de l’amplitude de la courbure des 
circonvolutions marquée par une augmentation brutale entre les stades sMCI.3an et 
pMCI.2an (p=0.005). De même, un test de comparaison réalisé a posteriori entre les 
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pMCI.2an et les AD (pMCI.2an=AD) ne montre aucune différence significative de 
l’amplitude de la courbure des circonvolutions entre ces deux groupes (p=0.421) 
suggérant ainsi une évolution en escalier du biomarqueur au cours de la conversion qui 
est caractérisée par une stabilisation entre les stades HC et sMCI.3an, suivie d’une 
augmentation brutale entre les stades sMCI.3an et pMCI.2an puis une stabilisation 
entre les stades pMCI.2an et AD. Nous remarquons aussi une augmentation 
significative et irrégulière de la dimension fractale marquée par une augmentation 
brutale entre les stades HC et sMCI.3an (p=0.026) puis une évolution qui a tendance à 
augmenter progressivement entre les stades sMCI.3an et AD, un test de comparaison 
réalisé a posteriori entre ces deux groupes (sMCI.3an =AD) ayant révélé une tendance 
(p=0.096). 
· pour la surface corticale interne : une diminution significative mais progressive de 
l’amplitude de la courbure des sillons et de la dimension fractale (pas de différence 
significative dans la comparaison en séquentiel des groupes mais un effet significatif 
du diagnostic relevé dans les résultats de l’ANCOVA). Nous remarquons aussi une 
diminution significative mais irrégulière de l’amplitude de la courbure des 
circonvolutions marquée par une diminution brutale entre les stades sMCI.3an et 
pMCI.2an (p=0.012). Un test de comparaison réalisé a posteriori entre les pMCI.2an 
et les AD (pMCI.2an=AD) ne montre aucune différence significative de l’amplitude 
de la courbure des circonvolutions entre les deux groupes (p=0.968) suggérant ainsi 
une diminution en escalier des circonvolutions au cours de la conversion et qui est 
caractérisée par une stabilisation de l’amplitude de la courbure entre les stades HC et 
sMCI.3an,  une diminution brutale entre les stades sMCI.3an et pMCI.2an puis une 
stabilisation entre les stades pMCI.2an et AD. 
 
Les valeurs moyennes des biomarqueurs estimées dans les 5 groupes de sujets sont résumées 
dans le tableau 13.b 
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Figure 13.a: Dynamique d’évolution des biomarqueurs: (i) Epaisseur corticale moyenne; (ii) Dimension fractale des surfaces corticales;  (iii) Courbure des sillons et des 
circonvolutions de la surface corticale externe ; (iv) Courbure des sillons et des circonvolutions de la surface corticale interne; les traits verticaux indiquent une différence 
significative entre les 2 groupes adjacents. Pour la courbure des sillons de la surface corticale interne et sa dimension fractale, nous avons constaté une évolution progressive au 
cours de la conversion vers la maladie. 
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Biomarqueur  Df F-value p-value 
Surface corticale interne 
Courbure 
Sillon 
Diagnostic 4 4,1007 0,003 
Age 1 23,6805 <.0001 
Circonvolution 
Diagnostic 4 3,2549 0,012 
Age 1 67,6955 <.0001 
Dimension 
fractale 
  
Diagnostic 4 2,6703 0,032 
Age 1 15,1894 <.0001 
Surface corticale externe 
Courbure 
Sillon 
Diagnostic 4 13,743 <.0001 
Age 1 39,049 <.0001 
Circonvolution 
Diagnostic 4 14,529 <.0001 
Age 1 66,418 <.0001 
Dimension 
fractale 
  
Diagnostic 4 6,4581 <.0001 
Age 1 29,1990 <.0001 
Epaisseur corticale 
    Diagnostic 4 22,319 <.0001 
    Age 1 72,515 <.0001 
Tableau 13.a: Résultats de l’ANCOVA : les biomarqueurs sont exprimés en fonction de l’âge et du diagnostic des 
individus (variable catégorique à 5 niveaux: AD/pMCI.1an/pMCI.2an/sMCI.3an/HC). Biomarqueur 
morphologique = âge + Diagnostic. Df = nombre de degrés de liberté. F-value = valeur de la statistique de Fisher. 
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Surface corticale externe Surface corticale interne 
 
 
Courbure (Amplitude)ሺܕܕି૚ሻ   Courbure (Amplitude)ሺܕܕି૚ሻ   
 
Sujets Sillon Circonvolution 
Dimension 
fractale Sillon Circonvolution 
Dimension 
fractale 
Epaisseur corticale 
(mm) 
HC 0,1369(0,1363;0,1375) 0,1114(0,1104;0,1125) 2,263(2,258;2,267) 0,1132(0,1124;0,1140) 0,1417(0,1414;0,1421) 2,254(2,249;2,259) 2,317(2,272;2,361) 
sMCI.3an 0,1358(0,1350;0,1365) 0,1127(0,1113;0,1142) 2,271(2,265;2,276) 0,1130(0,1119;0,1141) 0,1422(0,1418;0,1427) 2,258(2,251;2,265) 2,267(2,208;2,327) 
pMCI.2an 0,1353(0,1343;0,1362) 0,1160(0,1142;0,1178) 2,273(2,266;2,280) 0,1120(0,1107;0,1134) 0,1412(0,1407;0,1418) 2,256(2,247;2,264) 2,100(2,027;2,173) 
pMCI.1an 0,1344(0,1334;0,1355) 0,1163(0,1144;0,1181) 2,279(2,271;2,286) 0,1110(0,1096;0,1123) 0,1413(0,1407;0,1419) 2,249(2,240;2,258) 2,102(2,027;2,178) 
AD 0,1339(0,1333;0,1355) 0,1169(0,1157;0,1180) 2,277(2,272;2,281) 0,1112(0,1103;0,1121) 0,1412(0,1409;0,1416) 2,245(2,239;2,250) 2,034(1,987;2,081) 
Tableau 13.b : Valeurs moyennes des biomarqueurs chez les HC, sMCI.3an, pMCI.2an, pMCI.1an et AD (intervalle de confiance à 95%). 
 
(b) 
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13.3 Analyse dans les ROI 
L’ANCOVA à effets mixtes montre un effet significatif de l’interaction entre le facteur ROI 
et le facteur Diagnostic (2 niveaux HC/AD) sur l’épaisseur corticale et les courbures des 
sillons et des circonvolutions des surfaces corticales externe et interne (Tableau 13.c). Ces 
résultats suggèrent donc que l’impact de la maladie sur la morphologie corticale est 
hétérogène avec certains ROI plus affectés que d’autres. Nous remarquons qu’à l’exception de 
l’épaisseur corticale, l’effet Diagnostic:Age est non significatif, suggérant donc que 
l’influence de l’âge sur les valeurs (moyennées sur l’ensemble des ROI) des courbures des 
sillons et des circonvolutions des surfaces corticales interne et externe ne présente pas de 
différence significative entre les HC et les AD. Nous traitons les relations entre l’âge et les 
biomarqueurs plus en détails dans le chapitre suivant. 
 
L’analyse post-hoc effectuée par la suite en comparant les biomarqueurs ROI par ROI entre 
les AD et les HC nous a permis de mettre en évidence les régions corticales les plus atteintes 
du point de vue morphologique.  
Pour l’épaisseur corticale : l’analyse montre ainsi une atrophie corticale significative chez les 
AD par rapport aux HC sur l’ensemble des ROI à l’exception de la région sensorimotrice 
(droit et gauche) et de la région prémotrice gauche.  
Pour la surface corticale externe : l’analyse montre une diminution significative de 
l’amplitude de la courbure des sillons chez les AD par rapport aux HC dans : le cingulaire 
postérieur droit et gauche, l’insula/auditif droit et gauche, le temporal mésial droit et gauche, 
le temporal latéral droit et gauche et l’occipital gauche. Nous constatons à l’inverse une 
augmentation significative de l’amplitude de la courbure des circonvolutions chez les AD par 
rapport aux HC dans toutes les régions à l’exception du sensorimoteur droit et gauche, du 
prémoteur droit et gauche et de l’occipital droit. 
Pour la surface corticale interne : nous relevons une diminution significative de l’amplitude de 
la courbure des sillons dans les régions du cingulaire postérieur et de l’insula/auditif dans les 
deux hémisphères ainsi que dans le cingulaire antérieur gauche. Pour les circonvolutions, 
nous constatons une diminution significative de l’amplitude de la courbure dans le cingulaire 
antérieur gauche.  
 
Les résultats sont synthétisés dans le tableau 13.d et les figures 13.b et 13.c.  
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Tableau 13.c: Résultats de l’ANCOVA à effets-mixtes. Les biomarqueurs sont exprimés en fonction de l’âge, du 
diagnostic (variable catégorique à 2 niveaux: AD/HC), du ROI (variable catégorique à 24 niveaux, chaque niveau 
est associé à un ROI) et des interactions entre le diagnostic et le ROI, entre l’âge et le ROI et entre le diagnostic 
et l’âge. Biomarqueur = ROI + Diagnostic + Age + ROI:Diagnostic + ROI:Age + Diagnostic:Age. Le symbole 
« : » dénotant l’interaction.  numDF = nombre de degré de liberté du numérateur de la statistique de Fisher; 
denDF = nombre de degré de liberté du dénominateur de la statistique de Fisher; F-value = valeur de la 
statistique de Fisher. 
Biomarqueur   numDF denDF F-value p-value 
Courbure (Surface corticale 
interne) 
Sillon 
ROI 23 5497 532,83 <.0001 
Diagnostic 1 238 12,48 0.0005 
Age 1 238 11,9 0.0006 
ROI:Diagnostic 23 5497 1,67 0.0233 
Diagnostic:Age 1 238 0,07 0.7935 
ROI:Age 23 5497 2,2 0.0008 
Circonvolution 
ROI 23 5497 782,8 <.0001 
Diagnostic 1 238 5,2 0.0240 
Age 1 238 43,6 <.0001 
ROI:Diagnostic 23 5497 2,3 0.0003 
Diagnostic:Age 1 238 0 0.8809 
ROI:Age 23 5497 3,4 <.0001 
Courbure (Surface corticale 
externe) 
Sillon 
ROI 23 5497 148,4 <.0001 
Diagnostic 1 238 33,5 <.0001 
Age 1 238 19,5 <.0001 
ROI:Diagnostic 23 5497 9,2 <.0001 
Diagnostic:Age 1 238 1 0.3251 
ROI:Age 23 5497 5,3 <.0001 
Circonvolution 
ROI 23 5497 1210,03 <.0001 
Diagnostic 1 238 46,36 <.0001 
Age 1 238 39,09 <.0001 
ROI:Diagnostic 23 5497 6,89 <.0001 
Diagnostic:Age 1 238 1,8 0.1812 
ROI:Age 23 5497 2,41 0.0002 
Epaisseur corticale 
  ROI 23 5497 1456,82 <.0001 
  Diagnostic 1 238 67,59 <.0001 
  Age 1 238 48,046 <.0001 
  ROI:Diagnostic 23 5497 20,847 <.0001 
  Diagnostic:Age 1 238 5,633 0.0184 
  ROI:Age 23 5497 5,958 <.0001 
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Tableau 13.d : Différence de la valeur moyenne des biomarqueurs entre AD et HC (AD-HC) (valeurs des 
p corrigées des comparaisons multiples). D = hémisphère droit ; G = hémisphère gauche. En bleu les 
différences négatives significatives, en rouge les différences positives significatives. N.S = non significatif. 
 
  
  
Courbure (Surface corticale 
externe) (Amplitude) ሺܕܕି૚ሻ Courbure (Surface corticale interne) (Amplitude) ሺܕܕି૚ሻ 
ROI 
Epaisseur 
corticale 
(mm) Sillon Circonvolution Sillon Circonvolution 
Broca D -0,27 (p<0,01) N.S 0,008 (p<0,01) N.S N.S 
Broca G -0,24 (p<0,01) N.S 0,007 (p<0,01) N.S N.S 
Cingulaire antérieur D -0,33 (p<0,01) N.S 0,011 (p<0,01) N.S N.S 
Cingulaire antérieur G -0,32 (p<0,01) N.S 0,010 (p<0,01) -0,003 (p=0,026) -0,004 (p<0,01) 
Cingulaire postérieur D -0,31 (p<0,01) -0,008 (p<0,01) 0,007 (p<0,01) -0,004 (p=0,016) N.S 
Cingulaire postérieur G -0,30 (p<0,01) -0,011 (p<0,01) 0,009 (p<0,01) -0,004 (p<0,01) N.S 
Frontal D -0,32 (p<0,01) N.S 0,008 (p<0,01) N.S N.S 
Frontal G -0,28 (p<0,01) N.S 0,006 (p<0,01) N.S N.S 
Insula/auditif D -0,34 (p<0,01) -0,008 (p<0,01) 0,007 (p<0,01) -0,004 (p<0,01) N.S 
Insula/auditif G -0,25 (p<0,01) -0,007 (p<0,01) 0,007 (p<0,01) -0,005 (p<0,01) N.S 
Temporal mésial D -0,37 (p<0,01) -0,005 (p<0,01) 0,006 (p<0,01) N.S N.S 
Temporal mésial G -0,36 (p<0,01) -0,005 (p<0,01) 0,006 (p<0,01) N.S N.S 
Occipital D -0,26 (p<0,01) N.S N.S N.S N.S 
Occipital G -0,26 (p<0,01) -0,005 (p<0,01) 0,004 (p=0,02) N.S N.S 
Parietal D -0,22 (p<0,01) N.S 0,006 (p<0,01) N.S N.S 
Parietal G -0,21 (p<0,01) N.S 0,006 (p<0,01) N.S N.S 
Prefrontal dorsolatéral D -0,22 (p<0,01) N.S 0,007 (p<0,01) N.S N.S 
Prefrontal dorsolatéral G -0,21 (p<0,01) N.S 0,006 (p<0,01) N.S N.S 
Prémoteur D -0,14 (p=0,02) N.S N.S N.S N.S 
Prémoteur G N.S N.S N.S N.S N.S 
Sensorimoteur D N.S N.S N.S N.S N.S 
Sensorimoteur G N.S N.S N.S N.S N.S 
Temporal latéral D -0,54 (p<0,01) -0,006 (p<0,01) 0,009 (p<0,01) N.S N.S 
Temporal latéral G -0,52 (p<0,01) -0,007 (p<0,01) 0,008 (p<0,01) N.S N.S 
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Figure 13.b : Variation de l’amplitude de la courbure des sillons de la surface externe (i), de l’amplitude de la 
courbure des circonvolutions de la surface externe (ii) et de l’épaisseur corticale (iii). Les régions en bleu 
(respectivement en rouge) indiquent une diminution significative (respectivement une augmentation 
significative) du biomarqueur chez les AD par rapport aux HC.  
Nous constatons une diminution significative de l’amplitude de la courbure des sillons de la surface externe 
chez les AD par rapport aux HC dans certaines régions mais une augmentation significative de l’amplitude de 
la courbure des circonvolutions de la surface externe et une diminution significative de l’épaisseur corticale 
dans la plupart des régions. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-
postérieur. 
 
 
 
 
(i) 
(ii) 
(iii) 
D V G 
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(i) 
 
(ii) 
Figure 13.c : Variation de l’amplitude de la courbure des sillons (i) et des circonvolutions (ii) de la surface 
corticale interne.  Les régions en bleu indiquent une diminution significative du biomarqueur chez les AD par 
rapport aux HC. Nous constatons une diminution significative de l’amplitude de la courbure des sillons dans 
le cingulaire postérieur (droit et gauche), l’insula/auditif (droit et gauche) et le cingulaire antérieur gauche. 
Nous relevons une diminution significative de l’amplitude de la courbure des circonvolutions dans le 
cingulaire antérieur gauche. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-
postérieur. 
D V G 
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13.4 Discussion et conclusion 
13.4.1 Impact de la maladie sur l’épaisseur corticale 
Nous constatons une atrophie corticale significative dans plusieurs régions du cortex. Ce 
résultat est cohérent avec les nombreuses études liées à l’épaisseur corticale dans le cadre de 
la maladie d’ Alzheimer (Querbes et al., 2009, Convit et al., 2000, 1993; de la Monte, 1989; 
Hubbard and Anderson, 1981; Lerch, 2004; Mouton et al., 1998). La plupart des études se 
sont cependant focalisées sur des régions cérébrales spécifiques dont notamment 
l’hippocampe ou les régions temporales, ces régions étant les plus précocement atteintes par 
la pathologie. Dans notre étude et en comparant l’épaisseur corticale des AD et des HC région 
par région, nous montrons que l’atrophie corticale chez les AD est significative sur la quasi-
totalité du manteau cortical. Ce résultat rejoint ainsi celui de  Querbes et al. (2009).  
 
13.4.2 Impact de la maladie sur la morphologie de la surface corticale externe 
Les variations significatives des courbures des sillons et des circonvolutions de même que de 
la dimension fractale reflètent l’impact de la pathologie sur la morphologie de la surface 
corticale externe.  
 
Nous observons que les AD possèdent, dans les sillons, une courbure moyenne du cortex 
cérébral (cortex en entier) d’amplitude moins élevée que les HC. Localement, nous constatons 
que cette diminution concerne principalement des zones connues pour être parmi les plus 
précocement atteintes par la pathologie, cela est par exemple le cas des régions temporales 
(mésiales, latérales) et du cingulaire postérieur. Ce résultat rejoint en partie celui de Im et al. 
(2008b) qui montre une diminution significative de l’amplitude de la courbure des sillons de 
la surface corticale externe chez les AD par rapport aux HC dans le lobe frontal, le lobe 
pariétal, le lobe occipital et le lobe temporal. Les auteurs expliquent cette diminution de 
l’amplitude de la courbure par un élargissement des sillons qui aura en effet tendance à se 
traduire par un fond plus plat et donc plus lisse (Im et al., 2008b; Magnotta et al., 1999). 
Contrairement à Im et al. (2008b), nous ne constatons toutefois aucune différence 
significative de la courbure des sillons entre AD et HC dans les régions frontales et pariétales. 
Plusieurs raisons peuvent être évoquées, la première est une parcellisation différente des 
régions par rapport à notre parcellisation ; la deuxième est que nous basons nos analyses sur 
un ensemble de regroupements de régions qui prend en compte la totalité du cortex (24 
régions au total à l’exception du cervelet contre seulement 4 régions dans l’étude de Im et al. 
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(2008b). Par conséquent, la correction des comparaisons multiples est beaucoup plus 
restrictive. Nous mettons ainsi en évidence uniquement les régions où les différences en 
termes de courbure sont très prononcées. 
 
Nous constatons aussi que la maladie possède un effet sur la morphologie des circonvolutions 
de la surface corticale externe et qui se traduit par une augmentation significative de 
l’amplitude de la courbure corticale dans les circonvolutions. Ce résultat suggère que les AD 
auraient des circonvolutions plus plissées que les HC, par opposition aux sillons où l’inverse 
était observé. Il est difficile de comparer ce résultat avec ceux de la littérature car très peu 
d’études se sont intéressées à la morphologie des circonvolutions. On peut néanmoins citer 
celle de Magnotta et al. (1999) qui constatent une augmentation de l’amplitude de la courbure 
des circonvolutions de la surface corticale externe au cours du vieillissement normal. En 
revanche, l’impact de la maladie d’Alzheimer sur la morphologie des circonvolutions n’a fait 
l’objet d’aucune étude à notre connaissance.  
Nous remarquons aussi qu’à l’exception de l’occipital droit, cet accroissement du plissement 
des circonvolutions chez les AD par rapport aux HC a lieu dans les mêmes régions où nous 
constatons une atrophie corticale significative. Nous pouvons donc nous demander s’il existe 
un lien entre épaisseur corticale et morphologie des circonvolutions. Cette question sera en 
partie abordée dans le chapitre suivant.  
 
Nous remarquons une variation significative des biomarqueurs (à l’exception de la courbure 
des circonvolutions de la surface interne) dans la région de l’insula/auditif alors qu’il s’agit 
d’une région relativement épargnée par la maladie. Ces variations pourraient provenir 
d’artefacts de calcul car il s’agit d’une région de petite taille, maximisant ainsi les erreurs 
d’estimation des biomarqueurs. Elles pourraient aussi provenir de l’atlas des aires de 
Brodmann utilisé et notamment sur la manière dont les aires ont été déterminées (cf. 
conclusion). 
 
Nous relevons une augmentation significative de la dimension fractale au cours de la 
conversion vers la maladie, suggérant donc que les AD auraient une surface corticale externe 
morphologiquement plus complexe que celle des HC. Ce résultat semble paradoxal dans la 
mesure où la littérature montre un élargissement des sillons de la surface corticale externe et 
une diminution de leur profondeur avec la maladie (Im et al., 2008b; Liu et al., 2012; Reiner 
et al., 2012; Kochunov et al., 2005; Rettmann et al., 2006). On devrait par conséquent 
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s’attendre à une surface corticale externe moins irrégulière et plus lisse chez les AD par 
rapport aux HC et donc à une diminution de sa dimension fractale. Il reste cependant difficile 
d’affirmer que la dimension fractale de la surface corticale externe diminue avec la maladie. 
En effet, très peu d’études ont été faites sur la dimension fractale dans le cadre de la maladie 
d’Alzheimer, on peut citer l’étude de King et al. (2010) qui ne constate toutefois aucune 
différence significative de la dimension fractale entre les AD et les HC pour la surface 
corticale externe. De plus, Im et al. (2006) montrent une anticorrélation entre l’épaisseur 
corticale et la dimension fractale de la surface corticale externe suggérant ainsi qu’un manteau 
cortical moins épais serait associé à une augmentation de la dimension fractale et donc à une 
surface corticale morphologiquement plus complexe. Ces résultats semblent cohérents avec 
ceux que nous avons obtenus. Une explication serait que la dimension fractale est indicatrice 
de la morphologie globale de la surface corticale et prend en compte à la fois la morphologie 
des sillons et celle des circonvolutions de façon indifférenciée. Or nos résultats montrent que 
bien que les sillons deviennent plus lisses, les circonvolutions au contraire semblent se plisser. 
Ce qui pourrait en partie expliquer l’augmentation de la dimension fractale que nous 
constatons chez les AD, ainsi que les résultats de Im et al. (2006). 
 
13.4.3 Impact de la maladie sur la morphologie de la surface corticale interne 
Parallèlement aux altérations de la morphologie corticale de la surface externe, notre étude 
montre un impact significatif de la maladie sur la morphologie de la surface corticale interne 
mis en évidence par une réduction significative de l’amplitude des courbures dans les sillons 
et les circonvolutions ainsi que de la dimension fractale. Néanmoins, l’impact morphologique 
de la maladie semble moins important au niveau de la surface corticale interne qu’au niveau 
de la surface externe dans la mesure où les régions dans lesquelles sont observées des 
variations significatives de la courbure entre AD et HC sont beaucoup moins nombreuses. 
Nos résultats dans les ROI montrent que la pathologie affecte principalement la morphologie 
des régions cingulaires antérieures et postérieures, ce sont principalement dans ces régions en 
effet que les différences les plus significatives en termes de courbure des sillons et des 
circonvolutions entre AD et HC sont constatées. 
La diminution de la dimension fractale de la surface corticale interne avec la maladie est 
étayée par King et al. (2010). Nos analyses sont cependant effectuées sur un échantillon 
populationnel plus large que celui de King et al. (2010). La diminution conjointe de la 
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dimension fractale et de l’amplitude des courbures dans les sillons et les circonvolutions 
suggérerait un aplatissement de la surface corticale interne.  
 
Ces changements morphologiques de la surface corticale interne pourraient 
vraisemblablement avoir un lien avec la diminution du volume de la substance blanche et en 
particulier celui de la substance blanche sous-corticale constatée au cours de la maladie. 
 
13.4.4 Conclusion 
Nous observons une évolution significative des biomarqueurs au cours de la conversion vers 
la maladie. Cette dynamique d’évolution est différente selon les biomarqueurs. Pour la surface 
corticale interne, nous constatons que la dimension fractale et l’amplitude de la courbure 
globale des sillons diminuent progressivement au cours de la conversion. Pour les autres 
biomarqueurs, nous constatons une évolution irrégulière avec des caractéristiques d’évolution 
différentes en fonction des biomarqueurs. Ces résultats renforcent l’hypothèse selon laquelle 
les biomarqueurs n’apportent pas tous la même information. 
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Chapitre 14 Etude des interactions entre les 
biomarqueurs 
14.1 Population d’étude 
Cf. chapitre 6 (Tableau 6.c).  
14.2 Analyse sur le manteau cortical global 
Les corrélations partielles entre les biomarqueurs (cf. chapitre 11 pour la composition des 
différents groupes de biomarqueurs) chez les AD et les HC sont résumées dans les tableaux 
14.a, 14.b, 14.d et 14.e. En rouge et en bleu sont représentées respectivement les corrélations 
positives et négatives significatives (p≤0.05). N.S désigne les corrélations non significatives. 
Les figures 14.a et 14.b donnent un aperçu des relations entre les variables chez les AD et les 
HC.  
Les comparaisons des coefficients de corrélation partielle entre les AD et les HC sont 
résumées dans les tableaux 14.c et 14.f. Le symbole * indique une différence significative 
(p≤0.05) entre le coefficient de corrélation estimé chez les HC et celui estimé chez les AD 
tandis que le symbole • dénote une tendance (p≤0.10). Lorsque le résultat est non significatif 
(les deux coefficients de corrélation se valent) ou lorsque les deux coefficients de corrélation 
à comparer ne sont pas significativement différents de zéro nous utilisons le symbole  - . 
 
Dans les deux groupes de sujets (AD/HC), les résultats montrent qu’il existe des interactions 
entre les variables puisque des corrélations/anticorrélations significatives sont observées. 
Nous notons également que certaines interactions sont affaiblies ou à l’inverse renforcées 
avec la pathologie. 
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14.2.1 Surface externe 
HC 
surface corticale externe 
Epaisseur 
corticale Age 
Courbure ( 
circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale   -0,18(p=0,04) -0,75(p<0,01) N.S -0,29(p<0,01) 
Age   
 
N.S -0,20(p=0,02) N.S 
Courbure (circonvolutions)     
 
-0,17(p=0,06) N.S 
Courbure (sillons)       
 
N.S 
Dimension fractale         
 Tableau 14.a Corrélations partielles entre les variables – groupe des HC. N.S = non significatif. 
 
AD 
 surface corticale externe 
Epaisseur 
corticale Age 
Courbure 
(circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale 
 
N.S -0,80(p<0,01) N.S N.S 
Age   
 
N.S -0,16(p=0,09) N.S 
Courbure (circonvolutions)     
 
N.S 0,28(p<0,01) 
Courbure (sillons)       
 
-0,18(p=0,06) 
Dimension fractale         
 Tableau 14.b Corrélations partielles entre les variables – groupe des AD. N.S = non significatif. 
 
Comparaisons des coefficients de corrélation (HC vs AD) 
 surface corticale externe 
Epaisseur 
corticale Age 
Courbure 
(circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale 
 
- - - * 
Age   
 
- - - 
Courbure (circonvolutions)     
 
- - 
Courbure (sillons)       
 
- 
Dimension fractale         
 Tableau 14.c Comparaisons des coefficients de corrélation partielle entre AD et HC (* pour p≤0.05 et • 
pour p≤0.10). 
 
Chez les HC, l’épaisseur corticale apparaît comme significativement anticorrélée à l’âge, à 
l’amplitude de la courbure des circonvolutions et à la dimension fractale. L’âge est 
significativement anticorrélé à l’amplitude de la courbure des sillons. Chez les AD, 
l’amplitude de la courbure des circonvolutions apparaît comme significativement anticorrélée 
à l’épaisseur corticale et significativement corrélée à la dimension fractale. 
On note que le lien entre la dimension fractale et l’épaisseur corticale est significativement 
atténué chez les AD par rapport aux HC. 
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Figure 14.a : Relations entre l’épaisseur corticale moyenne du cortex, l’âge, la dimension fractale de la surface corticale externe, les amplitudes des courbures moyennes 
des sillons et des circonvolutions de la surface corticale externe chez les HC et les AD. * p<0.05. N.S = non significatif. 
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14.2.2 Surface interne 
 
HC 
 surface corticale interne 
Epaisseur 
corticale Age 
Courbure 
(circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale 
 
-0,38(p<0,01) 0,28(p<0,01) N.S N.S 
Age   
 
-0,18(p=0,04) N.S -0,20(p=0,02) 
Courbure des circonvolutions     
 
0,55(p<0,01) N.S 
Courbure des sillons       
 
0,17(p=0,05) 
Dimension fractale         
 Tableau 14.d : Corrélations partielles entre les variables – groupe des HC. N.S = non significatif. 
 
AD 
 surface corticale interne 
Epaisseur 
corticale Age 
Courbure 
(circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale 
 
-0,26(p<0,01) N.S N.S N.S 
Age   
 
-0,39(p<0,01) N.S N.S 
Courbure des circonvolutions     
 
0,50(p<0,01) -0,26(p<0,01) 
Courbure des sillons       
 
0,26(p<0,01) 
Dimension fractale         
 Tableau 14.e : Corrélations partielles entre les variables – groupe des AD. N.S = non significatif. 
 
Comparaisons des coefficients de corrélation (HC vs AD) 
 surface corticale interne 
Epaisseur 
corticale Age 
Courbure 
(circonvolutions) 
Courbure 
(sillons) 
Dimension 
fractale 
Epaisseur corticale 
 
- * - - 
Age   
 
• - - 
Courbure (circonvolutions)     
 
- - 
Courbure (sillons)       
 
- 
Dimension fractale         
 Tableau 14.f Comparaisons des coefficients de corrélation partielle entre AD et HC (* pour p≤0.05 et • 
pour p≤0.10). 
Dans les deux groupes de sujets, l’âge est significativement anticorrélé à l’amplitude de la 
courbure des circonvolutions ; les amplitudes des courbures des sillons et des circonvolutions 
sont positivement corrélées. Chez les AD, la dimension fractale est significativement corrélée 
à l’amplitude de la courbure des sillons et anticorrélée à celle des circonvolutions. Chez les 
HC, la dimension fractale est significativement corrélée à l’âge. Il en est de même pour 
l’épaisseur corticale et l’amplitude de la courbure des circonvolutions. 
On note chez les AD par rapport aux HC une atténuation significative du lien entre l’épaisseur 
corticale et l’amplitude de la courbure dans les circonvolutions mais on note en revanche une 
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tendance à un renforcement du lien entre l’âge et l’amplitude de la courbure dans les 
circonvolutions. 
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Figure 14.b : Relations entre l’épaisseur corticale moyenne du cortex, l’âge, la dimension fractale de la surface corticale interne, les amplitudes des courbures moyennes des 
sillons et des circonvolutions de la surface corticale interne chez les HC et les AD. * p<0.05. N.S = non significatif. 
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14.3 Analyse dans les ROI 
Les coefficients de corrélation partielle22 chez les AD et les HC dans chaque ROI pour les 
surfaces corticales interne et externe sont résumés dans les tableaux 14.g à 14.j. De même que 
les comparaisons des coefficients de corrélation partielle entre ces deux groupes. Sont 
représentées uniquement les corrélations significatives (p≤0,05, rouge : corrélations positives, 
bleu : corrélations négatives) ainsi que les tendances (en noir, 0,05<p≤0,10). Le symbole * 
indique une différence significative (p≤0.05) entre le coefficient de corrélation partielle 
estimé chez les HC et celui estimé chez les AD tandis que le symbole • dénote une tendance 
(p≤0.10) ; le symbole  -  indique un résultat non significatif (les deux coefficients de 
corrélation se valent) ou lorsque les deux coefficients de corrélation à comparer ne sont pas 
significativement différents de zéro. 
Les figures 14.c à 14.n donnent un aperçu de la répartition spatiale des corrélations : la 
couleur bleue indique une corrélation négative, la couleur rouge indique une corrélation 
positive. L’intensité de la couleur est proportionnelle à l’amplitude du coefficient de 
corrélation.  
 
                                                 
22 Les coefficients de corrélation partielle entre chaque couple de biomarqueurs et pour chaque groupe de sujets 
sont corrigés des comparaisons multiples par la méthode de Bonferroni 
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14.3.1 Surface externe 
  Epaisseur corticale 
 Age Amplitude de la courbure (surface corticale externe) 
  
 
Sillons   Circonvolutions 
Coefficients de correlation partielle HC AD AD vs HC HC AD AD vs HC HC AD AD vs HC 
Sensorimoteur G N.S N.S - 0,54 (p<0,01) 0,43 (p<0,01) - -0,46 (p<0,01) -0,44 (p<0,01) - 
Prémoteur G N.S N.S - N.S N.S - -0,60 (p<0,01) -0,50 (p<0,01) - 
Prefrontal dorsolatéral G N.S N.S - N.S N.S - -0,53 (p<0,01) -0,55 (p<0,01) - 
Frontal G -0,25 (p=0,09) N.S * N.S N.S - -0,69 (p<0,01) -0,66 (p<0,01) - 
Insula/auditif G -0,34 (p<0,01) N.S - N.S N.S - -0,40 (p<0,01) -0,48 (p<0,01) - 
Broca G -0,28 (p=0,03) N.S - N.S N.S - -0,58 (p<0,01) -0,58 (p<0,01) - 
Temporal mésial G -0,27 (p=0,03) N.S - 0,26 (p=0,08) 0,36 (p<0,01) - -0,42 (p<0,01) -0,58 (p<0,01) • 
Parietal G N.S N.S - N.S N.S - -0,75 (p<0,01) -0,70 (p<0,01) - 
Temporal latéral G -0,27 (p=0,03) N.S - N.S 0,37 (p<0,01) * -0,71 (p<0,01) -0,78 (p<0,01) - 
Cingulaire postérieur G -0,26 (p=0,07) N.S • 0,29 (p=0,02) N.S - -0,57 (p<0,01) -0,61 (p<0,01) - 
Cingulaire antérieur G -0,34 (p<0,01) N.S - N.S N.S - -0,60 (p<0,01) -0,62 (p<0,01) - 
Occipital G N.S N.S - 0,36 (p<0,01) 0,52 (p<0,01) - -0,77 (p<0,01) -0,81 (p<0,01) - 
Sensorimoteur D N.S N.S - 0,63 (p<0,01) 0,49 (p<0,01) - -0,47 (p<0,01) -0,50 (p<0,01) - 
Prémoteur D N.S -0,3 (p=0,02) - N.S 0,28 (p=0,07) • -0,44 (p<0,01) -0,53 (p<0,01) - 
Prefrontal dorsolatéral D N.S N.S - N.S N.S - -0,57 (p<0,01) -0,59 (p<0,01) - 
Frontal D -0,3 (p=0,01) N.S * -0,29 (p=0,02) N.S - -0,57 (p<0,01) -0,61 (p<0,01) - 
Insula/auditif D -0,39 (p<0,01) N.S • N.S N.S - -0,39 (p<0,01) -0,47 (p<0,01) - 
Broca D N.S N.S - N.S N.S - -0,68 (p<0,01) -0,63 (p<0,01) - 
Temporal mésial D N.S N.S - 0,28 (p=0,03) 0,4 (p<0,01) - -0,58 (p<0,01) -0,68 (p<0,01) - 
Parietal D N.S N.S - N.S N.S - -0,75 (p<0,01) -0,73 (p<0,01) - 
Temporal latéral D N.S N.S - N.S 0,41 (p<0,01) * -0,71 (p<0,01) -0,82 (p<0,01) * 
Cingulaire postérieur D N.S N.S - 0,45 (p<0,01) N.S * -0,64 (p<0,01) -0,71 (p<0,01) - 
Cingulaire antérieur D -0,34 (p<0,01) N.S - N.S N.S - -0,77 (p<0,01) -0,70 (p<0,01) - 
Occipital D -0,32 (p<0,01) N.S - 0,38 (p<0,01) 0,54 (p<0,01) - -0,74 (p<0,01) -0,77 (p<0,01) - 
Tableau 14.g : Coefficients de corrélation partielle chez les AD et les HC pour chaque ROI et comparaisons des coefficients de corrélation partielle. D = hémisphère 
droit ; G = hémisphère gauche (* pour p≤0.05 et • pour p≤0.10). 
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  Age 
Amplitude de la courbure des sillons 
et des circonvolutions (surface 
corticale externe) 
 Amplitude de la courbure (surface corticale externe) 
  Sillons Circonvolutions 
Coefficients de correlation partielle HC AD AD vs HC HC AD AD vs HC HC AD AD vs HC 
Sensorimoteur G N.S N.S - N.S N.S - N.S N.S - 
Prémoteur G N.S N.S - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral G N.S N.S - N.S N.S - 0,29 (p=0,01) N.S - 
Frontal G N.S N.S - N.S 0,27 (p=0,08) • 0,31 (p<0,01) 0,36 (p<0,01) - 
Insula/auditif G N.S N.S - N.S N.S - N.S N.S - 
Broca G N.S N.S - N.S N.S - N.S N.S - 
Temporal mésial G N.S N.S - N.S N.S - N.S N.S - 
Parietal G N.S -0,27 (p=0,10) - N.S N.S - N.S N.S - 
Temporal latéral G N.S N.S - N.S N.S - N.S N.S - 
Cingulaire postérieur G N.S N.S - N.S N.S - -0,32 (p<0,01) N.S - 
Cingulaire antérieur G N.S N.S - N.S N.S - 0,38 (p<0,01) 0,27 (p=0,08) - 
Occipital G N.S N.S - N.S N.S - N.S 0,28 (p=0,05) • 
Sensorimoteur D N.S N.S - N.S N.S - N.S N.S - 
Prémoteur D N.S N.S - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral D N.S N.S - N.S N.S - N.S N.S - 
Frontal D N.S N.S - N.S N.S - 0,26 (p=0,06) 0,43 (p<0,01) - 
Insula/auditif D N.S N.S - N.S N.S - N.S N.S - 
Broca D -0,25 (p=0,10) N.S - N.S N.S - 0,35 (p<0,01) N.S • 
Temporal mésial D N.S N.S - N.S N.S - N.S 0,26 (p=0,10) - 
Parietal D N.S N.S - N.S N.S - N.S N.S - 
Temporal latéral D N.S N.S - 0,27 (p=0,04) N.S - N.S 0,31 (p=0,02) - 
Cingulaire postérieur D N.S N.S - N.S N.S - N.S N.S - 
Cingulaire antérieur D N.S N.S - N.S N.S - N.S 0,33 (p<0,01) • 
Occipital D N.S N.S - N.S N.S - N.S N.S - 
Tableau 14.h : Coefficients de corrélation partielle chez les AD et les HC pour chaque ROI et comparaisons des coefficients de corrélation partielle. D = hémisphère 
droit ; G = hémisphère gauche (* pour p≤0.05 et • pour p≤0.10). 
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Figure 14.d : Corrélation partielle épaisseur corticale – amplitude de la courbure des sillons chez les HC et les AD. 
D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.c : Corrélation partielle épaisseur corticale –âge chez les HC et les AD. D = hémisphère droit ; G = 
hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.e : Corrélation partielle épaisseur corticale – amplitude de la courbure des circonvolutions chez les 
HC et les AD. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.f : Corrélation partielle amplitude de la courbure des sillons – amplitude de la courbure des 
circonvolutions chez les HC et les AD. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex 
antéro-postérieur. 
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Figure 14.g : Corrélation partielle âge – amplitude de la courbure des sillons chez les HC et les AD. D = 
hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.h : Corrélation partielle âge – amplitude de la courbure des circonvolutions chez les HC et les AD. D = 
hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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14.3.2 Surface interne 
  Epaisseur corticale 
 
Age 
Amplitude de la courbure (surface corticale interne) 
  Sillons Circonvolutions  
Coefficients de correlation partielle HC AD AD vs HC HC AD AD vs HC HC AD AD vs HC 
Sensorimoteur G N.S -0,37 (p<0,01) - 0,32 (p<0,01) 0,28 (p=0,06) - N.S N.S - 
Prémoteur G -0,33 (p<0,01) -0,32 (p<0,01) - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral G -0,36 (p<0,01) N.S - N.S 0,27 (p=0,08) * N.S N.S - 
Frontal G -0,43 (p<0,01) N.S • N.S N.S - N.S N.S - 
Insula/auditif G -0,47 (p<0,01) N.S * N.S N.S - N.S N.S - 
Broca G -0,41 (p<0,01) -0,29 (p=0,045) - N.S N.S - N.S N.S - 
Temporal mésial G -0,49 (p<0,01) N.S * N.S N.S - 0,41 (p<0,01) 0,33 (p<0,01) - 
Parietal G -0,3 (p=0,011) N.S - N.S N.S - N.S N.S - 
Temporal latéral G -0,43 (p<0,01) N.S • N.S N.S - N.S N.S - 
Cingulaire postérieur G -0,43 (p<0,01) N.S • N.S N.S - N.S N.S - 
Cingulaire antérieur G -0,38 (p<0,01) N.S - 0,34 (p<0,01) N.S * N.S N.S - 
Occipital G -0,43 (p<0,01) -0,3 (p=0,02) - N.S N.S - N.S N.S - 
Sensorimoteur D -0,3 (p=0,012) N.S - 0,33 (p<0,01) 0,34 (p<0,01) - N.S N.S - 
Prémoteur D -0,3 (p<0,01) N.S - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral D -0,36 (p<0,01) N.S - N.S N.S - N.S N.S - 
Frontal D -0,44 (p<0,01) N.S * N.S N.S - N.S N.S - 
Insula/auditif D -0,49 (p<0,01) N.S * N.S N.S - N.S N.S - 
Broca D -0,38 (p<0,01) N.S • N.S N.S - N.S N.S - 
Temporal mésial D -0,49 (p<0,01) N.S * N.S N.S - 0,47 (p<0,01) 0,28 (p=0,06) • 
Parietal D -0,33 (p<0,01) N.S * N.S N.S - N.S N.S - 
Temporal latéral D -0,49 (p<0,01) N.S * N.S N.S - N.S N.S - 
Cingulaire postérieur D -0,38 (p<0,01) N.S - N.S N.S - N.S -0,29 (p=0,04) - 
Cingulaire antérieur D -0,42 (p<0,01) N.S - 0,32 (p<0,01) N.S - N.S N.S - 
Occipital D -0,48 (p<0,01) N.S • N.S 0,27 (p=0,08) * N.S N.S - 
Tableau 14.i : Coefficients de corrélation partielle chez les AD et les HC pour chaque ROI et comparaisons des coefficients de corrélation partielle. D = hémisphère 
droit ; G = hémisphère gauche (* pour p≤0.05 et • pour p≤0.10).  
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  Age 
Amplitude de la courbure des sillons 
et des circonvolutions (surface 
corticale interne) 
 Amplitude de la courbure (surface corticale interne) 
  Sillons Circonvolutions  
Coefficients de correlation partielle HC AD AD vs HC HC AD AD vs HC HC AD AD vs HC 
Sensorimoteur G N.S N.S - N.S N.S - N.S N.S - 
Prémoteur G N.S N.S - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral G N.S N.S - N.S N.S - 0,29 (p=0,02) 0,41 (p<0,01) - 
Frontal G N.S N.S - N.S -0,32 (p=0,01) * 0,35 ( p<0,01) 0,40 (p<0,01) - 
Insula/auditif G N.S N.S - N.S N.S - N.S N.S - 
Broca G N.S N.S - N.S N.S - 0,31 ( p<0,01) 0,29 (p=0,04) - 
Temporal mésial G N.S N.S - N.S N.S - N.S N.S - 
Parietal G N.S N.S - N.S N.S - 0,49 (p<0,01) 0,49 (p<0,01) - 
Temporal latéral G N.S N.S - N.S N.S - N.S 0,29 (p=0,03) * 
Cingulaire postérieur G N.S N.S - N.S N.S - 0,38 (p<0,01) 0,36 ( p<0,01) - 
Cingulaire antérieur G N.S N.S - N.S N.S - 0,71 (p<0,01) 0,70 (p<0,01) - 
Occipital G N.S N.S - N.S N.S - N.S N.S - 
Sensorimoteur D N.S N.S - N.S N.S - N.S N.S - 
Prémoteur D N.S N.S - N.S N.S - N.S N.S - 
Prefrontal dorsolatéral D N.S N.S - -0,29 (p=0,02) N.S - N.S 0,33 ( p<0,01) - 
Frontal D N.S N.S - N.S -0,34 ( p<0,01) * 0,32 ( p<0,01) 0,29 (p=0,04) - 
Insula/auditif D N.S N.S - N.S N.S - N.S N.S - 
Broca D N.S N.S - N.S N.S - 0,26 (p=0,06) 0,37 ( p<0,01) - 
Temporal mésial D N.S N.S - N.S N.S - N.S 0,35 ( p<0,01) • 
Parietal D N.S N.S - N.S N.S - 0,42 (p<0,01) 0,42 (p<0,01) - 
Temporal latéral D N.S N.S - N.S N.S - N.S N.S - 
Cingulaire postérieur D N.S N.S - N.S -0,28 (p=0,052) * 0,36 (p<0,01) 0,53 (p<0,01) • 
Cingulaire antérieur D N.S N.S - N.S N.S - 0,76 (p<0,01) 0,62 (p<0,01) * 
Occipital D N.S N.S - N.S N.S - 0,30 (p=0,01) N.S - 
Tableau 14.j : Coefficients de corrélation partielle chez les AD et les HC pour chaque ROI et comparaisons des coefficients de corrélation partielle. D = hémisphère 
droit ; G = hémisphère gauche (* pour p≤0.05 et • pour p≤0.10). 
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Figure 14.j : Corrélation partielle amplitude de la courbure des sillons – amplitude de la courbure des 
circonvolutions chez les HC et les AD. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex 
antéro-postérieur. 
HC 
AD 
-1 
0 
1 D V G 
 
 
Figure 14.i : Corrélation partielle épaisseur corticale –âge chez les HC et les AD.  D = hémisphère droit ; G = 
hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.k : Corrélation partielle épaisseur corticale – amplitude de la courbure des sillons chez les HC et les 
AD. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.l : Corrélation partielle épaisseur corticale – amplitude de la courbure des circonvolutions chez les 
HC et les AD. D = hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.n : Corrélation partielle âge – amplitude de la courbure des circonvolutions les HC et les AD. D = 
hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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Figure 14.m : Corrélation partielle âge – amplitude de la courbure des sillons chez les HC et les AD. D = 
hémisphère droit ; G = hémisphère gauche ; V = vue du vertex antéro-postérieur. 
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14.4 Discussion 
14.4.1 Surface externe : 
Nous constatons :  
i) que le vieillissement est associé à une diminution de l’épaisseur corticale et que 
cette relation entre l’avancée en âge et l’épaisseur corticale semble s’atténuer avec la 
pathologie. En effet, nous remarquons chez les HC une anticorrélation significative entre 
l’âge et l’épaisseur moyenne du manteau cortical. Localement dans les ROI, nous retrouvons 
cette anticorrélation dans la plupart des régions corticales. Ces résultats sont ainsi cohérents 
avec les études sur les modifications de l’épaisseur corticale liées au vieillissement normal 
(Fjell et al., 2009; Kochunov et al., 2008; Liu et al., 2013b; Magnotta et al., 1999; Salat, 
2004; Thambisetty et al., 2010; Walhovd et al., 2005). Nous montrons aussi que l’influence 
du vieillissement sur l’épaisseur corticale semble s’affaiblir avec la pathologie notamment 
dans la région frontale (droite et gauche). Cette atténuation de l’interaction entre l’âge et 
l’épaisseur du cortex peut s’expliquer par le fait que l’atrophie corticale liée à la pathologie 
s’ajoute à celle liée au vieillissement normal.  
 
ii) que l’âge influence la morphologie des sillons et celle des circonvolutions mais de 
façon différente. En effet, nous remarquons qu’une avancée en âge a tendance à 
s’accompagner d’une diminution significative de l’amplitude de la courbure des sillons, 
notamment dans la région de Broca droite pour les HC et dans la région pariétale gauche pour 
les AD, et serait donc associée à un élargissement de ces sillons. Ce résultat est cohérent avec 
ceux de la littérature (Kochunov et al., 2005; Liu et al., 2013b, 2010; Magnotta et al., 1999). 
Cette anticorrélation est également observée entre l’âge et l’amplitude de la courbure 
moyenne globale du cortex dans les sillons chez les HC. A l’inverse, l’avancée en âge 
semblerait être associée à un accroissement du plissement des circonvolutions notamment 
dans le temporal latéral droit chez les HC. Par ailleurs, le lien entre l’avancée en âge et 
l’accroissement du plissement des circonvolutions aurait tendance à se renforcer  chez les AD 
dans la région frontale gauche.  
 
iii) que l’impact de l’âge sur la morphologie des sillons et sur celle des 
circonvolutions est moins prononcé que son impact sur l’épaisseur corticale, notamment en 
ce qui concerne les HC. En effet, contrairement à l’épaisseur corticale, aucune interaction 
entre l’âge et la dimension fractale n’est significative. De même, à l’exception du temporal 
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latéral droit chez les HC, l’âge et les amplitudes des courbures des sillons et des 
circonvolutions ne sont corrélés de façon significative dans aucun ROI. La morphologie des 
sillons et celle des circonvolutions sembleraient ainsi être principalement influencées par 
l’épaisseur corticale et par des interactions entre la morphologie des sillons et celle des 
circonvolutions.  
 
iv) un lien fort entre l’épaisseur corticale et la morphologie des circonvolutions aussi 
bien chez les AD que chez les HC ; une diminution de l’épaisseur corticale serait associée à 
des circonvolutions plus plissées. En effet, dans les deux groupes de sujets, une 
anticorrélation significative est constatée entre l’épaisseur moyenne du cortex et l’amplitude 
de la courbure globale des circonvolutions. Cette anticorrélation entre les deux biomarqueurs 
se révèle également significative dans tous les ROI. Nous soupçonnions déjà un lien entre 
l’épaisseur corticale et la morphologie des circonvolutions dans le chapitre précédent puisque 
les régions où une atrophie corticale significative avait été constatée chez les AD 
correspondaient aussi à celles où nous constations une augmentation significative de 
l’amplitude de la courbure des circonvolutions (à l’exception de l’occipital droit). A notre 
connaissance, aucune étude n’a directement mis en évidence un lien entre l’épaisseur corticale 
et la morphologie des circonvolutions de la surface corticale externe. On peut toutefois citer 
celle de Magnotta et al. (1999) qui constate, au cours du vieillissement normal, une 
augmentation de l’amplitude de la courbure des circonvolutions de la surface externe en 
fonction de l’âge parallèlement à une diminution de l’épaisseur corticale en fonction de l’âge 
mais sans pour autant établir un lien direct entre l’épaisseur du cortex et la courbure des 
circonvolutions. Cette association entre l’atrophie corticale et l’augmentation du plissement 
des circonvolutions pourrait aussi expliquer l’anticorrélation significative que nous observons 
chez les HC entre l’épaisseur corticale et la dimension fractale suggérant ainsi qu’un cortex 
moins épais serait associé à un cortex morphologiquement plus complexe. Ce résultat est en 
accord avec celui de Im et al. (2006). 
Bien que l’épaisseur corticale et l’amplitude de la courbure des circonvolutions soient 
significativement négativement associées dans l’ensemble des ROI, nous constatons un 
impact de la maladie sur la relation qui lie ces deux biomarqueurs puisque nous notons chez 
les AD  un renforcement significatif de l’anticorrélation dans la région temporale latérale 
droite par rapport aux HC. 
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v) que contrairement aux circonvolutions, une diminution de l’épaisseur corticale 
serait associée à un élargissement des sillons (corrélations significatives principalement 
positives entre l’épaisseur corticale  et l’amplitude de la courbure des sillons chez les AD et 
les HC). L’épaisseur corticale n’est donc pas associée de la même manière à la morphologie 
des sillons et à celle des circonvolutions. Une corrélation significative entre l’épaisseur 
corticale et l’amplitude de la courbure des sillons a aussi été observée par Im et al. (2008b). 
Nous remarquons que dans des régions précocement atteintes par la pathologie (le temporal 
latéral droit/gauche notamment), l’interaction entre l’épaisseur corticale et la courbure des 
sillons est renforcée chez les AD. Ce résultat est cohérent avec ceux du chapitre précédent qui 
montrent que la pathologie entraîne dans ces régions une atrophie corticale et en parallèle un 
élargissement des sillons (chapitre 13). Nous remarquons en revanche une atténuation du lien 
entre l’épaisseur corticale et la courbure des sillons dans la région cingulaire postérieure 
droite chez les AD par rapport aux HC. Une explication à l’atténuation de ce lien serait que 
l’atrophie corticale liée à la pathologie dans cette région conduit à une stabilisation de 
l’épaisseur du cortex autour d’une valeur minimale.  
Ces premiers résultats méritent d’être approfondis mais ils montrent que les liens entre 
l’épaisseur corticale et la morphologie des sillons sont modifiés par la pathologie et de 
manière différente en fonction des régions corticales. 
Une observation notable est que les interactions entre l’épaisseur corticale et la courbure des 
circonvolutions sont significatives dans toutes les régions aussi bien chez les HC que les AD 
alors que les interactions significatives entre l’épaisseur corticale et la courbure des sillons 
concernent relativement peu de régions (8 régions sur 24 chez les HC). Ce résultat pourrait 
indiquer que l’atrophie corticale liée au vieillissement serait plus importante dans les 
circonvolutions que dans les sillons. Aucune étude sur le vieillissement normal ne confirme 
pour l’instant ces résultats mais des différences d’atrophie corticale entre les circonvolutions 
et les sillons ont été observées par White et al. (2003) chez les enfants et adolescents souffrant 
de schizophrénie. Les auteurs expliquaient cette différence par le fait que les sillons et les 
circonvolutions possèdent des cytoarchitectures différentes.  
 
 
Nous montrons que l’âge et l’épaisseur corticale interagissent avec la morphologie des sillons 
et celle des circonvolutions mais nous n’écartons pas l’hypothèse que d’autres facteurs 
puissent également interagir de façon directe ou indirecte sur la morphologie de la surface 
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corticale. Im et al. (2008b) et Liu et al. (2013b) montrent par exemple que le volume de la 
substance blanche et en particulier celui de la substance blanche sous-corticale influence la 
morphologie des sillons de la surface corticale externe.  
 
14.4.2 Surface interne : 
Nous constatons qu’il existe, pour la surface corticale interne, des interactions entre les 
biomarqueurs morphologiques mais que ces interactions sont moins prononcées que pour la 
surface externe dans la mesure où les interactions significatives sont relativement peu 
nombreuses par rapport à celles observées pour la surface corticale externe. 
 
Nous remarquons : 
i) peu d’interactions significatives entre l’épaisseur corticale et les amplitudes des  
courbures des sillons et des circonvolutions mais nous notons qu’une diminution de  
l’épaisseur corticale semble être associée à un élargissement des sillons (corrélation positive) 
notamment dans les régions sensorimotrices (droite et gauche) et cingulaires antérieures  
(droite et gauche) chez les HC. Cette relation s’estompe avec la pathologie notamment dans le 
cingulaire antérieur gauche mais elle se renforce en revanche dans les régions du préfrontal 
dorsolatéral gauche et de l’occipital droit. 
Nous notons aussi qu’une atrophie corticale est associée à un élargissement des 
circonvolutions dans les régions temporales mésiales (droite et gauche) aussi bien chez les HC 
que chez les AD mais que cette relation a tendance toutefois à s’affaiblir chez les AD mais 
uniquement dans la région temporale mésiale droite. 
 
ii) que l’effet de l’âge sur la morphologie corticale n’est pas le même pour les sillons 
et les circonvolutions. En effet, l’avancée en âge serait associée à un élargissement des 
circonvolutions principalement dans les régions frontales et préfrontales-dorsolatérales chez 
les AD et les HC (anticorrélation). Nous notons que la pathologie renforce significativement 
le lien entre l’avancée en âge et l’élargissement des circonvolutions dans la région frontale 
(droite et gauche) et dans le cingulaire postérieur droit. En revanche,  l’âge influencerait peu 
la morphologie des sillons, aussi bien pour les HC que pour les AD car aucune corrélation 
significative n’est constatée entre l’âge et la courbure des sillons.  
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iii) qu’il semblerait y avoir un aplatissement de la surface corticale aussi bien dû à la 
pathologie qu’au vieillissement normal. En effet, nous avions constaté dans le chapitre 13 une 
diminution de l’amplitude de la courbure moyenne globale des sillons et de celle des 
circonvolutions de la surface corticale interne chez les AD, suggérant ainsi un élargissement 
conjoint de ces structures qui pourrait être le reflet d’un aplatissement de la surface corticale 
interne causé par la pathologie. Les résultats de ce chapitre nous montrent des corrélations 
positives et significatives entre l’amplitude de la courbure des sillons et celle des 
circonvolutions chez les HC. Ce résultat indiquerait donc également un aplatissement de la 
surface corticale interne au cours du vieillissement normal et qui entraînerait une diminution 
conjointe en amplitude des courbures des sillons et des circonvolutions ; cette hypothèse d’un 
aplatissement cortical est renforcée par l’anticorrélation significative observée en parallèle 
entre l’âge et la dimension fractale. Nous remarquons aussi une augmentation de la 
corrélation entre la courbure des sillons et celle des circonvolutions avec la pathologie 
principalement dans les régions temporales (significative dans le temporal latéral gauche et 
une tendance dans le temporal mésial droit) et pouvant signifier un renforcement par la 
pathologie de ce phénomène d’aplatissement cortical dans ces régions. 
Il est surprenant d’observer peu de liens entre l’âge et les courbures des sillons et des 
circonvolutions notamment lorsque des études montrent une altération de la substance blanche 
sous-corticale au cours du vieillissement normal (Barrick et al., 2010; Gong et al., 2014; Hsu 
et al., 2010; Yoon et al., 2008; Zhong et al., 2012). Il en va donc probablement de même pour 
la morphologie de la surface corticale interne.  
 
Ces résultats sont intéressants mais difficiles à comparer avec ceux de la littérature puisqu’à 
notre connaissance aucune étude n’a investigué les liens qu’entretiennent entre eux l’épaisseur 
corticale et la morphologie des sillons et celle des circonvolutions de la surface corticale 
interne. Les altérations de la substance blanche et en particulier de la substance sous-corticale 
au cours du vieillissement normal (Barrick et al., 2010; Gong et al., 2014; Hsu et al., 2010; 
Yoon et al., 2008; Zhong et al., 2012) et dans le cadre de la maladie d’Alzheimer (Im et al., 
2008b) pourraient avoir un impact non négligeable sur la morphologie de la surface corticale 
interne et donc sur les interactions entre les biomarqueurs, d’où la nécessité dans le futur 
d’inclure à l’étude, des biomarqueurs de l’intégrité structurelle de la substance blanche tels 
que ceux issus de l’IRM de diffusion. 
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Chapitre 15 Biomarqueurs et diagnostic précoce  
15.1 Population d’étude 
Cf. chapitre 6 (Tableau 6.d).  
15.2 Discrimination sujets pathologiques vs sujets normaux  
A partir de l’approche décrite au chapitre 10, nous avons déterminé pour l’épaisseur corticale 
et les courbures des sillons et des circonvolutions des surfaces corticales interne et externe, les 
combinaisons de ROI qui discriminent au mieux les AD et les HC. Ces combinaisons 
optimales de ROI ainsi que les performances de classification en validation croisée obtenues à 
partir de ces combinaisons optimales sont résumées dans les tableaux 15.a et 15.b. 
Tableau 15.a : Combinaisons optimales de ROI  
 
 
 
Classification AD vs HC 
Variables de classification (Combinaison optimale 
de ROI) AUC (95% IC) SPE (95% IC) SE (95% IC) 
Epaisseur corticale 0,89 (0,85;0,93) 0,84 (0,77;0,90) 0,77 (0,69;0,84) 
Courbure - sillons (surface corticale externe) 0,78 (0,71;0,84) 0,70 (0,61;0,78) 0,76 (0,68;0,83) 
Courbure - sillons (surface corticale interne) 0,63 (0,56;0,70) 0,54 (0,45;0,63) 0,67 (0,58;0,74) 
Courbure- circonvolutions (surface corticale externe) 0,81 (0,76;0,86) 0,66 (0,58;0,75) 0,77 (0,69;0,84) 
Courbure -circonvolutions (surface corticale interne) 0,54 (0,46;0,61) 0,57 (0,48;0,65) 0,47 (0,38;0,55) 
Tableau 15.b : Performances des biomarqueurs dans la discrimination AD vs HC en validation croisée : 
AUC, spécificité (SPE) et sensibilité (SE)  (95% IC = intervalle de confiance à 95%) 
 
 
Biomarqueur ROI 
 
Epaisseur corticale 
Temporal latéral droit et gauche, frontal gauche, 
temporal mésial gauche 
Surface corticale 
externe 
Courbure des sillons 
Temporal latéral droit et gauche, temporal mésial 
gauche, cingulaire postérieur gauche 
Courbure des circonvolutions Temporal latéral droit et gauche, temporal mésial 
gauche, pariétal droit 
Surface corticale 
interne 
Courbure des sillons Cingulaire postérieur droit et gauche 
Courbure des circonvolutions Cingulaire antérieur gauche 
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La comparaison des AUC a révélé pour l’épaisseur corticale une AUC significativement 
supérieure à celles des courbures des sillons et des circonvolutions des surfaces corticales 
externe (p<0,01 dans les deux cas) et interne (p<0,01 dans les deux cas). En revanche, aucune 
différence significative n’a été constatée entre l’AUC de la courbure des sillons et celle de la 
courbure des circonvolutions de la surface corticale externe (p=0,33). Par contre, nos résultats 
ont montré que les AUC de ces deux biomarqueurs étaient significativement supérieures à 
celle de la courbure des sillons de la surface corticale interne (p<0,01 dans les deux cas). 
Cette dernière était en revanche significativement supérieure à l’AUC de la courbure des 
circonvolutions de la surface corticale interne (p=0.04), qui était en outre la moins élevée avec 
une valeur proche de 0.5 qui correspond à une discrimination au hasard (Figure 15.a). Nous 
avons par conséquent exclu la courbure des circonvolutions de la surface corticale interne 
pour le diagnostic précoce. 
15.3 Diagnostic précoce : discrimination des sMCI/ pMCI 
Les combinaisons optimales de ROI obtenues précédemment sont réutilisées pour le 
diagnostic précoce de la maladie. Pour rappel, les capacités de prédiction dans la conversion 
vers la maladie sont évaluées sur un horizon temporel de conversion de 24 mois. Les 
performances de prédiction de chaque biomarqueur sont synthétisées dans le tableau 15.c.  
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Figure 15.a : Courbes ROC des biomarqueurs dans la classification  AD vs HC 
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Classification sMCI vs pMCI 
 
AUC (95% IC) SPE (95% IC) SE (95% IC) 
Epaisseur corticale 0,72 (0,65;0,80) 0,66 (0,56;0,75) 0,70 (0,62;0,80) 
Courbure - sillons (surface corticale externe) 0,63 (0,54;0,71) 0,58 (0,48;0,69) 0,57 (0,46;0,67) 
Courbure - sillons (surface corticale interne) 0,69 (0,60;0,76) 0,70(0,60;0,80) 0,55 (0,45;0,65) 
Courbure - circonvolutions (surface corticale externe) 0,63 (0,55;0,71) 0,60 (0,51;0,70) 0,66 (0,56;0,76) 
Tableau 15.c : Performances dans le diagnostic précoce de la maladie : AUC, spécificité (SPE) et 
sensibilité (SE) (95% IC = intervalle de confiance à 95%) 
 
La comparaison des AUC a révélé pour l’épaisseur corticale une AUC significativement 
supérieure à celles de la courbure des sillons et des circonvolutions de la surface corticale 
externe (p=0,02 et p=0,01 respectivement). Aucune différence significative n’a été toutefois 
constatée entre l’AUC de l’épaisseur corticale et celle de la courbure des sillons de la surface 
corticale interne (p=0,43). De même qu’entre l’AUC de la courbure des sillons de la surface 
corticale interne et celles de la courbure des sillons et de la courbure des circonvolutions de la 
surface corticale externe (p=0,30 et p=0,33 respectivement). L’AUC de la courbure des 
sillons et celle de la courbure des circonvolutions de la surface corticale externe ne 
présentaient aucune différence significative entre elles (p=0,94) (Figure 15.b). 
 
Figure 15.b : Courbes ROC des biomarqueurs pour le diagnostic précoce de la maladie 
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15.4 Association des biomarqueurs et diagnostic précoce 
15.4.1 Association des biomarqueurs par l’analyse discriminante linéaire 
En nous appuyant sur l’association des biomarqueurs par l’analyse discriminante linéaire 
(section 12.2.1), nous avons déterminé la combinaison optimale de ROI (épaisseur corticale et 
courbure corticale confondues) permettant la meilleure discrimination AD vs HC; et utilisé 
cette combinaison de ROI en vue du diagnostic précoce. La combinaison optimale était 
composée :  
- des épaisseurs corticales du temporal latéral droit et gauche, du frontal gauche, du temporal 
mésial gauche, du préfrontal dorsolatéral droit et gauche, du cingulaire postérieur droit ; 
- des courbures des circonvolutions de la surface corticale externe du temporal mésial gauche, 
du frontal droit et gauche ; 
- et de la courbure des sillons de la surface corticale externe du temporal latéral droit.  
 
Cette combinaison optimale de régions a permis une discrimination des AD / HC de l’ordre de 
93% en validation croisée (0,93 (0,89;0,96)), avec une sensibilité de l’ordre de 87% (0,87 
(0,81;0,93)) et une spécificité de l’ordre de 82% (0,82 (0,75;0,88)). L’AUC obtenue était 
significativement supérieure à celle de l’épaisseur corticale (p=0.04), celles des courbures des 
sillons et des circonvolutions de la surface corticale externe (p<0,01 dans les deux cas) et 
celles des courbures des sillons et des circonvolutions de la surface corticale interne (p<0,01 
dans les deux cas).  
L’AUC obtenue pour la classification sMCI vs pMCI était de l’ordre 68% (0,68 (0,6;0,75)) 
avec une sensibilité de l’ordre de 65% (0,65 (0,55;0,74)) et une spécificité de l’ordre de 67% 
(0,67 (0,57;0,76)) mais aucune amélioration significative de l’AUC n’a été constatée par 
rapport à celle de l’épaisseur corticale (p=0,30), celles des courbures des sillons et des 
circonvolutions de la surface corticale externe (p=0,23 et p=0,25 respectivement) et celle de la 
courbure des sillons de la surface corticale interne (p=0,95). 
 
15.4.2 Association des biomarqueurs par SVM 
En nous appuyant sur l’approche de fusion des biomarqueurs par SVM (noyau sigmoïde : 
(x,y) → tanh(gamma*x*y + coef0) ; gamma = 0.248; coef0 = 0.3; constante de coût pour le 
lagrangien = 0.6) (section 12.2.2), l’AUC obtenue pour la classification sMCI vs pMCI en 
validation croisée était de l’ordre 83% (0,83 (0,77;0,89)) avec une sensibilité de l’ordre de 
76% (0,76 (0,67;0,85)) et une spécificité de l’ordre de 74% (0,67 (0,65;0,82)). Nos résultats 
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ont montré une amélioration significative de l’AUC par rapport à celles des classifieurs 
individuels (obtenues pour chaque biomarqueur) (p<0,01 dans tous les cas) (Figure 15.c). 
 
 
 
Figure 15.c : En associant les biomarqueurs, nous obtenons une amélioration significative de la capacité 
de prédiction des MCI qui développent la maladie au cours des 24 mois après l’inclusion par rapport aux 
capacités des classifieurs individuels.  
15.5 Discussion 
L’une des principales limitations des tests neuropsychologiques dans la prédiction de la 
conversion vers la maladie d’Alzheimer provient de la réserve cognitive qui biaise les 
résultats neuropsychologiques et peut masquer les premiers signes de la maladie, 
particulièrement chez les individus possédant un haut niveau d’éducation. Ces derniers ont en 
général de meilleurs résultats aux tests neuropsychologiques que les sujets possédant un faible 
niveau d’éducation alors que leurs atteintes anatomiques sous-jacentes sont plus importantes 
(Stern, 2006). En parallèle, nombreuses sont les études qui montrent la fiabilité de la 
neuroimagerie à quantifier de façon précoce les premières manifestations de la pathologie et 
des études récentes ont également montré sa meilleure capacité à refléter la pathologie sous-
jacente par rapport à la neuropsychométrie notamment parce qu’elle serait moins affectée par 
la réserve cognitive (Querbes et al., 2009; Stern, 2006) d’où l’intérêt porté aux biomarqueurs 
de la neuroimagerie pour le diagnostic précoce. Ces derniers sont principalement issus de la 
TEP et de l’IRM mais cette dernière modalité possède néanmoins des avantages par rapport à 
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la TEP en raison de sa rapidité, de son accessibilité et de son caractère non invasif. Dans une 
étude réalisée en 2009, Querbes et al. (2009) ont ainsi estimé l’épaisseur de plusieurs régions 
corticales à partir d’IRM anatomiques pondérées en T1. Les auteurs ont montré qu’il était 
possible à partir des épaisseurs corticales de certaines régions de prédire avec une précision de 
76% une conversion vers la maladie d’Alzheimer au cours des 24 mois suivant un examen 
d’IRM anatomique chez les individus MCI.  
 
Cependant, aucune étude n’a exploré l’apport des biomarqueurs morphologiques de la surface 
corticale au diagnostic précoce. Un des points importants de notre étude est que nous évaluons 
la capacité de la courbure, aussi bien de la surface corticale externe qu’interne et sa 
complémentarité avec l’épaisseur corticale, au diagnostic précoce de la maladie. 
 
A l’exception de la courbure des circonvolutions de la surface corticale interne qui discrimine 
de façon quasi-aléatoire les AD et les HC, nous montrons que les courbures corticales des 
sillons de la surface corticale interne et des sillons et circonvolutions de la surface externe 
permettent de différencier ces deux groupes de sujets. Les régions corticales permettant la 
meilleure discrimination AD vs HC incluaient majoritairement les régions temporales et 
cingulaires. Ces résultats surprennent peu dans la mesure où ces régions sont les plus 
précocement atteintes par la maladie et donc les plus sévèrement touchées du point de vue 
morphologique. La capacité de l’épaisseur corticale à discriminer les AD et les HC était de 
l’ordre de 89%, ce résultat est comparable à celui obtenu par Querbes et al. (2009). Nous 
montrons que la capacité de l’épaisseur corticale à discriminer les AD et les HC est supérieure 
à celles des courbures des sillons et des circonvolutions des surfaces corticales externe et 
interne. Il est intéressant de souligner que la courbure des circonvolutions de la surface 
corticale externe fournit une performance assez proche de celle de l’épaisseur corticale (81%). 
Ce résultat était attendu au regard des relations fortes entre ces deux biomarqueurs mises en 
évidence dans les chapitres précédents.  
 
En termes de capacité prédictive (sur un horizon de 24 mois), l’épaisseur corticale donne un 
résultat de 72%. Ce résultat est comparable à celui de Querbes et al. (2009) et il est élevé par 
rapport à ceux de la littérature : Ewers et al. (2012) discriminent les MCI stables et progressifs 
sur un horizon de 3.3 ans avec une fiabilité de 68,5% à partir de l’épaisseur du cortex 
entorhinal. Davatzikos et al. (2011) obtiennent une capacité prédictive de 62% sur un horizon 
de 12 mois en combinant les volumes de plusieurs régions cérébrales et des biomarqueurs 
Partie III. Application 
 
137 
 
issus du LCS ; Westman et al. (2012) obtiennent une capacité prédictive allant de 58,6% à 
66,4% en combinant les épaisseurs et les volumes de certaines régions cérébrales avec des 
biomarqueurs issus du LCS sur un horizon allant de 12 à 36 mois. Devanand et al. (2007) 
obtiennent en associant des scores cognitifs et les volumes du cortex entorhinal et de 
l’hippocampe une capacité prédictive de 87,7% mais l’âge seul classe les sujets à 71,9%. 
Visser et al. (2002) discriminent à 81% les MCI stables et progressifs sur un horizon moyen 
d’environ 24 mois en s’appuyant sur une combinaison de scores cognitifs et de volumes de 
régions cérébrales mais l’âge permettait à lui seul de classer les sujets à 78%.  
 
Nous montrons que l’épaisseur corticale possède une meilleure capacité de prédiction que les 
courbures des sillons et des circonvolutions de la surface corticale externe. Nous remarquons 
que bien que la courbure des sillons de la surface corticale interne possède des performances 
nettement moins élevées que l’épaisseur corticale pour la discrimination des AD et des HC, 
elle donne une performance proche de celle de l’épaisseur corticale pour le diagnostic précoce 
mais elle possède cependant une sensibilité nettement plus faible. 
 
La meilleure performance prédictive de l’épaisseur corticale par rapport à la courbure pourrait 
provenir d’une meilleure capacité à quantifier les atteintes anatomiques du cortex cérébral 
liées à la pathologie par rapport à la courbure corticale. Un autre facteur susceptible 
d’influencer les performances prédictives est la parcellisation du cortex en 24 regroupements 
d’aires de Brodmann, cette parcellisation est probablement plus adaptée pour l’épaisseur 
corticale que pour la courbure. Soulignons toutefois que l’étude des interactions entre les 
biomarqueurs dans les ROI (chapitre 14) a été facilitée par l’utilisation d’un atlas de 
parcellisation commun pour les biomarqueurs. 
 
Nous obtenons une amélioration significative des performances au diagnostic précoce en 
associant les biomarqueurs par rapport aux performances des classifieurs individuels (+11% 
au moins sur l’AUC). Le noyau pour lequel nous obtenons les meilleures performances au 
diagnostic précoce est un noyau sigmoïde. Ceci laisse suggérer l’existence de relations non 
linéaires entre l’épaisseur corticale et la courbure corticale. Ces résultats montrent aussi que 
ces deux biomarqueurs ne contiennent pas des informations totalement redondantes sur la 
morphologie du cortex et que la courbure, en complémentarité avec l’épaisseur corticale, a un 
rôle à jouer dans  l’amélioration du diagnostic précoce de la maladie. 
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Chapitre 16 Conclusion des études 
Alors que la majorité des études relatives à l’impact de la maladie d’Alzheimer et à celui du 
vieillissement normal sur la morphologie de la surface corticale concerne les sillons de la 
surface corticale externe, nous montrons que la morphologie des circonvolutions de cette 
interface corticale est aussi modifiée par la maladie et par l’âge. Nous montrons aussi que la 
maladie et l’âge possèdent une influence sur la morphologie des sillons et sur celle des 
circonvolutions de la surface corticale interne.  
 
Nous mettons en évidence des interactions entre les biomarqueurs, aussi bien pour la surface 
externe du cortex que pour sa surface interne. Nous montrons que les relations 
qu’entretiennent les biomarqueurs ne sont pas les mêmes selon la surface corticale considérée 
et que la maladie influence ces relations. 
 
L’épaisseur corticale possède une meilleure capacité que la courbure corticale pour le 
diagnostic précoce de la maladie (sur un horizon temporel de conversion de 24 mois). En 
associant l’épaisseur corticale et la courbure corticale, nous améliorions significativement le 
diagnostic précoce.  
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Nous avons fait le choix de la courbure corticale et de la dimension fractale en tant que 
biomarqueurs morphologiques de la surface corticale. Nous avons développé des méthodes 
afin de les estimer puis nous les avons appliquées, en complémentarité avec l’estimation de 
l’épaisseur corticale, pour quantifier la morphologie du cortex cérébral chez des sujets 
normaux, des sujets diagnostiqués Alzheimer probable (McKhann et al., 1984) et des sujets 
atteints de troubles cognitifs légers (Mild Cognitive Impairment (MCI)) (Petersen et al., 
1999). 
 
L’originalité de notre approche a été d’estimer les courbures des sillons et des circonvolutions 
de la surface interne (interface substance blanche/substance grise) et de la surface externe 
(interface substance grise / liquide cérébro-spinal) du manteau cortical ainsi que les 
dimensions fractales de ces deux surfaces. En effet, la majorité des études s’appuyant sur les 
biomarqueurs morphologiques de la surface corticale concerne la surface corticale externe et 
se limite dans la majorité des cas aux sillons. Par ailleurs, à notre connaissance, aucune étude 
ne s’est spécifiquement intéressée à la morphologie des sillons et à celle des circonvolutions 
de la surface corticale interne aussi bien au cours du vieillissement normal que dans le cadre 
de la maladie d’Alzheimer ainsi qu’à l’apport de la courbure corticale au diagnostic précoce 
de la maladie.  
 
Les résultats de notre étude montrent une influence de la maladie d’Alzheimer sur les 
morphologies des surfaces corticales interne et externe. Nous montrons notamment que la 
maladie est respectivement associée à un élargissement des sillons et à un plissement des 
circonvolutions de la surface corticale externe. Nous montrons parallèlement qu’elle modifie 
de façon significative la morphologie de la surface interne du manteau cortical en élargissant 
les sillons et les circonvolutions. L’élargissement de ces structures, de même que la 
diminution de la dimension fractale de la surface corticale interne suggèreraient un 
aplatissement de cette interface corticale avec la pathologie. 
 
Alors que les relations entre l’âge et l’épaisseur corticale ont fait l’objet de nombreuses 
études, nous montrons que l’âge et l’épaisseur corticale interagissent aussi avec la 
morphologie des sillons et celle des circonvolutions, nous remarquons que ces interactions ne 
sont pas les mêmes pour les sillons et les circonvolutions ainsi que pour les surfaces interne et 
externe du manteau cortical. Nous avons également mis en évidence un impact significatif de 
la maladie d’Alzheimer sur ces interactions. Ces premiers résultats méritent d’être 
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approfondis dans des travaux futurs, il pourrait être intéressant également d’intégrer des 
biomarqueurs de l’intégrité de la substance blanche et en particulier de la substance blanche 
sous-corticale tels que ceux issus de l’IRM de diffusion afin d’observer comment les atteintes 
de la substance blanche influent sur la morphologie des surfaces corticales et notamment sur 
celle de la surface interne. De même, il serait intéressant d’inclure à l’étude des scores 
neurologiques afin d’explorer les liens entre les capacités cognitives et la morphologie 
corticale. 
 
En termes d’application diagnostique à la maladie d’Alzheimer, nous constatons que la 
courbure corticale possède une capacité prédictive inférieure à celle de l’épaisseur corticale. 
Nous montrons néanmoins que leur association améliore significativement le diagnostic 
précoce, suggérant ainsi qu’ils ne véhiculent pas des informations complétement redondantes. 
Nous avons fait le choix d’un horizon temporel de conversion de 24 mois, qui est un horizon 
assez classique et qui nous a permis de mener l’étude sur un nombre important de sujets, ces 
derniers ayant pour la plupart été suivis au moins jusqu’à 24 mois après l’inclusion dans la 
base ADNI1. 
 Il serait intéressant de faire varier l’horizon temporel de conversion vers la maladie et 
d’observer les performances prédictives de l’épaisseur corticale et de la courbure corticale en 
fonction de l’horizon temporel. 
 
Dans le développement des biomarqueurs, leur analyse et leur application au diagnostic 
précoce, nous avons fait des choix méthodologiques en essayant de trouver un juste 
compromis entre la fiabilité des méthodes et leur temps d’exécution. Il faut rappeler en effet 
que dans une perspective d’utilisation de ces biomarqueurs en routine clinique, les méthodes 
développées doivent être fiables mais également rapides et automatiques. Ces choix ont porté 
notamment sur : 
L’élimination des résidus crâniens : nous avons utilisé une technique de connexité 
relativement simple, rapide et efficace. Néanmoins, sa principale limitation réside dans le fait 
qu’elle est incapable d’éliminer les résidus crâniens ou autres tissus non cérébraux lorsque ces 
derniers sont en contact avec le manteau cortical. Une solution consisterait à utiliser des 
techniques de morphologie mathématique afin de désolidariser les résidus crâniens (par des 
érosions), de les éliminer en utilisant la technique de connexité puis de compléter par des 
dilatations. Cette solution possède cependant quelques limitations notamment lorsque la zone 
de contact entre les morceaux de crâne et la substance grise est de taille relativement 
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importante par rapport à l’épaisseur du manteau cortical, dans ce cas les opérations 
d’érosion/dilatation ne suffisent pas à désolidariser les résidus crâniens du cortex. La 
technique morphologique d’érosion/dilatation entraîne aussi des modifications de la forme du 
manteau cortical particulièrement dans les régions ayant une faible épaisseur. Pour ces 
raisons, nous nous sommes limités à la technique de connexité. 
  
L’extraction des surfaces corticales : la méthode que nous avons utilisée pour extraire les 
surfaces corticales, basée sur des opérations de dilatation morphologique, est une méthode 
relativement simple et rapide qui nécessite toutefois que les images traitées soit binaires. Des 
méthodes plus sophistiquées de détermination et d’extraction des surfaces corticales méritent 
en perspective d’être explorées. On peut citer la technique du ” Marching Cubes” (Lorensen 
and Cline, 1987) ou des méthodes faisant appel à des modèles déformables (Dale et al., 1999; 
Fischl et al., 1999; Han et al., 2003; Kim et al., 2005; Kriegeskorte and Goebel, 2001; 
MacDonald et al., 2000) et qui permettent, en ajoutant des contraintes dans le processus de 
reconstruction de la surface, une meilleure précision et une meilleure robustesse vis-à-vis du 
bruit (Kim et al., 2005; MacDonald et al., 2000). Ces méthodes sont toutefois plus difficiles à 
mettre en œuvre et nécessitent des temps de calcul importants. 
 
La parcellisation en regroupements d’aires de Brodmann et le choix de l’atlas : nous avons 
utilisé la même parcellisation en regroupements d’aires de Brodmann que Querbes et al. 
(2009) à quelques différences près. Il serait intéressant dans des prochains travaux d’utiliser 
une parcellisation différente notamment pour la courbure corticale. De plus en plus d’études 
récentes (Kochunov et al., 2008, 2005; Liu et al., 2013a, 2013b, 2012, 2010) s’intéressant à la 
morphologie des sillons utilisent notamment le logiciel BrainVisa23 qui dispose d’un atlas des 
sillons (BSA Atlas Brainvisa Sulci atlas) et d’un outil permettant une identification 
automatique des sillons par une approche basée sur les réseaux de neurones (Perrot et al., 
2011, 2009; Rivière et al., 2002). L’atlas des aires de Brodmann utilisé dans notre étude est 
celui fourni par le logiciel MRIcro et librement mis à la disposition de la communauté 
scientifique. D’autres atlas sont également disponibles dans le logiciel MRIcro mais bien que 
certaines études utilisent ces atlas (Ota et al., 2014; Thottakara et al., 2006) peu 
d’informations sont disponibles sur la façon dont les régions ont été déterminées. L’avantage 
néanmoins de disposer d’un atlas est de permettre une estimation d’une valeur moyenne des 
                                                 
23 http://brainvisa.info/ 
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biomarqueurs par ROI de façon automatique sans intervention manuelle pour délimiter les 
ROI. 
 
L’estimation de la courbure corticale a d’autres champs d’application que la maladie 
d’Alzheimer, il serait intéressant dans le futur de l’appliquer à d’autres maladies 
neurologiques. 
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Annexe 1 ADNI 
Le projet ADNI (Alzheimer’s Disease Neuroimaging Initiative) a pour objectif le 
développement de biomarqueurs cliniques, génétiques, biochimiques ou issus de l’imagerie en 
vue du diagnostic précoce de la maladie d’Alzheimer ou de son suivi. 
Il s’agit d’une étude longitudinale et multicentrique dont le financement provient 
d’organismes du secteur publique et privé américains et qui met à la disposition de la 
communauté scientifique internationale les données d’une vaste population de sujets 
normaux, pathologiques (AD probables) ou atteints de troubles cognitifs légers (MCI). 
Depuis sa création en 2004, ADNI a notamment permis des avancées significatives dans la 
compréhension des processus biologiques et physiopathologiques au cours du vieillissement 
normal et dans la maladie d’Alzheimer, l’amélioration de l’efficacité de certains traitements 
cliniques en favorisant le développement de méthodes permettant le diagnostic précoce de la 
maladie ainsi que la mise en place de procédures de standardisation des données cliniques et 
d’imageries issues de plateformes multicentriques (Weiner et al., 2012). 
 
Les critères d’inclusion généraux des sujets de l’ADNI et les critères spécifiques à chaque 
groupe (normaux, MCI, AD probables) sont mentionnés ci-dessous. Pour plus de détails sur 
les critères d’inclusion : 
http://adni.loni.usc.edu/wp-content/uploads/2010/09/ADNI_GeneralProceduresManual.pdf 
 
Critères d’inclusion généraux: 
· Avoir entre 55 ans et 90 ans    
· Etre exempt de dépression (Geriatric Depression Scale inférieur à 6) 
· Avoir un score au test Hachinski inférieur ou égal à 4 
· Etre en bonne santé  
· Parler couramment l’anglais ou l’espagnol 
· Avoir toutes ses facultés auditives et visuelles pour mener correctement les tests 
neuropsychologiques 
· Pas de contre-indications médicales à un scanner IRM. 
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Critères d’inclusion spécifiques : 
a) Critères d’inclusion spécifiques au groupe des sujets normaux : 
· Pas de plaintes mnésiques en dehors de celles généralement observées chez les sujets 
du même âge 
· Pas d’altérations des capacités de mémorisation ; les capacités de mémorisation sont 
évaluées par le biais du test Logical Memory II - Wechsler Memory Scaled (Wechsler, 
1987) ajusté du niveau d’éducation, le score doit être : 
- Supérieur ou égal à 9 pour un niveau d’éducation supérieur ou égal à 16 ans 
- Supérieur ou égal à 5 pour un niveau d’éducation compris entre 8 et 15 ans 
- Supérieur ou égal à 3 pour un niveau d’éducation compris entre 0 et 7 ans 
· Score au Mini-Mental State Exam (MMSE) (Folstein et al., 1975) compris entre 24 et 
30 
· Score au Clinical Dementia Rating (CDR) (Morris, 1993) égal à 0 incluant un score de 
0 au Memory Box 
· Pas d’altérations des fonctions cognitives entraînant un handicap dans les tâches 
quotidiennes de l’individu. 
 
b) Critères d’inclusion spécifiques au groupe des MCI : 
· Plaintes mnésiques de la part du sujet et confirmées par un proche 
· Altérations des capacités de mémorisation observées par le biais du test Logical 
Memory II - Wechsler Memory Scaled ajusté du niveau d’éducation, le score doit 
être : 
- Inférieur ou égal à 8 pour un niveau d’éducation supérieur ou égal à 16 ans 
- Inférieur ou égal à 4 pour un niveau d’éducation compris entre 8 et 15 ans 
- Inférieur ou égal à 2 pour un niveau d’éducation compris entre 0 et 7 ans 
· Score au Mini-Mental State Exam (MMSE) compris entre 24 et 30 
· Score au Clinical Dementia Rating égal à 0.5 incluant un score d’au moins 0.5 au 
Memory Box 
· Les performances cognitives sont suffisamment préservées pour que le diagnostic de 
la maladie d’Alzheimer ne puisse être posé au moment de la visite. 
 
c) Critères d’inclusion spécifiques au groupe des AD : 
· Plaintes mnésiques de la part du sujet et confirmées par un proche 
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· Altérations des capacités de mémorisation observées par le biais du test Logical 
Memory II - Wechsler Memory Scaled ajusté du niveau d’éducation, le score doit 
être : 
- Inférieur ou égal à 8 pour un niveau d’éducation supérieur ou égal à 16 ans 
- Inférieur ou égal à 4 pour un niveau d’éducation compris entre 8 et 15 ans 
- Inférieur ou égal à 2 pour un niveau d’éducation compris entre 0 et 7 ans 
· Score au Mini-Mental State Exam (MMSE) compris entre 20 et 26 
· Score au Clinical Dementia Rating égal à 0.5 ou 1 
· Satisfait les critères de AD probable selon le NINCDS/ADRDA (McKhann et al., 
1984).  
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Annexe 2 Calcul de l’épaisseur corticale (Jones et al., 2000; Querbes et 
al., 2009) 
Propriétés de l'épaisseur corticale:  
Considérons le manteau cortical comme un volume V délimité par deux surfaces S et S' 
représentant respectivement la surface interne du cortex (interface substance blanche/ 
substance grise) et la surface externe du cortex (interface substance grise/LCS). 
Nous définissons l’épaisseur corticale comme la longueur du chemin qui lie chaque point de S 
à un point de  S' et satisfaisant certaines propriétés: 
· Il doit être continu et inclus dans V 
· Il associe à chaque point P de la surface S un seul est unique point P' de la surface S', 
et réciproquement si P' est le point associé à P alors P est le point associé à P' 
· La longueur du chemin reliant un point P de la surface S à un point P' de la surface Sꞌ 
est exactement égale à la longueur du chemin reliant le point P' au point P 
· A chaque point de V est associé un seul et unique chemin, autrement dit les chemins 
ne se chevauchent pas. 
 
Description de la méthode de calcul de l'épaisseur corticale  : 
Une des méthodes de calcul de l'épaisseur corticale et respectant les propriétés précédentes est 
une méthode basée sur la résolution de l'équation de Laplace (Jones et al., 2000). 
Résoudre l'équation de Laplace dans le volume V du manteau cortical consiste à résoudre une 
équation partielle différentielle du second ordre d’une fonction φ définie en tout point du 
manteau cortical et telle que : ׏߮ ൌ ߲߮;߲ݔଶ ൅߲߮;߲ݕଶ ൅߲߮;߲ݖଶ ൌ ͲܧݍǤ ͳ 
 
Avec φ = φ1, φ = φ2 aux interfaces S et S’ ; φ1 ≠ φ2. 
Les fonctions harmoniques qui résultent de la résolution de l’équation de Laplace forment à 
l’intérieur du volume V un ensemble de surfaces intermédiaires (surfaces isopotentielles) 
reliant de façon continue les surfaces S et Sꞌ ; les lignes de champ, perpendiculaires aux 
surfaces isopotentielles sont ensuite déduites et permettent l’estimation de l’épaisseur 
corticale en chaque point du volume cortical (Figure 1). 
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Figure 1: Les lignes de champs (streamlines) sont obtenues en intégrant le champ de vecteurs unitaires 
perpendiculaire aux surface équipotentielles (equipotential surfaces). Les points P1, P2, P3, P4 et P5 
possèdent une seule et unique épaisseur corticale qui correspond à la longueur de la ligne de champ 
reliant P1 à P5 et passant par P2, P3 et P4 (Jones et al 2000). 
 
Calcul de l’épaisseur corticale  : 
Afin de résoudre ܧݍǤ ͳ et les conditions limites φ = φ1, φ = φ2 aux interfaces S et S’, une 
méthode itérative de Jacobi est utilisée. L’algorithme comprend trois phases : 
· Une phase d’initialisation au cours de laquelle les conditions initiales et les conditions 
limites aux interfaces S et S’ du champ scalaire φ sont fixées. 
· Une phase itérative au cours de laquelle la fonction φ est estimée en tout point du 
volume cortical. 
· Une phase d’arrêt qui permet, en se fixant un critère d’arrêt, de considérer que 
l’algorithme a convergé et que la solution obtenue est stable. 
 
Phase d’initialisation: 
Dans la phase d’initialisation, les conditions initiales du champ scalaire φ sont fixées : 
A l’intérieur du manteau cortical, la fonction φ est initialisée à un potentiel initial de 0. 
Aux interfaces limites : 
φ = φ1 = 0 pour l’interface substance blanche/substance grise. 
φ = φ2 = 1000 pour l’interface substance grise/LCS. 
Les conditions imposées aux limites n’influencent pas le calcul des lignes de champ et par 
conséquent celui de l’estimation de l’épaisseur corticale. En revanche, il est nécessaire 
d’imposer des conditions limites différentes pour les deux interfaces. 
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Phase itérative: 
Dans l’ensemble du manteau cortical, l’équation de Laplace est résolue de manière itérative. 
A chaque itération et en chaque point du manteau cortical, φ est recalculé en prenant la valeur 
moyenne de ses six voisins immédiats : 
 ߮௜ାଵሺݔǡ ݕǡ ݖሻ ൌ ሾ߮௜ሺݔ ൅ ߲ݔǡ ݕǡ ݖሻ ൅ ߮௜ሺݔ െ ߲ݔǡ ݕǡ ݖሻ ൅߮௜ሺݔǡ ݕ ൅ ߲ݕǡ ݖሻ ൅߮௜ሺݔǡ ݕ െ߲ݕǡ ݖሻ ൅߮௜ሺݔǡ ݕǡ ݖ ൅ ߲ݖሻ ൅ ߮௜ሺݔǡ ݕǡ ݖ െ ߲ݖሻሿȀ͸ 
 ߮௜ሺݔǡ ݕǡ ݖሻrepésente la valeur de φ à l’itération i et au point de coordonnés (x,y,z) du manteau 
cortical. 
 
Critère d’arrêt: 
A chaque itération i, nous mesurons l’énergie εi du champ scalaire φ à l’intérieur du volume 
cortical. La phase itérative se poursuit jusqu’à ce que 
᠁೔ି᠁೔షభ᠁೔ soit inférieur à un seuil. Nous 
fixons ce seuil àͳͲିହ. 
 
La résolution de l’équation de Laplace conduit à l’obtention de fonctions harmoniques 
représentées par des surfaces équipotentielles définies en tout point du volume cortical et 
formant un ensemble continu de couches reliant la surface interne du cortex (interface 
substance blanche/ substance grise) à la surface externe du cortex (interface substance 
grise/LCS). 
 
Calcul de l’épaisseur corticale : 
Les lignes de champ sont ensuite calculées à partir de ces surfaces équipotentielles: 
Le gradient normalisé du champ scalaire φ permet d’obtenir un champ de vecteurs unitaires N 
défini en tout point du manteau cortical et perpendiculaire aux surfaces équipotentielles: ܰ ൌ ׏ɔԡ׏ɔԡ 
Les lignes de champ sont obtenues en intégrant le long de la direction définie par N jusqu’au 
interfaces S et S’. L’épaisseur corticale en un point P du manteau cortical est ainsi définie 
comme étant la longueur de la ligne de champ reliant les deux interfaces S et S’ et passant par 
P. 
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Annexe 3 Calcul du DFBETAS 
Considérons le modèle de régression linéaireܻ ൌ ܺߚ ൅ ᠁ , où ܺ et ܻ représentent 
respectivement la variable explicative et la variable expliquée ; dans notre étude, il s’agit 
respectivement du logarithme de la taille des cubes ሺ݈݋݃ሺݎሻሻ et du logarithme du nombre de 
cubes recouvrant la surface corticaleሺ݈݋݃ܰሺݎሻሻ. ߚ est le coefficient de régression et ᠁ la 
variable résiduelle. 
 
Sous forme matricielle : 
ܺ ൌ ۉۈ
ۇሺ ൌ ʹ଴ሻሺ ൌ ʹଵሻڭሺ ൌ ʹ଻ሻሺ ൌ ʹ଼ሻیۋ
ۊ Ǣ ܻ ൌ ۉۈ
ۇሺܰሺ ൌ ʹ଴ሻሻሺܰሺ ൌ ʹଵሻሻڭሺܰሺ ൌ ʹ଻ሻሻሺܰሺ ൌ ʹ଼ሻሻیۋ
ۊ Ǣ ᠁ ൌ ۉۈ
ۇߝଵߝଶڭߝ଼ߝଽیۋ
ۊ
 
 
Calcul de la matrice des résidus et du  DFBETA : 
Le DFBETA pour le ݅°௠௘point est défini par :  
 ܦܨܤܧܶܣ௜ ൌ ߚ െ ߚሺ݅ሻ 
 
où ߚ et ߚሺ݅ሻ représentent respectivement le coefficient de régression obtenu  respectivement 
en incluant le ݅°௠௘point (i.e. en prenant en compte l’ensemble des points) et en excluant le ݅°௠௘point lors de la régression. Afin de faciliter les comparaisons lorsque le DFBETA est 
estimé sur plusieurs paramètres, celui-ci est normalisé par l’écart typeߪሺߚሻ du coefficient de 
régression (Belsley et al., 2004; Chatterjee and Hadi, 1986; David A Belsley, 1980; Li, 2007). 
Le DFBETA normalisé, noté DFBETAS vaut : ܦܨܤܧܶܣܵ௜ ൌߚ െ ߚሺ݅ሻߪሺߚሻ  
En posant:  ܥ ൌ ሺܺ௧ܺሻିଵܺ௧
 
On montre que :  ܦܨܤܧܶܣܵ௜ ൌ ܿ௜ඥσ ܿ௞ଶ௡௞ୀଵ ߝ௜ሺͳ െ ݄௜௜ሻඥݏሺ݅ሻ 
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oùܿ௜, ߝ௜ et ݄௜௜ correspondent respectivement au ݅°௠௘élément de la matriceܥ, de la matrice 
des résidus᠁ et de la matrice chapeauܪ définie par ܪ ൌ ܺሺܺ௧ܺሻିଵܺ௧Ǥ ݊ représente le 
nombre total de points de la régression (dans notre cas ݊ ൌ ͻ). ݏetݏሺ݅ሻreprésentent le résidu 
moyen quadratique lorsque le ݅°௠௘point est respectivement inclus et omis lors de la 
régression. Ces quantités peuvent être calculées par (Chatterjee and Hadi, 1986; Li, 2007): 
 ݏሺ݅ሻ ൌ  ሺ݊ െ ݌ሻݏሺ݊ െ ݌ െ ͳሻ െ ߝ௜ଶሺ݊ െ ݌ െ ͳሻሺͳ െ ݄௜௜ሻ 
 ݏ ൌ  ͳ݊ െ ݌෍ߝ௜ଶ ൌ௡௜ୀଵ ͳͺ෍ߝ௜ଶ௡௜ୀଵ  
 
où ݌ est le nombre de coefficients de régression, dans notre étude݌ ൌ ͳ. D’où : 
 ݏሺ݅ሻ ൌ ͺݏ͹ െ ߝ௜ଶ͹ሺͳ െ ݄௜௜ሻ ݏ ൌ ͳͺ෍ߝ௜ଶ௡௜ୀଵ  
 
Les points ayant un DFBETAS supérieur à  
ଶξ௡ (Chatterjee and Hadi, 1986; David A Belsley, 
1980) sont considérés comme ayant une influence relativement grande sur l’estimation du 
coefficient de régression. 
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Résumé en français  
Les modifications de la morphologie du cortex cérébral induites par la maladie 
d'Alzheimer à ses stades précoces contribuent à l’intérêt croissant à l’égard des biomarqueurs 
de la morphologie corticale. Ceux-ci permettraient notamment une meilleure compréhension 
de l’impact de cette pathologie sur l’anatomie cérébrale et une détection plus précoce de la 
maladie. 
L’originalité de notre travail par rapport au reste de la littérature est de s’intéresser à la 
morphologie des surfaces interne (interface substance blanche / substance grise) et externe 
(interface substance grise / liquide cérébro-spinal) du cortex cérébral.   
Dans cette perspective, nous avons développé des méthodes d’estimation de la 
courbure et de la dimension fractale des surfaces corticales. A partir de ces biomarqueurs 
morphologiques et de l’épaisseur corticale dont la méthode d’estimation a été précédemment 
développée dans le laboratoire, nous avons exploré l’impact de la maladie d’Alzheimer sur la 
morphologie du manteau cortical et nous avons évalué leur apport individuel et celui de leur 
association au diagnostic précoce de la maladie. 
Nos résultats montrent une influence significative de la pathologie sur la morphologie 
des sillons et sur celle des circonvolutions des surfaces corticales interne et externe. En termes 
d’application diagnostique, nous montrons que prises isolément, l’épaisseur corticale présente 
une meilleure capacité prédictive que la courbure corticale, nous ne constatons en revanche 
aucune capacité prédictive de la dimension fractale. Par contre, nous montrons que 
l’utilisation conjointe de l’épaisseur corticale et de la courbure permet une amélioration 
significative du diagnostic précoce. 
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TITLE: Morphological biomarkers of the cerebral cortex using T1-weighted MRI: 
application to Alzheimer’s disease 
 
ABSTRACT  
Morphological alterations of the cortical mantle in early stage of Alzheimer’s disease have led 
to an increasing interest towards morphological biomarkers of the cerebral cortex. By 
providing a quantitative measure of the cortical shape, morphological biomarkers could 
provide better understanding of the impact of the disease on the cortical anatomy and play a 
role in early diagnosis. 
Therefore, as a primary goal in this study, we developed cortical surface curvature and fractal 
dimension estimation methods. We then applied those methods, together with the estimation 
of cortical thickness, to investigate the impact of Alzheimer’s disease on the cortical shape as 
well as the contribution of cortical thickness and cortical curvature to the early diagnosis of 
Alzheimer’s disease. The originality of this work lies in the estimation of sulcal and gyral 
curvature of the internal (gray matter/white matter boundary) and external (gray 
matter/cerebrospinal fluid boundary) cortical surfaces in addition to the fractal dimensions of 
these boundaries. Our results showed significant impact of Alzheimer’s disease on sulcal and 
gyral shapes of the internal and external cortical surfaces. In addition, cortical thickness was 
found to have better ability than cortical curvature for the early diagnosis of Alzheimer’s 
disease; no significant ability for the early diagnosis was found using fractal dimension. 
However, we found significant improvement in early diagnosis by combining cortical 
thickness and cortical curvature. 
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