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1Einleitung
Es seien X,Z (separierte) topologische Vektorräume und
X+ ein Kegel'in X. Unser Ausgangspunkt ist die "deter-
ministische" Optimierungsaufgabe
Bestimme
inf {cxIAx=b,x~e},
wobe~ A E L(X,~) b ~ Z und cE X*+. Sind nun die "Daten"
(A,b,c) stochastische Grössen, d.h. ist (A,b,c) eine
messbare Abbildung
. *(A,b,c) : rl-L(X,Z)xZxX
wobei rlTräger eines Wahrscheinlichkeits(W-)raumes
(rl,01 ,P) und c EX: P-fast sicher ist, so heisst (A,b,c)
ein stochastisches Programm und (A(w),b(w),c(w»,
w e rleine Realisierung' dieses Programms.
Eine Entscheidung,d.h. die Wahl eines Elements x aus X
oder aus einer Teilmenge X von X führt bei elner daraufo
folgenden Realisierung dieses Programms zum Ergebnis
e = e(w,x) = (c(w)x,A(w)x-b(w».
Damit stehen wir vor dem Problem der Wahl einer Entschei-
dungsregel, wozu wir zumindest eine Ordnung auf der Menge
IE = {e(w,x)!W€rl,x.EXo}
der Ergebnisse benötigen. Da wir später im wesentlichen
die Bayes-Regel verwenden werden, stellt sich das wei-
tere Problem der Existenz einer (zumindest) messbaren
.Nutzenfunktion der verwendeten Ordnung auf E.
Die Erläuterung der in der vorliegenden Arbeit verwende-
ten Zeichen und Begriffe befindet sich am.Schluss der
jeweiligen Seite oder im Anhang.
I. Ent~cheidungstheoretische Grundlagen
~ 1. Ordnungen und Skalen
~nter einer Ordnung (geordneten Menge) (X,~,<) verstehen
wir eine Menge X mit zwei binären Relationen "~,<", die
den Axiomen
.01. Für alle (x,y) E XxX gilt genau eine der Relationen
x<y, y<x, x~y
02. "~,,ist eine Äquivalenzrelation
03. "<" ist transitiv
genügen.
Von grosser Bedeutung sind die Ordnungen für die ein Ho-
momorphismus von (X,~,<) in (~,=,<) existiert:
Def. 1.1. Eine Skala einer Ordnung (X,~,<) ist eine Ab-
bildung m: X - R mit den Eigenschaften
x<y ~ m(x)<m(y)
x~y ) m (x)=m (y)
Bemerkung. Ist m Skala der Ordnung (X,~,<), dann gelten
die Implikationen
x<y <;::::=::> m(x)<m(y)
x~y ~ m(x) =m(y)
Zur Definition von Entscheidungsregeln benötigt man Ska-
len, die bis auf gewisse lineare Transformationen ein-
deutig bestimmt sind:
Def. 1.2. Es sei S die Menge der Skalen einer Ordnung
(X,~,<) und £ eine Teilmenge von S (!repräsentiert ei-
ne gewisse für m E S definierte (zusätzliche) Eigen-
schaft. Eine Skala m dieser Ordnung mit m e ! heisst
l - Nutzenfunktion, falls sich ein beliebiges m' E ~
.von m höchstens um ein Element aus f = {TI~(t)=at+ß,
t E 11; a, ß E IR, a>0 } unterscheidet .
IR = Menge der reellen Zahlen; Statt x<y schreiben wir
auch y>x.
3Im Zusammenhang mit dem Problem der Existenz einer
Nutzenfunktion brauchen wir die folgenden Begriffe
und Aussagen (siehe(8]):
Def. 1.3. Eine Ordnung (X,=,<) heißt ordnungsvollständig,
falls jede nichtleere, nach oben beschränkte Teilmenge
von X ein Supremum besitzt.
Def. 1.4. Ein abgeschlossenes Int'ervall ~,b] ={x! a~x~b}
einer Ordnung (X,=,<) heißt Lücke, falls a<b und das
offene Intervall (a,b)={x!a<x<b}= 0 ist.
Def. 1.5. Die Intervalltopologie einer Ordnung (X,=,<)
ist die von den Intervallen{xlx>a},{x!x<a},aeX, erzeugte
Topologie (auf X).
Def. 1.6. Eine Operation o:XxX--""X auf einer geordneten
Menge (X,=,<) heißt metrisch, falls die Axiome
Mi. (aob)o(cod)=(aoc)o(bOd) für beliebige a,b,c,dEX
M2. x~xoa,xEX und x~aox, xeX sind für jedes aeX ein-
eindeutige und bezüglich der Intervalltopologie
stetige Operatoren.
"erfüllt sind.
Def. 1.7. Eine Operation dl:XxX - X auf einer geordneten
Menge (X,=,<) heißt additiv, falls die Axiome
A1. dlist kommutativ und assoziativ
A2. x~xdla,xeX ist für jedes aeX ein eineindeutiger
und bezüglich der Intervalltopologie stetiger
Operator.
gelten.
Offenbar ist jede additive Operation metrisch.
o = leere Menge
4Satz 1.1. Eine geordnete Menge (X,=,~) ist genau dann
zusammenhängend (in bezug auf die Intervalltopologie),
falls (X,=,~) ordnungsvollständig ist und keine Lücken
hat.
Beweis: Pfanzagel, Theory of Measurement.
Satz 1.2. Es sei (X,=,<) eine geordnete, zusammenhängen-
de Menge, die mindestens zwei Elemente hat. "0" sei eine
Opera~ion o:XxX--.X. Es existiert genau dann eine (be-
züglich der Intervalltopologie) stetige Skala m der Ord-
nung (X,=,<) mit der Eigenschaft m(aob)=am(a)+ßm(b)+y,
wobei a,ß,y gewisse reelle Konstante sind, wenn "0" ei-
ne metrische Operation ist. Die Skala m ist eindeutig be-
stimmt bis auf positive lineare Transformationen T e r.
Die Konstanten a,ß sind eindeutig bestimmt; es gilt
a=ß=1 genau dann, wenn "0" assoziativ ist.
Beweis: Pfanzagel, Theroy of Measurement.
~ 2. Darstellung von Ordnungen
In dem in der Einleitung beschriebenen Modell ist 8=8RxZ
das bestmögliche Ergebnis (keine Kosten, keine Verletzung
der Restriktion). Man wird daher von zwei Ergebnissen e1,
e2 dasjenige vorziehen, das in einem im folgenden zu prä-
zisierenden Sinn "näher" bei e liegt. Es sei dazu X eine
Menge, 8 ein festes Element. von X und a eine Kette (in
bezug auf die mengentheoretische Inklusion) in X mit
e e f'\a. Durch
x<y < >es gibt ein U f a mit xe U und y $ U
x~y < >xty und xty ,
.wobei x, y EX, werden zwei Relationen auf X definiert. Wie
man leicht zeigt, gilt der
Satz 2.1. (X,~,<) ist eine Ordnung mit e~x für alle x€X.
Wir nennen "~,<" die durch cr erzeugte Ordnung.,
5~ 3. Existenz von Skalen
Es sei nun X ein linearer Raum, e=8X' 0 eine Kette in X
mi teE "0 und e ein weiteres (festes) Element von X.
Durch
und
q(S) = sup{A~oIAe€S}, S€o (1)
x<y. Demnach existiert ein U0 E 0 mit x E U0
Ist VE 0 mit y € V, dann gilt U C V und dahero
"m(x) _{inf{q(S)lxES},,{S\X€S}+ 0 xEX (2)
- +00 , {S x es} = 0 '
definieren wir zwei Funktionale q : 0_ Rund
m : X- R. Zur Untersuchung des Zusammenhangs zwi-
schen m und der durch 0 erzeugten Ordnung sei zunächst
x"vy. Wegen'{U€olx€U} = {v~oIYGV} gilt x"vy => m(x)=m(y).
Es ,sei nun
und y ~ U •o
Daraus folgt im Fall {V € 0 I y G V}+0 die Ungleichung
m(x)~m(y). Da für {VE oly eV}=0 nach Definition m(y)=+oo
ist, ergibt sich die Implikation x<y ::=) m(x)~m(y).
Damit m eine Skala der Ordnung (X,"v,<) ist, behötigen
wir' aber die Implikation x<y =) m(x)<m(y). Wie das fol;"
gende Beispiel 1 zeigt, folgt diese nicht aus den bis-
herigen Voraussetzungen:
Es sei dazu X = ~2, 0={S(e,1), S«-1,O),2)} ( S(x,e) =
= {ye1R21 /Iy-xll < e} und e=(1,0). Für x=,e und y = (-2,0)
gilt dann x<y und m(x)=1=m(y).
Wir benötigen daher die zusätzliche Bedingung
(M) q ist streng monoton (bezüglich" c" )
*
Leider ist, wie das folgende Beispiel 2 zeigt, (M) noch
nicht hinreichend für die oben verlangte Implikation.
R = RU {+oo, -oo}
6Es sei X=1R2, a::{S in=0,1,2, ...} mit, So={xllx11+lx21<1}1 1.1
und S = [-1,1+-JX(-1,J.], n=1,2, ... sowie e=(1,0). We-n n
gen q(SO)=1 und q(S )=1+1 , n~1 ist (M) erfüllt. Fürn n
x=(O,O) und y=(0.6,0.6) gilt dann x e SO' y $So und
ye S , n?;l, also x<y und m(x)=1=m(y).. n
Das obige Beispiel legt nun aber die folgende Bedingung
(T) Gilt x<y, dann enthält {S €alx ES,y ~S} mindestens
zwei Elemente.
nahe.
Wie man nun leicht sieht, ergeben (M) und (T) zusammen
eine hinreichende Bedingung für die gewünschte Impli-
kation. Ist nämlich x<y, dann existieren nach (T) zwei
Elemente U1,U2 Ea mit x EUi und y $Ui, i=1,2. Es sei
U1 CU2. Daraus folgt dann
m(x) ~ q(U1)
< q(U2) (M)
~ q(V)
für alle V e a mit y eV und daher m(x)<m(y).
Es gilt nun der
Satz 3.1. Es sei X ein linearer Raum und a elne Kette in
X mit 8XEAa. Ferner sei e ein festes Element von X. Gel-
ten die zusätzlichen Bedingungen nn und (T), dann ist
das in (2) definierte Funktional m eine Skala der durch
~erzeugten Ordnung. Ist X zusätzlich ein messbarer Raum
(X, 01) und gilt a C Cl , dann ist m messbar.
Beweis. Es ist nur noch die Messbarkeit von m zu zeigen.
Wir betrachten dazu M(a)={xlm(x)<a},aEIR. Es gilt
M(IllI.)={xlinf{q(S)Ix € S}<a}
={xles gibt ein SE a mit x € Sund q(S)<cd=
Im Fall M(a)f0 sei
Folge mit q(S )<an
= U{S Iq(S)<a}.
a =sup{q(S) Iq(S)<a} und {S } eineo n
und q(S )+a (existiert ein S ,n 0 0
I -
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q(S )<a mit q(S )=a., dann sei S :=:S ).Nun gilt nQ_1snCM(a),000 n 0
ferner existiert zu einem S, q(S)<a ein Sn mit q(S)~q(Sn)'
Wegen der Monotonie von q folgt dann S es , also M(a)=, n
=n~1Sn' Daher ist M(a) für jedes a EIR messbar, was die
Messbarkeit von m impliziert.
Im Hinblick auf das Bestimmen optimaler Entscheidungen
sind die Konvexitätseigenschaften von m von Interesse.Wir
zeigen deshalb das
,Lemma 3 .1. Gelten die Voraussetzungen des obigen Sa~zes
3.1. und ist 0 zusätzlich ein System konvexer Mengen,
dann ist m schwach konvex.
Beweis. Es sei dazu x<y und z=Ax+(1-A)y, 0~A~1. Für ein
, S E 0 mit y es gilt dann x IZ S und daher z € S, was z~y im-
pliziert. Daraus folgt m(z)~m(y).
Von grosseI' Bedeutung ist, wie sich später herausstellen
wird, die folgende Klasse von Ketten in X~ Es sei
o :: {AKIA>O};
dabei ist K eine konvexe Teilmenge von X mit e eK. Wie
das folgende Beispiel zeigt, besitzt nicht jede der durch
eine dieser Ketten definierten Qrdnungen eine Skala in
der Porm (2):
Es sei wieder X=lR2, K={xlllxU~1}'{(0,1}} und e=(1,0).Für
x=(1,0), y=(0,1) gilt x<y; aus q(AK)=A folgt jedoch
m(x)=1=m(y).
Ein positives Resultat ergibt sich, wenn die obige Klasse
geeignet eingeschränkt wird:
Satz 3.2. Es sei X ein linearer Raum und K, KfX, eine
konvexe, algebraisch offene oder abgeschlossene Teil-
menge von X, die eX als algebraisch inneren Punkt ent-
hält. Dann ist das MinkowskifunktionalQK von Keine
Skala der durch 0={AK!A>0} erzeugten Ordnung. Ist X zu-
sätzlich ein topologischer Vektorraum und gilt KESX'
dann ist QK messbar.
Beweis. Da KfX, existiert ein x € X mit QK (x)>0 und da-
mit ein e EX mit QK(e).=1. Nach Voraussetzung ist K al-
A B = {XIXEA,x ~B}; Es sei M eine konvexe Menge,- eine
Abbildung f:M -IR heisst schwach konvex, falls für alle
x,y.E~1und 0~A~1 f(AX+(1-A)y),max{f(x) ,f(y)} gilt.
8gebraisch offen oder abgeschlossen. Deshalb gilt
K={x!QK(x)<1} bzw. K={xIQK(x)~1}. Ist jetzt S=aK, a>O,
dann gilt für (1)
q(S) = sup{A~OIAe EaK}
= sUP{A~0IQK(%e)«~)1}
<;
= sUP{A~01~«<)1} = a.a
Daraus folgt für ein x ex
m(x)=inf{q(S) Ix e S}=inf{q(aK) la>O, x EaK}
=inf{a>O I x E aK}=QK(X) .
Von der Betrachtung im Anschluss an die Definition von
(2) wissen wir, dass x"-'y=>m(x)=m(y) gilt. Es sei nun
x<y. Es gibt also ein ao>0, so dass x €.aoK und y ~ aoK.
Daraus folgt QK(x)~ao~QK(Y)' Ist K algebraisch offen,
so gilt ferner QK(~)<1 und damit QK(x)<QK(y). Im andern
o
Fall ist ao<QK(y), denn aus ao=QK(y) folgt yEaoK, was
nach Voraussetzung ausgeschlossen ist. Da m=QK, folgt
m(x)<m(y), d.h. m=QK ist eine Skala der durch a erzeug-
ten Ordnung. Die Messbarkeit von m folgt nun aus Satz
3.1. zusammen mit dem folgenden
Lemma 3.2. Es sei X ein topologischer Vektorraum. Ist
Beine Borelmenge von X, dann ist auch AB, A E IR messbar.
Beweis. Für A=O ist AB = 0 oder ={6}, also eine BoreI-
menge . Es sei nun AfO, (1 = lJx und 33 = D3x, Dann gilt
A33 :> A f1 = IY und daher A a3 :> 33 , da AtSeine a-Algebra
ist. Daraus folgt ~ J3::> da und damit A a3 C C3 •
Wir erwähnen noch eine Bedingung dafür, dass QK stetigist:
Lemma 3.3. Es sei K eine konvexe Teilmenge eines topo-
logischen Vektorraumes X, die e als algebraisch inneren
Punkt enthält. Eine notwendige und hinreichende Be-
dingung dafür, dass das Minkowskifunktional QK von K
stetig ist, ist, dass K mindestens einen (topologisch)
inneren Punkt enthält. In diesem Fall stimmen algebra-
isch Inneres und Inneres sowie die algebraische Hülle
und die atgeschlosSene HUlle von K Uberein.
B~weis: Köthe, Topologische lineare Räume.
Abs~hliessend bemerken wir noch, dass QK konvex ist.
~ 4. Existenz von Nutzenfunktionen
Ist X eln linearer Raum und 0 eine Kette in X, die die Vor-
aussetzungen von Satz 3.1 erfUllt, dann besitzt die durch 0
erzeugte Ordnung (X,~,<) eine Skala s. Nun sind durch Bayes-
Kriterien definierte Entscheidungsmodelle nur bedingt sinn-
voll, wenn nicht sichergestellt ist, dass die dazu verwende-
te Skala (Verlustfunktion) bis auf positive lineare Trans-
formationen TEE eindeutig bestimmt ist. Zur Untersuchung
dieses Problems betrachten wir die Ordnung (X/~,=,<); dabei
ist X/~ = {[x]} der Quotient von X modulo tl~tl, die 'Relation
tl":' tl versteht sich dabei im men'gentheoretischen Sinn und "<"
ist durch [x]< [y](:==) x<y definiert. Ist s eine Skala von
(X,~,<) so ist s, s([xJ) = sex) eine von (X/~,=,<) und um-
gekehrt.
Im weitern beschränken Wlr uns auf den Fall o={AKIA>o}, wo-
bei wir voraussetzen, dass K die in Satz 3.2 aufgestellten
Bedingungen erfUllt. Das Minkowskifunktional m = QK ist dann
nach Satz 3.2 eine Skala der durch 0 erzeugten Ordnung
(X,~,<) .
Wi~ betra6hten nun ein beliebiges Element e von X mit m(e)=
-+~1. FUr die von (X,~~<) auf e = {AeIA>o} induzierte Ord-
nung gilt
Ae<].1e < >m CAe )<m (lJe) <:==:=> A<lJ
Ae"vlJe<===>m(Ae)=m(lJe) ~ A=lJ ,
d.h. sie ist vom Typ (;,=,<), ferner ist Ae -+ A ein Iso-
morphismus von (;,=,<) auf (~ ,=,<).+
Daher gilt das folgende
Lemma 4.1. Die durch x (tl y = x + y (Addition in X) definiert,:'
'. -+Operatlon (tl auf e ist additiv im Sinne von Definition 1.7.
R+ = Menge der nichtnegativen reellen Zahlen
I
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sowie das
-+Lemma 4.2. Die Ordnung (e,=,<) ist zusammenhängend (siehe
Sat z 1. 1 ) .
Es sei nun S die Menge'der Skalen der
die Restriktion von sES auf ~ und f
stetig (bez. der Intervalltopologie),
-+für all e x,y e e .
Ordnung (X,~,<), s, e
= {sisES, s iste '
s (xffiy)=s (x )+s (y )e e e .
Nun gilt der
Satz 4.1. Gelten für 0 = {~KI~~o} dieselben Voraussetzungen
wie in Satz 3.2, dann ist m = QK eine f -Nutzenfunktion
der durch 0 auf X erzeugten Ordnung (X,~,<).
Beweis. Offensichtlich ist m stetig und es gilt m (xffiy)=. ~ e
,= me(x)+me(y) für alle x,y€e. Nach Lemma 4.1 ist die
Operation ffiauf ~ additiv, also metrisch (Def. 1.6). Da
-+(e,=,<) nach Lemma 4.2 noch zusammenhängend ist, folgt aus
Satz 1.2, dass ein s mit s € t bis auf eine positive li-e
.neare Transformation eindeutig bestimmt ist, eS.gilt also
für ein s mit s E ~ die Gleichung s =am +ß, a,ßE R, a>o.e . e e
Es sei nun x ein beliebiges Element von X und ~e E.~ mi t
x~~e. Für ein sE E. gilt dann sex) = s(Ae) =,s (Ae) =e
= am (~e) + ß = am(x) + ß, also s = am + ß mit a,ßEE\ unde
a> o.
Bemerkungen. Durch die zusätzliche Bedingung der Stetigkeit
und Addi tivität für eine Skala s € Sauf einern Strahl ~ von
X ist diese bis auf eine positive lineare Transformation
eindeutig festgelegt.
Wird der Nullpunkt der Skalen s = am + ß in l durch s(8)=
o fixiert (was in der Folge geschehen soll), dann ist mals
Element von t bis auf einen posi tiven Faktor eindeut ig
best ir.'l[nt.
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~ ').Entscheidungsregeln
Die Möglichkeit eine Entscheidung zu fällen, d.h. aus
einer Menge X von verfügbaren Aktionen eine in einerno
gewissen Sinn optimale auszuwählen setzt voraus, dass
der Entscheidende von zwei verschiedenen Aktionen
weiss, ob er die eine der andern vorzieht oder ob sie
für ihn gleichrangig sind. Dies bedeutet aber, dass Xo
eine geordnete Menge (X ,~,<) ist.o
Wir sagen
Def. 5.1. Eine Aktion x e Xheisst (~-)optimal. wenn
-----"-- 0 0 -
x ~ x für alle x EX.o 0
In der uns hier interessierenden Ungewissheitssituation
ist einer Aktion x durch
w ~ e(w,x) = (c(w)x,A(w)x-b(w»
eine (messbare) Abbildung x(.)E 1(Q,RxZ)zugeordnet.Wir
identifizieren durch
x';Zy<;::=:) x(.) = y(.)
diejenigen Aktionen x deren x(.) übereinstimmen. Die Menge
X /_ bezeichnen wir wieder mit X , ihre Elemente heissen0-0
wieder Aktionen. Dadurch wird eine Aktion x durch das
~(A,B) = {f\f: A --+ B}
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ihr zugeordnete x(.) charakterisiert, was wir durch x =
=x(.) ausdrücken. Wie in der Einleitung bemerkt wurde,
ist die Menge E der Ergebnisse eine geordnete Menge. Da
die Ordnung in ~ die Rangfolge in der die einzelnen Ergeb-
nisse für den Entscheidenden stehen wiederspiegelt, ist
es zwingend, dass die Ordnung (Xo'~'<) mit der durch
(u,v) E p <=.) u(w)<:v(w) für alle w E rl
definierten Halbordnung p auf ~(rl,~xZ) verträglich ist;
d.h. wir verlangen die Implikation
(x ( . ) , y ( • » e p => x;fs. (1)
Besitzt nun die oben erwähnte Ordnung auf ~ eine bis auf
einen positiven Faktor eindeutig bestimmte Skala m (sie-
he z.B. Satz 4.1), dann wird eine Aktion x auch durch
die Teilmenge
{AM(.,x) iM(w,x) = m(e(w,x»,A>O}
von ~(rl,ffi)charakterisiert (wir identifizieren wieder
diejenigen x deren M(.,x) übereinstimmen), was wir durch
x(.) =M(.,x) ausdrücken. Daher erzeugt jede Ordnung
"~,<" auf ~(rl,lR) (oder auf einer {AIV1(.,x)!A>0,xEX}o
enthaltenden Teilmenge von ~(n,lR) ) mit
u~v <=> AU~AV (>..>0)
eine Ordnung auf Xo' Wir geben zwei wichtige Beispiele,
wobei wir noch voraussetzen, dass m~O und messbar ist.
Es sei
< { A. 11 x (. ) Lx> -:S ny ( . ) li 00
x~y <~>
. B. ~ K Ilx(.)1l -:S £ K lIy(.)11 'p=l p P p=l P P
wobei Ilx(.)Uoo= e
1
ss.sup{lx(w)I I wErl}, nx(.)~p =
= (Jlx(w)IPdP(w»Pund K1, ... ,Kn nichtnegative Konstante
sind. Offenbar erfüllen diese beiden Ordnungen die obige Ver-
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träglichkeitsbedingung (1). Eine Aktion heisst Minimax-
bzw. Bayes-optimal, falls sie A-bzw. B-optimal ist. Ist
lIu/l=ess. sup{ I u(w) I .1 w E rl} oder Ilull=p~1KplluUp ,
u E oll(rl,iR)= {u E '3(rl,lR)lu messbar}, dann besteht das
Auffinden einer in diesem Sinn optimalen Aktion in dem
folgenden Minimum-Norm-Problem
Bestimme min 11 u 11
bez. u€Xo' = OIl(.,x)lxEXo}
(2)
in ötl( rl ,IR) •
Wir behandeln nun etwas eingehender die Konsequenzen des
in Satz 4.1 betrachteten Falls. Es seien dazu X und Z
normierte Räume, KfIRxZ eine konvexe, algebraisch offene
oder abgeschlossene Teilmenge von (RxZ (normiert durch
lI(r,z)11= Irl + Ilzll), die 8IRxZ als inneren Punkt ent-
hält. Nach Satz 4.1 und der Bemerkung danach ist dann das
Minkowskifunktional von K eine bis auf einen positiven
Faktor eindeutig bestimmte Skala der durch a={AKI~>O} er-
zeugten Ordnung auf (RxZ. Ferner ist m stetig und konvex,
und es gibt ein ~>O mit m«r,z»'~U(r,z)n.
Es zeigt sich nun, dass das Optimierungsproblem (2) im
wesentlichen konvex ist, denn es ist, falls Xo konvex ist,
wegen der Konvexität von x~M(.,x) äquivalent zum Problem
Bestimme min 11 u 11
bez. uEx1={uEn'1(rl,tR)lu~u EX I}.o 0
über die Endlichkeit der rechten Seiten der Implikationen
in (A) und (B) gilt das
Lemma 5.1. Sind die Zufallsgrössen HAll,IIbil,!lcllbeschränkt
im wesentlichen bzw. p-fach integrierbar (p~1), dann ist
~x(.)ß~ bzw. IIx(.)!1 E IR für alle xEX .. P 0
Beweis. Zunächst impliziert die Stetigkeit von m die
Messbarkeit von x(.). Die Behauptung folgt dann aus der
Ungleichung
o ~x(w) = m«c(w)x,A(w)x-b(w» ~
< 11n xii( 11A (w )11 + lic(w )11 ) + ijb (w )~ }.
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Wir geben nun eine hinreichende Bedingung für die Existenz
einer L5sung von (3), wozu die Betrachtung von (2) genügt.
Satz 5.1. Ist Xo C X eine kompakte lVIengeund sind IIAIl,llbl!,
!UcU beschränkt im wesentlichen bzw. p-fach integrierbar
i(P~1), dann existiert eine A-bzw. B-optimale Aktion.
Beweis. Nach Lemma 5.1 ist XCI' eine' Teilmenge des normier-
ten Raumes £= -;!oo = {u € m(D,IR) lu beschränkt im wesentlichen}
bzw. = ~p. Ferner folgt aus
; IM(w,x)-M(w,y)! = Im(e(w',x»-m(e(w,y»1
~ ~~(c(w)(x-y),A(w)(x-y)~
~ ~ 11 x - y 11 ( ~ c (w ) 11 + 1IA ( w ) I1 ) ,
dass x~M(.,x) elne stetige Abbildung von X in i ist. Damit
ist dann Xo' als stetiges Bild einer kompakten Menge eben-
falls kompakt. Da das Zielfunktional von (2) stetig ist,
hat es auf Xo' ein Minimum.
Eine optimale Aktion ist von zweifelhaftem Wert, wenn sie
nicht zulässig ist:
Def. 5.2. Eine Aktion Xo heisst zulässig, wenn kein x EXo
existiert, derart dass (x(.),x C.» Ep und x(w)<x (w) füro 0
'mindestens ein w € D.
Wir zeigen dazu den
Satz 5.2. Ist P(A b )(Q»O für jede nicht leere offene
, , c *Teilmenge Q von L(X,Z)xZxX und ist x eine Bayes(K1>O)-n 0
-optimale Aktion mit n x (.) 11 = L: K I/x (.) 11 EIR (sieheo p=1 pop
Lemma 5.1), dann ist x zulässig.o
Beweis. Für eln beliebiges x EX und mit w=(A,b,c)EL(X,Z)xzxX*o
ist M(.,x)': w ~ m((cx,Ax-b» eine stetige Abbildung
von L(X,Z)XZxx* in~. Ist nun x nicht zulässig, dann, 0
existiert ein xEX mit (M(.,x),M(.,x » Ep und M(w,x)<o 0
< M(w,x ) für ein w EL(X,Z)xzxX*. Daher ist IIM(.,x)llelRo 0
und es gibt ein E>O, so dass M(w,x)<M(w,xo)- ~ ,, 2n = M(w ,x )-M(w ,x), für alle w mit IIw-w U<E. Darauso 0 0, 0
folgt dann mit TI = P(A,b,c)
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also xo>x, was ein Widerspruch zur Optimalität von Xc ist .
.~ 6. Randomisierte Aktionen
Steht man wiederholt vor derselben Entscheidungssituation,
so kann man sich fragen, ob es nicht geeigneter wäre, statt
stets dieselbe (optimale) Aktion X € X zu verwenden, einen
°Zufallsmechanismus (Strategie)
ep€ <P = {epI epist ein vl-Mass auf 213x mit ep(Xo)=l}
(Xo wird als messbar vorausgesetzt) zu benützen. Wir wer-
den im folgenden zeigen, dass in einem wichtigen Fall dazu
kein Grund besteht, was vor allem im Hinblick auf die Be-
stimmung optimaler Strategien von grosser Bedeutung ist.
Zur Behandlung dieses Problems ben6tigen wir zunächst die
folgenden Hilfssätze:
.Lemma 6.1. Es seien X und Z normierte Räume. Werden die
Produktalgebren ä3X*@a3x und l3X@a3L(X,Z)0ö3Z von der
(Norm)Topologie des entsprechenden Raumes erzeugt, dann
.ist (falls m wie in ~ 5 definiert ist)
M : (w,x) t+ m( (c(w)x,A(w)x-b(w»), (w,x) € S"2xX
messbar.
Beweis. Zunächst sind die Abbildungen
Sl : (w,x) t+ (x,c(w) } (w,x) e S"2xX
S2 : (w,x) t+ (x,A(w),b(w»
massbar. Ferner zeigt eine leichte Rechnung, dass die
Operatoren
I ) *Tl (x,c) t+ cx ,X,C EXxX
T2 (x,A,b) t+ Ax-b (x,A,b) E XxL(X,Z)xZ
stetig und daher (wegen der obigen Voraussetzung) mess-
bar sind. Die Behauptung folgt jetzt aus der Darstellung
M = mo(T1oS1,T2oS2).
Der folgende Hilfssatz gibt eine hinreichende Bedingung
für das Bestehen der im obigen Le~na ben6tigten Voraus-
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~,etzung.
Lemma 6.2. Sind X,X*,L(X,Z),Z separable normierte Räume,
dann wird die Produkt algebra ~X0~X* bzw.
~X0 ö3L(X,Z)0 lBz vom System der offenen Mengen in XxX*
bzw. in XxL(X,Z)xZ erzeugt.
Beweis. Wir führen den Beweis für ~ = ~X0 ~x*' Nach De-
fini tion der Produkt algebra wird 33 von der Basis
~ = {Q1xQ21 Q1 € 0'X' Q2 E O'x*} der Produkt topologie in R =
* '* I *= XxX (normiert durch 1I (x,x ) I =max {Ilxll,Ilx11 }) erzeugt.
Ist U CX bzw. U*C X1l-eine (nach Voraussetzung existieren-
de) abzählbare und in X bzw. in X. dichte Menge, dann
ist UxU* eine solche in R. Damit ist dann O\l'={S(u,u~) ,E:)\
(u,u*) E UXU*,s rational}, S( (u,u'it.),s)={ (x,x*) ~ xxX* I
11 (x-u,? _uJ'!-)I1 < s} eine ab zählbare Basis der Topologie in
R, woraus rn(~')~~R folgt. Anderseits gilt wegen
S( (u,u*) ,s)=S(u,s)XS(u* ,s) die Inklusion G;l'C (Q. Die Be-
hauptung folgt jetzt aus M( (JR) CD1(~') ctl3= 01(42) c OH O'R)'
Bemerkung. Sind X und Z endlichdimensionale normierte
Räume, dann ist die Voraussetzung des obigen Lemmas er-
füllt.
Wir kommen nun zur Behandlung der zu Beginn dieses Ab"-
schnitts gestellten Frage. Es seien dazu X,X*,L(X,Z),Z
separable normierte Räume. Damit ist dann wegen der Hilfs-
sätze 6.2 und 6.1 die oben definierte Abbildung M zu-
sammen mit ihren Potenzen MP messbar. Wir definieren
wobei r(<p)
jetzt die
Ist s dasx
Ordnung auf ~ durch
<p~ 1jJ <==> I' ( <p) ~ I' ( 1jJ ) ,
n ~
= 2: K (JMPd(P0<p)1>.p=1 P
Einpunktmass ln x, dann gilt der
n
Satz 6.1. Ist x Lösung des Problems min{~x(.)"= E K ~x(.)~ I
----- 0 p=1 P P
x E Xo}' dann gilt Sx /~ <p für alle <p E ~ .o
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Beweis. Zunächst gilt nach Fubini
n 1
r(~) =EK (~ < MP(w,x)dP(w)d~(x»F ,p=1 P X n
ferner folgt aus der Ungleichung von Jensen
. 4 ~, K (f{fl MP(w,x)dP(w)}d~(x)1~ fK (~ MP(w,x)dP(w»ld~(x).P . P
Damit ist dann wegen ~(xo) = 1
n
r(~) ~ f P~lKp"x(')"pd~(X)
= f 0 1I x(.)11 d~(x) ;;;.11 x0 (. ) 11 = r(EX 0 ) •
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II.Erzeugung von Ordnungen durch li.neare Programme
~ 1. Einführung
Unter einem linearen Programm (LP) verstehen wir ein Quin-
tupel (Y,Z,Y+,M,s), wobei Y und Z lineare Räume, Y+ ein
Kegel in Y, 00 : Y ---0> Z ein linearer Operator und s : Y-(R
ein lineares Funktional sind. Die Abbildung m : Z~~,
mez) = m(y Z y 00 )(z), ,-+' ,s
heisse Wert des Programms
= {inf{SY IMy=z,y E Y+},
+00 ,
(Y,Z,Y+,M,s).
z E MY+
z $MY+
Es seien nun X und Z topologische Vektorräume, X+ ein Ke-
gel in X und
*(A,b,c) : (D, O1,p) - L(X,Z)xZxX
(c E X* + P-fast sicher) ein stochastisches Programm. Im
zweistufigen Modell der stochastischen Optimierung wird
die Ordnung in Xo C X+ durch
x~y (=> Jm(e(w,x»)dP(w) ~ Jm(e(w,y»dP(w)
definiert, wobei m«r,z» = Irl+q(z), (r,z) EiR.xZund q der
Wert eines LP (Y,Z,Y+,M,s) ist. Setzt man Y1=(R2xZ. Y1+ =
m2+xy+, M1(t1,t2,y) = (t1,t2,My) und sl(t1,t2,y) =
t1+t2+sy, (t1,t2,y) € Y1, so ist m offenbar der Wert von
(Y1,ffixZ,Y1+,M1,s1)'
Wir untersuchen daher lm folgenden den Wert meines LP
(Y,(RxZ,Y+,M,s); dabei wird zunächst gezeigt, dass m un-
ter gewissen Bedingungen die Nutzenfunktion einer Ord-
nung in (RxZ ist.
~ 2. Der Wert eines linearen Programms als Nutzenfunktion
Es sei (Y,W,Y+,M,s), W=(RxZ ein LP mit der Eigenschaft
(V) MY = W, s ist positiv+
Der Wert m dieses Programms hat dann die Eigenschaften
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Lemma 2.1~ a) O~m<oo, b) m(e)=O, c) m(Aw)=Am(w) für alle
,wEW und A~O, d) m(vJl+w2)~m(w1)+m(w2) für alle w1,w2 EW.
Beweis: Klar.
Wir betrachten nun die Menge
K = {w EWlm(w) < 1} .
Es gilt das
Lemma 2.2. K ist eine konvexe, algebraisch offene Menge
mi teE K.
Beweis. Aus Lemma 2.1 folgt sofort die Konvexität von K
und e EK. Es sei nun p EK und w EW. Für jJ=max{l,m(w),m(-w)}
und E:= 1-IßiI2l, ist dann p+twEK für alle Itl<E:, d.h.
jJ
P E Ki und damit Ki = K.
Die Bedeutung der Menge K liegt im folgenden
Lemma 2.3. m ist das Minkowskifunktional QK von K.
Beweis. Da nach Lemma 2.2. e € Kl, existiert das Minkows-
kifunktional von K und es gilt für ein w E W
QK(w) = inf{A>OI ~ EK} = inf{A>olm(~)< 1} =
= inf{A>Ojm(w)<A} = m(w),
d.h. m = QK.
Es folgt jetzt der
Satz 2.2. Ist mtO der Wert eines Programms (Y,W,Y+,M,s)
mit der Eigenschaft (V), dann ist m Nutzenfunktion der
durch a={AKjA>O}, K={wlm(w)<l} erzeugten Ordnung in W.
Beweis. Nach Lemma 2.2 und 2.3 ist m das Minkowski-
funktional der konvexen und algebraisch offenen Menge K.
Da noch e E K und (-nach Voraussetzung) K+vJ, folgt die Be-
hauptung aus I, Satz 4.1.
Im obigen Satz wird die Voraussetzung (V) gemacht; im
folgenden Abschnitt geben wir dafür notwendige und hin-
reichende Bedingungen.
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~.3. Lineare Programme mit der Eigenschaft (V)
Wir zitieren zunächst zwei Aussagen über die Existenz po-
sitiver linearer Funktionale:
Satz 3.1. Ist Y ein lokalkonvexer topologischer Vektorraum
mit einem Kegel Y+, dann existiert ein y* € y*+~ y*+ e*
genau dann, wenn Y+ nicht dicht in Y ist.
Beweis: Peressini. Ordered Topological Vector Spaces.
Satz. 3.2~ Ist Y ein normierter Raum mit einem abgeschlos-
senen Kegel Y+' dann existiert für jedes y EY+,yte ein
y*€Y* mit y*(y»O. Ist Yzusätzlich separabel, dann- +
gibt es ein s E Y*+ mit sy>O für alle y E Y+' y+e.
Beweis: Krasnoselskii, Positive solutions of operator
equations.
Wir machen nun elnlge Bemerkungen zum ersten Teil von (V):
Satz 3.3. Es seien Y und Z lineare Räume, Y+ ein Kegel in
Y und e eine Ordnungseinheit in Y. Ist M : Y - Zein
surjektiver linearer Operator mit e EKern(M), dann gilt
MY+ = Z.
Beweis. Es sei_ z ez. Nach Voraussetzung existiert ein
y EY mit My = z. Da Y+ eine Ordnungseinheit enthält, hat
man die Darstellung y=Yl - Y2 mit Y1'Y2 EY+, ferner
existiert eln a~O mit ae~Y2' Für y = y + ae ist dann
My ::z und y~e.
Bemerkung. Sind Y,Z endlichdimensionale Räume und ist Y+
der positive Orthant von Y, dann ergeben sich aus dem obi-
gen Satz im wesentlichen die Sätze 2 und 3 von $ 5 in [11J.
IS,t Z+ ein Kegel in einem linearen-Raum Z mit Z -Z =Z,
I + +
so lässt sich leicht ein LP mit der Eigenschaft (V) kon-
struieren:
Satz 3.4. Ist Z ein linearer Raum, Z+ ein Kegel in Z mit
2+-Z+ = Z und sind sl,32 zwei positive lineare Funktionale
auf Z, dann ist (zxZ,Z,Z+xZ+,M,s) mit M(zl,z2)=zl-z2'
s(zl,z2)=slz1 + 82Z2, (zl,z2)€Y=ZXZ ein LP mit der Eigen-
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schaft (V). Ist Zein Vektorverband, dann gilt für den
,Wert m dieses Programms
+mez) ::s1z + s2z , z€Z.
Beweis. Der erste Teil des Satzes ist klar. Es sei nun
z EZ. Ist Y = (z1,z2) eine beliebige Lösung für z, d.h.
+ist z ::21-z2 mit z1,z2 EZ+, dann gilt wegen z1~z und
z2~z (minimale Dekomposition von z in einem Vektorver-
band)
sy = s1z1 + s2z2
+~ s1z + s2z ,
woraus die Behauptung folgt.
Wir suchen jetzt eine Charakterisierung für LP mit der
Eigenschaft (V). Dazu betrachten wir zunächst den Fall
endlichdimensionaler Räume.
Es sei also (Y,Z,Y+,M,s) ein LP mit Y=Rn, Z=Rm und Y+=
=Rm+ (positiver Orthant von Rm), das (V) erfüllt. Ist
wie in ~ 2 m der Wert des obigen Programms und K =
= {z eZlm(z)<1}, dann gilt (zunächst noch allgemein)
K ={z EZlinf{syIMy=z, y~8} < 1}
={zles existiert ein y~8 mit My=z und sy<1}
={Myly~8, sy<1}.
n
i=1, ...,n, .I: a.<1} =
'l=1 l
nI:a.<l}i=1 li=1, ...,n,
Es sei nun {e1, ...,e } die durch e .. = 8..(Kroneckersym-n lJ lJ
bol) definierte natürliche Basis von Y; wir setzen noch
se.>O., i=1, ...,n voraus. Mit k.=_1_Me., i=1, ...,n undl . l sei ].
kO=8Z folgt dann
n
. K = { I: a. k. I a . :;.0 ,i=1 l l l
nC LI: a.k.la.~o,l=1 l l l
•.. , k }.n
Anderseits gilt für ein beliebiges ~, 0<~<1
conv(M) = konvexe Hülle der Menge M
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n n
K:> { La. k. I a . ~O, i = :1. , • • • , n , La. ~ ]1}i=:1. 1 1 1 i=1 1
= ]1conv{kO,k1, ...,kn} .
Nun ist P = conv{kO,k1, ...,kn} elne konvexe Menge u~d we-
gen Lemma 2.2 und den obigen Inklusionen gilt eZ Epl. Da-
her existiert das Minkowskifunktional von P (und von ]1P),
und es ist
Q]1P ~ QK ~ Qp , 0<]1<1.
Wegen in - QK (Lemma 2.3) und Q]1P =
1~Qp ~ m ~ Qp
und damit
1~Qp folgt daraus
Im-Qpl = m-Qp ~ (~ - 1)Qp
für alle ]1,0<]1<1, was m=Qp impliziert. Der Wert eines LP
(ffin,ffim,mn+,M,s)mit der Eigenschaft (V) ist demnach das
Minkowskifunktional eines konvexen Polyeders P in firn mit
e E pi. Wir zeigen die Umkehrung:
Es sei dazu P = conv{k1, ...,k } ein konvexes Polyeder in. . n
Z = (Rm mit e e pl, ferner Y = lR.n und Y+ = lRn +' Ist dann
{e1, ... ,en} wieder die natürliche Basis von Y, so wird
durch Me. = k. und se. = 1, i=l, ...,n ein linearer Opera-
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tor ]VI : Y ----...Z mit MY + = Z und ein posi tives lineares
Funktional s : y--. ~ definiert; denn zunächst hat jedes
z ez eine Darstellung z = >..£ a.k. mit >">0und a.;:.O,i=1 1 1 1n .
.E 0',.= 1. Daraus folgt aber z = My mit y = (>..a1,...,>..0',)EY+.1=1 1 . n
Dass s positiv ist, ist klar. Wie oben zeigt man dann wie-
der ]TI = Qp' Zusammenfassend gilt der
Satz2.:2~ Ist Y, Z je ein endlichdimensionaler Raum und
Y+ der positive Orthant von Y in bezug auf eine Basis in
Y, dann ist jedemprogramm (Y,Z,Y+,M,s) mit der Eigenschaft
(V) u~d sy>O, yEY+, yte ein konvexes Polyeder P in Z mit
1ez EP zugeordnet und umgekehrt, derart dass der Wert m
dieses Programms das Minkowskifunktional von P ist.
dem 11.,
o
SEPA'
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Bevor wir uns abschliessend mit dem allgemeinen Fall be-
--fassen, zeigen wir im folgenden Satz, dass Minkowski-
funktionale gewisser konvexer Mengen in Z durch Werte li-
nearer Programme approxim~ert werden können:
Satz 3.6. Ist Z = En und R eine kompakte konvexe Menge in
Z mit 8 eft., dann gilt QR = lim 7T , wobei QR das Minkowski-n+oo nfunktional von Rund 7T der Wert eines LP (Y ,Z,Y ,M,s)n n n+ n nmit der Eigenschaft (V) ist. -
Beweis. Nach Valentine, Konvexe Mengen existiert zu je-
0<11.<1,ein konvexes Polyeder PA mit AR CPA eR. Dagilt
woraus
I ,. 1Qp - QRI ~ (~ - l)QR
11.
folgt. Ist deshalb {A } eine Folge mit 0<11.<1 und 11.+1,n n n
dann gilt-
Q ::lim QpR . n+oo 11.
n
Die Behauptung folgt nun aus Satz 3.5.
Wir behandeln jetzt die oben angekündigte Verallgemeine-
rung von Satz 3.5
Es sei dazu Z ein beliebiger linearer Raum und P eine kon-
vexe Teilmenge von Z mit 8Z Ep
l, ferner Beine Teilmenge
von P mit conv(B) = P. Da GEP, gilt
n nP = {.L:a"b"la.~O,.L: a"~l, b. cB, nEIN}. Nun existiertl=l l l l 1.=1 l l'
ein linearer Raum Y mit dimY = card(B), es sei 13:: {e. lie I}
l
eine Basis von Y. Wir indizieren die Elemente von B der-
art, das s B = {bl"li e I}. Durch Me" = b., se. = 1 werdenl l l
zwei lineare Abbildungen M : Y -'i» Z und s Y - IR' definiert.
, n
Mit y+ = { L:a.e. la.;;:.O,i. e I, n EIT'J} ist s positiv und
oj=-1. J l. J J
es gilt MY+ ::Z. J Ist m wieder der Wert des so definier-
ten Programms (Y,Z,Y+,M,s) und K = {zEZlm(z)<l}, dann
gilt nach Lemma 2.3 m ::QK, Ferner erhält man
K = {My I y € Y+' sy< 1}
C {My Iy € Y+ sy~1} =
oR = Inneres von R
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n n
= { L: a.. b. Ia.. ~O, L: a.. ~ 1, b. EB, n E N} = Pi=l l l l i=l l l
und für )1,0<)1<1 wieder )1PC K, woraus dann wie oben m=Qp
folgt. Damit gilt der
Satz 3.7. Jedem LP (Y,Z,Y+,M,s) mit d~r Eigenschaft (V)
ist eine konvexe Menge P C Z mit 8Z € p
l zugeordnet und um-
gekehrt, derart dass der Wert dieses Programms das Min-
kowskifunktional von P ist.
Nach Satz 2.2 ist der Wert eines LP mit der Eigenschaft
(V) Nutzenfunktion einer gewissen Ordnung. Da in Kapitel I
zumindest messbare Nutzenfunktionen benötigt werden, be-
handeln w~r im folgenden
~ 4. Stetigkeitsaussagen über Werte linearer Programme
Es seien Y und Z normierte Räume und Y+ ein abgeschlos-
sener Kegel in Y. Ferner sei MEL(Y,Z) mit MY+ =,Z und
SEY*+, Sf e* (siehe Satz 3.2).'Ist m der Wert des Programms
(Y,Z,Y+,M,s), dann definieren wir wieder K = {z eZlm(z)<l}.
Da m das Minkowskifunktional von K ist, liegt der Schlüs-
sel unseres Problems im
Lemma 4.1. Es sei Z eln normierter Raum und K eine kon-
vexe Teilmenge von Z. Ist 8 e'~, dann ist das Minkowski-
funktional QK von K stetig; Zferner ist QK (z)~ ~ Hz 11, z E Z,
wobei p eine Zahl mit p>O und S(8,p)={zl HzlI<p}CK ist.
Beweis: Köthe, Topologische lineare Räume.
Nach ~ 3 gilt
K = {Myly~8, sy<l}
Für ein r mit
1:J. {Myly~8, \I yll< jjSll }.
1O<r< usu folgt daraus
.K ::> {My I y:;:.8,lIyll~r} r {My Iy:;:.e, Ilyll~l}
Sind Y und Z Banachräume, dann ist M wegen MY = MY+ = Z
und M€L(Y,Z) eine offene Abbildung (open mapping theorem).
Nun ist aber {y I y:;:'8,Y < "~II} i.a. keine offene 1\1enge
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Ci,nY), so dass dieses Theorem hier i. a. ke-ine Aussage
liefert. Eine Aussage lässt sich dagegen für den Fall,
dass {Myly~S,"y"< 1} abgeschlossen ist machen. Es gilt
nämlich der'folgende
~atz 4.1. Es sei Y ein normierter - Zein Banachraum, Y+
ein abgeschlossener Kegel in Y und (Y,Z,Y ,M,s) ein Pro-. +
gramm mit der Eigenschaft (V) und ME L(Y ,Z), s € Y*. Ist
.{Myly~e,"yU< 1} eine abgeschlossene Teilmenge von Z,
dann ist- der Wert m des Programms stetig.
Beweis. Nach Lemma 4.1 haben wir nur zu zeigen, dass Sz
innerer Punkt von K = {z!m(z) < 1} ist. Wir betrachten
dazu die abgeschlossene Menge B = {yly~S,lIyU< 1} . Aus
00 00
U nB = Y folgt Z = MY = U nMB. Da MB nach Voraus-n=1 + +n=l
setzung eine abgeschlossene Teilmenge eines Banachraumes
Z ist, lässt sich nun der folgende Hilfssatz anwenden:
Lemma 4.2. Ist Z ein vollständiger metrischer Raum und
{An} eine Folge abgeschlossener Teilmengen von Z mit
00
Z = U A , so existiert ein no ' derart dass An=1 n no
eine offene Teilmenge (von Z) enthält.
Beweis: Bonic, Linear Functional Analysis.
Wäre nun MB eine absolutkonvexe Menge, so erhielten wir
aus dem obigen Satz die Existenz einer Kugelumgebung von
Sz in einem noMB und damit auch in MB. Da dies i.a. nicht
der Fall ist, suchen wir eine geeignete absolutkonvexe
Teilmenge von MB. Dazu stellen wir zunächst einige Eigen-
schaften von A = MB zusammen: A ist konvex und (nach Vor-
00
aussetzung) abgeschlossen, enthält az und es gilt U nA=Z;n=1
ferner ist AZ E A für jedes z E A und I I.. I<p mit einem ge-
wissen p, 0<p<1. Die ersten vier Eigenschaften sind klar.
Wir zeigen die letzte. Da A konvex ist und Sz enthält,
gilt AzEA für jedes zEA und I.. mit 0<1..<1.Zu -z * Sz
existiert wegen (V) ein y~8, y ~8 mit My = -z. Ist nyU<1,
dann erfüllt p =l1yll,im andern Fall p = n~u die obige Be-
dingung. Nach diesen Vorbereitungen betrachten wir die
folgt, da A abgeschlossen ist.
Z. Es sei dazu z € Z; v.[egen
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E~:genscha.ftenvon
AJ. ={z EAI AZ €A für alle A mit I A 1~1}.
Zunächst liegt Sz in Al und Al ist konvex, denn sind zl'
z2 €A1 und a,ß~O, a+ß=l, dann folgt wegen der Konvexität
von A
A(az1 + ßz2) = aAz1 +ßAz2€A., i),kl,
also aZ1 + ßZ2 tAl. Al ist kreisförmig: Es sei dazu z e Al'
ferner~. eine feste Zahl mit 1~1~1; für !AI~l gilt dann
A(~Z) = (A~)z €A,
also ~z €A1. Da die Menge Al konvex und kreisförmig ist,
ist sie absolutkonvex . Al ist abgeschlossen: Es sei z E Al .
Es gibt also eine Folge {z } mit z E Al und z -+ z. Für. n n n
ein festes A mit IAI~l gilt dann ),z EA und AZ -+ AZ, wo-n n
raus )..zEA und dam~t zEA1
Schliesslichist U nA =n=l 1
00
U nA = Z existiert ein. nE n'J und eln a € A mit z = na. Nachn=l
dem Obigen gibt es nun ein r, O<r~l mi t ~a E A für alle ~,
I ~ I~r. Für .a1= ra ergibt sich Aal = (Ar) a E A für alle
IAI~l, also a1 EA1. Damit gilt dann z = na = ~al En'A1
mit n'€1N und n' >,. Q. Da Z vollständig ist, existiert
r
nun nach Lemma 4.2 ein n , so dass n Al eine offene Menge
00'
von Z enthält, womit auch Al eine offene Menge von Z, also
eine gewisse Kugel Seal ,p), al EA1,P>O enthält. Da Al ab-
solutkonvex ist, gilt Se-al ,p) CA1 und daher S(Sz,p) CA1.
Daraus folgt aber, das~ Sz innerer Punkt von A und damit
von K ist.
Für endlichdimensionale Räume liefert Satz 4.1 das folgen-
de
Körollar 4.1. Es seien Y und Z endlichdimensionale Räume
und Y+ ein beliebiger abgeschlossener Kegel in Y. Erfüllt
das Programm (Y,Z,Y+,M,s) die Bedingung (V), dann ist sein
Wert stetig.
Beweis. Zunächst ist B = {yly~S,"y"~l} eine kompakte
Menge in Y. Als stetiges Bild von B ist auch
M = abgeschlossene Hülle von M
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{MYI y~e lIyll~1} kompakt, also abgeschlossen in Z.Die
Behauptung folgt jetzt aus Satz 4.1.
Abschliessend zeigen wir noch den
Satz 4.2. Ist Z ein normierter Vektorverband (d.h. aus
e ~ x ~ y folg Ux" ~ ilY" ) und sind d1 und d2 zwei Ele-
mente aus z*, dann ist (siehe Satz 3.4) mez) = d1Z+ +
d2z ein. stetiges Funktional und es gilt Im(z) I ~ (ßd1U +IId211)lIzlf.
Beweis. Da Z ein normierter Vektorverband ist, sind
+z + z und z + z
stetige Operartoren, was die Stetigkeit von mimpliziert.
Aus "z+"~ ßznund 8z-" ~ "zU folgt dann der zweite Teil
der Behauptung.
(1)
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III.Die Diffe~enzierbarkeit der Zielfunktion bei Bayes-Kriterien
~ 1. Einführung
Es seien X und Z normierte Räume, X eine Teilmenge von X
o .•
und (A,b,c) : (SG,01,p)....-.IJ'> L(X,Z)xZxX (II(A,b,c)U=IIAI!+lIbll+llclf)
ein normintegrierbares stochastisches Programm. Ferner sei
die Nutzenfunktion der Ordnung in lli = {(c(w)x,A(w)x-b(w)) I
w e SG,xEX} das Minkowskifunktional Q=QK einer konvexen00.
Teilmenge K von Vi = ffixZ( lI(r,z)lI=Irl+llzll)mit GW €K.
Orientiert sich der Entscheidende am Bayeskriterium, dann
steht man nach I, ~ 5 (im einfachsten Fall) vor dem Opti-
mierungsproblem
Bestimme
min fex) = EQ((cx,Ax-b))
bez. x6X .o
Die Lösung von (1) wird in vielen Fällen erleichert, wenn
man weiss, dass f zumindest Gateaux(G)-differenzierbar
ist:
Def. 1.1. Es seien X und Z lineare Räume. Der Operator
T : X -- Z heisst G-differenzierbar im Punkt x EX, falls
für jedes hEX der Grenzwert
1öT(x,h) = lim E{T(x+th)-Tx}
t+O
existiert.
S 2 .. Die Gateaux-Differenzierbarkeit der Zielfunktion f
Da nach unseren Voraussetzungen K = {w EWIQ(w)~l}, können
wir wegen QK = QK die Menge K als abgeschlossen voraus-
s~tzen. Ist nun x ein festes und y ein beliebiges Ele-
ment von X, dann gilt.
1't{f(x+ty) - fex)} =
= J ~{Q((c(w)x+tC(w)y,A(W)X-b(W)+tA(W)Y))~Q((c(w)x,A(W)X-
-b(w))}dP(w).
EX = JX(w)dP(w)
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Wir müssen daher Q auf die G-Differenzierbarkeit an der
oStelle (c(w)x,A(w)x-b(w)) untersuchen. Aus eW EK folgt
das
Lemma 2.1. Für beliebige w,h €W existiert der Grenzwert
T(w,h) = lim t~{Q(W+th) - Q(w)}t+O
t>o
und es gilt
a) T(w,h) ~ Q(h)
b) T(w,h1 + h2) ~ T(w,h1) + T(w,h2)
c) T(w,ah) = aT(w,h) für a~O
d) -T(w,-h) ~ T(w,h)
e) T(w,aw) = aQ(w) für aeffi
Beweis: Dunford-Schwartz, Linear Operators I.
Mit Hilfe von T ergibt sich nun das folgende Kriterium
Lemma 2.2. Q ist in w genau dann G-differenzierbar, falls
für-jedes h€W die Gleichung -T(w,-h) = T(vJ,h) gilt.
Beweis: Dunford-Schwartz, Linear Operators I.
Die folgende Definition ermöglicht eine Verbindung ZW1-
schen der Struktur des Randes aK von K und der G-Differen-
zierbarkeit von Q = QK:
Def. 2.1. Es sei Wein topologischer Vektorraum, A eine
Teilmenge von Vi. Ein v/ € W* heisst tangential zu A in
a eaK, wenn ein cE!R existiert, so dass w*(a) = c und
w*(w) ~ c für alle w eA.
Es gilt nun das
Lemma 2.3. Es sei K eine abgeschlossene und konvexe Teil-
menge des lokalkonvexen topologischen Vektorraumes W mito .
e~ €K. Das Minkowskifunktional QK von K ist dann und nur
dann in WtaK G-differenzierbar, wenn in w genau ein zu
K tangentiales w* E W* existiert.
Beweis: Dunford-Schwartz, Linear Operators I.
Aus Lemma 2.1. und 2.2 folgt nun das
Korollar 2.1. Ist QK in w G-differenzierbar, dann ist
'*ClQK (w , • ) € vJ •
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Beweis. Die Additivität un~ Homogenität von 8Q(w,.) er-
gibt sich wegen 8Q(w,h) = T(w,h) (Lemma 2.2) aus (b) und
(c) von Lemma 2.1; die Beschränktheit folgt aus !8Q(w,h) 1=
=IT(W,h) I :: T(w,sgnT(w,h)h) ~ Q(sgnT(w,h)hk ~lIhü, wobei
p
~.>0 und S(8VJ'p)CK.
Wir setzen in diesem Fall &Q(w,.) = gradQ(w) ~ VQ(w).Of-
fenbar ist für w € dK (Q(w) = 1) VQ(w) tangential zu K.
Nach diesen Vorbereitungen benötigen wir nun eine Abschätzung
für den ~ifferentialquotienten ~{Q(W+th) - Q(w)}. Da Q
subadditiv ist und S(8W'p) C K,p>O, gilt für W1"tf2 €\tl
1IQ(w1) - Q(w2) I ~ ~"wl - w2",
woraus
1~{Q(W+th) - Q(~)} I ~ rh ~nthll = ~lIhU
folgt. Mit w = (c(w)x,A(w)x-b(w» und 1'1 = (c(w)y,A(w)y)
gilt daher
. 11~{Q((c(w)x+tC(w)y,A(W)X-b(W)+tA(W)Y» - Q((c(w)x,A(w)x-
-b (w) ))} I ~ ~ !I ( c(w ) y ,A (w )y) 1\ ~ .~ 11y 11 ( I1c(w )11 + nA(w )11 ) .
Da der Betrag des Differentialquotienten demnach durch eine in-
tegrierbare Zufallsvariable majorisiert wird, gilt der
Satz 2.1. Ist (A ,b ,c) : (~, 01, P) ----L (X ,Z)x Zxx'* ein norm-
integrierbares stochastisches Programm und N' ::{w € ~ I QXo
ist in (c(w)x ,A(w)x -b(w» nicht G-differenzierbar} eineo 0
P-Nullmenge, dann ist f (x) = EQ ((ex,Ax-b», x e X in Xo
G-differenzierbar.
Beweis. Es sei {t leine beliebige Folge mit t +0 und t +0.n n n
Für jedes feste W'Nx und yEX gilt dann gn(w)~ ~ {Q((c(w)xo+o n
+t c(w)y,A(w)x -b(w)+t A(w)y»- Q((c(w)x ,A(w)x -b(w»)} +,n 0 n 0 0
+ VQ((c(w)x ,A(w)x -b(w»)(c(w)y,A(w)y).o 0
Da ferner Ig I ~ .1..I\YI1 (lIAI1+Udl) für alle nEIN und nach Vor-n p
aussetzung P(Nxo) ::0, ergibt sich aus dem Konvergenzsatz
von Lebesgue die Existenz einer integrierbaren Zufallsgrös-
se g mit g(w) = VQ((c(w)xo,A(w)xo-b(w»)(c(w)y,A(w)y) f.s.
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und !Ig - gldP + O. Wegen der Ungleichung. n ..
I~ {fex +t y) - fex )} - Egl = lEg - Egl ~ Elgn - glnon 0 n
ist f in x G-differenzierbar, und es gilto
6f(xo'y) = !VQ((c(w)xo,A(w)xo-b(w»)(c(w)y,A(w)y)dP(w).
Im Anschluss an Satz 2.1 erhalten wir noch das
Korollar 2.2. 6f(xo") ist ein Element von x*.
Beweis~ Zunächst ist dieses Funktional sicher additiv und
homogen; die Stetigkeit folgt mit w=(c(w)x ,A(w)x -b(w»o 0
und h=(c(w)y,A(w)y) aus
IVQ((c(w)xo,A(w)xo-b(w»)(c(w)y,A(w)y) I = IT(w,h)l~
~ ~lIyn(ftc(w)~+nA(w)lI).
Abschliessend untersuchen wir die in Satz 2.1 definierte
Menge N :x
~ 3. Eigenschaften der Menge Nx = {w € r21 Q ist in
(c(w)x,A(w)x-b(w» nicht G-differenzierbar}
Zur Untersuchung dieser Menge (für festes x EX) betrach-
ten Wlr
IJ.=. {w e W I Q ist in w nicht G-diffeI'enzierbar} .
Offenbar gilt N = (cx,Ax-b)-1(~) und damit P(N ) =x x
P(cx,AX-b)(IJ.), falls IJ.eine messbare Teilmenge von W
ist. Es gilt nun zunächst das
Lemma 3.1. Ist Zein separabler Raum, dann ist IJ.messbar.
Beweis. Nach ~ 2 liegt ein w EW genau dann in IJ., falls
mindestens ein h€W existiert, so dass T(w,h)f -T(w,-h).
Wir betrachten deshalb die durch s : (w,h) ~ T(w,h),
(w,h)EWxW definierte Abbildung. Es sei {t } eine Folgen
mit t >0 und t +0. Mit s ((w,h»= t1 {Q(w+t h) - Q(w)} ,n n n n.
n
(w,h) E WXW gilt dann s = lim s (punktweise ). Wir zeigen,
n+oo n .
dass s messbar ist: Nach Lemma 6.2 von Kapitell wird
die Produkt algebra ~W@~W wegen der Separabilität von W
oder
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(R und Z sind separabel) vom System der offenen Mengen in
wxW erzeugt; daher folgt aus der Stetigkeit der s derenn
Messbarkeit und damit auch die Messbarkeit von s. Wird
0': WxH~m durch a((w,h» = T(w,h) -T(w,-h) definiert,
dann ist A = a-1{0} eine messbare Teilmenge von WxW, wo-
raus für h E W die Mes sbarkei t des "h-Schni ttes" {w e W I
(w ,h) € A} von A folgt 0 Es sei nun {w } eine (wegen der Se-n __
parabilität von W existierende) Folge mit {wn} = W. Da
die Gleichung T(w,h) = - T(w,-h) genau dann für alle h ew
gilt, wenn sie für alle wn gilt, ergibt sich
Kompl (6) = n {w e W 10' ( (w ,h» = O} =hEW
00
= n {w€wla((w,w » = O} =n=l n
00 00 w
= n {w Ewl (w,w ) EA} = nA n (vi -Schnitt)n=l n 11=1 n
00 w
6' = U Kompl(A n),
n=1
woraus die Behauptung folgt.
Es gilt nun der
*Satz 3. 1. Es sei( A ,b ,c) : (SI, D1 , P) ~ L (X ,Z)xZxX el11
normintegrierbares stochastisches Programm, wobei Zein
separabler Raum ist. Ist jede H~perebene in L(X,Z)xzxX*
eine P(A,b,c)-Nullmenge und liegt 6 in der Vereinigung von
abzählbar vielen Hyperebenen von W = mxz, dann ist N fürx
jedes x € X eine P-Nullmenge.
Beweis. Nach dem obigen Lemma ist 6 messbar, ferner gilt
00 * . * *.6 CU H mit H ={wEwlw' (w) = c }, wobel w € '\rJ undn=l n n n n n
c E IR. ist. Wir definieren nun für ein festes x E X den Ope-
n *rator Tx L(X,Z)xzxX --IiJ'"W durch Tx(A,b,c)=(cx,Ax-b).
Da T linear und stetig ist, ist (w*oT )-1{c } für je-x n x n
des neN eine Hyperebene in L(X,Z)xzxx* und somit nach
Voraussetzung eine P(A,b,c)-Nullmenge. Daher gilt
00
P(N) = p( A b)(6) ~ L p(' A b)(H) =cx, x- n=l cx, x- n
= 00 *-1~1P(A' )(w oT) {c}) =011- ,D,C n x 11
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Im Fall e~dlichdimensionaler euklidscher Räume folgt aus
dem obigen Satz der
Satz 3.2. Es sei X=En, Z=Em und (A,b,c) : (Q, 01 ,P)-G>L(X,Z)x
xZxX* ein normintegrierbares stochastisches Programm mit
einer in bezug auf das Lebesgue-Mass in L(X,Z)xzxx* abso-
lut stetigen Verteilung P(A,b,c)' Ist die Nutzenfunktion
der Ordnung in fiE = {(c(cu)x,A(w)x-b(w)) Iw EQ,xE XoCX} der
Wert meines LP (E~,W,E~ ,M,s) mit der Eigenschaft (V),+ .
dann ist"die Zielfunktion f (x) = Em( (cx,Ax-o)) des Optimie-
rungsproblems (1) von S 1 G-differenzierbar.
Beweis. Nach 11, S 3 und S 4 ist m das Minkowskifunktional
eines abgeschlossenen und konvexen Polyeders ~ = conV{ko'okl, ...,k~} in W mit eW E~. Da ~ beschränkt ist, gilt m(w)=
= 0 genau dann, wenn w = e ist. Daher liegt ein w + e ge-
lnau dann in 6.,falls m(w) w€6.1 = {WEdIPIQ ist in w nicht
G-differenzierbar}. Nun liegen diejenigen Randpunkte von
P in denen Q nicht G-differenzierbar ist, in denen also
nach Lemma 2.3 mehr als eine zu ~ tangentiale Hyperebene
existiert, in der Vereinigung aller (endlich vielen) unter-
einander m5glichen Durchschnitte D einer gewissen endlichen
Anzahl v6n HypereSenen in W.Nach dem Obigen liegt daher
w E 6.in einer der endlich viel.en eW und einen der Durch-
schnitte D enthaltenden Hyperebene von W. Die Behauptung
folgt jetzt aus Satz 3.1.
I
I
I
!
Bezeichnungen
Es sei X ein linearer Raum; mit e=eX bezeichnen wir das Null-
element von X. Ist !'1 eine 'j1eilmengevon X, dann heisst p € M
Eün algebraisch innerer Punkt von M, falls zu jedem x EX
ein E:>0 existiert, so das s p+tx E M für' alle !t I ~ E:. Ein Punkt
p EX heisst algebraischer Randpunkt von M,falls p weder al-
gebraisch innerer Punkt von M noch vom Komplement von Mist.
Das algebraisch Innere Mi von M ist die Menge aller alge-
braisch inneren Punkte von ]VI, M heisst algebraisch offen,
wenn M = Mi. Die algebraische Hülle Ma von M ist die Verei-
i ..nigung von M mit der Menge der algebralschen Randpunkte
von M, M heisst algebraisch abgeschlossen, wenn M = Ma. Ist
K eine konvexe 'feilmenge von X mit eX € K
i, dann nennen wir
das Funktional QK(x) = inf{A>O!~€IO, x€X das Minkowski-
funktional von K. Es sei X+ CX ein Kegel in X, d.h. eine
Teilmenge von X mit X+ + X+ = {x+ylx,y€x+}CX+, aX+ = {axi
xEX }CX für alle a~O und X+"(-X) = {eX}. Existiert be-+ +. +.
züglich der d.urch x~y (-> x-y E 1;+definierten Halbordnung
in X für jedes Paar (x,y) EXxX die Elemente sup{x,y} und
inf{x,y}, dann heisst X ein Vektorverband, wir setzen dann
x+ = SUP{x,8X} und x- = (-x)+. Eine Ordnungseinheit von X
ist ein Element e € X+, derart dass zu jedem x E X ein a~O
mit ae~x existiert. Ein Funktional,f : X ~~ heisst posi-
tiv, falls f(x)~O für alle x~ex.Es sei X und Z je ein to-
pologischer Vektorraum; mit X* bzw. L(X,Z) bezeichnen wir
die Menge aller linearen stetigen Funktionale x* : X ~ ~
bzw. Operatoren A : X"""'-Z; sind X,Z normiert, dann ist
"*«AU = sup{nAxUI"xO=l}. Ist X+ ein Kegel in X, dann ist X +
di,e Menge aller positiven Elemente von X*. Mit~x bzw. aex
bezeichnen wir das System der offenen Mengen in X bzw. die
von crx in X erzeugte o-Algebra der Borelmengen. Die Mess-
barkeit einer Abbildung auf bzw. in einem(n) topologischen
Raum bezieht sich immer auf die entsprechende o-Algebra
der Borelmengen.
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