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Nous presentons 
une alggbre universeile. 
ici une approche g&&ale aux problZmes du calcul des fonctions sur 
A ct. Here we present a general approach to the computation of functions over universal 
algebras. 
mbule 
Qu’ont en commun les sujets suivants? 
(Sl) Le 13i5me probleme de Hilbert et ses g&rCralisations 1121; 
(S2) Factorisation de fonctions mkomorphes [ 151; 
(S3) G&&ateurs en theorie combinrtoire des groupes [lo]; 
(S4) Algorithmes de transformee de Fourier rapide 171; 
(S5) Calcul des polynomes [ 11. 
Apparemment rien! Cependant, ous ces sujets peuvent i re naturellement i ter- 
&s et trait& dans le cadre de l’afg&re constructive universelle, le domaine 
ous sommes en train de construire [2-61 autour de quelques notions et proble 
Plus spkifiquement, ce note est consacre aux pro lexite [ 1-6, 11, 
13, 143; notre but ici est de donner le sens et d&e1 pproches efficaces a 
la question suiva 
omment calculer f? 
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et (S3)). 
2) Construire une al 
3) Sous les mcmes 
d’opirateurs J2 (cf. (SI ) e 
(cf. (S2) et (S3)). 
re avec un systgme nimal 
cace qu’une rklisation donnGe par 
d&initions (cf. (S 
ale (cf. (S3-5)). 
alisation optimale. 
we 5 cette complexit& 
Nous prbentons iei u t les problemes (PIl-4) et 
e ce formalisme, une solution (premihe de ce genre) du 
dans nos travaux [l-4] les solutions des 
9 tandis que dans [S, 6) est 
s probGmes ensemblistes 
bre universelle (partielle) et une extension 
rkishent, 
(2.1) 
u,si 4 p=arity(o), OCpsft 
sont fermees sous les pe utstions et l’identification 
contient forcement avec tout opkateur 
231 
(3) f est une fon~tio~ 
f E 
(2.2) =r (f 190’•, fm), _L=_K%..*,Xn~r l<iGw 
f sont les supe ositions d’ophateurs u E 
) C ,?G=l. (2.3 
) une fonction sur (et pas necessairement sur 
ue h dipend esse ellement (DE) de Xj ssi il 
existe n + 1 i%?ments &, &, . . . , tj, l . . , ens 7 E tets que 
Le 
est 
En 
f(5 i ,,..*,~-*,~,~+,,~~*,Q)#~(~r,**~,5‘i-t,11,Si+*,*~*,~“1)* 
DE-index de J par rapport ZI un sous-ensemble des variables kc (x, , . o . , x,) 
dCfini par la formuie: 
ind(J; 2) = #{i E [ 1, n] 1 Xj E 2 &A DE de Xj}. 
plus, nous utiliseront 1~ nWhons suivantes: 
ind(_&) =ind(h; (x,, . . . , x,)); ind(f) = max ind(J). l~j<rn 
(5) Dans la Sectioq 6, on suppose qu’il existe une fonction dimension SW 9(B), 
) + R+, tePle que 
0 i 
( ) ii 
. . . 
( ) 111 
la dimension d’une fonction surjective est egale au nombre de ses composan- 
tes: Vf e Sm,*( ): Image(f)=K”*X(f)=m; 
x(f’xf”)=x(f’)+x(f”); 
pour un diagramme commutatif quelconque, f = h 0 g, 
on a I’inegalitk: 
X(f)-wW n9 P~Xw,Xwl* 
s. (i) Si = Q, R, ou @, alors 0 it 
Cf>= e(f)). 
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(ii) S 
de base 
(l’algebre booleenne), GF( q), ou, plus gerkalement, si l’ensemble 
est fini, #K < 00, alors on dbfinit: 
log&# Image(f)) 
logz(#K) - 
(iii) Si = R(fF) est l’al&bre d’opkateurs IinCaires, unaires et binaires, sur un 
) est l’ensemble des transformations lineaires sur IF, et on definit 
l x 85 x(f)=rwW, 
oti A est une matrice sur B: de type m x n. 
(6) Soit A une O-1-matrice de type p x q, et soit T = ( tl, . . . , t,) un alphabet, 
alors le sous-alphabet de T excise par la ieme ligne de A, TFA G T, est dCfini par 
la condition suivante: 5 E TrA ssi A [ i, j] = 1 (ou A [ i, j] est l’&Zment de A situ6 sur 
la ieme ligne et j&me colonne). 
(7) Trois alphabets seront utilises systematiquement: 
(i) l’alphabet d’entrees, X = (x, , . D . , x,); 
(ii) l’alphabet des sorties, Y = (yl, . . . , ym ); 
{iii) l’alphabet interimaire, 2 = (z, , . . . , z~+~). 
Deux super-alphabets dent&es et des sorties seront utiliks a partir de la Section 5: 
=(X0,X’, . . . . X”), Xk==X, X”=(x; ,..., xi), Osksd, 
+V={~, Y’)..w, Y”}, Yk= Y, Yk=(y; ,..., yk,),Osksd. 
. Circuits SUP me aIgPbre 
Les constructions de cette section suivent g&kalement le paradigme du cas 
lineaire [3]. 
On arrive 5 la notion de circuit sur l’algebre A calculant la fonction f E 9(A) (cf. 
la Section 2(2)) si on utilise dans le calcul d’une composante de f des rkultats 
intermediaires du calcul de tous les autres composantes. 
itio (SyntkQras j. h circuit C sur est une liste d’ophateurs 
(3.1) 
(s = s(C) est nomme la taille de C) qui utilise comme operandes soit l’argument 
Xl,=**, xn (l’entree du circuit) soit les rkultats d’opkateurs prkedents (d’apres 
l’ordre de la liste r). On accepte les resultats de m derniers operateurs (les sorties 
u circuit) comme les composantes de f: 
ects syntactique et 
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Syntactique). Un circuit C = Cm,n,s sur est un triplet C = (r, 
nt 1 s m s n + s, r 6tant une liste d’o &ant une 
0-l-ma&e de type s x (n + s), avec les conditions suivantes: 
(i) la matrice carr$e 
est triangulaire, avec de z6ros sur la diagonale principale et au-dessus ( 
matrice nulle de type s x (n + s)); 
(ii) si A [ i, j] est 1’6lCment de A situ6 sur la i&me ligne et la j&me colonne alors 
C A[i,j] = p(~i), mi E I’, 1 s is s (cf la Section 2( 1)). 
iSjSn+s 
(3.2) 
DCfinition 3.3 (S&mantique). A un circuit C = C’m,n,s sur on associe le mode de 
fonctionnement standard (S-procedure): 
rocklure S[ C] (variable (X, Y, 2)); (cf. la Section 2( 7)) 
begin 
(a) for k = 1 to n 
(b) for k = 1 Zk+n := ok(z$d); (Cf. la SeCtiOn 2(6)) 
(C) for k= 1 t0 i?l do yk := Zk+n+s-m; 
end. 
(3.3) 
Fait-DSnitioa 3.4. La S-procedure (3.3) associ6e B C calcule une fonction sur 
f = S(C), appelt5e la S-representation de C; si C = Cm,,,,, alors f E gm,n( 
Note 3.5. D’apres la condition (i) de la DCfinition 3.2, la procedure S[ C] est un 
algorithme sequentiel, tandis que la condition (ii) implique l’egalite entre l’ariti 
d’un operateur wk de la liste (3.1) (cf. (2.1)) et du nombre d’ophandes correspon- 
dants. 
Dkfiuition 3.6. On peut munir l’ensemble %( ) des circuits sur d’une loi de 
composition (partielle) de la manike suivante. Si Cti) = C~~,ni,si = (&, Ai, mi), i = 1,2, 
alors si ml = n2, on definit: 
c m,n,s 
= C(2) 0 C(l), avecm:=m2,n:=n,,s=s,+s2, 
I 
r = r,r2 = tw:, . . . , @f,, &, . . . , wf2), 
(3.4) 
A := 
( 
Al SI 92 
s2,nl+s,-m, ) A2 ’ 
est la matrice nulle de type p x q. 
)) e<yt une catigorie, avec comme objets les 
entiers naturels et comme morphismes les circuit5 sur espectivement, la S-reprt%enta- 
tion es? un foncteur covariant: si C = Gf2’ 0 (voir (3.4)), alors f( 
f( ct2Q 0 .f( c”‘) . 
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A un circuit C = C,,,,n,s =(r, A, m) on peut associer un graphe oriente 
(C) de n + s sommets, vi, de la maniere suivante: ( vP, v~) est une a&e ssi on a 
simultanement 
(i) n+lsqsn+s et 
(ii) A[q-n,p]= 1. 
. La condition (i) de la L%jnition 3.2 implique que (C) est un graphe sans 
circuit. 
La profondeur d’un circuit C est la profondeur (i.e., la longueur 
maximale d’un chemin) du graphe G(C), d = d(C) := d( G( C)). 
La complexite en taille et en profondeur d’une fonction f e 9(A) 
nt a l’extension (cf. la Section 2( l-3)) et % un sous-ensemble des circuits 
est definie co 
%‘)=min{s(C)1CE V&f =S(C)}, 
V’)=min{d(C)lC~ V&f =S(C)}. (3.5) 
), on icrit respectivement: 
df.6 B):= d(ji (3.6) 
te 3.12. (1) Tandis que plusieurs types de complexit connus (e.g., booleenne et 
arithmetique gemkales [ 1, 11, 131, booleenne et arithmbtique monotones [ 11, 141, 
arithmetique lineaire [3], etc.) peuvent etre dkfinis sur l’ensemble complet des circuits 
(cf. (3.6)), les complexites arithmetiques bilineaires [ 131, booliennes et arithmetiques 
synchrones [9] et localements synchrones [2] ne permettent la definition que sur 
les sous-ensembles propres de circuits, ce que justifie la genCralitC de la dgfinition 
(3.5). 
(2) Le schema de definition (3.5) se gkkalise immCdiatement sur le cas des 
trade-offs arbitraires entre les complexit& en taille et en profondeur. 
3. On a les in~galittk 
( ) C 
(3-7) 
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La S-procedure (3.3) est, ividemment, la su exposition de trois sous-pro&durc;p, 
re S[ C] (variables X, Y, 2) 
In[ C, X, Z]; D [C, 21; Out[ C, Y, Z]; e 1 
(4.1) 
ou les procedures In, D et Out sont definies par les opkrateurs (3.3(a)-(c)) respectifs. 
La quatritime procCdure auxiliaire associ6e a un circuit C est inverse (reverse; 
R-procedure) a la directe (D-)procCdure (3.3(b)): 
roe&h-e R[ C, Z] (variables 2); 
begin for k=s to 1 o z&+h := O&(ztb); e I 
(4.2) 
TR6orkne 4.1. La D-procidure est Gquivalente au d-i&ne (d = d(C)) degre’ de la 
R-procedure : 
(4.3) 
c’est-&dire, si g = D(C) et h = 
D et R respectives, alors on a 
g=(h)d=hw. -oh; 
d 
En eff et, 1’6quivalence (4.3) a lieu dans le sens plus fort que l’exprime l’egalite 
R(C) sont les fonctions calculants par les proc6dures 
fonctionnelle (4.4): (4.3) devient 1’egalitC des procedures dans le monoi’de 
pro&dures sur C (a paraftre). 
Corollaire 4.2. La S-repr&entation du circuit C = C,,,n,s sur f = S(C), peut 
calculie par la prockdure suivante: 
&re 
S[C] (variables X, Y, 27); 
begin In[ C, X, 2); 
for k= 1 to d(C) do R[C, 21; 
Out[ C, Y, 21; 
e 
(4.5) 
is 
des 
La notion d’une mode de fonction 
approche nouvelle aux problemes d 
La forme (4.5) de la S- 
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Soit C = Cwn,s un circuit sur d = d(C); alors on associe B C 
l’injection (I-i, ejection (E-), et hachage (mincing, )procedures, de la man&e 
suivante: 
re I[ C] (variables Z, 2); (cf. la Section 2( 7)) 
R[ C, Z]; In[ C, Xk, Z]; e 
re E( C] (variables 2, 9); 
R[C, 2); Out[C, Yk, 2); en 
[C] (variables Z, 9, 2); 
(5.2) 
(5.3) 
ition 5.2. Les I-, E-, et Mproc6dures associt?es a C = C,,,hs, d = d(C), 
ulent les functions 
G = I(c) E Fn+s,n(d+l)( H = E(C) E %n(d+l),n+stB), 
F= tc) E Fm(d+l),n(d+l)( 
appelees, respectivement, la I-, E- et M-repr6sentations de C. Nous utilisons les 
notations suivantes: 
H = S(Z), y”= Ho(Z), . . . , Yd = Hd(Z), 
F= 9(%‘), p= F’(2), . . . s Yd = Fd(Z). 
e 5.3. Les fonctions f = S(C), G = I(C), H = E(C), F = M(C), SW C = 
C m,n,s9 d = d(C), sat&font les conditions uivantes: 
(d) ; 2+ 
c<=o 
. . , Xd) = Fk-‘(X0, O, xl,. . . , Xd_‘), 
lsksd, 
t 
k)a 1, 16 is m (cf. la Section 2(4)). 
(5.5) 
ent que pour les petits k la fonction Fy 
bre de variables x:, . . . , xt. 
Constructive universal algebra 
Ce fait se montre tres utile our l’application de notre thiorie a 
bornes infkieures, Section 6 [2,3]. 
Votla une application de la theorie developpde ci-dessus au probleme des bomes 
inferieures. 
l’intfgalite’: 
une algt?bre avec une fonction dimension x (c$ la Section 2(5)). 
Alors, les conditiorms (5.5(a)) et (2.4) i 
si F= M(C), alors s(C)ax(F)-n. (6.0 
mplexite hachie (mincing) d’une fonction f E 9( 
(cf. Definition 3.11) est definie comme suit: 
%“)=min{x(F)ICE %‘&f =S(C)& F= (6.2) 
Corollaire 6.3. L’int!galite’ (6.1) implique la borne inf&ieure suivan te ( cJ: (3.5) (a)): 
s(f, B, U’) 3 mic(J (6.3) 
Pour des applications comparer nos travaus [2,3], et pour l’inegalite plus g&kale 
[% 61. 
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