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1. Introduction
In this paper we study the existence of entire solutions of nonlinear elliptic equations of the form
{−div(A(|x|)|∇u|p−2∇u)+ V (|x|)|u|p−2u = Q (|x|) f (u) in RN ,
u(x) → 0, as |x| → ∞, (1.1)
where p > 1 and the potentials involved are radially symmetric and may be singular (unbounded,
decaying and vanishing). In particular, we are interested in the effect on the solutions structure from
the interplay between the quasilinear nature p > 1, the nonlinear growth of f (u), and the singularities
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224 J. Su, Z.-Q. Wang / J. Differential Equations 250 (2011) 223–242of the potentials A, V , and Q . The motivation for our study here is twofold. First of all, there are the
classical works in [7,18,23,24,28,33,34] which give stronger results for existence of radially symmetric
solutions, and classical works in [20–22,34] which assert stronger embedding results for functions in
radially symmetric class. There has been a revived interest in recent years to further explore along this
line of work (e.g., [5,8,13,14,29,31,32,35]). In this paper, in particular, we would like to examine the
effects of the singularities and vanishing of the potentials A, V , and Q on the ranges of embedding
and on the existence of solutions. Secondly, in the recent study of semiclassical states of nonlinear
Schrödinger type equations people have tried to investigate the effects of the singular and decaying
potentials. Some interesting work has been done such as in [1,2,4,6,8–11,17,19,25–27,30]. In this paper
on one hand we extend some of the recent embedding results for radially symmetric functions to
more general cases allowing in particular weighted p-Laplacian operator involved here; on the other
hand our results further reveal relations between the growth and decay of the potentials and the
ranges of embedding. This may be useful information in the study of semiclassical states of nonlinear
Schrödinger equations. As applications of our embedding results we establish a general existence
result for Eq. (1.1).
We assume that the weight functions A, V and Q satisfy the following assumptions.
(A) A ∈ C(0,∞), A(r) > 0 and there exist real numbers , 0 > p − N and c0 > 0, c∞ > 0 such that
lim
r→∞
A(r)
r
= c∞, lim
r→0
A(r)
r0
= c0.
(V) V ∈ C(0,∞), V (r) > 0 and there exist real numbers a and a0 such that
lim inf
r→∞
V (r)
ra
> 0, lim inf
r→0
V (r)
ra0
> 0.
(Q) Q ∈ C(0,∞), Q (r) > 0 and there exist real numbers b and b0 such that
limsup
r→∞
Q (r)
rb
< ∞, limsup
r→0
Q (r)
rb0
< ∞.
The existence and embedding results depend on the behaviors of these potentials near 0 and near
inﬁnity. Let us deﬁne the index q∗ according to the relations between p,  and a, b by
q∗ =
⎧⎪⎨⎪⎩
p2(N−1+b)+p(−a)
p(N−1+a)+(−a) , b a > −p + ,
p(N+b)
N+−p , b−p + , a−p + ,
p, bmax{a,−p + },
and deﬁne the indices q∗ , q∗∗ according to the relations between p, 0 and a0, b0 by
q∗ =
⎧⎪⎪⎨⎪⎪⎩
p(N+b0)
N+0−p , b0 −p + 0, a0 −p + 0,
p2(N−1+b0)+p(0−a0)
p(N−1+a0)+(0−a0) , −p + 0  a0 > −
p(N−1)+0
p−1 , b0  a0,
∞, a0 − p(N−1)+0p−1 , b0  a0,
q∗∗ = p
2(N − 1+ b0) + p(0 − a0)
, b0  a0 < − p(N − 1) + 0 .
p(N − 1+ a0) + (0 − a0) p − 1
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functions with compact support and
C∞0,r
(
R
N)= {u ∈ C∞0 (RN) ∣∣ u is radial}.
Let D1,pr (R
N ; A) be the completion of C∞0,r(RN ) under
‖u‖A =
( ∫
RN
A
(|x|)|∇u|p dx) 1p .
Indeed, by similar arguments to that used in [15] we have that
D1,pr
(
R
N ; A)= C∞0,r(RN)‖·‖A = C∞0,r(RN \ {0})‖·‖A .
Deﬁne for p  1
Lp
(
R
N ; V )= {u: RN →R ∣∣ u is Lebesgue measurable, ∫
RN
V
(|x|)|u|p dx < ∞}.
Then deﬁne
W 1,pr
(
R
N ; A, V )= D1,pr (RN ; A)∩ Lp(RN ; V )
which is, under conditions (A) and (V ), a Banach space with the norm
‖u‖A,V =
( ∫
RN
A
(|x|)|∇u|p + V (|x|)|u|p dx) 1p .
When (Q ) is assumed, we also deﬁne for q 1
Lq
(
R
N ; Q )= {u: RN →R ∣∣ u is Lebesgue measurable, ∫
RN
Q
(|x|)|u|q dx < ∞}.
In Sections 2 and 3 we will ﬁrst establish various embedding results from W 1,pr (R
N ; A, V ) into
Lq(RN ; Q ) with the range of q depending upon the various indices we deﬁned above. Using these
embedding results we can establish some existence results on Eq. (1.1). To state such a result we
make the following assumptions on f .
( f1) f ∈ C(R,R), f (0) = 0.
( f2) There is μ > q∗  p such that
0 < μF (u) := μ
u∫
0
f (t)dt  u f (u), for u ∈R \ {0}.
( f3) There is C > 0, q∗ < q1  q2 < q∗ (or max{q∗,q∗∗} < q1  q2 < ∞) such that∣∣ f (u)∣∣ C(|u|q1−1 + |u|q2−1).
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( f5) There are C > 0 and τ > p such that F (u) C |u|τ for u ∈R.
The existence result in this paper is the following theorem.
Theorem 1.1. Assume (A), (V), (Q) and ( f1)–( f3). Then (1.1) has a nontrivial solution in W
1,p
r (R
N ; A, V ).
Furthermore, if ( f4) and ( f5) are satisﬁed, then (1.1) has inﬁnitely many solutions in W
1,p
r (R
N ; A, V ).
We close up this section with a few further remarks and comments. This paper is a continuation
of our earlier works [31] and [32]. In [31], we developed a unique variational framework for (1.1) with
p = 2, A = 1 and f (u) = |u|q−2u by establishing some embedding theorems of Sobolev type for radial
functions and uniﬁed many known partial results for the existence of ground state solutions which
was established by a variety of different methods (e.g., [5,13,14,18,23,24,29,33–35]). In [32], we ex-
tended and developed the ideas and techniques in [31] to (1.1) with p 	= 2, A = 1 and f (u) = |u|q−2u
and established more general Sobolev type embedding results in radial function spaces with potential
which may be unbounded, decaying and vanishing. In the current paper, we deal with the existence
of nontrivial solutions for the singular quasilinear elliptic equations by building more general type
of weighted Sobolev embedding. The embedding results here improve the ones in [31,32] to includ-
ing applications to anisotropic type equations. The paper is organized as follows. In Section 2 we
give some inequalities involving radial functions, extending some known inequalities to more gen-
eral cases; in Section 3 we establish some Sobolev type embedding results which extend the result
in [31,32], and these results may be of independent interests. In Section 4 we use the embedding
results to study solutions of Eq. (1.1).
2. Some inequalities involving radial functions
In this section we prove some inequalities on radial functions which are of their own interests. For
any set A ⊂ RN , Ac denotes the complement of A. Denote by Br the ball in RN centered at 0 with
radius r.
Lemma 2.1 (Weighted version of the radial lemma). Let α ∈ R be such that 1 < p < N + α. Then for all
u ∈ D1,pr (RN , |x|α), the completion of C∞0,r(RN ) under
‖u‖r,α :=
( ∫
RN
|x|α |∇u|p dx
) 1
p
,
it holds
∣∣u(x)∣∣ Ĉ |x|− N+α−pp ‖u‖r,α, (2.1)
where
Ĉ := Ĉ(N, p,α) = ω−
1
p
N
(
p − 1
N + α − p
) p−1
p
,
and ωN denotes the (N − 1)-dimensional measure of the unit sphere in RN .
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for α = 0. The case α = 0, p = 2 (known as Ni’s inequality) was due to [23] where this inequality was
given in the unit ball of RN .
Lemma 2.2 (Weighted Hardy inequality). Let 1 < p < N + α. Assume p  q < ∞ and write q = p(N+c)N+α−p for
some α − p  c < ∞. Then there exists C˜ > 0 such that for all u ∈ D1,pr (RN , |x|α)
( ∫
RN
|x|c|u|q dx
) p
q
 C˜
∫
RN
|x|α |∇u|p dx. (2.2)
Proof. By a standard density argument, it suﬃces to consider the case that u ∈ C∞0,r(RN ). For such
a u, by using Lemma 2.1, we obtain
∫
RN
|x|c|u|q dx = ωN
∞∫
0
rN−1+c
∣∣u(r)∣∣q dr
= − qωN
N + c
∞∫
0
rN+c
∣∣u(r)∣∣q−2u(r)u′(r)dr
 pωN
N + α − p
∞∫
0
rN+c
∣∣u(r)∣∣q−1∣∣u′(r)∣∣dr
= pωN
N + α − p
∞∫
0
rN+c−
N−1+α
p
∣∣u(r)∣∣q−1∣∣u′(r)∣∣r N−1+αp dr
 pωN
N + α − p
( ∞∫
0
rα
∣∣u′(r)∣∣prN−1 dr) 1p( ∞∫
0
r(N+c−
N−1+α
p )
p
p−1
∣∣u(r)∣∣ p(q−1)p−1 dr)
p−1
p
= pω
p−1
p
N
N + α − p
( ∫
RN
|x|α |∇u|p dx
) 1
p
( ∞∫
0
rN−1+c
∣∣u(r)∣∣qr p−α+cp−1 ∣∣u(r)∣∣ q−pp−1 dr)
p−1
p
 Ĉ
q−p
p
pω
p−1
p
N
N + α − p
( ∫
RN
|x|α |∇u|p dx
) q
p2
( ∞∫
0
rN−1+c
∣∣u(r)∣∣q dr)
p−1
p
= Ĉ q−pp p
N + α − p
( ∫
RN
|x|α |∇u|p dx
) q
p2
( ∫
RN
|x|c|u|q dx
) p−1
p
where the constant Ĉ was given in Lemma 2.1. It follows that
( ∫
N
|x|c|u|q dx
) p
q
 C˜
∫
N
|x|α |∇u|p dx
R R
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C˜ = ω−
q−p
q
N
(
p − 1
N + α − p
) (p−1)(q−p)
q
(
p
N + α − p
) p2
q
depends only on p, q, α and N . The proof is ﬁnished. 
We may regard (2.2) as an extension of the Caffarelli–Kohn–Nirenberg inequality [12], which was
also considered in [16]. Our direct proof here follows the idea of [28] where the case that α = 0 and
p = 2 was considered. The above proof is also valid for the case p = q and then a weighted version
of the Hardy inequality [12] is obtained.
Lemma 2.3. Let 1 < p < N + α. We have for all u ∈ D1,pr (RN , |x|α),∫
RN
|x|α−p|u|p dx
(
p
N + α − p
)p ∫
RN
|x|α |∇u|p dx. (2.3)
Now we give some radial inequalities which involve the conditions on A and V . First we note that
under (A) and (V ) the functional
‖u‖A,V =
( ∫
RN
A
(|x|)|∇u|p + V (|x|)|u|p dx) 1p
deﬁnes a norm so W 1,pr (R
N ; A, V ) is well deﬁned. In fact, we only need to show that ‖u‖A,V = 0
implies u = 0. Since A(r) > 0, if ∫
RN
A(|x|)|∇u|p dx = 0, u is a constant. As lim inf|x|→∞ V (|x|)|x|−a > 0,
one has that u = 0.
Lemma 2.4. Assume (A) and (V) with a > − p(N−1)+p−1 . Then there exists C > 0 such that for all u ∈
W 1,pr (R
N ; A, V ),
∣∣u(x)∣∣ C |x|− p(N−1)++a(p−1)p2 ‖u‖A,V , |x|  1. (2.4)
Proof. By a standard density argument, it suﬃces to prove (2.4) for u ∈ C∞0,r(RN ). It follows from (A)
and (V) that there exists R > 0 such that for some constant C0 > 0,
A
(|x|) C0|x|, V (|x|) C0|x|a, |x| R.
For u ∈ C∞0,r(RN ), when γ > −(N − 1), one has
d
dr
(
rγ+N−1|u|p)= p · rγ+N−1|u|p−2udu
dr
+ (γ + N − 1)|u|prγ+N−2
 p · rγ+N−1|u|p−2udu
dr
.
Take γ = a(p−1)+p , then for r > R ,
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∞∫
r
|u|p−1sγ+N−1∣∣u′(s)∣∣ds
= p
∞∫
r
∣∣u′(s)∣∣s N−1+p sγ−+ p−1p (N−1+)|u|p−1 ds
 p
( ∞∫
r
∣∣u′(s)∣∣psN−1+ ds) 1p( ∞∫
r
s
(γ−)p
p−1 +|u|psN−1 ds
) p−1
p
 pω−1N
( ∫
RN\Br(0)
|x||∇u|p dx
) 1
p
( ∫
RN\Br(0)
|x|a|u|p dx
) p−1
p
 pω−1N C
−1
0
∫
RN
A
(|x|)|∇u|p + V (|x|)|u|p dx.
It follows that
∣∣u(x)∣∣ C |x|− p(N−1)++a(p−1)p2 ‖u‖A,V , |x| > R. 
Notice that 1 < p < N +  implies − p(N−1)+p−1 < −p +  and
− p(N − 1) +  + a(p − 1)
p2
< −N +  − p
p
⇐⇒ a > −p + ,
therefore (2.4) is always valid by Lemma 2.1 with α =  for − p(N−1)+p−1 < a  −p +  and is more
accurate for a > −p + .
Lemma 2.5. Assume (A) and (V). Then there exists r0 > 0 and C˜0 > 0 such that for all u ∈ W 1,pr (RN ; A, V ) ∩
D1,p0 (Br0(0), A),
∣∣u(x)∣∣ C˜0|x|− p(N−1)+0+a0(p−1)p2 ‖u‖A,V , 0 < |x| r0, (2.5)
where
D1,p0
(
Br0(0), A
) := {u: ∫
Br0 (0)
A(x)|∇u|p dx < ∞, u = 0 on ∂Br0(0)
}
.
Proof. It follows from (A) and (V) that there exists r0 > 0 such that for some constant C0 > 0,
A
(|x|) C0|x|0 , V (|x|) C0|x|a0 , 0 < |x| r0.
For u ∈ W 1,pr (RN ; A, V ) ∩ D1,p0 (Br0 (0), A), one has
d (
rβ+N−1|u|p)= p · rβ+N−1|u|p−2udu + (β + N − 1)|u|prβ+N−2.dr dr
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rβ+N−1|u|p  p
r0∫
r
|u|p−1sβ+N−1∣∣u′(s)∣∣ds − (β + N − 1) r0∫
r
|u|psβ+N−2 ds.
When β  a0 + 1,
r0∫
r
|u|psβ+N−2 ds =
r0∫
r
|u|psa0+N−1sβ−a0−1 ds
ω−1N r
β−a0−1
0
∫
Br0 (0)\Br(0)
|x|a0 |u|p dx
ω−1N C
−1
0 r
β−a0−1
0 ‖u‖pA,V .
Now we take β = a0(p−1)+0p , then
r0∫
r
|u|p−1sβ+N−1∣∣u′(s)∣∣ds = r0∫
r
∣∣u′(s)∣∣s N−1+0p sβ−0+ p−1p (N−1+0)|u|p−1 ds

( r0∫
r
∣∣u′(s)∣∣psN−1+0 ds) 1p( r0∫
r
s
p(β−0)
p−1 +0 |u|psN−1 ds
) p−1
p
ω−1N
( ∫
Br0 (0)\Br(0)
|x|0 |∇u|p dx
) 1
p
( ∫
Br0 (0)\Br(0)
|x|a0 |u|p dx
) p−1
p
ω−1N C
−1
0
∫
RN
A
(|x|)|∇u|p + V (|x|)|u|p dx
= ω−1N C−10 ‖u‖pA,V .
Since
β + N − 1 0 ⇐⇒ a0 − p(N − 1) + 0
p − 1 ,
it follows that β + N − 1 0 implies β − a0 − 1 N−p+0p−1 > 0 provided p < N + 0. Then from above
arguments we have
∣∣u(x)∣∣ C˜0|x|− p(N−1)+0+a0(p−1)p2 ‖u‖A,V , 0 < |x| r0,
where the constant C˜0 = C˜0(a0, r0,N, p, 0). 
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see that for the special case A(x) = |x|α and V (x) = |x|a with a > − p(N−1)+αp−1 , the inequalities (2.4)
and (2.5) can be uniﬁed as
|x|
p(N−1)+α+a(p−1)
p2
∣∣u(x)∣∣ (pω−1N ) 1p ( ∫
RN
|x|α |∇u|p + |x|a|u|p dx
) 1
p
for u ∈ W 1,pr (RN , |x|α, |x|a). This is an improvement of the classical Strauss radial lemma in [34]
where this inequality was given on exterior spherical domain |x| 1 for the case p = 2, A = V = 1,
and of the work [29] where the case p = 2, α = 0, a 0 was considered.
3. Embedding results
In this section we establish the main embedding results in this paper. First we have
Lemma 3.1. Assume (A), (V) and (Q). Let 1 < p < N +min{, 0}, 1 q ∞. Then for any 0 < r < R < ∞,
the embedding
W 1,pr (BR \ Br; A, V ) ↪→ Lq(BR \ Br; Q )
is compact.
Proof. Given 0 < r < R < ∞. Since A(r) > 0, V (r) > 0 are continuous on (0,∞), there are CR > 0 and
Cr > 0 such that
Cr  A
(|x|) CR , Cr  V (|x|) CR , x ∈ BR \ Br .
Therefore
‖u‖
W 1,pr (BR\Br ,A,V ) =
( ∫
BR\Br
A
(|x|)|∇u|p + V (|x|)|u|p dx) 1p
is an equivalent norm of W 1,pr (BR \ Br) := {u ∈ W 1,p(BR \ Br) | u is radial}. By Ascoli Theorem, the
embedding W 1,pr (BR \ Br) ↪→ Lq(BR \ Br) is compact for all 1 q ∞, and it is easy to see that the
embedding Lq(BR \ Br) ↪→ Lq(BR \ Br; Q ) is continuous as Q is bounded on BR \ Br , so that we have
the conclusion. 
Theorem 3.2. Assume (A), (V) and (Q). Then we have the embedding
W 1,pr
(
R
N ; A, V ) ↪→ Lq(RN ; Q )
for q∗  q q∗ when q∗ < ∞ and for q∗  q < ∞ when q∗ = ∞. Furthermore, the embedding is compact for
q∗ < q < q∗ .
Proof. To prove the embedding is continuous, it suﬃces to show
Sr(A, V , Q ) := inf
u∈W 1,pr (RN ;A,V )
∫
RN
A(|x|)|∇u|p + V (|x|)|u|p dx
(
∫
N Q (|x|)|u|q dx)
p
q
> 0. (3.1)R
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RN
A
(|x|)|∇un|p + V (|x|)|un|p dx = o(1) as n → ∞, (3.2)
∫
RN
Q
(|x|)|un|q dx ≡ 1, for all n ∈N. (3.3)
We will get a contradiction by showing
lim
n→∞
∫
RN
Q
(|x|)|un|q dx = 0. (3.4)
Furthermore, to show the compactness of the embedding, we only need to show that for any {un} ⊂
W 1,pr (R
N ; A, V ),
un ⇀ 0 in W
1,p
r
(
R
N ; A, V ) (3.5)
implies (3.4).
By (A), (V) and (Q), there exist R0 > r0 > 0, for some C0 > 0,{
A
(|x|) C0|x|, V (|x|) C0|x|a, Q (|x|) C0|x|b, for |x| R0,
A
(|x|) C0|x|0 , V (|x|) C0|x|a0 , Q (|x|) C0|x|b0 , for 0 < |x| r0.
For R > R0 and 0< r < r0, we estimate the integrals∫
Br
Q
(|x|)|u|q dx, ∫
BcR
Q
(|x|)|u|q dx
for q be in different cases according to the deﬁnitions of q∗ and q∗ . In the following we will use C to
denote various constants.
We ﬁrst estimate
∫
Br
Q (|x|)|u|q dx. We will use a smooth cut-off function φ such that φ(x) = 1 for
0 |x| r02 , and φ(x) = 0 for |x| r0.
Case 1.1. a0 −p + 0, b0 −p + 0. In this case
q∗ = p(N + b0)
N + 0 − p .
Writing q = p(N+c)N+0−p , by q  q∗ , we see that α1 := b0 − c  0. Then with the function φ given above,
by Lemma 2.2 with α = 0, for r < r02 ,∫
Br
Q
(|x|)|u|q dx C0 ∫
Br
|x|b0 |u|q dx
 C0rb0−c
∫
B
|x|c|u|q dx
r
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∫
RN
|x|c|φu|q dx
 Crb0−c
( ∫
RN
|x|0 ∣∣∇(φu)∣∣p dx) qp
 Crb0−c
( ∫
RN
|x|0(|∇u|p|φ|p + |u|p|∇φ|p)dx) qp
= Crb0−c
( ∫
Br0
|x|0(|∇u|p|φ|p + |∇φ|p|u|p)dx) qp
 Crb0−c
( ∫
Br0
A
(|x|)|∇u|p + V (|x|)|u|p dx) qp
 Crb0−c‖u‖qA,V . (3.6)
Here we have used a fact that for r02  |x| r0, |x|0 |∇φ|p  CV (|x|).
Case 1.2. −p + 0  a0 > − p(N−1)+0p−1 , b0  a0. In this case
q∗ = p
2(N − 1+ b0) + p(0 − a0)
p(N − 1+ a0) + (0 − a0) .
Then q q∗ implies
α2 := b0 − a0 − (q − p) p(N − 1) + 0 + a0(p − 1)
p2
 0.
With the same function φ given above, we have by Lemma 2.5 that for r < r02 ,∫
Br
Q
(|x|)|u|q dx C0 ∫
Br
|x|b0 |φu|q dx
= C0
∫
Br
|x|b0−a0 |φu|q−p|x|a0 |φu|p dx
 C‖φu‖q−pA,V
∫
Br
|x|b0−a0−(q−p)
p(N−1)+0+a0(p−1)
p2 V
(|x|)|u|p dx
 Crb0−a0−(q−p)
p(N−1)+0+a0(p−1)
p2 ‖u‖qA,V . (3.7)
Case 1.3. a0 − p(N−1)+0p−1 , b0  a0. In this case
q∗ = ∞.
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α3 := b0 − a0 − (q − p) p(N − 1) + 0 + a0(p − 1)
p2
 0.
With the same function φ given above, we have by Lemma 2.5 that for r < r02 ,∫
Br
Q
(|x|)|u|q dx C0 ∫
Br
|x|b0 |φu|q dx
= C0
∫
Br
|x|b0−a0 |φu|q−p|x|a0 |φu|p dx
 C‖φu‖q−pA,V
∫
Br
|x|b0−a0−(q−p)
p(N−1)+0+a0(p−1)
p2 V
(|x|)|u|p dx
 Crb0−a0−(q−p)
p(N−1)+0+a0(p−1)
p2 ‖u‖qA,V . (3.8)
Next we estimate
∫
BcR
Q (|x|)|u|q dx.
Case 2.1. b a > −p + . In this case
q∗ = p
2(N − 1+ b) + p − ap
p(N − 1) +  + a(p − 1) .
Then q q∗ implies that
β1 := b − a− (q − p) p(N − 1) +  + a(p − 1)
p2
 0.
Thus by Lemma 2.4, for R > R0∫
BcR
Q
(|x|)|u|q dx C0 ∫
BcR
|x|b|u|q dx
= C0
∫
BcR
|x|b−a|u|q−p|x|a|u|p dx
 C‖un‖q−pA,V
∫
BcR
|x|b−a−(q−p)
p(N−1)++a(p−1)
p2 V
(|x|)|u|p dx
 C Rb−a−(q−p)
p(N−1)++a(p−1)
p2 ‖u‖qA,V . (3.9)
Case 2.2. b−p + , a−p + . In this case
q∗ = p(N + b) .
N − p + 
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that ψ(x) = 0 for 0 |x| R0, and φ(x) = 1 for |x| R0 + 1. Hence by Lemma 2.2 with α = , similar
to the proof for (3.6), we have for R > R0 + 1 that,∫
BcR
Q
(|x|)|u|q dx C0 ∫
BcR
|x|b−c|x|c|u|q dx
 C0Rb−c
∫
BcR
|x|c|u|q dx
 C0Rb−c
∫
RN
|x|c|ψu|q dx
 C Rb−c
( ∫
RN
|x|∣∣∇(ψu)∣∣p dx) qp
 C Rb−c
( ∫
RN
|x|(|∇u|p|ψ |p + |u|p|∇ψ |p)dx) qp
= C Rb−c
( ∫
BcR0
|x|(|∇u|p|ψ |p + |∇ψ |p|u|p)dx) qp
 C Rb−c
( ∫
BcR0
A
(|x|)|∇u|p + V (|x|)|u|p dx) qp
 C Rb−c‖u‖qA,V . (3.10)
Case 2.3. bmax{a,−p + } and q q∗ := p. When a > −p + , b a, it always holds
β3 := b − a− (q − p) p(N − 1) +  + a(p − 1)
p2
 0,
so we get similar to (3.9) that for R > R0∫
BcR
Q
(|x|)|u|q dx C Rb−a−(q−p) p(N−1)++a(p−1)p2 ‖u‖qA,V . (3.11)
When a−p + , b −p + , then by writing q = p(N+c)N+−p , it always holds
β4 := b − c  0,
we have similar to (3.10) that ∫
Bc
Q
(|x|)|u|q dx C Rb−c‖u‖qA,V . (3.12)R
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RN
Q
(|x|)|un|q dx = ∫
Br
Q
(|x|)|un|q dx+ ∫
BcR
Q
(|x|)|un|q dx+ ∫
BR\Br
Q
(|x|)|un|q dx
where R > R0, 0 < r < r0. Since q∗  q q∗ < ∞ or q∗  q < q∗ = ∞ imply
αi  0 (i = 1,2,3), β j  0 ( j = 1,2,3,4),
it follows from (3.6)–(3.8), (3.9)–(3.12), Lemma 3.1 and (3.2) that (3.4) holds which contradicts (3.3).
Therefore the embedding is continuous.
For any {un} ⊂ W 1,pr (RN ; A, V ) satisfying (3.5), we can get (3.4) in a similar way by the fact that
q∗ < q < q∗ implies αi > 0 (i = 1,2,3), β j < 0 ( j = 1,2,3,4). Therefore the embedding is compact.
The proof is completed. 
Theorem 3.3. Assume (A), (V) and (Q) with b0  a0 < − p(N−1)+0p−1 . Then we have the embedding
W 1,pr
(
R
N ; A, V ) ↪→ Lq(RN ; Q ) for max{q∗,q∗∗} q < ∞.
Furthermore, the embedding is compact for max{q∗,q∗∗} < q < ∞.
Proof. We only need to estimate
∫
Br
Q (|x|)|u|q dx for 0 < r  r0, where r0 is given above, the other
parts of the proof are similar to the corresponding ones of Theorem 3.2 and are omitted. It follows
from q q∗∗ that
α6 := b0 − a0 − (q − p) p(N − 1) + 0 + a0(p − 1)
p2
 0.
With the same function φ given above, we have by Lemma 2.5, for r < r02 ,∫
Br
Q
(|x|)|u|q dx Crb0−a0−(q−p) p(N−1)+0+a0(p−1)p2 ‖u‖qA,V .
The proof is completed. 
Theorem 3.4. Assume (A), (V) and (Q) with b < max{a,−p + } and b0 > min{−p + 0,a0} Then the em-
bedding
W 1,pr
(
R
N ; A, V ) ↪→ Lp(RN ; Q )
is compact.
Proof. When a0 −p + 0, b0 min{−p + 0,a0} implies
α4 := b0 + p − 0  0.
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then by Lemma 2.3, for r < r02 ,∫
Br
Q
(|x|)|u|p dx C0 ∫
Br
|x|b0+p−0 |x|0−p|φu|p dx
 C0rb0+p−0
∫
Br0
|x|0−p|φu|p dx
 Crb0+p−0
∫
RN
|x|0 ∣∣∇(φu)∣∣p dx
 Crb0+p−0‖u‖pA,V . (3.13)
When a0 −p + 0,
α5 := b0 − a0  0.
Hence we have ∫
Br
Q
(|x|)|u|p dx C0 ∫
Br
|x|b0−a0 |x|a0 |u|p dx
 Crb0−a0
∫
Br
V
(|x|)|u|p dx
 Crb0−a0‖u‖pA,V . (3.14)
When a > −p + , b max{a,−p + } implies
β5 := b − a 0,
thus for R > R0, ∫
BcR
Q
(|x|)|u|p dx C0 ∫
BcR
|x|b−a|x|a|u|p dx
 C Rb−a
∫
BcR
V
(|x|)|u|p dx
 C Rb−a‖u‖pA,V . (3.15)
When a−p + , we have
β6 := b + p −  0.
We take the same function ψ as above and use the same argument for (3.10). Then by Lemma 2.3,
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BcR
Q
(|x|)|u|p dx C0Rb+p− ∫
BcR
|x|−p|u|p dx
 C Rb+p−
∫
RN
|x|∣∣∇(ψu)∣∣p dx
 C Rb+p−‖u‖pA,V . (3.16)
The remaining part of the proof is similar to the one of Theorem 3.2 and we omit it. 
4. Existence results for Eq. (1.1)
In this section as an application of the embedding results in Section 3 we prove Theorem 1.1 by
using Mountain Pass Theorem and its symmetric version [3]. In the following we denote
E := W 1,pr
(
R
N ; A, V ).
We ﬁrst observe that a solution u ∈ E of (1.1) corresponds a critical point of the functional
Φ(u) = 1
p
∫
RN
A
(|x|)|∇u|p + V (|x|)|u|p dx− ∫
RN
Q
(|x|)F (u)dx.
In fact, by ( f1), ( f3) and the embedding results built in Section 3, Φ is well deﬁned on E and
Φ ∈ C1(E,R) with
〈
Φ ′(u), v
〉= ∫
RN
A
(|x|)|∇u|p−2∇u∇v + V (|x|)|u|p−2uv dx− ∫
RN
Q
(|x|) f (u)v dx
for all u, v ∈ E.
We consider the case that q∗ and q∗ are well deﬁned. The other cases are similar.
As f (0) = 0, (1.1) has a trivial solution u ≡ 0. By ( f3), we have for some C > 0,
F (u) C
(|u|q1 + |u|q2), ∀u ∈R. (4.1)
Hence for u ∈ E , by Theorem 3.2, we have
Φ(u) = 1
p
‖u‖pE −
∫
RN
Q
(|x|)F (u)dx
 1
p
‖u‖pE − C
∫
RN
Q
(|x|)(|u|q1 + |u|q2)dx
 1
p
‖u‖pE − C
(‖u‖q1E + ‖u‖q2E ).
Since p  q∗ < q1  q2, there exist ρ > 0 and η > 0 such that
Φ(u) η > 0 for all u ∈ E with ‖u‖E = ρ. (4.2)
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F (u) C |u|μ, for u ∈ R, |u| 1. (4.3)
From this and (4.1) we see that q∗ μ q2 < q∗ . For u ∈ E , by the embedding results again, it follows
that u ∈ Lμ(RN , Q ). Take a u ∈ E such that ∫{x: |u(x)|1} Q (|x|)|u|μ dx > 0. Then
Φ(tu) = 1
p
tp‖u‖pE −
∫
RN
Q
(|x|)F (tu)dx
 1
p
tp‖u‖pE − Ctμ
∫
{x: |u(x)|1}
Q
(|x|)|u|μ dx− ∫
{x: |u(x)|1}
Q
(|x|)F (tu)dx
 1
p
tp‖u‖pE − Ctμ
∫
{x: |u(x)|1}
Q
(|x|)|u|μ dx → −∞ as t → ∞.
Thus there is e ∈ E with ‖e‖E > ρ such that
Φ(e) < 0. (4.4)
Now we show that Φ satisﬁes the Palais–Smale condition. Let {un} ⊂ E be such that
Φ(un) → c ∈R, Φ ′(un) → 0 as n → ∞. (4.5)
Then for n large enough, we have by ( f2) that
c + 1+ ‖un‖Φ(un) − 1
μ
〈
Φ ′(un),un
〉
= μ − p
pμ
‖un‖pE +
1
μ
∫
RN
Q
(|x|)(un f (un) − μF (un))dx
 μ − p
pμ
‖un‖pE .
Therefore {un} is bounded in E . Up to a subsequence, we assume there exists u ∈ E such that
un ⇀ u in E, (4.6)
un(x) → u(x) a.e. on RN (4.7)
and
un → u in Lq
(
R
N , Q
)
, for all q∗ < q < q∗ (4.8)
by the compactness of the embedding. (4.8) and the assumptions on f imply that∫
N
Q
(|x|)( f (un) − f (u))(un − u)dx → 0, n → ∞. (4.9)R
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〈
Φ ′(un) − Φ ′(u),un − u
〉→ 0 as n → ∞
which and (4.9) imply
∫
RN
A
(|x|)(|∇un|p−2∇un − |∇u|p−2∇u)(∇un − ∇u)dx
+
∫
RN
V
(|x|)(|un|p−2un − |u|p−2u)(un − u)dx → 0 as n → ∞. (4.10)
We employe the following elementary inequalities: for all ξ,η ∈RN , there is a constant C = C(p) > 0
such that
(|ξ |p−2ξ − |η|p−2η)(ξ − η) C |ξ − η|p, for p  2,(|ξ | + |η|)2−p(|ξ |p−2ξ − |η|p−2η)(ξ − η) C |ξ − η|2, for 1 < p < 2.
When p  2, we have for some C > 0
∫
RN
A
(|x|)(|∇un|p−2∇un − |∇u|p−2∇u)(∇un − ∇u)dx C ∫
RN
A
(|x|)∣∣∇(un − u)∣∣p dx,
∫
RN
V
(|x|)(|un|p−2un − |u|p−2u)(un − u)dx C ∫
RN
V
(|x|)|un − u|p dx.
When 1 < p < 2, we have
∫
RN
A
(|x|)∣∣∇(un − u)∣∣p dx C ∫
RN
A
(|x|)[(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)] p2
× (|∇un| + |∇u|) p(2−p)2 dx
 C
( ∫
RN
A
(|x|)(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)dx) p2
×
( ∫
RN
A
(|x|)(|∇un|p + |∇u|p)dx) 2−pp
 C
( ∫
RN
A
(|x|)(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)dx) p2 ,
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RN
V
(|x|)|un − u|p dx C ∫
RN
A
(|x|)[(|un|p−2un − |u|p−2u)(un − u)] p2 (|un| + |u|) p(2−p)2 dx
 C
( ∫
RN
V
(|x|)(|un|p−2un − |u|p−2u)(un − u)dx) p2
×
( ∫
RN
V
(|x|)(|un|p + |u|p)dx) 2−pp
 C
( ∫
RN
V
(|x|)(|un|p−2un − |u|p−2u)(un − u)dx) p2 .
It follows from (4.10) that
‖un − u‖E → 0 as n → ∞
and so Φ satisﬁes the Palais–Smale condition.
By Mountain Pass Theorem [3], Φ has a critical point u∗ ∈ W 1,pr (RN ; A, V ) with Φ(u∗)  η > 0
which gives a nontrivial radial solution of (1.1).
When ( f4) is veriﬁed, the functional Φ is even on E . By ( f3) and ( f5) we have that q∗ < τ < q∗.
Hence by the embedding E ↪→ Lτ (RN ; Q ), we see that u ∈ E implies u ∈ Lτ (RN ; Q ). Now for u ∈ E ,
by ( f5) we get
Φ(u) = 1
p
‖u‖pE −
∫
RN
Q
(|x|)F (u)dx
 1
p
‖u‖pE − C‖u‖τLτ (RN ;Q ). (4.11)
For any a ﬁnite-dimensional subspace F ⊂ E, since all norms on F are equivalent, it follows
from (4.11) and τ > p that there is RF > 0 such that
max
u∈F ,‖u‖E=RF
Φ(u) < 0.
By the Symmetric Mountain Pass Theorem [3], we get that (1.1) has inﬁnitely many solutions in
W 1,pr (R
N ; A, V ). This completes the proof of Theorem 1.1.
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