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Povzetek
V nalogi naslovimo problem dolgorocˇnega vizualnega sledenja. Izziv predstavljajo
dinamicˇno ucˇenje videza tarcˇe, zaznavanje odsotnosti tarcˇe in njeno ponovno de-
tektiranje. Predlagamo sledilnik, ki vizualni model sledene tarcˇe gradi na podlagi
lokalnih znacˇilnic in afine preslikave. Dolgorocˇno sledenje je izvedeno z detekcijo,
kratkorocˇno pa tudi s pomocˇjo opticˇnega toka. Pri prileganju preslikave sledilnik
uporablja gnezdenje metod: najprej oceni grucˇo tocˇk, ki potencialno pripadajo
tarcˇi, nato pa robustno oceni afino deformacijo. Znacˇilnice za dodajanje modelu
so izbrane na podlagi globalne predloge oblike, hkrati pa le-te prispevajo k njenemu
posodabljanju, kar tvori povratno zanko. Sledilnik smo testirali na dveh skupinah
sekvenc. Prva je namenjena primerjavi dolgorocˇnih, druga pa kratkorocˇnih sledil-
nikov. Rezultate primerjamo s trenutno najnaprednejˇsimi metodami na podrocˇju.
Sledilnik se jim v uspesˇnosti priblizˇa, vecˇjo pozornost pa bi bilo potrebno nameniti
problemu ponovne detekcije.
Kljucˇne besede: racˇunalniˇski vid, dolgorocˇno vizualno sledenje, dinamicˇno ucˇenje,
posplosˇena Houghova transformacija, afina preslikava.

Abstract
In the thesis the problem of long-term visual tracking is addressed. The main
challenges of the problem are on-line learning of the target’s visual appearance,
recognition of target’s absence and it’s redetection. A part-based tracker is pro-
posed using local features and affine transformation. Long-term tracking is per-
formed with tracking-by-detection, supported by optical flow in the short term.
Two nested methods are used when fitting the transformation: firstly, a cluster
of potential target points is defined, then the affine deformation is robustly esti-
mated. New model features are added based on the global shape template, that
is updated by the features themselves, forming a feedback-loop. The tracker is
tested on two groups of sequences, the first targeting long-term and the second
short-term trackers. The results are compared with the state-of-the-art methods.
The performance of the tracker is comparable, though the problem of redetection
should be more carefully addressed.
Keywords: computer vision, long-term visual tracking, online learning, general
Hough transform, affine transformation.

Poglavje 1
Uvod in motivacija
Vizualno sledenje je eden izmed pomembnih problemov racˇunalniˇskega vida. Ter-
min oznacˇuje sledenje objektu (tarcˇi) skozi zaporedje slik in je v uspesˇni izvedbi
sˇiroko aplikativno. Uporablja se v videonadzoru [14], navigaciji [15], interaktiv-
nih vmesnikih [5] in virtualni resnicˇnosti [8]. Razlikujemo med kratkorocˇnim in
dolgorocˇnim vizualnim sledenjem. Prvo se nanasˇa na sledenje objektu, ki je v
vizualnem polju ves cˇas prisoten, le obcˇasno in delno zakrit z drugim elementom,
njegov videz pa ni podvrzˇen vecˇjim spremembam. Nasprotno mora dolgorocˇni sle-
dilnik tarcˇo po daljˇsi odsotnosti oz. zakritosti ponovno prepoznati in uposˇtevati
spremembe v njeni vizualni pojavnosti, ki nastopijo zaradi sprememb okolice, izve-
nravninske rotacije, netogosti tarcˇe ipd. Pojavnost objekta abstrahiramo v t. i.
vizualni model. Locˇimo celostne modele (ang. global), ki tarcˇo opisujejo v celoti,
ter modele, ki zdruzˇujejo opise njenih posameznih delov (ang. part-based).
Pri sledenju objektov v realnem, nenadzorovanem okolju, izziv predstavljajo
spremenljivi pogoji, spreminjanje vizualnih lastnosti ter delno ali popolno zakri-
vanje (ang. occlusion) s kaksˇnim drugim objektom. Poseben problem predstavlja
posodabljanje modela skozi dinamicˇno ucˇenje brez predhodnega poznavanja tarcˇe
(ang. online learning), kjer uspesˇnost ucˇenja mocˇno zavisi od tocˇnosti prejˇsnjega
predvidevanja. Z napacˇnim ucˇenjem se hitro zgodi, da sledilnik zdrsne s tarcˇe in
jo zamenja z njeno okolico.
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2 POGLAVJE 1. UVOD IN MOTIVACIJA
1.1 Pregled podrocˇja
Vizualno sledenje je zˇivahno podrocˇje racˇunalniˇskega vida, zato so raznolike tudi
metode resˇevanja problemov, ki pri tem nastopijo. V nadaljevanju so predstavljene
najsorodnejˇse.
V prvi vrsti se metode za sledenje razlikujejo po nacˇinu zapisa izgleda tarcˇe.
Uporabljajo se globalni vizualni modeli [16, 27, 2], v zadnjem cˇasu pa se uve-
ljavljajo predvsem metode, ki opisujejo posamezne dele tarcˇe (ang. part-based
tracking) [23, 22, 12, 30, 9]. Slednje pri sledenju predpostavljajo zacˇasno geome-
trijsko skladnost delov, ki jo ocenjujejo z robustnimi metodami prileganja mode-
lov, kot sta prileganje z vzorcˇenjem [23] in posplosˇena Houghova transformacija
[22]. Cˇe dele tarcˇe predstavljajo lokalne znacˇilnice, je geometrijska skladnost lahko
uposˇtevana zˇe pri sami detekciji le-teh [12]. Predpostavlja se globalna skladnost
[23, 12, 22] ali pa lokalna [27, 9]. Metode, ki predpostavljajo globalno skladnost, se
nadalje razlikujejejo po stopnji kompleksnosti geometrijskih sprememb, ki jo lahko
zajamejo. V zadnjem cˇasu sta se pojavila dva sledilnika, ki problem dolgorocˇnega
sledenja sˇe posebej uspesˇno naslavljata: PREDATOR [16] in ALIEN [23]. PRE-
DATOR se prilagajata spremembi velikosti, kjer spremembi v x in y smeri nista
korelirani. ALIEN [23] uposˇteva preslikavo podobnosti, kjer je faktor skaliranja v
obeh smereh enak, in zajema tudi rotacijo.
Pri ucˇenju modela se sledilniki vecˇinoma zanasˇajo na ocenjeno podrocˇje tarcˇe
[23, 22] v vsakem cˇasovnem koraku. K problemu klasifikacije vizualne informacije
za posodabljanje modela in sledenje se pristopa z uporabo pozitivnih in negativnih
ucˇnih primerov [16, 23, 2, 30], kjer se uporablja informacijo ozadja tarcˇe. Tudi
problem zakrivanja metode resˇujejo na podlagi negativnih ucˇnih primerov [16, 23,
2, 30] ali pa implicitno [22].
1.2 Prispevki diplomske naloge
V nalogi predlagamo dolgorocˇni vizualni sledilnik, kjer vizualni model gradimo
s pomocˇjo lokalnih znacˇilnic. Model posodabljamo na nacˇin, ki uposˇteva spre-
membe v videzu in ohranja opise, ki so pomembni za dolgorocˇno poznavanje in
prepoznavanje tarcˇe.
Tekom sledenja morebitne polozˇaje tarcˇe dolocˇimo s posplosˇeno Houghovo
1.3. STRUKTURA DIPLOMSKE NALOGE 3
transformacijo [3] in tocˇkam, ki transformacijo podpirajo, poiˇscˇemo afino presli-
kavo. Ta zajema skaliranje v x in y smeri ter rotaciji baznih vektorjev. Zaradi
gnezdenja metod prileganja modela podatkom je sledilnik robusten v sˇirokem na-
boru situacij.
Za resˇevanje problema filtriranja osamelcev (ang. outliers) v nasprotju z
[16, 23] ne uporabljamo negativnih primerov, temvecˇ za to predlagamo uporabo
povratne informacije tocˇk, ki ocenjeno preslikavo podpirajo. S tem gradimo glo-
balno predlogo oblike, ki sluzˇi kot filter pri dodajanje znacˇilnic modelu ter znacˇilnih
tocˇk mnozˇici za ocenjevanje opticˇnega toka. Problem zakrivanja s tem resˇujemo
implicitno.
1.3 Struktura diplomske naloge
Delo je razdeljeno na pet poglavji. V Poglavju 2 predstavimo teoreticˇno ozadje
uporabljenih metod. Poglavje 3 opisuje razvit algoritem. Najprej podrobneje
opiˇsemo gradnjo vizualnega modela in nacˇin posodabljanja le-tega, nato pa celo-
tno zasnovo sledenja. V Poglavju 4 predstavimo metodo vrednotenja algoritma,
rezultate analiziramo in jih primerjamo s konkurencˇnimi sledilniki. V Poglavju 5
povzamemo sklepne ugotovitve in navedemo mozˇnosti za nadaljnji razvoj sledil-
nika.
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Poglavje 2
Teorija
V poglavju so predstavljene metode, na katerih temelji zasnova lastnega sledil-
nika. V Podpoglavju 2.1 opiˇsemo lokalno znacˇilne tocˇke in lokalne znacˇilnice ter
podrobneje predstavimo znacˇilne tocˇke GFTT [26] ter znacˇilnice SURF [4]. Nato v
Podpoglavju 2.2 predstavimo dve metodi prileganja podatkov modelu: posplosˇeno
Houghovo transformacijo [3] in metodo MLESAC [28]. V Podpoglavju 2.3 pred-
stavimo opticˇni tok Lucas-Kanade ter v Podpoglavju 2.4 dinamicˇni model in Kal-
manov filter [17].
2.1 Lokalne znacˇilnice
Lokalne znacˇilnice omogocˇajo izrazˇanje lastnosti podrocˇij v sliki, kot so barva, te-
kstura in oblika, s sˇtevilcˇnimi vrednostmi. Locˇimo med znacˇilnimi tocˇkami (ang.
keypoints), ki jih podajamo s koordinatami, in lokalnimi znacˇilnicami (ang. local
features), ki podajo opis regije okoli znacˇilne tocˇke. Znacˇilnico zgradimo v sˇtirih
korakih: 1) detektiranje znacˇilne tocˇke, 2) definiranje regije okoli tocˇke, 3) nor-
malizacija regije (neobvezno) in 4) izracˇun lokalnega deskriptorja (ang. feature
vector) .
Lokalne znacˇilnice uporabljamo predvsem pri problemih iskanja korespondenc
med slikami, kot so ustvarjanje panoram, poizvedovanje po slikovnih bazah, detek-
cija objektov, vizualno sledenje itn., za kar potrebujemo 1) ponovljivost detekcij
in 2) opis, ki bo dobro sluzˇil za prepoznavanje podobnih in razlikovanje razlicˇnih
znacˇilnic, hkrati pa cˇim manj obcˇutljiv na vizualne spremembe, ki niso vezane na
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strukturo podrocˇja tarcˇe.
Tako za detekcijo kot za gradnjo znacˇilnic obstaja veliko metod. Med popu-
larnejˇsimi so: KAZE [1], FREAK (ang. Fast Retina Keypoint) [29], BRISK (ang.
Binary Robust Invariant Scalable Keypoints) [19], ORB (ang. Oriented FAST
and Rotated BRIEF ), SURF (ang. Speeded Up Robust Features) [4], SIFT (ang.
Scale-invariant Teature Transform ) [20].
Pri dolgotrajnem opazovanju objektov v nenadzorovanem okolju zˇelimo
znacˇilnice, katerih opis je cˇim manj obcˇutljiv na zunanje spremembe, vezane na
osvetljavo, strukturo ozadja in artefakte samega zajema slike, ter notranje spre-
membe, vezane predvsem na prostorske transformacije. Za take znacˇilnice pra-
vimo, da so invariantne.
Deskriptorje znacˇilnic med seboj primerjamo s funkcijo razdalje d, ki je opre-
deljena glede na lastnosti deskriptorja. Posebno aktualni so binarni deskriptorji,
ki jih primerjamo s Hammingovo razdaljo [11] in omogocˇajo kaskadno primerjanje.
2.1.1 Znacˇilne tocˇke GFTT in znacˇilnice SURF
Znacˇilne tocˇke GFTT (ang. Good Features To Track) [26] uporabljamo za iskanje
korespondenc pri ocenjevanju opticˇnega toka. Najdemo jih na mestih, kjer so izra-
zite svetlostne spremembe v dveh pravokotnih smereh (npr. ogliˇscˇa). Definiramo
jih s pomocˇjo lastnih vrednosti Hessianove matrike. Znacˇilno tocˇko opredelimo kot
ψk = {xk, yk}, kjer sta xk in yk koordinati k-te tocˇke.
Znacˇilnice SURF (ang. Speeded Up Robust Features) [4] so izboljˇsana verzija
popularnih znacˇilnic SIFT [20]. So rotacijsko in velikostno invariantne. Detekcija
tocˇk temelji na determinanti Hessianove matrike, kjer se jo aproksimira z uporabo
t. i. filtri Box nad integralnimi slikami. Operacije so preproste in primerne za apli-
kacijo v realnem cˇasu. Deskriptor opisuje porazdelitev Haarovih valcˇnih odzivov
in je lahko rotacijsko normaliziran.
Ob detekciji znacˇilnico opiˇsemo kot θk = {xk, yk, rk, φk,ηk}, kjer sta xk in yk
koordinati znacˇilnice v slikovnem okviru, rk in φk pa velikost in rotacija znacˇilnice.
Vektor ηk je deskriptor znacˇilnice, na Sliki 2.1 ponazorjen z barvo. Za primerjanje
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deskriptorjev znacˇilnic SURF se uporablja evklidska norma oz. razdalja l2:
d(η1,η2) =
√∑
i=1:n
(
η
(1)
i − η(2)j
)2
, kjer η1,η2 ∈ Ri. (2.1)
φk
rk
Slika 2.1: Znacˇilnica z definiranim kotom φ in velikostjo r.
2.2 Robustno prileganje modelov
Pri prileganju modela nas zanima transformacija Tt(Mt, It), ki model v cˇasu t Mt
najbolje prilega podatkom It glede na definirano kriterijsko funkcijo. Glavni izziv
prilaganja modelov so sˇumni podatki, ki jih je v realnih primerih lahko celo vecˇ
kot polovico.
V nadaljevanju predstavimo dve metodi: 1) Posplosˇeno Houghovo transfor-
macijo [3], ki je robustna in hitra pri manjˇsem sˇtevilu iskanih parametrov, ter
2) metodo prilaganja z vzorcˇenjem MLESAC [28], s katero lahko ocenjujemo bolj
kompleksne transformacije, a je kljub dobri robustnosti na sˇum bolj obcˇutljiva.
2.2.1 Posplosˇena Houghova transformacija
Houghova transformacija (HT, ang. Hough Transform) [13] je popularna metoda
iskanja primitivnih parametricˇnih geometrijskih oblik. Je metoda glasovanja v n-
dimenzionalnem Houghovem prostoru, kjer n ustreza sˇtevilu iskanih parametrov.
Zaloge vrednosti parametrov so diskretizirane. Entitete (podatki, npr. piksli,
tocˇke, znacˇilnice) nato glasujejo za vse modele (kombinacije parametrov modela),
s katerimi so skladne. Maksimumi glasovalnega prostora ustrezajo najbolj verje-
tnim kombinacijam parametrov. Primer uporabe HT za detekcijo premic prikazuje
Slika 2.2.
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Metoda dobro deluje tudi ob veliki kolicˇini sˇumnih podatkov, primerna pa je
za ocenjevanje modelov z manjˇsim sˇtevilom parametrov, saj je racˇunsko zahtevna.
Slaba stran metode je, da lahko lokalni maksimum v prostoru tvorijo tudi samo
sˇumni podatki. V izogib temu se v praksi uporablja predhodno znanje za omeje-
vanje mozˇnih vrednosti parametrov in utezˇevanje glasov. Na ucˇinkovitost metode
prav tako vpliva kvantizacija zalog vrednosti.
(a) (b)
ρ
θ
(c) (d)
Slika 2.2: Houghova transformacija za detekcijo premic. Premico izrazimo v
polarni obliki x cos θ − y sin θ = ρ. Za vsak robni piksel (b) se izracˇuna ρ za
vse mozˇne vrednosti θ in povecˇa vrednost ustreznih celic v Houghovem pro-
storu. (c) Maksimumi definirajo najbolj verjetne pare (ρ, θ). (d) 10 premic
z najvecˇjo podporo.
Posplosˇena Houghova transformacija (ang. Generalised Hough Transform,
GHT) [3] omogocˇa iskanje splosˇnih objektov, opisanih z modelom in ne z ana-
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liticˇno enacˇbo, kot velja za HT. Iskanje objekta prevedemo na iskanje njegovega
polozˇaja v sliki z iskanjem parametrov transformacije, ki model preslika v slikovno
polje. Primer GHT prikazuje Slika 2.3.
(a)
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(d)
Slika 2.3: Posplosˇena Houghova transformacija. (a) Modelu definiramo
srediˇscˇe in za vsako od treh barvnih pik izracˇunamo razdaljo do njega. (b) Ob
detekciji vsaka barva glasuje v Houghovem prostoru v vse smeri v izracˇunani
razdalji. (c) Diskretiziran Houghov prostor po glasovanju. (d) Maksimum
prostora dolocˇa novo srediˇscˇe objekta.
2.2.2 Prileganje z vzorcˇenjem
Metode prileganja z vzorcˇenjem temeljijo na soglasju nakljucˇnega vzorcˇenja in so
posebno primerne za naslavljanje problemov, za katere sicer poznamo analiticˇne
resˇitve, ki pa so precej obcˇutljive na sˇum.
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Splosˇno transformacijo opredelimo kot Aχ = γ, kjer so A matrika preslikave,
χ podatki modela in γ izmerjeni podatki. Cˇe je kriterijska funkcija zastavljena na
podlagi razlike med dejanskimi in preslikanimi podatki, je preslikava optimizirana
tudi glede na osamelce (ang. outliers) in tako hitro popacˇena.
Obstaja vecˇ metod prileganja z vzorcˇenjem, vse pa temeljijo na popularnem
algoritmu RANSAC (ang. Random Sample Consensus) [10]. Osnovni koraki al-
goritma so: 1) nakljucˇno vzorcˇenje najmanjˇsega sˇtevila podatkov, potrebnih za
oceno preslikave, 2) izracˇun preslikave A in 3) izracˇun sˇtevila podatkov, ki presli-
kavo podpirajo (ang. inliers) glede na funkcijo napake E.
Algoritem korake iterativno ponavlja, izhodna preslikava A je preslikava z
najvecˇjo podporo. Sˇtevilo iteracij je lahko dolocˇeno vnaprej tako, da glede na
ocenjen odstotek sˇumnih podatkov maksimiziramo verjetnost vzorcˇenja podatkov,
ki dejansko pripadajo modelu. Odstotek sˇumnih podatkov lahko ocenjujemo tudi
tekom algoritma in sˇtevilo iteracij dinamicˇno prilagajamo.
Metoda MLESAC (ang. Maximum Likelihood Estimation Sample Consensus)
[28] gre korak naprej in preslikave, generirane na podlagi vzorcˇenih podatkov, vre-
dnoti na podlagi logaritemske funkcije verjetja. Za vsako preslikavo Ai najprej
izracˇuna napako δ
(i)
k = E(Ai, k) za vsak podatek k, na podlagi katere dolocˇi ver-
jetnost, da podatek pripada modelu, pin in verjetnost, da ne pripada modelu, pout
po enacˇbah
pin(k|Ai) = λe
−
δ
(i)
k
2
2σ2
σ
√
2pi
, pout(k|Ai) = 1− λ
µ
, (2.2)
kjer je λ t. i. faktor mesˇanja, σ varianca normalne porazdelitve in µ globalna
maksimalna napaka, definirana kot maksimalna evklidska razdalja med podatki.
Faktor λ je inicializiran na 1/2, nato pa se ga racˇuna interativno po
λ =
1
n
∑
k=1:n
p
(k)
in
p
(k)
in + p
(k)
out
, (2.3)
kjer je n sˇtevilo podatkov. Koncˇna transformacija Aopt je dolocˇena po
argmax
Ai
(
−
∑
k=1:n
ln
(
p
(i,k)
in + p
(i,k)
out
))
. (2.4)
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2.3 Opticˇni tok Lucas-Kanade
Opticˇni tok oznacˇuje navidezno gibanje v slikovnem okvirju. Gre za ocenjevanje
korespondenc med zaporednima slikama It in It+∆t. Ocenjuje se ga lahko gosto
za vsak piksel slike, ali pa razstreseno za regije okoli dolocˇenih tocˇk.
Metoda za ocenjevanje opticˇnega toka Lucas-Kanade (metoda LK) sloni na
dveh predpostavkah: 1) svetlost piksla po premiku v cˇasu ∆t ostaja enaka (ang.
brightness constancy constraint), 2) premik piksla v cˇasu ∆t bo majhen [21].
Prvo predpostavko predstavlja enacˇba
I(x, y, t) = I(x+∆x, y +∆y, t+∆t), (2.5)
na podlagi druge pa jo lahko razvijemo v Taylorjevo vrsto po
I(x+∆x, y +∆y, t+∆t) ≈ I(x, y, t) + ∂I
∂x
∆x+
∂I
∂y
∆y +
∂I
∂t
∆t. (2.6)
Enacˇbo (2.6) izpeljemo v
Ix∆x+ Iy∆y = −It, (2.7)
ki jo imenujemo enacˇba opticˇnega toka (ang. optical flow constraint equation),
kjer sta Ix in Iy odvoda v x in y smeri.
Enacˇba (2.7) ima dve neznanki, zato je ne moremo oceniti na podlagi enega
piksla. Gre za t. i. problem odprtine (ang. aperture problem), ki ga metoda
LK resˇuje s predpostavljanjem enakega toka v sosesˇcˇini piksla. S tem zastavimo
predeterminiran sistem, ki se ga resˇuje z metodo najmanjˇsih kvadratov in psev-
doinverzom. Omejitev majhnih premikov se lahko omili s sˇirjenjem toka skozi
Gaussovo piramido [6].
2.4 Dinamicˇni model in Kalmanov filter
Dinamicˇni model opisuje obnasˇanje sistema skozi cˇas. V nadaljevanju razlage se
omejimo na uporabo na podrocˇju racˇunalniˇskega vida in osredotocˇimo na model
skoraj konstantne hitrosti (ang. nearly constant velocity, NCV).
Dinamicˇnimi modeli vecˇinoma opisujejo lastnosti spreminjanja polozˇaja objekta.
Na podlagi stanja modela v cˇasu t lahko predvidimo polozˇaj v cˇasu t+ 1. Locˇimo
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med implicitnimi in eksplicitnimi, deterministicˇnimi in stohasticˇnimi dinamicˇnimi
modeli.
Stanje modela v cˇasu t opredelimo kot xˆt = [x, x
′, . . .]ᵀ, sam model pa tipicˇno
predstavimo z diferencialnimi enacˇbami. Model skoraj konstantne hitrosti je eks-
pliciten stohasticˇen model, za dvorazsezˇni prostor opredeljen z enacˇbami
xˆt =
[
x y x′ y′
]ᵀ
= Φ(∆t)xˆt−1 +Wt−1 , xˆ′t = F xˆt−1 +Lw, (2.8)
Φ(∆t) =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1
 , Q = q

1
3∆t
3 0 12∆t
2 0
0 13∆t
3 0 12∆t
2
1
2∆t
2 0 ∆t 0
0 12∆t
2 0 ∆t
 ,
F =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , L =

0 0
0 0
1 0
0 1
 , (2.9)
kjer Wt−1 ∼ G(µ = 0,Q) in q predstavlja spektralno gostoto sˇuma. Pri obdelavi
zaporedja slik je cˇas diskreten in velja ∆t = 1.
Matrika Q predstavlja nekoreliran dinamicˇni sˇum sistema. Cˇe enacˇbe interpre-
tiramo, model v cˇasu t: 1) predvidi polozˇaj objekta na podlagi prejˇsnjega polozˇaja
in hitrosti, 2) trenutni hitrosti doda sˇum. NCV model torej predpostavlja koreli-
rano hitrost in nekoreliran pospesˇek.
Za zdruzˇevanje napovedi dinamicˇnega modela z meritvami uporabljamo rekur-
zivni Bayesov filter, imenovan Kalmanov filter [17]. Ta je primeren pri predpo-
stavljanju linearne dinamike in Gaussove distribucije tako meritve kot napovedi.
Kalmanov filter podajajo enacˇbe
x˜t = Φxˆt−1 + Γµt , P˜t = ΦPt−1Φᵀ +Q,
K = P˜tH
ᵀ
(
HP˜tH
ᵀ +R
)−1
,
xˆt = x˜1 +K (yt −Hx˜1) , Pt = (I −KH) P˜1, (2.10)
kjer Pt−1 predstavlja apriorno verjetnost, Pt posteriorno verjetnost, yt meritev,
H opazovalno matriko in I indentiteto.
Poglavje 3
Zasnova algoritma za sledenje
V tem poglavju podrobneje predstavimo algoritem za sledenje. V Podpoglavju
3.1 opredelimo afino preslikavo, s pomocˇjo katere v Podpoglavju 3.2 definiramo
dolgorocˇni vizualni model. Nacˇin posodabljanja modela je predstavljen v Pod-
poglavju 3.3. V Podpoglavju 3.4 nato opiˇsemo delovanje sledilnika: sledenje z
detekcijo, kratkorocˇno sledenje z opticˇnim tokom, posodabljanje stanja sledilnika
in na koncu sledilnik sˇe graficˇno ponazorimo.
3.1 Afina preslikava
Afina preslikava je linearna preslikava, ki ohranja premice in ravnine. Ohranja
vzporednost, ne pa nujno tudi kotov med premicami. Primer matrike za afino
preslikavo A v dvorazsezˇnem prostoru podaja enacˇba
A =

a11 a12 a13
a21 a22 a23
0 0 1
 ,

x
y
1

′
= A

x
y
1
 =

a11x+ a12y + a13
a21x+ a22y + a23
1
 . (3.1)
Vektor [a13, a23]
ᵀ predstavlja premik, ostali parametri pa niso enostavno
razlozˇljivi in vzajemno dolocˇajo skaliranje in rotiranje baznih vektorjev. V li-
teraturi se rotiranje baznih vektorjev vcˇasih interpretira tudi kot eno rotacijo in
zamik (ang. skew). Primer preslikave prikazuje Slika 3.1.
Matrika A ima 6 neznanih parametrov, zato jo lahko ocenimo z vsaj tremi
nekolinearnimi tocˇkami (vsaka tocˇka prispeva x in y vrednost.) Cˇe z χ oznacˇimo
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x
y
ib
jb
x
y
ib
jb
θi
θij
Slika 3.1: Afino preslikana bazna vektorja brez translacije
podatke, ki jih zˇelimo z A preslikati v podatke χ′, lahko zapiˇsemo Aχ = χ′ in
definiramo funkcijo napake (·) kot
(a11, a12, a13, a21, a22, a33) =
∑
i=1:n
((a11xi + a12yi + a13 − x′i)2
+ (a21xi + a22yi + a23 − y′i)2), (3.2)
kjer je n sˇtevilo podatkov (korespondenc) in nmin = 3. Funkcijo  se minimizira z
metodo najmanjˇsih kvadratov, ki je zelo obcˇutljiva na sˇum, zato jo uporabimo v
metodi RANSAC [10] (glej Podpoglavje 2.2.2).
3.2 Vizualni model
Vizualni model definiramo na podlagi lokalnih znacˇilnic θ in afine preslikave A.
Uporabimo znacˇilnice SURF [4]. V cˇasu t je definiran kot mnozˇicaMt = {wi=1:n(t)},
kjer wi =
{
ηi,χ
(i)
j=1:m(i)
}
in χj = [δp, δc]
ᵀ. Vektor χk izracˇunamo za vsako
znacˇilnico θk =
{
xk, yk, rk, φk,η
(i)
k
}
(glej Podpoglavje 2.1.1 in Sliko 2.1), ki jo
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dodajamo modelu, glede na trenutno ocenjeno preslikavo At po
d =
√
(cy − yk)2 + (cx − xk)2
rk
, γ = atan2(cy − yk, cx − xk),
δp =

x
y
1
 = A−1t

xk
yk
1
 , δc =
[
xc
yc
]
= d
[
cos (γ − φk)
sin (γ − φk)
]
, (3.3)
kjer je C = [cx, cy]
ᵀ srediˇscˇe objekta. Vektor δc uporabimo pri GHT, vektor δp pa
pri prileganju afine transformacije. Graficˇno model ponazarja Slika 3.2c.
Za taksˇno zasnovo modela smo se odlocˇili zaradi vecˇ razlogov. Dopusˇcˇamo,
da se znacˇilnica znotraj modela pojavlja dvoumno, na vecˇih mestih hkrati, bodisi
zaradi dveh podobnih struktur bodisi zaradi netoge notranje strukture objekta. Za
znacˇilnico, katere deskriptor tekom sledenja rahlo variira, tako ni potrebno hraniti
vseh njenih opisov, kar zmanjˇsa cˇasovno zahtevnost algoritma.
Za znacˇilnico, ki se znotraj tarcˇe ves cˇas nahaja na istem mestu, lahko hra-
nimo vecˇ razlicˇnih vektorjev do srediˇscˇa tarcˇe. To je zˇeljeno, saj se pri izracˇunu
δc zanasˇamo na oceno velikosti in rotacije znacˇilke, ki ima omejeno natancˇnost.
V primeru, ko so vektorji bolj ali manj enaki, z vecˇjo gotovostjo glasujejo v Hou-
ghovem prostoru. Prav tako lahko za taksˇne znacˇilnice hranimo vecˇ podobnih ali
celo enakih vektorjev δp, s cˇimer imajo vecˇjo tezˇo pri ocenjevanju preslikave At z
metodo MLESAC [28] v koraku detekcije (glej Podpoglavje 3.4.1).
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t
Ct
 
 
t + 1
Ct+1
center tarèe
znaèilnica θ1
znaèilnica θ2
znaèilnica θ3
(a)
(b)
ηi
χ
(i)
j
δp δc
...
ηi−1
x1
y1

ηi
x1
y1

x2
y2

ηi+1
x1
y1

(c)
Slika 3.2: Vizualni model na podlagi lokalnih znacˇilnic. (a) Znacˇilnice ob
detekciji in vektorji do centra objekta Ct. (b) Vektorji, normalizirani glede
na velikost in rotacijo znacˇilnic. (c) Vizualni model po vnosu detektiranih
znacˇilnic.
3.3 Posodabljanje modela
Podpoglavje je razdeljeno na tri dele. Najprej predstavimo nacˇin filtriranja detek-
tiranih znacˇilnic. Nato opiˇsemo postopka dodajanja in odstranjevanja znacˇilnic
3.3. POSODABLJANJE MODELA 17
modelu.
3.3.1 Filtriranje znacˇilnic
Filtriranje znacˇilnic za dodajanje modelu in sledenje po metodi LK opravimo na
podlagi globalne predloge, ki predstavlja trenutno prostorsko verjetnostno poraz-
delitev oblike tarcˇe.
Predlogo definiramo kot kvadratno matriko F velikosti λm size, kjer Zf (F ) =
[0, 1]. Pri filtriranju jo najprej preslikamo v trenutni slikovni okvir na podlagi
ocenjene At in jo oznacˇimo z F
′. Definirajmo sˇe funckijo Υ (A,F , λ) kot
Υ (A,F , λ) = F  J , kjer
J =
{
1 , cˇe j ∈ P
0 drugacˇe
(3.4)
in je P paralelogram, ki ga dolocˇata vektorja Atλib in Atλjb.
Detektirane znacˇilne tocˇke ψi = [xi, yi]
ᵀ dodamo mnozˇici za kratkorocˇno sle-
denje, cˇe F1(xi, yi) > λc, kjer je F1 = Υ (At,F
′, λout) in λout ≥ 1. Z F (n,m)
oznacˇujemo element matrike v n-ti vrstici in m-tem stolpcu.
Pri izboru znacˇilnic θi = {xi, yi, ri, φi,ηi} za dodajanje modelu smo bolj se-
lektivni. Poleg dovolj velike vrednosti na koordinati tocˇke nas zanimajo vrednosti
predloge na celotni regiji, ki pripada znacˇilnici glede na njeno velikost ri. Znacˇilnico
sprejmemo, cˇe F2(xi, yi) > λd in k
∑
j
F ′(xj , yj) > λa, kjer F2 = Υ (At,F ′, λin),
λin ≤ 1, k = 12piri in ∀j : (xj − xi)2 + (yj − yi)2 < ri.
3.3.2 Rast modela
Mnozˇico v cˇasu t detektiranih znacˇilnic, ki smo jih uspesˇno filtrirali glede na glo-
balno predlogo oblike, oznacˇimo z Ωt. Deskriptorje znacˇilnic θj ∈ Ωt s funckijo
razdalje d (2.1) primerjamo z deskriptorji modela Mt−1 in s tem znotraj Ωt defi-
niramo dve podmnozˇici Ωk ter Ωs, kjer
Ωk =
{
θj=1:n(k)
}
,∀θj : min(d(ηj ,ηi=:n(t))) < λ1,
Ωs =
{
θj=1:n(s)
}
,∀θj : min(d(ηj ,ηi=:n(t))) < λ2,
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ηi=1:n(t−1) pa so deskriptorji modela Mt−1. Znacˇilnice θj ∈ Ωt nato Mt−1 dodajamo
v dveh korakih. Najprej podamo postopek dodajanja novih vnosov v model, nato
pa posodabljanje znanih vnosov wi ∈Mt−1.
Nove vnose v model definiramo s pomocˇjo mnozˇice Ωu = Ωt \Ωk. Deskriptorje
znacˇilnic θj ∈ Ωu najprej razvrstimo v grucˇe po metodi voditeljev (ang. k-means).
Pri tem iˇscˇemo minimalni k (sˇtevilo grucˇ), za katerega velja ∀ηj : d(ηj ,η(r)j ) < λk,
kjer η
(r)
j oznacˇuje srediˇscˇe grucˇe r, ki mu pripada znacˇilnica θj , in r = 1 : k.
Za oceno minimalne vrednosti kmin deskriptorje ηj med seboj primerjamo s
funkcijo d. Izracˇunamo sˇtevilo specificˇnih deskriptorjev nspec in kmin dolocˇimo po
nspec =
n(u)∑
j=1
δ(j), kjer δ(j) =
{
1 , cˇe min(d(ηj ,ηi=:n(u))) > 2λk,
0 drugacˇe
,
kmin = min
(
n(u), nspec + 1
)
. (3.5)
Zacˇetno vrednost kmin nato iterativno povecˇujemo, dokler ne dosezˇemo opre-
deljenega pogoja. Naenkrat lahko dodamo omejeno sˇtevilo deskriptorjev. Pri
presezˇnem sˇtevilu se odlocˇimo za tiste, ki so glede na funkcijo d najbolj spe-
cificˇni. Za vsako grucˇo r izracˇunamo vnos wr =
{
ηr,χ
(r)
j=1:m(r)
}
tako, da po
(3.3) izracˇunamo χj za vsako znacˇilnico grucˇe. Vnose nato dodamo v model in
dobimo Mt = Mt−1 ∪ {wr=1:k}.
Znane vnose wi ∈ Mt−1 posodabljamo s pomocˇjo mnozˇice Ωv = Ωk ∪ Ωs. Za
vsako znacˇilnico θj ∈ Ωv izracˇunamo χj in ga dodamo ustreznemo vnosu wi. Pri
tem preverimo, cˇe in kolikokrat se je δ
(j)
p v wi zˇe pojavil. Frekvenco pojavljanja
omejimo, da preprecˇimo prekomerno prileganje (ang. overfitting).
3.3.3 Cˇiˇscˇenje modela
Naj vizualni model v cˇasu t sˇe enkrat zapiˇsemo kot Mt = {wi=1:n(t)}, kjer wi ={
ηi,χ
(i)
j=1:m(i)
}
. Z dodajanjem novih znacˇilnic povecˇujemo tako n kotmi. Dolocˇimo
pragova nmax in mmax, ki predstavljata najvecˇje dovoljeno sˇtevilo n in mi. Kadar
katera od vrednosti prag presezˇe, model oklestimo (ang. prune).
Najprej predstavimo klestenje mnozˇice M . Pri tem zˇelimo ohraniti vnose wi,
ki zajemajo pojavnost tarcˇe skozi daljˇse cˇasovno obdobje, in odstraniti vnose,
ki ne pripadajo objektu oz. zanj niso specificˇni, kot so razni vizualni artefakti
(npr. posledica zajema slike, hipne spremembe razsvetljave ipd.). Vnose wi zato
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ohranjamo glede na mi. Najprej odstranimo vnose, za katere velja mi = 1, kar
pomeni, da smo znacˇilnico znotraj objekta opazili samo enkrat. Cˇe po tem n sˇe
vedno presega nmax, ohranimo najvecˇ nmax/2 vnosov, in sicer tiste z najvecˇjimi m,
po potrebi pa tiste z najmanjˇsim sprejemljivim m uniformno vzorcˇimo. Posebej je
potrebno izpostaviti, da model klestimo pred dodajanjem novih znacˇilnic, saj bi
v nasprotnem primeru nove znacˇilnice najprej odstranili. Mnozˇico znanih vnosov{
χ
(i)
j=1:m(i)
}
za posamezen wi klestimo z uniformnim vzorcˇenjem.
3.4 Sledilnik
V tem podpoglavju predstavimo delovanje sledilnika. Najprej definiramo stanje
sledilnika. V Podpoglavju 3.4.1 predstavimo korake sledenja z detekcijo in v Pod-
poglavju 3.4.2 sledenje z opticˇnim tokom Lucas-Kanade. Nato v Podpoglavju 3.4.3
definiramo zdruzˇevanje ocenjenih preslikav in posodabljanje stanja sledilnika.
Stanje sledilnika v cˇasu t predstavimo kot St(M,Ψ,F , ν,A, ρd,ρt, κ), kjer so:
• M - vizualni model,
• Ψ - mnozˇica znacˇilnih tocˇk za sledenje po metodi LK,
• F - globalna predloga oblike,
• ν - dinamicˇni model,
• A - afina preslikava,
• ρd - sˇtevilo uspesˇnih in neuspesˇnih detekcij,
• ρt - sˇtevilo uspesˇnih in neuspesˇnih sledenj,
• κ - binarni atribut, ki oznacˇuje stabilnost stanja.
3.4.1 Sledenje z detekcijo
V podpoglavju predstavimo nacˇin sledenja z detekcijo, kjer uporabljamo vizualni
model M , dinamicˇni model NCV, posplosˇeno Houghovo transformacijo in afino
preslikavo. Metoda mocˇno zavisi od stabilnosti sledilnika κt−1, ki ga dolocˇimo glede
na sˇtevilo uspesˇnih sledenj (3.9, 3.13), zato delovanje metode najprej predstavimo
v stabilnem in nato v nestabilnem stanju.
V stabilnem stanju detekcija v cˇasu t poteka sledecˇe:
1. napoved polozˇaja tarcˇe s pomocˇjo dinamicˇnega modela,
20 POGLAVJE 3. ZASNOVA ALGORITMA ZA SLEDENJE
2. dolocˇitev iskalne regije (ang. region of interest, ROI) na podlagi preslikave
At−1 in skalirnega faktorja λs,
3. detekcija znacˇilnic θt znotraj ROI in primerjava z deskriptorji modela Mt−1,
4. glasovanje prepoznanih znacˇilnic v Houghovem prostoru,
5. s pomocˇjo maksimumov Houghovega prostora dolocˇimo pare tocˇk za nasle-
dnji korak,
6. z metodo MLESAC [28] izbranim parom tocˇk poiˇscˇemo afino preslikavo Ad
in posodobimo ρ
(t)
d ter κt.
V nadaljevanju podrobneje opiˇsemo posamezne korake. V koraku 4 znacˇilnico
θk prepoznamo, cˇe min(d(ηk,ηi=1:n(t))) < λsim. Vsaki prepoznani znacˇilnici nato
pripiˇsemo vse vektorje χ
(i)
j = [x, y, xc, yc]
ᵀ ustreznega vnosa wi in po enacˇbi
C(k,j) =
[
cx
cy
]
= rk
[
cosΦk − sinΦk
sinΦk cosΦk
][
xc
yc
](j)
+
[
xk
yk
]
(3.6)
za vsakega izracˇunamo pricˇakovan polozˇaj centra objekta C(k,j). S tem za vsako
θk definiramo matriko Vk, kot prikazuje enacˇba
Vk =

xk yk δ
(1)
p c
(k,1)
x c
(k,1)
y
xk yk δ
(2)
p c
(k,2)
x c
(k,2)
y
...
xk yk δ
(m)
p c
(k,m)
x c
(k,m)
y
 . (3.7)
Vrednosti C(k,j) kvantificiramo kot
⌊
C(k,j)/δcell
⌋
in povecˇamo vrednost ustreznim
celicam Houghovega prostora. Postopek prikazuje Slika 3.3.
Glasovalno shemo zgladimo z Gaussovim jedrom velikosti σ in zavrzˇemo celice,
ki niso lokalni maksimumi. V nadaljevanju se omejimo na preiskovanje najvecˇ petih
potencialnih centrov znotraj ROI z najvecˇjo vrednostjo.
V koraku 5 za vsako morebitno srediˇscˇe Cp = [xp, yp]
ᵀ izberemo pare tocˇk,
na podlagi katerih bo ocenjena At. Mnozˇico parov oznacˇimo z Γp. Najprej
izracˇunamo standardni odklon σc ogliˇscˇ preslikave At−1 v x in y smeri. Za vsako
znacˇilnico na podlagi Vk mnozˇici Γp dodamo pare tocˇk (δ
(j)
p , δk = [xk, yk]
ᵀ), za
katere velja (c
(j)
x − xp < σx/3) ∧ (c(j)y − yp < σy/3).
3.4. SLEDILNIK 21
ηi
χ
(i)
j
δp δc
...
ηi−1
x1, y1
ηi
x1, y1
x2, y2
ηi+1
x1, y1
(a)
t
Ct
 
 
t + 1
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Slika 3.3: Postopek pripisovanja vektorjev δc znacˇilnicam ob detekciji. (a)
Model Mt. (b) Objekt v t − 1. (c) Znacˇilnicam pripiˇsemo vse vektorje
ustreznega deskriptorja modela, ti pa nato predvidevajo srediˇscˇe objekta.
V koraku 6 poskusˇamo za vsako mnozˇico Γp z metodo MLESAC [28] prilago-
diti afino preslikavo Ap. Znotraj iteracij metode vsako generirano preslikavo Ak
primerjamo z At−1 s pomocˇjo baznih vektorjev, ki jih preslikavi definirata (glej
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Sliko 3.1). Zavrzˇemo preslikave, za katere ne velja pogoj∥∥∥i(k)b − i(t−1)b ∥∥∥∥∥∥i(t−1)b ∥∥∥ < λsmax ∧
‖j(k)b − j(t−1)b ‖
‖j(t−1)b ‖
< λsmax
∧ |θ(k)i − θ(t−1)i | < λrmax ∧ θ(k)ij < λskew. (3.8)
S tem definiramo implicitni dinamicˇni model za velikost in rotacijo tarcˇe.
Rezultat detekcijeAd jeAp, ki ima znotraj Γp najvecˇjo podporo. Cˇe za noben p
ni bilo mogocˇe najti preslikave, za katero velja (3.8), potem ρ
(t)
d = 0. V nasprotnem
primeru velja ρ
(t)
d = ρ
(t−1)
d + 1.
V nestabilnem stanju namesto koraka 2 in 3 ROI dolocˇimo kot celotno slikovno
polje. Prav tako v koraku 5 ne moremo izracˇunati σc, ki dolocˇa prag za dodajanje
parov tocˇk mnozˇici Γp, na podlagi At−1. σc zato ocenimo na podlagi preslikave,
ki jo dobimo po metodi najmanjˇsih kvadratov iz znacˇilnic, ki so glasovale v celico
trenutno preiskovanega morebitnega centra.
V koraku 6 generiranih Ak ne moremo vrednotiti glede na At−1, cˇe objekta
v t − 1 nismo detektirali. Cˇe smo ga detektirali (stanje je lahko nestabilno kljub
detekciji v t − 1), pa Ak vseeno omejujemo glede na (3.8), s cˇimer preverjamo
doslednost morebitne ponovne detekcije.
Cˇe smo tarcˇo uspesˇno detektirali, potem ρ
(t)
d = ρ
(t−1)
d + 1. V nasprotnem
primeru velja ρ
(t)
d = 0. V nestabilnem stanju se z uspesˇno detekcijo lahko zgodi,
da stanje preide v stabilno. Pogoj dolocˇimo z enacˇbo
ρ
(t)
d > 2⇒ κt = 1. (3.9)
Do ponovnega prepoznavanja tarcˇe in ponovne vzpostavitve stabilnosti torej
pride takrat, ko imamo v treh zaporednih slikah dosledno oceno preslikave na
podlagi preiskovanja petih najverjetnejˇsih polozˇajev v celotnem slikovnem okvirju.
3.4.2 Kratkorocˇno sledenje z opticˇnim tokom
V cˇasu t za vsako tocˇko ψ ∈ Ψt−1 ocenimo opticˇni tok po metodi LK, ki vkljucˇuje
sˇirjenje toka skozi Gaussovo piramido. Za vsako tocˇko za enacˇbo opticˇnega toka
(2.7) izracˇunamo 2× 2 normalno matriko [6]. Za le-to se nato izracˇuna najmanjˇso
lastno vrednost in jo deli s sˇtevilom pikslov v regiji. Cˇe je vrednost manjˇsa od λ,
se za tocˇko opticˇnega toka sploh ne oceni.
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Tocˇke, za katere smo ocenili opticˇni tok, oznacˇimo s ψi in njihove koordinate
v cˇasu t s ψj . Za vsako ψi izracˇunamo δi = A
−1
t−1ψi. Na podlagi parov (δi,ψj)
preslikavo A
(t)
s ocenimo z metodo MLESAC [28] enako kot v stabilnem stanju
sledenja z detekcijo (glej Podpoglavje 3.4.1), kjer postavimo pogoj (3.8).
Ocenimo tudi verjetnost najdene preslikave p(A
(t)
s ) = min(1, nin/λon), kjer je
nin sˇtevilo tocˇk, ki preslikavo podpirajo, in n sˇtevilo ψi. Zaradi lastnosti metode
MLESAC pricˇakujemo robustnost tudi v prisotnosti velikega sˇuma. Oceni presli-
kave tako zaupamo glede na pricˇakovan odstotek osamelcev (ang. outliers) λo. Cˇe
preslikave ne najdemo, je p(A
(t)
s ) = 0.
3.4.3 Posodabljanje stanja sledilnika
Spomnimo, da stanje sledilnika definiramo kot St(M,Ψ,F , ν,A, ρd,ρt, κ). Poso-
dabljanje preslikave A dolocˇimo kot
A =

wdAd + wsAs , cˇe ρ
(t−1)
d > 0 ∧ ρd > 0 ∧ p(As) > .5,
Ad , cˇe ρ
(t−1)
d = 0 ∧ ρd = 1,
As , cˇe ρd = 0 ∧ p(As) > .5,
Ap drugacˇe
, (3.10)
kjer je [wd, wt]
ᵀ = [1, p(As)]
ᵀ /(1 +As), Ap pa dolocˇen kot
Ap =
[
a
(t−1)
11 a
(t−1)
12 xk
a
(t−1)
21 a
(t−1)
22 yk
]
, (3.11)
kjer sta xk in yk s Kalmanovim filtrom posodobljena x in y dinamicˇnega modela.
V primeru uspesˇnega sledenja tako z detekcijo kot s pomocˇjo opticˇnega toka
ocenjeni preslikavi zdruzˇimo z utezˇevanjem. V primeru detekcije po v cˇasu t − 1
neuspeli detekciji, zaupamo zgolj Ad. V primeru neuspele detekcije se zanasˇamo
na As.
Posodabljanje sˇtevila uspesˇnih in neuspesˇnih sledenj ρt in indikatorja stabil-
nosti stanja κ dolocˇata enacˇbi
ρt =
 ρ
(t−1)
t +
[
1 0
]ᵀ
, cˇe At 6= At−1[
0 ρ
(t−1)
t (2) + 1
]ᵀ
drugacˇe
, (3.12)
κ = κt−1 ∧ ρt(2) < 3 ∨ ρd > 2. (3.13)
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Postopek posodabljanja sˇtevila uspesˇnih detekcij ρd smo podali v Podpoglavju
3.4.1.
M , Ψ ,F in ν nato posodabljamo glede na posodobljena At in κt. Dinamicˇni
model ν dolocˇimo kot
ν =
{
K(νt−1,C) , cˇe κ
ν0 , cˇe ¬κ ∧ ρd = 1,
, (3.14)
kjer so K Kalmanov filter, C srediˇscˇe objekta, kot ga dolocˇa A in ν0 ponastavljen
dinamicˇni model glede na C.
Posodabljanje globalne predloge oblike F , dodajanje znacˇilnic modelu in znacˇilnih
tocˇk mnozˇici Ψ tvorijo povratno zanko. V t za vsako prepoznano znacˇilnico in
vsako znacˇilno tocˇko, za katero smo ocenili opticˇni tok (tudi, cˇe niso sodelovale pri
oceni At) preverimo, cˇe napaka (At) < λi (3.2), kjer je λi vecˇja od napake, ki jo
dovolimo pri ocenjevanju At. Ft nato dolocˇimo v sˇtirih korakih:
1. Dolocˇimo Td = 0
h×w, kjer sta h in w viˇsina in sˇirina slike. Vsaki znacˇilnici
θk = {xk, yk, rk, φk,ηk}, katere  ustreza pogoju, pripiˇsemo Gaussovo jedro
K(θk) velikosti 2rk in σ = rk/2 in velja max(K) = 1. Dolocˇimo T (xk+i, yk+
j) = min(1,K(rk + i, rk + j) + T (xk + i, yk + j)), za vsak i, j ∈ [−rk, rk].
2. Dolocˇimo Tf = 0
h×w in za vsako znacˇilno tocˇko ψk = [x, y]ᵀ posodobimo
Tf enako kot to storimo za Td v koraku 1 s to razliko, da je rk konstanta.
3. Izracˇunamo F ′t = min(1,Ft−1 +λ1βTd +λ2Tf  (Ft−1 + βTd), kjer λ1 ∝ δd,
λ1 ∈ [.3, 1] in λ2 ∝ δt(1), λ2 ∈ [.3, 1].
4. Izracˇunamo Ft = αF
′.
Povedano z besedami, na mestih, kjer se nahajajo tocˇke, ki podpirajo preslikavo
At, F povecˇamo vrednost. Ko je bilo sledenje neuspesˇno v 5 zaporednih cˇasovnih
intervalih, je Ft = 0. V koraku inicializacije F0 dobimo z algoritmom GrabCut
[25], ki regijo objekta segmentira na podlagi primerjave barvne informacije regije
z njeno okolico. Primer rezultatov posodabljanja po zacˇetni segmentaciji prikazuje
Slika 3.4 in po ponovni detekciji Slika 3.5.
F ′ uporabimo za filtriranje znacˇilnih tocˇk in znacˇilnic, ki smo ga podali v Pod-
poglavju 3.3. Spomnimo, da dodajamo tocˇke na mestih, kjer je vrednost predloge
F ′ dovolj velika. Filtriramo samo ob uspesˇnem sledenju v stabilnem stanju.
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Slika 3.4: Spreminjanje globalne predloge oblike na podlagi doslednih
znacˇilnih tocˇk po zacˇetni segmentaciji in pripadajocˇe maskirane slike. ∆t = 2.
Posodabljanja modela smo podali v Podpoglavju 3.3. Ob neuspesˇnem sledenju
je Ψ = ∅. Celoten algoritem ponazarja Slika 3.6.
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Slika 3.5: Spreminjanje globalne predloge oblike na podlagi doslednih
znacˇilnih tocˇk in znacˇilnic po ponovni detekciji. ∆t = 2.
3.4. SLEDILNIK 27
Inicializacija
St−1(M,Ψ,F , ν,A, ρd,ρt, κ)
κt−1
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Slika 3.6: Shema delovanja sledilnika.
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Poglavje 4
Testiranje in analiza rezultatov
V poglavju predstavimo nacˇin testiranja sledilnika, rezultate analiziramo in jih pri-
merjamo s sorodnimi metodami. Sledilnik smo testirali na javno dostopnih zbirkah,
in sicer na zbirkah LTDT 2014 (ang. Long-Term Dectection and Tracking) [7] ter
VOT Challenge 2014 (ang. Visual Object Tracking) [24]. Parametri sledilnika so
bili na vseh sekvencah enaki, predstavimo jih v Podpoglavju 4.1 skupaj z nacˇinom
izracˇuna izbranih mer primerjanja. V Podpoglavju 4.2 predstavimo testiranje na
sekvencah LTDT in v Podpoglavju 4.3 na sekvencah VOT.
Sledilnik je implementiran v okolju Matlab s pomocˇjo knjizˇnice OpenCV in v
povprecˇju deluje s frekvenco 7.1 slik na sekundo (fps). Pri racˇunanju frekvence
smo sekvence, kjer sledilnik odpove zˇe na zacˇetku, izpustili, saj je tam hitrost
velika zgolj zaradi majhnega modela in tako nerealna.
4.1 Parametri sledilnika in racˇunanje mer
Pri testiranju uporabljene parametre sledilnika predstavlja Tabela 4.1 v vrstnem
redu, kot so navedeni skozi poglavja.
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parameter vrednost parameter vrednost
λc .6 δcell 5
λd .9 λsmax .2
λa .7 λrmax 30°
λk .1 λskew 10°
nmax 500 λ0 .6°
mmax 20 β .6
λs 3 α .95
λsim .3
Tabela 4.1: Parametri sledilnika, uporabljeni pri testiranju.
Za vrednotenje sledilnika smo na vseh sekvencah uporabili naslednje mere:
tocˇnost Acc (ang. accuracy), natancˇnost P (ang. precision), obcˇutljivost R (re-
call), odstotek sledenj Sr (ang. sucess rate) in mero F , kot kazˇejo enacˇbe
Acc =
O ∩Ogt
O ∪Ogt , P =
tp
tp+ fp
, R =
tp
fn
,
Sr =
nt
n
, F =
2 ∗ P ∗R
P +R
, (4.1)
kjer sta O ter Ogt obmocˇji, ki ga tarcˇi pripiˇseta sledilnik in cˇlovek, nt sˇtevilo
okvirjev, v katerih je sledilnik ocenil polozˇaj, in n sˇtevilo vseh okvirjev. Sˇtevilo
pravilnih sledenj tp smo racˇunali glede na Acc, in sicer smo za pravilno prepoznali
sledenje, katerege Acc > 0. Sˇtevilo napacˇnih sledenj fp je enako sˇtevilu okvirjev,
kjer je sledilnik menil, da je tarcˇo uspesˇno nasˇel, a je Acc = 0. fn je sˇtevilo
okvirjev, kjer sledilnik tarcˇe kljub prisotnosti ni zaznal.
4.2 Sekvence LTDT 2014
LTDT [7] podaja 6 sekvenc, ki so namenjene testiranju in primerjavi dolgorocˇnih
sledilnikov in zato daljˇse (od 2665 pa tudi do 29697 zaporednih slik), ter vsebujejo
situcije, ki predstavljajo najvecˇje izzive dolgorocˇnega sledenja (predvsem zakri-
tost in daljˇsa odsotnost tarcˇe). Tarcˇe same po sebi niso zahtevne, vecˇinoma so
toge. Na sekvencah preverjamo zadane cilje sledilnika: 1) prilagajanje vizualnega
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modela spremembam videza tarcˇe, 2) prepoznavanje odsotnosti tarcˇe oz. odpo-
vedi sledenja, 3) ponovna detekcija tarcˇe po njenem ponovnem vstopu. Za zadnjo
tocˇko je najpomembnejˇse to, da ne pride do napacˇne ponovne detekcije, kjer bi
model posodabljali na podlagi drugega realnega objekta, cˇe pa do tega pride, pa bi
zˇeleli, da napacˇna tarcˇa ne prenasiti modela, da lahko kasneje pravo tarcˇo ponovno
detektiramo.
Za primerjavo imamo na voljo rezultate dveh trenutno najnaprednejˇsih (ang.
state-of-the-art, SOTA) dolgorocˇnih sledilnikov: PREDATOR [16] in ALIEN [23],
ki so podani z vertikalno orientiranimi pravokotniki. V ta namen regije nasˇega
sledilnika ustrezno prilagodimo. Rezultate prikazujemo samo za 5 sekvenc, saj na
najdaljˇsi zˇe v samem zacˇetku sledilnik odpove, ker nobena znacˇilnica ne ustreza
pogoju za dodajanje.
Sledilnik na tem mestu poimenujemo HEUREK. Imena ne poiskusˇamo prisiliti
v kratico, temvecˇ z njim namigujemo na potencial sledilnika, saj upamo, da v
prihodnosti zraste v HEUREKO.
4.2.1 Rezultati
Za boljˇso interpretacijo predstavimo graficˇno primerjavo cˇasovne odvisnosti mere
Acc, ki jo tudi v obliki histograma.
Sekvenca 09 carchase (Slika 4.1) vsebuje slike helikopterskega posnetka slede-
nja avtomobilu na avtocesti. Problematicˇna so zakritja, saj je nad avtocesto veliko
nadvozov (takrat tarcˇe ne vidimo), ter veliko podobnih objektov pri ponovni detek-
ciji. Priblizˇno od 7000-tega okvirja (Slika 4.2) naprej je cˇez sliko prisoten graficˇni
napis, kjer sama tipografija vsebuje pester nabor znacˇilnic, ki jih nato sledilnik
prepozna za tarcˇo. Kljub relativno dolgem napacˇnemu sledenju se proti koncu
zgodi pravilna ponovna detekcija, kar kazˇe, da se model zmotni tarcˇi ni prevecˇ
prilagodil. Glede na izbrane mere HEUREK zaostaja za sledilnikoma ALIEN in
PREDATOR. Glede na distribucijo Acc (Slika 4.3) lahko opazimo, da je za to kriva
prav napacˇna detekcija. Vidimo, da sˇtevilo sledenih okvirjev v nasprotju z osta-
lima sledilnikoma narasˇcˇa v odvisnosti od Acc skoraj linearno, da pa je prisoten
vrh pri najmanjˇsi tocˇnosti, ki nakazuje napacˇno detekcijo. Padec sˇtevila okvirjev
pri najvecˇji natancˇnosti lahko razumemo kot posledico priblizˇka ocenjene regije v
vertikalno orientiran pravokotnik.
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Slika 4.1: Primeri okvirjev sekvence 09 carchase.
Slika 4.2: Primerjava cˇasovne odvisnosti mere Acc sledilnikov na sekvenci
09 carchase.
Sekvenca 07 motocross (Slika 4.4) je za nasˇ sledilnik zelo problematicˇna ob
inicializacija, kjer metoda GrabCut [25] ne ustvari dovolj velik predloge oblike, da
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Slika 4.3: Primerjava histogramov mere Acc sledilnikov na sekvenci
09 carchase.
bi modelu ali Ψ sploh lahko dodali kaksˇno tocˇko. Izziv predstavljata tudi netoga
tarcˇa, megljenje in rezanje posnetkov.
Slika 4.4: Primeri okvirjev sekvence 07 motocross.
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Slika 4.5: Primerjava cˇasovne odvisnosti mere Acc sledilnikov na sekvenci
07 motocross.
Na sekvenci 08 volkswagen (Slika 4.7) se sledi avtomobilu iz avtomobila za
njim. Tudi ta sekvenca je za sledilnik problematicˇna ob inicializaciji, saj je tarcˇa
majhna in relativno nestrukturirana. Glavni razlog za slabsˇo oceno je zopet
napacˇna detekcija okrog okvirja sˇt. 7000 in 8000, kot kazˇe Slika 4.8, kjer je tocˇnost
enaka 0. To kazˇe tudi vrh v histogramu na Sliki 4.9. Na koncu pride do ponovne
pravilne detekcije, kar zopet kazˇe, da se sledilnik napacˇni tarcˇi ni prevecˇ prilagodil.
Kot pove ime, sekvenca sitcom vsebuje posnetke komicˇne serije, kjer se sledi
obrazu igralca. Sekvenca je v primerjavi z drugimi posebna najbolj po tem, da
vsebuje reze (snemana je z vecˇ kamerami), zato ne moremo pricˇakovati kontinuitete
gibanja. Na Sliki 4.10 se lepo vidi omejitev predpostavljanja linearnosti, saj nasˇ
sledilnik sledi obrazu in ne glavi. Za tovrstne posnetke bi bilo bolje uporabljati
vnaprejˇsnje ucˇenje.
Ta in sekvenca NissanSkylineChaseCropped sta edini, kjer HEUREK glede na
F-mero za las prekasˇa sledilnik ALIEN. To pa je verjetno varljivo. Podatkov za
sledilnik PREDATOR pri teh sekvencah nimamo podanih, anotacije pa se ne zdijo
cˇlovesˇke, zato sumimo, da tu zlati standard predstavljajo kar njegovi rezultati.
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Slika 4.6: Primerjava histogramov mere Acc sledilnikov na sekvenci
07 motocross.
Slika 4.7: Primeri okvirjev sekvence 07 volkswagen.
Rahlo vecˇjo obcˇutljivost si lahko razlagamo tudi s tem, da ALIEN za ponovno
detekcijo uporablja nakljucˇno iskanje [23], medtem ko HEUREK prostor preiskuje
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Slika 4.8: Primerjava cˇasovne odvisnosti mere Acc sledilnikov na sekvenci
08 volkswagen.
s pomocˇjo GHT (glej Podpoglavje 3.4.1).
Podobni krivulji cˇasovne odvisnosti Acc na Sliki 4.11 lepo prikazujeta sorodnost
delovanja nasˇega sledilnika in sledilnika ALIEN.
Tudi v sekvenci NissanSkylineChaseCropped (Slika 4.13) se sledi avtomobilu.
Iz grafa cˇasovne odvisnosti Acc (Slika 4.14) je zopet razvidno sorodno delovanje sle-
dilnikov HEUREK in ALIEN, iz distribucije pa, da smo tudi tu za tarcˇo prepoznali
nepravi objekt.
Rezultati kazˇejo, da smo zadovoljili zacˇetne cilje. Sledilnik se prilagaja spremi-
njanju videza, prepozna odsotnost tarcˇe in jo zna ponovno zaznati. Ugotavljamo,
da je glavni razlog za slabsˇe rezultate napacˇna ponovna detekcija. V nasprotju
s primerjanima sledilnikoma HEUREK za klasificiranje ne uporablja negativnih
primerov. Kljub napacˇnim detekcijam le-te ne prevladajo nad sledenjem. Za-
radi problemo z inicializacijo bi morali na drugacˇen nacˇin nasloviti segmentiranje
podrocˇja tarcˇe.
4.2. SEKVENCE LTDT 2014 37
Slika 4.9: Primerjava histogramov mere Acc sledilnikov na sekvenci
08 volkswagen.
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Slika 4.10: Obnasˇanje sledilnika na sekvenci sitcom. Sledilnik obraz razume
kot ravnino.
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Slika 4.11: Primerjava cˇasovne odvisnosti mere Acc sledilnikov na sekvenci
sitcom.
Slika 4.12: Primerjava histogramov mere Acc sledilnikov na sekvenci sitcom.
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Slika 4.13: Primeri okvirjev sekvence NissanSkylineChaseCropped. Na desni
je videti vprasˇljivost zlatega standarda, oznacˇenega z rdecˇo.
Slika 4.14: Primerjava cˇasovne odvisnosti mere Acc sledilnikov na sekvenci
NissanSkylineChaseCropped.
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Slika 4.15: Primerjava histogramov mere Acc sledilnikov na sekvenci Nissan-
SkylineChaseCropped.
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4.3 Sekvence VOT 2014
Sekvence VOT so namenjene vrednotenju kratkorocˇnih sledilnikov brez
vnaprejˇsnjega ucˇenja, kjer so lahko uspesˇni tudi sledilniki, ki vizualni model gra-
dijo samo ob inicializaciji [18]. Sekvence poskusˇajo zajeti raznolike problematike,
kot so hitri premiki kamere, sprememba osvetljave, velikosti in orientacije tarcˇe,
prisotnost sˇuma in megljenja. Anotirane so z orientiranimi pravokotniki in tako
omogocˇajo boljˇse preverjanje kvalitete ocene afine preslikave. Tarcˇe so za nasˇ
sledilnik bolj problematicˇne: nekatere so premalo strukturirane, druge netoge. Se-
kvence povzema Slika 4.16.
Slika 4.16: Sekvence VOT [18].
4.3.1 Rezultati
Zaradi relativne kratkosti sekvenc smo si privosˇcˇili zagon sledilnika na vsaki se-
kvenci petkrat in izracˇunali povprecˇje rezultatov, ki so prikazani v Tabeli 4.2.
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tocˇnost natancˇnost obcˇutljivost % sledenj F-mera
ball 0.7302 1.0000 0.3618 0.3618 0.5271
bicycle 0.7008 0.9396 0.6489 0.6963 0.7657
car 0.8261 0.9871 0.9562 0.9689 0.9713
david 0.8093 1.0000 1.0000 1.0000 1.0000
drunk 0.6084 1.0000 0.9161 0.9161 0.9526
hand1 0.4723 0.5054 0.3984 0.8165 0.4305
hand2 0.7571 0.9285 0.1925 0.2632 0.2487
jogging 0.6877 0.9743 0.8660 0.8869 0.9162
motocross 0.8106 1.0000 0.8160 0.8160 0.8955
polarbear 0.6707 0.9981 0.8443 0.8454 0.9060
skating 0.5938 0.6427 0.3003 0.4331 0.4028
sphere 0.8751 1.0000 0.0190 0.0190 0.0367
sunshade 0.8285 1.0000 0.4234 0.4234 0.5942
surfing 0.6489 1.0000 1.0000 1.0000 1.0000
torus 0.6898 1.0000 0.1422 0.1422 0.2470
trellis 0.6930 0.8567 0.3461 0.4563 0.4546
tunnel 0.5039 1.0000 1.0000 1.0000 1.0000
woman 0.5093 0.9565 0.4366 0.4594 0.5645
basketball - - - - -
bolt - - - - -
diving - - - - -
fernando - - - - -
fish1 - - - - -
fish2 - - - - -
gymnastics - - - - -
Tabela 4.2: Rezultati testiranja sledilnika na sekvencah VOT.
Sledilnik odpove pri sledenju netogih objektov in v trenutkih, ko je prisotno
megljenje, saj tam ni mocˇ oceniti opticˇnega toka, prav tako pa ne prepoznamo
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znacˇilnic. Problem bi lahko resˇili, cˇe bi pri problemih kratkorocˇnega sledenja
dopustili dodajanje novih tocˇk za sledenje tudi v prvem okvirju, v katerem sledenje
odpove, in bi zaupali dinamicˇnemu modelu. Zaradi nagnjenosti k dolgorocˇnosti
tega ne pocˇnemo.
Za sekvence, kjer sledilnik popolnoma odpove, rezultati niso prikazani. Kljub
temu podajamo nekaj tovrstnih primerov. Ena taksˇnih je sekvenca sphere, kjer je
tocˇnost sicer visoka, a jo sledilnik prepozna le v 4 okvirjih. Tu je problematicˇno
megljenje. Sekvenci hand1 ter hand2 sta problematicˇni zaradi megljenja, netogosti
tarcˇe in slabe teksturiranosti.
Lastnosti sledilnika lepo kazˇeta sekvenci motocross in ball. Prvo so na izzivu
VOT rangirali kot najbolj zahtevno glede na rezultate sodelujocˇih sledilnikov [18],
HEUREK pa ima tu visoko tako tocˇnost kot F-mero. Sekvenca naj bi bila zahtevna
predvsem zaradi spreminjanja velikosti in rotacije, ki ga nasˇ sledilnik uposˇteva.
Nekaj okvirjev prikazuje Slika 4.17.
Sekvenca ball kazˇe omejitve afine preslikave (predpostavka planarnosti) in ome-
jitev sledilnika pri celostnem dojemanju tarcˇe. Zˇoga je seveda okrogla, ko pa se
vrti izven ravnine slike, sledilnik uposˇteva le znan videz (glej Sliko 4.18). Da bi ji
lahko uspesˇno sledil, se mora njenega videza ucˇiti dalj cˇasa.
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(a) t = 1, inicializacija (b) t = 59
(c) t = 70 (d) t = 71, odpoved sledenja
(e) t = 84, ponovna detekcija (f) t = 160
Slika 4.17: Obnasˇanje sledilnika na sekvenci motocross. Modra regija je rocˇna
anotacija, zelena pa rezultat sledilnika.
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(a) t = 52 (b) t = 56
(c) t = 60 (d) t = 64
(e) t = 68 (f) t = 72
Slika 4.18: Obnasˇanje sledilnika na sekvenci ball. Sledilnik poizkusˇa zˇogo
razumeti kot ravnino.
Poglavje 5
Sklepne ugotovitve
Kljub zadanim ciljem razviti sledilnik pusˇcˇa veliko odprtih mozˇnosti za izboljˇsave.
Iz rezultatov in empiricˇnega opazovanja lahko sklepamo na glavne pomanjkljivosti
sledilnika: 1) predpostavljanje globalne planarnosti, 2) odvisnost od rezultatov
metode GrabCut [25] ob inicializaciji, ko rezultat segmentacije ne zadosti pogoju
za dodajanje znacˇilnih tocˇk, 3) vecˇja verjetnost napacˇne ponovne detekcije od
konkurencˇnih metod 4) obcˇutljivost na velike vizualne spremembe in 5) obcˇasna
obcˇutljivost na zakrivanje.
Zadnji dve pomanjkljivosti sta povezani. Problem zakrivanja namrecˇ resˇujemo
implicitno z globalno predlogo oblike, kjer za dodajanje novih znacˇilnic posta-
vimo velik prag in nizko mero zaupanja pri posodabljanju le-te. Na mestih, kjer
nastopijo vecˇje vizualne spremembe, v koraku detekcije in sledenja z opticˇnim to-
kom tako oblike ne afirmiramo in posledicˇno tocˇk iz podrocˇja ne prepoznavamo
kot tarcˇo. Problem zakrivanja bi lahko resˇili tudi drugacˇe. Uporabili bi predlogo
za okolico objekta in z opticˇnim tokom sledili tocˇkam izven regije tarcˇe, glede
na predlogo oblike pa tudi tistim znotraj nje. Pri filtriranju znacˇilnih tocˇk bi
tako uposˇtevali vizualni kontekst, ne da bi s tem zavrgli informacijo o obliki, ki
se skriva za zakrivalnim elementom. Cˇasovne zahtevnosti taksˇna metoda ne bi
bistveno povecˇala.
Predpostavko planarnosti bi lahko resˇevali z metodami ocenjevanja nelinearnih
transformacij, kjer bi v prvem koraku sˇe vedno lahko uporabili posplosˇeno Hou-
ghovo transformacijo. Premisliti bi bilo potrebno o alternativni metodi segmen-
tiranja tarcˇe ob inicializaciji in preveriti, cˇe je glede na nadaljnje posodabljanje
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globalne predloge oblike zacˇetna segmentacija sploh potrebna.
Za zmanjˇsanje sˇtevila napacˇnih ponovnih detekcij bi lahko uporabili metodo,
kjer hranimo tudi znacˇilnice ozadja in detektirane znacˇilnice, ki so ozadju podobne,
ne sodelujejo v nadaljnji oceni stanja tarcˇe, tako kot to pocˇne sledilnik ALIEN
[23], s to razliko, da bi bil ta korak potreben le ob iskanju tarcˇe. Problem bi lahko
resˇevali tudi tako, da bi pri ponovni detekciji znacˇilnice zavrgi na podlagi podpore,
ki si jo je skozi cˇas pridobila v modelu, podobno kot pocˇnemo pri klestenju modela.
Inherentna pomanjkljivost sledilnikov, ki model gradijo na podlagi znacˇilnih
tocˇk, je neuspesˇnost sledenja neteksturiranih tarcˇ. Problem bi lahko naslovili z
uporabo mnozˇice modelov razlicˇnih vrst, predvsem takih, ki uporabljajo barvno
informacijo.
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