Abstract
prevents from simulating properly surface water-groundwater interactions and runoff processes.
Introduction

31
Large-scale physically-based and spatially-distributed models (> 100 km 2 ) are increasingly used in water 32 vadose zones is represented using the Richards' equation. The processes of interception and 116 evapotranspiration are modeled following the conceptualization of Kristensen and Jensen (1975) . The 117 coupling of the surface to the subsurface is either performed with the common node approach 118 (continuity of hydraulic head between the two domains) or the dual node approach (exchange of water 119 between the two domains via a first-order exchange coefficient). A complete description of 120
HydroGeoSphere is available in Therrien et al. (2012) . A short summary is provided in the paper of Li et 121 al. (2008) and in the software spotlight of Brunner and Simmons (2012a) . 122
The choice of working with a synthetic catchment instead of a real catchment is motivated by the wish 123 of focusing only on the effects of horizontal spatial discretization on model performance. When working 124 with a synthetic catchment, the model geometry, the parameter values, and the boundary conditions 125 are exactly known. Furthermore, there is no measurement error on the observations produced. The composite scaled sensitivity measures the information provided by the entire set of observations for 158 the estimation of the single parameter . Large values correspond to sensitive parameters for which the 159 observations provide a lot of information. According to Hill et al. (1998) and Hill and Tiedeman (2007) , 160 parameters with composite scaled sensitivities less than 1 or less than 0.01 of the largest composite 161 scaled sensitivity are poorly sensitive. Consequently, they could produce problems during the calibration 162 or calibrated parameters with large confidence intervals. 163
The calibration is performed using PEST (Doherty, 2005) in presence of local minima in the objective function, this method based on local parameter sensitivities 174 does not always provide the set of parameter values corresponding to the global minimum. The use of 175 the temporary parameter immobilization strategy greatly reduces this eventuality. This strategy consists 176 in selectively withdrawing the most insensitive parameters from the estimation process when the 177 objective function improvement during a particular iteration is poor. This greatly heightens the capacity 178 of the estimation process to find the global minimum of the objective function. According to Doherty(2005) , calibration using truncated singular value decomposition, gives similar results since this method 180 also has the capacity of withdrawing insensitive parameters from the estimation process. Global 181 optimization methods ensuring to find the global minimum of the objective function are not used in this 182 study because they require a huge number of model runs which induces execution times tens or 183 hundreds of times longer than the execution times required by local optimization methods (Hill and 184 Tiedeman, 2007) . This precludes using these methods for integrated surface and subsurface transient 185 flow simulations at large-scale due to their long execution times. 186
The set of parameters included in both the sensitivity analysis and the automatic calibration is 187 The purpose of weighting is essentially to emphasize the most accurate observations. This is achieved by 210 specifying weights that are proportional or, preferably, equal to the inverse of the observation error 211 where is the l th simulated prediction, is the Student-t distribution with 274 and for 95% confidence intervals, and is the standard deviation of the 275 prediction calculated as: 276 (13) 277 where is the number of parameters, is the sensitivity of the l th prediction with respect to the 278 j th parameter and is the parameter variance-covariance matrix. 279 The set of observation points is constituted of 1 gauging station for discharge (G1) and 12 piezometers 306 evenly distributed in the synthetic catchment for hydraulic heads (Pz1 to Pz12). Two galleries (GAL1 and 307 GAL2) and four wells (W1 to W4) are used to simulate groundwater withdrawals. The set of observation 308 points and the galleries and wells are illustrated in Figure 1 . As the models with a coarse grid are run 309 with monthly stress factors, discharge and hydraulic heads simulated at the observation points each day 310 of the 5-year reference simulation are monthly averaged for ensuring time consistency (Hill and  311 Tiedeman, 2007, p. 215). These monthly averaged discharge and hydraulic heads constitute the set of 312 reference observations used to calculate performance criteria for the simplified models. The reference 313 simulation is subdivided into warm-up, calibration, and validation periods. The warm-up is necessary for 314
obtaining simulated values independent of the initial conditions. Discharge and hydraulic heads 315 produced during the warm-up period are not included in the set of reference observations. Performance 316 criteria are only calculated for discharge and hydraulic heads produced during calibration and validation 317 periods. Linear confidence intervals on predictions are calculated for the validation period. 318 higher for models with a coarse horizontal spatial discretization. This is clearly visible on peak discharge. 339
Results and Discussion
Graphs of unweighted simulated values versus weighted residuals support these findings. These graphs 340 particularly highlight the underestimation of discharge by each model during low flow periods and the 341 overestimation of discharge during high flow rates by the coarsest ones (Figure 3-B) . 342
The influence of horizontal spatial discretization on hydraulic head simulation is less visible (Figure 3-A) . 343
However, weighted residuals are in general greater for the coarsest models (Figure 3-B) . This shows that 344 the simulation of hydraulic heads is poorer with the coarsest models. 345
Graphical model fit analysis is confirmed by performance criteria. As the grid is coarsened, values 346 tend to decrease and values tend to increase (Figure 4-A) . This indicates that simulation of bothdischarge and hydraulic heads is deteriorated. For discharge, Gupta's decomposition of shows 348 that the standard deviation of discharge is overestimated by the coarsest models (Table 2) . This is visible 349 to the greater values of Gupta's second terms. This is also supported by the increasing values of 350 and showing that peak discharge, and so the standard deviation of the hydrograph, are 351 overestimated by the coarsest models (Table 2 ). Gupta's decomposition also shows that the 250 m 352 model lacks to properly simulate the average magnitude of discharge. This is why value for this 353 model is lower than value for the 500 m model. This is confirmed by the values of which 354
shows that the 250 m model underestimates the average magnitude of discharge by almost 15%. This is 355 related to the fact that the underestimation of discharge during low flow periods is not compensated by 356 the overestimation of discharge during high flow rates as it is the case for the other models. For 357 hydraulic heads, the absolute values of are in general low for each model (Table 3 ). This indicates 358 that models are not significantly biased in terms of hydraulic heads. However, the range of values 359 is in general wider for the coarsest models. Although the absolute values of and 360 are in general greater for the coarsest models, the ranges of and are similar for 361 each model (Table 3) . 362
The comparison of model performance performed in this section indicates that coarsening the grid 363 mainly deteriorates the simulation of discharge. Common to each model tested, the underestimation of 364 discharge during low flow periods is due to a poor representation of the surface water network which 365 precludes from properly simulating groundwater-surface water interactions that constitute the key 366 component of the hydrograph during dry seasons. As previously mentioned, this problem of poor 367 representation of the surface water network is also mentioned by Refsgaard (1997) and Vázquez et al. 368 (2002) . The overestimation of discharge by the coarsest models during high flow periods is related tothe use of large elements which induces a smoothing of surface slopes and facilitates runoff, especially 370 during wet seasons. The object of the next section is to evaluate how calibration can compensate for the 371 errors induced by coarsening the grid. 372
Comparison of model performance after calibration 373
A sensitivity analysis is performed for each parameter prior to the calibration. The composite scaled 374 sensitivities calculated on the calibration period (24 discharge observations and 288 hydraulic head 375 observations) for each parameter included in the calibration (32 parameters) are illustrated in Figure 5 . physically-based models are highly sensitive to parameters governing the infiltration process in the 389 vadose zone and the groundwater recharge. 390
The improvement of model performance with calibration with PEST is evaluated using the same graphs 391 of model fit and the same performance criteria than in the previous section. Graphs of model fit showthat calibration significantly improves the simulation of discharge and, to a lesser extent, hydraulic 393 heads for each model (Figure 6-A) . Additionally, after calibration,weighted residuals are almost 394 randomly distributed which suggests that calibrated models are less biased (Figure 6-B) . Performance 395 criteria support these findings since and values are significantly greater and lower, 396 respectively, after calibration (Figure 4-B) . The values of Gupta's terms together with the values of 397 ,
, and calculated for the calibrated models indicate that both the mean and the 398 standard deviation of flow rates are better simulated (Table 4 ). The improvement of hydraulic head 399 simulation is not so clear. When observed and simulated hydraulic heads are shifted, the calibration 400 process strives for reducing this systematic error. Therefore, the improvement of average hydraulic 401 head magnitudes is sometimes obtained to the detriment of the improvement of hydraulic head 402
variations. This is why the absolute values and the range of are most often lower than those 403 obtained with the models before calibration, while the absolute values and the ranges of and 404 are identical or even greater than those obtained with the models before calibration (Table  405 5). This shows that calibration has limitations. Furthermore, although most of them are still within 406 reasonable ranges, some calibrated parameter values are far from their values in the reference model 407 (Table 6) synthetic catchment can always be considered as far from reality. Therefore, caution should be 437 exercised when using results of this study for selecting a proper horizontal spatial discretization for a 438 given site-specific study. However, a series of general guidelines can be drawn from this study. As an 439 example, in the framework of use of paired simple and complex models to reduce predictive bias and 440 quantify uncertainty (Doherty and Christensen, 2011) , these guidelines could be used for helping 441 modelers selecting a proper horizontal spatial discretization for the simple model. 442
Large-scale physically-based and spatially-distributed model development consists in finding a 443 compromise between model accuracy and model portability i.e. maximizing model performance and 444 minimizing prediction uncertainty while limiting the execution times. Given the results of this study, for 445 catchments of a few hundreds square kilometer, an element size of the order of 500 m is the best 446 compromise for obtaining good model performance with tractable execution times without significantly 447 increasing prediction uncertainty. With a coarser horizontal spatial discretization, the relative reduction 448 of execution times is limited with respect to the probability of increasing prediction uncertainty. With a 449 finer horizontal spatial discretization, the execution times strongly increase without any significant 450 reduction of prediction uncertainty. 451
Summary and Conclusions
452
The present study focuses on the effects of horizontal spatial discretization on large-scale flow model 453 performance and model prediction uncertainties using a fully-integrated hydrological model of a 454 synthetic catchment. This kind of large-scale fully-integrated hydrological model is increasingly used in 455 water management for predicting the evolution of both the integrated response (discharge) and the 456 distributed response (hydraulic heads) of catchments. However, these models are characterized by 457 lengthy execution times and model grids are often coarsened for reducing these execution times. The reference model is assigned surface materials depending on elevation and slope constraints 581 and subsurface materials following the typical syncline structure of catchments located in the Condroz 582 region of Belgium. A gauging station (G1) and twelve piezometers (Pz1 to Pz12) are used to obtain 583 reference observations in terms of discharge and hydraulic heads, respectively. Two galleries (GAL1 and 584 GAL2) and four wells (W1 to W4) are used to simulate groundwater withdrawals. 585 and 1000 m models. Values in green are improved with regards to the corresponding models before 621 calibration. Values in red are deteriorated with regards to the corresponding forward models. 
