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In this paper we study a class of ninth degree system and obtain the conditions that its four
singular points can be general centers and isochronous centers (or linearizable centers) at
the same time by computing carefully and strict proof. What is worth mentioning is that
the expressions of Liapunov constants and periodic constants are simpler, and recursive
formulas of node point values are given for the first time, which is a new effective criterion
for verifying isochronous centers.
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1. Introduction
One of open problems for planar polynomial differential systems
dx
dt
= P(x, y), dy
dt
= Q (x, y) (1)
is how to characterize their centers and isochronous centers. Article [1] points out that ‘‘A center of an analytic system is
isochronous if and only if there exists an analytic change of coordinates such that the original system is reduced to a linear
system’’, so an isochronous center is also called a linearizable center. A center is an isochronous center or linearizable center
if the period of all periodic solutions is a constant.
The main method to investigate isochronous centers is the computation of isochronous constants (see [2–4]) or period
constants (see [5]), which is a kind of active effectivemethod. The vanishing of all isochronous constants or period constants
is a necessary and sufficient condition for the isochronicity. Although theoretically the isochronous center problem can be
solved by using the method letting all period constants become zero, in fact only the first few period constants can be given
in a personal computer. Hence, up to now the sufficient and necessary condition determining an isochronous center can only
be found by making some appropriate analytic changes of coordinates which let the original system be reduced to a linear
system. This kind of appropriate analytic change is very difficult to be obtained, so only a handful of isochronous systems
have been investigated. Several classes of known studied isochronous systems are as follows: quadratic isochronous centers,
see [6]; isochronous centers of a linear center perturbed by third, fourth and fifth degree homogeneous polynomials, see
[2,3,7]; complex polynomial systems, see [1]; reversible systems, see [4,8]; and isochronous centers of cubic systems with
degenerate infinity, see [9,10].
In this paper, we investigate the centers and isochronous centers problem for a class of ninth degree system with the
following form:
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dx
dτ
= −(xδ + y)(x2 + y2)4 − P8(x, y),
dy
dτ
= (x− yδ)(x2 + y2)4 + Q8(x, y),
(2)
where
P8(x, y) = p0(x, y)+ A1p1(x, y)+ A2p2(x, y)+ A3p3(x, y)+ A4p4(x, y),
Q8(x, y) = q0(x, y)− A1p3(x, y)+ A2q2(x, y)+ A3p1(x, y)+ A4q4(x, y),
in which
p0(x, y) = −10xy(x4 − 2x2y2 − y4)+ y(y4 + 8x2y2 − 3x4)+ xδ(x4 + 8x2y2 − 3y4)+ 5δ(x6 + 7x4y2 + x2y4 − y6)
+ 10x(x2 + y2)2(2y3 + x3δ + 3xy2δ)+ 10x2(x2 + y2)(3y3 − x2y+ x3δ + 5xy2δ),
p1(x, y) = −4y3(1+ 2x)(x+ x2 + y2)2,
p2(x, y) = −4xy(1+ 2x)(x+ x2 + y2)(x2 + x3 − 2y2 + xy2),
p3(x, y) = 4y2(x+ x2 − y2)(x+ x2 + y2)2,
p4(x, y) = 2y(1+ 2x)(3x4 + 8x5 + 6x6 − 4x2y2 + 4x3y2 + 10x4y2 + y4 − 4xy4 + 2x2y4 − 2y6),
q0(x, y) = x(x4 + 8x2y2 − 3y4)+ 5(x6 + 7x4y2 + x2y4 − y6)+ 10δxy(x4 − 2x2y2 − y4)− δy(y4 + 8x2y2 − 3x4)
+ 10x2(x2 + y2)(x3 + 5xy2 + δx2y− 3δy3)+ 10x(x2 + y2)2(x3 + 3xy2 − 2δy3),
q2(x, y) = 4y2(x+ x2 + y2)(2x2 + 6x3 + 3x4 − y2 + 4x2y2 + y4),
q4(x, y) = 2(1+ 2x)(x5 + 3x6 + 2x7 − 4x3y2 − 5x4y2 − 2x5y2 + 3xy4 − 7x2y4 − 10x3y4 + y6 − 6xy6),
and δ, Ai (i ∈ {1, 2, 3, 4}) are real numbers.
We obtain that the infinity and three elementary singular points (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of (2)|δ=0 have the same
center condition and isochronous center condition, i.e., A2 = A4 = 2A1 − 5 = 0. What is worth pointing out is that the
results of several isochronous centers in a polynomial system of degree n are hardly seen in published papers: our work is
new and interesting. In addition, we introduce the node values for which vanishing is a new effective method to verify the
sufficiency of isochronous centers.
In general, our investigations are shown as follows. Firstly, by making two appropriate transformations (i.e., (37) and
(38)) of system (2), system (2) is transformed into system (39); hence the problem of system (2)’s center problem and
isochronicity is reduced to investigating system (39)’s center and the isochronous centers problem. Secondly, we prove
that system (39) is a Z4-equivariant system with four equivariant symmetric elementary singular points (i.e., the origin
and (−2, 0), (−1,−1), (−1, 1)) which are from the infinity and three elementary focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 )
of (2) under transformations (37) and (38). Thirdly, through calculating system (39)’s focal values (or system (2)’s
general focal values) when δ = 0 and careful analysis, we obtain the condition that the infinity and three elementary
focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of (2)|δ=0 become centers at the same time. Lastly, we study the above four centers’
isochronicity problems. During the course of investigating the isochronicity of system (2)|δ=0, first we make use of the
method in [11] to compute the first three period constants and obtain the isochronous necessary condition; next we prove
that the necessary condition is also a sufficient condition by using two kinds of different method, among which the method
to let node values vanish is a new effective criterion for verifying isochronous centers.
The paper is organized as follows. In Section 2, we introduce our preliminary methods to calculate the focal values (or
Liapunov constants) and period constants which are necessary for our study in Section 4. In Section 3, we give the definition
of node point values, and obtain that the vanishing of node point values is a sufficient condition to verify isochronicity. In
Section 4, we make two appropriate transformations which let research on system (2) be reduced to investigating a class of
Z4-equivariant fifth degree system in which the first five focal values and the first four period constants with more simple
expressions are given. Based on it, we find the condition that the infinity and three elementary singular points of (2)|δ=0 can
be centers and prove them; moreover, we give the sufficient and necessary condition that the infinity and three elementary
singular points of (2)|δ=0 become isochronous centers and prove them strictly by using two kinds of different method.
2. Some preliminary results
In order to continue the study, first we introduce our methods to calculate the focal values and periodic constants which
are necessary for us to verify centers and isochronous centers.
Considering the following real system:
dx
dt
= δx− y+
∞∑
k=2
Xk(x, y),
dy
dt
= x+ δy+
∞∑
k=2
Yk(x, y),
(3)
where Xk(x, y) and Yk(x, y) are homogeneous polynomials of degree k about x and y.
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By means of transformation
z = x+ iy, w = x− iy, T = it, i = √−1,
system (3)|δ=0 can be transformed into following complex system:
dz
dT
= z +
∞∑
k=2
Zk(z, w) = Z(z, w),
dw
dT
= −w −
∞∑
k=2
Wk(z, w) = −W (z, w),
(4)
where z, w, T are complex variables and
Zk(z, w) =
∑
α+β=k
aαβzαwβ , Wk(z, w) =
∑
α+β=k
bαβwαzβ .
Obviously, the coefficients of (4) satisfy a conjugate condition, i.e.,
aαβ = bαβ , α ≥ 0, β ≥ 0, α + β ≥ 2.
System (3)|δ=0 and system (4) are called concomitant systems (for a definition see [11,12]).
For the complex analytic system (4), making the transformation
z = reiθ , w = re−iθ , T = it, (5)
system (4) can be transformed into
dr
dt
= iwZ − zW
2r
= ir
∞∑
k=1
wZk+1 − zWk+1
2zw
= ir
2
∞∑
m=1
∑
α+β=m+2
(aα,β−1 − bβ,α−1)ei(α−β)θ rm,
dθ
dt
= wZ + zW
2zw
= 1+
∞∑
k=1
wZk+1 + zWk+1
2zw
= 1+ 1
2
∞∑
m=1
∑
α+β=m+2
(aα,β−1 + bβ,α−1)ei(α−β)θ rm.
(6)
According to the relation between system (3) and system (4), in fact the transformation (5) can be regarded as the following
real polar coordinate transformation of (3)|δ=0:
x = r cos θ, y = r sin θ. (7)
Under the transformation (7), from (6) we have
dr
dθ
=
ir
2
∞∑
m=1
∑
α+β=m+2
(aα,β−1 − bβ,α−1)ei(α−β)θ rm
1+ 12
∞∑
m=1
∑
α+β=m+2
(aα,β−1 + bβ,α−1)ei(α−β)θ rm
. (8)
For the complex constant h, |h|  1, we write the solution of (8) associated with the initial condition r|θ=0 = h as
r = r˜(θ, h) = h+
∞∑
k=2
vk(θ)hk, (9)
in which v2k+1(2pi)(k = 1, 2, . . .) is called the kth focal value of the origin of (3).
From (9), it is clear that the origin of (3) is a center if and only if all v2k+1(2pi) = 0 (k = 1, 2, . . .). Hence the computation
of focal value plays an important role for settling the center problem. Next we will introduce our method to calculate focal
value through the following three lemmas.
Lemma 2.1 (See [11,12]). For system (4), we can derive successively the terms of the following formal series:
M = 1+
∞∑
α+β=1
cαβzαwβ ,
such that
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∂M
∂z
Z − ∂M
∂w
W +
(
∂Z
∂z
− ∂W
∂w
)
M =
∞∑
m=1
(m+ 1)µm(zw)m,
where c11 = 1, c20 = c02 = 0, to all ckk ∈ R, k = 2, 3, . . . , and to any integer m, µm is determined by the following formulas:
c1,1 = 1, c2,0 = c0,2 = 0,
if (α = β = 0 and β 6= 1) or α < 0, or β < 0, then cα,β = 0,
else
cα,β = 1
β − α
α+β+2∑
k+j=3
[(α − k+ 1)ak,j−1 − (β − j+ 1)bj,k−1]cα−k+1,β−j+1,
µm =
2m+2∑
k+j=3
[(m− k+ 2)ak,j−1 − (m− j+ 2)bj,k−1]cm−k+2,m−j+2.
µk in Lemma 2.1 is called kth order singular point value at the origin of system (4). 
Lemma 2.2 (See [11,12]). For system (3) and any positive integer m, among v2m(2pi),vk(2pi) andvk(pi), there exists the following
relation:
v2m(2pi) = 11+ v1(pi)
[
ξ (0)m (v1(2pi)− 1)+
m−1∑
k=1
ξ (k)m v2k+1(2pi)
]
,
where ξ (k)m are all polynomials of v1(pi), v2(pi), . . . , vm(pi) and v1(2pi), v2(2pi), . . . , vm(2pi) with rational coefficients. 
Obviously, we can imply that v2m(2pi) = 0 when v1(2pi) = 1, v2k+1(2pi) = 0, k = 1, 2, . . . ,m− 1.
Lemma 2.3 (See [11,12]). For system (3)|δ=0, (4) and any positive integer m, the following assertion holds:
v2k+1(2pi) = ipi
(
µm +
m−1∑
k=1
ξ (k)m µk
)
,
where ξ (k)m , (k = 1, 2, . . . ,m− 1) are polynomial functions of coefficients of system (4). 
Obviously, the origin of system (3) is a center if and only if all its focal values vanish, namely v2k+1 = 0, k ∈ N. According
to Lemmas 2.2 and 2.3, we have the following lemma.
Lemma 2.4 (See [11,12]). For system (3)|δ=0 and (4), the origin is a center if and only if the following relation holds:
µm(2pi) = 0, m ∈ N. 
Remark 1. In fact, Lemmas 2.1–2.4 have given a method to find original center condition of (3).
What is the isochronous center condition of the origin of (3) if the origin of (3)is a center? Next we introduce our method
to obtain the isochronous center condition.
We denote τ(ϕ, h) = ∫ ϕ0 dtdθ dθ . From (6), we have
τ(ϕ, h) =
∫ ϕ
0
dt
dθ
dθ
=
∫ ϕ
0
[
1+ 1
2
∞∑
m=1
∑
α+β=m+2
(aα,β−1 + bβ,α−1)ei(α−β)θ r˜m(θ, h)
]−1
dθ. (10)
Definition 2.1. For a sufficiently small complex constant h, the origin of system (4) is called a complex center if r˜(2pi, h) ≡ h
of (9), and the origin is a complex isochronous center if
r˜(2pi, h) ≡ h, τ (2pi, h) ≡ 2pi. (11)
Lemma 2.5 (See [13]). For system (4), we can derive uniquely the formal series
ξ = z +
∞∑
k+j=2
ckjzkwj, η = w +
∞∑
k+j=2
dk,jwkz j, (12)
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where ck+1,k = dk+1,k = 0, k = 1, 2, . . . , pk and qk are polynomial in aαβ , bαβ with rational coefficients, such that
dξ
dT
= ξ +
∞∑
j=1
pjξ j+1ηj,
dη
dT
= −η −
∞∑
j=1
qjηj+1ξ j.  (13)
Let µ0 = τ0 = 0, µk = pk − qk, τk = pk + qk, k = 1, 2, . . . , in which µk is the kth singular point value of the origin of
system (4).
Definition 2.2. For any positive integer k, we say that τ(k) = pk + qk is the kth complex period constant of the origin of
system (4).
Lemma 2.6 (See [14]). Suppose that the origin of system (4) is a complex center (i.e., allµm = 0,m = 1, 2, . . .) and there exists
a positive integer k, such that τ0 = τ1 = · · · = τk−1 = 0, τk 6= 0, then
τ(2pi, h) = pi [2− τkh2k + o(h2k)].  (14)
It is clear that the origin of system (4) is a complex isochronous center if and only if all µk = τk = 0, k = 1, 2, 3, . . . .
For the problem of the computation of τk, [14] gives the following two theorems.
Theorem A (See [14]). For system (4), we can derive uniquely the formal series
f (z, w) = z +
∞∑
k+j=2
c ′kjz
kwj,
g(z, w) = w +
∞∑
k+j=2
d′k,jw
kz j,
(15)
in which c ′k+1,k = d′k+1,k = 0, k = 1, 2, . . . , such that
df
dT
= f (z, w)+
∞∑
j=1
p′jz
j+1wj,
dg
dT
= −g(z, w)−
∞∑
j=1
q′jw
j+1z j.
(16)
If k− j− 1 6= 0, then c ′kj and d′kj of (15) are determined by the recursive formulas
c ′kj =
1
j+ 1− k
k+j+1∑
α+β=3
[(k− α + 1)aα,β−1 − (j− β + 1)bβ,α−1]c ′k−α+1,j−β+1,
d′kj =
1
j+ 1− k
k+j+1∑
α+β=3
[(k− α + 1)bα,β−1 − (j− β + 1)aβ,α−1]d′k−α+1,j−β+1.
(17)
To any positive integer j, p′j and q
′
j of (16) are determined by the recursive formulas
p′j =
2j+2∑
α+β=3
[(j− α + 2)aα,β−1 − (j− β + 1)bβ,α−1]c ′j−α+2,j−β+1,
q′j =
2j+2∑
α+β=3
[(j− α + 2)bα,β−1 − (j− β + 1)aβ,α−1]d′j−α+2,j−β+1.
(18)
In (17) and (18), we have taken c ′1,0 = d′1,0 = 1, c ′0,1 = d′0,1 = 0, and if α < 0 or β < 0, we take aαβ = bαβ = c ′αβ =
d′αβ = 0. 
Theorem B (See [14]). Let p0 = q0 = p′0 = q′0 = 0. If there is a positive integer m, such that
p0 = q0 = p1 = q1 = · · · = pm−1 = qm−1 = 0, (19)
then,
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p′0 = q′0 = p′1 = q′1 = · · · = p′m−1 = q′m−1 = 0, pm = p′m, qm = q′m, (20)
vise versa. 
Actually, Lemma 2.5 and the above two theorems give an algorithm to compute τm. For any positive integer m, in order
to compute τm, we only need to carry out the addition, subtraction, multiplication and division to the coefficients of system
(4). The algorithm is recursive. It avoids some complicated integrating operations and solving equations. In addition, it can
be easily realized by computer algebra systems such as Mathematica.
Notice that the complex period constants are polynomials of the coefficients of system (4). According to the Hilbert basis
theorem, there exists m ∈ N such that all τk = 0 (k = 1, 2, . . .) if and only if τ1 = τ2 = · · · = τm = 0. We say that the set
{τ1, τ2, . . . , τm} is a period constant basis of system (4). To determine the isochronous center of a system, the key idea is to
find a period constant basis.
Remark 2. Lemma 2.5, Theorems A and B offer a method to find a necessary condition of isochronicity. Because the
computation of all τm cannot be realized in a computer, only the first several τm = 0,m ∈ N are not a sufficient condition
for proving an isochronous center. Next we introduce a method to verify the sufficient condition of an isochronous center,
namely vanishing node point values.
3. Node point values
We consider the real planar system
dz
dT
= γ z +
∞∑
k+j=2
Akjzkwj,
dw
dT
= nγw +
∞∑
k+j=2
Bkjzkwj,
(21)
where the functions of the right-hand side are analytic in the neighborhood of the origin, k ≥ 0, j ≥ 0, γ 6= 0 and n (>1) is
a positive integer.
Article [15] introduces the following lemma.
Lemma 3.1. For system (21), one can derive successively the terms of a convergent power series
u(z, w) =
∞∑
α+β=1
pαβzαwβ ,= z + h.o.t.,
v(z, w) =
∞∑
α+β=1
qαβzαwβ = w + h.o.t.,
(22)
in a neighborhood of the origin, where p10 = 1, p01 = 0, q10 = 0, q01 = 1, such that by using the transformation
u = u(z, w), v = v(z, w), (23)
system (21) reduce to the norm form
du
dT
= γ u, dv
dT
= nγ v + σun.  (24)
System (24) has the first integral
v
un
− σ
γ
log u = h, (25)
where h is a constant.
It is clear that when σ = 0, system (21) can be linearized. So, we would like to introduce the following theory.
Definition 3.1. We say that σ of (24) is a node point value of the origin of system (21).
In order to calculate u(z, w), v(z, w) and σ , we obtain the recursive formulas as follows.
Theorem 3.1. When α + β > 1, pαβ of (22) are given uniquely by
pαβ = 1
γ (1− α − nβ)
α+β∑
k+j=2
[(α − k+ 1)Ak,jpα−k+1,β−j + (β − j+ 1)Bk,jpα−k,β−j+1]. (26)
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When 2 ≤ α + β ≤ n− 1, qαβ are given uniquely by
qαβ = 1
γ (n− α − nβ)
α+β∑
k+j=2
[(α − k+ 1)Ak,jqα−k+1,β−j + (β − j+ 1)Bk,jqα−k,β−j+1]. (27)
Furthermore, σ is given uniquely by
σ =
n∑
k=2
[(n− k+ 1)Ak,0qn−k+1,0 + Bk,0qn−k,1]. (28)
Theorem 3.2. If σ = 0, then qn0 can take an arbitrary constant. When qn0 is given, for all pairs (α, β), if α + β ≥ 2 and
(α, β) 6= (n, 0), then qαβ are given uniquely by (27).
Corollary 3.1. If B2,0 = B3,0 = · · · = Bn−1,0 = 0, then q2,0 = q3,0 = · · · = qn−1,0 = 0 and σ = Bn,0.
Proof. Under the given conditions, q1,0 = 0, it follows that, when 2 < α ≤ n − 1, the first conclusion holds. By using the
recursive formulas (27) and the mathematical induction method, we obtain
qα,0 = 1
γ (n− α)
α∑
k=2
(1− k)Ak,0qα−k+1,0 = 0. (29)
Thus, (28) and (29) implies that σ = Bn,0q01 = Bn,0. 
According to Lemma 3.1, we have
Corollary 3.2. If B2,0 = B3,0 = · · · = Bn,0 = 0, then σ = 0.
Corollary 3.3. If w = 0 is a solution of system (21), then σ = 0. If taking qn0 = 0, then v(z, 0) ≡ 0.
Proof. Under the given conditions, for all k ≥ 2, Bk,0 = 0. Hence, from Lemma 3.1 it follows that σ = 0. And if taking
qn0 = 0, then Theorem 3.2 implies that for all α 6= n, (29) holds.
Similarly, we obtain the following conclusion. 
Corollary 3.4. If z = 0 is a solution of (21), then u(0, w) ≡ 0. From the above analysis, we have
Theorem 3.3. Node point values’ vanishing is a sufficient condition that the origin of system (21) becomes an isochronous center.
Proof. According to Lemma 3.1, system (21) can become the norm form (24) under the transformation (23). If node value
σ = 0, then under the time transformation γ dT = dt , (24) becomes the following form:
du
dt
= u, dv
dt
= nv. (30)
Making the transformation
F1 = uv, F2 = v 1+nn , (31)
and time transformation (1+ n)dt = dτ , (30) turns into
dF1
dτ
= F1, dF2dτ = F2, (32)
which has a linearizable integral F1 = cF2 (c is an arbitrary constant). Hence, the origin of system (21) becomes an
isochronous center.
Theorem 3.3 offers a method to find the sufficient condition of isochronicity, i.e., to let the node value vanish. The
computation of node point values can be realized by making use of the recursive formulas of Theorem 3.1. 
Example Consider the following system:
dZ
dT
= z + (b20 + a11)z2 − λ− 12 a02zw,
dW
dT
= 3w + (a20 + b11)z2 + 2(b20 + a11)zw − λ− 32 a02w
2.
(33)
From (26)–(28) of Theorem 3.1, we obtain that the node point value of the origin is zero. According to Theorem 3.3,
system (33) has an isochronous center at the origin. In fact, from Lemma 3.1 and Theorem 3.1, we can find two analytic
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functions
u(z, w) = zu1(z, w), v(z, w) = w +
∞∑
α+β=2
qαβzαwβ ,
in which u1(0, 0) = 1, such that by transformation u = u(z, w), v = v(z, w), system (33) turns into
du
dT
= u, dv
dT
= 3v. (34)
Under the following transformation
F1 = uv, F2 = v 43 , (35)
and time transformation 4dt = dτ , system (34) becomes a linearizable system:
dF1
dτ
= F1, dF2dτ = F2. (36)
Hence, the origin of system (33) is an isochronous center.
In addition, as an example of the application of Theorem 3.3, wewill apply it to prove the sufficient condition that system
(2)’s four singular points become four isochronous centers in Section 4.
4. The reduction, center condition and isochronous center condition of system (2)
After introducing the method to calculate the focal values and period constants of system (3), we try to make some
appropriate transformations so as to carry out our investigation.
By means of the Bendixson homeomorphous transformation
u = x
x2 + y2 , v =
y
x2 + y2 , (37)
and time transformation
dt = 4(x2 + y2)4dτ , (38)
system (2) can be transformed into the following real system:
du
dt
= 1
4
(1− 2A4)v + 14δ(1+ u)[(u+ 1)
4 + 5v4 − 1] + A2(1+ u)2v + A4v3 + A1(1+ u)2v3 + A3(1+ u)3v2
− 1
4
(1+ 2A4)v5 − 14 (5+ 4A2 − 2A4)(1+ u)
4v,
dv
dt
= 1
4
(2A4 − 1)(1+ u)+ δv4 [5(u+ 1)
4 + v4 − 1] − A2(1+ u)v2 − A4(1+ u)3 − A1(1+ u)3v2
+ A3(1+ u)2v3 + 14 (1+ 2A4)(1+ u)
5 + 1
4
(5+ 4A2 − 2A4)(1+ u)v4.
(39)
After making the above two transformations, the infinity and three elementary focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of
(2) respectively become the origin and (−2, 0), (−1,−1), (−1, 1) of system (39). For system (39), we have the following
theorem.
Theorem 4.1. System (39) is a class of Z4-equivariant differential polynomial system of fifth degree about point (−1, 0).
Proof. By means of the translation transformation
u = x− 1, v = y, (40)
system (39) turns into
dx
dt
= 1
4
(1− 2A4)y+ A2x2y− 14 (5+ 4A2 − 2A4)x
4y+ A3x3y2
+ A4y3 + A1x2y3 − 14 (1+ 2A4)y
5 + 1
4
δx(−1+ x4 + 5y4),
dy
dt
= −1
4
(1− 2A4)x− A2xy2 + 14 (5+ 4A2 − 2A4)xy
4 + A3x2y3
− A4x3 − A1x3y2 + 14 (1+ 2A4)x
5 + 1
4
δy(−1+ 5x4 + y4),
(41)
which is invariant by the transformation of rotation x = x˜ cos(pi/2) − y˜ sin(pi/2), y = x˜ cos(pi/2) + y˜ sin(pi/2). Then
system (41) is a Z4-equivariant polynomial system about the origin, thus system (39) is a class of Z4-equivariant differential
polynomial system about point (−1, 0). Proof end. 
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Under transformation (40), the origin and (−2, 0), (−1,−1), (−1, 1) of system (39) turn into (±1, 0), (0,±1) of (41).
From Theorem 3.1, we know that the four symmetric elementary focus points of system (39) or (41) have the same
topological structure, then they have the same center conditions and isochronous center conditions, and so on.
Definition 4.1. The infinity and three elementary focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of (2) are called general centers
(general kth fine focus) if (±1, 0), (0,±1) of (41) are centers (kth fine focus) under a certain condition.
Definition 4.2. The focal values of system (39) or (41) are called general focal values of system (2).
Obviously whether the origin of system (39) can become a center determine the general center condition of the infinity
and three elementary foci (i.e., (− 12 , 0)) and (− 12 ,± 12 ) of system (2).
Because system (39) is Z4-equivariant, its four focuses have the same center conditions. Without loss of generality, we
only need to consider the case of (0, 0).
The linearized system of system (39) at the origin is: dudt = δu − v, dvdt = u + δv. Obviously, system (39) belongs to the
class of (3). So making the following transformation
z = u+ iv w = u− iv T = it i = √−1, (42)
system (39) can be transformed into the following complex system:
dz
dT
= (1− iδ)(1+ z)
32
(32z + 28z2 + 40zw − 20w2 + 12z3
+ 20z2w + 20zw2 − 20w3 + 3z4 + 10z2w2 − 5w4)
+ 1
16
(A1 + iA3)(1+ z)(z − w)2(2+ z + w)2 + 14A4(z + w + zw)(4w + z
2 + 2zw + 3w2 + z2w + w3)
+ 1
16
A2(z − w)(2+ z + w)(6z + 2w + 3z2 + 6zw + 3w2 + z3 + 3zw2),
dw
dT
= (1+ iδ)(1+ w)
32
(32w + 28w2 + 40zw − 20z2 + 12w3
+ 20z2w + 20zw2 − 20z3 + 3w4 + 10z2w2 − 5z4)
+ 1
16
(A1 + iA3)(1+ w)(z − w)2(2+ z + w)2
+ 1
4
A4(z + w + zw)(4z + w2 + 2zw + 3z2 + w2z + z3)
+ 1
16
A2(w − z)(2+ z + w)(6w + 2z + 3w2 + 6wz + 3z2 + w3 + 3wz2).
(43)
According to the formulas of Lemma 2.1, the singular values of the origin of system (43) are obtained by computing
carefully, namely the following theorem.
Theorem 4.2. The first five singular values of the origin of system (43)|δ=0 are as follows:
µ1 = 14 iA3(−1+ 2A1 + 4A2 − 2A4),
µ2 = 12 iA3(−1+ 5A2 − 3A4)(A2 − A4),
µ3 = − 1400 iA3(A2 − A4)(−1+ 2A4)(128+ 175A
2
3 − 24A4 − 224A24),
µ4 = 143750 iA3(A2 − A4)(−1+ 2A4)(31499+ 1116A4 − 83948A
2
4 − 32928A34 + 42336A44),
µ5 = iA3(A2 − A4)694575000 (−1+ 2A4)(−1600847737+ 30182562A4 + 3300484996A
2
4 + 2758873656A34). 
From Lemma 2.3 and Theorem 4.2, we have:
Theorem 4.3. The first five focal values at the origin of system (39)|δ=0 (or the first five general focal values of system (2)|δ=0)
are as follows:
v3 = −14piA3(−1+ 2A1 + 4A2 − 2A4),
v5 = −12piA3(−1+ 5A2 − 3A4)(A2 − A4),
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v7 = 1400piA3(A2 − A4)(−1+ 2A4)(128+ 175A
2
3 − 24A4 − 224A24),
v9 = − 143750piA3(A2 − A4)(−1+ 2A4)(31499+ 1116A4 − 83948A
2
4 − 32928A34 + 42336A44),
v11 = −piA3(A2 − A4)694575000 (−1+ 2A4)(−1600847737+ 30182562A4 + 3300484996A
2
4 + 2758873656A34). 
From Theorem 4.3, we have:
Theorem 4.4. The first five focal values at the origin of system (39)|δ=0 are all zero if and only if one of the following conditions
holds:
I. A1 = 12 (1− 2A4), A2 = A4.
II. A3 = 0. 
Moreover, we can obtain the following theorem.
Theorem 4.5. The origin of system (39)|δ=0 is a center if and only if the first five focus values are all zero, namely, one of the
conditions I or II of Theorem 4.4 holds. 
Proof. If A1 = 12 (1− 2A4), A2 = A4 holds, then system (39)|δ=0 becomes
du
dt
= −1
4
v[(4+ 20u− 4A3v + 2(15+ 4A4)u2 − 12A3uv − 2v2 + 4(5+ 2A4)u3 − 12A3u2v
+ 4(−1+ 2A4)uv2 + (5+ 2A4)u4 − 4A3u3v + 2(−1+ 2A4)u2v2 + (1+ 2A4)v4)],
dv
dt
= 1
4
(1+ u)[4u+ 2(3+ 4A4)u2 − 2v2 + 4(1+ 2A4)u3 + 4(−1+ 2A4)uv2 + 4A3v3
+ (1+ 2A4)u4 + 2(−1+ 2A4)u2v2 + 4A3uv3 + (5+ 2A4)v4].
(44)
If A3 = 0 holds, then system (39)|δ=0 becomes
du
dt
= −1
4
v[4+ (20+ 8A2 − 8A4)u+ (30+ 20A2 − 12A4)u2 + (20+ 16A2 − 8A4)u3
+ (5+ 4A2 − 2A4)u4 − 4(A1 + A4 + 2A1u+ A1u2)v2 + (1+ 2A4)v4]
dv
dt
= 1
4
(1+ u)[u(2+ u)(2+ 2u+ 4A4u+ u2 + 2A4u2)
− 4(A1 + A2 + 2A1u+ A1u2)v2 + (5+ 4A2 − 2A4)v4].
(45)
(1+ 2u+ u2 + v2)−3 is a integrating factor of system (44); the vector fields of system (45) is symmetrical with respect
to the u-axis. Hence, the origin of system (39)|δ=0 is a center at this time. Proof end. 
Considering that system (39) is Z4-equivariant and system (2) can become system (39) by making transformation (37)
and (38), clearly we have the following theorem.
Theorem 4.6. Suppose that one of the conditions I or II of Theorem 4.4 holds, then the other three focuses (−2, 0), (−1,−1),
(−1, 1) of (39) are also centers and the infinity and three elementary focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of system (2) are four
general centers.
After obtaining the conditions that the infinity and three elementary focuses (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of system (2) are
four general centers, next we continue to investigate their isochronicity.
According to the formulas of Theorem A, we can find the first four period constants and prove that they form a group of period
constant basis more easily, namely the following several theorems.
Theorem 4.7. The first four period constants of the origin of system (39) or (43) are as follows:
τ1 = 112 (−55+ 32A1 − 4A
2
1 + 37A2 + 2A1A2 + 2A22 − 67A4 + 10A1A4 + 14A2A4 − 40A24),
τ2 = 148 (960− 384A1 − 1570A2 − 116A1A2 + 63A
2
2 + 182A1A22 + 106A32 + 3486A4 − 756A1A4 − 2514A2A4
− 332A1A2A4 − 30A22A4 + 124A1A22A4 + 68A32A4 + 4863A24 − 354A1A24
− 1530A2A24 − 536A1A2A24 − 312A22A24 + 2286A34 + 492A1A34 + 244A2A34 + 240A44),
τ3 = 15760 (−13806720+ 5522688A1 − 17800212A2 + 15504888A1A2 + 24510786A
2
2 + 1758420A1A22
+ 3390684A32 − 3993936A1A32 − 3805563A42 − 616230A1A42 − 316890A52 − 31021668A4 + 4347864A1A4
− 70938468A2A4 + 28231464A1A2A4 + 41320984A22A4 + 10976240A1A22A4 + 14788146A32A4
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− 2646908A1A32A4 − 3295114A42A4 − 412380A1A42A4
− 209700A52A4 − 10910790A24 − 11928492A1A24 − 129141924A2A24 + 18968400A1A2A24 + 19338960A22A24
+ 17745440A1A22A24 + 22212780A32A24 + 1293560A1A32A24 + 177016A42A24 + 49269600A34 − 22998384A1A34 − 101108514A2A34
− 14832996A1A2A34 − 25321860A22A34 + 1235120A1A22A34 + 4996592A32A34 + 61385787A44 − 2791386A1A44 − 22527090A2A44
− 4967160A1A2A44 − 14384968A22A44 + 30678894A54 + 2262060A1A54 + 10045236A2A54 + 1039824A64),
τ4 = 14423680 (2140099384320− 856039753728A1 + 7396371747072A2 − 4180302494208A1A2 + 676031295936A
2
2
− 4542847324032A1A22 − 6078814727808A32 − 288958590336A1A32 − 1058967843072A42 + 1047924152064A1A42 + 912031969842A52
+ 301237442100A1A52 + 217703921085A62 + 19802938770A1A62 + 9950732910A72 + 2798765929728A4 + 90776268288A1A4
+ 21543172848000A2A4 − 5088034361088A1A2A4 + 13783257153024A22A4 − 9914635198080A1A22A4 − 11128546234176A32A4
− 3647934249600A1A32A4 − 5158883715750A42A4 + 448154594244A1A42A4 + 487563935790A52A4 + 239198333892A1A52A4
+ 192961795566A62A4 + 13210717140A1A62A4 + 6625063980A72A4 − 5597227317312A24 + 3681141674112A1A24 + 23559891350400A2A24
+ 3291697685376A1A2A24 + 36906984410688A22A24 − 7911617716608A1A22A24 − 4077732146188A32A24 − 6320032549112A1A32A24
− 7664822964861A42A24 − 990416666458A1A42A24 − 767684372306A52A24 − 15737470200A1A52A24 + 11017162152A62A24
− 18023612500224A34 + 4177007531136A1A34 − 6137625749952A2A34 + 13298472368256A1A2A34 + 37543732373940A22A34
+ 5626213723272A1A22A34 + 11778872035588A32A34 − 543010296744A1A32A34 − 1580486698978A42A34 − 188891752644A1A42A34
− 243329421276A52A34 − 13732017694272A44 − 2026805565312A1A44 − 29511569597958A2A44 + 3610626384900A1A2A44
+ 9129376917939A22A44 + 3473140228926A1A22A44 + 8081047181626A32A44 + 374488258352A1A32A44 + 419401731936A42A44
− 118903815918A54 − 2779666573068A1A54 − 21150097219602A2A54 − 1917555434844A1A2A54 − 6544496929830A22A54
+ 30784915212A1A22A54 + 551388784436A32A54 + 5900547087405A64 − 177518579382A1A64 − 2160370478166A2A64
− 332191408824A1A2A64 − 1653158619768A22A64 + 2333219825178A74 + 102151441764A1A74 + 864701130492A2A74 + 33809956848A84). 
Theorem 4.8. For system (39) or (43), the first four period constants are all zero only if A2 = A4 = 2A1 − 5 = 0.
Proof. Denote that
g1 = R(R(τ1, τ2, A1), R(τ1, τ3, A1), A4),
g2 = R(R(τ1, τ2, A1), R(τ1, τ4, A1), A4),
where R(τi, τj, Ak) is the resultant of τi, τj with respect to Ak. The greatest common divisor of g1 and g2 is A2, thus A2 = 0.
When A2 = 0, τ1 = τ2 = 0 deduce A4 = 2A1 − 5 = 0. So the conclusions of Theorem 4.8 hold. 
From Theorems 4.7 and 4.8, we have:
Theorem 4.9. The origin of system (39) is isochronous if and only if the first four period constants are all zero, i.e., A2 = A4 =
2A1 − 5 = 0. 
Proof. Obviously the necessary condition holds, next we will use two different methods to prove the sufficiency.
Proof 1. According to (26)–(28) of Theorem 3.1, it is easy to obtain that the node point values of the origin of (39) are zero
if A2 = A4 = 2A1 − 5 = 0, i.e., σ = 0. Hence, the conclusion of Theorem 4.10 holds.
Proof 2. Suppose A2 = A4 = 2A1 − 5 = 0 holds; system (39) becomes
du
dt
= −1
4
v(4+ 20u+ 30u2 + 20u3 + 5u4 − 10v2 − 20uv2 − 10u2v2 + v4),
dv
dt
= 1
4
(1+ u)(4u+ 6u2 + 4u3 + u4 − 10v2 − 20uv2 − 10u2v2 + 5v4).
(46)
Letting z = u+ iv,w = u− iv, T = it , system (46) becomes
dz
dT
= 1
4
z(1+ z)(2+ z)(2+ 2z + z2),
dw
dT
= 1
4
w(1+ w)(2+ w)(2+ 2w + w2).
(47)
The change of u1 = z(4+6z+4z2+z3)4(1+z)4 , v1 = w(4+6w+4w
2+w3)
4(1+w)4 transforms system (47) into
du1
dT = u1, dv1dT = v1. Applying
Theorem 7 in article [3], we obtain the conclusion of Theorem 4.10 easily. 
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From Theorems 4.7 and 4.9, it is clear that τ1, τ2, τ3, τ4 of Theorem 4.7 form a group of period constants basis. In fact, we
have computed τ5, τ6, . . . , τ20 and found they were zero if τ1 = τ2 = τ3 = τ4 = 0 (namely A2 = A4 = 2A1 − 5 = 0), but
we cannot verify all τm = 0,m ∈ N until Theorem 4.9 is proved.
Considering that system (39) is Z4-equivariant and system (2) can become system (39) by making transformation (37)
and (38), clearly we have the following theorem.
Theorem 4.10. The infinity and three elementary singular points (− 12 , 0), (− 12 , 12 ), (− 12 ,− 12 ) of (2)|δ=0 are four isochronous
centers if and only if the first four period constants are all zero, i.e., A2 = A4 = 2A1 − 5 = 0. 
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