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Abstract
Reliability-based design of engineering structures aims to ensure an extreme low fail-
ure risk ( Pf ≈ 10−6), which requires accurate predictions of the left tail of failure
strength distributions. For determining the structural strength distribution, the prob-
abilistic methods become the mainstream methods because they could characterize
the strength distribution using a relatively small amount of data points. By con-
trast, the statistical methods, such as direct experimental testing or Monte Carlo
simulations, are usually prohibited since an extremely large sample size is needed.
For ductile structures, the stress redistribution mechanism implies that the ran-
dom structural strengths can be modeled by the Gaussian distribution. On the other
hand, for brittle and quasi-brittle structures, the damage localization mechanism in-
dicates that the structure can be represented by, in a statistical sense, a chain of
material elements, which is referred to as the weakest-link model. The weakest-link
model assumes that the failure of each material element is statistically independent.
However, for modeling the strength statistics of some quasi-brittle structures, such as
polycrystalline silicon (poly-Si) microelectromechanical systems (MEMS) structures,
one needs to consider the spatially correlated features of both the random applied
stress and the random material strength. The finite weakest-link model involves an
intrinsic length scale for the discretization. However, the relationship between this
length scale and material properties remains unclear. This research aims to resolve
these fundamental issues of the conventional weakest-link model of failure statistics
of brittle and quasi-brittle structures.
A continuous probabilistic model for the strength statistics of brittle and quasi-
brittle structures is proposed based on the first-passage analysis of random fields,
ii
iii
which is referred to as the first-passage model. The first-passage model is derived
in a 1-dimensional setting and is applied to the strength statistics of poly-Si MEMS
structures. The failure of poly-Si MEMS structures is considered to be triggered by
fracture initiation from the side-walls governed by a non-local failure criterion. The
model is formulated within the contexts of both stationary and non-stationary random
fields in order to consider different loading configurations. Through the comparison
with the experimental data, it is shown that the model is able to yield accurate
predictions on strength distributions of MEMS structures of different sizes using the
same model parameters. The model is further used to predict the strength distribution
of poly-Si MEMS beams under three-point-bending, and the result agrees well with
the corresponding Monte Carlo simulation. The model predicts intricate size effects
on both the structural strength distribution and the mean structural strength.
To improve the computational efficiency for predicting the strength distribution
of MEMS devices, a renewal weakest-link model is developed. The model takes into
account the detailed statistical information of the randomly distributed side-wall de-
fects, which includes the random defect geometry, the random spacing between de-
fects, and the local random material strength. The large-size asymptotic behavior
of the model is derived based on the stability postulate. The comparison between
the measured strength distributions of poly-Si MEMS specimens of different sizes
and the corresponding model predictions shows that the model is capable of cap-
turing the size-dependence of the strength distribution, which is essential for design
extrapolations of MEMS devices across a wide size range.
The 1-dimensional first-passage model is generalized to higher dimensions. The
generalized model is applied to the study of the origin of the power-law tail behavior
of strength distribution of brittle and quasi-brittle structures. The model shows that
the power-law behavior of the left tail of structural strength distribution stems from
the left power-law tail of material strength distribution, which is also mildly affected
iv
by the dimensionality of the analysis and the applied stress field. Flaw statistics (or
the random stress field) introduces additional randomness to the structural strength,
but does not dictate the power-law form of the tail distribution of structural strength.
Lastly, the relationship between the internal length scale of the finite weakest-link
model and the material length scales is investigated by analyzing the size effect on
the mean structural strength. The mathematical form of this relationship is derived
through the dimensional analysis, and the relationship is calibrated by matching the
size effect curves yielded by the finite weakest-link model and the stochastic finite
element simulations. It is shown that the internal length scale of the finite weakest-
link model can be explicitly related to the Irwin characteristic length and the crack
band width.
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Chapter 1
Introduction
Modern engineering structures need to be designed against an extreme low failure
risk (e.g. a failure probability on the order of 10−6) [24, 40]. This design objective
requires accurate predictions of the left tail of strength distributions. In order to
determine the distribution of structural strength, one can resort to either statistical
methods or probabilistic methods[47, 38, 80, 8, 43]. However, the statistical methods,
such as direct experimental testing or Monte Carlo simulations, are usually prohibited
since an extremely large number of samples is required. The probabilistic methods
become the mainstream methods for determining the structural strength distribution
due to the ability to predict a low failure risk using a relatively small amount of data
[98, 7, 24, 65, 101, 25].
The probabilistic methods are anchored by some mathematical models, and the
corresponding model parameters to be determined by optimum fitting with experi-
mental data [7, 25]. The fitting process can be regarded as a simplified method of
maximizing the likelihood function, which ensures the obtained model parameters are
optimal for the given data[91]. Probabilistic modeling centers at a valid mathemati-
cal model. However, choosing an empirical probabilistic model could be dangerous.
Taking the fitting of the tensile strength distribution of polycrystalline silicon (poly-
Si) microelectromechanical systems (MEMS) specimens as an example [85], as shown
1
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in Figure 1.1, one can fit the experimental data with different probabilistic models
equally good for the bulk part of the strength distribution, yet their predictions of
the left tail part, which is of paramount importance for reliability-based design, can
deviate from each other significantly [25]. To this end, the probabilistic model has to
be developed based on the understanding of the failure mechanism of the structure as
well as the corresponding statistical properties. In the following sections, we briefly
review the existing probabilistic models for the strength statistics of ductile, brittle
and quasi-brittle structures.
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(a)
(b)
Figure 1.1: Optimum fittings for the tensile strength distribution of Poly-Si MEMS
specimens: (a) linear scale, (b) Weibull scale.
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1.1 Bundle model for strength statistics of ductile
structures
The strength statistics of ductile structures can be modeled as a weighted sum of the
random strength of material elements [75, 23]. Consider a ductile tensile specimen
subjected to a nominal stress σN (shown in Figure 1.2 (a)). As shown in Figure 1.2
(b), the failure cross-section can be statistically modeled as a bundle of material
elements, where the number of total material elements is a deterministic number n
and the random strength of ith material element is represented by a random variable
fti . Since the material is ductile, each material element can sustain its peak load after
failure (as shown in Figure 1.2 (c)). Consequently, the strength of the entire bundle,
represented by σN , can be regarded as the weighted sum of the random strength of
each material element, i.e.:
σN =
n∑
i=1
ωifti (1.1)
where ωi is a weighting factor, and each fti is assumed to be statistically indepen-
dent. Since the macro structure size is usually far grater than the size of material
inhomogeneity, resulting in that the total element number n to be sufficiently large.
From the central limit theorem[41, 9], we can obtain that
fσN (x) =
1√
2piδ
exp
[
−(x− µ)
2
2δ2
]
(1.2)
where fσN (x) is the probability density function (PDF) of σN ; µ, δ are the mean and
the standard deviation of σN . Although Eq. (1.2) allows a negative value of x, which
is not physically admissible, the probability of a negative value of x is negligibly small.
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Figure 1.2: The bundle model for strength distribution of ductile structures:
(a) the loading configuration, (b) the bundle model, (c) the stress-strain curve of a
material element.
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1.2 Infinite weakest-link model for strength statis-
tics of brittle structures
As shown in Figure 1.3 (a), the failure of brittle and quasi-brittle structures is featured
by the damage localization mechanism [24], in which the failure of a macro-crack
triggers the failure of the entire structure (under controlled load). Based on this
failure mechanism, the strength statistics of brittle structures is usually modeled by
a chain of material elements (shown in Figure 1.3 (b)). The total number of material
elements n is considered to be a deterministic number, and the random strength of ith
material element is represented by a random variable fti . The failure criterion is that
the failure of any material element in the chain will trigger the failure of the entire
structure. As a result, the structural strength, represented by the random variable
σN , is determined by the weakest material element in the chain, i.e:
σN = min {fti , i = 1, 2, ...n} (1.3)
This model is therefore referred to as the weakest-link model.
By further assuming each fti is independent and identically distributed (i.i.d.),
the cumulative distribution function(CDF) of structural strength σN can be written
as the following expression:
FσN (x) = Pr. [σN = min {fti , i = 1, 2, ...n} < x]
= Pr. [∃fti < x, i = 1, 2, ...n]
= 1− Pr. [∀fti > x, i = 1, 2, ...n]
= 1−
n∏
i=1
(1− Pr. [fti < x])
= 1− [1− Fft(x)]n
(1.4)
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where Pr.[·] represents the probability of event ·, and Fft is the CDF of fti .
Moreover, for brittle structures, the size of damage localization zone or fracture
process zone is usually negligibly small compared to the overall structural size. Con-
sequently, the total number of material element n can be treated as infinite. In this
case, the weakest-link model is further called the infinite weakest-link model, which
has been widely used to describe the strength distribution of brittle structures.
In order to study the statistical properties of the infinite weakest-link model, the
set {ft1 , ft2 , ..., ftn} is regrouped into p number of subsets
{
ftj1 , ftj2 , ..., ftjm
}
, where
j = 1, 2, ...p, and n = mp (shown in Figure 1.3 (c)). Since n→∞ and p is finite, we
have m→∞. From Eq. (1.4), the CDF of the minimum of a subsets is
Fsub(x) = 1− [1− Fft(x)]m (1.5)
By substituting Eq. (1.5) and the condition n = mp into Eq. (1.4), we obtain
1− FσN (x) = [1− Fsub(x)]p (1.6)
Since both FσN (x) and Fsub(x) are the CDFs of the minimum of a set of infi-
nite number of i.i.d. random variables, it is reasonable to assume that they share
the same functional form, which implies that Fsub(x) and FσN (x) differ by a linear
transformation of the argument, i.e.:
Fsub(x) = FσN
(
x− b
a
)
(1.7)
Substituting Eq. (1.7) into Eq. (1.6) yields
1− FσN (x) =
[
1− FσN
(
x− b
a
)]p
(1.8)
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The expression represented by Eq. (1.8) is referred to as the stability postulate
[49]. It has been shown that, if FσN (x) is not a degenerating function, there are only
three functions satisfying Eq. (1.8), which are:
FGumbel(x) = exp
{
− exp
[
−
(
x− µ
s
)]}
(1.9)
FFre´chet(x) =
 0, x < 0exp [− (x
s
)−m]
, x ≥ 0
(1.10)
FWeibull(x) =
 1− exp
[− (x
s
)m]
, x ≥ 0
0, x < 0
(1.11)
where s, µ and m are three paramters, s and m are positive. These three distributions
are referred to as the extreme value distributions [49, 51, 98, 59]. The distribution
represented by FGumbel(x) is referred to as the Gumbel distribution, or the Type
I extreme value distribution; FFre´chet(x) represents the Fre´chet distribution, or the
Type II extreme value distribution; FWeibull(x) is the CDF of Weibull distribution, or
the Type III extreme value distribution. In the Weibull distribution, m is referred to
as the Weibull modulus, and s is referred to as the Weibull scale parameter. In the
statistics of structural strength, the choice of which distribution should be applied is
determined by the left-tail of FσN (x), which is referred to as the domain of attraction.
Experimental data has shown that the Weibull distribution is applicable for many
different types of brittle structures [58, 97, 98]. One essential trait of the Weibull
distribution is that its left tail is a power-law function, which can be seen by taking
a limit of Eq. (1.11):
lim
x→0+
≈
(x
s
)m
(1.12)
In the infinite weakest-link model, the size-dependence of structural strength dis-
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tribution can be captured by treating s as a function of the structural size, i.e.:
s = σ0(VN/V0)
−1/m (1.13)
where VN is the structural size, V0 is a defined unit size, σ0 is a constant stress.
The explicit form of size-dependent Weibull type strength distribution can be
obtained by substituting Eq.(1.13) into Eq. (1.11), i.e.:
FσN (x) = 1− exp
[
−VN
V0
(
x
σ0
)m]
, x ≥ 0 (1.14)
The size effect curve of the mean structural strength is defined as
σ¯N(D) =
∫ ∞
0
[1− FσN (x)] dx (1.15)
where D is a characteristic length of the structure, for example, the depth of a beam.
The structural size can be related to this characteristic length through
Vn = cD
n (1.16)
where c is a constant for the consideration of structural shape, and n is the dimension-
ality of the structure. The size-dependent structural strength yields a size-dependent
mean structural strength. Substituting Eqs. (1.14) and (1.16) into Eq. (1.15) yields
σ¯N(D) =
(
Vn
V0
)−(1/m)
σ¯0 =
[(
c
V0
)−(1/m)
σ¯0
]
·D−n/m (1.17)
where σ¯0 is a characteristic mean structural strength. Eq. (1.17) represents the
Weibull size effect on the mean structural strength [24, 15]. Eq.(1.17) indicates that
σ¯N is a power-law decay function of D, whose exponent is −n/m.
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Figure 1.3: Illustration of the infinite weakest-link model: (a) the damage localization
mechanism, (b) the weakest-link model, (c) the stability postulate.
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1.3 Finite weakest-link model for strength statis-
tics of quasi-brittle structures
Recent researches have focused on the structures made of quasi-brittle materials,
such as concrete, composites, tough ceramics, rock, asphalt mixtures (at low temper-
atures), wood, etc [22, 23, 18, 67, 17]. The salient feature of quasi-brittle structures is
that the size of the damage localization zone or fracture process zone is not negligibly
small compared to the overall structural size, so that the total number of material
elements in the weakest-link model must be finite. Therefore, the infinite weakest-link
model is not applicable to quasi-brittle structures, and consistent deviation between
the measured strength distributions of small and intermediate size specimens and the
Weibull distribution has been observed (shown in Figure 1.4) [23, 26, 67, 71]. To this
end, the finite weakest-link model was recently proposed, in which the structure is
considered as a statistical chain of finite number of material elements. The material
element of the finite weakest-link model is referred to as the representative volume el-
ement (RVE), which is defined as the smallest material element whose failure triggers
the failure of the entire structure. The definition of RVE in the finite weakest-link
model should be distinguished from the same terminology used in the conventional
homogenization theory [61]. The structural strength is expressed in terms of the
nominal stress σN , which is defined as follows:
σN = cnPmax/(bD) (1.18)
or σN = cnMmax/(bD
2) (1.19)
where Pmax,Mmax = maximum of the applied force or moment; D = characteristic
size of the structure; b = width of the structure in the transverse direction; and cn =
constant, which can be conveniently chosen such that σN equals the maximum elastic
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principal stress of a characteristic point in the structure. As shown in Figure 1.5
(a)-(c), for a beam subjected to three-point-bending, the nominal stress can be set
equal to the maximum elastic principal stress at the middle of the bottom, i.e., σN =
1.5αPmax/(bD), where α = L/D; for a beam subjected to pure bending, the nominal
stress can be set equal to the maximum elastic principal stress at the bottom, i.e.,
σN = 6Mmax/(bD); for a beam subjected to uniaxial tension, the nominal stress can
be set equal to maximum elastic principal stress at any point, i.e., σN = Pmax/(bD).
As shown in Figure 1.6 (a)-(b), in the finite weakest-link model, the structure is
divided into an assembly of a finite number of RVEs, in which the failure statistics of
each RVE is also assumed to be statistically independent. For ith RVE, its strength
and stress are regarded as two independent random variables, represented by fti and
σi respectively. We can assume that the stress of each RVE, σi, is proportional to the
nominal stress σN and use a spatial function to quantify it as follows:
σi = σNZ(xi) (1.20)
where xi is the spatial coordinate assigned to ith RVE, and Z is the dimensionless
stress at point xi. At this junction, it should be pointed out that σi should be the
effective stress that causes the material failure, which is usually not the maximum
elastic principal stress at point xi. One convenient choice of σi is by treating it as the
non-local stress, which can be regarded as the local average of the maximum elastic
principal stress on a certain zone around point xi, and this zone is related to the
damage localization zone or the fracture process zone [24, 17].
The failure criterion is that the RVE fails when its stress reaches its material
strength, i.e. σi = fti, triggering the failure of the entire structure. As a result, the
structural strength distribution, which equals the structural failure probability with
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respect to the nominal stress σN , can be calculated as
FσN (σN) = 1−
m∏
i=1
{1− Pr.[fti ≤ σi = σNZ(xi)]} = 1−
m∏
i=1
{1− Fft [σNZ(xi)]} (1.21)
where m = equivalent number of RVEs in the structure, Fft = CDF of the RVE
strength fti. It is noted that each fti is assumed to obey the same distribution.
In order to quantify the equivalent RVE number m, the RVE size, represented by
l0, is introduced. And Eq. (1.21) can be written as
FσN (σN) = 1−
c(D/l0)n∏
i=1
{1− Fft [σNZ(xi)]} (1.22)
where m = c(D/l0)
n, n = dimensionality of the structure, c is a constant used to
consider the influence of the structural shape. For uniaxial tensile specimens, since
the stress at each point is identical, Eq. (1.22) can be further simplified as
FσN (σN) = 1− [1− Fft(σN)]c(D/l0)
n
(1.23)
It is noted that Eq. (1.23) is in accordance with Eq. (1.4). As a result, we can
expect that, for large-size structures, the strength distribution predicted by the finite
weakest-link model is the Weibull distribution, which demonstrates that the finite
weakest-link model is a generalization of the infinite weakest-link model.
In a series of recent studies [23, 18, 67], a functional form of the CDF of RVE
strength was derived based on a multi-scale statistical model, which can be treated
as a Gaussian distribution grafted with a Weibull distribution on the left tail. This
type of distributions are usually referred to as the Gauss-Weibull grafted distribution:
Fft(x) = 1− exp [−(x/sW )mW ] (x ≤ σgr) (1.24a)
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Fft(x) = Pgr +
rf√
2piδG
∫ x
σgr
e−(x−µG)
2/2δ2Gdx (x > σgr) (1.24b)
where mW , sW = Weibull modulus and Weibull scale parameter of the Weibull tail,
respectively; µG, δG = mean and standard deviation of the Gaussian bulk part; σgr =
grafting point at which the Weibull tail terminates; Pgr = Fft(σgr) = grafting proba-
bility, which is usually on the order of 10−4 to 10−2; and rf = re-scaling parameter that
ensures Ffx(+∞) = 1. Among the six parameters, only four are independent and the
remaining two parameters can be determined by the integrity condition Fft(∞) = 1
and the continuity condition dFft(x)/dσ|σ−gr = dFft(x)/dσ|σ+gr . The Gauss-Weibull
grafted distribution of material strength was derived by using a multiscale stochas-
tic model [18, 67, 17], in which the transition rate theory of random atom jumps
and a hierachical probabilistic model are combined. It is shown that the strength
of a nanoscale structure follows a power-law distribution [18, 67, 17]. As shown in
Figure 1.6 (c), the failure statistics at the nano and macroscale are linked through
a hierarchical model, which consists of both statistical chains and bundles. The
hierarchical model predicts that the CDF of the strength of an RVE follows the afore-
mentioned Gauss-Weibull grafted distribution. One essential point of the model is
that it predicts a power-law tail of the material strength distribution, which stems
from the mechanics of thermally activated random jumps of the nano-crack tip.
The finite weakest-link model is able to provide optimum fittings of the measured
strength distribution of many different types of quasi-brittle structures [18, 67, 71, 17].
One salient feature of the finite weakest-link model is that it predicts a significant
size effect on the structural strength distribution. Based on Eqs. (1.22), (1.24a)
and (1.24b), it is evident that the distribution of the structural strength depends on
the structure size. For small-size structures, the strength distribution is governed by
the entire distribution of RVE strength, which should approach almost a Gaussian
distribution according to Eqs. (1.24a) and (1.24b). At the large-size limit, the en-
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tire structural strength distribution is primarily determined by the left tail of the
distribution of RVE strength, which follows the Weibull distribution [97, 98, 59].
The size-dependence of the strength distribution leads to a size effect on the mean
structural strength. By substituting Eq. (1.22) into Eq. (1.15), we obtain that
σ¯N(D) =
∫ ∞
0
c(D/l0)n∏
i=1
{1− Fft [σNZ(xi)]} dx (1.25)
Figure 1.7 depicts the size effect curve of the mean structural strength predicted by
Eq. (1.25). It is seen that the entire size effect curve does not follow a power law
due to the finiteness of the RVE number. As the structural size increases, the size
effect behavior tends to approach the classical Weibull size effect (Eq. (1.17)), whose
slope is equal to −n/mW [24, 15]. The entire size effect curve shown in Figure 1.7 is
referred to as the statistical size effect curve for quasi-brittle structures [14, 15, 17],
which can be fitted well by the following equation [68]:
σ¯N(L) = µG
[
η1l0
L
+
(
η2l0
L
)r/q]1/r
(1.26)
where η1, η2, r, q = constants.
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Figure 1.4: Optimum fittings for strength distributions of Poly-Si MEMS structures
through the Weibull distribution: (a) gauge length = 20 µm, (b) gauge length = 70
µm.
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Figure 1.5: Nominal stress for different loading configurations: (a) three-point-
bending, (b) pure bending, (c) uniaxial tension.
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Figure 1.6: Formulation of the finite weakest-link model: (a) a typical quasi-brittle
structure subjected to a load, (b) model formulation, (c) formulation of the RVE.
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Figure 1.7: Size effect curve of the mean structural strength predicted by the finite
weakest-link model.
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1.4 Research motivation
Despite its successful application to structural strength statistics of many different
types of brittle and quasi-brittle structures, the weakest-link model is essentially a
simplified probabilistic model for the following reasons: 1) it cannot explicitly account
for the spatially correlated features of the material strength and applied stress field; 2)
the finite weakest-link model is a discrete model anchored by the concept of RVE, yet
it is unclear how the RVE size is related to the material properties; 3) the origin of the
power-law tail of structural strength distribution, which is a common phenomenon of
many brittle and quasi-brittle structures, remains unclear.
To address the aforementioned problems, we developed two new probabilistic mod-
els for strength distributions of brittle and quasi-brittle structures [101, 102]. These
models are designed to realistically incorporate the detailed statistical properties of
both the applied stress and the material strength. Moreover, the relationship be-
tween RVE size and material properties is established through size effect analysis of
the mean structural strength [73]. This thesis is organized in the following manner:
Chapter 2 presents a continuous probabilistic model based on the first-passage
analysis of random fields. Here it is referred to as the first-passage model. The first-
passage model is derived in a 1-dimensional setting and is applied to the structural
strength statistics of poly-Si MEMS structures. MEMS is the integration of me-
chanical elements, sensors, actuators, and electronics on a common silicon substrate
through the use of micro fabrication technology, whose size can vary from well below
one micron to several millimeters. It is shown that the model is able to yield accurate
predictions on strength distributions of MEMS structures of different sizes using the
same model parameters [101].
Chapter 3 presents a renewal weakest-link model for the strength statistics of
poly-Si MEMS structures. The model can be considered as a chain of material ele-
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ments with varying sizes and reliabilities. The model takes into account the detailed
statistical information of randomly distributed side-wall defects, which includes the
defect geometry, spacing between defects, and the local random material strength.
The large-size asymptotic behavior of the model is derived based on the stability
postulate. Compared to the first-passage model, the renewal weakest-link model is
much more efficient in terms of computational cost, while preserving some essential
statistical features of randomly distributed side-wall defects [100].
In Chapter 4, the 1-dimensional first-passage model is generalized to higher di-
mensions. The generalized model is applied to investigate the origin of the power-law
tail behavior of strength distribution of brittle and quasi-brittle structures. It is
shown that the power-law behavior of the left tail of strength distribution of brittle
and quasi-brittle structures stems from the left power-law tail of material strength
distribution. The flaw statistics introduces additional randomness to the structural
strength, but does not dictate the power-law form of its tail distribution [102].
Chapter 5 investigates the relationship between the RVE size of the weakest-link
model and the material length scales through a size effect analysis on the mean struc-
tural strength. It is shown that the RVE size depends on both the Irwin characteristic
length and the crack band width. It is demonstrated that the RVE size is not a ma-
terial property, but a structural property [73].
Chapter 2
A First-Passage Model for the
Failure Strength Distribution of
Poly-Silicon MEMS Structures
2.1 Introduction
Microelectromechanical systems (MEMS) devices have been used in a variety of en-
gineering applications such as medical technology, transportation systems, energy
conversion and biochemical threat detection [78, 53, 99]. For devices that operate at
high mechanical power densities or large deformation levels, an extremely low fail-
ure risk (e.g. a failure probability of 10−4) is required [40, 79]. Experiments have
shown that the strength of MEMS devices exhibits a considerable variability, which
is believed to be caused by the randomness of the side-wall geometry induced by
the fabrication process [30, 29, 84, 65]. It is suggested that, for stress analysis, the
side-wall defects can be treated as V-shaped notches that are randomly distributed
along the two side-walls [84].
The infinite weakest-link model has been widely used for strength distribution
of MEMS structures, which predicts that the structural strength should obey the
Weibull distribution [45, 30, 84, 50]. However, as shown in Figure 1.4, the Weibull
22
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distribution deviates from the measured strength distribution of MEMS structures for
small stress values [93, 45, 50, 65]. In order to improve the fitting of measured strength
distribution, recent studies suggested to use the three-parameter Weibull distribution,
which introduces a positive strength threshold to the infinite weakest-link model[30,
84]. Nevertheless, for the polycrystalline silicon (poly-Si) MEMS specimens tested in
the laboratory, the basic assumption of the infinite weakest-link model, which requires
the number of material elements appproaches infinity, is violated because the number
of the side-wall defects is on the order of 102 to 103, which is too small to justify the
extreme value theory [65, 101]. As a result, neither the Weibull distribution nor the
three-parameter Weibull distribution can capture the measured strength distribution
of poly-Si MEMS structures. Moreover, a series of recent studies showed that three-
parameter Weibull distribution is not solid for the following three aspects: (1) the
positive stress threshold, which is a key component of the three-parameter Weibull
model, is theoretically unjustifiable since the transition rate theory suggests a zero
strength threshold for material strength distrbutions [67]; (2) the model is not able to
yield consistent model parameters for MEMS structures of different sizes [65]; (3) the
model predicts an incorrect size effect on the mean structural strength at the large
size limit [81, 46].
Recently, the finite weakest-link model was applied to the strength distribution
of poly-Si MEMS structures [65]. In the model, the poly-Si MEMS structure is
statististically modeled as a chain of representative volume elements (RVEs), where
each RVE represents a segment containing a single V-notch at the middle (shown in
Figure 2.1). The model incorporates the random geometry of side-wall grooves by
allowing the opening angles and the depths of the V-notchs to be random variables. It
is shown that, with a single set of model paramaters, the model is able to fit the mea-
sured strength distributions of MEMS structures of different sizes [65]. However, the
finite weakest-link model involves three simplifications: (1) surface grooves are non-
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interacting, (2) the total number of surface grooves for a given length of the side-wall
is deterministic, (3) the material strength near the notch tip is statistically indep-
dent. Whereas the actual fabrication of MEMS specimens will inevitably introduce
randomly spaced surface grooves, the total number of grooves for specimens of a given
gauge length is a random variable [30, 29, 84]. The random spacing between surface
grooves could lead to potential interactions between the two adjacent grooves. For
closely spaced surface grooves, it is also necessary to consider the autocorrelated fea-
tures of the random stress field and the random strength field, which cannot directly
be handled by the weakest-link models [96]. As a result, a more general probabilistic
model that can fully account for the spatially correlated statistical properties of both
the random material strength and the random applied stress is needed.
This chapter presents a continuous probabilistic model for the strength statistics
of MEMS structures based on the first-passage analysis of random fields [101]. The
main feature of the model is that it accounts for the spatial interdependence of each
point along the side-walls, which leads to a more physical description of the fail-
ure statistics of MEMS structures. This chapter is planned as follows: Section 2.2
presents the model formulation; Section 2.3 compares the model with the strength
distributions of uniaxial tensile poly-Si MEMS specimens; Section 2.4 applies the
model to poly-Si MEMS specimens under three-point-bending; Section 2.5 presents
size effect analyses on both the structural strength distribution and the mean struc-
tural strength predicted by the model; and Section 2.6 discusses the relation between
the present model and the conventional weakest-link statistical model.
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Figure 2.1: Illustration of the finite weakest-link model for the tensile strength statis-
tics of poly-Si MEMS structures.
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2.2 Model formulation
2.2.1 Basic model formulation for uniaxial tensile specimens
We first study uniaxial tensile MEMS specimens subjected to a far field stress σN ,
which is the most commonly used loading configuration for strength testing of MEMS
structures. As shown in Figure 2.2 (a), the side-walls of the specimen contain ran-
domly distributed surface grooves induced by the manufacturing process. Since the
tensile specimen is of positive geometry (i.e. the stress intensity factor increases with
the crack length) [23], it is reasonable to assume that the specimen reaches its peak
load capacity once a marco-crack initiates and propagates from any point along the
side-walls under controlled load. This means that the failure of any point along the
side-walls will trigger the failure of the entire structure [23, 67]. Consequently, we
may construct a 1-dimensional random field η(x) to represent the failure statistics
of any point along the side-wall. We consider that η(x) measures the failure state
of a point at coordinate x, where η(x) < 0 represents the failure. It is evident that
the spatially correlated feature of the failure statistics of each point can be explicitly
taken into consideration by the field η(x). The simplest way to describe the failure
state of a material point is:
η(x) = ft(x)− σ(x) (2.1)
where ft(x) = the random field of the material tensile strength; σ(x) = the random
field of the some stress measure to be defined.
For a given side-wall whose length is L, the CDF of the structural strength can
be calculated as
F (σN , L) = 1− Pr.[η(x) > 0,∀x] (2.2)
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As shown in Figure 2.2 (c), the probability represented by Eq. (2.2) is the probability
that the random field η(x) will down cross zero at least once.
Note that for a typical MEMS specimen (Figure 2.2 (a)), the distance between the
opposite two side-walls is sufficiently large to ensure the failure statistics of each side-
wall is independent. Therefore, the failure probability of the entire MEMS specimen
can be written as
FσN (σN , L) = 1− [1− F (σN , L)]2 (2.3)
A series of recently studies suggested that these surface grooves can be modeled
as V-notches for the stress analysis [84, 85, 65]. To formulate the non-local stress field
σ(x) (shown in Figure 2.2 (a)- (b)), we first determine the maximum elastic tensile
stress in the y−direction for any given coordinate x, and then compute the averaged
stress of its neighborhood of within a length ly, i.e.
σˆ(x) = ly
−1
∫
ly
σxx(x, y)dy (2.4)
where σxx(x, y) is the field of elastic stress in x−direction. By assigning ly a value
related to the size of the fracture process zone, Eq. (2.4) takes into account the
damage localization mechanism of the corresponding fracture process zone. It is
noted that this averaging process is necessary for formulating a strength-based failure
criterion for a V-notch shaped defect since elastic stress at the notch tip is singular.
To further account for the width of the fracture process zone, we introduce another
non-local averaging for stress field σ(x) in the x−direction:
σ(x) =
∫ ∞
0
α(|x′ − x|)σˆ(x′)dx′ (2.5)
where α(r) = [1− (r/ρ0lx)2]2 (ρ0 ≈ 0.82), and σ(x) is the stress field of Eq. (2.1).
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Since the aforementioned stress analysis purely relies on linear elastic analysis, we
can rewrite σ(x) as
σ(x) = σNZ(x) (2.6)
where Z(x) = dimensionless stress field. It is evident that Z(x) is a random field since
it depends on the random geometry of the surface grooves. Meanwhile, the material
tensile strength ft is also subjected to a spatial variability.
It is noted that, for uniaxial tensile specimens, the randomness of the geometry
of surface grooves does not have a spatial bias along the side-wall, and the material
strength should not have a spatial bias either. Therefore, we consider both Z(x)
and ft(x) as stationary random fields. Consequently, the random field η(x) (see Eq.
(2.1)) is also a stationary random field. To compute the probability in Eq. (2.2), it
is convenient to decompose these two random fields into their mean values and the
corresponding random components:
ft(x) = µft + ft0(x) (2.7a)
Z(x) = µz + Z0(x) (2.7b)
where µft and µZ are the mean values of ft(x) and Z(x), respectively; ft0(x) and
Z0(x) are the corresponding random components, whose mean values are zeros. As
will be discussed in Section 2.4, the random field ft(x) can be simulated by using a
prescribed marginal distribution and a prescribed correlation function, whereas the
field Z(x) can be obtained by stochastic finite element simulation. The stationarity
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of Z(x) can be examined by the following condition on the autovariance-ergodicity:
Ψ() = lim
l→∞
2
l
∫ l
0
(
1− η
l
)
{E [Z(x)Z(x+ )Z(x+ η)Z(x+ + η)]−
−E[Z(x)Z(x+ )]2}dη = 0
(2.8)
where E(·) denotes the expectation operation. Note that, if we choose  = 0, Eq.
(2.8) reduces to the condition for the ergodicity of the mean value.
Substituting Eqs. (2.7a) and (2.7b) into Eq. (2.2), the CDF of the tensile strength
of the side-wall is obtained as
F (σN , L) = 1− Pr. [η0(x) < λ, ∀x ∈ L] (2.9)
where
η0(x) = σNZ0(x)− ft0(x) (2.10)
λ = µft − σNµZ (2.11)
Following the foregoing analysis, it is obvious that η0(x) is a zero mean stationary
field. Eq. (2.9) suggests that the failure probability of a sidewall equals the probability
that the field η0(x) would exceed the up-crossing barrier λ at least once. This is a
classical problem in probability, which is referred to as the first-passage probability
(shown in Figure 2.2 (d)).
Since the random fields Z0(x) and ft0(x) are mutually independent, the marginal
PDF of η0(x) can be calculated from the marginal PDFs of Z0(x) and ft0(x) through
the following formula
fη0(η) =
∫ +∞
−∞
σ−1N fZ0(z/σN)fft0(z − η)dz (2.12)
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where fZ0(x) and ft0(x) are the marginal PDFs of Z0(x) and ft0(x), respectively.
In order to compute the first-passage probability, we investigate the crossing rate
µλ, which represents the mean number of crossings in a unit length. As a matter of
course, we first investigate the number of up-crossings in the range [0, 1]. As shown
in Figure 2.3 (a), the number of up-crossings is the number of up-crossing points xc
(marked by circles), where each xc satisfies: (1) η0(xc) = λ, and (2) dη0(xc)/dx > 0.
The total number of the up-crossing points is noted by nc. Now we discretize the
field by a spatial increment ∆x (shown in Figure 2.3 (b)), where ∆x is sufficiently
small to ensure there exists no more than one up-crossing point in any grid, i.e., the
probability of having a case shown Figure 2.3 (c) is negligible. The total number of
sampled points is given by m = 1/∆x. Now we mark each grid with a index i, where
i = 0, 1, ...,m− 1. The grid containing an up-crossing point has the following traits:
η0(i∆x) < λ (2.13)
and
η0 [(i+ 1)∆x] > λ (2.14)
If ∆x is sufficiently small, with inequality (2.13), inequality (2.14) can be written as
∀η˙0(i∆x) > 0, η0 [(i+ 1)∆x] ≈ η0(i∆x) + η˙0(i∆x)∆x > λ (2.15)
where η˙0(x) = dη0(x)/dx, which is the spatial derivative of the field η0(x). It is clear
that inequality (2.15) is equivalent to the following inequality
∀η˙0(i∆x) > 0, η0(i∆x) > λ− η˙0(i∆x)∆x (2.16)
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Inequalities (2.13) and (2.16) are the conditions of an up-crossing point in the discrete
formulation. Now we treat η0(i∆x) and η˙0(i∆x) as two dependent random variables,
and their joint PDF is fη0η˙0(η, η˙). Therefore, the probability of sampling an up-
crossing point is given by
Pn(λ,∆x) =
∫ ∞
0
∫ λ
λ−η˙∆x
fη0η˙0(η, η˙)dηdη˙ (2.17)
Since the total number of points m equals 1/∆x, the crossing rate, which equals the
mean number of up-crossing points, is obtained as
µ(λ,∆x) = E[nc] = mPn(λ,∆x) =
1
∆x
∫ ∞
0
∫ λ
λ−η˙∆x
fη0η˙0(η, η˙)dηdη˙ (2.18)
where µ(λ,∆x) is the crossing rate evaluated by using a grid line whose grid size is
∆x. Eq.(2.18) represents the exact solution of the crossing rate for ∆x→ 0, i.e.:
µλ =
∫ ∞
0
η˙fη0η˙0(λ, η˙)dη˙ (2.19)
It should be noted that Eq. (2.19) is the famous Rice’s formula for crossing rate [86].
Now we consider a case where η0(x) crosses a sufficiently high barrier λ, where
the length that η0(x) staying above λ can be treated as a point (shown in Figure 2.4
(a)-(b)). A well-known approximation for the first-passage probability is obtained by
considering each crossing as an independent Poisson arrival, whose Poisson intensity
is just the crossing rate µλ [36]. Hence, the first-passage probability is mapped to the
probability of having at least one arrival of the corresponding Poisson process, i.e.:
F (σN , L) ≈ 1− exp [µλL] (2.20)
Vanmarke modified the model represented by Eq. (2.20) and proposed the follow-
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ing formula for the first-passage probability estimation [94, 95]:
F (σN , L) ≈ 1− Fη0(λ) exp
[
− µλ
Fη0(λ)
L
]
(2.21)
In Vanmarke’s formulation, as shown in Figure 2.4 (c) - (d), we first sample a starting
point that is not belong to the excursion set (the portion of η0(x) staying above λ),
whose probability is Fη0(λ). Then we discard the excursion set and put the rest parts
together to form a new process, which is separated by the up-crossing points (shown
in Figure 2.4 (e)). The new formed process is assumed to be a Poisson process, whose
Poisson intensity is µλ
Fη0 (x)
. It is noted that now the Poisson intensity is increased from
µλ to
µλ
Fη0 (λ)
. This is because the portion of η0(x) staying above λ is discarded, which
results in the mean spacing between crossings decreases from 1
µλ
to
Fη0 (λ)
µλ
. It should
be also noted that first-passage probability computed from Eq. (2.21) approaches
that of Eq. (2.20) as λ increases.
In a general case, η0(x) can be a non-Gaussian random field. Therefore, η0(x) and
η˙0(x) may not be statistically independent. The joint PDF fη0η˙0 is usually unavailable,
which makes the crossing rate µλ difficult to calculate. To circumvent this delima,
the non-Guassian translation method is adopted [56]. The original non-Gaussian field
η0(x) is transformed into a corresponding standard Gaussian field Y (x) by matching
their CDFs and covariance functions through the following relations:
Φ [Y (x)] = Fη0 [η0(x)] (2.22)
Rη0(∆x) =
∫ +∞
−∞
∫ +∞
−∞
F−1η0 [Φ (y1)]F
−1
η0
[Φ (y2)]φ[y1, y2, RY (∆x)]dy1dy2 (2.23)
where Φ = standard Gaussian CDF; φ = standard bivariate Gaussian PDF; F−1η0 = the
inverse function of Fη0 ; Rη0(∆x) = E[η0(x)η0(x + ∆x)], which is covariance function
of η0(x); RY (∆x) = E[Y (x)Y (x + ∆x)], which is covariance function of Y (x). For
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a standard Gaussian field, the field itself is statistically independent of the random
field of its spatial derivative. Therefore, Eq. (2.19) can be approximately written as
µλ ≈ φ(λY )
∫ ∞
0
y′fY˙ (y
′)dy′ =
δY˙√
2pi
φ(λY ) (2.24)
where φ = standard Gaussian PDF; and δY˙ = standard deviation of Y˙ (x), Y˙ (x) =
dY (x)/dx. Based on Eq. (2.22), the equivalent barrier λY of the translated standard
Gaussian field is related to the original barrier λ by λY = Φ
−1 [Fη0(λ)]. The standard
deviation δY˙ can computed through the power spectrum density of Y (x), i.e.:
δY˙ =
[∫ ∞
−∞
ω2SY (ω)dω
]1/2
(2.25)
where the power spectrum density SY (ω) can be expressed by
SY (ω) = lim
l→∞
E
[
1
2pil
∣∣∣∣ ∫ l
0
Y (x)e−iωxdx
∣∣∣∣2
]
(2.26)
By using Eqs.(2.1)- (2.26), the tensile strength distribution of a poly-Si MEMS
specimen can be obtained.
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(a)
(b)
(c)
(d)
Figure 2.2: Illustration of the first-passage model: (a) schematic diagram of the
poly-Si tensile specimen, (b) random geometry of the side-wall grooves modeled as
V-notches, (c) first-passage analysis of the random field η(x), (d) first-passage analysis
of the zero mean stationary field η0(x).
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(a)
(b)
(c)
Figure 2.3: Illustration of the crossing rate: (a) a zero mean random field η0(x) with
respect to an up-crossing barrier λ, (b) the discrete sampling of η0(x), (c) multiple
crossings in a grid.
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Figure 2.4: Illustration of first-passage analysis: (a) η0(x) up crosses a sufficiently high
crossing barrier λ, (b) first-passage probability approximation via a Poisson process,
(c) η0(x) up crosses a crossing barrier λ, (d) mapping of the crossing events, (e) the
formulation of Vanmarcke’s formula.
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2.2.2 Extension to flexural specimens
The foregoing analysis is based on the assumption that the random field η0(x) is a
stationary field, which is valid for the uniaxial tensile loading case. However, for
other different loading configurations, such as three-point-bending specimens, the
dimensionless stress field Z(x) is non-stationary, making η0(x) to be a non-stationary
random field. In order to account for flexural loading configurations, this section
extends the model formulated in Section 2.2 to the non-stationary cases.
Consider the case that the non-local stress field Z(x) is a non-stationary field
while the strength field ft(x) remains a stationary field. Let σN = Pmax/(bD) to
be the structural strength of the specimen, where Pmax = maximum load capacity,
D = characteristic size of the specimen, b = width of the specimen in the transverse
direction. Within the framework of linear elasticity, the non-local stress field can still
be written as σ(x) = σNZ(x). To apply the formulation of non-stationary random
field, it is convenient to write the dimensionless stress field Z(x) as the following form
Z(x) = µZ(x) [1 + Z0(x)] (2.27)
where µZ(x) is the spatially varying mean of Z(x), and Z0(x) is the corresponding
random component that can be considered as a zero-mean non-stationary field. Sim-
ilar to stationary case, the failure probability of the side-wall can be translated into
the first-passage probability of a zero-mean non-stationary field η0(x) with respect to
a spatially varying crossing barrier λ(x) as:
η0(x) = σNµZ(x)Z0(x)− ft0(x) (2.28a)
λ(x) = µft − σNµZ(x) (2.28b)
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In this case, Eq. (2.2) can be computed as
F (σN , L) ≈ 1− Fη0(0) [λ(0)] exp
{∫ L
0
− µλ(x)
Fη0(x)[λ(x)]
dx
}
(2.29)
where Fη0(x) = marginal CDF of η0 at coordinate x, µλ(x) = spatially varying crossing
rate. Similar to Eq. (2.21), in the first-passage probability computation, Eq. (2.29)
adopts a Poisson process grafted with a leading term Fη0(0) [λ(0)], where the Poisson
intensity, µλ(x)
Fη0(x)[λ(x)]
, is a spatially varying function.
By adopting the non-Gaussian translation method of non-stationary fields, the
spatially varying crossing rate µλ(x) can also be estimated from the corresponding
crossing rate of a family of stationary standard Gaussian fields, i.e.:
µλ(x) =
∫ ∞
0
η˙fη0(x)η˙0(x)[λ(x), η˙]dη˙ ≈
δY˙ (x)√
2pi
φ [λY (x)] (2.30)
where φ = standard Gaussian PDF, fη0(x)η˙0(x) = joint PDF of η0(x) and η˙0(x), which
varies spatially; δY˙ (x) = standard deviation of Y˙x(x
′), in which Y˙x(x′) = dYx(x′)/dx′
and Yx(x
′) is a stationary field satisfying Yx(x) = Φ−1
{
Fη0(x)[η0(x)]
}
; and λY (x) =
Φ−1
{
Fη0(x)[λ(x)]
}
, which is the spatially varying crossing barrier of the translated
standard Gaussian field Yx(x
′). The essense of the aforementioned method is to
transform the non-stationary field into a family of stationary standard Gaussian
field, where there is a unque stationary Guasian field Yx(x
′) at each coordinate x.
The crossing rate µλ(x) at x can be approximated by crossing rate of Yx(x
′) with
respect to λY (x). Since for each Yx(x
′), we can only determined its value at x′ = x,
this transformation procedure is a challenging task, which has attracted considerable
attention over the past decade [37, 48, 62]. One viable method is formulated within
the frame work of the evolutionary power spectral density [37].
The computational cost of Eq. (2.29) is expensive since it requires the evaluation
of the spatially varying marginal CDF Fη0(x) as well as the spatially varying crossing
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rate µλ(x). Therefore, it is desirable to introduce some approximation to simplify
the analysis. The most straightforward simplification is to assume the dimensionless
stress field Z(x) as a uniformly modulated non-stationary field, in which the field
Z0(x) in Eq. (2.27) can be treated as a stationary field. The stationarity of Z0(x)
can be examined by the ergodicity check of Z0(x) using Eq. (2.8). In this case, the
spatially varying marginal CDF of η0 can be expressed as
Fη0(x)(η) =
1
σNµZ(x)
∫ η
−∞
∫ ∞
−∞
fZ0 [ζ/σNµZ(x)] fft0(ζ − η′)dζdη′ (2.31)
It is obvious that Eq. (2.31) requires only the marginal CDF of the stationary field
Z0(x). In order to compute the spatially varying crossing rate µλ(x), we can define a
stationary field with respect to each different x, i.e.:
η0|x(x′) = σNµZ(x)Z0(x′)− ft0(x′) (2.32)
Similar to the method used in the stationary case, µλ(x) can be computed by the
following formula:
µλ(x) ≈
δY˙x(x)√
2pi
φ [λY (x)] (2.33)
where δY˙x(x) is the standard deviation of the field Y˙x(x
′) = dYx(x′)/dx′, and Yx(x′) =
Φ−1
{
Fη0(x)
[
η0|x(x′)
]}
; λY (x) = Φ
−1 {Fη0(x) [λ(x)]}, which is the translated spatially
varying crossing barrier. These simplifications drastically reduce the computation
effort for dealing with Eq. (2.30). As will be shown in Section 2.4, this approximation
is reasonable for MEMS specimens under flexural loading configuration such as three-
point-bending.
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2.3 Experimental validation for the uniaxial ten-
sile specimens
In this section, the present model is validated by the recent experimental results of
the strength distributions of uniaxial tensile poly-Si specimens of two gauge lengths:
L = 20 µm and L = 70 µm.[60, 85]. All the specimens have a nominal width of 2
µm, which is much grater than the typical depth of a surface groove. As a result,
the failure statistics of the two side-walls can be regarded as indepenent. In the test,
specimens of 20 µm gauge length were tested by a slack-chain tester, which allows
simultaneous testing of a large number of specimens [85]. Specimens of 70 µm gauge
length were tested by using an on-chip tester with a chevron thermal actuator. The
details of these two experimental set-ups were described in [60, 85].
In order to use the present model to analyze these experiments, the statistical
properties of the field Z(x) is first extracted from the stochastic finite element simu-
lation. The stochastic finite element simulation involves a finite element model of a
uniaxial tensile specimen of a length of 1 mm under a unit far-field stress (σN = 1),
in which one side-wall contains a series of randomly distributed surface grooves. In
the present analysis, the poly- Si material is modeled as an isotropic elastic material
with a Young modulus E = 156 GPa and a Poisson ratio µ = 0.22, and the side-wall
grooves are modeled as V-notches. Based on the reported measurements [85], the
random side-wall geometry is characterized by the following three random variables:
(1) the notch opening angle θ is assumed to obey a uniform distribution from 20◦ to
140◦; (2) the notch depth a follows a Weibull type distribution with an upper bound
of 62 nm; and (3) the spacing s of V-notches obeys a uniform distribution bounded
between 50 nm and 750 nm, i.e.:
Fθ(θ) =
θ − 20
120
(20 ≤ θ ≤ 140) (2.34)
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Fa(a) = exp
[
−
(
62− a
28
)6.5]
(0 ≤ a ≤ 62) (2.35)
Fs(s) =
s− 50
700
(50 ≤ s ≤ 750) (2.36)
where Fθ(θ), Fa(a) and Fs(s) denote the CDFs of θ, a, and s, respectively. In principle,
Fa(a) allows negative values of a, which is physically inadmissible. However, it is
noted that the probability of sampling the negative value of a is extremely small, i.e.
Fa(0) = 6.7 × 10−77. The simulated elastic stress field is then used to compute the
random field Z(x) by using Eqs. (2.4) and (2.5). In the computation, lx and ly in Eqs.
(2.4) and (2.5) were chosen to be 5 nm for both, which is approximately on the order
of the fracture process zone size of poly-Si [103, 85, 65]. It should be pointed out that
different choices of lx and ly would lead to different model parameters for optimum
fitting of the experimental data. However, the general behavior of the present model
would not be affected. As will be shown later, the current choice of lx and ly yields a
reasonable value of the mean material strength.
We first examine the stationarity of the random field Z(x) by checking its ergod-
icity through Eq. (2.8). Figure 2.5 (a) shows that the value of Ψ() of Eq. (2.8) is
approximately equal to zero, which demonstrates the stationarity of Z(x). Based on
the simulated random field of Z(x), the marginal CDF and the correlation function
of Z(x) can be determined, shown in Figure 2.5 (b) and (c).
Compared to the dimensionless stress field Z(x), the generation of the strength
field ft(x) is relatively straightforward. The marginal CDF of ft(x) is considered
to be the Gauss-Weibull grafted CDF described by Eqs. (1.24a) and (1.24b). The
correlation function of ft(x) is considered to be a Gaussian function: ρft(∆x) =
exp[−(∆x/l2a)], where la = a length constant. Therefore, the covariance function
is Rft(∆x) = δ
2
ft
exp[−(∆x/l2a)], where δft is the standard deviation of ft(x). We
choose la = 20 nm, which is on the order of the size of a typical crystal grain of
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poly-Si structures. The generation of the random strength field ft(x) involves two
steps: (1) generate the standard Gaussian process Y (x) with a given correlation
function ρY (∆x); and (2) translate the standard Gaussian field Y (x) into the targeted
field ft(x), i.e. ft(x) = F
−1
ft
{Φ[Y (x)]}. The correlation function of Y (x) can be
numerically determined from the covariance function Rft(∆x) through
Rft(∆x) =
∫ +∞
−∞
∫ +∞
−∞
F−1ft [Φ (y1)]F
−1
ft
[Φ (y2)]φ[y1, y2, ρy(∆x)]dy1dy2 (2.37)
where φ is the bivariate Gaussian PDF. From Figure 2.6, it is seen that the ρft(∆x)
and ρy(∆x) are very close to each other, which implies that the Weibull tail of the
original strength distribution has a minimal effect on the autocorrelated feature of
the transformed Gaussian field.
After the random field Z(x) and ft(x) are generated, the generalizations of the
field η0(x) and the corresponding crossing barrier λ can be obtained by the use of
Eqs. (2.10) and (2.11). By using Eqs. (2.22) to (2.26), the crossing rate µλ can
be estimated. Finally, the structural strength distribution FσN (σN , L) is obtained by
using Eqs. (2.3) and (2.21).
The aforementioned procedure is used to perform optimum fitting of the measured
strength distributions of poly-Si tensile specimens with gauge lengths L = 20 µm and
L = 70 µm. Figure 2.7 shows that the model predictions on the structural strength
distribution well match the experimental strength distributions of MEMS specimens
of different sizes, and the corresponding fitted parameters for specimens of both gauge
lengths are µG = 19 GPa, δG = 2.85 GPa, Pgr = 0.095, mW = 64, sW = 15.6 GPa,
and rf = 1.05. It should be pointed out that the calibrated mean strength is close to
the theoretical strength of silicon predicted by ab initio simulations [39].
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Figure 2.5: (a) marginal CDF of Z(x), (b) ergodicity check of the zero-mean field
Z0(x) (δZ0 = standard deviation of Z0), (c) correlation function of Z0(x).
2.3. Experimental validation for the uniaxial tensile specimens 44
೟
Figure 2.6: Comparison of the correlation functions of the random field ft(x) and its
translated standard Gaussian field.
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Figure 2.7: Optimum fittings of the measured strength histograms of poly-Si tensile
specimens by the present model:(a) L = 20 µm, (b) L = 70 µm.
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2.4 Analysis of strength distribution of flexural
specimens
The model formulation for flexural loading configurations presented in Section 2.2
is applied to predict the strength distribution of poly-Si MEMS beams under three-
point-bending. The calculation uses the calibrated model parameters presented in
Section 2.3. Four different sizes of geometrically similar beams are studied, i.e. span-
to-depth ratio L/D = 4 and L = 10, 20, 40, 80 µm. The structural strength of the
beam is defined by σN = Pmax/(bD).
To use the simplified formulation presented in Section 2.3, we first check whether
the field Z(x) can be approximated by a uniformly modulated field. For each beam
size, a total of 200 stochastic finite element samples were generated in order to extract
the statistical properties of Z(x), where the side-wall geometry is also described by
the aforementioned three random variables (Eqs. (2.34)-(2.36)). Firstly, the spatially
varying mean µZ(x/L) (normalized by L) is obtained by averaging all the generated
fields. The stationary random component Z0(x) is then obtained by Eq.(2.27). Fig-
ure 2.8 (a) shows the extracted spatially varying mean µZ(x/L) of these four sizes,
and it is seen that they are very close to each other. Likewise, it is found that the
corresponding zero-mean stationary components Z0(x) for these specimens could be
described by a single random field. The stationarity of Z0(x) is examined by calculat-
ing its covariance function along the specimen length. As a demonstration, Figure 2.8
(b) shows that the covariance function of the simulated Z0(x) for which L = 10 µm.
It is seen, for each distance gap ∆x, the value of the spatially varying covariance func-
tion fluctuates around a constant value regardless of ∆x. Furthermore, Figure 2.8 (c)
shows the ergodicity check of Z0(x) by using Eq. (2.8). As a result, from Figure 2.8
(b) and (c), it is demonstrated that Z0(x) can be considered as a stationary field.
By using Eqs. (2.27) to (2.33), the strength distributions of these beams were
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finally obtained. It should be noted that there is only one side-wall would fail in
the present case, so that the strength distribution FσN is just the F (σN , L) in Eq.
(2.29). As shown in Figure 2.9, it is seen that, similar to the case of uniaxial tensile
specimens, there exists a size effect on the strength CDF, in which all the simulated
strength CDFs contain a power-law tail with the same Weibull modulus. The portion
this power-law tail increases as specimen size increases, and eventually it is expected
that the entire strength CDF would follow the Weibull distribution. So far, the
experimental data on strength distribution of poly-Si MEMS beams under three-
point-bending is not available. Therefore, in order to validate the present model for
this loading case, we compare the strength distribution of specimens of L = 10 µm
predicted by the present model with the corresponding Monte Carlo simulations.
Figure 2.10 shows that the model prediction agrees well with the simulation result.
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Figure 2.8: Statistical properties of the uniformly modulated random field Z(x) for the
random stress field of the three-point-bending beams: (a) spatially varying mean of
Z(x) for different specimen sizes, (b) covariance function of the zero-mean stationary
field Z0(x) for specimen size L = 10 µm, (c) ergodicity check of Z0(x) for specimen
size L = 10 µm (δZ0 = standard deviation of Z0(x)).
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Figure 2.9: Predicted strength distributions of geometrically similar poly-Si beams of
four different sizes.
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Figure 2.10: Comparison of the strength distributions of the beams of L = 10 µm
predicted by the present model and by the Monte Carlo simulations.
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2.5 Size effect analysis
Based on the foregoing analysis, it is evident that the structural strength distribution
always exhibit a strong size effect. The understanding of the scaling law of structural
strength statistics is crucial for reliability-based design of engineering structures. In
this section, we discuss the asymptotic behaviors of the strength distribution as well
as the mean structural strength by using the aforementioned uniaxial tensile specimen
as an example. It should be pointed out that similar approaches can also be apply to
study the size effect of cases of other loading configurations.
2.5.1 Size effect on the structural strength distribution
Figure 2.11 plots the calculated strength CDFs of uniaxial tensile poly-Si specimens
of different lengths L in the Weibull scale. It is seen that, when L is small, the left
tail of the distribution follows a Weibull CDF (which is menifested by a straight line
on the Weibull scale) and its bulk part deviates from the Weibull CDF significantly.
For a large L, the entire strength CDF approaches the Weibull CDF. Based on the
extreme value theory, the strength distribution of the entire specimen is governed by
its left tail as the specimen size becomes large[49, 59, 95, 34]. Therefore, it is crucial
to explore the left tail behavior of the structural strength distribution.
We first analyze the asymptotic behavior of the Fη0(λ) for small stresses. Note
that Fη0(λ) = 1 − Pr.(σNZ ≥ ft) = Pr.(σN ≤ ft/Z). Instead of using Eq. (2.12), it
is easier to use the ratio of ft and Z to compute this failure probability:
Fη0(λ) = Pr.(σN ≤ ft/Z) = 1−
∫ ∞
0
Fft(ησN)fZ(η)dη (2.38)
From Eq. (1.24a), it is obvious that the left-tail of Fft(σ) is a power law. Since the
random variable Z is essentially bounded (Z ∈ [1, zmax]), for a small value of σN (i.e.
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σN ≤ xgr/zmax), Eq. (2.38) can be rewritten as
Fη0(λ) = 1−
(
σN
s1
)m
(2.39)
where s1 = s0[
∫∞
0
ηmfz(η)dη]
−1/m. Therefore, Fη0(λ) must have a power-law tail with
respect to σN .
Since a small applied stress implies a high crossing barrier λ and therefore a low
crossing rate µλ, based on Eqs. (2.21), (2.24) and (2.39), the strength CDF of the
entire specimen for small stresses can be rewritten as
FσN (σN) ≈
(
σN
s1
)m
+
δY˙√
2pi
φ [λY (σN)]L (2.40)
As discussed in Section 2.2, since the crossing rate µλ is calculated from the translated
standard Gaussian field Y (x) (Eq. (2.22)). It is easy to show that
φ [λY (σN)] =
1√
2pi
exp
{
−1
2
{
Φ−1 [1− (σN/s0)m]
}2}
(2.41)
The computation of δY˙ involves the evaluation of the power spectrum density of Y (x),
and an analytical form of δY˙ as a function of σN is not possible. Instead, we evaluate
the dependence of δY˙ φ [λY (σN)] on σN numerically. As shown in Figure 2.12. it is
found that this dependence follows a power-law, where the power-law exponent is
close to mW , i.e. δY˙ φ [λY (σN)] ∝ σmN . Together with Eq. (2.40), we conclude that
FσN (σN) ∝ σmN (σN → 0) (2.42)
Expression (2.42) implies that the MEMS structures always exhibit a power-law be-
havior for the left tall of the strength distributions, regardless of the size of the
structures. It should be pointed out that, in the foregoing analysis, we did not im-
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pose any restriction on the marginal distribution of the stress field, which suggests
the power-law tail of structural strength distribution stems from the left power-law
tail of the marginal distribution of the strength field. The stress field can influence
the magnitude of the parameters of this power-law tail, but it does not dictate the
power-law functional form of the left tail of structural strength distribution, which
will be discussed in detail in Chapter 4.
For large-size specimens, there are a vast number of potential failure locations,
in which the failure statistics of adjacent locations are correlated. However, we can
group these failure locations in a way that the failure statistics of each group becomes
independent. The length of a group of failure locations is L0. Based on the foregoing
analysis, it is clear that the CDF of the strength of each group would have a power-
law tail. At the large size limit (i.e. L→∞), the total number of groups approaches
infinity. According to the extreme value theory [49, 59], since the CDF of the strength
of each group is a power-law function, the strength distribution of the entire specimen
must follow the Weibull distribution, i.e.:
F (σN , L) = 1− exp[−(σN/sw)m] (2.43)
where sw = sw0(L0/L)
1/m = Weibull scaling parameter, and s0w = constant.
On the other hand, at the small-size limit (i.e. L→ 0), the strength distribution
of the specimen will be governed by the marginal of η0, i.e. F (σN , L) ≈ 1 − Fη0(λ).
Figure 2.13 plots F (σN , L) at L→ 0 on a Gaussian distribution paper. It can be seen
that the distribution follows a straight line when the probability is greater than 0.1,
which implies the bulk part of the distribution is a Gaussian distribution. However,
the transitional regime from the Weibull tail to the bulk Gaussian part is pretty wide,
whose functional form remains unclear.
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Figure 2.11: Size effect on the strength distribution of poly-Si MEMS specimens under
uniaxial tension.
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Figure 2.12: Numerically simulated relation between ln [δY˙ φ(λY )] and σN .
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Figure 2.13: Probability distribution of FσN (σN)(L → 0) plotted in the Gaussian
distribution paper.
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2.5.2 Size effect on the mean structural strength
The size-dependence of structural strength distribution directly yields the size effect
on the mean structural strength. Similar to the foregoing analysis, we use the uniaxial
tensile specimens as an example to illustrate the size effect on the mean structural
strength. Meanwhile, similar analyses can be applied to other loading configurations.
The mean structural strength, represented by σ¯N , was calculated from Eq. (1.15),
which is a function of the structural size L (shown in Figure 2.14). Note that the small
size limit(i.e. L→ 0) in Figure 2.14 is merely a mathematical abstraction because it
lose its physical meaningful if the length is smaller the size a side-wall groove, which
is around 70 nm. Nevertheless, the plot of the entire size effect curve of structural
strength provides a comprehensive understanding of the behavior of this model. As
it can be seen in Figure 2.14, the size effect curve of the mean structural strength
approaches a horizontal small-size asymptote. Such an asymptote stems from the
correlated feature of the random field η0(x). The mean autocorrelation length of
η0(x) for the small-size limit can be calculated as
La = E [Lη0(σN)] =
∫ ∞
0
Lη0(σN)f(σN , L)dσN (2.44)
where Lη0(σN) = defined autocorrelation length of η0(x) for a given value of σN , and
f(σN , L) = dF (σN , L)/dσN . For specimens of lengths smaller than a characteristic
size of Lp = C1La (C1 = constant), the failure statistics of the each individual point
becomes correlated, and therefore the mean structural strength would approach a
constant value, which is signified by this horizontal asymptote. Lp represents an in-
trinsic characteristic length scale of the random field that governs the material failure
statistics. As will be discussed in Section 2.6, this length scale Lp provides a link
between the present model and the conventional weakest-link model. Furthermore,
the present model also predicts the first order derivative of the size effect curve of the
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mean structural strength at the small size limit, i.e.:
σ¯N ≈
∫ ∞
0
Fη0(λ)
[
1− µλ
Fη0(λ)
L
]
dσN = σ0 − C2L (L→ 0) (2.45)
where σ0 =
∫∞
0
Fη0(λ)dσN = mean strength at L = 0, and C2 = constant. It is noted
that this linear decay from the small-size strength limit is in consistence with the
prediction of the cohesive crack model [15].
Since the strength distribution would approach to the Weibull distribution at
the large-size limit (Eq. (2.43)), the corresponding mean structural strength can be
calculated by the Weibull mean, i.e.:
σ¯N = s0wΓ
(
1 +
1
m
)(
Lp
L
)1/m
(2.46)
where Γ(x) = the Eulerian gamma function. Consider that the power-law tail of a
specimen of length Lp reaches a probability of Pt0. The size of the specimen, whose
strength distribution would follow the Weibull CDF up to a probability of Pfw for
which the Weibull size asymptote is approached, should be at least on the order of
Lw = Lp ln(1− Pfw)/Pt0.
At the intermediate size range, there may exist another power-law asymptote if Lp
and Lw are far apart. Such an asymptote is sometimes referred to as the intermediate
asymptote [11], which could be described by σ¯N ∝ L−1/r (Lp  L  Lw). This
power-law exponent is governed by the statistical properties of the random field η0(x).
To asymptotically match the aforementioned three asymptotes, the following ap-
proximate equation is proposed to describe the size effect curve of the mean structural
strength for the entire size range[13, 14]:
σ¯N = σ0
[(
Lp
L+ L1
)u
+
(
L2
L+ L1
)r/m]1/r
(2.47)
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where Lp, L1, L2, u, r = constants. Note that Eq. (2.47) consists of three power-law
asymptotic behaviors: (1) at the small size limit, σ¯N → σ0, (2) at the intermediate
size range, σ¯N ∝ L−1/q (q = r/u), and (3) at the large size limit, σ¯N ∝ L−1/m.
Figure 2.14 shows that Eq. (2.47) agrees well with the simulated size effect curve of
the mean structural strength of the MEMS specimens under uniaxial tension.
It should be pointed out that, in the existing literature of quasi-brittle fracture,
the size effect of this kind was usually regarded as energetic-statistical in nature [14,
15, 23]. The conventional weakest-link model is unable to yield the horizontal small-
size asymptote since the specimen size cannot be smaller than the size of the material
element in the model. The horizontal small-size asymptote needs to be separately
derived from the cohesive crack model, which is a deterministic approach. This
asymptotic behavior is then superimposed onto the statistical size effect predicted
by the weakest-link model, which leads to an energetic-statistical scaling law [14, 15].
In contrast to the aforementioned viewpoint, this study shows that the entire size
effect curve of the mean structural strength can be described by a purely probabilistic
description via the present model.
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Figure 2.14: Size effect curve of the mean structural strength of uniaxial tensile poly-
Si MEMS specimens.
2.6. Relation with the conventional weakest-link model 61
2.6 Relation with the conventional weakest-link model
Since the conventional weakest-link model is the most widely used model for the
strength statistics of brittle and quasi-brittle structures, it is worthwhile to compare
the present model with the conventional weakest-link model. As discussed in Sections
1.2 and 1.3, the conventional weakest-link models is essentially a discrete model, which
is a statistical chain of material elements. By contrast, the present model is anchored
by a continuous description, which contains a length scale that describes the spatially
autocorrelated features of the failure statistics of the correlated material points.
Consider a side-wall of a uniaxial tensile specimen. The essence of Eq. (2.21) is
a pre-factor representing the reliability of the starting point, plus a Poisson process.
Meanwhile, the Poisson process is the analytic prolongation of the weakest-link model.
Hence, Eq. (2.21) can be rewritten as Eq. (2.48). The model represented by Eq.
(2.48) can be statistically equivalent to a chain shown in Figure 2.15 (a), in which
the first element represents the reliability of the starting point, and each of the rest
element represents the reliability of a domain whose size is L0. On the other hand,
in the spirit of the finite weakest-link model, the overall strength distribution of one
side-wall can be re-written as (2.49), i.e.:
F (σN , L) = 1− Fη0(λ)
[
exp
(
− µλL0
Fη0(λ)
)] L
L0
(2.48)
= 1− [1− F1(σN)]n (2.49)
where n = L/L0, and
F1(σN) = 1− {Fη0(λ)}1/n exp
[
− µλL0
Fη0(λ)
]
(2.50)
Based on Eqs. (2.48) and (2.49), it is clear that the present model can be translated
to a weakest-link model. Despite that Eq. (2.49) does not pose any restriction on
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length L0, from a physical viewpoint, L0 should be larger than the length scale Lp
extracted from the characteristic autocorrelation length of the random field η0(x). It
should be pointed out that F1(σN) in Eq. (2.50) is not exactly equal to the failure
probability of specimen of length L0, which can be written as
FL0(σN) = 1− Fη0(λ) exp
[
− µλL0
Fη0(λ)
]
(2.51)
The difference between Eq. (2.50) and (2.51) lies in the prefactor of the expo-
nential term, which accounts the probability of crossing over of the starting point
[94, 95]. To make the model match the weakest-link model, as shown in Figure 2.15
(b), we can distribute the reliability of the starting point evenly into n elements.
Based on the aforementioned discussion, it is clear that the present model is a
natural generalization of the conventional weakest-link model by incorporating the
spatially correlated statistical information of each point. By contrast, the conven-
tional weakest-link model assigns one probability distribution function to each el-
ement, without considering the statistically correlated features inside the material
element. Furthermore, the present analysis also indicates that the material element
size of the finite weakest-link model is related to the autocorrelation length of the
random field that governs the material failure.
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Figure 2.15: Relation between the first-passage model and the finite weakest-link
model of structural strength statistics.
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2.7 Conclusions
In this chapter, a first-passage based model is developed for the strength statistics
of poly-Si MEMS structures, which is able to realistically incorporate the detailed
statistical information of random applied stress and the random material strength.
Depending on the specimen geometry and loading configuration, the failure statistics
can be modeled by either a stationary or a non-stationary random field, and the
overall structural failure risk can be evaluated by a first-passage analysis. The model
is verified by optimum fitting of the measured strength distributions of poly-Si MEMS
specimens of two gauge lengths as well as Monte Carlo simulations.
It is shown that the present model naturally involves an essential length scale,
which is related to the autocorrelation length of the random field governing the ma-
terial failure. The functional behavior of the strength distribution is strongly depen-
dent on the ratio of specimen size to this length scale. For small-size specimens, the
strength CDF is highly non-Weibullian except for its left tail. For large-size spec-
imens, the strength distribution follows the classical Weibull distribution, which is
consistent with the extreme value theory.
It is noted that the distribution of the structural strength always contains a power-
law tail regardless of the overall structural size. This power-law tail behavior of
structural strength distribution stems from the left power-law tail of the distribution
of material strength. The random stress field will influence the parameters of this
power-law tail. However, the power-law form of the strength distribution is not
affected by the distribution of the applied stress.
The size-dependence of structural strength distribution further leads to a strong
size effect on the mean structural strength. Due to the consideration of the autocor-
related features of the non-local stress field and the strength field, the model is able to
yield a horizontal small-size asymptote of the size effect curve of the mean structural
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strength. At the large-size limit, the model predicts the classical Weibull size effect.
This result indicates that the entire size effect on the mean structural strength of this
kind can be explained from a purely statistical viewpoint.
It is demonstrated that the present model can be translated into the finite weakest-
link model. Compared to the finite weakest-link model, the present model contains
much richer information of the statistics of each point. Meanwhile, the model also
indicates that the RVE size of the conventional weakest-link model is directly related
to the autocorrelation length of random field that governs the material failure.
Chapter 3
A Renewal Weakest-Link Model
for the Strength Distribution of
Poly-Silicon MEMS Structures
3.1 Introduction
In Chapter 2, we discussed a first-passage model for strength distribution of poly-Si
MEMS structures [101]. The model explicitly includes the autocorrelated random
fields of the applied stress and the material strength. The failure probability of the
structure is calculated as the first-passage probability of the random field govern-
ing the material failure with respect to a crossing barrier. Though the first-passage
model provides a physical representation of the failure strength statistics of poly-Si
MEMS structures, the computational cost is much higher than that of the conven-
tional weakest-link model. Meanwhile, some detailed statistical information, such as
the covariance functions of the random strength field and the random stress field, may
not be easily obtained. On the other hand, the finite weakest-link model is easy to
compute but involves some simplifications. The main simplification is that it assumes
that the spacing of V-notches is a constant.
For practical engineering purposes, an ideal model should have a reasonable bal-
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ance between accuracy and simplicity. In this chapter, we present a probabilistic
model by combining the finite weakest-link model with the renewal theory. The
model removes the limitation on material element size of the weakest-link model in
order to better capture the random geometry of the side-walls, meanwhile it preserves
a desirable computational efficiency. The new model is referred to as the renewal
weakest-link model.
This chapter is organized in the following manner: Section 3.2 present the formu-
lation of the renewal weakest-link model; Section 3.3 studies the behavior in terms
of structural strength distribution of present model at large size limit; In Section
3.4, the proposed model is validated through the comparison with the experimen-
tally measured strength distributions of uniaxial tensile poly-Si MEMS specimens;
Section 3.5 proposed a simplified calculation approach, which considerably decreases
the computational cost while preserves a reasonable accuracy .
3.2 Model formulation
Here we limit our attention to uniaxial tensile specimens under controlled load test.
Similar to Section 2, the randomly distributed side-wall grooves are modeled as some
V-notches with random depths, random opening angles and random spacings.
Consider a tensile MEMS specimen of length L subjected to remote stress σN
(shown in Figure 3.1 (a)). As shown in Figure 3.1 (b)-(c), the side-wall of the specimen
can be divided into a group of segments, where each segment contains exactly one V-
notch in the middle, and the segment length, the depth and the opening angle of the
V-notch are three random variables. Let N be the total number of V-notches along
one side-wall, and li to be the length of ith segment. Obviously, since li is a random
variable, for a given side-wall of length L, the V-notch number N is also a random
variable. By further assuming the failure statistics of each segment is statistically
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independent, the survival probability, or reliability, of the side-wall subject to the
remote stress σN can be calculated as
Rs(σN , L) =
N∏
i=1
Re(σN , li) (3.1)
where Re is the reliability function of the segments. The reliability function Re(σN , li)
measures the survival probability of a segment with a given length li under the nominal
stress σN , which is a deterministic function of σN and li. It should be pointed out
that Rs is random since each li is random.
In order to analytically calculate of Eq. (3.1), the following formulation based
on the renewal theory is applied (shown in Figure 3.1 (d)). The present formulation
considers the side-wall consists of N + 1 segments, in which the first N segments
contain V-notches and the last segment does not. The last segment without a V-notch
is referred to as the vacancy by the study of this chapter. Based on the foregoing
discussion, it is considered that only segments with V-notches would contribute to
the failure statistics of the specimen. The total length of N + 1 segments would be
larger than the actual side-wall length L. However, this is unimportant since what
matters for the failure statistics of the specimen is the first N number of segments
with V-notches, whose total length is less than L. If the side-wall of length L consists
of exactly n number of V-notches, we must have
n∑
i=1
li ≤ L and
n+1∑
i=1
li > L (3.2)
At this point, it should be clarified that N denotes the total V-notch number for
a given side-wall, which is a random variable. While n is a deterministic number
representing the given side-wall contains exactly n V-notches, which represents the
case that the random variable N is equal to the deterministic number n.
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First of all, we study the distribution of N for a given side-wall of length L,
represented by PN(n, L), which is probability that a side-wall of length L contains
exactly n+ 1 segments and the n+ 1th segment is a vacancy. Such a probability can
be computed by adopting the renewal process as shown in Figure 3.2 (a). A renewal
process is a counting process that counts the total number of random events happened
in a given domain, while the occurrence of each random events is independent and
the spacing between any consecutive two events obeys the same distribution. As a
result, in the renewal process constructed in Figure 3.2 (a), the ith random event is
just the ending point of ith segment. The recordset N(L), which counts the total
number of events that happened in the domain [0, L], is the renewal process that we
need, which is also a 1-dimensional discrete random field. As shown in Figure 3.2 (a),
the probability that N(L) = n equals the probability that the ending point of the
renewal process N(L) is located between nth event and n+ 1th event, which can be
further interpreted as the probability that Pr.[
∑n
i=0 li < L ∩
∑n+1
i=0 li > L]. Finally,
the distribution of N(L) is obtained as the following equation, i.e.:
PN(n, L) =Pr.[N(L) = n]
= Pr.[
n∑
i=0
li < L ∩
n+1∑
i=0
li > L]
= Pr.[∀ln+1,
n∑
i=0
li < L]− Pr.[
n+1∑
i=0
li < L]
= FLn(L)− FLn+1(L)
=
∫ L
0
∫ L−l1
0
...
∫ L−l1−l2···−ln−1
0
n∏
i=1
fl(li) [1− Fl(L− l1 − l2 · · · − ln)] ·
·dlndln−1 · · · dl1
(3.3)
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where fl and Fl are the PDF and the CDF of the segment length, FLi is the CDF
of Li =
∑i
j=0 lj. Eq. (3.3) is the distribution of a renewal process [6]. It should be
pointed out that all the segment lengths (including the vacancy) are assumed to obey
the same distribution. Besides, since PN is the distribution of N ,
∑∞
n=0 PN(n, L) = 1.
Now let us study the probability of having such a side-wall of length L, in which
the total number of V-notches is exactly n, and it is able to survive the nominal stress
σN . Such a probability is represented by Rs(σN , L, n). We can further assign each
segment of the aforementioned renewal process a reliability function, and this new
model formulation is called the renewal weakest-link model (shown in Figure 3.2 (b)).
In the renewal weakest-link model, the probability of selecting a reliable segment
with a given length li is fl(li)Re(σN , li)dli. Hence, Rs(σN , L, n) can be explained as
the probability of selecting n number of reliable segments under the condition that∑n
i=1 li ≤ L, and a vacancy satisfying ln+1 > L−
∑n
i=1 li at the same time, i.e.:
Rs(σN , L, n) =
∫ L
0
∫ L−l1
0
...
∫ L−l1−l2···−ln−1
0
[
n∏
i=1
fl(li)Re(σN , li)
]
·
· [1− Fl(L− l1 − l2 · · · − ln)] dlndln−1 · · · dl1
(3.4)
In Eq. (3.4), the probability of selecting the first reliable segment is given by∫ L
0
fl(l1)Re(σN , l1)dl1. The length of the second segment must satisfy 0 ≤ l2 ≤
L − l1, and therefore the probability of selecting second reliable segment is given
by
∫ L−l1
0
fl(l2)Re(σN , l2)dl2. Following the same analysis, the probability of select-
ing ith reliable segment is given by
∫ L−l1···−li−1
0
fl(li)Re(σN , li)dli, 1 ≤ i ≤ n. The
aforementioned consideration only enforces the condition
∑n
i=1 li ≤ L. To further
satisfy ln+1 > L −
∑n
i=1 li, the probability of selecting such a vacancy is equal to
[1− Fl(L− l1 − l2 · · · − ln)].
In order to decrease the computational effort, the multiple integral in Eq. (3.4)
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can be calculated by the following recursive expressions:
Rs(σN , x, n) =
∫ x
0
Se(σN , l)Rs(σN , x− l, n− 1)dl (3.5)
and Rs(σN , L, 1) =
∫ x
0
Se(σN , l)Fc(x− l)dl (3.6)
where
Se(σN , l) = fl(l)Re(σN , l) (3.7)
On the other hand, a reliable side-wall consists of all the combinations of reliable
side-walls with different total V-notch number n. Beside, the events of a side-wall
of having different total V-notch number n are mutually exclusive. As a result, the
reliability of the entire side-wall of a given length L is obtained as
R(σN , L) =
∞∑
n=0
Rs(σN , L, n) (3.8)
Since the tensile specimen contains two side-walls whose failure statistics can be
regarded as independent, the reliability of the entire specimen is computed by
RσN (σN , L) = R(σN , L)
2 (3.9)
Finally, the strength distribution of the tensile specimen is obtained by
FσN (σN , L) = 1−RσN (σN , L) (3.10)
The next step is to determine the reliability function Re(σN , l) as a function of both
σN and l. In the present model, the reliability function Re(σN , l) is calculated based
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on the statistical information of the random geometry of V-notches as well as a non-
local stress based failure criterion. Consider a segment containing a V-notch under
the tensile stress σN (Figure 3.1 (c)). The fracture of V-notches has been extensively
studied, in which both stress-based failure criteria and energy-based failure criteria
have been proposed [33, 89, 42, 74, 54, 72]. Since the focus of this chapter is limited
to uniaxial tensile specimens, for which the failure mode is primarily mode I fracture
[12], a simple non-local stress failure criterion is adopted. It is considered that the
crack starts to propagate from the V-notch tip once the non-local stress σ at the
notch tip reaches the corresponding material tensile strength, i.e.
σ = r−1c
∫ rc
0
σxx(y)dy = ft (3.11)
where rc is an averaging length scale, σxx = tensile stress in x−direction, and ft =
material tensile strength. It should be pointed out that the choice of the non-local
stress in the present failure criterion considers a finite fracture process zone formed
around the notch tip, whose size is proportional to rc. On the other hand, since the
non-local stress is calculated from elastic analysis, we may rewrite the Eq. (3.11) as
σNZ(a, θ, l) = ft (3.12)
where Z is the dimensionless stress, which depends on the notch depth a, notch angle
θ, and segment length l.
By assuming the dimensionless stress Z is independent from the material strength
ft, the reliability function of the segments can be written as
Re(σN , l) = Pr(ft/z ≥ σN) = 1−
∫ ∞
0
Fft(xσN)fZl(x, l)/fl(l)dx (3.13)
where Fft(x) is the CDF of material strength ft, fZl(x, l) is the joint PDF of dimen-
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sionless stress Z and segment length l.
Based on Eqs. (3.12) and (3.13), Se(σN , l) in Eq. (3.7) becomes
Se(σN , l) = fl(l)−
∫ ∞
0
Fft(xσN)fZl(x, l)dx (3.14)
The material tensile strength ft is considered to follow the Gauss-Weibull grafted
distribution represented by Eqs. (1.24a)- (1.24b) [18, 67, 17].
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Figure 3.1: Illustration of the renewal weakest-link model: (a) schematic diagram of
the ploy-Si MEMS tensile specimen, (b) schematic diagram of the renewal weakest-
link model, (c) schematic diagram of the material segment, (d) formulation of renewal
weakest-link model based on the renewal process.
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Figure 3.2: (a) a renewal process, (b) the renewal weakest-link model.
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3.3 Large-size asymptotic behavior
This section investigates the behavior of the present model at the large-size limit (i.e.
L → ∞) through the stability postulate[49]. Consider a side-wall whose length is L
and L → ∞. We can divide the side-wall into p number segments of equal length
Lp, where p is a finite number. Since L → ∞, Lp = L/p also approaches to infinity.
Because the failure statistics of each V-notch is independent and one V-notch cannot
be assigned to multiple segments, the failure statistics of each of the p segments is
also independent. Furthermore, it is obvious that the failure of any of the p segments
will trigger the failure of the entire side-wall. As a result, we obtain that
1− Pf (σN) = [1− Pfp(σN)]p (3.15)
where Pf is the failure probability of the entire side-wall, and Pfp is failure probability
of a segment.
Since both the specimen length and segment length approach to infinity, the failure
probability of the specimen and the segment must be of the same type of functions
and differ only by a linear transformation, i.e. Pfp(σN) = Pf (
σN−b
a
), where a, b =
parameters depending on p. Substituting this expression into Eq. (3.15) yields
1− Pf (σN) =
[
1− Pf
(
σN − b
a
)]p
(3.16)
Eq. (3.16) is a functional equation representing the stability postulate. According to
the extreme value theory [49, 63, 95], Pf (σN) must be one of the three extreme value
CDFs, whose choice is determined by its left-tail (domain of attraction).
In order to investigate the tail behavior of Pf (σN), let us first determine the CDF
of the total length of m segments, i.e. FL(L,m) = Pr (
∑m
i=1 li ≤ L). For the large-size
limit, it is clear that m will be a large number. From the central limit theorem [41],
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FL(L,m) would approach a Gaussian CDF:
FL(L,m) ≈ Φ
(
L−mµl√
mδl
)
(3.17)
where Φ(x) = standard Gaussian CDF, µl = the mean of li, and δl = standard
deviation of li. From Eqs. (3.3) and (3.17), the probability that a side-wall of length
L contains exact n number of V-notches can be approximated by the following formula
PN(n, L) = FL(L, n)− FL(L, n+ 1) (3.18)
≈ Φ
(
L− nµl√
nδl
)
− Φ
[
L− (n+ 1)µl√
(n+ 1)δl
]
(3.19)
Based on the central limit theory of renewal processes [35, 64], Eq. (3.18) can be
further approximated by the following Gaussian PDF
PN(n, L) ≈ 1√
2piL/µlδl/µl
exp
[
−(n− L/µl)
2
2δ2l L/µ
3
l
]
(3.20)
From Eq. (3.20), it is obvious that, as L increases, the mean value of N approaches
L/µl, and the standard deviation of N approaches ωl
√
L/µl (ωl = coefficient of
variation (CoV) of li). Therefore, the CoV of n decay with L
−1/2 for a large L.
Since the dimensionless stress is usually bounded (Z ∈ [1, zm]), at small stress
values, Eq. (3.13) can be expressed by
Re(σN , l) = 1−
[
1
fl(l)
∫ zm
0
xmW fZl(x, l)dx
](
σN
s0
)mW
(3.21)
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Substituting Eq. (3.21) into Eq. (3.4) yields
Rs(σN , Lp, n) =
∫ Lp
0
∫ Lp−l1
0
...
∫ Lp−l1−l2···−ln−1
0
{
n∏
i=1
fl(li) [1− ψ(li)(σN/s0)mW ]
}
·
·Fc(Lp − l1 − l2 · · · − ln)dlndln−1 · · · dl1
(3.22)
where ψ(l) =
∫ zm
0
xmW fZl(x, l)dx/fl(l).
By expanding the term
∏n
i=1 fl(li) [1− ψ(li)(σN/s0)mW ] and retaining the leading
terms up to the order σmWN , it is obtained that
n∏
i=1
fl(li) [1− ψ(li)(σN/s0)mW ] ≈
n∏
i=1
fl(li)−
(
n∏
i=1
fl(li)
)(
n∑
i=1
ψ(li)
)
(σN/s0)
mW
(3.23)
where σN → 0.
Therefore, Eq. (3.22) can be rewritten as
Rs(σN , L, n) = PN(n, L)− C(n, L)
(
σN
s0
)mW
(3.24)
where:
PN(n, L) =
∫ L
0
∫ L−l1
0
...
∫ L−l1−l2···−ln−1
0
n∏
i=1
fl(li) · (3.25)
·Fc(L− l1 − l2 · · · − ln)dlndln−1 · · · dl1 (3.26)
C(n, L) =
∫ L
0
∫ L−l1
0
...
∫ L−l1−l2···−ln−1
0
(
n∏
i=1
fl(li)
)(
n∑
i=1
ψ(li)
)
· (3.27)
·Fc(L− l1 − l2 · · · − ln)dlndln−1 · · · dl1 (3.28)
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Noting that
∑∞
n=1 PN(n, L) = 1, the reliability of the side-wall (Eq. (3.8)) becomes
R(σN , L) = 1−
∞∑
n=1
C(n, L)
(
σN
s0
)mW
(as σN → 0) (3.29)
or: Pf (σN , L) ≈ C
(
σN
s0
)mW
(as σN → 0) (3.30)
where C =
∑∞
n=1C(n, L).
Eq. (3.30) indicates that the strength distribution of a side-wall has a power-law
left tail. Based on the extreme value theory, Pf must obey the Weibull distribution:
Pf (σN) = 1− exp [−(σN/s1)mW ] (3.31)
where s1 = the Weibull scale parameter.
Since the specimen consists of two side-walls, the strength distribution of the
entire specimen can be calculated by
FσN (σN , L) = 1− [1− Pf (σN)]2 (3.32)
Substituting Eq.(3.31) into Eq.(3.32) yields
FσN (σN , L) = 1− exp [−(σN/s0)m] (3.33)
where s0 = (1/2)
1/ms1.
At this point, it is demonstrated that, at the large-size limit, the strength distri-
bution of the entire specimen follows the Weibull distribution.
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3.4 Comparison with experimental data
In this section, the renewal weakest-link model is validated through the comparison
with the measured strength distributions of uniaxial tensile poly-Si MEMS specimens.
We examined the model through two sets of experimental data. The first set con-
sists of experimental strength distributions of poly-Si tensile specimens of two gauge
lengths (L = 20 and 70 µm), which is the same data used in Section2.3 [60, 85].
The second data set consists of experimental strength distributions of poly-Si tensile
specimens of gauge lengths of 7 and 70 µm, which were tested by the on-chip tester
[88]. It should be pointed out that, for both data sets, the specimens were produced
by Sandia’s SUMMiT V poly-Si microfabrication process [92], which therefore can be
assumed to share the similar statistical properties of the side-wall geometry.
The first step to used the present model is to determine the dimensionless stress
Z as a deterministic function of segment length l, notch depth a, and notch angle θ
through a series of finite element simulations. Since the specimen width is significantly
grater than the notch depth and the spacing of the adjacent V-notches is usually
considerably larger than the size of the fracture process zone, it is reasonable to
assume that all the V-notches are noninteracting for calculating the elastic stress
field of the near-tip region. In the finite element simulations, we consider a segment
of uniaxial tensile specimen containing a V-notch at the middle of the side-wall under
a unit far-field stress (σN = 1) (as shown in Figure 3.1 (c)). The material is modeled
as an isotropic elastic material with a Young modulus E = 156 GPa and a Poisson
ratio µ = 0.22 [84]. The averaging zone size rc (Eq. (3.11)) is set to be 5 nm, which
is on the order of the fracture process zone size of poly-Si [103, 84, 65].
The next step is to obtain the statistical information about the segment length l
and the dimensionless stress Z that required by the model. The random geometry
of the side-wall can be characterized by three random variables (Figure 3.1 (c)): (1)
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the notch angle θ, (2) the notch depth a, and (3) the notch spacing c. Following the
study of Chapter 2, we consider the following PDFs for the distribution of θ, a and c:
fθ(θ) =
1
120
(20◦ < θ < 140◦) (3.34)
fa(a) = 0.232
(
62− a
28
)5.5
exp
[
−
(
62− a
28
)6.5]
(0 ≤ a ≤ 62 nm) (3.35)
fc(c) =
1
600
(100 nm ≤ c ≤ 700 nm) (3.36)
where fθ, fa and fc are the PDFs of θ, a, and c, respectively.
Based on the geometry of the V-notches (shown in Figure 3.1 (c)), the segment
length can be calculated as l = c + 2a tan(θ/2). The PDF of l can be analytically
calculated as
fl(l) =
∫ l
0
∫ ∞
0
fc(l − x) 4
4y + y3
fθ
(
2 tan−1(y/2)
)
fa(x/y)dydx (3.37)
Figure 3.3 shows the comparison between the PDF of segment length based on Eq.
(3.37) and the corresponding result from Monte Carlo simulation, which agree well
with each other.
The analytical formula for the joint PDF of dimensionless stress and segment
length seems inaccessible, therefore we resort to the Monte Carlo simulations. A total
of 107 groups of a, θ and c are sampled from the distribution functions described by
Eq. (3.34), (3.35), and (3.36). For each group of a, θ and c, the corresponding values
of Z and l are computed by interpolating the dimensionless stress Z(a, θ, l) obtained
by finite element simulation and the relation that l = c + 2a tan(θ/2) respectively.
Then a new group of Z and l can be obtained, which is used to numerically calculate
the joint PDF fZl(z, l) (shown in Figure 3.4).
The last step is to calibrate the model parameters of the strength distribution
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Fft by fitting the present model to the experimenal strength distribution of poly-Si
MEMS specimens. According to Eqs. (1.24a) and (1.24b), there are six parame-
ters, while only four of them are independent parameters. The four independent
parameters chosen for the fitting are the Weibull modulus mW , the Weibull scale
parameter sW , the Gaussian mean value µG and the Gaussian standard deviation δG
for the calibration. Figure 3.5 and Figure 3.6 show the optimum fitting results of
the measured strength distributions of poly-Si MEMS specimens. The corresponding
fitted parameters for the material strength distribution are listed as follows: set 1:
µG = 16.5 GPa, δG = 0.99 GPa, mW = 64, sW = 15.4 GPa; set 2: µG = 17.2 GPa,
δG = 1.03 GPa, mW = 64, sW = 16.1 GPa. It is noted that the calibrated mean
strength of silicon, µG, is quite close to the theoretical strength of silicon predicted by
ab initio simulations [39]. From Figure 3.5 and Figure 3.6, it is seen that the present
model can match the measured strength distributions of specimens of two different
gauge lengths, using the same group of model parameters. At this point, it should
be pointed out that, as shown in Figure 1.4, the measured strength distributions of
poly-Si MEMS structures cannot be captured by a the classical Weibull model, which
always predicts strength distribution is a straight line on the Weibull plot. How-
ever, the measured strength distributions exhibit an obvious curved behavior on the
Weibull plot. And such a curve can be well captured by the present model.
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Figure 3.3: Calculated PDF of the segment length for specimens.
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Figure 3.4: Joint PDF fZl(z, l) of the dimensionless stress and the segment length.
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Figure 3.5: Optimum fittings of the measured strength histograms (data set 1) by
the present model:(a) L = 20 µm, (b) L = 70 µm.
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Figure 3.6: Optimum fittings of the measured strength histograms (data set 2) by
the present model:(a) L = 7 µm, (b) L = 70 µm.
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3.5 Simplified calculation approach
A majority of computational cost of the present model is spent on the evaluation of
Eq. (3.4), which is handled by the recursive equations (Eqs. (3.5) - (3.7)). However,
for a long specimen, the recursive computation method is tedious and also expensive.
Therefore, it would be desirable to develop a simplified calculation method.
One way to avoid evaluating the multiple integration of Eq. (3.4) is to approximate
the reliability function of each segment by a function that is independent of segment
length. One reasonable choice is the expectation of the segment reliability, i.e.:
R¯e(σN) =
∫ ∞
0
Re(σN , l)fl(l)dl (3.38)
= 1−
∫ ∞
0
Fft(xσN)fz(x)dx (3.39)
where fz(x) =
∫∞
0
fZl(x, l)dx = marginal PDF of the dimensionless stress. The error
cause by this approximation can be evaluated by
∆1(σN) =
∫ ∞
0
fl(l)
|Re(σN , l)− R¯e(σN)|
Re(σN , l)
dl (3.40)
As will be shown later, ∆1(σN) is negligibly small for the specimens considered here.
Based on Eq. (3.38), the reliability of a single side-wall can be expressed by
R(σN , L) ≈
∞∑
n=1
PN(n, L)
[
R¯e(σN)
]n
(3.41)
where PN(n, L) can be computed by Eq. (3.3), which is probability that the side-wall
contains exactly n V-notches. By taking the logarithm of Eq. (3.41), we obtain that
lnR(σN , L) = ln {En[Y (σN , n)]} (3.42)
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where Y (σN , n) =
[
R¯e(σN)
]n
, and En[·] = expectation operator with respect to
n. The logarithm of the expectation of Y (σN , n) can be further approximated by
ln {Ek[Y (σN , n)]} ≈ En {lnY (σN , n)]} + 12ω2Y (σN , L), where ωY (σN , L) = CoV of
Y (σN , n). It will be shown later that, for MEMS specimens considered in this chapter,
we may drop the term 1
2
ω2Y (σN , L) and consider
ln {En[Y (σN , n)]} ≈ En {lnY (σN , n)]} (3.43)
The relative error of the approximation in Eq. (3.43) can be calculated as
∆2(σN , L) =
∣∣∣∣1− En {lnY (σN , n)}ln {En[Y (σN , n)]}
∣∣∣∣ (3.44)
By using Eq. (3.43), Eq. (3.42) can be rewritten as
lnR(σN , L) ≈ En {lnY (σN , n)]} (3.45)
=
∞∑
n=1
PN(n, L)nR¯e(σN) = µN(L)R¯e(σN) (3.46)
where µN(L) = mean of N for a given side-wall length L. Eq. (3.46) suggests that
the overall reliability of the specimen can be approximately calculated as
RσN (σN , L) =
[
R¯e(σN)
]2µN (L) (3.47)
Eq. (3.47) can be considered as an equivalent weakest-link model, which uses the
expectations of the segment number and the segment reliability.
Figure 3.7 plots the probability distributions of the number of V-notches for differ-
ent specimen sizes with comparison to Eq. (3.20). It is observed that as the specimen
length increases, the distribution of N approaches Eq. (3.20), which justifies the
analysis of the large-size asymptotic behavior in Section 3.3. In fact, Eq. (3.20) could
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provide a reasonable approximation of the distribution of N even for intermediate
specimen size L > 20 µm. It is also found that, for all specimen lengths, µN(L) can
be reasonably approximated as µN(L) = L/µl, which suggests the RVE size of the
finite weakest-link model is just the mean segment length of the present model.
As a demonstration, this simplified calculation method is applied to recalculate the
strength distribution of poly-Si MEMS specimens with its parameters calibrated by
data set 1. Here we consider four different specimens sizes L = 1.5, 20, 200, 2000 µm.
Figure 3.8 shows that the strength distributions of these MEMS specimens calculated
by the full model (Eq. (3.4) (3.8) and (3.9)) and the simplified model (Eq. (3.47)).
It is found that these two models agree with each other very well for specimens of
L = 20, 200, 2000 µm, which covers the typical size range of MEMS specimens.
For the smallest specimen, two models deviate from each other at the high stress
regime (σN ≥ 3.7 GPa). To explain this phenomenon, we examine the two main
approximations introduced in the simplified method (i.e. Eqs. (3.41) and Eq. (3.43)).
Figure 3.9 shows the expectation of the relative error, ∆1(σN). It is seen that the
expected relative error increases with the nominal stress σN , which grows beyond 1%
as σN > 4.2 GPa. Meanwhile, the relative error ∆2(σN , L) due to Eq. (3.43) for
different specimen lengths is plotted in Figure 3.10. It is seen that the relative error
∆2(σN , L) is below 10
−3 for specimens of L = 20, 200, 2000 µm. For specimen of
L = 1.5 µm, the error is larger than 1% when σN > 4 GPa.
As a result, the errors induced by the two approximations represented by Eqs.
(3.41) and (3.43) are negligibly small for a typical MEMS structure. This indicates
that the proposed simplified method can be applied to most MEMS specimens. Com-
pared to Eqs. (3.4), (3.8) and (3.9), the simplified model (Eq. (3.47)) is far more
efficient in term of computational cost. This makes the computation of the present
renewal weakest-link model similar to the conventional weakest-link model [65].
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Figure 3.7: Distributions of the number of V-notches for different specimen lengths:
(a)L = 1.5 µm, (b)L = 20 µm, (c)L = 200 µm, (d)L = 2 mm.
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Figure 3.8: Comparison of the strength distributions of MEMS specimens predicted
by the renewal weakest-link model and the simplified model.
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Figure 3.9: Plot of relative error ∆1.
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Figure 3.10: Plot of relative error ∆2.
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3.6 Conclusions
In this chapter, a renewal weakest-link model is developed for strength statistics of
uniaxial tensile poly-Si MEMS specimens. The model explicitly takes into account
the random spacing of the side-wall grooves. The model prediction of the structural
strength distribution agrees well with the measured strength distribution of poly-Si
MEMS specimens of different lengths.
It is shown that, the present model predicts a Weibullian strength distribution at
the large-size limit, which is in consistence with the extreme value theory.
We demonstrate that present model can be approximated by an equivalent weakest-
link model, which only relies on the average number of surface grooves and the ex-
pected reliability function of each groove. This simplification provides an efficient
method for determining the strength distribution of MEMS specimens.
Chapter 4
A Generalized First-Passage Model
and Its Application to Power-Law
Tail Behavior of Structural
Strength Distribution
4.1 Introduction
As discussed in Chapter 1, one challenging problem in structural strength statistics
is the determination the functional form of the probabilistic model. For brittle struc-
tures and large-size quasi-brittle structures, their strength distribution can be well
described by the Weibull distribution. This implies that the left tail of the structural
strength distribution must follow a power-law function. For small and intermedi-
ate size quasi-brittle structures, the structural strength distribution can be captured
by the finite weakest-link model using the Gauss-Weibull grafted distribution as the
distribution of the material strength. In this case, the left tail of the strength distri-
bution is also a power-law function (Section 1.4). Hence, we may conclude that the
power-law tail behavior is common for strength distribution of brittle and quasi-brittle
structures. However, the origin of this power-law tail behavior remains unclear.
Freudenthal was the first one who attempted to explain the power-law tail behavior
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based on an assumed distribution for the random flaw sizes and linear elastic fracture
mechanics (LEFM) [52]. His hypothesis was based on the following assumptions:
(1) the largest flaw size follows the Fre´chet distribution and local material strength
(i.e. fracture toughness) is deterministic; (2) the strength of the material element is
governed by the largest flaw in the element through LEFM; and (3) the flaws inside
the material element are non-interacting. It is evident that, Freudenthal’s analysis of
the power-law tail behavior of structural strength distribution rests on an assumed
flaw distribution, which does not give a complete justification of the power-law tail
distribution. Furthermore, the assumption of a deterministic material strength is
not realistic [81, 67]. Nevertheless, Freudenthal’s pioneering work shed light on the
necessity of incorporating both probabilistic methods and fracture mechanics to study
the failure statistics of structures.
On the other hand, a series of recent studies conducted by Bazaˇnt and his co-
workers suggested that the power-law tail of structural strength distribution stems
from the left power-law tail of material strength distribution [81, 67], which is the
Gauss-Weibull grafted distribution (Eqs. (1.24a) and (1.24b)). The Gauss-Weibull
grafted distribution was derived from the transition rate theory of nanoscale fracture
combined with a hierarchical statistical model [18, 67, 17], whose left tail is a power-
law function. By assuming the applied stress to be deterministic, it is obtained
that left tail of the strength distribution of the material element will be a power-
law function. Compared to the aforementioned Freudenthal’s analysis, this model
considers the randomness of material strength, while the randomness of the applied
stress field was not explicitly included.
However, for many quasi-brittle materials, such as concrete, ceramics, and rock,
the randomly distributed flaw sizes and the spatial variability of local material strength
coexist. Therefore, it is logical to combine the analyses of flaw statistics as well as the
random material strength for studying the tail behavior of the strength distribution.
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In Chapter 2, the first-passage model is proposed for the strength statistics of
ploy-Si MEMS structures, which takes into account the randomness and the autocor-
relation of both the material strength field and the applied stress field. In Section 2.5,
it is demonstrated that the power-law tail behavior of structural strength distribution
stems from the left power-law tail of material strength distribution. The distribution
of applied stress field, which is influenced by the randomly distributed flaws, will not
change the functional form of the left tail of structural strength distribution. How-
ever, the model is limited to 1-dimensional description, which is clearly not sufficient
for most engineering structures.
In order to describe the strength distribution of ordinary brittle and quasi-brittle
structures, we generalize the first-passage model to n-dimensional space. The gener-
alized model is applied to study to power-law tail behavior of strength distribution
of brittle and quasi-brittle structures. This chapter is planed as follows: Section
4.2 presents the model formulation of the n-dimensional first-passage model; Section
4.3 demonstrates the first-passage analysis in higher dimensional cases; Section 4.4
presents the model predictions of structural strength distribution and the correspond-
ing numerical verifications; Section 4.5 discusses the original of the power-law tail of
structural strength distribution.
4.2 Model formulation
Similar to the formulation of 1-dimensional first-passage model proposed in Chapter
2, we assign a random variable to each point to measure its failure state. The failure
state of every point in the domain forms a random field, represented by η(x), where
x is a Cartesian coordinate vector of an n−dimensional space. Similar to Eq. (2.1),
the random field, η(x), can be further written as the different between the material
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strength field ft(x) and the non-local stress field σ(x), i.e:
η(x) = ft(x)− σ(x) (4.1)
The non-local stress field σ(x) is expressed as a local averaging of the maximum
elastic principal stress field, i.e.:
σ(x) =
1
Vα
∫
V
α(|x− x′|)〈σe(x)〉dV (x′) (4.2)
where σe(x) = the maximum elastic principal stress field, α(|x − x0|) = non-local
averaging function, Vα =
∫
V
α(|x − x0|)dV (x), and 〈x〉 = max(x, 0). It should be
noted that, the damage localization mechanism, which is the most common failure
mechanism for brittle and quasi-brittle structures, is taken into account by choosing
suitable Vα and α [21, 16]. The nominal stress σN is defined as σN = P/(bD) (P =
applied load, D = characteristic size of the structure, and b = width of the structure
in the transverse direction). Since the non-local tensile stress is calculated from the
elastic stress field, we can write that
σ(x) = σNZ(x) (4.3)
where Z(x) = dimensionless stress field.
We consider that the failure of any material point would trigger the failure of the
entire structure under controlled load. Therefore, the structural strength CDF, which
equals the failure probability of the structure subjected to a nominal stress σN , can
be expressed by:
FσN (σN ,Ω) = 1− Pr [η(x) = ft(x)− σNZ(x) > 0, ∀x ∈ Ω] (4.4)
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where Ω denotes the domain of the structure.
Since the focus of the present study is on the tail behavior of the strength distribu-
tion, it is not unduly restrictive to consider a uniaxial tensile specimen. In this case,
it is reasonable to consider the strength field and the dimensionless stress field, i.e.
ft(x) and Z(x), as two isotropic stationary fields. Therefore, they can be decomposed
into the mean values and the corresponding random components, i.e.:
ft(x) = µft + ft0(x) (4.5a)
Z(x) = µz + Z0(x) (4.5b)
where µft and µZ are the mean values of the random fields ft(x) and Z(x), respec-
tively; and ft0(x) and Z0(x) are the corresponding zero mean random components.
By substituting Eqs. (4.5a) and (4.5b) into Eq. (4.4), the CDF of structural
strength can be written as
FσN (σN ,Ω) = 1− Pr [η0(x) < λ(σN), ∀x ∈ Ω] (4.6)
where
η0(x) = σNZ0(x)− ft0(x); λ(σN) = µft − σNµz (4.7)
Obviously, Eq. (4.6) is the first-passage probability of the n−dimensional zero
mean random field η0(x) with respect to the up-crossing barrier λ(σN), whose calcu-
lation method is presented in Section 4.3.
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4.3 First-passage analysis in higher dimensions
Let η0(x) be an n−dimensional zero mean isotopic stationary random field that de-
fined on a domain Ω. When the barrier is sufficiently high, it is reasonable to consider
that the individual crossing events are statistically independent. Therefore, the cross-
ing events can be modeled by a Poisson process, whose Poisson intensity is related to
the corresponding crossing rate. In this way, the probability that the field η0(x) will
up cross a high barrier λ at least once can be represented by[94, 95]
F (λ) ≈ 1− Fη0(λ) exp
[
−µη0(λ)
Fη0(λ)
VΩ
]
(4.8)
where Fη0 is the marginal CDF of the random field η0(x); VΩ =
∫
Ω
dx1 · · · dxn, which
is the size of domain Ω; and µη0(λ) is the crossing rate of η0(x) with respect to the
crossing barrier λ.
For a non-Gaussian random field η0(x), since η0(x) is not independent from the
fields of its spatial derivatives, its crossing rate is difficult to evaluate. To circumvent
this dilemma, we first translated the non-Gaussian field η0(x) into a standard Gaus-
sian field Y (x) [56, 57]. The translated standard Gaussian field Y (x) is related to the
original field η0(x) by matching their marginal CDFs and covariance functions, i.e.:
η0(x) = Φ
−1 {Fη0 [η0(x)]} (4.9)
Rη0(|∆x|) =
∫ +∞
−∞
∫ +∞
−∞
F−1η0 [Φ(y1)]F
−1
η0
[Φ(y2)]φ [y1, y2, RY (|∆x|)] dy1dy2 (4.10)
where Φ(x) = standard Gaussian CDF; φ = bivariate Gaussian PDF; Rη0(|∆x|)
and RY (|∆x|) are the covariance functions of the random fields η0(x) and Y (x),
respectively; and |∆x| = distance between any two points. According to Eq. (4.9),
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the original crossing barrier λ is also translated to a new crossing barrier λY , i.e.:
λY = Φ
−1 [Fη0(λ)] (4.11)
The crossing rate for an n−dimensional stationary field, which is the mean number
of crossings per unit domain, has been extensively investigated for decades [94, 95,
3, 5]. In order to compute the crossing rate, the first step is to define the number
of crossings. If we define the parts of the field that stay above the crossing barrier
as the excursion set, then the number of crossings is just the number of connected
components of the excursion set. Based on this interpretation, the crossing rate can
be related to the differential topology characteristic of the excursion set [3, 5]. If
the crossing barrier is sufficiently high, it is reasonable to assume the shapes of the
connected components of the excursion set are always solid. Hence, the number of
connected components of the excursion set becomes the Euler characteristic of the
excursion set, which also equals the number of crossings. And the Euler characteristic
of the excursion set can be quantified by the number of some characteristic points.
Here we use a 2-dimensional isotropic stationary Gaussian fields as an example
to demonstrate this concept. Given a 2-dimensional isotropic stationary Gaussian
fields Y (x1, x2) and an up-crossing barrier λY . One realization of the excursion set
A = {x1, x2 : Y (x1, x2) > λY } is shown in Figure 4.1 (a). It is obvious that the num-
ber of crossings is 2, which is just the number of connected components (shaded areas)
of the excursion set A. If the crossing barrier λY is sufficiently high, we can assume
the connected components of the excursion set A are always solid (the probability of
having a connected components shown in Figure 4.1 (b) is negligible). The Euler char-
acteristic of any shaped solid connected component is always 1, which is a topological
invariant. Besides, Euler characteristic is also additive, i.e., the Euler characteristic
of n connected components is just the summation of the Euler characteristic of each
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one. As a result, the number of crossings becomes the Euler characteristic of the
excursion set A, denoted by EC(A). According to the definition of crossing rate, the
crossing rate µ(λY ) can be obtain taking a expectation on EC(A), i.e.:
µ(λY ) = E [EC(A)] (4.12)
On the other hand, the Euler characteristic EC(A) can be expressed as the a
function of the numbers of some characteristic points. Now we define two types
of characteristic points. The Tpye I points are denoted by YI(x1, x2), satisfying: (1)
YI(x1, x2) = λ; (2) ∂YI(x1, x2)/∂x1 = 0; (3) ∂YI(x1, x2)/∂x2 > 0; (4) ∂
2YI(x1, x2)/∂x
2
1 <
0. The Tpye II points are denoted by YII(x1, x2), satisfying: (1)-(3) for the Tpye I
points; (4) ∂2YI(x1, x2)/∂x
2
1 > 0. In this case, the Euler characteristic EC(A) can be
written as the number of Type I points minus the number of Type II points, i.e.:
EC(A) = N(YI)−N(YII) (4.13)
where N(·) represents the operation of getting the total number. For instance, in the
configuration given by Figure 4.1 (a), as shown in Figure 4.1 (c), the Tpye I points
are marked by ’+’ whose total number is 3; and the Tpye II points are marked by ’-’,
whose total number 1. As a result, EC(A) = 2, which equals the number of crossings.
Similar to the derivation of 1-dimensional crossing rate presented in Section 2.2,
by placing a 2-dimensional mesh on the unit domain and decreasing the grid size to
infinitesimal, we can obtain that
E[N(YI)] = −
∫ +∞
0
∫ 0
−∞
y2y11fY Y1Y2Y11(λ, 0, y2, y11)dy11dy2 (4.14)
and
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E[N(YII)] =
∫ +∞
0
∫ +∞
0
y2y11fY Y1Y2Y11(λ, 0, y2, y11)dy11dy2 (4.15)
where Y1 = ∂Y/∂x1, Y2 = ∂Y/∂x2, Y11 = ∂
2Y/∂x21, and fY Y1Y2Y11 = joint PDF of Y ,
Y1, Y2 and Y11. Hence, the crossing rate is obtained as
µ(λY ) = E[N(YI)]−E[N(YII)] = −
∫ +∞
0
∫ +∞
−∞
y2y11fY Y1Y2Y11(λ, 0, y2, y11)dy11dy2
(4.16)
For an isotropic stationary Gaussian field, in the four random fields: Y , Y1, Y2 and
Y11, only Y and Y11 are dependent. As a result, we can write fY Y1Y2Y11(y, y1, y2, y11) =
fY Y11(y, y11)fY1(y1)fY2(y2), where fY Y11 is the joint PDF of Y and Y11, which is a
bivariate Gaussian PDF; fY1 and fY2 are the marginal PDFs of Y1 and Y2, which
are the same Gaussian PDF. Finally, the crossing rate of a 2-dimensional isotropic
stationary Gaussian field is obtained as
µ(λY ) = (2pi)
−3/2√λ02λ20δ−3Y λ exp(− λ22δ2Y ) (4.17)
where δY is the standard deviation of Y (x1, x2), and λij is the ijth spectral moment
defined by
λij = E
[
∂iY (x1 , x2 )
∂x i1
∂jY (x1 , x2 )
∂x j2
]
=
∫ +∞
−∞
∫ +∞
−∞
ωi1ω
j
2S (ω1 , ω2 )dω1dω2 (4.18)
and S(ω1, ω2) is power spectral density. A detailed derivation of the crossing rate of
2-dimensional Gaussian fields was provided by Alder[4, 3]. It should be pointed out
that the probability of having a connected component of the excursion set protruding
the boundary (shown in Figure 4.1 (d)) is neglected.
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Similar to the 2-dimensional case, by treating the number of crossings as the Euler
characteristic of the excursion set, the crossing rate of an n−dimensional Gaussian
field with repective to an up-crossing barrier λY can be computed by the following
formula proposed by Alder [3, 5]
µη0(λ) ≈
exp(−λ2Y /2)(det Λ)1/2
(2pi)(n+1)/2
Hn−1(λY ) (4.19)
where Λ = the covariance matrix of the spatial gradient of the random field Y (x),
and Hk(x) = the kth Hermite polynomial, which can be written as
Hk(x) = k!
k∑
j=0
(−1)jx(k−2j)
j!(k − 2j)!2j (4.20)
In Eq. (4.19), the covariance matrix Λ can be calculated directly from the power
spectral density function of Y (x):
Λij =
∫ +∞
0
· · ·
∫ +∞
0
ωiωjGY (|ω|)dω1 · · · dωn (4.21)
where |ω| =
√
ω21 + · · ·+ ω2n, and GY (|ω|) is the one sided power spectral density
function of Y (x). For an n−dimensional isotropic stationary Gaussian field, GY (|ω|)
and RY (|∆x|) can be further related as [2, 87, 1]:
GY (|ω|) =
∫ ∞
0
|ω|Jv(η|ω|)RY (η)
(
2η
pi|ω|
)n/2
dη (4.22)
where
Jv(x) =
2(x/2)n/2−1√
piΓ(n− 1)
∫ pi
0
cos(x cos θ)(sin θ)n−2dθ, (4.23)
which is the Bessel function of the first kind of order n/2− 1, and Γ(x) = the Euler
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gamma function.
With the aforementioned approach, the structural strength distribution FσN (σN ,Ω)
in Eq. (4.6) can be calculated by
FσN (σN ,Ω) = 1− Fη0 [λ(σN)] exp
[
− µη0(σN)
Fη0 [λ(σN)]
VΩ
]
(4.24)
where Fη0 = marginal CDF of the random field η0. Since the random fields Z0(x) and
ft0(x) are mutually independent, Fη0 can be calculated by the following equation
Fη0(y) =
∫ y
−∞
∫ η
−∞
σ−1N fZ0(z/σN)fft0(z − η)dzdη (4.25)
where fZ0(u) and fft0(u) are the marginal PDFs of the random fields Z0 and ft0,
respectively. Furthermore, the covariance function of η0(x) can be expressed as
Rη0(∆x) = σ
2
NRZ0(∆x) +Rft0(∆x) (4.26)
where RZ0(∆x) and Rft0(∆x) are the covariance functions of Z0(x) and ft0(x), re-
spectively.
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ଶ
Figure 4.1: Illustration of 2-dimensional crossings: (a) an excursion set in a unit
domain, (b) a connected component of the excursion set whose Euler characteristic
is not one, (c) characteristic points of the excursion set, (d) a connected component
of the excursion set protruding the boundary.
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4.4 Model prediction and numerical verification
4.4.1 Description of analyses
In this section, the proposed model is applied to calculate the tensile strength dis-
tribution of structures in 1-dimensional, 2-dimensional and 3-dimensional settings.
2-dimensional analysis is sufficient for many practical engineering structures, where
the damage can be considered to fully occupy the structure in the transverse direction
(Figure 4.2 (b)). In some cases, the 2-dimensional analysis can be further simplified to
a 1-dimensional analysis if the failure always initiates along a particular surface, and
therefore the failure statistics can be practically calculated along a line (Figure 4.2
(a)). For instance, the failure statistics of poly-Si MEMS structures studied in Chap-
ter 2 can be described by a 1-dimensional model [65, 101]. 3-dimensional analysis
is applicable to structures of comparable dimensions in all three directions, and the
volume of fracture process zone or the damage localization zone is much smaller than
structural size of any of dimensions(Figure 4.2 (c)).
The model should be verified before studying the power-law tail distribution of
structural strength. The validation of the present model is performed by comparing
the model prediction on the structural strength distribution and the corresponding
result from Monte Carlo simulations. As a result, the generalization of the strength
field ft(x) and the dimensionless stress field Z(x) should be obtained by Monte Carlo
simulations. The Monte Carlo generalization of an n−dimensional random field is re-
alized by incorporating both the n−dimensional spectral representation method and
non-Gaussian translation method [90, 57], which ensures that the simulated fields
have the prescribed marginal distribution and covariance function. Use the general-
ization of a non-Gaussian field η0(x) as a example. In this method, the covariance
function of the corresponding standard Gaussian field, represented by RY , should be
computed through Eq.(4.10). By using RY , the standard Gaussian field Y (x) can
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be generated through the n−dimensional spectral representation method [90]. Fi-
nally, the generalization of η0(x) can be obtained by back translating Y (x) through
Eq.(4.9).
In the generalization of the strength field ft(x), its marginal CDF Fft is considered
to be the Gauss-Weibull grafted distribution described by Eq. (1.24a) and (1.24b).
The covariance function of ft(x) is assumed to be the following Gaussian function
Rft(|∆x|) = δ2ft exp(−|∆x|2/l2ft) (4.27)
where lft is a length constant, and δft is the standard deviation of ft(x).
In the generalization of the dimensionless stress field Z(x), in principle, the ran-
domly distributed flaws should be taken into consideration. However, since the focus
of this chapter is to investigate the origin of the power-law tail of structural strength
distribution, while the detailed probability distribution of flaw size is not of partic-
ular importance because its influence will be manifested by the statistical properties
of the random stress field. Clearly, the left tail of the structural strength distribution
is governed by the left tail of the material strength distribution and the right tail
of the stress distribution. From a series of recent studies on probabilistic fracture,
the left tail behavior of the material strength distribution can be described by the
aforementioned Gauss-Weibull grafted distribution, which contains a left power-law
tail [81, 67]. However, the probability distribution of the stress field remains unclear,
which does not necessarily contains a right power-tail. In order to investigate the
influence of the tail behaviors of ft(x) and Z(x) on the structural strength statistics,
we consider two types of probability distribution functions of the dimensionless stress
field Z(x), i.e., a Weibull-type distribution and a Gaussian distribution:
FZW (z) = exp {−[(zmax − z)/sz]mz} (z ≤ z0) (4.28)
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FZG(z) =
1√
2piδz
∫ z
−∞
e−(z
′−µz)2/δ2zdz′ (4.29)
where zmax = maximum value of z. For the right tail, the CDF of the Weibull-
type distribution decays as (z0 − z)m, while the CDF of Gaussian distribution has a
exponential decay. Similar to the strength field, for both cases of different distribution
functions, the covariance function of Z(x) is considered as a Gaussian function, i.e.:
RZ(|∆x|) = δz exp(|∆x|2/l2z) (4.30)
where δz = standard deviation of Z(x), and lz = a length constant. In the subsequent
discussion, we denote the dimensionless stress fields with distribution functions FZW
and FZG as ZW (x) and ZG(x), respectively.
In the present analysis, the following parameters are used to describe the marginal
CDFs of ft(x) and Z(x): mW = 24, sW = 15 MPa, µG = 20 MPa, δG = 4 MPa,
lft = 10 µm, zmax = 7, mz = 5.2, sz = 12, µz = 2, δz = 0.4, and lz = 50 µm. After
the strength field ft(x) and the dimensionless stress field Z(x) are generated through
the aforementioned simulation method, the random field η0(x) and the structural
strength distribution FσN can be numerically computed through Eqs. (4.5a)- (4.7).
These numerical results of structural strength distribution is further compared to
the corresponding analytical model predictions, from which the present model can
be verified. For 1-dimensional and 2-dimensional cases, direct stochastic simulations
are performed to verify the proposed analytical model. For the direct Monte Carlo
simulations, we first generate the strength field ft(x) and the dimensionless stress
field (ZW (x) or ZG(x)) by the combination of spectral representation method and
non-Gaussian translation method. For 3-dimensional cases, since the Monte Carlo
simulation is computational expensive, we only calculate the model predictions.
4.4. Model prediction and numerical verification 110
(a) (b) (c)
Figure 4.2: Different model representations of failure statistics of the structure:
(a) 1-dimensional analysis, (b) 2-dimensional analysis, and (c) 3-dimensional analysis.
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4.4.2 Results of 1-dimensional analysis
The aforementioned analysis is applied to a 1-dimensional case, where the structural
size is 105 µm. Figure 4.3 (a) and Figure 4.4 (a) show typical realizations of the
random fields η0(x) with respect to ZW (x) and ZG(x), respectively, in which σN = 3
MPa. Based on the generated random fields, the marginal CDF and the covariance
function of the random field η0(x) were obtained numerically and compared with
those predicted by Eqs. (4.24) and (4.25). From Figure 4.3 (b)-(c) and Figure 4.3
(b)-(c), it is seen that the numerical marginal CDFs and the covariance functions well
match the corresponding analytical solutions, which verifies the proposed method for
generating the random fields is valid.
In order to determine the CDF of structural strength, all together 1000 realizations
of η0(x) are generated for each given value of σN , and the corresponding structural
strength distribution is computed. The plot of simulated CDF of structural strength
in Weibull scale is shown as circles in Figure 4.5. On the other hand, the strength
distribution is also calculated analytically by using the present first-passage analysis
(Eq. (4.24)), which is plotted as solid lines in Figure 4.5. It is seen that, for both
types of stress fields, the model predictions well match the corresponding simulation
results. It is noted that the CDF of the structural strength always exhibit a power-law
tail for both cases of different distributions of the dimensionless stress field, which
is manifested as a straight line on the Weibull scale. Moreover, it shows that the
exponent of the power-law tail is bounded between 23 and 24 for both stress fields
(about 23.5 for both cases), which is slightly lower than the Weibull modulus of the
material strength CDF Fft . This result implies that distribution of the stress field
does not alter the power-law nature of the tail distribution of structural strength.
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Figure 4.3: Numerical simulations of the random field η0(x) in 1-dimensional with
a Weibull type stress field ZW (x): (a) a typical realization of η0(x), (b) calculated
marginal CDF, and (c) calculated covariance function.
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Figure 4.4: Numerical simulations of the random field η0(x) in 1-dimensional with
a Weibull type stress field ZG(x): (a) a typical realization of η0(x), (b) calculated
marginal CDF, and (c) calculated covariance function.
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Figure 4.5: Comparison between the predicted and the numerically simulated CDFs
of structural strength in 1-dimensional: (a) with a Weibull type stress field ZW (x),
and (b) with a Gaussian stress field ZG(x).
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4.4.3 Results of 2-dimensional and 3-dimensional analyses
Similar analysis of the 1-dimensional case is applied to the 2-dimensional and 3-
dimensional cases. In the 2-dimensional analysis, we considers a square structure
domain of a size of 2000 × 2000 µm2. While the 3-dimensional analysis considers a
cubic structure domain of a size of 1000× 1000× 1000 µm3. The analytical result of
the 2-dimensional analysis is verified through the comparison with the Monte Carlo
simulation. However, for 3-dimensional case, since the Monte Carlo simulation is
computational expensive, we only show the analytical model prediction.
Figure 4.6 presents a typical realization of the 2-dimensional strength field ft(x)
and stress fields (ZW (x) and ZG(x)). The realization of the random field η0(x) is then
computed through Eq. (4.7). Figure 4.7 shows a typical realization of η0(x) for σN = 3
MPa, as well as the marginal CDF and the covariance function in three directions. It
is seen that, for all the three directions, the calculated marginal CDF and covariance
function are identical, which demonstrates the isotropy of η(x). Moreover, they all
agree well with the analytical solutions by Eqs. (4.25) and (4.26).
Figure 4.8 shows the comparison of the strength CDFs of the 2-dimensional case
plotted in Weibull scale that predicted by the proposed model and the corresponding
Monte Carlo simulation results. It is clear that the predictions of the analytical model
agrees well with the Monte Carlo simulation results. In this case, we observe that, for
both random stress fields, the left tail of the structural strength distribution is also
a power-law function, whose exponent is bounded between 22 to 23, (about 22.5 and
22.1 for stress fields ZW (x) and ZG(x), respectively). These calculated exponents are
slightly lower than those of the 1-dimensional analysis. To further examine the power-
law tail distribution of structural strength, we calculate the strength distribution of
the 3-dimensional case by using the analytical model, which is shown in Figure 4.9.
In the 3-dimensional case, the left tail of the strength distribution still preserves the
power-law behavior regardless of the type of random stress field. Nevertheless, the
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power-law exponent is reduced to around 21.8 and 21.1 for the stress fields ZW (x)
and ZG(x), respectively. The exponent of the structural strength distribution of the
3-dimensional case seems to be bounded between 21 and 22.
4.4.4 Comments on the power-law tail behavior
Based on the results of the 1-dimensional, the 2-dimensional and the 3-dimensional
analyses, we may conclude that: regardless of different marginal distributions of the
random stress field, the structural strength distribution always exhibits a power-law
tail. This suggests that the origin of the power-law tail of structural strength distri-
bution is the left power-law tail of the material strength distribution. Furthermore,
it also appears that the exponent of this power-law tail decreases with the dimen-
sionality of the analysis. It is suggested that the exponent of the power-law tail of
structural strength distribution is bounded between mW − n an mW − n + 1, where
mW is the exponent of the left power-law tail of material strength CDF and n is the
dimensionality of the analysis.
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Figure 4.6: Typical realizations of the random fields in 2-dimensional: (a) random
strength field ft(x), (b) Weibull type stress field Zw(x), and (c) Gaussian stress field
ZG(x).
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Figure 4.7: Numerical simulation of the random field η0(x) in 2-dimensional: (a) a
typical realization of η0(x) by using ZW (x), (b) marginal PDF of η0(x) by using Zw(x),
(c) calculated covariance function of η0(x) by using Zw(x), (d) a typical realization
of η0(x) by using ZG(x), (e) marginal PDF of η0(x) by using ZG(x), (f) calculated
covariance function of η0(x) by using ZG(x).
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Figure 4.8: Comparison between the predicted and the numerically simulated CDFs
of structural strength in 2-dimensional: (a) with a Weibull type stress field ZW (x),
and (b) with a Gaussian stress field ZG(x).
4.4. Model prediction and numerical verification 120
ఙ ಿ
(a) 
ఙ ಿ
(b) 
Figure 4.9: Predicted CDF of structural strength in 3-dimensional: (a) with a Weibull
type stress field ZW (x), and (b) with a Gaussian stress field ZG(x).
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4.5 Discussion on the power-law tail behavior
In this section, the power-law nature of structural strength distribution is discussed
via the n−dimensional first-passage model. From Eq. (4.6), it is clear that a low
value of nominal stress σN corresponds to a high crossing barrier, and consequently
a low crossing rate. As a result, as σN → 0, Eq. (4.24) can be rewritten as
FσN (σN ,Ω) ≈ 1− Fη0 [λ(σN)] + µη0(σN)VΩ (4.31)
Noticing that Fη0 [λ(σN)] represents the probability that σNZ ≤ ft, i.e.:
Fη0 [λ(σN)] = 1− Pr(ft/Z ≤ σN) = 1−
∫ ∞
0
Fft(zσN)fz(z)dz (4.32)
Generally speaking, the maximum value of the dimensionless stress is finite. There-
fore, we may replace the upper integration limit by a finite value zmax. Based on the
Gauss-Weibull grafted distribution of tensile strength (Eqs. (1.24a) and (1.24b)), it
is obvious that, when σN is sufficiently small, the CDF of ft can be replaced by a
power-law function, which yields
Fη0 [λ(σN)] ≈ 1−
∫ zmax
0
(zσN/sW )
mW fz(z)dz = 1− (σN/c1)mW (4.33)
where c1 =
[∫ zmax
0
(z/sW )
mW fz(z)dz
]−1/mW .
Substituting Eq. (4.33) into Eq. (4.31) yields
FσN (σN ,Ω) ≈ (σN/c1)mW + µη0(σN)VΩ (4.34)
The crossing rate µη0(σN) is given by Eq. (4.19), in which a closed-form expression
in terms of σN seems to be impossible. As a result, we study the relationship between
µη0(σN) and σN numerically. Figure 4.10 presents the numerically calculated µη0 as a
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function of σN for all the cases on the logarithmic scale. It is seen that, for a small σN ,
µη0 can be expressed by a power-law function of σN of an exponent m1. Therefore,
Eq. (4.34) can be rewritten as
FσN (σN ,Ω) ≈ (σN/c1)mW + (σN/c2)m1(VΩ/lnp ) (4.35)
= σm1N
(
VΩ
lnp c
m1
2
+
σmW−m1N
cmW2
)
(4.36)
where lp = a constant length introduced for the purpose of dimensional consistency.
Based on Eq. (4.36), it can be concluded that, for a finite-size domain (VΩ 6= 0), the
strength distribution exhibits a power-law tail with an exponent m1. As the structure
domain becomes sufficiently large, the failure probability of the structure is governed
by small values of σN . In such a case, the power-law behavior of FσN (σN ,Ω) for small
values of σN indicates that the strength distribution should approach the Weibull
distribution, i.e.:
FσN (σN ,Ω) = 1− exp
[
−VΩ
lnp
(
σN
c2
)m1]
when VΩ is very large (4.37)
Based on Figure 4.10, it is observed that, for given stress fields and strength fields,
the exponent m1 decreases mildly with the dimensionality of the analysis. Based on
the simulation results, this exponent can be written as m1 ≈ mW − n + k, where
parameter k depends on the stress field. Nevertheless, many engineering materials,
such as concretes and ceramics, have a relatively large Weibull modulus of material
tensile strength (mW is in the range of 20-40), and therefore the effect of the dimen-
sionality on the exponent of the power-law tail of structural strength distribution is
not of significant importance, which may not be discerned by experiments because
the sample size is usually limited.
If we consider that the size of the structure domain drop down to zero, the strength
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distribution will become the complimentary CDF of Fη0(λ), leading to a power-law
tail with an exponent mW . In this limiting case, the dimensionality of the analysis
becomes unimportant since the domain shrinks to a point. On contrast, for the large
size limit, the structural strength statistics will be primary governed by the crossing
rate and the size of the structural domain, while the influence of the term Fη0(λ)
becomes negligible.
The key finding of the analysis of this chapter is that the power-law tail behavior
of the structural strength distribution is primarily governed by the left power tail of
the material strength distribution. The exponent of the power tail is mainly deter-
mined by the Weibull modulus of the material strength distribution, which also is
mildly affected by the dimensionality of the analysis and by the randomness of the
stress field. As mentioned earlier, recent studies on statistics of material strength
[23, 18, 67, 17] showed that the power-law tail of material strength distribution stems
from the thermally activated random jumps of the nano-crack tip, which can be math-
ematically described by the transition rate theory. Therefore, we may conclude that
the power-law tail distribution of structural strength is a consequence of the mechan-
ics of thermally activated behavior of nanocracks. By contrast, the flaw statistics
surely influences the overall failure statistics of structures, but does not dictate the
power-law behavior of the tail distribution of structural strength.
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Figure 4.10: Simulated relationship between the crossing rate and the applied nominal
stress: (a) 1-dimensional analysis by using ZW (x), (b) 2-dimensional analysis by
using ZW (x), (c) 3-dimensional analysis by using ZW (x), (d) 1-dimensional analysis
by using ZG(x), (e) 2-dimensional analysis by using ZG(x), and (f) 3-dimensional
analysis by using ZG(x).
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4.6 Conclusions
In this Chapter, the first-passage model is generalized to n−dimensional for the
strength statistics of brittle and quasi-brittle structures. The origin of power-law
tail of strength distribution of brittle and quasi-brittle structures is investigated by
extending the first-passage model to higher dimensions. For 1-dimensional and 2-
dimensional analyses, the predictions of the proposed model are verified by the cor-
responding Monte Carlo simulation results.
The result of the present analysis shows that, the distribution of structural strength
always exhibits a power-law tail behavior regardless of the types of the random stress
field. This suggests the distribution of the flaw sizes does not dictate the power-law
behavior of structural strength distribution.
The exponent of the power-law tail of structural strength distribution is primarily
governed by the Weibull modulus of the distribution of material strength, which is
also mildly affected by the dimensionality of the analysis and the randomness of
the stress field. This indicates that the origin of the power-law tail behavior of the
structural strength distribution is the power-law tail of material strength distribution,
which stems from the thermally activated motion of the nano-crack tip govern by the
transition rate theory.
Chapter 5
Internal Length Scale of Finite
Weakest-Link Model for
Quasi-Brittle Fracture
5.1 Introduction
As discussed in Section 1.3, the finite weakest-link model is able to provide optimum
fitting of measured strength distributions of different types of quasi-brittle structures
[81, 66, 67, 68, 17]. Despite the successful applications of the finite weakest-link
model, the representative volume element (RVE), as the core of the model, remains a
mathematical concept, whose physical interpretation has not been fully understood.
In Section 2.6, we suggested that the RVE size should be related to the autocorrelation
length of the random field that governs material failure. However, the RVE size is
usually determined by optimum fitting of the measured strength distribution, whose
relationship with material properties is still under development. Furthermore, the
experimental strength histogram testing is usually performed on a single specimen
geometry. Therefore, it is unclear whether the RVE size is truly a material property,
or a structural property that is influenced by the loading configuration. Exploring
the relationship between the RVE size and material properties is an essential step to
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advance our understanding of the weakest-link model.
In this chapter, we study the RVE size by matching the size effect curves of the
mean structural strength predicted by the finite weakest-link model and by non-linear
stochastic finite element simulations. The relationship among the RVE size and two
essential material length scales, namely the Irwin characteristic length and the crack
band width, is obtained. We first determine the functional form of RVE size as a
function of both the Irwin characteristic length and the crack band width through
dimensional analysis. The model parameters are calculated through matching the size
effect curves of the finite weakest-link model and the stochastic simulations. For this
purpose, it suffices to consider the size effect curve of the mean structural strength
over the small and intermediate size range. Three different loading configurations are
studied (uniaxial tension, pure bending and three-point-bending) to investigate the
influence of structural geometry on the RVE size.
This chapter is planed as the following manner: Section 5.2 presents the stochastic
finite element modeling approach as well as a dimensional analysis on the relationship
among the RVE size, the Irwin characteristic length and the crack band width; Section
5.3 presents the details for the stochastic finite element simulations that aimed to
obtain the size effect curves of the mean structural strength; Section 5.4 discusses the
relationship between RVE size and the two material length sales.
5.2 Modeling approach and dimensional analysis
From the discussion in Section 1.3, it is clear that the finite weakest-link model
predicts an intricate size effect on the mean structural strength. From Eq. (1.25), the
size effect curve of the mean structural strength can be decribed by a dimensionless
paramter D/l0, where D is the characteristic structural size and l0 is the RVE size.
On the other hand, recent researches show that the size effect curve of the mean
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structural strength predicted by the non-linear material models can be expressed by
another dimensionless number D/lc, where lc = a material characteristic length scale
[23, 67, 69, 17]. Therefore, it is expected that the RVE size l0 must be related to the
length scale lc by matching the mean size effect curves. As will be discussed later, lc is
governed by two basic material length scales, which are the Irwin characteristic length
[28] and the crack band width [27]. This section presents a dimensional analysis, which
leads to a mathematical relationship among the RVE size, the Irwin characteristic
length and the crack band width.
In the analysis of this chapter, the benchmark solution of the size effect curve of
the mean structural strength is obtained from a series of stochastic finite element sim-
ulations, which employs a non-linear material constitutive law based on the isotropic
damage model, together with a spatially random distribution of material properties.
Since our attention is limited to the cases of tensile damage, the simplest constitu-
tive model of this kind is applied, which contains the following material parameters:
Young’s modulus E, Poisson’s ratio ν, tensile strength ft, and fracture energy Gf .
Obviously, the Irwin characteristic length can be expressed as lch = EGf/f
2
t , which
is considered as a measure of the size of the fracture process zone [24]. In addition,
the other important material length scale is the crack band width lw, which is ap-
proximately equal to two to three times the size of material inhomogeneity [15]. A
recent study showed that, in stochastic finite element simulations, the ratio of the
element size to the crack band width plays an important role in the determination
of the distribution of the material’s tensile strength for each Gauss point [70]. In the
later numerical analysis, the element width is set to be equal to the crack band width
so that a fixed CDF of material strength can be applied.
It has been demonstrated that the strength of the structure is directly governed by
the tensile strength and the fracture energy[24, 15, 55, 70]. However, the relationship
and the statistical dependency between the tensile strength and the fracture energy
5.2. Modeling approach and dimensional analysis 129
remains unclear. Commonly speaking, a higher tensile strength corresponds to a
higher fracture energy. Here the random tensile strength and the random fracture
energy are considered to be fully correlated, whose relationship can be described by
the following expression:
ft(x) = η(x)f¯t Gf (x) = [η(x)]
2G¯f (5.1)
where f¯t and G¯f are the input material tensile strength and fracture energy, respec-
tively; η(x) = a random variable whose mean is 1. Eq. (5.1) indicates that the Irwin
characteristic length lch remains a constant for any combination of ft and Gf , i.e.:
lch(x) =
EGf
f 2t
=
Eη2G¯f
η2f¯ 2t
=
EG¯f
f¯ 2t
(5.2)
Obviously, the mean of ft is just f¯t. It is noted that, in the present setting, the mean
value of Gf is related to the input fracture energy G¯f by the following equation
E[Gf ] = E[η
2G¯f ] = E[η
2]G¯f =
(
1 + ω20
)
G¯f = cG¯f (5.3)
where ω0 = coefficient of variation (CoV) of η, and c = 1 + ω
2
0. Correspondingly, the
CoV of Gf is then equal to
√
E[η4]/c2 − 1.
In principle, η(x) exhibits certain sptially autocorrelated features over the struc-
ture domain. However, the physical determination of the autocorrelated features of
material strength still remains a challenge[55, 44]. Since this chapter focuses on the
qualitative relationship between the RVE size and some basic material properties, it
is assumed that the autocorrelation length of η(x) is smaller than the finite element
size so that the η value for each element can be regarded as statistically independent.
Following the aforementioned stochastic finite element model, the mean structural
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strength can be expressed as
σ¯N = Π0(D, lch, lw, f¯t, ω0) (5.4)
We further consider that there exists a single length scale lc governs the mean strength:
σ¯N = Π1(D, lc, f¯t, ω0) (5.5)
From dimensional analysis, it is obvious that lc only depends on lch, lw and ω0. Using
the Buckingham-Π theorem [31, 32], we can obtain that
`c = F (`ch, ω0) (5.6)
where `c = lc/lw and `ch = lch/lw. It may be considered that `ch exhibits an incomplete
self-similarity behavior with a power-law asymptotics [10], which leads to
`c = `
α
chf(ω0) (5.7)
or: lc = l
α
chl
1−α
w f(ω0) (5.8)
where the exponent α generally depends on ω0. Because lc should be a monotonic
increasing function of both lch and lw, α must range from 0 to 1. With Eq. (5.8), Eq.
(5.5) can be rewritten in a dimensionless form:
ςN = φ1(d, ω0) (5.9)
where ςN = σ¯N/f¯t and d = D/lc.
Now consider the mean structural strength yielded by the finite weakest-link
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model. From Eqs. (1.24a), (1.24b) and (1.25), the mean structural strength can
be written as
σ¯N = Π2(D, l0, µG, δG,mW , sw) (5.10)
Since our interesting is limited to the mean strength of structures of small sizes, it
suffices to approximate the strength distribution of the RVE described by Eqs. (1.24a)
and (1.24b), by a Gaussian distribution. Because the Weibull portion is too small to
influence the mean structural strength. As a result, for small-size range, Eq. (5.10)
can be written as
σ¯N = Π3(D, l0, µG, δG) (5.11)
Furthermore, the mean strength of RVE can be considered to be equal to the mean
tensile strength f¯t, and the standard deviation δG of the Gaussian core can replaced
by the CoV of the Gaussian core ωG = δG/µG. The dimensionless form of Eq. (5.11)
can then be written as
ςN = φ2(dl, ωG) = φ2(d/`0, ωG) (5.12)
where dl = D/l0, and `0 = l0/lc. `0 can be considered as the normalized RVE size.
Now we match the size effect curves of the mean structural strength predicted by
the non-linear stochastic simulations and that of the finite weakest-link model over
a range of small and intermediate specimen sizes. Consider the non-linear random
model as a benchmark solution for a size range d ∈ [d1, d2], where d1 = D1/lc and
d2 = D2/lc. The normalized RVE size `0 and CoV ωG of RVE strength can be
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obtained by minimizing the difference of these two size effect curves, i.e.
H(`0, ωG) =
∫ d2
d1
[φ1(d, ω0)− φ2(d/`0, ωG)]2 dd (5.13)
∂H
∂`0
= Φ1(d1, d2, `0, ω0, ωG) = 0 (5.14)
∂H
∂ωG
= Φ2(d1, d2, `0, ω0, ωG) = 0 (5.15)
Given a set of d1 and d2, Eqs. (5.14) and (5.15) lead to the solutions of `0 and ωG
`0 = g(ω0) (5.16a)
ωG = h(ω0) (5.16b)
By substituting Eq. (5.8) into Eq. (5.16a) and rewriting it in the dimensional form,
it is obtained that
l0 = l
α
chl
1−α
w F (ω0) (5.17)
where F (ω0) = f(ω0)g(ω0). Eq. (5.17) indicates that the RVE size depends on both
the Irwin characteristic length lch and the crack band width lw. It is noted that
the relative dominance of these length scales could depend on the CoV of material
strength, as well as on the structure geometry, which will be discussed in Section 5.4.
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5.3 Stochastic computation of size effect on the
mean structural strength
By using the aforementioned approach, the size effect curves of the mean structural
strength for rectangular specimens of depth = D and length = 6D were calculated.
Three loading configurations are considered: 1) uniaxial tension, 2) pure bending, and
3) three-point-bending (shown in Figure 5.1). For each case, a displacement controlled
load is applied. For uniaxial tensile specimens, the horizontal movement of one end
is restrained while the other end is uniformly displaced horizontally by u (Figure 5.1
(a)). For pure bending specimens, one side of the specimen is displaced in horizontal
direction by −ϕy, where y is vertical distance from the central axis of the cross-section
(Figure 5.1 (b)), whereas the other end is fixed. The three-point-bending specimen
is loaded by a mid-span displacement u on the top surface (Figure 5.1 (c)). For each
loading configuration, a range of different specimen sizes is considered, which is: D =
150, 300, 450, 600, 900, 1200 mm. Four-node isoparametric elements with a linear
approximation of the deformation field is used. The element depth is set to be 1/30
of the beam depth, while various values of the width (lw = 25, 30, 45, 50, 75, 90 mm)
are considered to represent different crack band widths. The material has a Young’s
modulus of E = 30 GPa, Poisson’s ratio ν = 0.2, and mean tensile strength f¯t = 3
MPa. Two values of the mean fracture energy (G¯f = 100 and 50 N/m) are considered
, which leads to two different values of the Irwin characteristic length: lch = 333.33
mm and 166.67 mm. A simple isotropic damage model is applied to the stochastic
finite element simulations, i.e.:
σ = (1− ω)D (5.18)
5.3. Stochastic computation of size effect on the mean structural
strength 134
where σ = stress tensor;, = strain tensor; D = elastic stiffness matrix; ω = damage
parameter that ranges from 0 (intact) to 1 (completely damaged). The damage
evolution law is expressed in terms of the equivalent strain [77]:
εeq =
√√√√ 3∑
i=1
ε2i (5.19)
where εi (i = 1, 2, 3) are the principal strains. For the sake of simplicity, a linear
softening damage law is applied[20]:
w =

0 εeq ≤ ft/E
1− ft (2Gf/lw − ftεeq)
εeq (2EGf/lw − f 2t )
ft/E < εeq ≤ 2Γ/ft
1 otherwise
(5.20)
The randomness of the simulation is induced by the random variable η. In princi-
ple, η should follow a Gauss-Weibull grafted distribution (Eqs. (1.24a) and (1.24b)).
However, since our interest is limited to the size effect on the mean structural strength
for small and intermediate size range, it is sufficient to assume that η follows a Gaus-
sian distribution of whose mean equals 1, i.e.:
fη(x) =
1√
2piω0
e−(x−1)
2/2ω20 (5.21)
In order to check the effect of randomness of fracture properties on the size effect on
the mean structural strength, we consider different input CoVs (ω0 = 0.15, 0.20, 0.25, 0.30,
and 0.35). Since it is assumed that the autocorrelation length is smaller than the finite
element size, each value of η is considered as independent. There is a slight chance
(< 1%) of sampling a negative value of η, which is discarded since its influence on
the mean structural strength is minimal.
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The stochastic simulations are performed on the open source software OOFEM [82,
83]. For these three loading configurations, the structural strengths can be defined
using Eqs. (1.18) or (1.19) with the following values of cn: cn = 1 for uniaxial ten-
sile specimens, cn = 6 for bending specimen, and cn = 9 for three-point-bending
specimens, and the thickness b of the specimen is taken as 1 m. For each loading con-
figuration, 100 realizations are generated to obtain the mean structural strength. By
averaging the random simulation results, the size effect curves of the mean structural
strength for each loading configuration and for each CoV value of η are obtained,
which are used to calibrate the finite weakest-link model.
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Figure 5.1: Specimens with three loading configurations:(a) uniaxial tension, (b) pure
bending, and (c) three-point-bending.
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5.4 Results and discussion
5.4.1 Size effect curves determined by stochastic simulations
As mentioned before, the stochastic simulations involve a number of combinations of
the Irwin characteristic length lch, the crack band width lw, and input CoV ω0 of the
random variable η. In this section, we will discuss how these three parameters affect
the behavior of size effect on the mean structural strength, and whether there exists
a single length scale lc that governs this size effect, as proposed in Eq. (5.8).
The size effect curves of the mean structural strength are first presented in terms
of the mean strength versus specimen size. In order to investigate the effect of lw
on the size effect on the mean structural strength, we first group these size effect
curves with the same values of lch and ω0 but different values of lw. It is observed
that these size effect curves have a similar qualitative behavior regardless of the
values of different lch and different ω0. As a demonstration, Figure 5.2 - Figure 5.4
present two groups of the simulated size effect curves of the mean structural strength
(lch = 333.33 mm, ω0 = 0.15 and lch = 333.33 mm, ω0 = 0.25) with respect to all
the three different loading configuration. It is clear that these size effect curves do
not collapse together for different values of lw, indicating lw has an influence on the
mean structural strength. This phenomenon can be explained by the random damage
initiation sites. An increasing number of potential damage initiation sites will lead
to a lower mean strength, which is the essential concept of statistical size effect of
structural strength[76]. Since the total number of potential damage initiation sites
is also influenced by applied stress field (i.e. loading configurations), it is expected
that the influence of lw on the mean structural size would also depend on the stress
field. As shown in Figure 5.2 - Figure 5.4, the foregoing analysis is supported by the
stochastic simulation results from the following three aspects:
• The mean structural strength always decreases with a decreasing lw. This is
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because a smaller lw corresponds with a larger number of potential damage
initiation sites in the specimen, decreasing the mean structural strength.
• The difference between these size effect curves for different lw increases as the
input CoV ω0 increases. The larger value of ω0 implies the higher randomness
of the material fracture property, leading to a lower mean structural strength.
• It is observed that, among the three different loading configuration, the uniaxial
tensile specimens exhibit the strongest effect of lw on the size effect curve of the
mean structural strength, while this effect decreases for bending specimens,
and becomes the weakest for three-point-bending specimens. This is because,
for uniaxial tensile specimens, the possible site of damage initiation location
is evenly distributed on the entire structural domain, whereas for three-point-
bending specimens, the damage initiation location is most likely limited in a
zone around the mid-span of the bottom.
At this point, the length scale lc (Eq. (5.8)) is introduced in order to express the
size effect curve in a dimensionless form (i.e. ςN vs d). As shown in Figure 5.5, for
each input CoV ω0, a certain value of α can be found to collapse the all these size
effect curves onto a single dimensionless size effect curve. The calculation shows that
the function f(ω0) in Eq. (5.8) is approximately equal to one for all f(ω0) and loading
configurations.
Figure 5.6 presents the relationships between α and f(ω0) for the three loading
configurations. It is noted that α measures the relative dominance of lch and lw on
the size effect on the mean structural strength. A larger value of α implies that the
mean structural strength is governed more by the Irwin characteristic length lch than
the crack band width lw. It can be observed that, for each loading configuration, α
decreases with an increasing ω0, which is consistent with the fact that the increasing
of ω0 implies a more significant effect of lw on the mean structural strength. Likewise,
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for a given ω0, the α value is the highest for three-point-bending specimens, followed
by the bending specimens and the uniaxial tensile specimens. From Figure 5.6, it
is observed that the effect of lch on the size effect on the mean structural strength
is much grater than that of lw. This indicates that the non-linear fracture process
governs the mean structural strength, which is in consistence with a well-established
energetic scaling model [19, 15]. On the other hand, the present analysis also reveals
that the size effect on the mean structural strength is also influenced by the crack
band with and the applied stress field (i.e. loading configuration).
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Figure 5.2: Simulated size effect curves of the mean structural strength for uniaxial
tensile specimens: (a) lch = 333.33 mm, ω0 = 0.15; (b) lch = 333.33 mm, ω0 = 0.25.
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Figure 5.3: Simulated size effect curves of the mean structural strength for pure
bending specimens: (a) lch = 333.33 mm, ω0 = 0.15; (b) lch = 333.33 mm, ω0 = 0.25.
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Figure 5.4: Simulated size effect curves of the mean structural strength for three-
point-bending specimens: (a) lch = 333.33 mm, ω0 = 0.15; (b) lch = 333.33 mm,
ω0 = 0.25.
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Figure 5.5: Replot of size effect curves in terms of dimensionless strength ςN = σ¯N/f¯t
and relative size d = D/lc: (a) uniaxial tensile specimens; (b) pure bending specimens;
(c) three-point-bending specimens.
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Figure 5.6: Relationship between parameter α and the input COV ω0.
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5.4.2 Determination of RVE size
Now we match the size effect curves of the mean structural strength calculated
from the stochastic simulations with the corresponding results predicted by the fi-
nite weakest-link model (Eqs. (5.9) and (5.11)), from which the relative RVE size `0
and the CoV of RVE strength ωG can be determined. As indicated by Eq. (5.13), the
range of relative size for the fitting (i.e. d ∈ [d1, d2]) should be determined first. In
the study of this chapter, we choose d1 = 2 and d2 = 4. Figure 5.7 plots the optimum
fitting of the simulated size effect curves of the mean structural strength by the finite
weakest-link model. From Figure 5.7, we can see that, even though d2 = 4 was chosen
for the fitting process, the two models agree reasonably well with each other even for
d2 = 6, which demonstrates that the fitting result will be affected minimally if a
larger value of d2 is used. It is found that, for all the three loading configurations,
the non-linear stochastic simulation predicts a size effect curve bending towards a
horizontal line at the small size asymptote[14, 15]. Such a trend is not observed in
the finite weakest-link model due to the fact that the model is inapplicable when the
specimen size is smaller than one RVE size. Howerver, such a horizontal small-size
asymptote of the size effect on the mean structural strength can be well captured by
the first-passage model [101]. For all the cases, unique solutions for Eqs. (5.14) and
(5.15) are obtained. As a demonstration, Figure 5.8 presents the contour plot of the
value of H (Eq. (5.13)) for ω0 = 0.25, which indicates that uniqueness of the solution.
Figure 5.9 shows the calibrated values of the relative RVE size `0 for all the three
loading configurations and different input CoV ω0. It is seen that the RVE size l0 is on
the same order of the Irwin characteristic length lc. For a given loading configuration,
`0 is a monotonic decreasing function of ω0, which is because the increase of ω0
would increase the randomness of the material strength, weaken the overall structural
strength. On the other hand, for a fixed size structure, a smaller RVE size leads to
more RVEs and more potential failure sites, which also decreases the over structural
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strength. Furthermore, we observe that the decreasing in `0 is less significant for three-
point-bending specimens as compared to uniaxial tensile specimens. This is because
the effect of the input CoV ω0 on the mean strength of three-point-bending specimens
is less pronounced than that on uniaxial tensile specimens due to the significant non-
uniformity of the stress field. From Figure 5.9, it is found that, for a given input CoV
ω0, the relative RVE size `0 strongly depends on the loading configuration. This is
because of the weakest-link model employs the elastic stress field in the calculation
of the material failure probability (1.22), and `0 is calculated such that the finite
weakest-link model would yield the same size effect curve of the mean structural
strength as predicted by non-linear stochastic simulations. As a result, we expect
that the `0 value would depend on the loading configuration or specimen geometry.
In terms of the stress field, it is consider that the bending specimens represent an
intermediate case between the uniaxial tensile specimens and three-point-bending
specimens. Therefore, it is seen that the `0 for bending specimens is bounded between
that of the tensile specimens and the three-point-bending specimens.
Figure 5.10 presents the relationship between the CoV of RVE strength ωG and the
input CoV ω0 for all the three loading configurations. Obviously, ωG is a monotonic
function of ω0. This is also due to the adoption of elastic stress field in the finite
weakest-link model for matching the results of non-linear simulations. As a result, the
ωG values for bending specimens are in between those for uniaxial tensile specimens
and the three-point-bending specimens.
From the foregoing analysis, we show that the RVE size of the finite weakest-
link model can be related to two material length scales, i.e. the Irwin characteristic
length and the crack band width. This relationship (Eq. (5.17)) also depends on the
stress field, which indicates that the RVE size is not a material length scale but a
structural property. It is worthwhile to briefly comment the finite weakest-link model
in view of the present analysis. The finite weakest-link model contains a qualitative
5.4. Results and discussion 147
description of some essential failure mechanisms of quasi-brittle structures, such as
macroscopic damage localization and damage redistribution inside the fracture pro-
cess zone. However, the computation of the structural strength distribution using the
finite weakest-link model is based the elastic stress field, which is unable to quanti-
tatively capture the actual non-linear stress redistribution and damage localization
mechanism. As a result, the RVE size of the finite weakest-link model is a structural
property, because the model employs the elastic stress field rather than the actual
stress field that the structure experiences when failure occur.
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Figure 5.7: Optimum fitting of the dimensionless size effect curves by the finite
weakest-link model: (a) uniaxial tensile specimens, (b) pure bending specimens, (c)
three-point-bending specimens.
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Figure 5.8: Contour plot of the value of function H(`0, ωG): (a) uniaxial tensile
specimens, (b) pure bending specimens, (c) three-point-bending specimens
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Figure 5.9: Relationships between the relative RVE size `0 and the input COV ω0 for
all three loading configurations.
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Figure 5.10: Relationships between the COV of RVE strength ωG and the input COV
ω0 for all three loading configurations.
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5.5 Conclusions
In this chapter, the relationship between the RVE size and two material length scales,
which are the Irwin characteristic length and the crack band width, is investigated.
Through the dimensional analysis, we first determined the functional form of the
RVE size as a function of both the Irwin characteristic length and the crack band
width. By matching the size effect curves of stochastic finite element simulations
and the finite weakest-link model, the relationship among the RVE size, the Irwin
characteristic length and the crack band width are determined quantitatively.
It is shown that the size effect on the mean structural strength is influenced by both
the Irwin characteristic length and the crack band width, and the relative dominance
of these two length scales depends on the loading configuration.
The RVE size is related to both the Irwin characteristic length and the crack band
width, whose relationship depends on the loading configuration. Therefore, the RVE
size is not a material property, but a structural property.
Chapter 6
Conclusions
In this research, two new probabilistic models are proposed for strength distributions
of brittle and quasi-brittle structures. The first model is a continuous probabilistic
model based on first-passage analysis of random fields, which is referred to as the
first-passage model. The model is first formulated using a 1-dimensional description
for the strength statistics of poly-Si MEMS structures, and is later generalized to
higher dimensions for investigating the power-law behavior of strength distribution of
brittle and quasi-brittle materials. The second model is a renewal weakest-link model
for poly-Si MEMS structures. The model considers the random number of potential
failure sites in the specimen. Lastly, the relation between the internal length scale
of the finite weakest-link model and the material properties is studied through the
analysis of the size effect on the mean structural strength. The following conclusions
are drawn based on this study:
(1) The first-passage model is able to realistically incorporate the detailed statisti-
cal information of the random fields of both material strength and applied stress. De-
pending on the specimen geometry and the loading configuration, the failure statistics
of the specimen can be described by either a stationary random field or a uniformly
modulated non-stationary random field. The overall failure risk of the structure can
be evaluated through the first-passage analysis. The model is validated by the com-
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parison with the measured strength distributions of uniaxial tensile poly-Si MEMS
specimens of two gauge lengths.
(2) The first-passage model yields intricate size effects on both the structural
strength distribution and the mean structural strength. It predicts that the struc-
tural strength distribution transits from a non-Weibull distribution with a power-law
tail to a primary Weibull distribution as the structure size increases. Due to the con-
sideration of the autocorrelated features of the random stress field and the random
strength fields, the model is able to yield a horizontal small-size asymptote of the size
effect curve of the mean structural strength. At the large-size limit, the size effect
curve approaches the classical Weibull size effect.
(3) It is demonstrated that the first-passage model is a generalization of the finite
weakest-link model. Compared to the finite weakest-link model, the first-passage
model is able to account for the spatially correlated features of the random applied
stress and the random materials strength. Meanwhile, it is shown that the RVE size of
the weakest-link model is directly related to the autocorrelation length of the random
field governing material failure.
(4) The renewal weakest-link is able to incorporate the detail statistical informa-
tion of the random side-wall geometry of the MEMS structures within the weakest-link
modeling framework. It is shown that the renewal weakest-link model is able to yield
accurate predictions on the strength distributions of specimens of different sizes, using
the same model parameters.
(6) It is shown that the renewal weakest-link model can be approximated by
an equivalent weakest-link model, which relies only on the average number of surface
grooves and the expected reliability function of each groove. This simplification makes
the renewal weakest-link model as computational efficient as the conventional weakest-
link model.
(7) Through the generalized n-dimensional first-passage model, it is shown that,
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regardless of the dimensionality of the analysis and the type of random stress field, the
distribution of structural strength always exhibits a power-law tail, which is consistent
with the observed Weibull strength distribution of large-size structures.
(8) The exponent of the power-law tail of structural strength distribution is pri-
marily governed by the Weibull modulus of the left tail of the material strength,
which is also mildly affected by the dimensionality of the analysis and the applied
stress field. This indicates that the origin of the power-law functional form of the
left tail distribution of structural strength is the thermally activated stress-driven
motion of the nanocrack tip, which can be described by the transition rate theory.
Though the consideration of flaw statistics is necessary for capturing the randomness
of the overall failure statistics, it does not dictate the power-law form of the left tail
of structural strength distribution.
(9) The RVE size of the finite weakest-link model can be determined by matching
the size effect curve of the mean structural strength predicted by the stochastic finite
element simulations and that yielded from the finite weakest-link model. It is showed
that the RVE size is related to both the Irwin characteristic length and the crack
band width, which are two material length scales. The relationship among the RVE
size, the Irwin characteristic length and the crack band width also depends on the
loading configuration (applied stress field). This indicates that the RVE size is a not
a material property, but a structural property.
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