The paper extends earlier work by using the factorisation method to discuss solutions of period four for the difference equation
Introduction
The present paper is an extension of an earlier one [4] in which the motivation for the work was discussed in the first two paragraphs. This followed May [6, 7] who linked the equation
*»+i
=F (x n ) = axl +(1 -a)x n (1.1)
with the phenomenon of frequency-dependent selection in population growth and suggested that it merited further investigation. He noted that the parameter a had to be restricted to an interval 0 < a < 4 to agree with the genetics problem and it will be shown later that the interval 2 < a < 4 suffices for the purposes of this paper. Similarly, we can restrict x n to the interval [-1,1] .
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In the papers cited above, May showed that solutions with period two are available for a > 2, although these solutions are unstable for a > 1 + J5 . Experience with the logistic difference equation suggests that solutions with period four should first appear at a = 1 + \/5 and this is confirmed by the discussion in this paper. As a increases, other families of solutions of period four can be distinguished and it is of interest to determine the critical value of a and the stability interval for each family.
If we refer to a cyclic solution with minimum period four as a C4 solution and write (b x , b 2 = -&2> a n < l s o on -T h e existence of these "mirror image" solutions simplifies the problem for we can assume to begin with that a > 0, where
and we can include appropriate mirror image solutions later.
Iterating equation (1.1) four times gives x n+4 as a polynomial of degree 81 in x n and hence the condition x n + 4 = x n produces a polynomial equation of degree 81. We can write this equation as G(x n ) = x n+4 -x n = 0. However this condition includes solutions with minimum period two (C2 solutions) and the three equilibrium solutions (Cl solutions) as special cases and these special cases contribute a factor of degree 9 to G{x n ). The remaining factor gives an equation H(x n ) = 0, where H is of degree 72 in x n . Solving this equation directly would be a formidable proposition and the aim of the factorisation method is to split the problem into two simpler steps. As the factorisation method has been applied in earlier papers [2, 3, 4] , it will be summarised fairly briefly in this paper.
Section 2 introduces some of the notation that is used later and goes on to discuss a special case where a full solution is possible. Section 3 lists a number of equations which are useful in the general case and Section 4 shows how they can be combined to give the key equation for solving the problem. Section 5 gives an expression for the stability criterion which is then applied to the special case mentioned in Section 2. A result for the case where a = 4 is also included.
In the factorisation method the value of a is used to identify a particular solution and the main problem is to know which values of a are appropriate for a given value of a. The key equation in Section 4 is an eighth degree polynomial whose roots provide the desired values for a. The values of b i to b 4 then come from a quartic equation and Section 6 discusses the solution of this quartic. It is essential to know when it will give real solutions for the elements and in this problem there are special features which make it easier to decide. In effect, the solution of the quartic is achieved by solving two separate quadratics.
Section 7 lists the numerical results that were obtained. This includes the critical values of a at which the different families of solution appear and the upper limits of a for stability in the cases where stable solutions occur.
A. Brown [3] 2. Introductory ideas and a special case 
6) The first of these conditions gives the equilibrium solution b x = 0, which we can ignore, and the second gives It follows that 6 4 Multiplying together these equations gives
If we assume b x b 2 # 0, to avoid an equilibrium solution, we get This means that the solution for /J is not real unless a 2 -2 a -7 s * 0 , that is unless a > 1 + 2\/2~. Thus the critical value for this type of solution is a* = 1 + 2\/2. When a = a*, there is a single solution, with 0 = -(3\/2 )/a*, S = 3/(a*) 2 ,
For a> a*, there are two solutions, one with
where Q = \/(a 2 -2a -7), and the other with + Q replaced by -Q in equations (2.15). It can be checked that these relationships lead to real values for b x and b 2 . The stability of these solutions is discussed later, in Section 5.
It is useful to note that these are the only C4 solutions for which a = 0. If we add the four equations (2.1) we get « = E*m = °Lb? +(1 -a)Zb, = «E*, 3 Either case leads to a C2 or Cl solution. Thus the only C4 solutions which have a = 0 are the special cases considered above.
Additional relationship in the general case
The first step in the factorisation method is to obtain equations which allow /J, Y and 5 to be evaluated for given values of a and a. The basic equations available are equations (2.1) and in obtaining equation (2.16) we have already had an example of how they can be used. In addition we need an equation which allows us to find suitable values of a when a is specified. It turns out that this is a polynomial equation of degree 8 in a 2 and, for a given a, we have to determine the positive real roots of this equation. Each root gives a value of a, which we can take as positive, and from this we get corresponding values of /J, y, S. Finally, the 6, can be determined as the roots of h{x) = * 4 -ax 3 + fix 2 -yx + 8 = 0. (3.1) The laborious part is setting up the required relationships and the equation for a. Once this has been done the computational work is straightforward.
Because equations (2.1) have cyclic symmetry in the elements b { , rather than full permutational symmetry, it is convenient to subdivide /? into two parts, each with cyclic symmetry, and also to use E as a cyclic summation symbol. We can write If we take b 2 = ab\ + (1 -a )^ as our paradigm for equation (2.1) we can obtain the relationships
14)
we multiply all four of the basic equations together, we get hb&by = (M2*3*4)n{rt>i +(1 -a)}, where Fl is used-as a cyclic product symbol. We can take b^jb^ as a nonzero factor (to avoid the equilibrium solution b t = 0) and expand the product on the right-hand side. This gives (3.18)
In the same way, A. Brown [7] and assuming (
By adding equations (3.18) and (3.21)
and it follows that
Other equations are available but we have enough for the moment.
Combining the various relationships
From equation (2.16)
and we can combine this with equations (3.4) and (3.23) to give
From equations (3.5) and (3.22),
and replacing ay and 8 from equations (4.1) and (4.2) leads to
We can obtain a second relationship between fi x and /? 2 by using equations (3.14) and (3.23) in equation (3.6) . This gives
In the same way, combining equations (3.7), (3.13) and (3.15) leads to
Equations (4.4), (4.5) and (4.6) provide three relationships between P l and /? 2 s o it should be possible to eliminate /? x and /3 2 and obtain an equation Unking a with a. From the theory of resultants [1] , this would lead most directly to a 7 x 7 determinant, although a smaller determinant (4 X 4) would be possible [5] Some straightforward algebra, using equations (4.7) to (4.9), produced an equation with 
In the special case considered in Section 2, both a and y are zero, so A = -2/8,
In one family of solutions In the other family of solutions, we have to replace Q by -Q in equations (5.2), (5.3) and (5.4). With this change, the dominant term in dS/dc also shows a change in sign and tends to -oo as c -> 2/1 from above. On the other hand, for a = 4 we again have S = 81 and dS/dc is now 648, which suggests that S decreases to a minimum value between c = 2\fl and c = 3 and then increases rapidly after the minimum. Numerical evidence confirms this and suggests that the minimum is zero (as happened with one family of C2 solutions). To check on this, put c = (2v^)cosh u and take u = 0 as corresponding to c = 2\fl, with A result which does not arise from equation (5.1) but which relates to stability is that for 0 < a < 2 and |JC O | < 1 all solutions of equation (1.1) converge to zero as n -» 00. For 0 < a < 1 this global property is fairly obvious, since convergence is from one side only. For 1 < a < 2, x n and x n+l can have opposite signs but for 0 < Kl < 1 /•" = x n + l /*" = ax 3 , do not imply that b x is the largest root. However, once the roots are known it is easy to arrange them in a suitable order.
Numerical results
The numerical work was carried out on a Univac 1100 computer, using double precision. An outline of the steps involved is given at the end of Section 4 and equations for b r , b 2 shall call Y 4 , could be followed throughout the interval 2 < a < 4. Two additional roots appeared between a = 3.55 and a = 3.6 and a smaller root came in about 3.85. Finally, four larger roots appeared, in pairs, between a = 3.95 and a = 4.0. For a = 4, all eight roots were recorded and they agreed with the values expected from the trigonometrical solutions. The occurrence of a single root for a polynomial of even degree, as recorded for 2 < a < 3.55, looked a little bit strange but in fact it was accompanied by a negative root which we can label Y v For a = 2, Y 1 was -2.68 and it increased smoothly with a, passing through zero around a -3.85 and being identified after that as a small positive root. We can think of Y l and y 4 as a pair of roots which occur throughout the interval [2, 4] even although Y t is negative for part of this range and hence of no interest as far as real C4 solutions are concerned. Indeed it turns out that the Y 4 root does not always give real solutions either and it is this property which saves us from having C4 solutions for a < 1 + y/5~.
Apart from these families of roots, there were indications of an isolated zero at a = 2.535, Y = 6.354. Regarded as a function of two variables, M(Y, a) has a minimum in this area and it appeared that the minimum was zero. This was checked more carefully and values of M were obtained which were zero to 9 or 10 decimal places. The smallest value recorded on the computer print-outs was -1 X 1 0 " u for a = The Y 2 and Y, roots have a maximum of M between them (for a given value of a) and the critical value, a*, occurs when this maximum is zero and Y 2 , Y 3 coincide. For a > a*, the C4 solutions are real, with S = 1 at a = a*. As a increases, 5 decreases for the y 3 family of solutions and there is a small interval within which the solutions are stable. For the Y 2 family of solutions, 5 increases with a and the C4 solutions are unstable for a > a*.
For the Y 5 and Y 6 roots the pattern is similar. For a given value of a, there is a minimum of M between them and the critical value occurs when the minimum is zero. The Y-j and y g roots also come in as a pair, with a minimum of M between the two roots. At the critical value of a, the two roots coincide and 5 = 1. Each root leads to a real C4 solution. For the Y s solutions, 5 decreases as a increases and there is a small stability interval. For the Y 7 solutions, 5 increases with a and the solutions are unstable.
The appropriate values of a* and a** are listed in Table 1 . It will be seen that the largest stability interval has a width of 0.052, which gives a very sharp decrease in width compared with the largest interval for C2 solutions. The table also gives some information for the solutions which correspond to a = 4. 
