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THE STRUCTURE OF SCHMIDT SUBSPACES OF HANKEL
OPERATORS: A SHORT PROOF
ALEXANDER PUSHNITSKI AND PATRICK GE´RARD
Abstract. We give a short proof of the main result of [2]: every Schmidt sub-
space of a Hankel operator is the image of a model space by an isometric multi-
plier. This class of subspaces is closely related to nearly S∗-invariant subspaces,
and our proof uses Hitt’s theorem on the structure of such subspaces. We also
give a formula for the action of a Hankel operator on its Schmidt subspace.
1. Introduction and main result
1.1. Hankel operators. Let H2 ⊂ L2(T) be the standard Hardy space of the
unit disk, and let P be the orthogonal projection onto H2 in L2(T). For a symbol
u ∈ BMOA(T), we define the Hankel operator Hu acting on H
2 by
Huf = P (uf), f ∈ H
2. (1.1)
Thus, Hu is an anti-linear operator. Denoting by (·, ·) the standard inner product
in H2, we have
(Huz
n, zm) = (P (uzn), zm) = (uzn, zm) = (u, zm+n) = û(n +m),
where n,m ≥ 0 and û(·) are the Fourier coefficients of u. Thus, Hu is the anti-
linear realisation of the Hankel matrix {û(n+m)}n,m≥0 in the Hardy class H
2. In
Section 1.5 we recall the relation of Hu to a linear realisation of the Hankel matrix
in H2.
Our aim is to describe the Schmidt subspaces
EHu(s) := Ker(H
2
u − s
2I), s > 0,
as a class of subspaces in H2. Since Hu commutes with H
2
u, we see that EHu(s)
is an invariant subspace for Hu (this is one of the advantages of working with
the anti-linear realisation Hu). We give the formula for the action of Hu on this
subspace.
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1.2. Model spaces and isometric multipliers. For an inner function θ on the
unit disk we use the standard notation
Kθ = H
2 ∩ (θH2)⊥
for the corresponding model space. A convenient equivalent description of Kθ is
h ∈ Kθ ⇔ h ∈ H
2 and zθh ∈ H2. (1.2)
Observe that for h ∈ Kθ, the combination zθh is again in Kθ.
As usual, we denote by Sf(z) = zf(z) the shift operator in H2 and S∗ is
the adjoint of S in H2. Recall that the significance of model spaces stems from
Beurling’s theorem which implies that a proper subspace of H2 is invariant under
S∗ if and only if it is a model space.
If p is an analytic function in the unit disk, we will say that p is an isometric
multiplier on Kθ, if for every f ∈ Kθ we have pf ∈ H
2 and ‖pf‖ = ‖f‖. In this
case we denote
pKθ := {pf : f ∈ Kθ} .
We note that for a subspace pKθ ⊂ H
2, the choice of the parameters p and θ in this
representation is not unique. One can multiply p and θ by arbitrary unimodular
constants and one can also perform Frostman shifts on pKθ, see Section 2.1 for
the details.
1.3. Main result and discussion.
Theorem 1.1. [2] Let Hu be a bounded Hankel operator (1.1) in H
2. Every non-
trivial Schmidt subspace EHu(s), s > 0, is of the form pKθ, where θ is an inner
function and p is an isometric multiplier on Kθ. Moreover, there exists a unimod-
ular constant eiϕ such that the action of Hu on this subspace is given by
Hu(ph) = se
iϕpzθh, h ∈ Kθ . (1.3)
Remarks:
1. By (1.2), the combination zθh in (1.3) is in H2; in fact, it is in Kθ.
2. The constant eiϕ depends on the choice of the parameters p, θ in the represen-
tation EHu(s) = pKθ. In particular, by choosing a unimodular constant in the
definition of p and θ, one can achieve eiϕ = 1 in (1.3).
3. For an inner function θ, consider the Hankel operator HS∗θ. It is not difficult to
see that
RanHS∗θ = EHS∗θ(1) = Kθ
and the action of HS∗θ on Kθ is given by the anti-linear involution
HS∗θh = zθh, h ∈ Kθ .
Comparing with Theorem 1.1, we see that such Hankel operators can be re-
garded as the “simplest” ones from the point of view of our analysis: they have
only one non-trivial Schmidt subspace and one can choose p = 1. Here and in
what follows, 1 is the function identically equal to 1 in H2.
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4. Denoting by Tp the Toeplitz operator with the symbol p (which in this case, by
the analyticity of p, coincides with the operator of multiplication by p), we can
rewrite formula (1.3) as
HuTp = se
iϕTpHS∗θ on Kθ.
5. In [2], formula (1.3) was discussed only in the case θ(0) = 0. This case is
important because condition θ(0) = 0 is equivalent to 1 ∈ Kθ and thus to
p ∈ pKθ. In fact, in this case for every h ∈ Kθ we have
(ph, p(0)p) = p(0)(ph, p) = p(0)(h,1) = p(0)h(0) = (ph,1), (1.4)
and therefore p(0)p is the orthogonal projection of 1 onto the subspace pKθ.
6. There seems to be a close analogy between Theorem 1.1 and the structure of
Toeplitz eigenspaces. Let v ∈ L∞(T) and let Tv be the Toeplitz operator with
the symbol v. Then (see [3]) all eigenspaces of Tv have the form pKθ. In fact,
Toeplitz operators and operators of the form H2u satisfy similar commutation
relations, see Remark 2.2 below.
1.4. Hitt’s theorem. A closed subspace M ⊂ H2 is called nearly S∗-invariant,
if M 6⊥ 1 and
f ∈M, f ⊥ 1 ⇒ S∗f ∈M. (1.5)
The proof of Theorem 1.1 given in the present paper relies on the following fun-
damental result by D. Hitt [4] (see also [5]).
Theorem 1.2. [4] Let M ⊂ H2 be a non-trivial nearly S∗-invariant subspace.
Then M = pN , where N ⊂ H2 is an S∗-invariant subspace and p is an isometric
multiplier on N .
By Beurling’s theorem, N is either a model space or N = H2; in the second case
p must be an inner function.
A partial converse of Hitt’s theorem is obvious: if p is an isometric multiplier
on an S∗-invariant subspace N , and p(0) 6= 0 (i.e. p 6⊥ 1), then pN is nearly
S∗-invariant. However, if p(0) = 0, then pN is not nearly S∗-invariant.
Hitt’s theorem seems to be closely related to Theorem 1.1. However, in [2] the
authors were unable to use Hitt’s theorem directly (even though its key ideas were
used in the proof). The reason for this is that the Schmidt subspaces EHu(s) are
not necessarily nearly S∗-invariant! Indeed, the weight p in the representation
EHu(s) = pKθ may vanish at zero (see e.g. Example in [2, Section 6]).
This obstacle is overcome in the present paper through the use of conformal
mapping. More precisely, our plan of the proof is as follows. At the first step
we consider the case EHu(s) 6⊥ 1. We prove that in this case EHu(s) is nearly
S∗-invariant and use Hitt’s theorem to obtain the representation EHu(s) = pKθ.
Some additional algebra yields the formula for the action of Hu.
At the second step we consider the case EHu(s) ⊥ 1. We choose a point α in the
unit disk such that α is not a common zero of all elements of EHu(s). We then use
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a Mo¨bius map µ sending α to 0 and consider the associated unitary operator Uµ on
H2. It is easy to check that UµEHu(s) is a Schmidt subspace of another bounded
Hankel operator Hw and that the point 0 is not a common zero of all elements of
EHw(s), i.e. EHw(s) 6⊥ 1. This reduces the problem to the one considered at the
first step of the proof.
The proofs of this paper are self-contained, apart from the reliance on Hitt’s
theorem. It is informed by the intuition coming from [2], and in fact we reproduce
some simple elements of the argument of [2].
1.5. Linear Hankel operators. Here we rewrite Theorem 1.1 in terms of lin-
ear (rather than anti-linear) Hankel operators on the Hardy space. We follow [2,
Appendix] almost verbatim. Let J be the linear involution in L2(T),
Jf(z) = f(z), z ∈ T,
and let C be the anti-linear involution in H2,
Cf(z) = f(z), z ∈ T.
For a symbol u ∈ BMOA(T), let us define the linear Hankel operator Gu in H
2 by
Guf = P (u · Jf), f ∈ H
2.
We have
Gu = HuC, G
∗
u = CHu,
and so from Theorem 1.1 we obtain
Theorem 1.3. Let s be a singular value of Gu. Then there exists an inner function
θ and an isometric multiplier p on Kθ such that
Ker(G∗uGu − s
2I) = C(pKθ),
Ker(GuG
∗
u − s
2I) = pKθ.
The action
Gu : Ker(G
∗
uGu − s
2I)→ Ker(GuG
∗
u − s
2I)
is given by
GuC(pf) = spθf, f ∈ Kθ.
1.6. Acknowledgements. The authors are grateful to V. Kapustin for useful
discussions.
2. The case EHu(s) 6⊥ 1
2.1. Frostman shifts. Let θ be an inner function; then (see e.g. [1, Theorem 10])
for any |α| < 1 one has
Kθ = gαKθα,
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where
θα(z) =
α− θ(z)
1− αθ(z)
, gα(z) =
1− αθ(z)√
1− |α|2
, (2.1)
and gα is an isometric multiplier on Kθα.
It follows that if p is an isometric multiplier on Kθ, then
pKθ = pgαKθα , (2.2)
where pgα is an isometric multiplier on Kθα. Conversely, if
pKθ = p˜Kθ˜,
where p is an isometric multiplier on Kθ and p˜ is an isometric multiplier on Kθ˜,
then, again by [1, Theorem 10],
p˜ = c1pgα, θ˜ = c2θα,
where α ∈ D and c1, c2 are unimodular complex numbers.
2.2. Some algebra of model spaces.
Lemma 2.1. Let θ be an inner function in the unit disk. Then
S∗(Kθ ∩ 1
⊥) = Kθ ∩ (S
∗θ)⊥.
Proof. It suffices to prove the identity
Kθ ∩ 1
⊥ = S(Kθ ∩ (S
∗θ)⊥).
Let h ∈ Kθ ∩ 1
⊥. Write h = Sg, with g = S∗h ∈ Kθ. Then
(g, S∗θ) = (Sg, θ) = (h, θ) = 0,
and so g ∈ Kθ ∩ (S
∗θ)⊥. Conversely, let g ∈ Kθ ∩ (S
∗θ)⊥. Write any f ∈ H2 as
f = c1 + Sw, w ∈ H2; then
(Sg, θf) = c(Sg, θ) + (Sg, θSw) = c(g, S∗θ) + (g, θw) = 0,
and so Sg ∈ Kθ. Clearly, Sg ⊥ 1, and so Sg ∈ Kθ ∩ 1
⊥. 
2.3. Some identities for Hu. Hankel operators Hu satisfy the key identity
S∗Hu = HuS; (2.3)
in fact, this identity characterises the class of all Hankel operators. Recalling that
SS∗ = I − (·,1)1,
from (2.3) and from u = Hu1 one obtains
S∗H2uS = H
2
u − (·, u)u. (2.4)
Multiplying (2.4) by S∗ on the right and rearranging, we arrive at
S∗H2u −H
2
uS
∗ = (·,1)S∗Huu− (·, Su)u. (2.5)
6 ALEXANDER PUSHNITSKI AND PATRICK GE´RARD
This relation is key to checking the definition (1.5) of nearly S∗-invariance. Finally,
it is straightforward to check that Hu satisfies
(Huf, g) = (Hug, f), f, g ∈ H
2. (2.6)
Remark 2.2. Observe that Toeplitz operators Tv on H
2 satisfy the commutation
relation
S∗TvS = Tv ;
formula (2.4) can be viewed as a rank one perturbation of this relation.
2.4. Proof of the representation EHu(s) = pKθ in the case EHu(s) 6⊥ 1. Here
we assume that EHu(s) 6⊥ 1 and prove the first part of Theorem 1.1.
1) For f ∈ EHu(s) ∩ 1
⊥ and g ∈ EHu(s) we have
(S∗H2uf, g)− (H
2
uS
∗f, g) = s2(S∗f, g)− (S∗f,H2ug) = s
2(S∗f, g)− s2(S∗f, g) = 0
and therefore, by (2.5),
(f, Su)(u, g) = 0.
By assumption, there exists an element h ∈ EHu(s) with (h,1) 6= 0. Take g = Huh;
then, using (2.6),
(u, g) = (Hu1, g) = (Hug,1) = (H
2
uh,1) = s
2(h,1) 6= 0,
and so (f, Su) = (S∗f, u) = 0. Now applying (2.5) to f , we find
(H2u − s
2I)S∗f = 0,
i.e. S∗f ∈ EHu(s). Putting this together, we see that we have checked the inclusion
S∗(EHu(s) ∩ 1
⊥) ⊂ EHu(s) ∩ u
⊥. (2.7)
2) By Hitt’s theorem, EHu(s) = pN , where p is an isometric multiplier on N and
N is either a model space or N = H2; we need to eliminate the second possibility.
Suppose N = H2. Since by assumption EHu(s) 6⊥ 1, we see that p(0) 6= 0. Then
pH2 ∩ 1⊥ = zpH2.
It follows that
S∗(pH2 ∩ 1⊥) = pH2.
Comparing with (2.7), we conclude that u ⊥ EHu(s). Then for any h ∈ EHu(s),
s2(h,1) = (H2uh,1) = (Hu1, Huh) = (u,Huh) = 0,
and so EHu(s) ⊥ 1, contrary to our assumption.
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2.5. Proof of (1.3) in the case EHu(s) 6⊥ 1. Here we assume EHu(s) 6⊥ 1 and
prove formula (1.3) for the action of Hu on EHu(s) = pKθ.
1) Let us first assume that θ(0) = 0; then 1 ∈ Kθ, p ∈ pKθ and by (1.4)
the element p(0)p is the orthogonal projection of 1 onto pKθ. Next, let us be the
orthogonal projection of u onto EHu(s). Since Hu commutes with H
2
u, and therefore
with the operator of the orthogonal projection onto EHu(s), we see that
us = Hu(p(0)p) = p(0)Hup. (2.8)
Further, by (2.7), we have
S∗(pKθ ∩ p
⊥) ⊂ pKθ ∩ u
⊥
s . (2.9)
Using Lemma 2.1,
S∗(pKθ∩p
⊥) = S∗(p(Kθ∩1
⊥)) = pS∗(Kθ∩1
⊥) = p(Kθ∩(S
∗θ)⊥) = pKθ∩(pS
∗θ)⊥.
Comparing this with (2.9), we obtain
us = cpS
∗θ (2.10)
with some constant c. Putting this together with (2.8), we get
Hup =
c
p(0)
pS∗θ. (2.11)
In order to evaluate c, let us compute the norms on both sides of (2.10):
‖us‖
2 = ‖p(0)Hup‖
2 = |p(0)|2(H2up, p) = s
2|p(0)|2(1,1) = s2|p(0)|2,
‖cpS∗θ‖ = |c|‖pS∗θ‖ = |c|‖S∗θ‖ = |c|‖zθ‖ = |c|.
It follows that |c| = s|p(0)|. Substituting this into (2.11), we obtain
Hup = se
iϕpzθ
with some unimodular complex number eiϕ. This is exactly the required formula
(1.3) for h = 1. From here we easily get formula (1.3) for a general h ∈ Kθ:
Hu(ph) = P (hup) = P (hP (up)) = P (hHup) = se
iϕP (hpzθ) = seiϕhpzθ.
2) Now let EHu(s) = pKθ, with θ(0) 6= 0. Choose α = θ(0) and write
pKθ = pgαKθα
according to (2.2). Since θα(0) = 0, by the previous step of the proof we have
Hu(pgαh) = se
iϕzpgαθαh, h ∈ Kθα.
Directly from the definitions (2.1) one has
gαθα = −θgα,
and so, denoting gαh = v ∈ Kθ, we obtain
Hu(pv) = −se
iϕzθv, v ∈ Kθ,
as required.
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
3. The case EHu(s) ⊥ 1
3.1. Conformal maps. For α ∈ D, let µ : D→ D be the conformal map
µ(z) =
α− z
1− αz
,
and consider the corresponding unitary operator on the Hardy class,
Uµf(z) =
√
1− |α|2
1− αz
f(µ(z)), z ∈ D.
Observe that µ is an involution, µ ◦ µ = id and U2µ = I.
Lemma 3.1. Let Uµ be as defined above, and let u ∈ BMOA(T). Then
UµHuUµ = Hw, where w = −S
∗((Su) ◦ µ).
Proof. Computing the Jacobian of the change of variable eit 7→ µ(eit) on the unit
circle, we get for h1, h2 ∈ H
2
(Huh1, h2) = (u, h1h2) = (u ◦ µ, (h1 ◦ µ)(h2 ◦ µ)
1−|α|2
|1−αz|2
).
Writing for |z| = 1
1− |α|2
|1− αz|2
= −


√
1− |α|2
1− αz


2
(zµ(z)),
we get
(Huh1, h2) = −
(
zµ(z)u ◦ µ, (Uµh1)(Uµh2)
)
=
(
w, (Uµh1)(Uµh2)
)
= (HwUµh1, Uµh2) = (UµHwUµh1, h2). 
Lemma 3.2. Let θ be an inner function and let p be an isometric multiplier on
Kθ. Then Uµ(pKθ) = (p ◦ µ)Kθ◦µ, and p ◦ µ is an isometric multiplier on Kθ◦µ.
Proof. Clearly, Uµ(pKθ) = (p ◦ µ)Uµ(Kθ). Also, Uµ(θH
2) = (θ ◦ µ)H2 and so
UµKθ = Kθ◦µ. 
3.2. Proof of Theorem 1.1 in the case EHu(s) ⊥ 1. Let us choose α ∈ D which
is not a common zero of all elements of EHu(s). Consider the conformal map µ
and the unitary operator Uµ corresponding to this point α. By the choice of α, the
point z = 0 is not a common zero for UµEHu(s), i.e. UµEHu(s) 6⊥ 1. Moreover, by
Lemma 3.1, the latter subspace is a Schmidt subspace of a Hankel operator Hw,
UµEHu(s) = Ker(UµH
2
uUµ − s
2I) = EHw(s) .
Thus, by the already proven case of Theorem 1.1, applied to Hw, we obtain that
EHw(s) = pKθ,
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where p is an isometric multiplier on Kθ, and that Hw acts on EHw(s) according
to the formula (1.3):
Hw(ph) = se
iϕpzθh, h ∈ Kθ. (3.1)
By Lemma 3.2 we obtain
EHu(s) = UµEHw(s) = Uµ(pKθ) = (p ◦ µ)Kθ◦µ ,
which proves the first part of the theorem. It remains to check formula (1.3) for
the action of Hu.
Denote Uµh = v ∈ Kθ◦µ. Let us apply Uµ on both sides of (3.1). For the left
hand side, we have
UµHw(ph) = UµHw(pUµv) = UµHwUµ((p ◦ µ)v) = Hu((p ◦ µ)v).
For the right hand side, we have
Uµ(se
iϕpzθh) = seiϕ(p ◦ µ)(θ ◦ µ)Uµ(zh).
By the definition of Uµ,
Uµ(zh) =
√
1− |α|2
1− αz
µ(z)h(µ(z)) =
√
1− |α|2
1− αz
α− z
1− αz
h(µ(z))
= −z
√
1− |α|2
1− αz
1− αz
1− αz
h(µ(z)) = −zUµh .
Putting this together, we obtain
Hu((p ◦ µ)v) = −se
iϕ(p ◦ µ)z(θ ◦ µ)v,
for all v ∈ Kθ◦µ. This is the required formula (1.3).
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