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Abstract 
We define the kernel of a relational morphism of finite or infinite, faithful or non-faithful trans- 
formation semigroups. We prove the covering lemma for transformation semigroups, and a wreath 
product embedding theorem in terms of this kernel. Applications easily obtained using this new 
language include a global embedding theorem for right simple semigroups without idempotents. 
a proof of the Krohn-Rhodes theorem, and some results about transformation groups. 
1. Introduction 
In 1987, Tilson published his Derived Category Theorem paper [lo] which defines 
the kernel of a monoid (or semigroup) morphism. This kernel of a morphism turns 
out to be a small category, and wreathing to the image any monoid that the kernel 
divides (in Tilson’s sense, which allows a small category to divide a monoid) allows 
one to “undo” the morphism (up to division). In this paper we present a somewhat 
tighter, but analogous, construction of the kernel for morphisms - and, more generally, 
relations ~ of transformation semigroups. The need for such a theorem was mentioned 
in [l], and a primitive precursor (for right congruences on monoids ~ or equivalently. 
single orbit transformation monoids) appeared in [6]. 
By carrying the additional representation of a semigroup action, we are able to 
prove that in the case of faithful (X, 5’): Given a [rrlutionul] morphism R from (X, S) 
to (Y. T): The transformation semigroup (X,S) is emulated by (i.e. covered by, 01 
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divides) (Z, U) o (Y, T) inducing R if and only if (Z, U) “computes” the kernel of the 
[relationall morphism. (See below for precise definitions.) 
We also prove an Embedding Computation Theorem, which describes how to undo 
a surjective morphism to obtain an embedding of the morphism’s domain into a wreath 
product with the morphism’s target. 
These results apply to both finite and infinite transformation semigroups. They make 
it easy for us to give, in the applications section of this paper, “one-page” proofs of 
the Krohn-Rhodes Theorem, a sharper Lagrange coordinatization for groups, and a 
global embedding theorem for idempotent-free right simple semigroups (inspired by 
a construction of M. Teissier). 
2. Definitions 
A transformation semigroup (X,S) consists of a set X of states and a semigroup S 
acting on the right of X. (X,S) is said to be @thjiil if 
(Vx E x,x s = x . s’) =+ s = s’. 
The wreath product of transformation semigroups (X, S) and (Y, T) is a transformation 
semigroup with states X x Y and semigroup S’ ><I T, which consists of mappings f 
(on X x Y under composition as the associative operation) of the form 
(4 .Y)f = (x . f(Y)> Y . t), 
where 7 is a function from Y to S and t is an element of T, both determined by f. 
It is easily checked that the wreath product operation is associative on the class of 
transformation semigroups, and preserves faithfulness. 
For any set Z, let P*(Z) be the set of its non-empty subsets. A relational morphism 
R : (X,S) 4 (Y, T) is a pair of functions 0~ : X + P*(Y) and (PR : S --f P*(T) 
satisfying for all x E X and s E S: 
y E e(x), t E q(s) =+ y t E e(x 5). (1) 
One can naturally view ti as a subset of X x Y and 40 as a subset of S x T, hence the 
name “relational”. We can compose relations in the usual way, yielding the composite 
of relational morphisms as the componentwise composite of relations. Namely, the 
composite RR’ of relations R and R’ is the smallest relation satisfying: a&’ and x’R’x” 
imply xRR’x”. Also it becomes natural to rewrite condition (1) as 6) . cp C 8. 
We call R surjective if Y = UxEX 0(x) and T = USES q(s). We call R injective if 
(3(x) n 0(x’) # 0 implies x = x’ and the analogous condition also holds for cp. 
An injective relational morphism is also called an emulation or covering since it 
shows how to use (Y, T) to emulate the computation of (X,S). Namely, lifting a state 
x E X to any y E Q(x) and lifting a transformation s E S to any t E O(s), we can 
compute x . s as follows. By definition of relational morphism y t lies in 0(x . s), but 
C.L. Nehanivl Journal of Pure and Applied Algebra 107 (1996) 7547 77 
by injectivity in no other 0(x’). Hence x . s is the unique element of X for which y . t 
is a lift. This means that (Y, r) is computationally at least as powerful as (X,S). Any 
computation that can be done using (X,S) can be carried out using (Y, T) via lifts 
given by the covering morphism R. We then say that (Y, T) covers or (in computer 
science terminology) emulates (X, S). 
In the literature, one sees the notation for covering (X,S) < (Y, r), which is pro- 
nounced “excess divides why tea”, and one calls the covering relational morphism a 
division. 
Notice that relational morphism is a generalization of morphism of transformation 
semigroups, which is a pair of functions 0 : X --+ Y and cp : S + T such that 
O(x) . q(s) = 0(x . s) always holds and such that cp is a semigroup morphism. Nat- 
urally, a morphism can be regarded as a relational morphism by putting set brackets 
around image elements. A morphism is an embedding if its component functions are 
injective. 
The reader should immediately verify the following easy facts: 
Fact 1. (a) A morphism of transformation semigroups is a relational morphism. 
(b) Zf R is a surjective relational morphism, then so is R-‘. 
(c) The composite of relational morphisms is a relational morphism. 
(d) An embedding or the inverse of a surjective morphism is a division. 
Relational morphisms are intimately related with the wreath product decomposition 
theory of transformation semigroups. 
Fact 2. If (X,S) divides (Z, U) o (Y, T), then lifting to (Z, U) o (Y, T) followed bJ 
projection to (Y, T) is a relational morphism from (X, S) to (Y, T). 
Proof. The division is a relational morphism. Projection is a morphism. Hence their 
composite is a relational morphism by Fact l(a) and (c) above. 0 
Remark concerning definitions. In the literature it has also often been required that all 
transformation semigroups are faithful and that, for (0, cp) to be a relational morphism, 
cp be a relational morphism of semigroups, that is: for all s,s’ E S, cp(s)cp(s’) s ~(ss’). 
(By the way, an injective relational morphism of semigroups with the latter condition 
is called a division of semigroups.) 
In this paper, we adopt more general notions of relational morphism and division for 
transformation semigroups that do not require these extra conditions. Given a relational 
morphism (according to our definition), one can extend cp to ~$3 by setting @J(S) = 
{t, . ..tn : n 2 1, ti E Cp(si), where si . . .s, = s}. Then it follows (O,Q) is a relational 
morphism in the old sense. If (0, cp) is a division (in our sense), then observe: if 
q(s) n rp(s’) = 8, but Q(s) n @(s’) # 8, then it follows from injectivity of 8 that 
x. s = x . s’ for all x E X. Hence for faithful (X, S), one would have s = s’. Therefore, 
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for a division in our sense with (X,S) faithful, one has a canonically constructed 
division (0, $) in the old sense. Clearly, if ((3, cp) is a relational morphism in the old 
sense then @ = cp. Thus nothing is lost in using the new definitions. 
3. The kernel of a relational morphism 
The kernel DR of a relational morphism R : (X, S) 4 (Y, r) of transformation semi- 
groups is a structure with two types of objects, sets and arrows. Precisely, DR consists 
of (1) the indexed collection of sets 8-‘(y) as y ranges through the image of 8, and 
(2) collections of arrows Arry,f of the form [y,s, t], where y E Im 8, t E q(s). 
We identify two arrows if they have the same coordinates except possibly the second 
one just in case they induce the same mapping: 
[Y, s, tl = b’, s’, t’l iff y = y’, t = t’ and x. s = .x. s’ for all x E K’(y). 
(2) 
Observe that DR is naturally a set with partial transformations: The pairs (x, y) 
related by 8 are states and elements of Im 0 x rp (with the identifications) are the partial 
transformations. More precisely, DR may be naturally viewed as the set of states (x,y) 
where x E 13-‘(y) and partial transformations [y’, S, t] such that (x, JJ) . [y’, s, t] equals 
(x . s, y t) when y = y’ but is otherwise not defined. ’ 
4. The Covering Lemma 
Let R be a relational morphism as above. Let a transformation semigroup (Z, U) be 
given along with the following data: 
(1) Lifting and injectiuity on states: Injective relations wy : 0-‘(y) ---f P*(Z) for 
each y E Im 8. (NB: For distinct y, y’ E Y with K’(y) = &‘(y’), we are allowed to 
have wy # wlj. ) 
(2) Lifting on arrows: For y E Im 8, t E Im 40, relations w~“,~ : ArrY,t + P*(U) 
(where ArrY,f is the set of arrows [y,s, t] of DR). That is, for t E d(s), we have 
0 # Wy,t([Y?% tl) s u. 
(Note: we may suppress the subscripts of w~,~ when an argument is present.) 
(3) Separation property: For each pair of distinct elements s,s’ in S, 
t E cp(s)ncp(s’) + 3~ E ImQ, Wy,t([y,s’,tl)nw,,([y,s,tl) =0. 
(4) Compatible mapping: For all y E Im 0, t E Im cp, s E q-‘(t), 
wy(x) . WJJ,dY,S, tl) c wy.& . s). 
’ For (X,S) and (Y, T) such that X = S and Y = 7’ are both monoids, and 0 = q with q( 1) = 1, it follows 
that q is a morphism and the kernel DR can naturally be identified with the derived category of Tilson [lo]. 
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We then say that (Z, U) computes the kernel of R via the labelling w. 
(3’) Injectivity on arrows: The relations w~,~ : Arr,, + P*(U) are injective. 
The condition (3’) implies condition (3) above if (X,S) is faithful: 
Proposition 3. Suppose (X,S) is faithful, and let w satisfy the dejinition of computa- 
tion except possibly the separation property. Then injectivity on arrows implies the 
separation property. 
Proof. Given s # s’ in S and t E q(s) n cp(s’). By faithfulness, there is an x with 
x. s # x. s’. Let y E Q(x). Notice that existence of x implies [y,s, t] # [y,s’, t]. By the 
mapping condition, 
w,(x) W,,([Y,S, tl> !G W.v& .s) 
and 
w&) . Wy,t([Y,S’A) c wy.& .s’>. 
From injectivity of w,?.~ and x. s # x. s’, we know w,&x .s) f’ w~+(x. s’) = 0. It follows 
that w,,,([Y,s, 4) n wy,t([y,s’, tl> = 0. 0 
Theorem 4 (Covering Lemma). I. Let R be a relational morphism (X,S) U (Y, T) 
and let (Z, U) compute DR via a labelling w. Then we construct a covering 
(X,S) + (Z,U)o(Y,T). 
Moreover, R is the composite of the covering and projection to (Y, T). 
II. Let (X,S) be faithful. If (X,S) divides (Z, U) o (Y, T), then the relational mor- 
phism R obtained by composing the division with the projection onto (Y, T) has kernel 
DR computed by (Z, U). 
Proof. I: Let R = (0, cp) : (X,S) a (Y, T) be a relational morphism whose kernel DR 
is computed by w. We define a covering morphism as follows: 
t/Q) = ((6 Y) 6 z x y : z E w,v(x), y E Q(x)), (3) 
P(S) = {(.f,t) E uy x T : t E cp(s), VY E ImR f(y) E w_d[y,s,tl)). (4) 
In (4) note that for y E Y \ Im 8, the value f(y) may be taken to be any u E U. 
Then for (z, y) in $(x) and (f, t) in p(s), we have: 
(a, Y) . (f, t) = (z . f(Y), Y . t). 
Since R is a relational morphism 
y t E e(x . s), 
and using the definition of “computes” (mapping compatibility) 
z f(Y) E W.“(X> . Wy,tm,S, 4) c Wy.t(X . s). 
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Whence (z, y) . (f, t) lies in Ii/(x . s), showing 
as required. Thus ($,p) : (X,S) 4 (2, U) 0 (Y, T) satisfies the definition of a relational 
morphism. 
We must still verify ($, FL) is an injective relational morphism: For states, suppose 
(z,y) E ti(x) n $(x’), then z E W?(X) n wJx’). But wy is an injective relation, so 
x = x’. Hence, $ is injective. For trunsj~rmntions, suppose (f, t) E p(s) n p(d). Then 
t E q(s) n q(d). If s # s’, there exists a y E Im 0 as in the separation property, i.e. 
w[y,s, t] n w[y,s’, t] = 0. But by definition of /J, f(y) lies in this intersection. Hence 
it must be that s = s’. Thus p is an injective relation, so our relational morphism is a 
covering. 
Let p : (Z, U) 0 (Y, T) -++ (Y, T) be th e projection: p(z,y) = y and p(f, t) = t. 
Obviously p($(x)) = B(x) and cp(s) = p@(s)). 
II: Conversely, suppose we have a covering ($, ,u) : (X, S) 4 (Z, U) o (Y, T). Let p 
be the projection to (Y, T), and let R = (6 = p o $, cp = p o ,u) be the induced relational 
morphism (X,S) 4 (Y, T). We construct a w which shows (Z, U) computes the kernel 
DR of R: 
Listing and injectivity on states: If y E Im 0, we define for x E g-‘(y), 
WY(X) = (2 E Z : (4Y) E $(x)>, 
which is always non-empty. 
Since $ is an injective relation, (z, y) E $(x) n $(x’) implies x = x’, hence wy : 
F’(y) --+ P*(Z) is an injective relation. 
Lifting on urrows: For an arrow [y,s, t] in DR, we have t E p(p(s)) = q(s), and 
define 
w~,~KY,~,~I) = {f(v E u : 3s’ E s, (f,t) E As’), where [y,s,tl = [~,s’,tl}. 
Notice this is well defined and non-empty. 
Separation property: Assume t E cp(sl) n cp(sz). And suppose for all y, there is a 
g(y) E w,,J[y,q,t]) n w,,([y,s2, t]). Now suppose (fi,t) are lifts of s; for i = 1,2. 
Take any lift (z, y) of any x E X. We claim x. s1 = x. ~2: By definition of w, there is 
[y,si, t] = [y,si, t] such that w[y,s:, t] contains g(y) for i = 1,2. So for i = 1,2 there 
exist (fi, t) E ,u(si) with f!(y) = g(y). Since x E g-‘(y), x .sj = x ‘.si by definition of 
the identification for arrows [y,si, t] and [y, si, t]. Therefore (z, y)(fi, t) = (z.g(y), y. t) 
is a lift of x..$ = x.si. Hence (z.g(y),y.t) lies in both $(x.si) and $(x.s~). Therefore 
x.si = x.s2 by injectivity of $. Since x was chosen as an arbitrary x E X, we conclude 
from faithfulness of (X, S) that si = ~2. 
Finally we check mapping compatibility. 
WY(X) . wy,f([Y~& tl) 
= {z . f(y) : (z, y) E Q+(x); 3s’ E Ix (f, t) E P(h [Y,S> tl = [Y~~‘~tl~ 
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= {z’ : 3s’ E s, (z’, y t) E $(x> . pL(s’), [y, s, tl = [Y, s’, tl) 
c{z’ : 3s’ E s, (z’, y t) E $(x . s’), [y,s, tl = [Y,S', tl} 
= {z’ : (z’, y t) E l)(x s)} 
by definition of [y, s’, t] = [y, s, t] = WJX . s). 
5. Embedding computations 
Let R = (0, q) be a surjective morphism. We call a labelling w computing the kernel 
DR an embedding computation if some (2, U) computes DR via w and 
(1) the sets w,(x) and w~,~([Y, s t]) are singletons whenever defined, and 
(2) For all y E Im 0, t = q(s), t’ = cp(s’), 
W~,,([Y,S, tl)w,.,,t4y . t,s’, t'l> = Wy,tt'UYd tt'l>, 
Note “c” in (2) would imply “=” by (1). 
Theorem 5 (Embedding Computation Theorem). Let w be an embedding computation 
of DR by (Z, U) for a surjective morphism R : (X, S) 2 (Y, T). Then 
(X, S) embeds into (Z, U) o (Y, T). 
Proof. The proof of the covering lemma yields a covering 
as described above. Now for all x E X, $(x) = {(z, y) : z E w_“(x), y = O(x)} is a 
singleton, as is p(s) = {(f, t) : f(y) E w~,~([~,s, t]),t = q(s)} for each s E S (since 6 
and cp are functions and 0 is onto). And since this is a covering $(x). p(s) is contained 
in - hence coincides with - the singleton I&X . s). 
By injectivity of $ as a relation, it now follows $ is injective when viewed as a 
function from X to Z x Y. Similarly p is injective as a function. 
It remains to show ,u(s)~(s’) = ~(ss’) for all s,s’ E S. But p(s)p(s’) = (f, t)(f’, t’), 
where t = q(s) and t’ = cp(s’) and where for y in Y, f(y) = wy,,([y, s, t]) and 
f’(y.t) = wy.f,f/([y.t,s’, t’]). However, ~(ss’) is of the form (g, cp(ss’)), where cp(ss’) = 
cp(s)cp(s’) = tt’, since q is a morphism, and so g(y) = wy,ttt([y,ss’, tt’]). Since this 
is true for all y E Im 8 = Y, by the hypothesis that w satisfies condition (2) for em- 
bedding computations, we have that (f, t)(f’, t’) = (g, tt’). That is, p is an (injective) 
homomorphism. Cl 
Important remark. Varying our construction of DR, by NOT identifying arrows it 
is easy to prove the converse result: If (X,S) embeds into (Z, U) o (Y, T) and the 
morphism R defined as embedding followed by projecting is surjective, then the kernel 
of R is computed by an embedding computation. It is straightforward to check using 
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this variant kernel that w as constructed in the proof of the Covering Lemma is 
an embedding computation for the kernel of the morphism R defined by embedding 
followed by projecting. Moreover, the proof of the Covering Lemma also works with 
this variant kernel. However, in actually verifying injectivity on arrows it seems more 
convenient in many applications to use the original version of the kernel. 
Remark. In applying the Embedding Computation Theorem, one may like to obtain a 
surjective morphism from a morphism by restricting the range to the image. Also if 
embedding followed by projection as in the converse theorem (for the variant kernel) 
is not surjective, then (Y, T) may be replaced by the image (Y’, T’) of (X, S) and we 
still have an embedding of (X, S) into (2, U) o (Y’, T’) by restricting the action of 
images of elements of S to Z x Y’. However, (Y’, r’) may fail to be faithful even 
when (Y, T) is. 
6. Applications 
6. I. The Krohn-Rhodes Theorem 
We give a new short proof of the Krohn-Rhodes Theorem using kernels and Zeiger 
encoding. 
Lemma 6. Let n > 1 and let X,, be the set { 1,. . . , n}, and F,, be the full transforma- 
tion semigroup of all maps on X,, acting on the right of X,,. Let S,, denote the sub- 
group of F,, consisting of all permutations. $ denotes the subsemigroup S,,U Constants 
of F,. 
There is a covering: 
Proof. We define a relational morphism R : (X,, F,) 4 (X,, g), via 
g(i) = {l;..,~...,n}, 
where the notation 2 means that i is excluded from the set. If f is a permutation 
q(f) = {f}, otherwise p(f) = {cj: constant map taking value j, j 6 Im f}. We 
check that this is a relational morphism: if f is not a permutation, then cp( f) consists 
of constant maps cj with j not in the image of f. Observe, since (i)f # j, 
g(i) Cj = {j} c &(i)f). 
If f is a permutation, 
d(i) cp(f) = ((1 If,. . . , 67,. . . , (n)f 1 = g((i)f ). 
In both cases, e(i) . q(f) C g(i . f). 
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DR has the structure: 
P(k) = {l)...) z )...) n}, 
and an arrow of the form [i,f,f’] equals [i, g,f’] in Arri,,f’ if and only if f and y 
agree on all k # i. We define a bijection wi : F’(i) -+ X,-l by 
wi(k) = 
k k < i, 
k-l k>i. 
We define w[i, f, f’] by, for all k E X-1, 
k H (((k)wi’)fh.,p 
This is well defined since (k)w,T’ # i. It is trivial to check that this is a map from 
X,-I to X-1. Now we have for k E O-‘(i), that k # i, and 
w,(k). wi,,rt[i,f,f’] = w,(k). wi’fwi.f’ = wi.fj(k f). 
Also the injectivity on arrows condition is easily checked. This w shows that (X,-l, F,- 1) 
computes DR, so we are done by the Covering Lemma. q 
Theorem 7. The full transformation semigroup (X,,,F,) is covered by permutation- 
reset automata: 
Proof. Apply the lemma and induction on n using the fact that (X, S) + (Y, T) implies 
(X~)o(Z~) + (KT)oV,U). 0 
Theorem 8 (Kroht-Rhodes). Let S be a jinite semigroup acting faithfully on a set 
X of cardinality n. Then we have a decomposition: 
(‘KS) -i (Yn+l ,A,+I)o(X,,G,)O(Y,-I,A,-~) 
o...o(YI,AI)o(XI,GI)O(YO,AO), 
where each (Yi, Ai) is a Cfaithful) aperiodic automaton and each (Xi, Gi) is a Cfaithful) 
permutation group. 2 
Proof. Apply the above theorem and covering of (&,z) by a wreath product of a 
reset automaton with unit and a permutation automaton (exercise). 0 
2 The usual formulations of the Krohn-Rhodes theorem also include the conclusion that if’G is a simple group 
dividing S then G must also divide the semigroup of‘ some factor in every wreath product decomposition 
$or (,I’,&‘). This “easy” part of the theorem - saying that finite simple groups are primes for division - is 
left as an exercise, or alternatively the reader may refer [5]. Here we concentrate on the “hard” part of the 
Krohn-Rhodes Theorem. 
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6.2. Transformation groups 
Consider (G, G), a group acting acting on itself on the right via right translation, 
and let H be a subgroup of G. 
G acts on the set of right cosets of H via right translation: Hg . g’ H Hgg’. In 
general, this action is not faithful. In fact, N = n,,o gHg_’ is the set of elements 
stabilizing every coset, and obviously the largest normal subgroup of G contained in 
H. We obtain a faithful transformation group (G/H, G/N), with Hg . Ng’ = Hgg’. 
Now we consider the kernel of the natural surjective morphism: 
(G, G) 2 (G/H, G/N). 
Choose fixed coset representatives S E Hg for each Hg E G/H, as well as represen- 
tatives i E Ng for each Ng E G/N. The kernel DQ,~ has sets F’(Hg) = {hg : h E 
H} and arrows [Hg, n&Ng”]. Notice that [Hg, n& Ng”] = [Hg, n’@‘,Ng”‘] if and only if 
Ng” = Ng’ and Vh E H, h@uj = hgn’g’. That is, ncj = n’g”‘, whence i = ,$ and so also 
n = n’. Hence AYT[H~,N~ consists exactly of the (distinct) arrows [H&n& Ng”] as n 
ranges through N. 
We show the transformation group (H, N) computes this kernel via an embedding 
computation: define 
n+&%) = {h), 
WHQ#., nb’fg”l= {SGSZ-‘1, 
where z is our fixed coset representative of H?j@ chosen above. 
Each WHY is obviously a bijection onto the singletons of H, and each WH~,N~ is 
obviously a bijection onto the singletons of N. To show mapping compatibility, we 
note that hgng E HgZ and compute: 
WHg(hg) . WHg,Ng[Hg,ng”,Ng”] = {h} . {@zg”~-‘} = {h@jg2-‘} = WHz(hg. ng). 
Since w satisfies the injectivity on arrows condition, it has the separation property. 
Finally we check the multiplicative condition (2): 
WH~,N~[H~,~S,N~IWH~,NN~’ ME, n’c?‘, NgS’l 
= {@zggZ-‘} {g2n’g”‘y3-‘} letting z be the coset representative of Hzcj’ 
= {&$z’ij’g3-’ } 
= wHi,Ntig ([Hg, ncjn’g”, N&j’]) since N is normal. 
Thus we have an embedding computation. As a consequence of the Embedding 
Computation Theorem, we have proved: 
Theorem 9 (Lagrange Coordinatization Theorem). Let H be a subgroup of G, then 
(G, G) embeds in (H, N) o (G/H, G/N), 
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where 
N = (-)gHg-’ 
CiEG 
is the lurgest normul subgroup of G contained in H. 
We remark that this sharpens the known versions of this theorem which either require 
H to be normal [4] (that is, H = N) or state [5] that (G, G) embeds into (H, H) o 
(GIH, GIN). 
For consideration of iterative application of Lagrange coordinatization and general- 
izations to infinite groups, see [7, 61. 
6.3. Right simple semigroups 
Recall that a semigroup is called right simple if it has no non-trivial right ideals. 
We now give a global structure theorem for right simple idempotent-free semigroups 
as an application. Teissier [9] and Baer-Levi [2] have studied these semigroups, and 
their classical results are recounted in [3]. The embedding theorem proved here was 
originally proved by the author [7, 81 using a close study of Teissier’s techniques 
(without using kernels). 
Let X be an infinite set of cardinality K, and let r < K be another cardinal. Let II 
be a partition of X into K equivalence classes. Let X/II denote the set of equivalence 
classes [xl, x E X, of this partition. Define 7 = I(X,II, K,Z) to be the semigroup of 
functions ,f : X -+ X satisfying 
(1) f induces a well-defined injection f from X/II to itself (that is, [xf] = [yf] iff 
[xl = [Yl), 
(2) the complement of the image of f in X/II has cardinality T. 
(3) f is constant on II classes, (that is, [x] = [y] + xf = yf). 
7 is easily checked to be closed under multiplication of elements defined by f g : x H 
(x,f)g. I acts faithfully on the right of X and is called a right Teissier semigroup. 3 
In the particular case when II = id, the identity partition (x E y implies x = y), 
then X/II is identified with X and I is the right Baer-Levi semigroup of type (K,T). 
Theorem 10 (Teissier). A Teissier semigroup 7 = 7(X, II, K, z) is right simple and 
idempotent-free. Any idempotent-free right simple semigroup S embeds in a right 
Teissier semigroup. 
Theorem 11. Any right simple idempotent-free semigroup S embeds into a semigroup 
of right zero constant maps wreath a Baer-Levi transformation semigroup H. 
(X, S) 5 (Y, Constants) o (X/II, H), 
3 For left simple semigroups without idempotents and left Teissier semigroups, with multiplication (x)(fg) = 
(.xg)f‘, results dual to those presented here hold. 
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(where the state sets of these faithful actions are as described in the proof). 
Moreover the semigroup of the right-hand side is also right simple. 
Proof. By Teissier’s theorem S embeds into some 7(X, II, K, z) and so is a transfor- 
mation semigroup faithfully acting on X. Consider the maps 
O(x) = [xl, V(f) = 73 
where [x] is the II-equivalence class of x, and f is the mapping induced by f on 
X/II. Clearly cp(‘7) 5 H, the Baer-Levi semigroup of type (K, r) which acts on X/II 
by injective maps with images of cardinality IX/II = IC and coimages of cardinality r. 
Hence (0, cp) is a surjective morphism from (X, 7) onto (X/II, H). 
We compute the kernel of this morphism as follows: 
Let Y be a set whose cardinality is large enough so the elements of every equivalence 
class [x] can be injected into Y. Fix such injective functions, 
l4$.] : [x] + Y. 
Now for each [xl, for all y E [xl, xf = yf by definition of Teissier semigroup. Define 
CMf : y -+ Y to be the function taking constant value w[xfl(xf ), and let 
W,,,$[bl> f > 71) = qYl,.f >
which is clearly injective on Arr -. 
We observe for all x’ E O-‘([_$! 
W[Xl(X’) . w,x,,~ml> f 9 7-l = wr*,(x'> . C[xl,.f = "[xfl(Xf >= W[x.f,(“‘f )3 
showing mapping compatibility. 
To check the multiplicative condition (2) for embedding computation, observe: 
W,,,,$bl> f 9fhQf,,~ ([xf I, 572 S) = Cbl,fc[xfls 
= Cbfl# = constant wtxfsl (x f g ) 
= %lJs 
- 
= w,x,,,ml> f 95 f $71). 
This w is an embedding computation of the kernel by constant maps acting on the 
set Y, hence by the Embedding Computation Theorem, we have (X,7) embedding in 
(Y, Constants) o (X/II, H). Precomposing this embedding with the embedding of (X, S) 
into (X,7) establishes the result. 
That the semigroup of this wreath product is right simple is easily checked using 
the injectivity of functions in H by a straightforward calculation. 0 
References 
[I] B. Austin, K. Henckell, C. Nehaniv and J. Rhodes, Subsemigroups and complexity via the Presentation 
Lemma, J. Pure Appl. Algebra (101) (1995) 245-289. 
C.L. Nehanivl Journal of Pure und Applied Algebra 107 (1996) 75-87 87 
[2] R. Baer and F. Levi, Sitzungsb. der Heidelberger Akad. der Wissenschaften 18 (1932). 
[3] A. H. Clifford and G. B. Preston, The Algebraic Theory of Semigroups, Vol. II, Number 7. in: 
Mathematical Surveys (American Mathematical Society, Providence, RI, 1967). 
[4] M. Hall, Jr. The Theory of Groups (Macmillan, New York, 1959). 
[5] K. Krohn, J. Rhodes and B. Tilson, Chapters 1,5,7-g in: M. Arbib, ed., Algebraic Theory of Machines. 
Languages, and Semigroups (Academic Press, New York, 1968). 
[6] C.L. Nehaniv, Global sequential coordinates on semigroups, automata and infinite groups, Ph.D. Thesis. 
Univ. California at Berkeley, Univ. Microfilms International (Ann Arbor Science, Ann Arbor, MI, 1992). 
[7] C.L. Nehaniv, Cascade decomposition and synthesis of groups, Preprint. 
[S] C.L. Nehaniv, Left simple semigroups from a global viewpoint, submitted for publication 
[9] M. Teissier, Sur les demi-groupes admettant l’existence du quotient d’un cot& Comptes Rendus 
Hebdomadaires des Seances de 1’Academie des Sciences 236 (1953) 1120-l 122. 
[IO] B. Tilson, Categories as algebras: an essential ingredient in the theory of monoids, J. Pure Appl. 
Algebra 48 (1987) 83-198. 
