Beam-induced specimen movement may be the major factor that limits the quality of highresolution images of organic specimens. One of the possible measures to improve the situation that was proposed by Henderson and Glaeser (Henderson and Glaeser, 1985) , which we refer to here as "stroboscopic image capture", is to divide the normal exposure into many successive frames, thus reducing the amount of electron exposure -and possibly the amount of beaminduced movement -per frame. The frames would then be aligned and summed. We have performed preliminary experiments on stroboscopic imaging using a 200-kV electron microscope that was equipped with a high dynamic range CCD camera for image recording and a liquid N 2 -cooled cryoholder. Single-layer paraffin crystals on carbon film were used as a test specimen. The ratio F(g)/F(0) of paraffin reflections, calculated from the images, serves as our criterion for the image quality. In the series that were evaluated, no significant improvement of the F image (g)/F image (0) ratio was found, even though the electron exposure per frame was reduced by a factor of 30. A frame-to-frame analysis of image distortions showed that considerable beam-induced movement had still occurred during each frame. In addition, the paraffin crystal lattice was observed to move relative to the supporting carbon film, a fact that cannot be explained as being an electron-optical effect caused by specimen charging. We conclude that a significant further reduction of the dose per frame (than was possible with this CCD detector) will be needed in order to test whether the frame-to-frame changes ultimately become small enough for stroboscopic image capture to show its potential.
Files submitted
of the ice or other embedment surrounding the specimen and beam-damage processes to the specimen itself, severely limit the success rate of recording high-resolution data of biological macromolecules with the electron microscope. Quite a number of different measures to improve the situation have been suggested and tried (Bullough and Henderson, 1987; Downing and Glaeser, 1986; Henderson and Glaeser, 1985; Typke et al., 2004) .
One of the proposed methods, for which we now use the term "stroboscopic image capture", divides the exposure that is normally used to record an image into a large number of subexposures (Henderson and Glaeser, 1985) . In the ideal case, images that are recorded with a fraction of 1/n th of the full exposure would experience only 1/n th of the beam-induced movement per frame. The effect of beam-induced movement should then be at least partially reduced after computational alignment and summation of the fractional-dose images. The reduction in electron exposure is limited, however, by the requirement that alignment of the frames by crosscorrelation (CC) must be possible. If the signal-to-noise ratio would not be sufficient to distinguish the correct correlation peak in the cross-correlation function (CCF) between pairs of low-dose images, one could use a high-dose image recorded at the end of the series for aligning the low-dose frames in order to extend the degree of dose-fractionation that can be used.
Recent progress in CCD camera development makes it possible to consider fractionating the dose in this way. Recording stroboscopic image series on photographic film or on older-type CCD cameras is impractical at exposures that are significantly less than is normally used with beam-sensitive specimens, due to the low signal-to-noise ratio of these recording media at low electron exposures. More recently, however, high-dynamic range CCD cameras have become available, which provide a significantly higher signal-to-noise ratio at low exposures. For instance, for the camera that was used for the experiments described in this paper, the conversion rate was measured as about 165 counts per electron, while the root mean square (rms) background noise was less than 6 counts.
Here we describe first experiments on stroboscopic image capture with such a high-dynamic range CCD camera, using single-layer paraffin crystals on carbon film as a test specimen. As is documented below, the paraffin crystals exhibited rather strong movements even when the to record a high-resolution image of this kind of sample. This result suggests that the regime in which stroboscopic image capture would become effective for such specimens would first commence at even smaller doses per frame. We show by simulation that image alignment can be performed successfully at even lower exposures than used here. The relatively slow readout of present-day CCDs will then be a limitation, because when recording a stroboscopic image series, the equivalent of a single image would take several minutes. Very likely this limitation will be overcome by a new generation of pixel detectors (Faruqi et al., 2003) .
MATERIALS AND METHODS

Electron microscopy
The experiments were carried out on a JEM 2100F electron microscope (JEOL, Tokyo, Japan) that was equipped with a field emission gun and a F224HD CCD camera (TVIPS, Gauting, Germany). The microscope was operated at 200 kV accelerating voltage, and the specimen was cooled to -180 0 C using a liquid-nitrogen cooled cryoholder (Gatan, Pleasanton, California, USA). As the normal spot-size settings of the microscope did not allow for very low dose rates, the free lens-control option of the microscope was used to set the C1 condenser to its maximum current. In this way sufficiently low dose rates for the fractionated exposures could be achieved. The CCD camera can be set at two different modes, designated as the "high capacity" and the "low noise" modes, respectively. For the present studies it was operated in the "low noise" mode, in which it has a very high signal-to-noise ratio. The pixel size of this CCD camera is 24 µm.
Paraffin test specimens were prepared on holey carbon film that was covered with a thin carbon film as described (Typke et al., 2004) . Before applying the paraffin solution, the carboncoated grids were heated to ca. 1000 0 C under high vacuum for 15 minutes, in order to enhance the conductivity of the carbon film and to stabilize its structure.
A number of stroboscopic image series were recorded with doses per frame in the range of 30
to 200 e -/nm 2 . Most of the series were recorded in form of 1024x1024 images, using the central part of the CCD without binning of pixels, in order to reduce the time per frame. When data were collected in this mode, a beam blanker (above the specimen) was used to limit the exposure time per frame to as little as 200 ms, and the readout time per frame was about 4 s. Specimen drift was
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Stroboscopic Imaging 5/31/06 5 therefore negligible during the exposure of individual frames, but successive frames had to be aligned due to the long time that was required to collect a full stroboscopic image series.
Quantitative evaluation of image-contrast
As in previous work (Henderson and Glaeser, 1985; Typke et al., 2004) , the amplitude ratio F image (g)/F image (0) of paraffin reflections was used to characterize the image quality. For evaluating the images the EM and MRC software packages (Hegerl, 1996; Crowther et al., 1996) were used. The amplitudes F image (g) of the paraffin reflections were calculated in two different ways. Using the EM system software on the raw images, the amplitudes were computed as the square root of the intensity integrated over a 5x5 pixel area centered at the respective peak of the power spectrum, from which the background, determined in a 21x21 pixel area surrounding the peak, had been subtracted. With the MRC software, amplitudes were computed after correcting for image distortions as a vector sum over the 2x2 pixels nearest the reciprocal point, and the background was determined from the perimeter of a 7x7 box surrounding the spot. The spot amplitudes F image (g) were corrected for the MTF of the CCD camera before computing F image (g)/F image (0) ratios. The CTF of the microscope was assumed to be close to 1 for the best images, and no correction was made for the envelope of the CTF and other instrumental imperfections.
Performance of the CCD camera
The linearity of the CCD and the response time of the microscope beam blanker were checked from an exposure series, with exposure times ranging from 1 ms up to 500 ms. As expected, excellent linearity was found (De Ruijter, 1995) . The response time of the EM shutter was found to be 7 ms. The sensitivity of the CCD was determined as 165 ADU ("analog-digital units" or counts) per primary electron, relying on the current density measurement of the microscope. Images without electron exposure had an rms deviation of about 6, which means that the mean signal-to-noise ratio of electron events is about 27. Integrated single-electron signals, evaluated from images with extremely low exposure, were found to cover a wide range from about 100 to 500 counts, which is in reasonable agreement with the sensitivity that was measured. Single-electron signals were found to be streaked at very low exposures. This streaky behavior disappeared at higher exposures. Because of the streaks of single-electron signals, however, the modulation transfer function (MTF) of the CCD depends strongly on the exposure.
In order to determine the damping of spatial frequencies by the MTF, a uniformly exposed frame was used that was recorded with about 0.6 electrons per pixel, about the lowest exposure used for a single frame in a stroboscopic image series. shows promise for using such a detector to extend stroboscopic imaging to lower exposures than reported here.
Alignment of individual stroboscopic image-frames
In order to align the frames, a central peak that was due to the correlation of the common background structure imposed by the flat/dark correction had to be eliminated from the CCF before the correct peak indicating the specimen displacement between the frames could be detected. In some cases the correct peak was weaker than some of the background peaks. Even in these cases the correct peak could be identified by calculating the CCF not only for neighboring frames but also for frames that were farther apart in the sequence of frames. After aligning and summing up several frames, the sum image was used as a new reference. For the final alignment, images 11 to 20 were aligned with respect to the sum image '1 through 10', and all other images were aligned with respect to the sum image '11 1through 20', thereby ensuring that the frame to be aligned was not included in the average that was used as the reference. The alignment of the
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Stroboscopic Imaging 5/31/06 7 two sum images, '1 through 10' and '11 through 20', was found to be within 0.01 pixel. The accuracy of alignment of a single frame is expected to be within 0.2 pixels, as has been verified by image simulations (see the final section of this paper). The aligned frames were added up and the F(g)/F(0) ratio was determined.
RESULTS
Fading of diffraction intensities shows normal behavior during a stroboscopic exposure series
One particular image series, for which we have carried out an extensive and detailed analysis, In spite of the low electron exposure per frame that was used in this series, four to five pairs of diffraction spots (corresponding to two overlaid monolayer crystals) can be recognized in the calculated power spectra of all frames. As mentioned above, the ratio F image (g)/F image (0) calculated from the Fourier transform of the images was used to evaluate the image quality (Henderson and Glaeser, 1985; Typke et al., 2004) . For some of the early frames in this series, This is essentially in agreement with other measurements of the decay of electron diffraction intensities of organic materials at liquid nitrogen temperature (Brink and Chiu, 1990) .
The sum of image frames and the sum of their power spectra behave as expected
Individual frames in a stroboscopic series can be aligned by cross correlation (CC). Accurate As a further test that successive frames could be aligned accurately, we confirmed that the F image (g)/F image (0) ratio of the coherent sum of all frames was equal to the value expected if one were to sum the same image, without imposing any movement, after first adjusting the Fourier amplitude for each successive "frame" to account for the exponential decay observed in figure 2.
The experimental agreement, shown in table 1, verifies that errors in the alignment of individual frames did not cause a significant loss of signal, confirming that the alignment was effectively perfect in spite of the extremely low dose used per frame. As a further control, we also compared the sum of the power spectra of the individual frames to the value expected from the exponential decay. Single frames contribute differently to both sums; the weight of the earlier images is higher in the sum of diffraction patterns than in the sum of the images. To test whether the stroboscopic images contain time-varying distortions that could be corrected computationally, lattice unbending (Henderson et al., 1986 ) was applied to the set of 40 frames. The first symmetry-allowed diffraction spots were treated as if they were the (1,0) and (0,1) spots of a pseudohexagonal, but actually monoclinic, lattice. Each paraffin chain thus fills an identical "pseudo" unit cell in this treatment. The unbending operation was applied after all frames had been aligned, as is described above, on the basis of the phase-contrast granularity of the carbon film.
Briefly, a filtered image was first produced by using a mask with about 5 pixels radius around each of the diffraction spots. A small section in the center of this filtered image, typically containing 200 -500 unit cells, was used as a motif, which was cross-correlated with the raw image to search for positions of all unit cells within the original image. A vector displacement map, which indicates the shift in unit cell locations relative to those of an ideal lattice, was then used to define a function by which the image is interpolated back onto the ideal lattice.
In a subsequent refinement cycle, one of the unbent images was used to produce a new motif containing 200 unit cells with improved signal-to-noise ratio (SNR). This motif was then used in unbending each of the original images so that the lattice was shifted to the same origin in all of the images.
As expected, the diffraction spots became sharper after unbending, and as a result the signal in the most intense pixels increased to values that are about 10 times the noise in surrounding pixels. However, the F image (g)/F image (0) ratio of the unbent images did not improve, indicating that all of the power from the signal was contained in the 5x5-pixel area of the transform used to compute F image (g) from the raw images.
The vector-displacement maps generated during the first step of unbending show that each stroboscopic frame is distorted in a unique way. Examples of the maps produced for two successive frames are shown in figure 4. The limited correspondence between the displacement maps implies that considerable movement within the irradiated area of the paraffin crystal occurs from one frame to the next. The implication of this observation is that beam-induced distortion of the paraffin crystal must, in fact, occur continuously over the period that each frame is being recorded.
Although unbending the images on the basis of these vector displacement maps has great value in reducing long-range disorder (and thus sharpening the computed diffraction spots), such To confirm the point that each frame is distorted in a unique way, several of the frames were "unbent" using distortion patterns from other frames of the series. In all cases it was found that an unbending function which sharpened the diffraction spots for its own frame broadened the spots and weakened the amplitudes of other frames. Figure 5 illustrates this effect, showing the amplitudes extracted from the surroundings of one diffraction spot in transforms of the two frames shown in figure 4 , (A) before unbending, (B,C) after unbending using the correct distortion pattern and after unbending using the distortion pattern determined for the other image.
Note that in the latter case the strongest amplitude in the display of the transform is just as large as in the transform of the raw image, but the amplitude in adjacent pixels is now indistinguishable from the noise, due to broadening of the diffraction spot after an inappropriate "unbending" function has been applied to the image.
Exposure to the electron beam causes the paraffin specimen to move relative to the carbon film
We observed that the phases of the diffraction spots for the unbent images were random through the series, even though the carbon film components of the images were aligned to an accuracy corresponding to a small fraction of a unit cell. This observation suggests that the phase origin of the paraffin lattice moves from frame to frame, relative to a fixed point on the carbon film.
When the unbent images were aligned to a common phase origin by using the same motif in unbending, the phases of the diffraction spots were essentially the same for all frames, with a standard deviation of 5.4 degrees. However, in the Fourier transform of the coherent sum of the unbent images (i.e., after alignment to a common phase origin), the Thon rings from the
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Stroboscopic Imaging 5/31/06 11 amorphous carbon support film are no longer as visible as they are in figure 3C . Apparently correcting the images so that the paraffin lattice is aligned has misaligned at least a portion of the carbon-film component of the images. One possible interpretation of this observation is that the carbon film does not experience the same distortion as does the paraffin crystal -in other words, the paraffin crystal moves relative to the carbon support film.
Alternatively, the weakening of Thon rings could be essentially an artifact of the unbending procedure. The correlation peak search procedure inevitably jumps by a poorly defined distance as it moves through areas where the correlation is weak. When the lattice is again picked up, the assigned vector displacement may be off from the true displacement by one unit cell or more. In effect, the assigned vector displacements may be correct, in effect, modulo one unit cell.
In order to confirm that the paraffin lattice does move with respect to the carbon, we looked at how the location of the unit cell closest to the center of the image moved from one frame to the next, bearing in mind that all images had been previously centered by CC of the image of the amorphous carbon. We are not able to say whether the positions of the unit cell that is closest to a fixed point of the carbon film are the true positions of the same unit cell, or whether the true position is the observed position plus one or more additional unit cells. The most conservative interpretation, of course, is to assume that the true position of the paraffin lattice has involved the smallest possible movement that is consistent with the data.
As is shown in figure 6A , the conservative estimate of the movement of the paraffin crystal relative to the carbon support film executes a random walk in which the frame-to-frame steps are typically about 2 pixels (i.e., about 0.25 nm). The length of these steps is significantly greater than the experimental error in the alignment of the carbon-film component of the images.
The fact that the paraffin lattice moves relative to the carbon film does not exclude the possibility that the carbon film itself also experiences beam-induced movement. To evaluate whether the carbon film contributes to the total effect of beam-induced movement, 256x256 pixel sub-areas at the center and the corners of the images of each of the aligned frames were cross-correlated with the coherent sum of all images. Two examples of the series of displacements that were found for successive frames are shown in figures 6B and C. In this case the displacements were found to be typically smaller than 1 pixel. As a consequence, this result indicates that the paraffin lattice not only experiences beam-induced movement relative to the carbon substrate, but that the underlying carbon film itself also undergoes structural It has been known for over 20 years that beam-induced movement causes a severe loss of contrast (measured as the F(g)/F(0) ratio) at high resolution for radiation-sensitive specimens (Henderson and Glaeser, 1985) . It has been difficult to say, however, whether this effect is due primarily to specimen movement or image movement (which might result from beam-induced charging).
That some degree of beam-induced specimen movement occurs is not in question. Bend contours are easily seen to move over the course of low electron exposures if samples are relatively thick, although this is not usually seen in monolayer crystals. In addition, at least in the case of paraffin crystals, both wrinkling (Brink and Chiu, 1990 ) and bulging of the irradiated area (Downing, 1988) have been demonstrated to occur at high electron exposures. Dorset and Zemlin (1987) argued that an initial increase in diffraction intensity at low exposures indicated that paraffin chains were moving into more perfect alignment with the incident electron beam.
Specimen charging, observed in the form of the Berriman effect Glaeser and Downing, 2004) , is also certain to occur in non-conducting materials such as paraffin crystals, even when they are supported on a well-conducting substrate.
We now report that a significant amount of movement occurs between the images of the paraffin crystal lattice and the images of the underlying carbon support-film. This relative movement of the two could not be caused by any electron-optical effect. These observations
Stroboscopic Imaging 5/31/06 13 therefore establish that physical movement of the specimen is a significant factor in reducing the image contrast at high resolution.
We believe that it is likely that the observed beam-induced movement is caused by mechanical stress that accumulates when products of radiolysis are generated that no longer fit into the molecular envelope of the original structure. In the case of paraffin the predominant form of damage appears to be the introduction of trans double bonds (Patel, 1975; Patel and Keller, 1975) , which clearly results in a molecular shape that no longer fits into the original crystal lattice. In a more general situation, such as proteins and other biological materials, ionization will lead primarily to bond rupture, and as a result two atoms that previously were about 0.15 nm apart will separate to a distance of about 0.35 nm. This picture of radiolysis products that are not commensurate in size or shape with the cavity occupied by the parent molecule has been put forward earlier by McBride to explain the high pressure generated in an organic crystal after only 5 percent of the parent molecules have been cleaved by photolysis (McBride et al., 1986) . It is even plausible that beam-induced reconfiguration of carbon-carbon bonds occurs in the apparently stable "amorphous carbon" support film, and the resulting stresses generated in that way cause the support film itself to also undergo beam-induced movement. The pressure observed by McBride to build up in a three-dimensional crystal, about half of that required to convert graphite to diamond, would likely be relieved well before that point by processes such as expansion, slippage, and buckling in the case of a thin-foil specimen.
It remains unclear at this point whether the principle of recording images as a series of frames taken with even lower exposures could still prove to be helpful. The first question in this regard would be whether images could still be aligned if the electron exposures were reduced by another order of magnitude. The question of alignment of images is addressed in the final section of this paper, where it is shown that one must align the frames by using a statistically welldefined reference image if they are recorded with exposures that are lower than those already investigated here. For exposures that are lower by about a factor of 10, a properly tuned CCD camera will still be suitable. For even lower exposures the frames would have to be recorded with a detector that operates as a digital counter (Faruqi et al., 2003; Milazzo et al., 2005) in order to avoid the noise associated with a broad pulse-height spectrum for the individual electron events.
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CROSS-CORRELATION OF SIMULATED LOW-DOSE IMAGES
Although we determined that the signal-to-noise (S/N) ratio of the peak in the crosscorrelation function (CCF) between a single frame and the sum of 10 aligned frames (from which the single frame was excluded) was approximately 10, a relatively high value, we still needed to evaluate how accurate the alignment is likely to be for such a value of the S/N ratio. In order to make such an estimate, we prepared stochastic representations, generated as a Poisson process, of the nearly noise-free image produced by alignment and averaging of all 40 frames. A modulation transfer function similar to the experimental one shown in figure 1 was then used to simulate the down-weighting of high-resolution information about the location of individual electron events that occurs in real experimental data. Stochastic versions of this image that were sufficiently noisy to produce a peak in the CCF with a S/N = 10 were then found to be aligned with an accuracy of at least 0.2 pixels. Interestingly, to produce stochastic representations of the starting image that yielded a peak in the CCF with a S/N as low as 10, the simulated electron exposure had to be 0.05 electron/pixel, a factor of 10 lower than our single, experimental imageframes. We believe that it is likely that effectively random, beam-induced movement of the carbon film similar to that indicated in figure 6 , which was not modeled in these simulations, may be a major factor that caused the S/N to be much smaller in the experimental images than it was in the simulations. In any case, the important point is that the accuracy in the simulated alignment was evaluated at the same value of the S/N ratio for the peak in the CCF.
Analytic theory for the signal-to-noise ratio of the cross-correlation peak
In order to address the question of how far the number of electrons per frame can be reduced without losing the ability to align the frames, we carried out further numerical simulations and compared the results that were obtained with what is to be expected from theory. For the crosscorrelation (CC) of two bright-field images that display small density variations, a formula for the signal-to-noise ratio, P, of the CC peak depending on the signal-to-noise ratio, p, of the image elements and the number, M, of independent image elements has been derived (Hoppe and Hegerl, 1980 ) (see also (Saxton, 1978) :
The signal-to-noise ratio p of the image elements may be expressed as / = p , where is the root mean square signal contrast of the image, and is the noise contrast of the image, which 
where 1 p and 2 p are the signal-to-noise ratios of the image elements of the two images,
respectively. An additional factor g has been introduced in equation (1b) to account for degradations of the correlation peak, e.g. due to radiation damage or slight relative rotations. In the simulation we identify M with the number of pixels; then the factor g also reflects the loss of signal due to the fall-off of the power spectrum due to the MTF of the detector.
We discuss two special cases: a) Cross-correlation of a well-defined image with a noisy one (
In order to find the correct correlation peak, one generally requires , which means that one electron in 420 pixels would still give a distinguishable CC peak if one image is well-defined. On the other hand, the signal contrast may be as low as 0.022 when the low-dose image is recorded with 1 electron per 20 pixels, i.e. with a ten-fold lower dose than the images of the series that was evaluated in the previous paragraphs.
b) Cross-correlation of two noisy images ( (1a) or (1b), we should remark that they are in principle slightly different. In equations (1a) or (1b), the signal-to-noise ratios P of the peak refer to ensemble averages, while in the simulation we compare the CC peak with the rms variation of the CCF outside the peak. The difference is an additional term 2 2 2 1 p p in the square root of the denominator of equation (1b).
This term can, however, be neglected for the cases we are interested in.
Numerical simulations agree with the analytical theory
In order to be close to a real situation, we used a micrograph of carbon film covered with a single-layer paraffin crystal for the simulations. The image had been recorded on film at 400 keV accelerating voltage, a magnification of 60,000, and about 300 nm underfocus, using an electron exposure of about 1000 electrons per nm 2 . The micrograph was scanned in a Nikon Super
Coolscan 8000 ED scanner with 6.35 µm pixel size (0.106 nm pixel size at the specimen), and the output was converted to optical density. A 1024x1024-pixel area was extracted from the digitized image, and the image contrast was arbitrarily adjusted to 10%. Due to the low dose, the image was too noisy to see Thon rings in its power spectrum. This reference image was considered to be structural information for the purpose of our numerical simulations. Images with different exposures were generated by distributing electrons according to Poisson statistics, with the expected values of each pixel being proportional to the signal in the reference image.
The results of the simulations are summarized in Table 2 . There is a good overall agreement between theory and simulation. The correct correlation peak was found in the simulation as long as P calc was greater than about 5. Close to this limit, peaks in the background of the CCF were sometimes found to be higher than the correct CC peak. When the CC peak is not well defined, it may be worthwhile to calculate a "double CCF" meaning the cross-correlation of the CCF that was determined in the first step with a well-defined CC peak. This correlation of the CCF with a well-defined peak makes use of the surroundings of the peak and is therefore expected to improve the reliability of the peak search (Kirkland et al., 1995; Typke and Dierksen, 1995) . and 5 (left and right, respectively), (B) the same images, after unbending using the distortion pattern determined for image 4, and (C) the same images, after unbending using the distortion pattern determined for image 5. Fig. 6 . Movements of features in the series of aligned images. As was mentioned earlier in the text, the images were treated as if each paraffin chain corresponded to one unit cell of a monoclinic (nearly hexagonal) lattice. As a result, the unit cell referred to in panel A is actually a "pseudo" unit cell. Figure 5A shows the location of the unit cell closest to the center of the Figure 5B and C show the movement of two areas of the carbon film, 256 pixels on edge. The first area was located at the center of the frame and the second area was located at the lower left corner of the frame. The width of these plots is 4 pixels, or 0.5 nm, and it is seen that the carbon-film component of the specimen moves far less than does the paraffin lattice. It was checked by image simulation that the displacements found for the extracts of the carbon film are not artifacts due simply to electron statistics. According to this simulation, displacements of extracts from the same positions as above that are due to electron statistics were within 0.12 pixels. Table 1 . Image quality relative to that of an ideal image for a stroboscopic image series.
F diffraction (g) and F diffraction (0) are amplitudes measured in electron diffraction patterns for the scattered and unscattered beams. F image (g) and F image (0) are amplitudes measured in the Fourier transforms of the images. Table 2 . Signal-to-noise ratios P simulation of the cross-correlation peak, and P' simulation of the double cross-correlation peak, of simulated images depending on the number of electrons per pixel. The factor g of formula (1b) is assumed to be 1.
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