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INTRODUCTION 
In [1] and [2], we have developed a model and three dimensional inversion 
algorithm for detecting flaw in structures. The model, based on rigorous 
electromagnetic theory, and the algorithm have as their main objective the high 
resolution imaging of the flaw. The algorithm is computationally intensive and, 
like other inversion techniques, involves the solution of some ill conditioned 
problems. 
The major computations for our implementation of the algorithm are done in 
the two dimensional frequency domain. In order to take an inverse Fourier 
transform, we must solve a system of equations for each spatial frequency pair 
(kz,kv)· For large values of (kz,kv), the system matrix becomes highly ill 
conditioned; hence solving the system for these values of (kz,kv) becomes 
impractical. 
While the system 
filtering of the high 
particular problems. 
is ill conditioned at all frequencies, the inevitable 
frequency spectral components in the system matrix causes 
For small values of (kz,ky). the solution of our system 
gives good information in the Fourier domain. 
resolution reconstructions, these missing high 
be present in the in the solution, are needed. 
allow us to get this information. 
However, in order to achieve high 
frequency components, which may 
Thus we need a method that will 
To get this missing high frequency information, we use a powerful 
mathematical tool called analytic continuation. This paper discusses two 
approaches to analytic continuation, the first utilizing a two dimensional 
iterative scheme based on the technique of projection onto convex sets, [3]-[7), 
and the second utilizing a direct matrix inversion technique, [8]-[10]. An 
important feature of the first method is that a priori knowledge about the 
unknown can be incorporated into the reconstruction technique in a natural way. 
Such information includes the finite support and/or constraints. We also give 
results of simulated flaws. 
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MATHEMATICAL BACKGROUND 
Our Analytic continuation method is based on the following two theorems 
that are well known in complex and Fourier analysis. 
Theorem 1. The two-dimensional Fourier transform of a spatially bounded function is an 
analytic function in the (k,, ky)-plane. 
Theorem 2. If any analytic function in the (k,, ky)-plane is known exactly in an arbitrarily 
small (nonzero) region of that plane, then the entire function can be found (uniquely) by means 
of analytic continuation. 
In order to use these theorems, we recall that a flaw can be thought of as 
a space-limited function g(x,y) (or a function with compact support). Thus, by 
Theorem 1, its Fourier transform, G(k,,ky). is analytic in the (kx,ky)-plane. If 
we have only limited information about G, say, only its values at low 
spatial-frequencies, Theorem 2 tells us that we can uniquely extend G to the 
whole (k,,ky)-plane. Once we have continued G to the (kx,ky)-plane, we can take 
an inverse Fourier transform to recover g. 
AN ITERATIVE SCHEME FOR ANALYTIC CONTINUATION 
The mathematical setting for the algorithm is projections onto closed 
linear manifolds (CLM) in a Hilbert space. Important features of the method 
include: 
1. a priori knowledge about g can be incorporated into the reconstruction 
technique in a natural way. 
2. Such information includes the finite support and/or any constraints. 
3. In our application we know that the conductivity within the anomalous 
region is bounded, which in our model implies that -1 ~ g(x,y) ~ 0, and we 
also have an estimate of the support of g. 
The algorithm that we used is listed here: 
ALGORITHM 
Let the function G(k,,ky) be given over a prescribed region £. and let 1 
be the Fourier transform. Then starting with: 
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fo(x, y)=1- 1 [G(k,, ky)]; 
r=O; 
REPEAT 
! (1)_p f. r - 1 r, 
! (2)_p /(1). r - 3 r , 
F(1) -1[/(2)]· 
r+1- r ' 
F -PF(1)· 
r+1- 2 r+1> 
fr+l =1- 1 [ Fr+l]; 
r=r + 1; 
UNTIL CONVERGENCE OCCURS. 
The important operations in the Algorithm are the Fourier and inverse 
Fourier transforms and the various projection operators ~. which we now define: 
Pd={'' 0, 
P2F={ G(k.,,kll), 
F(k.,,k11 ), 
{ 
-1 
P3/= /(~,y), 
0, 
(x,y) E S, 
otherwise. 
(k.,, k 11 ) E .C, 
S = support of f, 
(k.,, k11 ) i .C, where F(k.,, k11 ) = 1[/(x, y)] 
if f(x,y) < -1 
if -1 ~ f(x,y) ~ 0 
if f(x,y) > 0 
Hence, the algorithm successively applies the known properties of the sought-for 
solution to the initial given data. Numerical experiments suggest various 
methods for speeding the convergence. 
A DIRECT MATRIX INVERSION SCHEME FOR ANALYTIC CONTINUATION 
The basis for this technique is the Whittaker-Shannon Sampling Theorem 
which we briefly discuss. Let g(x,y) have spectrum G(k.,,k11 ), and let G be 
sampled in Fourier space with periods SF.,, SF11 in the k., and k 11 directions, 
respectively. Then 
G(k.,,k11 ) = 4L.,L11 SF.,SF11 '£'::'=-oo E:::=-ooG(nSF.,,mSF11 )x 
sinc[2L.,(k.,- nSF.,)]sinc[2L 11 (k11 - mSF11 )] 
where sinc(x) = sin(1rx)j1rx is the Fourier transform of the rect function, which is 
unity when its argument lies within -1/2 to +1/2. Note that, if g.(x,y) is the 
sampled version of g(x, y), whose support is 2L., X 2Lu, then 
X y 
g(x,y) = rect[-L ]rect[-L ]g,(x,y). 
2 z 2 11 
Using the Whittaker-Shannon theorem, we derive ~he matrix equations needed for 
extrapolation. Letting f.,= kSF., and / 11 = ISF11 , we have 
G(kSF.,,lSF11 ) = 4L.,L11SF.,SF11 E'::'=-oo E:::=-oo G(nSF.,,mSF11 )x 
sinc[2L.,SF.,(k- n)]sinc[2L11 SF11 (l- m)]. 
Note that this is the direct product of an (infinite) x-matrix and an (infinite) 
y-matrix. 
Now consider truncated one-dimensional matrix equation 
_ ~ G sin[21rS.,(m- n)] 
Gm- L...., n ( } , 1r m- n 
n=-N 
m=-M, ... ,M 
where S., is the support in the x-direction and M « N; hence, the system is 
strongly underdetermined. Since the system is nonsquare, the solution is not 
unique. Thus we seek the (unique) minimum norm least squares solution. 
The minimum norm solution of the least-squares problem 
is given by the singular value expansion 
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X= Vp 
where v is the matrix of right singular vectors of B; 
=X-
p;=(U b);fs; 
where u is the matrix of left singular vectors of B; 
{s;} are the singular values of B. 
Since the high order singular values are small, this problem is highly 
ill-conditioned. Thus we must not use these high order singular values which 
means that we do a truncated singular value expansion. 
The extension to two dimensional problems is straight forward when it is 
recognized that all two dimensional singular vectors are direct products of one 
dimensional singular vectors and the two dimensional singular values are 
products of one dimensional singular values. 
In some situations, the condition of the problem can be improved by 
'preconditioning' the system matrix. We used a method of 'derivative smoothing' 
which we present below. 
Consider the one dimensional problem: 
where D is a discrete derivative operator. If we let y = Dx, we get 
To solve this, we use the Singular Value Decomposition of the matrix AD-1 and 
then proceed as before. A is a Levenberg-Marquardt parameter. 
We considered two cases. In case one, D is a discrete first derivative 
operator 
( !, 0 0 ~J 1 0 D . = . 0 0 1 0 0 -1 
and 
n-1 = 0 n 
In case two, D is a symmetric discrete second derivative operator 
-2 1 0 0 0 
1 -2 1 0 0 
1 
D = h2 
0 1 -2 0 0 
0 0 0 -2 1 
0 0 0 1 -2 
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RESULTS 
We performed numerical experiments on three flaws: 
• Flaw 1 was an impulse, 
• Flaw 2 was a pulse, and 
• Flaw 3 was a structured flaw. 
Figures 1, 2 and 3 show these flaws both as three dimensional and gray scale 
pictures. 
• 
Fig. 1. Three dimensional and gray scale representation of Flaw 1. 
Fig. 2 . Three dimensional and gray scale representation of Flaw 2. 
Fig. 3 . Three dimensional and gray scale representation of Flaw 3. 
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Before describing the results, let us give names to the reconstruction 
methods: 
• Method 1 was using the inverse Fourier transform directly, 
• Method 2 was the iterative extrapolation technique , called LENTUY, 
• Method 3 was the matrix inverse technique with no s moothing, called SVA2DO, 
and 
• Method 4 was the matrix inverse technique with symmetric second derivative 
smoothing, called SVA2DSY. 
Figure 4 shows the reconstruction of Flaw 1 using Method 1 on the lowest 61 
out of 256 frequencies in both the kz and kv directions. In this case , no 
extrapolation of data was used . Figure 5 shows the rec onstruction of Flaw 1 
using Method 2 on the lowest 61 frequencies and 10 iterations . Figure 6 shows 
the reconstruction of Flaw 1 using Method 3 with A1= 10 and using the first 7 
singular values. Figure 7 shows the reconstruction of Flaw 1 using Method 4 
with A1= 10 and using the first 6 singular values. 
[Note: Some gray sca l e r e presentation s o f the s e f l a ws h ave been omit ted 
in t hese fi gures sin ce t hey are too s ma ll fo r r epr o du c tion. The Edi t ors ] 
F i g . 4. Three dime n s i on a l r e pre s e n tation of Fla w 1 u sing Me t h orl 1 . 
F i g . 5 . Three d i mensiona l 
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Fig. 6 . Three dimensional and gray scale representation of Flaw 1 using 
Method 3. 
• 
Fig . 7 . Three dimensional and gray scale representation of Flaw 1 using 
Method 4. 
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Figures 8, 9 and 10 show the reconstructions of Flaw 2 using Methods 1, 2 
and 3, respectively. Methods 1 and 2 both use the lowest 61 frequencies and 
Method 2 goes through 10 iterations, while Method 3 has Af= 10 and uses the 
first 14 singular values. 
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Fig. 8. Three dimensional and gray scale representation of Flaw 2 using 
Method 1. 
Fig. 9. Three dimensional and gray scale representation of Flaw 2 using 
Method 2. 
Fig. 10 . Three dimensional and gray scale representation of Flaw 2 using 
Method 3. 
Figures 11, 12 and 13 show the reconstructions of Flaw 3 again using 
Methods 1, 2 and 3, respectively. Methods 1 and 2 again use the lowest 61 
frequencies and Method 2 again uses 10 iterations, while Method 3 again has 
Af= 10 and uses the first 14 singular values. 
Fig. 11 . Three dimensional and gray scale representation of Flaw 3 using 
Method 1 . 
Fig . 12. Three dimensional and gray scale representation of Flaw 3 using 
Method 2 . 
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Fig. 13. Three dimensional and gray scale representation of Flaw 3 using 
Method 3 . 
As we can see from these results, the extrapolation techniques enhance the 
reconstructions of these flaws. The matrix method may be better for the 
impulsive flaw, but the iterative method is better for the other flaws . In 
addition, in the iterative method, it is easier to include a priori data. 
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