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1. INTRODUCTION 
In [2] Cameron and Storvick introduced a very general operator-valued 
function space “integral.” In [2] and several subsequent papers [3,4, g-161 
the existence of this integral as a bounded linear operator on L, was established 
for certain functionals. More recently [5, 63 C ameron and Storvick established 
the existence of their integral as an operator from L, to L, for certain 
functionals. The purpose of this paper is to give existence theorems which 
extend and strengthen this later work. 
Before giving the basic definitions we fix some notation. R will denote the 
real numbers, C the complex numbers, and C+ the complex numbers with 
positive real part. L, (1 <p < co) will refer to the measurable, C-valued 
functions on R which arepth power integrable. C,(R) will denote the C-valued 
continuous functions on R which vanish at co. C[u, b] will denote the R- 
valued continuous functions on [a, 61. Wiener space, CJa, b], will consist 
of those x in C[a, b] such that x(a) = 0. Integration over Co[a, 61 will always 
be with respect to Wiener measure. -9’ = S(L, , C,,(R)) will denote the 
space of bounded linear operators from L, to C,,(R). 
Let F: C[a, b] --f C be a functional. Given h > 0, IJJ ELM and [ in R, let 
(509 #> (8 = sc,[.,sl F(A-x + E) a,h(W2x(b) + f) dx. (1.1) 
If I,(F)+ is in C,(R) as a function of f and if the correspondence 4 -+ IA(F)+ 
gives an element of 9, we say that the operator-valued function space 
integral I,(F) exists. 
Next suppose there exists As(O < A,, < co) such that I,(F) exists for all 
X E (0, A,) and further suppose that there exists an P-valued function which 
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is analytic in Cf n {I h 1 < A,,) = C’$ and agrees with I,(F) on (0, A,,); then 
this Z-valued function is denoted I:“(F) and is called the operator-valued 
function space integral ofF associated with A. We will most often be interested 
in the case A, = 03. 
Finally, let q be in R with 1 q 1 < A, . Suppose there exists an operator 
r(F) in dp such that for every I/ in L, , -/in(F)+ is the weak limit of Ifn(F)$ 
as X -+ -iq through Ch*, ; then E”(F) is called the operator-valued function 
space integral of F associated with -iq. 
The above definitions are actually more stringent than those in [5]. Where 
we have C,,(R), they have L, . Also their “weak limits” and analyticity are 
based on the weak* topology on L, induced by its pre-dual L, ; our weak 
limits and analyticity are based on the weak topology on C,(R) induced by its 
dual. 
Next we describe the results in [5 and 61. In [5j Cameron and Storvick 
treat functionals F: C[ua, 61---f C of the special form 
F(x) = exp (jab Q, x(s)) ds) , U.2) 
where 8: [a, b] x R + C is measurable and is such that there exists a constant 
B > 0 such that for almost every (a.e.) s in [u, b], e(s, *) eL1 and 
The interest in functionals of the form (1.2) derives from the work of the 
physicist Feynman which provides the initial motivation for the theory. This 
is discussed somewhat in [2]. We mention that examples given in [IO and 131 
seem to indicate that functionals of very general types cannot be handled 
successfully. 
In part 2 of [6], C ameron and Storvick show the existence of their integrals 
for functionals 
F(4 = g (c @, 4s)) & s.” 4(s, 44) ds) , (1.4) 
where 8, + satisfy (1.3) and g is an entire function of two complex variables of 
growth (2, u). Our references for terminology connected with entire functions 
are [l and 71. 
Next we describe our results and compare them to [5 and 61. Let Y E (2, ~1. 
We denote by LIT = L&a, b]) x R) th e s p ace of C-valued functions 0 on 
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[u, b] x R such that for a.e. s in [a, b], e(s, *) E& and the function 
w = II Q, .)I11 is in LJf.2, 61. 
Note that condition (1.3) is that 0 E L,, . 
For j = l,..., VZ, let Bj EJ& and consider functionals F: C[u, b] 
the form 






Let A consist of all functionals as just described as well as the functional 
F(x) = 1. Our main theorem establishes the existence of our function space 
integrals for F’s of the form 
F(x) = 2 akFk, 
k=O 
(1.7) 
where F, E A and where certain restrictions to guarantee summability are 
put on the uk’s. As a consequence of this result, we get the existence of the 
integrals for functionals 
F(x) = g (lab e&, X(S)) &..., Jab ek(h X(S)) ds) , (1.8) 
where g is an entire function of K complex variables of growth (2, u). 
Functionals of the form (1.7) are in the first place a broader class of func- 
tionals than those dealt with in [5 and 61. Even when attention is restricted 
to functionals like (1.2), (1.4), our results strengthen the theorems of [5 and 
61. For one thing, our restrictions on e are less severe. Also we see that the 
functions ITS(F)$, E”(F)+ are in C,(R). Finally the analyticity and weak 
limits of this paper are with respect to a stronger topology than in [5 and 61. 
In [5], Cameron and Storvick use their function space integral of a func- 
tional of the form (1.2) to solve an integral equation formally equivalent to 
Schroedinger’s equation. We obtain this result with our reduced restriction 
on 8. 
In the first part of [6], Cameron and Storvick treat functionals 
F(x) = g (s,“s,” 6, t, x(s), x(t)> ds d”) , U-9) 
where g is entire and of growth (1, u). In the last section of this paper we 
describe how the techniques developed here can be used to extend and 
strengthen these results. 
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2. THE GENERATING FUNCTIONALS 
Our basic results appear in Section 3 but much of the work comes in 
dealing with the generating functionals in the class A. The formal aspects 
of the following theorem and Theorem 2.1 of [12] are similar; the justifications 
are quite different however. Some of the arguments are modifications of 
arguments from [5, Lemma 11. 
THEOREM 2.1. Let F in A be given by (1.6) with each 0, in L,, and with 
Y E (2, a]. Then I:“(F) and Jr(F) exist for all h E C+ and all real q # 0 
respectively. Further for h e C+, # EL, and 8 E R, 
. #(v~+~) dv,,, .a. dv, ds, ..a ds, 
-I- dvl dsl ... ds,,, , (2.1) 
where v0 = 6, s,lO) = a, s,(,+~) = 6, the sum is taken ova all m! permutations 
T of {l,..., m} and where 
S(T) = @1,-v sm) E (a, b)? a < s7t1) < e.4 < s,(,) < b}. (24 
For real q # 0, xn(F) is g iven by the second and third expressions in (2.1) 
with h = -iq. Finally we have 
,, IzncF),, ~ (1 X l/2n)(““1)‘2 (b - a)m(2-p)‘zP [r(l - (p/2))](Pnf1)‘B (m!)r” 11 h $” 
(b - aPa PI+ + 1) (1 - (PP))I)~‘~ 
(2.3) 
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where r denotes the gamma function, p is such that 1 /r + l/p = 1 and 
where h: [a, b] -+ R is given by 
h(s) = max{ll W, .)II, ,-., II k(~, .h>. (2.4) 
The bound (2.3) holds also for jl J:“(F)11 with / X / replaced by 1 q j. 
Proof. For Re h > 0, (A # 0), + ELM, and [E R, we let (K,(F)$)(t) be 
the second expression in (2.1). We begin by showing that K,(F) E 8 with 
I/ K,,(F)II bounded by the right side of (2.3). B ecause there are m! terms in the 
sum (2.1) and because I/p = 1 - l/r, it suffices to examine one term, say 
(K,,,(F)#)([), in the sum and show K,,,(F) t+G E C,(R) with 
,( i/ y5 //I (I x 1/27r)(“f1)‘2 (b - u)m(2-g)‘2p [r(l - (p/2))]‘“+1”’ (m!)-l’r 11 h 11: 
(b - ay2 mm + 1) (1 - (P/2))1Y’~ 
(2.5; 
We will go through the estimate needed to prove (2.5) in detail. Similar 
estimates will just be mentioned later on. For later purposes, note that the 
integrand of the second expression in (2.6) below is bounded as a function of h 
and does not involve 5; also the following argument will show that it is 
integrable. 
G II * III gy”‘!” j-(,) Kw - 4 *-* (b - %n))I-1’2 
x fi h(s,(,,) ds, ..a ds, 
1 
G II 4 III ($ym+1)‘2 f J-[,, [(sTtl) - a) ..a (b - s~(~))]-PI~ ds, a-- ds, I” 
I 
. IS s( ) fj h’(sJ ds, ..- ds_]l”. 71 (2.6) 
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But 
Is fi h’(Sj) ds, *** dsmy S(r) 1 
(2.7) 
= If jab (m) jab jj h’(Sj) ds, . . . dq = (-$)y h 11:. 
Also 
s S( )[( srtl) - a) -*a (b - s~(~))]-P’~ ds, -*- &,a 7
= j;j;m . . .j;' [(sl - u) (s2 - sl) e-e (b - s,)]-‘I2 ds, a** ds, . 
(24 
Now let ui = (si - s,-r)/(b - a), so sj = a + (ul + *.* + z+) (b - u) for 
j = l,..., m and we see that the right-hand side of (2.8) becomes 
(b - (2)-P/2 (/.I - 497+pw 
s 
(qu2 . . . q&)-P/2 [l - (ul + . . . + urn)]-PI2 
Cl+ 
x du, --. du, (2.9) 
where U+ = ((ul ,..., urn) E R”: u1 + ..* + U, < 1 and Uj 3 0, j = l,..., m}. 
Noting that 1 < p < 2 and evaluating (2.9) as Dirichlet’s integral [18, 
p. 2581, we obtain 
(b - u)-p/2 (b - a) M-p)/2 ir (1 _ $1” j1 (1 _ t)-P/2 tm(l-%‘/2)-1 dt 
(2.10) 
(b - a)-P,2 (b - u)m(2-p)12 /r (1 - $)im+l = 
r [(m + 1) (1 - $)] ’ 
where this last equality comes from recognizing the integral with respect to t 
as a Beta function. 
Finally combining (2.6)-(2. IO), we obtain (2.5) as desired. 
Using the Dominated Convergence Theorem and the estimates above, 
one easily sees that (K,,,(F)+)([), and hence (KQ’)t/(t), is a continuous 
function of 5. When Re X > 0, the same kind of argument shows that 
(K,(F)$)(f) vanishes at co. When X = -@, we still have a dominating 
integrable function but the expression inside all the integrals in (2.1) fails 
to go to zero as 1 [ ) + co. Hence we need a different argument to see that 
(K,,,(F)+)([) vanishes at co in this case. 
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Fix 7 and fix + eLI . Now for a.e. (sr ,..., s,) E S(T), ny O+(i)(~,(j) , uj) is 
integrable over Rm. Temporarily fix such an m-tuple (sr ,..., s,). Let 
d4 = j-w 4&(2) 9 02) exp [ *;:; I ?‘:,) ] ... -cc 7 
I 
m 
X --m 4h)hm) y 4 exp [ 
M%z - %d2 
2(%%) - %n-1)) I 
X 
wJm+1 - %aY 
2(b - S&)) I 
dw 
m+1 ... dw, . 
gr(wr) is a bounded function of wI . Hence 
gl(wl) = glW fh(w y 4 exp [ 
im2 1 2h1) - 4 ’ 
is an L,-function. Thus, by the Riemann-Lebesgue Theorem, 
. 2 
f(S1 ,*.., %a; 0 FE exp [ 2(s,;l;t- a) ] J- _4, g2h) exp [ (,--;@J;) ] dr4 ) 
vanishes at CO. By the Fubini Theorem (K,,,(F)#)(Q is given by 
(+--)(m+1”2 s,,,, [(ql) - a) *.a (b - sT(m))]-1/2f(s1 ,...I s,; () ds, *-* ds, . 
The fact that I(K,JF)16)(5)1- 0 as I5 I + cc follows by using the Dominated 
Convergence Theorem to pass the limit within the integral over S(T). 
Next we show that K,(F) is an analytic function of X in C+. Again we may 
consider one term K,,,(F) of the sum (2.1) and show that it is analytic. Now 
let M(R) denote the Banach space of C-valued, regular, countably additive 
set functions of bounded total variation defined on the Bore1 class of R and 
equipped with the total variation norm. M(R) is of course the dual of C,,(R). 
To show K,,,(F) analytic, it suffices to fix 4 ELM, and TV E M(R) and show 
that the scalar function 
g(h) = j-= (K.r(F) 4) (5) 440, --m (2.11) 
is analytic. By Morera’s Theorem, it suffices to show that g(X) is continuous 
in C+ and that, if d is any triangular contour in Cf, 
s g(X) dA = 0. A 
(2.12) 
409/50/3-14 
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Suppose {A,,} is a sequence in C+ such that A, --f A, where A,, E 0. We wish 
to show that 
Let D = sup{/ A, 1 : n = 1, 2,...}. Th e integrand of the second expression 
in (2.6) with ( h ( replaced by D provides a dominating function which allows 
one to pass inside all the integrals involved in (2.11) and conclude (2.13) and 
hence the continuity of g. 
Equation (2.12) will follow from Cauchy’s Integral Theorem if we can 
justify using Fubini’s Theorem to move the integral with respect to h inside 
all the other integrals involved in (2.11). If E = sup{1 h 1 : h E A}, the inte- 
grand of the second expression in (2.6) with 1 X / replaced by E provides a 
function which is integrable with respect to er,,, ,..., n1 , si ,..., S, , / p 1 
and h and which dominates the function we need to show integrable. (2.12) 
follows. 
Next we show that as X - -iq through C+, K,(F)+ -+ K,(F)+ weakly. 
Let p E M(R). It suffices to show that 
O” lim 
s A*-iq ma 
rvL,m $4 (8 - (L,,@) $1 kf~1443 = 0. (2.14) 
To justify this, one applies the Dominated Convergence Theorem almost 
exactly as done earlier. 
The only thing remaining to complete the proof is to show that for h > 0 
where (~,#%)(I) is si ven by (1.1). We first formally write down the equalities 
which establish (2.15) and then comment on their validity. 
= s, [a bl [O J” e,(% h-1’24s) + 5) ds] $4~-1’2X(b) + 5) d-x cl * a 
x ~(X-l~zx(b) + 5) dsl -a- ds, dx 
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x I@-‘/“x(b) + 5) dx ds, e-0 ds, 
= ; js6,sc [a b, @ ej(sj ,w2x(si) + t,] yw""x(4 + 5) dx 4 ..* dsm 
0 . 
= ; jstT, [(2++1 hl) - 4 - (b - sTd~-l’2 
. j-1 cm + 1) j-1 [fJ e,G.)(~T(j) , h-1/2~j + 01 W1’2um+1 + 0 
I 
du,+l . . . dul dsl . . . &, (u. = 0) 
= VW) 99 (5). (2.16) 
The integrand in the next to last expression in (2.16) is dominated by the 
integrand of the second expression in (2.6). Hence the integral in the next 
to last expression in (2.16) exists. Working backwards, one sees that the 
earlier integrals exist and the equalities are justified including the use of the 
Fubini Theorem in the fourth equality and the use of Wiener’s formula in 
the sixth equality. This finishes the proof. 
We finish this section by dealing with the functional F E 1. The necessary 
arguments here are quite easy and we merely state the proposition and indicate 
formally where the formula comes from. 
PROPOSITION 2.1. Suppose F E 1. Then I;“(F) and Jn(F) exist for all 
h E C+ and all real q # 0, respectively. Further for A E 0, +b EL, , and 5 E R 
VW’) 4) (0 = ( 2+:- a) )ljz jm P(V) exp (e$rzai)2) dv. 
--m (2.17) 
656 JamsoN AND sKmJc 
E”(F) is also given by the right side of (2.17) with A = -iq. We also have 
(2.18) 
Formula (2.17) comes from Wiener’s formula as follows: 
s C,[a.bl F(A+X + 4) r,+-%(b) + 5) dx 
=z 
s C&&b1 
$(A-‘f2x(b) + f) dx 
)l” lrn ~)(h-l/~u + 5) exp ( 2tLTzQ) ) du 
-% 
+a - 6)” 
)l” sp, #tv) exP ( 2(b - a) dv’ 
3. THE MAIN EXISTENCE THEOREM 
We establish below the existence of Z:“(F) and J:“(F) for certain series of 
the form (1.7) where each Fk E A. For each k, Ffi is either the functional 
identically one or is given by 
F,(x) = 5 s” Br,j(s, x(s)) ds, 
j-1 a 
(3.1) 
where Bkei eLr7 with 7 a fixed element of (2, co]. Given F, as in (3.1), we let 
bk(J h I) be the right side of (2.3) with m and h replaced by m, and hk , 
respectively, where 
We note that the right side of (2.3) reduces to (2.18) when m = 0. 
THEOREM 3.1. Let F begiven by (1.7) with the F,‘s as above. Let A, E (0, CO]. 
Suppose that (ak} is a sequence from C such that for every X E CT0 , 
(3.3) 
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Then JOY every X E (0, h,) and every 5 E R, Cz=,, a,$&-*x + e) converges 
absolutely for a.e. x E C,,[a, b]. Also Ir(F) and Jin(F) exist, respectivezy, for 
h E CrO and real q # 0 such that / q j < h, . Further, 




J,““(F) = f a&‘V’d 
k=O 
(3.5) 
with Iz”(F,), Jin(Fk) given by (2.1) with appropriate replacements to account 
for the fact that Fk is given by (2.1) rather than (1.6). 
Proof. Suppose X E Cn’, . We have by (2.3) and (3.3) 
f i, aJ,aR(F,)lI < 5 I ak / bk(j h I) < 00. 
k=O k=O 
(3.6) 
Hence the right side of (3.4) defines an element of 9 for all h E CA’, . Since 
ble(l h I) is an increasing function of 1 X 1, the series in (3.4) actually converges 
uniformly in any compact subset of Ct , a fact that will be useful further on. 
Similarly, we see that the series in (3.5) defines an element of Y for / q 1 < A0 . 
Now we claim that for A > 0, 
VA(F) $4 (8 = f ak(lA(Fk) +) 6% 
k=O 
(3.7) 
Formally this follows from the equalities 
.r c [a bl F(XW2x + 5) 4@-%(b) + t) dx 0 I 
=jC,.b$O 
akFk(X-*/‘x + 5) #(kl”x(b) + E) dx 
0 * 
= zo a, s, [a bl 
F,(W~X + t) &W2x(b) + 5) dx 
0 . 
= go ak(ILFk) ‘) (‘)* (3-g) 
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The interchange of integral and sum in (3.8) follows from the Fubini-Tonelli 
Theorem and the fact that 
1 F,&W2x + [)I 1 #(A-““x(S) + 5‘)l dx 
k=O 
& Iak 
k=O ’ s, [a bl 0 
5 j-” I &,&, h-1’2 x(s) + 5)l I ccI(X-1’2x(4 + 111 dx 




From (3.8) we also see that the integrand of the first expression in (3.8) is 
finite for a.e. x E Ca[a, b]. Choosing a I,!J E& which is never zero, we see that 
for 0 < h < ho and 5 E R, cr=‘=, a$k(/\-+x + 6) converges absolutely for 
a.e. x E C,[u, b]. 
Now by Theorem 2.1, for each k, IT”(Fk) is weak operator analytic; i.e., 
for every # EL, and p E M(R), szW (I:“(F&)(f) dp(f) is an analytic function 
of h. Hence Iy(F,) is analytic with respect to the operator norm in 9 [17, 
p. 2061. This fact and the uniform convergence noted earlier imply [8, 
Theorem 3.11.61 that the sum (3.4) is an g-valued analytic function of X 
in Cj!” . By (3.7) and the fact that I#‘,) = I,O”(F,) for )I > 0 and k = 0, 1,2,... 
we see that lzn(F) exists and the equality in (3.4) holds. 
Next suppose 1 4 1 < x0 . By Theorem (2. I), for each A, hm,,+ ly(Fk) = 
r(Fk), the limit being taken in the weak operator sense. Also the right side 
of (3.4) converges uniformly for h E C&0+,r1,j,2 . These two facts allow one to 
write, 
= go %J:(Fk>, 
with all the limits in the weak operator sense. The fact that Jr(F) exists and 
is given by the right side of (3.5) follows and the proof is complete. 
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4. ANALYTIC FUNCTIONS OF k SINGLE INTEGRALS 
In this section we consider functionals F(x) of the form (1.8) where 
(4.1) 
is an entire function of k complex variables of growth (2, 0). (An entire 
function is said to be of growth (p, 0) if and only if it is of order not exceeding 
p, and if its order is p, its type does not exceed u.) For the convenience of the 
reader we will include a brief discussion of “order” and “type” of an entire 
function of k complex variables. For a complete discussion see [7, pp. 338-561. 
(For the case k = 1 see [l, pp. 8-121.) 
Let g be given by (4.1). Let the domain D be the polycylinder D =- 
D(R, ,..., Rk) = ((x1 ,..., zk) : ! zj / < Rj < c~,j = 1, 2 ,..., kj. Let 
Let 
D, = D,(R, ,..., Rk) = ;(q ,..., P+): (+ ,..., +) EDI 
MJR) = SD”RP I &, >..., dl . 
The order p and type u of g are defined by the equations; 
p = po = lim sup{[ln In Mg(R)]/ln R} 
R+TZ 
(4.2) 
u = co -= lim sup@ n/l,(R)l/R~>. 
R+X 
(4.3) 
A theorem of Goldberg’s [7; p. 3391 allows us to express p and u in terms 
of the coefficients anl,...,ne ; 
p = lim sup f (n, + a.0 + TJ ln(q + -.- + 4 ) 
---In I anl.....n, I I 
(4.4) nl+...+npm \ 
(ep~)~‘~ = lim sup ((n, f ..f + n,)llP 
n,+...+?zp3o 
x [I an,,...,nr 1 R;’ --- R~]l’(nl+‘.‘+nk)j. 
(4.5) 
THEOREM 4.1. Let F(x) be of the form (1.8) with g given by (4.1) an entire 
function of growth (2, u) where u = uD < co. 
Case 1, Growth (2,0). In this case I:%(F) and E”(F) exist for all h E C” 
and all real 4 # 0. 
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Case 2, Order g = 2, Type a = uDtR, ,,,., Q E (0, co), RI ,..., R, Any k 
Positive Numbers. In this case I:“(F) and J,““(F) exist for all A E Cn’, and all 
real q # 0 such that / q 1 < h, where 
r[min(R, ,..., Rk}12 
X0 = 11 h 11; Ir(l - p/2)12’p uD(R,....,R,) 
2-P (2--P)/S 
2(b - a) (4.6) 
and h(s) = max{l/ &(s, *)j[i ,..., jl &(s, .)/Ii}. (If k = 1, then 
ho = u (1 h II”, [r(; - P,2)j”lP [ 
2-P (2--9)/P 
2(b - a) I *) 
Proof. Let 
We note that Fnls...s,b E A for all choices of n, ,..., nk . By Theorem 3.1 we 
see that it will suffice to establish the convergence of the series 
I %,....,nm 1 1 h (W+W (b _ a)NG’-~)/2~ 
x [I$ -~)]‘N+l)‘*(N!)l/PI/h,J~ 
(b - a)l/2 (2r)(~+1)/2 1~ [(IV + I) (I - $)I 1”’ 
(47) 
’ 
for the appropriate h, where for notational purposes 
N = n1 + n2 + --- + nk . (4.8) 
Case 1, Growth (2,0). In this case we need to show that the series (4.7) 
converges for all /\ such that Re h > 0, uniformly on compact subsets. 
(i) We first consider the case where 0 < order g < 2. Using (4.4) 
we see that there exists an a E (0,2) such that far N = ni + n2 + *a. + nR 
sufficiently large 
I an,,....nk 1 < N-*Ia. 
But r(z) = zz-*e+(2r)* (1 + O(l)), and hence for positive z sufficiently 
large 
1 /T(z) < 2ezz*/(27r)* zz. 
Also by Stirling’s formula, with 0 < 6, < 1, 
N! = (N/e)* (2rN)) exp(SN/12N) < (N/e)* (2&J)* exp(lll2N). 
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Thus for N sufficiently large, 
< 21/9 exp 
( 
12;; 1) (Aq+W (2&N+1)(2-9)-l~l29. 





T[(N + 1) (1 - p/2)] ’ anl*.***nk ’ 
G 2119 exp 





Using (4.9) and the fact that (2 - or)/2or > 0, the convergence of (4.7) 
throughout Re h >, 0, uniformly on compact subsets, follows by the root test. 
(ii) Next we consider the case where order g = 2 and cr = 0. Using 
(4.5) we see that 
(4.10) 
Moreover for N sufficiently large 
I 
Ia ?z,,...,tlk I I x I (N+1)/2 (b _ a)N(2-~)/2~ l/N 
x [r(l - ~/2)](~+l)” (N!)l’D Ij h 11,” 
- (b - a)li2 (2~)(~+l)/~ (F[(N + 1) (1 - p/2)]}ll9 I 




[F(l - p/2)]l/” 2l/P exp 12N + 1 
$‘I ... Rk”” ( 12NP 1 
x 
1 
2Tiy; x’,,]“’ (2-)(1-9)‘29yN. 
But by (4.10) the right-hand side of (4.11) goes to zero as N -+ co. Thus the 
series (4.7) converges for all h such that Re X 3 0, uniformly on compact 
subsets. 
409/50/3-15 
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Case 2, Order g = 2, Type (J = ~D(R,,....R,) E: 0% a>. In this case using 
(4.5) we see that 
l%_smup{Nr’s[J LZ~,,...,~~ 1 R,“’ -a- R~]““} = (2ea)l”. (4.12) 
Now for N sufficiently large, the left-hand side of (4.11) is dominated by the 
expression 
pL~‘a ( 2(2bzpa) )(2-p)‘2p [r (1 - $)]1’P II h IIT/ 
x (NNJ2 1 a,,l,....nL I R:’ .a* RP}ltN 
x /[P(l - $-)]1’P21/Pexp (12:G ‘) 
[ 
2r;$ L’a)lli2 (&)(1-PI’2pj1’N max ]& ,..., *I . 
(4.13) 
Taking the lim sup as N -+ co of the left-hand side of (4.11) and using 
(4.12) and (4.13) we see that the series (4.7) will converge for all A such that 
Re X > 0 and such that 1 h 1 < 1 h, I where A, is given by (4.6). This concludes 
the proof of Theorem 5.1. 
The following corollaries are special cases of the above theorem. 
COROLLARY 4.1. Theorem 2 of [5j. (This is the case where k = 1, r = co 
andg(z) = ee.) 
COROLLARY 4.2. Theorem 6 of [6]. (This is the case where k = 2, r = co 
and 
COROLLARY 4.3. Assume that g(z) = CcSl, a,,P is an entire function 
such that for some A > 0, B > 0 and 01 E (0,2), 1 g(z)1 < AeBISla for all 
z~C.Let BELIT . Let F(x) = g(Jl e(s, x(s)) ds). Then Iin and J:“(F) exist 
for all A E C+ and all real q # 0. 
Our next theorem is a generalization of Theorems 3, 4, and 5 of [S]. For 
h purely imaginary the integral equation below is formally equivalent to 
Schroedinger’s equation. 
THEOREM 4.2. Assume that e(t, u) EL~,.([O, t,,] x R). For t E (0, t,,] let 
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F,(x) = exp{li qt - s, x(s)) ds}. Let tj EL1 . Then for all (t, .$, A) ES z 
(0, t,,] x R x {A: Re h > 0, X # 0} the function G(t, E, A) defined by 
(rvt) #) (03 
Gk 5p h) = l(J,a”(F,) #) (E), 
hEC+, 
X = -iq, q real and nonxero 
exists and is in C,,(R) as a function of 6. Moreover G(t, [, A) satisfies the integral 
equation 
G(t, 6, A) = (-&)l” 1-1 I)(U) e-A(u-E)2/2t du 
+ (&riz J”ot (t - s)-w J-1 e(s, U) G(s, u, A) e-~(u-~)2/2(t-s) du ds 
(4.14) 
throughout S. Furthermore 
II G(t, .> Wm < II 4 Ill 5 
) x fm+1)12 fd2-%b[r(l -p/2)](nZ+l)/D (/ h ,,T 
m=O (257)(m+1)/2 W{T[(m + 1) (1 - p/2)]}llp (m!)llV 
(4.15) 
where 
Proof. Using the results and estimates of Theorem 2.1, Theorem 3.1, 
and Corollary 4.1, the proofs given for Theorems 3, 4, and 5 of [5] go over 
with practically no changes. 
Consider a fixed q # 0. Let G(t, 5, q) = (En(F&)([). It is clear from 
(4.15) that there exists a positive constant D such that for all t E (0, to] 
II G(t, ., q>llm e Dt-+. (4.16) 
In the last theorem of this section we show that G(t, l, 4) is the only solution 
to the integral equation satisfying an inequality like (4.16). The case r = co 
was considered by Cameron and Storvick [5, Theorem 61. 
THEOREM 4.3. Let r be in (2, uz] and let 0 belong to L,, c Let q # 0 be 
$xed. If Tl(t, [) and r2(t, 5) are any two solutions of (4.14) (with h = -iq) for 
which there exist positive constants B, , B, such that I/ ri(t, .)lim < B,t-3 for 
j = 1, 2, and all t E (0, to], then I’, 3 I’, in (0, to] x R. 
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PrOOf. Let y(r, [) = r,(r, [) - rs(t, S). Clearly y satisfies /I y(t, *)jjm < 
(B, + Bs)t-*. For convenience, let B, = B, + B, . We will show by induc- 
tion that for each t E (0, to], [ E R and n = 1,2 ,... 
, Y(t ~), < B, 1 q jn’2 (1 h 11: [F(l - $~/2)](~+l)” t(n’P)-(n+1)‘2 
, . (277)n'2VP + 1) (1 - p/2Wp 
. (4.17) 
This will conclude the proof since for each fixed t E (0, t,,] the right side of 
(4.17) goes to zero as 12 + co, 
First we establish (4.17) far z = 1. Since r,, P, both satisfy (4,14), 
y satisfies 
Hence for (t, 5) E (0, t,] x R, 
1 y(t, E)I < (&)l” it (t - $x12 j- I e(s, 41 I Y(S> 41 du ds -co 
Making the change of variables w = s/t in the integral of the last expression, 
we see that 
1 y(t, E)I < B, (g)“” 11 h II7 ]B (1 - $ , 1 - $)11” t”l”-‘2/2’ 
3, 1 q p/e 1) h II+ [F(l - p/2)]“/* t”‘+-‘2’2’ 
= 
(27p {P[2( 1 - P/2)]>“” ’ 
where 3 denotes the Beta function. 
Next suppose that (4.17) holds for some n and all (t, 8) E (0, to] x R. 
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Then for each (t, 5) we get 
X 
U 
ot (t _ 4-P/2 Sn-wa+1)P/2 qp 
= 4Il!7l (n+1)/2 11 h II;+1 [ql - pp)](n+1)/2 





o1 (1 _ eu)-P/2 Wn-(n+l)P/2 dw]l'p 
= ~olql (n+dB Jj h 11;” [ql - pp)](n+l)/9 
(2ny+1)/2 {r[(?z + 1) (1 - P/2)]}‘/” 
x ~['"+l'/Pl-b+2,/2 I 
w - P/2) T[(n + 1) (1 -P/2)1 1/P 
m + 2) (1 -P/41 t 
= &llql h+1)/2// h II5g+l [JT(l -p/q(n+2)/P tth+l)/d-h+2)/2 
(2v)(“+1)/2 (r[(n + 2) (1 - P/2)]}‘/” 
and so (4.17) holds for n + 1. 
5. ANALYTIC FUNCTIONS OF DOUBLE INTEGRALS 
Let r E (2, co]. In this section we would like to discuss functionals which 
involve double integrals of the form jz ji 6(s, t, x(s), x(t)) ds dt where 
8(s, t, u, V) is a complex-valued function on [a, b12 x R” such that 
II e(s, t, .j .)II, is in-Ma, W). 
First we consider functionals F: C[a, b] + C of the form 
F(x) = g Jablab Us, t, 44, x(t)) ds dt. (5.1) 
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where II Us, t, ., ->lh is in &([a, b12) for j = 1, 2 ,..., m. Proceeding as in 
Section 2 we can show that if F(x) is given by (5.1) then I:“(F) and J”(F) 
exist for all h E C+ and all real 4 # 0, respectively. In this case the key 
inequality (2.3) becomes 
II C’YF)ll < ’ ii ’ 
h+1)/2 (b - q+9)‘3 [j-(1 - p/q(2m+1)/9 11 h11; [(24!]1’” 
(2?79@~n+l)/2 (b - ay2 (T[(2m + 1) (1 - p/2)1)1/* (5 2) 
where p is such that l/y + l/p = 1 and where h: [a, 612 -+ R is given by 
h(s, t) = m~{ll W, 4 ., .>lll ,..., II 4&, t, *, .)llJ. 
It is now easy to obtain a theorem analogous to Theorem 3.1; the statement 
is exactly the same except that now the estimates &(I h I) are obtained from 
(5.2) rather than (2.3). 
The following theorem is obtained using the techniques developed in 
Section 4. 
THEOREM 5.1. Let k be a jxed Positive integer. For j = l,..., k assume 
that 1) 0,(s, t, ., *)111 is in Lr([a, b12). Let 
F(x) = g (j"j" 4(s, t, x(s), x(t)> ds dt,..., I,"c Us, t, x(s), x(t)> ds dt) a a 
where 
is an entire function of growth (1, u) where 0 < o = aD < 00. 
Case 1, Growth (1,O). In this case Ifn(F) and jr(F) exist for all h E C+ 
and all real 4 # 0. 
Case 2, Order g = 1, type u = oD(q ,.+., R,) E (0, CO), RI ,..., R, Arbitrary 
Real Numbers. In this case Ii”(F) and x”(F) exist for all A E CG and all real 
q # 0 such that ] q I < ;\,, where 




aD(R,..... Rk) 11 h llr [r(l - P/2)1”‘” 2(bF 
and h(s, t) = max{ll Us, t, ., ->lh ,..., II Us, t, ., ~)lld. 
COROLLARY 5.1. Theorems 2 and 3 of [6]. (This is the case where k = 1 
and Y = co.) 
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