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Transportasi sudah menjadi kebutuhan dasar bagi masyarakat modern saat ini. 
Namun seringkali kebutuhan akan  transportasi ini tidak diikuti dengan informasi 
mengenai ketersediaan trasnportasi di suatu tempat. Pada kasus ini, data dari GPS 
dapat digunakan untuk mengelompokkan moda transportasi yang tersedia serta 
memberikan informasi mengenai jumlah tiap-tiap moda transportasi yang 
tersebar dalam suatu wilayah dan waktu tertentu. Algoritme yang digunakan 
untuk memngelompokkan moda transportasi pada penelitian ini adalah K-Means 
dan Fuzzy C Means (FCM). Dua algoritme ini kemudian dibandingkan mana yang 
lebih baik hasilnya. Pengelompokan moda transportasi pada algoritme K-Means 
diperoleh dari jarak terkecil data moda trasnportasi dengan pusat klaster. 
Sedangkan pada algoritme FCM pengelompokan diperoleh dari nilai derajat 
keanggotaan terbesar. Setelah dilakukan pengujian sebanyak 10 kali, didapatkan 
rata-rata akurasi K-Means sebesar 58.46154 dan 70.86538 untuk algoritme FCM. 
Sedangkan untuk nilai silhouette Coefficient diperoleh rata-rata 0.4582670 untuk K-
Means dan 0.440682 untuk algoritma FCM. Dari hasil pengujian, disimpulkan 


























Transportation has become a basic necessity for today’s society. But often the 
need for transportation is not followed by information on the availability of transportation 
in a certain place. In this case, data from GPS can be used to group the available modes of 
transportation and provide information on the number of each mode of transportation 
scattered in a certain place and time. Algorithm used to group modes of transportation in 
this research is K-Means and Fuzzy C Means (FCM). These two algorithms then compared 
which one with the better result. The transportation mode grouping on the K-Means 
algorithm is obtained from the smallest distance of the transport mode data with the 
cluster center. Whereas in the FCM algorithm, grouping is obtained from the greatest 
degree values. After 10 times testing, obtained an average of K-Means accuracy of 
58.46154 and 70.86538 for FCM algorithm. While for the silhouette Coefficient value 
obtained an average of 0.4582670 for K-Means and 0.440682 for FCM algorithm. From 
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BAB 1 PENDAHULUAN 
1.1  Latar Belakang 
Global Positioning System (GPS) merupakan sistem navigasi berbasis satelit 
yang ditemukan dan dikembangkan oleh departemen Amerika Serikat (Junus, 2012). 
GPS dapat memberikan informasi posisi, kecepatan, serta informasi mengenai waktu 
di hampir seluruh bagian di dunia secara akurat yang bebas dari pengaruh waktu, 
tempat, maupun cuaca. Orang-orang  menggunakan GPS untuk menentukan maupun 
mempelajari rute dan jarak dari perjalanan yang akan mereka tempuh, menghitung 
kecepatan, percepatan ataupun mengukur ketinggian suatu objek. Penggunaan GPS 
yang massif saat ini dapat  memberikan data GPS dalam jumlah yang besar. Data  GPS 
yang diolah secara lebih mendalam akan menghasilkan informasi baru yang lebih 
berguna dalam berbagai bidang termasuk transportasi. 
Transportasi merupakan hal yang sudah menjadi kebutuhan mendasar bagi 
manusia modern saat ini. Namun dalam beberapa kasus, pengguna transportasi 
mengalami kebingungan dalam memilih  moda transportasi apa yang akan digunakan 
(Arifianto,2012). Hal ini terjadi akibat kurangnya informasi ketersedian jenis moda 
transportasi dalam wilayah dan waktu tertentu itu. Permasalahan transportasi ini 
dapat diselesaikan dengan mengelompokkan moda transportasi yang berada dalam 
wilayah tertentu. Pengelompokan dilakukan dengan memanfaatkan rekaman 
perpindahan koordinat GPS suatu moda transportasi. Data dengan perpindahan yang 
mirip atau sama akan dianggap sejenis. Pengelompokan moda tranportasi ini akan 
memberikan informasi mengenai jumlah tiap-tiap moda transportasi yang tersebar 
dalam suatu wilayah dan waktu tertentu. Untuk itu dibutuhkan aplikasi atau  metode 
yang bisa secara tepat mengelompokkan moda transportasi berdasarkan data  GPS.   
Clustering merupakan bagian dari data mining yang dilakukan untuk mengolah 
data lebih lanjut untuk menghasilkan informasi baru (Ramadhana, 2014). Clustering 
adalah proses pengelompokan objek data ke dalam kelompok berdasrkan 
kemiripannya . Clustering mengupayakan untuk menempatkan objek yang mirip 
(jaraknya dekat) dalam satu cluster dan membuat jarak antar cluster semakin jauh. 
Salah satu algoritme yang sering digunakan dalam clustering adalah   algoritme K-
Means. K-Means merupakan salah satu metode data clustering non hirarki yang 
berusaha mempartisi data yang ada ke dalam bentuk satu atau lebih cluster atau 
kelompok (Suprawoto, 2016). K-Means mengelompokkan data berdasarkan 
kemiripan/kedekatan sebuah data dengan centroid atau pusat tiap kelompok data. 
Algoritme ini memiliki tingkat kompleksitas yang cukup efisien dan mudah dipahami 
sehingga algoritme ini sering digunakan dalam berbagai kasus. Menurut Agusta (2007) 
K-Means memiliki beberapa kekurangan yang salah satunya adalah kegagalan dalam 
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converge atau pergerakan data ke pusat cluster. K-Means secara tegas 
mengalokasikan data ke cluster tertentu sehingga perpindahan data dari satu cluster 
ke cluster yang lainnya tidak akan dianggap. Untuk menutupi kelemahannya ini, maka 
dikembangkanlah metode Fuzzy C-Means. 
Fuzzy C-Means menggunakan model pengelompokan Fuzzy sehingga data 
dapat menjadi anggota dari semua kelas atau cluster yang terbentuk dengan derajat 
atau tingkat keanggotaan yang berbeda (Luthfi, 2007). Dalam konsep fuzzy, 
keanggotaan sebuah objek atau data tidak diberikan secara tegas dengan nilai 1 
(menjadi anggota) dan nilai 0 (tidak menjadi anggota), melainkan dengan suatu nilai 
derajat keanggotaannya yang jangkauan nilainya antara 0 sampai 1. Nilai keanggotaan 
suatu data dalam sebuah himpunan menjadi 0 ketika sama sekali tidak menjadi 
anggota dan menjadi 1 ketika menjadi anggota secara penuh (tidak menjadi anggota 
yang lain) dalam suatu himpunan. Semakin tinggi nilai keanggotaan sebuah data 
semakin tinggi pula derajat keanggotaanya dan sebaliknya semakin kecil maka 
semakin rendah derajat keanggotaanya. Namun Aprianto & Catur (2010) yang 
melakukan perbandingan terhadap algoritme K-Means dengan Fuzzy C-Means untuk 
pengelompokan keypoint descriptor dalam  citra sidik jari menyatakan bahwa 
algoritme K-means lebih baik dari segi performansi dan hasil. Ini membuktikan bahwa 
tujuan pengembangan K-Means ke bentuk fuzzy tidak sepenuhnya berhasil.  
Pada pengelompokan moda transportasi berbasis GPS ini akan digunakan 
algoritma K-Means dan FCM. Hal ini dilakukan untuk mencari tahu algoritma mana 
yang lebih baik hasil pengelompokannya. 
Berdasarkan latar belakang tersebut, penulis tertarik untuk meneliti dan 
mengkaji lebih lanjut mengenai perbandingan algoritme K-Means dengan algoritme 
Fuzzy C-Means (FCM) dalam clustering moda transportasi berbasis GPS. 
1.2 Rumusan Masalah 
 Berdasarkan pada permasalahan yang telah dijelaskan dalam latar belakang, 
maka rumusan masalah dalam penelitian ini adalah sebagai berikut: 
1. Bagaimana melakukan pengelompokan moda transportasi berbasis GPS 
dengan menggunakan algoritme  K-Means dan Fuzzy C Means  ?                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
2.  Bagaimana perbedaan akurasi dan kualitas cluster antara algoritme K- Means 
dengan Fuzzy C Means? 
1.3 Tujuan Penelitian 
  Penelitian ini bertujuan untuk membandingkan algoritme K-Means dengan 
Fuzzy C-Means dalam clustering moda transportasi berbasis GPS.  
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1.4 Manfaat Penelitian 
 Penelitian ini diharapkan memberikan beberapa manfaat bagi pembaca. 
Manfaat yang diharapkan adalah memberikan informasi dari hasil perbandingan 
algoritme K-Means dengan FCM. Selain itu, metode pengelompokan moda 
transportasi dapat dijadikan alternatif dalam membantu pengguna untuk 
mendapatkan informasi lebih mengenai moda transportasi di suatu wilayah. 
1.5 Batasan Masalah 
 Untuk menjaga agar masalah tidak melebar dalam penelitian ini, maka penulis 
mambatasi permasalahan yang dibahas. Batasan masalah dalam penelitian ini adalah: 
1. Data yang diperoleh dari penelitian adalah data sekunderyang berasal dari 
Microsoft Research Asia pada proyek Geolife yang dilakukan pada April 2007 
hingga Agustus 2012  
2. Perbandingan yang dicari adalah kualitas cluster dan akurasi algoritme. 
3. Perhitungan kualitas cluster menggunakan metode Silhouette Coefficient. 
1.6 Sistematika Penulisan 
Sistematika penulisan yang digunakan pada tugas akhir ini sebagai berikut : 
BAB I PENDAHULUAN 
Memuat latar belakang penelitian, rumusan masalah, tujuan, manfaat 
penelitian, dan batasan masalah dari penelitian. 
BAB II TINJAUAN PUSTAKA 
Bab ini membahas teori – teori yang berkaitan dan menunjang dalam 
penyelesaian penelitian ini. Dasar teori meliputi kajian pustaka, GPS, Data 
Mining, Clustering, Fuzzy serta metode Fuzzy C-Means. 
BAB III  METODOLOGI PENELITIAN 
Bab ini membahas penjelasan seperti langkah – langkah, implementasi, 
pengujian, dan analisa kebutuhan sistem , pengujian sistem dan pengambilan 
kesimpulan. 
BAB IV ANALISA DAN PERANCANGAN SISTEM 
Bab ini menjelaskan proses analisi kebutuhan dan percangan mengenai 
perbandingan algoritme K-Means dengan algoritme Fuzzy C-Means (FCM) 
dalam clustering moda transportasi berbasis GPS. 
BAB V IMPLEMENTASI 
Bab ini menyajikan tentang proses implementasi dari pemodelan algoritme K-
Means dengan algoritme Fuzzy C-Means (FCM) dalam clustering moda 





BAB VI PENGUJIAN  
Dalam Bab ini memuat hasil pengujian terhadap algoritme K-Means dengan 
algoritme Fuzzy C-Means (FCM) dalam clustering moda transportasi berbasis 
GPS. 
BAB VII PENUTUP 
Dalam Bab ini diberikan kesimpulan dan juga saran dari hasil uraian pada bab 
sebelumnya, yaitu dari Latar Belakang , Tinjauan Pustaka, Metode Peneltiian, 
Analisan dan Perancangan Sistem, Implementasi dan Pengujian serta saran 
































BAB 2 TINJAUAN PUSTAKA 
Bab ini membahas teori – teori yang berkaitan dan menunjang dalam penyelesaian 
penelitian ini. Dasar teori meliputi kajian pustaka, GPS, Data Mining, Clustering, Fuzzy 
serta metode Fuzzy C-Means. 
2.1  Kajian Pustaka 
Pada tahun 2013 Cakra Ramadhana, Yohana Dewi Lulu W, Kartina Diah K. W 
melakukan penelitian dengan judul “Data Mining dengan Algoritme Fuzzy C-Means 
Clustering Dalam Kasus Penjualan di PT Sepatu Bata”. Penelitian ini bertujuan untuk 
memberi pengetahuan lebih lanjut terkait jenis barang yang paling diminati. Untuk 
mengetahui hal tersebut, maka dirancang sebuah aplikasi yang mengelola informasi 
dari data penjualan dengan  menggunakan metode Fuzzy C-Means. Data-data 
perusahaan berupa jumlah invoice, jumlah barang, dan jenis barang dalam jumlah 
yang besar diolah serta dianalisa. Metode Fuzzy C-Means pada aplikasi ini 
menghasilkan output dengan tiga cluster yaitu kategori laris sebanyak 84,12% produk, 
sangat laris sebanyak 3,17% produk, serta kurang laris sebanyak 12,69% produk. 
Pada Tahun 2008  oleh Yu Zheng,Yukun Chen ,Quannan Li ,Xing Xie dan Wei-
Ying Ma melakukan penelitian dengan judul “Understanding Transportation Modes 
Based on GPS Data for Web Applications”. Penelitian ini bertujuan untuk mempelajari 
lebih lanjut mengenai perilaku individu berdasarkan data dari GPS kemudian 
menyimpulkan secara otomatis termasuk dalam moda transportasi apa yang 
digunakan oleh pengguna. 
Pada Tahun 2010  Yu Zheng, Xing Xie, Wei-Ying Ma telah melakukan penelitian 
yang berjudul “GeoLife: A Collaborative Social Networking Service among User, 
Location and Trajectory.”  Penelitian ini memperkenalkan layanan jejaring sosial, yang 
disebut GeoLife, yang  bertujuan untuk memahami lintasan, lokasi dan pengguna, dan 
tambang korelasi antara pengguna dan lokasi dalam hal user-generated GPS lintasan 
GeoLife menawarkan tiga aplikasi kunci skenario: 1) berbagi pengalaman hidup 
berdasarkan lintasan GPS; 2) rekomendasi wisata generik, misalnya , lokasi yang 
menarik , urutan lokasi antara tempat wisata dan penunjuk perjalanan di suatu 




Tabel 2. 1 Kajian Pustaka 
No Penulis Objek Metode Hasil 
1  Cakra 
Ramadhana, 
Yohana Dewi 
Lulu W, Kartina 
Diah K. W, (2013) 
Obyek: pengelompokan 




 Clustering menggunakan 
algoritme FCM  
Metode perhitungan Fuzzy C-Means 
cocok digunakan pada aplikasi ini, karena 
bisa menghasilkan output berupa tingkat 
kelarisan produk-produk pada penjualan 
di PT Sepatu Bata.  
2. Dari hasil kuesioner dengan pegawai PT 
Sepatu Bata terhadap aplikasi ini 
sebanyak 91,2% responden menyatakan 
bahwa aplikasi ini sudah bekerja dengan 
sangat baik dalam penyajian informasi 
yang dibutuhkan. 
2  
 Yu Zheng,Yukun 
Chen ,Quannan 




perilaku individu dan 
menyimpulkan secara 
otomatis moda 




sebaran titip pada GPS 
 
pendekatan dengan segmentasi berbasis 
perubahan titik dapat menyimpulkan 
moda transportasi dan mendeteksi 
perubahan poin dari lintasan GPS. 
pendekatan ini lebih mungkin untuk 
memberikan dasar yang lebih baik untuk 
model inferensi dan mencapai kinerja 








No Penulis Objek Metode Hasil 
3 Yu Zheng, Xing 
Xie, Wei-Ying Ma 
(2010) 
Objek: mempelajari 









GeoLife, bertujuan untuk memahami 
lintasan, pengguna, dan lokasi secara 
kolaboratif, dan melakukan tiga skenario 
aplikasi utama. Scenario  pertama, berbagi 
pengalaman hidup berdasarkan lintasan 
GPS, berfokus pada pemahaman lintasan 
GPS. Scenario  kedua, rekomendasi wisata 
generik, dengan menyimpulkan 
pengalaman perjalanan dari user 
(memahami pengguna) dan tingkat 
ketertarikan terhadap lokasi (memahami 
lokasi) secara berulang. Kemudian, urutan 
perjalanan klasik antara lokasi (lokasi 
korelasi) terdeteksi disimpulkan 





2.2   Global Positioning System (GPS) 
GPS (Global Positioning System) adalah sistem navigasi dan penentuan posisi 
dengan menggunakan satelit yang ditemukan dan dikembangkan oleh Amerika 
Serikat (Junus,2012). GPS dikembangkan pertama kali oleh Departemen 
Pertahanan Amerika Serikat pada tahun 1978 dan secara resmi GPS dinyatakan 
operasional pada tahun 1994. Pada awalnya GPS digunakan hanya untuk 
kepentingan militer Amerika Serikat, tetapi kemudian dapat dimanfaatkan juga 
untuk kepentingan sipil. 
 Saat ini GPS telah digunakan orang di seluruh dunia dalam berbagai bidang 
profesi ataupun aplikasi yang menuntut informasi tentang posisi, kecepatan, 
percepatan ataupun waktu yang akurat (Zheng et al, 2010). Tingkat  ketelitian GPS 
dalam menentukan posisi objek bervariasi mulai dari beberapa millimeter hingga 
dengan puluhan meter. 
2.2.1 Kemampuan GPS 
 GPS merupakan sistem berbasis satelit yang mampu memberikan 
informasi mengenai posisi objek, kecepatan objek, dan waktu (Junus,2012). 
Kemampuannya itu mencakup seluruh wilayah yang ada di bumi yang dapat 
dilakukan secara cepat dan akurat serta tidak terpengaruh oleh perubahan cuaca 
dan waktu. GPS dapat memberikan akurasi dengan perbedaan beberapa 
millimeter saja dalam penentuan posisi, sedangkan untuk kecepatan berbeda 
beberapa cm/s serta perbedaan beberapa nanodetik untuk ketelitian waktunya. 
Ketelitian yang diperoleh sangat bergantung pada metode yang digunakan. 
2.2.2 Prinsip penentuan posisi dengan GPS 
GPS menggunakan metode reseksi jarak dalam penentuan posisinya 
(Purnama,2009). Beberapa satelit yang telah diketahui koordinatnya secara 
simultan mengukur jarak dari posisi yang dicari. Setiap data dari GPS memimiliki 
empat parameter : yaitu 3 parameter koordinat X,Y,Z atau Lintang, Bujur , 
ketinggian dan satu parameter kesalahan waktu akibat ketidaksinkronan jam 
osilator di satelit dengan jam di receiver GPS.  
2.2.3 Fungsi GPS 
Menurut Bambang Eka Purnama (2009) fungsi dari GPS antara lain: 
a. Pelacak kendaraan 
Untuk mengantisipasi pencurian terhadap mobil sewa/rental, pemilik 
dapat memasangi mobil dengan alat GPS sehingga ketika pemilik 
kendaraan dapat mengetahui posisi kendaraannya. 
b. Navigasi  
GPS saat ini banyak digunakan sebagai navigasi. Sudah banyak mobil yang 
dipasangi perangkat GPS dalam menunjang aktivitas penggunanya. 
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Bahkan, hampir semua ponsel cerdas sudah dilengkapi perangkat GPS. GPS 
digunakan dalam memberi informasi mengenai jalur mana yang paling 
cocok untuk dilalui oleh pengguna sehingga  mobilitas pengguna lebih 
efisien. 
c. Militer  
GPS masih digunakan untuk keperluan perang seperti tujuan awalnya. GPS 
digunakan dalam menentukan koordinat bom atau rudal akan dijatuhkan 
maupun mempelajari pergerakan musuh.  
d. Pemantau Gempa  
Saat ini, GPS dengan ketelitian tinggi bisa digunakan untuk memantau 
pergerakan tanah, yang ordenya hanya mm dalam setahun. Pemantauan 
pergerakan tanah berguna untuk memperkirakan terjadinya gempa, baik 
pergerakan vulkanik ataupun tektonik. 
e. Sistem Informasi Geografis  
GPS sering juga dilibatkan dalam pembuatan peta, seperti mengukur jarak 
perbatasan ataupun sebagai referensi pengukuran. 
 
2.3  Data Geospasial 
 Menurut Undang-Undang Republik Indonesia Nomor 4 tahun 2011 tentang 
informasi geospasial pada pasal 1 ayat 3 menyebutkan “Data Geospasial yang 
selanjutnya disingkat DG adalah data tentang lokasi geografis, dimensi atau 
ukuran, dan/atau karakteristik objek alam dan/atau buatan manusia yang berada 
di bawah, pada, atau di atas permukaan bumi.” Sedangkan pada ayat 4 pasal 1 
menyebutkan “ 
Informasi Geospasial yang selanjutnya disingkat IG adalah DG yang sudah diolah 
sehingga dapat digunakan sebagai alat bantu dalam perumusan kebijakan, 
pengambilan keputusan,  
dan/atau pelaksanaan kegiatan yang berhubungan dengan ruang kebumian.”  
2.4 Data Mining 
Data Mining merupakan proses pencarian informasi lebih mendalam 
mengenai data yang umumnya berjumlah besar dengan menggunakan teknik 
statistika, matematika, machine learning dan kecerdasan buatan (Gunadi et 
al ,2012). Data mining yang biasa disebut dengan istilah Knowledge Discovery in 
Database (KDD) adalah suatu proses kegiatan dalam mengumpulkan, 
menggunakan data dengan tujuan untuk mencari pola atau hubungan antar data 
dalam satu set data besar (Ridwan et al,2013). 
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2.4.1 Pengelompokan Data Mining 
  Berdasarkan Metode pelatihannya, data mining dibagi menjadi (Ridwan et 
al,2013): 
a. Belajar yang diawasi (supervised learning) 
Dalam metode supervised learning, metode belajar dengan adanya latihan 
(training) dan target. Contoh: Regresi, analisa Deskriminan dll. 
b. Belajar tanpa pengawasan (unsupervised learning) 
Metode ini tanpa disertai oleh atribut target/label. Oleh karena itu, data 
mining pada metode ini ditujukan untuk menemukan pola berulang dan 
kedekatan dalam kumpulan data. Contoh clustering dan Self Organization 
Map (SOM).  
 
Sedangkan berdasarkan tugasnya data mining dikelompokkan menjadi: 
a. Deskripsi (Description) 
Peneliti biasanya ingin mencari cara untuk menggambarkan pola atau 
hubungan antar data.  Pola yang terjadi berulang-ulang akan memberikan 
gambaran mengenai kecenderungan suatu data.  
b. Klasifikasi (Classification)  
Dalam klasifikasi, terdapat variabel  target yaitu kategori. Variabel  ini yang 
akan membagi data kedalam beberapa kategori 
c. Estimasi (Estimation) 
 Estimasi hampir sama dengan klasifikasi, perbedaannya terletak pada 
atribut target pada estimasi bersifat numerik sedangkan klasifikasi 
kategori.  
d. Prediksi (Prediction) 
 Prediksi memiliki kesamaan dengan klasifikasi dan estimasi. Tukjuan dari 
prediksi adalah nilai atau hasil yang akan ada di masa datang..    
e. Pengklusteran (Clustering)  
Clustering merupakan pengelompokkan data berdasarkan kemiripan. Data 
yang memiliki tingkat kemiripan yang tinggi akan dikelompokkan dalam 
sebuah cluster. 
f. Asosiasi 
Tugas asosiasi dalam data mining adalah untuk menemukan atribut yang 
muncul dalam satu waktu. 
2.4.2 Tahapan Data Mining 
Proses data mining dapat dibagi menjadi beberapa tahapan (Ridwan et al,2013): 
a. Pembersihan data (data cleaning) 






b. Integrasi data (data Integration) 
Proses ini menggabungkan beberapa database menjadi satu database yang 
utuh. 
c. Seleksi data (data selection) 
Umumnya tidak semua data digunakan sehingga proses ini bertujuan 
untuk menyortir dta yang akan digunakan.  
d. Transformasi data (data transformation) 
Proses ini mengubah ataupun menggabungkan data sesuai format yang 
diinginkan saat proses data mining. 
e. Proses mining (mining procces) 
Ini merupakan proses utama dalam data mining untuk mencari 
pengetahuan baru dari data yang dimiliki. 
f. Evaluasi pola (pattern evaluation) 
Proses untuk mengidentifikasi pola-pola baru yang ditemukan. 
g. Presentasi pengetahuan (knowledge presentation) 
Merupakan penyajian terkait metode dan hasil pengetahuan yang 
ditemukan. 
2.5 Clustering 
Clustering adalah membagi data ke dalam grup dengan objek yang memiliki 
karaktristik sama (Andayani, 2007). Setiap data dimasukkan kedalam cluster 
dengan karektiristik yang paling mirip lalu kemudian berusah menjauhkannya 
dengan cluster yang lain. Agusta (2007) membagi clustering menjadi tiga 
kelompok, yaitu hierarchical clustering, partitional clustering dan Self-Organising 
Map (SOM) . Partional clustering adalah pembagian obyek-obyek  data  ke  dalam  
kelompok. Hierarchical clustering mengelompokkan data dengan membuat suatu 
hirarki berupa dendogram dimana data yang mirip akan ditempatkan pada hirarki 
yang berdekatan dan yang tidak pada hirarki yang berjauhan. SOM merupakan 
bagian dari jaringan syarif tiruan dengan konsep unsupervised  yang bertujuan 
untuk menyederhankan data kedalam dimensi yang lebih kecil. 
2.6  Algoritme  K-Means.  
 K-Means merupakan salah satu metode dalam data mining dengan teknik 
unsupervised yang mengelompokkan data dengan sistem partitional 
(Agusta,2007). K-Means bekerja dengan mengelompokkan data yang ada ke 
dalam beberapa cluster. Data akan dikumpulkan dalam satu cluster berdasarkan 
kemiripan ataupun kedekatan karakteristik dengan data yang lain yang ada di 
cluster itu. K-Means akan berusaha menjauhkan data pada suatu cluster dengan 
cluster lainnya. Hal ini dilakukan untuk meminimalkan variasi antar data yang 
berada dalam satu cluster dan memaksimalkan variasi dengan data yang berada di 




Gambar 2. 1 Prosedur algoritme K-Means 
 Langkah pertama adalah menentukan data yang akan di-cluster 
 Selanjutnya adalah menentukan jumlah(k) cluster yang akan dibentuk 
 Langkah ketiga adalah menentukan pusat cluster (centroid) .  Pada 
iterasi pertama centroid dipilih secara acak. Pada iterasi berikutnya, 
nilai centroid merupakan nilai rata-rata masing-masing variable dari 
anggota cluster 
 Langkah ke empat adalah menghitung jarak data dengan centroid 
setiap cluster. Perhitungan menggunakan rumus Euclidian ditunjukkan 
pada persamaan 2.1. 
 
𝑑(𝑥, 𝑦) = √∑(𝑥𝑛 − 𝑦𝑛)
2 =     (2.1) 
𝑥= data 
𝑦= centroid 






Tentukan data yang 
akan di-cluster 
Tentukan jumlah cluster 
𝑑 = √∑(𝑥𝑛 − 𝑦𝑛)
2 




Penentuan keanggotaan cluster 
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 Data akan dimasukkan ke dalam cluster dengan jarak yang paling kecil 
Apabilah komposisi dari setiap cluster tidak mengalami perubahan lagi 
maka proses selesai namun jika masih berubah, proses akan berulang 
mulai langkah ke tiga yaitu penentuan pusat cluster. 
2.7 Fuzzy C-Means 
 Fuzzy C-means (FCM) pertama kali diperkenalkan oleh Jim Bezdek pada 
tahun 1981. Metode ini merupakan pengembangan dari K-Means dengan 
menggabungkan prinsip fuzzy dengan metode K-Means (Luthfi, 2007). Berbeda 
halnya dengan K-Means, data yang di-cluster menggunakan FCM akan menjadi 
aggota dari setiap cluster yang ada. Ikatan data dengan cluster ditentukan oleh 
nilai keanggotannya yang berada pada rentang 0 hingga 1. 
  Konsep  dasar  FCM  yaitu  menentukan  pusat cluster dengan menghitung 
nilai rata-rata dari cluster. Dengan  cara memperbaiki pusat cluster dan derajat 
keanggotaan setiap titik data  secara  berulang,  maka  akan  meyebabkan 
pelebaran jarak antar cluster.  Perulangan  ini  didasarkan pada  minimalisasi  






Matriks X yang merupakan data yang akan di-cluster, berukuran( k x j), 
dengan k adalah jumlah data yang akan di-cluster dan j adalah jumlah 
variabel/atribut (kriteria). 
𝑋11 𝑋12 . . . 𝑋1𝑗
𝑋21 𝑋22 . . . 𝑋2𝑗










Tentukan data yang 
akan di-cluster 
Tentukan jumlah cluster, pembobot, maxiterasi, e, P0 



















𝑃𝑖 − 𝑃𝑖−1 > e  
end 
Menentukan matrtiiks partisi awal secara acak 
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2. Menentukan : 
a.  Jumlah cluster yang akan dibentuk (n >c ≥ 2). 
b.  pembobot (w > 1). 
c.  Maksimum iterasi. 
d.  Kriteria penghentian/treshold (ɛ = nilai positif yang sangat kecil). 
e.  Menentukan fungsi obyektif awal (P0). 
3. Membentuk matriks partisi awal U (derajat keanggotaan dalam cluster) 
dengan ukuran k x i; matriks partisi biasanya dibuat acak, , dengan k = 
jumlah data yang akan di-cluster dan i = jumlah cluster 
𝑈11 𝑈12 . . . 𝑈1𝑗
𝑈21 𝑈22 . . . 𝑈2𝑗
𝑈𝑘1 𝑈𝑘1 … 𝑈𝑘𝑗
 
 
4. Hitung pusat cluster (V) untuk setiap cluster, menggunakan rumus : 
(2.2) 
𝑉𝑖𝑗 =










Vij = pusat cluster pada cluster ke-i dan atribut ke-j. 
μik = data partisi (pada matriks U) pada cluster ke-i dan data ke-k. 
Xkj = data (pada matriks U) pada atribut ke-j dan data ke-k. 
w = pembobot. 
5. Hitung nilai obyektif (Pn) dengan rumus : 
(2.3) 










μik = data partisi (pada matriks U) pada cluster ke-i dan data ke-k. 
dik = fungsi ukuran  jarak untuk  jarak Euclidean pada pusat cluster ke-i dan 
data ke-k. 
w = pembobot. 
Pn = nilai obyektif pada iterasi ke-n. 
6. Perbaiki derajat keanggotaan setiap data pada setiap cluster (perbaiki 
matriks partisi) 
(2.4) 










𝜇𝑖𝑘  = data partisi (pada matriks U) pada pusat cluster ke-i dan data ke-k. 
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𝑑𝑖𝑘= fungsi ukuran  jarak untuk  jarak Euclidean pada pusat cluster ke-i dan 
data ke-k. 
𝑑jk = fungsi ukuran  jarak untuk  jarak Euclidean pada pusat cluster ke-j dan 
data ke-k. 
w = pembobot. 
7. Menghentikan iterasi jika pusat cluster V idak  berubah.  Alternatif  kriteria 
penghentian  adalah  jika  perubahan  nilai error kurang dari treshold |Pn - 
Pn-1| < ɛ. Alternatif adalah ketika perulangan melebihi maksimum iterasi 
( n > max n). Jika iterasi belum berhenti, kembali ke langkah 4.  
2.8  Silhouette Coefficient 
 Silhouette Coefficient merupakan salah satu metode evaluasi untuk 
menguji kualitas sebuah cluster (Furqon,2016). Metode ini menggunakan rumus 
Eculidean distance dalam proses perhitungannya. Secara singkat metode 
Silhouette Coefficient ditunjukkan pada persamaan berikut: 
                                 (2.5)  
𝑠𝑖 =
(𝑏𝑖 − 𝑎𝑖)
max (𝑏𝑖 , 𝑎𝑖)
 
 
𝑠𝑖= Silhouette Coefficient 
𝑎𝑖= rata-rata jarak dari objek i dengan seluruh objek yang berada dalam satu      
cluster 
𝑏𝑖= nilai terkecil dari rata-rata jarak objek i dengan objek yang berada di cluster 
lainnya 
 
Nilai Shilouette Coefficient berada pada rentan (-1) hingga 1. Semakin 
tinggi nilianya, maka semakin bagus pula kualitasnya. 
2.9  Normalisasi Max/Min 
 Normalisasi Max/min adalah metode yang dilakukan untuk menyamakan 
dan memperkecil rentang data. Normalisasi dilakukan dengan mengurangkan 
variabel dengan nilai maksimum dengan variabel dibagi dengan pengurangan 
antara variabel maksimum dengan variabel minimum. 







𝑥𝑖  = x normalisasi 
𝑥𝑚𝑎𝑥= Nilai variabel terbesar 
𝑥𝑚𝑖𝑛= Nilai variabel terkecil 
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BAB 3 METODOLOGI 
Bab ini akan menjelaskan langkah-langkah dalam mengenai Perbandingan 
algoritme K-Means dengan algoritme Fuzzy C-Means pada pengelompokan moda 
transpoertasi berbasis Global Positioning System (GPS). Metodologi penelitian 
yang dilakukan dalam penelitian ini melalui beberapa tahapan yaitu studi literatur, 
pengumpulan data, analisa kebutuhan sistem, perancangan sistem, implementasi 
sistem, pengujian sistem, dan pengambilan kesimpulan. Diagram blok metodologi 
penelitian yang berisi tahapan-tahapan yang dilakukan dalam penelitian yang 
diajukan akan ditunjukan pada gambar 3.1. 
 
 
Gambar 3. 1 Diagram blok metodologi penelitian 
3.1 Studi Literatur 
Pada studi literatur memuat tentang literatur atau pustaka yang dipelajari 
dari beberapa bidang ilmu pengetahuan yang berkaitan dengan penelitian. 
- Menentkan Kebutuhan Data yang akan Digunakan 
- Mempersiapkan Data dan Alat yang Dibutuhkan 
 Studi Literatur 
Implementasi Sistem 












Literatur diperoleh dari jurnal, e-book, penelitian yang telah dilakukan dan artikel-
artikel dari internet yang dinilai layak dan juga berhubungan dengan penelitian ini. 
Literatur diantaranya : 
1. Global Positioning System (GPS) 
2. Clustering 
3. Metode Fuzzy C-Means (FCM) 
4. Metode K-Means 
3.2 Pengumpulan Data 
Data yang digunakan adalah data sekunder yang berasal dari data lintasan 
GPS yang dikumpulkan dalam  proyek Geolife (Microsoft Research Asia) yang 
dilakukan dengan mengambil data GPS dari 180 orang dari rentang april 2007 
sampai Agustus 2012.  Data yang digunakan adalah data lintasan dari berbagai 
jenis moda transportasi. Sebuah lintasan GPS merupakan urutan  dari beberapa 
titik koordinat GPS yang terdiri dari  posisi bujur,dan lintang. Setiap lintasan 
memiliki waktu tempuh berkisar antara 10 hingga 20 menit dengan jarak waktu 
antar titik selama 30 detik. Data lintasan yang digunakan terdiri dari 6 jenis 
transportasi yaitu bike, bus, car, subway, taxi, dan train. Data lintasan ini kemudian 
ditransformasi menjadi data movement dengan mencari jarak dari  titik satu ke 
titik berikutnya dalam satu lintasan. Data movement inilah yang akan 
dikelompokkan menggunakan algoritma K-Means dan FCM. 
3.3 Analisis Kebutuhan 
Analisis kebutuhan merupakan tahapan yang diperlukan untuk 
membangun dan mengembangkan sistem pakar pada penelitian ini. Berikut ini 
merupakan kebutuhan yang digunakan dalam clustering moda transportasi 
berbasis gps : 
1. Kebutuhan Hardware : Laptop dengan spesifikasi posesor Intel core 2 Duo, 
memori 2GB, kapasitas HDD 500GB 
2. Kebutuhan Software : 
a. Sistem Operasi Windows 8.0 32-bit 
b. Internet Browser : Mozila Firefox, Chrome 
c. Netbeans IDE 7.4, Notepad ++, Adobe Dreamweaver  
d. XAMPP Control Panel v.3.2.1 
3. Data yang dibutuhkan : 
a. Data lintasan GPS moda transportasi 
3.4 Perancangan Sistem 
Perancangan sistem merupakan tahapan yang digunakan untuk 
merancang desain dari sistem yang akan dibangun secara keseluruhan, baik dari 
segi model maupun arsitektur untuk mempermudah implementasi dan pengujian. 
Model perancangan sistem menggambarkan cara kerja sistem secara terstruktur, 
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mulai dari input yang dimasukkan hingga output yang dihasilkan. Secara umum 
sistem terbagi menjadi 3 bagian yaitu: 
a. Input 
Input pada sistem berupa sekumpulan data GPS yang telah diolah  
b. Proses 
Pada bagian proses, sistem melakukan clustering terhadap data 
inputan menggunakan algoritme FCM & K-Means 
c. Output 




Implementasi merupakan tahapan dalam pembangunan sistem. Pada 
tahapan ini semua hal yang telah diadapatkan pada proses studi literatur 
diterapkan. Pembangunan sistem mengacu pada tahap perancangan sistem. 
Pengembangan sistem menggunakan bahasa pemrograman HTML dan PHP. 
Implementasi sistem meliputi spesifikasi sistem, batasan implementasi, 
implementasi algoritme FCM, serta implementasi antarmuka pengguna. 
3.6 Pengujian dan Analisis Sistem 
Pengujian bertujuan untuk mengetahui apakah sistem telah berjalan 
sesuai dengan apa yang diharapkan. Pengujian yang dilakukan yaitu pengujian 
performansi sistem dengan membadingkan akurasi dari hasil pengelompokan 
antar algoritme serta menguji kualitas cluster setiap algoritme dengan 
menggunkan metode Silhouette Coefficient. 
3.7 Pengambilan Kesimpulan 
Pengambilan kesimpulan dilakukan setelah tahap perancangan, 
implementasi dan pengujian telah selesai. Pengambilan kesimpulan bertujuan 
untuk menjawab rumusan masalah yang telah dijelasakan pada bab sebelumnya. 
Sehingga peneliti dapat menyimpulkan dan menghasilkan saran-saran untuk 









BAB 4 PERANCANGAN 
 Bab ini memaparkan mengenai rancangan dari sistem mulai dari desain 
sistem secara umum, menjelaskan proses perhitungan algoritme secara manual, 
serta desain antarmuka sistem. 
4.1 Deskripsi Umum Program 
 Secara umum sistem terdiri dari proses penginputan data ditambah 
beberapa subproses. alur program ditunjukkan pada gambar 4.1. 
 

















 Pertama yang dilakukan adalah menentukan jumlah data yang akan di-
cluster. Data akan dipilih secara acak sesuai dengan jumlah yang 
diinginkan. 
 Selanjutnya adalah menginputkan jumlah cluster yang akan dibentuk 
(k), batas iterasi maksimum yang bisa dilakukan, pembobot (w), 
threshold (Ѳ). 
 Proses selanjutnya adalah menjalankan algoritme K-Means dimana 
pusat cluster awal akan dipilih secara acak. Prosedur K-Means 
ditunjukkan pada gambar 4.2.  
 
Gambar 4. 2 Prosedur K-Means 
 Setelah proses K-Means, akan dilakukan proses FCM. Nilai matrik 
partisi awal akan ditentukan secara acak dari rentan 0-1. Prosedur FCM 
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Gambar 4. 3 Prosedur FCM 
 Proses selanjutnya adalah menghitung nilai Silhouette Coefficient dari 
cluster yang dihasilkan tiap algoritme. 
 Proses terakhir adalah menampilkan data tiap cluster dari masing-
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4.2  Perhitungan Manual 
 Pada kasus ini digunakan 10 data lintasan dengan titik lintasan yang  
beratribut longitude(x), latitude(y).Data lintasan yaitu: T1(train), T2( Taxi), T3 
(Bus), T4 (Bus), T5 (Train), T6 (Train), T7 (Taxi), T8 (Train), T9 ( airplane), T10 (Car) 
ditunjukkan pada tabel 4.1 hingga tabel 4.10. 
 
Tabel 4. 1 Data lintasan T1  
T1 x y 
1 41.693808 83.013483 
2 41.693785 83.013503 
3 41.693762 83.013522 
4 41.693747 83.013535 
5 41.693727 83.013547 
6 41.693703 83.013555 
7 41.693683 83.013558 
8 41.693668 83.01356 
9 41.69365 83.013553 
10 41.693633 83.01355 
  
Tabel 4. 2 Data lintasan T2 
T2 x y 
1 39.473045 75.987247 
2 39.473042 75.987247 
3 39.473038 75.987247 
4 39.473035 75.987243 
5 39.473028 75.987237 
6 39.473027 75.987232 
7 39.473023 75.987228 
8 39.473018 75.987223 
9 39.473012 75.987218 
10 39.473005 75.987213 
11 39.473 75.987203 







Tabel 4. 3  Data lintasan T3 
T3 x y 
1 39.471673 75.98658 
2 39.471538 75.986628 
3 39.471408 75.986647 
4 39.4712 75.986632 
5 39.471062 75.986582 
6 39.47078 75.986565 
7 39.47047 75.986453 
8 39.470143 75.98648 
9 39.469538 75.986638 
10 39.469155 75.986683 
 
Tabel 4. 4  Data lintasan T4 
T4 x y 
1 39.470322 76.030225 
2 39.47039 76.030288 
3 39.470768 76.03059 
4 39.470848 76.030642 
5 39.471268 76.030908 
6 39.471355 76.03096 
7 39.471808 76.031218 
8 39.471902 76.03127 
 
Tabel 4. 5  Data lintasan T5 
T5 x y 
1 42.696287 86.27335 
2 42.696455 86.273368 
3 42.696622 86.273385 
4 42.69679 86.273405 
5 42.696952 86.273433 
6 42.697108 86.273478 
7 42.697273 86.273512 
8 42.69743 86.27356 
9 42.697598 86.273608 





Tabel 4. 6  Data lintasan T6 
T6 x y 
1 43.132277 88.88152 
2 43.1323 88.881395 
3 43.132325 88.881272 
4 43.132348 88.881147 
5 43.132373 88.881022 
6 43.132395 88.880898 
7 43.132418 88.880773 
 
Tabel 4. 7  Data lintasan T7 
T7 x y 
1 32.342047 119.388757 
2 32.341902 119.38878 
3 32.341762 119.388802 
4 32.341627 119.38882 
5 32.341365 119.38886 
6 32.341235 119.388875 
7 32.34111 119.388888 
8 32.340992 119.3889 
 
Tabel 4. 8  Data lintasan T8 
T8 x y 
1 32.20189 119.428347 
2 32.201888 119.428353 
3 32.201887 119.428357 
4 32.201885 119.428365 
5 32.201883 119.428377 
 
Tabel 4. 9  Data lintasan T9 
T9 x y 
1 34.44473 108.749043 
2 34.444359 108.748628 
3 34.444223 108.748439 
4 34.443926 108.747881 
5 34.443908 108.747783 
6 34.443878 108.7477 
7 34.443876 108.747638 




Tabel 4. 10  Data lintasan T10 
T10 x y 
1 39.994631 116.328244 
2 39.994578 116.328243 
3 39.994528 116.328238 
4 39.994486 116.328229 
5 39.994438 116.328236 
6 39.994381 116.328248 
7 39.994339 116.32825 
8 39.994294 116.328261 
9 39.994255 116.328268 
 
Selanjutnya adalah melakukan penyeragaman terhadap jumlah titik 
lintasan. Lintasan dengan jumlah titik lintasan terkecil digunakan sebagai acuan 
penyeragaman sehingga pada kasus ini, jumlah titik yang digunkan sebanyak 5 titik 
yaitu titik pertama hingga ke lima. 
 Setelah melakukan penyeragaman terhadap jumlah titik lintasan, yang  
dilakukan selanjutnya adalah menghitung jarak dengan menggunakan Euclidean 
distance (persamaan 2.1) antara titik lintasan ke titik lintasan berikutnya dalam 
satu lintasan. Jarak antar titik lintasan ini kemudian dijadikan atribut baru yang 
akan digunakna dalam proses clustering. Data masing masing jarak antar titik 
lintasan ditunjukkan pada tabel 4.11. 
Tabel 4. 11 Jarak antar titik lintasan 
 x1 x2 x3 x4 
T1 3.04795E-05 2.98329E-05 1.98494E-05 2.33238E-05 
T2 3E-06 4E-06 5E-06 9.21954E-06 
T3 0.000143279 0.000131381 0.00020854 0.000146779 
T4 9.26984E-05 0.000483826 9.54149E-05 0.000497148 
T5 0.000168962 0.000167863 0.000169186 0.000164402 
T6 0.000127098 0.000125515 0.000127098 0.000127475 
T7 0.000146813 0.000141718 0.000136195 0.000265036 
T8 6.32456E-06 4.12311E-06 8.24621E-06 1.21655E-05 
T9 0.000556656 0.000232845 0.000632118 9.96393E-05 
T10 5.30094E-05 5.02494E-05 4.29535E-05 4.85077E-05 
 
Dimana 
X1= jarak (d) antarak titik lintasan 1 dengan titik lintasan 2 
X2= jarak (d) antarak titik lintasan 2 dengan titik lintasan 3 
X3= jarak (d) antarak titik lintasan 3 dengan titik lintasan 4 





 Data ini selanjutnya dinormalisasi agar rentan variasi data menjadi sama. 
Jenis normalisasi yang digunakna adalah normalisasi min/max dengan mengacu 
pada persamaan 2.6 
  







Data yang telah dinormalisasi ditunjukkan pada tabel 4.12 
 
Tabel 4. 12 Data normalisasi 
 x1 x2 x3 x4 
T1 0.04963280 0.05383794 0.02367886 0.02890642 
T2 0.00000000 0.00000000 0.00000000 0.00000000 
T3 0.25336929 0.26547335 0.32456445 0.28192502 
T4 0.16201111 1.00000000 0.14417526 1.00000000 
T5 0.29975564 0.34150483 0.26181089 0.31804344 
T6 0.22414345 0.25324771 0.19469767 0.24236335 
T7 0.25975115 0.28701636 0.20920264 0.52429074 
T8 0.00600473 0.00025656 0.00517640 0.00603773 
T9 1.00000000 0.47693381 1.00000000 0.18531371 
T10 0.09032581 0.09638773 0.06052046 0.08052041 
 
 
Selanjutnya adalah menentukan jumlah cluster yang akan dibentuk (K),  
maksimum iterasi, pembobot(w), kriteria penghentian/threshold(e), serta fungsi 
objektif awal (P0). 
 
K = 3;  maxiterasi = 5; e = 0.01; P0 = 0;  w = 2. 
 
4.2.1. Proses K-Means 
 Data akan dikelompokkan kedalam 3 cluster. Selanjutnya menentukan 
pusat awal cluster secara acak. Centroid awal masing-masing adalah sebagai 
berikut: 
K1= 0.245819136, 0.326251402, 0.563108582, 0.177416757 
K2= 0.296333163, 0.570223116, 0.973274174, 0.444231389 




Setelah pusat cluster awal telah ditentukan, selanjutnya adalah menghitung 
jarak data dengan setiap pusat cluster dengan menggunkan rumus Euclidean 
distance. 
 
 d (T1,K1)= √∑(𝑇1𝑖 − 𝐾1𝑖)2  
 
=√(T11 − 𝐾21)2 + (𝑇12 − 𝐾22)2 + (𝑇13 − 𝐾23)2 + (𝑇14 − 𝐾24)2 
 
=√
(0.04963280 − 0.296333163)2 + (0.05383794 − 0.570223116)2 +





 d (T1,K2)= √∑(𝑇1𝑖 − 𝐾1𝑖)2  
 
=√(T11 − 𝐾11)2 + (𝑇12 − 𝐾12)2 + (𝑇13 − 𝐾13)2 + (𝑇14 − 𝐾14)2 
 
=√
(0.04963280 − 0.245819136)2 + (0.05383794 − 0.326251402)2 +





 d (T1,K3)= √∑(𝑇1𝑖 − 𝐾1𝑖)2  
 
=√(T11 − 𝐾31)2 + (𝑇12 − 𝐾32)2 + (𝑇13 − 𝐾33)2 + (𝑇14 − 𝐾34)2 
 
=√
(0.04963280 − 0.553556112)2 + (0.05383794 − 0.875900521)2 +





Data akan dimasukkan ke dalam cluster dengan jarak terkecil sehingga 
untuk data T1 pada iterasi awal ini dimasukkan termasuk anggota cluster K1. Hasil 
perhitungan jarak tiap data  dengan pusat cluster pada iterasi awal ditunjukkan 






Tabel 4. 13 Jarak T1 dengan pusat cluster 
 x1 x2 x3 x4 d 
K1 0.038489079 0.074209092 0.29098443 0.022055319 0.652486 
K2 0.06086107 0.266653646 0.90173127 0.172494826 1.183951 
K3 0.253938706 0.675786881 0.003582813 0.025368955 0.979121 
 
Tabel 4. 14 Jarak T2 dengan pusat cluster 
T2 x1 x2 x3 x4 d 
K1 0.060427048 0.106439977 0.317091275 0.031476706 0.717938 
K2 0.087813344 0.325154403 0.947262618 0.197341527 1.248027 
K3 0.30642437 0.767201723 0.006978172 0.035412756 1.056417 
 
Tabel 4. 15 Jarak T3 dengan pusat cluster 
T3 x1 x2 x3 x4 d 
K1 5.70047E-05 0.003693972 0.056903305 0.010921977 0.267537 
K2 0.001845895 0.092872421 0.420824311 0.026343358 0.736129 
K3 0.090112131 0.372621334 0.058094975 0.008787608 0.727747 
 
Tabel 4. 16 Jarak T4 dengan pusat cluster 
T4 x1 x2 x3 x4 d 
K1 0.007023786 0.453937174 0.175505126 0.676643192 1.14591 
K2 0.018042415 0.18470817 0.687405005 0.308878749 1.095004 
K3 0.153307491 0.015400681 0.003677186 0.65904721 0.911829 
 
Tabel 4. 17 Jarak T5 dengan pusat cluster 
T5 x1 x2 x3 x4 d 
K1 0.002909146 0.000232667 0.090780299 0.019775864 0.337191 
K2 1.17133E-05 0.052312054 0.506180004 0.015923398 0.75791 
K3 0.064414681 0.285578752 0.031782131 0.016863793 0.631379 
 
 
Tabel 4. 18 Jarak T6 dengan pusat cluster 
T6 x1 x2 x3 x4 d 
K1 0.000469835 0.005329539 0.135726601 0.00421806 0.381764 
K2 0.005211354 0.10047341 0.606181375 0.040750704 0.867535 




Tabel 4. 19 Jarak T7 dengan pusat cluster 
T7 x1 x2 x3 x4 d 
K1 0.000194101 0.001539389 0.125249416 0.120321563 0.497297 
K2 0.001338244 0.080206068 0.58380531 0.0064095 0.819609 
K3 0.086321355 0.346784558 0.015792241 0.112968568 0.749578 
 
Tabel 4. 20 Jarak T8 dengan pusat cluster 
T8 x1 x2 x3 x4 d 
K1 0.05751095 0.106272635 0.311288323 0.02937077 0.710241 
K2 0.084290599 0.324861872 0.937213306 0.192013681 1.240314 
K3 0.299812516 0.766752342 0.006140142 0.033176816 1.051609 
 
Tabel 4. 21  Jarak T9 dengan pusat cluster 
T9 x1 x2 x3 x4 d 
K1 0.568788775 0.022705189 0.190874111 6.23618E-05 0.884551 
K2 0.495147017 0.008702894 0.00071427 0.067038367 0.756044 
K3 0.199312145 0.159174433 0.839907261 8.23155E-06 1.094716 
 
Tabel 4. 22 Jarak T10 dengan pusat cluster 
T10 x1 x2 x3 x4 d 
K1 0.024178175 0.052837308 0.252594819 0.009388903 0.582236 
K2 0.042439031 0.224519975 0.833119339 0.132285679 1.110119 
K3 0.214582316 0.607640194 0.00052969 0.011591185 0.913424 
 
Sehingga didapatkan anggota setiap cluster pada iterasi pertama yang ditunjukkan 
pada tabel 4.23. 
Tabel 4. 23 Hasil clustering k-means iterasi pertama 
 K1 K2 K3 
T1 X - - 
T2 X - - 
T3 X - - 
T4 - - X 
T5 X - - 
T6 X - - 
T7 X - - 
T8 X - - 
T9 - X - 
T10 X - - 
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Karena ada perubahan komposisi anggota cluster, maka proses diulang lagi 
mulai dari penentuan pusat cluster (centroid) baru. Nilai centroid baru didapatkan 
dari nilai rata-rata masing-masing atribut dari setiap anggota cluster.  
 
K1=  average ( T1,T2,T3,T5,T6,T7,T8,T10) 
K1= 0.14787286,  0.16221556, 0.13495642, 0.18526089. 
Dengan cara yang sama maka: 
K2 =  1, 0.476933814, 1, 0.185313706. 
K3 =  0.16201111, 1.00000000, 0.14417526, 1.00000000. 
 
Pada Kasus ini,  Iterasi yang dilakukan adalah sebanya 3 kali. Pada iterasi 
ke-3 komposisi masing-masing cluster tidak berbeda pada saat iterasi ke-2. Hasil 
akhir clustering K-Means ditunjukkan pada tabel 4.24. 
Tabel 4. 24  Hasil akhir clustering K-Means 
 K1 K2 K3 Kelas 
T1 X - - Train 
T2 X - - Taxi 
T3 X - - Bus 
T4 - - X Bus 
T5 X - - Train 
T6 X - - Train 
T7 X - - Taxi 
T8 X - - Train 
T9 - X - Airplane 
T10 X - - Car 
 
 Akurasi dihitung dari jumlah kelas mayoritas dalam setiap cluster dibagi 
dengan jumlah seluruh data. 
K1 : Kelas mayoritas = Train (4) 
K2: Kelas mayoritas= Airplane(1) 
K3: kelas mayoritas= Bus (1) 
 
 Akurasi =  
( 4+1+1)
10
 × 100% 
 Akurasi = 60% 
 
4.2.2 Proses Fuzzy C-Means 
Proses yang pertama dilakukan adalah menentukan matriks partisi awal 
secara acak. Matriks partisi awal ditunjukkan oleh tabel 4.25. 
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Tabel 4. 25 Matriks partisi awal 
  K1 K2 K3 
T1 0.3 0.50 0.2 
T2 0.2 0.50 0.3 
T3 0.3 0.30 0.4 
T4 0.3 0.30 0.4 
T5 0.6 0.30 0.1 
T6 0.3 0.30 0.4 
T7 0.1 0.20 0.7 
T8 0.1 0.60 0.3 
T9 0.5 0.30 0.2 
T10 0.3 0.20 0.5 
 
Selanjutnya adalah menghitung pusat cluster . Pusat cluster diperoleh dari 
hasil penjumlahan dari perkalian derajat kenggotaan(u) berpangkat pembobot(w) 
dengan  nilai aribut. Hasil penjumlahan tadi kemudian dibagi dengan jumlah 
derajat kenggotaan(u) berpangkat pembobot(w)  pada cluster yang sama .Hasil 
perkalian pada cluster K1,K2,K3 ditunjukkan berturut-turut pada tabel 4.26, 4.27, 
4.28. 
 
Tabel 4. 26  Perkalian uK1 dengan atribut  
K1 u^w*x1 u^w*x2 u^w*x3 u^w*x4 
T1 0.004466952 0.0048454 0.00213110 0.002601578 
T2 0.0000000 0.0000000 0.00000000 0 
T3 0.0228032 0.0238926 0.02921080 0.025373252 
T4 0.0145810 0.0900000 0.01297577 0.09 
T5 0.1079120 0.1229417 0.09425192 0.1144956 
T6 0.0201729 0.0227923 0.01752279 0.0218127 
T7 0.0025975 0.0028702 0.00209203 0.0052429 
T8 0.0000600 0.0000026 0.00005176 0.0000604 
T9 0.2500000 0.1192335 0.25000000 0.0463284 
T10 0.0081293 0.0086749 0.00544684 0.0072468 









Tabel 4. 27  Perkalian uK2 dengan atribut 
K2 u^w*x1 u^w*x2 u^w*x3 u^w*x4 
T1 0.0124082 0.0134595 0.0059197 0.007226606 
T2 0 0.0000000 0 0 
T3 0.022803236 0.0238926 0.0292108 0.025373252 
T4 0.0145810 0.0900000 0.012975774 0.09 
T5 0.0269780 0.0307354 0.0235630 0.0286239 
T6 0.0201729 0.0227923 0.0175228 0.0218127 
T7 0.0103900 0.0114807 0.0083681 0.0209716 
T8 0.0021617 0.0000924 0.0018635 0.0021736 
T9 0.0900000 0.0429240 0.0900000 0.0166782 
T10 0.0036130 0.0038555 0.002420818 0.0032208 
SUM 0.203108134 0.2392324 0.191844485 0.216080732 
 
Tabel 4. 28  Perkalian uK3 dengan atribut 
K3 u^w*x1 u^w*x2 u^w*x3 u^w*x4 
T1 0.001985312 0.0021535 0.000947154 0.001156257 
T2 0 0.0000000 0 0 
T3 0.040539086 0.0424757 0.051930311 0.045108003 
T4 0.025921777 0.1600000 0.023068042 0.16 
T5 0.002997556 0.0034150 0.002618109 0.003180434 
T6 0.035862952 0.0405196 0.031151627 0.038778136 
T7 0.127278064 0.1406380 0.102509293 0.256902464 
T8 0.000540426 0.0000231 0.000465876 0.000543396 
T9 0.04 0.0190774 0.04 0.007412548 
T10 0.022581452 0.0240969 0.015130116 0.020130102 
SUM 0.297706625 0.4323993 0.267820528 0.533211341 
 
Sedangkan jumlah derajat kenggotaan(u) berpangkat pembobot(w)  ditunjukkan 
pada tabel 4.29.  
 
Tabel 4. 29 Jumlah derajat keanggotaan berpangkat pembobot  
k1^w k2^w k3^w 
z1 0.09 0.25 0.04 
z2 0.04 0.25 0.09 
z3 0.09 0.09 0.16 
z4 0.09 0.09 0.16 
z5 0.36 0.09 0.01 
z6 0.09 0.09 0.16 
z7 0.01 0.04 0.49 
z8 0.01 0.36 0.09 
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 k1^w k2^w k3^w 
z9 0.25 0.09 0.04 
z10 0.09 0.04 0.25 
sum 1.12 1.39 1.49 
 
Centroid K1 =  (0.430723009/1.12,    0. 3952531/1.12,   0.413683014/1.12,        
0. 313161718/1.12,)  
       =( 0.384574115, 0.352904578, 0.369359834, 0.279608677) 
Centroid K2 = (0. 203108134/1.39, 0. 2392324/1.39, 0.191844485/1.39,
 0. 216080732/1.39) 
         =(0.14612096, 0.17210963, 0.138017615, 0.155453764) 
 
Centroid K3 = (0. 297706625/1.49, 0. 4323993/1.49, 0. 267820528/1.49,
 0. 533211341./1.49) 
  =(0.199803104, 0.29020089, 0.179745321, 0.35785996) 
 
sehingga didapatkan pusat cluster baru sebagai berikut: 
K1= 0.384574115 0.352904578 0.369359834 0.279608677 
K2= 0.14612096 0.17210963 0.138017615 0.155453764 
K3= 0.199803104 0.29020089 0.179745321 0.35785996 
 
Selanjutnya adalah mencari nilai objektifitas (P). Nilai objektifitas 
didapatkan dari jarak antara objek dengan pusat cluster berpangkat 2 (d^2) 
dikalikan dengan derajat keanggotaan berpangkat pembobot (u^w). Jarak pusat 
cluster dengan objek ditinjukkan pada tabel  4.30 – 4.32. 
 
 
Tabel 4. 30  Jarak objek dengan K1 
K1 dx1^2 dx2^2 dx3^2 dx4^2 SUM 
T1 0.112185685 0.089440852 0.119495339 0.062851619 0.383973 
T2 0.14789725 0.124541641 0.136426687 0.078181012 0.487047 
T3 0.017214707 0.00764422 0.002006627 5.36544E-06 0.026871 
T4 0.049534293 0.418732485 0.050708091 0.518963659 1.037939 
T5 0.007194174 0.000129954 0.011566775 0.001477231 0.020368 
T6 0.025737998 0.009931492 0.030506872 0.001387214 0.067564 
T7 0.015580772 0.004341258 0.025650327 0.059869314 0.105442 
T8 0.14331478 0.124360623 0.132629575 0.074841062 0.475146 
T9 0.378749019 0.015383251 0.397707019 0.008891542 0.800731 




Tabel 4. 31  Jarak objek dengan K2 
K2 dx1^2 dx2^2 dx3^2 dx4^2 Sum 
T1 0.009309965 0.013988192 0.013073352 0.016014229 0.052386 
T2 0.021351335 0.029621725 0.019048862 0.024165873 0.094188 
T3 0.011502203 0.008716784 0.03479972 0.015994978 0.071014 
T4 0.000252497 0.685402465 3.79166E-05 0.713258344 1.398951 
T5 0.023603614 0.028694735 0.015324775 0.026435403 0.094059 
T6 0.006087509 0.006583388 0.003212628 0.007553276 0.023437 
T7 0.01291182 0.013203556 0.005067308 0.136040717 0.167223 
T8 0.019632558 0.029533477 0.017646789 0.022325151 0.089138 
T9 0.729109415 0.092917783 0.743013632 0.000891616 1.565932 
T10 0.003113099 0.005733806 0.006005809 0.005615008 0.020468 
 
Tabel 4. 32  Jarak objek dengan K3 
K3 dx1^2 dx2^2 dx3^2 dx4^2 SUM 
T1 0.022551121 0.055867442 0.024356742 0.108210429 0.210986 
T2 0.03992128 0.084216556 0.03230838 0.128063751 0.28451 
T3 0.002869336 0.000611451 0.020972579 0.005766115 0.030219 
T4 0.001428235 0.503814777 0.001265229 0.412343831 0.918852 
T5 0.009990509 0.002632095 0.006734758 0.001585355 0.020943 
T6 0.000592453 0.001365538 0.000223573 0.013339467 0.015521 
T7 0.003593768 1.01412E-05 0.000867734 0.027699206 0.032171 
T8 0.03755781 0.084067713 0.030474309 0.12377888 0.275879 
T9 0.640315072 0.034869185 0.672817738 0.02977221 1.377774 
T10 0.011985278 0.037563541 0.014214567 0.076917228 0.140681 
 
Sedangkan hasil kali jarak(d) dengan derajat keanggotaan (u) ditunjukkan pada 
tabel 4.33. 
Tabel 4. 33  Hasil kali jarak dengan derajat keanggotaan 
  d(K1)^2 * u(K1)^w d(K2)^2 * u(K3)^w d(K3)^2 * u(K3)^w SUM 
T1 0.034557615 0.013096435 0.008439429 0.056093478 
T2 0.019481864 0.023546949 0.025605897 0.068634709 
T3 0.002418383 0.006391232 0.004835117 0.013644732 
T4 0.093414467 0.12590561 0.147016332 0.366336409 
T5 0.007332528 0.008465267 0.000209427 0.016007223 
T6 0.006080722 0.002109312 0.002483365 0.010673399 
T7 0.001054417 0.006688936 0.015763716 0.023507069 
T8 0.00475146 0.032089671 0.024829084 0.061670215 
T9 0.200182708 0.14093392 0.055110968 0.396227596 
T10 0.025866077 0.000818709 0.035170154 0.06185494 
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   SUM 1.07464977 
 
Nilai objektif (P1) didapatkan dari penjumlahan semua hasil kali tersebut atau 
dengan kata lain : 
P1 = 1.07464977 
 
Untuk mencari perubahan matrik partisi (u), nilai didapatkan dari hasil bagi 
antar jarak Euclidean objek dengan suatu cluster dengan jumlah jarak Euclidean 
objek dengan seluruh cluster. Hasil bagi ini kemudian dipangkatkan 2/(w-1). Hasil 
pangkat ini kemudian dipangkatkan lagi dengan -1. Setelah proses perhitungan 
dilakukan, normalisasikan semua data derajat keanggotaan baru dengan cara 
membagi nilai derajat keanggotaan suatu cluster dengan jumlah derajat 
keanggotaan seluruh cluster pada tiap objek. Proses ini dilakukan agar derajat 
keanggotaan yang baru mempunyai rentang antara 0 dan tidak lebih dari 1. Nilai 
matriks partisi iterasi yang telah dinormalisasi ditunjukkan pada tabel 4.34 
Tabel 4. 34 Nilai normalisasi matriks partisi setelah iterasi 1 
  K1 K2 K3 
T1 0.098526 0.722167 0.179307 
T2 0.126857 0.655979 0.217164 
T3 0.440998 0.16687 0.392132 
T4 0.348245 0.258377 0.393378 
T5 0.456806 0.09892 0.444273 
T6 0.121421 0.350031 0.528548 
T7 0.203745 0.12847 0.667785 
T8 0.124181 0.661942 0.213877 
T9 0.477892 0.244368 0.27774 
T10 0.058532 0.82189 0.119577 
 
Karena |P1-P0|> 0.01 dan dan iterasi < maxiterasi, maka proses diulangi 
dari penentuan titik pusat cluster. Pada kasus ini iterasi dilakukan sebanyak 5 kali 
dengan nilai akhir matriks partisi yang ditunjukkan pada tabel 4.35. 
Tabel 4. 35 Nilai matriks partisi iterasi final 
   K1 K2 K3 
T1 0.000165 0.998877 0.000958 
T2 0.003457 0.979275 0.017269 
T3 0.02581 0.089812 0.884378 
T4 0.235504 0.236359 0.528137 
T5 0.008944 0.025623 0.965433 
T6 0.025765 0.188044 0.786191 
T7 0.019793 0.054279 0.925928 
T8 0.002897 0.982413 0.014689 
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 K1 K2 K3 
T9 0.958432 0.015101 0.026467 
T10 0.004185 0.965458 0.030357 
 
Keanggotaan suatu objek terhadap cluster ditentukan dari nilai derajat 
keanggotaan objek terhadap setiap cluster. Objek akan dimasukkan kedalam 
cluster dengan derajat keanggotaan tertinggi. Hasil akhir clustering FCM 
ditunjukkan pada tabel 4.36. 
Tabel 4. 36  Hasil akhir clustering FCM 
  K1 K2 K3 Kelas 
T1 - - X Train 
T2 - X - Taxi 
T3 - X - Bus 
T4 - X - Bus 
T5 - - X Train 
T6 - - X Train 
T7 - - X Taxi 
T8 - - X Train 
T9 X - - Airplane 
T10 - - X Car 
 
 Akurasi dihitung dari jumlah kelas mayoritas dalam setiap cluster dibagi 
dengan jumlah seluruh data. 
K3 : Kelas mayoritas = Train (4) 
K2: kelas mayoritas= Bus (2) 
K1: Kelas mayoritas= Airplane(1) 
 
 Akurasi =  
( 4+2+1)
10
 × 100% 
 Akurasi = 70% 
4.2.3 Proses Shilouette Coefficient 
Silhouette Coefficient digunkana untuk mengukur kualitas objek dengan 
cluster. Nilai shilouette Coefficient didapatkan dari rata-rata jarak antar objek  
dalam cluster yang sama dibagi dengan rata-rata jarak antar objek dengan cluster 







Tabel 4. 37  Jarak T1 dengan objek lainnya 
dT1 x1 x2 x3 x4 euclidean 
T2 0.00246341 0.00289852 0.00056069 0.00083558 0.08220832 
T3 0.041508556 0.044789544 0.090532139 0.064018409 0.49076333 
T4 0.012628884 0.895222636 0.014519384 0.943022733 1.36579414 
T5 0.062561435 0.082752238 0.056706866 0.083600214 0.53443499 
T6 0.030453968 0.039764253 0.029247435 0.04556386 0.38082741 
T7 0.044149722 0.054372172 0.034419075 0.245405624 0.61509885 
T8 0.001903408 0.002870964 0.000342341 0.000522977 0.07509788 
T9 0.903197817 0.179010115 0.953202978 0.024463238 1.43522617 
T10 0.001655921 0.001810484 0.001357304 0.002664003 0.00748771 
 
Pada hasil akhir K-Means yang ditunjukkan pada tabel 4.24 dengan 
komposisi sebagai berikut: 



























Si (T1)  = bi-ai/max (bi,ai) 
            =0.77136 
Secara keseluruhan nilai Silhouette Coefficient tiap objek dengan metode 
K-Means  ditunjukkan pada tabel 4.38. 
Tabel 4. 38 Nilai akhir  Silhouette Coefficient K-Means 
  ai bi si 
T1 0.31227407 1.36579414 0.771360808 
T2 0.201377441 2.261807033 0.910966127 
T3 0.162945123 1.067719885 0.847389634 
T4 0 1.441457621 1 
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 ai bi si 
T5 0.187915935 0.931492332 0.798263573 
T6 0.110198768 1.13806522 0.903170077 
T7 0.25604102 0.748426647 0.657894302 
T8 0.19521284 2.031106604 0.903888432 
T9 0 1.648958802 1 
T10 0.113881606 1.674094768 0.931974218 
  Average 0.872490717 
 
Nilai akhir diambil dari rata-rata nilai si setiap objek sehingga nilai si untuk 
metode K-Means sebesar 0.872490717.  Sedangkan untuk hasil akhir clustering 
metode FCM memiliki komposisi berikut: 
K1: T9 
K2: T2,T3,T4 
K3: T1,T5, T6, T7,T8,T10 


















Si (T1)  = bi-ai/max (bi,ai) 
            =0. 918906669 
Untuk hasil akhir Silhouette Coefficient dengan metode  FCM ditunjukkan pada 
tabel 4.39. 
Tabel 4. 39  Nilai Silhouette Coefficient FCM 
  ai bi si 
T1 0.05493130 0.67738374 0.918906669 
T2 0.011484396 0.736275054 0.98440203 
T3 0.300302782 0.258863097 -0.13799301 
T4 0.978507964 1.904407279 0.486187658 
T5 0.254570119 0.30715585 0.171202115 
T6 0.3158348 0.161529348 0.488563808 
T7 0.238239394 0.396939053 0.399808629 
T8 0.010233647 0.673379109 0.984802547 
T9 0 1.427795004 1 
T10 0.020015066 0.482244162 0.95849599 




Nilai rata-rata Si dari setiap objek dengan metode FCM adalah 0.527724882. Pada   
kasus ini metode FCM memiliki nilai akurasi yang lebih baik dibandingkan K-Means 
tetapi nilai Si FCM lebih kecil dibanding K-Means. 
 
4.3 Perancangan Antar Muka 
 Desain antar muka pada sistem ini terdiri dari 3 halaman yaitu input data, 
input parameter, dan halaman hasil. Desain antar muka pada halaman input data 
ditunjukkan pada gambar 4.4. 
 
 
Gambar 4. 4  Halaman input data 
Halaman input data ini terdiri dari kolom untuk menginputkan jumlah data 
yang akan diolah serta tombol submit . Jumlah data yang diinputkan akan dipilih 
secara acak di database sebanyak jumlah inputan. Pemisahan halaman ini dengan 
halaman selanjutnya dimaksudkan agar dapat dilakukan proses clustering secara 
berulang dengan data yang sama. Selanjutnya untuk halaman input parameter 
ditunjukkan pada gambar 4.5. 
 
Nama Program 
Jumlah data  
Submit 




Gambar 4. 5 Halaman input parameter 
Halaman ini berisi 5 text field yang berisi parameter yang akan dibutuhkan 
pada proses clustering. Pada halaman ini ditunjukkan pula data yang telah dipilih 
sejumlah hasil input pada halaman sebelumnya. Untuk halaman hasil clustering 
akan ditunjukkan pada gambar 4.6 










Gambar 4. 6 Halaman hasil clustering 
Halaman ini akan menampilkan hasil clustering dari masing-masing 
metode. Halaman ini juga akan menunjukkan jumlah iterasi yang dilakukan hingga 
proses berhenti beserta nilai Silhouette Coefficient masing masing metode. Di 
halaman ini terdapat dua tombol yaitu tombol “pilih data” yang akan membawa 
pengguna ke halaman input  data seperti pada gambar 4.5 sedangkan tombol 
“tentukan parameter” akan membawa pengguna ke halaman input parameter. 
 
4.4  Perancangan pengujian 
Dalam perancangan pengujian, akan dilakukan beberapa pengujian untuk 
mendapatkan perbandingan hasil clustering moda transportasi berbasis GPS 
antara algoritme K-Means dengan FCM. Adapun pengujian yang dilakukan yaitu: 
1. Pengujian akurasi. 
Nama Program 
K-Means FCM 
Hasil clustering K-Means Hasil clustering FCM 
Iterasi yang dilakukan Iterasi yang dilakukan 
 Nilai Si K-Means Nilai Si FCM 
Pilih data 
Tentukan parameter 
Akurasi K-Means Akurasi  FCM 
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2. Pengujian Sillhouette Coefficient. 
4.4.1  Pengujian akurasi 
 Pengujian akurasi akan membandingkan nilai akurasi dari kedua algoritme.  
Pengujian dilakukan sebanyak 10 kali karena adanya elemen random yang 
memungkinkan perbendaan hasil. Parameter yang digunakan pada pengujian ini 
adalah sebagai berikut: 
K = 6; 
Maksimum iterasi = 30; 
P0 = 0; 
W = 2; 
Ѳ = 0.01. 
Inputan nilai K disesuaikan dengan jumlah jenis moda transportasi yang tersedia. 
Tabel 4.40 menunjukkan perancangan pengujian akurasi. 
  
Tabel 4. 40 Perancangan pengujian akurasi 
Percobaan K-Means FCM 
ke-1   
ke-2   
ke-3   
ke-4   
ke-5   
ke-6   
ke-7   
ke-8   
ke-9   
ke-10   
 
4.4.2 Pengujian Silhouette Coefficient  
 Pengujian ini akan membandingkan nilai Slhouette Coefficient dari hasil 
clustering kedua algoritme. Sama halnya dengan pengujian akurasi, pengujian 
Silhouette Coefficient juga dilakukan sebanyak 10 kali dengan parameter yang 






Tabel 4. 41 Perancangan pengujian Silhouette Coefficient 
Percobaan K-Means FCM 
ke-1   
ke-2   
ke-3   
ke-4   
ke-5   
ke-6   
ke-7   
ke-8   
ke-9   
































BAB 5 IMPLEMENTASI 
 Bab ini berisi implementasi program dari perancangan perbandingan 
algoritme K-Means dengan FCM dalam clustering moda transportasi berbasis GPS. 
Bab ini akan menjelaskan implementasi dari proses perhitungan data movement, 
normalisasi data, K-Means, FCM, perhitungan  akurasi, serta Silhouette Coefficient. 
5.1 Proses perhitungan data movement 
 Proses seleksi data ini merupakan proses setelah didapatkan data lintasan 
dari database. Selanjutnya akan dihitung jarak antar titik lintasan ke titik 
selanjutnya. Data jarak antar titik (data movement) inilah yang selanjutnya akan 
digunakan dalam proses selanjutnya.Proses perhitungan data movement 


























function get_movement($trajectory_id){ //fungsi untuk mencari 
jarak perpindahan antar titik pada trajectory  
 
   $no=0;  
   $radius=array();  
   $temp=array();  
  $data= mysql_query("select * from `gps point` 
where id =$trajectory_id");  
 
   while($hasil=mysql_fetch_array($data)){  
   $temp[$no][0]=$hasil['longitude'];  
   $temp[$no][1]=$hasil['latitude'];  
   $temp[$no][2]=$hasil['altitude'];  
   $temp[$no][3]=$hasil['class'] ;  
   $no++;  
   }   
 
  $radius[0]=$temp[1][3]; //inilsialisasi class  
  for($i=1;$i<count($temp);$i++){  
   $lo=pow(($temp[$i][0] - $temp[$i - 1][0]),2);  
   $la=pow(($temp[$i][1] - $temp[$i - 1][1]),2);  
   $al=pow(($temp[$i][2] - $temp[$i - 1][2]),2);  
   $radius[$i]=sqrt($lo+$la+$al) ;   
  }  
  for($i=1;$i<count($temp);$i++){  
  return array_ slice($radius,0,count($temp));   
  }  
 }   
Kode Program 5. 1 Proses perhitungan data movement 
Penjelasan kode program 5.1 adalah sebagai berikut. 
1) Baris 1-2 nama fungsi beserta penjelasan singkatnya 
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2) Baris 4-5 inisialisasi awal variabel radius dan temp. 
3) Baris 6-7 untuk membaca data dari database 
4) Baris 9-14 untuk memasukkan data ke dalam array 
5) Baris 15-20 perhitungan jarak movement dengan Euclidean distance 
6) Baris 21-24 pengembalian nilai return. 
5.2 Proses normalisasi data 
 Proses normalisasi dilakukan agar rentang seluruh data menjadi sama. 
Proses ini dimulai dengan melakukan perataan panjang lintasan data . data dengan 
panjang lintasan terkecil yang akan dijadikan acuan panjang lintasan untuk semua 
data. Selanjutnya adalah proses normalisasi min/max tiap variable. 
 
1.   
2.   
3.   
4.   
5.   
6.   
7.   
8.   
9.   
10.   
11.   
12.   
13.   
14.   
15.   
16.   
17.   
18.   
19.   
20.   
21.   
22.   
23.  . 
24.  . 
25.   
26.   
27.   
28.   
   $minvalue=array();  
   $shortest_tr=100;  
   $data_normalization=array();  
   
  for($i=0;$i<count($r);$i++){  
    $a=count($r[$i]);  
    if($ a<$shortest_tr){  
     $shortest_tr=$a;    
    }   
   }  
   for($j=0;$j<$shortest_tr;$j++){  
    $maxvalue[$j]=0;  
   $minvalue [$j]=1000;  
   }  
 
   for($i=0;$i<count($r);$i++){  
 for  ($j=1;$j<$shortest_tr;$j++){  
  if($r[$i][$j]>$maxvalue[$j]){  
   $maxvalue[$ j]=$r[$i][$j];  
 }  
  if($r[$i][$j]<$minvalue[$j]){  
   $minvalue[$j]=$r[$i][$j];  
  }  
    }      
   }   
    
  for($i=0;$i<count($r);$i++){  
    $data_normalization[$i][0]= $r[$i][0];  
 for  ($j=1;$j<$shortest_tr;$j++){  
  $data_normalization[$i][$j]=($r[$i][$j] -
$minvalue[$j])/($maxvalue[$j] - $minvalue[$j]);     
//proses normalisasi  
  }  
 }  
Kode Program 5. 2 Proses normalisasi data 
47 
 
Penjelasan kode program 5.2 adalah sebagai berikut: 
1) Baris 1-3 inisialisasi awal array data_normalisasi dan shortest_tr. 
2) Baris 4-9 mencari panjang lintasan terkecil 
3) Baris 9-12 inisialisasi awal nilai min dan max 
4) Baris 13-21 penentuan nilai min dan max setiap variable 
5) Baris 23-28 proses normalisasi min/max 
5.3 Proses K-Means 
 Proses ini merupakan salah satu proses inti dalam penelitian ini dimana 
proses diawali dengan penentuan centroid awal secara acak. Kemudian data akan 
dimasukkan ke dalam cluster berdasarkan jarak yang paling kecil dengan pusat 
cluster (centroid). Setelah semua data sudah masuk kedalam cluster, selanjutnya 
adalah meng-update centroid  dengan mencari nilai rata-rata dari setiap anggota 
pada masing-masing cluster. Proses K-Means ditunjukkan pada kode program 5.3 
 
1.   
2.   
3.   
4.   
5.   
6.   
7.   
8.   
9.   
10.   
11.   
12.   
13.   
14.   
15.   
16.   
17.   
18.   
19.   
20.   
21.   
22.   
23.   
24.   
25.   
26.   
27.   
28.   
29.   
30.   
31.   
functio n KMeans($data,$k,$maxiterasi){  
    $centroid=array ();  
    $cclass=array();  
    $class_lama= array();  
    $countiterasi=0;  
    for($i=0;$i<$k;$i++){  
      $centroid[$i][0]=0;  
    for($j=1;$j<count($data[1]);$j++){  
     $centroid[$i][$j]= rand(0,1000) /100 0;    
//membuat centroid awal secara acak   
  }  
 }  
 do{  
   
 $class_lama=$cclass;  
 for($i=0;$i<count($data);$i++){  
  $euclidean= array();  
   
  $shortest_d=10000;  
  for($j=0;$j<$k;$j++){  
   $euclidean[$j]= 
euclidean($data[$i],$centroid[$j]);   
   i f($euclidean[$j]<$shortest_d){  
    $shortest_d=$euclidean[$j];  
    $cclass[$i][0]=$j;  
    $cclass[$i][1]=$data[$i][0];  
     
   }  
  }    
 }  
 for($i=0;$i<$k;$i++){  
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32.   
33.   
34.   
35.   
36.   
37.   
38.   
39.   
40.   
41.   
42.   
43.   
44.   
45.   
46.   
47.   
48.   
49.   
50.  .  
51.   
52.   
53.   
54.   
55.   
56.   
57.   
58.   
59.   
60.   
61.   
62.   
63.   
64.   
65.   
66.   
67.   
68.   
69.   
70.   
71.   




 $countiter asi++;  
 }  
while($countiterasi<$maxiterasi and 
$cclass  !=$  class_lama);  
  
 $result=array();  
 $result[0]=$countiterasi;  
 $result[1]=$cclass;  
 return $result;  
  }  
function centroid_Kmeans($classs,$k,$datacentroid, 
$centroidawal){        $hasil= array( );  
   $c=0;  
    for($i=0;$i<count($datacentroid[0]);$i++){  
    $hasil[$i]=0;  
   }  
   for($i=0;$i<count($classs);$i++){  
     
    if($classs[$i][0]==$k){  
     for($j=1;$j<count($datacentroid[0]);$j++){  
$hasil[$j]=$hasil[$j]+$datacentroid[$i][$j];  
     }  
     $c++;   
    }  
   }  
   if($c==0){  
    return $centroidawal;  
   }else{  
    for($j=1;$j<count($datacentroid[0]);$j++){  
      
      $hasil[$j]=$hasil[$j]/$c;  
     
     }  
    return array_slice($hasil,0,count($hasil));  
   }  
   }  
 
Kode Program 5. 3 Proses K-Means 
Penjelasan kode program 5.3 adalah sebagai berikut: 
1) Baris 1-5 adalah inisialisasi awal centroid, class, class_lama, dan 
countiterasi 
2) Baris 6-12 merupakan inisialisasi centroid awal secara acak 
3) Baris 13-30 merupakan penentuan cluster berdasarkan jarak terkecil 
menggunakan Euclidean distance 
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4) Baris 31-35 adalah update centroid dengan mencari nilai rata-rata setiap 
cluster 
5) Baris 38 penghentian kondisi 
6) Baris 40-44 inisialisasi nilai return 
7) Baris 45 fungsi update centroid baru 
8) Baris 46-47 inisialisasi awal variabel hasil dan c 
9) Baris  49-50 inisialisasi seluruh nilai variabel hasil dengan angka 0 
10)  Baris 52-60 penjumlahan data pada cluster yang sama 
11) Baris 61-69 pengecekan kondisi jika cluster kosong, maka nilai centroid 
adalah nilai centroid awal dan jika tidak kosong, maka hasil dibagi jumlah 
data pada cluster tersebut 
12) Baris 69 inisialisasi nilai return. 
5.4 Proses FCM 
 Proses ini diawali dengan menginisialisasi derajat keanggotaan awal secara 
acak. Selanjutnya adalah mencari nilai pusat cluster lalu mencai nilai objektif untuk 
menghentikan pengondisian dan yang terakhir adalah meng-update nilai derajat 
keanggotaan baru. Proses FCM dijelaskan pada kode program 5.4. 
 
1.   
2.   
3.   
4.   
5.   
6.   
7.   
8.   
9.   
10.   
11.   
12.   
13.   
14.   
15.   
16.   
17.   
18.   
19.   
function FCM($datafcm,$k, $maxiterasi, $w, $e, $p0 ){  
     
    $derajatKeanggotaan= array();  
    $centroid=array();  
    $cekP=true;  
    $count=0;  
    $cclass= array ();  
     
    for($i=0;$i<count($datafcm);$i++){  
     $cclass[$i][0]=0;  
     $cclass[$i][1]=$datafcm[$i][0];  
      
   }  
     
    for($i=0;$i<count($datafcm);$i++){  
     for($j=0;$j<$k;$j++){  
      $derajatKeanggotaan[$i][$j]= rand(0,100)/100;  
     }  
     $total=0;  
    for($l=0;$l<$k;$l++){  
      $total=$total+$derajatKeanggotaan[$i][$l];  
     }  
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20.   
21.   
22.   
23.   
24.   
25.   
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     for($m=0;$m<$k;$m++){  
      
$derajatKeanggotaan[$i][$m]=$derajatKeanggotaan[$i][$m]/$total;  
     }  
    }  
     
       do{  
     $derajatbobot= 
derajatpangkatbo bot($derajatKeanggotaan,$w);  
     $derajatdata= array();  
     $sumderajatbobot= array();  
     $distance= array();  
    $p1=0;  
     for($i=0;$i<count($derajatbobot[0]);$i++){  
   $sumderajatbobot[$i]=0;  
  }  
   for ($i=0;$i<count($derajatbobot);$i++){  
    for  ($j=0;$j<count($derajatbobot[0]);$j++){  
    
$sumderajatbobot[$j]=$sumderajatbobot[$j]+$derajatbobot[$i][$j
];  
    }  
   }  
   for($p=0;$p<$k;$p++){  
    $derajatdata[$p]= 
atributkaliderajat($datafcm,$derajatKeanggotaan,$p,$w);  
  }  
    for($i=0;$i<$k;$i++){  
      for($j=0;$j<count($datafcm[0]);$j++){   
       
$centroid[$i][$j]=$derajatdata[$i][$j]/$sumderajatbobot[$i];  
      }  
 }  
    
     for($i=0;$i<$k;$i++){  
      for($j=0;$j<count($datafcm);$j++){  
$distance[$j][$i]=euclidean2($datafcm[$j],$centroid[$i]);  
      }  
     }  
    for($i=0;$i<count($distance);$i++){  
      $temp=0;  
      for($j=0;$j<count($distance[0]);$j++){  
    $temp= $distance[$i][$j] * 
$derajatbobot[$i][$j];  
    $p1=$p1+$temp;  
    }  
    }  
     for($h=0;$h<count($derajatKeanggotaan);$h++){  
      for($i=0;$i<$k;$i++){  
       $total=0;  
       $temp=0;  
     for($j=0;$j<$k;$j++){  
      $temp= $temp+$distance[$h][$j];  
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109.   
     }  
 $total=pow(($distance[$h][$i] /$temp),(2/($w - 1)));    
    
 $derajatKeanggotaan[$h][$i]=pow($total,( - 1));  
    }  
     }  
     
     for($h=0;$h<count ($derajatKeanggotaan);$h++){  
      
       $total=0;  
     for($j=0;$j<$k;$j++){  
      $total= 
$total+$derajatKeanggotaan[$h][$j];  
     }  
     for($i=0;$i<$k;$i++){  
      
$derajatKeanggotaan[$h][$i]=$derajatKeanggotaan[$h][$i]/$total;  
      }   
     }  
    if(sqrt(pow($p1 - $p0,2))<$e){  
      $cekP=false;  
     }  
      
     $p0=$p1;  
     $count++;  
    
    for($h=0;$h<count($derajatKeanggotaan);$h++){  
      $max=0;  
      for($i=0;$i<$k;$i++){  
      if($max<$derajatKeanggotaan[$h][$i]){  
       $cclass[$h][0]=$i;  
       $max=$derajatKeanggotaan[$h][$i];  
      }  
     }  
     }  
    }  
  while($count<$maxiterasi and $cekP);  
  
  $result=array();  
 $result[0]=$count;  
  $result[1]=$cclass;  
     return $result;  
   }  
function atributkaliderajat($dataa sal, $derajatKeanggotaan, $c, $w){  
  $hasil= array();  
  for($i=0;$i<count($dataasal[0]);$i++){  
  $hasil[$i]=0;  
  }  
  for ($m=0;$m<count($derajatKeanggotaan);$m++){  
     for($n=0;$n<count($dataasal[0]);$n++){  
     $kali= 
pow($derajatKeanggotaan[$m][$c],$w) *$dataasal[$m][$n];  
     $hasil[$n]= $hasil[$n]+$kali;  
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130.   
131.   
    }  
   }  
  return array_slice($hasil,0,count($hasil));   
 }  
function derajatpangkatbobot($derajatKeanggotaan,$bobot){  
  $haslipangkat= array();  
  for ($m=0;$m<count($derajatKeanggotaan);$m++){  
   
 fo r($n=0;$n<count($derajatKeanggotaan[0]);$n++){  
    
 $haslipangkat[$m][$n]=pow($derajatKeanggotaan[$m][$n],$bobot);  
   }  
 }  
  return array_slice($haslipangkat,0,count($haslipangkat));  
   
 }  
function euclidean2($a,$b){    //fungsi euclidean distance  
  $dist ance=0;  
  for($i=1;$i<count($a);$i++){  
  $temp=pow($a[$i] - $b[$i],2);  
   $distance+=$temp;  
   
  }  
  return $distance;  
 }  
Kode Program 5. 4 Proses FCM 
Penjelasan kode program 5.4 adalah sebagai berikut: 
1) Baris 1-11 inisialisasi awal derajat keanggotaan, centroid, cek nilai p, count 
dan class 
2) Baris 12-23 inisialisasi derajat keanggotaan awal secara acak. 
3) Baris 24-29 inisialisasi awal. 
4) Baris 30-46 merupakan proses perhitungan centroid masing-masing 
cluster. 
5) Baris 48-59 adalah proses perhitungan nilai p1. 
6) Baris 60-80 adalah proses perhitungan nilai derajat keanggotaan yang 
baru. 
7) Baris 81-82 pengecekan threshold. 
8) Baris 84-85 update nilai p0 dan jumlah iterasi. 
9) Baris 86-94 adalah penentuan letak cluster berdasarkan nilai derajat 
keanggotaan terbesar. 
10) Baris 95 pengecekan kondisi. 
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11) Baris 97-100 inisialisai nilai return. 
12) Baris 101-112 fungsi atribut kali derajat. 
13) Baris 113-122 fungsi derajat pangkat bobot. 
14) Baris 123-130 fungsi Euclidean berpangkat dua. 
5.5 Proses perhitungan akurasi 
Perhitungan akurasi dilakukan dengan menjumlahkan modus kelas pada 
masing-masing cluster dan membaginya dengan jumlah seluruh data. Proses 
perhitungan akurasi ditunjukkan pada kode program 5.5. 
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f unction akurasi ($kelas,$k){  
     
    $kelasakurasi= array();  
    $total=0;  
    for($i=0;$i<$k;$i++){  
     for ($j=0;$j<count($kelas);$j++){  
      $kelasakurasi[$i][$j]=100;  
     }  
    }  
     
    for($i=0;$i<$k;$i++){  
     $count=0;  
     for ($j=0;$j<count ($kelas);$j++){  
      if($kelas[$j][0]==$i){  
       $kelasakurasi[$i][$count]=$kelas[$j][1];  
       $count++;  
      }  
     }  
    }  
     
    for($i=0;$i<$k;$i++){  
     $a=0;  
     $b=0;  
     $c=0;  
     $d=0;  
     $e=0;  
     $f=0;  
      
     for($j=0;$j<count ($kelas);$j++){  
      if ($kelasakurasi[$i][$j]=="Train"){  
       $a++;  
      }else  if($kelasakurasi[$i][$j]=="Taxi"){  
       $b++;  
      }else  if($kelasakurasi[$i][$j]=="Bus"){  
       $c++;  
      }else if ($kelasakurasi[$i][$j]=="Subway"){  
       $d++;  
      }else if ($kelasakurasi[$i][$j]=="Car"){  
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       $e++;  
      }else if ($kelasakurasi[$i][$j]=="Airplane"){  
       $f++;  
      }  
       
     }  
      
     $temp= max($a,$b,$c,$d,$e,$f);  
     $total=$total+$temp;  
    }  
     
    $hasil=$total/count($kelas );  
    $hasil= $hasil*100;  
     
    return $hasil;  
   }  
Kode Program 5. 5 Proses perhitungan akurasi 
Penjelasan kode program 5.5 adalh sebagai berikut: 
1) Baris 3-9 inisialisasi awal. 
2) Baris 11-19 adalah pemisahan data kelas ke masing-masing cluster. 
3) Baris 21-48 adalah pencarian nilai kelas mayoritas (modus) pada tiap 
cluster. 
4) Baris 50-51 perhitungan nilai akhir. 
5) Baris 53 pengembalian nilai return. 
5.6 Proses Silhouette Coefficient 
Proses Silhouette Coefficient adalah metode yang digunakan untuk 
mengukur kualitas sebuah cluster. Proses ini membandingkan nilai dari jarak rata-
rata data dalam cluster yang sama dengan jarak rata-rata cluster yang lain. Proses 
Silhouette Coefficient ditunjukkan pada kode program 5.6. 
 
1.   
2.   
3.   
4.   
5.   
6.   
7.   
8.   
9.   
10.   
11.   
12.   
13.   
function Sillhoutte_ Coefficient  ($data, $kelas, $k){  
    $kelassilloutte= array ();  
    $si= array();  
    for($i=0;$i<$k;$i++){  
     $count=0;  
     for ($j=0;$j<count($kelas);$j++){  
      if($kelas[$j][0]==$i){  
       $kelassilloutte[$i][$count]=$data[$j];  
       $count++;  
      }  
     }  
     if ($count==0){  
      $kelassilloutte[$i]=null;  
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     }  
    }   
    for($i=0;$i<count($kelas);$i++){  
     $ai=10;  
     $bi=1000;  
     for($j=0;$j<$k;$j++){  
      if($kelas[$i][0 ]==$j){  
       $ai= 
radius_average_ai($kelassilloutte[$j],$data[$i]);  
      }else {  
       $temp= 
radius_average($kelassilloutte[$j],$data[$i]);  
       if ($bi>$temp){  
        $bi=$temp;  
       }     
      }  
     }  
 
   if (max($ai,$bi)==0){  
    $si[$i]=0;  
   }else {  
    $si[$i]=($bi - $ai)/max($ai,$bi);  
    }  
      
    }  
    $hasil=0;  
    for ($i=0;$i<count($si);$i++){  
     $hasil=$hasil+$si[$i];  
    }  
     
    $hasil= $hasil/count($si);  
    return $hasil;  
   }  
function radius_average ($datakelas, $variabel){  
   if(count($datakelas)==0){  
     return 100;  
    }  
    $hasil=0;  
    for($i=0;$i<count($datakelas);$i++){  
     $temp= euclidean($datakelas[$i],$variabel);  
     $hasil=$hasil+$temp;  
     return $hasil;  
   }  
Kode Program 5. 6 Proses Silhouette Coefficient 
Penjelasan kode program 5.6 adalah sebagai berikut: 
1) Baris 2-3 inisialisasi awal. 
2) Baris 4-11 pemisahan data ke masing-masing cluster. 
3) Baris 13-15 inisialisasi nilai jika ada cluster yang tidak memiliki anggota. 
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4) Baris 16-30 perhitungan nilai rata-rata jarak sesama cluster maupun 
dengan cluster yang lainnya. 
5) Baris 32-36 perhitungan nilai Silhouette Coefficient masing-masing data. 
6) Baris 39-42 penjumlahan seluruh nilai Silhouette Coefficient pada setiap 
data. 
7) Baris 44-46 inisialisasi nilai return. 
8) Baris 47-56 fungsi untuk mencari nilai rata-rata jarak pada cluster. 
 
 
5.7 Implementasi Antar Muka 
 Pada bab perancangan telah dijelaskan bahwa sistem ini terdiri dari 3 antar 
muka yaitu: halaman awal, parameter input, dan hasil clustering. Antar muka 
sistem ditunjukkan berturut-turut pada gambar 5.1-5.3. 
 
 





Gambar 5. 2 Halaman input parameter 
 
 













BAB 6 PENGUJIAN  
 Bab ini menjelaskan hasil pengujian dari perbandingan algoritme K-Means 
dengan Fuzzy C Means dalam clustering moda transportasi berbasis GPS. 
Pengujian yang dilakukan yaitu pengujian akurasi dan pengujian nilai Silhouette 
Coefficient.  
 Adapun parameter input yang digunkan adalah sebagai berikut: 
K = 6; 
Maksimum iterasi = 30; 
P0 = 0; 
W = 2; 
Ѳ = 0.01; 
Pengujian ini dilakukan sebanyak 10 kali dengan menggunakan 208 data. Hal ini 
dilakukan karena setiap algoritme memiliki elemen random yang bisa 
mempengaruhi hasil. 
6.1 Pengujian Akurasi 
 Pengujian ini akan membandingkan nilai akurasi dari kedua algoritme. 
Akurasi ini didapatkan dari akumulasi dari jumlah kelas mayoritas pada masing-
masing cluster. Nilai akurasi dari kedua algoritme ditunjukkan pada tabel 6.1. 
Tabel 6. 1 Pengujian nilai akurasi 
Akurasi K-Means FCM 
ke-1 66.82692 71.63462 
ke-2 58.65385 71.63462 
ke-3 53.84615 71.15385 
ke-4 59.13462 71.63462 
ke-5 62.01923 71.63462 
ke-6 54.80769 70.19231 
ke-7 58.65385 69.71154 
ke-8 54.80769 69.71154 
ke-9 54.80769 71.63462 
ke-10 61.05769 69.71154 
average 58.46154 70.86538 
 
Pada pengujian yang dilakukan sebanyak 10 kali, akurasi algoritme FCM 
selalu lebih unggul dibandingkan algoritme K-Means. Nilai akurasi terbesar 
algoritme FCM sebesar 71.63462 dan yang terkecil sebesar 69.71154 dengan nilai 
rata-rata sebesar 70.86538.  Sedangkan nilai akurasi terbesar algoritme K-Means 
sebesar 66.82692 dan nilai terkecil sebesar 53.84615 dengan nilai rata-rata sebesar 





Gambar 6. 1 Grafik pengujian akurasi algoritme 
 
 Perbedaan nilai akurasi dari percobaan ini diakibatkan karena adanya 
elemen random pada setiap algoritme. Elemen random pada algoritme K-Means 
yaitu pada penentuan centroid awal sedangkan elemen random pada FCM yaitu 
pada penentuan derajat keanggotaan awal. Grafik algoritme FCM pada gambar 6.1 
terlihat lebih lurus dibandingkan grafik algoritme K-Means. Hal ini menandakan 
bahwa akurasi dari algoritme FCM cenderung lebih konsisten. Nilai akurasi sangat 
bergantung pada distribusi data pada  tiap cluster. Distribusi data K-Means pada 
percobaan pertama dan kedua ditunjukkan pada tabel 6.2 dan 6.3 
Tabel 6. 2 Distribusi data K-Means percobaan pertama 
  K0 K1 K2 K3 K4 K5 
Bike         68   
Bus 17   1   8 3 
Car 5 3 14   5 2 
Subway 1 15 4   3 1 
Taxi 6 1 13   5   



















Tabel 6. 3 Distribusi data K-Means percobaan kedua 
  K0 K1 K2 K3 K4 K5 
Bike 68           
Bus 27 2         
Car 7 16     6   
Subway 5 3     15 1 
Taxi 8 16     1   
Train 2 4   22 5   
 
 Sedangkan untuk distribusi data FCM pada percobaan pertama dan kedua 
akan ditunjukkan pada tebel 6.4 dan 6.5. 
 
Tabel 6. 4 Distribusi data FCM percobaan pertama 
  K0 K1 K2 K3 K4 K5 
Bike   68         
Bus   8 20     1 
Car   5 6   12 6 
Subway 14 3 3   4   
Taxi 1 5 6     13 
Train 1   3 22 6 1 
 
Tabel 6. 5 Distribusi data FCM percobaan kedua 
  K0 K1 K2 K3 K4 K5 
Bike     68       
Bus 20   8     1 
Car 6 12 5     6 
Subway 3 4 3   14   
Taxi 6   5   1 13 
Train 3 6   22 1 1 
 
Dari tabel diatas dapat dilihat bahwa distibusi data algoritme FCM lebih 
merata dibandingkan K-Means. Hal lainnya  juga menunjukkan bahwa distribusi 
data algoritme FCM memiliki pola yang sama pada percobaan pertama dan kedua, 





6.2 Pengujian Sillhouette Coefficient 
 Pengujian Silhouette  Coefficient dilakukan untuk mengetahui kualitas 
suatu cluster. Silhouette  Coefficient didapatkan dengan membandingkan jarak 
data pada cluster yang sama dengan jarak data di cluster lainnya. Perbandingan 
nilai Silhouette  Coefficient ditunjukkan pada tabel 6.6 
 
Tabel 6. 6 Pengujian nilai Silhouette Coefficient 
Si K-Means FCM 
ke-1 0.41906 0.444101 
ke-2 0.470766 0.444101 
ke-3 0.482061 0.446025 
ke-4 0.477358 0.444417 
ke-5 0.45554 0.443806 
ke-6 0.451478 0.435722 
ke-7 0.477812 0.434946 
ke-8 0.452987 0.434946 
ke-9 0.448257 0.443806 
ke-10 0.447356 0.434946 
average 0.458267 0.440682 
 
Berbeda dengan pengujian akurasi, pengujian Silhouette  Coefficient justru 
menunjukkan bahwa algoritme K-Means lebih unggul dibandingkan FCM. Nilai 
Silhouette  Coefficient rata-rata algoritme K-Means sebesar 0.458267. Sedangkan 
nilai rata-rata algoritme FCM sebesar 0.440682. Grafik pengujian Silhouette 
Coefficient algoritme ditunjukkan pada gambar 6.2. 
 
 
Gambar 6. 2 Grafik pengujian nilai Silhouette Coefficient 
 Pada gambar 6.2 terlihat bahwa grafik FCM lebih stabil dibanding K-Means 
Yang bisa diartikan bahwa nilai Silhouette Coefficient FCM cenderung lebih 













selamanya nilai Silhouette Coefficient berbanding lurus dengan tingkat akurasi 
cluster. Hal ini sangat dipengaruhi oleh data yang digunakan. Pada kasus ini, data 
yang digunakan merupakan data lintasan yang memiliki keunikan tersendiri 
sehingga menyebabkan ketidak-selarasan antara hasil akurasi dengan Silhouette 
Coefficient.  
 
6.3 Visualisasi hasil clusterig 
 Visualisasi dilakukan agar penyajian data lebih menarik dan lebih mudah 
dipahami. Visualisasi yang dilakukan merupakan hasil clustering pada percobaan 
pertama yang distribusi datanya terletak pada tabel 6.3 dan 6.5. Visualisasi hasil 
clustering algoritme K-Means dan FCM ditunjukkan pada gambar 6.3 dan 6.4. 
 
 




Gambar 6. 4 Visualisasi hasil clustering FCM 
Data yang digunakan mayoritas berasal dari provinsi Xianjiang dan Beijing. Hasil 
clustering algoritme K-Means pada provinsi Xianjiang dan Beijing ditunjukkan pada 
gambar 6.5 dan 6.6. 
 
 




Gambar 6. 6  Visualisasi hasil clustering  K-Means provinsi Beijing 
 Sedangkan visualisasi hasil clustering algoritme FCM pada provinsi 
Xianjiang dan Beijing ditunjukkan pada gambar 6.7 dan 6.8 
 
 


























BAB 7 PENUTUP 
Bab ini memberikan  kesimpulan dan juga saran dari hasil penelitian yang 
telah dilakukan. 
7.1 Kesimpulan 
 Berdasarkan hasil penelitian  yang telah diuraikan pada bab sebelumnya, 
maka dapat disimpulkan: 
1. Dalam clustering moda transportasi berbasis GPS, data trajectory moda 
transportasi ditransformasi menjadi data movement dengan mencari jarak 
dari titik satu ke titik selanjutnya dalam sebuah trajectory.  Data ini 
selanjutnya diklasterisasi menggunakan algoritme K-Means dan Fuzzy C 
Means.  Penentuan cluster algoritme K-Means diperoleh dari perhitungan 
jarak terkecil antara data dengan pusat cluster (centroid).  Sedangkan 
penentuan cluster algoritme Fuzzy C Means diperoleh  dari nilai derajat 
keanggotaan terbesar data terhadap setiap cluster. 
2. Hasil pengujian  yang dilakukan selama 10 kali menunjukkan bahwa akurasi 
algoritme Fuzzy C Means lebih baik dibanding algoritme K-Means dengan 
nilai rata-rata sebesar 70.86538 sedangkan K-Means sebesar 58.46154. 
Sebaliknya, hasil pengujian Silhouette  Coefficient algoritme K-Means l                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
ebih baik dibanding Fuzzy C Means dengan nilai rata-rata 0.4582670 
sedangkan Fuzzy C Means sebesar 0.440682. Ketidak-selarasan hasil 
pengujian akurasi dengan Silhouette  Coefficient ini sangat dipengaruhi 
oleh data yang digunakan. 
7.2  Saran 
 Untuk memperbaiki penelitian ini, dibutuhkan metode khusus dalam 
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