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Introduction 
Lorsqu'on recherche le moment exact de la naissance d'un problème ma-
thématique, on est souvent confronté à une science approximative, car les 
questions et problèmes évoluent en suivant le rythme de la connaissance des 
mathématiciens et la formulation d'un problème peut prendre une longue 
période avant d'atteindre son état final. Il est cependant fascinant de s'in-
terroger sur le moment où Fermât aurait pu remplir sa marge ou sur cette 
nuit de mai 1832 durant laquelle Galois griffonna furieusement un héritage 
d'une valeur inestimable. Il est souvent étonnant de remarquer qu'une ques-
tion apparemment anodine au départ est parfois transformée par l'histoire 
mathématique en une source de réflexions d'une richesse insoupçonnée, de-
venant par là une de ces minutes essentielles, denrées rares dans la vie du 
mathématicien. Si on devait rechercher l'origine du sujet de cette thèse, il 
faudrait probablement remonter à 1949 dans un bureau de l'Université de 
Chicago pour retrouver la fameuse question anodine... 
Historique de la conjecture des idempotents 
L'histoire commence donc en 1949 dans un bureau de l'Université de Chi-
cago où un professeur-assistant, I.Kaplansky, discute avec un de ses étudiants 
qui débute sa thèse, R.Kadison. Kaplansky soulève la question suivante : 
"Existe-t-il une C*-algèbre simple unitale ne possédant pas de projection non-
triviale?". La première réaction de Kadison fut de dire que la réponse devait 
certainement être positive et qu'un exemple devrait pouvoir être construit 
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sans trop de difficultés... Kaplansky lui fait tout de même remarquer que par 
exemple une C*-algèbre sans élément nilpotent doit forcément être commu-
tative... 
La question tombe alors un peu dans l'oubli, et ne semble pas susciter un 
intérêt excessif. Kadison parvient à construire une C*-algèbre primitive non-
simple sans projection, mais il renonce à rédiger les détails. Cet exemple, 
complètement détaillé, sera finalement écrit par un étudiant de thèse de Ka-
dison, J.Glimm, en 1962. Glimm semble intéressé d'approfondir la question, 
mais Kadison l'en dissuade, persuadé que cela ne serait pas très intéressant... 
Entre-temps la question apparaît pour la première fois en 1958 sous forme 
écrite dans un article de Kaplansky [72]. Au début de l'année 1966, Kadi-
son séjourne à Aarhus (DK) où il travaille sur un autre sujet. Pendant une 
pause, repensant à la question de Kaplansky, il réalise alors que la réponse 
à la question devrait être la C*-algèbre réduite du groupe libre sur plus de 
deux générateurs (C^(Fn)). Kadison est persuadé qu'il détient le bon candi-
dat même s'il n'a aucune preuve, même de la simplicité... L'année suivante la 
question de Kaplansky est publiée par Dixmier, dans le cadre de la conférence 
sur les algèbres d'opérateurs à Bâton Rouge. 
De retour en Pennsylvanie en 1969, Kadison surprend lors d'une pause de 
midi la conversation d'un de ses collègues, R.Powers, qui avait assisté à la 
Conférence de Bâton Rouge. Recherchant une C*-algèbre unitale simple sans 
projection, ce dernier expliquait à quel point il avait été surpris de trouver 
des projections dans les algèbres de rotation irrationnelles Aß (simples). Ka-
dison engage alors le dialogue avec Powers sur le ton de la plaisanterie : 
R.K. : "Tu veux vraiment cette algèbre, moi je la connais! ! !" 
R.P. : "Quoi? Mais, où est-ce publié? Comment cela a-t-il pu m'échapper?" 
R.K. : "Cela ne t'a pas échappé, je connais la réponse, je ne l'ai juste pas 
encore prouvé... Mais si tu veux, je te la donne, tu fais la preuve et on publie 
le résultat ensemble..." 
Powers accepte le marché et se met d'arrache-pied au travail. Après quelques 
semaines la simplicité est prouvée, mais Powers ne parvient pas à démon-
trer l'absence d'idempotents non triviaux et après trois mois renonce car ses 
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calculs l'ont entraîné trop loin et l'ont presque rendu malade... La première 
C*-algèbre simple sans projection sera finalement construite par B.Blackadar 
[28]. En fait ce n'est qu'en 1982 que Pimsner et Voiculescu établissent la pre-
mière preuve de la conjecture des idempotents pour C*(Fn) [105]. L'énoncé 
général de la conjecture des idempotents prend alors sa forme finale : "la 
C*-algèbre réduite d'un groupe discret sans torsion ne possède pas d'idem-
potents non triviaux", et en l'honneur de la question de 1949 la conjecture 
prend le nom de conjecture de Kaplansky-Kadison... 
L'histoire ci-dessus a été transmise en septembre 1997 par R.Kadison à l'au-
teur, qui tient chaleureusement à l'en remercier. 
Description du travail 
Le lecteur l'aura compris, cette thèse va s'articuler autour de la conjecture 
des idempotents. 
Le premier chapitre permettra de faire quelques rappels élémentaires sur les 
C*-algèbres de groupes, la K-théorie des C*-algèbres et la conjecture des 
idempotents ainsi que sur sa grande soeur, la conjecture de Baum-Connes. 
Le lecteur familier avec ces notions pourra bien entendu sauter ce chapitre, 
alors que le lecteur novice, s'il ne trouvera certainement pas tous les dé-
tails nécessaires à la compréhension de la matière traitée pourra utiliser les 
références lorsqu'il le jugera nécessaire. 
Le second chapitre sera en fait une application de la conjecture des idempo-
tents en analyse harmonique. On utilisera le fait que lorsque la conjecture des 
idempotents est vérifiée, elle implique la connexité des spectres des éléments 
de la C*-algèbre réduite du groupe. On utilisera cela pour calculer le spectre 
de l'opérateur d'adjacence sur le graphe de Cayley du groupe de Heisenberg 
discret dans sa présentation standard. On verra également comment cet opé-
rateur est étroitement lié à l'opérateur de Harper Hg, bien connu par les 
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physiciens. On montrera également certaines interprétations combinatoires 
que prennent les coefficients de Hg = (Ug + U6* + V6 + V6*)k dans A9. 
Le troisième chapitre s'intéressera lui à des idempotents dans les C*-algèbres 
de certains groupes de Lie. Par un résultat de Connes analogue au théorème 
d'isomorphisme de Thom, le groupe de K-théorie K0 de la C*-algèbre d'un 
groupe de Lie simplement connexe, résoluble est isomorphe à 2 si le groupe 
est de dimension paire et est nul s'il est de dimension impaire. On essaiera 
de déterminer le rôle en K-théorie que jouent les projections construites par 
Kaniuth et Taylor dans l'algèbre de tels groupes. On montrera par exemple 
que certaines projections construites dans le cas de la composante connexe 
du groupe des affinités de IR engendrent K0. La K-théorie du groupe complet 
des affinités sera également calculée ; comme ce groupe est non connexe, le 
calcul ne découle pas du résultat de Connes. 
Le principal résultat de ce travail sera contenu dans le quatrième chapitre 
consacré à l'étude de la K-théorie de la C*-algèbre réduite des groupes à un 
relateur, qui sera calculée de manière directe. La conjecture de Baum-Connes 
sera également prouvée, et par corollaire, la conjecture des idempotents (dans 
le cas sans torsion). 
Dans le cinquième chapitre on se demandera si le résultat du chapitre précé-
dent pourrait être un corollaire du résultat de Higson et Kasparov affirmant 
que la conjecture de Baum-Connes est vérifiée pour les groupes ayant la pro-
priété de Haagerup. On ne pourra pas répondre entièrement à cette question ; 
on montrera cependant que les groupes à un relateur à centre non trivial ont 
la propriété de Haagerup. On s'intéressera également à d'autre formes de 
moyennabilités faibles pour les groupes à un relateur, prouvant entre autres 
qu'ils sont K-moyennables et que s'ils ont plus de trois générateurs ils ne 
sont pas intérieurement moyennables. On terminera par quelques mots sur 
la simplicité de la C*-algèbre réduite. 
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Chapitre 1 
Quelques rappels théoriques 
Introduction 
Le but de ce chapitre n'est pas de donner une description détaillée des no-
tions théoriques utilisées dans la suite, mais de simplement décrire les grandes 
lignes de cette théorie en essayant de donner pour chaque notion une ou 
plusieurs références dont pourrait avoir besoin le lecteur. La première sec-
tion sera dédiée aux C*-algèbres de groupe et plus particulièrement aux 
C*-algèbres réduite et maximale (universelle). On se contentera de groupes 
discrets dénombrables, puisque c'est ce type de groupes qui sera étudié par 
la suite. L'observation du morphisme entre la C*-algèbre maximale et la 
C*-algèbre réduite sera l'occasion de rappeler la notion de moyennabilité. 
Dans la deuxième section, on fera quelques rappels sur l'étude des idempo-
tents dans les C*-algèbres et par suite de la K-théorie des C*-algèbres. En 
relation avec les notions de la première section, on dira également quelques 
mots sur la K-moyennabilité. Dans la troisième section on s'intéressera au 
titre même de ce travail, à savoir la conjecture des idempotents et à la 
conjecture plus générale de Baum-Connes. Enfin, dans la dernière section, 
on introduira la classe de groupes étudiée dans les quatrième et cinquième 
chapitres : les groupes à un relateur. 
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1.1 C*-algèbres de groupes 
Soit r un groupe discret ; on notera Cr son algèbre de groupe complexe : 
Cr = Ensemble des fonctions de T dans C à support fini 
= l ] T O7(S71F c r fini, Q7 e c l 
Le produit est le produit de convolution / * g(s) = J2tçr / M 5 ( ' - l s ) donné 
dans la base par J71 * <572 = <57l72. Muni de l'involution / ' (7) = /(7_1)> C^ 
est une +-algèbre. 
Soit (71-, Ti71) une représentation unitaire de T, on l'étend linéairement en une 
»-représentation de CT dans C[Tin) : TT(/) = £ s e r / (S )T(S ) (/ € Cr). Cela 
permet alors de définir la C*-algèbre de groupe associée à (TT, 1H7,). 
Définition 1.1.1 
La, C*-algèbre du groupe T, notée Cn(V), associée à la. représentation (ir, Ti71) 
est Ja fermeture pour la norme d'opérateur de 7r(CT) dans C(Iin). 
Deux représentations jouent un rôle particulièrement important : 
i) La représentation régulière gauche du groupe A de T sur l2 (F) donnée 
par (A(s)f)(t) = ({s-H) pour s,t € T et £ e P(T). 
ii) La représentation universelle du groupe 7run qui est la somme directe 
de toutes (à équivalence près) les représentations unitaires irréductibles 
d e r . 
Ces deux représentations définissent les C*-algèbres qui seront le sujet d'étude 
de ce travail : 
Définition 1.1.2 
i) La C*-algèbre réduite de T, notée C^(T), est C^ r ) . 
H) La C*-algèbre maximale de F, notée C^x(T), est C* (T). 
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Remarque : La C*-algèbre maximale peut être également vue comme la 
C*-algèbre enveloppante de ^ ( r ) (voir [44], 13.9) et possède la propriété uni-
verselle que C^ax (F) = T où C^ax (F) est le spectre de la C*-algèbre maximale 
(classes d'équivalence de représentations irréductibles de C^10x(F)) et T est 
le dual topologique du groupe (classes d'équivalence de représentations uni-
taires irréductibles de T). Dans le cas de la C*-algèbre réduite, le spectre 
correspond cette fois au dual réduit fV du groupe. 
Toute représentation ir de T peut donc s'étendre en un C*-homomorphisme 
•K : C^ax(F) -> C*(F) qui est surjectif (voir [44] 18.3.2). En particulier la 
représentation régulière gauche définit un C*-homomorphisme surjectif de la 
C*-algèbre maximale sur la C*-algèbre réduite. La classe de groupes pour 
lesquels cet homomorphisme est un isomorphisme est la classe des groupes 
moyennables (voir [104] 7.3.9). Une partie importante de la théorie de la 
moyennabilité consiste à démontrer les équivalences entre les diverses défi-
nitions de nature très diverses (analytique, algébrique, combinatoire,...). La 
définition ci-dessous est donc réellement plus un théorème qu'une simple dé-
finition. 
Définition 1.1.3 
Soit F un groupe discret dénombrable; F est dit moyennable s'il satisfait à 
l'une des propriétés équivalentes suivantes : 
1. Le C*-homomorphisme A : CZ111x(F) —¥ C*(T) est un isomorphisme; 
2. f = fr ; 
3. La représentation triviale de T est faiblement contenue dans la repré-
sentation régulière gauche de F ; 
4. Si r agit continuement et afEnement dans un convexe compact non 
vide C d'un espace vectoriel topologique séparé, alors il existe dans C 
un point fixe pour cette action ; 
5. Il existe une moyenne invariante à gauche sur F, c'est-à-dire un état m 
sur l°°(F) tel que m(f.) = m(f), Vs g- F, V/ 6 l°°(F) où 
/.(*) = /(s-H); 
Si F est de génération finie, ces conditions sont encore équivalentes à : 
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6. Si S = S 1 est un système symétrique fìni de générateurs de L, alors il 
existe une suite (de F0iner) (Fn)n€N de sous-ensembles unis de T tels 
que 1'¾**'-! —> O Vs e S; 
7. Si S est un système fìni de générateurs quelconque de F, alors 
1 € 51P(T^ T Ylses Hs)) ou Ie spectre est calculé dans Cf(T). 
Remarques : La première de ces différentes propriétés à avoir été étudiée est 
l'existence de moyennes invariantes, dans les travaux de von Neumann publiés 
en 1929. Ce n'est que dans les années 60 que les autres propriétés apparurent 
(voir [17] pour une compilation des équivalences). Les cinq premières proprié-
tés définissent également la notion de moyennabilité dans le cas localement 
compact. Comme exemples de groupes moyennables, il convient évidemment 
de citer les groupes abéliens pour qui non seulement les C*-algèbres maxi-
male et réduite sont isomorphes mais qui en plus grâce à la transformée de 
Fourier sont facilement identifiables : C^x(T) = C;[T) = C(T) = C(fT). 
Le cas non-commutatif révèle lui tout l'intérêt de l'étude des C*-algèbres 
de groupes puisque, excepté dans des cas comme les groupes virtuellement 
abéliens où la théorie de Mackey permet encore d'identifier T, le dual d'un 
groupe devient en général "incalculable". 
1.2 Idempotents et K-théorie des C*-algèbres 
Tous les résultats de cette section pourront être retrouvés entre autres dans 
[29] et [129]. 
On l'a vu dans la section précédente, la structure des C*-algèbres maximale 
et réduite est étroitement liée au dual du groupe. Le rôle des idempotents 
dans cette approche peut être mis en évidence en reprenant l'exemple des 
groupes abéliens pour lesquels la non-connexité du dual est liée à l'existence 
d'idempotents non triviaux dans la C*-algèbre réduite. Mais commençons par 
rappeler les définitions d'idempotents et de projections dans une C*-algèbre. 
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Définition 1.2.1 
Soit A une *-algèbre, un idempotent de A est un élément e € A tel que 
e
2
 = e, une projection de A est un idempotent auto-adjóint, c'est-à-dire un 
élément p e A tel que p = p2 = p*. 
On verra un peu plus loin que dans le cas des C*-algèbres, la notion de pro-
jection sera suffisante pour étudier l'ensemble de tous les idempotents. Mais 
revenons au cas des groupes abéliens et citons le théorème qui lie l'existence 
des idempotents de la C*-algèbre réduite à la connexité du dual topologique 
du groupe. Le lecteur trouvera une preuve de ce résultat dans [126] au second 
paragraphe. 
Théorème 1.2.1 
Soit r un groupe abélien discret dénombrable ; les assertions suivantes sont 
équivalentes : 
i) C*(T) n'a pas d'idempotent autre que 0 et 1 ; 
H) r est sans torsion ; 
Hi) r est connexe. 
Un outil essentiel dans l'étude des idempotents dans les C*-algèbres est la 
K-théorie. En effet le groupe K0 de K-théorie analytique d'une algèbre de 
Banach peut être défini à l'aide de classes d'équivalences d'idempotents, re-
marquons ici que cette définition analytique de la K-théorie fournira le même 
groupe K0 de K-théorie que la définition purement algébrique de celle-ci où 
seule la structure d'anneau de l'algèbre intervient... Mais revenons aux rela-
tions d'équivalence entre idempotents. 
Définition 1.2.2 
Soit e et f deux idempotents dans une algèbre de Banach A, (A désignera 
l'unitalisation de A). 
e ~ / s'il existe x,y € A tels que xy = e et yx — f (équivalence algébrique) ; 
e ~ s / s'il existe un inversible z dans A tel que zez~l = / (similarité) ; 
e ~h / s'il existe un chemin d'idempotents, continu en norme dans A, de e 
à f (équivalence homotopique). 
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Lorsque A est une C*-algèbre, il est alors suffisant de travailler uniquement 
avec les projections car chaque idempotent d'une C*-algèbre est similaire et 
même homotope à une projection ([29] 4.6.2) ; on peut alors traduire ces trois 
équivalences dans le langage des projections ([29] 4.6.3-5) : 
Définition 1.2.3 
Soit p et q deux projections dans une C*-algèbre A ; 
p ~ q s'il existe une isométrie partielle u € A (u*u est une projection) telle 
que u*u = p et uu* = q (équivalence de Murray-von Neumann) ; 
P ~u q s'il existe un unitaire u dans A tel que upu* = q (équivalence uni-
taire) ; 
p ~h q s'il existe un chemin de projections, continu en norme dans A, de p 
à q (équivalence homotopique). 
Si on a les implications p ~/, q => p ~ u q => p ~ q, les implications inverses ne 
sont vraies que si on travaille dans M00(A) = UngN Mn(A) où Mn(A) désigne 
les matrices nxn à coefficients dans A. On munit alors V(A) l'ensemble des 
classes d'équivalences de projections de M00(A) d'une structure de monoïde 
abélien en définissant : [p] + [q] = [diag(p,q)]. 
Définition 1.2.4 
Soit A une C*-algèbre ; on définit son groupe Ko de K-théorie par : 
- si A est unitale, K0(A) est le groupe de Grothendieck de V(A) ; 
- si A est non-unitale, KQ(A) est le noyau de l'application 
TT, : K0(A) -> K0(AfA) S Uf0(C) = Z. 
On définit ainsi un foncteur semi-exact de la catégorie des C*-algèbres dans 
celle des groupes abéliens. Les autres groupes de K-théorie analytique peuvent 
être définis à l'aide du groupe K0 et de la suspension d'une C*-algèbre 
S(A) = A® C0(R) : 
Ki(A) = K0(F(A)) i € IN. 
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En réalité cette théorie homologique est périodique, car le théorème de Bott 
montre que K0(A) = Ko(S2(A)). Il n'y a donc en fait que deux groupes de 
K-théorie analytique, K0 et Kx dont une définition plus naturelle est : 
Définition 1.2.5 
Soit A une C*-algèbre ; on définit son groupe Kx de K-théorie par : 
- si A est unitale, Kx(A) — GL00(A)ZGL00(A)O 
où GL00(A) = Um GLn(A) et GL00(A)0 = Um GLn(A)0 
(l'inclusion GLn(A) •-• GLn+1(A) est donnée par A n ( Q 1 ))' 
- si A est non-unitale, Kx(A) est simplement Kx(A). 
Remarquons que ce groupe Kx de K-théorie analytique n'est en général pas 
isomorphe au groupe Kx 9 défini en K-théorie algébrique. 
Lorsque le groupe F est discret, par définition de la C*-algèbre réduite, on 
a une injection de T dans les inversibles de C* (T). On obtient ainsi par 
composition avec l'application quotient une application de T dans Kx(Cf(F)) 
et comme Kx est un groupe abélien, cette homomorphisme factorise par le 
groupe abélianisé de F en un homomorphisme 
Kr : Fab -> Kx(Cf(F)). 
On peut montrer que cet homomorphisme est rationnellement injectif (voir 
[49],[26]). 
Terminons ces quelques rappels avec un des principaux outils de la K-théorie 
des C*-algèbres : soit une suite exacte de C*-algèbres 0 - t i 4 i B A C - > 0 , 
alors il existe des flèches de connections 5 rendant la suite cyclique à 6 termes 
suivante exacte : 
K0(A) - ^ K0(B) - ^ ~ K0(C) 
Kx(C) J^- Kx(B) ^ - Kx(A) 
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Dans le cas non-commutatif on ne dispose d'aucun théorème de structure 
pour les C*-algèbres réduites et maximales. Parfois il sera cependant pos-
sible de calculer la K-théorie de ces deux C*-algèbres. Par analogie à la 
section précédente, une classe de groupes intéressante, plus large que celle 
des groupes moyennables, sera celle des groupes pour lesquels on exigera que 
rhomomorphisme A entre la C*-algèbre maximale et la C*-algèbre réduite 
soit un isomorphisme en K-théorie seulement. On sait depuis les travaux de 
Pimsner et Voiculescu [105] que les groupes libres sur plus de deux géné-
rateurs ne sont pas moyennables, mais appartiennent à cette famille. Cette 
classe sera définie à l'aide de la K-homologie des C*-algèbres et s'appellera 
la classe des groupes K-moyennables ; on y reviendra au chapitre 5. Les no-
tions duales de K-homologie et de K-théorie des C*-algèbres sont généralisées 
dans un bifoncteur dont on ne parlera pas ici car on en aura un besoin seule-
ment ponctuel ; il s'agit de la KK-théorie de Kasparov que le lecteur pourra 
apprendre par exemple dans [29] et [118]. 
1.3 Conjecture des idempotents et conjecture 
de Baum-Connes 
On l'a vu dans la section précédente, dans le cas des groupes abéliens l'ab-
sence d'élément de torsion dans le groupe est équivalente à l'absence d'idem-
potents non-triviaux (autres que 0 et 1) dans la C*-algèbre réduite. Pour un 
groupe discret quelconque, l'absence d'idempotents non-triviaux impliquera 
bien toujours l'absence d'élément de torsion dans le groupe (un élément s € T 
tel que s" = 1 fournit n idempotents appelés projecteurs spectraux de s : 
Pi = £2>=o w,J<5sj, i = O1...,n — 1, où u> est une racine primitive n-ième 
de l'unité dans C), par contre l'implication inverse reste une conjecture dont 
l'historique a été tracé dans l'introduction. Pour un survol complet, le lecteur 
se référera à [126]. 
Conjecture 1.3.1 (Conjecture des idempotents) 
Soit r un groupe discret dénombrable sans torsion, alors C*(T) n'a pas 
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d'idempotents non triviaux. 
Une des conséquences de cette conjecture que l'on utilisera au deuxième cha-
pitre est le lien entre l'absence d'idempotents non triviaux et des propriétés 
spectrales des éléments de CfCT). 
Lemme 1.3.1 
Soit A une algèbre de Banach unitale ; les propriétés suivantes sont équiva-
lentes : 
i) A.n'a pas d'autres idempotents que 0 et 1. 
U) Le spectre de chaque élément de A est connexe. 
Si de plus A est une C*-algèbre, ceci est encore équivalent à : 
Hi) Le spectre de chaque élément auto-adjoint de A est un intervalle. 
r
 i)=>ii) Par contraposée, si x € A a un spectre non connexe, il existe une 
fonction holomorphe / sur C telle que / soit égale à 1 sur une par,tie du 
spectre de x et 0 sur le reste. Comme / 2 = . / sur le spectre de x, le théorème 
spectral fournit alors un idempotent non trivial y = f(x). 
ii)=>i) Cette implication résulte du fait qu'un idempotent autre que 0 ou 1 a 
le spectre non connexe {0,1}. 
Supposons maintenant que A est une C*-algèbre : 
ii)=>-iii) Cette implication est classique. 
iii)=*-i) On a vu que dans une C*-algèbre, tout idempotent non trivial est 
homotope à une projection non triviale (idempotent auto-adjoint) dont le 
spectre {0,1} est non connexe, d'où l'implication. j 
Même si pour plusieurs classes de groupes (groupes libres, groupes de surface, 
groupes nilpotents,...) la conjecture des idempotents a été démontrée directe-
ment, une vue globale des groupes pour lesquels la conjecture est maintenant 
connue nécessite une discussion sur une conjecture plus générale qui a déjà 
été prouvée pour de larges classes de groupes : la conjecture de Baum-Connes. 
On ne prétendra pas ici décrire explicitement l'application de Baum-Connes, 
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le lecteur intéressé consultera [10) et [66], on se contentera juste de tenter 
d'expliquer la "philosophie" de cette conjecture. 
Comme on l'a déjà relevé, calculer la K-théorie de la C*-algèbre réduite 
d'un groupe est en règle générale une question très compliquée. Le but de 
la conjecture de Baum-Connes est de donner d'autres groupes, plus facile-
ment calculables, qui soient isomorphes aux groupes de K-théorie cherchés. 
L'origine de cette théorie se trouve dans la définition donnée par Atiyah [2] 
dans le cas des variétés compactes lisses de la théorie duale de la K-théorie 
des espaces compacts : la K-homologie. L'avantage de la théorie d'Atiyah est 
que tout comme en K-théorie avec l'identification K°(X) = K0(C(X)), la 
K-homologie des espaces compacts est généralisable au cas non commutatif : 
sur une C*-algèbre A quelconque Kasparov [75] (voir aussi [118]) définit la 
notion de module de Fredholm (ou d'opérateur elliptique abstrait) et une 
relation d'équivalence dont les classes forment un groupe abélien : K0(A) (la 
K-homologie de A). Les travaux d'Atiyah montrent qu'en fait un opérateur 
pseudo-différentiel elliptique d'ordre zéro D sur une variété lisse M définit un 
module de Fredholm sur C(M), d'où l'identification K0(M) ^ K"(C(M)). 
La généralisation à un espace compact X quelconque se fait à l'aide d'un 
résultat de Baum et Douglas [11] qui montre que n'importe quel élément 
de K°(C(X)) est donné par un triple (M,D,f) où / est une application 
continue d'une variété lisse compacte M sur X, et D est comme ci-dessus. 
L'application adjointe /* : C(X) -> C(M) transforme alors le module de 
Fredholm sur C(M) donné par (M, D) en un module de Fredholm sur C(X). 
L'exemple intéressant est celui où X = pt : chaque élément de K0(pt) est 
alors donné par un couple (M, D). Dans cette situation, l'opérateur D est un 
opérateur de Fredholm (i.e. son Ker et son Coker sont de dimension finie) et 
son indice définit l'isomorphisme suivant : 
fi : K0(pt) -¥ K0(C), (M, D) H» [KerD] - [CokerD] 
autrement dit 
/x : K0(pt) -> Z, (M, D) H-> dim{KerD) - dim(CokerD) 
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Cet isomorphisme correspond, on va le voir, à l'application de Baum-Connes 
pour le groupe trivial. Le point crucial de la théorie est alors le résultat 
de Kasparov [76] (voir aussi [38] dans le cas des variétés) qui généralise les 
notions de K-homologie et d'indice d'opérateur de Fredholm au cas suivant : 
si X est un espace localement compact sur lequel agit proprement un groupe 
r avec quotient compact, Kasparov formalise la notion d'opérateur elliptique 
abstrait F-équivariant D et une notion d'indice à valeurs dans K0(C*(T)). 
Pour une description détaillée de cette flèche d'indice de K0 (X) (K-homologie 
équivariante) dans K0(C*(r)), le lecteur consultera la section 3 de [10]. La 
"philosophie" de la conjecture de Baum-Connes est alors que KQ(C*(T)) est 
complètement décrit par ces indices. Le dernier problème est évidemment de 
réunir l'information donnée par tous les espaces possibles X satisfaisant les 
conditions ci-dessus. Dans ce but, Baum et Connes définissent un espace ET_ 
qui joue le rôle d'un espace classifiant pour les actions propres à quotient 
compact de T. L'intérêt de cet espace est que dans beaucoup de cas il existe 
un modèle qui a un intérêt géométrique particulier. On remarquera encore 
que dans le cas sans torsion, l'action propre devient libre et on retrouve 
l'espace UT de la théorie des actions principales. La flèche d'indice permet 
alors d'énoncer la conjecture de Baum-Connes de façon générale : 
Conjecture 1.3.2 (Conjecture de Baum-Connes) 
Soit r un groupe discret, ET. son classifiant des actions propres; alors les 
applications 
rf : Kf(ET) -+ Ki[CZ(T)) 
sont des isomorphismes (i = 0, I j . 
Remarques : 
1. La discussion ci-dessus n'avait pris en considération que le Cas i = 0, le 
cas i = 1 est en fait défini par Kasparov en ne considérant que des opé-
rateurs elliptiques abstraits T-équivariants auto-adjoints qui possèdent 
une théorie d'indice à valeur dans Ki(C*(T)). 
2. On a fait ici un abus de notation, car la K-homologie équivariante est 
définie pour une action à quotient compact, ce qui n'est en général pas le 
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cas pour ET_. Le groupe Kf(EF) désigne donc en fait la limite inductive 
des groupes Kf(Y) où Y parcourt les sous-ensembles T-compacts de 
ET. 
3. Baum et Connes construisent également un caractère de Chern : 
chr : Kf(ET) —+ @Hi+2k(T,FT) 
qui devient un isomorphisme en tensorisant par C (Théorème 7.25 de 
[9]). Ici FT est le T-module des fonctions complexes à support fini sur 
l'ensemble des éléments de torsion de T, T agissant par conjugaison. 
4. Dans [10], Baum, Connes and Higson énoncent une extension de la 
conjecture de Baum-Connes , où, cette fois, des coefficients sont pris 
dans une C*-algèbre F quelconque sur laquelle T agit par *-automor-
phismes : ils construisent un groupe Kf(ET_,F) et une flèche d'indice 
rf : Kf (ET, F) -> Ki(F x r T) (i = 0,1) 
qu'ils conjecturent être un isomorphisme (ici F xrT désigne le produit 
croisé réduit de F par T). 
5. Dans le cas des groupes sans torsion, on a vu que l'on peut utiliser 
ET pour ET. L'isomorphisme Kf(ET) = Ki(ETfT) = K1(BT) permet 
alors d'écrire l'application de Baum-Connes dans ce cas particulier : 
yf : Ki(BT) -» Ki(C;(T)) 
Dans ce cas on a vu que les éléments de UTo(^r) sont donnés par 
des triples (M,D,f), ß^(M,D,f) étant l'indice défini par Kasparov. 
Si l'on compose alors /i^ avec la trace canonique r de C* (T) (pour 
/ € Cr r(f) = /(e)) passée en K-théorie, on obtient par le théorème 
de l'indice L2 d'Atiyah [3] que rt(fil(M,D, / )) = Ind(D), c'est à dire 
l'indice entier de l'opérateur de Fredholm D. On constate donc que la 
trace canonique T» est à valeur entière sur l'image de ^Q-
La dernière remarque montre que la surjectivité de l'application de Baum-
Connes pour i = 0 implique la conjecture suivante : 
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Conjecture 1.3.3 (Conjecture d'intégralité de la trace) 
Soit r un groupe discret dénombrable sans torsion ; alors r» (K0(C* (T))) — Z. 
Or cette conjecture implique facilement celle des idempotents. En effet si e 
est un idempotent de C*(F), on sait qu'il est similaire à une projection p. 
Comme r(p) = r(zez~l) — r(ez~lz) = r(e) on peut supposer que e est une 
projection. Donc r(e) = r(e*e) et T(1 — e) = T((1 — e)*(l — e)) sont des entiers 
positifs. Comme r(e) + T(1 — e) — 1, l'un doit être nul. Supposons que c'est 
r(e), alors r(e*e) = O et par fidélité de la trace canonique e = O. 
On a donc montré que la conjecture des idempotents est une conséquence de 
la surjectivité de l'application de Baum-Connes. Terminons cette section en 
citant (dans l'ordre chronologique des preuves) les principaux groupes pour 
lesquels la conjecture de Baum-Connes 1.3.2 (sans coefficient) est vérifiée et 
par conséquent celle des idempotents également. 
1. Tout, sous-groupe discret d'un groupe de Lie réel connexe à composante 
de Levi localement isomorphe à 
K x SO(Ti1,1) x ... x SO(nk, 1) x SU(mu 1) x ... x SU(mh 1) 
où K est compact. Ces résultats ont été obtenus avant 1995 par Kas-
parov et JuIg1 voir [77], [79] et [67]. 
2. Les groupes à un relateur (voir le chapitre 4) ; les groupes fondamen-
taux des variétés de dimension 3 de Haken (cette classe comprenant les 
groupes de noeuds), voir [103] et [123]. 
3. Tous les groupes ayant la propriété de Haagerup (résultat obtenu par 
Higson et Kasparov en 1996, voir [66]), c'est-à-dire les groupes admet-
tant une action isométrique propre sur un espace de Hilbert affine. On 
y trouve les sous-groupes discrets de SO(n, 1) et SU(m, 1), les groupes 
de Coxeter, les groupes moyennables,... 
4. Enfin en 1998, un résultat remarquable a été obtenu par V.Lafforgue 
[85] démontrant que l'application de Baum-Connes factorise par la 
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K-théorie de l'algèbre de Banach Z1 (r) 
Kf(ET) £ • WAT)) 
et que les homomorphismes a et ß sont des isomorphismes pour les 
groupes suivants : 
a : Pour les sous-groupes discrets de tous les groupes de Lie et les 
groupes p-adiques (GLn(Qp)). 
ß : Pour les réseaux co-compacts dans SO(n, 1), SU(n, 1), Sp(n, 1), 
SL3(U), et 5L3(Qp). 
Le point remarquable de ce résultat est que pour la première fois la 
conjecture de Baum-Connes est démontrée pour des groupes ayant 
la propriété (T) (les réseaux co-compacts dans Sp(n, 1), 5L3(R), et 
5L3(Qp)). 
1.4 Groupes à un relateur 
La famille de groupes qui sera étudiée aux chapitres 4 et 5 est la classe des 
groupes à un relateur. 
Définition 1.4.1 
Un groupe à un relateur est un groupe donné par une présentation T = (X \r) 
où X est un ensemble dénombrable de générateurs et r, le relateur, est un 
mot cycliquement réduit dans le groupe libre F(X) sur X. 
Remarque : On dit que r = X\X2 • • • Xn est cycliquement réduit si Xn / if ' . 
La classe des groupes à un relateur est bien étudiée en théorie combinatoire 
des groupes. Elle contient de "bons" groupes tels les groupes fondamentaux 
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de surfaces fermées (orientables ou non) ou les groupes de noeuds toriques, 
mais également certains groupes "plus complexes" comme les monstres de 
Baumslag-Solitar (certains étant même non-Hopfiens [13]). 
Même si certains groupes à un relateur (groupes de surfaces,...) furent déjà 
étudiés à la fin du XIXème siècle, la première étude dédiée entièrement à la 
classe des groupes à un relateur est due à W.Magnus [92]. C'est le résultat 
principal de cette étude, nommé "Freiheitssatz", qui sera, ou plus précisé-
ment, dont le scénario de la preuve sera essentiel pour plusieurs résultats des 
chapitres 4 et 5. La preuve présentée ci-dessous n'est pas celle de Magnus, 
mais est due à McCool et Schupp [94]. Elle utilise des constructions mises 
en évidence par Moldavanskii [97] dans ses variations sur les travaux de Ma-
gnus : tout groupe à un relateur peut être construit de manière itérative à 
partir d'un groupe cyclique à l'aide de produits amalgamés ou d'extensions 
HNN. Le lecteur intéressé pourra consulter [91] ou encore [12] pour de plus 
amples détails. 
Théorème 1.4.1 (Freiheitssatz) 
Soit r = {X\r) un groupe à un relateur, avec r cycliquement réduit; si L est 
un sous-ensemble de X qui omet un générateur apparaissant dans r alors le 
sous-groupe engendré par L est libre, librement engendré par L. 
r
 Notons X = {t,b,c,d,...} et r = r(t,b,c,d,...). Le principe de la preuve 
est une induction sur la longueur du relateur r. Si un seul générateur reste 
dans la relation alors T est un produit libre d'un groupe libre avec un groupe 
cyclique et l'assertion est claire. On peut donc supposer qu'au moins deux 
générateurs t et 6 apparaissent dans r et que r commence par une puissance 
non-nulle de 6. Pour x € X, on notera ox (r) la somme des exposants des 
occurrences de x dans r. On distingue alors deux cas : 
I - Il existe t 6 X tel que crt(r) = 0. On définit un nouvel alphabet par 
bi = tlbt~l, Cj = tlct~l, ... (i 6 7L), ce qui permet de réécrire r en 
un mot cycliquement réduit f sur les bi, Ci,.. .Dans cet alphabet noté 
X, la longueur de f est plus courte que celle de r dans l'alphabet X. 
Soient /x et m les indices respectivement minimum et maximum des 
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bi apparaissant dans f. T peut alors être décrit comme une extension 
HNN : r = HNN(H,A,6) avec 
H = ^,...,Or711Ci1(Ii,. . . ( i e Z ) | f ) 
A _ ( (6„,... , bm_uCi,di,... (ieZ)) si /x < m 
\ (¾,*¾,.. .^¾) 
— • { S 
si ß = m 
si /i < 
C 1 + I i • • • SÌ /X = 771 
^ . * _>. w ./ "« ' bi+i,Ci ^r a+u-•• sifKm 
Supposons tout d'abord que le générateur t est omis dans L1 vu dans 
le nouvel alphabet X, L sera alors un sous-ensemble de {b0, C0, do,...}. 
Comme dans f il apparaît au moins un générateur avec indice non-nul, 
par hypothèse d'induction L engendre librement un sous-groupe libre 
de H et donc de T. 
Si t apparaît dans L, on peut supposer que c'est le générateur ò qui 
est omis. Soit w un mot non-trivial librement réduit sur L ; il faut se 
convaincre que w ^ 1 dans T. Si at(w) ^ 0 c'est clair car un mot 
équivalent à 1 dans T est un produit de conjugués de r. Si ot(w) = 0 
alors w peut être vu comme un mot sur les {e,-, di,...} qui par hypothèse 
d'induction engendrent librement un sous-groupe libre de H donc de 
T, par conséquent w ^ 1. 
- Si (7z(r) ^ 0 pour tout z e X, on pose alors a = at{r), ß — Ob{r) 
et on considère le groupe G = (y,x,c,d,... |ri = r(yx~^,xa,c,d,...)). 
L'application xp : T —> G, 11-» yx~^, b >-¥ xa, c t-* c,... est alors un 
homomorphisme injectif car G un produit amalgamé G = r*<b=x»> (x). 
Comme ax(ri) = 0 et oy{ri) = ot{r) ^ 0, le premier cas s'applique à 
G = (y,x,c,d,... \ri). G est donc une extension HNN d'un groupe à 
un relateur H, dont la relation rx est non seulement plus courte que 
ri, mais également plus courte que r. Soit alors L un sous-ensemble 
de X ; on peut supposer que L est un sous-ensemble de {6, c, d,...}. 
Comme par hypothèse d'induction et par le premier cas {x,c,d,...} 
engendre librement un sous-groupe libre de G, il en est de même pour 
{xa,c, d,...}, Or ip injecte L dans ce dernier sous-ensemble, d'où la 
conclusion désirée. • j 
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Le principe crucial de cette preuve qui sera repris dans les chapitres 4 et 5 est 
donc que soit un groupe à un relateur est une extension HNN, soit s'injecte 
dans une extension HNN d'un autre groupe à un relateur à relation plus 
courte. 
On terminera ces rappels sur les groupes à un relateur par la caractérisation 
de la torsion donnée par Karrass, Magnus et Solitar dans [74] : 
Théorème 1.4.2 
Soit r = (X\r) un groupe à un relateur, avec r cycliquement réduit; le 
groupe T est sans torsion si et seulement si r n'est pas une puissance d'un 
autre élément non trivial du groupe libre F(X). Si r = s", n > 1, s n'étant 
pas une puissance d'un autre élément non-trivial, alors tous les éléments de 
torsion de T sont des conjugués de puissances de s. 
Chapitre 2 
Une application de la conjecture 
des idempotents en analyse 
harmonique 
Introduction 
Soit un groupe Animent engendré T muni d'un système fini symétrique de 
générateurs S = S - 1 , on s'intéressera dans ce chapitre à l'opérateur de Mar-
kov (ou de transition) hs sur /2(r) donné par hsÇ(x) = 4r £] s g s£(zs) . C'est 
en fait l'opérateur associé à la marche aléatoire sur le graphe de Cayley 
C(T, S), c'est-à-dire la marche aléatoire commençant à l'origine et se dépla-
çant à chaque pas avec probabilité égale d'un sommet vers l'un de ses voisins. 
Rappelons que le graphe de Cayley Q(T, S) est le graphe de sommets l'en-
semble des éléments de T et d'arêtes l'ensemble {{x,xs} : x € T, s € 5} . 
Depuis les travaux de Kesten [83], [82], on sait que le spectre de l'opéra-
teur auto-adjoint hs contient beaucoup d'informations sur la paire (T, S). 
Par exemple || hs H= 1 si et seulement si T est moyennable. Si on peut 
écrire le système de générateurs comme réunion disjointe S = S+ II (S + ) - 1 
avec \S+\ = n, alors on a ^2" - 1 ^ | | hs \\ et, si n > 2, l'égalité est atteinte 
si et seulement si T est le groupe libre sur S+ ; dans ce cas on a en fait 
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Sp hs = [- /2n^ï . Le lecteur se référera à [55] et [56] pour d'autres 
résultats reliant les propriétés spectrales de hs aux propriétés algébriques de 
(r,5). 
Malgré les diverses études générales citées ci-dessus, il existe relativement 
peu d'exemples de groupes infinis pour lesquels des calculs exacts de spectre 
d'opérateur de transition ont été effectués (sans mentionner le calcul de la 
mesure spectrale qui serait l'étape suivante). A notre connaissance, cela a 
été fait de manière systématique pour deux classes de groupes : les groupes 
virtuellement abéliens pour lesquels on se réduit à un sous-groupe abélien 
d'indice fini sur lequel on utilise les techniques classiques d'analyse de Fou-
rier et les groupes virtuellement libres pour lesquels on fait appel à l'analyse 
combinatoire sur les arbres. L'article [35] illustre bien les difficultés rencon-
trées pour traiter d'autres exemples non moyennables comme les groupes de 
surfaces. 
On considérera ici un exemple classique de groupe nilpotent de rang 2 : le 
groupe discret de Heisenberg 
H(TL)= M O 1 n ) | m , n , p e Z 
avec système de générateurs 
S = 
Avec ce système de générateurs, on a la présentation suivante du groupe de 
Heisenberg : H[Tl) = (x,y, z\[x,y] = 2,(0:,2:] = [y,z] = e). Pour l'opérateur 
de Markov correspondant hs, on montrera la proposition suivante : 
Proposition 2.1.3 
—1 — \Pi Sp (hs) est un intervalle [m, 1] avec m = = —0.804737854... 
ó 
La valeur de m sera obtenue en liant hs à un opérateur de Schrödinger dis-
cret : l'opérateur de Harper est l'opérateur Hg,+ (0, <f> e [0,1]) sur l2(TZ) donné 
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par (Hij£){n) = £(n+l)+£(n-l)+2cos27r(n0+c£K(n), (Ç € I2CZ),ne Z). 
C'est un des opérateurs de Schrödinger discret les plus étudiés dans la lit-
térature, qu'elle soit mathématique ou physique (le lecteur se référera à [23] 
et [117] pour des études récentes). Une quantité impressionnante de données 
numériques est disponible concernant le spectre de Hg^ (la représentation 
graphique de ces spectres aboutit à la fameuse image du "papillon de Hof-
stadter" [58]). On commencera en fait par montrer que la proposition 2.1.3 
est équivalente à 
Proposition 2.2.1 
Pour tout 9,<j>£ [0,1] : \\He^||< 2(1 + V% + cos(27T0)) avec égalité en6 = \, 
¢ = 0. 
Pour 9 irrationnel, la norme || Hg^ || ne dépend pas de <j> (voir [112]), mais 
elle en dépend pour 6 rationnel. Pour unifier les deux cas, il faut considérer 
l'opérateur de Schrödinger Hg de dimension 2 sur P(Z2) défini par 
H6Ì{m,n) = Ç(m+l,n) + £(m-l,n) + e W f c l ( ( m , n - l ) + e " 2 " * ^ (m,n+l) 
£ € /2(Z2), m,n€Z. 
Par [23] ou le lemme 2.2.2 ci-dessous, on a || Hg ||= max \\ Hg* || pour 
n'importe quel 6, ce qui permet de reformuler la proposition 2.2.1 en 
| | f f , | |<2(H->/2 + cos(27r0)), avec égalité en 6 = \. 
La figure 2.1 met en évidence des résultats numériques montrant le bien-
fondé de la proposition ; il faut cependant rester attentif au fait que la courbe 
61—> Il Hg II a été tracée en calculant la valeur de || Hg \\ pour certaines valeurs 
rationnelles de 0 puis en interpolant linéairement les résultats obtenus. Ce 
graphique ne constitue donc en aucun cas une preuve de la proposition 2.2.1. 
Le manque de régularité de la fonction Oi—> \\Hg\\ (elle est tout de même 
continue) crée de grosses difficultés lorsqu'on essaie de rechercher une preuve 
de la proposition 2.2.1 avec les outils d'analyse classiques. C'est pour cette rai-
son que l'approche développée ci-dessous sera principalement C*-algébrique. 
On regardera hs comme élément de la C*-algèbre réduite du groupe C* [T). 
Par moyennabilité de T = H(Z), C*(T) est isomorphe à la C*-algèbre maxi-
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FlG. 2.1: Les fonctions e>—>/M(»), e>—M|ffs||, «'—>2(i+v/5+cos2ir») 
male C* (T) qui dans le cas présent est la C*-algèbre universelle engendrée 
par trois unitaires x, y, z satisfaisant les règles de commutation x-y = z-yx 
avec z central. Pour chaque 6 € [0,1] notons Ag l'algèbre de rotation de 
Rieffel, c'est-à-dire la C*-algèbre universelle engendrée par deux unitaires 
Ue, Vg satisfaisant la relation de commutation VgUg = e2meUgVg. On peut 
alors voir l'opérateur Hg comme l'élément Ug + U9* + Vg + Vg de Ag (C'est 
le point crucial de l'approche C*-algébrique de Hg , voir par exemple [109], 
[36]). On définit évidemment un *-homomorphisme de C* (T) sur A$ défini 
par irg{x) = Ug, ng(y) = Vg, ng(z) — e~2™6 • 1. On a alors par cet homomor-
phisme ng(hs) = \{Hg + 2cos27r0) ; le fait que la famille de représentations 
(ws)«e[o,i] est séparante explique donc le lien entre le spectre de /i$ et le 
spectre des Hg. 
Dans le deuxième paragraphe on détaillera ces liens entre h$ 6 C[H[TL)) 
et l'opérateur de Harper, puis on montrera l'équivalence des propositions 
2.1.3 et 2.2.1. Dans le second on prouvera la proposition 2.2.1. Enfin, dans 
le dernier on s'intéressera aux puissances de Hg dans Ag ; ceci permettra de 
donner d'autres bornes supérieures à la fonction 9 —• || Hg ||. Ces puissances 
de Hg sont en fait des combinaisons linéaires formelles de monômes Ug1Vg1 
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dont les coefficients ont une signification en terme de chemins issus de l'origine 
dans le réseau carré de Z2 . En particulier pour m = n = 0 on obtient la 
trace canonique de Hg2h comme un polynôme trigonométrique flk{6) dont le 
/-ième coefficient est le nombre de chemins fermés issus de (0,0) dans 2Z2, de 
longueur 2k et entourant une surface orientée d'aire l. On montrera également 
que cette famille /*(0) de fonctions C°° approche uniformément par le bas la 
fonction irrégulière 6>—> ||Hg\\. La fonction /26 apparaît sur la figure 2.1. 
2.1 Du spectre de la marche aléatoire sur H(TZ) 
à l'opérateur de Harper 
Dans la suite, on notera T le groupe de Heisenberg H(7L). Le groupe T admet 
deux présentations naturelles : 
r = (x,y : [x,[x,y]] = [y,[y,x]] = l) 
= (x, y, z : z = [x, y], [x, z) = [y, z) = 1) 
Le groupe T est Animent engendré, nilpotent et sans torsion ; pour de tels 
groupes la conjecture des idempotents est vérifiée. Le lecteur pourra trouver 
une multitude de démonstration différentes de ce fait : par la K-théorie (Ro-
senberg [114]), pair l'analyse harmonique (Kaniuth-Taylor [70]), par la théorie 
des C*-algèbres (Ji-Pedersen [62]), par la cohomologie cyclique (Ji [61]) et "à 
la Kasparov" comme réseau d'un groupe de Lie (Valette [20]). Dans le cas 
particulier de T, il existe même une preuve due à Bellissard [22] avec une 
touche de calcul différentiel non-commutatif (formule de Streda's). 
Le spectre de l'opérateur de Markov associé à la première présentation est 
aisément calculable. Il s'agit de l'opérateur de transition sur le graphe de 
Cayley C(T, S0) avec S0 = {i, î / , i_ 1 ,3/ - 1}, cet opérateur est donc 
fiso = ^(x + y + x'1 + y'1) e C;(T). 
Lemme 2.1.1 
Sp(hso) = [-1,1]-
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r
 Soit Z(T) le centre de T ; l'application quotient a : T —• TfZ(T) S* 2Z2 
induit un *-homomorphisme 5 de C*(T) sur C*(Z2). L'image de l'opéra-
teur de Markov est â(hs0) = \((*(x) + a(x~l) + a(y) + «(y -1)) et comme 
{ct(x),a(y)} est la base canonique de Z2 , c'est un exercice élémentaire de 
transformées de Fourier de montrer que Sp(Ct(IiS0)) = [—1,1]- On en déduit 
que [—111] Ç Sp(hs0) et comme \\hs01|< 1, l'égalité est vérifiée. j 
Considérons maintenant le spectre de l'opérateur de Markov associé cette 
fois à la seconde présentation de T (cette présentation est bien adaptée au 
plongement de T comme réseau du groupe de Heisenberg réel de dimension 
3). 
Avec le système de générateurs S = {x, y, z, x_1, j / _ 1 , z - 1} le graphe de Cay-
ley G(T, S) est représenté dans la figure 2.2. 
FlG. 2.2: C(T, S) 
L'opérateur de transition est hs — | (x + y + z + x _ 1 +y _ 1 + z"'1) e C*(T). La 
première question intéressante est donc de savoir comment le spectre change 
lorsqu'on ajoute le générateur supplémentaire z, c'est-à-dire quand hs0 est 
remplacé par hs- On a tout d'abord le résultat préliminaire suivant : 
Proposition 2.1.2 
Sp(hs) est un intervalle [m, 1], avec — 1 < m < 0. 
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r
 La conjecture des idempotents étant vérifiée pour T, il n'y a pas d'idem-
potent non trivial dans C* (T) et donc, par le lemme 1.3.1, Sp(hs) est un 
intervalle [m, M], avec - 1 ^ m < M ^ 1 (puisque || hs ||< 1). Comme 
r est moyennable, on a 1 € Sp(hs) par la caractérisation de Kesten de la 
moyennabilité [83], [82]. Enfin, comme le graphe n'est pas biparti, par un 
résultat de de la Harpe, Valette et Robertson (proposition 5.2 de [55]) on a 
que — 1 < m. j 
Le résultat important est évidemment la détermination de la valeur de m : 
Proposition 2.1.3 
m = =±f& = -0.804737854... 
Comme indiqué dans l'introduction, on va maintenant décrire en détail les 
liens entre l'opérateur hs et l'opérateur de Harper, montrant ainsi l'équiva-
lence des propositions 2.1.3 et 2.2.1. Rappelons que pour tout 6 € [0,1], la 
C*-algèbre Ag apparaît comme un quotient de C* (r) via l'application 
7T0 : ' 
f C*(T) —> A9 
x ^ U6 
y — • Vg^ 
Z 
La famille de représentations (Trg)g^[o,i] de C(T) est séparante, ce qui im-
plique que pour tout élément auto-adjoint h de C* (T), on a 
Sp(h) = (J Sp(Mh)) (2.1) 
fl€[0,l] 
(l'importance des Ag dans la théorie des représentations de C*(r) a été l'une 
des motivations de Rieffel dans [112]). 
Pour ô e [0,1], on a 
7tg(hs) = l[Ug + U; + V8+ V9*+ 2 cos 2ir0]. 
Dans la représentation fidèle de Ag sur I2 (TZ2) donnée par 
U9C(ItI, n) = £(m - 1, n) et V«£(m, n) = e2niemÇ(m, n - 1), 
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l'opérateur auto-adjoint Ug + U9* + Vg + V6* est envoyé précisément sur l'opé-
rateur de Harper Hg décrit dans l'introduction. Dans la suite on écrira donc 
Hg = Ug + Ug + Vg + Vg. En traçant le graphe de Sp(Hg) en fonction de 
0 (calculés pour des valeurs rationnelles), on est alors étonné de voir appa-
raître une structure incroyable de papillon observée pour la première fois par 
Hofstadter [58] (voir fig.2.3). 
FiG. 2.3: Papillon de Hofstadter 
Parmi les nombreux résultats obtenus sur Sp(Hg), on relèvera les suivants : 
- Pour 0 = 2 (p, q entiers premiers entre eux), Sp(Hg) est formé soit de 
q—1 intervalles (pour q pair) soit de q intervalles (pour q impair) : voir 
(36] ainsi que la troisième remarque du prochain paragraphe. 
- Pour un ensemble de mesure de Lebesgue 1 de 0 irrationnels Sp(Hg) 
est un ensemble de Cantor de mesure 0; voir Last [87]. Remarquons 
qu'une conjecture de Marc Kac connue sous le nom de "problème des 
Dix Martinis" affirme que ce fait est vrai pour tout 9 irrationnel. 
Selon la formule (2.1), pour calculer Sp(hs) on devrait considérer chaque 
Sp(Hg) décalé par 2 cos 2w0, puis prendre la réunion de ces ensembles sur tous 
les 0, et finalement prendre l'adhérence. Ici ce n'est pas nécessaire puisque 
par la proposition 2.1.2 Sp(hs) est un intervalle. Si on désigne par m(9) la 
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valeur minimum du spectre de Hg , on a 
m= inf -(m(0) + 2cos(27T0)). 
seio.i] 6 
Comme le *-automorphisme de Ag donné par U >-> —U et ^ H - V envoie 
Hg sur — Hg, on en déduit que Sp(Hg) est symétrique, ce qui montre que 
m(0) = — \\Hg\\. De plus comme le *-isomorphismeentre Ag et A\-g donné 
par U I-* V et V n- U envoie Hg sur Hi-g, on voit que la recherche de 
l'infimum peut se restreindre à l'intervalle [0, | ] . D'où finalement 
-m = sup l(\\Hg\\ -2COS(2TT0)) (2.2) 
»€[0,il 6 
Tout notre problème est donc ramené à l'étude de la fonction 6 i—• || Hg || 
qui décrit le bord du papillon de Hofstadter. Les faits suivants sont connus 
sur cette fonction : 
- Elle est continue (cette propriété résulte du fait que la famille ( .4^)^(0,1] 
forme un champ continu de C*-algèbres au dessus de [0,1] dont les 
sections sont données par 6 >~* irg{x) pour x € C"(T), cf. Elliott [48J) ; 
en particulier le supremum dans (2.2) est atteint. 
- Elle est lipschitzienne (Bellissard [24]), en particulier Oi—> || Hg || est 
presque partout differentiate. Remarquons que Bellissard conjecture 
que Oi—> Il Hg \\ est differentiate en n'importe quel 9 irrationnel. 
Notons encore qu'il n'y a pas d'estimation connue sur la constante de 
Lipschitz ; relevons qu' Avron, van Mouche et Simon avaient auparavant 
obtenu le résultat plus faible ([5], Prop. 7.1) que 0\—> || Hg || était 
hölderienne d'exposant | , avec la constante explicite &y/2. 
- Elle n'est pas differentiate en tout 6 rationnel, bien qu'elle admette une 
dérivée à gauche et à droite (ceci découle de la "formule de Wilkinson-
Rammal" [109], [57]). 
Le manque de régularité de la fonction Oi—> \\ Hg || rend difficile la déter-
mination du maximum de Oi—• || Hg || —2cos2îr0. La première approche 
fut de résoudre le problème graphiquement, on obtint ainsi le résultat empi-
rique que le maximum est atteint en 6 = i . C'est alors un simple exercice 
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de matrices 2 x 2 de calculer Sp(Hi) et d'obtenir \\Hi \\= 2\/2. Ce résultat 
expérimental, qui sera prouvé dans le paragraphe suivant, est donc : 
Proposition 2.2.1 
max (IlH$\\ — 2cos27T0) ^ 2(1 + s/ï) avec égalité en 6 — \. 
En d'autres termes : pour tout 6 € [0, ±] : || H91|< 2(1 + y/2 + cos2ir0). Au 
vu de (2.2), les propositions 2.1.3 et 2.2.1 sont équivalentes. 
2.2 Validité de la borne supérieure sur || Hg \\ 
Commençons par rappeler que pour Ä = J 6 [0,1] rationnel, il existe une 
représentation fidèle de AE comme une algèbre de matrices sur le tore : AB 
est la sous-C*-algèbre de Mq(C(TT2)) (les matrices q x q à coefficients dans 
les fonctions continues sur le tore de dimension 2) engendrée par : 
Mu (21 ,¾) - Z i -
/ 1 0 . . . 0 \ 
0 p . . . 0 
^ 0 0 rtfl-1 
, Mv(zi,Z2) -Z2-
/ 0 . 
1 ' 
Vo . 
. o i \ 
• 0 0 
. 1 0 / 
avec p = e2l"e et (zi, z2) € TT2. L'opérateur Hz est alors identifié à la famille 





























Revenons ici un instant sur le lien avec l'opérateur de Harper Hg^ men-
tionné dans l'introduction. Pour $ = §, l'opérateur Hg^ est périodique de 
période q, c'est à dire qu'il prend la forme d'une matrice scalaire q x q dans 
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la décomposition l2(7Z.) = 0*=J/2(9Z + i). Cette matrice est précisément 
Mtf(e2 , r i*,l). 
On veut prouver (la preuve de cette proposition et celle du lemme 2.2.2 ont 
été obtenues grâce à la collaboration d'A.Zuk ) : 
Proposition 2.2.1 
max (Il H6 II - 2 cos 2TT0) ^ 2(1 + yß) avec égalité en 6 —\. 
Par la continuité de la fonction 91—> || Hg || il suffira de montrer que 
Il H6 II - 2 C O S 2 T T 0 < 2 ( 1 + \ / 2 ) 
pour n'importe quel rationnel 6. On aura besoin du lemme suivant : 
Lemme 2.2.2 
Pour 0 = 2 ; le maximum de || Mn(zi, Z2) || est atteint pour zi = Z2 = I. En 
d'autres termes on a || He ||=|| //9,01|-
r
 La norme de MH{ZI,Z2) est donnée par la plus grande valeur propre en 
valeur absolue. Comme MH{—ZI, —Z2) = —Mn(zi, Z2), on peut supposer que 
Il Mn{zi,z2) Il est donnée par la plus grande valeur propre. (Pour q pair, le 
spectre de Mn{z\, Z2) est même symétrique (voir p.233 de [36]). Le polynôme 
caractéristique de MH est de la forme : PMH {X) = det(Mn — xt) = Y%=o 0^1* 
dans lequel tous les o* excepté a0 sont indépendants de Z\ et Z2, et avec 
a, = (-1) ' , O0 = (-l)«+1(z? + zï" + z\ + z2q) + K, où K est une constante1 
dépendant uniquement de q. Quand q est pair PM11 (X) est un polynôme à 
coefficients réels avec a, = 1, en conséquence sa plus grande racine est atteinte 
quand O0 = (-1)(2:' + z^q + z\ + Z29) + K est le plus petit, i.e. quand 
Z\ = Z2 = 1. Quand q est impair PMH(X) es* u n polynôme à coefficients 
réels avec aq = — 1, en conséquence sa plus grande racine est atteinte quand 
Uo = z\ + zï9 + z9 + z29 + K est le plus grand, i.e. quand z\ = Z2 = 1. j 
t 
On peut alors prouver la proposition 2.2.1 : 
'Pour q impair on a K = O, voir 3.3 de [36]. Remarquons qu'il est également écrit dans 
cet article que cela est vrai pour tout q, mais les calculs avec q = 2 ou q = 4 montrent que 
ce n'est pas le cas. 
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r
 Preuve de la proposition 2.2.1 : 



























et a =|| Af ||. Par le lemme 2.2.2 on doit prouver que a-2Ci ^ 2(1 + V2). 
Remarquons que la norme de la première colonne de Af est \/6 (ou \/8 
si 6 = | ) , ce qui implique que a =|| M ||> 2. Soit v = (t>o,wi,.-.,tV-i) u n 
vecteur propre de valeur propre a, soit vk la plus grande composante en valeur 
absolue, on peut supposer, quitte à remplacer v par —v, que vk > 0. Comme 
Mv = av on obtient vk-i+2Ckvk+vk+i = avk où les indices sont pris modulo 
q. Comme a > 2 on a vk±i = max(vk-i,vk+i) > 0 et 2ü/t±i 4- 2CkVk ^ <*vk. 
La même relation appliquée à vk±\ donne : 2¾ + 2Ck±ivk±i ^ av*±i- On 
obtient ainsi deux inégalités (a — 2Ck)vk ^ 2vk±\, (a — 2Ck±i)vk±\ ^ 2vk que 
l'on peut multiplier et comme par hypothèse tout est positif cela fournit 
( o - 2 C t ) ( o t - 2 C * ± 1 ) < 4 . 
Rappelons que l'on veut montrer que a — 2C1 — 2(1 + y/ï) < 0. Supposons par 
l'absurde que a - 2C1 - 2(1 + \fï) > 0, alors d =: -a + 2C1 + 2(1 + \/2) < 0 
et comme (a + d — 2Ck) > 0 and (a + d — 2C^1) > 0 on obtient 
i.e. 
ou 
(a + d-2Ck)(a + d-2Ck±l)<(a-2Ck)(a-2Ck±1) < 4 
(2Ci + 2(l + v /2)-2C J t)(2C1+2(l + v^)-2C j f c±1) < 4 
(1 + \/2 + cos(x) -cos(y))(l + \/2 + cos(x) -cos(y±x)) < 1 
où x = 2ir*j and y = 2irk^. Un calcul technique mais direct (qui sera donné 
dans le lemme ci-dessous) montre qu'en fait 
{l + V2 + cos(x)-cos(y)){l + V2 + cos{x)-cos{y±x)) ^ 1, V i , y e [0,27r], 
ce qui fournit la contradiction cherchée. J 
Voici donc le lemme technique qui conclut la preuve de la proposition 2.2.1 
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Lemme 2.2.3 
Pour tous x, y € R, les inégalités suivantes sont vérifiées : 
(1 + V2 + cos(x) - cos(y))(l + \PÏ + cos(x) - cos(2/ ± x)) ^ 1 
r
 Le changement de variable x i-y —x établit une équivalence entre les deux 
inégalités. On se contentera donc démontrer celle avec le signe "+". Avec 
cette fois le changement de variable x i-> x + n, on obtient encore une autre 
inégalité équivalente : 
(1 + y/2 - cos(x) - cos(y))(l + y/2 - cos(x) + cos(y + x)) ^ 1 
que l'on va prouver en se restreignant à x, y 6 [0,2ir]. 
Les premières étapes consisteront simplement à transformer l'inégalité à 
l'aide de formules trigonométriques classiques. Développons tout d'abord par-
tiellement les parenthèses : 
(l+\/2-cos(x))2+(l+v^-cos(x))(cos(2/+x)-cos(y))-cos(2/)cos(i/+x) > 1 
(\/2 + 1 - cos(x))2 + (\/2+ 1 - cos(x))(cos(y + x) - cos(y)) 
- c o s ( ^ - f ) c o s ( E £ * + f ) ; s l 
En appliquant alors 1 — cos a = 2 sin2 § aux deux premiers termes de la 
somme, cosa — cosò = — 2 8 ^ 1 ^ 8 ^ 1 2 ^ au deuxième terme et finalement 
cos(a ± b) = cos o cos 6 =f sin a sin b au troisième on obtient : 
( v ^ + 2 sin2 f)2 - 2(v/2 + 2 sin2 f) sin § sin ^f-
-(cos(^)cos(f)+sin(îfK)sin(f))(cos(îfu)cos(f)-sin(îf2)sin(f)) ^ 1 
D'où 
(V^ + 2 sin2 f)2 - 2(\/2 + 2 sin2 f )sinf sin &&• 
+ sin2(ïfK)sin2(|) - cos2(îfï)cos2(f) > 1 
En remplaçant alors t = sin(|) et u = Sm(^Y11) : 
{y/2 + 2t2)2 - 2(\/2 + 2t2)tu + u2t2 - (1 - u2)(l - t2) > 1 
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En développant alors le premier et le dernier terme : 
2 + 4\[2t2 + At4 - 2tu{V2 + 2t2) + u2t2 - 1 + t2 + u2 - u2t2 > 1 
Ou encore : 
4*4 + t2(l + 4N/2) - 2tu(V2 + 2t2) + u2 ^ 0 
On s'est donc ramener à montrer que le polynôme 
P(t, u) = 4*4 + t2(l + Ay/2) - 2tu(\/2 + 2t2) + u2 
est positif ou nul pour 0 < < ^ 1, - l ^ w ^ l . 
Considérons Pt comme un polynôme quadratique sur u de paramètre t ; son 
discriminant est 4i2[4t4 + (4\/2 — 4)i2 + 1 — 4\/2]. Le polynôme biquadratique 
4<4 + (4\/2 - 4)i2 + 1 - 4\/2 possède deux racines distinctes <_ = -0.944234 
et t+ — 0.944234 entre lesquelles il est négatif. Le polynôme Pt a donc un 
discriminant positif ou nul pour 0 ^ t ^ t+, cela montre déjà que P(t, u) ^ 0 
pour 0 ^ t < t+. Pour t+ < t ^ 1, le polynôme biquadratique du discriminant 
est croissant prenant des valeurs de 0 à 1, ce qui donne l'inégalité 
1 + t(l - \/2) ^ 1 + t[(4t4 + (4\/2 + 4)i2 + 1 - 4v^)ï - V2). 
Comme 2t3 ^ 1 + t(l - \fï) sur [t+, 1], on en tire 
2t3 Ss 1 + t[(4t4 '+ {4y/2 + 4)t2 + 1 - 4v/2)ï - \ZÏ\. 
D'où ^ _ _ 
1 ^ (2t2 + \/2)< - t ^ 4 + (4\/2 + 4)t2 + 1 - Ay/2. 
Comme le terme de droite n'est rien d'autre que la plus petite racine de Pt 
cela montre qu'on a également P(t, u) ^ 0 pour t+ ^ t ^ 1. j 
Remarques : 
1) Malgré l'abondante littérature existante concernant les spectres de ma-
trices de Jacobi périodiques (voir [6], [96] et leurs références), aucune 
estimation du rayon spectral similaire à la proposition 2.2.1 ne semble 
être connue. 
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2) Si on se base sur les résultats numériques (voir figure 2.1) , on peut 
conjecturer que la borne || Hg ||^ 2\/2 est vraie pour 0 € [j, | ] (avec 
égalité aux deux bouts). Cette conjecture a été ultérieurement démon-
trée par R.Szwarc dans [119). 
3) Pour 0 = R, posons q = 2m + 1 si q est impair et q = 2m + 2 si q est 
pair. Le théorème 3.3 de [36] prouve que Ht a exactement 2m trous 
dans son spectre, et que chaque trou est de longueur au moins 8 - ' . Plus 
précisément à la page 233 de [36] les auteurs montrent que la longueur 
de chaque trou est au moins : 
- (2 IIHE | | )~ , + 2 , si q est impair; 
- 2 _ m II HE ||1_2m, si q est pair. 
Donc pour 0 rationnel entre \ et | , le résultat de Szwarc donne une 
borne inférieure sensiblement meilleure sur la longueur des trous de 
Sp(H6). 
2.3 Puissances de EQ 
Soit 0 € [0,1] et p = e2*i$, tout élément X dans la C*-algèbre A9 a un 
"développement de Fourier" : X = E m „ e 2 C m . 1 1 ^ m ^ " ' ^n Particulier, pour 
k e IN, on a HBk = £ m n € Z c$,n(p)UmVn où 0¾,^ ) est un polynôme trigo-
nométrique en p. On va donner une interprétation combinatoire de a~min(p). 
Un chemin orienté de 2Z2 sera un chemin polygonal orienté de R2 dont les 
sommets et les arêtes sont contenus dans le réseau carré déterminé par Z 2 
dans K.2. Soit (m,n) e Z 2 , on notera £(„,„) l'ensemble de tous les chemins 
orientés de Z 2 de longueur k issus de (0,0) et se terminant au point (m,n). 
On nommera 7(m,n) le chemin orienté de Z 2 avec pour seuls sommets son 
origine {m,n), (m, 0) et son sommet terminal (0,0). Pour 7 e £(mn)> o n 
notera 7 • 7(m,„) le chemin orienté fermé obtenu en composant 7 et 7(m,n), 
et on notera .4(7 • 7(m,n)) l'aire orientée délimitée par 7 • 7(m,„), c'est-à-dire 
AM — S xdy—-( ydx. 
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Proposition 2.3.1 
tec\ (m,n) l€Z 
Remarque : Rappelons que la C*-algèbre Ag possède une trace fidèle Tg : 
pour un élément X = Ylmn^'RCn<->nUmVn ^e -^8 ' a v a ' e u r de la t r a c e e s t 
donnée par Tg(X) — co,o- (Pour 6 & Q, la trace Tg est l'unique trace sur Ag , 
voir [112]). L'interprétation combinatoire de Tg(Hgk) — a0(, est intéressante : 
si £(p m est l'ensemble des chemins orientés fermés de 2Z2, issus de (O, O) de 
longueur k on a alors 
Tg(Hg") 
7 € £ (0,0) 
9-AM= # { 7 g £ ( * ) o ) : ,1(7)=0} 
+ £ > { 7 6 £g,o) : Ml) = O " 2cos27rZ0 
La formule finale est obtenue en réordonnant la première somme selon les 
valeurs de A(^) et en remarquant qu'en renversant l'orientation des chemins 
on obtient l'égalité # { 7 e C\m : A(y) =1} = #{7 € tfm : A(y) = -l). 
r
 Preuve de la proposition 2.3.1 : 
Si on développe Htk = (Ut + U^ + Ve + Vf1) • • • (Ug + U^ + Vg + Vf1) en mo-
nômes Ug11Vg31Ui3V932 • • • ou Vg31Ug1Vg32U9" •• -, un de ces monômes contribuera 
a ûm,n(p) si et seulement si il est de bi-degré (m, n), i.e. J1 + i2 + . . . = m et 
ji + J2 + • • • = n. A de tels monômes Ug1V931Ug2V631 • • • on associe un chemin 
7 € £*m>n) de sommets (O1O)1 (h, O), (iuji), (»i +»2.J1). (*i + »2,h + h),-
Illustrons cela par deux exemples : 
UMUg-2V8-1UgVg2Ug-2 donne : 
(0.0) 
avec A(-y • 7(0,3)) = 9, 
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UiVg2Ur1Vr1Ug1VgUeV9Ur2 donne : 
(0.3) 
(0.0) (3.0) 
avec A(j • 7(0,3)) = 7. 
Inversement à chaque chemin 7 € £>\m,n) o n associe un monôme de bi-degré 
(m,n) dans le développement de Hg2k. Réduisons alors Ug1VJ1Ul2Vg3 • • • en 
utilisant les relations de commutation : 
Ul1Vi1Ug2Vg* •• • = p™U*g1+hVgjl+J2U83VJ3 •• • 
r 0 0 0 0 
—
 fl*2Jl+»3(>l+>2)+«4(>l+j2+j3)r/Û+«2+«3+»4y->l+j2+>3+^ , . . 
" 0 0 0 
Pour le chemin associé 7 on calcule également : 
-Ml • 7(m,n)) = f ydx = i2ji + i3(ji + Ì2) + »4O'i + h + ja) + ---
- '7-7(17.,1.) 
Le calcul pour un monôme Vg1UyVg32Ug2 • • • est entièrement similaire et cela 
prouve la première égalité. Pour la seconde, il suffit de réordonner la somme 
selon les valeurs de A{-y • 7(m,n))- -1 
On terminera ce chapitre en donnant certaines propriétés des coefficients 
a}„,n(/ci) en utilisant la proposition précédente et le lemme suivant : 
Lemme 2.3.2 
Les coefficients ain,n(p) satisfont les formules de récurrence : 
^n(P) = at-t(p) + < t t»0>) + ti^i(P) • Pm + ^ 1 ( P ) • p~m 
<„(p) = a£:ij„(p) •
 P
n+ot+lM • p'n+<;-i(p)+<;ÏI(P) 
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r
 En utilisant la relation de commutation VgUe — pUeVg et les égalités tri-
viales Hgk = Hg • Hgk~l and Hsk = Hek~l • H6, la preuve est un simple calcul 
direct. J 
On peut alors prouver les propriétés suivantes : 
Proposition 2.3.3 
Pour tous m, n € Z, k ^ 1 : o) Om,n(jo) = az}n(p) 
b) c&Up-1) = a£ä.(p) • P~mn 
c) < £ > , » = a&Up-1) 
a) L'égalité est triviale pour k = 1, puis par induction sur k et en utilisant 
le lemme 2.3.2 on a : 
= <C-I(P) + <MP) + <&&(/») • Pm + <&&(/>) • P-"1 
b) Comme en a), la preuve est une simple induction sur k utilisant les 
deux formules récursives du lemme 2.3.2. 
c) La symétrie a donnée par (x, y) >—> (—x, y) induit une bijection entre 
-(-m,«)- D e P l u s comme on a a{-yim>n)) = 7(-m,n) et Cim „\ et Ci -( ,n) 
A{a(i) • 7(-m,n)) = -A(y • 7(m,n)) pour 7 e C(mn), cela prouve la 
première relation, la preuve de la seconde est similaire. _J 
Notons ici la conséquence combinatoire suivante de la proposition 2.3.3(a). 
Pour (m,n) € Z2, appelons TLn) le chemin orienté de Z 2 d'origine {m,n), 
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Juste par symétrie sur la première diagonale de Z , on a : 
#{7 £ *$,») : A& • TU»)) = «} = #{7 6 / : g m ) : A(7 • 7(».m)) = " 0 -
En combinant alors les propositions 2.3.1 et 2.3.3(a), on obtient : 
#{7 e *$.„) : A(7 • TU»)) = '> = #{7 e à£n) : A(7 • 7<m,«)) = "O-
Remarque : Revenons au système de générateur So = {x,2/,i_1,2/_1} de 
r = H[Tl). Comme on l'a déjà vu, l'opérateur d'adjacence sur le graphe de 
Cayley C(T, S0) est ASo = x+x^+y+y'1 € C;(T). En remplaçant p = e2*ie 
par l'indéterminée z, toutes les informations obtenues sur les puissances de 
Hg peuvent être relevées pour fournie des résultats sur le puissances de As0. 
Plus précisément, en regardant les a»,;»» comme des polynômes de Laurent en 
z, on a 
m,ne7L 
Cela fournira également des renseignements sur la fonction génératrice de 
la marche aléatoire : pour un g € T la fonction génératrice associée est la 
série formelle W9(Z) = I X 0 W J ^ Z * où W9(fc) est le nombre de chemins 
de longueur k de 1 à g dans Q(T,So). Comme Wg ' = {Aga5i\5g), pour 
g = zLxMyN le coefficient du terme de degré L dans le polynôme de Laurent 
aM,Ar(2_1) e s t précisément Wg '. 
On terminera ce chapitre par l'étude d'autres bornes sur || Hg ||. 
On a déjà remarqué dans les remarques finales du paragraphe précédent que 
la borne donnée dans la proposition 2.2.1 n'est bonne que dans un voisinage 
de | . En fait il est possible d'obtenir de meilleures bornes ailleurs que dans 
un voisinage de | par simple inégalité triangulaire. Rappelons que 
Hek= £ "Wn(P)UTK 
et posons 
9k(6) = 
. £ KUP)I 
mtnE£L. 
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on a alors || Hg |[^ gk{6) pour tout 9 € [0,1], k € IN 2. On constate ex-
périmentalement qu'au moins pour A; pair cette borne est bonne, comme le 
montre la figure 2.4. 
2(l+/7+cos(2n8)) 
2(1+ /7+COS (ZnB)) 
FlG. 2.4: Borne supérieure sur || H01 
Cela est partiellement expliqué par le résultat suivant : 
Proposition 2.3.4 
a) Pour tous k € IN, B 6 [0,1] : gk{9) < gk{0) = 4. 
b) Pour k pair : gk(±) = 2\/2. 
a) Par la proposition 2.3.1, les a,m}n(p) sont des polynômes trigonomé-
triques à coefficients non-négatifs, tels que 
l<l(p)|O«,(l)et<?*(0K E <n(D 
i * 
= gk(o). 
On conclut en remarquant que £m n ezOm,n(l) est juste le nombre de 
chemins de longueur k dans Z2 , d'origine (0,0) : ce nombre est égal à 
4*. 
2Pour k=2, ce n'est rien d'autre qu'une inégalité connue chez les physiciens sous le nom 
(!'"inégalité diamagnétique" : \\He\\Ç 4 cos ^ (9 6 [0, £]). 
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b) Soit 6 = 2 rationnel et soit X — Y^mnzTL0™^™^ ' e développe-
ment de Fourier d'un élément X € Ae avec C7n^n ^ 0 pour tous m, 
n. Supposons qu'il existe des entiers r, s avec q divisant rs tels que 
X 6 C(Ug, Vg), lasous-C*-algèbre engendrée par f/J et V/ (celasigni-
fie que Cm1n = 0 excepté si r divise m and s divise n). On obtient alors 
IlXH= Em,n6Ze™,» car, comme VjU; = p"Ug~Vg° = UlVi, C* (UJ, V{) 
est une C*-algèbre abélienne, le caractère trivial x '• C(Ug, Vgs) i—• C 
défini par x(Ug) = x W ) = 1 e s t continu, ce qui implique l'inégalité 
XPO = Lm^eZCm," <ll * Ih l'inégalité opposée est triviale. Pour 
prouver 2.3.4(b), il suffit d'appliquer le résultat précédent avec 6 = | , 
X = Hf, r = s = 2 : on obtient
 ffifc(i)2' =||ff?||=|| Jft ||2'= (2^2)2'. j 
Remarque : Pour O = | , le fait que Hf appartienne à C(Ug1V92) a la 
conséquence combinatoire suivante : pour m, n impairs, le nombre des che-
mins orientés 7 dans TZ2 d'origine (0,0), de longueur 21, et avec A(^ • 7m,n) 
pair est égal au nombre de chemins orientés 7 dans TL2 de même origine, de 
même longueur et avec A(y • 7m,„) impair. Ce fait est évidemment prouvable 
de façon directe. 
Terminons par remarquer que la trace sur A$ peut être utilisée pour obtenir 
des bornes inférieures sur \\Hg ||. En effet un résultat de théorie de la mesure 
(voir p.ex. [55], lemme 8) montre que pour tout opérateur auto-adjoint H 
de Ag : \\ H |j= Um Tg(H2k)^. Si on applique ce résultat à l'opérateur de 
Harper Hg , on obtient : 
Proposition 2.3.5 
(a) Pour tout k € IN, la fonction fk : 0\—• Tg(H2k)^ est une fonction C°° 
sur [0,1]. 
(b) Pour tout 6 € [0,1], la suite (fk(0))k^i est croissante et converge vers 
\\He\\. 
(c) La suite de fonctions (fk)k^i converge uniforément sur [0,1] vers ia 
fonction B 1—> \\He\\. 
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(a) La fonction 61—> Tg(H2k) est un polynôme trigonométrique non-négatif. 
(b) L'inégalité de Holder appliquée avec p =• ^- et q = k + 1, fournit 
fk(6)2k = Te(H2k) ^ Tg(H2k+2)&Tg(I)^ = / t + 1(0)» 
(c) Comme la fonction ôi—y || Hg || est continue ([48]), cette propriété 
découle de (b) et du lemme de Dini. J 
Remarque : Des calculs numériques montrent que la convergence de la suite 








































Développements ultérieurs : 
a) D'autres bornes inférieures sur || Hg \\ ont été obtenues, par des tech-
niques complètement différentes par F. Boca dans [30]. 
b) En utilisant le fait que les OQQ sont les moments de la mesure spec-
trale de Hg (sur l'état r), on peut obtenir des informations sur l'aire 
enclose par une marche aléatoire dans Z 2 : cela a été fait par J.Bellisard, 
C.J.Camacho, A.Barelli, et F.Claro dans [25] et par J.A.Mingo et A.Nica 
dans [95]. Dans ce dernier article, on trouve le théorème limite suivant : 
Hm 
# {7 6 £gg : na < A(7) < nß) 
u /.(2n) 
TT ^ -(0,0) 
-(tanh(7T/3)-tanh (TTyS)) 
pour tous a < ß € R (notons que # £[„nl ( » ) » • 
Chapitre 3 
K-théorie de la C*-algèbre de 
certains produits semi-directs de 
groupes de Lie 
Introduction 
Dans [37] (théorème 2), A.Connes démontre un analogue du théorème d'iso-
morphisme de Thom pour les produits croisés de C*-algèbres par une action 
de R : si (A, R, a) est un C*-système dynamique, Connes montre l'existence 
et l'unicité d'un isomorphisme naturel entre Ki(A) et K4+i(A x a R). Ce ré-
sultat permet alors de calculer sans difficulté aucune la K-théorie de certains 
groupes de Lie. Soit G un groupe de Lie résoluble, simplement connexe, de 
dimension n ; le lemme 3.6 de [59] permet d'écrire G comme un produit semi-
direct Gi x R, où Gi est un sous-groupe de Lie résoluble, simplement connexe, 
de dimension n — 1. Le résultat de Connes montre donc que pour de tels 
groupes on a K4(C(G)) ~ ATi(G*(Gi) x R) ^ Ki+l(C'(Gi)). Par une induc-
tion simple on obtient donc la K-théorie de ces groupes : K4(G) = K4^n(C) 
(corollaire 7 de [37]). Ainsi Ko(G) est isomorphe à TL si G est de dimension 
paire et est nul si G est de dimension impaire. Au vu de ces résultats, on 
pourrait s'attendre à ce que ces C*-algèbres ne soient pas très riches en pro-
jections, or dans [71] E.Kaniuth et K.F.Taylor construisent sous certaines 
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hypothèses, des familles de projections dans L1 (G). Le but de ce chapitre 
est d'essayer de mieux comprendre le rôle de ces projections, notamment de 
savoir si en dimension paire elles sont des générateurs de K0(C(G)). La pre-
mière section sera consacrée à quelques rappels sur le dual d'un groupe du 
type A x M avec A un groupe abélien localement compact et notamment 
sur le rôle que jouera l'action de R sur le dual de A dans la description du 
dual du groupe par la théorie de Mackey, dans l'existence de projections mi-
nimales et dans la construction même des projections de Kaniuth et Taylor. 
La deuxième section sera dévolue à la composante connexe du groupe des 
affinités de R ; on montrera que les projections de Kaniuth et Taylor sont 
bien des générateurs de la K-théorie. La troisième section sera consacrée au 
groupe des affinités lui-même, qui, comme groupe non connexe, ne permet 
pas au théorème de Connes de déterminer sa K-théorie. 
3.1 Théorie de Mackey et projections 
On s'intéressera donc ici au cas des groupes G = A x R où A est abélien 
localement compact, cas dans lesquels la théorie de Mackey va nous per-
mettre d'identifier le dual (les actions considérées seront toujours régulières). 
Remarquons que le contexte de [71] est plus général : G = A xi H, où H 
est localement compact. Par soucis de clarté pour le lecteur qui cherchera à 
consulter [71], les notations de cet article seront conservée ici. L'action de R 
sur A sera notée s • a (s € R, a € A) et l'action naturelle de R sur A x • s, 
c'est-à-dire (x-s)(a) = x( s -a) (x € A, s € R, a € A). On notera encore R x le 
stabilisateur de x dans R. Le théorème de Mackey décrit alors explicitement 
le dual de G : tout élément de G est de la forme 7rXi„ = / n d ^ R (x ® v) où 
X € A, v € R x et x®v(ais) — x(a)u(s) > de plus! deux représentations irxltVl 
et 7rX2|1/j sont équivalentes si et seulement si Xi et X2 sont dans la même orbite 
par l'action de R et que, les stabilisateurs Rx , et Rx , étant alors conjugués, 
i/i et 1/2 sont équivalentes. Deux remarques sont ici importantes : premiè-
rement si x = Xi Ie caractère trivial de A, on a évidemment Rx , = R et 
comme Xi ® v(a, s) = u(s) on voit que l'on retrouve dans G une copie de R ; 
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deuxièmement on constate que pour n'importe quel \ € À, la représentation 
7Tx = Ind%(x) est irréductible si et seulement si R x est trivial. Remarquons 
encore que irx peut être réalisée sur L2(R) par 7rx(a, s)<j>(r) = (x-r)(a)0(s+r). 
Avant de décrire les projections construites par Kaniuth et Taylor, commen-
çons par faire quelques remarques générale sur les projections de L1 (G) ainsi 
que sur la notion de minimalité. 
Définition 3.1.1 
1. Une projection de L1 [G) est minimale si elle est non-nulle et si elle ne 
domine aucune autre projection non-nulle de L1(G). 
2. Une projection f de L1 (G) est fortement minimale si 
f*Ll(G)*f = C/. 
Le lecteur sera attentif au fait que dans plusieurs autres articles, comme par 
exemple [125], le mot minimal est utilisé pour fortement minimal (la termi-
nologie originale se trouve probablement dans [111], déf. 2.1.7). Soit p une 
projection quelconque de L1 (G) ; on désignera par S(p) = {TT 6 G\ir(p) / 0} 
le support de p dans G. C'est un exercice de montrer que S(p) est un compact 
ouvert de G. Une condition nécessaire pour l'existence de projections dans 
L1 (G) est donc l'existence de compacts ouverts de G. Remarquons encore que 
si p est fortement minimale alors S(p) est réduit à un point (lemme 1.1 de 
[125]). En fait on a même une bijection entre les classes d'équivalence unitaire 
de projections fortement minimales et les points ouverts de G (proposition 
1.3 de [125]). 
On ne donnera pas ici les détails techniques de la construction des projections 
de Kaniuth et Taylor, le lecteur intéressé consultera la section 1 de [71], on se 
contentera d'énoncer les théorèmes décrivant les propriétés de ces projections 
utilisées dans la suite. La construction démarre à partir d'un ouvert U C A 
invariant par l'action de IR et d'une fonction mesurable f : A —> C dont le 
support est contenu dans U. Kaniuth et Taylor associent à £ deux fonctions 
mesurables f* : R -» C, s - • £(x • s) et / { : G -> C définie à coup de 
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transformée de Fourier inverse sur À. Les deux auteurs posent alors certaines 
conditions sur £ qui impliquent notamment que £* est un vecteur unité de 
L2 (R) et que fç € L1 (G). Les fonctions £ satisfaisant ces conditions sont 
appelées des PGF (fonctions génératrices de projections) ; Kaniuth et Taylor 
prouvent le théorème suivant (théorème 1.2) : 
Théorème 3.1.1 
Si U est un ouvert R-invariant de A et si £ est une PGF associée à U, alors 
/ç est une projection de L1 (G) et, pour x € Â 71X (/¢) e s t S0J* ^a projection 
orthogonale sur C£* si x^U, soit est nulle si X&U-
Mais le résultat plus intéressant est celui obtenu quand U est une orbite d'un 
caractère x € A à stabilisateur R x trivial (rappelons que dans ce cas -Kx est 
irréductible) (théorème 2.3) : 
Théorème 3.1.2 
Soit x£ A à stabilisateur Rx trivial et à orbite Rx ouverte dans A ; notons 
V(TTX) l'ensemble des projections de L}(G) dont le support dans G est {TTX}, 
alors 
i) tout élément de V(nx) est somme orthogonale finie de projections mi-
nimales dans L1 (G) ; 
H) les éléments minimaux de V(1Kx) sont exactement les projections de 
la forme /¢, où £ est une PGF associée à l'orbite Rx et toutes ces 
projections sont fortement minimales. 
Ces préliminaires établis, il est temps de passer à un exemple concret... 
3.2 La composante connexe du groupe des af-
finités de R 
Le groupe G des affinités de R est le groupe des transformations affines de 
R : x i-> ax + b, a € R x , 6, x 6 R. Ses éléments sont donc donnés par des 
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couples (6, a) et cette identification permet de voir G comme le produit semi-
direct R xi R*. Sa composante connexe G0 n'est rien d'autre que l'ensemble 
des couples (b, a) avec a > 0, c'est-à-dire Go = R x R£. Même s'il est clair 
que ce groupe pourrait s'écrire comme R x R pour préserver le formalisme 
introduit ci-dessus, on conservera ici l'écriture Go = R xi R* pour éviter 
la lourdeur de la notation de l'action de R sur R donnée par s • r = esr. 
L'action de R* sur R est donc donnée par simple multiplication et cela reste 
également vrai sur le dual R si on identifie celui ci avec R (R = R, s i-> Xs 
où Xs (r) = e" r). On voit donc facilement qu'il n'y a que deux orbites non 
triviales dans R S R : R* = Rx- i et R* = Rx+i- Pour simplifier, on 
notera dans la suite 7Tx-1 = TT_ et 7Tx+1 = TT+. Par la théorie de Mackey on a 
doncG^ = RII{7r_}II{7r+}. 
On considère alors l'homomorphisme surjectif a : G0 
suite exacte au niveau des C*-algèbres de groupes : 
R î , qui fournit une 
0 —•+ I = Ka-(O,) -î-> G*(G0) -^* C ( R J ) 0 
La connaissance de Go permet d'identifier le noyau de a, : en effet par 3.2.1. 
de [44] le dual de / est homéomorphe à C~*{G^y = {TT e C*(Go~)| Tr(Z) / 0}, 
c'est-à-dire dans ce cas I = {7r_} II {n+}. Par 4.7.3 de [44] on conclut alors 
que I = K©K, où K désigne l'algèbre des opérateurs compacts sur un espace 
de Hilbert infini separable. Comme de plus C*(R+) = Go(R), la suite exacte 
de C*-algèbres devient 
0 K © K G*(G0) —> G0(R) —• 0 
Comme par Connes Ao(C(Go)) = 2Z et Ai(C(Go)) = 0, on a la suite exacte 
à 6 termes en K-théorie : 
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Notons encore £_ (resp. £+) une PGF construite par Kaniuth et Taylor asso-
ciée à l'orbite de X-i (resp. x+i)> rappelons que par les résultats de Kaniuth 
et Taylor f(_ (resp. /^+) est fortement minimale avec S(fç_) = {7r_} (resp. 
S(f(+) = {fl+})- Remarquons ici que l'on peut montrer (comparer avec 1.2.1) 
que si H est un groupe localement compact abélien sans sous-groupe com-
pact non-trivial, alors C*(H) n'a pas d'idempotent non trivial. L'exemple de 
Go montre que c'est faux dans le cas non-abélien. 
Proposition 3.2.1 
L'élément [/£_] (resp. [f(+]) est un générateur de K0[C(G0)) = Z. 
r
 Notons [(p_, O)] et [(0,p+)\ les deux générateurs de K0(K ©K) = TL © TL ; 
p_ et p+ sont donc des projections de rang 1 (fortement minimales) de K. 
Notons q_ = i((p~, O)) et q+ = i((p+,O)) les projections images dans C(G0) ; 
par construction g_ et q+ sont fortement minimales avec 5(ç_) = {7r_} et 
S(q+) — {T+} . Par 1.3. de [125] on a donc que /{_ ~ u ç_ et /^+ ~ u q+. On a 
donc obtenu que i»([(p_, 0)]) = [/{_] et i,([(p+, 0)]) = [/^+]. Il reste à identifier 
l'application i„ ce qui se fera en travaillant sur la suite exacte à 6 termes 
ci-dessus. Par symétrie du problème le générateur 1 € TL = K\(Co(IR)) est 
envoyé a priori soit sur (1,1) € TL © TL soit sur (1, -1) € TL © TL (on verra 
dans la suite que l'image est (1,1)). 
a) J(I) = (1,1) 
Posons i»((l,0)) = c et i,((Q, I)) = d. On a 
c + d = i.((l, O)) +1.((0,1)) = i.((l, I)) = 0; 
donc Im(it) Ç cTL — dTL. Comme i» est surjective, on a c = — d = ±1. 
D'où la conclusion [/{_] = — [/{+] = ±1. 
b) J(I) = ( I 1 - I ) 
Dans ce cas, par un calcul similaire on obtient [/ç_] = [/£+] = ±1. 
j 
Remarque : On verra dans la section suivante que J(I) = (1,1), c'est à dire 
que les projections /{_ et / f ne sont pas équivalentes dans M00(C(Go)) 
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et donc en particulier dans C(G0) (on savait déjà qu'elles n'étaient pas 
unitairement équivalentes dans C*(Go) puisqu'elles n'avaient pas le même 
support dans G0). 
3.3 Le groupe des affinités de R 
Comme on l'a déjà relevé, les résultats de Connes ne s'appliquent pas au cas 
de G = R x R x car ce dernier n'est pas connexe. On va cependant pouvoir 
tout de même calculer cette K-théorie par d'autres moyens. La théorie de 
Mackey s'applique par contre comme dans le cas de la composante connexe. 
On n'aura cette fois plus qu'une seule orbite de l'action de R* sur R : l'orbite 
Rx+i. Si on note Tr+ = Trx+1, le dual de G est donc cette fois G = R x II {71+}. 
L'homomorphisme surjectif ß : G 
des C*-algèbres de groupe : 
R x fournit la suite exacte au niveau 
0 J = Ker(ßt) - À C(G) A C*(RX) —> 0 
Avec les mêmes arguments que dans le cas précédent, on obtient J = {n+} et 
donc J =* K. Comme C*(RX) £ C0(R) © C0(R), on réécrit la suite exacte : 
0 —• K -1+ C(G) 1^ C0(R) © C0(R) 
d'où en K-théorie la suite exacte à 6 termes 
TL i . K0(C*(G)) -^ • 0 
0 
2Z©Z A K1(C(G)) -ï-
Pour déterminer la K-théorie de C(G), on fera appel à quelques résultats de 
KK-théorie qui apparaissent tous dans [118]. Soit A une C*-algèbre separable 
nucléaire, B une C*-algèbre, alors l'ensemble des extensions de A par B ® K 
(i.e. l'ensemble des suites exactes de C*-algèbres (à équivalence près) du type 
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O -»• B ® K -» £ -> A -» O), noté Ext(A,B) est un groupe ([118] 10.5). 
Ce groupe est isomorphe au groupe de KK-théorie A-ZCi(A1B) ([118] 10.6). 
Chaque extension fournit donc un élément a de KKi(A, B). Si on regarde 
alors la suite exacte à 6 termes en K-théorie exprimée à l'aide des groupes 
de KK-théorie, on obtient 
^AT0(C, B) - ^ KK0(C, E) - ^ KK0(C, A) 
KK1(C7A) Sl. KK1(CE) ^- KK1(CB) 
avec cette fois-ci les flèches de connexion données par produit de Kasparov 
par l'élément a : 6(x) = x ®A a. 
Dans le cas étudié ici, la suite exacte courte de terme central C(G) fournit 
un élément de Ext(C0(R) © C0(IR)1C). Dans [130] D.N.Zep montre que ce 
groupe est isomorphe à TL © Z et que l'extension donnée par C(G) corres-
pond à l'élément (1,1). Notons alors (a, a) cet élément en le regardant dans 
KK1(C0(K) © C0(IR), C) = UTATI(CO(IR), C) QKK1(C0(R), C) ^ Z © TL. Ce 
générateur a de KK1(C0(TR.), C) a la propriété que couplé par le produit de 
Kasparov au générateur de Bott ß de -Ki(C0(R)) = KK1(CC0(R)) = TL il 
donne (périodicité de Bott en KK-théorie) : ß ®C0(R) a = l<fc> où Iß est le 
générateur de KK0(C, C) S* K0(C) S 2 . 
Ces résultats montrent alors facilement la proposition suivante : 
Proposition 3.3.1 
Soit G = R » R x le groupe des affinités de R; alors K0(C(G)) = 0 et 
K1(C(G)) * Z. 
r
 Décrivons la flèche de connexion 
6 : UTi(C0(IR) © C0(IR)) -> Uf0(K) * K0(C) 
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en KK-théorie ; par les résultats de Zep, elle est donnée par : 
Z © Z S A1Zf1(C,C0(R) ©C0(R)) —+ K 0 ( C ) ^ Z 
(m, n) = (m/3, nß) i—• (m/3, n/3) ®C„(R)®CO(R) (<*> a) 
= mß ®C0 (R) a + n/? ®CO(R) a 
= m l t + nl<t 
= m + n 
La flèche S est donc surjective et la suite exacte à 6 termes fournit alors 
immédiatement K0(C(G)) = 0 et JTi(C*(G)) ^ Z . _j 
La connaissance de cette flèche d'indice pour G va permettre de déterminer 
également la même flèche d'indice pour Go (Rappelons que l'on n'avait pas 
pu déterminer si <5(1) = (1,1) ou 6(1) = (1,-1)). Le monomorphisme de 













o K ^ - C
f(G) -Zl C0(R) © C0(R) 
Il faut tout d'abord décrire le morphisme 77. Comme par définition pour 
f ÇLl(G0) on a 
1) si a > 0 
sinon 
de même pour / € L1 (R+) on a 
f(a) si a > 0 
V(f)( .«) = { 0 sinon 
On décrit ainsi »7 au niveau des algèbres de groupes, pour la voir au niveau 
des fonctions sur le dual, il faut utiliser les isomorphismes : 
C*(R*) -> C0(R*) J* C0(R) 
/ - • W ) 
où ^0(Z)W = /R* /»Xs(z)<*x = /Rx f(x)x"dx, s € R, et 
C*(RX) -+ C0(R7) = C0(R x Z/2) 
5 ^ ^(P) 
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où F(g)(s,e) = /RX g(x)x(s,c)dx = /RX g(x)\x\"sgn(xYdx, (s,e) e R x Z/2. 
Lorsque g — r\(f) le second isomorphisme donne donc : 
7Wf))M= f f(x)x"dx=To(f)(s). 
T) est donc décrit au niveau des fonctions par 
r, : C0(R) -> C0(R) e C0(R), / ^ (f, / ) . 
On est alors en mesure de décrire toutes les flèches en K-théorie : 
Z©2Z '•—-Z- - 0 
2©2Z 
Un simple exercice utilisant les constructions de Kaniuth et Taylor montre 
que si / (+ (resp. f(_) est une PGF pour G0 associée à l'orbite R* (resp. R*) 
alors ip(fç+) (resp. VK/f-)) est u n e PGF pour G associée à l'orbite R x . Ceci 
montre que ¢.((1,0)) = ¢,((0,I)) = 1. 
La commutativité de la face gauche donne alors 
(¢. o J0)(I) = (S o ifc)(l) = 6(1,1) = 1 + 1 = 2 
D'où la conclusion : (J0(I) = (1,1). 
3.4 Une remarque sur un théorème de Baum 
et Connes 
Dans leur premier article concernant la conjecture de Baum-Connes [7] (cet 
article datant de 1982 sera publié sous peu et dans sa forme originale dans 
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l'Enseignement Mathématique), P.Baum et A.Connes consacrent la section 
5 au cas des groupes de Lie ayant un nombre fini de composantes connexes. 
Les calculs de la K-théorie de G = IR x R* faits ci-dessus montrent qu'en 
fait certains des résultats de cette section ne sont vrais qu'en supposant le 
groupe connexe. 
Rappelons que G est moyennable et donc que la conjecture de Baum-Connes 
est vérifiée [124]. Le groupe géométrique Kl{pt,G) décrit par Baum-Connes 
est donc isomorphe à Ki(C(G)). Si on note H le sous-groupe compact maxi-
mal de G (ici H = Z/2Z) , le seul lemme de la section 5 de [7] montre que 
EG = G/H = GQ. Baum et Connes utilisent ce lemme pour démontrer 
la proposition identifiant le groupe géométrique à KxH(g*), où g — Lie(G) 
(l'identification se fait en fait avec K'H((g/h)*) mais ici H est fini donc 
h = Lie(H) triviale). De cette proposition, les deux auteurs tirent deux 
corollaires dont un contre-exemple au second est fournit par G. Ici on a en 
effet Kx(pt,G) = K]j(g*) = TL que le corollaire affirme être isomorphe à 
[ÄJUpt)]-, où H = H y-so(g-) Spin(g*) est un revêtement à deux feuilles de 
H. Comme ici H est fini, H également et donc K^(pt) — 0. L'erreur se situe 
juste avant ce corollaire où les auteurs se mettent à utiliser la connexité de 
H, ce qui équivaut à celle de G, hypothèse absente au départ. La formulation 
de la conjecture de Baum-Connes de la dernière remarque du paragraphe est 
fausse pour les mêmes raisons. 
Chapitre 4 
La conjecture de Baum-Connes 
pour les groupes à un relateur 
Introduction 
Le premier paragraphe de ce chapitre sera consacré au calcul explicite de 
la K-théorie de la C*-algèbre réduite des groupes à un relateur. Le lecteur 
voudra bien se référer à 1.4 pour les rappels et les notations sur ces groupes. 
Soit donc r = (X\r) un groupe à un relateur; la relation r peut s'écrire 
r — sn où n ^ 1 et s n'est pas une puissance d'un autre mot de F(X). 
Rappelons encore que T est sans torsion si et seulement si n = 1. 
Dans ce chapitre, l'abélianisé d'un groupe G sera noté Gab et l'image d'un 
élément g G G dans Gab sera elle notée g. 
La K-théorie de la C*-algèbre réduite d'un groupe à un relateur est alors 
donnée par le théorème suivant : 
Théorème 4.0.1 
a) Soit T — (X\r) un groupe à un relateur avec r = sn comme ci-dessus, 
alors 
K0(CW)) = { 2 " 9 ^ sir est trivial dans F(X) Z" sinon. 
ob 
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Dans les deux cas, TZ11 est engendré par les n projecteurs spectraux 
de s dans C* (T). En particulier, si G est sans torsion et r ^ O alors 
Ko(Cf(T)) est engendré par [1] la classe de l'unité en K-théorie. 
b) Soit T = (X\sn) un groupe à un relateur et (s) le groupe cyclique uni 
engendré par l'image de s dans T"* ; alors 
O —+ (s) —> r 0 6 ^ K1(Ct(T)) — • O 
est une suite exacte courte. En particulier si T est sans torsion, Kp est 
un isomorphisme. 
Même si le théorème 4.0.1 sera prouvé par calcul direct, il est intéressant de 
le regarder du point de vue de la conjecture de Baum-Connes et de la flèche 
d'assemblage 
/if : Kf(ET)-> Ki(V(T)). 
Par un célèbre résultat de Lyndon (voir théorème D.10 de [12]), un groupe à 
un relateur T = (X\sn) a une dimension homologique rationnelle inférieure 
ou égale à 2. En conséquence le caractère de Chern fournit les isomorphismes : 
Kt(ET) ® z C S H0(T, FT) e H2(T, FT) 
Kl(ET)(S)TiC^H1(T1FT) 
Par 1.4.2, un ensemble de générateurs comme T-module de F r (représentants 
des classes de conjugaisons d'éléments de torsion de T) est 
{1,5, S2, S3,..., S""1}. 
Si Z\-(sh) désigne le centralisateur de sk, le lemme de Shapiro nous fournit 
alors l'isomorphisme 
n - l 
Hi(T, FT) a QHi(Zr(^)1C) 
A=O 
qui donne immédiatement Ho(T1FT) = C". Pour k > 1, le centralisateur 
Zr (sk) est le sous-groupe cyclique engendré par s dans T (voir théorème 2 
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de [101]), et donc 
H1 (T, F r ) =• i7i(T,C) = ro6ig>zC 
H2(T, FT) s H2(r,c) 
La description de l'espace classifiant de T donnée par le théorème D.20 de 
[12] permet facilement le calcul du deuxième groupe d'homologie : 




^ > - \ Q
 s i 8$ [F(X), F(X)] 
En regroupant ces résultats, on obtient bien les isomorphismes attendus 
KZ(ET) ®z C e { J ^ 
"
v
— ' ^ C sinon. 
Cn+1 si s est trivial dans F(X)00 
#[(££) ® z c = T06Ig)Z c 
En regard du théorème 4.0.1, les isomorphismes 
Ki(C^(T)) ® 2 C ë Kf(ET) ®z C t = 0,1 
ont été établis de manière abstraite. Le second paragraphe démontrera que 
cet isomorphisme est bien donné par la flèche d'assemblage : 
Théorème 4.0.2 
La conjecture de Baum-Connes à coefficients est vraie pour un groupe à un 
relateur T; en particulier l'application ßf : Kf(ET) -> Ki(Cf(T)) est un 
isomorphisme pour i = 0,1. 
D'où, par les remarques de 1.3, le corollaire immédiat : 
Corollaire 4.0.3 
Soit T un groupe à un relateur sans torsion; alors C*(T) n'a pas d'idempo-
tents autres que 0 ou 1. 
Les théorèmes 4.0.1 et 4.0.2 seront prouvés en utilisant le principe de la 
preuve de 1.4.1 : un groupe à un relateur T — (X\r) s'injecte dans une ex-
tension HNN(H, A, 0), où H est un groupe à un relateur avec une relation 
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plus courte, et A est un groupe libre (conséquence de 1.4.1). En particulier T 
admet une action non-triviale sur un arbre (voir 5.3.1). En combinant la dé-
monstration par induction sur la longueur du générateur avec les résultats de 
Pimsner sur la K-théorie de C*-algèbres de groupes agissant sur des arbres, 
le théorème 4.0.1 sera prouvé. La preuve du théorème 4.0.2 nécessitera elle 
un résultat supplémentaire : si un groupe G agit sur un arbre sans inversion, 
avec des stabilisateurs de sommets et d'arêtes pour lesquels la conjecture 
de Baum-Connes à coefficients est vérifiée, alors cette conjecture est vraie 
pour le groupe G. Ce résultat d'hérédité, bien que cité comme connu par 
les spécialistes (théorème 4.3 de [9]), n'était encore prouvé rigoureusement 
nulle part lorsque débutèrent ces recherches sur les groupes à un relateur (la 
preuve de [9] contient un sérieux trou qui sera mis en évidence ci-dessous). 
Pour cette raison, une preuve de 4.0.2 sans coefficient, qui ne fasse pas appel 
aux actions sur les arbres, fut tout d'abord recherchée. Lorsque T = (X\r) 
est un groupe à un relateur sans torsion, il existe un modèle simple de l'es-
pace classifiant Br , due à Lyndon [90]. Dans ce cas, par identification des 
générateurs, il sera possible de prouver que ß\ est un isomorphisme, et que 
ßl est un isomorphisme dans le cas "générique" F ^ O (voir la proposition 
4.3.3 ci-dessous). Finalement le résultat d'hérédité nécessaire à la preuve de 
4.0.2 fut prouvé par J.L.Tu [123], qui combina la machinerie de la KK-théorie 
équivariante avec une version de la dualité de Poincaré en KK-théorie due à 
Kasparov et Skandalis [81]. Simultanément et indépendamment une preuve 
de ce même résultat fut obtenue par H.Oyono-Oyono [103]. 
4.1 Calcul de la K-théorie : Preuve de 4.0.1 
4.1.1 Résultats préliminaires 
Rappelons que pour tout groupe T, on peut construire un homomorphisme 
ßt : T"6 -¥ Kf(ET) tel que /ifoft = nr (voir [100] et la section 5 de [128]). 
Lemme 4.1.1 
I) Soit T un groupe agissant proprement sur un arbre orienté X ; alors 
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Mo : Kl(ET) -> K0[Ct(T)) est un isomorphisme. 
2) Soit T = (Z/nZ) * Ffc ; notons s le générateur de Z/nZ, alors 
a) /ij est un isomorphisme, et Ko(Cf(T)) = Z" est engendré par les 
n projecteurs spectraux de s. 
b) Le diagramme triangulaire suivant est commutata 
K\(ET) ^ • K1(Cf(T)) 
r°6 = (ZInZ) © Z* 
où ker(ßt) = fcer(ztr) = Z/nZ et ß\ est un isomorphisme. 
1) La preuve suivra une idée de Baum et Connes (théorème 4.3 de [9]). 
Notons X° (resp. X1) l'ensemble des sommets (resp. des arêtes) de 
X. Soit I .Y I la réalisation géométrique de X. On identifie chaque arête 
géométrique de \X\ avec [0,1]. On obtient ainsi une suite exacte courte 
T-équivariante d'algèbres abéliennes : 
0 —• C0(X1X]0,1[) —• Co(|X|) -Î-». C0(X0) —• 0 
ce qui fournit une suite exacte à 6 termes en K-homologie équivariante : 
Kl(X*)±~KU\X\) — K\{X*) 
Kl{Xl)^K\{\X\)±-Kl{X*) 
dans laquelle la périodicité de Bott Kf(X1X]0,1[) 9* Kf+1(X1) (i € Z) 
a été introduite. On peut alors vérifier que les applications verticales 
sont induites par l'opérateur de cobord d : X1 -* X0. Soit E un 
domaine fondamental pour l'action de T sur X, choisi comme dans le 
§1 de [106] (E est un relèvement de G\X dans X que l'on peut choisir 
tel que chaque arête de E1 ait son origine dans E0 et tel que la réunion 
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de E0 et des arêtes de E1 ayant leur origine et leur sommet terminal 
dans E0 soit un sous-arbre de X) ; alors 
Kf(X0) = 0 I € E „ Kf(T • x) = ® , 6 £ . Kf'(pt) 
Kl(X1) = e v 6 E . K[(r • y) = ©v 6£. KÏ'(pt) 
(on peut utiliser ici des sommes directes et non des produits directs car 
on travaille avec la K-homologie à support compact). En particulier, 
comme les stabilisateurs sont finis (l'action est propre), la suite exacte 
à 6 termes se déploie de la façon suivante 
0 -> Kl(\X\) -> ®„ e £ 1 Kl"(pt) dA © i e E „ Kl'(pi) -+ AS-(IJTI) -+ 0 
Parallèlement, on dispose des suites exactes de Pimsner [106] qui cal-
culent la K-théorie de C* (T) ; en y injectant le fait que les stabilisateurs 
sont finis, c'est-à-dire K1(Ct(Tx)) = 0 = K1(Ct(Ty)) pour x e E0, 
y 6 E1, on obtient 
0 - • K1(Ct(T)) -> 0 * = . K0(C;(Ty)) - ^ © I 6 S „ K0(Ct(Tx)) 
-> K0(Ct(T))->0 
Comme pour un groupe fini F on peut choisir EF — pt, les deux suites 
exactes ci-dessus sont liées par quatre flèches d'assemblage : 




o — üfi(c;(r)) — e,eBi Ko(c;(r,)) —• ©ieE<, Jfo(c;(r«)) — Jfo(c;(r)) — o 
Comme les applications d, et i, proviennent des inclusions de groupes, 
et que la flèche d'assemblage est naturelle par rapport aux monomor-
phismes de groupes (théorème 1 de [128]), les carrés du centre et de 
droite de (*) sont commutatifs. La conjecture de Baum-Connes étant 
vraie pour les groupes finis, le lemme des cinq prouve alors que ^o e s t 
un isomorphisme. 
Remarquons ici qu'on ne peut pas conclure de la même manière pour ß\ 
car la commutati vi té du carré de gauche n'a pas de preuve immédiate. 
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C'est précisément le point non traité dans la preuve du théorème 4.3 
de [9]. 
2) Soit Y le graphe de Cayley de T par rapport au système de générateurs 
{s*1, a*1 , . . . , a*1}, où s engendre 2Z/n2Z et les Oj engendrent librement 
F*. Le graphe Y est arborescent : c'est le produit libre d'un n-gone et 
de l'arbre 2Â>réguIier. Si on réduit chaque n-gone de F à un point, on 
obtient un arbre 2kn régulier sur lequel T agit proprement (les stabilisa-
teurs sont finis). Cette action est transitive sur les sommets. Le premier 
point du lemme implique alors que /ÌQ est un isomorphisme. La fin de 
l'assertion du point a) résulte du fait que K%(\X\) 2 Kf'n7L(pt) S Z " 
(ce qui découle clairement du diagramme (*) ci-dessus car dans ce cas 
rf, = 0). L'assertion b) est, quant à elle, une conséquence du calcul de 
la K-théorie Ki(C;((Z./nÏÏ)*Fk)) dû à Cuntz [40], [41] (basé lui-même 
sur le calcul de Ki(C* (Vk)) de Pimsner et Voiculescu [105]). J 
Revenons à T = (X\sn) où n ^ 1 et s n'est pas une puissance d'un autre élé-
ment de F(X). Notons T le groupe à un relateur sans torsion donné par 
r = {XIs). Comme les éléments de torsion de T sont des conjugués de 
puissances de s (1.4.2), l'application «p factorise par un homomorphisme 
îcf : r —> K\(C*(T)) qui fournit le diagramme commutatif suivant : 
*i(c;r) 
RV ! \ 
o — (s) — r°* £? o 
\ _ / 
Tpab 
Comme la ligne inférieure est exacte par 1.4.2, prouver la seconde partie du 
théorème 4.0.1 revient à montrer que /cf est un isomorphisme. 
Pour démontrer 4.0.1, on utilisera le principe de la preuve du Freiheitssatz 
(1.4.1) vu au premier chapitre. La démonstration se fera donc par induction 
sur la longueur de s. Attention, ici l'induction sera bien sur la longueur de 
s et non sur celle de r = sn, mais à l'exception de cette différence purement 
technique, le cheminement sera le même. Pour éviter toute confusion, rap-
pelons les notations utilisées dans les deux cas du pas d'induction en tenant 
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compte de la remarque précédente. 
I - Il existe t e X tel que at{s) = 0. En prenant alors l'alphabet bi - t*bt~', 
Ci = f ci -*, . . . ( i e Z ) , s s'écrit comme un mot cycliquement réduit s 
plus court sur l'alphabet 6,-, Cj1... Si /J and m désignent respectivement 
les indices minimum et maximum des occurrences des bi dans s, T est 
l'extension HNN suivante F = HNN(H, A, 9) où 
H = (6^ , . . . ,6 m , c i ,d i , . . . ( i6Z) | s n ) 
A
 = / ( fe/i.---^m-I1Cj, di,...(i6Z)) SÌ /Lt < m 
\ {Ci,d,-,...(i€Z)) 
e : A - + t f , ( ^ 6 i + 1 ' * 
I Ci-ICi+1,... 
(par le Freiheitssatz, A est un groupe libre). 
De même f : f = HNN(H, A, 6) où 
ff = (&,,,... ,bm,d,di, . . . ( iez) |s) 
. (teZ)) si /Lt < m 
si /it = m 
Ci+i,. . . si/Lt < m 
si /i = m 
A = / ( ^ • • • • ' ' 'm- l .C i , ^ , ...(i€ 
\ (ci,di,...(iez)> 
0 • A-+H { bi ~* bi+u Ci ~~* ^ + 1 ' " ' s i ^ K m 
• ' 1 Ci - > C i + i , . . . si /i = m 
si ^ = m 
II - CT2(S) ^ 0 pour tout z e X. En posant a = fft(s) et /? = aj,(s) on 
construit le groupe G — (y,x,c,d,... \s" = sn(yx~P,xa,c,d,...)) dans 
lequel T s'injecte par ip : T -¥ G, t i-> yx~&, b 1-4 xa, c *->• c,... On 
peut alors regarder G comme un produit amalgamé G = r*< 6 = 1«> (x) 
ou, comme au point I (car ax(si) = 0, CTV(SI) = at(s) / 0), comme une 
extension HNN d'un groupe à un relateur H — (yi,Ci,di,... \sn) avec 
\s\ < \s\ (remarque : en général |s i | < \s\ n'est pas satisfait). 
De même, cette construction est encore valable pour T, G et H. 
Tout au long de l'induction, il faudra pouvoir contrôler la torsion. C'est le 
rôle du lemme suivant. 
Lemme 4.1.2 
A la fin de J'induction (avec plus qu'un seul générateur dans s), T est de 
la forme T = (Z/nZ) * Fk, (k = 0 , 1 , . . . , oo), où n est l'entier donné dans 
(X\s"). 
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r
 II suffit de montrer que dans les deux cas du pas d'induction s n'est pas 
une puissance d'un élément non trivial de F(X'), où X' est l'ensemble des 
générateurs de H. Autrement dit, il faut montrer que dans tous les cas H est 
sans torsion. Le premier cas est trivial puisque f = HNN(H, A, 6) et donc 
H est un sous-groupe de T qui n'a pas de torsion par hypothèse. Le second 
cas résulte des remarques suivantes : si H avait de la torsion, G en aurait 
également, et il existerait k > 1 tel que S1 = wk. A permutation cyclique 
près, on peut alors supposer que si commence par y*1 c'est-à-dire est de la 
forme : 
S l = ^ i . ± i . . . . ± i . . . 
k fois 
Comme Si est obtenu en réécrivant s selon la transformation donnée par 
t »-»• yx~P, b 1-4 xa, c 4 c,..., s doit être de la forme : 
* v ' 
k fois 
sans simplification possible devant les t*1. Cela contredirait alors l'hypothèse 
sur s. j 
Tous ces résultats préliminaires établis, on est alors en mesure de débuter 
l'induction proprement dite. 
4.1.2 Induction 
Le premier pas de l'induction est constitué simplement des lemmes 4.1.1 et 
4.1.2. Le pas d'induction est lui bien plus complexe. 
Pas d'induction : 
Comme annoncé, on séparera deux cas : 
I - at{s) = 0 et donc T = HNN(H,A,ff) (resp. f = HNN(H,A,9)). 
Notons i (resp. i) l'inclusion de H (resp. H) dans T (resp. T). Il existe 
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alors une suite exacte à 6 termes en K-théorie pour les extensions HNN 
due à Anderson et Paschke [1] et généralisée en KK-théorie par Pimsner 
[106]. 
K0(CM)) ^ ^ K0(CAH)) —±-~ K0(Ct(T)) 
K1(CAT)) —îi— K1(CAH)) 1J-^- K1(CAA)) 
Comme A est libre, on sait que K0(CAA)) = Z[I]; 0, étant induit 
par un *-homomorphisme unital on en déduit 6,[1] = [1] donc que 
l'application Id - 9, : K0(C;(A)) -4 Jf0(C;(H)) est nulle. La suite 
exacte à 6 termes se scinde alors : 
0 -4 K0(Cl(H)) h K0(CAT)) $ K1(CAA)) " ^ 
K1(CAH)) h K1(CAT)) $ Z[I] -4 0 
On notera S9 l'unitaire de CAT) correspondant à un élément g € T, 
et [S9] sa classe dans K1(CAT))- On utilisera ici la notation habituelle 
additive pour les groupes K1. Pour poursuivre on a ici besoin d'infor-
mation sur di : K1(CAT))^TZ[I]. 
Assertion 1 : O1[St] = -[1] 
Ce résultat peut être obtenu à partir de la description donnée dans 
[1] : la suite exacte à 6 termes provient d'une "extension de Toeplitz", 
c'est-à-dire d'une suite exacte courte 
0 -4 CAA) 9 K -4 V -4 CAT) -4 O 
où K désigne l'algèbre des opérateurs compacts sur l'espace de Hilbert 
infini separable habituel, et V est une C*-algèbre agissant sur /2(r), 
engendrée par les S)1 (h. € H) et par une isométrie S jouant le rôle de 
t, telle que 1 — SS' = 1 <8> e, avec e une projection de rang 1 dans 
K. Comme St € C} (T) se relève dans V en l'isométrie S1 un calcul 
classique en K-théorie (voir p.ex. [129] 8.C.) montre que 
O1[S1] = [1 - S'S] - [1 - SS*] 
= - [ I ®e] £ K0(CAA)QK) 
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Par l'identification standard entre K0(C;(A)®K) et Ka(C*{A)), [ligie] 
correspond à [I]. Cela prouve l'assertion 1. 
On peut alors définir un homomorphisme de groupe p : T - J Z obtenu 
en envoyant t sur —1 et tous les autres générateurs sur 0 (p est bien 
définie car at{s) = 0). On note 0ab, iab, pab les homomorphismes induits 
au niveau des groupes abélianisés par B, i, p respectivement (les groupes 
abélianisés sont écrits additivement). Rappelons que pour g € T on note 
_ ~ab 
g l'image de g dans T . 
Assertion 2 : La suite A"* -4 Hab -* T û  î°? P"
6
 P°? 0 est exacte. 
L'exactitude en TL est triviale. Comme fcer(p"6) est le sous-groupe de 
~a6 — _ —ab 
T engendrée par b, c,..., l'exactitude en T découle des relations 
^(6,-) = 6,^(67)=0,... 
Pour prouver l'exactitude en Hab, remarquons que Id-6ab : Aab 
est donnée par 
îjab 
f bi 1-4 6{ - bi+u i H4 bi — bi+i, d>-ï Ci — Ci+i, • •• s i ß < m 
c7 H-> £7 - cT^T,... si fj, = m 
Rappelons que -A"6 est le groupe abélien libre engendré par 6M ,..., 6m_i, 
ci, ...si fi < met par c7, dj, . . . si n — m. Ecrivons H"6 (resp. T ) le 
quotient du groupe abélien libre 7L (bi, ci,...) (resp. 7L (t, b,c,...)) par 
le sous-groupe engendré par I (resp. par s). Considérons le diagramme 
commutatif : 
jafc 




H ab fab 
où le signe " désigne les applications écrites au niveau des groupes 
abéliens libres et les flèches verticales sont les applications quotient. 
Comme l'exactitude de la ligne supérieure est triviale en TL (bt, c7,...), 
et que io6(s) = s, l'exactitude en Hab résulte d'un simple "diagram 
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chasing". Cela prouve l'assertion 2. 
Considérons alors le diagramme suivant 
tab Id-S
ab 
H ab ~ab TL 
KA O KH Ö Kr Ù = Ö 
Ki(CM)) 
ld-9. 
K1(CAH)) — K1(CAr)) TL 0 
Par l'assertion 2 les lignes sont exactes et par l'assertion 1 le diagramme 
commute. Par hypothèse d'induction KA et KN étant des isomorphismes, 
le lemme des cinq implique que /cf est un isomorphisme. En substituant 
alors la ligne supérieure du précédent diagramme dans la suite exacte 
en K-théorie, on obtient : 
0 -* K0(CAH)) K0(C;(T)) $ Aab ,d4"b 
Hab L+ r U 0 
Pour traiter K0, on distingue quelques cas : 
(a) s = 0, alors s = 0 par le diagramme (*), d'où Id-9°* est injective, 
ce qui implique d0 - 0, i.e. it : K0(CAH)) -¥ K0(CAT)) est un 
isomorphisme. Or K0(CAH)) = TLn © TL par hypothèse d'induc-
tion. Comme i(s) = s et comme la copie de Z " de K0(CAH)) 
est engendrée par ^53^ (^ ' *¾ ' ) (* = 0 , . . . , n - 1) par hypo-
thèse d'induction, on obtient que la copie de TLn de K0(CAT)) est 
engendré par ± £ " = 0 * ^ ¾ ) . (& = 0 , . . . , n - 1). 
(b) s / 0 et s = 0 : dans ce cas le diagramme (*) permet de voir que 
iro(flb) = ker(Id - 0ab) S Z . D'où K0(CAT)) S K0(CAH)) © Z 
et, comme par hypothèse d'induction K0(CAH)) = Z", on ob-
tient /r0(Cr*(r)) ^ Z n © Z. Comme la copie de Z" de Ä"0(C;(r)) 
est isomorphe à l'image de i„ elle est engendrée par Ì 53"J01 (w,A:<5si), 
. (A; — 0, . . . , n — 1), pour la même raison qu'au point précédent. 
(c) s ^ 0 et s / 0 : le diagramme (*) implique dans ce cas que Id-9ab 
est injective ; comme en (a), i, : K0(CAH)) -> K0(CAT)) est donc 
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un isomorphisme. Par hypothèse d'induction K0(Ci(H)) = Z", 
d'où K0(C;(T)) =* Z " dont les générateurs sont £ £ ^ ( ^ ¾ ) . 
(fc = 0 , . . . , n — 1), toujours pour la même raison qu'au point (a). 
Cela conclut la première partie de la preuve. 
<xz(s) 7^  0 Vz € X. Alors, avec a = at(s), le premier cas s'applique à 
G = r*<4=Io> (x). On a observé qu'en écrivant G = (y,x,c,d,... |s"), 
on a (Ty(Si) = ot ^ 0. Cela implique sT ^  0 et donc par le premier cas : 
K0(Ci(G)) = Z " est engendré par A E ^ V ^ ) (* = 0 , . . . , n - 1) 
et KO •' G"0 -> Ki(C*(G)) est un isomorphisme. 

















: 1 1 - + 6 
: 1 *-> a 
Ces homomorphismes permettent d'écrire la suite exacte à 6 termes 
permettant de calculer la K-théorie d'un produit amalgamé (Lance [86], 
Natsume [99], Pimsner [106]) : 
Ko(C^(TZ.)) ^ ^ K0(Ci(T)) © K0(Ci(Tl)) - ½ * ½ K0(Ci(G)) 
O0 
K1(Ci(G)) J l ^ - K1(Ci(T)) © K1(Ci(TL)) ^ ^ - K1(Ci(TL)) 
Les applications (iim, -¾.) sont injectives. En effet on a : 
(*i.,-i2.) : K0(Ci(TL)) = z[i] -> ^o(c;(r))©^o(c;(2)) 
[1] - • ([I]1-[I]) 
(n-,-«2.) : ^ i(C;(Z)) = Z[^1] - • K1(Ci(V))(BK1(Ci(TL)) 
[Si] * ( W , - Û [ « I ] ) 
et l'injectivité de la seconde application découle de a / 0. La suite 
exacte à 6 termes se scinde alors en deux suites exactes courtes : 
0 _ Z[I] ^ - ^ i K0(Ci(T)) © Z[I] * Ä K0(Ci(G)) — 0 
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0 2Z[J1] {±dLl K1[CC(T)) <B Z[J1] n.+h, K1(G(G))^O 
On en déduit que J1, : K0(Ct(T)) -» K0(C'(G)) est un isomor-
phisme. Comme ji(s) = S1 et comme K0(Cf(G)) — 7Ln est engendré 
Par ì Er=o ("**.{). (* = 0 , . . . , n - 1 ) , on conclut que /T0(C^r)) = 2Zn 
est engendré par £ YA=^^^*), (k = 0 , . . . , n - 1). 
Assertion 3 : La suite 
0 - Z 1 • r e z «îl«Lo-. 0 
est exacte. 
r if6© = y-ßs 
Au niveau des groupes abélianisés < j°b(b) = ax e t j ^ l ) = x. { Jf(C) = c 
L'assertion 3 se prouve de la même manière que l'assertion 2. L'exac-
— . —ab 
titude en Z et G est triviale ; pour prouver l'exactitude en T © Z, 
on écrit T = Z (t, b, c,...) / < s > ; G06 = Z (x, y, c,...) / < sï > ; et 
on relève les homomorphismes aux groupes abéliens libres : 







L'exactitude de la ligne supérieure n'est qu'un simple exercice et comme 
J^(Is) s= si, la ligne inférieure est alors exacte en T © Z. L'assertion 
3 est ainsi prouvée. 
Il reste finalement à considérer le diagramme commutatif : 
- r«»©z Qab 
( • J . i - t J . ) 
Kr®t2 
n. +n, 
o — • /fi(c;(2Z) ' • " "' Ki(CHr))(BK1(C;(Z) ^ - ^ i K1(C;(n) 
dont les lignes sont exactes. Comme KQ and /¾ sont des isomorphismes, 
le lemme des cinq permet de conclure que «r est un isomorphisme. 
Ceci termine la preuve du théorème 4.0.1. 
4.1. CALCUL DE LA K-THÉORIE : PREUVE DE 4.0.1 81 
4.1.3 Remarques et corollaire 
Dans le §7 de [7], Baum et Connes énoncent la conjecture suivante : pour un 
groupe r , considérons l'homomorphisme r» : K0(C*T) —• R induit par la 
trace canonique sur C*T; alors T,(K0(C*T)) doit être le sous-groupe de Q 
engendré par les A, où n parcourt tous les ordres des éléments de torsion de 
F. En particulier si T est sans torsion, on devrait avoir T,(K0(C*V)) = TL : on 
retrouve la conjecture d'intégralité de la trace vue au chapitre 1. Le théorème 
4.0.1 montre alors le résultat suivant qui implique immédiatement le corollaire 
4.0.3 dans le cas "générique" : 
Corollaire 4.1.3 
Soit r = (X|sn) un groupe à un relateur avec s n'étant pas une puissance 
dans F(X), et s ± 0; aJors T,(KQ(C*T)) = \Z. En particulier si n=l, C*T 
n'a pas d'idempotent non trivial. 
Remarques : 
1) P.Julg a pu montrer directement que, si s = 0, la trace canonique du 
générateur supplémentaire de K0(CZ(T)) est nulle. Cela fournit donc 
une preuve directe de 4.1.3 et 4.0.3 (et en particulier une preuve de 
4.0.3 qui ne dépend pas de la conjecture de Baum-Connes). 
2) R.Roy a montré dans [115] que la conjecture de Baum-Connes sur les 
valeurs de T,(KÔ(C'(T))) est fausse : il existe un groupe T de présenta-
tion finie (mais forcément pas à un relateur) où tous les éléments non 
triviaux d'ordre fini sont d'ordre 3, avec - 1 ^ € T,(K0(C*(T)))... 
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4.2 Conjecture de Baum-Connes : Preuve de 
4.0.2 
4.2.1 Cas particulier 
Lemme 4.2.1 
Soit r un groupe agissant proprement sur un arbre orienté X, la conjecture 
de Baum-Connes à coefficients est vraie pour F, i.e. pour toute C*-algèbre F 
munie d'une action de T, la flèche d'assemblage fif : Kf(ET, F) -> Ki(FxrT) 
est un isomorphisme. (Ici Kf (ET, F) = Um KKf (C0(Y), F), où la limite 
est prise sur l'ordonné Êltrant des sous-ensembles T-compacts Y de ET). 
r
 Si on nomme \X\ la réalisation géométrique de X, une conséquence du 
§2 de [10] est qu'on peut choisir \X\ comme classifiant des actions propres : 
ET = \X\. Soit Ax la C*-algèbre associée au complexe simplicial |X|, comme 
définie par JuIg dans [65] et Kasparov-Skandalis dans [80] ; dans ce cas il 
existe alors un élément de "Dirac" D € KKr(Ax,C) et un élément "dual-
Dirac" T] € KKr(C, Ax) tels que D ®£ rj = lAx e KKT(AX,AX) ([80], 
Theorem 4.10), et rj ®Ax D = lt e KKr(C,C) ([80], §5.8. - la dernière 
égalité, découlant de résultats de [68] et [69], utilise le fait crucial que X est 
un arbre). On conclut alors en utilisant un résultat de Tu : les hypothèses de 
la proposition 5.25 de [122] sont satisfaites, donc ßf est un isomorphisme. j 
4.2.2 Induction 
Soit r = (X\r) un groupe à un relateur, avec r = s" où s n'est pas une 
puissance non-triviale dans F(X). Pour prouver le théorème 4.0.2, on utilisera 
à nouveau l'induction sur la longueur |s| de s. 
Si |s| = 0 ou 1, alors T est soit un groupe libre, soit un produit libre d'un 
groupe cyclique fini avec un groupe libre. Dans les deux cas, T agit propre-
ment sur un arbre et on conclut par le lemme 4.2.1. 
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Pour le cas général, on distingue à nouveau les deux cas : 
1. Si un générateur t apparaît dans s avec somme des exposants nulle alors 
r est une extension HNN : T = HNN(H,A,9), où H est un groupe 
à un relateur avec une relation s plus courte et A est un groupe libre. 
Par hypothèse d'induction, la conjecture de Baum-Connes à coefficients 
est vraie pour H et A. Par le théorème 1.1 de [103], la conjecture de 
Baum-Connes à coefficients est vraie pour T. 
2. Si le premier cas ne s'applique pas à F, celui-ci s'injecte dans un autre 
groupe à un relateur G auquel le premier cas s'applique. La conjecture 
de Baum-Connes à coefficients est alors vraie pour G et donc pour ses 
soüs-groupes, en particulier pour T. 
4.3 K-homologie : théorème 4.0.2 dans le cas 
sans torsion 
Si r est un groupe sans torsion, toute action propre de T est libre et propre. 
L'espace universel pour les actions propres ET peut être alors choisi comme le 
revêtement universel ET d'un espace classifiant Br. De plus comme l'action 
de T sur .ET est libre et propre on a Kf(ET) = Kf[ET) = Kt(BT) (où 
Ki(BT) dénote la K-homologie à support compact de BT). On va calculer la 
K-homologie du classifiant d'un groupe à un relateur sans torsion en utilisant 
le lemme suivant suggéré par U.Suter. 
Lemme 4.3.1 
Soit X un CW-complexe fini de dimension 2, alors on a 
K0(X) S* H0(X, Z) © H2(X, Z) 
K1(X) Si H1(X, Z). 
Les isomorphismes sont induits par Je caractère de Chein. 
r
 Remarquons tout d'abord qu'on peut supposer X connexe car dans le cas 
contraire on a tf.QI^Z) Sf © ^ . ( ^ , 2 ) et K.QJiXf) a 0 ^ . ( ^ ) 
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Nommons A le 1-squelette de X, la paire (X, A) est un CW-complexe relatif 
et donc l'inclusion A «-• X est une cofibration. Comme dans notre cas on a 
les homéomorphismes A « \ / i e / S} et X/A » S/JÇJS], c ß l a implique alors 
que Hn(A) = Jf0(X) - 0 et H0M(XfA) = Ki(XfA) = 0. Pour les deux 
théories d'homologie Z/2-graduées 
K.(X) = K0(X) © K1(X) et / / ,(X; Z) - Hm(X; Z) © /Z0^(X; Z), 
cela fournit les deux longues suites exactes suivantes : 
0 = Hev(A) -> Hn(X) -> Hn(XfA) -» 
-> Äorfd(>l) -»• A01U(Jf) -> HM(XIA) = 0 
où Aj(A") dénote Hi(X, TL) et 
0 = A0(A) -> K0(X) -+ i?o(Jf/i4) -* ^1(X) -> Ki(X) - • /^(X/vi) = 0 
Une des propriétés du caractère de Chern 
ch : K0(S2n)-> H2n(S2", Q) 
est d'appliquer un générateur de A0(S2") = Z sur un générateur de l'ho-
mologie entière H2n(S2", Z) Ç H2n(S2", Q) (cette dernière inclusion étant 
obtenue par l'homomorphisme des coefficients associé à Z <-* Q). Le carac-
tère de Chern induit donc un isomorphisme 
chz : K0(S2") S Z 4 JZ2n(S2", Z) = Z . 
La situation est analogue en dimension impaire pour les sphères 52 n + 1 . On 
peut alors lier les deux suites exactes ci-dessus : 
0 • K0(X) — K0(XfA) — • K1(A) • K1(X) • 0 
chz chi 
0 • Hn(X) — Hn (XfA) — H0M(A) — H9U(X) 
Par exactitude des suites on obtient les isomorphismes 
K0(X) S Hn(X, Z) et K1(X) S Hodd(X,7L). 
4.3. K-HOMOLOGIE 85 
Enfin, comme X est de dimension 2 on a 
Hn(X, TL) a H2(X, TL) et Hodd(X, TL) S Zf1(X, TL), 
d'où la conclusion désirée. j 
Lemme 4.3.2 
Pour un groupe à un relateur sans torsion T = (-ï|r), ies groupes Ki(BT) et 
Ki(Cf(T)) sont abstraitement isomorphes (i=0,l). 
r
 Par un argument de limite directe, on peut supposer que X est fini. On 
utilise alors pour B r le modèle dû à Lyndon (90], voir aussi [12], i.e. un 
bouquet BF(X) de card(X) cercles sur lesquels on attache en suivant r 
une unique 2-cellule a d'intérieur homéomorphe à R2. Par le lemme 4.3.1 et 
des calculs d'homologie similaires à ceux de l'introduction de ce chapitre on 
obtient 
TL si r / 0 
si f — 0 K0(BT) = j 
Ky(BT) = TL[X]/ <r><=Tab 
On retrouve les résultats de K-thêorie du théorème 4.0.1. j 
Dans le cas F = 0, il est possible de décrire explicitement le second géné-
rateur de KQ(BT) = TL2. En effet, comme r est dans le sous-groupe des 
commutateurs de F(X), on peut écrire r comme un produit de commuta-
teurs r = rif=i[^«!-^«] pour des Ai et Bi dans F(X). Considérons alors le 
groupe de surface T9 dans sa présentation standard : 
T9 = Zo1 ,01 , . . . , a9, ò9| J J [a,i,bi]Y; 
c'est le groupe fondamental d'une surface de Riemann fermée E9 de genre 
j ^ 1. On a alors un homomorphisme / : r 9 —> T, at >-¥ Ait b3; i-> Bj, 
(1 ^ i,j ^ g) associé à une application continue / : E9 —»• BT (obtenue 
en regardant E9 comme un 2^-gone avec des arêtes identifiées de manière 
adéquate). 
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Remarque : L'homomorphisme Tg —• T n'est en général pas injectif ; par 
exemple T = {a, b, c\[a, b][a, c}) est le quotient de T2 par le sous-groupe normal 
engendré par a[l02-
Selon la description de BT donnée ci-dessus, il est clair que / : E9 —• BT est 
de degré 1, i.e. / induit un isomorphisme au niveau de Hi- En d'autres termes, 
l'application / : E9 —• B r induit un isomorphisme / , : JrV0(E9) -» K0(BT). 
Par simple identification des générateurs, on obtient alors la conjecture de 
Baum-Connes pour les groupes à un relateur sans torsion "génériques" : 
Proposition 4.3.3 
Soit T = (X\r) un groupe à un relateur sans torsion, 
a) Le triangle d'isomorphismes suivant est commutatif : 
K1(BT) - ^ L K1(C;(T)) 
A / 
Pt pa6 «r 
b) Sir ^ 0, alors fi0 est un isomorphisme. 
r 
a) On utilise un résultat de Natsume (théorème 4.4 dans [100]) : si un 
groupe sans torsion G est tel que H2n+i(G, Q) = 0 pour tous les n ^ 1, 
alors fi\ est rationnellement injectif. Ce résultat s'applique ici puisque 
r a une dimension homologique au plus 2. D'autre part, /tr est un iso-
morphisme par le théorème 4.0.1, ß\ est donc surjective. De plus, par le 
lemme 4.3.2, les groupes Ki(BT) et Ki(C^(T)) sont abstraitement iso-
morphes à rafc qui est somme directe d'un groupe abélien libre et d'un 
groupe cyclique fini. Un tel homomorphisme T0* -4 Tab qui est simulta-
nément surjectif et rationnellement injectif doit être un isomorphisme, 
donc p\ est bien un isomorphisme. 
b) Par le théorème 4.0.1, K0(Ct(T)) — TL est engendré par la classe [1] 
de l'unité, alors que par le lemme 4.3.2 et sa preuve, Ao(Br) = TL est 
engendré par le choix d'un point base X0 (ou alternativement par le 
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caractère x '• C(BT) —> C d'évaluation en Xo)- H est facile de vérifier 
que PQ[X] — [1] (voir p.ex. l'exemple 1 dans [128]). j 
Remarque : Dans le cas r — 0, une description du second générateur de 
K0(Ct(T)) - Z 2 en terme de K?9(C;(T)) a été donnée par P.Julg ; ce dernier 
pense que cela devrait permettre de montrer, dans ce cas également, que ni 
est un isomorphisme. 
4.4 Remarques finales 
1. Soit r = (X \r) un groupe à un relateur sans torsion avec F = O. 
Comme auparavant, écrivons r comme un produit de g commutateurs 
de F(X) et considérons l'homomorphisme associé / : Tg -+ I \ Au 
niveau du groupe K0 des C*-algèbres maximales, l'homomorphisme 
induit /„ : K0(C(T9)) ->• K0(C(T)) est un isomorphisme. En effet, 
soit /ïô"r : K0(BT) -t K0(C(T)) l'application de Baum-Connes définie 
au niveau de la C*-algèbre maximale, elle est naturelle pour n'importe 
quel homomorphisme de groupe (théorème 1 de [128]). On a alors le 
carré commutatif 
UT0(S9) - A - K0(BT) 
Mor» (J-or 
K0(C(T9)) A K0(C(T)) 
Comme la flèche horizontale supérieure est un isomorphisme ainsi que 
les deux flèches verticales par les théorème 4.0.2 et 5.2.1. On obtient 
ainsi l'isomorphisme cherché. 
Pour les groupes de surfaces T9, la conjecture de Baum-Connes a été 
obtenue par des méthodes complètement différentes par Kasparov [77] : 
pour g ^ 2,T9 est un réseau cocompact de G = PSL2(IR), et Kasparov 
obtient le résultat en utilisant de la KK-théorie G-équivariante. 
Terminons par remarquer que si on parvenait à montrer directement 
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que / , : K0(C(T9)) -> K0(C(T)) est un isomorphisme, cela donnerait 
une preuve de la conjecture de Baum-Connes pour les groupes à un 
relateur sans torsion totalement indépendante des résultats de [103]. 
2. Soit r = (X\r) un groupe à un relateur sans torsion; la présentation 
donnée induit un *-homomorphisme surjectif C*(F(X)) -> C(T) dont 
on note le noyau par J. La suite exacte à 6 termes en K-théorie associée 
à la suite exacte courte 
0 -> I -> C(F(X))•-> C(T) -* 0 
permet de déterminer la K-théorie de J : 
K0(I) —± K0(C(F(X))) - ^ K0(C(T)) 
K1(C(T)) Z- K1(C(F(X))) ^ - K1(I) 
Par les théorèmes 4.0.1 et 5.2.1, p. est un monomorphisme pour K0 
et un épimorphisme pour K1, ce qui démontre immédiatement que 
K0(I) = 0. Dans le cas F ^ 0, p, est même un isomorphisme pour 
K0, et avec les identifications J r 1 (C(H) = roi> = F(X)^/ < r > 
et K1(C(F(X))) = F(X)**1, on obtient que K1(I) SS Z . Dans le cas 
F = 0, p, est cette fois un isomorphisme pour K1 et on a une suite exacte 
courte 0 -> K0(C(F(X))) = Z[I] - • K0(C(T)) = Z 2 -+ K1(I) -> 0 
et comme [1] est un élément primitif dans K0(C(T)) = Z2 , on a éga-
lement K1(I) = Z , mais pour des raisons différentes du premier cas. 
Si on considère r comme un unitaire de C(F(X)), comme on a 
K1(I) = K1(I+) (où / + est l'unitalisation de I), r définit une classe 
[r] de K1(I). Dans le cas F ^ 0, le raisonnement ci-dessus montre que 
[r] est un générateur de K1(I) = Z . Ce résultat devrait également 
être vrai pour F = 0, mais aucune démonstration n'a pu encore être 
apportée. 
3. Soit Bn le groupe de tresses à n brins; à la page 16 de [9], Baum et 
Connes conjecturent que K0(C'(Bn)) = Z = K1(Q(Bn)) (éventuel-
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lement à torsion près ). Ceci est trivial pour n = 2 puisque B^ = 7L. 
Pour n = 3, cela découle du théorème 4.0.1 puisque 
B3 = (O1OIaOaO-1U-1O"1) 
4. Si Cr dénote l'algèbre de groupe de Y un groupe à un relateur sans 
torsion, comme C*(T) est une completion de CT, la conjecture de 
Kaplansky-Kadison pour Cf(T) implique la conjecture classique des 
idempotents pour CT. Cependant, de plus forts résultats sont valables 
pour C r ; ainsi l'algèbre de groupe n'a pas de diviseur de zéro (voir 
[88]). 
Chapitre 5 
Formes faibles de moyennabilité 
pour les groupes à un relateur 
Introduction 
Le propos de ce chapitre est d'étudier diverses formes faibles de moyennabi-
lités (K-moyennabilité, propriété de Haagerup, moyennabilité intérieure) des 
groupes à un relateur, plus précisément de situer la famille de ces groupes 
dans le paysage suivant : 
La moyennabilité au sens classique des groupes à un relateur a été étudiée 
dans [33] ; les deux auteurs y exhibent une liste exhaustive de tous les groupes 
à un relateur moyennables et fournissent un algorithme permettant de dé-
terminer si une présentation à un relateur définit un groupe de cette liste. 
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Rappelons en outre, que par le Freiheitssatz de Magnus (1.4.1), tous les 
groupes à un relateur avec au moins 3 générateurs contiennent un groupe 
libre sur 2 générateurs et donc ne sont pas moyennables. 
Récemment la conjecture de Baum-Connes a été démontrée par N.Higson et 
G.G. Kasparov [66) pour la classe des groupes discrets ayant la propriété de 
Haagerup. La classe des groupes ayant la propriété de Haagerup étant rela-
tivement grande (groupes libres, groupes moyennables, groupes de surface, 
groupes de Coxeter,... : voir [64] pour plus d'exemples) et la conjecture étant 
démontrée au chapitre précédent pour la classe des groupes à un relateur, 
il était naturel de se demander si la famille des groupes à un relateur était 
une sous-classe des groupes ayant la propriété de Haagerup. On observe que 
l'intersection des deux classes est clairement non-vide, puisque l'on y trouve 
entre autres les groupes à un relateur moyennables ainsi que les groupes 
libres. Au premier paragraphe, seule une réponse partielle à la question sera 
apportée : les groupes à un relateur à centre non-trivial ont la propriété de 
Haagerup. De la preuve de ce résultat, on obtient aussi le corollaire suivant : 
les groupes à un relateur non-moyennables à centre non-trivial sont à crois-
sance exponentielle uniforme. On donnera également une preuve directe et 
purement algébrique de la propriété de Haagerup des groupes de surface. 
J.-L. Tu a démontré que les groupes ayant la propriété de Haagerup sont aussi 
K-moyennables [124]. Le second paragraphe montrera que tous les groupes à 
un relateur sont K-moyennables en utilisant une démonstration par induction 
similaire à celle du Freiheitssatz comme dans le chapitre précédent. 
Il est clair que n'importe quel groupe à centre non-trivial est intérieurement 
moyennable. Dans ce contexte, on conjecture que tous les groupes à un re-
lateur non-moyennables à centre trivial ne sont pas intérieurement moyen-
nables ; cependant ce résultat ne sera démontré que pour les groupes à un 
relateur à au moins trois générateurs, et pour les groupes non-Hopfiens de 
Baumslag-Solitar. Les techniques employées étant celles de Bédos et de la 
Harpe dans [16], techniques déjà utilisée par le second de ces auteurs dans 
[42] pour étudier la simplicité de la C*-algèbre réduite, on obtient aussi le 
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résultat suivant : la C*-algèbre réduite associée à un groupe à un relateur 
avec au moins 3 générateurs est simple à trace unique. Les résultats sur les 
groupes à un relateur à au moins 3 générateurs ont déjà été observés par 
Bédos et de la Harpe, sans preuve détaillée directe. 
Ces divers résultats permettent de situer plus précisément la famille des 
groupes à un relateur dans le paysage des formes faibles de moyennabilité : 
avec (O1U)IaOa-1O-1) ^2Z2 6 A 
(0,0JaO2O-1O-2) € B 
(a, 6, c\c) ^ F 2 € C 
(a, b, c\ab3ca5bc2) 6 C ou D 
Le groupe (a, &|aft2a-16-2) est à centre non-trivial et est non-moyennable. Le 
groupe (a, b, c\ab3casbc2) comme tous les groupes à au moins trois générateurs 
est soit dans C soit dans D. L'étude ci-dessous ne permet pas de résoudre 
l'incertitude concernant D et E, cependant le sentiment laissé par cette ana-
lyse est que si une conjecture devait être énoncée, elle serait du type : D / 0 
et E = 0. 
5.1 Propriété de Haagerup 
5.1.1 Définitions et observations pour les groupes à un 
relateur 
Parmi les nombreuses définitions équivalentes de la propriété de Haagerup 
nous utilisons la suivante. Un groupe discret G a la propriété de Haagerup 
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s'il satisfait la condition suivante : 
Il existe une suite {0„}„
€
N de fonctions de type positif sur G, 
normalisées (i.e. <j>n(é) = I)1 tendant vers 0 à l'infini de G, et 
convergeant ponctuellement vers la fonction constante 1. 
La classe des groupes ayant la propriété de Haagerup est remarquablement 
large comme les exemples suivants le montrent. 
Exemples : Les groupes suivants ont la propriété de Haagerup. 
1. Les groupes libres [53] ou plus généralement les produits libres de 
groupes ayant la propriété de Haagerup [63] ; 
2. les groupes moyennables [21] et [63] ; 
3. les sous-groupes discrets des groupes de Lie SO{n, 1) et SU(m, 1) [51] 
et [43] ; 
4. les groupes de Coxeter [31] et [43] ; 
5. les groupes agissant proprement isométriquement sur un complexe cu-
bique CAT(O) [102]. 
Par contre un groupe infini ayant la propriété (T) de Kazhdan ne peut avoir 
la propriété de Haagerup : c'est le cas de SLn(TL), n ^ 3 (voir [43]). Les deux 
lemmes suivants [64] sont des critères pour détecter la propriété de Haagerup. 
Lemme 5.1.1 
Si N est réunion croissante de sous-groupes ayant la propriété de Haagerup, 
alors N a la propriété de Haagerup. 
Lemme 5.1.2 
Soit N un sous-groupe normal d'un groupe G ; si N ala propriété de Haage-
rup et si le quotient G/N est moyennable, alors G ala propriété de Haagerup. 
Comme souligné dans l'introduction, il serait intéressant de montrer ou d'in-
firmer la propriété de Haagerup des groupes à un relateur. 
La première observation à faire est que l'on peut se restreindre au cas des 
groupes à un relateur et deux générateurs. Soit un groupe à un relateur, 
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G = (xi,...,xn\R(xi,...,xm)), on peut toujours supposer m = n car si-
non G est un produit libre d'un tel groupe et d'un groupe libre et, grâce 
à l'exemple 1), on se ramène au cas précité. Enfin, comme un groupe à un 
relateur G = (x\,...,x„\R(xi,..., Xn)) s'injecte dans un groupe à un rela-
teur et deux générateurs (Corollaire 4.10.1. de [93]) et comme la propriété de 
Haagerup est héritée par les sous-groupes, on a la restriction désirée. 
5.1.2 Quelques rappels sur les groupes à un relateur et 
deux générateurs 
Soit donc G = (a, b\R(a, 6)) un groupe à un relateur et deux générateurs, 
on sait que l'on peut toujours supposer (Lemme 11.8, chapitre V de [91]) 
que la somme des exposants des occurrences de a dans R est nulle (nota-
tion oa(R) = 0). Le sous-groupe normal N engendré par ò possède alors la 
structure suivante (preuve du Freiheitssatz de [93]) : 
OO 
N=\\Kk, Kk = AU * AU+ 1 • * • • • * A ^ 1 * Nk 
^-S J-k J-k+l Jk-I Jk-\ 
Jt=O 
où Nk - (bA+jt, • • • > *V+*|-Rit), Jk = (h+k+i, • • •.bß+k), X et /J, étant respecti-
vement les indices minimum et maximum apparaissant dans Ro obtenu en 
réécrivant R en termes des 6j = a'ba~' (Rk est alors simplement akRa~k ré-
écrit avec b\+k,..., b^+k). On notera V/t-i et <j>k les inclusions de Jk-i et Jk 
dans Nk. 
Dans [33], les auteurs, motivés par l'étude du problème de la croissance des 
groupes à un relateur, distinguent trois classes de présentations de groupes 
à un relateur et deux générateurs. Leur approche utilise le formalisme des 
extensions HNN que l'on traduira ici dans le langage de la théorie de Magnus : 
I) J0 et J-i sont deux sous-groupes propres de AZ0 ( J-i ^ AT0 ^ Jo) ; 
II) Seul un des deux sous-groupes J0 et J_i de AT0 est propre 
( J_! ^ N0 = J0 ou J_! = AT0 ^ J0) ; 
III) J0 et J_i coïncident avec A^ (J_i — N0 = J0). 
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Notons que le lemme 2.1 de [33] donne une méthode pour distinguer ces cas 
sur la présentation du groupe. 
Dans le deuxième cas, N est une réunion croissante de groupes libres de 
même rang (/i — A + 1). Le troisième cas correspond à la situation où N est 
libre sur y, — A + 1 générateurs. Remarquons que ce dernier cas se produit 
si et seulement si ./V est de génération finie. En effet si AT est de généra-
tion finie, cela implique qu'il existe deux entiers ko et ki pour lesquels on a 
7Vfc0 = IpIc0-I(Jk0^i) et Nkt = ^k1(Jk1)- Mais par construction on obtient donc 
que il)k-i{Jk-\) -Nk = <t>k{Jk) pour tout k, c'est-à-dire N = Nk pour tout 
k, N est donc libre sur b\,..., b^-i. L'autre sens de l'implication est trivial. 
5.1.3 Propriété de Haagerup des groupes à un relateur 
à centre non-trivial 
Lemme 5.1.3 
Un groupe à un reiateur et 2 générateurs possédant une présentation appar-
tenant à la classe II ou III a la propriété de Haagerup. 
r
 Sous nos hypothèses on a la suite exacte 
0—>N—>G —+Z-->0 
avec N ayant la propriété de Haagerup (par l'exemple 1) et le lemme 5.1.1 
dans le second cas) ; TL étant moyennable, on conclut pax le lemme 5.1.2. j 
On va montrer que les groupes à un relateur, à centre non-trivial, ont une 
présentation appartenant à la classe III (i.e. N est finiment engendré). 
Rappelons tout d'abord les résultats de Murasugi [98] sur le centre d'un 
groupe à un relateur G : si G possède plus de deux générateurs, alors son 
centre est trivial ; si d'autre part G a un centre Z(G) non-trivial, alors soit 
Z(G) =G = Z2 soit Z(G) est cyclique infini. 
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Proposition 5.1.4 
Quitte à permuter les rôles des deux générateurs, un groupe à un relateur et 
à centre non-trivial possède une présentation de type III. 
r
 Eliminons tout d'abord le cas où le groupe est abélien, car les groupes 
abéliens sont moyennables et donc ont la propriété de Haagerup. Soit donc 
G = (a, b\R(a, b)) non-abélien, à centre non-trivial. Comme Z(G) est cyclique 
infini, notons z un générateur, distinguons alors deux cas : 
z & N : En particulier Z[G) n N = {1} car G/N = TL. Comme z £ N, on a 
z = nar avec n € N et r ^ 0. Comme 
nan -1«! -1 = (UCf)O1^n'1 o - 1 = a1~rn~1(naT)a~1 = 1, 
les éléments a et n commutent et donc zp = nparp. On a alors les éga-
lités : n pan - pa _ 1 = 1 et npa r p6a - r pn - p6 - 1 = 1 Vp € Z. Ce qui signifie 
dans N : nP,nïP = 1 et n^b^n^bQ1 = 1 ou encore, pour n'importe quel 
entier t, n f n ^ = 1 et npbt+rfn^pbj1 = 1 où no représente n réécrit 
en termes des 6j, nk en termes des 6*+¾. Soient alors ß et 7 les indices 
minimum et maximum des occurrences des 6j dans U0, prenons un en-
tier p tel que — rp < ß et rp > 7. Les relations ci-dessus nous prouvent 
alors que, pour |i| ^ rp, les ò< sont des mots en les 6_ rp+i,. . . , &rp-i- N 
est donc Animent engendré. 
z€N : Comme Z(C) Ç Z(N) = nk€Z[Z(Nk) n &(./*)] (voir [84]) et comme 
Jk = Fp-x, on en tire que Jk = 7L Vfc et p. = A + 1. On a alors 
J_A-i = < 60 >i il existe donc un entier m tel que z = ¢-^-1(601). 
d'où la relation 1 = oza -1^"1 = 06071O-1Oo"* = Kbôm> c'est-à-dire 
[a, 6m] = 1 dans G. Cette observation montre qu'on a aussi Ob(R) = O ; 
en permutant alors les rôles de a et 6, on remarque que le sous groupe 
normal engendré par a est finiment engendré (par O0,..., om_i). j 
En combinant le lemme et la proposition précédente on obtient : 
Corollaire 5.1.5 
Les groupes à un relateur, à centre non-trivial ont la propriété de Haagerup. 
En appliquant la proposition 2.7 de [33] on a également : 
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Corollaire 5.1.6 
Les groupes à un relateur non-abéliens, à centre non-trivial sont à croissance 
exponentielle uniforme . 
5.1.4' Propriété de Haagerup des groupes de surface 
Dans [64], les trois auteurs énoncent un théorème combinatoire (théorème 11) 
impliquant la propriété de Haagerup des groupes de surface (résultat original 
dans [51]). Il est cependant possible de donner une preuve plus directe de ce 
résultat comme corollaire de la proposition suivante : 
Proposition 5.1.7 
Soit G = (o, 6, c, d, ...\R) un groupe à un relateur de rang (nombre de généra-
teurs) n, avec une relation du type R = a±lbH0,^1F2W(C, d,...) avec leZ\{0} 
et ti = ±1. Alors le sous groupe normal N engendré par b, c, d,... est libre 
de rang inûni et on a la suite exacte : 
U F . - f C ^ Î - H . 
En particulier G ala propriété de Haagerup. 
r
 Avec les notations du paragraphe 5.1.2, comme 6* et 6^  n'apparaissent 
qu'une seule fois dans RQ, les groupes Nk sont libres de rang l + n — 2. Il est 
facile de voir que Nk*jtNk+i est libre de rang l+2(n—2) et plus généralement 
que Kk est libre de rang l + (2k + l)(n — 2). Le sous-groupe N — U*Lo^* 
est donc libre de rang infini. La propriété de Haagerup résulte des lemmes 
5.1.1 et 5.1.2. j 
Corollaire 5.1.8 
Les groupes de surfaces ont la propriété de Haagerup. 
r
 Pour une surface orientable, la présentation classique du groupe est du 
type de la proposition précédente, dans le cas d'une surface non-orientable 
on peut s'y ramener par un simple changement de système de générateurs 
(< ^,...,Oninr=!«!? > - < h,-,bnlbihb^hUtestii >,l'isomorphismeétant 
donné par ^ i-> bi pour i / 2 et a2i-¥ bîlb2). 4 
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5.2 K-moyennabilité 
Rappelons que la C*-algèbre maximale C(T) est la C*-algèbre engendrée par 
la représentation universelle de T. Le groupe T est moyennable si et seulement 
si Ap : C*(r) -> C'(T) est un +-isomorphisme. D'après Cuntz, [41], un groupe 
discret T est dit K-moyennable si l'application Af : K°(C;(T)) -» K0(C*(T)) 
est un isomorphisme en K-homologie. Si T est K-moyennable, le théorème 2.1 
de [41] implique que pour tout C*-système dynamique (A, T, a), l'application 
canonique A^r : A xaT —¥ A xa,rT du produit croisé maximal dans le produit 
croisé réduit induit un isomorphisme en K-théorie : c'est-à-dire pour i = 0,1, 
le morphisme (A^.r)* : Ki[A » a T) -» Ki(A >ia,r T) est un isomorphisme. 
Les groupes à un relateur satisfont cette propriété : 
Théorème 5.2.1 
Les groupes à un reJateur sont K-moyennables. 
La preuve suivra le principe d'induction sur la longueur de la relation utilisé 
dans le chapitre précédent. 
r
 Si un seul générateur reste dans la relation r alors T est soit un groupe 
libre soit un produit libre d'un groupe libre avec un groupe cyclique fini, donc 
r est K-moyennable par les résultats de Cuntz [41]. Pour un |r| quelconque, 
on considère les deux cas habituels : 
1. ot(r) = 0 pour un certain teX, donc T = HNN(H, A, 6), où H est un 
groupe à un relateur avec une relation plus courte que r. Par la théorie 
de Bass-Serre pour les extensions HNN [116] (voir le paragraphe sur 
la moyennabilité intérieure pour tous les détails à ce sujet), T admet 
une action sur un arbre, transitive sur les sommets et les arêtes, avec 
des stabilisateurs d'arêtes conjugués à H et des stabilisateurs d'arêtes 
conjugués à A. Par l'hypothèse d'induction H et A sont K-moyennables, 
le résultat suivant de Pimsner ([106]) s'applique alors : un groupe agis-
sant sur un arbre avec stabilisateurs K-moyennables est K-moyennable. 
2. ox(r) ^ 0 pour tout x € X. Dans ce cas, T se plonge dans un groupe 
à un relateur G auquel le premier cas s'applique, ce qui prouve la 
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K-moyennabilité de G. Comme la K-moyennabilité est héritée par pas-
sage à un sous-groupe ([41], 2.4), on obtient la conclusion désirée. J 
5.3 Moyennabilité intérieure 
La notion de moyennabilité intérieure, introduite par E. Effros [47] dans un 
contexte d'algèbres d'opérateurs, est une variante de celle de moyennabilité : 
on regarde l'action d'un groupe G sur lui-même par conjugaison plutôt que 
par multiplication à gauche. Plus précisément, un groupe G est intérieure-
ment moyennable s'il existe une application u. : V(G \ {!}) —» [0,1] définie 
sur l'ensemble de tous les sous-ensembles de G \ {1} telle que 
p(A U B) = n{A) + ß(B) (additivité finie) 
ß(gAg~l) = ß(A) (invariance par conjugaison) 
p(G \ {1}) = 1 (normalisation) 
pour tout A, B C G \ {1} et g € G. 
La proposition cruciale pour l'étude de la (non-)moyennabilité intérieure a 
été obtenue par Bédos et de la Harpe dans [16] (proposition 7) : 
Proposition 5.3.1 
Soit Q un espace topologique séparé inßni et T un sous-groupe du groupe 
des homéomorphismes de D. contenant deux homéomorphismes hyperboliques 
transverses. S'il existe une application T-équivariante 5 : T\{e} —• n (ac-
tion de r sur lui-même par conjugaison), alors T n'est pas intérieurement 
moyennable. 
La notion d'éléments hyperboliques transverses étant cruciale, il est bon de 
rappeler quelques définitions : 
Définition 5.3.1 
- Un homéomorphisme <j> d'un espace topologique séparé Û est dit hy-
perbolique s'il existe deux points fixes distincts s,p et r$ de <j> dans il 
avec les propriétés suivantes : pour tout voisinage S de s$ et pour tout 
voisinage R de r^, il existe n0 e IN tel que ^(iï\S) C R Vn ^ ra0. 
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- S1J, est appelé Ja source de $ et r$ son but. Ce sont les seuls points fixes 
d e (/>. 
- Deux homéomorphismes hyperboliques <j> et ifi sont dits transverses si 
{s* , r*} n W.***} = 0 
L'espace fi utilisé pour l'étude de la moyennabilité intérieure des groupes à 
un relateur sera l'arbre de groupe associé à une extension HNN et son bord. 
Pour se familiariser avec ces constructions classiques de Serre ([116]) le sous-
paragraphe suivant sera consacré aux arbres associés aux produits libres, 
produits amalgamés et extension HNN. Outre les rappels de [116], les points 
fixes S¢ et rç de chaque élément hyperbolique seront identifiés explicitement. 
5.3.1 Eléments hyperboliques 
Les notations de [116] seront reprises afin que le lecteur intéressé puisse ai-
sément consulter le premier chapitre de ce livre lorsqu'il le désirera, seuls les 
éléments essentiels liés au problème des groupes à un relateur étant repris 
ici. 
Dans la suite X désignera toujours l'arbre sur lequel le groupe opérera sans 
inversion et Y la réunion de X et de son bord (espace des bouts) défini par : 
Définition 5.3.2 
Soit P un sommet de X ; Tp désignera l'ensemble des chemins infinis sans 
aller-retour d'origine P, muni de la topologie donnée par la base d'ouverts 
B = {chemins d'origine P commençant par un segment fixé U \ U segment de 
longueur finie d'origine P}. C'est un exercice de montrer que Tp est indépen-
dant (à homéomorphisme canonique près) du sommet P choisi. On désignera 
donc par T = dX l'espace des bouts de X. 
Avec cette définition si on convient d'appeler un droit chemin d une chaîne 
doublement infinie de X, celle-ci définira deux éléments s et r de T = dX. 
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s • • • • • r 
Muni de ces diverses notions et notations on est alors en mesure d'énoncer 
la proposition cruciale pour la recherche d'éléments hyperboliques dans les 
groupes agissant sur des arbres (proposition 25 de (116]) : 
Proposition 5.3.2 
Soit ip un automorphisme de l'arbre X, les propriétés suivantes sont équiva-
lentes : 
(a) <j> opère sans point fixe. 
(b) Il existe un droit chemin dç de X stable par <t> sur lequel <j> induit une 
translation d'amplitude non-nulle et de direction s^ —>r ,^. 
Si on étend l'automorphisme <j> à la réunion Y de l'arbre et de son bord, cette 
proposition démontre que les automorphismes de Y sont soit elliptiques (un 
ou plusieurs points fixes dans X) soit hyperboliques (pas de point fixe dans 
X et deux points fixes dans dX). 
Cette proposition étant un théorème d'existence, on va maintenant s'attacher 
à identifier les éléments hyperboliques ainsi que leurs sources et buts. 
Produits libres 
Soit G = H * K le produit libre de deux groupes non-triviaux ; G agit sans 
inversion sur un arbre X défini par : 
Som(X) = G/H II G/K, Ar(X) = G, orientation de g 6 G donnée par 
gH gK 
• > • 
g 
Le degré des sommets est égal à \H\ (resp. \K\) pour les sommets de type 
gH (resp. gK). L'espace des bouts est infini dès que K ou H est d'ordre 
supérieur ou égal à 3. 
Exemple : G = H * K = Z / 3 Z * 2 / 4 2 =< e, s, s2 > * < e, t, t2, t3 > 
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G agit sur X par translation à gauche. Par la proposition 5.3.2 on sait que 
chaque 76 T aura des points fixes soit dans X soit dans dX. On peut énoncer 
simplement un algorithme de détermination de ces points fixes : 
Lemme 5.3.3 (Algorithme de recherche des points fixes de 7 / e) 
Notons 7 = g~lryg l'écriture cycliquement réduite de 7, que l'on prendra 
toujours de la forme hik2hzki • • • h2n-.\k2n, on a les alternatives : 
i) 7 6 # alors 7 est elliptique et a un seul point fìxe gH 
U) Ï&K alors 7 est elliptique et a un seul point fixe gK 
Ui) 7 = /1^2/13^4...h2n-ik2n & H ou K, hi ^ e =£ A2n, alors 7 est hyperbo-
lique et le droit chemin stable par 7 est : 
s C C - ^ l i . « B ^ W - k W * * 4 H gK gH gh,K Jh1H1H g h ^ - h ^ ^ H BNk1-J^1K1nIi1K 
• > •- • > • <—• > • <—• •—> • 
•OW-&& gki g ^ BNk1 gh,k,.Ji1Mli1„N 
sur lequel 7 induit une translation de longueur 2n ^ 2. Les points fixes 
de 7 dans dX peuvent donc être décrits par : 
S¢ = gkîn^ïn-l • • • K1K1Kn Kn-X ' ' ' K ^ = 5 7 ^ 7 ^ 7 " 1 • • • 
T4, = ghik2 • • • h2n-ik2nhlk2 • • • h2n-ik2n • • • = gjJÏ • • • 
r
 La preuve du lemme est immédiate sauf pour l'unicité du point fixe de i) 
et ii) où il suffit de se rappeler que les arêtes adjacentes à gH (resp. gK) sont 
indicées par H (resp. K) et que la multiplication à gauche par 7 ^ e ne fixe 
alors aucune de ces arêtes. j 
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Produits amalgamés 
Soit G = H *A K le produit amalgamé de deux groupes avec sous-groupe 
non-trivial distinct A, G agit sans inversion sur un arbre X défini par : 
Som(X) = G/H U G/K, Ar(X) = G/A, orientation de gA e G/A donnée 
par 
gH gK 
• > • 
flA 
Exemple: C? = H *„ K = 2Z/4Z * Z / 2 Z Z / 6 Z (S SL2CSL)) 
= < e, s, s2, s3 > *<e,a> < e, t, t
2
, t3, t4, t5 > 
Le degré des sommets est égal à \H/A\ (resp. |Ay^4|) pour les sommets de 
type gH (resp. gK). L'espace des bouts est infini dès que K/A ou H/A est 
d'ordre supérieur ou égal à 3. G agit sur X par translation à gauche. L'algo-
rithme de détermination de ces points fixes sera similaire à celui du produit 
libre, excepté qu'il n'y aura plus unicité du point fixe pour les éléments non-
hyperboliques : 
Lemme 5.3.4 (Algorithme de recherche des points fixes de 7 ^ e) 
Notons 7 = g~iryg l'écriture cycliquement réduite de 7, que l'on prendra 
toujours de la forme /11^ 2/13^ 4 • • • /i2n-i&2n, on a ^ s a/ternatives : 
i) jÇH alors 7 est elliptique et a des points fixes dans X (en particulier 
gH) 
H) 7 € K alors 7 est elliptique et a des points fixes dans X (en particulier 
gK) 
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Hi) 7 = /11^2/13^4.../i2n-i^ 2» ¢ H ou K', /ii ¢ A $ k2n, alors 7 est hyperbo-
lique et le droit chemin stable par 7 est : 
*4KL-jSli!l&H B C I W J & K BkiH oK gH gh,K Bh1I4H Jh1I4-Jv1Is1H SMvJv1I4Ji1K 
• — > — • • • — > — • — < • > — • — < — • • — > — • 
8I4Vw-IiXl4VA B*ÌA BA BH1A Oh1I4A Bh1 I4-J4^I4Ji1A 
sur lequel 7 induit une translation de longueur 2ra ^ 2. Les points fixes 
de 7 dans 9X peuvent donc être décrit par : 
r> = ghik2 • • • ^n-Ik2nIiIk2 • • • hm-ikn • • • = gïîï • • • 
r
 La preuve du lemme est immédiate. j 
Extensions H N N 
Soit G = HNN(H, A, B, 6) =< H, s\6(a) = sas'1, Va 6 A > une extension 
HNN, G agit sans inversion sur un arbre X défini par : 




Le degré des sommets est égal à \H/A\ + \H/B\ (\H/A\ arêtes entrantes et 
\H/B\ arêtes sortantes). L'espace des bouts est infini dès que H/A ou H/B 
est d'ordre supérieur ou égal à 2. 
Exemple : G = HNN(TL = < t >, 3 2 =< i3 >, 2 2 = < t2 >, 6 : t3 ^ t2) 
(G est un des monstres de Baumslag-Solitar considérés en 5.3.8) 
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G agit sur X par translation à gauche. L'algorithme de détermination des 
points fixes aura dans ce cas l'allure suivante : 
Lemme 5.3.5 (Algorithme de recherche des points fixes de 7 ^ e) 
Notons 7 = <7-17<7 l'écriture cycliquement réduite de 7, que l'on prendra 
toujours de la forme hiSnh,2Se2 • • -hnsen, avec u = ±1 (e\ = 0 possible si 
n = 1), on a les alternatives : 
i) 7 E H alors 7 est elliptique et a des points fixes dans X (en particulier 
gH) 
U) 7 = /iiS£1/i2S£2 • • -hnse" f£ H , ei î£ 0, alors 7 est hyperbolique et le 




avec des arêtes de deux types ; 
...H ...•H 





9 1 , , , 6 V W H 
flh,.c'...h„.'"H 
sur Jequei 7 induit une translation de longueur n ^ 1. Les points fìxes 
de 7 dans dX peuvent donc être décrit par : 
57 1T 1T 1 ^ " 
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»V = 5777-•• 
r
 La preuve du lemme est immédiate. _i 
5.3.2 Application de la proposition 5.3.1 
Dans [16], pour prouver la non-moyennabilité intérieure des produits amal-
gamés et des extensions HNN, Bédos et de la Harpe utilisent une propriété 
de fidélité forte sur le bord de l'arbre, condition qu'il sera possible d'affaiblir. 
Définition 5.3.3 
Avec les notations du paragraphe précédent, soit G = H*AK (respectivement 
G — HNN(H, A, 6)) un produit amalgamé (resp. une extension HNN), on dit 
que G satisfait la condition (SF) (strongly faithful) si pour tout F C G\{e} 
Uni il existe g€G avec g~lFg|~| A — 0 
Examinons au vu des constructions ci-dessus les conditions que G devrait 
satisfaire pour pouvoir appliquer la proposition 5.3.1 avec Ci = X II dX. 
Premièrement T étant un sous-groupe des homéomorphismes de fi, l'action 
doit être fidèle. Si 7 € G fixe fl, il fixe toutes les arêtes (c'est même une 
équivalence), cela implique les conditions suivantes : 
1. produit libre • y-g = g V<7€G=*-7 = e=^ l'action est toujours fidèle. 
2. produit amalgamé et extensions HNN : 
19 = 9 V5 € G 
<=> iegAg-1 V5 € G 
Dans ce cas on obtient donc la condition : 
action fidèle & Q gAg~l = {e} •»• Q gAg~l = {e} 
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Deuxièmement G doit posséder au moins deux éléments hyperboliques trans-
verses : 
1. produit libre : le paragraphe précédent montre que cela est le cas si 
l'espace des bouts est infini, c'est-à-dire si H / {e} / K et \H\ ou 
2. produit amalgamé : le paragraphe précédent montre que cela est le cas 
si l'espace des bouts est infini, c'est-à-dire si H ^ A ^ K et \H/A\ ou 
\K/A\>Z; 
3. extension HNN : dans ce dernier cas, le paragraphe précédent montre 
que la non-finitude de l'espace des bouts n'est plus une condition suf-
fisante, les cas où H = A ou H = B étant à exclure (par exemple 
si H = A chaque sommet n'aura qu'une seule arête entrante et tous 
les éléments hyperboliques auront même source) ; il faut alors supposer 
A^HjLB. 
Troisièmement et dernière condition, l'existence d'une application G-équiva-
riante 6 : G\{é) —> il. Dans tous les cas celle-ci sera donnée par (7 = 575-1) : 
Ó : G\{e} e X]\dX 
te gH si 7 e H 7 1 - 4 ^ gK siy£K si 7 est sans point fixe dans X 
On peut alors affaiblir les hypothèses du théorème 5 de [16] et obtenir : 
Proposition 5.3.6 
Les groupes suivants ne sont pas intérieurement moyennables : 
i) G = H*K avec H # {e} # K et \H\ ou \K\ > 3 
H) G = H *AK avec H ^ A^K, \H/A\ ou \K/A\ > 3 
et (\es 9Ag~l = {e} 
Ui) G = HNN[H, A, B, 9) avec A ± H / B et D160 gAg'1 = {e} 
Remarque : Pour ii) et iii), la condition (SF) utilisée dans [16] implique la 
condition (X^gAg'1 = {e} : par contraposée si 37 / eC-C[^ 33 g Ag'1 alors 
g~^jgeA Vg € G et en prenant F = {7}, (SF) n'est pas satisfaite. 
5.3. MOYENNABILITE INTERIEURE 109 
5.3.3 Non-moyennabilité intérieure des groupes à un re-
lateur 
La proposition 5.3.6 permet d'obtenir immédiatement le résultat suivant : 
Proposition 5.3.7 
t/n groupe à un relateur et au moins trois générateurs n 'est pas intérieurement 
moyennable. 
r
 Soit G = (a, b, c, d, ...\r — r(a, b,c, d,...)), si un des générateurs n'apparaît 
pas dans la relation, on est dans un cas de produit libre et on peut appliquer 
la proposition 5.3.6. Rappelons qu'on peut toujours supposer <ra(r) = 0, donc 
G = HNN(H, A, B,6) avec 
H = (&A((>),-..,JV(6),CA(C),.-., C11(C), d\(Q,...,d,4d),...\s = s(bi,Ci,di,...)) 
A = (b\(b), • •-, *V(6)-i, CA(C), •••, C^c)-I, dx(d) i —> d/.(d)-i> •••) 
B = ( 6 A ( 6 ) + 1 , •••, &/j(fc)jCA(c)+l ,—,C^(C), d A ( d ) + l ) — > dp(d), •••) 
0 : A-^ B, &<•->• 6i+i, d >-> Ct+1, di >->• di+1,... 
où bi = axba~\ Ci — a'ca~', s est la réécriture de r en les 6;, a, et X(x), fj,(x) 
sont les indices minimaux et maximaux des occurrences des Xi apparaissant 
dans s. 
Remarquons que si X(x) = ß(x) pour chaque générateur x, alors en prenant 
comme nouveau système de générateurs 
{a, b' = oWfcr*«, c' = a^ba-W,...} 
on obtient une présentation du groupe 
G=(a,b',c\d',...\r' = r'(b',c',d',...)) 
où o n'apparaît plus dans la relation et on se retrouve dans le cas du produit 
libre. On peut donc encore supposer X(b) < /z(6) (A n'est pas trivial), on a 
alors, Vx11X2E-A, c^c)XiC~^x2€(A,c^c)) qui est libre par le Freiheitssatz et 
donc CjJ(C)XiC^ A)X2 / 1 sauf si X1 = X2 = 1. On en tire c^Ac'}. OA = {1} 
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et comme l'existence d'au moins trois générateurs implique A ^ H ^ B, on 
peut appliquer 5.3.6. j 
Les hypothèses sur G nécessaires à l'application de la proposition 5.3.1 mon-
trent cependant que ces techniques ne pourront pas traiter tous les groupes 
à un relateur et à 2 générateurs. En effet dans les cas où A = H = B (par 
ex. G — (a,b\bab2aba~2)), A est alors un sous-groupe normal et l'hypothèse 
de fidélité n'est pas vérifiée (Ç\^gAg~l = A). De même dans les cas où 
soit A = H soit B = H, on ne pourra trouver deux éléments hyperboliques 
transverses. Seuls les cas A ^ H ^ B ont une chance d'être traité avec ces 
techniques, comme par exemple : 
Proposition 5.3.8 
Les groupes non-Hopûens de Baumslag-Solitar ne sont pas intérieurement 
moyennables. 
r
 Un groupe non-Hopfien de Baumslag-Solitar est de la forme 
G = (x, y\xypx~l = yq) où p et q n'ont pas le même ensemble de facteurs pre-
miers [13). On a G = HNN(H, A,B,6) avec H = <î/0,2/i|y? = vl), A = (y0) 
etB = (yi). Si P)16G9^9'1 n ' e s t P3*3 trivial, comme xAx~lC\A = BHA = (yq) 
et X-1Ax n A = x~l(A n B)x = (yp), on en tire CX133 gAg~x = (ympq) pour 
un certain m € IN. On a les égalités xymp(>x~l = (xypx~l)mq = y™*2 et 
x-iympqx _ (x-iy<ix)mp — y™p2 Comme Ç\^gAg~l est stable par conjugai-
son, on obtient que ym»2 = yTmpq et ymp2 = ysmpî avec r,s € Z, c'est-à-dire 
g = rp et p = sç. Mais ces deux égalités ne sont possible que si p et q ont 
même ensemble de facteurs premiers. On conclut donc que C]n^gAg'1 est 
trivial et on peut appliquer 5.3.1. j 
Remarque : Comme on l'a déjà souligné, dans [16], pour appliquer la propo-
sition 5.3.1 aux extensions HNN, les auteurs utilisent une propriété de fidélité 
forte sur le bord de l'arbre, propriété plus restrictive que celle de fidélité utili-
sée ci-dessus. Dans le cas des groupes à un relateur à au moins 3 générateurs, 
si la propriété démontrée ci-dessus (3h€H tq hAh'1 D A = {1}) implique la 
fidélité de l'action, elle implique en fait également la fidélité forte sur le bord 
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de l'arbre. Ceci résulte d'une discussion plus générale suggérée par P. de la 
Harpe à laquelle on consacrera le paragraphe suivant. 
5.3.4 Fidélité et fidélité forte 
Soit fi un espace topologique séparé et soit G agissant sur fi par homéomor-
phismes, on dit que l'action est fortement fidèle si VF C G\{1} fini, 3a; e fi 
tel que / u / u V / e F . 
Dans la suite X désignera un arbre dénombrable, on appellera chaîne pen-
dante de longueur k une géodésique [x\, ...,!*] de X de longueur k dont 
tous les sommets intérieurs {x2, ...Xk-i} sont de degré 2. On définit les deux 
propriétés suivantes : 
1. X satisfait la propriété (L) si aucun sommet de X n'est de degré 1 et 
la longueur des chaînes pendantes de X est uniformément bornée. 
2. Soit G un sous-groupe des automorphismes de X ; G satisfait la pro-
priété (A) si k(G) — sup { sup {B(n) C X9}} < oo où B(n) est la 
boule ouverte B(n) — {x € Som(X)\d(x,XQ) < n) pour un Xo G Xs. 
Remarques : 
- La propriété (L) implique que les points de dX ne sont pas ouverts. 
- k(G) = 0 signifie que tous les éléments de G sont hyperboliques. 
- k(G) = 1 équivaut à dire que tout point fixe XÇ.X9 possède une arête 
adjacente non-fixe par g. 
Lemme 5.3.9 
Soit X satisfaisant (L) et G satisfaisant (A), alors l'intérieur de (dX)9 est 
vide pour tout g € G\{1}. 
r
 On distingue deux cas : 
1. Si g est hyperbolique alors (dX)9 = {sa,rg}, et comme les points ne 
sont pas ouverts, on a l'assertion. 
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2. Si g est elliptique, prenons x€Xg et regardons dX comme l'espace des 
demi-géodésiques infinies issues de x. Supposons alors par l'absurde 
que (dX)9 contient un ouvert donné par une géodésique reliant a; à un 
sommet P : 
(6X]P 
Tous les sommets du cône issu de P représenté ci-dessus doivent être 
fixes. On peut alors, trouver dans ce cône des boules de rayon aussi 
grand que désiré; ce qui contredit (A). j 
Ce lemme permet alors d'obtenir facilement la proposition suivante : 
Proposition 5.3.10 
Soient X un arbre satisfaisant (L) et G un sous-groupe des automorphismes 
de X satisfaisant (A), alors l'action de G sur (dX) est fortement fidèle. 
r
 Soit F C G\{1} fini, alors \J9eF(dx)g ^ dX car dX ne peut pas être une 
réunion finie de parties d'intérieur vide (dX est un espace métrique complet 
et on peut appliquer le théorème de Baire). Donc il existe u> € dX tel que 
f u) ^ M pour tout / £ F. j 
Corollaire 5.3.11 
Soit G un groupe à un relateur et au moins trois générateurs, l'action de G 
vu comme extension HNN sur l'arbre associé est fortement fidèJe sur le bord. 
r
 Soit j / 1 elliptique; montrons que chaque point fixe de g possède une 
arête adjacente non fixe par g. Comme les arêtes entrantes dans un som-
met sont indicées par H/B et les sortantes par H/A on peut se convaincre 
aisément que si un élément fixe toutes les arêtes adjacentes à un sommet 
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alors 3k e H tel que khA = hA et khB = hB VA 6 H, c'est à dire 
fc e (fìhgff A^A"1) H(HhEi/ ABA-1). Donc si Hheff ^ Ä - 1 = {1} aucun som-
met n'aura toutes ses arêtes fixées par un élément différent du neutre. Comme 
dans la preuve de la non-moyennabilité intérieure des groupes à un relateur et 
à au moins trois générateurs, on a exhibé un h&H tel que HAh-1HA = {1}, 
on a la conclusion désirée. On a donc que k(G) — 1 donc que (A) est vérifiée 
et, comme dans ce cas tous les sommets sont de degré plus grand que 2, (L) 
l'est également. J 
Remarque : Dans le cas d'une extension HNN, si on note par (F) la fidélité 
de l'action sur l'arbre (ou sur le bord), (SF) la fidélité forte sur le bord, et 
(SA) la propriété f\heH hAh~l = {1} ou f]h€H hBh~l = {1}, on a prouvé les 
implications : 
(SA) > (SF) 
X / 
(F) 
Si (SA) est vraie pour les groupes à un relateur à au moins trois générateurs, 
on remarque que dans le cas des groupes de Baumslag étudiés plus haut on 
a (F), mais pas (SA), car H a un centre contenu dans A. 
5.4 Simplicité de la C*-algèbre réduite et uni-
cité de la trace 
Dans [42], de la Harpe donne une liste de groupes discrets G pour lesquels la 
C*-algèbre réduite est simple et à trace unique. Le résultat crucial est la pro-
position 3, où l'auteur montre que les groupes de Powers ont ces propriétés. 
Rappelons la définition de ces groupes : 
Un groupe de Powers est un groupe G tel que pour tout ensemble 
fini F C G\{1} et tout entier Af ^ 1 il existe une partition 
G = A U B et des éléments g\, ...gN&G tels que 
(i) fAHA = 0 V/ e F; 
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(ii) gjB n 9kB = 0 pour j , k = 1,..., N avec j ^ k. 
Dans son lemme 4, de la Harpe montre alors que si un groupe G agit par 
homéomorphismes sur un espace fì, si l'action est minimale (c'est-à-diré pour 
tout UJEÇI, l'orbite Gui est dense dans Sl), fortement fidèle et que G contient 
deux éléments hyperboliques transverses, alors G est un groupe de Powers. 
En appliquant ce résultat aux groupes à un relateur et à au moins trois 
générateurs, en prenant pour Sl le bord de l'arbre de groupe, on obtient 
immédiatement : 
Proposition 5.4.1 
Les groupes à un relateur et à au moins trois générateurs sont des groupes 
de Powers. 
r
 C'est un fait bien connu de la théorie de Bass-Serre que l'action d'une 
extension HNN sur le bord de son arbre associé est toujours minimale. La 
fidélité forte découle du corollaire 5.3.11. Enfin, dans le cas des groupes à un 
relateur et à au moins 3 générateurs, on a toujours A ^ H ± B ce qui assure 
l'existence de deux éléments hyperboliques transverses. j 
La proposition 3 de [42] entraîne : 
Corollaire 5.4.2 
Les groupes à un relateur et à au moins trois générateurs ont une C*-algèbre 
simple à trace unique. 
Une autre preuve de ce résultat pour les extensions HNN se trouve dans [15]. 
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