In this paper, the Fisher information matrix (FIM) contained in n record values is considered for the two parameter distributions belong to the exponentiated and inverse exponentiated class of distributions. The problem of existence and uniqueness of the maximum likelihood estimates of the parameters for these families are also considered based on record values. The explicit expressions for the elements of the FIM contained in record values as well as in independent and identically (iid) observations are obtained. The Fisher information (FI) matrices are compared by using the relative efficiency, the total information and the total variance. A simulation study is carried out to compare the FI matrices. A real data analysis has also been performed for illustrative purposes.
Introduction
Suppose X is absolutely continuous with cumulative density function(cdf) F(x; θ ) and probability density function (pdf) f (x; θ ), where θ is a vector parameter (θ 1 , ..., θ m ). Under certain regularity conditions (see, Rao [21] ), the FIM, I(X; θ ), is an mxm matrix whose (i, j)th element is I i, j = −E ∂ 2 ln f (X; θ )/∂ θ i ∂ θ j . The FI plays an important role in statistical inference through the Cramer-Rao inequality and its association with asymptotic properties of the MLEs. The asymptotic covariance matrix of the MLE of parameters is given by the inverse of the FIM under regularity conditions.
The question "How much information contained in record values?" was addressed by many authors. Comparison of the FI contained in the first n record values with the FI in n iid observations from the same distribution was considered by Ahmadi and Arghani [2] . When the record times were taken into consideration, comparison of these FI was considered by Ahmadi and Arghani [3] , Hofmann and Nagaraja [17] , Hofmann [15] and Hofmann and Balakrishnan [16] . The FI contained in records, weak records and numbers of records were discussed by Balakrishnan and Stepanov [7] . The FI contained in the first m weak records and the first m (strong) records from a discrete distribution were obtained by Stepanov et al. [23] . In these studies, the FI for only one unknown parameter
Fisher information matrix contained in iid observations
Let X 1 , X 2 , ... be a sequence of iid continuous random variables from the exponentiated class of distributions with cdf (2.1) and pdf (2.2) . Then, the joint density of X 1 , ..., X n is f (x 1 , ..., x n ; α, λ ) =
ln(1 − e −λ Q(x i ) ) .
The MLE of α is α X = −n/ ∑ n i=1 ln(1 − e − λ X Q(x i ) ) and the MLE of λ , say λ X , is a solution of the nonlinear equation
Q(x i )e −λ Q(x i ) 1 − e −λ Q(x i ) = 0.
The elements of the FIM contained in n iid observations X 1 , X 2 , ..., X n are obtained by using the formulas 4.253 and 4.261 in Gradshteyn and Ryzhik [11] and are given as where
It is known that the MLE of u = u(θ ), θ = (θ 1 , θ 2 ) is asymptotically normal with mean u(θ ) and asymptotic variance
where I −1 i j is the (i, j)th element of the inverse of I(θ ), see Rao [21] . Therefore, the asymptotic variance of the MLE of α and λ based on iid observations are obtained as
It can be easily seen that Var( α X ) is independent of λ .
Fisher information matrix contained in lower record values
In this subsection, first the existence and uniqueness of the MLEs are proved, and then the elements of the FIM and the asymptotic variance of the MLEs are obtained. Let X 1 , X 2 , ... be a sequence of iid continuous random variables with cdf F(x; θ ) and pdf f (x; θ ). Let L 1 , L 2 , ... be the corresponding sequence of lower record values, then the joint density of L 1 , ..., L n is (see, Arnold et al. [6] )
Let X 1 , X 2 , ... be a sequence of iid continuous random variables from the exponentiated class of distributions with cdf (2.1) and pdf (2.2). Then, the joint density of L 1 , ..., L n is given by
where λ L is a solution of the nonlinear equation
The following theorem shows the existence and uniqueness of the MLEs of α and λ . Theorem 2.1. The MLEs of the parameters α and λ are unique and given by α L = −n/ ln(1 − e − λ L Q(l n ) ) where λ L is the solution of the nonlinear equation:
Proof It is clear that if the MLE of λ is shown to be unique, then the MLE of α will be unique. For this reason, we need to show that the solution of the equation G(λ ) = 0 has a unique solution. First, we investigate the limit of G(λ ) as λ → 0 and λ → ∞.
is an increasing function, Q(0) = 0 and Q(∞) = ∞, Q(.) is a positive function. Then, we have
It is easily seen that G(0) = ∞ by using the following limits lim
Hence, we obtain that lim λ →0 G(λ ) = ∞ and lim λ →∞ G(λ ) < 0. By the intermediate value theorem G(λ ) has at least one root in (0, ∞). If it can be shown that ∂ G(λ )/∂ λ < 0, then the proof will be completed. The equation (2.8) can be rewritten as follows:
where
It is obtained that
From the Lemma 2 in Ghitany et al. [9] , t k e −t < (1 − e −t ) k for all t > 0 and k = 1, 2. When k = 2, we have G 1 (λ ) < 0 by using this inequality. Moreover,
It is known that − ln(1 − x) > x for 0 < x < 1. By using this inequality for
Finally, we will show that the MLEs of α and λ maximizes the log-likelihood function
and the determinant of the Hessian matrix
Since there is no singular point of L(α, λ ; l) and it has a single critical point then, it is enough to show that the absolute maximum of the function is indeed the local maximum. Assume that there exist a λ 0 in the domain in which
. Since λ L is the local maximum there should be some point
Next, we will obtain the elements of the FIM and the asymptotic variances of MLEs. The following results are taken from Corollary 2.1 and Corollary 3.1 in Al-Sirehy and Fisher [4] to obtain the elements of the FIM.
Lemma 2.1. The Beta function B(λ , µ) is usually defined by the integral
for λ , µ > 0 and more generally, the function B p,q (λ , µ) is defined by the integral
for λ , µ > 0 and p, q = 0, 1, 2, .... We have the following results for the function B p,q (λ , µ). Gradshteyn and Ryzhik [11] ). First, the FIM contained in a single observation which is the lower record value
The elements of the FIM can be obtained by using Lemma 2.1 and other expansions. We have
for i = 1, 2, ..., n and
or I L 12 (1) can be obtained analytically by using the series expansion of ln(
Journal of Statistical Theory and Applications, Vol. 16, No. 4 (December 2017) 589-604 ___________________________________________________________________________________________________________ It is easily seen that the partial sum of the above series converges to (−1/α). 12) for i = 2, 3, .., n, α = 1, and
14)
.., L n is considered. The elements of the FIM are obtained as 16) for n = 1, 2, ..., α = 1, or I L 12 can be obtained analytically by using the formulas 4.272(6) in Gradshteyn and Ryzhik [11] and the series expansion of ln(
The partial sum of the above series, S m , is
and, then as m → ∞, S m converges to (1/α n ) − C 2 , where C 2 is a positive constant depends on α and n. Hence, 19) for n = 1, 2, ... and α = 1, 2. I L 12 and I L 22 can be evaluated by using the numerical integral when α = 1, 2.
Remark 2.1. From the above results the elements of the FIM contained in n lower record values L 1 , L 2 , ..., L n can be written as
Hence, the asymptotic variance of α L and λ L based on lower record values are obtained as
(2.20)
It can be easily seen that Var( α L ) is independent of λ .
A comparison of the FIM elements of iid observations and lower records
In this subsection, first the differences of the FIM elements of iid random sample and lower record values, I X 12 − I L 12 and I X 22 − I L 22 , are obtained analytically. Then, the relative efficiency, the total information and the total variance are discussed to compare the information measures contained in the corresponding FI matrices.
From the equations (2.4), (2.10) and (2.11), we have I X 12 = nI L 12 (1) = −n/λ . Therefore, the difference I X 12 − I L 12 is easily obtained by using I X 12 and the exact form of I L 12 from equation (2.18)
From the equations (2.5) and (2.13), we have I X 22 = nI L 22 (1) . By using the series expansion of B p,q (λ , µ) in Lemma 2.1, we have
The difference in equation (2.22) is investigated for two parts according to α. First, 0 < α < 1 case is considered. In this case, since α > α i , i = 2, ..., n, (α + j − 1) i > (α + j − 1), i = 2, ..., n, j = 2, 3, ... and φ (1) = 1, we have
It is clear that (α + j) i−1 > (α + j − 1) i−1 and (α + j) i > α + j for i = 2, ..., n, j = 1, 2, 3, .... Then, the first and the second summations in equation (2.23) are positive. Now, we consider the following series:
.
Hence, from the equations (2.23) and (2.24), the difference I X 22 − I L 22 > 0. Second, α > 1 case is considered. From equation (2.22), we have
for i = 2, ..., n, j = 1, 2, 3, .... If we can show that f 1 (α) > 0 for α > 1, then f (α) > 0 and the summation in equation (2.25) will be positive. f 1 (α) can be rewritten as
Since α + j > α + j − 1 and α + j > α, we can obtain that f 1 (α) > 0. Hence, I X 22 − I L 22 > 0 is obtained for α > 1.
Some comparison methods can be used to compare the FIM contained in n record values with the FIM in n iid observations. We first use the ratio of the determinant of the FI matrices to obtain the relative efficiency of iid data relative to record data. The relative efficiency is defined as
This measure was also used to compare the FI matrices by different authors such as Barabesi and El-Sharaawi [8] and Hatefi and Jozani [14] . Since the determinants include series expansion, these determinants are not compared analytically. However, the relative efficiency of samples is obtained numerically in simulation case and its graphs are displayed in figures. If a value of the relative efficiency is greater than one, it shows that n iid observations provides more information about the parameters (α, λ ) than record values. In our case, as I X 22 − I L 22 and I L 12 2 − I X 12 2 are not comparable in the ratio of the determinants, the obtained numerical results can not be derived analytically. Moreover, it is easily seen that the relative efficiency does not depend on λ but depends on α. Hence, it is always same for all λ when α is fixed. In the literature, when the fitted distributions are very close to each other, it is very difficult to discriminate the different distributions. Some methods are used for discrimination purposes, one of them to compare the corresponding FI matrices of these distributions based on an interested data set. It is clear that the comparison is not a trivial when the underlying distribution have a vector parameter θ . Two different measures, the total information and the total variance are generally used to compare the FI matrices in the papers Gupta and Kundu [12, 13] , Alshunnar et al. [5] , Raqab [22] and Ahmad et al. [1] . The total information is computed by using the trace of the corresponding FIM and the total variance is the sum of the asymptotic variances of the MLEs of the parameters, i.e. the trace of the inverse of the FIM.
In this paper, we use the aforementioned measures to compare the FIM contained in n record values with the FIM contained in n iid observations. It can be easily seen that the differences of the trace of the FI matrices is positive because
Therefore, the total information of the FIM based on iid observations is always greater than that of record values. This result is observed in Tables 1-2 . Moreover, the total variance of the FI matrices are computed numerically in simulation case.
Fisher information matrix for the inverse exponentiated class of distributions
The inverse exponentiated class of distributions is constructed by using the cdf of Y given in (2.1). When X = 1/Y , the survival function of X is given by
and the corresponding pdf of X is
This family of distributions includes inverted exponentiated exponential, inverted exponentiated Rayleigh and inverted exponentiated Pareto distributions when Q(1/x) = 1/x, Q(1/x) = 1/x 2 and Q(1/x) = ln(1 + 1/x), respectively. The existence and uniqueness of the MLEs of the parameters of this family were considered by Ghitany et al. [10] based on complete, progressively Type-I censored and progressively Type-II censored data. Let X 1 , X 2 , ... be a sequence of iid continuous random variables from the inverse exponentiated class of distributions with survival function (3.1) and pdf (3.2) . In this section, the FIM contained in n iid observation X 1 , X 2 , ..., X n and n upper record values are considered.
The joint density of X 1 , ..., X n is
The elements of the FIM contained in n iid observations X 1 , X 2 , ..., X n are derived. It is observed that they are the same as in the exponentiated class of distributions case. Therefore, the elements of the FIM and the asymptotic variance of the MLE of α and λ are given as in (2.3), (2.4), (2.5) and (2.6), respectively.
Let U 1 ,U 2 , ...,U n be the corresponding sequence of upper record values. Then, the joint density of U 1 ,U 2 , ...,U n is given by
where u 1 < ... < u n . In this case, the MLE of α is α U = −n/ ln(1 − e − λ U Q(1/u n ) ) where λ U is a solution of the nonlinear equation 
A comparison study
In this section, the obtained results in the paper are computed numerically to see which sample have more information than another. The relative efficiency, the total information and the total variances of the FI matrices are computed and their results are listed in Table 1 for different sample sizes n and (α, λ ) values. The relative efficiency of iid data relative to record data, R − e f f , does not depend on λ and the graphs of R − e f f versus α are also displayed in Figure 1 for different sample sizes and large values of α.
It is observed that the relative efficiency is always greater than one for all cases in Table 1 and Figure 1 . However, it can be smaller than one for very large values of α. It is observed that the relative efficiency is smaller than one when α ≥ 3142 and n = 2. The relative efficiency increases as the sample size n increases and it decreases as α increases when λ is fixed. For example, the relative efficiency is greater than one when α = 3142 and n = 3. R − e f f > 1 leads to det(I X ) > det(I L ) and 
Although the asymptotic variances of the MLEs are ordered, the total variances can not be ordered. Since the total informations, Trace I X and Trace I L , are ordered as Trace I X >Trace I L , n iid observations have more information than n record values.
Moreover, Monte Carlo simulation is carried out when the underlying distribution is generalized exponential. The MLEs of α and λ obtained based on iid data as well as on lower records. Their corresponding FI matrices, relative efficiency, total information and total variances are computed by using these ML estimates and results are listed in Table 2 .
From Table 2 , the mean square error (MSE) and the variances of the ML estimates decrease as the sample size increases, as expected. We have the following orders:
However, the total variance of I X is greater than total variance of I L , it is observed in some cases in Table 1. A real life data set deals with the total seasonal annual rainfall (in inches) recorded at Los Angeles Civic Center from 1994 to 2007 (season 1 July-30 June) is considered for illustrative purposes. This data set can be obtained from the Los Angeles Civic website: htp://www.laalmanac.com/weather/we13.htm. The data are as follows: (24.35, 12.44, 12.4, 31.01, 9.09, 11.57, 17.94, 4.42, 16.42, 9.25, 37.96, 13.19, 3.21) . We checked the the validity of the generalized exponential distribution based on the parameters λ = 0.1166, α = 2.9673, using the Kolmogorov-Smirnov (K-S) test. It is observed that the K-S distance is 0.12916 with a corresponding p−value is 0.9625. Hence, the generalized exponential distribution provides a very good fit to this data set. If only the lower record values of the seasonal rainfall have been observed, these are r = (24. 35, 12.44, 12.4, 9.09, 4.42, 3.21) . To compare the lower records with the same size iid observations, we choose the random observations from the same period as x = (31.01, 11.57, 17.94, 16.42, 9.25, 37.96). Based on x, λ = 0.1181, α = 5.8622 and its K-S distance and p−value are 0.1946 and 0.9438, respectively. Therefore, the generalized exponential distribution provides a very good fit to x. We compute the MLEs of (α, λ ), an asymptotic variances and total informations based on lower record values as well as iid observations. These results are listed in Table 3 .
From Table 3 , it is observed that Var(
, the total variance and the total information of data x are greater than that of data r. These results are similar to those found in the Tables 1 and 2. Table 1 . Relative efficiency, differences of some elements and trace of the FI matrices and total variances for different values of α and λ . Since the results for the exponentiated class of distributions and the inverse exponentiated class of distributions are common, all numerical results obtained for the exponentiated class of distributions are also valid for the inverse exponentiated class of distributions.
Conclusions
In this paper, we have derived explicit expressions of the FIM for the two parameter exponentiated class of distributions based on record values as well as on iid observations. We have obtained some relations between the FIM contained in record values and the FIM contained iid observations. It is obtained that the total information based on iid observations is greater than that of record values. From the numerical results, it is observed that using the record values instead of the same number iid observations reduces the asymptotic variance of one parameter and increases the asymptotic variance of another parameter. A real life data is also presented to illustrate obtained results in the paper.
