Abstract: In this article we will discuss the Fast Marching Method which was introduced by James A. Sethian to solve some types of nonlinear partial differential equations efficiently. We will show that this method yields the unique solution to an upwind discretization. Furthermore we will present the correct algorithm for the second order case where existence and unicity of the solution will be proven as well. 
Introduction
We discuss the Fast Marching Method (FMM) which is a way to solve certain nonlinear partial differential equations numerically in an efficient manner. This method was created by James A. Sethian and can be applied in many different fields like computer vision, optimal control, image enhancement or grid generation. Sethian [2] and others [4] have already dealt with the first order case and shown existence and unicity of the solution calculated by the Fast Marching Method. Our goal is to prove the correctness of the second order Fast Marching Method. We start with the first order Fast Marching Method and prove the correctness of it to gain results which are important for the proof of the second order case. Afterwards we introduce a new algorithm for the second order case which provides us with the correct solution of our problem as we will show using results from the first order case. Furthermore we use some examples to compare both methods.
First Order Discretization
We are given the following partial differential equation
with F(x) > 0 for all x ∈ R d , T (x) 0, Γ ⊂ R d and the boundary condition T (x) = 0 on Γ.
To solve this PDE numerically, we'll discretize the equation. Furthermore we restrict ourselves to a bounded domain. For example let d = 2, e.g. x = (x, y) with the domain being Ω [x A , x E ] × [y A , y E ].
Definition 2.1.
G is the set of all grid points (x i , y j ) which are defined as follows:
x i − x i−1 = ∆x for i = 2, . . . , N X with x 1 = x A , x N X = x E and ∆x = x E − x A N X − 1 , y j − y j−1 = ∆y for j = 2, . . . , N Y with y 1 = y A , y N Y = y E and ∆y = y E − y A N Y − 1 .
Remark 2.1.
For notational purposes we will also say that (i, j) is a grid point which resembles (x i , y j ).
Discretization using the first order upwind method under consideration of the positive speed function F gives us the following scheme [3, p. 65] where T k,l T (x k , y l ) and F k,l F(x k , y l ):
1 F 
Note that this equation does not hold for the boundary grid points since T 0. Hence, we will only solve this equation for all grid points (i, j) ∈ G \ Γ.
Definition 2.2.
(m, n) is a direct neighbour of (k, l) if |k − m| + |l − n| = 1 holds. N k,l denotes the set of all direct neighbours of (k, l).
Definition 2.3.
We call T k,l the arrival time of
If we were aware of the arrival time T m,n of all direct neighbours (m, n) of (k, l), we could write (2) as a quadratic equation
with
since all terms where T k,l ≤ T m,n are equal to 0.
So the idea is to start with the boundary points, e.g. where T = 0, and solve the quadratic equation (3) of their direct neighbours using only the boundary points because one of our assumptions is T 0. Afterwards we go through all grid points with successive ascending arrival time. 
2. Remove a grid point (i, j) with minimal T from H and add it to E.
3. For all direct neighbours (k, l) of (i, j) which are in (H ∪ R) \ Z:
and let T k,l be the larger of both solutions.
(3b) If (k, l) ∈ R add this grid point to H and remove it from R.
4. Go to 2. if H ∅.
Remark 2.2.
T k,l ∞ for (k, l) ∈ R is only needed for theoretical purposes and does not have to be taken care of in a program. Z is the set of all boundary grid points (i, j) with T i, j = 0.
Theory
Our goal is to prove that this algorithm always yields the real and unique solution for which (2) holds. In the following proposition we assume that there always exists a real solution for (4) which is not a restriction as we will see later.
Remark 3.1.
For notational purposes we define c F −2 k,l and a i as the coefficient of the quadratic term containing T i .
Proposition 3.1.
If (4) has solutions T − , T + ∈ R and if c > 0 and a i > 0 for i = 1, . . . , n then it holds
Proof. First we have a look at the quadratic equation (4):
There are two cases to investigate:
The last inequation follows from c and a i being positive.
Proposition 3.2.
Let
be a quadratic polynomial with real roots T + > T − , T + T i , a i > 0 for i = 1, . . . , n and c > 0. Furthermore let a n+1 > 0 and T + T n+1 T i for i = 1, . . . , n.
has real roots and the larger of both roots is larger than or equal to T n+1 .
Proof. Using Proposition 3.1 we conclude T + T n+1 > T − . This yields f n (T n+1 ) 0 since f n is a quadratic polynomial with its main coefficient being positive, e.g., an upwards open parabola, and T n+1 ∈ (T − , T + ]. This leads to f n+1 (T n+1 ) = f n (T n+1 ) 0 which implies f n+1 has real roots and also that the larger root of f n+1 is greater than or equal to T n+1 .
Proposition 3.3.
Let E p , H p and R p be the state of E, H and R in the p−th iteration. Then it holds
T m,n .
has real solutions for all p.
Proof. We start with the first iteration. All points located in H 0 = Z are boundary points (k, l) ∈ Γ with T k,l = 0.
Therefore the minimum T i, j chosen in step 2 with (i, j) ∈ H 0 must have an arrival time equal to zero. This implies
Let T i, j be the minimum chosen in the p-th iteration which is the minimum of H p−1 ∪ R p−1 . Now we only need to consider all (k, l) ∈ N i, j \ E p since the other points are not affected by T i, j and we already know their value is larger than or equal to T i, j . Now three situations can occur:
If (k, l) ∈ Z both T k,l and T i, j must be zero because T i, j is the minimum of H p−1 and
we can apply Proposition 3.2 which yields that T i, j T k,l ∈ R since T i, j is the maximum of all arrival times in E p and we know by our induction hypothesis that all equations solved using (m, n) ∈ E q for q < p have real solutions. The last possibility is (k, l) ∈ R p−1 . Then T k,l is calculated as follows
which is real because both c and a k,l (i, j) are positive. (k, l) is afterwards added to H p .
To summarize, we have
The last equations follows from (o, p) ∈ H p which is the minimum chosen in the (p + 1)-th iteration.
Theorem 3.1.
There always exists a real solution for (4) and only the larger of both solutions suffices (2).
Proof. To show existence and unicity we use a proof by induction. In the beginning, (k, l) has only one direct neighbour from E, so that (4) simplifies to
Obviously, only T + suffices (2) since T + > T 1 and T + is real because both c and a 1 are positive.
Let f n , f n+1 , T i for i = 1, . . . , n + 1, T + be defined as in Proposition 3.2. We know that T n+1 T + since otherwise the corresponding grid point of T + would have been removed from H prior to the one from T n+1 . Furthermore we are aware of T n+1 T i for i = 1, . . . , n because of Proposition 3.3.
All in all we can apply Proposition 3.2 which states that f n+1 has real roots and the larger root suffices (2) and Proposition 3.1 implies that the smaller root of f n+1 does not hold for (2).
Remark 3.2.
We can use a proof by induction since with each iteration only one new grid point is added to E and we start with |E| = 0. Also in the proof n denotes the number of direct neighbours from E. Since we chose arbitrary a i this proof holds for all dimensions, for instance x ∈ R 3 , and non-equidistant rectangular grids.
We present one further result which shows that with additional grid points the larger solution of (4) does not become larger which is important for the second order Fast Marching Method.
Proposition 3.4.
Let f n , f n+1 and T + be defined as in Proposition 3.2. The larger root of f n+1 is less than or equal to T + .
Proof. One easily sees f n f n+1 and particularly f n (T ) f n+1 (T ) for T T + . Both functions are quadratic, nonconstant polynomials and hence have not more than two roots. Since T + is the larger root of f n and a i > 0 for i = 1, . . . , n we deduce f n+1 (T ) f n (T ) > 0 for T > T + . This leads to the conclusion that the larger root of f n+1 is less than or equal to T + .
Second Order Discretization
Now we will discretize our PDE (1) using a second order upwind scheme [3, p. 66-68] . This leads to
We introduce D and m which are defined for x as written below (definition for y follows immediately):
Definition 4.1.
(m, n) is an indirect neighbour of (k, l) if |k − m| + |l − n| = 2 and |k − m| |l − n| holds. N k,l denotes the set of all indirect neighbours of (k, l).
If m is zero we only use first order terms which we have dealt with in the previous section. Therefore let us have a look at the more interesting case. Assuming we know the arrival time of all direct and indirect neighbours of (k, l) and the arrival time of the direct neighbours were greater than or equal to the one from the indirect neighbours, we can also write (5) as:
As opposed to the first order situation it is not obvious which terms will appear in the corresponding quadratic equation.
To simplify things we only consider the neighbours of (k, l) in the negative x-direction.
Here, a 1 is positive. Suppose T k−1,l and T k−2 are fixed, we can regard the above equation as a quadratic equation in T k,l if T k,l T 1 like in the first order case. If this is not the case the whole term containing T 1 is discarded since the maximum function would be equal to zero. So we need to check if T k,l T 1 . Furthermore if the term is larger than or equal to zero we automatically can deduce
Of course we need inital values for our unknown T to check T T 1 in the above case. One can achieve this by setting T to infinity except for the boundary grid points.
This yields the following quadratic equation which we will solve in each iteration of the algorithm:
where s and q are defined as follows
T m ,n T 0 otherwise .
Algorithm 2.
Second Order Fast Marching Method
(3a) Solve the quadratic equation (7) and let T k,l be the larger of both solutions.
For all indirect neighbours
Solve the quadratic equation (7) if the common direct neighbour of (k, l) and (i, j) is in E. Let T k,l be the larger of both solutions.
Go to 2. if H ∅.
Remark 4.1.
In step 4 we only need to consider direct neighbours with an arrival time equal to T i, j since inequality implies that the direct neighbour would have been chosen earlier in step 2. Additionally only indirect neighbours from H are checked since they must have a direct neighbour from E to appear in the quadratic equation.
Step 4 is necessary because in each iteration of Algorithm 2 only one grid point is removed from H and therefore situations can occur where grid points with equal arrival time are being dealt with at different times. If we have an unfavourable order the arrival time of a grid point might not appear in the equation of one of its neighbours despite it being crucial concerning our discretization (5). So without this step we might calculate arrival times which aren't solutions of our problem.
As with Algorithm 1 we start with the boundary grid points and calculate T for their neighbours using only first order terms. Afterwards if we have a grid point whose direct neighbour and indirect neighbour in the same direction are from E and their arrival times are ordered, we consider a second order term though it might not be used as we will soon see.
The switching functions q and especially s require a lot of care in the solving of (7). We propose the following scheme for steps 3 and 4:
Algorithm 3. Solving the quadratic equation
1. If possible, solve the quadratic equation using only terms in (7) where q = 0 and let T temp be the larger of both solutions. Otherwise, set T temp = T k,l .
2. Sort all terms in (7) where q = 1 by the value 4 3 T m,n − 1 3
T m ,n in ascending order.
3. Go through all terms where q = 1 as ordered in the previous step one by one and compare their value 4 3 T m,n − 1 3
T m ,n with T temp . 
Remark 4.2.
Why do we sort the second order terms? We know from Proposition 3.2 that the equation solved in step 3 of Algorithm 3 has a real solution if 4 3 T m,n − 1 3 T m ,n T temp . Suppose we use a different order. Let a j (T − T j ) 2 and a k (T − T k ) 2 be second order terms with T j > T k . If the quadratic equation using all first order terms and T j but not T k has a real solution T * , it must suffice T * T j and therefore also T * T k which implies that the term involving T k must also appear in the equation to hold for (5). Therefore we can use T k first.
But from Proposition 3.4 and the later proven Proposition 5.3 we know that with each new term the solution becomes smaller. Hence, it is possible that T * < T j if we solve the equation f * using all first order terms and T k but not T j which yields that we do not need to check the other second order terms since they are ordered. Therefore, T * is larger than or equal to all terms that are used in the equation but smaller than all terms which are not used.
Theory for 2nd order Fast Marching Method
As before we shall show that Algorithm 2 yields the real and unique solution to (5). But first we need to investigate what happens when a quadratic term dissapears in a new iteration, e.g., s becoming zero.
Proposition 5.1.
Let f n with n > 1 and T + be defined as in Proposition 3.2 and let 
Proposition 5.2.

Let E p , H p and R p be the state of E, H and R in the p−th iteration. Then it holds
has real solutions for all p with q depending on E p .
Proof.
We have already dealt with several situations in Proposition 3.3 which is why we will only focus this proof on second order terms, Algorithm 3 and step 4 of Algorithm 2. Further we can assume that the Proposition holds for p = 0 since only first order terms are used.
Let T i, j be the minimum chosen in the p-th iteration which is the minimum of H p−1 ∪ R p−1 . Now we only need to consider all (k, l) ∈ (N i, j ∪ N i, j ) \ (E p ∪ Z) since the other points are not affected by T i, j and we already know their value is larger than or equal to T i, j . First, we regard second order terms. If (k, l) ∈ R p−1 and (m, n) ∈ (E p−1 ∩ N k,l ∩ N i, j ) the quadratic equation for T k,l is as follows
T i, j ] and a 1 > 0, hence it's equal to the first order case with the larger solution being larger than
The situation in step 4 of Algorithm 2 can only occur if T m,n = T i, j since T i, j < T m,n is in contrast to our induction hypothesis. This yields the following equations assuming that no quadratic term disappears when we replace the first order scheme:
Note that s = 1 since T i, j = T m,n which leads to the conclusion 4 3 T m,n − 1 3
T i, j = T m,n T k,l as proven with the former first order term. In the case of n = 1 we have f Let n 2. We know f n has only real roots which implies f − n has only real roots because f n f − n . Additionally we are aware that
we can deduce f + n also has real roots.
We now consider Algorithm 3. The term involving (k, l) ∈ H p−1 \ Z can either be of first or second order. If it is of first order we apply Proposition 5.1 to show that the equation f 1 using only first order terms without T k,l has a real solution. Furthermore the larger solution T 1 is larger or equal to the previous value of T k,l T i, j . Using Proposition 3.2 f 1 +a j (T −T k,l ) has real solutions too. Afterwards we add the remaining second order terms as described in the algorithm. If the term is of second order we only need to examine step (3a) since otherwise the term would not appear in the equation and T k,l would be equal to its previous calculated value which was larger or equal to T i, j . In step 3a we use all first order terms and all second terms with a value smaller than the one from (k, l). We can apply Proposition 5.1 which states that the equation has a real solution with the larger one being not smaller than the former solution. If we now add the second order term of (k, l) the new equation must also have a real solution because of Proposition 3.2.
Therefore all calculated values are larger or equal to T i, j .
Theorem 5.1.
Only the larger of both solutions of (7), which are always real, suffices (5).
Proof. Again we will use a proof by induction over the iterations albeit the number of quadratic terms does not necessarily increase this time.
If we solve (5) for the first time there is only one direction where the neighbours of (k, l) are in E. The first order case has already been dealt with in the previous theorem. So we now suppose the second order case where (m, n), (m , n ) ∈ E and T m,n T m ,n . T k,l is infinity so that we are in the situation (a) of step 3 of Algorithm 3. Therefore we have the following equation:
From theorem 3.1 and Proposition 3.1 we know f 1 has real roots and only the larger one satisfies (5) since it's larger than T 1 T m,n T m ,n as required. Now we examine Algorithm 3. Let f n be the function used in the prior iteration and we assume that using (i, j) invokes a new second order term. So in step 1 only first order terms of f n are used and possible second order terms are discarded. Therefore we can apply Proposition 5.1 as long as there are non-second order terms, so that the equation solved in step 1 has a real solution. Proposition 3.1 implies that only the larger solution T 1 + is possible. Suppose the new term a n+1 (T − T n+1 ) 2 is of first order. It holds T + T n+1 T i for all first order terms a i (T − T i ) 2 of f n because (k, l) E and T i, j = T n+1 was the last chosen minimum in step 2 of Algorithm 2. Using theorem 3.1 and T 1 + T + T n+1 because of Proposition 5.1 we conclude that the equation containing only first order terms of f n and a n+1 (T − T n+1 ) 2 will always have a real solution and only the larger one is an option. After adding all first order terms we look at the second order terms in ascending order which fulfil the requirement in step (3a) of Algorithm 3. As shown in Proposition 5.2 the larger solution exists and is the only one in accordance with (5).
There is one thing left to prove which is Proposition 3.4 for the second order case. We will show that despite removing second order terms and replacing first order terms the solution will not increase. This implies that once s is zero it will stay zero.
Proposition 5.3.
With each iteration the larger solution of the quadratic equation does not become larger.
Proof. There are several situations which can occur. If only one quadratic term is added and nothing else changes we can apply Proposition 3.4.
In step 4 a first order term might be replaced by a second order term. Let f n , f + n , T + be defined as in the proof of Theorem 5.1. We know that f
The last case is second order terms disappearing, e.g. s becoming zero. Let a j (T − T j ) 2 be a quadratic term that appears in f n but vanishes in f * . We are aware of T + T j . Therefore, s being zero for the quadratic term leads to the conclusion that the larger root of f * is smaller than T j and hence smaller than T + . If the new term is not used the solution does not change.
Examples
We will test both schemes on two examples. The first being a point expanding with constant speed to a circle and the second one is designed to have constant speed in diagonal direction but small speed on the axes. So we test on the following speed functions:
These yield the following arrival times for T i (x, y) = 0 ⇔ (x, y) = (0, 0): We can see cleary that the second order FMM gives better results with the convergence being linear. The second example is tested on Again the second FMM yields superior results and in this example the errors even seem to converge quadratically to zero.
The next additional example shows a situation where Algorithm 3 is used and a second order term is not regarded in the quadratic equation despite the fact that the arrival times of the grid points used are smaller than the one being calculated. We consider Ω = [−2, 2] × [−1, 1] and ∆x = ∆y = 1 with T (x, y) = 0 ⇔ (x, y) = (0, 0). In the following tables a blue coloured number represents the arrival time of the grid point. T (2, 1) is computed by only using T (2, 0) since (1, 1) E, hence we have the quadratic equation 1 = (T − 6) 2 . Table 6 . T (x, y) before the 12th iteration. 
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