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La définition et l’utilisation d'un modèle couplant la conception de produit et la conduite du 
projet dès les phases amont de l’étude d’un système correspondent à une forte demande industrielle. 
Ce modèle permet la prise en compte simultanée de décisions issues des deux environnements 
produit/projet mais il représente une augmentation conséquente de la dimension de l’espace de 
recherche à explorer pour le système d’aide à la décision, notamment lorsque il s’agit d’une 
optimisation multiobjectif. Les méthodes de type métaheuristique tel que les algorithmes 
évolutionnaires, sont une alternative intéressante pour la résolution de ce problème fortement 
combinatoire. Ce problème présente néanmoins une particularité intéressante et inexploitée : Il est 
en effet courant de réutiliser, en les adaptant, des composants ou des procédures précédemment mis 
en œuvre dans les produits/projets antérieurs. L’idée mise en avant dans ce travail consiste à utiliser 
ces connaissances « a priori » disponibles afin de guider la recherche de nouvelles solutions par 
l’algorithme évolutionnaire. Le formalisme des réseaux bayésiens a été retenu pour la modélisation 
interactive des connaissances expertes. De nouveaux opérateurs évolutionnaires ont été définis afin 
d’utiliser les connaissances contenues dans le réseau. De plus, le système a été complété par un 
processus d’apprentissage paramétrique en cours d’optimisation permettant d’adapter le modèle si 
le guidage ne donne pas de bons résultats. La méthode proposée assure à la fois une optimisation 
plus rapide et efficace, mais elle permet également de fournir au décideur un modèle de 
connaissances graphique et interactif associé au projet étudié. Une plateforme expérimentale a été 
réalisée pour valider notre approche.  
Mots clés : Conduite de projet, conception préliminaire de produit, algorithmes évolutionnaires, 
retour d’expérience, réseau bayésien. 
Abstract : 
The definition and use of a model coupling product design and project management in the 
earliest phase of the study of a system correspond to a keen industrial demand. This model allows 
simultaneous to take into account decisions resulting from the two environments (product and 
project) but it represents a consequent increase of the search space dimension for the decision-
making system, in particular when it concerns a multiobjective optimization. Metaheuristics 
methods such as evolutionary algorithm are an interesting way to solve this strongly combinative 
problem. Nevertheless, this problem presents an interesting and unexploited characteristic: It is 
indeed current to re-use, by adapting them, the components or the procedures previously 
implemented in pasted product or project. The idea proposed in this work consists in using this “a 
priori” knowledge available in order to guide the search for new solutions by the evolutionary 
algorithm. Bayesian network was retained for the interactive modeling of expert knowledge. New 
evolutionary operators were defined in order to use knowledge contained in the network. Moreover, 
the system is completed by a process of parametric learning during optimization witch make it 
possible to adapt the model if guidance does not give good results. The method suggested ensures 
both a faster and effective optimization, but it also makes it possible to provide to the decision 
maker a graphic and interactive model of knowledge linked to studied project. An experimental 
platform was carried out to validate our approach.  
Keywords: Project management, product preliminary design, evolutionary algorithm, experience 
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Nous nous intéressons, dans ce mémoire, aux processus de conception de systèmes 
complexes ainsi qu’à la définition synchrone d'un projet permettant de réaliser ces systèmes. Ces 
processus peuvent être mis en œuvre, par exemple, dans les grandes entreprises des secteurs 
aéronautique, spatial ou ferroviaire. Dans un contexte de compétitivité accrue, ces entreprises 
doivent concevoir des produits innovants, fiables et de qualité, tout en maîtrisant les projets de 
réalisation. Le produit doit donc répondre à la fois à des contraintes techniques découlant des 
spécifications, mais également à des contraintes liées au projet de réalisation, notamment des 
exigences du client sur les délais et les coûts.  
Le travail présenté dans ce mémoire est issu d’une problématique développée dans le cadre 
du projet ATLAS (Aides et assistances pour la conception, la conduite et leur couplage par les 
connaissances, projet ANR/RNTL 2007). L’objectif principal de ce projet est de déterminer 
l’interaction entre l’objet de la conception (le produit) et le processus de réalisation (le projet), ainsi 
que son optimisation afin de garantir une bonne performance de l’ensemble. Trois environnements 
de travail sont étudiés dans le cadre du projet ATLAS, représentés sur la figure 1 :  
 l’environnement de conception de produit1 qui a pour rôle principal de définir les liens entre 
les exigences et attentes des clients et une architecture de composants (structure du produit) ; 
 l’environnement de la conception de projet, dont le rôle est de construire une architecture 
projet (tâches, ressources, synchronisation…) adaptée au besoin ; 
 le couplage produit/projet, qui permet de prendre en compte de manière simultanée les 
décisions relatives aux deux autres environnements. 
 
Figure 1. Couplage conception / conduite dans le projet ATLAS 
Dans la plupart des entreprises, le choix des technologies (côté produit) et des démarches 
globales de réalisation (côté projet) utilisées est réalisé de façon très contraignante lors des toutes 
premières phases de l’étude du système, le plus souvent pour répondre à l’appel d’offre du client 
après une première phase d’étude, appelée conception préliminaire. La démarche proposée dans le 
projet ATLAS, illustrée par la figure 2, repose sur la réalisation conjointe des processus de 
conception de produit et de conception de projet, dès les phases amont de l’étude et aboutit, d’une 
part, à différentes possibilités de partitionnement technique du système à réaliser et, d’autre part, à 
                                                 
1
 Nous considérons dans la présentation de nos travaux, au regard de la problématique traitée, que les notions de 
« produit » et de « système » peuvent être assimilées. Nous utiliserons indifféremment un terme ou l’autre. 
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la définition des tâches permettant de réaliser ces différentes variantes techniques. En effet, les 
systèmes auxquels nous nous intéressons sont décomposés en un ensemble de modules ou 
composants. Or, pour chaque module, il existe souvent différentes technologies candidates pour 
répondre aux besoins identifiés. En outre, la mondialisation des moyens de production et 
l’ouverture des marchés induisent une forte augmentation des possibilités de réalisation pour chaque 
élément ou module du système avec, par exemple, la possibilité de faire appel à de multiples 
fournisseurs ou sous-traitants. Ceci entraîne un grand nombre de combinaisons possibles pour 
l’élaboration du système complet et son obtention (produit et projet), combinaisons que nous 
appellerons « scénarios » dans notre travail.  
Cette évolution des processus de conception et de conduite implique un approfondissement 
et une rénovation des processus de développement des systèmes complexes, afin d’obtenir une 
contribution plus riche et mieux organisée de toutes les informations disponibles et de donner une 
réponse optimale aux exigences définies. En effet, le choix précoce d’une technologie ou d’une 
configuration pour le système, uniquement réalisé sur des critères techniques, peut s’avérer sous-
optimal lors de l’évaluation du projet de réalisation, voire même déboucher sur des impossibilités 
de réalisation. De tels problèmes entraînent des itérations coûteuses dans le cycle de conception du 
système. Il est donc important de conserver, dans un premier temps, autant d’opportunités que 
possible lors des phases initiales de l’étude avant de déterminer celle qui sera la plus avantageuse, à 
la fois par rapport aux besoins définis par le client, mais également pour l’entreprise, elle-même. 
Néanmoins, ce type de démarche peut paraître a priori coûteux pour l’entreprise tant sur le plan 
financier, que temporel. Plus le nombre de combinaisons à étudier par les experts des deux 
domaines (produit et projet) est important, plus le risque de dérives est élevé. Pour répondre à cette 
problématique, l’élaboration d’un mécanisme de retour d’expérience permet de réduire 
sensiblement le volume d’études à réaliser en encadrant la réutilisation de pièces, de modules ou de 
démarches (séquences de tâches) précédemment utilisés. Cette réutilisation est rendue possible par 
la standardisation des processus de conception de produit et de projet chez la plupart des industriels.  
 
Figure 2. Démarche globale 
L’objectif de notre démarche est de proposer une méthode capable de gérer les multiples 
possibilités existantes pour la réalisation d’un système et du projet permettant de l’obtenir. 
L’ensemble des choix ou décisions potentielles, qu’elles soient techniques ou relatives au 
management, peut être représenté par un modèle que nous appelons le graphe de projet.  
Ce graphe est utilisé pour la recherche d’un scénario de réalisation correspondant à la fois à 
une version du système (choix d’un partitionnement technique particulier pour le système) et à un 
plan de travail permettant l’obtention du système (choix d’un ensemble de tâches particulier pour le 
projet). La démarche que nous proposons consiste à assister les décideurs lors du processus de 
sélection d’un scénario à réaliser pour le projet courant. Il s’agit donc d’aider les décideurs à chaque 
étape du processus décisionnel aboutissant au choix simultané du système et des démarches 
adoptées pour réaliser ce système. Du point de vue décisionnel, les décideurs doivent prendre en 
compte, d’une part, des contraintes et des objectifs issus des besoins formulés par les clients, les 
partenaires de l’entreprise ou d’éventuelles parties prenantes (besoins et contraintes externes) et, 





Dans ce cadre, la sélection de scénarios de projet en conception préliminaire constitue une 
étape particulièrement importante du point de vue décisionnel car les choix qui y sont réalisés 
conditionnent fortement le résultat final du projet. Les décideurs associés doivent être en mesure : i) 
de proposer et d’évaluer rapidement plusieurs scénarios ; ii) d’avoir un tableau de bord 
permettant une « lecture » rapide des scénarios selon des critères classiques liés au client (coût, 
délais, etc.) ainsi que des « caractéristiques principales des scénarios» garanties comme étant 
efficaces par rapport aux critères retenus dans un contexte de travail précis, ou inefficace dans tel 
autre contexte (choix d’une technologie, choix d’une ressource, d’un sous-traitant, etc.) ; iii) de 
rechercher rapidement, parmi toutes les possibilités, des solutions optimales vis-à-vis de plusieurs 
critères. 
Il apparaît donc un besoin d’outils d’aide à la décision proposant à l’utilisateur : 
- un cadre de travail avec des modèles adaptés, 
- la mise en place d’un processus de retour d’expérience permettant de capitaliser des 
connaissances contextualisées précédemment acquises et de les réutiliser afin de 
proposer plus rapidement et efficacement des solutions pertinentes à ses clients, 
- un tableau de bord permettant des évaluations rapides des résultats de la recherche de 
solutions, 
- la recherche rapide de solutions optimales vis-à-vis de plusieurs critères. 
Ainsi, nous proposons un cadre adapté au couplage conception de produit/projet reposant 
sur l’instanciation d’un modèle existant : le graphe de projet. Afin d’accélérer la recherche dans ce 
modèle, nous proposons d’adapter les techniques d’optimisation classiques, notamment les 
algorithmes évolutionnaires, modifiés afin de permettre l’exploitation de connaissances capitalisées 
lors des précédentes études et de converger plus rapidement vers de meilleures solutions.  
Du point de vue du retour d’expérience, nous proposons des modèles adaptés pour 
représenter les connaissances relatives à la résolution de problèmes (prise de décision) dans les deux 
environnements, la capitalisation de cette connaissance et sa réutilisation rapide au moment 
opportun. Les modèles proposés sont adaptés à la réutilisation de connaissances « automatisée » par 
les algorithmes de recherche, mais également adaptés pour l’analyse des résultats de l’optimisation 
par les décideurs en proposant une forme de « généralisation » des connaissances acquises. Les 
connaissances issues des projets précédents doivent être adaptées au cas courant avant leur 
utilisation pour le guidage de la recherche. Nous avons développé pour cela un mécanisme de 
sélection des connaissances pertinentes par rapport au cas traité.  
Enfin, l’aspect graphique des modèles de connaissances utilisés permet aux décideurs une 
consultation rapide de la connaissance, sous la forme d’un tableau de bord interactif. L’utilisateur 
doit ainsi pouvoir : 
- injecter directement des connaissances a priori dans le modèle selon son expérience 
personnelle et vérifier leur influence sur les critères retenus lors de l’évaluation,  
- simuler la prise de décision sur des choix technologiques, fonctionnels ou 
organisationnels particuliers, 
- simuler des choix de ressources internes ou externes, 
- généraliser des décisions selon différents contextes possibles, 
- mettre en évidence des caractéristiques clés (par exemple le choix d’une matière ou 
d’une politique de gestion des ressources, etc) du projet en cours. 
La recherche de scénarios est obtenue suivant trois étapes illustrées sur la figure 2 : la 
génération de scénarios, à partir du graphe de projet, la sélection de scénarios, parmi l’ensemble 
généré et la planification des scénarios, afin d’attribuer à chaque tâche des scénarios un créneau 
temporel de réalisation. Nous avons pour ce point développé une méthode originale couplant un 
modèle de connaissances et une technique d’optimisation classique adaptée au problème de la 




Dans notre étude, le système d’optimisation doit prendre en compte à la fois des paramètres 
de conception (décisions issues de l’environnement Produit) et des paramètres de conduite de projet 
(décisions issues de l’environnement Projet). Il en résulte une augmentation conséquente de la 
dimension de l’espace de recherche à explorer. De plus, l’optimisation se fait selon plusieurs 
critères et dans un environnement souvent incertain. Afin d’obtenir un outil rapide et efficace, et 
compte tenu de la complexité combinatoire de ce problème, l’idée mise en avant dans ce travail 
consiste à utiliser les expériences passées pour accélérer la recherche de solutions.  
Nous avons, dans un premier temps, sélectionné une méthode classique de recherche 
capable de traiter ce problème fortement combinatoire. Pour cela, nous avons dressé un état de l’art 
des techniques d’optimisation classiques, mis en perspective par rapport au problème de sélection 
de scénarios en aide à la décision multiobjectif. Le principe de la démarche proposée étant d’utiliser 
un modèle de connaissances pour guider la recherche, nous avons également étudié les techniques 
existantes mettant en œuvre une forme d’utilisation ou de réutilisation de connaissances. Deux 
grandes familles d’algorithmes d’optimisation sont intéressantes par rapport aux besoins exprimés : 
les algorithmes d’apprentissage, qui reposent sur la capacité d’identification puis de réutilisation de 
la connaissance contenue dans les solutions ou exemples, et les algorithmes de recherche de type 
métaheuristique, fondés sur le contrôle de la convergence d’un processus de recherche pseudo-
aléatoire. L’utilisation de ce dernier type de méthode assure une certaine optimisation, même dans 
de très vastes espaces de recherche. La recherche étant pseudo-aléatoire, ils ne peuvent garantir 
l’obtention rapide de solutions performantes, notamment pour des problèmes complexes. Tandis 
que les algorithmes par apprentissage permettent de traiter des problèmes plus complexes 
(notamment les problèmes déceptifs), mais  limités par le nombre de paramètres à prendre en 
compte. Un nouveau type de méthode couplant les deux précédentes a récemment été proposé. Ces 
méthodes sont désignées par le terme d’ « optimisation intelligente » [Huyet et Paris, 2004] 
[Michalski et al., 2006], auquel nous préférerons le terme d’ « optimisation guidée par les 
connaissances » et reposent sur un couplage entre un algorithme d’optimisation par apprentissage et 
une méthode de recherche classique. Dans les études existantes, les deux processus sont 
relativement distincts, avec d’interactions entre les éléments. Les algorithmes existants alternent 
simplement entre les deux processus. Dans la démarche que nous proposons, l’utilisation de 
connaissances a pour objectif d’orienter la recherche vers les zones prometteuses et accélérer ainsi 
la vitesse de convergence de l’algorithme de recherche. Sa mise en œuvre est inspirée de méthodes 
d’optimisation par apprentissage et de nouveaux opérateurs de recherche, utilisant la connaissance 
disponible, sont proposés. 
Il n'existe que très peu d’études mettant en œuvre une réutilisation de connaissances « a 
priori » pour guider un processus d’optimisation. Les travaux existants, issus de l’optimisation par 
apprentissage, ne proposent pas de processus standardisé de réutilisation de connaissances et se 
limitent en général à la prise en compte de connaissances expertes ponctuelles dans le modèle de 
connaissances. Dans un problème tel que la sélection de scénarios, d’une part, la saisie systématique 
des connaissances de l’expert pour tous les paramètres est extrêmement fastidieuse. D’autre part, 
une grande partie des connaissances peut être réutilisable d’un problème à l’autre, dans le sens où 
les produits et les processus de réalisation adoptés dans une entreprise sont de plus en plus 
standardisés, afin d’en maîtriser la qualité (produit) ou le déroulement (projet).  
L’objectif de cette étude est donc la définition d’un cadre permettant l’utilisation des 
connaissances issues du retour d’expérience des projets précédemment planifiés, afin d’orienter et 
d’affiner la recherche de nouvelles solutions. La méthode de recherche utilisée a été modifiée pour 
permettre l’utilisation des connaissances capitalisées. Ces connaissances sont établies et mises à 
jour soit à partir des résultats de l’évaluation des scénarios par la méthode de recherche, soit à partir 
de l’analyse des projets précédemment réalisés. Nous avons donc besoin d’un formalisme assurant 
la représentation et l’exploitation des connaissances de ces deux sources d’informations. 
La démarche de réutilisation des connaissances et le modèle proposé s’appuient sur 
l’environnement de couplage proposé dans le projet ATLAS. Le formalisme de représentation de 
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connaissances choisi est le paradigme des réseaux bayésiens. Cette représentation probabiliste est 
particulièrement adaptée à la prise en compte de l’incertitude tant au niveau des données notamment 
de projet, qu’au niveau des connaissances expertes modélisées. Après une première phase de 
capitalisation des connaissances applicables au projet courant, le modèle résultant correspond à un 
réseau bayésien regroupant tous les paramètres (décisions) du problème, les objectifs et les 
connaissances expertes des experts liant les objectifs et les paramètres du problème. Ce modèle est 
particulièrement original par rapport aux réseaux bayésiens classiquement utilisés en optimisation 
(BOA, Bayesian Optimization Algorithm) qui ne représentent que les paramètres d’entrée (pour 
nous les décisions) du problème.  
Le premier modèle envisagé étant particulièrement complexe, son utilisation directe pour 
guider la recherche serait très coûteuse en temps de calcul. La démarche que nous proposons est de 
réduire la complexité de ce modèle, afin de ne garder que les informations globales pertinentes pour 
le cas recherché. La structure finale du réseau est également limitée à une structure hétérarchique en 
niveaux et également en termes de complexité (nombre de nœuds, nombre d’états possibles, etc.) 
afin de garantir la rapidité d’exécution. Cette réduction ne se fait pas au détriment de la capacité du 
modèle à guider la recherche et au contraire elle est même souhaitable. En effet, l’objectif de la 
réutilisation de connaissances n’est pas de guider strictement la méthode de recherche, compte tenu 
de l’incertitude sur les connaissances réutilisées, mais bien de fournir des orientations globales dans 
l’espace de recherche, afin d’accélérer la recherche. Nous avons prévu un mécanisme permettant de 
se détacher du modèle de connaissances, lorsque la recherche ne donne pas de résultats satisfaisants. 
L’algorithme revient alors progressivement à un algorithme évolutionnaire classique. Nous avons 
également envisagé différentes opérations pour adapter le modèle en cours d’optimisation. Le 
modèle est ainsi réactualisé avec des données propres au projet en cours par apprentissage. 
Le document est structuré de la façon suivante : 
 Dans le premier chapitre du mémoire de thèse, nous présentons et analysons les 
environnements de la conception de produit et de projet permettant d’expliquer le modèle de 
couplage utilisé. La sélection de scénarios à partir de ce modèle constitue un problème 
particulièrement intéressant dans le cadre d’une réutilisation de connaissances. Nous 
détaillons notre problématique de manière plus précise à partir de ce modèle. 
 Dans le second chapitre, nous présentons les techniques d’optimisation combinatoire 
classiques et leur utilisation possible dans le cadre de notre étude, avec une partie plus 
détaillée de la technique que nous avons retenue pour la réalisation de l’outil proposé : les 
algorithmes évolutionnaires et leurs différentes variantes. Les méthodes d’optimisation par 
apprentissage seront également abordées, notamment celles utilisant le formalisme des 
réseaux bayésiens, car la méthode proposée utilise un modèle de connaissances adoptant ce 
format de représentation. La façon d’utiliser la connaissance dans chaque méthode est 
analysée puis exploitée dans le chapitre suivant. 
 Le troisième chapitre s’attache à la description de notre méthode avec une première partie 
consacrée à la description de la démarche d’obtention du modèle de connaissances « a 
priori » contextualisé pour le projet courant. Celle-ci comprend un mécanisme de 
réutilisation de connaissances issues de projets précédents. Puis une seconde partie décrit 
l’algorithme d’optimisation modifié pour utiliser les informations fournies par le modèle de 
connaissances. Différentes stratégies de recherche sont proposées, ainsi que différents 
modes de gestion de la connaissance. 
 Le quatrième chapitre est consacré à la description de la plate-forme de validation, puis des 
simulations et tests réalisés avec l’algorithme proposé, ainsi que les données utilisées pour 
obtenir ces résultats. 
 Enfin, la dernière partie regroupe les conclusions générales ainsi que les perspectives 







Le couplage des processus « conception de produit » et 
« conduite de projet » 
1.1 Introduction  
Dans cette étude, nous utilisons un modèle global issu du couplage entre un environnement 
de conception de produit et un environnement de conception de projet. Afin de faciliter la 
compréhension de ce modèle, nous présentons, dans les premières sections de ce chapitre, 
l’environnement de conception de produit ou de système (§1.2) puis l’environnement projet (§1.3). 
Pour chaque environnement, nous proposons une description générale du domaine et des phases 
amonts de chaque processus (conception préliminaire du produit et du projet) qui vont nous 
intéresser plus particulièrement. Dans la section §1.4, nous examinons les aspects communs aux 
deux démarches, en termes de complexité sous-jacente, d'aide à la décision (méthodes et outils) et 
de connaissances et modèles utilisés lors de ces processus. La section §1.5 présente le modèle de 
couplage Produit/Projet et le formalisme retenu dans notre approche. Enfin la section §1.6 expose la 
problématique de nos travaux, ainsi que la démarche générale proposée. 
1.2 Le processus de conception de systèmes complexes 
La conception d'un produit est un processus qui permet de répondre aux besoins exprimés 
par un client au moyen de la formulation d’un ensemble de spécifications détaillées du produit. Il 
s’agit d’une interaction entre ce que le client souhaite (besoins et exigences) et la manière de le 
réaliser (paramètres de conception) [Suh, 1990]. Cette séquence d’activités complexe, qui débouche 
sur un ensemble de représentations définissant entièrement le produit, ne peut être représentée au 
moyen d'un modèle unique (quelle que soit la taille du produit, le nombre de ses composants et 
l’intensité de leur interactions) [Deneux, 2002]. Il existe de nombreuses méthodes et pratiques de 
conception, selon le type de produit à concevoir ou le contexte de conception. La plupart des 
approches utilisent toutefois la décomposition suivante [Gumus, 2006] :  
- connaître et comprendre les besoins client, 
- définir le problème à résoudre, 
- conceptualiser la ou les solutions potentielles, 
- optimiser la solution proposée, 
- vérifier la conception obtenue par rapport aux exigences formulées. 
Lors de la conception d’un produit, chaque intervenant, selon son métier, va formuler des 
contraintes à respecter pour obtenir un produit conforme et performant. Le produit obtenu est alors 
un compromis [Matthews et al., 2002] qui répond plus ou moins aux différentes contraintes 
répertoriées, car celles-ci sont souvent antagonistes ou contradictoires [Jansen, 1990]. Le non-
respect de l’une de ces contraintes entraîne des risques qu’il s’agit d’évaluer, afin de pouvoir choisir 
entre les différentes solutions associées. Il est important de préciser que les choix effectués lors de 
la phase de conception induisent une part très importante des coûts du cycle de vie d’un produit 
[Ullman, 2003]. Pourtant, en règle générale, les décideurs ne possèdent pas toutes les données 
nécessaires pour effectuer ces choix lors de la phase de conception. Il existe des outils de validation, 
mais la plupart ne sont pas adaptés aux phases amont de la conception (recherche et évaluations de 
solutions potentielles répondant aux besoins formulés, voir §1.2.1) car ils nécessitent un niveau de 





1.2.1 La conception préliminaire  
Nous nous intéressons précisément à la phase amont du processus de conception, appelée 
« conception préliminaire ». Au cours de cette phase, les concepteurs doivent imaginer des solutions 
conceptuelles permettant de répondre aux besoins. Bien souvent, les besoins ne sont pas exprimés 
clairement ou définis complètement [Deneux, 2002]. La première tâche de la conception est alors de 
définir le cahier des charges complet du produit à réaliser. Puis il s’agit de choisir, parmi les 
solutions conceptuelles envisagées, celle qui va être étudiée plus spécifiquement lors de la phase de 
conception détaillée, comme l’illustre la figure 1.1. La conception détaillée est souvent bien plus 
longue et coûteuse que les phases précédentes. Beaucoup d’efforts y sont consacrés aux dépens de 
la conception préliminaire [Chenouard, 2007]. Or D. Scaravetti, dans [Scaravetti, 2006], montre 
qu’une conception préliminaire plus rigoureuse permet un gain de temps, une réduction des 
itérations et une meilleure appréhension de la complexité du produit en phase de conception 
détaillée. La conception préliminaire des systèmes complexes regroupe deux processus exécutés en 
parallèle de manière itérative [Yannou, 2001] :  
 la recherche de concepts, ou « conceptual design », qui met en avant la créativité aux 
différents niveaux de décomposition du système et l’exploration de différentes solutions de 
principe pour aboutir à la sélection du concept répondant aux besoins, 
 la conception architecturale, ou « embodiment design », durant laquelle les choix de 
technologies, de composants, de dimensions principales (dimensions de caractéristiques 
clés), et de topologie (liaisons entre composants, sens et direction des flux, etc.) sont listés 
puis réalisés [Gumus, 2006], [Chenouard, 2007]. Ces choix dépendent des fonctions à 
assurer et de leurs critères d’appréciation. Le résultat de cette phase est l’architecture du 
produit. 
 
Figure 1.1. Modèle simplifié du processus de conception d’un système complexe 
Les interactions entre ces deux processus sont difficiles à maîtriser car, d’une part, la 
conception de l’architecture produit requiert la formalisation de variables de conception précises 
pour réaliser l’interfaçage des différents constituants du produit et, d’autre part, cette formalisation 
réduit le champ des possibilités des concepteurs lors de la recherche de concepts et demande un 
effort supplémentaire, qui peut s’avérer coûteux pour un grand nombre de solutions différentes 
étudiées. La plupart des évaluations sur le produit (performance, coût, capacité de production, etc.) 
interviennent lors la phase de conception détaillée, ce qui conduit à des itérations coûteuses (délais 
et coût de conception) au cours du processus de conception [Ullman, 2003]. Au fur et à mesure de 
l’avancement du processus de conception, le modèle du produit est de plus en plus détaillé et fait 
intervenir un nombre croissant de variables de conception [Paris et al., 2001]. La démarche de 
conception va être rythmée par la confrontation entre les variables de conception et valuées et les 
critères d’appréciation [Vernat et al., 2006]. Les variables de conception structurent la conception et 
permettent de distinguer, par leurs valeurs, deux configurations de conception [Scaravetti, 2004]. 
Leur instanciation définit totalement une solution de conception. Les critères permettent, quant à 
eux, de traduire l’état ou la qualité d’une alternative de conception et de la comparer à une référence 
définie par le cahier des charges ou liée à l’état de l’art de l’entreprise ou du secteur industriel 
concerné (par exemple, des normes spécifiques du domaine) [Vernat et al., 2006]. Ce processus de 
conception préliminaire doit être adapté, selon le type de produit à concevoir et les exigences du 
marché ou du client. Il est possible de distinguer différentes approches de la conception : 
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 Conception par décomposition de problèmes. La conception du système est assurée par 
décomposition du problème à résoudre en un ensemble de sous problèmes plus simples. Le 
problème est résolu par une approche descendante de type « Top-Down » qui affine le problème à 
chaque niveau et permet le parallélisme lors du processus de conception, chaque sous-problème 
étant attribué à une équipe particulière.  
Conception à base de cas. Par opposition à la démarche précédente, il s’agit d’une 
démarche ascendante ou « Bottom-Up » où les solutions passées sont utilisées puis adaptées pour 
répondre aux nouvelles demandes. Cette méthode utilise une bibliothèque de cas sans passer par la 
généralisation des connaissances utilisées. Toutefois, il est difficile de savoir comment les cas 
passés doivent être transformés (adaptation) pour satisfaire les nouvelles demandes [Ben Sta, 2006]. 
Conception Axiomatique (axiomatic design). L’approche axiomatique considère que le 
concepteur fait un cheminement itératif et séquentiel entre quatre domaines : le domaine « client » 
où sont listés les attentes du client, le domaine « fonctionnel », où sont listés les exigences 
fonctionnelles, le domaine « physique », où sont listés les paramètres de conception et le domaine 
« processus », où sont listées les variables du procédé d’obtention [Deneux, 2002].  
Le domaine « client » (non représenté sur la figure 1.2) dresse une liste exhaustive des 
attentes du client (AC) et des normes à respecter. Le domaine « fonctionnel » détaille, de manière 
hiérarchisée, les exigences fonctionnelles (EF) à remplir pour satisfaire les AC. Les concepteurs 
doivent alors définir les paramètres de conception (PC) et les variables de processus (VP) 
satisfaisant les exigences définies à chaque niveau hiérarchique.  
Le domaine « physique » regroupe les paramètres de conception qui décrivent les solutions 
selon le niveau hiérarchique. Dans les niveaux supérieurs, les PC représentent des solutions 
logiques ou concepts reliés aux exigences de haut niveau (par exemple pour une voiture, sa 
longueur totale) tandis que pour les niveaux les plus bas, ils sont associés à des pièces, des 
spécifications détaillées de géométrie, de pièces ou de tolérances [Scaravetti, 2004].  
Enfin, le domaine « processus » regroupe les variables de processus décrivant le procédé 
d’obtention du produit. A chaque niveau hiérarchique, les VP caractérisent les activités nécessaires 
pour l’obtention des parties du produit correspondant. 
 
Figure 1.2. Décomposition hiérarchique et zigzag entre domaines [Yannou, 2001] 
La conception axiomatique repose sur deux axiomes principaux :  
− l’axiome d’indépendance, qui reprend le principe de décomposition (mais il s’agit ici 
d’une décomposition fonctionnelle), 
−  et l’axiome de l’information minimale, pour lequel une bonne conception est liée à 
un niveau minimal d’information (nombre de composants, complexité des interfaces, 
etc.).  
Le déroulement du processus de conception axiomatique, illustré sur la figure 1.2, évolue de 
manière descendante en « zigzagant » entre les domaines, passant des concepts ou solutions de 
principes pour les niveaux hiérarchiques les plus élevés vers des informations détaillées pour les 
niveaux hiérarchiques les plus bas. Dans de nombreuses organisations, les exigences fonctionnelles 
ou les attentes et besoins sont décomposées sans utiliser ce principe de « zigzag » entre les 
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domaines, en ne considérant que le domaine fonctionnel. Or il est difficile de spécifier des fonctions 
sans se référer à des éléments physiques. De manière implicite, les concepteurs se basent donc 
souvent sur des configurations physiques existantes et introduisent ainsi, a priori, des hypothèses ou 
des choix qui ne sont pas forcément justifiés. En revanche, le principe de zigzag entre domaines 
permet de spécifier les exigences fonctionnelles de manière neutre par rapport au domaine 
physique, puis de les associer proprement et à chaque niveau hiérarchique à des paramètres de 
conception (flèches épaisses continues sur la figure 1.2) avant de poursuivre la décomposition des 
exigences fonctionnelles en se référant uniquement à la conception définie (flèches fines en 
pointillés sur la figure 1.2). La démarche en zigzag permet de décloisonner les différents domaines 
et de progresser conjointement, en maintenant la cohérence entre les équipes responsables des 
différents domaines. Ce principe est utilisé de manière analogue pour relier les autres domaines 
deux par deux. 
Dans des travaux récents [Tang et al., 2008], cette approche a été couplée avec une méthode 
de spécification et de description des interactions entre éléments d’un domaine appelée DSM 
(Design Structure Matrix) initialement proposée par T. R. Browning [Browning, 2001]. Cette 
approche fournit une représentation simple, compacte et visuelle soit des composants du système et 
leurs interactions (domaine physique), soit des fonctions et leurs interactions (domaine fonctionnel), 
soit des activités et leurs interactions (domaine processus). Une fois chaque domaine décomposé en 
utilisant les principes de la conception axiomatique, la DSM, matrice carrée où chaque ligne et 
chaque colonne correspondent à un élément (composant, fonction ou activité), permet de déterminer 
la meilleure manière de regrouper les éléments en module et assure l’analyse des interactions entre 
modules et entre composants. M. Danilovic dans [Danilovic et Browning, 2006] propose d’utiliser 
une matrice rectangulaire permettant le passage d’un domaine à un autre appelée DMM (Domain 
Mapping Matrix). Il est ainsi possible de déterminer et d’étudier les interactions entre deux 
domaines. Le regroupement DSM, DMM et conception axiomatique forme un ensemble 
complémentaire très prometteur pour la conception et l’étude de systèmes complexes. Néanmoins, 
les matrices ne peuvent représenter qu’une seule configuration possible pour le produit. Il est donc 
nécessaire de réaliser une matrice pour chaque alternative de conception étudiée en conception 
préliminaire.  
Approche algorithmique. Par opposition à la démarche précédente, qui n’impose pas 
d’étapes rigoureuses dans le déroulement du processus, les approches algorithmiques se 
caractérisent par un ensemble de tâches distinctes [Deneux, 2002]. Chaque étape fournit un résultat 
indispensable à l’enclenchement de la tâche suivante. La conception suit ici un processus 
déterministe jalonné d’étapes de validation. 
Le choix entre ces approches dépend fortement du type d’objet à concevoir, des pratiques 
existantes et de l’organisation de l’entreprise. L’approche utilisée dans le projet ATLAS, présentée 
dans la partie suivante, s’inspire partiellement de ces différentes approches. 
1.2.2 L’approche du processus de conception utilisée dans ATLAS  
Il n'existe que peu de travaux dédiés à la problématique de construction de modèles adaptés 
pour la conception préliminaire [Vernat et al., 2006]. La démarche de conception utilisée dans 
ATLAS vise le cas des systèmes pris sous un angle générique selon une vision hiérarchique et 
descendante, comme le recommande la norme de l'ingénierie système EIA-632 [EIA-632, 1999] 
(dont les processus spécifiés sont représentés sur la figure 1.3). Elle est centrée sur l’identification 
des besoins et des contraintes des parties prenantes, l’établissement des exigences le plus en amont 
possible du processus projet, la validation de la conception et la vérification que les exigences sont 
tenues, et cela en considérant l’ensemble du problème. Le respect de cette norme industrielle nous 
permet de structurer notre démarche et de la rendre plus directement valorisable dans le cadre 
industriel (voir par exemple [Rochet, 2007] pour une instanciation de la norme dans l’entreprise 
Airbus). Dans ce modèle, nous étudions le lien entre le processus de planification (décrit dans la 




La démarche de conception proposée dans ATLAS se présente comme une succession de 
tâches partant de la représentation du cahier des charges et sa traduction en « exigences 
techniques », pour aboutir finalement à un prototypage virtuel du système et de son procédé 
d’obtention. La démarche recommandée par l’EIA-632 a été complétée par un processus de 
validation ascendant, illustré sur la figure 1.4. Le processus de conception est décomposé de deux 
sous-processus réalisés en parallèle : la définition des exigences et la définition des solutions. 
Le processus de définition des exigences identifie, collecte, raffine et décompose les besoins 
du client ou de tous les décideurs qui prendront une décision relative au système ou à un élément ou 
interface de ce système durant son cycle de vie (développement, production, tests, industrialisation, 
etc.). Les normes et tout autre élément contraignant les choix de conception sont également pris en 
compte. Ces besoins sont traduits en un ensemble d’exigences techniques permettant la validation 
du système ou de l’une de ses parties ou interfaces. En parallèle, et à tous les niveaux de 
décomposition, le processus de définition des solutions transforme les exigences techniques en 
solutions conceptuelles, entraînant des exigences spécifiques dérivées, puis en solutions physiques.  
La démarche de conception utilise, à chaque étape, un schéma élémentaire appelé « Bloc de 
construction » (BC), illustré sur la figure 1.4, reposant sur les quatre entités : besoins, exigences 
techniques, solutions logiques et solutions physiques. 
Tout d’abord, les concepteurs vont traduire les besoins exprimés en un ensemble 
d’exigences techniques. Il s’agit de traduire les besoins issus du cahier des charges au niveau 
système ou les besoins locaux issus de la décomposition de besoins d’ordre supérieur dans les 
niveaux inférieurs, en un ensemble de variables avec leur domaine de définition ainsi qu’un énoncé 
descriptif. Ces exigences prennent en compte les normes à respecter pour la conception, la 
réalisation et l’utilisation du système. A chaque niveau hiérarchique, la décomposition en modules 
fait apparaître des besoins spécifiques, notamment pour l’interfaçage des modules puis des éléments 
de chaque module. Ces besoins dérivés vont également entraîner des exigences techniques dérivées.  
Une fois les exigences techniques formulées au sein du « bloc de construction » (ou 
Building Block, noté BC), il s’agit de déterminer comment elles vont être satisfaites. Le concepteur 
a alors deux possibilités : la première que nous appelons solution physique consiste à rechercher si 
l’entreprise dispose d’une ou plusieurs solutions existantes permettant de répondre aux exigences 
formulées. Dans ce cas, cette solution peut être réutilisée. Les performances estimées de la solution 
physique seront comparées aux spécifications attendues. Un système de retour d’expérience peut 
encadrer la réutilisation des BB en mesurant l’adéquation entre les exigences du projet en cours, les 
performances des solutions existantes et l’analyse du contexte et de l’environnement de réalisation. 
Si l'entreprise ne dispose pas d’une solution physique existante, le concepteur peut définir 
une ou plusieurs solutions logiques permettant de répondre aux exigences. Une solution logique 
correspond à un concept virtuel, qui est à son tour décomposable en un ensemble de sous-systèmes 
nécessaires, entraînant ainsi la présence de nœuds ET dans l’arborescence du produit. 
La décomposition en couches permet de structurer la démarche de conception. Cette 
démarche conduit à une structure hiérarchique du système. Plusieurs alternatives, pour un même 
système, peuvent être proposées et évaluées, c’est-à-dire plusieurs solutions logiques envisagées 
pour un même système ou sous-système entraînant la présence de nœuds OU dans l’arborescence 
produite. Des solutions « sur étagères » peuvent être réutilisées avec ou sans adaptation. L’arbitrage 
entre les alternatives peut être local au processus de conception ou nécessiter des échanges avec le 
processus de conduite de projet par l’intermédiaire du couplage. Cet arbitrage peut concerner des 
choix structurels pour les solutions logiques ou des alternatives technologiques au stade des 
solutions physiques. Chaque étape subit des vérifications permettant la validation du système à tous 
les niveaux hiérarchiques en comparant les évaluations des produits finaux ou intermédiaires avec 
les performances attendues. La validation d’un bloc de construction permet d’envisager sa 
sauvegarde pour une réutilisation ultérieure. L’aide à la conception dans Atlas repose en partie sur 
l’utilisation d’un mécanisme de retour d’expérience pour la décomposition et la réutilisation de 
solutions logiques (schémas de décomposition) ou de solutions physiques (adéquation de systèmes 




Figure 1.3. Processus dans la norme EIA 632 [EIA-632, 1999] 
 





La conception préliminaire de systèmes complexes permet de passer d’une représentation 
succincte et incertaine du produit à réaliser vers un modèle plus détaillé faisant apparaître la 
décomposition en un ensemble de composants et comportant de nombreuses disjonctions (noeuds 
OU) correspondant aux choix possibles pour satisfaire les exigences définies aux différents niveaux 
hiérarchiques. Dans notre étude, nous utilisons ce modèle ne comportant que des configurations 
réalisables pour rechercher celle qui est la plus avantageuse lorsque l’on prend en compte les 
contraintes et objectifs de projet. Une fois l’ensemble des alternatives déterminé, il est transmis à 
l’environnement de couplage produit/projet pour le croisement avec les données de conduite de 
projet que nous allons aborder dans la section suivante. 
1.3 Le processus de conduite de projet 
1.3.1 Introduction à la gestion par projet 
La gestion par projet (gestion de projet, management de projet, management par projet) est 
un ensemble de méthodes de gestion industrielle apparus en réponse à trois changements majeurs de 
l’environnement de l’entreprise : l’évolution des techniques (moyens de communication, 
complexité et spécialisation des produits à réaliser, etc.), l’évolution des marchés (mondialisation 
des marchés, des fournisseurs, personnalisation des produits selon les clients, etc.), et enfin 
l’évolution du management des entreprises (modèles hiérarchiques, introduction de normes et 
certifications, etc.). Les entreprises doivent s’adapter rapidement à ces changements, tout en 
préservant leur performance économique globale.  
La gestion par projet organise la réponse de l’entreprise (le projet) au plus près des 
exigences des clients et des changements de l’environnement. Elle coordonne toutes les fonctions 
(marketing, achat, production, ventes, etc.), de façon à atteindre les objectifs globaux. Une 
concurrence toujours plus forte et des produits de plus en plus complexes font que la plupart des 
entreprises ne peuvent plus prendre en charge l'ensemble de la fabrication de leurs produits. La 
gestion d’un projet doit donc également prendre en compte la collaboration avec d’autres 
entreprises qui réalisent une partie du produit (fournisseurs) ou proposent des services tels que le 
contrôle ou la maintenance, qui sont très souvent externalisés vers des entreprises spécialisées.  
 
Figure 1.5. Organisation matricielle projet/métier (à gauche) et les niveaux de gestion par projet (à droite) 
La gestion par projet propose une organisation matricielle de la structure de l’entreprise en 
croisant la structure métiers hiérarchique classique a une structure transversale inter-métiers 
temporaire, comme le montre la figure 1.5. Ce type de structure transversale vise une intégration 
fonctionnelle optimisée pour la création « d’images communes » entre les différents métiers 
[Bassetti, 2002]. La réduction des temps de transmission et de traitement des informations permet 





Il existe différents niveaux de gestion par projet, comme illustré sur la partie droite de la 
figure 1.5, selon l’environnement et le type de produit réalisé : 
 la gestion de projet est une fonction dont le principal objectif est d’apporter à la direction 
de projet un ensemble d’informations analysées dans le but d’assurer la pertinence et 
l’opportunité de ses décisions [FD X 50-115, 2002]. Elle repose sur l’identification et la 
gestion des opérations, des délais, des coûts et moyens du projet ; 
 le management de projet combine une organisation hiérarchique et une gestion spécifique 
au projet avec une délégation des responsabilités stratégiques, tactiques et opérationnelles à 
la structure projet ; 
 le management par projet est une démarche plus globale de l’entreprise, qui vise à 
structurer tout ou une partie de son organisation et de ses règles de fonctionnement à partir 
et autour des projets à réaliser [FD X 50-115, 2002]. Il repose sur la gestion de 
l’environnement du projet en mettant en place les conditions pour que les projets puissent 
être pilotés de manière coordonnée. 
Ces différents niveaux de gestion par projet proposent chacun une répartition des 
responsabilités, des objectifs et des moyens différente dans l’entreprise. La littérature sur la gestion 
par projet se décompose principalement selon deux aspects : le management de et par projet, plutôt 
tournés vers l’analyse organisationnelle et les facteurs humains ; et les outils et techniques de 
conduite et gestion de projet (diagrammes de Gantt, réseau PERT (Project Evaluation and Review 
Technique), gestion des risques, coûts et délais) [Joly et Muller, 1994]. Le premier aspect est 
présenté sommairement dans cette partie pour bien comprendre l’intérêt et l’utilisation du système 
que nous proposons. Le second aspect, auquel nos travaux se rattachent plus directement, est 
présenté de façon plus complète.  
1.3.2 Définition et caractéristiques d’un projet et de la gestion de projet 
Avant de décrire la notion de projet, il est nécessaire de définir quelques termes que nous 
allons utiliser tout au long de ce manuscrit, nous utiliserons pour cela les définitions données dans 
la norme française AFNOR [FD X 50-115, 2002]: 
 un processus est un ensemble d’activités corrélées ou interactives qui transforme des 
éléments d’entrée en éléments de sorties, 
 une activité est l’élément constitutif d’un processus. Ce terme est utilisé pour décrire un 
ensemble d’actions identifiées organisé selon un processus logique et observable. Les 
activités seront appelées tâches si elles sont indivisibles au niveau de décomposition choisi, 
 un critère est une dimension utilisée pour évaluer un objet (projet, produit, processus, etc), 
 un objectif est un but à atteindre, exprimé en termes mesurables et quantifiés. Il correspond 
au niveau souhaité pour un critère (par exemple le coût d’un produit est un critère, tandis 
qu’un coût maximal de X euros est un objectif à atteindre). 
La norme AFNOR donne la définition suivante : « Un projet se définit comme une 
démarche spécifique, qui permet de structurer méthodiquement une réalité à venir » [FD X 50-115, 
2002]. Plus concrètement, un projet consiste à organiser l’exécution des tâches à réaliser et 
l’utilisation des ressources de façon à obtenir les résultats escomptés dans un temps et pour un coût 
déterminés tout en respectant un ensemble de spécifications prédéfinies.  
La définition de l’AFNOR fait ressortir l’aspect fondamental du projet qui correspond à 
l’analyse critique détaillée de ce qu’il faudra faire, avant de commencer la réalisation. Cette analyse 
exige un effort pluridisciplinaire pour recenser et caractériser les activités à réaliser durant tout le 
cycle de vie d’un futur produit (analyse du besoin, conception préliminaire puis détaillée, 
production, maintenance et retrait) et du projet qui lui est associé (conception préliminaire et 
détaillée, réalisation et terminaison) illustré sur la figure 1.6. Elle rassemble les éléments de 
connaissance disponibles dans les différentes équipes concernées par le projet afin de garantir la 
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cohérence des décisions prises localement avec l’ensemble des autres activités et d’en assurer le bon 
déroulement. Cette mutualisation des informations est caractéristique de l’approche par projet et 
constitue une des principales difficultés de la gestion du projet. Il est bien souvent difficile de 
coordonner les décisions de personnes intervenant dans des services et des métiers différents et 
possédant leurs propres impératifs et objectifs [Bourgeois, 2000]. 
Cet aspect est renforcé par le fait que, pour un système complexe, l’entreprise ne va pas 
pouvoir prendre en charge l’ensemble de la réalisation. Le projet va également faire intervenir 
d’autres entreprises et donc des décideurs externes, dont les objectifs et contraintes ne sont pas 
connus et sont peu maîtrisables (engagements contractuels négociés en amont).  
Enfin, le projet et la structure organisationnelle du projet sont des éléments temporaires et 
uniques. Chaque projet est la réponse spécialisée de l’entreprise pour une demande et dans un 
contexte particulier qui ne se représenteront que rarement exactement de la même manière. Bien 
sûr, les projets réalisés peuvent se ressembler, les objectifs à atteindre peuvent être similaires, tout 
comme l’objet résultant du projet (le produit). Mais il y a toujours des différences plus ou moins 
importantes, soit dans les détails, soit dans l’environnement, soit dans le contexte de la réalisation, 
qui feront que l’on n’aura jamais une reproduction à l’identique. Contrairement à la gestion de 
production, en gestion de projet il n’existe pas de modèle générique utilisable de façon systématique 
pour décomposer le projet. Chaque décideur peut néanmoins disposer de « patterns » (patrons, 
modèles) de décomposition plus ou moins spécialisés, selon le type de projet ou de produit qu’il va 
adapter au cas courant.  
 
Figure 1.6. Le cycle de vie du projet et du produit 
Au fur et à mesure de l’avancement du projet, le produit va passer par différents états, 
partant de la spécification jusqu’à la réalisation effective. Le projet va de même être spécifié puis 
détaillé de plus en plus finement. Les modèles utilisés pour le représenter changent 
progressivement, passant de modèles orientés vers la négociation et les accords entre les partenaires 
et décideurs en phase amont vers des modèles de coordination et de transfert d’informations 
fortement structurés et sophistiqués pour la réalisation [Austin, 2002]. Austin montre que ce 
changement de nature des modèles et du processus de projet correspond au rapport entre l’impact 
du contenu des informations sur la solution adoptée (élevé lors des phases amont) et la structure du 
flot d’information ainsi que le nombre de personnes impliquées dans le projet (élevé lors de la 
réalisation du projet). 
La gestion de projet est le processus qui établit la planification et le contrôle du bon 
déroulement des activités. Elle fixe des objectifs à tous les acteurs du projet et apporte à la direction 
de projet les informations relatives à la bonne exécution de ces objectifs. Elle doit être en mesure à 
tout instant de modifier la programmation initiale du projet pour réagir aux aléas. Nous nous 
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intéressons plus particulièrement aux premières phases de la gestion de projet, appelées phases de 
conception préliminaire du projet, lors desquelles les décideurs doivent décomposer le projet en un 
ensemble de tâches séquencées puis s’assurer de l’adéquation avec, d’une part les attentes du client 
en termes de délais et de coûts, d’autre part, avec la capacité et la disponibilité des ressources de 
l’entreprise. Pour M. Joly et J.L. Muller dans [Joly et Muller, 1994], cette phase s’appuie sur trois 
activités réalisées en parallèle :  
− le développement de l’idée, qui englobe la définition des enjeux et objectifs du projet et la 
décomposition en activités, 
− l’analyse de faisabilité et l’évaluation des risques, qui vise à évaluer les options possibles 
pour réaliser chaque activité en termes de performance, de financement et d’adéquation 
charge/ressources disponibles 
− la modélisation de l’environnement du projet, qui assure son insertion dans les processus et 
projets existants (poids du projet par rapport aux autres projets, cohérence avec les objectifs 
de l’entreprise, interface avec les autres projets, etc.).  
 
L’aide à la décision en conception préliminaire de projet utilise le résultat de ces activités 
pour aider le décideur dans ses choix parmi les différentes options de réalisation possibles. Cette 
phase de conception préliminaire est très importante car les décisions qui sont prises conditionnent 
la réalisation du projet et donc la performance de l’entreprise. Une augmentation du temps investi 
dans les phases de conception/planification diminue la durée totale du projet. De manière analogue, 
le coût d’une erreur détectée en phase de conception de projet est inférieur au coût d’une erreur 
détectée lors des phases de réalisation du projet. 
Les phases amont des projets semblent bénéficier de moins de soutien méthodologique que 
les phases plus avancées. Rares sont les travaux proposant des outils capables de supporter 
l’évolution extrêmement rapide et dynamique des projets ainsi qu’une masse importante 
d’informations non structurées produites au cours du travail préliminaire [Austin et al., 2002]. Les 
acteurs du projet amont sont confrontés au caractère informel des données manipulées ainsi qu’au 
manque de visibilité sur la distribution de l’activité qui rendent cette phase difficile à modéliser 
[Geiskopf, 2004]. La mise en place d’un processus de retour d’expérience permet d’analyser les 
projets précédents et de prendre les décisions relatives à la définition du besoin, pour valider la 
faisabilité d’un projet lors des phases amont [Girard et Doumeingt, 2004]. 
Cette phase amont se termine par une étape décisive dans le projet : le lancement, qui 
correspond à la validation contractuelle de l’engagement de l’entreprise. Les délais, les coûts, la 
qualité de la prestation, les niveaux de configuration et les performances du produit ainsi que les 
pénalités de retard sont validés par le client et entraînent une obligation de résultat pour l’entreprise. 
Le transfert de responsabilités sur l’entreprise implique une spécification bien avancée du système à 
produire [Geiskopf, 2004]. 
Une fois le projet lancé, sa réalisation est encadrée et pilotée par le processus de conduite de 
projet. Celui-ci utilise la planification, le suivi et le contrôle des activités, les mesures correctives en 
cas d’écarts trop importants avec les prévisions ainsi que la gestion des équipes réalisant les 
activités. La norme EIA 632 fournit des directives plus détaillées pour la réalisation de ce processus 
appelé « management technique » (voir la figure 1.3, page 19 et [EIA 632, 1999]). Il est défini 
comme l’interaction entre trois sous processus : le processus de contrôle, qui recueille les données 
des différents processus opérationnels et leurs expertises par le processus d’évaluation technique, le 
processus d’évaluation, qui mesure la progression et les écarts par rapport aux plans établis et le 
processus de planification, que nous allons détailler plus particulièrement.  
Le processus de planification est défini comme un processus support de l’aide à la décision 
pour l’entreprise et les projets. Dans la norme EIA 632, il se décompose en cinq activités, chacune 
elle-même décomposée en différentes tâches à réaliser : 
 La stratégie d’implémentation du processus/projet, qui regroupe l’identification des 
décideurs qui seront impliqués dans le projet, des documents internes et normes à respecter 
pour le projet, des principales phases du projet ainsi que des produits nécessaires à acquérir 
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ou développer. Elle détermine également les revues de management à planifier pour le 
pilotage, les critères de clôture et d’évaluation de chaque activité et l’intégration avec les 
processus/projets existants. Le résultat de cette phase est utilisé pour négocier le contrat avec 
le client et influencer les choix des développeurs et décideurs en préparant la négociation 
des objectifs à atteindre.  
 La définition technique du processus/projet qui se compose de la spécification des 
exigences du client et de chaque décideur impliqué dans le projet, ainsi que des contraintes 
de l’entreprise, du projet et des processus associés ; la création du système d’information du 
projet ; le choix de la stratégie de gestion et de prévention des risques ,de la qualité du 
produit et des processus associés ; la détermination des objectifs de coût pour chaque phase ; 
l’identification des tâches à réaliser par l’analyse des événements clés du projet et l’analyse 
des entrées/sorties de la tâche ; enfin les méthodes, outils et tests assurant et vérifiant la 
réussite de chaque tâche. 
 La planification et l’organisation du processus/projet : Cette tâche regroupe le 
développement de planification à partir des événements clés et des tâches définies 
précédemment, précisant les contraintes entre les tâches et les dates de début et/ou de fin 
attendues pour chaque tâche ; l’identification des ressources associées à chaque tâche ; la 
définition des métiers et des équipes nécessaires pour la réalisation des tâches et les risques 
associés ; et enfin la définition de la structure organisationnelle. 
 La définition des plans de travaux pour chaque phase et métier (conception, management 
des risques, vérification et validation, etc).  
 Enfin, les directives de travail qui précisent pour chaque plan de travail de quelle manière 
il doit être appliqué en détail pour chaque équipe (lot de travail avec méthodes, outils et 
ressources utilisées). 
Cette description du processus de planification est assez générique afin de pouvoir 
l’appliquer à différentes entreprises. Elle fournit un cadre de travail intéressant pour notre étude et 
rassemble l’ensemble des étapes nécessaires à la bonne exécution d’un processus de planification 
d’entreprise. Toute la décomposition du projet jusqu’au niveau opérationnel y est décrite. Nous 
nous intéressons principalement aux trois premières activités, conduites lors des phases amont du 
projet, pour lesquelles il s’agit de déterminer, parmi différentes variantes possibles du projet, 
laquelle permet de répondre au mieux aux différents objectifs. Le projet est un objet, qui 
conjointement au produit, est décomposé au moyen d’une structure hiérarchique jusqu’au niveau 
opérationnel couvrant l’ensemble du cycle de vie du produit.  
La principale différence avec l’environnement produit vient du fait que les décideurs de haut 
niveau disposent toujours d’un modèle plus ou moins vague du processus de projet à mettre en 
place. Ce modèle est décomposé et chaque décideur associé aux activités sous-jacentes va s’engager 
à respecter les objectifs qui lui sont attribués. La complexité de la gestion de projet ne vient pas de 
la difficulté à décomposer le processus, mais plutôt à gérer l’incertitude sur les objectifs et les 
dérives potentielles. C’est la raison pour laquelle le système que nous proposons utilise, côté 
produit, le résultat du processus de conception préliminaire tandis que, côté projet, nous proposons 
d’utiliser les modèles des décideurs pour simuler une planification préliminaire du projet à un 
niveau de décomposition donné. Ce niveau de décomposition est propre à chaque entreprise et 
correspond au niveau habituellement utilisé par les décideurs pour valider le lancement conjoint du 
projet et de la conception détaillée du produit.  
Dans les deux sections précédentes, nous avons décrit l’environnement de conception du 
produit puis du projet. Avant d’aborder le couplage de ces deux environnements, il est nécessaire de 
compléter ce panorama par une analyse plus fine de ces environnements en analysant les processus 
décisionnels associés. Le but est de mettre en évidence la complexité des décisions à prendre dans 
les deux domaines et la nécessité d’outils d’aide à la décision adaptés.  
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1.4 Analyse des processus de conception et de conduite 
1.4.1 Complexité des systèmes et des projets permettant de les réaliser 
Un système complexe est une association d’éléments qui est susceptible de faire émerger 
des propriétés globales impossibles à identifier en analysant uniquement les propriétés des 
composants [Bucki, 2002]. La conception de tels systèmes requiert des analyses expertes multi-
domaines pour l’étude de ces composants ou sous-ensembles mais également pour l’intégration de 
ceux-ci dans l’architecture globale. Des démarches collaboratives, telles que l’ingénierie 
concourante permettent de disposer de plusieurs solutions différentes pour répondre aux exigences 
fonctionnelles, offrant au décideur toute une palette de configurations possibles pour réaliser le 
système. Chaque équipe possède ses contraintes et ses objectifs particuliers, mais doit également 
respecter les contraintes d’ordre supérieur (délais, coûts, contraintes globales de conception, etc) 
définies pour le système et le projet plus globalement. Selon le type de système, il existe également 
des problématiques techniques générales dont les contraintes sont diffusées entre les différents 
groupes de conception, telles que le poids pour des systèmes de transport, les champs 
électromagnétiques pour les systèmes électroniques, etc. Ces problèmes cruciaux sont intégrés de 
manière préventive lors de la conception du système, notamment au moment de sa décomposition. 
Cette sophistication des produits à réaliser s’est également accompagnée d’une 
complexification des processus de projet permettant de les obtenir. Les architectures des outils de 
gestion s’éloignent de plus en plus d’une structure centralisée et tendent vers des architectures 
décentralisées afin de mieux s’intégrer dans la réalité organisationnelle et opérationnelle de 
l’entreprise (chaîne logistique, entreprise étendue, etc.). Les sous-ensembles sont souvent obtenus 
auprès de fournisseurs spécialisés possédant leurs propres objectifs et contraintes. Selon leurs 
pouvoirs décisionnels et le rapport de force entre les entreprises, elles vont privilégier leurs objectifs 
locaux ou se conformer aux objectifs globaux imposés par le projet [Affonso, 2008]. Chaque 
produit/projet possède ainsi sa propre répartition des responsabilités entre les différents partenaires 
engagés.  
Cette double complexification (produit/projet) a révélé les limites des méthodes classiques 
de conception. Celles-ci sont en effet fondées sur une démarche centralisée descendante d’analyses 
structurées, principalement centrée sur l’objet de la conception (le produit). Le processus de 
conception résultant est jalonné d’étapes de validation, qui tendent à minimiser les échanges entre 
les acteurs et à les rendre dépendant du modèle « maître » choisi. Ces propriétés, si elles permettent 
de mieux encadrer l’incertitude, forment également un réel frein pour l’innovation et la coopération. 
De nouvelles méthodes, telles que l’ingénierie système, incluent les notions de groupes de projet 
coopérant et de processus d’intégration des métiers. La complexité est affrontée en multipliant les 
confrontations, les points de vue et les interactions entre les différents acteurs.  
1.4.2 Aide à la décision 
Le processus de conception préliminaire et le processus de gestion de projet peuvent être 
étudiés selon l’aspect décisionnel. Le processus de décision correspond dans les deux 
environnements à un flux d’informations entre les décideurs impliqués dans le projet courant. Nous 
nous limitons à l’étude de l’étape décisionnelle finale du processus de conception préliminaire du 
produit. Lors de cette étape, les décideurs choisissent la configuration globale du produit (choix 
parmi les différentes alternatives dans la décomposition Produit) et du projet (choix parmi les 
différentes options de réalisation dans la décomposition Projet) qui va être étudiée plus en détail 
lors de l’étape suivante (conception détaillée). Cette configuration globale du produit et du projet 
est appelée un scénario de projet et correspond à une instanciation de tous les choix des deux 
décompositions (jusqu’au niveau de granularité choisi par les experts à cette étape du processus). 
Les décisions mises en œuvre correspondent à une succession de choix d’alternatives d ans la 
hiérarchie Produit et de choix d’options de réalisation dans la décomposition Projet. L’objectif de 
notre étude est de proposer un outil d’aide à la décision adapté à ce type de processus, permettant de 
saisir et de réutiliser l’expertise des décideurs des deux environnements Produit et Projet. 
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Plus spécifiquement liées à l’environnement produit, il existe de très nombreuses techniques 
(programmation par contraintes, raisonnement à partir de cas, etc.) et méthodes d’aide à la décision 
(Quality Function Deployment (QFD), DSM, etc.). L’aide à la décision en conception préliminaire 
passe par l’utilisation d’outils ou de méthodologies aidant à formaliser la connaissance relative à un 
produit, tout en évaluant cette connaissance pour estimer les risques encourus et ainsi prendre de 
« bonnes » décisions [Chenouard, 2007]. Il est également nécessaire de hiérarchiser les 
connaissances pour ne considérer que les données pertinentes, et faciliter ainsi la prise de décision 
[Scaravetti, 2004][Vernat et al., 2006]. Cela permet de ne pas surcharger inutilement les modèles et 
de prendre en compte un maximum d’informations utiles sur le produit.  
Une méthode d’aide à la conception préliminaire doit permettre de prendre en compte toutes 
les contraintes et exigences, sans éluder celles qui sont contradictoires puis de donner au décideur 
l’ensemble complet des solutions envisageables répondant au besoin formulé.Pour pouvoir choisir 
entre les différentes solutions possibles, les spécifications du produit doivent s’accompagner d’une 
liste d’indicateurs de performances quantifiés regroupés dans un tableau de bord pour définir une ou 
des cibles à atteindre. Les performances attendues du système complet sont ensuite décomposées et 
affinées au niveau des sous-systèmes jusqu’au niveau des composants. Ces performances attendues 
seront ensuite comparées aux performances évaluées des solutions de conception qui émergent 
durant le processus de conception préliminaire [Scaravetti, 2004]. B. Yannou dans [Yannou, 2006] 
représente cette boucle élémentaire de la conception illustrée sur la figure 1.7 et répertorie les 
différentes contraintes liant les performances fonctionnelles, estimées et les paramètres de 
conception : 
− les contraintes d’ingénierie, liant les paramètres de conception entre eux. Il s’agit la plupart 
du temps d’équations ou d’inéquations représentant les limites de réalisation de paramètres 
de conception. On trouve également des préférences sur les valeurs des paramètres de 
conception exprimant le savoir-faire des experts. 
− les contraintes de performances, relient les paramètres de conception aux performances 
estimées [Yannou, 2001] et sont obtenues soit par simulation, soit par estimation des 
experts, soit par des fonctions déterministes.  
− les contraintes de spécification, faisant correspondre les performances estimées et les 
performances attendues ou portant sur les performances attendues (limites d’acceptation). 
Le cahier des charges peut également comporter des préférences sur les valeurs des 
performances attendues. 
 
Figure 1.7. Boucle élémentaire du cycle de conception dans [Yannou, 2006]  
Cette boucle élémentaire peut être utilisée pour représenter le fonctionnement de chaque 
étape décisionnelle technique (choix de composants, architectures, etc.) à tout niveau dans la 
structure hiérarchique de décomposition. L’évaluation des performances par simulation (par 
exemple le calcul par éléments finis pour les éléments mécaniques) est très coûteuse et ne doit être 
utilisée que pour un nombre limité de cas. L’estimation par des experts limite également le nombre 
de cas à traiter pour ne pas être trop fastidieuse. Enfin, il existe peu de modèles déterministes 
d’estimation des performances des paramètres de conception. Il est donc nécessaire soit de réduire 
au maximum le nombre de paramètres de conception à évaluer lors de la phase amont, soit de ne 
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conserver que quelques valeurs ou intervalles significatifs des paramètres pour obtenir un modèle 
simple. Ce premier tri sera de toute façon affiné par la suite en conception détaillée.  
Lors de la phase amont de conception, les concepteurs peuvent décomposer le système 
jusqu’à obtenir un ensemble de composants, de fournitures et de sous-ensembles sous-traités. 
Chaque élément ou chaque interface entre éléments peut être décrit globalement par les principaux 
paramètres et performances attendues.  
De nombreux systèmes d’aide à la décision en conception préliminaire se concentrent sur la 
recherche de solutions valides et utilisent pour cela des techniques à base de propagation de 
contraintes [Scaravetti, 2004] [Yannou, 2006] [Chenouard, 2007] [Aldanondo et al., 2008]. Les 
techniques de propagation par contraintes permettent la réduction de l’espace des possibles par la 
propagation de contraintes matérialisant la connaissance disponible relative aux domaines des 
variables de conception ou de performances fonctionnelles ou estimées. Il en résulte des plages de 
valeurs, parmi lesquelles le décideur peut choisir une solution valide. Mais ces systèmes ne 
permettent pas l’optimisation du choix parmi les solutions possibles.  
D. Scaravetti, dans [Scaravetti, 2006], propose l’utilisation d’une sélection par front de 
Pareto pour réduire l’espace des solutions possibles (pour la description de la sélection par front de 
Pareto voir §1.4.3). Une fois le nombre de solutions réduit, un arbitrage par les experts permet de 
sélectionner la solution qui va être étudiée en conception détaillée. Il est possible de procéder de 
manière identique dans l’environnement projet lié au produit. 
Que ce soit en conception de produit ou de projet, une modélisation du problème supporte 
les décideurs lors du choix entre différentes solutions potentielles. Ces modèles plus ou moins 
génériques permettent une standardisation du processus décisionnel et sont alimentés en nouvelles 
connaissances apportées par chaque nouveau cas résolu. 
1.4.3 Les connaissances et modèles utilisés 
Les connaissances utilisées en conception préliminaire permettent le passage de l’idée au 
concept puis à l’objet [Scaravetti, 2004]. Les données manipulées par le concepteur sont souvent 
imprécises et interdépendantes, ce qui augmente le risque de choisir une solution inadaptée. La 
démarche généralement adoptée par le concepteur est de faire des choix a priori avec l’appui de sa 
propre expérience [Chakrabarti et al., 1992]. Il peut être intéressant de mettre en place une 
démarche structurée de retour d’expérience pour aider cette prise de décision. Bien sûr une telle 
démarche n’est pertinente que lorsque le processus de conception de l’objet recherché comporte une 
part conséquente de connaissances réutilisables. 
De façon générale, on peut distinguer différents types de conception selon la proportion de 
connaissances nouvelles à acquérir. Nous citerons, ordonnés selon l’importance des connaissances 
réutilisables, la conception routinière, la conception adaptative [Pahl et Beitz, 1996], la conception 
par prototype2, la conception par variante [Culversouse, 1995], la conception innovante, la 
conception stratégique et la conception créative. Dans tous ces types de conception (à l’exception 
de la conception purement créative), il existe toujours une part de connaissances réutilisées. Le 
retour d’expérience est alors une solution intéressante permettant d’encadrer la réutilisation des 
connaissances, que ce soit au niveau des composants et démarches précédemment utilisés 
(composants sur étagère ou procédures existantes de l’entreprise) ou au niveau de l’intégration des 
nouveaux produits ou démarches dans le référentiel existant (intégration de composants innovants, 
nouvelle architecture, processus de fabrication nouveau).  
Nous prendrons comme référence le cas de la conception innovante. Celle-ci met en oeuvre 
20 à 50% de nouvelles connaissances qui vont porter sur l’utilisation d’une nouvelle technologie au 
niveau des composants ou du processus [Deneux et Wang, 2000]. La décomposition du problème 
est généralement connue, mais il n’existe pas de solutions à tous les sous-problèmes. Ce type de 
conception fait en général appel à la créativité, quoique le résultat de la conception puisse être une 
combinaison de solutions existantes [Ben Sta, 2006].  
                                                 
2 Le prototype est une structure d’accueil permettant de se rapprocher d’une conception déjà réalisée [Gero, 1987] 
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Parmi les différentes approches de conception existantes présentées dans la section §1.2.1, il 
y a d’une part l’opposition entre des méthodes très encadrées diminuant l’incertitude, telles que les 
approches algorithmiques, et des méthodes plus souples améliorant la créativité, comme la 
conception axiomatique. Les premières sont en général plus adaptées à des processus de conception 
de type routinier ou de re-conception, où peu de nouvelles connaissances sont apportées. En 
revanche, les méthodes favorisant la créativité vont être très utiles pour aborder des problématiques 
complexes ou innovantes.  
D’autre part, on peut distinguer les méthodes ascendantes et les méthodes descendantes. Les 
méthodes descendantes doivent être préférées pour la conception de systèmes complexes. La 
décomposition est indispensable, que ce soit pour affronter la complexité ou pour encadrer la 
créativité, tout en conservant un bon niveau de contrôle du processus. Elle permet d’utiliser la 
notion de niveau systémique, qui facilite l’étude du système en se limitant à un niveau d’abstraction 
donné, et la notion de bloc ou sous-ensemble du système, qui peut être étudié par des experts 
spécialisés en tenant compte de l’interface avec les autres sous-ensembles de même niveau. Une 
approche intéressante est d’utiliser les deux types de méthodes, ascendante pour intégrer les 
informations sur la partie connue et descendante pour étudier et spécifier les nouvelles parties. 
L’objectif est alors d’établir la connexion entre l’agrégation des données des niveaux inférieurs 
(données opérationnelles) et la décomposition des données de haut niveau (besoins, produit et 
processus) : ce type de démarche est appelée « meeting in the middle ». 
La modélisation des connaissances et des flux d’informations, lors du processus de gestion 
d’un projet, amène une meilleure compréhension de ce processus. L’utilisation de modèles 
descriptifs de haut niveau du processus de projet associés aux études détaillées de chaque activité le 
composant permet une amélioration conséquente des processus de gestion et une maîtrise de la 
complexité des projets [Austin et al., 2002].  
Les connaissances utilisées en conception préliminaire de projet sont liées aux décisions sur 
les produits, les processus, l’organisation, les caractéristiques du projet ainsi que les savoirs et 
savoir-faire manipulés pendant son déroulement et leurs résultats (« feedback » opérationnel). N. 
Matta dans [Matta et al., 2000] propose de mémoriser les projets et les connaissances utilisées lors 
des projets dans un modèle appelé « Mémoire de projet ». Celui-ci regroupe des éléments issus de 
l’environnement de conception et de l’environnement de conduite ainsi que le contexte d’exécution 
du projet (organisation, techniques et outils disponibles, objectifs assignés, etc.). Une mémoire de 
projet décrit l’historique d’un projet et l’expérience acquise pendant la réalisation du projet. Dans 
cette étude, les auteurs utilisent un modèle de résolution des problèmes commun au deux 
environnements : lorsqu’un problème est rencontré, les décideurs définissent, d’après leur 
expérience, un ensemble de propositions possibles pour résoudre le problème. Chaque proposition 
est étayée par un certain nombre d’arguments portant sur les caratéristiques ou attributs des 
propositions. La résolution du problème, c’est-à-dire la décision des experts, correspond alors à la 
sélection d’une proposition particulière parmi l’ensemble des propositions possibles. Dans notre 
étude, nous l’utilisons pour représenter les connaissances mises en œuvre à chaque prise de décision 
dans les deux environnements (décisions dans les deux décompositions Produit/Projet). Dans nos 
travaux, le problème à résoudre correspond à la satisfaction des objectifs dans chaque bloc de 
construction (BC). Les propositions sont alors soit les options de réalisation (conduite de projet) soit 
les alternatives de conception possibles et la décision correspond au choix entre les alternatives ou 
options. 
La démarche que nous proposons permettra d’alimenter le processus de retour d’expérience 
dans les deux environnements produit et projet en connaissances nouvelles grâce à l’analyse 
conjointe des projets et produits réalisés. La modélisation des connaissances utilisées permet de 
manipuler et d’extraire de manière simple les données sur le produit et le projet. Ceci constitue une 
contribution originale de notre étude, car nous avons trouvé très peu de travaux sur ce sujet. Nous 
reviendrons sur cet aspect de manière plus détaillée dans la première partie du chapitre 3 consacré 
au modèle de connaissances que nous proposons. 
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1.5 Modèle pour le couplage Produit / Projet 
La plupart du temps, le processus de conception d’un produit et le processus de gestion du 
projet pour réaliser ce produit sont traités de manière indépendante (en tout cas, sans dépendance 
formalisée) ce qui est source d’incohérences et donc de délais supplémentaires. Ils disposent chacun 
d’outils et de méthodes propres. De manière classique, le système est d’abord spécifié, puis on 
détermine la solution logique la plus satisfaisante par rapport aux objectifs de conception. Enfin on 
s’assure, à l’aide d’une planification par simulation, qu’il est possible de le réaliser. Le couplage, 
c’est-à-dire les décisions simultanées concernant les deux domaines, est établi lors de réunions 
préliminaires, puis il est rarement remis en cause. Cette démarche peut être source d’incohérences, 
voire d’impossibilités de réalisation, ce qui oblige alors à revoir la conception du produit. En effet, 
d’une part, la conduite de projet dépend de la conception du produit en ce que les choix 
technologiques sont multiples et les décisions qui y sont associées dépendent d’exigences et de 
performances techniques. D’autre part, le choix d’une architecture produit implique une séquence 
d’activités pour la réaliser dont la performance est évaluée selon des critères propres à 
l’environnement projet.  
L'amélioration du lien produit / processus a fait l’objet de nombreuses propositions telles 
que :  
 les méthodes d’ingénierie concourante, ingénierie simultanée ou conception intégrée 
[Decreuse et Feschotte, 1998] qui proposent une approche systématique de l’intégration de 
la conception du produit et de son processus de fabrication, incluant la production et les 
services associés (domaine PLM - Product Life Management) [Danesi et al., 2007] ;  
 des études dédiées à un domaine particulier où le produit est fortement lié au processus 
d’obtention (par exemple, pour les produits forgés [Thibault, 2008]). 
 les méthodes basées sur les DSM (Design Structure Matrix, voir §1.2.1), l’étude de M. 
Danilovic [Danilovic et Browning, 2006] envisage le couplage des environnements Buts / 
Produit / Processus / Organisation / Outils. H.F. Hung dans [Hung et al., 2008] propose un 
lien entre les environnements produit et projet de conception. Chaque partie du produit est 
associé un ensemble d’activités de conception. Chaque composant est lié à un ensemble 
d’activités de développement. Des activités de conception architecturale (intégration des 
modules) sont attribuées pour chaque groupe identifié sur la matrice Produit. La matrice 
Projet, appelée Activity-Based DSM, est construite en utilisant des « patrons » de processus 
de conception de haut niveau et permet de déterminer le séquencement des activités et leurs 
interactions. 
Le projet ATLAS propose la réalisation conjointe des phases de conception préliminaire du 
système et du projet. Les objectifs globaux, les exigences et les contraintes sur le système, qu’ils 
soient internes ou externes, sont regroupés au sein d’un cahier des charges placé sous la 
responsabilité du maître d’ouvrage. Ce document va permettre aux équipes de conception et de 
conduite de projet une première série de propositions à haut niveau qui sera affinée, précisée et 
vérifiée pas à pas. Le couplage des deux processus doit fournir une première représentation du 
couple Produit/Projet qui supportera les premières décisions stratégiques (choix technologiques, 
réutilisation d’acquis antérieurs, etc). Durant ce processus de conception préliminaire, il s'agit de 
pouvoir faire évoluer simultanément les décideurs du projet et de la conception autour d'un modèle 
de données de haut niveau commun aux deux démarches [Gutiérrez et al., 2005]. Les données 
manipulées couvrent l’ensemble des cycles de vie du produit et du projet.  
Le couplage s’appuie sur les interactions entre les représentations logiques et physiques du 
système (description du système en termes de concepts puis de composants physiques) et la 
définition des tâches qu’il faudra mettre en œuvre durant le projet. Ce couplage doit fournir des 
cibles à atteindre pour les étapes suivantes de conception et de conduite et permettre d’anticiper au 
mieux les risques projet lors des phases amont de la conception du produit. Le traitement de ces 
risques peut se faire de manière statique en envisageant, avant le lancement du projet, plusieurs 
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solutions de repli par l’élaboration de plusieurs plans de secours si l’un des risques considérés 
survenait. De manière synchrone, la structure du projet qui sous-tend la réalisation va être 
progressivement détaillée. L’instanciation de tous les choix correspond à une configuration du 
système et du projet : solutions physiques pour le système correspondant à une combinaison 
particulière de choix de solutions logiques ou physiques pour chaque sous-ensemble du système 
jusqu’au niveau de composants finaux.  
 
Figure 1.8. Dualité produit / projet 
Dans notre démarche, le lien entre produit et projet correspond donc à une bijection entre 
chaque bloc de construction Produit et le bloc de construction Projet correspondant à tous les 
niveaux de décomposition. A chacune des solutions physiques évoquées (Bloc de construction 
Produit illustré sur la partie de droite de la figure 1.8) correspond une séquence de tâches à planifier 
(Bloc de construction Projet illustré sur la partie de droite de la figure 1.8) permettant de concevoir 
puis réaliser ou approvisionner, tester,… le sous-ensemble correspondant. Ces séquences sont issues 
des modèles de décomposition du projet définis par les différents décideurs selon leurs niveaux 
hiérarchiques dans la décomposition du projet ou du système. Or, chaque tâche élémentaire peut 
ensuite être réalisée de plusieurs manières différentes que nous appelons « options de réalisation ». 
Par exemple, un sous-ensemble peut être acheté entièrement à un ou plusieurs fournisseurs ou être 
réalisé directement par l’entreprise. Ce type de choix va alors dépendre de contraintes et d’objectifs 
de conduite de projet.  
Dans ce travail, nous nous limiterons à l’aspect optimisation des séquences de tâches à 
réaliser. Il s’agit d’affecter aux tâches à la fois des ressources et un espace temporel d’exécution en 
prenant soin de respecter un ensemble de contraintes de date (respect des délais), d’ordre 
(séquencement des tâches) ou de ressources nécessaires. Une affectation de toutes les tâches 
sélectionnées représente une solution potentielle pour le projet. Le problème d’optimisation 
combinatoire est alors de choisir une bonne solution, si possible optimale, par rapport à un 
ensemble de critères d’évaluation.  
La complexité de la conception du système se traduit, côté produit, par une incertitude liée à 
la part innovante du système. Une fois les domaines des variables de conception réduits et la 
décomposition architecturale suffisamment avancée dans la configuration du système et de ses sous-
systèmes, les choix de conception peuvent se résumer par une séquence de choix entre différentes 
configurations correspondant à des groupes de solutions physiques [Mtopi fotso, 2006]. Le 
couplage permet d’intégrer les contraintes de projet pour faciliter la décision conjointe de lancement 
du projet et de conception détaillée. Dans notre étude, toutes les configurations représentées 
respectent les exigences techniques définies de l’environnement produit et correspondent à une 
version possible à la fois du système et du projet. Les principaux choix de conception, permettant de 
distinguer les différentes configurations du système, sont évalués en même temps que les choix de 
conduite de projet (sélection d’options de réalisation pour le projet et séquencement des tâches) 
mais uniquement en termes de coût et de délai. Ces choix sont ensuite affinés au fur et à mesure de 
l’avancement des deux processus. Le problème résultant de cette approche présente une forte 
combinatoire. Il est modélisé par le graphe de projet, présenté dans la partie suivante, représentant 




1.5.1 Modélisation par un graphe de projet 
Nous utilisons un modèle commun aux deux environnements produit/projet, initialement 
proposé dans [Rochet, 2007], regroupant les différentes alternatives identifiées en phase de 
conception du produit et les différentes options de réalisation possibles pour obtenir le produit. Ce 
graphe représente l’espace des solutions de projet faisant apparaître des précédences conditionnelles 
ainsi que des divergences et convergences en « ET » (représentées par une double barre verticale) et 
en « OU » (représentées par des cercles) entre les tâches, comme l’illustre la figure 1.9. Les tâches 
sont représentées par des rectangles dans lesquels se trouvent leurs différentes options de 
réalisation. Cette représentation est un modèle fortement combinatoire avec de multiples 
disjonctions en « OU » pour la sélection des alternatives à réaliser et pour la sélection des options 
de réalisation des tâches. Le modèle recense l'ensemble des choix de conception et l'ensemble des 
alternatives de réalisation correspondant à des solutions réalisables.  
Exemple de graphe de projet : Fabricant de satellites 
 
Figure 1.9. Représentation d’un graphe de projet avec noeuds de décision 
La modélisation du projet, illustrée par un exemple sur la figure 1.9, permet de représenter 
les choix conceptuels possibles à chaque étape décisionnelle entre différentes séquences de tâches. 
Chaque séquence de tâches représente une alternative proposée au concepteur de système. Par 
exemple, lorsque plusieurs technologies sont disponibles pour le même élément du produit, cela se 
traduit par un choix entre différentes séquences de tâches à réaliser. A titre d’exemple, le graphe de 
projet de la figure 1.9 représente le projet, volontairement simplifié, de réalisation d’un satellite par 
un fabricant du domaine aérospatial. Imaginons que cette entreprise soit sollicitée pour un projet de 
télécommunication particulier. Les concepteurs déterminent qu’il est possible de satisfaire les 
exigences en envoyant, soit un unique satellite complexe, soit deux satellites plus petits 
fonctionnant en collaboration (choix de conception C1 + Nœuds ET pour le cas à deux satellites). 
Puis, pour réaliser ces satellites, l’entreprise peut utiliser soit une plate-forme générique qu’il faut 
adapter à la mission demandée (coût de conception moins élevé, mais le poids du satellite est plus 
important), soit re-concevoir totalement la plate-forme de manière plus spécialisée à la mission 
(choix C2 et C3). La tâche T1 correspond donc à un seul satellite avec plate-forme générique, T2 à 
un seul satellite avec plate-forme spécifique, T3 et T4 à la réalisation de deux satellites avec plate-
forme générique, T5 et T6 à la réalisation de deux satellites avec une plate-forme spécifique. Enfin, 
les tâches T7 et T8 sont respectivement le transport et le lancement.  
Chaque tâche dispose d'un certain nombre de possibilités de réalisation appelées 
« options de réalisation ». Par exemple, la tâche T7 (transport) peut être réalisée par les options 
« Transport par l’entreprise A », « Transport par l’entreprise B » ou « Transport par l’entreprise C» 
et la tâche T8 (lancement) peut être réalisée en utilisant le lanceur européen Ariane ou le lanceur 
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américain Titan. Chaque possibilité (combinaison de choix d’alternatives et de choix d’options) est 
appelé un « scénario », et correspond à un plan de travail pour l'organisation du projet respectant à 
la fois les spécifications techniques et les besoins stratégiques du projet [Rochet et Baron, 2005].  
Une fois les choix d’alternatives et d’options fixés, une simulation de type « placement » est 
réalisée afin de planifier les séquences de tâches selon les différentes contraintes à satisfaire et 
l’horizon décisionnel du décideur impliqué :  
 les contraintes technologiques ou organisationnelles imposent des contraintes 
d'enchaînement temporel entre certaines opérations (décrites dans le graphe de projet) et 
éventuellement de choix de ressources pour une opération donnée, 
 la limitation du nombre de ressources impose des contraintes de capacité et de disponibilité 
sur les ressources, 
 les contraintes de délai se traduisent par le fait que chaque tâche doit être réalisée à 
l'intérieur d'un créneau temporel caractérisé par une date de début au plus tôt et une date de 
fin au plus tard. 
Cette planification macroscopique est réalisée par un algorithme de placement au plus tôt 
sur les calendriers des ressources nécessaires et selon la forme du graphe (séquencement des 
tâches).  
 
Modèle formel du graphe de projet : 
projet,du   tâchesdes ensemblel' représente   }t,,t,{t  T |T|21 …=
 
n,réalisatio de options des ensemblel'  }a ,,a ,{a A |T|21 …=  
, tden réalisatio de options des ensemblel'  }a ,,a ,{a  A ii|Ai|2i1ii …=
 
OU, noeuds des ensemblel'  }n ,,n,{n  N m21 …=  
 ET noeuds des ensemblel'  }e,...,e,e {  E l21=  { } { } { }{ } { } projet dechoix  des ensemblel' ,...,,n,n,...,n,n,n,n  21fmimf2i2f1i1 mχχχχ ==  
 
Le graphe de projet Г = (α, β) est défini par les sommets du graphe :    { }EN ++=∪∪= T21 ,...,,  E  N  T  αααα   
et l’ensemble des arcs :  { } { }{ }lkji ααααβ ,,...,,  =   
avec { }ji αα ,  exprimant la contrainte de précédence entre les sommets αi et αj. 
L’ensemble des successeurs d’un sommet αj, est défini par : 
 }f ,,f ,{f  F j|F|2j1jj j…=  
L’ensemble de tous les successeurs est alors : 




La construction du graphe suit les règles suivantes : 
- le graphe de projet doit être acyclique afin qu’une tâche ne se succède pas à elle-
même, 
- les nœuds doivent appartenir à un seul choix, 
- il ne doit pas exister de relations directes entre des éléments de chemins 
différents, 
- afin d’alléger le graphe, seuls les nœuds ET non implicites sont représentés 




Ce formalisme permet de représenter, de manière synthétique, les choix de conduite ou de 
conception de systèmes complexes.  
1.5.2 L’évaluation de scénarios  
Le fait de coupler deux processus conduit à devoir satisfaire des objectifs hétérogènes. Coté 
conception, les objectifs concernent des critères techniques tels que la qualité du produit, la fiabilité, 
la testabilité, la faisabilité, etc. De l’autre côté, le manager de projet répond à des contraintes 
économiques, temporelles et de moyens. L’approche Taguchi proposée dans [Yacoub, 2004] permet 
de regrouper les objectifs au travers d’une métrique commune utilisant les concepts de cible à 
atteindre et de déviation. Il s’agit de méthodes d’ingénierie de la qualité développées à l’origine par 
G. Taguchi [Taguchi et al., 2004]. La satisfaction des critères est mesurée par la déviation par 
rapport à une valeur cible à atteindre. La satisfaction d’un critère est d’autant plus grande que l’on 
s’approche de l’objectif. La fonction de perte de Taguchi permet d'établir une mesure du 
mécontentement de l'utilisateur pour une performance de la solution déviant d'une valeur à 
atteindre. Elle utilise une courbe quadratique centrée sur la valeur à atteindre (cible) (illustrée sur la 
partie gauche de la figure 1.10).  
 Yacoub propose d’étendre cette idée en liant le coût ci d'un critère i avec le coût optimum oi, 
ti la valeur de la cible, ei la valeur estimée et ki une constante positive définie par l’utilisateur pour 
ce critère selon l’équation suivante :  
 )  t- e ( k  o  c 2iiiii +=         [1] 
Les valeurs des coûts optimaux, des cibles et des coefficients sont déterminées de manière 
experte par des méthodes spécifiques à chaque critère. Il s'agit d'estimer au mieux un budget oi 
nécessaire à la réalisation de leur objectif ti et de régler la perte financière due à une déviation par la 
valeur de ki. 
Cette méthode permet d'évaluer les objectifs au moyen d'une métrique commune selon 
l'écart de chaque critère par rapport à la valeur cible. Le coût global d'un scénario est alors exprimé 
par la relation :  















    [2] 
 
Figure 1.10. Fonction de perte Taguchi à gauche et évaluation Pareto multicritère à droite 
1.5.3 Optimisation de la sélection de scénarios 
« L’optimisation c’est l’art de comprendre un problème réel, de pouvoir le transformer en un 
modèle mathématique que l’on peut étudier afin d’en extraire les propriétés structurelles et de 
caractériser les solutions du problème. Enfin, c’est l’art d’exploiter cette caractérisation afin de 
déterminer des algorithmes qui les calculent mais aussi de mettre en évidence les limites sur 
l’efficience et l’efficacité de ces algorithmes. » [Paschos, 2005]. 
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représente l’ensemble fini des variables discrètes du problème, c’est-à-dire 
quelles sont les tâches à réaliser (alternatives des nœuds OU) et de quelle 
manière les réaliser (options des nœud Tâches). 
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représente l’ensemble des domaines associés aux variables vi, c’est-à-dire les 
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Certaines solutions ont un coût global proche du minimum recherché mais satisfaisant des 
objectifs différents. Nous souhaitons conserver un maximum de diversité de solutions proches de 
l’optimum. Si l’on représente ces solutions sur un graphe de comparaison entre objectifs, elles 
appartiennent au front de Pareto (dites « Pareto optimales » (illustrées sur la partie de droite de la 
figure 1.10). Les notions de Pareto-dominance et d’optimalité au sens de Pareto seront définies 
formellement dans le chapitre2 Le coût global d’une solution n’est ici utilisé que pour classer les 
scénarios et ne sert en aucun cas de fonction d’évaluation dans le processus de résolution utilisé. 
Nous avons décrit le modèle proposé initialement par S. Rochet pour représenter le 
problème de sélection de scénarios, ainsi que la méthode choisie pour l’évaluation des scénarios. 
Notre étude se focalisera sur les techniques d’optimisation applicables au problème de la sélection 
multicritères de scénarios de projet ainsi que leur adaptation pour la réutilisation d’expériences 
passées. Dans la plupart des méthodes classiques, la « connaissance » n’est ni conservée, ni 
réutilisée lors des calculs suivants. Au début de l’exécution de l’algorithme d’optimisation, l’espace 
de recherche est considéré a priori comme uniformément intéressant ce qui, en pratique, se révèle 
souvent inexact. La réutilisation de connaissances ne peut néanmoins s’appliquer que si on dispose 
d’un modèle de connaissances suffisamment stable et cohérent pour ne pas fausser la recherche. 
Nous définissons de manière plus fomelle cette problématique dans la section suivante. 
1.6 Problématique 
1.6.1 Problématique de la réutilisation d’expériences en sélection de scénario 
Pour assister la démarche de couplage conduite/conception, il est capital de choisir les 
informations qui doivent être croisées. Le projet ATLAS propose d’explorer la création d’une base 
de données spécialisée et partagée, obtenue par l’extraction, la validation et le classement 
systématique des données les plus stratégiques pour la réutilisation d’un projet à un autre projet. La 
sélection de scénarios de projets fournit donc un cadre idéal pour l’application de la méthode que 
nous proposons. Cette propriété est également valable par rapport à l’aspect innovant des systèmes 
complexes qui nous intéressent. Il existe trois types d’innovations conceptuelles pour ces systèmes : 
l’innovation de composants, l’innovation de design et l’innovation d’architecture (cf. §1.2.3). On 
peut ajouter l’innovation procédurale de conduite de projet et l’innovation d’alternatives de 
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conduite (par exemple l’utilisation d’un nouveau partenaire dans la chaîne logistique de 
production). Ces différents types d’innovation se traduisent soit par de nouvelles alternatives de 
conception (ajout de séquences de tâches), soit par de nouvelles options de réalisation (ajout 
d’options à certaines tâches). Dans ce cadre, la réutilisation d’expériences passées permet de se 
concentrer simultanément sur les bonnes pratiques connues et sur les aspects novateurs considérés 
comme potentiellement intéressants.  
1.6.2 Démarche générale proposée 
Nous proposons une méthode hybride comprenant une méthode de recherche et un modèle 
de connaissances capables de fournir des « heuristiques conceptuelles » partielles adaptées au cas 
traité. L’injection de connaissances permet de diminuer le nombre de solutions évaluées en centrant 
la recherche sur des solutions supposées avantageuses par rapport aux objectifs. Le modèle de 
connaissances ne doit pas fournir toutes les informations précisément, mais donner quelques 
orientations, en fixant les « évidences » par rapport à une situation donnée.  
 
Figure 1.11. Démarche proposée 
Le système, schématisé sur la figure 1.11, doit permettre de mettre en œuvre les propriétés 
suivantes :  
1) une méthode de recherche efficace assurant l’optimisation, même lorsque le modèle de 
connaissances construit « a priori » est incomplet ou défaillant. Cette propriété suppose 
soit une capacité d’adaptation du modèle de connaissances en cours d’optimisation, soit 
une utilisation du modèle de connaissances conditionnée par une évaluation en cours 
d’optimisation de la pertinence ce modèle par rapport au cas traité, 
2) la réutilisation et l’amélioration continue et interactive des connaissances 
opérationnelles (projets effectivement réalisés) avec la mise en place d’une analyse de 
type retour d’expérience. Ce processus fournira au modèle de connaissances un petit 
volume de données réelles contextualisées mais avec une très forte valeur ajoutée 
(analyses expertes approfondies des scénarios et du produit associé), 
 
3) la réutilisation, par la méthode de recherche des connaissances issues des résultats de 
simulation (solutions intermédiaires) produites par un procédé de type Extraction des 
Connaissances à partir des Données (ECD). Contrairement au point précédent, nous 
aurons ici de très nombreuses données virtuellement contextualisées par simulation 
mais dont chaque instance contient peu de connaissances exploitables (évaluation du 
scénario par la méthode d’optimisation), 
4) des capacités de généralisation / spécialisation des connaissances permettant de 
s’adapter selon le nouveau cas traité (projet en cours par rapport au contexte courant) 
mais également lors de la recherche en interaction avec la méthode d’optimisation,  
5) l’utilisation dynamique de ces informations pour accélérer la convergence de la 
recherche que ce soit lors de l’initialisation (embryon de solution ou population initiale) 





L’étude des processus de conception et de conduite de projet, et plus particulièrement de la 
phase de conception préliminaire, a permis de dégager un modèle de couplage adapté à cette phase. 
La démarche ATLAS, reposant sur une décomposition du besoin et des exigences dans chaque 
environnement, aboutit à un modèle fortement combinatoire regroupant l’ensemble des décisions 
relatives au produit et au projet. Nous allons étudier dans le chapitre suivant les techniques 
existantes pour résoudre ce problème d’optimisation multicritères sans apport de connaissances 
spécifiques. Néamoins, nous avons vu que ce problème spécifique possède un socle de 
connaissances réutilisables (cas de la conception innovante). Parmi celles-ci, les connaissances 
expertes relatives aux décisions (choix d’options ou d’alternatives dans le modèle) sont 
particulièrement intéressantes. Nous proposons une démarche d’utilisation de ces connaissances 
pour accélérer la recherche de scénarios. Elle permet ainsi d’obtenir un outil d’aide à la décision 
efficace avec lequel les experts peuvent évaluer rapidement différentes propositions en intégrant les 
nouveaux composants, architectures ou démarches innovantes tout en bénéficant de possibilités de 
réutilisation de l’existant à tous les niveaux de décomposition. Cette démarche suppose l’utilisation 
d’un modèle de connaissances du problème à résoudre permettant de représenter à la fois 
l’ensemble des données du problème  (modèle formel défini : décisions, objectifs, etc.) mais 
également les connaissances expertes « a priori », disponibles sous forme d’analyses structurées 
(problème, propositions, arguments et critères de sélection). En plus des paramètres de base 
(décisions et objectifs), les experts dégagent un ensemble de caractéristiques-clés différenciant les 
propositions disponibles pour chaque décision. Les décideurs peuvent alors confronter leurs choixs 
avec les données acquises lors de la recherche, à un niveau conceptuel. Ce dernier aspect est utilisé 









L’optimisation combinatoire et l’utilisation de 
connaissances 
2.1 Introduction 
Dans la section précédente, nous avons défini le problème particulier de la sélection 
conjointe d’un scénario de projet et d’un produit. Ce problème comporte des caractéristiques 
originales : une forte complexité du problème à résoudre en termes de connaissances sous-jacentes, 
une combinatoire étendue avec des paramètres à sélectionner issus de deux domaines différents, 
enfin un ensemble de connaissances expertes « a priori » disponibles encore inutilisées. Le système 
recherché doit permettre de fournir rapidement à l’utilisateur une solution optimisée par rapport à 
des critères et des objectifs prédéfinis. Étant donnée la complexité et la combinatoire du problème, 
une première approche [Rochet et Baron, 2005] a sélectionné une méthode de recherche capable 
d’évoluer dans de très grands espaces de recherche. Nous pensons qu’il est possible d’utiliser les 
informations disponibles pour guider la recherche en les adaptant au cas traité. Cette démarche de 
réutilisation de connaissances « a priori » a très peu été étudiée à notre connaissance dans le cadre 
de l’optimisation combinatoire. Nous avons donc choisi de décrire globalement dans ce chapitre les 
différentes méthodes existantes, en pointant, pour chacune les avantages et inconvénients à la fois 
pour notre problème spécifique et dans l’optique de la réutilisation de connaissances. Nous nous 
intéressons plus particulièrement à deux types de méthodes d’optimisation combinatoire : les 
méthodes de recherche de type métaheuristique dans la section 2.3, et les méthodes d’optimisation 
par apprentissage dans la section 2.4. Le premier type de méthode correspond au processus de 
recherche que nous voulons améliorer. Il est plus spécifiquement étudié selon les perspectives de 
manipulation et d’injection de connaissance. Tandis que le second type de méthode nous offre un 
panorama des possibilités d’extraction et d’utilisation directe de connaissances pour obtenir des 
solutions optimisées. Enfin, nous décrivons dans la section 2.5, un type de méthode émergent, qui 
consiste à combiner les deux approches précédentes : un algorithme de recherche est guidé par un 
modèle de connaissances appris en cours d’optimisation. Cette approche, qualifiée d’ « optimisation 
guidée par les connaissances », est la plus proche conceptuellement de la démarche que nous 
proposons puisqu’on y retrouve les deux composants qui nous intéressent : le modèle de 
connaissances et le processus de recherche. Néanmoins, nous verrons qu’il existe des différences 
fondamentales sur le rôle et l’importance de chaque processus (recherche et apprentissage). La 
section suivante regroupe un ensemble de définitions et des caractéristiques importantes que nous 
utiliserons pour décrire toutes ces méthodes. 
2.2 L’optimisation combinatoire 
L’optimisation combinatoire est le domaine des mathématiques discrètes qui traite de la 
résolution du problème de recherche parmi un ensemble de solutions potentielles, d’une solution 
optimale ou d’un ensemble de solutions optimales par rapport à une fonction d’évaluation ou 
fonction ‘coût’. Si la fonction est multivaluée, on parle alors de méthode multiobjectif. La 
résolution de tout problème combinatoire par une méthode d’optimisation, illustré sur la figure 2.1, 
passe par deux étapes successives :  
 l’analyse du problème, regroupant la caractérisation du problème puis sa modélisation, qui 
aboutit en général à sa représentation informatique ou codage (codage des solutions 
potentielles et codage d’opérateurs de recherche adaptés), 
 le choix d’une méthode de résolution ou méthode de recherche, qui permet à partir de la 
représentation du problème dans un espace de recherche d’obtenir une solution ou un 




Figure 2.1. Résolution d’un problème par une technique d’optimisation combinatoire 
L’impact du choix d’un codage sera étudié dans la section 2.2.1, puis nous exposerons les 
principales caractéristiques requises pour le choix d’une méthode de résolution dans la section 
2.2.2. Enfin, un panorama global, des techniques d’optimisation classiques sera dressé dans la 
section 2.2.3. Nous proposons ci-dessous un ensemble de définitions issues du domaine de 
l’optimisation multiobjectif.  
Définition 1 : Problème multiobjectif (ici minimisation) 
 Minimiser ( )xf  avec f : Rn Rm, n : nombre de variables 
m : nombre d’objectifs 
 tel que ( ) 0xg ≤   avec qRg ∈ ,       q : nombre de contraintes à satisfaire 
L’espace de recherche correspond à l’ensemble des vecteurs x  appelés vecteurs de décision. 
Si l’espace de recherche est discret, un vecteur est l’instanciation d’une configuration de paramètres 
d’entrée. Un vecteur de décision regroupe une instanciation de l’ensemble des variables du 
problème. La fonction f attribue à chaque instanciation de l’espace de recherche (un vecteur x ) un 
point dans l’espace des objectifs.  
Pour un problème de minimisation, l’objectif de la méthode est de rechercher les vecteurs 
qui minimisent la fonction f tout en respectant les contraintes représentées par la fonction g. 
Contrairement à l’optimisation mono-objectif, il existe plusieurs vecteurs susceptibles de minimiser 
la fonction de performance. L’ensemble des solutions optimales est appelé surface de compromis 
(décrite ci-dessous). 
Dans notre modélisation du problème de sélection de scénarios, les contraintes de ressources 
et temporelles sont prises en compte au moment de l’évaluation des scénarios. Il n’y a donc pas de 
contraintes prises en compte lors de l’optimisation. Tous les vecteurs sont dits admissibles (ou 
réalisables) et représentent une solution potentielle pour le problème d’optimisation (cf. chapitre 3).  
Définition 2 : Dominance au sens Pareto  
Cette notion de dominance, illustrée sur la partie droite de la figure 2.2, permet de 
partitionner l’espace des objectifs en quatre zones autour d’une solution X1: la zone des solutions 
dominées par X1 (représentées par un cercle), la zone des solutions dominant X1 (représentées par 
une croix) et enfin deux zones où on ne peut juger la dominance avec X1 (représentées par un 
triangle). Il existe plusieurs autres types de dominance : a-dominance [Othmani, 1998], dominance 
au sens de Geoffrion [Ehrgott, 2000], cone-dominance [Colette et Siarry, 2002]. Mais la plus 
utilisée est la dominance au sens de Pareto.  
Définition 3 : Optimalité au sens Pareto 
Le maximum global est la solution recherchée lorsqu’un seul objectif est considéré. Dans le 
cas multiobjectif, la surface de compromis idéal est constituée des points Pareto-optimaux. Chaque 
point de la surface est optimal au sens où aucune amélioration ne peut être amenée par rapport à un 
objectif sans détériorer au moins un des objectifs restant [Fonseca et Flemming, 1993].  
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Définition 4 : Front de Pareto  
Le front de Pareto, illustré par un trait pointillé sur la partie droite de la figure 2.2, est 
constitué de l’ensemble des solutions Pareto-optimales représentées dans l’espace des objectifs. Il 
constitue la surface de compromis déterminée par la méthode d’optimisation suivant les relations de 
dominance entre les solutions trouvées. 
Définition 5 : Point idéal et point Nadir  
Le point idéal, illustré sur la partie droite de la figure 2.2, correspond au point dont les 
coordonnées seraient obtenues en optimisant chaque objectif séparément. Tandis que les 
coordonnées du point Nadir correspondent aux pires valeurs du front de Pareto obtenues pour 
chaque objectif. 
Définition 6 : Paysage adaptatif 
La notion de paysage adaptatif, illustrée sur la partie gauche de la figure 2.2, permet de 
définir de manière formelle le comportement des méthodes d’optimisation. Il est représenté par un 
graphe où les nœuds sont les points de l’espace de recherche et les arcs symbolisent la possibilité de 
passer d’un point à un autre par l’utilisation d’opérateurs de recherche. L’altitude des points 
correspond à leur performance vis-à-vis de la fonction coût. L’espace de recherche se présente alors 
sous la forme d’un paysage composé de plateaux, de vallées, de pics, de creux, etc. 
 
Figure 2.2. Paysage adaptatif (à gauche) et front de Pareto et domination (à droite) 
Avant de sélectionner une méthode d’optimisation pour résoudre un problème, il est donc 
nécessaire d’établir un modèle du problème, c’est-à-dire une représentation des solutions 
potentielles au problème puis de définir l’ensemble des propriétés requises qui vont permettre de 
sélectionner la méthode d’optimisation la plus adaptée pour résoudre le problème selon le codage 
choisi. 
2.2.1 Représentation des solutions 
Un bon codage assure un compromis entre la qualité de l’information intégrée dans le 
codage et la complexité des opérateurs. Il faut également trouver un compromis entre la complexité 
des opérateurs et la présence de solutions invalides ou redondantes. Dans le cas de solutions 
redondantes, la taille de l’espace de recherche peut s’avérer très importante puisqu’il contient toutes 
les configurations ainsi que les redondances. La plupart des méthodes d’optimisation utilisent une 
représentation sous forme de vecteurs des paramètres à régler. De nombreux problèmes réels se 
présentent néanmoins sous la forme d’arbres [Paris et al. 2001] ou de graphes de paramètres. Le 
codage de tels problèmes sous forme de vecteurs est alors fortement épistatique puisque certains 
paramètres peuvent être totalement inhibés par la sélection d’autres paramètres situés en amont dans 
le graphe ou l’arbre. Cette représentation correspond à une perte d’informations dans le sens où 
l’algorithme n’utilise pas cette connaissance. Cet aspect sera étudié plus en détail dans la section 
3.4.2 pour le problème de sélection de scénarios (volume et impact des solutions redondantes, 
modification des opérateurs, etc). 
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2.2.2 Critères de sélection d’une méthode de recherche 
Le choix de la méthode de résolution dépend des caractéristiques et de la représentation 
adoptée pour le problème traité. Ces caractéristiques concernent : la complexité du problème 
(nombre et combinatoire des paramètres à explorer), la fonction d’évaluation (coût de l’évaluation, 
optimisation multiobjectif), la présence de contraintes, le résultat souhaité (nombre et 
caractéristiques des solutions), les conditions d’obtention de ce résultat (temps imparti, interactions 
avec l’utilisateur, etc.). L’ensemble de ces informations permet la sélection de la technique à 
employer parmi la multitude existante. Dans les deux sections suivantes, nous allons détailler deux 
aspects importants pour le choix d’une méthode : la complexité et l’aspect multiobjectif. 
2.2.2.1 Complexité combinatoire et temps de résolution  
Pour de nombreux problèmes industriels complexes, le nombre de solutions potentielles 
croît exponentiellement avec la taille du problème. Les méthodes de résolution exactes deviennent 
rapidement inutilisables pour des instances de grande taille. De nombreux systèmes, dans des 
domaines comme la production, la logistique ou la finance, sont trop complexes pour être modélisés 
avec une formulation analytique. Leurs performances ne peuvent alors être évaluées que par 
simulation [Talbi, 2004].  
C’est également le cas lorsque le temps imparti pour effectuer la recherche est trop court. 
Par exemple, dans le cas d’une gestion de projet, il est parfois nécessaire de replanifier les activités 
quotidiennement pour prendre en compte les aléas et changements survenus rendant ainsi inutile 
l’obtention d’une solution optimale qui peut rapidement s’avérer caduque dans un environnement 
dynamique [Michalewicz, 2007]. Dans notre cas, nous souhaitons que l’utilisateur (expert projet / 
produit) puisse accéder de manière conviviale et rapide à un ensemble de solutions regroupant les 
meilleures opportunités selon plusieurs critères. Un modèle de connaissances lié à cet ensemble va 
permettre à l’expert d’analyser les conséquences des décisions liées aux choix de conception et de 
conduite et, le cas échéant de relancer l’algorithme avec de nouveaux paramètres (changement de 
poids des objectifs, nouvelle sélection de décisions, etc.). L’algorithme de recherche doit donc 
s’exécuter de manière rapide pour que l’expert puisse tester différentes configurations et confronter 
ses connaissances avec la simulation des scénarios de projet. Il existe différentes façons d’accélérer 
la recherche de solutions : la conception d’un algorithme spécifique au problème, la décomposition 
du problème en sous-ensembles que l’on peut résoudre de façon simultanée et l’utilisation de 
connaissances génériques ou extraites en cours de résolution.  
De manière générale, un algorithme spécifiquement conçu pour résoudre un problème 
particulier (connaissances spécifiques inclues directement dans l’algorithme) est plus performant 
qu’un algorithme générique. Cependant en pratique, il n’existe pas toujours d’algorithme spécifique 
pour certains problèmes notamment pour les problèmes trop complexes, lorsqu’on ne dispose pas de 
connaissances spécifiques au problème applicables de façon systématique ou lorsque les 
connaissances liées au problème sont incertaines et changeantes. Nous entendons ici par 
« connaissances » des règles applicables systématiquement dans un contexte parfaitement défini. 
Nous retrouvons ces trois aspects dans notre étude. D’une part, le problème fait intervenir les 
variables de deux domaines complexes différents (produit et projet) formant ainsi une augmentation 
considérable de l’espace de recherche. D’autre part, le problème comporte une part de 
connaissances spécifiques certaine et systématiquement disponible (le graphe de projet). Enfin, 
l’aspect projet implique une incertitude sur les connaissances manipulées, sur les solutions retenues 
ainsi que leur réalisation, un projet ne se déroulant jamais exactement de la manière prévue.  
Le problème de la sélection de scénarios, de même que tous les problèmes de planification 
de manière générale, n’est pas décomposable en sous problèmes indépendants que l’on pourrait 
résoudre indépendamment les uns des autres. Les décisions et leurs conséquences sont 
interdépendantes et l’évaluation de leurs performances ne peut être réalisée que de façon globale 
compte-tenu du fait que les tâches à planifier peuvent faire appel aux mêmes ressources. Il est 
néanmoins possible de distinguer certaines catégories générales de décisions ou de solutions 
partageant des caractéristiques communes. Cette propriété implique que l’espace des solutions peut 
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être partagé en différentes zones auxquelles on peut associer des groupes de variables permettant de 
les atteindre (par exemple les paramètres permettant d’atteindre la zone des meilleures solutions par 
rapport à un objectif). Nous nous appuyons sur ce constat dans le chapitre 3 pour améliorer la 
recherche de solutions pour chaque zone de l’espace de recherche. 
Enfin, le dernier type de parade couramment utilisé face à la complexité d’un problème est 
l’utilisation soit de connaissances génériques, soit de connaissances extraites en cours de résolution 
(connaissances valables pour une instance du problème (ici un projet) ou un groupe d’instances 
mais pas pour l’ensemble du problème). Ce point est étudié plus en détail dans la section 2.3 et 
correspond à l’utilisation de techniques dites heuristiques, métaheuristique, de méta-modélisation, 
et de manière générale toutes les techniques avec modélisation de connaissance directe ou indirecte.  
2.2.2.2 Aspect multiobjectif 
De nombreux problèmes complexes requièrent la prise en compte simultanée de plusieurs 
objectifs. Les objectifs ne sont pas forcément tous équivalents et certains peuvent être considérés 
comme plus importants que d’autres. De plus, ils s’expriment dans des dimensions différentes qui 
ne sont pas toujours comparables.  
Il existe trois types d’approches multiobjectif illustrées sur la figure 2.3 : 
 les méthodes a priori : le compromis entre les différents objectifs est ici réalisé avant 
l’optimisation par agrégation des objectifs. L’optimisation est ensuite réalisée sur la fonction 
agrégée comme en optimisation mono-objectif. Le compromis étant figé lors de 
l’optimisation si le résultat ne satisfait pas l’utilisateur, il doit modifier le compromis puis 
relancer l’optimisation, 
 les méthodes progressives : il s’agit ici de méthodes interactives où le compromis est réalisé 
conjointement avec l’optimisation en interaction avec l’utilisateur. Elles sont peu 
intéressantes car elles monopolisent l’attention de l’utilisateur durant tout le processus de 
résolution, 
 les méthodes a posteriori : ces méthodes recherchent une collection complète de solutions 
représentatives des zones intéressantes de l’espace de recherche. Cet ensemble de solutions 
est fourni à l’utilisateur qui peut alors choisir les solutions les plus intéressantes pour être 
appliquées. 
Certaines méthodes combinent plusieurs types telles que les méthodes à préférence a 
posteriori. L’utilisateur saisit rapidement ses préférences avant l’optimisation qui lui fournit un 
ensemble de solutions, parmi lesquelles il peut choisir la solution à appliquer. 
Les méthodes multiobjectif se répartissent en deux groupes inspirés de deux théories 
différentes : les méthodes d’aide à la décision issues de la théorie de la décision [Roy et Bouyssou, 
1993] et les méthodes issues de la théorie de l’utilité multi-attribut [Keeney et Raiffa, 1993]. 
Dans la théorie de la décision, les méthodes cherchent à reproduire le processus de sélection 
des décideurs en sélectionnant des solutions parmi l’ensemble des décisions possibles. Les 
paramètres sont triés par ordre de préférence pour chaque objectif. Une fois les solutions 
déterminées, une phase d’analyse de sensibilité et de robustesse permet de vérifier la fiabilité du 
résultat [Colette, 2002]. Parmi les méthodes d’aide à la décision, nous citerons les méthodes 
ELECTRE (I, IS, II, III, IV et TRI) et PROMETHEE (I et II). Ces méthodes d’aide à la décision 
s’avèrent difficilement utilisables lorsque le problème à résoudre possède un grand nombre de 




Figure 2.3. Les différents modes de résolution multiobjectif 
Dans la théorie de l’utilité multi-attribut, les préférences du décideur sont modélisées en 
postulant que chaque décideur cherche à maximiser ou minimiser une fonction d’utilité ou fonction 
d’évaluation. 
Y. Colette dans [Colette, 2002] distingue quatre types de méthodes multiobjectif :  
 les méthodes scalaires : Ces techniques utilisent différentes « astuces » pour transformer le 
problème multiobjectif en un problème mono-objectif. La plus connue est la méthode de 
pondération des objectifs qui demande à l’utilisateur de déterminer un poids pour chaque 
objectif afin d’agréger les fonctions objectif en une unique fonction à optimiser.  
 les méthodes interactives : ces méthodes, issues de la famille des méthodes progressives, 
permettent de déterminer une unique solution finale en prenant en compte les préférences de 
l’utilisateur en cours d’optimisation. Elles ne permettent pas de déterminer la surface de 
compromis entre objectifs particulièrement intéressante dans notre étude. 
 les méthodes basées sur la logique floue : La logique floue permet d’agréger les objectifs de 
manière simple pour se ramener à un problème mono-objectif. Elle est souvent utilisée pour 
traiter de façon plus naturelle l’incertitude et l’imprécision de la connaissance humaine (par 
exemple la pondération des objectifs pour une méthode scalaire).  
 les métaheuristiques : lorsqu’on ne veut pas faire appel à une méthode « a priori » ou 
interactive, l’espace de recherche est beaucoup plus important. De la même façon qu’en 
mono-objectif (voir section suivante), les métaheuristiques fournissent alors une alternative 
très intéressante pour gérer la complexité de la recherche. Pour chaque métaheuristique 
présentée dans la section suivante, nous donnerons des exemples d’applications 
multiobjectif.  
A. Berro distingue trois catégories de méthodes dans [Berro, 2001] : les méthodes agrégées, 
les méthodes non agrégées, non Pareto et les méthodes Pareto. Les méthodes non agrégées, non 
Pareto procèdent objectif par objectif soit de manière progressive, soit en optimisant chaque objectif 
en parallèle (sous ensembles de solutions courantes associées à chaque objectif). 
Compte-tenu de ces considérations sur le choix d’une méthode d’optimisation, nous 
retenons les points suivants comme des « exigences » que la méthode proposée doit satisfaire: 
 Le temps de calcul doit être restreint ce qui conduit à privilégier un algorithme performant 
du point de vue de la vitesse de convergence. 
 Le seul processus de recherche ne suffisant pas, la méthode choisie doit pouvoir utiliser des 
connaissances sur le problème à résoudre pour accélérer la recherche et, plus 
particulièrement, utiliser des connaissances génériques adaptées au cas traité. 
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  La modélisation des connaissances doit être compatible avec la manipulation de 
l’incertitude. En outre, elle doit permettre une exploitation des résultats en interaction avec 
l’utilisateur (pas de modèle de type « boîte noire ») ; 
 Du point de vue multiobjectif, la méthode doit permettre de fournir un ensemble de 
solutions à l’expert au sein desquelles il va pouvoir sélectionner « a posteriori » la ou (les) 
solution(s) retenue(s) pour l’étude détaillée. 
2.2.3 Techniques classiques d’optimisation 
Nous débutons cette partie par une étude des techniques d’optimisation classiques et leur 
adaptation possible pour l’injection de connaissances. Il existe différentes typologies des méthodes 
d’optimisation. La classification suivante distingue les méthodes selon l’utilisation et le type de 
connaissances utilisées : méthodes exactes, méthodes de modélisation, méthodes heuristiques et 
méthodes basée sur des métaheuristiques (voir figure 2.4 ci-dessous).  
 
Figure 2.4. Une taxinomie des techniques d’optimisation combinatoire 
Les méthodes exactes ou déterministes ont pour but de calculer la ou les solutions optimales. 
La connaissance liée au problème est ici statique et permet de conduire assurément à un résultat 
optimal sans processus de recherche aléatoire. Ces méthodes sont dédiées à certaines formes de 
problèmes, la plupart du temps de petite taille ou de complexité limitée, en raison de leurs temps de 
calcul qui peuvent devenir importants si la combinatoire sous-jacente est élevée. Elles requièrent en 
général des hypothèses restrictives sur la fonction à optimiser [Talbi, 2004] telles que la continuité, 
la dérivabilité, etc. Ces méthodes ne fonctionnent pas lorsque les connaissances nécessaires à la 
résolution sont trop complexes, mal définies ou changeantes au cours du temps. Trois types de 
parades ont été proposé: la modélisation de connaissances, les heuristiques et les métaheuristiques.  
Pour les méthodes basées sur la modélisation, il s’agit de construire un modèle du problème, 
puis d’utiliser ce modèle pour guider la recherche de solutions. Le processus qui permet la 
convergence n’est pas le processus de recherche mais l’acquisition et la construction du modèle. 
Cette famille se distingue par le type d’informations recherchées (modélisation de la fonction 
objectif, des paramètres, de leurs interactions, etc.), le paradigme de modélisation utilisé (réseaux de 
neurones, distribution de probabilités, fonctions dérivables, etc.) et l’utilisation du modèle pour la 
recherche (échantillonnage direct, orientations de recherche favorables, etc.). Nous étudierons ces 
différents choix plus précisément ainsi que les méthodes existantes dans la section 2.4. 
Enfin, les heuristiques et métaheuristiques sont fondées sur l’idée que c’est le processus de 
recherche qui va permettre de trouver une bonne solution en un temps raisonnable. Il ne s’agit plus 
de rechercher les connaissances sur le problème mais de tester rapidement un grand nombre de 
solutions possibles et de s’assurer que le processus de recherche converge vers des solutions de plus 
en plus intéressantes. Les heuristiques utilisent pour cela des règles améliorant la recherche. Elles 
mettent en œuvre une connaissance partielle relative au problème ou à sa forme et sont donc très 
peu adaptées aux environnements dynamiques. 
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Pour les métaheuristiques, on utilise comme heuristique des propriétés génériques, la plupart 
du temps inspirées de principes naturels ou physiques, pour améliorer la recherche de solution. Une 
connaissance générique est une règle permettant de générer des connaissances de manière autonome 
ce qui évite d’avoir à injecter des informations sur chaque cas traité. Par exemple dans le cas de 
l’algorithme de l’escalade (Hill-Climbing, [Russel et Norvig, 2003]), la connaissance générique 
utilisée est que « plus on monte plus on s’approche potentiellement du sommet de la montagne ». 
Cette connaissance est vraie quelque soit la montagne escaladée mais elle ne garantit pas d’atteindre 
le sommet à tous les coups, ni par le chemin le plus court. Le fait que ce constat s’applique à une 
grande variété de problèmes permet de parler de métaheuristique. L’aspect heuristique permet de 
réduire l’espace de recherche considéré en guidant la recherche vers des zones prometteuses et ainsi 
d’obtenir rapidement une approximation de l’optimum sans garantir l’optimalité de la solution 
générée.  
Ce dernier type de méthode réutilise indirectement les connaissances associées au problème 
par l’intermédiaire de l’évaluation des solutions générées. L’hypothèse retenue est que les 
connaissances mises en œuvre s’expriment par certaines valeurs performantes pour les solutions que 
la méthode cherche à repérer et combiner. Mais ces informations, utilisées durant la recherche, ne 
sont pas conservées d’une exécution à l’autre. De plus dans les méthodes classiques, il est 
impossible de réutiliser seulement une partie de ces informations. Il faut pour cela pouvoir 
sélectionner certaines connaissances agrégées dans l’évaluation d’une solution et les adapter selon 
le nouveau cas traité. 
L’hybridation entre les métaheuristiques et les heuristiques repose sur l’idée que le problème 
peut être décomposé en parties distinctes pour lesquelles on va utiliser une heuristique appropriée.  
Dans les prochaines sections, nous nous intéresserons donc tout d’abord à l’étude des 
métaheuristiques (§2.3) les plus couramment utilisées et nous les considérons principalement selon 
deux critères : l’adéquation à notre problème de sélection de scénarios et le potentiel de la méthode 
vis-à-vis de la gestion des connaissances (possibilités pour l’extraction, l’injection, etc.). Puis, dans 
la section suivante (§2.4), nous étudierons les méthodes utilisant un modèle de connaissances afin 
de déterminer pour chaque méthode le type de connaissances utilisées et la façon dont celles-ci sont 
acquises puis réutilisées. Ces deux types d’approche nous amènerons à étudier dans la section 2.5 
une catégorie de méthodes récentes qualifiée de méthodes d’« optimisation guidée par les 
connaissances » dans le sens où un processus de recherche pseudo aléatoire est guidé par un modéle 
de connaissances.  
2.3 Les techniques d’optimisation dites « métaheuristiques » 
2.3.1 Présentation des principales métaheuristiques 
Il existe un grand nombre de métaheuristiques d’optimisation. Elles se distinguent 
classiquement en deux groupes : les méthodes locales et les méthodes de recherche globale. A partir 
d’un point de départ quelconque, les méthodes locales permettent d’obtenir le minimum local le 
plus proche du point de départ. Elles essaient toujours d’améliorer la solution courante et sont donc 
incapables de s’extraire d’un minimum local puisque cela impliquerait d’accepter de dégrader la 
solution courante. Les méthodes globales (Tabou, recuit simulé, algorithmes évolutionnaires, etc.) 
possèdent un mécanisme leur permettant de s’extraire des minima locaux. Elles sont plus adaptées à 
l’exploration globale de l’espace de recherche le plus souvent au détriment de l’exploration locale. 
Nous allons présenter les principales méthodes d’optimisation globale que nous qualifions 
de stochastiques. Elles utilisent toutes un processus itératif de recherche avec trois éléments 
communs : la génération de candidats (solutions), le critère d’acceptation d’un candidat et un critère 
d’arrêt du processus itératif. 
 La génération de candidats peut être réalisée à partir d’une ou plusieurs solutions de base. 
L’algorithme introduit une perturbation aléatoire des coordonnées de la ou des solutions de 
base suivant une loi probabiliste. Les candidats sont construits en utilisant la valeur ou les 
coordonnées des solutions de base pour les méthodes par voisinage, 
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 le critère d’acceptation des candidats pour le pas suivant dépend soit d’une loi de probabilité 
choisie, soit de la performance des candidats, 
 le critère d’arrêt est exprimé en fonction d’un coût de calcul (temps, nombre d’itérations, 
etc.) ou en fonction de la qualité des solutions obtenues. 
De manière générale, ces méthodes possèdent trois « points d’entrée » potentiels pour une 
injection de connaissances :  
 l’initialisation : elle demande des « connaissances globales » sur l’espace de recherche afin 
de commencer la recherche directement avec des individus intéressants.  
 le mécanisme de perturbation : il est possible d’utiliser des connaissances afin de biaiser la 
génération de nouveaux candidats en favorisant certaines modifications.  
 le critère d’acceptation : il peut être également ajusté en intégrant à la performance une 
composante représentant l’intérêt de la solution au regard des connaissances. Mais cette 
technique ne peut être valide que lorsqu’on est sûr des connaissances utilisées.  
Nous préférerons donc la modification de l’initialisation et/ou des mécanismes de 
perturbation. Ceci permet de conserver l’indépendance de la méthode de recherche afin de profiter 
pleinement des qualités des deux processus (utilisation de connaissances et recherche) et de pouvoir 
faire fonctionner la méthode lorsque les connaissances passées sont inadaptées au cas courant. Ces 
considérations générales seront plus amplement développées pour la méthode de recherche 
sélectionnée. Nous allons présenter dans les sections suivantes les principales métaheuristiques puis 
nous détaillerons celle que nous avons retenue pour notre étude : les algorithmes évolutionnaires. 
2.3.1.1 La méthode tabou 
La recherche Tabou, développée initialement par F. Glover [Glover et Laguna, 1997], est 
une amélioration des techniques de recherche locale conçue en vue de surmonter le problème des 
optimums locaux tout en évitant le phénomène de bouclage ( possibilité d’accepter une solution 
même si elle dégrade la fonction coût). Cette propriété lui permet de sortir des creux ou vallées 
sous-optimales, mais fait apparaître la possibilité de déplacements cycliques. La parade est alors la 
création d’une liste de déplacements interdits, appelée « Liste Tabou », correspondant aux solutions 
déjà visitées par l’algorithme. Cet aspect s’apparente à une mémorisation du cheminement effectué 
dans l’espace de recherche. Afin de ne pas surcharger la mémoire, la liste Tabou ne contient pas la 
description complète des configurations Tabou mais les déplacements effectués ou mouvements. Un 
mouvement élémentaire est le passage d’une configuration vers sa voisine sélectionnée. 
 
Figure 2.5. Algorithme de recherche tabou 
Le principe de base de l’algorithme de recherche Tabou est illustré sur la figure 2.5. Il 
fonctionne avec une configuration unique appelé configuration courante. La configuration initiale 
est construite de manière aléatoire puis elle est modifiée de manière itérative à chaque pas de 
l’algorithme. A chaque étape, le voisinage de la configuration courante est établi puis évalué. Le 
voisinage d’une configuration est défini comme l’ensemble des configurations accessibles en un 
seul mouvement. Le meilleur voisin est sélectionné à chaque pas même si il est moins performant 
que la solution courante. La difficulté de la méthode consiste à déterminer la taille de la liste Tabou.  
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La recherche Tabou a donné lieu à de nombreuses études et adaptations différentes. Nous 
citerons [Chelouah et Baron, 2007], [Pan et Cheng, 2007] et [Borne, 2007] pour des adaptations 
récentes au problème de l’optimisation de la planification de projet. Du point de vue de la 
problématique multiobjectif, cette méthode de parcours est moins adaptée à l’exploration globale 
d’un espace de recherche car elle ne permet pas de visiter simultanément plusieurs régions. 
L’injection de connaissances peut se faire lors de la génération de mouvements non tabous 
en proposant des mouvements selon les connaissances. Il est également possible d’intervenir sur la 
liste Tabou ou de modifier sa gestion selon les connaissances. Les connaissances utilisées sont 
nécessairement capitalisées à partir des solutions obtenues par l’algorithme. Dans l’algorithme 
Tabou, ces solutions ne représentent qu’une partie de l’espace de recherche correspondant au 
parcours suivi et à son voisinage. Une capitalisation de connaissances utilisant des solutions plus 
équitablement réparties serait plus efficace mais la méthode n’est pas conçue pour cela. 
2.3.1.2 La méthode du recuit simulé 
Cette méthode de recherche consiste à reproduire le phénomène de recuit obtenu lors du 
refroidissement d’un matériau métalique préalablement chauffé. La structure du matériau (taille et 
arrangement des cristaux), varie en fonction de la vitesse de refroidissement. Le recuit simulé 
reproduit les variations d’énergie observées. De même que la recherche Tabou, le recuit simulé est 
doté d’un mécanisme qui lui permet de s’échapper des optima locaux. 
L’algorithme du recuit simulé, représenté de manière simplifiée sur la figure 2.6, repose sur 
la démarche suivante : partant d’un état initial aléatoire, l’algorithme va de façon itérative 
sélectionner puis évaluer un état voisin (variation d’énergie). Le nouvel état est accepté si la 






où E correspond à l’énergie d’un état et T le paramètre température (critère de l’algorithme de 
Metropolis). Un mauvais déplacement a donc plus de chance d’être accepté si T est élevé. La 
température initiale est élevée pour permettre au recuit d’explorer l’espace de recherche et sortir des 
optima locaux. Plus la température baisse, plus l’algorithme va se concentrer sur une zone 
particulière. Elle est généralement abaissée lentement par seuil jusqu’à un critère de fin selon la 
performance des solutions proposées ou selon le nombre d’itérations [Siarry et al., 1997].  
 
Figure 2.6. Algorithme du recuit simulé 
Cette méthode a donné lieu à différentes versions multiobjectif tel que la méthode MOSA et 
la méthode PASA. Dans la méthode MOSA (Multiple Objective Simulated Annealing) [Ulungu et 
al., 1999], la probabilité d’acceptation d’une solution est évaluée objectif par objectif en utilisant le 
critère de Metropolis, puis les évaluations sont agrégées en utilisant des coefficients pondérateurs. 
La méthode PASA (Pareto Archived Simulated Annealing) [Engrand, 1998] utilise un système 
d’archivage des solutions Pareto-optimales rencontrées qui offre des points de redémarrage 
intéressants (lancements multiples). 
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Cette méthode à base de solution unique possède les mêmes propriétés que la méthode 
Tabou à la fois pour l’injection de connaissances, qui peut être réalisée à l’initialisation et lors de la 
sélection des mouvements possibles en cours de parcours, mais également au niveau de la 
répartition des solutions générées, De la même manière, un algorithme fonctionnant en parallèle est 
envisageable mais nous préférerons une méthode à base de populations de solutions plus adaptée 
pour l’extraction de connaissances pour l’apprentissage . 
2.3.1.3 La méthode des colonies de fourmis  
Cette approche, initialement adaptée pour l’optimisation par A. Colorni, M. Dorigo et V. 
Maniezzo [Colorni et al., 1992], relève de l’observation du comportement des fourmis notamment 
leur faculté d’auto-organisation lors de la quête de nourriture. L’auto-organisation d’un système 
correspond à l’émergence de propriétés globales à partir d’un grand nombre d’interactions entre les 
éléments simples du système. Cette propriété collective intelligente  résulte de l’utilisation d’un 
moyen de communication indirect (appelé « stigmergie ») entre les fourmis : les traces de 
phéromones. Chaque fourmi dépose, le long de son chemin, une substance chimique appelée 
« phéromone ». Toutes les fourmis passant à proximité perçoivent ce signal odorant et auront 
tendance à suivre le chemin marqué. La trace des fourmis qui empruntent le chemin le plus court 
sera plus importante. Cette piste sera donc empruntée de manière préférentielle par les fourmis 
suivantes. Étant donné que les phéromones sont des composés volatiles qui disparaissent peu à peu 
après leurs émissions, les chemins peu marqués verront leur trace disparaître progressivement au 
cours du temps.  
Afin de pouvoir appliquer ce principe de base à un problème d’optimisation, il faut donc 
modéliser les fourmis, l’environnement, le choix d’un chemin par chaque fourmi, le dépôt et 
l’évaporation de phéromones sur les chemins. Les fourmis peuvent être représentées par des agents 
informatiques (paradigme des systèmes multi-agents). L’environnement est représenté par un un 
réseau où circulent les fourmis. A chaque intersection, la fourmi sélectionne une destination selon 
deux critères : la visibilité du chemin et la quantité de phéromones déposée sur le chemin. La 
visibilité d’un chemin est proportionnelle au coût du chemin pour se rendre à la position suivante, 
tandis que la quantité de phéromones dépend de la qualité globale du chemin complet. La quantité 
de phéromones sur les différents chemins représente une sorte de mémoire globale du système qui 
évolue par apprentissage. Enfin, l’évaporation permet au système de ne pas rester bloqué dans des 
optimums locaux en effaçant au fur et à mesure les traces de phéromones. De nouvelles régions 
peuvent ainsi être explorées par les fourmis. 
L’optimisation par colonies de fourmis possède l’avantage de pouvoir être exécutée en 
parallèle, de plus elle est robuste par rapport aux changements de l’environnement ce qui en fait une 
méthode particulièrement intéressante pour les problèmes distribués ou dynamiques. Cette propriété 
est extrêmement intéressante dans le cadre d’une injection de connaissances, notamment pour 
adapter les connaissances passées au problème courant. En effet, l’injection de connaissances peut 
se faire par dépôt de phéromones supplémentaires (ajout d’une composante représentant les 
connaissances passées à chaque point du graphe par exemple pour les n premières fourmis). Ce 
dépôt permet aux fourmis de profiter de la connaissance en les guidant vers des régions 
prometteuses. Une fois la connaissance injectée, le dépôt supplémentaire est supprimé afin que 
l’algorithme puisse s’adapter au problème courant. Cette méthode semble adaptée à note problème 
de parcours de graphe. Néanmoins, elle possède principalement deux désavantages : d'une part, elle 
requiert un travail de codage et de réglages des paramètres (dépôt, évaporation, visibilité, nombre 
de fourmis, etc.) et, d'autre part, elle est peu adaptée aux problèmes multiobjectifs non agrégés. Ce 
dernier point peut être traité en utilisant un dépôt de phéromones multiples et des fourmis 
spécialisées ou un dépôt unique de phéromones basé sur la performance au sens de Pareto (méthode 
utilisé dans [Chelouah et Baron, 2007]). L’aspect auto-adaptatif de cette méthode pourrait être 
particulièrement intéressant pour la réutilisation et l’adaptation d’informations en cours 
d’optimisation mais elle semble limitée aux problèmes mono-objectif.  
  
46/153 
2.3.1.4 La méthode des essaims particulaires  
L’optimisation par essaim particulaires [Kennedy et Eberhart, 1995] utilise également une 
propriété d’auto-organisation observée lors du déplacement collectif d’animaux (bancs de poissons 
ou troupeaux). Chaque particule ne connaît que la position et la vitesse de ses voisins. Mais le 
groupe est capable de mouvements plus complexes tels que l’évitement d’obstacles. Des règles 
individuelles simples comme « rester proche de ses voisins », « aller dans la même direction ou à la 
même vitesse » suffissent à garantir la cohésion du groupe.  
Pour traduire ces capacités, les particules sont assimilées à des vecteurs (position et  vitesse) 
se déplaçant dans l’espace de recherche. A chaque pas de l’algorithme, les particules se déplacent 
en fonction de leur position courante, de leur vitesse et direction au pas précédent, de l’historique de 
leurs déplacements (meilleure position connue) et enfin du comportement de leurs voisins 
(meilleure position des voisins). Le déplacement des particules comprend donc une part de 
comportement individuel et une composante « sociale » dépendant du voisinage. Le rapport entre le 
comportement social et le comportement individuel permet de maîtriser la dispersion des particules 
dans l’espace de recherche. La vitesse d’une particule est affectée d’un coefficient d’inertie qui 
permet de contrôler la convergence de l’algorithme et de régler le compromis entre la 
diversification et l’intensification de la recherche dans une zone précise. M. Clerc a proposé dans 
[Clerc, 2003] un algorithme d’optimisation par essaim particulaire sans paramètres. Des règles 
d’adaptabilité concernant la structure de l’essaim et le comportement des particules assurent le 
calcul automatisé des paramètres de l’algorithme. Cet algorithme a été par la suite associé avec un 
algorithme à estimation de distribution (voir section 2.5.3) [Cooren et al., 2007] afin de renforcer le 
caractère exploratoire et d’éviter les convergences prématurées en sélectionnant les déplacements 
selon « l’expérience passée » des mouvements des particules acquise lors d’un apprentissage. 
Les essaims particulaires semblent donc particulièrement intéressants pour une injection de 
connaissances notamment pour leur propriété d’auto-organisation qui permet de profiter au 
maximum des connaissances puis de les adapter au cas courant. Néanmoins, la représentation de la 
recherche sous forme de mouvements est moins adaptée pour notre problème fortement 
combinatoire dont les valeurs des paramètres sont sans cohérence les uns avec les autres.  
Dans les parties précédentes, nous avons vu les avantages et inconvénients des principales 
métaheuristiques existantes (hormi les algorithmes évolutionnaires). La plupart de ces méthodes ne 
comptent que peu d’applications pour des problèmes multiobjectif « a posteriori ». Les algorithmes 
d’optimisation par colonies de fourmis et par essaims particulaires semblent très intéressants pour la 
réutilisation d’informations pour leur caractéristique d’auto-adaptation mais ils ne sont pas les 
mieux adaptés à notre problème de sélection de scénarios. Dans la section suivante, nous allons 
étudier de façon plus détaillée la métaheuristique retenue : les algorithmes évolutionnaires. 
2.3.2 Les algorithmes évolutionnaires  
Les Algorithmes évolutionnaires (AE), initialement proposés par Holland [Holland, 1975], 
sont une famille algorithmique ayant donnée un très grand nombre de méthodes depuis les années 
90 et, notamment, l’ouvrage de D.E. Goldberg [Goldberg, 1991]. Il s’agit de techniques 
d'optimisation inspirées de la théorie de l'évolution darwinienne des populations. Le principe de 
base d'un AE est le suivant : étant donnée une population d'individus, la pression de 
l'environnement entraîne une sélection naturelle des individus les plus adaptés, ce qui améliore 
l'adaptation de la population entière. L’idée est ici de construire un ensemble de solutions 
candidates initialement obtenus par un tirage aléatoire, de les considérer comme des individus et 
d'utiliser la fonction objectif pour mesurer leur niveau d'adaptation à l'environnement. En se basant 
sur ce niveau d'adaptation, certains candidats sont choisis par une sélection favorisant les plus 
adaptés pour engendrer la génération suivante. Les nouveaux candidats sont obtenus en appliquant 
des opérateurs de croisement ou/et de mutation sur le patrimoine génétique (appelé génotype) des 
individus sélectionnés. Le croisement est un opérateur qui s'applique à deux ou plus candidats 
sélectionnés (les parents) pour engendrer un ou plusieurs nouveaux candidats (les enfants). La 
mutation s'applique à un candidat et donne naissance à un seul nouveau candidat. L'application des 
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croisements et mutations a pour résultat un ensemble de nouveaux candidats (la progéniture) qui 
sont en concurrence avec les anciens pour une place dans la génération suivante. La concurrence 
entre individus est basée sur leur performance au regard de la fonction objectif (opérateur de 
sélection). Le processus complet, illustré sur la figure 2.7, est répété jusqu'à ce qu'un candidat avec 
une qualité suffisante soit trouvé ou qu'une limite de temps de calcul ait été atteinte. Comme dans le 
processus naturel, la mutation permet d’introduire de la variété dans le patrimoine génétique des 
individus tandis que le croisement assure un brassage des gènes dans la population.  
Il existe différentes possibilités pour définir chacun des opérateurs (initialisation, évaluation, 
sélection, croisement et mutation) qu’il faut adapter selon la nature du problème et son codage. 
Nous allons étudier plus en détail chacun de ces aspects. 
 
Figure 2.7. Algorithme évolutionnaire 
Comme pour toute métaheuristique, il faut d’abord déterminer un codage des solutions. Il 
s’agit de représenter une solution potentielle du problème sous la forme d’un chromosome, c’est-à-
dire d'une suite de gènes dont les valeurs possibles (allèles) font partie d’un alphabet donné 
(domaine de valeurs du gène). Le locus d’un gène est sa position dans le chromosome. Par exemple, 
l’individu [1,0,0,1,0,1,1,1] est représenté sur la figure 2.8. 
 
Figure 2.8. Représentation d’un individu dans un AG 
La stratégie d'initialisation définit la manière de construire la population initiale. Elle peut 
être obtenue par tirage aléatoire sur tous les paramètres d'entrée, par tirage aléatoire sur un nombre 
restreint de paramètres, par mutation uniforme à partir d'une solution donnée, etc. Une population 
initiale répartie de manière homogène va permettre de bien parcourir l'espace de recherche tandis 
qu'une population plus regroupée dans certaines régions plus prometteuses va permettre une 
exploration plus détaillée de celles-ci [Chelouah et al., 2006].  
 
Figure 2.9. Croisement génétique uniforme multi point et croisement « létal » 
Il existe de très nombreux opérateurs de croisement possibles. Nous traiterons uniquement 
des opérateurs pour le codage de combinaisons de paramètres discrets à faible cardinalité. Les plus 
utilisés sont le croisement de gènes par un ou deux points de coupure sur les chromosomes des 
parents et le croisement uniforme. Pour les deux premiers, les points de coupure des chromosomes 
sont établis aléatoirement puis les séquences sont échangées pour générer les enfants. Dans le 
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croisement uniforme, chaque gène a une probabilité de 50% d’être un point de croisement tel que 
représenté sur la partie gauche de la figure 2.9.  
Le croisement repose sur l'idée suivante : les propriétés intéressantes sont celles portées par 
de bons individus et, en les combinant, il est possible de générer des individus encore meilleurs. Il 
s'agit de sélectionner un ensemble d’individus pour essayer d'améliorer ces individus par croisement 
de leurs « bonnes » caractéristiques. La population « parent » doit comporter également une part de 
moins bons individus afin de permettre l’exploration de nouvelles régions de l'espace de recherche. 
Il est admis que deux parents proches dans l’espace de recherche donneront généralement des 
enfants qui leur seront proches. Mais deux parents performants ne donneront pas forcément des 
enfants performants, particulièrement en optimisation multimodale et multiobjectif comme l’illustre 
la partie droite de la figure 2.9. Le croisement nécessite le choix de deux parents ni trop proches 
pour éviter les convergences prématurées, ni trop éloignés pour qu’ils restent « compatibles ». Le 
croisement d’individus éloignés dans l’espace des objectifs augmente le risque de combinaisons 
incompatibles et donc le risque de générer des enfants moins intéressants que les parents 
(croisement appelé « croisement létal » [Siarry et al., 2003] car les enfants ont une faible chance de 
survie). Le croisement dépend étroitement de la structure des individus. Lorsque les opérateurs 
génétiques ne sont pas adaptés à la représentation choisie pour le problème, les individus générés 
peuvent ne plus correspondre à des solutions réelles auquel cas il faut réaliser une opération appelée 
réparation. Nous reviendrons sur l’influence du croisement sur la manipulation de l’information 
contenue dans un individu.  
L’opérateur de mutation comprend trois opérations : la sélection des individus à muter, la 
sélection des gènes à muter et le choix d’une nouvelle valeur. La première étape dépend du taux de 
mutation de la population (nombre de solutions mutées). Un taux de mutation trop important 
diminue la performance de la recherche qui dégénère en recherche aléatoire. Il ne doit pas être trop 
faible non plus car la mutation garantit le caractère exploratoire de la recherche. L’opérateur de 
mutation permet de préserver une entrée de nouveaux gènes dans la population. La mutation la plus 
utilisée est la mutation stochastique, illustrée sur la figure 2.10 pour laquelle chaque gène est muté 
selon une certaine probabilité (souvent égale à la probabilité de mutation Pmut). 
 
Figure 3. Exemple de mutation en un point 
A chaque génération, les individus peuvent être éliminés ou survivre et participer au 
processus génétique. La stratégie de sélection des individus, appelée aussi stratégie de 
remplacement, définit la manière de choisir les individus qui survivront. La plupart des études 
utilisent une sélection proportionnelle à la performance d’un individu. Les principales techniques 
sont la méthode de la roulette biaisée (RWS pour Roulette Wheel Selection) et l’échantillonnage 
stochastique universel (SUS pour Stochastic Universal Sampling). Le taux de sélection des 
individus doit permettre d’établir un compromis entre deux phénomènes à éviter. Un taux de 
sélection trop important conduit à une perte de diversité génétique. Alors que lorsque la pression de 
sélection n’est pas assez importante, les gènes d’un individu quelconque peuvent envahir la 
population. C’est le phénomène de dérive génétique qui est particulièrement important en fin 
d’optimisation lorsque les individus se regroupent vers des zones optimales restreintes. En 
optimisation multimodale ou multiobjectif, cela induit une perte de diversité du front de Pareto qui 







La méthode de la roulette biaisée peut être représentée comme une roulette de casino dans 
laquelle chaque case représente un individu de la population à sélectionner. La taille des cases a été 
modifiée selon la performance des individus. A chaque tirage, un individu est sélectionné et le 
processus est réitéré autant de fois que d’individus souhaités.  
Dans l’échantillonnage stochastique universel, un seul tirage suffit à déterminer les 
individus sélectionnés. En représentant la population sur une droite où chaque individu occupe un 
segment proportionnel à sa performance, les individus sont sélectionnés selon une série dont 
l’intervalle i correspond à la distance totale divisée par le nombre de descendants voulus. Il existe 
également d’autres méthodes de sélection (la sélection par tournois, le remplacement générationnel, 
le remplacement stationnaire ou l’élitisme). 
Parmi les métaheuristiques, les A.E. sont la famille ayant le plus été utilisé pour les 
problèmes multiobjectif ou multinodaux. Cet intérêt se justifie notamment par rapport à l’utilisation 
d’une population d’individus au lieu d’une unique solution, leur permettant ainsi de rechercher « de 
front » dans toutes les directions intéressantes sans besoins de réglage de paramètres 
supplémentaires comme les poids des objectifs. Des extensions particulières des algorithmes 
évolutionnaires exploitant en parallèle plusieurs populations, permettent de repérer plusieurs 
optimums La transformation des algorithmes évolutionnaires mono-objectif passe la plus souvent 
par l’utilisation de la notion de dominance Pareto (voir section §1.5.3). Les autres propriétés les 
plus étudiées pour l’adaptation en multiobjectif sont le principe de spéciation ou nichage qui 
conduit à identifier des sous-ensembles dans la population afin de contrôler leur diversité, le 
principe d’élitisme qui amène à conserver les meilleurs individus en les préservant de la sélection, 
enfin le surpeuplement ou crowding qui consiste à déterminer un représentant par niche 
découverte. La plupart sont des problématiques issues de l’étude et du contrôle de la diversité 
génétique dans les populations d’individus. Nous allons décrire chacun de ses principes dans le 
contexte d'une méthode qui l'utilise. 
Tout d’abord, la méthode VEGA (Vector Evaluated Genetic Algorithm) est une méthode 
non agrégée non Pareto qui divise la population en sous ensembles affectés à chacun des objectifs 
[Shaffer, 1985]. A chaque génération, la population est divisée en sous ensembles de tailles égales. 
L’opérateur de sélection est appliqué à chaque groupe tandis que le croisement entre les groupes 
reste possible. Cette sélection favorise les individus bons pour un objectif spécifique mais elle ne 
permet pas d’atteindre des individus de compromis entre les objectifs. La population finale risque 
d’être composée d’individus moyens dans tous les objectifs [Colette, 2002].  
La méthode MOGA (MultiObjective Genetic Algorithm) [Fonseca et Flemming, 1993] est 
une méthode agrégée par front de Pareto. Les individus Pareto-optimaux obtiennent la performance 
maximum, c’est-à-dire le rang 1, puis ils sont retirés de la population. L’opération est réitérée en 
incrémentant l’ordre des individus front par front sur toute la population. Le problème avec cette 
méthode est le nombre de comparaisons à réaliser entre individus et le manque de diversité entre les 
individus obtenus à la fin du processus [Colette et Siarry, 2002].  
La méthode NSGA (Non Sorting dominated Genetic Algorithm) [Srinivas et al., 1993] 
utilise le principe de niches écologiques dans l’espace de recherche et de distance entre individus. 
La distance entre deux individus dans l’espace de recherche ou génotype est donnée par la distance 
de Hamming pour un codage binaire. Elle correspond au nombre de gènes différents entre les 
individus. Dans l’espace des objectifs ou phénotype, la distance euclidienne peut être utilisée pour 
mesurer l’écart de performance entre individus. Une niche correspond à une partie de l’espace de 
recherche (niches génotypiques) ou de l’espace des objectifs (niches phénotypiques) ou des deux 
espaces (niches combinées). Elle permet donc d’identifier un groupe d’individus partageant des 
caractéristiques et/ou des performances communes et donc de régler la diversité des individus dans 
l’espace de recherche et/ou l’espace des objectifs. Dans NSGA, les individus situés à une distance 
inférieure à un paramètre σshare prédéfini sont assimilés à une seule niche à laquelle une 
performance globale est attribuée, ce qui permet de réduire le nombre d’individus comparés.  
La méthode SPEA (Strength Pareto Evolutionary Algorithm) [Zitzler et Thiele, 1999] utilise les 
notions de dominance Pareto, de nichage mais également une sélection élitiste et une clusterisation 
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du front de Pareto. C’est une méthode complète et performante pour l’approximation du front de 
Pareto. Les meilleurs individus sont conservés à chaque itération soit dans la population en les 
préservant de la sélection, soit dans une archive séparée du reste de la population contenant les 
meilleurs individus non dominés. SPEA utilise également une technique de nichage mais qui ne 
nécessite pas de paramètre supplémentaire (rayon de nichage). La méthode de nichage modifie 
l’évaluation des individus regroupés dans l’espace des objectifs. La performance fi d’un individu 













où n est le nombre d’individus dominés par l’individu i, 





, la somme des forces des individus j dominant l’individu i.  
La performance d’un individu dépend de sa position relative par rapport aux autres solutions 
existantes. Cette méthode permet de valoriser les individus appartenant au front de Pareto et ceux 
s'en approchant le plus tout en stabilisant le nombre d’individus par niche (subdivision de l'espace 
des objectifs). Les individus d’une niche fortement peuplée veront leur performence réduites. En 
effet, plus le nombre de solutions dominants un individu est important, plus la valeur fi augmente 
diminuant ainsi la propbabilité de sélection de l’individu. Sur la partie gauche de la figure 2.11, 
pour un problème de minimisation des objectifs, les individus les plus nombreux (zone centrale) 
sont moins intéressants que les individus des zones moins peuplées (zones extérieures).  
 
Figure 4. Illustration du calcul de la performance (à gauche) et du regroupement (à droite) 
En tenant compte uniquement de la notion de dominance, le nombre d’individus Pareto-
optimal peut être élevé. Il est préférable, pour le décideur qui va sélectionner la solution parmi 
l’ensemble proposé, de ne disposer que d’un ensemble restreint comprenant des solutions 
équitablement réparties dans les meilleures zones de l’espace des objectifs. Dans [Zitzler et Thiele, 
1999] est proposée une méthode de regroupement pour réduire le nombre d’individus mémorisés en 
conservant les individus les plus différents possible. Chaque groupe de solutions appelé « cluster » 
est remplacé par la solution la plus proche du centre de gravité du groupe jusqu'à obtention du 
nombre voulu de solutions. Cette méthode s'appuie sur la notion de distance entre deux solutions. 
Pour deux clusters c1 et c2, l'expression de la distance choisie est la distance moyenne entre chaque 














où 21 ii − est la distance entre deux individus i1 et i2 ;  
| c1| et | c2| sont le nombre d’individus des clusters c1 et c2.  
Pour mesurer cette distance, Zitzler utilise la distance euclidienne. La classification des 
solutions en clusters paraît très intéressante pour la réutilisation de connaissances. Elle va en effet 
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constituer une classification des solutions à laquelle on pourra ensuite assimiler facilement la 
connaissance pour chaque cluster. L'étude du problème inverse permet d'identifier les valeurs des 
paramètres conduisant au « cluster » de l'espace des objectifs. Il est ainsi possible de déterminer 
l'influence des paramètres pour atteindre différentes régions à partir de connaissances. Cet aspect 
particulièrement intéressant pour notre problématique justifie l’utilisation de la méthode SPEA dans 
notre travail (chapitre 3). 
Le calcul de regroupement peut demander un grand nombre de calculs de distance entre 
individus et ne favorise pas les individus aux extrémités du front qui dominent moins d’individus 
que ceux du centre étant données leurs positions. Une deuxième version, appelée SPEA2, remplace 
le regroupement par une technique de troncation qui supprime l’individu le plus proche des autres 
individus de l’archive. Seuls les individus de l’archive participent au processus de croisement. Un 
comparatif entre les méthodes multiobjectif évolutionnaires [Zitzler et al., 2001] montre le rôle 
important de l’élitisme dans l’amélioration des performances mais ne permet pas de départager ces 
différentes techniques. SPEA2 et NSGAII semblent cependant être les méthodes les plus abouties. 
Du point du vue de la connaissance, Goldberg dans [Goldberg, 1991] expose deux 
caractéristiques intéressantes des organismes à ADN : la diploïdie et la dominance. Les organismes 
complexes possèdent un double brin d’ADN dite à phase diploïde dominante. L’information est 
présente en double avec un gène dominant et un gène récessif. R.J. Berry, un généticien et 
naturaliste, a expliqué l’utilité de la diploïdie et de la dominance par une meilleure capacité 
d’adaptation lors des changements de l’environnement notamment lorsqu’ils sont cycliques. En 
étudiant le gène codant la couleur des ailes de papillons qui peut être à dominance noire ou blanche, 
Berry a montré que l’un était plus adapté à un paysage urbain et l’autre à un paysage naturel. La 
diploïdie permet de s’adapter en conservant des jeux de gènes adaptés à différents types de milieu. 
Lorsque l’environnement change, l’ordre de dominance des gènes est modifié pour adopter la 
combinaison la plus adaptée. La diploïdie constitue donc une sorte de mémoire à long terme qui 
stocke des configurations de gènes. Nous retrouvons cet effet dans notre problème de sélection de 
scénarios. En effet, le codage des scénarios par un chromosome de taille unique suppose que chaque 
scénario possède un surplus d’information a priori inutile. Il s’agit des gènes codant des choix dans 
des branches non sélectionnées du graphe (cf. figure 1.9, §1.5.1). Une partie de la connaissance 
contenue dans un individu peut être parfois inutile mais elle ne doit pas être détruite par les 
opérateurs génétiques car elle pourra s’avérer utile dans d’autres parties de l’espace de recherche. 
Cette notion a été utilisée avec succès pour l’optimisation en environnement dynamique [Holland, 
1975]. Dans [Paris et al., 2001], les auteurs proposent  un codage sous forme d’arbres 
(représentation des sous-ensembles de gènes liés aux choix sur certains gènes « inhibants ») et des 
opérateurs évolutionnaires permettant de manipuler cette représentation. La mutation est limitée aux 
gènes actifs et le croisement échange directement des branches entières entre les individus. Nous 
reviendrons plus amplement sur cet aspect dans la section 3.  
Goldberg donne également différentes pistes pour l’utilisation de connaissances pour 
accélérer la recherche : 
- pour les problèmes continus avec fonction dérivable, un AE peut être couplé avec une 
méthode d’approximation de la fonction objectif. Cet aspect n’est pas compatible avec 
notre problème combinatoire tel qu’il est exposé dans la section 1.5 ; 
- l’utilisation de méthodes hybrides couplant un algorithme évolutionnaire et une 
méthode spécifique au problème souvent utilisé de manière à coupler l’aspect 
exploratoire des algorithmes évolutionnaires avec une méthode plus adaptée à 
l’intensification locale de la recherche. Cet piste a fait l’objet d’une étude spécifique 
par R. Chelouah (voir [Chelouah et Baron, 2007]) ; 
- l’utilisation d’opérateurs génétiques spécifiques au problème, appelés mutation ou 












Cette dernière piste correspond à l’utilisation de connaissances génériques du problème à 
résoudre au niveau des opérateurs de recherche. Dans notre problème, la seule connaissance 
générique est le fait que le projet se présente sous forme d’un graphe dont la structure est connue. 
Cette information permet d’obtenir une partie des liens entre gènes dans un individu. Nous avons 
donc envisagé d’utiliser la connaissance structurelle du problème pour réaliser des opérateurs de 
recherche adaptés tenant compte des liens entre gènes.  
 Dans son étude, J.H. Holland [Holland, 1975] propose un théorème fondamental basé sur la 
notion de schème expliquant la performance des algorithmes évolutionnaires et leur capacité à 
manipuler l’information du génome. Un schème est un motif de similarité entre les chromosomes 
des individus et correspond à une instanciation particulière des gènes. Par exemple, pour un codage 
binaire tel que celui représenté sur la figure 22, le schème {*0******} est partagé par tous les 
individus dont le deuxième gène à la valeur 0 (* correspondant à une valeur quelconque). Holland 
démontre que l’algorithme évolutionnaire sélectionne les schèmes performants appelés « briques 
élémentaires » et les recombine pour former des individus potentiellement intéressants. Si le 
chromosome à une longueur de ℓ et que la population compte k individus, l’algorithme manipule 
(k+1)ℓ schèmes différents. Ces schémes performants représentent un apport de connaissances 
supplémentaire pour aider la recherche de solutions performantes que Holland nomme le 
parallélisme implicite. C’est la corrélation entre les similarités dans les chromosomes et la 
performance élevée de ces individus porteurs de « bonnes briques » qui est à l’origine de la 
performance des algorithmes évolutionnaires. Néanmoins, les opérateurs évolutionnaires, 
particulièrement le croisement, affectent le développement ou la disparition des schèmes. Holland 
définit dans son théorème la proportion attendue p(H, t) d’un schème H à l’instant t pour un 
algorithme évolutionnaire utilisant une sélection proportionnelle, un taux de mutation pm et un taux 
de croisement pc : 














où          représente l’efficacité relative du schème H par rapport à la population, 
représente le rapport entre longueur du schème H∂  (distance entre la 
première et la dernière position du schème telle que le contenu de la position 
est différent de *, par exemple : ( ) 5*1*1**0* =∂ ) et la longueur du 
chromosome l. 
( )Ho
   est l’ordre du schème, c’est-à-dire le nombre de gènes dont le contenu est 
différent de *, par exemple : ( ) 3*1*1**0*o = . 
Les schèmes courts, performants et de petit ordre sont plus souvent sélectionnés car ils sont 
moins sensibles aux opérateurs évolutionnaires. Ils se développent de façon exponentielle dans la 
population. L’imbrication de briques courtes et performantes ne garantit pas  l’obtention d’un 
individu optimal. Les combinaisons de schèmes peuvent s’avérer incompatibles les unes avec les 
autres. C’est ce que l’on appelle l’épistasie ou phénomène de déception. Ces schèmes courts 
peuvent conduire à des régions sous optimales. L’épistasie mesure la façon dont la valeur des gènes 
influence la contribution d’un gène à la performance.  
Les méthodes d’apprentissage des liens entre gènes sont partagées en trois catégories selon 
la manière dont elles détectent et utilisent les liens entre gènes [Munetomo et al., 2008] : 
 Les méthodes basées sur la perturbation de la structure du chromosome : ces méthodes 
tentent de détecter les liens entre gènes en perturbant la structure de l’individu puis en 
observant la différence de performance engendrée par la perturbation. Elles utilisent un 
codage et des opérateurs différents. Dans les messy Genetic Algorithms (mGA), les 
chromosomes sont de longueurs variables et les gènes sont des paires (valeur, locus). 
Les opérateurs utilisés permettent l’échange de séquences de gènes entre individus. Ces 
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différents principes et opérateurs ont été améliorés et développés dans différentes 
méthodes : fast mGA [Goldberg et al., 1993], LINC (Linkage Identification with Non-
linearity Check algorithm) [Munetomo et Goldberg, 1999], etc. 
 Les méthodes d’adaptation des liens entre gènes : Celles-ci utilisent des représentations, 
des opérateurs et des mécanismes conçus pour adapter les liens entre gènes durant le 
processus évolutionnaire. Le processus d’optimisation évolutionnaire sélectionne alors à 
la fois les individus et les structures possibles. Dans l’approche LEGO (Linkage 
Evolving Genetic Operator) [Smith et Fogarty, 1996], deux drapeaux sont ajouté à 
chaque gène. Ils indiquent si le gène est relié à son voisin de droite ou de gauche dans le 
chromosome. Lorsque deux gènes adjacents se référencent mutuellement, ils forment un 
« bloc de construction ». La génération suivante est obtenue par un processus de 
compétition entre bloc de constructions trouvés. Cette méthode ne permet de relier les 
gènes que deux à deux. La méthode LLGA (Linkage Learning Genetic Algorithm) 
[Chen et Goldberg, 2006] utilise une représentation particulière du chromosome sous 
forme circulaire qui lui permet de représenter des groupes de gènes corrélés. 
 Les méthodes utilisant un modèle probabiliste des interactions entre gènes. Nous 
partitionnons ces méthodes en deux groupes : les méthode d’apprentissage et les 
méthodes dite d’« optimisation guidée par les connaissances  ». Pour les premières, il 
n’y a pas de processus de recherche par combinaison et mutation. Elles utilisent 
uniquement l’apprentissage d’un modèle à partir d’une sélection d’individus puis 
l’échantillonnage de ce modèle. Tandis que les méthodes d’optimisation guidées 
utilisent à la fois un processus de recherche et un processus d’apprentissage. Nous 
étudierons ces deux types d’approches respectivement dans les sections 2.4 et 2.5. 
Pour résumer, les algorithmes évolutionnaires classiques sont une solution performante 
lorsque les gènes sont relativement indépendants les uns des autres. Lorsque la structure des 
interactions entre gènes se complexifie, il est nécessaire d’utiliser un mécanisme permettant de 
conserver les bonnes configurations soit en utilisant des opérateurs génétiques adaptés (opérateurs 
spécifiques, opérateur d’inversion, mGA, etc.), soit en construisant un modèle des interactions entre 
gènes (LLGA, LEGO, etc.).  
2.3.3 Synthèse sur les métaheuristiques d’optimisation 
Dans cette section, nous avons présenté les principales métaheuristiques n’utilisant pas de 
modélisation directe des connaissances. Celles-ci peuvent être classées selon les critères énoncés 
dans la section 2.2.2 : 
 l’injection de connaissances « a priori » : toutes les méthodes semblent compatibles avec 
l’injection de connaissances dans le sens où elles utilisent un mécanisme stochastique 
qui peut être biaisé pour introduire une connaissance. La différence entre les méthodes 
intervient alors dans leur capacité à manipuler cette connaissance additionnelle 
notamment dans le cadre multiobjectif ; 
 l’aspect multiobjectif : nous avons vu que pour une optimisation multiobjectif « a 
posteriori », les méthodes évolutionnaires, utilisant une évaluation par front de Pareto et 
un archivage des solutions Pareto-optimales, semblent performantes bien qu’il existe des 
extensions multiobjectif pour la plupart des métaheuristiques ; 
 les possibilités pour l’extraction de connaissance : les méthodes à base de solution 
unique (Tabou et le recuit simulé) ne fournissent qu’une vision partielle de l’espace de 
recherche. Dans l’optique de la construction d’un modèle global de connaissances 
réutilisables, elles seront moins adéquates qu’une méthode à base de population 
distribuée telle que les algorithmes génétiques ; 
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 la manipulation de connaissances : cette propriété est importante pour l’adaptation des 
connaissances au cas courant. L’algorithme doit pouvoir reconnaître les éléments 
réellement performants et les connaissances inexactes. Il existe pour cela deux familles 
intéressantes : les algorithmes adaptatifs et les algorithmes utilisant une modélisation des 
connaissances. Pour les premiers, les propriétés d’auto-adaptation permettent de tirer 
parti de l’injection de connaissances et de poursuivre l’optimisation à partir de ce socle. 
Ils sont cependant moins adaptés dans le cadre multiobjectif. En outre, la connaissance 
injectée se dégrade peu à peu. C'est pourquoi nous nous intéressons prioritairement aux 
algorithmes utilisant une modélisation des connaissances aptes à réaliser l’apprentissage 
à partir d’une base existante potentiellement erronée (voir section 2.4 et 2.5); 
 la vitesse de convergence de l’algorithme : la plupart de ces méthodes ont été testées sur 
une plate-forme de validation pour le problème de la sélection de scénarios. Dans cette 
étude, nous proposons un type d’hybridation couplant une métaheuristique et un modèle 
de connaissances afin de pouvoir injecter et manipuler des connaissances « a priori ».  
Nous nous sommes concentrés, dans cette étude, sur l’étude des algorithmes évolutionnaires 
étant donné leurs performances avérées sur le problème de la sélection de scénarios et l’ensemble 
des recherches effectuées par rapport à leur capacité à manipuler des connaissances. Nous allons 
maintenant décrire un autre type de méthode : les méthodes d’optimisation par apprentissage et 
utilisation des connaissances. L’apprentissage ne constitue pas l’objet principal de cette étude axée 
sur l’utilisation de connaissances « a priori » pour guider la recherche. Néanmoins nous aurons 
recours à l’apprentissage pour éventuellement actualiser le modèle de connaissance fourni par un 
expert (voir section 3.3.4). Nous décrivons les méthodes et modèles existants utilisés en 
optimisation par apprentissage artificiel, notamment par rapport à notre problème de sélection de 
scénarios.  
2.4 Optimisation par apprentissage 
Les techniques d’optimisation s’appuient sur un modèle formel du problème (voir figure 
2.1) qui, dans notre cas, regroupe l’ensemble des paramètres à régler, leurs domaines, les critères et 
objectifs à atteindre, ainsi qu’une partie de la connaissance structurelle entre gènes (inhibitions entre 
gènes selon la forme du graphe). Les connaissances qui nous intéressent pour accélérer la recherche 
sont alors toutes les informations permettant de relier les paramètres d’entrée entre eux et aux 
variables objectifs, construisant ainsi un modèle de connaissances adapté pour guider la recherche. 
Nous nous intéresserons donc aux méthodes permettant le recueil et plus particulièrement 
l’extraction et l’utilisation de ces connaissances. Ce type de démarche est classiquement appelé 
« Extraction de connaissances à partir des données » (ECD) et comprend quatre phases : la collecte 
de données, le prétraitement des données, la fouille de données et enfin le post-traitement.  
Dans cette partie, nous nous intéresserons à la phase de fouille de données. En effet, dans 
notre problème, une grande partie du travail de collecte et de prétraitement des données a déjà été 
réalisé lors de la définition du projet (graphe de projet, sélection de décisions pertinentes, etc.). 
L’opération de fouille de données peut être réalisée « manuellement » par un expert ou de façon 
« automatique » ou « artificielle », tel qu’illustré sur la figure 2.12. En fonctionnement automatique 
(partie supérieure de la figure 2.12), un algorithme d’apprentissage inductif va examiner les 
données disponibles puis émettre un ensemble d’hypothèses quant à la structuration des données, 
enfin ces hypothèses que nous appelons « modèle de connaissances » peuvent être vérifiées, 
validées puis utilisées pour prédire le comportement du système modélisé. Ce modèle peut 
également être obtenu par une analyse experte tel qu’illustré sur la partie inférieure de la figure 
2.12. L’apprentissage d’un modèle complet peut s’avérer très coûteux en temps de calcul selon la 
complexité du problème tandis que la solution manuelle est extrêmement fastidieuse pour un expert. 
Dans notre étude, nous disposons néanmoins d’un ensemble de connaissances déjà formulées. Nous 
proposons donc une démarche de réutilisation de connaissances regroupées de façon experte dans 
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un modèle, présentée dans la section 3.2. Ce modèle, utilisé pour guider la recherche, sera 
éventuellement adapté par un rapide apprentissage si la recherche ne donne pas de bons résultats. 
 
Figure 2.12. Extraction de connaissances « automatique » et « organisationnelle » 
L’objectif de notre approche étant d’orienter la recherche de façon générale, le modèle de 
connaissances doit représenter prioritairement la structure globale de l’espace de recherche et 
répondre à des requêtes du type : « quelles sont les relations entre les paramètres d’entrée et la 
performance ? » ; « Sur quels paramètres agir, dans quelle mesure et dans quel ordre ? », etc. Nous 
allons décrire plusieurs méthodes et modèles existants en apprentissage permettant d’obtenir un 
modèle utilisable en optimisation. Ces méthodes utilisent un ensemble de solutions que la méthode 
cherche à améliorer. Les individus sont ici utilisés comme exemples d’apprentissage. Au lieu de 
combiner indirectement les connaissances contenues dans les individus, l’optimisation par 
apprentissage tente d’identifier et de modéliser ces connaissances puis d’utiliser ce modèle pour 
générer une nouvelle population d’individus ou exemples. 
2.4.1 Présentation générale de l’apprentissage artificiel 
L’apprentissage artificiel est une activité circulaire, extrayant des connaissances à partir des 
observations disponibles et utilisant ces connaissances pour chercher de nouvelles informations, ou 
décrire différemment les observations [Cornuéjols et al., 2002]. Partant de ce qui est aisément 
accessible (des exemples, une base de données), il cherche à construire « automatiquement » des 
connaissances, règles ou modèles dont la finalité est de permettre la compréhension du phénomène 
par l’expert (ici le modèle produit/projet) et/ou la prise de décision. Le premier aspect est central 
dans une perspective d’extraction de connaissances et nous invite à privilégier des modèles 
interactifs facilitant l’exploration des connaissances apprises par l’utilisateur. Le deuxième aspect 
est utilisé pour résoudre des problèmes d’optimisation combinatoire. Une fois le modèle construit, 
les solutions potentielles du problème sont classiquement générées directement par échantillonnage 
du modèle appris. Ces méthodes reposent donc sur la même hypothèse que les métaheuristiques : 
les connaissances mises en œuvre s’expriment par des instanciations préférentielles des paramètres 
d’entrée menant aux zones de performance dans l’espace des objectifs. Mais, la méthode va ici 
chercher à identifier directement ces connaissances. Plus le modèle de connaissances est 
performant, plus les solutions générées seront de bonne qualité.  
La construction du modèle peut être vue comme l’exploration d’un espace d’hypothèses sur 
la structure des données. Une hypothèse représente l’expression d’une connaissance potentielle 
partielle sur le problème à résoudre. La question du choix de l’espace d’hypothèses relève alors, 
d’une part, de la sélection d’un formalisme adapté aux connaissances recherchées (variables 
discrètes, continues ou mixte, interactions entre variables, incertitudes sur les données, etc.) et, 
d’autre part, de la sélection d’une méthode d’apprentissage capable d’extraire le type d’hypothèses 
recherchées (classes de solutions, intervalles de valeurs de paramètres, lois, règles, etc.), compatible 
avec le formalisme adopté mais également avec les exigences définies pour le résultat attendu de 
l’apprentissage (simples prédictions ou extraction de connaissances interactive).  
Il existe de nombreuses représentations utilisées en intelligence artificielle, chacune 
permettant l'utilisation de différentes techniques de manipulation. Parmi les principales, nous 
citerons par exemple les réseaux de neurones, la programmation logique, les processus markoviens, 
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les arbres de décisions et les réseaux bayésiens. Le choix d’un formalisme et le choix d’une 
technique d’apprentissage sont étroitement liés.  
L’apprentissage part d’un ensemble d’exemples. La qualité de l’apprentissage dépend 
fortement de l’ensemble d’exemples et de sa capacité à représenter l’espace des hypothèses. La 
construction du modèle de connaissances correspond à l’exécution d’un processus d’induction à 
partir des exemples disponibles. Il existe pour cela différents principes inductifs applicables issus 
des différentes communautés de l’intelligence artificielle. D’un point de vue probabiliste, les 
méthodes d’induction font appel au principe de Bayes consistant à définir une probabilité « a 
priori » sur un ensemble d’hypothèses et à faire évoluer cette probabilité selon les observations 
disponibles. Le modèle idéal est celui qui minimise le risque théorique ou erreur en généralisation 
[Sebag et Gallinari, 2002]. Cette erreur de généralisation est inconnue car seul l’ensemble 
d’apprentissage est connu. A partir de cet ensemble, il est uniquement possible de calculer l’erreur 
empirique, c’est-à-dire l’erreur de prédiction sur les exemples d’apprentissage. Il faut donc 
approcher au mieux le modèle idéal à partir de cet ensemble. Plus le modèle construit est complexe, 
plus il sera fiable par rapport à l’ensemble d’exemples sélectionnés mais sa performance de 
prédiction sur de nouveaux exemples en sera diminuée. Le compromis complexité-performance 
permet de développer une bonne intuition du lien entre la qualité de la généralisation et la 
complexité du modèle. Dans notre étude, l’objectif principal est l’approximation globale de la 
fonction de performance pour guider efficacement la recherche. Nous nous intéressons donc plus 
particulièrement au processus de généralisation afin de disposer d’orientations générales fiables sur 
les nouveaux cas traités. Indépendamment du phénomène de généralisation, il est important de 
contrôler plus directement la complexité du modèle afin de contrôler le temps de réponse.  
Nous allons exposer plus précisément les méthodes d’apprentissage supervisé permettant 
d’injecter directement et rapidement des connaissances. Lorsqu’elles sont utilisées en optimisation, 
les méthodes d’apprentissage supervisé par régression, partent du principe que la (ou les) 
fonction(s) objectif, même complexe(s), possède(nt) une cohérence que l’on va chercher à 
appréhender et modéliser analytiquement. Un modèle de régression est construit à partir d’un 
ensemble de points de mesure afin de guider la recherche au pas suivant. Parmi les algorithmes 
relevant de ce type d’approche, les plus répandus sont les réseaux de neurones [Dreyfus et al., 
2004], les arbres de décisions (présentés page suivante) ou les méthodes de modélisations 
mathématique de type « surface de réponses ». Les méthodes de modélisation mathématique 
essayent d’approximer la surface des solutions optimale par la conjugaison de différentes fonctions 
mathématiques. Les réseaux de neurones utilisent des fonctions de transfert global non-linéaires 
réalisées par combinaison de fonctions élémentaires calculées par les différentes cellules du modèle 
Pour la réutilisation d’information, les réseaux de neurones sont une solution très intéressante 
notamment pour leur capacité de généralisation « automatisée ». Néanmoins, le manque 
d’explications sur les solutions est un réel inconvénient dans une perspective d’aide à la décision.  
Les formalismes les plus répandus lorsqu’il s’agit de traiter un problème d’aide à la décision 
sont des représentations probabilistes par arbres de décisions, distributions de probabilités ou 
réseaux bayésiens. Les probabilités permettent de modéliser l’information incertaine de la même 
façon qu’un expert apprend et décide par expérience [Hacking, 2001]. 
Dans les arbres de décisions, les algorithmes d’apprentissage classiques de type C4.5 
[Quinlan, 1993] utilisent une recherche gloutonne descendante des hypothèses représentée par un 
arbre. A chaque étape, l’hypothèse décrivant le mieux les exemples disponibles, c’est-à-dire celle 
permettant de dissocier le plus grand nombre d’exemples, est ajoutée à l’arbre. Ce type de 
représentation par arbre est très intéressant du point de vue de l’utilisation du modèle pour 
l’optimisation car il s’agit d’une représentation compacte de l’information. Néanmoins pour un 
processus d’extraction interactif, les réseaux bayésiens offrent une solution graphique plus complète 
et ergonomique même si ces méthodes sont globalement équivalentes au niveau des performances. 
Utilisés en optimisation combinatoire, les algorithmes de type EDA (Estimation Distribution 
Algorithm) [Larrañaga et Lozano, 2002] ou PBMGAs (Probability Building Model Genetic 
Algorithm) [Mühlenbein et al., 2000], utilisent un modèle probabiliste des solutions prometteuses 
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qui apprend en cours de résolution la structure du problème (influences entre les variables) et utilise 
cette connaissance pour générer de nouveaux individus. Cette démarche globale est illustrée sur la 
figure 2.14 avec à droite l’illustration des trois types de modèles couramment utilisés présentés ci-
dessous. Le principe global est d’assurer un processus convenable de combinaison et d’amélioration 
des « bloc de constructions » contenus dans les solutions. Contrairement au croisement classique, 
qui manipule l’information de plusieurs solutions, les opérateurs de variation bénéficient ici de toute 
l’information disponible sous la forme de probabilités apprises sur un grand nombre de solutions. 
D’un point de vue probabiliste, un ensemble de solutions peut être vu comme un échantillonnage 
selon une distribution de probabilités inconnue. Connaître cette distribution permettra à l’algorithme 
d’optimisation de générer de nouvelles solutions. L’échantillonnage imite le comportement d’un 
opérateur de recombinaison idéal combinant les schèmes avec une perturbation minimale et une 
efficacité maximale. M. Pelikan dans [Pelikan et al., 2000] propose une classification des méthodes 
selon le niveau de complexité des modèles utilisés : 
 Le premier niveau correspond aux problèmes à variables indépendantes. Le modèle 
contient l’ensemble des probabilités pour chaque valeur de chaque gène dans les 
exemples d’apprentissage. L’algorithme utilise directement ces fréquences pour 
déterminer les nouveaux individus. Les bons schèmes d’ordre 1 sont mélangés et 
reproduits très efficacement. Différentes méthodes de ce type ont été proposées : 
Population Based Incremental Learning (PBIL) [Baluja, 1994], Incremental Univarante 
Marginal Distribution Algorithm (IUMDA) [Mühlenbein et Paass, 1996], etc. Ces 
méthodes et les algorithmes évolutionnaires donnent des résultats à peu près similaires. 
En effet, le croisement uniforme classique échange des gènes aléatoirement mais le 
processus de sélection des individus revient à une sélection individuelle des schèmes 
performants. Ce qui conduit au même résultat que l’algorithme de distribution marginale 
invariant qui repose sur l’indépendance des variables [Mühlenbein et Paass, 1996]. Ce 
type de méthode est très efficace pour les problèmes linéaires où les variables 
n’interagissent pas mutuellement. 
 Le second niveau regroupe les méthodes prenant en compte les interactions par paires 
pour former des chaînes (MIMIC, Mutual Information Maximizing-Input Clustering) 
[De Bonet et al., 1997] ou des arbres (BMDA). Ces modèles couvrent quelques 
interactions supplémentaires (schèmes d’ordre 2) mais ils restent inefficaces pour les 
problèmes complexes [Pelikan et al., 2000]. 
 Le troisième niveau correspond aux méthodes pour des problèmes possédant une 
structure complexe d’interactions avec de multiples variables fortement corrélés. Ce type 
de problème requiert un algorithme d’apprentissage complexe potentiellement gourmand 
en temps. Malgré tout, le temps d’apprentissage est compensé par un nombre réduit 
d’appels à la fonction coût [Pelikan et al., 2000]. Dans ECGA (Extended Compact 
Genetic Algorithm) [Harik et al., 2006], les variables sont regroupées en groupes qui 
sont ensuite considérés comme des variables indépendantes dans le calcul. Enfin, les 





Figure 2.14. Les méthodes PBMGAs 
2.4.2 Apprentissage par réseau bayésien 
Les algorithmes d’optimisation bayésiens (BOA ou EBNA pour Estimation of Bayesian 
Network Algorithm) initialement proposés par M. Pelikan [Pelikan et al., 2000], sont l’une des 
approches PMBGA les plus sophistiquées. Pour représenter les connaissances, ils utilisent le 
paradigme des réseaux bayésiens [Pearl, 1988]. Ce modèle combine les avantages de la théorie des 
graphes et de la théorie des probabilités en représentant les variables ainsi que leurs relations de 
dépendance. Il s’agit d’un graphe orienté, auquel sont ajoutées des probabilités, de sorte que les 
relations et les états des variables sont associées à une probabilité indiquant le degré de croyance 
que l’on a dans l’évènement [Populaire, 2000]. Ils permettent de modéliser des contraintes causales, 
spatiales, temporelles, même si elles sont imparfaites ou manquantes [Leray, 2006]. Les réseaux 
bayésiens constituent à la fois une technique d’acquisition, de représentation et de manipulation de 
connaissances [Naïm et al., 2004]. Cette combinaison est particulièrement intéressante pour des 
applications de type aide à la décision pour lesquelles l’utilisateur essaie de déterminer la décision à 
prendre à partir d’un ensemble de descripteurs du problème à résoudre. L'ensemble des faits et des 
probabilités conditionnelles peut s'organiser en graphe sous certaines conditions d'indépendance. 
Ces graphes permettent de calculer les probabilités d'un ensemble de faits connaissant n'importe 
quel autre ensemble (inférence). Nous reviendrons sur leur utilisation possible au sein d’un 
processus d’aide à la décision dans la partie suivante. Mais nous allons d’abord les décrire sous 
l’angle de l’optimisation par extraction de connaissances.  
Un réseau bayésien se présente sous la forme d'un graphe acyclique composé de nœuds 
représentant les variables du problème et d’arcs orientés représentant les dépendances entre 
variables tel qu’illustré sur la figure 2.15. Un lien direct entre le nœud i et le nœud j indique que le 
nœud i est un parent du nœud j. A chaque nœud est associée une variable dont l’état ou la valeur 
dépend de l’état des nœuds parents selon une table de probabilité conditionnelle associée au nœud 
(TPC). Un réseau bayésien peut donc être utilisé comme modèle de connaissances concernant 
l’objet étudié. De même que pour les autres méthodes, se posent les questions de l’utilisation 
(inférence), de l’acquisition (apprentissage) et de la validation du modèle (mesure du compromis 
performance/complexité).  
 
Figure 2.15. Exemple de réseau bayésien avec une table de probabilité conditionnelle (TPC) 
Utilisation d’un réseau bayésien : l’inférence. L’inférence consiste à propager une ou 
plusieurs informations au sein du réseau pour en déduire les croyances des autres nœuds. Lorsque 
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l'on connaît certaines informations, les propriétés du réseau permettent de propager l'information en 
modifiant les probabilités associées aux autres variables. Un aspect important de cette propagation 
en termes de calcul, est qu’elle permet de traiter seulement la partie du réseau qui doit changer 
lorsqu'on connaît une nouvelle valeur. Le problème de l’inférence est un problème difficile (NP-
complet) [Cooper, 1988]. La difficulté provient notamment de la présence de boucles dans le 
réseau, du nombre de liens entre les nœuds et du nombre d’états possibles pour chaque variable. 
Dans notre cas, nous limiterons ce problème lors de la construction du modèle en bornant le nombre 
de liens associés à chaque nœud (voir chapitre 3). Cette opération ne nuit pas à l’objectif principal 
de notre modèle qui est de représenter les propriétés globale du problème. Toutefois, elle ne va pas 
dans le sens de l’intelligibilité du modèle par l’expert. L’interprétation des résultats avec un modèle 
simplifié sera plus délicate car l'expert devra avoir conscience des approximations qu’entraîne la 
simplification. 
L’un des principaux avantages des réseaux bayésien est le nombre et la variété des requêtes 
possibles. De façon générale, le réseau bayésien permet de calculer par inférence la distribution 
jointe des probabilités : 







avec X= (X1, X2,…, Xℓ) un vecteur de toutes les variables du problème, 
 ∏i l’ensemble des parents du nœud Xi, 
 P(Xi|∏i) la probabilité conditionnelle de Xi selon l’état de ses parents ∏i. 
La principale utilisation du réseau est souvent le calcul de la probabilité P(X|e) d’un 
ensemble de variables X en présence d’un ensemble d’événements e connu. Ce type de requête est 
appelé « mise à jour des probabilités » d’une variable en présence de multiples variables (calcul de 
la loi de probabilités d’une combinaison de variables, conditionnellement à un fait). Il est également 
possible de déterminer l’« explication la plus probable » d’un fait en recherchant la configuration 
des variables qui maximise la probabilité des faits observés ou encore d’effectuer une analyse de 
sensibilité afin de mesurer l’impact d’une observation. Une autre requête, appelée « maximum a 
posteriori », consiste à rechercher la ou les valeurs particulières qui maximisent la probabilité des 
observations. La possibilité de réaliser des requêtes complexes ainsi que la gestion de l’incertitude 
des données font des réseaux bayésiens un outil particulièrement intéressant pour l’aide à la 
décision ou au diagnostic. Nous reviendrons sur cet aspect de façon plus détaillée dans le chapitre 3. 
Apprentissage d’un réseau. L’apprentissage d’un réseau bayésien à partir d’un ensemble 
d’individus se compose de l’apprentissage de la structure du réseau (recherche des liens entre 
nœuds) et de l’apprentissage des paramètres (TPC des nœuds). A partir d’une structure donnée, 
l’apprentissage de paramètres consiste à rechercher les probabilités qui décrivent le mieux les 
exemples disponibles. L’apprentissage de la structure est donc l’opération la plus complexe et 
coûteuse en terme de temps de calcul étant donné qu’elle englobe l’apprentissage de paramètres. 
L’espace des structures des réseaux bayésiens est de taille super-exponentielle en fonction du 
nombre de variables du problème. La solution la plus rapide serait alors de relier tous les paramètres 
entre eux, ce qui revient alors à un phénomène de « sur-apprentissage » rendant l’inférence très 
difficile voir impossible (taille des TPC très importante). L’objectif de l’apprentissage du réseau est 
alors de trouver le réseau le plus simple tout en reflétant de la façon la plus fidèle les données. La 
recherche de structure s’effectue alors soit en utilisant un ensemble contraint de structures simples, 
soit en intégrant une mesure de la complexité du modèle dans l’évaluation de la structure [Higelin, 
1992].  
Pour évaluer la performance d’un apprentissage de structure ou de paramètres selon un 
ensemble d’apprentissage, il est nécessaire de disposer d’un critère d’évaluation du réseau bayésien 
appris. Il en existe plusieurs, les plus utilisés étant le BIC (Bayesian Information Criterion) et le 
BDe (Bayesian Dirichlet metric with likelihood equivalence). Le BIC évalue la vraisemblance d’un 
réseau bayésien pour une structure S et un ensemble d’individus D selon l’équation 
suivante [Schwartz, 1978]: 
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avec S un graphe acyclique direct, 
n le nombre de variables, 
ri le nombre de valeurs différentes que peut prendre la variable Xi, 
qi le nombre de valeurs différentes que peuvent prendre les parents de Xi, 
Nij le nombre d’individus de D dont les parents de Xi ont la valeur j, 
Nijk le nombre d’individus de D dont la variable Xi a la valeur k et ses parents, la valeur j. 
Le score BIC est la somme d’un terme de vraisemblance du réseau par rapport aux données 
et d’un terme qui pénalise les réseaux complexes. 
Apprentissage à partir de données incomplètes. Dans les applications pratiques et 
notamment pour la prise de décision en gestion de projet, il arrive fréquemment que certaines 
variables ne soient observées que pour certains exemples. L’algorithme d’apprentissage doit alors 
calculer la distribution probable des valeurs des variables cachées. La notion de données 
incomplètes couvre de très nombreuses situations (données manquantes, lois tronquées, données 
censurées ou groupées). La méthode la plus générale de prise en compte des données incomplètes 
est fondée sur un algorithme de recherche itératif du modèle appelé l’algorithme Expectation-
Maximisation (EM). Le principe de l'algorithme EM consiste à associer à un problème aux données 
incomplètes un problème aux données complètes pour lequel une solution simple existe pour 
l'estimation par maximum de vraisemblance. Il a été décrit pour la première fois dans une forme très 
générale dans [Dempster et al., 1977]. Chaque itération consiste en une étape appelée 
« Expectation », calculant la distribution de probabilité des variables cachées sachant les variables 
visibles, et d’une étape appelée « Maximisation » consistant à estimer la vraisemblance des 
observations sous la condition que la distribution estimée soit exacte. La principale propriété est la 
convergence monotone de la vraisemblance des données incomplètes vers une valeur stationnaire. 
Cet algorithme peut s’appliquer aussi bien à la recherche de paramètres qu’à la recherche de 
structures (SEM pour Structural EM). 
Du point de vue de la généralisation des données, les méthodes d’apprentissage évoquées ci-
dessus, quelque soit le critère utilisé, ne sont généralement pas très performantes pour la recherche 
de structure comparées à la structure donnée par un expert.. 
2.4.2.1 Utilisation des réseaux bayésiens en optimisation  
En optimisation combinatoire, le réseau bayésien est classiquement utilisé pour représenter 
les liens entre les paramètres des solutions mais sans représenter les objectifs directement. Le 
principe général est de construire rapidement à chaque pas de l’algorithme un réseau à partir d’une 
sélection d’individus performants. Le modèle étant obtenu uniquement avec les individus 
performants, il est censé ne « capter » que les connaissances permettant d’atteindre les meilleures 
zones de l’espace de recherche. Ce modèle doit être de taille réduite étant donné le temps limité 
d’apprentissage disponible. La recherche structurelle se résume alors souvent à un algorithme 
glouton de construction de la structure. Ces dernières années, de nombreuses variantes et 
adaptations de ce concept ont été proposées spécifiquement pour l’optimisation. L’une des plus 
utilisées est la méthode hBOA. Elle simplifie l’apprentissage pour les problèmes hiérarchiques en 
utilisant des arbres de décisions pour réduire la complexité du modèle d’apprentissage et donc de 
son temps de réponse pour l’inférence. Les BOA ont également été adaptés au cas multiobjectif 
avec les méthodes mohBOA (NSGA-II et hBOA) [Khan et al., 2002], multi-objective BOA avec 
SPEA2 [Laumanns et Ocenasek, 2002]. De façon générale, il a été montré qu’un algorithme de type 
BOA obtient des performances comparables au AE classiques sur des problèmes purement 
combinatoires (pas d’interactions entre variable) et ils les surpassent pour des problèmes fortement 
épistatique ou déceptif. Ces caractéristiques s’expliquent par le fait que, dans les BOA, il est 
possible de repérer et de favoriser des schémes complexes performants. Leur extraction demande 
  
61/153 
néanmoins un coût augmentant rapidement avec le nombre de gènes, leurs interactions et la 
performance relative du schème par rapport à la population d’exemples disponibles.  
Lorsque le nombre de variables augmente, le principal inconvénient des BOA est le temps 
d’apprentissage de la structure du modèle et la qualité du modèle obtenu pour l’échantillonnage 
d’une nouvelle population. Quelques propositions ont été avancées pour générer des structures plus 
rapidement notamment le SMB (Sporadic Model Building) [Pelikan et al., 2008] ou l’utilisation 
d’un algorithme génétique supplémentaire où les individus sont des structures possibles pour le 
réseau bayésien [Handa et Katai, 2003]. 
Les algorithmes d’apprentissage présentés ne modélisent pas le lien entre les gènes et la 
performance des individus. Les individus sont sélectionnés pour l’apprentissage selon leur 
performance globale. Mais chaque individu sélectionné est traité de façon équivalente par 
l’algorithme d’apprentissage sans lien avec sa performance individuelle. Deux types d’approches 
ont été utilisées pour incorporer la performance dans l’apprentissage : soit en pondérant les 
individus selon leur performance, soit en incluant la performance comme une nouvelle variable 
dans le réseau. Dans le premier cas, le modèle appris se limite aux interactions entre gènes des 
individus performants. Cette technique ne permet pas de prendre en compte une performance 
multiobjectif non agrégée. Dans le second cas, la performance est introduite directement dans le 
réseau par un nœud (ou plusieurs dans le cas multiobjectif) relié à toutes les autres variables 
(gènes). Ce type de réseau possède deux inconvénients majeurs pour un algorithme 
d’apprentissage : la présence de variables discrètes (gènes) et continues (performance(s)) et le 
nombre de liens entre les gènes et le ou les nœuds performance. T. Miquélez, dans [Miquélez et al., 
2004], propose de discrétiser le nœud performance en différentes classes et d’utiliser un classifieur 
bayésien pour l’apprentissage non-supervisé de ces classes. Avec cette méthode, les individus sont 
échantillonnés en prenant en compte à la fois les liens entre gènes et la performance attendue. 
Nous avons vu dans cette partie (2.3) différentes méthodes et modèles utilisés en 
apprentissage et plus particulièrement ceux utilisés pour guider une optimisation. Parmi la multitude 
des modèles et algorithme d’apprentissage existants, les réseaux bayésiens sont une solution 
intéressante notamment car elle ne comporte pas d’effet boîte noire comme les réseaux de neurones. 
Initialement utilisés en analyse de données pour l’aide à la décision, il a été montré qu’ils sont 
également performants pour l’optimisation combinatoire avec des performances comparables aux 
algorithmes évolutionnaires et même meilleures pour les problèmes complexes. Le principal constat 
concerne la difficulté pour obtenir rapidement un apprentissage de structure satisfaisant notamment 
au niveau de l’erreur en généralisation lorsque l’on veut résoudre de nouveaux cas. De telles 
situations sont tout à fait envisageables dans le cadre de la conception de systèmes fortement 
innovants. Néanmoins, il semble possible qu’un expert du domaine puisse définir, sans forcément le 
quantifier, un lien potentiel entre les variables de décisions correspondant à la sélection des parties 
innovantes, les nouveaux concepts et les caractéristiques reliés à ces éléments et leurs niveaux 
hiérarchiques dans les différentes arborescences, les critères et objectifs associés.  
Nous avons vu dans la section 2.3, les méthodes d’optimisation basées sur un processus de 
recherche de type métaheuristique, puis dans cette section les méthodes d’optimisation par 
apprentissage d’un modèle de connaissances construit de façon automatisée. L’utilisation conjointe 
(hybridation) des deux types d’approches constitue un récent champ de recherche. La section 
suivante présente les études recensées s’apparentant à un couplage entre un modèle de 
connaissances et les méthodes de recherche de type Algorithmes Evolutionnaires. 
2.5 Optimisation évolutionnaire guidée par les connaissances 
Parmi les nombreuses méthodes utilisant les algorithmes évolutionnaires, cette section 
présente les méthodes associant un AE et un modèle de connaissances. L’utilisation de 
connaissances conduit à qualifier ces approches de méthodes d’optimisation intelligente [Huyet et 
Paris, 2004] ou « optimisation guidée par les connaissances ». Les AE classiques sont considérées 
comme des « heuristiques aveugles » car elles n’utilisent pas d’informations spécifiques sur le 
problème à traiter, mais une évaluation globale de la qualité des individus. Nous allons nous 
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intéresser dans cette section aux méthodes qui extraient de la connaissance du problème pendant le 
processus évolutionnaire afin d’améliorer la performance de la recherche. Ces méthodes se 
différencient par le type de méthode d’apprentissage utilisé (réseaux de neurones, arbres de décision 
ou réseaux bayésiens), le type de connaissances acquises ainsi que la manière de les utiliser. 
Comme dans les sections précédentes, les méthodes recensées seront analysées selon le point de vue 
de la manipulation de connaissances et de l’interaction entre le modèle et la recherche. 
2.5.1 Les algorithmes culturels 
Les algorithmes culturels utilisent une représentation directe des connaissances acquises au 
cours du processus évolutionnaire. Ces connaissances permettent de réduire efficacement le temps 
de calcul [Becerra et Coello Coello, 2005]. Ils sont basés sur l'évolution culturelle des populations. 
Le principe, illustré sur la figure 2.16, est de construire un espace des connaissances lié au problème 
à traiter, et de relier cet espace des connaissances avec l'espace de recherche. Les algorithmes 
culturels sont donc basés sur un modèle évolutif agissant à deux niveaux différents : le niveau 
micro-évolutif sur l'espace de la population d’individu et le niveau macro-évolutif sur l'espace de 
connaissance. La population contient un ensemble d'individus qui évoluent de la même manière que 
pour un algorithme évolutionnaire classique. L'espace des connaissances contient les informations 
et les connaissances spécifiques au problème à résoudre qui seront utilisées pour guider et 
influencer l'évolution des individus des populations au cours des générations. La méthode repose 
sur deux processus d'interaction entre les espaces qui répondent aux questions suivantes :  
- comment et quels individus de la population influencent l'espace des connaissances : 
c'est la fonction d'acceptation ; 
- comment et quelles connaissances influencent l'évolution des populations : c'est la 
fonction d'influence. 
 
Figure 2.16. Algorithme de base d’un algorithme culturel 
Plusieurs travaux ont été réalisés à partir de cette méthode : VGA (Version space guided 
Genetic Algorithm) utilisant un algorithme génétique classique et « Version Space » pour le niveau 
macroévolution [Reynolds et al., 1994] ; une autre implémentation utilise la programmation 
génétique et « program segments » [Zannoni et Reynolds, 1997]. La méthode CAEP (Cultural 
Algorithm with Evolutionary Programming) [Chung, 1997] utilise la programmation génétique pour 
le niveau évolutif et une représentation à deux composantes pour l'espace des connaissances : la 
première composante appelée « situational knowledge » est le meilleur individu trouvé et l'autre 
composante appelée « normative knowledge » est l'ensemble des informations sur l'intervalle de 
recherche de chaque paramètre du problème.  
Cette dernière méthode a été adaptée en contexte multiobjectif [Alami et El Imrani, 2007]. 
Dans ce modèle, la population est partagée en classes représentant chacune une sous population, et 
donc une culture différente. Chaque sous population est traitée séparément puis on organise des 
échanges culturels entre les sous populations. Ces échanges peuvent être réalisés soit en échangeant 
des individus entre populations, soit directement par échange de connaissances (individus ou 
intervalles de recherche de paramètres). 
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Ce premier type de méthode possède une modélisation limitée des connaissances (individus et 
intervalles) mais il illustre les principales problématiques de l’apprentissage pour l’optimisation 
d’une recherche : la mise à jour des connaissances selon une sélection d’individus, et l’utilisation 
des connaissances pour générer de nouveaux individus. L’injection de connaissances est 
majoritairement réalisée par le contrôle de l’opérateur de mutation (intervalles de valeurs possibles). 
2.5.2 Learning Evolution Model (LEM) 
Cette méthode est l’une des plus populaires de ce domaine de recherche récent. Plusieurs 
études utilisant le LEM [Michalski, 2000] ont été réalisées principalement par G. Cervone, K. 
Kaufman et R. Michalski. Le principe de l’approche LEM est de combiner un algorithme 
évolutionnaire [Cervone et al., 2000] et un système d’apprentissage. Dans l’algorithme 
évolutionnaire non-darwinien, les opérateurs darwiniens classiques (mutation, croisement) ne sont 
plus aléatoires mais basés sur les connaissances ; c'est-à-dire qu’ils réalisent des opérations en 
concordance avec le domaine de connaissance du problème à résoudre.  
L’apprentissage permet d’obtenir des individus en formulant des hypothèses de configuration 
et d’instanciation [Michalski, 2000]. La méthode consiste à classer les solutions de la population en 
trois groupes selon leur performance : les « bonnes », les « mauvaises » et les « indifférentes » 
(respectivement supérieure, inférieure à 25% par rapport à la moyenne et entre ces deux bornes). 
Puis, le système examine les caractéristiques des bonnes et mauvaises solutions afin de déterminer 
un ensemble d’hypothèses, sous forme de règles sur les attributs des solutions. Les auteurs ont 
utilisé les méthodes d’apprentissage de type AQ (algorithmes proposé par Michalski [Michalski, 
1969]) pour générer les hypothèses. Les règles sont ensuite utilisées pour générer de nouvelles 
solutions directement par instanciation.  
 
Figure 2.17. Algorithme global du LEM 
Dans le LEM, les nouveaux individus sont construits par « ingénierie génétique », dans le sens 
où ils sont déterminés selon les hypothèses apprises. L’algorithme du LEM dans [Cervone, 2000] 
est illustré sur la figure 2.17. Une fois la population initiale obtenue, l’algorithme alterne entre 
l’apprentissage et le mode évolutionnaire. Dans le mode apprentissage, le processus d’optimisation 
comprend cinq étapes : 
- la formation des groupes où la population est partagée en trois groupes ; 
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- la génération des hypothèses par apprentissage inductif basé sur les différences entre les 
bons et les mauvais individus ; 
- la génération d’une nouvelle population : les individus sont obtenus par instanciation 
des hypothèses apprises lors de l’étape précédente ; 
- la combinaison des nouveaux individus avec le H-group ;  
- enfin, la sélection les individus pour former la nouvelle population. 
Dans [Michalski, 2000], les auteurs ont comparé le LEM avec d'autres méthodes 
d'optimisation évolutionnaire (algorithmes évolutionnaires, programmation évolutionnaire et 
stratégies évolutionnaires) sur différents type de problèmes à résoudre. Le LEM a largement 
surclassé les autres méthodes notamment lorsque le nombre de variables est important. Il requiert un 
nombre d'étapes beaucoup moins important pour trouver des solutions et il est relativement peu 
sensible au choix de la population initiale. Une version multi-objectif du LEM, appelée LEMMO, a 
également été proposée par L. Jourdan [Jourdan, 2005]. Du point de vue de l’injection de 
connaissances, le « guidage » est appliqué principalement dans le mode apprentissage sans 
interactions réelles avec le mode génétique qui est finalement utilisé pour diversifier la population 
lorsque l’apprentissage est bloqué dans un optimum 
2.5.3 Autres méthodes d’optimisation « guidée par les connaissances  » 
M. Sebag et C. Ravise dans [Sebag et Ravise, 1996] ont proposé un système adoptant une 
démarche similaire au LEM étudié dans la partie précédente, c’est-à-dire un AE guidé par un 
système d’apprentissage automatique adapté de type AQ. La principale différence concerne 
l’acquisition de la connaissance et son utilisation pour un contrôle adaptatif des opérateurs 
génétiques de l’AE. Dans ce système, l'apprentissage fournit des règles caractérisant les croisements 
ou les mutations efficaces qui sont ensuite réutilisées par un opérateur « masque » qui contrôle les 
paramètres évolutionnaires (taux de croisement, mutation, différents types d’opérateurs possibles : 
croisement uniforme, croisement à n-points, etc.). Lors du processus évolutionnaire, chaque 
événement, tel que la génération d’un nouvel individu, est classé selon son impact sur le processus 
évolutionnaire : bon/mauvais, si la nouvelle génération est meilleure/pire que la précédente et inactif 
s’il n’y a pas d’évolution. Les exemples d’apprentissage sont alors composés du « masque » 
d’opérateur utilisé, de la classe de l’événement et des individus en question. L’algorithme 
d’apprentissage symbolique fournit alors les règles décrivant le plus grand nombre d’exemples 
disponibles. Chaque règle lie un « schème » génétique potentiel, un « schème » évolutionnaire 
(instanciation du masque) et une classe d’événements (bon, mauvais ou indifférent). Par exemple, 
une règle peut signifier : ne pas mettre le point de croisement entre les gènes i et j (« schème » sur le 
masque de l’opérateur de croisement), si le parent relève du « schème » H. Les auteurs proposent 
alors trois stratégies de contrôle possible pour l’utilisation des règles : 
- une stratégie d’intensification sur les zones performantes pour laquelle seules les règles 
issues d’événements de la classe « bon » sont pris en compte ; 
- une stratégie classique dans laquelle on cherche à ne pas générer de mauvais individus ; 
- enfin une stratégie appelée moderne qui s’attache à préserver la diversité génétique de la 
population en rejetant les événements inactifs. 
Dans une autre étude [Sebag et al., 1997], M. Sebag propose une méthode couplant un AE 
de type stratégie de recherche utilisant des règles afin de mémoriser les erreurs passées. Il utilise un 
nouvel opérateur évolutionnaire appelé « mutation de fuite » qui génère des individus les plus 
différents possible des individus de mauvaise qualité ou « virtual loser ».  
Ces deux dernières études sont particulièrement intéressantes car elles proposent un 
processus d’injection original de connaissances acquises. Un aspect important commun avec le 
LEM de Michalski relève de la sélection des exemples d’apprentissage qui est contrôlée, d’une part, 
pour faciliter et améliorer l’apprentissage, mais également pour contrôler le déroulement de la 
recherche. Dans le même esprit, les travaux de A.L. Huyet et J.L. Paris dans [Huyet et Paris, 2004] 
mettent en œuvre un système d’optimisation guidé par les connaissances  (recherche par AE et 
apprentissage par arbre d’induction) dans lequel les exemples d’apprentissage sont choisis parmi les 
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trois dernières générations avant l’apprentissage sans doublons. Ce dernier élément permet de ne 
pas biaiser la construction du modèle avec la fréquence d’occurrence des individus dans les 
générations notamment en fin d’optimisation lorsque la dérive génétique est importante. Néanmoins 
dans cette étude, les connaissances acquises ne sont utilisées que pour une injection de solutions 
prometteuses, ce qui, sur un problème complexe, ne permet pas d’éviter la dégradation de schèmes 
complexes par un algorithme évolutionnaire classique. Cette démarche a toutefois permis une 
amélioration significative des performances pour différents problèmes de configuration de systèmes 
de production proches de notre problématique de sélection d’un produit/projet mais avec une taille a 
priori moins conséquente en termes de nombre de gènes et d’interactions possibles. 
2.6 Conclusion sur les méthodes existantes 
Pour résoudre un problème d’optimisation, il existe deux grandes familles que l’on peut 
distinguer par le type de processus assurant l’amélioration des solutions : les algorithmes 
d’apprentissage qui reposent sur l’identification puis la réutilisation de la connaissance contenue 
dans les solutions, et les algorithmes de recherche de type métaheuristique fondés sur la 
convergence d’un processus de recherche pseudo-aléatoire. Dans la section 2.3, nous avons présenté 
et caractérisé les principales métaheuristiques en fonction du problème à résoudre (aspect 
multiobjectif « a posteriori », complexité, aide à la décision, etc.). Ce constat nous a amenés à 
étudier les algorithmes évolutionnaires et leurs extensions de type LEGO ou mGA permettant de 
manipuler des connaissances supplémentaires telles que la structure des interactions entre gènes.  
Nous avons ensuite exposé dans la partie 2.4, les méthodes basées sur l’utilisation de 
connaissances avec deux types d’extraction des connaissances : le premier type correspond à 
l’utilisation de méthodes d’apprentissage automatique inductif et l’autre à une démarche 
d’extraction experte. Les méthodes d’apprentissage automatique regroupent de nombreux systèmes 
et formalismes : réseaux de neurones, arbres de décisions, etc. Parmi celles-ci, les méthodes basées 
sur les réseaux probabilistes bayésiens ont pour nous de nombreux avantages. Elles sont 
performantes pour l’optimisation combinatoire notamment pour les problèmes complexes avec tous 
les algorithmes de type BOA. De plus ce même formalisme possède une extension pour l’aide à la 
décision et l’extraction de connaissances interactive. 
Du point de vue optimisation, les algorithmes de type BOA montrent de meilleures 
performances pour les problèmes complexes grâce à leurs capacités à préserver et combiner des 
schèmes performants d’ordre élevé. Néanmoins, la connaissance apprise se limite aux interactions 
entre gènes sans intégrer directement les objectifs. La performance des individus n’est prise en 
compte que pour la sélection des exemples d’apprentissage mais elle n’est pas intégrée dans 
l’apprentissage qui ne représente donc qu’une partie de l’espace des connaissances. De récentes 
études tel que [Miquette et al. 2004], utilisent un classifieur bayésien non supervisé pour intégrer 
une fonction objectif discrétisée. Ce type d’approche non supervisée ne facilite pas l’extraction de 
connaissances en interaction avec un utilisateur. De plus, les BOA n’utilisent pas de processus de 
recherche avancé, ce dernier se résumant à un simple échantillonnage du modèle de connaissances. 
Dans les deux types de méthodes étudiées, le temps de calcul est utilisé soit pour un processus 
évolutionnaire soit pour un processus d’apprentissage. Ce choix dépend essentiellement du coût 
d’évaluation des individus et du nombre de gènes. Si le coût d’évaluation d’un individu est 
important, les AE classiques seront moins performants, tandis que pour un grand nombre de 
variables (milliers de gènes), le coût d’apprentissage de la structure des liens entre gènes sera 
prohibitif pour les algorithmes d’apprentissage.  
Dans les méthodes d’«optimisation guidée par les connaissances  » recensées dans la section 
2.5, nous avons pu étudier différents types d’acquisition et d'utilisation de connaissances. Les 
méthodes recensées proposent une optimisation guidée à partir d’un modèle de connaissances 
relativement limité. La connaissance est représentée indirectement par des classes d'opérateurs 
[Sebag et Ravise, 1996], des intervalles, des hypothèses sur les valeurs des variables [Michalski, 
2000] ou encore par les attributs des bonnes solutions [Chung, 1997] ou des arbres de décisions 
[Huyet et Paris, 2004]. La qualité de l’apprentissage et donc du modèle extrait dépend fortement de 
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la méthode de sélection des exemples (pertinence de l’échantillon selon le type de connaissances 
souhaitées ou rejetées). 
Enfin du point de vue de l’injection de connaissances, la plupart des études utilise les 
connaissances principalement pour générer des solutions prometteuses injectées dans un processus 
évolutionnaire. Les études de M. Sebag [Sebag et Ravise, 1996] [Sebag et al., 1997] proposent de 
nombreuses pistes pour l’utilisation des connaissances selon l’avancement de la recherche.  
Le chapitre suivant expose la démarche que nous proposons basée sur un couplage entre une 
méthode de recherche, ici un algorithme évolutionnaire adapté au problème de sélection de 
scénarios, et un modèle de connaissances représenté par un réseau bayésien. Nous utilisons les 







Utilisation de connaissance experte en optimisation 
3.1 Introduction 
Dans la section § 1.6, nous avons défini un ensemble de caractéristiques nécessaires pour 
une méthode d’optimisation utilisant des connaissances. Le principe est de coupler un processus 
d’optimisation combinatoire à une recherche classique avec un modèle de connaissances contenant 
les informations globales recueillies sur l’espace de recherche. L’algorithme de recherche doit 
utiliser ces informations pour accélérer la recherche. Les deux problématiques principales d’une 
telle approche sont alors l’obtention du modèle de connaissances et la modification du processus de 
recherche pour prendre en compte les informations issues du modèle de connaissances utilisé. 
L’utilisation de connaissances «a priori » est un problème très peu abordé dans la littérature. La 
démarche d’obtention du modèle proposée est donc une contribution de nos travaux, dont les 
principes sont exposés dans la section suivante. Dans cette étude, nous utilisons un algorithme 
évolutionnaire modifié pour le processus de recherche et le formalisme des réseaux bayésiens pour 
représenter et exploiter les connaissances. Chaque étape est ensuite détaillée avec l’obtention du 
modèle dans la section 3.3 et l’AE modifié présenté dans la section 3.4. 
3.2 Démarche proposée 
La méthode que nous proposons est illustrée sur la figure 3.1 : elle exploite une base de cas 
(scénarios simulés du projet en cours ou scénarios archivés) et une base de modèles Produit/Projet 
précédemment utilisés. La première permet de fournir des cas d’apprentissage tandis que la seconde 
permet d’obtenir la structure du réseau bayésien (liens entre les nœuds). 
 
Figure 3.1. Démarche proposée 
L’algorithme évolutionnaire guidé par les connaissances , présenté dans la partie 3.4, est 
retenu pour son caractère exploratoire global et pour la large palette de concepts associés permettant 
de régler la diversité et la qualité des individus obtenus (nichage, archivage, regroupement, etc.). 
L’injection de connaissances se fait par l’intermédiaire d’une modification des probabilités utilisées 
par les opérateurs évolutionnaires. Cette injection doit permettre aux opérateurs de manipuler des 
« blocs complexes » de gènes interdépendants. La méthode doit utiliser l’information disponible le 
plus efficacement possible, mais également gérer la mesure de performance des solutions trouvées 
et donc du modèle de connaissances utilisé pour les obtenir. En effet, lorsque le processus de 
recherche n’améliore plus les solutions obtenues, deux interprétations sont possibles : soit 
l’optimum est atteint, soit le modèle de connaissances conduit et restreint la recherche vers un 
optimum local. Le premier cas ne pouvant être vérifié, nous nous placerons systématiquement dans 





Figure 3.2. Cycle d’extraction de l’information selon [Becker et Naim, 1999]  
Pour le modèle de connaissance, nous avons retenu une approche bayésienne. Nous avons 
présenté les réseaux bayésiens comme un modèle possible d’apprentissage (section 2.4.2.1). Mais 
ils sont également très utilisés comme support d’acquisition pour la connaissance « a priori » d’un 
expert. En effet, un réseau bayésien peut être perçu comme un système expert dans lequel a été 
intégrée la notion d’incertitude. Mais, contrairement aux systèmes experts où l’on cherche à 
modéliser la façon dont l’expert raisonne, un RB est souvent utilisé pour décrire directement le 
domaine de connaissances [Becker et Naim, 1999]. Contrairement aux autres méthodes, les réseaux 
bayésiens sont une méthode permettant de répondre à deux problématiques liées à la connaissances 
illustrées sur la figure 3.2 : 
 D'une part, un expert dispose de connaissances entachées d’incertitude. Il les formalise 
grâce à des descriptions causales pour lesquelles il doit quantifier les incertitudes (pertinence 
et accessibilité des variables). La modélisation par graphe causal est plus intuitive qu’une 
formulation de type système expert (règle Si….Alors…).  
 D'autre part, dans un processus d’apprentissage, il est possible, à partir d’un ensemble de 
données contenant des connaissances sous-jacentes, d’alimenter un modèle de causalité 
donné mettant en évidence les liens entre les variables observées. Ce modèle peut alors être 
interprété comme une connaissance par l’expert. 
La combinaison des deux approches correspond à l’enrichissement d’une base de 
connaissances « a priori » par la connaissance empirique contenue dans les données de simulation 
ou réelles : les expériences. Les RB sont donc parfaitement adaptés à notre problématique puisque 
nous disposons des deux sources d’informations : d’une part, l’expertise et d’autre part les données 
de simulation et les graphes utilisés. Le principal écueil des algorithmes d’apprentissage 
automatique est la recherche de structures pour le modèle. Or c’est le point fort du processus 
d’extraction experte « a priori » pour lequel un expert peut facilement définir la structure des 
interactions entre variables tandis que le réglage des paramètres va lui paraître fastidieux. Nous 
souhaitons donc utiliser les avantages de chaque processus. Les modèles seront construits et 
enrichis de manière incrémentale.. 
De façon générale, il est difficile d’obtenir rapidement la structure d’un RB uniquement par 
apprentissage, principalement en raison de l’espace super-exponentiel des structures possibles 
(toute structure reliant les noeuds du réseau) [François et Le ray, 2004]. Les réseaux obtenus par 
apprentissage sont néanmoins suffisants pour guider globalement une recherche de solutions dans 
les algorithmes de type BOA, et c’est là un avantage certain des représentations par réseau 
probabiliste : même si la structure du réseau n’est pas la meilleure représentation possible, un 
« rapide » apprentissage fournit le jeu de paramètres le plus pertinent par rapport aux données et à la 
structure du réseau imposée. Il est possible d’avoir en permanence une « solution opérationnelle », 
c’est-à-dire un jeu de paramètres le plus adapté à l’instant considéré, mais également une mesure de 
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la qualité de ce modèle (critères d’évaluation de type BIC ou BDe). Bien évidemment, plus la 
structure du réseau est proche de la véritable représentation du problème, plus le modèle obtenu est 
pertinent et ses prédictions sont fiables. De même, la rapidité et la qualité de la recherche de 
paramètres sont améliorées avec une bonne structure. Le fait de ne pas avoir la structure complète 
n’est pas gênant et s’avère même nécessaire car il ne s’agit pas de guider finement mais bien 
d’orienter la recherche dans un vaste espace de recherche, c’est-à-dire de restreindre la recherche 
aux zones les plus pertinentes. Les algorithmes de type BOA effectuent un échantillonnage aléatoire 
dans ces zones restreintes. Dans notre étude, nous souhaitons remplacer cet échantillonnage par un 
algorithme évolutionnaire modifié pour préserver la connaissance injectée tout en optimisant la 
sélection des individus à l’intérieur des zones restreintes.  
Finalement, la principale différence entre les BOA et l’algorithme évolutionnaire guidé 
concerne le mécanisme de sélection et l’opérateur de croisement. En effet, les algorithmes BOA 
peuvent être assimilés à un algorithme évolutionnaire guidé avec un taux de croisement nul, un taux 
de mutation de cent pour cent et une sélection basée uniquement sur la performance des individus. 
Cette démarche peut sembler paradoxale puisque si le guidage de la recherche est strict et le modèle 
représentatif des exemples d’apprentissage, une telle méthode conduit à une recherche stationnaire 
guidant vers les individus existants. Selon C. Pierce [Pierce, 1885], une méthode purement 
inductive ne permet pas la création de connaissances nouvelles dans le sens où un raisonnement 
inductif se base sur l’observation d’exemples qui ne sont pas forcément représentatifs des 
connaissances menant à de meilleures solutions. Les algorithmes BOA ou les « algorithmes guidés 
par les connaissances » existants obtiennent une forme de généralisation en limitant le modèle dans 
sa structure, en filtrant les exemples d’apprentissage par rapport à leur pertinence globale et, enfin, 
en révisant régulièrement le modèle de connaissances. L’hypothèse justifiant cette approche, 
illustrée sur la figure 3.3.a, est que les connaissances extraites sur les exemples disponibles 
(population courante représentée par une zone hachurée notée B sur la figure 3.3) sont globalement 
compatibles avec le reste des individus potentiels (symbolisés par une ellipse notée A sur la figure 
3.3.a.) afin de provoquer le mouvement vers de meilleurs individus. Un algorithme évolutionnaire 
classique relève de la même hypothèse et peut être vu comme un processus inductif. Actuellement, 
les méthodes bayésiennes les plus efficaces pour établir rapidement un modèle de connaissances 
fiable limitent en partie la recherche de structure à des représentations probabilistes hiérarchisées de 
certaines variables. Il s’agit là d’une restriction arbitraire permettant de borner la complexité de 
l’apprentissage des paramètres. Nous pensons qu’en bénéficiant d’une connaissance experte, il est 
possible de construire un modèle plus conséquent (nombre de variables, de relations et granularité 
du modèle) et moins restrictif du point de vue structurel. Le problème d’une approche uniquement 
inductive dans le cadre d’une réutilisation de connaissances, intervient lorsque les solutions 
performantes du nouveau cas à résoudre ne relèvent pas de l’expression des connaissances issues 
d’optimisation passées tel qu’illustré sur la figure 3.3.b. Sur cette figure, la zone optimale (zone C) 
correspond à des individus qui relèvent de nouvelles connaissances par rapport aux précédentes 
optimisations. Ces connaissances sont dissociées des connaissances existantes permettant de diriger 
la recherche dans la zone A et représentées par les individus de la population courante situés dans la 
zone B.  
 
Figure 3.3. Approche inductive, abductive et présence de nouvelles connaissances 
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Une réutilisation à partir d’un mécanisme purement inductif atteindra très difficilement la 
zone C car il essaye d’utiliser des connaissances acquises dans la zone A pour guider la recherche 
vers la zone C relevant de connaissances différentes. Selon C. Pierce, seul un processus abductif 
permet la création de connaissances nouvelles et, par extension, l’obtention d’un modèle permettant 
de gérer de nouveaux éléments comme de nouveaux paramètres ou une modification des 
connaissances précédentes dans un contexte différent. Une approche abductive, illustrée sur la 
figure 3.3.c, utilise l’expérience d’un décideur pour définir les limites de la zone à étudier (zone D) 
en identifiant au préalable la structure de l’espace de recherche. On remarquera que le décideur 
identifie les nouveaux éléments sans forcement préjuger de leurs performances. 
Quelques études ont étudiée l’injection de connaissances « a priori » sous forme de 
structures dans un réseau bayésien [Baluja, 1994], [Pelikan et al., 2008], de valeurs de paramètres 
dans les algorithmes EDA [Mühlenbein et Paass, 1996] ou de règles expertes intégrées dans 
l’apprentissage [Sebag et Ravise, 1996]. Ces deux derniers systèmes utilisent une modélisation ne 
permettant pas de représenter des connaissances complexes. Dans le cas des BOA, la structure du 
réseau fournie par l’expert sert de point de départ au processus de recherche de structure. C’est la 
principale différence avec notre approche où la structure du modèle est issue d’une simplification 
d’un modèle global pour le problème spécifique traité incluant au préalable la présence de parties 
nouvelles dans le modèle. Résultat de la rencontre entre une méthode « abductive experte » 
descendante, partiellement validée par induction ascendante sur les cas existants, la démarche 
proposée fournit un modèle capable d’orienter la recherche même lorsque le projet comporte une 
forte part de connaissances nouvelles. Lors de l’utilisation du modèle par l’AE modifié, nous ferons 
l’hypothèse que le modèle de connaissances fourni possède une structure robuste quelque soit le 
degré de nouveauté du problème à traiter en terme de complexité. Les nouvelles connaissances sont 
supposées accessibles par la recherche puis par apprentissage de paramètres en ligne et seront 
intégrées lors d’un processus de gestion continue hors ligne par les experts du domaine.  
Le principal obstacle à la réutilisation est alors le fait que le réseau est lié au contexte dans 
lequel il s’exprime mais il n’est pas forcement valable pour d’autres contextes. Dans la section 
suivante, le processus d’obtention du modèle contextualisé pour le projet courant est spécifié à 
partir de la démarche ATLAS proposée dans le chapitre 1 et d’un processus d’adaptation du modèle 
par une mesure de pertinence des connaissances par rapport au contexte.  
3.3 Création du modèle de connaissance contextualisé 
3.3.1 Présentation de notre démarche d’acquisition des connaissances 
Le but de cette section est de définir le processus d’obtention d’un modèle de connaissances 
contextualisé, c’est-à-dire d’un réseau bayésien capable de modéliser les connaissances mises en 
œuvre lors l’optimisation de scénarios de projet. Contrairement aux approches bayésiennes 
existantes, le modèle doit être capable de prédire le comportement global de façon exhaustive (tous 
les paramètres sont représentés). Pour l’obtenir, un premier modèle complet du problème est 
construit en regroupant toutes les décisions à prendre et les objectifs globaux de l’étude (section § 
3.3.1.1). Ce modèle est très complexe, ce qui le rend inutilisable tel quel. La solution proposée est 
alors d’utiliser les connaissances des experts pour simplifier le modèle. Cette approche conduit à 
définir un format générique de représentation du problème (décisions et objectifs) et des 
connaissances associées présenté dans la section § 3.3.2. Il permet de recueillir l’analyse des experts 
associée à un projet dans un contexte donné. La méthode de construction du modèle, en parallèle de 
l’analyse de décomposition ATLAS, pour un projet donné, est présentée dans la section 3.3.3.1. 
Elle représente un contexte de génération de connaissances pour un projet spécifique. Lorsqu’un 
nouveau projet est étudié, les experts utilisent une partie des connaissances exploitées lors des 
projets précédents (décisions, composants, démarches, etc.) en les adaptant  au nouveau contexte. 
Pour cela, un mécanisme de mesure de pertinence des connaissances par rapport au contexte est 
proposé dans la section 3.3.3.2. L’ensemble des opérations réalisées sur les modèles est synthétisé 
dans la section 3.3. 
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3.3.1.1 Le modèle complet 
Le modèle initial utilisé dans notre méthode permet de saisir toute la connaissance 
disponible sur le problème à résoudre. Une connaissance est ici définie comme un lien entre 
l’espace de recherche (décisions) et l’espace des objectifs. Contrairement aux méthodes inductives 
partant d’un modèle de départ vide, nous débutons le processus de construction par un modèle 
« complet » qui sera simplifié par la suite. Le modèle proposé doit donc permettre de lier les 
décisions d’un projet représentées par les gènes du chromosome des individus aux objectifs 
identifiés du projet. Un modèle complet représentant toutes les connaissances existantes concernées 
correspond donc à un réseau bayésien reliant les nœuds représentant les décisions et les nœuds 
représentant les objectifs, tel qu’illustré sur la figure 3.4.  
 
Figure 3.4. Modèle « théorique » complet 
Le niveau bas de cette structure correspond donc à l’ensemble des décisions présentes dans 
le graphe de projet reportées dans le modèle. Les décisions issues de l’analyse dans 
l’environnement Produit correspondent aux nœuds OU du graphe de Projet (représentées par les 
cercles doubles dans le graphe et par un rectangle double dans le modèle). Tandis que les décisions 
issues de l’environnement Projet correspondent au choix d’options de réalisation pour chaque tâche 
(représentés par des rectangles simples dans le graphe et dans le modèle). Les décisions sont donc 
des nœuds discrets dont le nombre d’états est défini directement par les experts, lors de la 
construction du graphe de Projet (les états d’un nœud dans le modèle sont représentés par les 
rectangles gris à l’intérieur des nœuds décisions). Il correspond au nombre de propositions 
suggérées par les experts pour résoudre chaque problème posé localement, c’est-à-dire les blocs de 
construction (BC) Produit ou Projet permettant de répondre aux exigences définies pour ces blocs 
dans les décompositions Produit ou Projet.  
Les décisions du graphe sont reliées directement aux objectifs du projet représentés par des 
losanges. Idéalement, ces objectifs sont des nœuds continus correspondant au résultat de 
l’évaluation des scénarios de projet par la simulation pour chaque objectif. Par exemple, pour 
l’objectif « Coût », les coûts unitaires de chaque tâche à réaliser dans un scénario sont additionnés 
et constituent le coût global du scénario. 
Le modèle « théorique » complet de toutes les connaissances relatives à l’influence des 
décisions sur les objectifs correspond donc à la figure 3.4. Chaque lien entre une décision et un 
objectif représente l’influence de cette décision sur l’objectif. Le graphe de Projet fournit également 
les liens entre les décisions selon la forme du graphe. Ces liens traduisent des dépendances entre les 
décisions. Ce modèle ne peut être utilisé tel quel pour guider la recherche pour plusieurs raisons, 
notamment la présence de nœuds continus (objectifs). 
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3.3.1.2 Limites du modèle complet 
La première opération qui doit être réalisée pour envisager une utilisation du modèle 
précédent est de discrétiser les nœuds objectifs. Les valeurs possibles pour chaque objectif sont 
donc regroupées par intervalles. Chaque intervalle correspond à un état pour le nœud objectif. Se 
pose alors le choix des bornes inférieures et supérieures pour chaque objectif et le choix du nombre 
d’intervalles, c’est-à-dire le nombre d’états du nœud. Afin de pouvoir comparer des performances 
dans des contextes différents, la qualité d’un scénario ou d’une décision doit être jugée relativement 
par rapport aux autres instances connues du même projet, puis être exprimée dans l’absolu pour la 
réutilisation. Les individus obtenus sur un projet peuvent être regroupés selon une échelle définie 
« a priori » par un expert ou selon un ensemble de niveau repartis entre le pire et le meilleur 
individu connu par objectif. Le nombre de niveaux n permet de régler la granularité du modèle et 
donc une partie de sa complexité. Dans notre plate-forme, les niveaux correspondent à n intervalles 
identiques entre Indmin et Indmax pour chaque objectif. Nous étudierons plus en détail les 
conséquences du choix de différents niveaux de granularité pour les objectifs dans le chapitre 4.  
Une fois le nombre de niveaux déterminé, il est possible de représenter la table de 
probabilités (TCP) associée à chaque nœud objectif. Lorsque tous les gènes y sont reliés, la TCP 
d’un nœud objectif est composée d’un nombre de lignes (potentiellement très grand) correspondant 
à toutes les combinaisons d’états des parents du nœud. L’utilisation d’un tel modèle sera très 
coûteuse en temps d’inférence ou d’apprentissage. De façon générale, le temps de calcul dépend de 
la complexité du réseau en termes de taille des TCP associées à chaque nœud. La complexité d’un 
réseau est alors définie comme la somme de la taille de toutes les tables du réseau. La méthode 
proposée est alors d'exploiter la connaissance d’un expert pour réduire cette complexité en réduisant 
le nombre de liens directs entre les nœuds décisions et les nœuds objectifs par insértion d’une 
structure de connaissances expertes entre les objectifs et les décisions. Nous proposons de 
remplacer et regrouper les liens entre les décisions et les objectifs en insérant de nouveaux nœuds 
représentant ces connaissances. Les objectifs sont alors liés aux nouveaux nœuds, moins nombreux. 
 L’étude réalisée par R. Sharma [Sharma, 2006] sur les réseaux bayésiens fournit un bon 
exemple d’utilisation d’une connaissance « experte structurante » illustrant le choix « a priori » des 
niveaux pour les objectifs. L’objet de l’étude est d’intégrer une connaissance pour représenter des 
nœuds discrets avec de très grands domaines de valeurs possibles puis d’utiliser cette connaissance 
pour accélérer le calcul d’inférence. Une illustration de cette approche concerne le cas d’une 
taxinomie des êtres vivants illustrée sur la partie gauche de la figure 3.5. Il existe en effet des 
millions d’espèces vivantes. Seul l’utilisation d’une connaissance experte permet de représenter une 
telle variété dans un réseau bayésien en regroupant les exemples en classes hiérarchisées : plantes / 
animaux, mammifères / poissons / reptiles / oiseaux, etc. La connaissance utilisée permet donc, 
d’une part, de délimiter le domaine d’une variable, c’est-à-dire de définir un périmètre possible 
pour les phénomènes (individus) ou les propriétés et, d’autre part, de définir des liens hiérarchisés 
entres les individus et/ou les concepts exprimant par exemple des disjonctions exclusives (animal 
ou plante) et des probabilités associées à chaque arc (il y a par exemple 55% de chance qu’un être 
vivant soit un animal). Dans cette étude, le modèle retenu est un arbre de décisions permettant de 
représenter la hiérarchie et les disjonctions principales. La connaissance de l’expert permet 
également de sélectionner les groupes ou concepts qui sont représentés dans le modèle. Les 
concepts ne sont pas représentés lorsqu’ils ne sont pas pertinents par rapport à l’étude ou lorsque 
l’expert juge que le concept n’est pas représentatif de suffisamment de cas pour servir la recherche 
efficacement. Nous utiliserons cet aspect de la connaissance experte dans la section 3.3.3. 
L’arbre, bien que très avantageux pour le calcul d’inférence, est une représentation tronquée 
pour certaines connaissances qui ne peuvent s’exprimer par un ordre hiérarchique strict.Nous 
souhaitons conserver une représentation bayésienne des connaissances, moins restrictive. Notre 
modèle est donc un réseau bayésien possédant une structure hiérarchisée de nœuds. Le niveau bas 
regroupe les décisions, le niveau haut représente les objectifs et les nœuds intermédiaires 
représentent des connaissances liant des groupes de décisions aux objectifs. Ces connaissances 




Figure 3.5. Principe de l’approche VLD (Very Large Domain) [Sharma, 2006] 
Pour l’exemple de la figure 3.5, certaines espèces sont regroupées par un nœud 
correspondant à une ou plusieurs caractéristiques communes entre ces espèces : les poissons ont des 
branchies, etc. En imaginant que toutes les connaissances soient disponibles, ce modèle serait 
équivalent au modèle complet en termes de performance prédictive, par contre il est beaucoup plus 
intéressant en termes de temps d’inférence et d’apprentissage. Sa construction est effectuée en 
intégrant les connaissances capitalisées lors des scénarios analysés. Bien sûr, l’analyse de 
l’ensemble des scénarios d’un projet n’est pas disponible et sa description complète par des experts 
sera très fastidieuse et en partie inutile. Le but de notre démarche est d’obtenir une information 
globale pour guider la recherche en un temps limité. D’une part, la connaissance complète n’est pas 
nécessaire (et non disponible pour une réutilisation partielle) et, d’autre part, la complexité du 
modèle résultant doit être bornée pour une utilisation conviviale par l’utilisateur lors de l’analyse 
des résultats après l’optimisation. Or cette réduction recherchée correspond exactement à la 
démarche de description abductive d’un expert : il évalue les différents choix possibles selon les 
attributs les plus pertinents par rapport au contexte courant de façon inconsciente. Nous nous 
appuierons sur ce constat pour proposer une démarche de réutilisation de cette connaissance 
permettant d'obtenir le modèle réduit utilisé en optimisation. La démarche complète est présentée 
dans la section 3.3.4.  
3.3.2 Formalisme de représentation des connaissances  
Avant de décrire la démarche de construction du modèle, nous allons préciser le formalisme 
de représentation des connaissances. Lorsqu’ils sont construits à partir d’un apprentissage, cet 
avantage se transforme en défaut puisqu’il faut tout apprendre du problème (structure et 
paramètres). Les méthodes BOA se limitent à rechercher les liens entre les variables associées aux 
gènes.Le lien entre les décisions et les objectifs n'est alors traité qu’indirectement et globalement 
par sélection des cas pour l’apprentissage ou directement par classification (voir section 2.4.2.1). Ce 
dernier type de méthode conduit à un effet « boîte noire » entre les objectifs et les décisions 
associées. Dans notre étude, le lien entre les objectifs et les décisions est directement modélisé par 
un réseau bayésien correspondant à la représentation des connaissances a priori de l’expert. 
En aide à la décision, les réseaux bayésiens sont utilisés dans de nombreux domaines 
d’application possédant chacun sa propre méthode de construction. De façon générale, la méthode 
de construction du réseau bayésien par un expert se compose des étapes suivantes : 
- définir les objectifs de l'étude et le point de vue utilisé (décideur) ; par exemple, 
atteindre la performance requise en termes de disponibilité et de coût, etc.  
- identifier l'ensemble des décisions, c’est-à-dire les choix entre les différentes actions ou 
propositions permettant de résoudre le problème ; 
- lister l'ensemble des critères en termes de gain, perte ou utilité guidant le choix de 
l’action à mettre en œuvre et préciser les règles de mesure de ces critères, 
- déterminer les facteurs externes (non contrôlables) et les facteurs internes (contrôlables) 
ayant une influence sur les critères, 
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- évaluer les probabilités et les conséquences associées à chaque décision : évaluation des 
états possibles et de l’impact de l’environnement sur les critères, 
- estimer les conséquences pour les objectifs. 
Dans l’approche proposée, cette démarche se traduit par la construction itérative d’un réseau 
bayésien. L’analyse d’une décision correspond à la création de nœuds intermédiaires issus de la 
démarche d’analyse ATLAS. Le schéma de gauche de la figure 3.6 présente le réseau résultant de 
l’analyse d’une décision. Quel que soit l’environnement, une décision est le choix entre différentes 
propositions (représentées par des rectangles gris dans le nœud décision) permettant de satisfaire les 
objectifs spécifiques de cette décision. Chaque proposition peut être décrite par ses attributs. 
L’ensemble des attributs d’une proposition n’est pas représenté dans le modèle. Seuls les attributs 
discriminants, c’est-à-dire les attributs permettant de distinguer les différentes propositions, sont 
retenus pour ne pas surcharger le modèle. La décision est alors assimilée à un choix entre différents 
niveaux pour un même attribut et/ou un choix entre les attributs différents entre les propositions. 
 
Figure 3.6. Structure générique du modèle 
L’influence des attributs peut également être décomposée et analysée. Les objectifs sont 
décomposés en différents critères, eux-mêmes décomposables en sous-critères. Chaque attribut peut 
être relié à un ensemble de critères spécifiques. Celui-ci peut également indiquer l’influence sur le 
processus de variables environnementales, qui sont représentées par un nœud dans le réseau. Nous 
désignons sous le terme commun de nœuds « concepts » les nœuds « attributs », les variables 
environnementales, les critères ou sous-critères. Ces nœuds sont des nœuds discrets dont le nombre 
d’états est défini par l’expert (les états des nœuds concepts ne sont pas représentés sur cette figure). 
Ce réseau correspond à l’analyse d’une décision dans un contexte particulier. Imaginons 
qu’il existe un réseau idéal qui représente toutes les connaissances possibles reliant l’ensemble des 
décisions avec les objectifs, partant des caractéristiques élémentaires des propositions jusqu’à la 
jonction avec les objectifs. Ce modèle complet, illustré sur la partie droite de la figure 3.6 regroupe 
l’analyse des toutes les décisions présentes dans le graphe de projet. L’hypothèse faite est que l’on 
peut isoler, pour chaque décision, le ou les attributs des états permettant d’atteindre un objectif 
particulier, créer un nœud pour représenter cet attribut, puis rechercher parmi les autres décisions 
celles qui possèdent un état avec cet attribut et de les relier au nœud créé. Les attributs extraits 
peuvent être mis en relation les uns avec les autres, avec les objectifs ou avec des variables 
environnementales. L’apprentissage d’un tel réseau bayésien sera extrêmement long et difficile en 
supposant que l’on dispose de tous les nœuds concepts. Un processus d’apprentissage guidé par un 
expert est alors une solution extrêmement intéressante puisque chaque décision étudiée, représente 
un élément de la structure globale qui met en lumière certains concepts dans un contexte où ils sont 
pertinents. Le modèle global est acquis dans une démarche guidée par les cas, c’est-à-dire par les 
décisions analysées. L’expert spécifie les concepts en jeu et leurs relations. Les paramétes sont 
fournis par un rapide apprentissage  paramètrique prenant en compte l’incertitude dans les données 
(bruits, données manquantes, etc.). Ce modèle est bien adapté pour la communication entre 
l'utilisateur et le système mais également pour les échanges entre les analystes et les preneurs de 
décisions puisqu’il représente la traduction d’une analyse conceptuelle. 
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Les arcs entre les nœuds décisions traduisent les liens de dépendance entre les décisions. Ils 
correspondent au fait que certaines décisions sont conditionnées par les décisions précédentes dans 
le graphe et constituent ce que nous appelons la connaissance structurelle. Le fait de choisir 
définitivement une alternative dans une relation de type « OU exclusif » entraîne l’inhibition des 
autres alternatives dans le contexte courant. Dans le réseau bayésien, un lien est ajouté entre 
chaque nœud représentant une décision de conception (nœud OU) et les nœuds décisions (tâches et 
nœuds OU) situées entre ce nœuds et le nœud de Fin OU (tous les nœuds sur chaque branche du 
nœud OU). Nous reviendrons sur cette connaissance structurelle en l'illustrant sur un exemple dans 
la section suivante. 
Le réseau complet est composé exclusivement de nœuds discrets, ne comporte pas de cycle 
et les liens reliant les nœuds sont orienté des décisions vers les objectifs ou entre nœuds d’un même 
niveau. Ce type de structure est désigné par le terme de structure hétérarchique. Enfin, la complexité 
du modèle ne devra pas excéder une certaine limite en termes de taille des TCP (limite utilisée : 
deux cents milles lignes max.). Par rapport au modèle théorique, ce modèle capitalisant toutes les 
connaissances est moins complexe malgré le nombre important de nœuds. Nous avons défini un 
format de représentation pour une décision et les règles générales que doit vérifier le réseau d’un 
projet (structure hétérarchique orientée et bornée localement en complexité). Nous allons, dans la 
section suivante, étudier la notion de contexte et définir la démarche complète de construction du 
modèle contextualisé du projet courant.  
3.3.3 Contextes de génération de connaissances 
Au niveau opérationnel, le contexte est défini comme les conditions significatives d’un 
événement. C’est un ensemble d’informations qui donne à une situation sa particularité. La 
particularité d’une situation ne peut être évaluée que par comparaison avec une situation semblable : 
le contexte correspond à la mise en relation de deux ensembles d’informations. L’analyse de la 
pertinence d’un choix entre deux options de conception est un exemple intéressant de ce principe 
puisque ce choix est réalisé intuitivement par comparaison entre les deux options alors qu’il aurait 
été plus long d’analyser séparément chaque option puis de chercher la description la plus pertinente 
pour décrire le choix. Il est difficile d’exprimer une connaissance pertinente en dehors de son 
contexte. Nous allons donc nous intéresser aux différentes formes de contextualisation que l’on 
rencontre dans notre démarche. La démarche de décomposition ATLAS (cf. chapitre 1) permet 
d’analyser les décisions du projet selon leur contexte d’analyse. Le contexte d’un projet constitue la 
limite de la démarche. Nous l’aborderons en utilisant la notion de pertinence d’un contexte dans la 
section 3.3.3.2.  
3.3.3.1 Utilisation de la démarche ATLAS pour modéliser un projet  
La démarche ATLAS aboutit à deux décompositions (conduite et conception) se regroupant 
au niveau le plus bas par des liens entre des éléments physiques et des tâches à mettre en œuvre 
pour réaliser ces éléments. A chaque niveau de décomposition, les experts déterminent les 
propositions ou solutions possibles pour chaque décision en utilisant un ensemble de connaissances 
adaptées au niveau hiérarchique des solutions étudiées. La décomposition côté conception se traduit 
par un ensemble de nœuds OU qui structurent le graphe de projet tandis que, côté conduite, les 
décisions ne sont présentes qu’au niveau bas. Le modèle est, en quelque sorte, dicté par la 
conception qui définit les éléments à réaliser, puis la conduite vient préciser les tâches à réaliser. 
Les options de tâches sont issues de la décomposition côté projet, qui n’est pas modélisée dans le 
graphe. Une optimisation « aveugle » sur une représentation du graphe de projet tel qu’il est défini, 
correspond : 
- pour le côté « Conduite », à oublier toutes les connaissances formulées, c’est-à-dire les 
connaissances expertes utilisées lors de la décomposition et la décomposition elle-même, 
seules subsistent les décisions au niveau bas, c’est-à-dire les choix d’options de tâches ; 
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- pour le côté « Produit », à oublier seulement les connaissances expertes formulées lors 
de la décomposition, la structure de décomposition est présente dans le graphe par 
l’intermédiaire des nœuds OU. 
L’exemple de conception d’un satellite présenté dans le chapitre 1 est repris ici afin 
d’illustrer la démarche de construction du modèle de connaissances pour un projet. Le graphe de 
projet correspondant est reproduit sur la page suivante : 
 
Figure 3.7. Graphe de projet pour le projet satellite (voir section 1.4.2 pour la description complète) 
Sur la partie supérieure de la figure 3.8, un détail du réseau complet est représenté. Il s’agit 
de l’analyse des décisions de l’environnement de conception de produit (C1, C2 et C3).  
Dans notre démarche, la construction du modèle consiste à définir les nœuds décisions, les 
nœuds « concepts » (attributs ou critères) et les nœuds objectifs.  
 Les nœuds « Objectifs » : ils sont représentés par des hexagones sur la figure 3.8. Ils 
sont définis à partir des objectifs de projet et de conception. Sur l’exemple, deux 
objectifs sont considérés : la minimisation de l’écart entre le délai et la date d’échéance, 
et la minimisation de l’écart entre le coût et le budget alloué. Les états correspondant aux 
nœuds objectifs sont : positif, médian et négatif. 
 Les nœuds « Décision » : ils sont représentés par des rectangles et leurs états sont 
représentés à l’intérieur. La première décision concernant le projet de satellite se 
rapporte au choix du nombre de satellite (noté C1). Il s’agit d’une décision au niveau 
global (système) qui correspond au choix des solutions 1 ou 2 représentées dans les 
blocs de constructions associés au système. Lorsqu’on descend d’un niveau, d’autres 
décisions concernent les solutions 11.1 ou 11.2 ainsi que 21.1 et 21.2. Deux nœuds 
décisions supplémentaires apparaissent (C2 et C3) avec pour chacun d’eux deux états. 
  Les nœuds « Concepts » : ils sont représentés par des ellipses mais leurs états ne sont 
pas représentés afin de ne pas alourdir le schéma. Leur définition est réalisée par les 
experts. Ils modélisent les attributs des solutions influant sur les sous critères reliés aux 
objectifs. Par exemple, les attributs du système sont : le nombre de satellites, le poids du 
système, la présence d’interférence ou la qualité du système. Ces attributs sont 
interconnectés. Ces liens sont le fruit de règles génériques telles que « plus le nombre 
d’éléments est important, plus la qualité est difficile à contrôler », etc. Ces attributs sont 
reliés à des critères tels que les coûts ou les délais de fabrication, de conception, ou de 
lancement. Ces critères sont reliés aux objectifs globaux du projet. Cette partie des 
connaissances correspond à la décomposition du besoin parallèlement aux 
décompositions « projet » et « produit » issues de l’analyse du besoin. Cet ensemble de 
connaissances représente un niveau de connaissance dans le modèle, tandis que les 
décisions (ici C1) sont reportées au niveau du graphe de projet. Les experts peuvent 
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également faire intervenir des variables représentant des caractéristiques de 
l’environnement influant sur les critères tels des phénomènes modifiant les performances 
du système selon l’alternative choisie.  
Par rapport au niveau supérieur, les critères et objectifs des sous-systèmes correspondent à la 
désagrégation des nœuds associés au niveau supérieur. Dans la structure finale, seuls les objectifs 
globaux sont représentés, les objectifs, attributs et critères contextualisées sont remplacés par un 
lien direct vers les nœuds critères globaux. Par exemple, les nœuds « Coût de conception, solution 
1 » et « Coût de conception, solution 2 » sont reliés aux nœuds « Coût de conception » par un lien 
d’agrégation (représenté en bleu sur la figure 3.8). La décomposition côté Produit s’arrête ici dans 
l’exemple, les solutions (en jaune sur la figure 3.8) sont considérées comme des composants 
élémentaires appelées solutions physiques. Les tâches du graphe de projet permettent de définir les 
modes d'exploitation, de combinaison ou de transformation de ces composants.  
En parallèle de l’analyse côté Produit, l’analyse côté Projet est réalisée sur le système. Le 
résultat de cette analyse est un ensemble d’options de réalisation pour le système. Si l’analyse 
correspond au niveau le plus bas, ces options de réalisation sont regroupées dans un nœud décision. 
La décomposition côté Projet n’est pas modélisée dans le graphe par des décisions hiérarchisées 
comme pour la conception. On dispose uniquement du résultat de la décomposition dans le contexte 
spécifique de chaque tâche. De la même manière que pour le côté Produit, les connaissances mises 
en œuvre peuvent être modélisées par des attributs différenciant les solutions possibles, reliés à des 
critères et, finalement, reliés aux objectifs globaux. Des variables environnementales influençant les 
performances peuvent apparaître. Dans l’exemple des satellites, un choix de conduite peut être le 
choix entre deux politiques de sous-traitance. Les experts spécifient alors les attributs du projet 
influencés par ce choix : délai d’obtention des pièces, coût de fabrication/obtention, etc. Ces 
connaissances peuvent utiliser des concepts communs avec les connaissances modélisées en 
conception mais la jonction entre les sources de connaissances se situe au niveau des critères.  
 Dans notre démarche de réutilisation de connaissances, nous souhaitons donc représenter et 
réutiliser les connaissances en les regroupant dans un modèle global (modèle réduit avant 
l’optimisation). Dans le cadre d’une conception de type routinière, l’analyse de tous les scénarios 
d’un projet avec toutes les connaissances possibles est disponible à partir de l’historique de 
l’entreprise. Le réseau bayésien représentant alors tout projet correspond à une structure illustrée en 
bas au centre de la figure 3.8. Le niveau bas de cette structure correspond aux décisions 
représentées dans le graphe de projet. Tout en haut de la structure, on retrouve les nœuds 
correspondant aux objectifs. Les niveaux intermédiaires regroupent les nœuds correspondant aux 
connaissances acquises lors de la décomposition (attributs et critères).  
Parmi l’ensemble des décisions possibles de tous les scénarios possibles, certaines sont 
exactement les mêmes pour tous les scénarios. Elles correspondent aux décisions communes à tous 
les chemins dans le graphe. Elles expriment donc strictement les mêmes connaissances dans le 
contexte du projet et sont donc reliées aux nœuds « concepts » correspondant dans la première 
couche de connaissances. Dans le modèle de connaissances de projet, chaque scénario représente un 
exemple pertinent pour ces connaissances. Le graphe principal peut être défini de façon récursive 
comme un chemin unique de nœuds OU dont chaque branche représente un sous graphe partiel. Les 
nœuds appartenant à ce chemin unique sont reliés aux nœuds concepts eux-mêmes reliés 
directement aux objectifs globaux. La même opération peut être réalisée, de façon récursive, sur les 
sous-graphes partiels. Mais les connaissances exprimées dans un sous-graphe sont conditionnées 
par la sélection de la branche correspondant dans le niveau supérieur du graphe. Par exemple, les 
connaissances sur les interférences ne sont valable que s’il y au moins deux satellites et elle est 
inactivée lorsqu’il n’y a qu’un seul satellite. Un réseau bayésien est fondé sur la notion 
d’indépendance conditionnelle entre les variables non reliées. Les arcs existants représentent la 









Figure 3.9. Illustration de la notion de Context Specific Independence dans [Boutilier et al.,1996] 
Pour des variables contextuellement indépendante (CSI, Context Specific Independance, 
[Boutilier et al., 1996]), une partie des tables est inutile car redondante. Dans l’exemple représenté 
sur la figure 3.9, on cherche à déterminer les risques de se blesser selon deux variables : le fait que 
les rochers soient glissants ou pas et le fait d’aller escalader ou pas. Si on ne va pas escalader, le 
risque de blessure ne change pas selon l’état de la variable « rochers glissants », ce qui ce traduit par 
deux lignes identiques dans la table de la variable « Blessé ». La variable « Rochers glissants » peut 
être « inactivée » selon l’état de la variable « Escalade ». Plusieurs études traduisent cette notion par 
le remplacement de la TCP par un arbre pour accélérer l’inférence.  
Nous souhaitons conserver le réseau complet afin de pouvoir considérer la notion de 
contexte indépendamment du modèle. En effet, ici, l’indépendance contextuelle est forte car le 
choix de la variable « activante » (Escalade) inactive totalement l’autre variable cible (Rochers 
Glissants), permettant de représenter le graphe par un arbre sans commettre d’erreur. Si la relation 
d’indépendance est moins certaine, la réduction n’est pas pertinente. Par contre, il reste possible de 
construire un arbre où l’ordre des variables dépend de leur pertinence de façon approximative. Cette 
technique permet d’accélérer le calcul d’inférence, mais il faut être sûr que l’approximation réalisée 
permet de réprésenté le comportement globale souhaité.  
Dans l’exemple de satellite, quelque soit la solution retenue pour le choix C1, les choix 
suivants (C2 et C3) concernent soit l’utilisation d’une structure générique disponible, soit l’étude et 
la réalisation d’une structure spécifique pour le ou les satellite(s). Les choix réalisés dans les 
niveaux inférieurs se placent dans le contexte des choix précédemment réalisés. Par exemple, le 
choix C2 représente le choix de structure dans le contexte d’un seul satellite (C1 : solution 1) et le 
choix C3 représente ce même choix pour deux petits satellites (C1 : solution 2). Sur l’exemple de la 
figure 3.8, nous n’avons pas représenté toutes les connaissances exprimées au niveau 2. La figure 
3.10 montre un détail du réseau représentant les décisions C1, C2 et C3. La relation entre les nœuds 
« inhibant » (ici C1) et les nœuds « inhibés » (ici C2 et C3) s’exprime par trois aspects : 
- l’ajout d’un arc orienté du nœud inhibant vers le nœud inhibé, 
- l’ajout d’un nouvel état appelé « inhibé » pour les nœuds potentiellement inhibés, 
- la création/ajout à une liste de nœuds inhibés pour chaque alternative (liste des nœuds à 
inhiber lorsque cette alternative est choisie).  
 
 
Figure 3.10. Connaissance structurelle 
  
81/153 
Ces listes de nœuds associés à chaque alternative de chaque nœud « inhibant » constituent la 
connaissance structurelle. Elle est stockée indépendamment du réseau puis utilisée avant l’inférence 
pour venir instancier les nœuds correspondants selon l’état des nœuds inhibants (remarque : les 
tables de probabilités ne sont construites que lors du calcul selon l’état courant des parents, la taille 
maximale d’une table à mémoriser sera bornée).  
Dans la structure complète, toutes les décisions du graphe « s’expriment » par un ensemble 
de connaissances quelque soit leur contexte. Il apparaît alors que certaines décisions, appartenant à 
des sous-graphes différents, relèvent des mêmes connaissances. Si en définitive ces choix ne 
dépendent pas du contexte, cela se traduit par des probabilités identiques dans le réseau pour ces 
nœuds décision, quelque soit l’instanciation du nœud inhibant. Ces décisions identiques sont 
rendues contextuellement indépendantes par les décisions précédentes. Cette décomposition « a 
priori » introduit une forme de « dominance » des décisions qui ne peut être remis en cause sans 
réorganisation du graphe. Cette « dominance » de la conception sur la conduite dépend du type de 
produits réalisés par l’entreprise. La démarche inverse est possible avec des choix de projet 
sélectionnant les produits à réaliser. Nous proposons d’identifier les décisions similaires 
contextualisées par d’autres décisions et de les relier par un lien de généralisation (en rouge sur la 
figure 3.8) à un nouveau nœud représentant ce choix en dehors du contexte de la décision 
« inhibante ». Cette généralisation entraîne la suppression des liens directs avec les objectifs qui 
sont reliés à la variable généralisée diminuant ainsi la complexité du modèle. De plus, le nœud 
généralisé relié aux objectifs, est au même niveau dans la structure que les connaissances décrivant 
le choix C1 également reliées aux objectifs, ce qui nous permettra de remettre en cause la 
décomposition « a priori » des experts ayant conduit à la forme du graphe.  
La démarche ATLAS permet de capter de manière adaptée la connaissance exprimée par les 
experts. Le côté Produit a un rôle fortement structurant car il définit l’espace des possibilités par des 
disjonctions hiérarchisées qui vont sélectionner les autres nœuds. Le côté Projet est lui tributaire des 
choix de conception. Les connaissances manipulées portent sur des objets agrégés qui ne désignent 
pas strictement les objectifs des niveaux inférieurs (par exemple, x % de tâches sous-traitées). La 
généralisation de concepts permet de remettre à plat cette décomposition et de prendre en compte, à 
valeur équivalente, les concepts de conduite « noyés » dans la combinatoire des tâches. Le modèle 
obtenu correspond à un réel modèle de couplage équilibré entre les deux environnements.  
Le principal intérêt de l'approche proposée est d’utiliser un modèle compréhensible par 
l’expert (pas d’effet boîte noire dans le modèle bayésien). Ce modèle sera accessible en fin 
d’optimisation pour « expliquer » les résultats dans un formalisme graphique et convivial exprimé 
dans les mêmes termes que l’analyse « a priori » utilisée lors de la construction du modèle. Le 
réseau permet alors d’effectuer des requêtes élaborées sur le modèle. 
Nous allons sélectionner les connaissances « a priori » disponible qui sont les plus 
pertinentes par rapport un contexte donné. Elles sont regroupées dans un modèle réduit dans la 
section suivante. Celui-ci pourra être adapté par apprentissage lors de l’optimisation.  
3.3.3.2 Mesure de pertinence par rapport au contexte 
En dehors du cas de la conception routinière, le modèle complet de connaissances n’est 
jamais entièrement disponible. De plus, l’environnement n’est pas modélisé entièrement, il est 
incertain et changeant. L’obtention d’un modèle global complet est donc très improbable pour un 
système complexe. Une vision plus réaliste est de considérer les connaissances exprimées lors d’un 
projet ou d’une analyse en leur associant une note globale de pertinence selon l’écart mesuré entre 
la réalisation et les prévisions. L'ensemble est stocké comme un  élément de modèle potentiel 
réutilisable. Puis un mécanisme de sélection des connaissances selon leur pertinence permet 
d’obtenir un modèle contextualisé pour le système étudié.  
Le cas de la conception innovante représente également un changement de 
contexte. Lorsque des composants ou démarches innovantes jamais testés ou peu connus sont 
utilisés dans le projet courant, un certain nombre de connaissances nouvelles sont ajoutées durant la 
décomposition du modèle. L’innovation se caractérise par l’ajout d’arcs ou/et de nœuds dans la 
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structure de connaissances, et de nouvelles alternatives ou options pour certains choix, voire même 
de nouveaux choix utilisant une partie des concepts existants. La démarche d’ATLAS est 
particulièrement adaptée pour l’intégration de l’innovation car elle permet de placer les nouveaux 
éléments dans la structure et de les comparer aux solutions existantes au même niveau. Étant donné 
que l’on ne dispose pas de données réelles sur les nouveaux éléments, les connaissances a priori des 
experts sont intégrées dans la structure en leur attachant une pertinence donnée par l’expert.  
Pour être utilisé rapidement par un algorithme d’inférence, la complexité du modèle de 
connaissances doit être bornée (nombre de nœuds représentés et nombre de liens). Le modèle utilisé 
par le processus d’optimisation ne doit faire apparaître que les concepts les plus pertinents pour 
l’analyse globale en tenant compte des nouveaux éléments et du contexte. La démarche proposée 
dans ATLAS fournit l’analyse hiérarchisée « a priori » des décisions et connaissances pertinentes à 
représenter dans le modèle réduit. La hiérarchie de décomposition peut être assimilée à un ordre « a 
priori » entre les connaissances de chaque niveau utilisé pour organiser les nœuds. Nous avons 
regroupé toutes ces notions de pertinence d’un nœud ou d’un projet en adaptant le modèle proposé 
par M. Crampes [Crampes, 2002]. L'auteur présente un méta-modèle adaptatif de la pertinence d'un 
modèle de type réseau bayésien selon l'utilisateur et le contexte de résolution. L'objectif est de 
simplifier l’affichage du modèle en supprimant les nœuds et arcs inadaptées au contexte (profil 
d’utilisateur et complexité maximale du réseau). Il utilise pour cela un méta-modèle d'adaptation lié 
à chaque nœud du modèle qui calcule la probabilité de visualisation d'un nœud.  
Nous avons réutilisé ce principe avec un « méta-modèle » de pertinence d’un nœud, illustré 
sur la figure 3.11, utilisé pour aider l’expert à choisir les nœuds « concepts » qui apparaîtront dans 
le modèle réduit. Le méta-modèle de la figure 3.11 est associé à chaque nœud de la structure. La 
sélection d’un nœud dépend de sa pertinence  et de la complexité locale du graphe. La complexité 
du graphe est calculée localement de telle sorte que l’on supprime prioritairement les nœuds 
réduisant le nombre de parents du nœud qui en a le plus dans le réseau. La pertinence du nœud 
dépend soit de la pertinence a priori soit de la pertinence due au nœud. La première correspond à 
l’expérience des décideurs visible au travers de l’ordre de décomposition, ou directement par 
sélection de la variable par l’utilisateur. La pertinence due au nœud regroupe un indice de 
corrélation (indice proportionnel au nombre de liens vers le nœud) et l’influence du nœud. Enfin, 
celle-ci dépend de l’influence de la variable dans le contexte courant (définie de façon experte pour 
les nouveaux éléments, puis consolidée après un apprentissage) et de l’influence « historique » de la 
variable. Pour chaque projet où le concept apparaît, trois informations sont mémorisées : la 
pertinence globale du modèle calculée en fonction de l’erreur de prédiction mesurée par rapport à la 
réalisation effective, l’influence de la variable, enfin ces informations sont pondérées selon une 
mesure de « distance contextuelle » entre le projet courant et le projet précédent. La décomposition 
de cette notion (non représentée) fait intervenir les différences d’objectifs (poids et objectifs 
sélectionnés), les états et bornes des caractéristiques, etc.  
 
Figure 3.11. Méta-modèle de pertinence d’un nœud adapté de [Crampes, 2002] 
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Dans notre méthode, ce méta-modèle est associé à chaque concept utilisé. Il est utilisé lors 
de la réduction du modèle avant l’optimisation par AE. Nous présentons, dans la section suivante, le 
processus complet de gestion et d’obtention des modèles. 
3.3.4 Processus de gestion des modèles  
La démarche de gestion de modèles illustrée sur la figure 3.12 regroupe toutes les opérations 
réalisées sur ou avec les modèles : construction d’un réseau utilisant la démarche ATLAS, réduction 
du modèle, recueil et confrontation d’analyses, etc.  
L’activité principale « hors ligne » est le « maintien des modèles », c’est-à-dire des réseaux 
bayésiens résultant d’analyses ou de projets précédents. L’utilisateur peut simuler l’utilisation de 
connaissances par parties (activité « simuler par les modèles »), analyser les résultats et modifier en 
conséquence le modèle s’il ne représente pas la connaissance de l’expert. Cette démarche doit être 
spécialisée selon les pratiques spécifiques à chaque entreprise. Elle peut nécessiter l’utilisation de 
certains formalismes et méthodes spécifiques. 
Lorsqu’un nouveau projet se présente, les experts déroulent la démarche de décomposition 
hiérarchique produit/projet ATLAS présentée dans la section § 3.3.3.1. L’activité « Construction 
du modèle » utilise les connaissances formulées par les experts durant ce processus représenté par 
un ovale sur la figure 3.12.  
La base de données (B.D.D.) regroupe les instances déjà utilisées par le passé  : projet, 
décisions, tâches, etc. Elle contient un ensemble de cas pour chaque modèle représentant 
l’expérience acquise sur le modèle. Il peut s’agir de scénarios réalisés, de scénarios simulés ou 
d’exemples fictifs obtenus par échantillonnage du modèle. Les scénarios effectivement réalisés sont 
peu nombreux et constituent une expérience réelle forte à prendre en compte prioritairement.Les 
scénarios simulés sontbeaucoup plus nombreux et ne renferment qu’une connaissance simulée. 
Nous les utiliserons lors de l’optimisation pour un apprentissage rapide, puis pour un apprentissage 
final détaillé après l’optimisation (fourni à l’utilisateur pour l’analyse des résultats) avant d’être 
finalement réévalués lors de la clôture du projet. 
Enfin, l’activité « Optimisation évolutionnaire guidée par les connaissances  » représente 
l’algorithme évolutionnaire modifié exposé dans la section 3.4 utilisant le modèle réduit décrit ci-
dessous. Lorsque la recherche stagne, le modèle est modifié rapidement en utilisant les scénarios 
comme données virtuellement contextualisées. Les principes utilisés lors de cette activité appelée 
« Modification en ligne du modèle » sont exposés dans la section 3.3.4.2 et leur application dans 
notre AEI dans la section 3.4.8. 
 
Figure 3.12. Processus global de gestion des modèles 
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3.3.4.1 Obtention du modèle réduit pour l’optimisation 
Nous rappelons que le modèle étant trop complexe, il est nécessaire d'en extraire une version 
réduite, pour guider le processus d’optimisation. Pour cela, la notion de pertinence selon le contexte 
est mise en œuvre. Lorsqu’un nouveau projet doit être modélisé, la première étape est le recueil du 
résultat de la démarche de décomposition experte ATLAS qui constitue le modèle de base à réduire. 
La réduction est obtenue en évaluant la pertinence des connaissances exprimées selon le méta-
modèle de pertinence présenté dans la section 3.3.3.2, puis en sélectionnant les nœuds dans le 
modèle réduit par ordre de pertinence. Pour établir la pertinence de chaque nœud, tous les modèles 
précédemment utilisés où apparaît ce nœud sont recherchés et utilisés. Une fois la pertinence de 
tous les concepts évaluée, les nœuds sont proposés à l’utilisateur par ordre de pertinence. A chaque 
sélection d’un nœud, la complexité du réseau est mise à jour. Lorsque le nombre maximum de 
nœuds est atteint, le réseau réduit est considéré comme complet. Reste alors à représenter les arcs de 
la structure finale. Seuls les arcs reliant deux nœuds sélectionnés sont représentés. Enfin, les 
indépendances contextuelles sont représentées par un nouvel état pour les nœuds « inhibés » et 
mémorisées en dehors du réseau bayésien par des listes pour les nœuds « inhibants ». A chaque état 
d’un nœud « inhibant » correspond une liste de nœuds à désactiver si l’état est sélectionné.  
Pour reprendre l'exemple du satellite, la structure de la figure 3.13 représente un résultat 
possible de la réduction du modèle de la figure 3.8. Côté conception, la variable la plus pertinente 
est l’attribut « Nombre d’éléments » de par sa place dans la décomposition (niveau système) et le 
nombre de liens dans le modèle complet. Viennent ensuite les décisions « type de structure » 
contextualisés puis généralisés vers le nœud « type de structure ». Ce modèle permet de représenter 
les nœuds influents et laisse la possibilité de réorganisation autour de ces caractéristiques 
principales. Côté conduite, les choix de tâches sont généralisés : pour les tâches correspondant au 
contexte « structure générique » la variable influente est le choix du sous-traitant qui réalisera la 
structure (T1, T3 et T4 reliés à « Choix de fabrication pour la structure générique ») ; pour les autres 
tâches correspondant au contexte « structure spécifique », la variable influente retenue est le choix 
du mode de fabrication adopté pour réaliser la structure (T2, T5 et T6 reliés à « Choix de fabrication 
pour la structure spécifique » sur la figure 3.13). Ces deux choix sont contextuellement 
mutuellement indépendants selon le choix de niveau supérieur « Politique de sstr. » qui compte 
deux états « projet faiblement sous-traité » et « projet fortement sous-traité ».  
 




Ce choix dépend également de variables environnementales représentant la charge des sous-
traitants et la charge des ateliers. Nous conservons ces variables bien qu’elles ne changent pas 
durant l’optimisation. Elles sont instanciées avant chaque calcul et n’entrent pas  dans le calcul de 
complexité. Elles sont conservées si l’expert souhaite tester différents contextes environnementaux, 
bien que les paramètres du modèle réduit tiennent compte de tous les contextes possibles pondérés 
par leurs probabilités d’occurrence. Enfin, les choix de transport et du lanceur sont reliés 
directement aux objectifs. Enfin, on ajoute l’état « inhibé » aux nœuds potentiellement inactivés (ici 
T1 à T6) ainsi que « Mode fab. gén. » et « Mode fab. Spé. » (pour Mode de fabrication des 
plateformes génériques ou spécifiques).  
Le réseau final ne comporte donc que cinq nœuds reliés directement aux objectifs. Ils 
représentent les cinq variables étudiées entièrement vis-à-vis des objectifs. Les variables des 
niveaux inférieurs ne sont étudiées que dans le contexte des décisions de niveaux supérieurs tels que 
les nœuds « Mode fab. gén. » et « Mode fab. Spé. ». Certains nœuds de cette structure simple sont 
inutiles car ils sont liés à une seule variable du niveau inférieur qu’ils « représentent » entièrement. 
Tous les nœuds ne dépendant que d’une seule variable du niveau supérieur sont agrégés en un seul 
nœud. Dans la structure de la figure 3.13, les nœuds « Nb. éléments » (c’est-à-dire le nombre de 
satellites), « Choix transport » et « Choix Lanceur » sont agrégés respectivement avec les nœuds 
C1, T7 et T8 pour obtenir la structure finale du modèle réduit.  
Enfin, il peut arriver que certaines décisions ou états ne soient représentés par aucune 
propriété, c’est-à-dire reliés à aucun nœud dans le niveau supérieur suite à la réduction. Une telle 
décision peut être considérée comme insignifiante par rapport aux objectifs. Deux réactions sont 
alors possibles : soit elle n’est pas inclue dans le modèle réduit, soit elle est reliée à un nœud 
généralisation fictif avec les autres nœuds « insignifiants ». Dans notre plate-forme, nous avons 
utilisé cette seconde option en considérant que les experts modélisent des décisions potentiellement 
significatives que l’algorithme de pertinence ne reconnaît pas. Les nœuds généralisés aléatoirement 
sont regroupés pour réduire la complexité du modèle de telle façon qu’ils définissent une partie de 
la structure finale représentant la part inconnue du modèle. L’utilisation d’une telle structure doit 
permettre à la recherche de traiter séparément des « blocs de connaissances » par rapport à la partie 
inconnue ou mal connue qui subit tout de même une optimisation évolutionnaire classique. Cette 
solution laisse envisager le contrôle de la part connue/inconnue par niveau et dans l’analyse, part 
qui peut être réglée par le nombre de nœuds connus ou généralisés aléatoirement reliés aux 
objectifs. On remarquera tout de même que les nœuds généralisés aléatoirement sont en réalité 
l’agrégation aléatoire des concepts existants dans le modèle et considérés comme insignifiants avec 
éventuellement, d’autres concepts manquants dans le modèle complet.  
Il reste à déterminer les paramètres de ce modèle réduit. Il existe plusieurs méthodes pour 
calculer les nouvelles probabilités après une simplification de réseau bayésien (agrégation de nœuds 
dans un modèle) ou pour l’agrégation directe de réseaux bayésiens entiers. Nous avons opté pour 
une méthode simple à mettre en œuvre dans notre étude mais qui devra faire l’objet de 
développements complémentaires. Nous disposons d’un ensemble de réseaux différents plus ou 
moins pertinents par rapport au contexte courant et contenant les connaissances à apprendre. Nous 
avons vu que l’expérience de chaque réseau est contenue dans un ensemble de cas. Les probabilités 
du modèle réduit sont obtenues par un rapide apprentissage prenant en compte la pertinence a priori 
donnée par l’expert et des exemples représentatifs des modèles précédents. Cette opération permet 
de prendre en compte l’approximation due à la réduction incertaine d’un ensemble de connaissances 
elles-mêmes parcellaires. Nous utilisons donc l’algorithme EM étant donné que les exemples ne 
couvrent que partiellement les connaissances nécessaires (problème d’apprentissage avec données 
manquantes). Cette méthode, simple à mettre en œuvre avec les algorithmes d’apprentissage et 
d’inférence les plus couramment utilisés, est suffisante pour l’obtention d’un modèle global des 
connaissances. L’intérêt de notre approche est de profiter de l’aspect globalement structurant de la 
connaissance puis de laisser la recherche des « détails » au processus d’optimisation par algorithme 
évolutionnaire modifié.  
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3.3.4.2 Utilisation et modification en ligne du modèle réduit 
Le modèle réduit est fourni à l’algorithme d’optimisation guidé par les connaissances . Notre 
étude porte prioritairement sur l’injection de connaissances a priori dans l’algorithme de recherche. 
Nous avons donc formulé comme hypothèse principale que le modèle « expert » est globalement 
suffisant pour guider la recherche vers les zones performantes. Nous allons utiliser ce modèle pour 
injecter de la connaissance mais aussi pour contraindre la recherche afin qu’elle manipule 
correctement la connaissance injectée. Lors de l’optimisation, une première étape d’injection va 
permettre le « transfert » de la connaissance contenue dans le modèle réduit (appelé MoK dans 
l’algorithme) dans les individus de la population courante. Les modifications du modèle ne sont 
envisagées que lorsque l’optimisation stagne. De façon générale, on peut supposer que, plus le 
modèle de connaissance est précis, plus les scénarios générés sont proches dans l’espace des 
objectifs. La recherche « modifiée » ou orientée doit permettre d’améliorer des individus 
représentant les scénarios par combinaisons et mutations en conservant la connaissance injectée. 
Nous avons vu que l’optimisation consiste à parcourir et modifier rapidement les scénarios pour 
obtenir de nouveaux scénarios potentiellement plus performants. Il sera alors envisageable 
d’appeler le modèle pour régler chaque décision (ou gène), une à une en instanciant le modèle avec 
les décisions précédemment effectuées de sorte que les probabilités fournies par le modèle soient de 
plus en plus précises. Cela ne correspond pas à l’esprit de notre méthode globale de recherche car il 
s’agit d’une information précise qui nécessite un calcul d’inférence pour chaque gène de chaque 
individu de la population. De plus, la combinaison de l’injection et de l’orientation conduit à un 
effet d’optimum local par les connaissances utilisées qui limitent la recherche à une zone 
strictement définie par le modèle. Il est donc important d’extraire du modèle une information 
globale qui laisse place à la recherche pour tester les connaissances par la simulation.  
Pour obtenir un guidage global et réduire au maximum le nombre d’appels au modèle, nous 
avons opté pour un système de classes de paramètres ou classes de gènes associés aux régions 
performantes idéales recherchées, c’est-à-dire du front de Pareto idéal dans l’espace des objectifs. 
Le réseau bayésien est alors utilisé pour fournir les probabilités de chaque décision en instanciant 
les nœuds objectifs à l’état correspondant à la zone recherchée de façon abstraite. Le modèle sera 
par exemple utilisé pour calculer les probabilités de chaque décision du graphe pour atteindre 
l’objectif « coût minimum ». Ces probabilités sont stockées dans des tableaux que nous appelons 
classes d’objectifs. Le modèle de connaissance établie donc une bijection entre une instanciation 
des nœuds Objectifs (classe d’objectifs) et une instanciation de toutes les décisions (classes de 
gènes). Nous emploierons donc le terme de classe d’objectif pour désigner les ensembles échangés 
entre le modèle et l’algorithme. 
Il arrive que certaines décisions sont déclarées inactives pour certaines zones (P(état = 
« inhibé ») = 1). Cette information est mémorisée par un -1 pour le gène correspondant dans la 
classe de gènes. Dans l’algorithme, nous testons différentes manières de gérer cette information. 
Nous avons vu dans la section 2.2.2. que les gènes ne sont pas inactifs dans toutes les situations et 
qu’il ne faut pas forcement les modifier car ils représentent une instanciation potentiellement 
performante pour d’autres zones de l’espace de recherche ou dans d’autres contextes (notion de 
diploïdie et de dominance). Différents modes dans l’algorithme nous permettrons de tester la 
conservation et la manipulation de la « mémoire diploïde », c’est-à-dire l’état des gènes déclarés 
inactifs par l’instanciation de certains nœuds ou selon la connaissance structurelle. La connaissance 
structurelle est exacte et facilement disponible (tableaux des nœuds inhibés pour chaque état des 
nœuds inhibants), tandis qu’il est rare d’avoir des nœuds inhibés par les autres connaissances du fait 
des nombreuses approximations réalisées. Nous avons « forcé » certaines décisions proches de la 
certitude (P>0.95) en instanciant les nœuds correspondants. Cette opération que nous appelons 
« fixer les évidences » (une évidence dans un réseau bayésien correspond au fait d’instancier un 
nœud à un état particulier) permet d’accélérer à la fois les calculs d’inférence et l’injection de 




Lorsque la recherche stagne, le modèle de connaissances est considéré comme exploité. Les 
probabilités du réseau sont alors lissées progressivement pour atteindre d’hypothétiques optima 
globaux précédemment occultés. L’AEI proposé peut ainsi s’affranchir d’un mauvais modèle de 
connaissances. Le lissage progressif va ainsi remettre en cause les évidences forcées, tout en 
conservant les caractéristiques globales du modèle de connaissances. Lorsque le lissage atteint la 
probabilité uniforme, l’algorithme se comporte comme un algorithme évolutionnaire classique. 
Enfin, en dernier recours, intervient l’apprentissage de paramètres. Nous avons mis en œuvre 
différents modes d’apprentissage inspirés des méthodes existantes précédemment présentées 
(paramètres de l’algorithme d’apprentissage ou mode de sélection des exemples d’apprentissage). 
Une réévaluation de la pertinence des nœuds sélectionnés pour le modèle réduit pourrait également 
être envisagée mais nous n’avons pas testé cette option par manque de données. 
L’algorithme d’optimisation final va alors alterner entre l’injection/utilisation des 
connaissances puis le lissage et enfin le réapprentissage jusqu’à l’arrêt du processus par l’utilisateur 
ou selon un nombre de génération prédéfini. 
3.4 Algorithme évolutionnaire guidé par les connaissances  
3.4.1 Principe  
La structure du modèle est donc fixe tout au long de l’algorithme évolutionnaire exposé ci-
dessous. Si la recherche n’obtient pas les résultats escomptés, la phase d’apprentissage portera 
uniquement sur l’obtention de nouvelles valeurs de probabilités sans chercher à modifier la 
structure. Le fait d’avoir un certain niveau de certitude dans les connaissances utilisées pour 
construire le modèle amène à modifier fondamentalement la démarche évolutionnaire puisqu'il est 
possible de restreindre plus finement la recherche, avec plus d’assurance, notamment par rapport 
aux méthodes existantes, où le modèle est extrêmement réduit et incertain. Contrairement aux 
méthodes existantes, notre algorithme est clairement réalisé dans le but d’utiliser au maximum le 
processus de recherche au détriment de l’apprentissage, considéré comme en partie réalisé. Le 
modèle est considéré comme globalement correct, ce qui nous permet de renforcer le contrôle du 
processus évolutionnaire par les connaissances. L’inconvénient conceptuel d’une telle opération est 
le risque de guidage erroné, c’est-à-dire le confinement de la recherche dans des sous-optimums 
locaux. Si l’algorithme ne procure pas les performances requises, différentes stratégies ramènent 
progressivement la recherche vers un algorithme évolutionnaire classique. Ces considérations 
aboutissent à de nouveaux opérateurs évolutionnaires proposés pour l’initialisation, la mutation et le 
croisement.  
L'algorithme proposé est décrit ci-dessous. Dans la démarche proposée, schématisée sur la 
figure 3.14, l’algorithme de recherche de scénarios dispose donc d’un modèle de connaissances se 
présentant sous la forme d’un réseau bayésien contextualisé selon le problème à résoudre. Nous 
souhaitons utiliser les probabilités associées aux paramètres d'entrée (les gènes) pour guider la 
recherche de solutions. Ces probabilités représentent l'intérêt potentiel de la valeur (ou de l’état) 
d'un paramètre ou d'un groupe de paramètres, selon les éléments connus (choix sélectionnés par 
l’utilisateur, objectifs, contexte d’application). Les probabilités sont ensuite utilisées lors de 
différentes étapes de la méthode de recherche sélectionnée. Nous allons étudier, pour chaque étape 
du processus évolutionnaire, les possibilités d'utilisation de ces probabilités : initialisation (section 
3.4.5), mutation (section 3.4.6) et croisement (section 3.4.7).  
La première étape du processus est donc l’initialisation du projet avec l’acquisition du 
graphe de projet et du réseau bayésien correspondant (modèle réduit pour l’optimisation). Ce 
dernier est directement utilisé pour extraire les classes d’objectifs initiales. Cette étape est exposée 
dans la section 3.4.3. Les classes extraites sont conservées jusqu’à ce qu’une demande 
d’actualisation soit réalisée. Celle-ci intervient lorsque les résultats obtenus, en termes 
d’amélioration des individus, ne sont pas satisfaisants. La modification du modèle, exposée dans la 
section 3.4.8, pourra prendre deux formes différentes ; soit un lissage des probabilités, soit un 





Figure 3.14. Algorithme évolutionnaire guidé par les connaissances  
Nous revenons dans la section 3.4.2 sur les choix réalisés pour le codage des individus et 
son impact sur le processus de recherche. Les étapes de sélection, d’évaluation et d’archivage des 
individus Pareto-optimaux de l'algorithme évolutionnaire initial proposé par S. Rochet [Rochet et 
Baron, 2005] n’ont pas été modifiées. Conformément à la démarche SPEA, présentée dans la 
section §3.4.4, on retrouve donc les notions d’évaluation par front de Pareto, de sélection élitiste 
ainsi que l’archivage et le « regroupement » du front de Pareto. Par rapport à la version originale, 
nous avons modifié le processus de sélection en réinjectant systématiquement le front de Pareto 
dans la population avant d’appliquer les opérateurs évolutionnaires. Enfin le nouveau processus 
compte également une nouvelle étape qui correspond à l’affectation des classes d’objectifs aux 
individus nouvellement générés. Cette étape sera décrite dans la section 3.4.9.  
Le processus évolutionnaire s’arrête lorsqu’il atteint une limite fixe en nombre de 
générations réalisées. Cette limite est adaptée selon la taille du projet et le nombre d’individus dans 
la population. A terme, nous utiliserons deux critères d’arrêt : l’arrêt par l’utilisateur à tout moment 
et l’arrêt lorsque la performance n’est pas améliorée même après plusieurs apprentissages en ligne 
(voir section 3.4.8).  
3.4.2 Codage des scénarios 
Nous avons vu dans la section 2.2 que la première étape dans un processus de résolution 
consiste à déterminer la représentation ou codage des individus à partir du modèle formel du 
problème à résoudre (ici le graphe de projet). Ce choix doit être réalisé en prenant en compte la 
complexité des opérateurs qui vont manipuler ces données (opérateurs génétiques et opérateur 
d’évaluation), notamment en termes de redondance, d’épistasie, de solutions non valides, etc. Le 
problème d’optimisation de la sélection de scénarios en gestion de projet tel que nous l’avons défini 
dans la section §1.5.3 se présente sous la forme d’une recherche de chemin (un scénario) dans un 
graphe (le graphe de projet) défini par le triplet <V, D, fi > où V est l’ensemble des paramètres 
d’entrée ou variables du problème d’optimisation, D l’ensemble de leurs domaines respectifs et fi la 
fonction d’évaluation multivaluée d’un scénario évaluée par simulation. L’ensemble V comprend 
deux parties distinctes : l’ensemble χ des choix d’alternatives pour les nœuds OU et l’ensemble T 
des choix d’options pour les nœuds Tâche du graphe de projet. Tout scénario potentiel pour le 
projet correspond à un chemin dans le graphe de projet ne mettant en œuvre qu’une partie limitée 
des variables du problème. L’exemple de la figure 3.15, utilisant le graphe de projet présenté dans 
la section §1.5.3, montre un scénario particulier correspondant à la réalisation de deux petits 
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satellites (deuxième alternative de la décision C1 notée (1 : 2) sur la figure 3.15) pour lesquels une 
plate-forme spécifique à la mission sera réalisée (deuxième alternative de la décision C3 notée (3 : 
2)). Ces choix correspondent à la réalisation des tâches T5, T6, T7 et T8 pour lesquelles ont été 
choisies respectivement les options « réalisation d’un satellite en mode de production 4 » (deuxième 
option de la décision T5 appelée « Mod4 »), « réalisation d’un satellite en mode de production 3 » 
(première option de la décision T6 appelée « Mod3 »), « Transport par l’entreprise B » (deuxième 
option de la décision T7 appelée « Tr B ») et « Lancement par Ariane » (première option de la 
décision T8 appelée « Ariane »). Dans cet exemple, les variables associées aux choix pour C2, T1, 
T2, T3, T4 sont inutiles. Le codage proposé par [Rochet et al., 2006] et repris dans notre travail est 
illustré sur la partie inférieure de la figue 3.15 : une première partie du chromosome d’un individu 
regroupe les choix d’alternatives de conception associés aux nœuds OU, puis une seconde partie 
regroupe les choix d’options pour les nœuds Tâche du graphe de projet.  
 
Figure 3.15. Codage d’un scénario sous forme de chromosome 
Chaque individu possède toujours tous les gènes correspondants aux nœuds OU et aux 
nœuds Tâche du graphe. Ce codage présente l’avantage de ne pas nécessiter d’opérations de 
reconstruction puisque les individus correspondent tous à une solution réalisable et toutes les 
informations nécessaires à l’évaluation sont disponibles. Néanmoins, ce codage simple possède de 
nombreux inconvénients. Il introduit tout d’abord une forte dominance de la première partie du 
chromosome sur la seconde. Ce constat à amené S. Rochet à utiliser un croisement uniforme pour 
ne pas déséquilibrer l’échange d’informations [Rochet et Baron, 2005] et R. Chelouah à hybrider la 
méthode avec un algorithme d’intensification sur la seconde partie uniquement [Chelouah et al., 
2006]. Du point de vue de la mémoire utilisée, les gènes inactifs en occupent une grande part 
utilisée pour stocker la population d’individus. Néanmoins, cette perte est tout à fait acceptable au 
regard de la taille de la population nécessaire (environ entre 50 et 500 individus sur la plate-forme 
de test utilisée). Du point de vue du temps opérationnel utilisé par les opérateurs évolutionnaires ou 
d’évaluation, les gènes inactifs semblent plus problématiques. En effet, ils entraînent une perte de 
temps non négligeable puisque les opérateurs évolutionnaires les manipulent indifféremment des 
autres gènes actifs et l’opérateur d’évaluation d’un scénario nécessite la recherche des éléments 
actifs dans le chromosome. De plus, le codage permet l’existence d’un très grand nombre 
d’individus redondants qui peut aboutir à une perte de diversité importante, notamment si la 
« pression sélective » (probabilité de sélection des individus les plus performants par rapport aux 
plus faibles) est élevée. Plusieurs chromosomes peuvent représenter une même solution (dans 
l'exemple de la figure 3.15, les chromosomes [2,2,2 ; 1,1,1,2,2,1,2,1] et [2,1,2 ; 3,2,3,3,2,1,2,1] 
représentent la même solution). L'espace des génotypes (les chromosomes) est beaucoup plus 
important que l'espace des phénotypes (solutions). Le nombre de génotypes possibles pour un projet 












avec n le nombre de tâches du projet, 
Ai le nombre d'options pour la tâche i, 
m le nombre de choix, 
Cj le nombre d’alternatives possibles pour le jéme nœud OU.  
On peut remarquer que pour le graphe de la figure 3.15, il existe 10368 chromosomes 
différents. Or on dénombre seulement 108 solutions différentes (soit à peine 1 % des génotypes) se 
répartissant selon les 4 chemins possibles dans le graphe : 
 Masque des chemins 
nb. alternatives 
ou options [2] [2] [2] [3] [2] [3] [3] [2] [2] [3] [2] 
 
chemin 1 1 1          18 solutions par 
groupe de 144 
chemin 2 1 2           12 solutions par 
groupe de 216 
chemin 3 2  1         54 solutions par 
groupe de 48 
chemin 4 2  2         24 solutions par 
groupe de 108 
Tableau 3.1. Analyse d’un chromosome 
Chaque marqueur () représente un gène insensible pour le chemin considéré. Le nombre 
de solutions identiques par groupe est le produit du nombre d'états des gènes insensibles. Par 
exemple, pour le chemin 1, il y a 3*3*2 = 18 solutions différentes (combinaisons de gènes actifs 
non instanciés, c’est-à-dire les cases vides) mais chaque solution est représentée par 144 individus 
ou chromosomes différents dans l’espace complet des vecteurs possibles (combinaisons des gènes 
marqués par un marqueur. Ce nombre dépend fortement de la forme du graphe. Plus le nombre de 
choix et de tâches occulté par le choix d'un chemin est important plus l'espace de phénotypes 
(solutions réelles) associé est réduit par rapport à l'ensemble des génotypes correspondant. Pour le 
chemin 1 ou 2, cinq tâches et un choix sont occultés, soit 54% du chromosome. Malgré ses défauts, 
cette représentation est utilisée car elle simplifie fortement la complexité de l'algorithme notamment 
les opérations de mutation et de croisement qui ne nécessitent pas de vérification des solutions 
générées. Un chromosome est ainsi toujours viable. Une solution à ce problème pourrait consister à 
éliminer les chromosomes (pénaliser fortement la performance du chromosome) donnant 
strictement le même résultat après évaluation afin qu'il ne figure pas en double dans la génération 
suivante. Mais le fait d’avoir deux chromosomes ayant la même performance n'indique pas 
forcement qu'il s'agit de la même solution. De plus, cela n'évite pas la création et l'évaluation de ces 
chromosomes donc la perte de temps. Pour remédier à cela, il faut donc intervenir au niveau des 
opérateurs de mutation et de croisement pour que de tels chromosomes ne soient pas générés (un 
seul chromosome pour chaque solution réelle ou phénotype dans la population) et augmenter ainsi 
l'efficacité de l'exploration de l'espace des solutions. Il nous a paru nécessaire de réétudier ces 
éléments dans notre approche où les solutions sont guidées directement vers des zones plus 
restreintes de l’espace de recherche en utilisant des probabilités similaires pour chaque classe 
d’objectifs recherchée.  
Le codage d’un modèle de type graphe par une simple suite ordonnée d’entiers correspond à 
une perte d’informations « a priori » pourtant disponible. Du point de vue du modèle de 
connaissances global du problème évoqué dans la section précédente, ces informations 
correspondent à la connaissance structurelle (activation / inhibition de gènes). Cette connaissance 
est fixe tout au long de l’optimisation, nous avons donc utilisé une représentation sous forme de 
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listes de gènes inhibés associées à chaque état possible de chaque gène structurant, c'est-à-dire de 
chaque gène contrôlant l’activation ou l’inhibition d’autres gènes. Dans notre étude, ces gènes 
correspondent uniquement aux choix d’alternatives de conception (nœuds OU). Ces listes sont 
utilisées comme des masques pour accélérer l’évaluation des scénarios ou identifier les gènes 
inactifs. Nous avons testé l’utilisation de la connaissance structurelle en réalisant pour chaque 
opérateur évolutionnaire (mutation, croisement, initialisation et évaluation), un mode appelé 
Mod_Kstruct où chaque sélection d’un état pour un gène structurant entraîne l’inhibition des gènes 
associés. Il apparaît ensuite deux stratégies possibles lorsque l’on sait qu’un gène est inactif. En 
effet, nous avons vu qu’il peut être intéressant de conserver des informations apparemment inutiles 
dans un contexte donné tel que les gènes actif et inactifs dans les organismes vivants. Nous 
désignons ces informations sous le terme générique de « mémoire diploïde ». Nous évaluons un 
mode de gestion de cette mémoire appelé Mod_Diplo dans les opérateurs évolutionnaires où cette 
mémoire est préservée du processus évolutionnaire ou de l’utilisation de connaissances a priori. 
3.4.3 Définition des classes d’objectifs  
A partir du modèle réduit du projet, nous souhaitons obtenir la classification des gènes 
permettant d’atteindre les zones performantes de l’espace d’objectifs, c’est-à-dire un front de Pareto 
fictif idéal sur les objectifs « coût » et « délai » pour notre étude. Ce front fictif est donc décomposé 
en sections de tailles équivalentes qui constitueront les zones à atteindre. La figure 3.16 illustre un 
exemple avec trois niveaux ou états par objectif, ce qui correspond à cinq classes d’objectifs 
recherchées. L’espace des objectifs est ici uniformément intéressant dans toutes les directions 
puisqu’il est défini par un écart par rapport à la cible à atteindre, en tenant compte du facteur de 
perte pour chaque objectif. Le nombre de niveaux par objectif définit la granularité des classes 
extraites et donc la précision du guidage. Ce nombre ne doit pas être trop élevé car, d’une part, cela 
implique une augmentation importante du temps d’inférence et d’apprentissage, et, d’autre part, 
l’objectif du modèle est de guider de façon globale la recherche.  
Dans notre démarche, le nombre de niveaux et les seuils entre les niveaux sont définis 
directement par les experts, spécifiquement pour chaque objectif. Afin de tester la méthode dans la 
plate-forme de validation, le nombre de niveaux (Nb_niv_obj) et les seuils (bornes de chaque 
niveau, par exemple sur la figure 3.16, les seuils sont 0, 33, 66 et 100) seront identiques pour tous 
les objectifs. Le nombre de classes pour deux objectifs est donc défini par l’équation suivante :  
12___ −×= objnivNbclassNb
 
L’extraction des classes d’objectifs se présente alors comme une série d’instanciations des 
nœuds objectifs pour atteindre chaque zone hachurée. Pour chaque zone, les deux nœuds objectifs 
sont instanciés, puis on parcourt les nœuds décision en commençant par les nœuds de choix 
d’options et par le nœud correspondant au premier choix du graphe en allant vers les nœuds 
représentant des choix d’alternatives (ordre du chromosome).  
Pour chaque nœud décision, les probabilités de chaque état sont obtenues par un appel à un 
algorithme d’inférence et stockées dans un tableau appelé classes de paramètres ou classes 
d’objectifs. Dans certains cas, des opérations complémentaires sont réalisées : 
- si le nœud est inhibé (P(‘inhibé’)= 1), il est représenté par un -1 dans la classe ; 
- si le nœud comprend un état ‘inhibé’ dont la probabilité n’est pas égale à 1, il est 
désactivé en entrant dans le réseau une évidence négative sur cet état (évidence : P(état) 
= 1, évidence négative P(¬état) = 1). Cette opération permet de fournir des probabilités 
comme si la décision était active dans le réseau afin de guider le choix avec des 
probabilités représentant toutes les situations possibles ; 
- si les probabilités fournies par le modèle indiquent un état fortement probable / 
fortement improbable (99 à 100% ou 0 à 1%), nous fixons l’état de ce nœud pour le reste 
du calcul par une évidence dans le réseau et il est représenté par un 1 (probabilité de 1 
que le gène soit instancié à cet état fortement probable) ou un 0 (probabilité nulle que le 
gène soit instancié à cet état fortement improbable) dans le tableau de classes. Si le nœud 
correspond à un choix de conception, cette opération entraîne l’inhibition des nœuds 
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correspondant dans le graphe. L’effet sur l’optimisation correspond à l’exclusion d’une 
partie de l’espace de recherche. Nous verrons que ces évidences seront remises en cause 
progressivement si la recherche ne progresse plus. 
 
Figure 3.16. Réseau bayésien dans Netica® et extraction des classes idéales 
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Une fois l’opération réalisée pour chaque gène et pour chaque classe d’objectif, les classes 
de paramètres sont mémorisées pour être utilisées par l’algorithme. Outre les nœuds représentant les 
objectifs et les décisions, le réseau bayésien peut contenir des nœuds représentant des variables 
environnementales ou des concepts (généralisation/spécialisation de paramètres ou d’objectifs). Le 
réseau de la figure 3.16 reprend l’exemple du fabricant de satellite. Il contient deux nœuds concepts 
généralisés qui représentent le résultat de l’expertise hors-ligne. Pour réduire la complexité du 
modèle, les experts ont estimé que les choix entre les différents modes pour les tâches 1, 3, 4 et 2, 5, 
6 pouvaient être généralisés quelque soit le contexte. En conséquence, le lien entre les nœuds 
décisions de conduite considérés et les objectifs ont été coupés et remplacés par un lien vers les 
nœuds généralisation adéquats. Ces derniers sont alors reliés aux objectifs. Les nœuds représentant 
des variables environnementales sont instanciés selon leur état effectif relevé. L’exemple de la 
figure montre par exemple un nœud représentant l’état de charge des ateliers, instancié en début de 
procédure selon l’avis de l’utilisateur.  
3.4.4 Evaluation, sélection et archivage des individus 
3.4.4.1 Evaluation d’un scénario 
 Pour chaque objectif, il s’agit de déterminer la performance du scénario par rapport aux 
objectifs déclarés du couple produit/projet. Nous nous sommes limités dans cette étude aux deux 
critères les plus couramment utilisés en gestion de projet, c’est-à-dire le coût du scénario et le délai 
de réalisation du scénario. Le domaine du produit n’est pas représenté par des objectifs spécifiques : 
toutes les solutions sont donc jugées valides et équivalentes pour la satisfaction des objectifs de 
conception. Nous représentons par contre les décisions et concepts de conception permettant de 
différencier et de structurer l’espace de recherche. 
L’évaluation s’effectue très simplement pour l’objectif « coût » puisqu’il s’agit simplement 
d’additionner les coûts de l’ensemble des tâches actives à réaliser pour le scénario. Cet ensemble 
des tâches est obtenu en utilisant la connaissance structurelle du graphe sur chaque scénario à 
évaluer (sélection selon les choix d’alternatives réalisés). Pour l’évaluation de l’objectif « délai du 
scénario », les tâches actives sont également recherchées, puis on ne retient que les tâches du 
chemin critique.  
Le coût et le délai global du scénario sont ensuite comparés aux valeurs cibles fournies par 
l’utilisateur en tenant compte des coefficients de perte de chaque critère (voir section §1.6.3). Une 
fois l’ensemble des scénarios évalués sur chaque critère, leur évaluation globale est effectuée selon 
les notions de Pareto-dominance entre individus présentés dans la section §2.2. A chaque solution 
de la population est attribuée :  
- une 'force' (notée si) équivalente au nombre de solutions qu'elle domine divisé par 
le nombre total de solutions trouvées plus 1, 
- une performance ou fitness (notée fi) égale à l'inverse de la somme des forces des 
solutions qui les dominent plus un. Ainsi, les solutions du front de Pareto ont une 
performance de 1.  

















où n est le nombre d’individus dominés par l’individu i ; 









3.4.4.2 Sélection et archivage des individus 
Pour la sélection, la méthode de la roulette biaisée a été utilisée pour sélectionner les 
individus de la génération suivante à partir de leur performance f. La sélection d'un individu i est 
directement proportionnelle à sa performance fi et la probabilité de sélection de cet individu est 














où n est le nombre d’individus dans la population. 
La performance des solutions dépend des autres solutions existantes et non de l'évaluation 
de la solution par rapport aux objectifs. Cette méthode permet de valoriser les solutions appartenant 
au front de Pareto et celles s'en approchant le plus. Elle permet également de stabiliser le nombre de 
solutions par « niche » dans l'espace des objectifs. Une niche (subdivision de l'espace des objectifs) 
comportant de nombreuses solutions augmente la force individuelle de ses solutions et pénalise 
ainsi leur fitness.  
Afin d’augmenter la performance de l’algorithme, un archivage des meilleurs individus est 
organisé après chaque évaluation de la population pour préserver les solutions performantes lors du 
processus de sélection évolutionnaire. A la fin du processus évolutionnaire, seuls les individus 
archivés sont proposés à l’utilisateur. Ils représentent la surface de compromis « a posteriori » 
supposée idéale. Une fois déterminé, le front de Pareto peut contenir un nombre trop important de 
solutions, avec notamment des groupements de solutions très proches du point de vue des objectifs. 
On utilise alors une méthode de regroupement (ou clustering) pour réduire le front de Pareto : 
l'Average Linkage Method [Morse, 1980]. Pour deux solutions a et b avec Cai la valeur du critère i 



















Cette formule de la distance privilégie la différenciation de solutions qui établissent un 
compromis entre les objectifs plutôt que les solutions très bonnes sur certains critères (à distance 
euclidienne équivalente, cette distance est plus importante pour les solutions de « compromis » que 
pour les solutions « spécifiques » à un ou plusieurs critère). D'après les résultats obtenus par S. 
Rochet, les solutions de compromis semblent plus faciles à trouver et les solutions spécifiques, plus 
difficiles à obtenir. Cette notion de distance permet donc, lorsque la limite du nombre de solutions 
Pareto est atteinte, de privilégier l'agrégation de solutions de compromis qui sont plus nombreuses 
que les solutions spécifiques. 
3.4.5 Initialisation « guidée par les connaissances  » 
Dans l’algorithme évolutionnaire original proposé par S. Rochet, l’initialisation s'effectue de 
manière aléatoire dans le but de préparer une exploration homogène de l'espace de recherche dans 
toutes les directions de recherche potentielles. La taille de la population est fixée par l’utilisateur 
selon la taille du problème à résoudre (environ 50 à 150 individus pour des projets d’une centaine 
de tâches avec une vingtaine de nœuds OU et environ 10 options par tâche). Dans une approche 
similaire à l’échantillonnage des algorithmes BOA, nous pouvons utiliser le modèle de 
connaissances pour générer directement des individus potentiellement performants. Le but de cette 
étape n'est pas de déterminer les meilleures solutions possibles. En effet, la planification de projets, 
et particulièrement pour les projets d'innovation, ne peut être déterminée totalement et de façon 
précise uniquement par expérience. La population initiale est donc générée en utilisant les 
probabilités fournies par le modèle comme une injection de connaissances a priori, puis le processus 
de recherche est utilisé afin de combiner et d’améliorer le socle de connaissances préalablement 
injecté. Ces scénarios appartenant à la population initiale ne doivent pas représenter une seule 
direction de recherche intéressante. L'évaluation finale étant multicritère, il s'agit d'atteindre 
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différentes zones de l’espace formant le meilleur compromis a posteriori entre les différents 
objectifs. Certaines hypothèses sont antagonistes, comme par exemple certains critères ou groupes 
de critères. Il paraît donc intéressant de pouvoir représenter ces différentes voies dans la population 
de départ.  
L’opérateur d’initialisation « guidée par les connaissances  » de la population est exposé sur 
la figure 3.17. Il s’agit d’une fonction créant un objet de type population (tableau d’individus). Il 
nécessite trois éléments en entrée : un entier correspondant au nombre d’individus à générer, un 
objet de type projet, comprenant notamment le graphe de projet, et enfin un objet de type structure, 
utilisé uniquement lorsque la structure du graphe est prise en compte en cours d’élaboration d’un 
individu. Les individus sont affectés de façon uniforme entre les différentes classes d’objectifs 
fournies par le modèle de connaissances, tel qu’illustré sur la figure 3.17 (l’entier num_class est 
incrémenté par la fonction Incrémentation).  
 
Figure 3.17. Opérateur d’initialisation « guidée par les connaissances  »  
Pour chaque individu, les probabilités de sa classe sont ensuite utilisées pour fixer la valeur 
de chacun de ses gènes. Sur l’exemple illustré sur la figure 3.17, la classe de gènes permettant de 
diriger la recherche vers la classe d’objectif 1 (minimiser l’écart par rapport à l’objectif obj1, noté 
Min(ε(obj1)) ) est représentée. Pour le premier gène, deux états sont possibles, seul le premier état 
pouvant amener vers la classe 1, le second ayant une probabilité nulle. Si le gène est inactif 
(symbolisé par un -1 comme valeur de probabilité comme par exemple le gène n°3 dans la figure 
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3.17), sa valeur est tirée au hasard parmi les états possibles (tirage équiprobable parmi les états 
possibles). Si le gène est actif, le modèle de connaissances fournit les probabilités de chaque état 
possible, tel qu’illustré sur la figure 3.17 pour le gène n°4. Un tirage est alors réalisé selon le 
principe de la roulette biaisée : à chaque état potentiel est affectée une portion de l’intervalle [0 ; 1] 
correspondant à sa probabilité donnée par le modèle de connaissance, puis un tirage aléatoire dans 
l’intervalle permet de déterminer l’état sélectionné pour le gène.  
Une fois l’état du gène choisi, nous avons ajouté une opération réalisée si le gène correspond 
à un choix de chemin dans le graphe et si l’algorithme est lancé en mode utilisation de la 
connaissance structurelle. Cette opération consiste à modifier la probabilité de la classe de 
l’individu en ajoutant des -1 pour les gènes inactivés par le choix qui vient d’être réalisé. Ces 
opérations (sélection de l’état et conséquences en mode structure) sont réalisées pour tous les gènes 
et tous les individus de la population initiale qui est finalement retournée. On remarquera que la 
modification de la classe ne porte que pour l’individu et représente une application locale de 
connaissances supplémentaires. 
Cet opérateur de génération d’individus correspond au moyen classique utilisé par les 
méthodes recensées pour introduire la connaissance du modèle dans le processus évolutionnaire. 
Les individus obtenus contiennent un ensemble de schèmes supposés performants que la recherche 
doit faire fructifier. Néanmoins, nous avons vu que pour les problèmes complexes, les AE 
classiques détruisent petit à petit les schèmes long ou sous optimaux. Au lieu de mélanger les 
schèmes introduits, l’évolution non contrôlée aurait tendance à détruire la connaissance introduite. 
Les méthodes existantes essayent de limiter ce phénomène par différents mécanismes (croisement 
sélectionné selon les connaissances [Sebag et Ravise, 1996], mutation selon les intervalles définis 
par les connaissances [Michalski, 2000], etc.). Les opérateurs de mutation et de croisement décrits 
dans les sections suivantes visent à généraliser l’utilisation des connaissances pour toutes les 
étapes : sélection d’individus, de gènes ou d’états. Néanmoins, pour pouvoir appliquer la 
connaissance du modèle avec ces opérateurs, il faut déterminer la classe d’objectifs de chaque 
individu utilisé.  
3.4.6 Mutation « guidée par les connaissances  » 
Dans la version précédente, la mutation choisie consistait à muter un gène sélectionné 
aléatoirement et lui donner une valeur aléatoirement parmi l'ensemble des valeurs possibles. Le 
codage choisi évite l'opération de vérification après la mutation. Néanmoins, la mutation est 
beaucoup plus sensible aux nombreux gènes inactifs dus au codage. En effet, pour l'exemple de la 
section § 3.4.2, il y a en moyenne 5.5 gènes inactifs par chromosome et donc la probabilité d’une 
mutation inutile est de 0.5. Cette mutation peut se révéler utile par la suite si le gène devient actif, 
ce qui a plus ou moins de chance d’arriver selon l’avancement de la recherche (population stabilisée 
en fin de recherche ou phase exploratoire). Nous allons réévaluer l’impact des inhibitions sur la 
mutation par le contrôle de la connaissance structurelle. 
Il peut également être modifié selon la connaissance spécifique du problème. Nous avons vu 
que la première partie du chromosome (choix de chemin pour les nœuds OU dans le graphe) est 
supposée plus sensible que la seconde partie, essentiellement car les décisions de la première partie 
contrôlent l’inhibition des décisions suivantes (dans l’ordre du chromosome). R. Chelouah dans 
[Chelouah et al., 2006] a utilisé cette caractéristique en limitant la mutation à la première partie, 
dans le but d'explorer globalement l’espace de recherche ou à la seconde partie, pour intensifier la 
recherche localement.  
Le contrôle de l’opérateur de mutation par le modèle de connaissances permet de limiter la 
destruction de « schèmes » performants. Il est présent dans toutes les méthodes d’optimisation 
guidée par les connaissances, la plupart du temps par un contrôle des domaines de valeurs possibles 
pour chaque gène. Ce processus est suffisant pour obtenir une orientation globale puisque la 
probabilité de chaque gène n’est pas calculée en fonction de l’état des autres gènes (dans la méthode 
proposée seulement en fonction des nœuds instanciés donc les objectifs et les paramètres 
environnementaux). Il est possible d’imaginer un contrôle total de l’opérateur de mutation : au fur et 
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à mesure de l’application de l’opérateur sur le chromosome d’un individu, il instancie le modèle de 
connaissances avec les choix réalisés pour affiner les probabilités pour les gènes restants. Nous 
n’avons pas retenu cette solution pour notre étude car elle est contraire à l’esprit de notre démarche 
de guidage global. En outre, elle nécessiterait un volume de calculs d’inférence bien supérieur à 
notre calcul de classes.  
Nous avons vu que les classes de paramètres fournies par le modèle sont obtenues en 
considérant que chaque gène est totalement actif (la probabilité de l’état « inhibé » est ramenée à 
zéro) ou totalement inactif (représenté par un -1). De cette façon, les probabilités dans les classes 
sont toujours contextualisées selon la connaissance structurelle. Nous allons évaluer l’utilisation de 
cette information structurelle au travers différents modes sélectionnés selon la variable 
Mod_Kstruct dans l’algorithme de la figure 3.18. Dans l'opérateur proposé, la connaissance est 
supposée exacte et doit être utilisée pour éviter la destruction des schèmes performants. Nous avons 
donc envisagé une démarche généralisée où pour chaque gène, la mutation est décidée selon l’état 
actif du gène dans l’individu et l’état attendu pour ce gène selon le modèle. Plus le modèle et 
l’individu sont cohérents, plus la probabilité de mutation est diminuée. De façon simultanée, la 
mutation conserve les bonnes caractéristiques d’un individu selon le modèle, introduit des 
connaissances si l’individu est très différent du modèle (ce qui permet d’améliorer l’individu selon 
les connaissances les plus pertinentes du modèle) et limite la recherche aux gènes restants. 
 
 
Figure 3.18. Opérateur de mutation « guidée par les connaissances  » 
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La figure 3.18 présente donc l’opérateur de mutation guidée par les connaissances  proposé. 
Celui-ci correspond à une fonction parcourant la population pour modifier les individus, et qui 
utilise également en entrée le projet, la probabilité de mutation et la connaissance structurelle. Pour 
chaque individu de la population, la mutation est appliquée à l’individu selon la probabilité de 
mutation fixée (Prob_mut). Si l’individu est sélectionné, sa classe d’objectifs est recherchée (voir 
section précédente), puis, pour chaque gène, les probabilités de la classe sont utilisées pour choisir 
l’opération réalisée selon le mode utilisé. Si le modèle indique un gène inactif (probabilité de -1), 
une mutation aléatoire classique est utilisée si la mémoire diploïde n’est pas conservée 
(Mode_Diplo correspond à la conservation de l’état des gènes inactifs).  
Si le gène est actif, nous avons envisagé deux alternatives pour la sélection des gènes à 
muter. La première appelée Mode_AEmut correspond à une sélection uniforme classique (chaque 
gène est sélectionné pour la mutation selon la probabilité Pmut). Tandis que la seconde correspond 
à l’utilisation du modèle pour déterminer si la mutation est réalisée en utilisant la pertinence de 
l’état courant du gène. Les chances de mutation sont alors inversement proportionnelles à la 
probabilité de l’état courant du gène. Dans les deux cas, les probabilités de la classe de l’individu 
sont utilisées pour choisir la nouvelle valeur du gène. Dans notre plateforme, l’algorithme 
évolutionnaire classique correspond à un algorithme guidé par un modèle uniforme (tous les états de 
chaque nœud sont équiprobables). Tous les états d’un gène ont une probabilité équivalente d’être 
sélectionnés. La seconde stratégie appelée Mode_Kmut est particulièrement adaptée lorsqu’on 
dispose d’un modèle relativement fiable, par contre avec le modèle équiprobable utilisé pour 
simuler l’AE classique, la probabilité de mutation dépend du nombre d’état de chaque gène. Nous 
utiliserons donc cette stratégie uniquement pour une première phase d’injection lorsqu’on dispose 
de données relativement sûres (voir section 4.3.4).  
Enfin, la dernière partie de l’opérateur de mutation correspond à l’application de la 
connaissance structurelle de la même façon que lors de l’initialisation. Si le gène courant 
correspond à un choix de chemin inhibant d’autres gènes, les gènes désactivés sont enregistrés 
temporairement au niveau de la classe de l’individu. 
3.4.7 Croisement « guidé par les connaissances  » 
Le croisement de solutions implique la sélection d’une paire de parents, puis la sélection des 
gènes à transmettre. Dans une approche génétique classique, le croisement est l'étape assurant le 
brassage génétique de la population. C’est le principal processus d’amélioration des individus par 
combinaisons d’individus performants. Néanmoins, le croisement aléatoire classique est également 
impliqué dans la destruction de « schèmes » longs potentiellement intéressants (voir théorème des 
schèmes). L’approche classique utilisée pour contrer ce phénomène consiste à restreindre le 
croisement entre individus considérés comme potentiellement compatibles. L’hypothèse sous-
jacente est alors que les individus proches, soit dans l’espace des paramètres, soit dans l’espace des 
objectifs, représentent des connaissances compatibles tandis que les éléments plus éloignés 
représentent des connaissances antagonistes. La proximité dans l’espace des paramètres correspond 
au nombre d’instanciations cohérentes entre les individus alors que la proximité dans l’espace des 
objectifs s’exprime par une mesure de distance comme par exemple la distance euclidienne. En 
utilisant cette distance, le croisement d’un individu est restreint aux individus compris dans une 
sphère dont le rayon est un paramètre prédéfini. Ce type de méthode limite la destruction de 
schèmes antagonistes mais elle limite également le transfert de connaissances entre les individus. La 
compatibilité entre les individus est toujours établie de façon globale pour tous les gènes. Les 
croisements infructueux ont deux origines possibles : soit certains gènes représentent effectivement 
des connaissances antagonistes, c’est-à-dire que leur différentes instanciations permettent 
effectivement de différencier les solutions dans l’espace des objectifs ; soit le croisement a échangé 
des gènes inactifs ou peu importants, ce qui se traduit par des enfants peu différents des parents. Le 
fait de « connaître », ou plutôt d'avoir une connaissance relative à propos de l'influence des gènes 
sur les objectifs, notamment les gènes à l'origine de la bonne évaluation de l’individu, va nous 
permettre d'orienter la sélection des gènes à croiser : les gènes sont croisés sauf si cette opération 
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entre en contradiction avec l’intégrité de l’individu. Ceci nous amène à distinguer deux phases de 
croisement unilatéral dans l’action de croisement entre les deux individus. L’acceptation du 
croisement se fait, pour chaque gène de chaque individu, selon la pertinence de l’état actif du gène 
pour l’individu considéré. L’opérateur ainsi obtenu peut organiser le croisement des gènes afin de 
conserver les schèmes performants de l’individu, éviter les croisements inutiles et, favoriser ainsi le 
brassage des gènes restants. On remarquera que le modèle regroupe différentes configurations de 
gènes potentiellement performantes. L’opérateur de croisement permet d’alterner de façon 
cohérente entre les différentes configurations « a priori » équivalentes. 
Une possibilité mise en œuvre, par exemple dans les travaux de S. Rochet [Rochet et Baron, 
2005], consiste à réalise un croisement uniforme à partir des deux parents (chaque parent transmet 
environ 50% des ses gènes avec un taux de croisement de 74% dans ces travaux). Ce choix favorise 
le brassage génétique de la population. En effet, du fait de la dominance de la seconde partie du 
chromosome dans le codage choisi, un opérateur de croisement en peu de points du chromosome 
favorise l'un des parents. Cette démarche est fondée sur une hypothèse réductrice consistant à 
supposer que les choix de conception sont plus importants en termes d’impact sur les objectifs que 
les choix de conduite. Or même si c’est le cas en général, l’opérateur que nous proposons généralise 
ce concept quelque soit le gène impliqué. En outre, l’opérateur de croisement proposé permet de 
prendre en compte les gènes inactifs en empêchant les croisements inutiles par l’exploitation de la 
connaissance structurelle. 
 
Figure 3.19. Opérateur de croisement « guidé par les connaissances  » 
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L’opérateur de croisement proposé est représenté sur la figure 3.19. Il correspond à 
l’utilisation d’une fonction parcourant la population pour sélectionner des individus pour le 
croisement. Cette fonction nécessite les données du projet étudié, la probabilité de croisement ainsi 
que la connaissance structurelle. La fonction débute donc par un parcours de la population où 
chaque individu évalué (les enfants ne participent pas au processus courant) peut être sélectionné 
pour le croisement selon la probabilité de croisement (notée prob_crois). Si l’individu est 
sélectionné, sa classe est déterminée (tel qu’exposé dans la section 3.4.9) si ce n’est pas déjà fait, 
puis la classe du second parent est choisie selon la stratégie de croisement utilisée (parents de classe 
différentes pour la stratégie exploratoire et parents de la même classe pour l’intensification).  
Une fois les deux parents déterminés, l’opérateur parcourt les gènes du chromosome. Pour 
chaque gène, différents modes peuvent être mis en œuvre pour le croisement « guidé par les 
connaissances  » : 
- Mode « utilisation de la connaissance a priori» : la connaissance du modèle est 
utilisée et le croisement de chaque individu est dissocié (l’algorithme de la figure 
3.19 montre seulement les opérations réalisées pour un parent dans ce cas, les 
opérations réalisées sur l’autre étant similaires). Le croisement unilatéral d’un 
gène pour un parent est accepté selon la pertinence de l’état actif du gène. La 
probabilité de croisement est alors inversement proportionnelle à la probabilité de 
l’état courant donnée par le modèle. 
- Mode « Diplo » : ce mode intervient, lorsqu‘un gène est déclaré inactif. Il 
correspond à la sauvegarde de la mémoire diploïde contenue dans les gènes 
inactifs. Lorsque ce mode est désactivé, les gènes inactifs sont croisés de façon 
similaire à l’AE classique (croisement accepté si le tirage aléatoire est inférieur à 
0.5), sinon on ne change pas la valeur du gène. 
- Mode K-struct : lorsque la connaissance structurelle est utilisée, chaque 
instanciation d’un nœud « inhibant » ici les nœuds OU (noté choix de chemin 
dans l’algorithme) entraîne l’ajout de -1 pour les nœuds inhibés correspondants 
dans la classe courante. 
L’opérateur de croisement « guidé par les connaissances  » proposé constitue, à notre 
connaissance, la première tentative de contrôle total de l’opérateur de croisement, c’est-à-dire du 
choix de chaque gène et chaque parent selon une connaissance donnée par un modèle. Les méthodes 
existantes recensées opèrent au mieux un contrôle limité de certains gènes, sinon elles utilisent soit 
une connaissance spécifique (par exemple, l’hypothèse de primauté des choix de conception), soit 
un processus de sélection restreint par une mesure de similarité.  
3.4.8 Evaluation et modification « en ligne » du modèle de connaissances 
Durant le processus évolutionnaire, le modèle de connaissances est conservé tel quel tant 
que l’optimisation donne de bons résultats. Comme nous l’avons évoqué précédemment, si la 
recherche stagne, deux interprétations sont possibles : soit l’optimum global est atteint, soit la 
recherche est piégée dans un optimum local. Contrairement à un AE classique, il nous faut modifier 
le modèle utilisé pour le guidage car un simple redémarrage ou une diversification avec les mêmes 
probabilités risque d'aboutir au même état. Si la performance des meilleurs individus (ceux de 
l’archive) ne progresse pas significativement pendant un nombre prédéfini de générations, le 
modèle est révisé, soit par lissage des probabilités, soit par un apprentissage de paramètres. 
Lissage des probabilités. Dans un premier temps, le modèle est lissé uniformément selon un 
coefficient ‘degré’ variant de 0 à 1, 0 correspondant à une modification sans effet et 1 créant une 
distribution uniforme qui revient à annuler l’expérience et correspond ainsi à un algorithme 
évolutionnaire classique de telle façon que, dans le pire des cas, le système conserve une 
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où P et Exp sont les anciennes valeurs de la probabilité et du coefficient d’expérience.  
Le coefficient Exp peut être considéré comme un poids (compris entre 0 et 1) représentant la 
pertinence du modèle de connaissances et donc quantifier dans quelle mesure une forme 
« d’expérience » est acquise ou non pour guider l’algorithme évolutionnaire. Il dépend du nombre 
de cas appris et de la confiance initiale de l’expert dans le modèle en début de procédure. Le 
coefficient d’expérience Exp est mise à jour avant chaque lissage ou apprentissage.  
Le lissage des probabilités permet de remettre en cause progressivement les évidences fixées 
lors de l’étape de réactualisation des classes après l’apprentissage entraînant ainsi l’accès possible 
vers de nouvelles zones pour l’algorithme de recherche mais une diminution de la complexité des 
schèmes performant maintenus par le modèle.  
Apprentissage de paramètres. Lorsque le lissage atteint un certain niveau, le modèle de 
connaissances peut être considéré comme erroné. Ce lissage progressif a par exemple permis 
d’introduire dans la population de nouveaux schèmes performants mal appréhendés par le modèle 
courant. Il est alors possible de lancer un apprentissage de paramètres à partir d’une sélection 
d’individus de la population courante et des populations et archives précédentes pour prendre en 
compte ces nouveaux éléments. 
L’apprentissage, réalisé par un algorithme spécialisé, est basé sur l’utilisation des cas passés. 
Un cas correspond à un individu avec les valeurs ou les états des critères, concepts, décisions et 
objectifs associés. Les cas sont choisis parmi la population courante ou parmi les populations 
antérieures. Dans notre approche, nous avons choisi d’utiliser l’algorithme EM d’apprentissage 
pour les réseaux bayésiens. Celui recherche l’optimisation des probabilités du réseau en maximisant 
la probabilité que le réseau représente les cas d’apprentissage. Les probabilités existantes ainsi que 
le poids de l’expérience (coef. Exp) du réseau sont prises en compte comme des cas 
supplémentaires dont le poids et le nombre dépendent de l’expérience du réseau de telle façon que 
la connaissance acquise est combinée avec de nouvelles connaissances. L’algorithme 
d’apprentissage possède deux critères possibles pour l’arrêt de l’apprentissage : le nombre 
d’itérations effectuées (nombre d’étapes E-M) et l’amélioration courante de la vraisemblance du 
réseau selon les données (log-vraisemblance) par rapport à la dernière itération. Les deux 
possibilités ont été testée dans un mode s’arrêtant après n itérations et différents modes pour la log-
vraisemblance : amélioration minimale de 10, 1, 0.1 et 0.01 % requise pour continuer 
l’apprentissage (erreur empirique minimale requise pour arrêter la phase d’apprentissage). Les 
résultats des ces tests sont présentés dans le chapitre 4. 
Pour la sélection des cas pour l’apprentissage, nous avons mis en œuvre différentes 
stratégies inspirées des études existantes afin de réévaluer ces choix en tenant compte du fait que de 
la connaissance « a priori » est disponible. Quatre stratégies de sélection ont été testées :  
- la sélection complète de tous les individus depuis le début du processus 
évolutionnaire ; même si cette solution est très coûteuse en temps, elle a été 
conservée à titre comparatif sur les petites instances, 
- la sélection ciblée des meilleurs individus depuis le début de l’algorithme 
(illustrée sur la figure 3.20 à gauche), elle utilise deux files non-limitées en taille 
triées par ordre de performance (une file par objectif). A chaque génération, si la 
performance du meilleur individu trouvé pour l’objectif i est notée Best_Obji, les 
individus dont la performance appartient à l’intervalle [Best_Obji ; Best_Obji + 
25%] sont intégrés dans la file. Les files sont réactualisées à chaque génération, 
- la sélection ciblée des meilleurs individus depuis le début de l’algorithme 
(illustrée sur la figure 3.20 à droite), elle utilise deux files triées par ordre de 
performance dont la taille est limitée (une file par objectif). Nous utilisons la 
taille de la population comme limite maximale pour chaque file, 
- la sélection de toute la population courante. 
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La seconde stratégie est inspirée d’études existantes mais elle ne permet pas d’obtenir un 
nombre constant de cas pour l’apprentissage.  
Les zones délimitées peuvent ne contenir que peu de solutions si la limite fixée est trop 
basse et que certaines solutions surpassent largement les autres individus comme pour les zones 
performantes dans l’exemple de gauche de la figure 3.20. Pour remédier à ce problème, la troisième 
stratégie illustrée sur la partie droite de la figure 3.20, permet de contrôler directement le nombre 
d’individus par zone. Le nombre d’individus de chaque file est fixé de façon à limiter le temps 
d’apprentissage mais il requiert beaucoup plus d’opérations pour la gestion des files (file triée par 
ordre croissant des individus par rapport à chaque objectif).  
 
 
Figure 3.20. Sélection en fonction de la performance relative( à gauche) et selon des files limitées (à droite) 
Dans tous les cas, aucun doublon n’est ajouté de façon à ce que la concentration des 
solutions après l’exécution d’un processus évolutionnaire ne déséquilibre pas l’apprentissage au 
profit des zones déjà explorées, surtout si elles sont proches de l’optimum.  
Les individus retenus sont ensuite mis en forme pour l’apprentissage par le réseau. L’état de 
chaque nœud décision est désigné par la valeur du gène correspondant, excepté si le gène est inactif, 
auquel cas le nœud est instancié à la valeur « inhibé ». Pour les nœuds objectifs, le front de Pareto 
idéal est assimilé à la meilleure zone obtenue à tout instant. Par exemple sur la figure 3.21, le 
quadrillage des classes utilise comme point de référence les meilleurs et pires individus obtenus 
pour chaque objectif (point idéal et point nadir, cf. partie 2.1). Afin de pouvoir être comparées, les 
performances des scénarios sont toujours exprimées relativement aux autres solutions connues. 
Enfin, lorsque les nœuds intermédiaires du modèle correspondant à des critères identifiables, ils 
sont instanciés selon les données de l’individu. Par exemple, dans l’exemple de la réalisation de 
satellites, nous avons vu que les experts ont défini dans la structure un nœud qui généralise le choix 
réalisé pour les tâches 1, 3 et 4 (sélection du mode de réalisation : mode 0, 1 ou 2 pour les trois 
tâches). Si un individu sélectionné pour l’apprentissage a les choix de tâches 1, 3 et 4 instanciés par 
exemple à l’état « mode 0 » alors le nœud généralisé peut être instancié à 100% pour l’état « mode 
0 ». Cette instanciation traduit le fait que lorsqu’une décision de type « choix entre les modes 0, 1 et 
2 » doit être prise, il faut opter pour l’état « mode 0 ». Nous procédons de façon identique pour tous 
les nœuds observables. Cette opération permet, d’une part, d’accélérer les calculs d’apprentissage 
puisque l’état de chaque nœud instancié n’est plus à établir par le calcul et d’autre part, de 
positionner la connaissance « a priori » de l’expert dans une optique d’aide à la décision. Cette 




Figure 3.21. Recherche de classes pertinentes 
Une fois le modèle modifié après un lissage de probabilités ou un apprentissage de 
paramètres, les classes de paramètres sont recalculées de la même façon que lors de l’initialisation, 
excepté une opération supplémentaire réalisée avant d’extraire les classes de paramètres. En effet, le 
problème d’une approche supervisée est que les classes peuvent ne pas être représentées dans la 
population existante. En l’absence de données sur la région recherchée, le modèle répond par des 
probabilités représentant la moyenne d’occurrences sur l’ensemble des cas observés (toute la 
population).  
Pour chaque classe d’objectif recherchée, le modèle fournit néanmoins sa pertinence, 
notamment en fonction du nombre d’individus de la population représentant cette section de 
l’espace de recherche. Lorsqu’une classe apparaît peu probable (c’est-à-dire qu’il est peu probable 
que des solutions existent dans cette région de l’espace), nous allons rechercher la classe 
représentant la région la plus proche non représentée dans le modèle. 
La pertinence d’une classe d’objectif est déterminée de la façon suivante : un objectif est 
fixé dans le réseau (par exemple, « bon » pour l’objectif délai global) puis la classe est acceptée 
(considérée comme pertinente) si la probabilité d’avoir l’état attendu (par exemple ‘bon’ pour le 
coût afin d’avoir la classe d’objectif « bon » pour le délai global et « bon » pour le coût global) est 
supérieure à 1%. Dans le cas contraire, un mécanisme sélectionne la région la plus proche encore 
non représentée par une classe tel qu’illustré sur la figure 3.21. Cette opération permet d’avoir un 
modèle contenant des probabilités couvrant une majeure partie des solutions performantes afin de 
conserver le caractère de guidage global. D’autre part, elle permet de guider vers des fronts de 
Pareto de différentes formes. 
3.4.9 Affectation des individus aux classes d’objectifs 
La classe des individus générés initialement est enregistrée lors de leur création, mais les 
individus issus des mutations ou des croisements doivent être affectés à une classe du modèle. 
Durant la recherche, le front de Pareto fictif idéal donné par le modèle est assimilé au front de 
Pareto courant qui sert alors de point de référence dans l’espace réel de recherche, tel qu’illustré sur 
la partie gauche de la figure 3.22. En d’autres termes, les classes d’objectifs sont reliées aux 
individus du front de Pareto courant. Chaque classe est reliée à l’individu dont la performance est la 
plus proche de la zone recherchée pour la classe. Par exemple, l’individu du front de Pareto le plus 
performant pour l’objectif Coût (l’individu de coût minimal) sert de point de référence pour la 
classe 1 : Min(ε(obj1)) (minimiser l’écart avec l’objectif Coût). Le point « référents » d’une classe 
dans l’espace de recherche, c’est-à-dire l’individu du front de Pareto associé à la classe, est appelé 
centroïde de la classe.  
Puis les individus de la population courante sont affectés à la classe dont le centroïde est le 
plus proche. Dans l’exemple de gauche sur la figure 3.22, trois classes d’objectifs doivent être 
affectées sur le front de Pareto courant. Quelle que soit sa position dans l’espace de recherche, 
l’individu à affecter doit être associé à la classe la plus proche afin de créer un effet d’ « aspiration » 
des individus vers les classes désirées. Il nous faut donc choisir autant de points de référence que de 
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classes à affecter parmi les individus du front de Pareto courant. Si le nombre d’individus est 
supérieur au nombre de classes, comme sur la partie gauche de la figure 3.22, un algorithme de 
« regroupement » classique regroupe les individus les plus proches jusqu’à obtention d’un nombre 
de groupes d’individus équivalent au nombre de classes. Puis, chaque classe est associée à un 
groupe d’individus le plus proche de la zone d’objectifs recherchée. L’individu le plus au centre du 
groupe est choisi comme centroïde pour la classe associée. Lorsqu’un individu de la population doit 
être affecté à une classe d’objectifs, la distance entre l’individu et le centroïde de chaque classe est 
calculée. La classe choisie est celle dont le centre est le plus proche. Dans l’exemple de la partie 
gauche de la figure 3.22, l’individu sera associé à la classe minimisant l’écart par rapport l’objectif 
1.  
Un problème survient quand il y a moins d’individus dans le front de Pareto que de classes à 
affecter. Selon le constat, précédemment évoqués, réalisé dans des travaux antérieurs les régions de 
« compromis » entre les objectifs sont plus densément peuplées que les zones spécifiques à un 
objectif. Les classes supplémentaires ont donc été affectées prioritairement aux individus de 
« compromis » du front de Pareto courant. L’objectif de cette étape est de pouvoir affecter les 
individus à la classe la plus proche, nous ne pouvons donc avoir plusieurs classes représentées par 
un seul individu. Nous avons donc créé des points fictifs répartis en arc de cercle autour de chaque 
individu représentant plusieurs classes. Cette opération permet de délimiter différentes zones 
d’affectation pour chaque classe à représenter tel qu’illustré par la partie de droite de la figure 3.22. 
Dans cet exemple, trois classes sont à affecter sur un seul individu. Les points fictifs sont utilisés 
comme référence pour les classes 0, 1 et 2 de telle façon que les individus de la population sont 
répartis trois sections de taille approximativement équivalentes. Cette opération est réalisée 
lorsqu’un individu manipulé par l’opérateur de mutation ou de croisement n’a pas de classe 
d’objectifs définie. 
 
Figure 3.225. Affectation d’un individu et représentation de plusieurs classes par un individu  
3.5 Synthèse 
Nous avons proposé, dans ce chapitre, une méthode couplant un modèle de connaissances et 
une méthode d’optimisation pour la recherche de scénarios dans le cadre de l’intégration de la 
conception de produits (ou systèmes) et de la gestion de projets. Un algorithme évolutionnaire 
classique a été adapté au problème de sélection de scénarios de projet en environnement 
multicritère, par l’injection de connaissances permettant un guidage et une accélération du 
processus. Le principal intérêt de l'approche proposée est l’intégration de connaissances expertes 
grâce à l’utilisation d’un modèle construit a priori pour aider la résolution du problème de sélection 
de scénarios. Les avantages d’une méthode abductive experte sont : i) d’une part, la possibilité de 
simplifier le modèle complet lié au problème en intégrant des connaissances de dépendance 
conditionnelle ou contextuelle entre les concepts représentés et des connaissances de généralisation 
et de pertinence entre ces concepts, ii) d’autre part, la possibilité de réutilisation de connaissances 
entre différentes instances du problème (projets) en adaptant la connaissance au contexte courant et 
en intégrant, au préalable, des connaissances sur les nouveaux éléments et leur intégration avec la 
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partie réutilisée. Le processus de réutilisation de connaissances permet ainsi de concentrer l’analyse 
des décideurs (et leur temps disponible) sur la recherche d’innovations et leur intégration dans les 
produits et modèles existants. 
Nous avons défini une méthode de construction du modèle de connaissances permettant de 
saisir les connaissances exprimées en parallèle de l’analyse de décomposition proposée dans le 
cadre du projet ATLAS. Cette décomposition experte permet d’extraire les informations pertinentes 
à chaque niveau d’étude ou de décomposition. La réutilisation de ces informations, mises en forme 
puis capitalisées pour constituer de la connaissance, est basée sur une mesure de pertinence et 
guidée par un principe d’adaptation par contextualisation. Grâce à ce principe, l’expert exprime plus 
facilement sa connaissance par la mise en relation des situations différentes où apparaît un concept 
(c’est-à-dire les différents projets précédemment étudiés ou les analyses des scénarios particuliers). 
La méthode consiste alors à proposer aux experts différents niveaux d’analyse des contextes 
possibles : le contexte stratégique inter-projets (positionnement du projet), le contexte de chaque 
environnement (conception ou conduite), puis le contexte du couplage entre environnements et, 
pour finir, le contexte de la réduction du modèle pour l’optimisation. 
Ce processus d’élaboration du modèle de connaissances aboutit à un modèle contextualisé 
représentant les décisions potentielles pouvant être prises, les objectifs définis pour le ou les projets 
ainsi que des concepts associés. Ce modèle représentant les connaissances issues des deux 
environnements analysés (Produit / Projet) permet d’obtenir un couplage équilibré entre les 
décisions des environnements de conduite et de conception. En effet, la représentation initiale 
décrite dans le chapitre 1 (graphe de projet) donnait un net avantage à l’analyse des décisions de 
conception représentées par les nœuds OU du graphe, tandis que les décisions de conduite 
représentées par les nœuds tâches étaient exprimées dans les différents contextes définis par les 
décisions de conception. En d’autres termes, la représentation évolutionnaire ne représente 
explicitement que la décomposition de conception. Le guidage par un modèle regroupant des 
connaissances issues des deux décompositions Produit et Projet permet de traiter les deux 
décompositions à égalité et donne la possibilité de réorganiser l’ordre a priori défini par les experts 
durant la recherche par un apprentissage en ligne avec des données adaptées au contexte. 
Du point de vue de l’aide à la décision, le principal intérêt de notre approche est que 
l’utilisateur dispose à la fois d’un éventail de solutions possibles représentant la surface de 
compromis a posteriori entre les objectifs étudiés, mais également du modèle de connaissances 
utilisé pour guider la recherche ainsi qu’une évaluation de la pertinence de ce modèle selon la 
simulation effectuée. Le modèle est exprimé dans le même formalisme bayésien et utilise les 
mêmes termes et concepts que ceux utilisés lors de l’analyse experte a priori du problème courant 
(démarche de décomposition) ou lors de l’analyse des solutions effectivement réalisées (scénarios). 
Le modèle probabiliste bayésien permet de représenter de façon compacte et graphique les variables 
du problème en tenant compte de l’incertitude. Il permet de bénéficier des avantages de chaque 
source de connaissances disponible avec une structure fournie par les experts et un apprentissage 
paramétrique possible sur des cas précédents sélectionnés (hors-ligne) et/ou avec les individus issus 
de l’algorithme évolutionnaire (en ligne).  
Une fois le modèle défini, le principe du processus de recherche supervisé ou guidé par le 
modèle est de combiner les avantages des deux processus : l’utilisation de connaissances contenues 
dans un réseau bayésien et la recherche par algorithme évolutionnaire. L’utilisation de 
connaissances doit accélérer la recherche en la guidant vers les zones supposées performantes. Étant 
donné que le problème étudié est relativement incertain et que la connaissance des experts est 
partielle et également incertaine, la recherche de solutions optimales ne peut être garantie par un 
échantillonnage aléatoire du modèle de connaissances. Le principe du couplage est alors d’utiliser 
un algorithme évolutionnaire pour optimiser la recherche de solutions dans l’espace de recherche 
défini par le modèle. Le modèle guidant la recherche ne doit pas être trop précis pour laisser un 
espace de recherche suffisant au processus de recherche. L’algorithme proposé, exposé dans la 
section 3.4., dispose de différents moyens d’injecter la connaissance contenue dans le modèle, au 
cœur du processus de recherche. Il s’agit de nouveaux opérateurs évolutionnaires et de capacités 
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d’adaptation de la connaissance en cours d’optimisation avec un lissage de probabilités ou un 
apprentissage en ligne permettant la mise à jour du modèle. Trois opérateurs évolutionnaires ont 
ainsi été modifiés : 
 l’opérateur d’initialisation : cet opérateur permet l’injection initiale de connaissances, 
totalement guidée par le modèle, et correspond à une mutation orientée par la connaissance 
sur les gènes actifs et à une mutation aléatoire sur les gènes inhibés. Les individus sont 
répartis dans toutes les classes fictives données par le modèle afin d’explorer l’espace de 
recherche, limité par les connaissances ; 
 l’opérateur de mutation : cet opérateur permet l’injection partiellement guidée par le modèle 
en cours d’optimisation. L’opérateur de mutation guidée par les connaissances  proposé 
permet d’injecter la connaissance du modèle dans la population et d’explorer ainsi l’espace 
restreint défini par le modèle. Pour les problèmes de taille importante, l’injection initiale de 
connaissance lors de l’initialisation de la population ne permet pas d’introduire toute la 
connaissance du modèle dans un nombre restreint d’individus. L’opérateur de mutation 
guidée par les connaissances  permet de poursuivre cette injection de connaissance tout au 
long du processus d’optimisation tout en maintenant la connaissance déjà injectée et en 
orientant la mutation pour qu’elle permette d’alterner entre différentes configurations 
potentiellement performantes dans l’espace restreint de recherche (ensemble d’instanciations 
cohérentes des gènes selon le modèle). Les gènes peu influents ou peu connus subiront un 
processus évolutionnaire classique puisque le modèle indiquera une probabilité uniforme de 
sélection du gène et de l’état. Enfin, nous avons défini deux stratégies de gestion des gènes 
inactifs pour évaluer leur impact sur le processus évolutionnaire ainsi qu’un opérateur 
d’injection totale où la sélection des gènes à muter est également réalisée en fonction du 
modèle de connaissance. 
 l’opérateur de croisement : cet opérateur permet la recherche par combinaisons restreintes 
selon les connaissances du modèle et le partitionnement de la population sur les zones 
recherchées. Deux stratégies de sélection des parents sont proposées afin de contrôler le 
rapport diversification/intensification de l’algorithme de recherche à l’intérieur de l’espace 
restreint par les connaissances. L’opérateur proposé décompose l’opération classique de 
croisement en deux opérations de croisement unilatéral. Le croisement est accepté selon les 
connaissances du modèle et l’instanciation courante des gènes de l’individu, de sorte que les 
schèmes performants soient préservés et des éléments potentiellement intéressants de l’autre 
individu se voient intégrés. De même que pour l’opérateur de mutation, différentes stratégies 
de gestion des gènes inactifs et d’utilisation de connaissance structurelle ont été définies. 
 
Deux opérations possibles pour modifier le modèle en cours d’optimisation ont été 
proposées : le lissage des probabilités et l’apprentissage en ligne du modèle avec le réseau bayésien 
a priori. La combinaison du lissage et du réapprentissage permet d’envisager une forme 
d’adaptation progressive des connaissances au contexte afin, dans un premier temps, d’accélérer la 
recherche, puis d’étudier progressivement l’espace de recherche à partir d’une zone performante. La 
méthode ainsi obtenue est très proche du principe d’évaporation de phéromones des algorithmes par 
colonies de fourmis tandis que le niveau de précision du guidage par le modèle (définissant l’espace 
dans lequel est confinée la recherche) peut être assimilé à un contrôle de la diversité ou des 
mouvements possibles. 
Le chapitre suivant présente, dans un premier temps, la plate-forme de tests qui a été 
développée pour valider nos propositions, puis les différents tests et essais réalisés avec leurs 
interprétations. Ainsi, les différentes stratégies et modes de fonctionnement proposés seront décrits 







Simulations et résultats 
4.1 Introduction 
Afin d'évaluer l'impact des différentes propositions et paramètres de la méthode définie dans 
le chapitre précédent, nous avons mis en place une plate-forme de validation de l’algorithme 
évolutionnaire, présenté dans le chapitre 3, pour optimiser la recherche de scénarios. La nouvelle 
plateforme, présentée dans la section 4.2, regroupe l’algorithme évolutionnaire « guidé par les 
connaissances  », une interface de gestion des projets manipulant les données de projet (graphes et 
réseaux associés) ainsi que le logiciel Netica® de calcul d’inférence et d’apprentissage bayésien. A 
partir des différents modes (utilisation de connaissances structurelles, sauvegarde de la mémoire 
diploïde, etc.) et des paramètres à régler (paramètres évolutionnaires, paramètres d’apprentissage, 
etc.), nous avons défini un plan de tests, dont les résultats sont présentés dans la section 4.3. La 
principale difficulté que nous avons rencontrée concerne l’obtention de connaissances fiables pour 
guider la recherche pour de grandes instances. Pour les petits projets, une recherche exhaustive des 
solutions permet de simuler une connaissance « a priori », disponible dans un contexte donné. Nous 
avons utilisé ces exemples restreints pour tester la plupart des nombreux paramètres de la méthode. 
Puis, nous avons effectué plusieurs tests pour de plus grandes instances, en utilisant différentes 
méthodes pour simuler une connaissance « a priori » disponible. 
4.2 Présentation de la plate-forme de validation 
Avant d’utiliser la plate-forme, l’ensemble des analyses expertes d’ATLAS est supposé 
réalisé afin de fournir toutes les informations nécessaires aux algorithmes d’apprentissage, 
d’inférence et d’optimisation mis en œuvre au sein de la plate-forme. La figure 4.1 illustre les 
principales opérations successivement réalisées avant le lancement du processus d’optimisation, à 
savoir la construction du graphe de projet, puis du réseau bayésien associé. Ces opérations 
permettent de gérer la saisie des connaissances « a priori » pour l’utilisation par la plate-forme. 
L’hypothèse de base permettant la réutilisation est l’existence de similarités entre les projets réalisés 
(tâches, choix, options, alternatives, etc.).  
 
Figure 4.1. Principales opérations réalisées dans la plate-forme de validation 
La plate-forme utilise un fichier de référence, appelé fichier « bibliothèque », correspondant 
à une unité de connaissances (entreprise ou atelier virtuel), où l’on va venir puiser les connaissances 
de référence sur les objets manipulés. Tous les éléments utilisés dans une bibliothèque possèdent un 
identifiant unique.  
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L’expertise préalable d’un projet doit permettre d’identifier les objectifs du projet, ici en 
termes de durée et de coût puis, parallèlement, les alternatives de conception, les tâches à réaliser 
pour obtenir le produit et leurs différentes options de réalisation. Ce premier ensemble de données 
constitue le socle minimum nécessaire à l’algorithme évolutionnaire classique illustré par la 
première partie de la bibliothèque sur la figure 4.1. On y retrouve les objets suivants : 
- projet : cet objet correspond aux données spécifiques à chaque projet, c’est-à-dire 
les valeurs choisies pour la cible et le facteur de perte pour chaque objectif (coût 
et délai), les ressources disponibles pour ce projet (liste des ressources 
disponibles pour réaliser les tâches avec leur capacité initiale), une liste des 
nœuds OU et une liste des nœuds Tâche, ainsi que la structure du graphe (liste 
des voisins de chaque nœud). 
- nœud Tâche : un nœud Tâche (décision de conduite) correspond au choix entre 
différentes options de réalisation dans le graphe de Projet. Chaque objet nœud 
tâche est donc lié à une liste d’objets de type « option », 
- nœud OU : un nœud OU (décision de conception) correspond au choix entre 
différentes alternatives pour un système ou composant. Chaque objet nœud OU 
est donc lié à une liste d’objets de type « alternative » 
 La méthode que nous proposons nécessite de compléter cette description avec les concepts 
liés à chaque alternative ou option et avec la description des variables d’environnement. La 
bibliothèque est complétée par les objets suivants : 
- variables environnementales : chaque variable environnementale saisie par 
l’utilisateur est référencée par son nom, un certain nombre d’états potentiels pour 
la variable (probabilités de chaque état de la variable) et enfin une liste des 
concepts ou décisions auxquels la variable est reliée, 
- alternative : une alternative est associée à une liste d’attributs influant sur les 
performances de l’alternative (coût et délai) ; les performances de l’option sont la 
somme des influences des attributs attachés. 
- option : une option est associée à une liste d’attributs influant sur les 
performances de cette option (coût et délai) ; de même les performances de 
l’option sont la somme des influences des attributs attachés. 
Ces éléments constituent la base du processus de construction de la structure de concepts 
pour le réseau bayésien (présenté dans la section suivante). Dans la démarche proposée, le graphe 
de projet est créé à partir d’un ensemble d’objets sélectionnés dans la bibliothèque ou directement 
créés par l’utilisateur. Un grand nombre de données différentes est nécessaire pour tester 
l'algorithme évolutionnaire « guidé par les connaissances  » proposé sur différents types de projets 
(forme de graphe, nombre de variables, rapport entre réutilisation et innovation, etc.). Ainsi, afin de 
pouvoir simuler différents projets, nous avons réalisé un générateur aléatoire de graphes à partir des 
objets sélectionnés par l’utilisateur dans la bibliothèque. L’utilisateur peut donc réutiliser des 
éléments existants qui sont inclus lors de la génération aléatoire. Le générateur est présenté dans la 
section 4.2.1. 
Une fois le graphe de projet construit, une interface permet d’assister l’utilisateur pour la 
construction du réseau bayésien. A partir de la sélection des objets à utiliser dans la bibliothèque et 
de la forme du graphe, la plate-forme crée la structure, élément par élément, en interaction avec 
l’utilisateur. Les nœuds concepts potentiels (attributs, attributs généralisés, sous-critères ou critères) 
sont triés selon le métamodèle de pertinence (cf. §3.2.3.2) et proposés à l’utilisateur. Celui-ci peut 
valider les nœuds proposés, choisir/construire des nœuds et modifier à sa guise le réseau bayésien 
pour rendre compte de sa connaissance du projet.  
 
Une fois toutes les connaissances « a priori » insérées, si le modèle obtenu a une complexité 
trop importante, la plate-forme propose à l’utilisateur des nœuds de généralisation fictifs permettant 
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de réduire au mieux la complexité du réseau. Le rapport entre le nombre de nœuds de généralisation 
fictifs et le nombre de nœuds issus de l’expertise permet de simuler différents niveaux de 
connaissance des experts. Plus le niveau d’expertise est faible, plus le rapport du nombre de nœuds 
de généralisation fictifs sur le nombre de nœuds de généralisation issus d’analyses « expertes » est 
grand. 
Enfin, les paramètres du réseau sont acquis par apprentissage sur les exemples représentatifs 
(les cas) des projets précédents ou directement saisis pour les nouveaux éléments. Pour simuler une 
base de données réelle contenant des cas, nous utilisons soit des cas issus de précédentes 
optimisations, soit des cas directement fournis par un algorithme de recherche exhaustif permettant 
de rechercher les scénarios possibles dans un graphe de projet. Bien entendu, compte tenu de la 
complexité, ce second procédé ne peut être utilisé que pour des projets de taille réduite, mais 
s’avère cependant efficace pour fournir des cas et valider le principe de l'approche proposée. Les 
graphes de projets qui ont été utilisés avec cette seconde méthode comportent entre zéro et cinq 
nœuds OU, dix à trente tâches et jusqu’à soixante cinq mille scénarios différents possibles. 
Le résultat de ces deux activités est fourni à l’optimisation, et se compose de trois fichiers : 
la bibliothèque, le fichier projet contenant le graphe et les données des tâches, et enfin le fichier 
contenant le réseau bayésien (fichier de Netica®). 
4.3 Plan de tests 
Cette section aborde les tests effectués afin de valider nos propositions quant à l’algorithme 
évolutionnaire guidé par les connaissances et la réutilisation de connaissances a priori. Les 
différents paramètres que nous avons fait varier pour réaliser ces tests sont identifiés ci-dessous.  
Les paramètres du générateur de graphe : il s’agit de la valeur de base (Vbase), du 
paramètre δ  (influence des connaissances en pourcentage de la valeur de base), du nombre de 
nœuds de chaque type (nœuds ET, OU et Tâche), etc. Ces paramètres permettent de faire varier le 
nombre de solutions réelles (selon le nombre de nœuds OU), la dispersion des individus (selon Vbase 
et δ ) et la complexité de l’espace de recherche (rapport entre les connaissances injectées ( δ ) et la 
part variable du bruit ajouté).  
Les paramètres de l’AE : il s’agit du taux de mutation, du taux de croisement, de la taille de 
la population, de la stratégie de croisement (mode de sélection des parents pour le croisement) et du 
nombre maximum d’individus dans le front de Pareto. Parmi tous ces paramètres, nous étudierons 
plus particulièrement la stratégie de croisement que nous avons mise en place. La taille de la 
population et les taux de mutation et de croisement n’ont pas été étudiés spécifiquement mais 
déterminés empiriquement, selon la taille du projet et selon l’objectif du test réalisé. Enfin, dans la 
méthode proposée, le nombre d’individus du front de Pareto est étroitement lié au nombre de 
classes d’objectifs recherché. Le nombre de solutions Pareto-optimales fournies à l’utilisateur est 
restreint pour proposer un panel de solutions potentielles bien réparties dans l’espace de recherche. 
Dans la plupart des essais le nombre de solutions dans le front de Pareto a été le plus souvent limité 
à quinze individus, ce qui correspond à un nombre raisonnable de solutions proposées au décideur. 
Les paramètres de l’AE guidé (noté AEI) : il s’agit du nombre de niveaux pour les 
objectifs, du nombre de nœuds généralisés aléatoirement dans le réseau (lors de sa construction), du 
choix de l’utilisation de la connaissance structurelle dans les opérateurs (mode Kstruct), de la 
sauvegarde de la mémoire diploïde (mode Diplo), des paramètres d’apprentissage en ligne 
(tolérance et nombre de pas de l’algorithme d’apprentissage EM) et de la stratégie de sélection des 
cas pour l’apprentissage. Chacun de ces paramètres ou mode d’exécution est testé spécifiquement 






Pour évaluer chacun de ces paramètres, tous les individus générés lors du processus 
évolutionnaire sont mémorisés dans un fichier. Pour chaque individu, sa performance (durée et 
coût), sa classe et son origine (parents) sont mémorisées. Les individus Pareto optimaux et les 
centroïdes de classes (point référent d’une classe dans l’espace de recherche) sont également 
enregistrés dans le fichier de résultats. Ces données nous permettent d’établir des indicateurs pour 
évaluer la performance de l’optimisation. Ces indicateurs sont : 
- la moyenne de l’amélioration obtenue lors des mutations par génération en 
termes d’écart entre le coût global (voir §1.4.2) de l’individu d’origine et le coût 
global de l’individu résultant de la mutation, 
- la moyenne de l’amélioration obtenue lors des croisements par génération en 
termes d’écart entre le coût global (voir §1.4.2) des deux parents et le coût global 
des deux enfants résultant du croisement, 
- la performance moyenne de la population complète (moyenne du coût global de 
chaque individu de la population après sélection), 
- la performance moyenne du meilleur individu trouvé à chaque génération (coût 
global du meilleur individu trouvé), 
- la performance moyenne des individus Pareto-optimaux finaux (moyenne du coût 
global de chaque individu du front de Pareto) et écart type relatif sur cette 
moyenne (écart type relatif : écart type de la série divisé par la valeur absolue de 
la moyenne de la série), 
- le temps d’exécution (en secondes), 
- la diversité des individus Pareto-optimaux finaux. 
Ce dernier paramètre est le plus délicat à mesurer. Il dépend du nombre d’individus dans le 
front, de la distance totale entre les individus du front (somme des distances entre les individus du 
front de Pareto pris deux à deux consécutivement) et de l’écart-type de la distance moyenne entre 
individus (distances entre les individus du front de Pareto pris deux à deux consécutivement).  
Étant donné le nombre de paramètres à régler et les nombreux modes d’exécution possibles, 
nous ne présentons pas tous les indicateurs et essais réalisés. Pour cette première version de la 
plateforme, nous avons testé et réglé la plupart des paramètres sur de petites instances générées 
automatiquement selon différents contextes, pour nous concentrer sur l’étude de l’injection de 
connaissances dans l’optimisation. Un premier comparatif global avec l’exemple des satellites 
permet d’introduire les différentes notions sur un exemple connu (données complètes) dans la 
section 4.3.1. Nous synthétisons ensuite le réglage des paramètres d’apprentissage en ligne puis des 
différents modes d’utilisation de la connaissance dans la section 4.3.2. Une fois l’algorithme réglé, 
nous avons testé sa capacité d’adaptation lorsqu’on utilise des connaissances partielles ou erronées. 
Enfin dans la dernière phase de tests, l’algorithme est confronté à des problèmes de plus grande 
taille (une centaine de nœuds environ) dans la section 4.3.3.  
4.3.1 Un premier comparatif global  
Le principal apport de notre étude concerne l’utilisation de connaissances a priori sous trois 
formes : une structure de concepts qui se traduit par un réseau bayésien, des connaissances 
structurelles explicites (tableaux d’inhibitions entre gènes) et des paramètres issus de l’analyse des 
projets précédents ou directement des avis des experts. Pour chaque projet, nous avons comparé les 
résultats obtenus via un algorithme évolutionnaire classique avec l'algorithme guidé proposé. 
L’injection de connaissances peut se traduire par différentes formes que nous avons testées 
séparément : l’utilisation de la connaissance structurelle (connaissance et utilisation des inhibitions 
entre nœuds), l’utilisation uniquement de la structure du réseau, sans apprentissage de paramètre 
initial, et l’utilisation de toute la connaissance a priori (réseau, paramètres et connaissance 




L’AE classique avec et sans utilisation de la connaissance structurelle : dans le système 
proposé, l’AE classique est reproduit en utilisant des classes d’objectifs équiprobables, de telle 
façon que chaque état ait une probabilité équivalente d’être muté ou croisé. Nous avons ajouté, à cet 
AE classique, le mécanisme d’inhibition des gènes inactifs selon l’état des autres gènes et les 
stratégies d’intensification et d’exploration par sélection des parents pour le croisement. 
L’AEI guidé par un modèle supposé parfait (appelé AEI0) : le réseau est exact et les 
paramètres sont acquis par apprentissage initial sur tous les individus possibles. La connaissance 
étant exacte, il n’y a pas d’apprentissage en ligne. 
Différents algorithmes « apprenants » (appelés AEIx) : Ces algorithmes utilisent le réseau 
bayésien mais sans disposer de l’expérience initiale (pas d’apprentissage initial). Les paramètres 
sont acquis par apprentissage toutes les x générations. Par exemple, AEI5 désigne un algorithme 
utilisant le réseau sans apprentissage initial mais avec apprentissage en ligne toutes les cinq 
générations. 
Le mode AEI0 représente l’utilisation de toute la connaissance (structure et paramètres) lors 
de la recherche, tandis que les modes AEIx simulent la réutilisation de la structure du réseau 
uniquement. L’évaluation de ces différents modes nous permettra d’établir une structure de contrôle 
de l’algorithme selon la connaissance disponible et sa validité. Pour chaque projet étudié, nous 
avons évalué ces trois modes d’exécution appliqués uniformément jusqu’à la fin du processus. Le 
critère d’arrêt de l’algorithme est donné par une limite fixe en nombre de générations. De façon 
générale, nous utilisons un nombre de générations suffisant pour permettre aux algorithmes 
d’atteindre une valeur stable. 
Nous allons utiliser le projet satellite pour illustrer notre propos. Dans ce premier exemple, 
la structure et les paramètres du réseau bayésien sont connus et complets (premier essai avec cinq 
niveaux par objectif, soit neuf classes, et différents réglages de l’apprentissage en ligne). Le graphe 
étant assez restreint, le nombre de générations pour ce premier essai a été fixé à vingt générations de 
trente individus et neuf individus au maximum dans le front de Pareto (soit un par classe d’objectif 
recherchée). Les figures 4.4 et 4.6 présentent le résultat de l’optimisation pour quatre modes AE, 
AEI0, AEI1 et AEI5 ; et le tableau 4.1 donne les valeurs correspondant aux courbes des figures 4.4 
et 4.6. Pour la figure 4.4, il s’agit de la performance moyenne des individus de la population 
courante (en haut) et la performance moyenne des individus du front de Pareto courant (en bas). 
Chaque courbe représente la moyenne obtenue pour cent exécutions dans chaque mode. La 
première ligne du tableau 4.1 donne le résultat obtenu pour l’AE classique (valeur et écart-type 
relatif σ), tandis que les valeurs des autres lignes sont exprimées en pourcentage par rapport à la 
première ligne. Pour ce premier test, nous utilisons la stratégie classique de sélection des gènes 
mutés (mode « mutation AE classique », voir section 3.3.6). 
Le premier constat est l’écart entre l’AE de base et l’AEI avec connaissances « a priori ». 
Les individus générés avec l’AE de base sont ici 25% moins bons que l’AEI0 dès l’initialisation 
avec un écart type passant de 4.4 à 3.9 % pour l’AEI0 (voir tableau 4.1 pour les valeurs). Cet écart 
se retrouve au niveau de la performance moyenne des individus du front de Pareto améliorée de 
16.17% et un écart type passant de 13.6 à 10.3 %. Les courbes de la figure 4.4 sont le résultat de 
nombreuses combinaisons des autres paramètres (stratégie de croisement, utilisation de la 
connaissance structurelle, etc.), ce qui explique les écart-types importants, mais le rapport entre les 
modes AE et AEI0 est toujours à peu près le même à réglage équivalent. Nous verrons par la suite 
les résultats obtenus avec les meilleurs réglages pour chaque mode AE/AEI0/AEIx.  
L’écart initial entre l’AE et l’AEI0 correspond à l’impact direct de l’injection lors de 
l’initialisation de la population. Cet écart varie bien sûr selon la qualité du modèle (structure, cas 
d’apprentissage initiaux, performance de l’apprentissage) et la complexité du problème (nombre de 
paramètres, complexité des connaissances sous-jacentes, etc.). L’effet de l’injection initiale est 
particulièrement visible sur la figure 4.5. Celle-ci représente la population courante aux générations 
0, 5 et 29 pour l’AE classique à gauche et l’AEI0 à droite. Les plus petits points représentent 
l’ensemble des solutions existantes. Elles sont organisées en colonnes selon l’objectif « durée » en 
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raison de la présence de nœud ET (les coûts des tâches se cumulent, tandis que pour la durée seule 
la branche la plus longue est prise en compte pour la durée du scénario complet). La population 
initiale, représentée par les triangles, est répartie aléatoirement dans l’AE classique. La zone des 
mauvaises solutions étant plus densément peuplée, les solutions de l’AE y sont majoritairement 
représentées.  






































Figure 4.4. Performance selon le mode d’exécution : AE/AEI0/AEIx 
Performance moy. Population Performance moy. Pareto 
Génération 0 Génération 19 Génération 0 Génération 19 Mode 
Valeur σ Valeur σ Valeur σ Valeur σ 
AE 11289 4.4 6961 16.5 7521 13.9 5781.4 7.5 
AEI 0 25.52 (/AE) 3.9 16.46 (/AE) 11.8 16.17 (/AE) 10.3 4.82 (/AE) 4.9 
AEI1 -0.56 (/AE) 4.4 11.93 (/AE) 27 -1.37 (/AE) 13.7 -2.06 (/AE) 10.9 
AEI5 1.28 (/AE) 4.4 13.65 (/AE) 30 0.83 (/AE) 14.5 0.90 (/AE) 10.6 
Tableau 4.1. Valeurs correspondant à la figure 4.4 
Pour l’AEI0, les individus initiaux sont générés à partir des classes d’objectifs fournies par 
le modèle (voir la section 3.3.8, pour une description complète de l’obtention des classes). Cette 
répartition se traduit par des groupes d’individus représentés sur la figure 4.5 par des ellipses. Ils 
représentent les zones supposées optimales, c’est-à-dire le plus proche possible des axes (dans cet 
exemple, les cibles définies pour chaque objectif sont 40 pour le délai et 70 pour le coût, avec un 
coefficient de perte de 2 pour les deux objectifs). Les traits en pointillés symbolisent les niveaux 
fictifs des objectifs (ici quatre niveaux par objectif). L’injection de connaissances produit des 
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individus en moyenne bien plus performants que l’AE classique et répartis dans la zone de 
recherche optimale.  
 
 
Figure 4.5. Population courante de l’AE classique (à gauche) et l’AEI0 (à droite) 
On peut néanmoins remarquer une zone sous-optimale générée par le modèle (ellipse en trait 
continu sur la figure 4.5). La classe associée à cette zone résulte de notre processus de recherche de 
classes pertinentes désignant des solutions existantes (voir section 3.3.8 et figure 3.21). Pour cette 
classe, l’objectif théorique était de rechercher des individus performants par rapport au délai et peu 
performants par rapport au coût, c’est-à-dire les plus proches de l’axe vertical et les plus éloignés de 
l’axe horizontal. Mais, il n’y a pas de solutions réelles dans cette zone (espace compris entre 40 et 
58 pour le délai (niveaux 0 et 1) et entre 135 et 120 pour le coût (niveau 3). Dans le modèle idéal, 
appris sur tous les individus, la pertinence de cette classe est donc très faible. La combinaison de 
niveau la plus proche encore non représentée par une classe est recherchée. Elle correspond ici à la 
classe désignée par l’ellipse en trait continu (zone associée au niveau 2 pour le délai et 3 pour le 
coût). Le modèle utilise alors cette classe durant l’initialisation. Par la suite, ces individus étant peu 
performants, ils sont éliminés lors du processus évolutionnaire, comme le montre la figure 4.5. Mais 
la classe elle-même est utilisée durant toute l’optimisation comme référence pour la modification 
d’une partie des individus à chaque génération, entraînant une diminution des performances. Ce 
phénomène est compensé de façon globale dans la version finale de notre algorithme par un 
apprentissage en ligne, lorsque le processus de recherche stagne. Une perspective plus intéressante 
serait de pouvoir gérer l’utilisation de chaque classe en fonction de sa pertinence ou d’adapter la 
zone couverte par les classes, selon le nombre potentiel de solutions dans chaque zone de l’espace 
des objectifs.  
L’injection initiale ne suffit pas pour introduire toute la connaissance détenue par le modèle, 
principalement parce que le nombre d’individus de la population est assez limité. Sur la figure 4.4, 
la courbe représentant l’AEI0 présente une première phase d’amélioration rapide, plus marquée sur 
la courbe de performance des individus du front de Pareto que sur la courbe de la population. Cette 
phase correspond à l’effet conjugué de la recherche guidée par le croisement et la sélection, et de 
l’injection de connaissances qui se poursuit. Enfin la pente diminue progressivement jusqu’à 
atteindre une valeur constante à la fin de l’optimisation. Ce comportement se retrouve dans tous les 
essais réalisés, avec des durées et des amplitudes différentes pour chaque phase. De façon générale, 
il correspond à un guidage relativement strict de la recherche par un modèle fixe. La recherche est 
confinée dans une zone plus ou moins restreinte par le modèle sans échappatoire, elle peut 
uniquement optimiser les individus à l’intérieur de cet espace. Le modèle de connaissances étant ici 
correct, l’AEI est guidé directement vers les zones optimales. La vitesse d’injection est très rapide 
avec, pour ce petit exemple, une performance des individus du front à 80% acquise dès la 5ème 
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génération (performance moyenne de 5669 à la 5ème génération pour l’AEI0 contre 6385 pour 
l’AE. Plus l’apprentissage initial est précis (nombre de classes ou temps d’apprentissage imparti), 
plus l’amélioration initiale sera rapide, mais au détriment du processus de recherche, qui est limité à 
une zone de plus en plus restreinte. Nous verrons que cet algorithme AEI0 conduit, dans la plupart 
des cas réels, vers une zone sous-optimale. Sur la figure 4.4, la recherche est limitée aux zones 
performantes et les solutions Pareto-optimales apparaissent beaucoup plus rapidement que dans 
l’AE. Nous reviendrons sur la vitesse d’injection, qui dépend fortement des stratégies de croisement 
et de l’utilisation de la connaissance structurelle. 
A la dernière génération, l’écart entre l’AE et l’AEI0 atteint 16.46% avec un écart type de 
30% inférieur (16.5 contre 11.8%) pour les individus de la population courante. Les individus issus 
de l’AE plafonnent autour de 6960 contre 5814.5 pour l’AEI0. Cette différence ne se comble 
jamais. Autrement dit, la population générée par l’AEI guidé est toujours meilleure que celle de 
l’AE, car l’utilisation du modèle conduit à une concentration des individus de la population vers les 
zones performantes, tandis que l’amélioration de la population de l’AE classique relève uniquement 
de l’effet indirect de la sélection. Pour l’AE, la probabilité d’obtenir une bonne solution est régie 
par le théorème des « schèmes » (voir section 2.2.2), c’est-à-dire la complexité du problème et le 
réglage des paramètres évolutionnaires classiques. Tandis que pour l’AEI0, si la connaissance du 
modèle est correcte, la recherche sera plus ou moins limitée aux zones performantes, comme on 
peut le constater sur la figure 4.5. Mais, dans le cas contraire, non seulement les solutions seront 
mauvaises, mais en plus, la concentration de la population limite très fortement les chances pour 
que la recherche échappe aux sous-optima locaux.  
La courbe de la performance des individus du front de Pareto a le même aspect général que 
la population, par contre l’intervalle entre l’AE classique et l’AEI0 se comble lentement (ici aux 
alentours de la trentième génération), la performance moyenne des individus Pareto-optimaux est 
améliorée de 4.82 % et l’écart type est réduit de 30 % à la vingtième génération. L’AE ne rejoint 
l’AEI0 que très progressivement, selon la complexité du problème (nombre de paramètres et surtout 
complexité des connaissances injectées) et selon le réglage des paramètres évolutionnaires 
classiques (taux de mutation et de croisement, taille de la population et de l’archive).  
La figure 4.4 présente également les premiers tests pour les algorithmes d’apprentissage « en 
ligne » utilisant la structure « a priori » du réseau, mais sans apprentissage initial. Ils sont équivalent 
à l’AE classique en début d’optimisation (distribution uniforme des probabilités) tant en terme de 
performance que pour l’écart-type (performance sur la population totale). Ils s’écartent ensuite de 
l’AE classique à chaque apprentissage. La figure 4.4 montre un algorithme révisant les probabilités 
du modèle à chaque génération (AEI1) ou toutes les cinq générations (AEI5) (moyenne des 
différents modes d’apprentissage et d’utilisation de la connaissance pour le projet satellite). 
L’effet de l’apprentissage est visible dans ce mode avec trois zones où l’écart avec l’AE 
s’intensifie : après les générations 5, 10 et 15. Si, au début, le mode AEI1 est plus performant, au fur 
et à mesure l’écart se comble jusqu’à s’inverser. Le mode apprenant toutes les cinq générations 
laisse plus de place à la recherche pour affiner les individus entre chaque apprentissage. Au fur et à 
mesure de l’introduction de nouvelles connaissances issues des individus sélectionnés, les 
performances des deux modes se rapprochent de l’AEI0, pour atteindre respectivement 11.93% et 
13.65% d’amélioration par rapport à l’AE à la dernière génération, pour la performance totale de la 
population. Les performances sont fortement aléatoires avec des écarts-types très importants 
(écarts-types respectivement 65 et 85% plus important que l’écart-type de l’AE). Cette grande 
disparité générale provient principalement des multiples modes testés (plus de paramètres à régler 
pour l’apprentissage). Toutefois, nous verrons que les algorithmes « apprenants » présentent 
toujours un écart-type supérieur à l’AE classique. Au niveau de la performance moyenne des 
individus du front de Pareto, l’AEI1 possède les plus mauvaises performances avec, au final, une 
performance moyenne inférieure à l’AE classique (-2.06 % avec un écart-type de 10.9%). L’AEI5 
profite, lui, des effets conjugués de la recherche et du guidage. La performance est améliorée de 0.9 
% par rapport à l’AE avec un écart-type de 10.6%. Nous reviendrons plus amplement sur le réglage 
de l’apprentissage en ligne dans la section 4.3.2.  
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La figure 4.6 présente l’amélioration moyenne obtenue après exécution des opérateurs 
évolutionnaires (différence de performance entre parents et enfants) à chaque génération. 
L’opérateur de mutation assurant la diversité globale des solutions dans l’espace de recherche est 
naturellement beaucoup moins performant que le croisement, avec des valeurs moyennes négatives. 
On retrouve pour cet opérateur de mutation, l’écart entre l’AE et l’AEI0 expliquant la différence de 
performance des algorithmes (environ 48 % en moyenne ici) ainsi que les différentes phases 
d’injection pour l’AEI0 et l’effet de l’apprentissage en ligne très marqué pour l’AEI5. L’AEI1 
semble le plus performant pour cet opérateur avec une amélioration positive en moyenne. Il s’agit 
en réalité de mutations très restreintes, modifiant les individus de la génération précédente pour 
qu’ils correspondent au nouveau modèle appris à chaque itération. Ce phénomène illustre 
parfaitement le confinement de la recherche dans une zone désignée par le modèle. Ici, 
l’apprentissage est effectué trop souvent pour laisser à la recherche le temps d’explorer réellement 
la zone. Cet effet est accentué par le fait qu’il y a beaucoup de classes pour peu de cas 
d’apprentissage. L’apprentissage toutes les cinq générations dispose, quant à lui, de plus de cas. Le 
modèle résultant est beaucoup plus efficace pour délimiter les zones performantes. Il reste de 
nombreux paramètres d’apprentissage à régler, mais ce premier test illustre un aspect essentiel : 
sans expérience initiale et même avec la bonne structure, l’apprentissage doit disposer de 
suffisamment de cas pertinents pour ne pas confiner la recherche autour des cas déjà existants. Si la 
population est en moyenne meilleure, l’AEI1 n’atteint jamais les solutions optimales. Par la suite, 
nous utiliserons uniquement deux modes d’apprentissage en ligne : AEI5 et AEI10, avec un 
apprentissage respectivement toutes les cinq et dix générations, pour conserver un compromis entre 
recherche et utilisation de connaissances.  
 




Le croisement présente une amélioration plus chaotique. On retrouve néanmoins trois zones 
particulières : une courte phase d’initialisation avec une amélioration positive, une phase 
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exploratoire avec de nombreux croisements infructueux et finalement une stabilisation de 
l’amélioration conjointement à la stabilisation de la population finale. En moyenne, l’écart entre les 
modes AEI0, AEI1, AEI5 et l’algorithme AE classique s’élève respectivement à 55, 51 et 22 %. 
L’opérateur profite donc pleinement du guidage par les connaissances avec des individus générés 
plus performants pour tous les modes. Par la suite, nous ne nous intéresserons qu’à la performance 
globale d’amélioration par les opérateurs (moyenne de toutes les générations). De même que, pour 
les autres courbes, les résultats de la figure 4.6 correspondent à la moyenne pour les différents 
réglages des autres paramètres ou modes. Nous allons étudier chacun de ces paramètres pour un 
ensemble de projets différents dans les sections suivantes. Parmi ceux-ci, la stratégie de sélection 
des parents pour le croisement a un effet particulièrement marqué (voir section 3.3.7, pour la 
description de la sélection des parents). 
Les valeurs moyennes pour cent exécutions dans les modes AE et AEI0 avec les stratégies 
d’intensification (parents choisis dans la même classe pour le croisement, stratégie notée crois0) et 
d’exploration (parents choisis dans des classes différentes, stratégie notée crois1) sur le même 
projet sont représentées sur la figure 4.7. L’abscisse représente les générations. Les valeurs 
correspondantes sont regroupées dans le tableau 4.2 (valeurs et écarts-types relatifs pour les cents 
exécutions). L’effet de la stratégie de croisement s’exprime de deux façons différentes, en cours et 
en fin d’optimisation. 
 













Performance moy. Population Performance moy. Pareto 
Génération 0 Génération 19 Génération 0 Génération 19 Mode 
Valeur σ Valeur σ Valeur σ Valeur σ 
AE crois 0 11289.2 4.4 6960.8 16.4 7520.7 14.0 5781.4 7.5 
AE crois 1 11369.38 4.2 7108.7 13.0 7562.1 12.6 5682.6 7.5 
AEI0 crois 0 8407.609 3.9 5814.5 11.8 6303.9 10.3 5502.6 4.9 
AEI0 crois 1 8401.002 3.4 5845.0 8.5 6307.5 10.4 5545.8 5.3 
Performance moy. meilleur ind. Performance moy. du croisement 
Génération 0 Génération 19 Génération 1 Toutes Générations Mode 
Valeur σ Valeur σ Valeur σ Valeur σ 
AE crois 0 6193.2 15.3 4064.2 3.4 10.2 1791 -40 110 
AE crois 1 6255.3 14.8 4087.8 3.7 29.5 662 -32 149 
AEI0 crois 0 4237.2 5.1 3985.7 0.6 4.5 2521 -18.2 138 
AEI0 crois 1 4240.8 5.5 3996.4 0.9 233 95 41 162 
Tableau 4.2. Valeurs correspondant à la figure 4.7 
En cours d’optimisation, les performances de l’AE, quelle que soit la stratégie, sont 
globalement identiques. Les individus de la stratégie d’exploration sont mieux répartis, mais 
individuellement moins performants, tandis que, inversement, les individus sont moins bien 
répartis, mais plus performants pour la stratégie d’intensification, comme on peut le constater sur la 
performance des individus du front de Pareto. Cet effet est plus marqué pour l’AEI0 avec les 
connaissances. La courbe correspondant à la stratégie d’exploration, montre une meilleure 
performance au début de l’optimisation. Au contraire, la stratégie d’intensification avec les 
connaissances dès le départ donne de mauvais résultats. Elle correspond à une optimisation 
évolutionnaire restreinte à l’intérieur de chaque zone (sans échanges entre les zones).  
En fin d’optimisation, la stratégie d’intensification doit logiquement être plus performante 
que l’exploration. Cela se vérifie particulièrement sur les courbes correspondant à la performance 
moyenne du front de Pareto et du meilleur individu trouvé. L’AEI0 obtient toujours de bons 
résultats avec les deux stratégies : en fin d’optimisation des individus Pareto-optimaux sont 5 et 4% 
meilleurs par rapport au mode AE respectivement pour l’intensification et l’exploration, et les 
meilleurs individus trouvés sont 2 et 1.6% meilleurs. Pour la performance moyenne des individus 
du front de Pareto, on remarque néanmoins que l’AE classique, avec une stratégie d’intensification 
continue, est néanmoins moins performant qu’avec la stratégie d’exploration. Ceci s’explique par le 
manque de diversité de la population en stratégie d’intensification durant tout le processus. 
Concernant l’écart-type, la stratégie d’intensification obtient toujours de meilleurs résultats avec, 
par exemple, pour le meilleur individu de l’AEI0, un écart-type très réduit de 0.6%. 
L’effet le plus marquant du choix de stratégie est visible sur la courbe représentant 
l’amélioration moyenne par l’opérateur de croisement. L’AEI0 avec une stratégie d’intensification 
présente un pic initial important, correspondant à l’amélioration rapide de toutes les zones 
performantes connues. La performance moyenne du croisement pour la première génération est de 
233 pour l’EAI0, contre 29.5 en moyenne pour l’AE en exploration (écart-type relatif respectif de 
95% et 662%). Les individus sont donc correctement croisés, en respectant l’intégrité des 
connaissances pertinentes de chaque classe pour produire des individus cumulant les bons aspects 
de chaque parent. Le croisement reste toujours positif jusqu’à la fin de l’optimisation et remplit 
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donc parfaitement son rôle lorsque les connaissances sont bonnes : les individus sont croisés entre 
les classes et les enfants conservent les bonnes propriétés de chaque parent. En moyenne, le 
croisement améliore de 41 (en coût global) la performance des solutions (écart-type relatif de 162 % 
par rapport à la valeur moyenne, ici 41) pour la stratégie d’exploration alors que l’amélioration en 
stratégie d’exploration est de -18.2 (écart-type relatif de 138%).  
Ce résultat, déjà probant, pourrait encore être amélioré par une meilleure gestion, à la fois 
des classes d’objectifs et de l’affectation des individus dans ces classes. Nous avons déjà vu un 
exemple de classe de gènes inefficace pour ce projet (correspondant à l’ellipse en trait continu en 
haut sur la figure 4.5 droite). Nous avons également relevé certains problèmes dans l’affectation des 
individus dans les classes. Lorsqu’il y a moins de solutions dans le front de Pareto que de classes à 
affecter, des points virtuels sont créés pour affecter une valeur de centroïde différente pour chaque 
classe (voir section 3.3.9). Ce phénomène est illustré sur la figure 4.8 où sont représentés :  
- les individus de la cinquième génération d’une exécution de l’AE classique, 
représentés par les carrés,  
- les individus du front de Pareto correspondants, représentés par un triangle, 
- les centroïdes des classes d’objectifs représentés par des losanges.  
Dans cet exemple, neuf classes d’objectifs sont à affecter (5 niveaux par objectif), ce qui 
demande neuf points de référence (centroïdes) répartis le long du front de Pareto fictif. Or il n’y a 
ici que quatre individus dans le front de Pareto à la génération 5. De nouveaux points sont alors 
générés en arc de cercle autour des individus existants pour servir de référence. Ces centroïdes sont 
ensuite utilisés pour affecter les individus de la population dans les classes. Chaque individu est 
rattaché à la classe dont le centroïde est le plus proche. La méthode choisie pour obtenir les 
individus virtuels entraîne une partition de l’espace selon les perpendiculaires au milieu des 
segments entre chaque paire successive de centroïdes, illustrés par les droites sur la figure 4.8. On 
remarque sur cet exemple que les individus sont mal répartis entre les classes : certaines classes 
comportent de nombreux représentants telles que les classes 8 ou 4 tandis que d’autres ont peu, 
voire pas du tout, d’individus, telles que la classe 5 non représentée. Ce problème survient 
principalement lorsqu’il y a beaucoup de classes et il est moins marqué pour l’AEI0 que pour l’AE 
classique, car les individus sont en moyenne plus proches des individus du front de Pareto. Pour 
améliorer la répartition des individus entre les classes, nous avons modifié le processus initial, afin 
que les centroïdes virtuels soient d’abord affectés aux individus de la zone de compromis du front 
de Pareto.  
 




Nous envisageons deux améliorations possibles concernant ce point : le lissage de la courbe 
reliant les centroïdes ou une phase d’échantillonnage des classes mal représentées. La première 
solution peut être rapidement réalisable en répartissant les centroïdes autour des individus du front 
avec une portion d’ellipse plutôt qu’un arc de cercle. Il faut, dans ce cas, déterminer les paramètres 
de l’ellipse selon le nombre de classes à affecter. La seconde solution permettrait d’avoir un nombre 
équivalent et stable d’individus représentant chaque classe d’objectifs. Elle peut être envisagée de 
façon proportionnelle à la pertinence d’une classe. Ces points sont l’objet des perspectives 
d’amélioration de notre algorithme. 
Nous avons vu un premier problème restreint avec connaissances exactes (structure et 
paramètres). Avant d’évaluer différentes structures pour des problèmes plus conséquents, une 
deuxième phase de tests pour régler les paramètres d’apprentissage en ligne a été réalisée.  
4.3.2 Réglage des paramètres d’apprentissage 
Afin de régler les paramètres d’apprentissage en ligne (mode de sélection des individus, 
paramètres de l’algorithme EM, lissage des probabilités et nombre de niveaux des objectifs), nous 
avons testé la méthode sur un groupe de graphes de projet ne comportant pas de nœuds OU afin de 
ne pas être contraints par la connaissance structurelle et la présence de gènes inactifs. Il s’agit donc 
d’un problème purement combinatoire, sans interactions entre les gènes. Chaque chromosome 
représente un scénario différent.  
Nous avons donc généré un ensemble de graphes de projet « en ligne » appelés gp1 
partageant un même graphe mais obtenus avec trois réglages différents pour le paramètreδ  : 10, 30 
et 50 % (influence des connaissances par rapport à la valeur de base). Ils mettent en œuvre dix 
tâches, avec deux à cinq options (environ 32000 solutions différentes) et une structure liant 
directement tous les paramètres et les objectifs. Cet ensemble a été testé avec trois, puis cinq 
niveaux par objectif.  
Les résultats du premier test avec trois niveaux par objectif et une influence de 30% des 
connaissances injectées (δ ) sont présentés sur les figures 4.9 et 4.10. Ces figures illustrent les 
résultats obtenus par : 
 Les modes AE / AEI0 / AEI5 / AEI10 tels qu’ils ont été précédemment décrits. Les figures 
présentent la moyenne (à gauche), et l’écart-type relatif sur cette moyenne (à droite), de 
cinquante exécutions de chaque mode dans toutes les combinaisons des stratégies de 
croisement (Crois0 et Crois1) pour tous les modes, ainsi que les combinaisons des stratégies 
de sélections (Sél 1 à Sél 4) et du lissage (Liss0 et Liss1) pour les algorithmes apprenants, 
soit cents exécutions pour l’AE et l’AEI0, et huit cents pour les algorithmes apprenants. 
 Les modes de sélection des exemples d’apprentissage en ligne : il s’agit de la moyenne des 
algorithmes apprenants (AEI5 et AEI10) pour chaque mode de sélection présentés dans la 
section 3.3.8. ainsi qu’un nouveau mode : 
- sél 1 : la première stratégie sélectionne tous les individus générés depuis le début 
de l’optimisation, avec suppression des éventuels doublons,  
- sél 2 : cette stratégie utilise deux listes d’individus sélectionnés selon leur 
performance (une liste pour chaque objectif, contenant les individus dont la 
performance pour cet objectif est comprise entre la performance minimum 
obtenue pour l’objectif et jusqu’à vingt cinq pour cent en plus de cette valeur),  
- sél 3 : cette stratégie utilise des listes d’individus de taille fixe (individus les plus 
performants par objectif depuis le début de l’optimisation, longueur de liste 
équivalente à une fois la population maximum), 
- sél 4 : cette stratégie utilise toute la population courante à chaque génération. 
- sél f : il s’agit du mode de sélection final adopté, il est présenté ultérieurement. 
Chaque barre représente la moyenne des algorithmes apprenants pour toutes les 
combinaisons des modes de lissage (Liss0 et Liss1) et des stratégies de croisement (Crois0 









Figure 4.10. Tests des modes de sélection et du lissage (2ème partie) 
 le mode de lissage des probabilités en cours d’optimisation, noté Liss1 lorsque le lissage est 
activé et Liss0 lorsqu’il est désactivé. Il s’agit de la moyenne des algorithmes apprenants 
(AEI5 et AEI10) pour chaque mode de lissage. Nous rappelons que le lissage est appliqué 
progressivement entre chaque apprentissage des algorithmes apprenants. 
Sur la figure 4.10, on retrouve les indicateurs de performance principaux, ainsi que de 
nouveaux indicateurs permettant d’étudier plus en détail le front de Pareto final et le temps 
d’exécution :  
- la performance moyenne des individus du Pareto final,  
- la performance moyenne de la population finale, 
- le meilleur individu final, 
- le nombre d’individus : l’objectif est d’obtenir le nombre d’individus maximum 
dans le front de Pareto, 
- la distance totale : il s’agit d’obtenir la distance totale du front de Pareto 
maximale (somme des distances entre les individus pris deux à deux), 
- l’écart-type relatif de la distance entre chaque paire successive d’individus du 
front : plus cet écart-type est réduit, plus les individus sont répartis de façon 
homogène, 
- le temps d’exécution en secondes. 
 
Les quatre premières barres hachurées des figures 4.9 et 4.10, représentent donc les 
performances des quatre modes principaux. Les algorithmes AEIx offrent des performances 
globalement similaires à l’AE de base. De même que précédemment, la population totale est 
globalement améliorée (environ 10% à la dernière génération), mais la performance moyenne des 
individus du front de Pareto et du meilleur individu final sont similaires à l’AE. Les algorithmes 
AEIx présentent, par contre, un front de Pareto légèrement plus étendu, avec des individus mieux 
répartis que l’AE. Ce dernier point résulte du guidage par le modèle, mais de façon globale, 
l’apprentissage semble limité pour les projets sans nœuds OU. Du point de vue des connaissances, 
un graphe sans nœud OU est un problème purement combinatoire. Pour ce type de problème, 
l’optimisation par apprentissage ne donne pas de meilleurs résultats qu’un algorithme 
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évolutionnaire classique. En effet, les nœuds OU entraînent des combinaisons plus complexes de 
décisions et par conséquent des « schèmes » d’ordre supérieur à repérer. Ces « schèmes » peuvent 
être repérés et extraits par apprentissage alors que pour l’algorithme évolutionnaire classique, ces 
« schèmes » sont moins facilement générés, particulièrement si la combinaison est déceptive (voir 
théorème des « schèmes », section 2.2.2). L’AEI0 avec toute la connaissance « a priori » montre 
toujours un bon comportement, notamment pour le meilleur individu trouvé avec une grande 
précision (écart-type relatif de 0.1% de la valeur) ainsi que pour la qualité du front de Pareto avec 
des individus très régulièrement répartis.  
Les cinq barres suivantes (non-hachurées) représentent les différents modes de sélection 
d’individus (la dernière barre correspond au mode de sélection final adopté présenté ci-dessous). 
Parmi les quatre stratégies initialement testées, les meilleurs résultats sont obtenus par la première 
stratégie conservant tous les individus depuis le début de l’optimisation, mais au prix d’un temps 
d’exécution très long par rapport à l’AE (environ 45 secondes alors que l’optimisation par AE est 
réalisée en 14 secondes seulement). De nombreux cas ne servent pas à établir des probabilités utiles 
dans l’optimisation. En effet, les individus en dehors des zones de performance ne contribuent pas à 
l’amélioration des probabilités des classes d’objectifs. Ils représentent donc une perte de temps lors 
de l’apprentissage. Les performances obtenues par cette stratégie sont, par contre, meilleures 
puisque tous les individus utiles sont également présents. Notre objectif, pour les autres stratégies, 
est donc d’obtenir un ensemble d’individus plus restreint dont les performances se rapprochent le 
plus possible de la première stratégie.  
La quatrième stratégie utilisant la population courante (notée sél 4) montre les pires 
caractéristiques avec une population très concentrée et un front de Pareto de très mauvaise qualité 
pour tous les indicateurs. Enfin, la troisième stratégie (notée sél 3) semble plus intéressante que la 
seconde, d’une part, parce que le nombre de cas est stable (deux fois la taille de la population au 
maximum), d’autre part, car les cas sont mieux répartis. La troisième stratégie semble donc la plus 
adaptée mais elle présente un défaut pour les classes de compromis, comme en témoigne la 
performance du meilleur individu final obtenu, qui est relativement plus élevée que pour la 
première stratégie. Les performances de la troisième stratégie diminuent fortement pour les fronts 
de Pareto de forme convexe. Pour remédier à ce problème, nous avons défini une dernière stratégie 
de sélection (notée sél f) basée sur la troisième stratégie (une liste d’individus par objectif contenant 
les individus les plus performants pour cet objectif) que nous avons complétée par une troisième 
liste regroupant les individus les plus performants pour les deux objectifs (performance globale des 
individus, voir § 1.4.2.). Elle montre une performance supérieure à toutes les autres stratégies pour 
tous les indicateurs, excepté la longueur du front de Pareto légèrement moins importante (-0.5% par 
rapport à la meilleure stratégie) et un temps d’exécution moyen de 20.63 secondes contre 
respectivement 45, 21.6, 18 et 25.2 secondes pour les autres stratégies.  
Enfin les figures 4.9 et 4.10 présentent les résultats de l’utilisation du lissage des 
probabilités (noté Liss0 pour le lissage désactivé et Liss1 pour le lissage activé). La méthode de 
lissage est présentée dans la section §3.8. Les probabilités du réseau sont ici lissées 
proportionnellement entre chaque apprentissage de sorte que, immédiatement après un 
apprentissage, le guidage est strict, puis progressivement relaxé, jusqu’à l’obtention de probabilités 
quasiment uniformes, juste avant un nouvel apprentissage. Ceci permet de laisser plus de liberté au 
processus de recherche. Nous avons donc utilisé la formule suivante pour établir le degré de lissage 







où Ngpa désigne le numéro de la génération du prochain apprentissage, Ngc, le numéro 
de la génération courante, Intervalle, le nombre de générations entre chaque apprentissage (ici 5 ou 
10). Le degré de lissage est donc de 0 immédiatement après un apprentissage puis passe 
progressivement à 1, juste avant le prochain apprentissage.  
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Les deux dernières barres (hachurées) sur les figures 4.9 et 4.10, regroupent les résultats 
obtenus dans les différents modes AEIx lorsque l’on active le lissage. Lorsque le lissage est activé, 
le processus alterne progressivement entre un guidage strict et une recherche évolutionnaire 
classique. Cette opération améliore en moyenne la performance de l’algorithme, néanmoins elle 
entraîne un surcoût en temps d’exécution relativement limité pour les petits projets, mais beaucoup 
plus important pour les projets plus conséquents. Le gain de performance, suite à cette opération, 
dépend étroitement de la qualité du modèle, notamment la pertinence de chaque classe (liée au 
nombre de cas d’apprentissage disponibles pour cette classe). Lorsque les classes sont pertinentes, 
le lissage n’apporte pas d’amélioration significative au regard du coût en temps d’exécution. Tandis 
que lorsque le modèle est moins fiable, le guidage de la recherche conduit vers des zones sous-
optimales. Le lissage des probabilités assure une certaine liberté supplémentaire accordée à la 
recherche lorsque le modèle est défaillant. Il permet de ne retenir que les informations essentielles 
dans chaque classe pour le guidage. Cet effet peut également être obtenu en réglant les paramètres 
de l’algorithme d’apprentissage. 
 
Les tests présentés précédemment ont été réalisés avec trois niveaux par objectif et avec un 
réglage identique de l’algorithme d’apprentissage EM, ici une amélioration de 0.1 minimal de la 
log-vraisemblance (l’algorithme d’apprentissage s’arrête lorsque le logarithme de la vraisemblance 
du réseau par rapport aux cas n’a pas amélioré de plus de 0.1, voir section 3.3.8). Nous allons 
maintenant étudier l’impact de ces choix sur les performances des différents modes. Nous utilisons 
la stratégie finale de sélection des individus. La figure 4.11 regroupe les résultats de deux tests 
différents : 
 Tout d’abord, les quatre premières barres illustrent les résultats obtenus par les algorithmes 
apprenants (AEIx) dans les mêmes conditions que le test précédent (trois niveaux par 
objectif sur le même projet), avec la stratégie d’exploration pour le croisement (Crois1) et 
avec le lissage activé (Liss 1). Chaque barre représente la moyenne de cinquante exécutions 
de l’algorithme avec un critère d’arrêt différent pour l’algorithme EM : 
- App1 : mode s’arrêtant après n itérations EM (Expectation-Maximisation), 
- App2 : mode s’arrêtant dès que l’estimation de l’erreur empirique ou log-
vraisemblance du réseau par rapport au cas d’apprentissage n’est pas améliorée 
de 10%, 
- App3 : mode s’arrêtant dès que l’estimation de la log-vraisemblance du réseau 
n’est pas améliorée de 1%, 
- App4 : mode s’arrêtant dès que l’estimation de la log-vraisemblance du réseau 
n’est pas améliorée de 0.01%. 
Le premier mode correspond à une limite fixe de l’algorithme permettant de maîtriser le 
temps d’apprentissage, tandis que les suivantes garantissent une certaine qualité 
d’apprentissage du modèle. 
 Les barres suivantes illustrent une seconde phase de test pour laquelle le même modèle, 
mais avec cinq niveaux par objectif (soit neuf classes d’objectif recherchées), a été utilisé. 
Les résultats sont comparés avec les résultats obtenus avec trois niveaux par objectif : les 
deux barres claires non-hachurées représentent la moyenne globale des algorithmes avec 
trois puis cinq niveaux. Les barres suivantes précisent ces résultats lorsque les algorithmes 




Figure 4.11. Test des modes d’apprentissage et du nombre de niveaux pour les noeuds objectifs 
La figure 4.11 ne présente que les indicateurs principaux : la performance moyenne des 
individus du front de Pareto final, du meilleur individu trouvé et le temps d'exécution moyenne de 
l’algorithme, avec l’écart-type relatif entre les cinquante exécutions.  
Les quatre premières barres hachurées illustrent donc les performances selon le critère 
d’arrêt choisi pour l’algorithme d’apprentissage. La stratégie de sélection finale des individus pour 
l’apprentissage (trois listes d’individus, une par objectif, plus une file pour le compromis entre les 
deux objectifs utilisant le coût global des individus) a été utilisée, ce qui correspond à environ trois 
fois la taille de la population, soit approximativement 90 individus.  
Le premier critère d’arrêt (noté App1) obtient une performance moyenne par rapport aux 
autres critères d’arrêt. Ce critère utilisant la limite fixe en nombre d’itérations ne permet pas de 
garantir un apprentissage correct du modèle. Il présente l’écart-type relatif le plus important pour la 
performance moyenne des individus du front de Pareto. Par contre, le temps d'exécution est 
correctement maîtrisé, avec un écart-type relatif inférieur à celui procuré par les autres critères 
utilisés. 
Les autres critères d’arrêt utilisés sont basés sur différentes limites en terme d’amélioration 
de la vraisemblance du réseau. Le critère le moins restrictif (App1, soit une amélioration minimale 
de 10% de la log-vraisemblance requise pour poursuivre l’apprentissage), obtient les meilleurs 
résultats pour les deux indicateurs de performance (front de Pareto et meilleur individu trouvé) et 
leurs écarts-type relatifs. Les autres critères utilisés montrent des performances plus contrastées. Le 
fait de renforcer la qualité du modèle en affinant l’apprentissage n’apporte pas forcément une 
amélioration. Lorsque l’apprentissage est trop « fin », le guidage entraîne une stagnation de la 
recherche autour des individus utilisés comme cas d’apprentissage. L’apprentissage le plus rapide 
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est suffisant pour faire émerger les caractéristiques principales des individus. Nous utiliserons ce 
réglage par la suite des tests présentés dans les sections suivantes. Le nombre d’individus utilisés 
pour l’apprentissage étant relativement restreint, l’apprentissage converge rapidement pour tous les 
critères utilisés (environ 20 secondes en moyenne, 15.5 secondes pour l’AEI10 et 24 secondes pour 
l’AEI5). Ce constat est également valable pour les projets de grande taille. La durée de 
l’apprentissage dépend principalement du nombre de cas et du réseau (complexité) utilisés, tandis 
que le choix du critère d’arrêt de l’apprentissage n’influence pas la durée de l’apprentissage, au 
regard du temps nécessaire pour le processus complet.  
Les barres suivantes (claires, sombres et hachurées/clair) illustrent l’impact du choix du 
nombre de niveaux par objectif. Les barres claires et unies présentent la moyenne de tous les 
algorithmes (AE/AEI0/AEI10) exécutés avec les deux stratégies de croisement (Crois0 et Crois1). 
Les performances obtenues avec trois niveaux par objectif sont supérieures à celles obtenues avec 
cinq niveaux. Un modèle à trois niveaux par objectif correspond à cinq classes d’objectifs 
recherchées, ce qui représente des zones plus vastes que lorsqu’on utilise cinq niveaux par objectif. 
Chaque classe dispose donc, en moyenne, de plus d’individus. Les probabilités extraites sont moins 
restrictives pour la recherche. Le fait de changer le nombre de niveaux par objectif modifie 
également la complexité du réseau bayésien, c’est-à-dire la taille des tables de probabilités. Celle-ci 
dépend essentiellement de la taille de tables de probabilités des nœuds objectifs. La complexité du 
réseau augmente donc d'environ 36% lorsqu’on passe de trois à cinq niveaux. Le modèle est ainsi 
plus précis dans ses prédictions mais celles-ci vont davantage restreindre la recherche. Ce constat 
peut être nuancé selon la stratégie de croisement utilisée, illustrée par les barres sombres et unies 
pour l’intensification et les barres claires et hachurées pour l’exploration (moyennes obtenues 
uniquement avec le mode AEI10). L’intensification avec cinq objectifs montre largement les plus 
mauvaises performances. Les connaissances acquises pour améliorer chaque zone ne sont pas 
échangées, ce qui diminue fortement l’amélioration globale du processus. Avec la stratégie 
d’exploration, les résultats sont plus contrastés. Le modèle avec cinq niveaux obtient des résultats 
légèrement meilleurs qu’avec trois niveaux pour la performance moyenne du front de Pareto final, 
tandis que, pour le meilleur individu trouvé, c’est l’algorithme avec trois niveaux qui est le plus 
performant. Ceci correspond au fait qu’avec cinq niveaux, l’information est plus précise et restreint 
plus fortement le processus de recherche évolutionnaire. Les classes représentant des zones plus 
vastes, et par conséquent disposant de plus d’individus, délivrent une orientation moins restrictive 
pour la recherche. Du point de vue du temps d’exécution total, le modèle avec cinq niveau par 
objectif présente un surcoût conséquent (environ 17%). 
De façon générale, le processus d’apprentissage correspond alors à l’extraction des 
connaissances incluses dans les individus sélectionnés pour l’apprentissage. Lorsqu’il est bien réglé 
(complexité du modèle par rapport au problème et paramètres de l’algorithme d’apprentissage), les 
connaissances les plus influentes, partagées par le plus grand nombre d’individus d’une même zone, 
émergent plus rapidement. Tandis que lorsqu’on ne dispose pas de suffisamment de cas, le 
phénomène de « sur-apprentissage » va entraîner la stagnation de la recherche, en guidant vers les 
individus existants. L’opération de lissage du modèle peut être utilisée dans ce cas, pour obtenir une 
forme de « généralisation ». Les meilleurs réglages, si l’on considère uniquement les performances, 
sont obtenus avec un modèle à cinq niveaux et un lissage supplémentaire, pour compenser le 
guidage trop restrictif pour la recherche. Mais cette méthode entraîne de nombreuses mises à jour 
du modèle et un surcoût en temps d'exécution prohibitif pour les grands projets avec la version 
actuelle de la plate-forme. 
Nous reviendrons plus amplement sur les améliorations possibles du modèle qui 
permettraient d’utiliser une telle stratégie. Pour la suite des tests présentés, un modèle à trois 
niveaux est utilisé et le critère d’arrêt utilisé est le moins restrictif (10% d’amélioration minimale de 
la vraisemblance). L’algorithme apprenant retenu est l’AEI10 car il permet de disposer d’individus 
plus représentatifs de l’espace global. L’amélioration obtenue par le couplage 
recherche/apprentissage proposé dépend fortement de la qualité de la recherche avant le premier 
apprentissage et notamment de la diversité des individus. L’ensemble de ces choix (trois niveaux 
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par objectif, critère d’arrêt de 10 % et apprentissage à partir de la dixième génération), permet de se 
passer de l’opération de lissage progressive, très coûteuse en temps d’exécution. Pour les projets 
plus importants en terme de nombre de nœuds Décision ou de nombre d’états par décision, le 
lissage ne sera utilisé que lorsqu'on utilise une connaissance initiale complète (AEI0) et uniquement 
lorsque la recherche stagne. 
4.3.3 Stratégies de gestion des différents types de connaissance  
Les stratégies de gestion de la connaissance structurelle et de la mémoire ont ensuite été 
testées. Pour cela, nous avons utilisé des graphes de projet avec des nœuds OU. L’utilisation de la 
connaissance structurelle (mode Kstruct) correspond au fait d’inhiber les gènes correspondant 
lorsqu’un nœud OU est instancié. En effet, les opérateurs parcourent les individus en commençant 
par les nœuds OU (regroupés dans la première partie du chromosome des individus). Après 
l’application des opérateurs à chaque gène correspondant à un nœud OU, il est possible d’inactiver 
les gènes reliés aux états non sélectionnés, c’est-à-dire une partie des nœuds OU suivants et une 
partie des nœuds Tâches présents dans les branches non sélectionnées. Nous utilisons pour cela des 
listes de nœuds à désactiver selon chaque état de chaque nœud OU calculée en début de processus.  
Dans l’algorithme, l’inhibition d’un nœud se traduit par un -1 inscrit temporairement dans sa 
classe de connaissances. Cette information peut être interprétée de deux façons différentes que nous 
avons appelées stratégies de gestion de la mémoire diploïde (active ou inactive). Les gènes inactifs 
sont soit conservés tels quels sans modification (pas de croisement ou de mutation) puisqu’ils sont 
inutiles pour cet individu (mode Diplo activé), soit ils sont soumis au processus évolutionnaire 
classique (mode Diplo désactivé). Les deux pages suivantes présentent les résultats obtenus sur le 
projet satellite déjà présenté dans la section 4.3.1. (Remarque : les valeurs cibles pour chaque 
objectif ont été ajustées pour obtenir des valeurs de coût global des individus moins importantes). 
Les trois modes d’exécution principaux (AE/AEI0/AEI10) ont été testés selon toutes les 
combinaisons possibles des modes de gestion de la mémoire diploïde et d’utilisation de la 
connaissance structurelle (cinquante exécutions dans chaque condition). On remarquera que, pour 
l’AE classique, représenté par un modèle équiprobable de toutes les décisions, les gènes ne peuvent 
être inactivés que par l’utilisation de connaissances structurelles. Tandis que pour l’algorithme 
apprenant et l’algorithme avec apprentissage préalable (AEI0), les gènes peuvent être inactivés 
initialement ou par apprentissage, selon les connaissances contenues dans le modèle.  
Les trois premiers tableaux présentent les performances moyennes des individus de la 
population pour chaque mode d’exécution. Puis les trois suivants présentent les performances 
moyennes des individus du front de Pareto, ainsi que les indicateurs de diversité pour la dernière 
génération : l’écart-type relatif de la performance moyenne du front de Pareto (notée σ), l’écart-type 
relatif de la distance entre chaque paire consécutive d’individus du front (notée ED), la longueur 
totale de ce front (somme des distances entre paires consécutive d’individus, notée Lg.) et enfin le 
nombre d’individus dans le front (notée Nb.). Les trois derniers tableaux précisent les performances 
du meilleur individu trouvé à chaque génération, ainsi que les valeurs moyennes des améliorations 
obtenues par les opérateurs génétiques. 
Les valeurs indiquées sont la moyenne des cinquante exécutions de chaque algorithme dans 
chaque condition (une ligne dans les tableaux). Les cases ont été coloriées afin de faciliter 
l’extraction des résultats. Les meilleures valeurs (minimum ou maximum selon l’indicateur) sont les 
plus sombres, puis la teinte des cases est de plus en plus claire selon les performances relatives de la 
combinaison de stratégies utilisées.  
Si l’on considère les performances du mode AEI0, deux phases semblent se dégager : une 
première phase très rapide d’injection et de recherche initiale (trois premières générations), puis une 
seconde phase où la recherche commence à stagner (valeurs de performance du front de Pareto 
proches de leurs valeurs finales). Du point de vue de la performance de la population entière, la 
meilleure stratégie lors de la première phase correspond à n’utiliser ni la connaissance structurelle, 
ni la sauvegarde de la mémoire diploïde (notée 0/0).  
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Performance moyenne des individus de la population 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
1 / 0 2722 2732 2512 2362 2298 2181 2142 2087 2082 2051 2086 2056 2018 2011 1978 1938 1917 1944 1959 1968 
1 / 1 2857 2868 2561 2357 2178 2102 2044 1999 1982 1906 1869 1855 1850 1867 1852 1802 1792 1807 1776 1764 
0 / 1 2835 2855 2658 2528 2415 2338 2270 2212 2179 2198 2168 2166 2114 2114 2106 2097 2114 2141 2116 2083 
0 / 0 2705 2682 2477 2336 2266 2204 2179 2169 2183 2161 2121 2146 2097 2008 2005 1979 2009 2020 1994 1998 
Tableau 4.3. Performance moyenne des individus de la population pour le mode AEI0 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
- / 0 4688 4644 4252 3966 3751 3633 3565 3514 3477 3340 3178 3191 3161 3117 3088 3059 3010 3010 3061 3040 
1 / 1 4641 4654 4259 3917 3623 3419 3282 3203 3056 3041 2961 3006 2966 2861 2842 2835 2751 2720 2689 2732 
0 / 1 4601 4643 4241 3950 3722 3631 3523 3473 3411 3292 3252 3305 3235 3164 3166 3177 3154 3113 3087 3036 
Tableau 4.4. Performance moyenne des individus de la population pour le mode AE 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
1 / 0 4711 4712 4320 4006 3804 3593 3490 3432 3426 3337 3253 2742 2490 2307 2261 2219 2187 2157 2158 2156 
1 / 1 4710 4669 4287 3933 3666 3475 3323 3141 3006 2950 2806 2416 2226 2159 2090 2013 1950 1919 1909 1904 
0 / 1 4619 4607 4320 3944 3740 3603 3533 3444 3381 3382 3223 2772 2602 2500 2411 2399 2328 2351 2335 2267 
0 / 0 4635 4651 4328 3980 3727 3603 3452 3405 3332 3349 3350 2764 2474 2374 2282 2224 2258 2190 2214 2178 
Tableau 4.5. Performance moyenne des individus de la population pour le mode AEI10 
Performance moyenne des individus du front de Pareto et diversité du front de Pareto 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 σ ED Lg, Nb, 
1 / 0 1667 1465 1445 1403 1374 1345 1345 1365 1338 1356 1359 1348 1344 1349 1354 1355 1351 1351 1360 1369 0,08 0,20 34,3 8,6 
1 / 1 1706 1545 1465 1395 1357 1361 1365 1382 1372 1383 1384 1390 1400 1399 1399 1402 1403 1401 1399 1396 0,07 0,29 32,4 8 
0 / 1 1665 1527 1492 1418 1364 1354 1365 1364 1355 1355 1356 1357 1355 1360 1368 1370 1372 1372 1379 1383 0,08 0,24 33,6 8,3 
0 / 0 1716 1484 1409 1353 1354 1323 1317 1320 1317 1328 1326 1321 1336 1346 1344 1340 1346 1347 1353 1355 0,08 0,20 34,4 8,6 
Tableau 4.6. Performance moyenne des individus du front de Pareto et diversité du front de Pareto pour le mode AEI0 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 σ ED Lg, Nb, 
- / 0 2322 2215 2032 1921 1799 1712 1663 1607 1623 1588 1541 1522 1518 1482 1478 1470 1474 1464 1451 1439 0,1 0,26 31,6 6,9 
1 / 1 2309 2148 1925 1839 1789 1715 1649 1615 1582 1550 1537 1528 1510 1489 1498 1491 1472 1469 1464 1464 0,11 0,24 30,9 6,9 
0 / 1 2377 2083 1984 1941 1906 1823 1816 1773 1710 1691 1667 1627 1584 1545 1518 1489 1492 1462 1461 1459 0,1 0,25 31,6 6,7 
Tableau 4.7. Performance moyenne des individus du front de Pareto et diversité du front de Pareto pour le mode AE 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 σ ED Lg, Nb, 
1 / 0 2505 2255 2032 1944 1860 1798 1733 1635 1617 1603 1570 1498 1483 1468 1413 1406 1385 1376 1369 1363 0,07 0,26 32,0 7,4 
1 / 1 2324 2104 2008 1793 1714 1697 1633 1595 1545 1500 1468 1421 1419 1410 1363 1350 1353 1362 1364 1357 0,08 0,26 31,7 7,1 
0 / 1 2270 2091 1889 1813 1755 1712 1671 1648 1638 1616 1562 1539 1475 1462 1434 1413 1414 1391 1406 1399 0,1 0,25 31,7 7,5 
0 / 0 2380 2183 2095 1982 1877 1787 1741 1684 1623 1626 1606 1545 1500 1470 1426 1413 1428 1419 1398 1391 0,07 0,26 32,4 7,4 






Performance moyenne du meilleur individu et performance des opérateurs de croisement et de mutation 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 Mut. Crois. 
1 / 0 742 698 684 679 671 664 662 660 658 658 658 658 658 656 656 656 656 656 656 656 -1..3 -618 
1 / 1 864 765 714 700 685 678 672 670 667 664 664 662 661 660 660 659 659 659 659 659 6.6 -438 
0 / 1 861 754 710 689 685 682 677 671 669 665 663 662 662 660 660 660 658 657 657 657 17 -682 
0 / 0 743 694 684 673 671 669 666 663 661 659 659 659 659 659 659 659 658 658 658 658 -11 -704 
Tableau 4.9. Performance moyenne du meilleur individu et performance des opérateurs de croisement et de mutation pour le mode AEI0 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 Mut. Crois. 
- / 0 1791 1487 1303 1086 973 885 836 783 766 733 722 716 698 684 682 678 675 673 666 665 -6.9 -1375 
1 / 1 1740 1434 1243 1060 950 853 821 763 737 717 707 694 690 684 682 679 679 678 677 674 14.9 -1043 
0 / 1 1696 1405 1199 1030 940 869 798 766 740 724 722 713 702 701 689 689 686 674 674 674 -4.4 -1341 
Tableau 4.101. Performance moyenne du meilleur individu et performance des opérateurs de croisement et de mutation pour le mode AE 
Diplo / Kstruct 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 Mut. Crois. 
1 / 0 1840 1551 1339 1227 1069 1009 900 868 826 800 757 727 701 690 685 682 678 674 669 669 -19 -815 
1 / 1 1754 1475 1278 1084 963 895 859 834 780 762 751 715 707 701 690 680 676 667 665 661 -1.8 -665 
0 / 1 1632 1368 1194 1060 979 928 900 876 830 785 763 721 719 710 693 684 678 675 671 669 -15 -924 
0 / 0 1801 1494 1238 1131 1054 1017 939 880 817 783 752 717 699 687 680 673 667 665 665 664 -9.8 -831 






Cette combinaison correspond à l’utilisation de toute la connaissance du modèle pour tous 
les gènes, sans tenir compte de leur inhibition, à la diffusion potentielle des gènes inactifs entre les 
individus lors des croisements. Il représente donc le moyen d’injection le plus rapide selon tous les 
indicateurs. Si l’on considère uniquement la performance de la population totale, cette stratégie est 
rapidement dépassée par la combinaison inverse, c’est-à-dire la prise en compte de la connaissance 
structurelle et la sauvegarde de la mémoire diploïde (notée 1/1). Cette stratégie maintient la 
population continuellement sous l’influence du modèle, sans possibilité de combinaisons aléatoires. 
La population est donc très performante dans son ensemble, mais aucun degré de liberté n’est 
accordé à la recherche. Lorsque le guidage est trop strict, la recherche ne permet pas d’affiner les 
résultats dans la zone de performance. La stratégie n’utilisant ni la connaissance structurelle ni la 
sauvegarde de la mémoire diploïde (0/0), semble alors la plus intéressante. Elle correspond à un 
guidage moins restrictif de la recherche par le modèle. On peut remarquer que la première stratégie 
(notée 1/0) est légèrement meilleure du point de vue de la performance moyenne du meilleur 
individu. Le fait de protéger les gènes inactifs, mais de laisser la possibilité de les échanger donne 
de meilleurs résultats, mais uniquement lorsque les gènes inactifs ont été préalablement optimisés. 
Elle peut être envisagée en fin d’optimisation, pour affiner la recherche. La dernière stratégie (sans 
connaissance structurelle, ni sauvegarde de la mémoire diploïde) a été retenue pour le mode AEI0.  
De la même manière que pour l’AEI0, la stratégie 1/1 obtient les meilleures performances 
pour la population globale dans les deux autres modes testés (AE et AEI10). Cette amélioration de la 
population de façon globale est moins restrictive pour la recherche que dans le cas précédent 
(AEI0). Pour l’AE classique, la performance des individus du front de Pareto et sa diversité sont 
globalement similaires quel que soit le réglage. La première stratégie sans connaissance structurelle 
(notée -/0) semble la plus adaptée en considérant l’ensemble des indicateurs. Enfin, pour 
l’algorithme apprenant, la seconde stratégie utilisant la connaissance structurelle et la sauvegarde de 
la mémoire (stratégie 1/1) obtient les meilleures performances pour la plupart des indicateurs durant 
tout le processus. Comme avec l’algorithme disposant de la connaissance initiale, cette stratégie 
« spécialise » les individus selon les connaissances acquises après l’apprentissage (ici à la dixième 
génération). Le modèle appris en cours étant moins précis, le guidage est alors moins sévère et peut 
être conservé jusqu’en fin d’optimisation. Ce mode a été sélectionné pour la suite des tests mais il 
faut particulièrement veiller à ce que le guidage ne soit pas trop strict, c’est-à-dire entraînant la 
stagnation de la recherche. L’opération de lissage peut alors être utilisée afin de ramener 
progressivement à une recherche aléatoire classique.  
Pour compléter la description de cet essai, on peut remarquer que la performance de la 
meilleure stratégie pour l’AEI10 (1357, stratégie 1/1) surpasse de 6% la meilleure performance 
obtenue avec l’AE (1439, stratégie -/0) avec une diversité accrue (plus d’individus dans le front, 
longueur totale supérieure et un écart type de la distance entre individus équivalent). Ces 
performances sont proches des résultats obtenus avec le modèle disposant de la connaissance 
initiale. Notre objectif est d’obtenir le même comportement avec des problèmes de taille supérieure. 
Nous avons également testé l’utilisation de la pertinence des gènes lors de la sélection des 
gènes à muter (mode Kmut, voir section 3.3.6). L’ensemble des résultats présentés précédemment a 
été obtenu avec la stratégie classique de sélection des gènes à muter (mutation réalisée selon la 
probabilité de mutation Pmut). L’amélioration entre l’AE et l’AEI obtenue lors des essais 
précédents provient de l’utilisation des probabilités seulement pour choisir l’état du gène 
sélectionné pour la mutation. L’utilisation de la pertinence des gènes selon le modèle de 
connaissances représente un niveau de contrôle supplémentaire de la recherche par le modèle. Le 
guidage est alors si efficace que la recherche est totalement stoppée et entièrement dirigée vers les 
meilleurs individus trouvés provoquant une stagnation des performances dés que l’apprentissage est 
réalisé. Cette opération ne peut être utilisée que lorsqu'on est certain de la connaissance contenue 
dans le modèle. 
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4.3.4 Evaluation des stratégies proposées pour un problème conséquent 
Afin de vérifier les principes exposés précédemment, les algorithmes définis ont été 
confrontés à un problème plus grand en terme de nombre de nœuds. Les figures 4.13 et 4.14 
illustrent les résultats obtenus sur un premier projet comprenant 75 nœuds tâches, 6 nœuds ET 10 
nœuds OU. Celui-ci a été obtenu en combinant cinq copies de l’un des projets de taille réduite 
utilisés précédemment et comportant quinze tâches, deux nœuds OU et un nœud ET (illustrés sur la 
partie gauche de la figure 4.12). Chaque sous projet élémentaire est représenté et numéroté sur la 
partie gauche de la figure 4.12 représentant le réseau. Le réseau global obtenu comporte ainsi 85 
cinq nœuds (nœuds tâche et nœuds OU) ainsi que les deux nœuds objectifs. Le fait d’avoir dupliqué 
cinq fois le même sous-projet élémentaire nous permet de créer une structure de nœuds 
généralisation exacts ou réels, dans le sens où la structure créée représente le comportement réel des 
nœuds décision. Les nœuds similaires dans chaque sous-graphe élémentaire copié sont reliés 
ensemble au nœud généralisé correspondant. Par exemple, la tâche appelée Tâche 1 a été copiée 
quatre fois (tâches 16, 31, 46 et 61). Cet ensemble de tâches similaires (elles comportent des états 
identiques) est relié par des arcs à un seul nœud généralisation appelé « généralisation Tâche 1 » 
comportant les mêmes états. De la même manière, chaque ensemble de tâches similaires identifié 
est généralisé par un nœud généralisation. Ce genre de nœud généralisation est considéré comme 
« réel », car il généralise des nœuds tâches similaires. La généralisation a donc un sens.  
 
Figure 4.12. Réseau bayésien utilisé à gauche et populations finales dans chaque mode 
Cependant, cette structure étant trop complexe pour obtenir un réseau utilisable (plusieurs 
millions de lignes dans les tables de probabilités), nous avons utilisé des nœuds de généralisation 
dits « aléatoires ». Ces nœuds généralisation sont générés aléatoirement et n’ont pour but que de 
simplifier le réseau et le rendre utilisable. Ils n’ont donc pas de signification réelle. Ces nouveaux 
nœuds sont placés entre les nœuds généralisation réels et les nœuds objectifs. La complexité totale 
du réseau après l’ajout des nœuds généralisation, que nous évaluons comme étant la taille totale des 
tables de probabilités, est de 694 129 lignes. Cette réduction rend le réseau utilisable en considérant 
comme critère le temps d’inférence. Comme nous l’avons évoqué précédemment, la durée de 
l’apprentissage dépend essentiellement du nombre de cas d’apprentissage (trois fois la population, 
ici 50 individus). Il est exécuté rapidement avec le modèle proposé (environ 10 secondes). 
L’opération la plus longue est alors l’obtention des classes d’objectifs par inférence dans le réseau. 
Les performances de chaque mode d’exécution de l’algorithme sont illustrées sur les figures 
4.13 et 4.14. Il s’agit de la moyenne de vingt exécutions de l’algorithme dans chaque mode avec 
une population de cinquante individus et trente générations par exécution. Tout d’abord, sur la 
figure 4.13, sont représentés : i) la performance moyenne de la population finale (la dernière 
génération d’une exécution de l’algorithme) et l’écart-type relatif, ii) la performance moyenne des 
individus du front de Pareto de la population finale avec quelques indicateurs annexes (l’écart-type 
relatif de la performance moyenne des individus du front de Pareto, le nombre d’individus dans le 
front de Pareto final, la longueur totale du front de Pareto final et l’écart-type relatif de la distance 
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entre individus successifs). Pour chaque indicateur, l’écart-type relatif évalué sur les vingt 
exécutions. Ensuite, sur la figure 4.14, la performance moyenne du meilleur individu trouvé ainsi 
que le temps d’exécution dans chaque mode sont représentés. La stratégie d’exploration est 
maintenue durant tout le processus de recherche et les probabilités de croisement et de mutation ont 
été fixées à cinquante pour cent après différents essais avec l’AE classique. Les réglages suivants 
ont été appliqués selon le mode d’exécution : 
 pour l’AE classique, la connaissance structurelle et la sauvegarde de la mémoire diploïde ne 
sont pas activées durant le processus de recherche ; 
 l’AEI10 utilise le même réglage que l’AE classique jusqu’au premier apprentissage, puis la 
connaissance structurelle et la sauvegarde de la mémoire diploïde sont activées jusqu’à la fin 
du processus. La stratégie de sélection finale des individus a été utilisée et le critère d’arrêt 
de l’apprentissage est une amélioration inférieure à 10 % de la log-vraisemblance ; 
 enfin, l’AEI0 utilise le même réglage que l’AE classique durant tout le processus, c’est-à-
dire sans connaissance structurelle ni sauvegarde de la mémoire diploïde, afin de laisser un 
maximum de liberté à la recherche, tout en utilisant les informations contenues dans le 
modèle. Le modèle de connaissance a été obtenu à partir des individus générés par l’AEI10 
(seulement 390 individus générés durant une exécution choisie aléatoirement de l’AEI10).  
Les résultats obtenus confirment globalement les comportements observés sur les petites 
instances. L’algorithme disposant de connaissances initiales fournit immédiatement une population 
très performante proche de la population finale de l’AEI10 d’où les cas d’apprentissage sont issus. A 
partir de cette population initiale, le processus de recherche permet d’atteindre rapidement les 
solutions les plus performantes observées pour ce projet. Concernant la performance moyenne des 
individus du front de Pareto, l’écart entre l’AE et l’AEI0 varie de 134 % d’amélioration pour la 
première génération (18785 pour l’AE contre 8026 pour l’AEI0) jusqu’à 82 % à la dernière 
génération (6557 pour l’AE contre 3611 pour l’AEI0). De même, le meilleur individu trouvé avec 
l’AEI0 est largement plus performant (2953 contre 5453 pour l’AE). Le front de Pareto obtenu par 
l’AEI0 est moins étendu que l’AE classique et possède moins d’individus, résultat cohérent étant 
donné l’écart de performance entre les deux. Les individus du front de Pareto sont néanmoins bien 
répartis et diversifiés, ce qui constitue une bonne qualité de cet ensemble de solutions. 
L’AEI10 obtenient des bons résultats, même si l’amélioration des performances n’est pas 
aussi importante que pour de petites instances de projets. La population est globalement améliorée 
par le guidage dès le premier apprentissage et, de façon plus marquée, après le second. Cette 
amélioration globale se traduit également au niveau de la performance moyenne des individus du 
front de Pareto. A la dernière génération, l’écart entre l’AE et l’AEI10 atteint respectivement 54 
(population), 15 (front de Pareto) et 11% (meilleur individu) en faveur de l’AEI10 pour la 
performance moyenne de la population (11356 pour l’AE contre 7347 pour l’AEI10), du front de 
Pareto (6557 avec un écart type de 0.09 % pour l’AE contre 5688 avec un écart type de 0.078 % 
pour l’AEI10) et du meilleur individu trouvé (5453 pour l’AE contre 4877 pour l’AEI10). De plus, 
ces performances sont beaucoup plus régulières que celle de l’AE classique. Concernant le meilleur 
individu trouvé et le front de Pareto, l’écart type entre les cinquante exécutions est divisé par deux. 
On peut néanmoins remarquer que le front de Pareto est moins étendu que l’AE classique, même 
s’il compte plus d’individus répartis régulièrement sur le front. L’apprentissage améliore donc 
sensiblement les résultats, notamment au niveau de la précision et de la fiabilité de l’optimisation. Il 
semble également que les performances obtenues dépendent fortement de la qualité de la recherche 
avant le premier apprentissage. Une perspective intéressante serait alors d’utiliser un réglage de 
l’AE favorisant la diversité des individus trouvés, afin d’améliorer la qualité de l’ensemble 
d’individus fournis à l’algorithme d’apprentissage. 
Cependant, dans cette version de la plate-forme, une limite concerne le temps d’inférence 
pour mettre à jour les classes de probabilités qui demeure important. L’AEI10 nécessite en effet 
environ 300 secondes pour atteindre la trentième génération avec deux modifications en ligne du 
modèle de connaissances, soit environ un tiers de temps supplémentaire par rapport à l’AE. Par 
































Figure 4.14. Récapitulatif des résultats obtenus pour un problème de taille conséquente (b) 
4.4 Modèle proposé à l’utilisateur pour l’aide d’aide à la décision 
En fin d’optimisation, un dernier apprentissage de paramètres est réalisé puis le réseau 
bayésien est proposé à l’utilisateur en plus des meilleures solutions obtenues lors du processus 
d’optimisation (le front de Pareto final). Le réseau bayésien comporte bien plus d’informations que 
d’autres méthodes telles que les réseaux de neurones [Lereno, 2004] ou les arbres décisionnels 
[Huyet et Paris, 2004], [Michalski, 2000]. Ces informations peuvent être extraites et manipulées 
aisément par l’utilisateur (le décideur) avec la représentation graphique de l’influence des décisions 
les unes par rapport aux autres sur les objectifs mais également selon les concepts intermédiaires. 
La structure conceptuelle hétérarchique correspond à une forme de classification des décisions par 
des concepts organisés en niveaux hiérarchisés reprenant la décomposition dans chaque 
environnement produit et projet. 
Comme nous l’avons vu dans la section 2.2.1, un réseau bayésien dispose d’outils 
permettant d’extraire de nombreuses informations :  
- la « validité d’une hypothèse » en présence de multiples variables permet d’analyser les 
conséquences d’une séquence quelconque de décisions dans différents environnements 
(instanciations des variables d’environnement) ; 
- l’« explication la plus probable » permet, lorsque l’utilisateur choisit un état souhaité pour 
les nœuds objectifs, de fournir l’ordre de pertinence de chaque décision par rapport à cette 
instanciation. Nous avons vu que la décomposition dans chaque domaine traduit un ordre « a 
priori » entre les concepts. Cet ordre peut être remis en cause par l’analyse de l’ordre de 
pertinence des nœuds du réseau ;  
-  l’« analyse de sensibilité » de chaque nœud permet de mesurer sa pertinence selon 
l’ensemble des cas utilisés pour l’apprentissage (fréquence d’observations).  
La possibilité de réaliser des requêtes complexes, ainsi que la gestion de l’incertitude des 
données, fait des réseaux bayésiens un outil particulièrement intéressant pour l’aide à la décision 





4.5 Synthèse des tests 
Durant ces essais, nous avons évalué différents niveaux d’utilisation de connaissances avec 
un algorithme possédant toute la connaissance initialement disponible (AEI0 avec structure et 
apprentissage initial) et un algorithme bénéficiant uniquement de la structure « a priori » 
(indépendances conditionnelles entre les variables représentées par les nœuds du réseau) et dont les 
probabilités sont acquises en cours d’optimisation (AEIx). Le premier nous a permis de montrer 
l’intérêt de réutiliser les résultats d’optimisations précédentes en supposant que le modèle est 
correct. Le second nous a permis d’étudier les possibilités de l’apprentissage en cours 
d’optimisation avec le modèle proposé. L’objectif est d’utiliser toute l’information disponible au 
début du processus d’optimisation (AEI0) puis, lorsque le processus commence à stagner (plus 
d’amélioration ou amélioration insignifiante), de proposer une stratégie permettant d’améliorer le 
résultat de la recherche, et ce grâce à un apprentissage en ligne ou un lissage des probabilités. 
Chacune de ces possibilités a été explorée au travers de différents modes testés grâce à une plate-
forme que nous avons développée spécialement. 
Nous avons ainsi évalué les différentes possibilités offertes par l’apprentissage par réseau 
bayésien avec notre modèle. Deux caractéristiques importantes se dégagent en ce qui concerne 
l’apprentissage : la qualité des cas utilisés pour l’apprentissage et le paramétrage de l’algorithme 
d’apprentissage. La qualité de l’ensemble des cas disponibles pour réaliser l’apprentissage semble 
être la caractéristique la plus importante pour obtenir un modèle correct. La performance du 
guidage a d’ailleurs été vérifiée lorsque les cas contiennent de bonnes connaissances (AEI0). 
Cependant, la faiblesse du nombre d’individus utilisables en tant que cas peut venir contrarier cette 
tendance : lorsque le nombre de cas par classe d’objectifs est trop restreint, nous sommes alors en 
présence d’un phénomène de « sur-apprentissage » entraînant la stagnation de la recherche autour 
des individus trouvés, avec le risque de stagner dans des minima locaux.  
Nous avons évalué différentes stratégies de sélection des cas pour l’apprentissage. La 
stratégie finalement retenue permet d’avoir un nombre constant d’individus à offrir à l’algorithme 
d’apprentissage de manière à avoir une bonne représentativité des zones à explorer. Avec un 
nombre de cas constant (tests réalisés avec la stratégie finale de sélection), la qualité du guidage de 
l’algorithme mettant en œuvre l’apprentissage en ligne est fortement liée à la manière dont la 
recherche a été réalisée avant l’apprentissage et, notamment, à la diversité des individus retenus. 
Lorsque les individus sont trop regroupés, chaque classe d’objectif extrait les mêmes connaissances, 
ceci entraînant une spécialisation du modèle de connaissance pour une zone particulière. 
Nous avons ensuite étudié différents réglages de l’algorithme d’apprentissage en ligne. 
Lorsque cet algorithme dispose de suffisamment de cas, l’apprentissage peut être exécuté finement 
(par exemple, pour l’AEI0, le critère d’arrêt utilisé est le plus restrictif (0.001 % d’amélioration de 
la log-vraisemblance). Par contre, lorsque l’algorithme d’apprentissage dispose de moins de cas, 
l’apprentissage doit être exécuté de manière plus « grossière » et donc plus rapide. De façon 
générale, l’apprentissage le plus rapide est suffisant pour faire émerger les connaissances 
principales liées au problème et permet de limiter un éventuel sur-apprentissage. Ce dernier point 
peut être amélioré par un lissage du modèle. 
Le lissage progressif des probabilités du modèle assure deux fonctions : i) il permet de 
limiter les risques de sur-apprentissage lorsque les cas fournis à l’apprentissage sont trop 
semblables ; ii) il constitue un moyen de donner progressivement des degrés de liberté à la 
recherche, c’est-à-dire, de relâcher le guidage par le modèle de connaissances. Le lissage entraîne 
néanmoins un temps d’exécution important dans la version actuelle de la plateforme. En effet, il est 
réalisé en tenant compte de « l’expérience » de chaque nœud, c’est-à-dire du nombre de cas utilisés 
par l’apprentissage où le nœud est apparu. En outre, il est suivi d’un calcul des classes par 
inférence. Cet aspect est inutile pour l’apprentissage en ligne et pourrait être éliminé en lissant 
directement les probabilités sans utiliser le modèle. Cependant, il semble particulièrement 
intéressant de l’utiliser dans l’optique d’une réutilisation de connaissances tenant compte de la 
pertinence des connaissances injectées. Nous prévoyons d’utiliser pour cela le méta-modèle de 
pertinence (voir chapître 3 – paragraphe 3.2.3.1) pour affecter une expérience différente à des cas 
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« type » de chaque projet précédemment réalisé (sauvegarde des connaissances dans des cas 
pondérés). Ces cas pourront être utilisés pour l’apprentissage initial avant l’optimisation d’un 
nouveau projet. Enfin, nous avons évoqué dans le chapitre 3 la possibilité d’utiliser le lissage 
lorsque la recherche stagne. Par exemple, une amélioration moyenne minimum de la performance 
du front de Pareto sur trois générations peut être utilisée comme critère. Nous avons réalisé 
quelques essais partiels en ce sens, mais la difficulté, par l’instant, est d’être en mesure de 
différencier la stagnation de l’élargissement du front de Pareto (diminution de la performance mais 
augmentation du nombre d’individu et de la longueur totale du front).  
Notre modèle comporte également une part de connaissances spécifiques toujours disponible 
et utilisable : la connaissance structurelle, c’est-à-dire les liens d’activation et d’inhibition entre les 
gènes (décisions). Son utilisation conduit à un autre choix possible selon que l’on veut préserver ou 
non la mémoire diploïde, c’est-à-dire les instanciations des gènes inactifs. Différentes stratégies 
combinant l’utilisation des ces deux concepts ont été mises au point et testées pour tous les types 
d’algorithmes (AE, AEI0 et AEIx). La connaissance structurelle peut être utilisée pour gérer 
indirectement la connaissance contenue dans les individus. Si elle permet une amélioration initiale 
de l’AE classique, elle entraîne ensuite une diminution de la diversité des gènes en réduisant le 
nombre d’échanges entre les individus. Par contre, utilisée avec un modèle de connaissances appris 
en cours d’optimisation, elle permet de n’utiliser que l’information spécifique à un individu parmi 
les connaissances contenues dans la classe. Selon que la sauvegarde de la mémoire diploïde est mise 
en œuvre ou non, les gènes inactifs sont soumis au processus évolutionnaire ou non. La sauvegarde 
de la mémoire diploïde ne donne de bons résultats que lorsque les individus possèdent déjà un bon 
niveau de performance, en préservant les combinaisons inactives qui peuvent être réutilisées si les 
gènes correspondants viennent à être réactivés. Inversement, la meilleure stratégie lorsqu’on est sûr 
des informations contenues dans le modèle est de n’utiliser ni la connaissance structurelle, ni la 
sauvegarde de la mémoire diploïde. Le guidage par le modèle est alors total, mais cette stratégie ne 
doit pas être maintenue trop longtemps durant un processus de recherche car le risque de stagnation 
devient alors important. 
 
Les paramètres évolutionnaires classiques ont été réglés empiriquement pour chaque projet. 
Suite aux différents essais réalisés, nous avons pu constater que les taux de mutation et de 
croisement ont un lien direct avec le nombre de nœuds OU et d’alternatives pour ces nœuds OU car 
ce sont ces nœuds qui définissent le nombre moyen de gènes inactifs dans les chromosomes. Une 
autre perspective consiste à inclure le réglage des paramètres évolutionnaires directement dans le 
modèle de connaissances en utilisant par exemple un méta-modèle de réglage selon la pertinence 
contextuelle (taille du projet, nombre et type de nœuds, le degré d’innovation et de réutilisation, 
etc., et ce de façon similaire à la pertinence des nœuds par rapport au contexte). 
Les tests réalisés montrent que les performances de l’apprentissage en ligne avec le modèle 
proposé semblent limitées lorsqu’on a affaire à des problèmes de grande taille. Lorsque l’espace de 
connaissances à acquérir est important, la seule utilisation de la structure du réseau (indépendance 
conditionnelle entre variables) n’est pas suffisante pour améliorer la recherche car l’apprentissage 
n’a pas le temps d’extraire des informations pertinentes. Une perspective d’amélioration très 
importante du point de vue de l’utilisation de connaissances « a priori » concerne les nœuds 
généralisation « réels ». Ceux-ci représentent des concepts connus et effectivement partagés par les 
nœuds auxquels ils sont reliés. Mais dans le modèle appris en ligne, seule l’indépendance 
conditionnelle est utilisée. L’algorithme d’apprentissage réapprend la relation entre ces nœuds 
pourtant connus. Dans le projet illustratif nous avions par exemple créé un nœud généralisé « sous-
traitance ou fabrication ». Ce nœud peut être instancié directement en comptant les nœuds actifs 
mettant en œuvre l’un de ces concepts (par exemple 80 % de tâches réalisées et 20% de tâches sous 
traitées). Le lien probabiliste entre ces nœuds peut donc être remplacé par une équation. Cette 
opération permettrait d’utiliser la méthode proposée de façon plus performante en réservant la 




 De manière à valider totalement notre approche, il reste encore à la confronter à des 
problèmes types (« benchmarks ») de manière à être en mesure de comparer les performances par 
rapport à d’autres métaheuristiques, par apprentissage, etc. Cependant, les premiers tests réalisés, 
sur des projets simples et sur d’autres plus conséquents et proches de la réalité, montrent bien les 
performances supérieures de notre algorithme évolutionnaire guidé par les connaissances  par 
rapport à un algorithme évolutionnaire classique. De plus, les avantages de notre modèle concernent 
non seulement une optimisation mieux guidée et plus performante qu’une optimisation par AE 
classique, mais également la possibilité de capitaliser les connaissances sur les projets planifiés en 
fonction de leur contexte, ainsi que la facilité d’utilisation des modèles à base de réseaux bayésiens 
pour l’aide à la décision. Il est en effet utile, pour le décideur, de pouvoir consulter un réseau 
bayésien, grâce aux outils offerts par ce formalisme et de visualiser directement l’influence de ses 
futures décisions sur les objectifs et sur les concepts, de même que l’influence de la variation de 




Conclusion générale et perspectives 
5.1 Conclusion 
Nous avons abordé dans ce mémoire le problème de la sélection de scénarios dans le 
contexte du couplage de deux environnements : la conception de produit ou système et la conduite 
de projet permettant d’obtenir ce système. Cette approche est particulièrement intéressante dans le 
cadre de l’intégration de ces deux processus fortement corrélés, notamment dans le cadre de la 
conception de systèmes complexes et innovants. Il s’avère en outre que peu de travaux s’y 
intéressent actuellement et que ce type de problématique est très peu outillé en termes d’aide à la 
décision alors que les industriels expriment un besoin fort dans ce sens [Abeille et al. 2009]. Notre 
démarche concerne plus spécifiquement la phase de conception préliminaire du projet et du produit. 
Cette phase requiert une méthodologie claire, supportée par des processus bien identifiés ainsi que 
des outils d’aide à la décision adaptés. La prise en compte de paramètres et d’objectifs issus de deux 
environnements distincts représente une problématique intéressante, notamment lorsqu’on 
l’appréhende sous l’angle de l’optimisation multicritères. La combinatoire devient en effet 
importante et il devient difficile de traiter le problème par des méthodes de recherche pseudo-
aléatoires classiques notamment lorsque, dans le cadre d’une optimisation multicritère, on souhaite 
obtenir un ensemble de solutions réparties sur une surface de compromis a priori inconnue. Le 
problème étudié présente deux caractéristiques importantes qui ont permis de guider nos réflexions 
et nos propositions dans ce travail : i) le problème est généralement assez récurrent, mais il ne se 
répète jamais de façon identique (environnement incertain, conception intégrant une part plus ou 
moins importante d’innovation, etc.) ; ii) il est possible de recueillir une connaissance spécifique à 
l’instance du problème traité sous forme d’analyses expertes décrivant le problème à différents 
niveaux de décomposition. 
Afin de prendre en compte ces deux caractéristiques, nous avons proposé une méthode 
permettant la saisie et la représentation des connaissances puis leur adaptation et leur utilisation 
dans le cadre de la recherche de scénarios de projet optimaux. Une méthode couplant un modèle de 
connaissances et une méthode d’optimisation a été mise au point. La recherche est assurée par un 
algorithme évolutionnaire, particulièrement adapté au problème d’optimisation multicritère pour 
l’aide à la décision « a posteriori » (recherche d’un front de Pareto idéal et obtention de plusieurs 
solutions diversifiées pour la sélection par un décideur). Ce type d’algorithme est adapté au 
couplage à un modèle de connaissances car il permet de fournir rapidement un vaste éventail 
d’individus diversifiés et relativement performants (selon la performance de la recherche). Un état 
de l’art sur les différentes techniques d’optimisation a en outre permis de vérifier la bonne 
adaptation de ce type d’algorithme à notre problématique. Différents opérateurs classiques définis 
pour les algorithmes évolutionnaires ont été adaptés à notre problème avec la perspective de guider 
le processus de recherche évolutionnaire par les connaissances capitalisées dans des modèles 
adaptés. Ainsi, des stratégies d’intensification ou d’exploration de l’espace de recherche ont été 
définies à partir de la notion de croisement restreint selon la disposition des individus dans l’espace 
de recherche (affectation des individus à des classes d’objectifs). Nous avons également proposé 
des stratégies permettant l’exploitation de connaissances spécifiques au problème par l’utilisation 
de la connaissance structurelle et la sauvegarde de la mémoire diploïde. Ces concepts permettent en 
effet de contrôler indirectement les connaissances contenues dans les individus. Les trois opérateurs 
de recherche (initialisation, mutation et croisement) ont été modifiés pour prendre en compte les 
informations contenues dans le modèle de connaissances. Les opérateurs d’initialisation et de 
mutation proposés reprennent le concept d’échantillonnage du modèle de connaissances 
classiquement utilisé dans les algorithmes d’optimisation par apprentissage existants (de type 
BOA). Ils permettent d’injecter une partie de la connaissance capitalisée dans le modèle à chaque 
exécution. L’opérateur de croisement représente, quant à lui, l’opérateur de recherche par 
excellence. Le nouvel opérateur de croisement proposé constitue une contribution originale de nos 
travaux. Il permet de contrôler l’échange de gènes entre les individus sélectionnés pour le 




Le formalisme des réseaux bayésiens a été utilisé pour modéliser la connaissance « a priori » 
des experts. Ce formalisme est particulièrement adapté au couplage avec une méthode de recherche 
pseudo-aléatoire car il fournit des probabilités directement utilisables pour biaiser la recherche. Ce 
modèle permet donc de capitaliser la connaissance relative au projet et à son environnement. Il est 
ensuite exploité en cours d’optimisation par le processus de recherche évolutionnaire qui est ainsi 
guidé dans l’espace de recherche vers des zones considérées comme intéressantes au regard des 
critères retenus. Le principe mis en avant dans ce modèle hétérarchique est que trois catégories de 
nœuds sont en interaction : les nœuds Décision, les nœuds Concept et les nœuds Objectifs, chacun 
comportant des états discrets. Les nœuds Décision modélisent les décisions potentielles 
correspondant à des choix de conception ou à des choix d’options de réalisation de tâches, les 
nœuds Concept permettent de généraliser des décisions et de prendre en compte l’environnement du 
projet et, enfin, les nœuds Objectifs modélisent les objectifs retenus pour l’optimisation. Le réseau 
bayésien relie donc par des arcs des nœuds Décisions à des nœuds Concepts et des nœuds Concept à 
des nœuds Objectif. Des arcs relient également certains nœuds Décision ou Concepts à d’autres 
pour modéliser l’influence de choix amont sur des choix aval ou la dépendance de deux concepts. 
Le modèle global ainsi obtenu permet de modéliser les décisions potentielles et, graduellement, 
leurs influences sur les objectifs du projet. Les nœuds Concepts, outre leur rôle de généralisation, 
ont également un rôle de simplification. En effet, lorsque le nombre de décisions devient élevé, un 
modèle complet reliant directement les objectifs et les décisions n’est pas envisageable notamment 
si on veut pouvoir réévaluer ce modèle en cours d’optimisation. Afin, d’une part, de permettre une 
utilisation rapide et efficace pour l’utilisateur et, d’autre part, un temps d’apprentissage compatible 
avec le couplage avec l’algorithme évolutionnaire, la complexité du réseau doit être maîtrisée. 
L'approche proposée repose donc sur l’approximation du problème grâce aux nœuds Concept 
insérés entre les nœuds Décision et les nœuds Objectif. Ainsi, un nœud Concept est, soit « réel » 
c’est-à-dire qu’il correspond à une généralisation réelle de décisions élémentaires, soit « fictif » ou 
« aléatoire» c’est-à-dire qu’il n’a pour rôle que de réduire la complexité du modèle en généralisant 
aléatoirement des décisions élémentaires. La démarche de décomposition que nous avons proposé 
dans le cadre du projet ATLAS permet de recueillir et d’organiser les connaissances pertinentes 
pour le projet courant selon son contexte de réalisation. Le processus de construction du modèle de 
connaissances proposé est une démarche itérative d’analyses hiérarchisées du problème courant et 
de réutilisation de connaissances passées. Un mécanisme d’adaptation de la connaissance selon sa 
pertinence a été proposé. Outre l’alimentation du modèle par la connaissance experte, il peut 
également être modifié en ligne lors du processus d’optimisation grâce à un mécanisme 
d’apprentissage fourni dans la panoplie d’outils propres aux réseaux bayésiens : l’algorithme 
d’apprentissage EM (Expectation-Maximisation) qui s’est avéré parfaitement adapté à nos besoins. 
Le principe est de sélectionner, à des instants particuliers, des cas parmi les individus intéressants 
de la population et de les proposer en entrée de l’algorithme d’apprentissage qui modifie alors en 
ligne les différentes probabilités du réseau bayésien. Différents modes ont été proposés dans 
lesquels cette stratégie peut être employée : apprentissage après x générations, apprentissage lorsque 
la recherche stagne, etc. 
 
Une plate-forme de validation a été développée spécifiquement pour évaluer les principes 
proposés et valider notre approche. Celle-ci a été développée en langage C et est connectée à un 
outil de gestion des réseaux bayésien appelé Netica®. Le comportement de l’algorithme proposé a 
été évalué avec différents niveaux et type de connaissances a priori (structure, probabilités, 
généralisations) et différentes stratégie de gestion de l’information (connaissance structurelle, 
mémoire diploïde, probabilités du modèle établies initialement hors-ligne ou après apprentissage en 
ligne). Les essais montrent un fort potentiel d’amélioration de la qualité et de la précision de la 
recherche guidée par un modèle de type réseau bayésien. L’évaluation d’algorithmes apprenant en 
cours d’optimisation a montré qu’avec une structure correcte, il est possible de se passer de cas 
initiaux. A complexité identique (celle-ci est estimée à partir des dimensions des tables de 
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probabilités), la qualité de la structure dépend principalement du rapport entre le nombre de nœuds 
généralisation réel et le nombre de nœuds généralisation aléatoire. Cet apprentissage en ligne 
consomme néanmoins beaucoup de temps. Son utilisation pour des problèmes de taille plus 
conséquente nécessite l’utilisation de plus de connaissances a priori. Des pistes sont proposées dans 
ce sens en perspective dans la section 5.2. 
 
Notre contribution permet de préciser les caractéristiques d'un outil d’aide à la décision 
adapté à l'optimisation de la conception préliminaire d’un système et de son projet de réalisation. Le 
besoin d’innovation pour la conception de ces systèmes complexes nécessite de laisser un 
maximum de degrés de liberté au concepteur afin qu’il puisse envisager librement différentes 
propositions. La méthode proposée repose sur la déclaration et la description des décisions du projet 
et ses principales connaissances mises en œuvre dans le contexte courant. L’expertise permet 
d’extraire les objectifs, les décisions et leurs états possibles. Cet ensemble constitue le socle 
minimal de connaissances nécessaire pour utiliser une technique d’optimisation combinatoire 
classique. L'approche décrite propose l’utilisation de connaissances a priori supplémentaires et, plus 
particulièrement, les connaissances les plus facilement exprimables par les experts. En plus de la 
définition des variables et des dépendances entre les variables représentées, la connaissance 
nécessaire à notre approche est principalement une connaissance de généralisation et 
d’approximation des paramètres importants dans un contexte donné (celui du projet courant). Or, 
c’est précisément le point fort d’une analyse experte a priori. Nous avons donc défini une démarche 
permettant de saisir cette connaissance disponible et de la traduire dans un modèle.  
5.2 Perspectives 
5.2.1 Algorithmes et implantation 
La méthode proposée ainsi que la plate-forme proposée présentent plusieurs points 
d’amélioration possibles. Tout d’abord, l’affectation des individus dans les classes d’objectif peut 
être améliorée. La méthode proposée utilise les individus du front de Pareto comme point de 
référence dans la population courante (centroïdes de classes). Elle donne des résultats satisfaisants 
mais pourrait être améliorée lorsqu’il y a peu d’individus dans le front (utilisation de centroïdes 
fictifs répartis autour des individus du front). L’utilisation d’une forme elliptique plutôt que 
circulaire pour répartir les points fictifs autour des individus existants semble être une alternative 
intéressante car elle permettra de mieux répartir les individus entre les classes. De façon générale, 
l’algorithme, dans sa forme actuelle, n’a pas été optimisé entièrement et reste une version de 
développement. De nombreuses améliorations peuvent être apportées notamment pour la gestion 
des files d’individus pour l’apprentissage en ligne, l’évaluation des scénarios, le calcul des 
indicateurs de performance, etc. 
 
L’un des principaux écueils des algorithmes évolutionnaires est leur incapacité à optimiser 
précisément chaque paramètre. Une méthode couramment employée est de les coupler avec une 
méthode de recherche locale à base de solution unique utilisant les meilleurs individus trouvés par 
l’algorithme évolutionnaire. Une perspective intéressante de poursuite de nos travaux peut résider 
dans la réalisation d’un système couplant une métaheuristique de recherche globale, une méthode de 
recherche locale et un modèle de connaissances apte à guider chacune de ces méthodes. De même, 
la mise en parallèle des processus d’apprentissage et de recherche semble une voie particulièrement 
intéressante notamment par l’utilisation de différents calculateurs dédiés et synchronisés les uns par 
rapport aux autres. L’algorithme d’apprentissage pourrait ainsi recueillir des individus générés « à 
la volée » par l’algorithme évolutionnaire, puis, lorsque le nombre de cas devient suffisant, utiliser 
ces individus pour fournir les classes d’objectifs à l’algorithme de recherche. 
Nous avons utilisé dans nos travaux, un algorithme d’inférence et d’apprentissage classique 
fonctionnant pour tous types de réseaux bayésiens (l’algorithme EM). Ses performances se sont 
avérées parfaitement acceptables pour notre approche. Cet algorithme semble très intéressant dans 
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la perspective d’une réutilisation de connaissances partielles par ses propriétés avérées sur les 
problèmes à données incomplètes. La structure hétérarchique du réseau bayésien proposé permet 
d’obtenir de bons résultats avec cet algorithme car elle définit des sous-ensembles de nœuds dans 
lesquels l’inférence est réalisée localement (cliques). La mise au point d’un algorithme d’inférence 
et d’apprentissage spécifiquement étudié pour notre type de réseau pourrait améliorer sensiblement 
la vitesse d’exécution de l’algorithme notamment en intégrant directement l’utilisation des 
différents type de connaissances possibles entre les concepts du domaine ou des domaines 
d’application (voir perspectives méthodologiques ci-dessous). Une autre perspective concernant le 
réseau bayésien sera de compléter la démarche proposée par un processus continue d’apprentissage 
de structure. En effet, dans nos travaux, nous avons considéré que la structure du réseau fournie par 
l’expert est correcte, c’est-à-dire qu’elle permet de représenter globalement les connaissances les 
plus pertinentes d’une situation. Cette hypothèse pourrait être vérifiée à l’aide d’un processus 
d’apprentissage de structure automatisé à partir de la structure a priori experte. 
Dans l’état actuel de nos travaux, la méthode proposée est relativement délicate à régler, 
d’une part, étant donné le nombre important de paramètres et d’autre part car la réutilisation a priori 
impose une approche supervisée avec un front fictif idéal recherché. Les décideurs doivent, par 
exemple, être en mesure de définir des niveaux pertinents pour chaque objectif pour obtenir une 
répartition efficace des classes d’objectifs dans l’espace de recherche. De même, le réglage des 
paramètres évolutionnaires doit être adapté à chaque instance traitée. Nous envisageons pour cela 
d’intégrer ces réglages dans le modèle de connaissances en utilisant par exemple un méta-modèle de 
réglage tel que celui proposé pour le calcul de la pertinence des connaissances. 
La taille des données échangées entre le processus évolutionnaire et le modèle de 
connaissance mérite également d’être mieux étudié en considérant comme critère la qualité du 
guidage. En effet, le modèle que nous avons spécifié peut fournir la pertinence d’un gène quel qu’il 
soit vis-à-vis des classes d’objectifs définies. Il serait donc possible de définir l’ensemble des gènes 
les plus influents dans une situation donnée. Ensuite, au lieu de mémoriser uniquement les classes 
de probabilités selon les instanciations des objectifs, on pourra enregistrer les classes de probabilités 
en instanciant toutes les combinaisons d’objectifs et de paramètres influents créant ainsi une forme 
d’automate fournissant des probabilités contextualisé [Amilastre et al., 2001]. Le nombre de 
paramètres influents devra rester restreint mais le contrôle par le modèle du choix des paramètres 
influents semble une bonne alternative au choix arbitraire des gènes à muter mais en se limitant à 
l’utilisation de probabilités globales par rapport aux objectifs, fournies par les classes d’objectif. 
5.2.2 Méthodologie 
Dans l’état actuel, l’algorithme d’apprentissage en ligne n’utilise qu’une partie de la 
connaissance a priori disponible : la définition de nœuds de généralisation et de leurs dépendances 
conditionnelles. Cet ensemble d’informations est suffisant si on dispose de suffisamment de cas 
d’apprentissage pertinents (c’est le cas de l’algorithme AEI0 testé dans le chapitre 4), mais pour un 
apprentissage en ligne, l’espace de connaissances défini par le modèle est trop important pour 
obtenir une amélioration suffisante dans l’état actuel de la plateforme. Utiliser davantage de 
connaissances permettrait de réduire considérablement la complexité de la part connue du modèle 
(nœuds généralisation réels) et de réserver la complexité du modèle pour la part inconnue (nœuds 
de généralisation fictifs et liens avec la part connue et les objectifs). Les nœuds généralisation réels 
représentent des concepts connus et effectivement partagés par les nœuds pères auxquels ils sont 
reliés. Ces nœuds sont considérés comme « non-observables » dans notre modèle. L’algorithme 
d’apprentissage doit alors réapprendre, à chacune de ses mises en œuvre, la relation entre ces nœuds 
qui est pourtant connue. Dans l’exemple de projet illustratif, nous avions par exemple créé un nœud 
généralisé « sous-traitance ou fabrication ». Ce nœud peut être instancié directement en comptant 
les nœuds actifs mettant en œuvre l’un de ces concepts (par exemple 80% de tâches réalisées en 
interne et 20% de tâches sous-traitées). Le lien probabiliste entre ces nœuds peut donc être remplacé 
par une relation exacte établissant les probabilités de chaque état du nœud généralisé connu selon 
l’instanciation relevée dans chaque individu. Dans le projet de grande taille, présenté dans la 
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dernière section décrivant les tests et résultats, l’utilisation de toute la connaissance « a priori » 
disponible permettrait de supprimer tous les nœuds Décision du premier niveau (toutes les décisions 
contenues dans le graphe de projet) pour se ramener à un modèle identique à celui utilisé pour le 
premier projet de taille réduite. En effet, les probabilités de chaque décision de ce niveau peuvent 
être directement fournies par le nœud généralisé exact correspondant car, selon notre connaissance 
« a priori », ici exacte, concernant le problème, les décisions ne varient pas selon le changement de 
« contexte » de chaque sous graphe. Le réseau résultant ne contenant que les nœuds généralisés 
exacts et les objectifs sera alors beaucoup moins complexe. L’apprentissage peut ainsi se concentrer 
sur l’analyse des liens entre les nœuds généralisés réels et les objectifs. De façon générale, cette 
opération permettra de réduire la complexité du modèle en ne conservant, pour l’apprentissage, que 
les éléments inconnus et leurs liens avec les objectifs. 
La part inconnue d’un projet peut se présenter selon deux aspects : soit les probabilités sont 
inconnues, soit la structure est inconnue. Le fait de ne pas disposer des probabilités n’est pas un 
point critique dans l'approche que nous proposons si on dispose d’une structure correcte et si la 
dimension de l’espace des connaissances à explorer n’est pas trop importante (ceci sera quantifié 
par la dimension des tables de probabilités). La méthode nécessite un socle minimal de 
connaissances à injecter dans le modèle pour pouvoir réduire sa complexité par des nœuds 
généralisation réels (nœuds Concept). Cet ensemble d’informations minimal dépend bien sûr de la 
taille du projet mais, dans tous les cas, il doit permettre de réduire la taille totale du modèle à une 
limite fixe dépendant du temps de résolution accepté par l’expert. Une taille totale des tables de 
l’ordre de quelques millions de lignes maximum semble une limite intéressante pour une interaction 
rapide entre l’apprentissage et la recherche. De nouveaux essais et une analyse plus poussée du 
comportement du système selon la complexité du réseau et le rapport entre partie connue et partie 
inconnue du modèle seront nécessaires pour affiner cette mesure.  
 
Nos travaux représentent la première étape dans l’étude du couplage de plusieurs 
environnements de connaissances et son utilisation pour accélérer la recherche de solutions pour les 
nouveaux projets. Le problème étudié met en œuvre un couplage de deux domaines différents dans 
un modèle unifié. Durant tous nos travaux, nous avons considéré l’environnement de couplage 
comme une ontologie unifiée, c’est-à-dire qu’un même concept utilisé dans les deux 
environnements a strictement le même sens dans notre modèle. Cette hypothèse peut se révéler non 
vérifiée car, dans une perspective d’aide à la décision, les utilisateurs de domaines différents 
doivent disposer d’une interface spécifique adaptée au domaine dont ils sont issus. La définition 
d’une ontologie spécifique à chaque environnement et l’étude des interactions entre ses différentes 
ontologies serait nécessaire pour adapter l’interface à chaque utilisateur. Ce dernier point nécessite 
une étude approfondie de cas industriels pour chaque application afin de spécifier entièrement les 
différents types de connaissances disponibles selon l’application et leur intégration dans le modèle 
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1. Générateur aléatoire de graphe 
L’hypothèse de base de la méthode proposée est que la performance d’un objet (décisions, 
scénarios ou projets) résulte de l’ « expression » de ses attributs, c’est-à-dire des éléments 
descriptifs de l’objet. Un attribut est une propriété d’un objet expliquant ses performances. Dans la 
démarche que nous proposons, seule une partie limitée des attributs possibles pour décrire les objets 
est disponible : les attributs exprimés par les experts lors de la décomposition. Les experts 
identifient les principaux attributs les plus influents (tels que le nombre d’éléments ou le type de 
structure pour l’exemple du projet satellite). Néanmoins, pour des données réelles, l’impact de ces 
attributs principaux est « parasité » par les attributs non définis par l’expert. 
Nous avons donc mis en place un mécanisme de création de données imitant ce 
comportement, tout en permettant la réutilisation d’éléments existants. L’utilisateur donne tout 
d’abord une valeur de base (Vbase) et un nombre δ  compris entre 0 et 100, qui sont utilisés pour la 
création de tous les éléments. Le nombre δ  permet de régler l’impact des connaissances sur les 
données d’un projet (il exprime un pourcentage de la valeur de base) et donc la répartition des 
individus de la population totale. Plus la valeur δ  est proche de 100, plus l’influence d’un concept 
sera facilement détectable par le système. Au contraire, les concepts faiblement influents seront 
noyés dans le « bruit » que nous allons ajouter. Pour créer un nouveau graphe de façon aléatoire, les 
paramètres suivants sont nécessaires : 
 le nombre de tâches et nombre maximum d'options pour une tâche (Nb_maxi_option), 
 le nombre de nœuds OU et le nombre maximum d'alternatives pour un nœud OU 
(Nb_maxi_altern), 
 le nombre de nœuds ET et le nombre maximum de chemins pour un nœud ET, 
 le nombre de niveaux par objectif pour le découpage du front de Pareto (Nb_niv), 
 le nombre de variables d’environnement (Nb_var_envir), 
 l’objectif et coef. de perte pour l’objectif coût (voir §1.4.2.), 
 l’objectif et coef. de perte pour l’objectif durée (voir §1.4.2.). 
 







Avant de créer le graphe, chaque élément nécessaire est créé en fonction des valeurs 
précédentes. La figure 1 illustre la création d’attributs, de nœuds OU et de nœuds tâches :  
 création d’un attribut : chaque attribut de conception (sur les alternatives des nœuds OU) ou 
de conduite (sur les options des nœuds Tâche) reçoit une valeur choisie aléatoirement entre 
plus ou moins δ  pour cent de la valeur de base pour chaque objectif (coût et délai); 
 création d’un nœud OU illustrée sur la partie supérieure de la figure 1 : lorsque l’on crée un 
nœud OU, le nombre d’alternatives est choisi aléatoirement entre deux et un nombre 
maximum d’alternatives défini par l’utilisateur. Puis, pour chaque alternative, son influence 
sur chaque objectif est calculée en fonction des attributs qui lui sont attachés. Nous avons 
ajouté une perturbation aléatoire de plus ou moins trente pour cent sur l’influence des 
attributs représentant l’influence d’attributs non identifiés (« bruit » injecté). Ce dernier 
concept est ajouté pour simuler la réutilisation d’un projet vers un même projet réalisé dans 
un contexte global légèrement différent. 
 création d’un nœud Tâche illustré sur la partie inférieure de la figure 1 : toutes les tâches ont 
initialement une valeur globale illustrant le temps et le coût de l’activité en dehors de 
l’option de réalisation choisie. Les valeurs pour chaque critère de chaque option sont alors la 
valeur de base de la tâche (VT) modulée par l’influence des attributs attachés à cette option. 
De même que pour les alternatives, une perturbation aléatoire de plus ou moins trente pour 
cent sur l’influence des attributs représente un bruit ajouté. 
Les nœuds du graphe sont soit sélectionnés dans la bibliothèque soit créés par l’utilisateur. 
La structure du graphe est ensuite générée aléatoirement par un algorithme récursif qui traite le 
graphe par sous-ensembles dans lesquels sont répartis les objets à placer. Le graphe obtenu réparti 
de façon homogène les tâches entre les différentes branches des nœuds Choix et des nœuds ET. Une 
fois le graphe créé, les caractéristiques des nœuds concernés sont ajustées selon l’influence des 
variables d’environnement définies. En définitive, les caractéristiques des options de tâche 
dépendent de l’influence des concepts de conduite, de l’influence des concepts de conception de par 
la place de la tâche dans le graphe de projet et enfin de l’influence d’éventuelles variables 
environnementales. La valeur δ  permet de régler l’importance des connaissances a priori par 
rapport à la part aléatoire injectée. Nous allons maintenant évoquer rapidement le générateur de 
















2. Générateur de réseaux bayésiens liés aux graphes de projet 
Le réseau bayésien lié au projet contient au minimum les nœuds représentant toutes les 
variables utilisées dans le graphe de projet (choix d’alternatives (nœud OU) et d’options (nœud 
Tâche), variables d’environnement et objectifs) ainsi que leurs liens. Selon sa complexité, il est 
ensuite complété en ajoutant des nœuds « concepts » (attributs de solutions, attributs et critères 
généralisés ou agrégés) entre les nœuds décisions et les nœuds objectifs. La construction, illustrée 
étape par étape sur la figure 2, commence par la saisie des nœuds objectifs du projet (étape 1). Ce 
sont des nœuds continus (valeur en relatif comprise entre 0 et 100) discrétisés selon le nombre de 
niveaux choisi par l’utilisateur (Nb_niv). Pour chaque niveau, un nouvel état est donc créé. Sur 
l’exemple de la figure 2, trois niveaux sont définis ce qui correspond à cinq classes d’objectifs à 
apprendre. Les nœuds « décisions » représentant les nœuds Tâche du graphe sont ensuite ajoutés et 
reliés aux objectifs (étape 2). Chaque nœud possède autant d’états qu’il y a d’options pour la tâche. 
De la même manière, les nœuds Décision représentant les nœuds OU du graphe de projet et les 
variables d’environnement sont ajoutés et reliés aux objectifs. La structure obtenue à la fin de cette 
étape est illustrée sur la partie supérieure de la figure 2. 
Ensuite, les liens structuraux entre décisions, issus de la forme du graphe, sont ajoutés (étape 
3 sur la figure 2). Pour chaque nœud OU dans le graphe, un lien est ajouté dans le réseau bayésien 
entre le nœud représentant le nœud OU et les nœuds représentant les décisions (nœuds tâches et 
nœuds OU) dans chaque sous-graphe associé au nœud. Pour ces derniers, un nouvel état « inhibé » 
est créé pour représenter sa potentielle inhibition par un choix antérieur. Le réseau résultant de la 
mise en œuvre de l’étape 3 correspond à toutes les décisions et variables reliées directement aux 
objectifs discrétisés. Le schéma de la figure 2 ne représente que certains nœuds décision afin de ne 
pas surcharger la figure. 
Le processus de réduction de complexité (étape 4) est alors enclenché et débute par le calcul 
de la complexité du modèle. Celui-ci parcourt les nœuds du réseau et calcule le nombre de lignes de 
chaque table de probabilités (produit du nombre d’états de chaque parent du nœud). Si la limite de 
complexité définie par l’utilisateur est atteinte, la liste des généralisations d’attributs possibles est 
établie. Pour cela tous les attributs communs entre les états des nœuds existants sont identifiés. Pour 
chaque attribut « généralisable » entre plusieurs décisions, un nœud généralisé fictif est ajouté dans 
une liste proposée à l’utilisateur. Les nœuds de la liste sont triés selon la réduction de complexité 
potentielle qu’ils représentent (produit du nombre d’états de chaque nœud généralisé divisé par le 
nombre d’état du nouveau nœud). L’utilisateur choisi donc les nœuds qui sont ajoutés au réseau 
parmi cette liste ou saisit de nouveaux nœuds manuellement. A chaque ajout, la complexité est 
recalculée et la liste de nœuds est actualisée.  
Sur l’exemple de la figure 2, les nœuds C2 et C3 sont généralisés par le nœud concept de 
choix du type de plate-forme (noté Type_Plat) portant sur l’attribut « type de plate-forme utilisée ». 
Les nœuds décisions concernant les choix de tâches T1, T2, T3 et T4, T5, T6 sont généralisés 
respectivement par les nœuds concepts « mode de fabrication générique » (noté Mod_Fab_Gen) et 
« mode de fabrication spécifique » (noté Mod_Fab_Spé). Ces derniers sont eux-même généralisés 
par le nœud concept « choix de politique de sous-traitance » (noté Politique_Sstr) selon les charges 
globales des sous-traitants et des ateliers de fabrication.  
Ces deux dernières informations sont modélisées par les nœuds « variables 
d’environnement » notés Charge_Sstr et Charge_Fab pour, respectivement la charge des sous-
traitants (état « faible » ou « forte ») et la charge de fabrication (état « faible » ou « forte »). 
Dans cet exemple, trois décisions du graphe de projet initial sont encore reliées directement 
aux objectifs (C1, T7 et T8). Les autres décisions sont « représentées » par les nœuds concepts 
directement reliés aux objectifs : type de plate-forme et politique de sous-traitance. Si ces diverses 
généralisations ne suffisent pas à diminuer suffisamment la complexité, l’algorithme va proposer 
d’agréger les nœuds les plus pertinents par rapport à la réduction de complexité. Il crée alors des 
nœuds « généralisation aléatoire » jusqu’à l’atteinte de la limite de complexité fixée. Dans notre 
plateforme, cette limite a été définie empiriquement à environ deux cents milles lignes par table de 




Figure 2. Illustration de la construction du réseau dans le projet satellite 
A la fin de ce processus semi-automatisé de saisie de la structure, l’utilisateur peut alors 
visionner le réseau dans le logiciel Netica® et le modifier librement. Enfin, la dernière étape avant 
le lancement de l’algorithme d’optimisation est l’apprentissage des paramètres du réseau. 
Théoriquement, celui-ci utilise les exemples des projets précédents mettant en œuvre les mêmes 
concepts et/ou décisions selon leur pertinence. Nous utilisons pour cela une propriété intéressante 
de l’algorithme d’apprentissage EM qui permet d’ignorer, dans les exemples, les données non 
pertinentes (nœud non représentés dans le réseau courant). Ces différents types d’acquisition de 
paramètres seront évalués. A la fin de l’optimisation, tous les individus générés sont enregistrés 
dans un fichier cas. Ce fichier est utilisé pour alimenter l’apprentissage final des paramètres du 
réseau bayésien. Le modèle résultant est fourni à l’utilisateur en plus des meilleures solutions 
obtenues lors de l’optimisation guidée.  
  
 
 
