Abstract. In 1976 Stahl [13] dened the m-tuple coloring of a graph G and formulated a conjecture on the multichromatic number of Kneser graphs. For m = 1 this conjecture is Kneser's conjecture which was solved by Lovász [10] . Here we show that Lovász's topological lower bound in this way cannot prove Stahl's conjecture. We obtain that the strongest index bound only gives the trivial m · ω(G) lower bound if m ≥ |V (G)|. On the other hand the connectivity bound for Kneser graphs is constant if m is suciently large. These provide new examples of graphs showing that the gaps between the chromatic number, the index bound and the connectivity bound can be arbitrarily large.
Introduction
In 1978 Lovász [10] solved Kneser's conjecture using his topological lower bound for the chromatic number. The vertices of the Kneser graph KG n,k (n ≥ 2k) are all k-element subsets of an n-element set. The edges are formed by disjoint k-sets. The multichromatic number χ m (G) of a graph G can be dened as χ m (G) := min{n : there is a graph homomorphism G → KG n,m }, where a graph homomorphism is an edge preserving map from V (G) to V (KG n,m ). It is easy to see that the usual chromatic number is just χ 1 . In 1976 Stahl conjectured [13] that: Conjecture 1. If m = qk − r where 1 ≤ q and 0 ≤ r < k, then χ m (KG n,k ) = qn − 2r.
We will show (Theorem 6) that the strongest index version (1) of the topological lower bound for the chromatic number cannot prove this. The index bound only gives the trivial χ m (G) ≥ m · ω(G) lower bound if m ≥ |V (G)|. On the other hand Stahl [13] showed that χ m (KG 2n+1,n ) = 2m + 1 + m−1 n . So even this special case cannot be reproved using the index bound, since ω(KG 2n+1,n ) = 2 if n > 1. It is known [13] as well that χ qk (KG n,k ) = qn.
Here the index bound gives only χ qk (KG n,k ) ≥ qk n k if qk ≥ n k . Unfortunately this is slightly worse than required.
We look at the weaker, connectivity version of the topological lower bound as well. We prove (Theorem 16) that the connectivity bound only gives χ m (G) ≥ constant if m is suciently large.
The rest of the paper is organized as follows. In Section 2 we review some denitions and the topological lower bound for the (multi)chromatic number. In Section 3 we focus on the index bound. In Section 4 we consider the connectivity bound.
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Preliminaries
In this section we recall some basic facts on graphs, simplicial complexes, and the topological lower bound for the (multi)chromatic number to x notation. The interested reader is referred to [11, 2, 9] for more details.
Any graph G considered will be assumed to be nite, simple, connected, and undirected. For technical reasons we will introduce directed edges in one of the proofs. A graph G is given by a nite set V (G) of vertices and a set of edges E(G) ⊆ 
There is an edge between two vertices (u, i) and (v, j) if and only if uv ∈ E(G) or u = v and i = j. Clearly
is also known [7] as the lexicographic product of G and the
A Z 2 -space is a pair (X, ν) where X is a topological space and ν : X → X, called the
spaces, a Z 2 -map between them is a continuous map f :
The sphere S n is understood as a Z 2 -space with the antipodal homeomorphism x → −x. A Z 2 -space is free if the Z 2 -action ν has no xed point. The Z 2 -index of a Z 2 -space (X, ν)
dened by ind(X) := min{n : there is a Z 2 -map X → S n }. A topological space X is k-connected if every map from the sphere S n → X extends to a map from the ball B n+1 → X for n = 0, 1, . . . , k. A space X is −1-connected if it is non-empty. We denote by conn(X) the connectivity number of the topological space X, i.e., the maximum k such that X is k-connected. 
where the equivalence relation ≈ is given by (x, y, 0) ≈ (x , y, 0) for all x, x ∈ X and y ∈ Y and (x, y, 1) ≈ (x, y , 1) for all x ∈ X and y, y ∈ Y . This seemingly dierent denition of the join can be considered as an extension since K * L and K * L are homeomorphic. We will use the following result:
Proposition 2 (Connectivity of the join [11] ). Suppose that X is k-connected and Y is l-connected, where X, Y are triangulable spaces. Then X * Y is (k + l + 2)-connected.
The homomorphism complex Hom(K 2 , G) (actually here we dene its barycentric subdivision, the original denition can be found in [1, 5] ) can be dened in the following way. We dene the common neighborhood map cn G : 2 Lovász's [10, 11] topological lower bound for the chromatic number can be formulated as:
, there is a topological lower bound for the multichromatic number:
(1)
It is known that these inequalities can be very bad in general. One can obtain new examples using Theorem 16 which can be stated as
for any Kneser graph KG n,k (n ≥ 2k ≥ 4). On the other hand from Theorem 6 we know how the index tends to innity:
3. The strength of the index bound
We will use Discrete Morse Theory, which was invented by Forman [6] . It is a convenient tool for proving homotopy equivalences. We recall that a partially ordered set, or poset for short, is a pair (P, ), where P is a set and is a binary relation on P that is reexive (x x), transitive (x y and y z imply that x z), and weakly antisymmetric (x y and y
x imply x = y). When the order relation is understood, we say only a poset P . If x y and x = y then we write x ≺ y. The face poset of a simplicial complex K is a set containing the simplices of K and the binary relation corresponds to containment.
Denition 3. Let P be a poset with the order relation .
• We dene a partial matching on P to be a set Σ ⊆ P , and an injective map µ : Σ → P \ Σ, such that µ(x) x, for all x ∈ Σ, and there is no c such that µ(x) c x.
• The elements of P \ (Σ ∪ µ(Σ)) are called critical.
• Additionally, such a partial matching µ is called acyclic if there exists no sequence of distinct elements x 1 , . . . , x t ∈ Σ, where t ≥ 2, satisfying µ(
If y = µ(x) then one can say that y is matched down by µ. One can consider µ as disjoint oriented edges in the Hasse diagram of P . We will use the main theorem of Discrete Morse Theory.
Theorem 4 ( [9, Theorem 11.13] ). Let K be a simplicial complex, and let M be an acyclic matching on the face poset of K. If the critical cells form a subcomplex K c of K, then K c and K are homotopy equivalent.
Remark 5. We will use the Z 2 -version of this theorem. In our settings ∆ ⊃ ∆ are free Z 2 -simplicial complexes and the acyclic matching µ respects the Z 2 -action ν (i.e. if x ∈ Σ then ν(x) ∈ Σ, and ν(µ(x)) = µ(ν(x))). We use that in this case ∆ is Z 2 -homotopy equivalent to ∆ (the critical cells of this Z 2 symmetric matching are the simplices of ∆ ). The outline of the proof of this Z 2 version and applications can be found in [5] . We will not dene Z 2 -homotopy equivalence here, since we only need that Z 2 -homotopy equivalent spaces have the same index.
The following theorem explains why the strongest topological lower bound (1) cannot be used to prove conjecture 1. If m ≥ |V (G)| then the index bound gives m · ω(G), the trivial lower bound.
We will dene a matching on the face poset of Hom(K 2 , G[m]). To dene this matching we extend the graph G. For each uv ∈ E(G) we add 2 oriented edges − → uv and − → vu. We choose a linear ordering on the set of newly introduced oriented edges. For a vertex A B ∈ Hom(K 2 , G[m]) we will look at the not necessarily disjoint subgraphs of G induced by p(A) and p(B). We will consider p(A) and p(B) as subgraphs of G. A simplex
If a bad edge − → uv would appear both in p(A n ) and p(B n ) then we had (u, i) ∈ A n and (v, i) ∈ B n for some i, j violating the condition that each vertex of A n connects to each vertex of B n . With the linear ordering we choose the smallest bad oriented edge and denote it by ϕ(σ) := − → uv. Let us describe a partial matching on the face poset of Hom(K 2 , G[m]). We will dene the set Σ, and the map µ in the following way. ∪ (u, 1) ) B s or s = n. In this case let σ ∈ Σ and µ(σ) :
This part of the matching is well dened because of the choice of u. It is easy to check that ϕ(σ) = ϕ(µ(σ)). Now assume that (u, 1) ∈ A 1 , and for the index t = max{i : (u, i) ∈ A n } let l = min{i : (u, t) ∈ A i }. If l = 1 then let σ ∈ Σ and µ(σ) :
This extension of the matching is well dened, A l \ (u, t) = ∅ since it contains (u, 1). For this extension of the matching σ and µ(σ) have the same largest vertex A n B n , so ϕ(σ) = ϕ(µ(σ)). We show that this matching is acyclic. By contradiction assume that σ 1 , µ(σ 1 ), . . . , σ k , µ(σ k ) is a cycle (k > 1). If we delete the maximal element of the chain, then since A i B i ⊂ A i+1 B i+1 , the assigned smallest bad edge can only increase. So along a cycle the smallest bad edge must be the same. First assume that each vertex of the chain corresponding to σ 1 contains (u, 1), where ϕ(σ 1 ) = − → uv. This means that in the cycle each vertex of each simplex has this property. µ always adds a vertex which does not contain (u, t). So going from µ(σ 1 ) to σ 2 we cannot delete a vertex containing (u, t), the number of such vertices would decrease, making the cycle impossible. So from µ(σ 1 ) we have to delete a vertex which does not contain (u, t). In this case since σ 1 = σ 2 it is easy to see that σ 2 is matched down, µ −1 deletes the same vertex from σ 2 as it was added in µ(σ 1 ). In the second case a vertex of the chain corresponding to σ 1 does not contain (u, 1). µ always adds a vertex which contains (u, 1). So going from µ(σ 1 ) to σ 2 we cannot delete a vertex not containing (u, 1), the number of such vertices would decrease, making the cycle impossible. Now the number of vertices not containing (u, 1) is non-increasing along a cycle. So to get σ 2 we have to delete a vertex which contains (u, 1). If µ added X Y to get µ(σ 1 ) then it is easy to see that σ 2 ( = σ 1 ) is matched down, µ −1 deletes X Y . So a cycle is not possible in this case either. 
G[m]).
We will bound the dimension of K. Let σ = A 1 B 1 ⊂ · · · ⊂ A n B n be a critical simplex. Its dimension is at most |A n | + |B n | − 2 since A 1 and B 1 are non-empty. Let K a respectively K b be the largest clique of p(A n ) respectively p(B n ). If p(A n ) and p(B n ) are cliques then since the vertices of A n are connected to B n in G[m], we get that A n ∪ B n is a clique. So
are not cliques then we can assume without loss of generality that there is a vertex u ∈ p(A n ), such that u ∈ K a . Since K a is the largest clique, there is a vertex v ∈ K a such that uv ∈ E(G). σ is a critical simplex so (p 1) and (v, 1) . But now B n cannot contain (v, i) or (u, i), since (u, 1) ∈ A n and (v, 1) ∈ A n . Similarly this is the case for any vertex The nerve of a family of subcomplexes {K i } i∈I is the simplicial complex N ({K i } i∈I ) with vertex set I and with simplices given by N ({K i } i∈I ) = F ⊆ I :
We will apply the following version of the Nerve Theorem to the family of subcomplexes
Theorem 7 ( [2, Theorem 10.6(ii)] ). Let {K i } i∈I be a family of subcomplexes of a nite simplicial complex K such that K = i∈I K i . Suppose that every non-empty nite intersec-
So we need to study the connectivity of non-empty intersections of the covering system 
We have two cases:
there is a vertex x such that it is connected to the vertices of σ. But then x is connected to U [m] so x ∈ U . This means
To sum up, conn(N Assume that for a graph G conn(EN(G)) = n. Now if m ≥ n + 2 then by Theorem 12 we get that conn(N(G[m])) = n. This means that the connectivity bound for χ m (G) will be only n + 3 if m ≥ n + 2. In general the connectivity of the extended neighborhood complex does not have to be nite. For example conn(EN(K n )) = ∞. We will show that for Kneser graphs conn(EN(KG n,k )) < ∞. For this we need the following propositions. Proposition 13 ( [2] ). A simplicial complex K is contractible i K is acyclic (that is, H i (K) = 0 for all i ∈ Z) and simply connected. Proposition 14 ( [3] ). If a nite simplicial complex K is acyclic, then every self-map of K has a xed point. Theorem 15. conn(EN(KG n,k )) is nite, for any positive integers n ≥ 2k, k ≥ 2.
Proof. First we show that
Proof. Suppose that EN(KG n,k ) is l-connected for all l ∈ N. Then by the Whitehead theorem [3] EN(KG n,k ) is contractible. If it is contractible, then it is acyclic by Proposition 13 and so every self-map of EN(KG n,k ) has a xed point by Proposition 14. However, we will dene a simplicial map EN(KG n,k ) → EN(KG n,k ) which does not have a xed point. This contradiction gives the niteness of conn(EN(KG n,k )).
Assume that the vertices of KG n,k are the k element subsets of [n] := {0, 1, . . . , n − 1}. If k | n then we dene the permutation of [n] by π n,k (i) := i + 1 modulo n. If k | n then π n,k (i) := i + 1 modulo n − 1 if i = n − 1, n − 1 if i = n − 1.
Any permutation π of the ground set [n] induces a map on the k sets as well. It is easy to see that this map (mapping {a 1 , . . . , a k } to {π(a 1 ), . . . , π(a k )}) denes a simplicial map, which we denote by π as well, π : EN(KG n,k ) → EN(KG n,k ). We will show that π n,k : EN(KG n,k ) → EN(KG n,k ) does not have a xed point. By contradiction, assume that there is an invariant simplex σ ∈ EN(KG n,k ). Thus π n,k is a permutation on V (σ). We have two cases:
1. If there exists a vertex A ∈ V (KG n,k ) such that V (σ) ⊆ cn KG n,k (A). In this case A ∩ B = ∅ for all B ∈ V (σ). The group generated by π n,k is transitive on {0, 1, . . . , n−1} or {0, 1, . . . , n − 2}, so for every vertex B ∈ V (σ) there is a minimal l B ∈ N + such that π l B n,k (B) ∩ A = ∅, but π l B n,k (B) ∈ V (σ) which is a contradiction.
