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Abstract
Let A and B be any n× n real symmetric matrices. The following fact is well known: If
|In − αA− βB| = |In − αA||In − βB| for any α, β ∈ R, then AB = 0. There exist various
proofs. In this paper, we refine Olkin’s method [Linear Algebra Appl. 264 (1997) 217]. Fur-
thermore, his determinantal result is generalized.
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To prove the Craig–Sakamoto theorem on the independence of two quadratic
forms, the following fact is crucial.
Theorem 1. Let A and B be any n× n real symmetric matrices. If
|In − αA− βB| = |In − αA||In − βB| (∀α, β ∈ R), (1)
then AB = 0.
Several proofs of this result are known [2,3,6–8]. In [6] Olkin gave an elemen-
tary proof by using an interesting determinantal theorem. We refine Olkin’s method
by using another type of determinantal result. The idea in [6] is as follows: expand
the both-hand sides of (1) into polynomials in β, expand their coefficients into
E-mail address: masaya@mist.i.u-tokyo.ac.jp (M. Matsuura).
0024-3795/03/$ - see front matter  2003 Elsevier Science Inc. All rights reserved.
doi:10.1016/S0024-3795(02)00615-8
322 M. Matsuura / Linear Algebra and its Applications 364 (2003) 321–323
polynomials in α, and apply a determinantal theorem. Our method is as follows:
expand the both-hand sides of (1) into polynomials in α, and apply the following
proposition.
Proposition 1. Let S and T be m×m and n× n real symmetric (or complex nor-
mal) matrices, and let k be an integer larger than the rank of S and the rank of T .
Then
|In − yS| = |Im − yT | (for at least k distinct numbers y) (2)
if and only if S and T have the same set of nonzero eigenvalues counting multiplici-
ties. Consequently, S and T have the same Frobenius norm.
Proof. Since eigenvalues and Frobenius norms are invariant under unitary similar
transformations, we can assume, without loss of generality, that S = diag(s1, s2, . . . ,
sq, 0, . . . , 0) and T = diag(t1, t2, . . . , tr , 0, . . . , 0), where si /= 0 (1  i  q) and
tj /= 0 (1  j  r). Then relation (2) can be written as
q∏
i=1
(1 − siy) =
r∏
j=1
(1 − tj y) (for at least k distinct numbers y).
By relabeling tj ’s, we have q = r and si = ti (1  i  q). This gives the proof. 
Using this proposition, we can prove Theorem 1 and the extension to complex
normal matrices as in [8]:
Theorem 2. Let A and B be any n× n normal matrices. If
|In − αA− βB| = |In − αA||In − βB| (∀α, β ∈ C), (3)
then AB = 0.
Proof of Theorems 1 and 2. If A = 0, the claim is obvious. Without loss of gen-
erality, we can assume that A = diag(a1, a2, . . . , ar , 0, . . . , 0) (a1, a2, . . . , ar /= 0).
Let B be partitioned as
B =
(
B11 B12
B21 B22
)
,
where B11 is an r × r matrix. Then Eqs. (1) and (3) are rewritten as∣∣∣∣diag(1 − αa1, 1 − αa2, . . . , 1 − αar)− βB11 −βB12−βB21 In−r − βB22
∣∣∣∣
= |diag(1 − αa1, 1 − αa2, . . . , 1 − αar, 1, . . . , 1)||In − βB|.
The coefficients of αr in both-hand sides above are (−1)r (∏ri=1 ai) |In−r − βB22|
and (−1)r (∏ri=1 ai) |In − βB|, respectively. Since a1, a2, . . . , ar /= 0, this shows
|In−r − βB22| = |In − βB| (∀β ∈ R or C). (4)
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We note that if r = n, then the left-hand side above is replaced by |1 − β · 0|. From
Proposition 1, we see that (4) implies ‖B22‖2 = ‖B‖2, where ‖ ∗ ‖2 denotes the
Frobenius norm. This means B11, B12 and B21 vanish. Hence AB = 0. 
We conclude this paper with a comment on Olkin’s determinantal result in [6].
Remark 1. Let S and T be any real symmetric matrices. Note that to prove Theorem
1, Proposition 1 is stronger than we need. For Theorem 1, it suffices to show that S
and T have the same Frobenius norms, which is true if Ci(S) = Ci(T ) (i = 1, 2),
where C1(X) is the trace of X, and C2(X) is the sum of 2 × 2 principal minors. Here
we use the observation that ‖X‖22 = (C1(X))2 − 2C2(X). Especially, we have the
following result of Olkin [6] (see also [4]).
Proposition 2. Let B = (bij ) be any n× n real symmetric matrix partitioned as
B =
(
B11 B12
B21 B22
)
,
where B11 is an r × r matrix. We denote
B(i, j) = biibjj − b2ij (1  i, j  n). (5)
If tr(B11) = 0 and ∑1i<jr B(i, j)+∑1ir,r+1jn B(i, j) = 0, then B11, B12
and B21 are all zero matrices.
Proof. Putting S = B and T = B22 in Remark 1, we have the proof. 
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