In this note we improve the known L p -bounds for Bochner-Riesz operators and their maximal operators.
Introduction and statement of results
The Bochner-Riesz operator in R n , n ≥ 2, of order α is a multiplier operator defined by
It is conjectured that when α > 0, S α is bounded on L p if and only if
The necessity of the condition on p, α can be found in [7] . This conjecture was proven in R 2 by Carleson and Sjölin [4] . In higher dimensions (n ≥ 3), partial results are known. Indeed, the L p -boundedness of S α on the range (2n + 2)/(n − 1) ≤ p ≤ ∞ is due to the argument of Fefferman and Stein (see [6] ) and the well-known restriction theorem of Tomas and Stein (see [11, pp. 420 -421] ). Beyond their results, some specific progress has been made in [1] , [2] , [17] , [18] , and [19] . The best-known result in Second, we study the L p -boundedness of the maximal Bochner-Riesz operator defined by S α * f (x) = sup
where S α t f = (1 − |ξ/t| 2 ) α + f . When p ≥ 2, the natural problem is that S α * is bounded on L p on the same range where S α is bounded. In R 2 , the problem was settled by Carbery [3] . When n ≥ 3, Christ [5] showed that S α * is bounded on L p if p ≥ (2n + 2)/(n − 1) and α > α( p). For p < 2, the boundedness of S α * is different from that of S α . It was shown by Tao [12] that when p ≤ 2, for L p -boundedness of S α * the additional restriction α ≥ (2n − 1)/(2 p)−n/2 is needed. Also in R 2 , Tao [15] obtained some improvement upon the classical results for this problem. The second of our results is the following theorem.
Theorems 1.1 and 1.2 are consequences of the bilinear restriction estimates for elliptic surfaces due to Tao [16, Sec. 9] . Our arguments are similar to those in [9] , which make use of the bilinear restriction estimate for the cone (see [24] , [14] ) with some bilinear techniques developed in [17] , [18] , and [19] to obtain some sharp L p -L q bounds for the cone multiplier operator of negative order. Unlike previous works (see [1] , [2] , [17] , [18] , [19] ) on the Bochner-Riesz problem in higher dimensions, Kakeyatype estimates are not needed in our argument. The method here can be used to give a different proof for the known results on Bochner-Riesz and the related maximal operators in R 2 (see [3] , [4] ). It seems likely that, at least in R 3 , a better estimate can be obtained by combining the argument here and the procedures given in [18] and [19] with known Kakeya-type estimates (cf. [20] , [21] ).
Proof of Theorem 1.1
In this section we consider a somewhat more general multiplier operator T α defined by
where χ is a smooth function supported in a small neighborhood V of the origin. Following Tao, Vargas, and Vega [19] , we impose an elliptic condition on ψ. Let Q = [−1, 1] n−1 ⊂ R n−1 . We say ψ is of elliptic type if it satisfies the following:
• ψ : Q → R is a smooth function with ∂ α ψ ∞ ≤ C for all 0 ≤ |α| ≤ N , where N is a large constant;
• for all x ∈ Q, the eigenvalues of the Hessian ∂ 2 ξ ψ(x) all lie in [1 − 0 , 1 + 0 ], where 0 > 0 is a small constant.
For p ≥ (2n + 2)/(n − 1), (2.1) is due to the argument of Fefferman and Stein and the L (2n+2)/(n+3) -L 2 restriction theorem for sphere (see [6] , [11] ). To extend (2.1) to the range (2n + 2)/(n − 1) > p > (2n + 4)/n, we use the bilinear restriction estimates for elliptic surfaces (see [16] ). For the convenience of readers, we give a statement of this. Let be a elliptic surface; that is, let
where ψ is of elliptic type. For A, B > 0, by A ∼ B we mean A/2 ≤ B ≤ 2A. The following are the bilinear (adjoint) restriction estimates for elliptic surfaces (see [16, Sec. 9] ). THEOREM 2.2 (Bilinear restriction estimates for elliptic surfaces)
where dµ 1 , dµ 2 are the surface measures on 1 , 2 , respectively, and the constant C is stable under small smooth perturbations of the surface (equivalently, ψ).
Since dµ = 1 + |∇ψ(ξ )| 2 dξ , discarding some harmless factors, Theorem 2.2 can be restated as follows. Let Q 1 , Q 2 be subsets of Q. If dist(Q 1 , Q 2 ) ∼ 1, then there is a constant C = C( p), independent of Q 1 , Q 2 , such that for p > (n + 2)/n,
where E i ( f )(x) = Q i e 2πi(x ·ξ +tψ(ξ )) f (ξ ) dξ for i = 1, 2 and the constant C is stable under small smooth perturbations of ψ.
Remark 2.3
The uniform bound (the constant C in (2.2)) under small smooth perturbations of the surface is important in our argument.
Suppose that ψ 0 is a function of elliptic type, and suppose that
1 for all 0 ≤ |α| ≤ N , where N is a large constant. Then Theorem 2.2 implies that if dist(Q 1 , Q 2 ) ∼ 1, there is a constant C = C( p), independent of ψ, such that (2.2) holds for p > (n + 2)/n.
The most important feature of functions of elliptic type is that apart from some affine terms, these are essentially quadratic functions with small smooth error. They are stable under parabolic rescaling and translation (see [19] ). Indeed, for a ∈ Q with |a| 1, let us define
and
1, then the surfaces given by ξ n = ψ j (a, ξ ) are not much different from the quadratic surfaces given by ξ n = ξ , ∂ 2 ξ ψ(0)ξ /2. Precisely, for 2 − j , |a| 1,
for all 0 ≤ |α| ≤ N with large N since ψ is of elliptic type. Therefore, using Theorem 2.2 (see also Rem. 2.3), we see that if |a|, 2 − j 1, there is a uniform bound in a, j for the bilinear (adjoint) restriction estimates associated with the surfaces = {(ξ , ψ j (a, ξ )) : ξ ∈ Q} such that (2.2) holds for p > (n + 2)/n.
The bilinear restriction estimate can be cast into a somewhat different version in which δ-neighborhoods of the surfaces are considered instead of the surfaces themselves. For 0 < δ 1, define multiplier operators T i for i = 1, 2 by
where χ 1 , χ 2 are smooth functions supported on Q.
where the constant C is stable under small (smooth) perturbations of ψ.
The δ-neighborhood i (δ) of i can be decomposed into a family of surfaces t i . Precisely, for i = 1, 2,
for all s, t ∈ (−δ, δ) with C independent of s, t. Furthermore, the constant C in (2.8) is stable under small (smooth) perturbations of ψ since the bilinear restriction estimate is stable.
Using Hölder's inequality and (2.8), we see that
ds dt.
By the fact that p ≤ 2 and Hölder's inequality, it is easy to see that
Finally, we get (2.7) using Plancherel's theorem.
Let K i be the kernel of T i for i = 1, 2. The kernels K 1 , K 2 are rapidly decaying outside the ball B(0, δ −1− ). Here, B(a, r ) ⊂ R n is the ball centered at a with radius r . Using this, the L 2 -norm in the right-hand side of (2.7) can be replaced by L r -norm (2 ≤ r ≤ p) with optimal bounds in δ.
Proof
Fix > 0, and let {Q j } be essentially disjoint δ −1− -cubes such that Q j = R n . Set f j = χ Q j f , and set
where 2Q l is the cube with the same center as Q l and side length 2δ
where E(x) = Cδ M (1 + |x|) −M for any M. This follows from the fact that for any > 0 and any M,
× · · · × δ 1/2 × δ so that each of the inverse Fourier transforms of the resulting functions is essentially supported in boxes of size δ −1/2 × · · · × δ −1/2 × δ −1 . We write
. By Hölder's inequality, f l 2 g l 2 ≤ Cδ (−n+2n/r −n ) f l r g l r . So we have
This completes the proof because l f l p r
Proof of Proposition 2.1
It is sufficient to show that if (2n + 4)/n < p ≤ 4, 2 ≤ r < p, and
By the same argument used in the proof of Lemma 2.5, we may assume that f is supported in a ball of radius δ −1− . Then by Hölder's inequality, (2.1) follows from (2.9). For (2.9) we use a decomposition technique introduced in [19] which is useful in exploiting a bilinear estimate. For each j ≥ 1, we dyadically decompose
By a Whitney decomposition of Q × Q away from the diagonal D of Q × Q (see, e.g., [10, p. 16] ), ignoring some harmless measure zero set, we have
Since the Fourier transform of f is supported in a small neighborhood of the origin
Fixing j, we define a bilinear operator by
Then it is easy to see that
are supported in boundedly (at most 8 n ) overlapping rectangles. By Plancherel's theorem and a standard argument (see [19, Lem. 6 .1] and Lem. 3.6 in this paper), we have for 1 ≤ p/2 ≤ 2,
(2.13)
By this and Lemma 2.6, as will be seen, the matter is reduced to computing
. This is to be done by handling separately the cases 2 2 j δ ≥ c and 2 2 j δ < c for some small constant c > 0.
The case 2 2 j δ < c First, we claim that if 2 2 j δ < c and Q
Putting (2.14) in the right-hand side of (2.13) (note that 1 < (n + 2)/n < 2 if n ≥ 3), we see that if 2 2 j δ < c, then for p, r satisfying (2n + 4)/n < p ≤ 4, 2 ≤ r ≤ p, and
We see that the right-hand side of (2.15) is bounded by C f r g r using the following lemma. ≤ f 2 . Interpolation between these two estimates proves Lemma 2.6.
Therefore it follows that if 2 2 j δ < c, then for p, r satisfying (2n + 4)/n < p ≤ 4, 2 ≤ r < p, and (n + 1)/ p = (n − 1)(1 − 1/r ), there is a constant C, independent of j, δ, such that for > 0,
Now it remains to prove (2.14).
Proof of (2.14) Let a ∈ R n−1 be the center point of the smallest cube containing both Q j k and Q j k . By translation ξ → ξ + a in frequency space (on the Fourier transform side), we move the cubes Q j k and Q j k into Q(0, 2 1− j ). Here Q(x, r ) ⊂ R n−1 is the cube centered at x with side length r . Observe that
where ψ(a, ξ ) is given by (2.
4). By the change of variables
and T δ g j k is also changed into the same form.
Making the change of variables
where
Set f j (x) = f (2 j x , 2 2 j x n ), and set g j (x) = g(2 j x , 2 2 j x n ). Changing variables again by (ξ , ξ n ) → (2 − j ξ , 2 −2 j ξ n ) in frequency space, we see that
and ψ j (a, ·) is given by (2.5). Note that f j , g j are supported in the sets Q 1 × R, Q 2 × R, respectively, with dist(Q 1 , Q 2 ) ∼ 1 and Q 1 , Q 2 ⊂ Q. We may assume 2 − j , |a| 1 since f is supported in a small neighborhood of the origin. From (2.6), we see that ψ j (a, ·) is of elliptic type uniformly in a, j. Multiplying harmless smooth functions to both f j and g j , and applying Lemma 2.5 to B( f j , g j ) with ψ = ψ j (a, ·), we obtain for (2n + 4)/n < p ≤ 4, 2 ≤ r ≤ p, and > 0,
By rescaling, we get (2.17). From (2.6) and the stability of the bounds in (2.2), we also see that the above holds uniformly in a, j. Therefore the constant C in (2.14) is independent of Q j k , Q j k . This completes the proof of (2.14).
The case 2 2 j δ ≥ c In this case, the condition Q j k ∼ Q j k is unnecessary. We show that if 2 2 j δ ≥ c, then for p, r satisfying 2n/(n − 1) ≤ p ≤ 4, 2 ≤ r ≤ p, and
Putting (2.18) in the right-hand side of (2.13), and using (2.15) and Lemma 2.6, we see that if 2 2 j δ ≥ c, then there is a constant C, independent of j, δ, such that for p, r satisfying 2n/(n − 1) ≤ p ≤ 4, 2 ≤ r < p, and (n + 1)/ p = (n − 1)(1 − 1/r ),
Now we prove (2.18). Since δ ≥ c2 −2 j , by Taylor expansion of ψ one can see that the Fourier support of T δ f j k is essentially a rectangle of size approximately δ × 2 − j × · · · × 2 − j , which does not necessarily have sides parallel to the coordinate axes. By a simple computation, we see that
Interpolation between these two estimates gives that if r ≤ p,
Finally, we conclude the proof of Proposition 2.1 by summing up the estimates (2.16), (2.19) . Summation of (2.19) 
respectively. We denote by m(D) the multiplier operator given by
Since sup t>0 |m α 0 (D/t) f | is bounded by a constant multiple of the Hardy-Littlewood maximal function, we only need to consider sup t>0 |m α (D/t) f |. By the standard Littlewood-Paley reduction (see [5] ), it is sufficient to show that for p > (2n + 4)/n,
Using again the boundedness of the Hardy-Littlewood maximal function, we can drop ρ(|D|/t) from m α (D/t). By dividing f into functions with small Fourier supports, it is enough to show that for p > (2n + 4)/n and f with Fourier support contained in B(e n , 0 ), if α > α( p),
where e n = (0, . . . , 0, 1) and 0 is a small positive constant. By dyadic decomposition, x α + = δ:dyadic δ α φ(x/δ) for some φ ∈ C ∞ 0 (−1, 1). So we can write
Since f is supported in B(e n , 0 ), it is sufficient to take the supremum over the interval (1 − 0 , 1 + 0 ) instead of the interval (1, 2) . By translation ξ n → ξ n + 1 in frequency space (on the Fourier transform side), it suffices to show that if f is supported in B(0, 0 ), then for p > (2n + 4)/n and > 0, 1 δ > 0, there is constant C = C( p, ) such that
Let E be an n × n symmetric matrix, and set
with E 1, where E = max 1≤i, j≤n |E i, j |. These q in (3.2) are small perturbations of the parabolic function |ξ | 2 − 2ξ n .
Remark 3.1
The surfaces {ξ ∈ B(0, 1) : r = q(ξ )} are elliptic uniformly in r ∈ (− 0 , 0 ). Precisely, the equation r = q(ξ ) with r ∈ (− 0 , 0 ) can be solved as ξ n = ψ r (ξ ) on B(0, 1) for some smooth ψ r . From (3.2), it is easy to see that ∂ 2 ξ ψ r (ξ )
The following is the main result of this section. PROPOSITION 
3.2
For any > 0, 1 δ > 0, and p > (2n + 4)/n, if the Fourier support of f is contained in B(0, 1),
This easily implies (3.1). Let λ be a positive small constant. By rescaling
, which falls in the category of φ((t − q(D))/δ) by choosing sufficiently small λ and replacing λ 2 δ by δ. Our argument below is more clearly seen if one takes the parabolic function q(ξ ) = |ξ | 2 − 2ξ n . To this we added small error ξ, E ξ to include the Bochner-Riesz operators. But there is no essential difference. It is also possible to obtain the same results for more general q by the method of this paper. But we do not do so here to avoid unnecessary technicalities.
Let us set
Now we recall the following well-known lemma. 
.
Applying this lemma to T t δ f with p = 4 and using a simple inequality (A 3/4 B 1/4 ≤ δ −1/4 A + δ 3/4 B for A, B ≥ 0), we see that
Since the L p -boundedness of |T
| with bound Cδ −(n−1)/2+n/ p− is given by Proposition 2.1, it is sufficient to consider the first two terms. Let us define a biquadratic operator Q by
for φ ∈ C ∞ 0 (−1, 1). Then Proposition 3.2 follows from the next proposition. PROPOSITION 
3.4
For any > 0, 1 δ > 0, and p > (2n + 4)/n, if the Fourier support of f is contained in B(0, 1), then
with uniform C under small perturbations of the matrix E .
For p ≥ (2n + 2)/(n − 1), (3.5) can be deduced from (3.6), which is due to Christ [5] (who showed it with q(ξ ) = |ξ |). Using the L (2n+2)/(n+3) -L 2 -restriction estimate for the surfaces with nonvanishing Gaussian curvature and Christ's argument, it can be shown that if the Fourier support of f is contained in B(0, 1), then for p ≥ (2n + 2)/(n − 1),
with C stable under small perturbations of E . For the convenience of readers, we give a proof of this.
Proof of (3.6) For r ∈ (− 0 , 0 ), let dσ r be the Lebesgue measure on the surface
and set [ f ] r = f | r (the restriction of function f to the surface r ). Let E r (F) = Fdσ r (the adjoint of the Fourier restriction to the surface r ). For l ∈ δZ ∩ (− 0 , 0 ), let I l be the interval [l − δ, l + δ], and set
where η ∈ C ∞ 0 (−1, 1) and k∈Z η(· − k) = 1. Note that
where 2I l is the interval centered at l with length 4δ. Since p ≥ (2n + 2)/(n − 1), by Minkowski's inequality we see that
Successive uses of Hölder's and Minkowski's inequalities give
From (3.2) and Remark 3.1, we see that the surfaces r have nonvanishing Gaussian curvatures and that these surfaces are not much different from each other. So, for p ≥ (2n + 2)/(n − 1), E r (F) p ≤ C F 2 holds uniformly in r ∈ (− 0 , 0 ) (see [11, p. 386] ). Putting this in the right-hand side of (3.7), we see that for
By Plancherel's theorem, we get (3.6). The stability of the constant C in (3.6) follows from the fact that the restriction estimate for r has a uniform bound under small perturbations of E .
The kernel of φ (t − q(D))/δ is rapidly decaying outside B(0, δ −1− ) uniformly in t ∈ (− 0 , 0 ). By the argument in the proof of Lemma 2.5, we may assume that f is supported in a ball of radius δ −1− . Then by Hölder's inequality we see that for p ≥ (2n + 2)/(n − 1), 1 δ > 0, and > 0,
Using Lemma 3.3 (cf. (3.4) ), (3.8) , and Proposition 2.1, we see that for p ≥ (2n + 2)/(n − 1),
From this and (3.8), one can easily see the following. 
Proof of Proposition 3.4
Bilinearizing Q( f ), we consider
We again make use of the decomposition technique in Section 2. Keeping the same notation as in Section 2 (see (2.10), (2.11)), we set
Since j≥1 B t j ( f, g) = T t δ f · T t δ g as before (see (2.12)), it follows that
In order to make use of the orthogonality among
, we need the following, which is a simple modification of [19, Lem. 6 .1] LEMMA 3.6 Let I be an interval, and let {F l } be a collection of functions defined on R n × I . Let {R l } be a collection of rectangles in R n such that the dilates {2R l } are boundedly overlapping. Suppose that for all t ∈ I the Fourier support of F l (·, t) is contained in R k . Then for 1 ≤ p ≤ 2, we have
Proof
Let m l be a smooth function adapted to 2R l which is supported in 2R l and equal to 1 on R l . Then the kernel K l of m l (D) is contained in L 1 uniformly. We claim that for arbitrary {g l (·, t)},
Then the lemma follows by setting
In view of (complex) interpolation, it is enough to show this for p = 1 and p = 2.
When p = 2, the estimate is a consequence of Plancherel's theorem since {2R l } are essentially disjoint. When p = 1, by the triangle inequality we only need to show
but it is easy to see this using Minkowski's inequality and the fact that K l ∈ L 1 uniformly.
As in Section 2, we observe that if
, we get for 1 ≤ p/2 ≤ 2,
This reduces the matter to computing individual
As in the proof of Proposition 2.1, it is done by considering separately the cases 2 2 j δ < c (interpolation between estimates in Lems. 3.7 and 3.8) and δ2 2 j ≥ c (Lem. 3.9) for some small c.
. As in the proof of (2.14), the proof of (3.11) is based on Theorem 2.2 and the rescaling technique that utilizes stability of the bounds for the bilinear restriction estimate (2.2) under small smooth perturbations of the surfaces.
Using this and the fact that p ≤ 4, we see that
For the moment, we assume the following, which is to be proven later: For
Putting this in the right-hand side of (3.13) and taking the ( p/2)th root, we have
But this is easy to see using the fact that p ≥ 2 and Plancherel's theorem. Therefore it remains to show (3.14).
For (3.14) , it suffices to show that if supp
with C independent of Q j k , Q j k . Let a ∈ R n−1 be the center point of the smallest cube containing both Q j k and Q j k . Let a = (a , a n ) ∈ B(0, 1) be the point satisfying q(a) = l. It is easy to see that such an a exists from (3.2) since E 1 and
where E a is a symmetric matrix with E a ≤ C E (1 + |a|). Set
As in the proof of (2.14), we translate the supports of f, g to be contained in Q(0, 2 1− j ) × R by ξ → ξ + a, and we make changes of variables ξ → L a (ξ ) in frequency space and x → L −1 a x in x-variable, respectively. For (3.15) , it is sufficient to show that if supp f ⊂ Q 1 × R and supp g ⊂ Q 2 × R with dist(Q 1 , Q 2 ) ∼ 2 − j and Q 1 , Q 2 ⊂ Q(0, 2 1− j ), then for (2n + 4)/n < p ≤ 4 and l ∈ δZ ∩ (− 0 , 0 ), Let dσ r be the Lebesgue measure on r , and set [F] r = F| r and E r (F) = Fdσ r . Note that e 2πiτ (uλ−q a, j (ξ ))/λ dτ = λD(uλ − q a, j (ξ )), where D is the delta function with mass at the zero. Then we see that
The integration is taken over (−3, 3) because f , g can be assumed to be supported in a (3λ)-neighborhood of the set {ξ ∈ B(0, 2) : q a, j (ξ ) = 0}. By Minkowski's inequality, we see that the left-hand side of (3.21)
From (3.17) , (3.20) , and (3.2), we see that q a, j = |ξ | 2 − 2ξ n + ξ, E a, j ξ for some symmetric matrix E a, j with
Since f is supported in B(0, 1), |a|, 2 − j ≤ 1. By (3.24) and Remark 3.1, we see that all these surfaces λu are of elliptic type uniformly in a, j, and u because E , λ 1. Using bilinear restriction estimates for elliptic surfaces (Th. 2.2 and Rem. 2.3), we see that if dist(supp F, supp G) ∼ 1, for (2n + 4)/n < p,
with C uniform in a, j and u, v ∈ (−3, 3). Using (3.23) and (3.25), we see that
The left-hand side of the above is bounded by
Finally, changing variables λu → u, λv → v and using Plancherel's theorem, we get (3.21).
In the following we show that the already-known L p -estimate for Q( f ) implies the corresponding estimate for
LEMMA 3.8 Let 0 < δ 1. Suppose for some 2 ≤ p ≤ 4 and any > 0,
with uniform C under small perturbations of E , provided f is supported in B(0, 1).
Proof Let µ > 0 be a small constant to be chosen later. For l ∈ (− 0 , 0 ) ∩ µ2 −2 j Z, let I l be the interval centered at l with length µ2 2−2 j , and set
Since p/4 ≤ 1, we see that
By Hölder's and Schwarz's inequalities it is sufficient to show that for > 0,
because the same holds for T t
where B( j, δ) = 2
, and (g j k ) l be defined in the same way as in the proof of Lemma 3.7. Then note that (3.12) and (3.13) hold. We claim that if δ2 2 j > c, then for p ≥ 2n/(n − 1), r ≤ p ≤ 4, and (n + 1)/ p = (n − 1)(1 − 1/r ),
For the moment assuming this, we prove Lemma 3.9. Putting (3.31) in the righthand side of (3.13) and taking the ( p/2)th root at both sides, we see that for p ≥ 2n/(n − 1), 2 ≤ r ≤ p ≤ 4, and (n + 1)/ p = (n − 1)(1 − 1/r ),
Then by Schwarz's inequality it suffices to show that
We consider the first. Since r ≤ p, we need to show that for a ≥ 2,
because r ≥ 2. Note that the Fourier supports of ( f j k ) l are essentially disjoint boxes of size δ×2 − j ×· · ·×2 − j because δ ≥ c2 −2 j . Using this, we see that
Interpolation between these two gives the required (3.32).
Now it remains to show (3.31). By Hölder's inequality, it suffices to show that for p ≥ 2n/(n − 1), r ≤ p ≤ 4, and (n + 1)/ p = (n − 1)(1 − 1/r ), The same estimates also hold for 2I l |T t δ (g j k ) l | 4 dt 1/4 . Note that
with k t supported in boxes of size about δ × 2 − j × · · · × 2 − j . Let N be the unit normal vector of the surface l = {ξ ∈ B(0, 1) : q(ξ ) = l} at a point a for which q(a) = l, a = (a , a n ), and a ∈ Q j k (see the discussion below (3.15)). Since δ ≥ c2 −2 j , by direct computation it is easy to see that if t ∈ [l − δ, l + δ], then It is easy to see that K l * f p ≤ C(2 − j (n−1) δ) 1/r −1/ p f r if r ≤ p since K l 1 ≤ C and K l ∞ ≤ C2 − j (n−1) δ (see the argument below (2.19)). Therefore, for r ≤ p,
Finally, note that B(δ, j) 1/2 = (2 − j (n−1) δ) 1/r −1/ p if (n + 1)/ p = (n − 1)(1 − 1/r ) (see (2.20) ). This completes the proof.
Putting (3.30) in the right-hand side of (3.10), we see that From (2.15) and Lemma 2.6, it follows that if δ2 2 j > c for some small constant c > 0, then for p ≥ 2n/(n − 1), 2 ≤ r < p ≤ 4, and (n + 1)/ p = (n − 1)(1 − 1/r ), S j ( f, g) p/2 ≤ Cδ 1/2 B( j, δ) f r g r .
Since r < 2n/(n − 1), summation of this in j (see (2.21) ) gives that for p > 2n/(n − 1), 2 ≤ r < p ≤ 4, and (n + 1)/ p = (n − 1)(1 − 1/r ), Completion of the proof of Proposition 3.4 Fix a p 0 , (n + 2)/n < p 0 ≤ 2, which is close to (n + 2)/n. By Lemma 3.5, the hypothesis of Lemma 3.8 is satisfied with p = (2n + 2)/(n − 1). So Lemma 3. (3.36) Putting this in the right-hand side of (3.10), and using (2.15) and Lemma 2.6, we see that if c ≥ 2 2 j δ and (1/r, 1/ p) is in the line segment n − 1 2(n + 1) , n − 1 2(n + 1) , 1 2 , 1 2 p 0 (note that these r, p satisfy 2 ≤ r < p ≤ 4, and also see Fig. 1 ), then for > 0, S j ( f, g) p/2 ≤ Cδ 1/2 δ 1−n+2n/r − 2 2((n+1)/ p−(n−1)(1−1/r )− ) j f r g r . (3.37)
Let (1/r 1 , 1/ p 1 ) (= b in Fig. 1) be the point at which the line (n + 1)/ p = (n − 1)(1 − 1/r ) intersects the line segment n − 1 2(n + 1)
, n − 1 2(n + 1) , 1 2 , 1 2 p 0 .
