We introduce a general model for point light-sources and show how the parameters of a source at finite distance can be estimated by shading on an object with known geometry and Lambertian reflectance. The parameters we estimate include not only the direction but also the location of the source. Furthermore, we argue that the system introduced here can be used in arbitrarily complex background illumination, provided one can switch on and off the light-source that is to be estimated.
Introduction
The effect of a light-source can be seen as a map that supplies each point in space with a radiance value. The correct estimation of illumination plays an important role in many branches of Computer Vision. The importance of light estimation is explicitly apparent in all applications which use photometric measurements (intensities) which obviously depend on the illumination. However, the estimation of light can also be crucial for techniques such as texture based vision which are not explicitly intensity dependent. Concrete applications include all reconstruction problems that use photometric measurements (such as shape from shading [4, 3] , photometric stereo [11, 13] ), but also for instance Augmented Reality applications [5] where virtual objects have to be rendered into a scene with correct lighting and shadow. We focus our attention on reconstruction problems while keeping the set-up general enough not to exclude other applications.
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Camera (Receiver):
The model of a perspective camera is employed and pixels are converted into radiance values using the inverse response function determined in radiometric calibration.
Assume that we have a camera that is geometrically and photometrically calibrated 1 . For the process of geometric calibration, we refer the reader to [2] . Now, assume further, that we have a single image of a known object which has a homogeneous surface of Lambertian reflectance. Then it is conceivable that the set of all possible light-sources that can generate the viewed image is severely restricted. Intuitively, it should be possible to determine the direction of the incident light, provided one observes the reflection on at least three points with linearly independent surface-orientations. As will be demonstrated, this is indeed the case. Beyond this intuition we will demonstrate that apart from the direction of the source, other parameters (e.g. its distance) can be estimated too.
In the following, we will assume that the illumination can be viewed as originating from one point-like source. We give the following reasons to justify this assumption: ¡ Many sources can be approximated as point-like if their distance to the viewed object is much greater than their extensions.
¡
A reflector can be approximated as a point light-source with a virtual origin lying behind the actual reflector.
The effect of arbitrary complex background illumination can be eliminated by subtracting images taken with the source to be estimated switched on and off. 2 In order to check the result of the estimation with the reality, we simulated the image forming process and compared images rendered using the virtual source, object and camera with the real images. 
Proof of the claims
We have to convince ourselves that using the above assumptions any model is of the stated form. For this purpose, imagine a sphere of radius ( containing the light-source as its centre (say the origin). Since we assumed a ¢ ¤ -symmetry, we can find a direction
with the property
( with some function ) and since
we have proved that
¦ ry
is of the form claimed. Now consider a surface patch
. Assuming that the media is transparent, we can deduce that the power radiated in the direction is independent of the distance while the size of the patch increases quadratically 3 . This proves the generality of the stated form, and the derivatives follow by standard differentiation. 3 The surface area of a sphere is T T d e Q 2 f @ g 9 d
Examples
In this paper we restrict ourselves to model sources with
and an angular dependency of the form 
is independent of the direction.
¡
A simple spot light-source:
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, points in the direction of maximal intensity and encodes the extent of the spot-nature in its absolute length.
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limits the angle in which the spot radiates (or can be approximated by this simple angular dependence) 5 .
Parameter Estimation from Shading
In the following two sections we gather the information needed to estimate the parameters of the point light-source solely from shading.
Model evaluation
Given any guess of the parameters, we need to be able to evaluate the model and predict the measurements. As stated earlier, we assumed the camera to be fully calibrated and the object to be known. Assuming Lambertian reflectance we can then predict the irradiance u observed at a given point
in the image to be
where is projected by the camera to v and h is the (outward) normal of the object at point (where it is differentiable).
Dependency on changes in the parameters
We can use the derivatives derived in 4.2 to determine the overall change of the prediction: 
and e has been calculated in section 4.2. 4 Note that c an have discontinuities for i T a nd that we have to ensure that the estimation is restricted to values of non-vanishing . 5 Note, that s has its maximum value in the direction of the spot given by . For other directions s declines as cosine of the angle multiplied by the constant
Gauss-Newton method
If one assumes normally distributed errors in the measurements, u the optimal parameters are estimated as solution of a non-linear least square problem. We solve this problem using the Gauss-Newton method which is comparably fast and converges rapidly (as our experiments confirm). The merit of this method to our problem was also tested independently by data simulated with Gaussian noise.
Besides the estimated optimum parameter combination, the method also delivers 3
which we use in the standard way to estimate the agreement of the data to our model.
The Estimation Process
In this section we describe the full estimation process in some detail. The input for our method are two images of a known object taken of the identical scene, one with the point light-source switched on and one with it turned off. Figure 1 demonstrates the process we outline in the following. 
¡
Effective one source image: In order to eliminate effects of possibly complex background illumination, we use the inverse response function [7] to transform the input images into radiance images which we can then subtract from each other to give an effective one source image.
Geometric calibration:
To proceed further, we need to find the pose of the known convex Lambertian object viewed. In this paper we use the model of a cube which naturally defines a coordinate system: we define the origin to be the inner corner viewed and use the three neighbouring corners to introduce the unit base vectors:
The first unit vector as leading from the origin along the edge to the top-right corner, the second unit vector as leading to the top-left corner and finally the third unit vector as leading to the bottom corner. Note that here we introduced a length scale.
The calibration is performed by manually clicking at the seven visible corners and the initial calibration can be refined using snakes [1] . The perspective projection matrix can be calculated from the corresponding points in the real world and in the image. At this stage, we know how to project our model into the image geometrically but do not yet know about the correct illumination.
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Sampling of radiance values:
Using the known pose of the cube we can record the radiance value at each pixel and associate it with the corresponding surfacepoint and -normal. As indicated in Figure 1 , we also use the geometric calibration to segment neigbourhoods of edges in the image. We exclude these regions from the light estimation to avoid errors due to imperfections of the real cube near the edges 6 .
Note that each non-excluded pixel on the cube delivers data which can be used for the light estimation and we have a large data set.
¡
Light estimation: Our aim is to estimate the parameters of an isotropic point light-source. To initialise the non-linear finite distance model we first solve the linear least square problem for the infinite-distance light model. Finally the GaussNewton method is used to estimate the parameters. Table 1 demonstrates the improvements achieved using the finite distance model. Note that the direction estimated in the finite distance model is different from the one in the infinite model.
Comparison with the original image: As is illustrated in Figure 1 , we can now proceed to render a synthetic version (using ray-tracing) and compare it with the actual input image 7 . Figure 2 highlights the differences between original and synthetic images and the histogram quantifies the quality of the estimation.
Experimental Results
Experimental set-up
We use an inexpensive desktop halogen lamp (20W) as the light-source. As object of known geometry, we use two cubes which were covered with paper of the same type to approximate homogenous Lambertian reflectance. The approximate dimensions of the cubes are 9.5cm (referred to as cube) and 13cm (referred to as CUBE). The cubes are in turn placed on a turn-table with a dark surface to avoid inter-reflections. (We used the turn-table later (section 7.3) for a consistency check of positions estimated at different rotations.) As recording system, we used the video-camera (Sony DC-77RR-CE and amplifier XC-77RR-CE) which can produce a gamma-corrected signal so that we did not need to calibrate the camera radiometrically, although this could be easily done as described in [7] . We estimated the uncertainty of the pixel-values, which is assumed in our modeling) empirically to approximately 8 (of 256). 6 Recall that the normal field has discontinuities at the edges. 7 More precisely with the effective one-source radiance image. The first image shows the absolute value of radiance differences multiplied by a factor of 30. In the ideal case the cube should be black. The second image shows the radiance differences multiplied by a factor of 20 and offset by the radiance value corresponding to the displayed square. In the ideal case the cube should have the intensity of the square. The histogram shows the distribution of the differences. The x-axis corresponds to the radiance difference and is normalised such that a value of 1 corresponds to the maximum radiance observed.
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Estimation of parameters and comparison with original images
We performed the analysis outlined in section 6 for four different views of both cubes. Each time the turn-table was rotated approximately ( ¦ . The full estimation process (coded in C++) takes about 10 seconds per image on a Pentium-III 900MHz machine without any particular optimisation. The results are displayed in Table 2 8 and Figures 3,  4 . Note that the histograms confirm our assumption on nearly Gaussian errors and the small value of around 2% for the standard deviation means that the model predicts the intensities successfully. Figure 3 but for CUBE). The structure that can be seen in the subtraction images (second row) and the presence of tails in some of the histograms (third row) indicate that the surfaces are not perfectly flat. This interpretation is in agreement with the larger values for 3 n ormalised in Table 2 .
