Supporting Methods 2 | Bond energy decomposition analysis (EDA) scheme
Additional insight into the hydrogen bonding mechanism is obtained by employing the so-called bond energy decomposition analysis (EDA) scheme. 16 The EDA uses Kohn-Sham molecular orbitals (KS MOs) to decompose the bond energy into several, chemically meaningful terms. Let us start with the (hydrogen) bond energy DE, which is defined as:
Here, Edimer is the energy of the dimer optimized in C2h symmetry, and Emonomer1 and Emonomer2 are the energies of the monomers, in the tautomeric form as they occur in the dimer, optimized in C1 symmetry,
i.e., without any geometrical constraints. The overall bond energy ∆E is made up of two major components: ∆E = ∆Eprep + ∆Eint (2) In this formula, the preparation energy ∆Eprep is the amount of energy required to deform the isolated monomers from their equilibrium structure to the geometry that they have in the interacting system. The interaction energy ∆Eint corresponds to the actual energy change when the prepared monomers are combined to form the pair. The interaction energy can be further decomposed into the electrostatic interaction DVelstat, Pauli repulsion DEPauli, orbital interactions DEoi and dispersion corrections DEdisp:
The term DVelstat is obtained by bringing the monomers from infinity to the positions they have in the interacting dimer, resulting in an overlap between the unperturbed fragment charge distributions. The accompanied energy change is associated with the electrostatic interaction DVelstat, and is usually attractive for neutral systems at equilibrium distance. Next, the wavefunction that is associated with the overlapping charge densities is antisymmetrized and renormalized. The resulting energy change is the Pauli repulsion DEPauli, which comprises the destabilizing interactions between occupied orbitals and is responsible for any steric repulsion. Subsequently, the wave function 'relaxes' from the antisymmetrized to the final wave function by mixing in the virtual orbitals into the occupied orbitals. The associated orbital interaction DEoi accounts for charge transfer (i.e., donor-acceptor interactions between occupied orbitals on one monomer with unoccupied orbitals on the other monomer, including the HOMO-LUMO interactions) and polarization (empty/occupied orbital mixing on one monomer due to the presence of the other monomer). 15 Finally, the term DEdisp accounts for the dispersion corrections as introduced by
Grimme and coworkers. 6, 8 The orbital interaction energy can be further decomposed into the contributions from each irreducible representation G of the interacting system using the extended transition state (ETS) scheme developed by Ziegler and Rauk: [17] [18] [19] ∆Eoi = ∆E s + ∆E p (4)
Our approach differs in this respect from the Morokuma scheme 20,21 which instead attempts a decomposition of the orbital interactions into polarization and charge transfer. In systems with a clear s/p separation (such as our planar CC and GG pairs and its equivalents), the symmetry partitioning in our approach proves to be most informative. For more information on the EDA scheme we refer to the in-depth review by Bickelhaupt and Baerends, 2000. 16 
Supporting Methods 3 | Voronoi Deformation Density (VDD) charges
The atomic charge distribution was analyzed by using the Voronoi Deformation Density (VDD) method. 22 The VDD method partitions the space into so-called Voronoi cells, which are non-overlapping regions of space that are closer to nucleus A than to any other nucleus. The charge distribution is determined by taking a fictitious promolecule as reference point, in which the electron density is simply the superposition of the atomic densities. The change in density in the Voronoi cell when going from this promolecule to the final molecular density of the interacting system is associated with the VDD atomic charge Q. Thus, the VDD atomic charge Q A VDD of atom A is given by:
Voronoi cell of A
So, instead of computing the amount of charge contained in an atomic volume, we compute the flow of charge from one atom to the other upon formation of the molecule. The physical interpretation is therefore straightforward. A positive atomic charge QA corresponds to the loss of electrons, whereas a negative atomic charge QA is associated with the gain of electrons in the Voronoi cell of atom A.
The VDD scheme can be extended to the analysis of bonding between molecular fragments by computing the change in electron density that is associated with the formation of the bond. In this approach, we take the sum of the prepared fragments are initial density ri:
Voronoi cell of A in complex which offers a direct insight into the redistribution of electronic density caused by the bond formation between the fragments. As a further analysis tool, the ∆Q A VDD of atom A can be decomposed into contributions of different irreducible representations G of the point group of the complex. For planar molecules, this affords a distinction to be made between s and p components.
Supporting Fig. 9a ).
To the best of our knowledge, this is the strongest triply hydrogen-bonded complex that has been reported in literature.
The bond energy DE of AAA-DDD + at the BLYP-D3(BJ)/TZ2P level of theory with C1 (i.e.
without) symmetry constrains is -51.9 kcal mol -1
. Its hydrogen bond lengths are 2.88 and 3.01 Å for the outer and inner bonds, respectively. Interestingly, if we remove the positive charge by incorporating an extra proton in the aromatic ring (Supporting Fig. 9a ) the bond energy DE drops to -15.7 kcal mol -1 while the outer and inner hydrogen bonds become 3.06 and 3.01 Å, respectively. Note that this AAA-DDD dimer is even less stable than the PU pair with DAD-ADA motif. Clearly, the exceptional strength of AAA-DDD + has nothing to do with the attractive SEIs. It is instead the net charge of +1 on the DDD monomer, resulting in a partial positive charge on all front atoms (Supporting Fig. 9b ). This positive charge enhances each hydrogen bond significantly because 1) it results in a stronger electrostatic interaction and 2) it stabilizes the energies of the virtual orbitals (Supporting Fig. 9c ), which results in smaller HOMO-LUMO gaps and thus a stronger orbital interaction. 
