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Statistical artefacts in the determination of the
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Abstract
This paper comments upon some statistical aspects of the slit island method which is widely used to calculate the
fractal dimension of fractured surfaces or of materials features like grain geometry. If a noise is introduced when
measuring areas and perimeters of the islands (experimental errors), it is shown that errors are made in the calculation
of the fractal dimension and more than a false analytical relation between a physical process parameter and the fractal
dimension can be found. Moreover, positive or negative correlation with the same physical process parameter can be
obtained whether the regression is performed by plotting the variation of the noisy area versus the noisy perimeter of
the considered islands or vice versa. Monte-Carlo simulations conﬁrm the analytical relations obtained under statistical
considerations.
Keywords: Fractal dimension; Slit island method; Monte-Carlo simulation; Statistics; Artefact measurement
1. Introduction
Since Mandelbrots [1,2] pioneering work from the fractal geometry has been extensively applied to
describe various irregular phenomena in nature. As it was shown that real surfaces such as fractured
surfaces in materials are fractal [3–5] i.e. self-similar (or self-aﬃne) over a wide range of scales, extensive
work was done to correlate the fractal dimension of the surfaces with mechanical properties such as impact
energy [6], fracture toughness [7], fatigue crack propagation [8]. . . The experimental results show that a
general conclusion cannot easily be drawn [9]: some studies report a positive variation of fracture toughness
along with the fractal dimension [6,10–13], and others a negative one [14–17]. To other researchers, there is
either no correlation [18–20] or the fractal dimension of the fractured surfaces is a universal constant [21].
One of the major reasons to this discrepancy is related to the method used to calculate the fractal di-
mension. Diﬀerent methods (Slit Island [2,14], Vertical Section [22], Richardson [23], Minkowski Sausage
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[24], Box Counting [25,26], Spectrum [26,27]. . .) applied onto the same fractured surface can give diﬀerent
fractal dimensions. If some discrepancies can easily be understood by the experimental limits and material
properties (length of the recorded proﬁle, textured material, structural heterogeneity. . .), others seem re-
lated to the method used to calculate the fractal dimension.
The aim of this paper is to analyse the slit island method (SIM), one of the most widely used to determine
the fractal dimension of fractured surfaces, D, and to show that, in some cases, the origin of positive or
negative correlation between fractal dimension and mechanical properties may be caused by statistical
artefacts related to noise measurement.
2. The slit island method
For Euclidean forms, the ratio between perimeter (P ) and the square root of the area (A) is an a-
dimensional constant (e.g. 2
ﬃﬃﬃ
p
p
for a circle). This ratio, known as the shape factor, is extensively used in
quantitative metallography. However for fractal shapes such as cloud [28] mammals cerebral cortex [29],
human lung [30], basins of attraction [31], this ratio is not constant but depends on the observation scale.
From these observations, Mandelbrot [2] derived a perimeter–area relationship which when applied to
fractured surfaces is called the ‘‘Slit Island Method’’. Mandelbrot, Passoja and Paullay ﬁrst applied the
method in 1984 [14] when studying the fracture toughness of 300-grade maraging steel and correlated the
fractal dimension with the impact energy. It consists in electroplating and mounting in resin the fractured
specimen in order to ensure edge retention. The specimen is then polished parallel to the plane of fracture in
successive stages. At varying intervals of grinding time corresponding to a few micrometers removal, the
sample is observed in optic or scanning electron microscopy. Islands of the material ﬁrst merged in the resin
and grow in size as polishing progresses. The islands contain ‘‘lake within islands and islands within lakes’’.
Mandelbrot et al. [14] include the former and neglect the latter, but diﬀerent solutions are adopted by other
authors [32,33].
This method was founded on the following statements:
ii(i) When islands are derived from initial self-aﬃne fractal surface of dimension Ds by sectioning with a
plane, their coastlines are self-similar fractals with dimension D ¼ Ds  1.
i(ii) The relation between perimeter and area is given by Eq. (1):
RðgÞ ¼ ½PðgÞ
1=Dﬃﬃﬃﬃﬃﬃﬃﬃﬃ
AðgÞp ð1Þ
where RðgÞ is a constant which depends on the choice of the yardstick length, g, used to measure the
length along the walking path.
This equation is only true for self-similar islands [2,14,34,35] whose perimeter and area are measured in
the same way.
(iii) When the graph of log(Perimeter) versus log(Area) is rectilinear, the fractal dimension is deduced from
the slope.
In spite of a few serious problems with the method [3,19,32,34–39] a lot of papers have been published
over the past 10 years concerning the relationship between mechanical properties and the fractal dimension
calculated by the SIM. The most surprising result was an inversion relation between fractal dimension and
toughness for the same material [6,14] that allows us to investigate if all the criticisms against the method
were not due to some statistical errors. For this reason, in the following paragraph, we shall consider only
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the inﬂuence of an experimental noise on the validity of the calculation of the fractal dimension and the
related correlation with mechanical properties.
3. Statistical aspect of the area–perimeter relation
The perimeter area relation Eq. (1) could be written in the following form:
logðAÞ ¼ 2
D
logðPÞ þ b ð2Þ
and the fractal dimension is obtained from the slope of the plot of log(Area) versus log(Perimeter).
The precision depends on the density probability of both the area and the perimeter. Diﬀerent shapes
obtained by the SIM on samples from the same material get an intrinsic variation. The distribution was
deﬁned by Mandelbrot as a stochastic self-similarity [2], which means that both the perimeter and the area
measurements get a probability density function (PDF) (even if this PDF is unknown) and as a consequence
an intrinsic variation.
3.1. Determination of the uncertainty
To apply SIM, all islands must be measured with the same yardstick length g [2,40].
Let n, be the number of islands, respectively Pi the perimeter and Ai the area of the ith island, a ¼ 2=D,
the slope of the linear plot of logðAÞ ¼ f ½logðP Þ and a its estimation.
According to Eq. (1), the fractal dimension is estimated by linear regression of the relation:
logðAÞ ¼ 2
D
logðPÞ þ bþ e ð3Þ
where b is the intercept at the origin, and e a random vector that represents the noise on the area mea-
surement.
If sA is the unbiased estimation of the residual standard deviation then:
s2A ¼
Pn
i¼1ðlogAModeli  logAExp:i Þ2
n 2 ð4Þ
Given the following hypotheses:
Hypothesis 1. e obeys a Gaussian law meaning that the measure of the area obeys a lognormal law.
Hypothesis 2. The residual variance is constant independently of the value of logðP Þ (homoscedasticity).
Hypothesis 3. The e autocorrelation function equals zero.
Then the variable t ¼ ða aÞ=sa obeys here a Student law with n 2 degrees of freedom and the a
variance (variance of the slope given by Eq. (3)) is given by:
s2a ¼
s2APn
i¼1ðlog Pi  log P Þ2
ð5Þ
where P is the mean of the island perimeter:
Pn
i¼1ðlog Pi  log P Þ2 ¼ ðn 1ÞVarðlog P Þ.
If the additional hypotheses are considered:
Hypothesis 4a. logðP Þ obeys a uniform law.
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Then if Pmin and Pmax are respectively the minimum and the maximum of the perimeter range of all
recorded islands, then:
Varðlog P Þ ¼ ðlog Pmax  log PminÞ
2
12
and therefore
ra ¼
ﬃﬃﬃﬃ
s2a
q
¼ se
ﬃﬃﬃﬃﬃ
12
p
ðlog Pmax  log PminÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1p
where se is the standard deviation of the noise e given by Eq. (3).
Taken db the required accuracy on the determination of the slope (at b ¼ 95% conﬁdence interval):
2tn2se
ﬃﬃﬃﬃﬃ
12
p
DP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1p 6 db ð6Þ
with DP ¼ log PmaxPmin , the number of decades used for the determination of the perimeter.
Hypothesis 5. The number of islands is higher than 30.
Then the Student law converges towards a Laplace–Gauss one and tn>30  2, then:
4se
ﬃﬃﬃﬃﬃ
12
p
DP
ﬃﬃﬃ
n
p 6 db ð7Þ
Hypothesis 4b. The area A obeys a uniform PDF.
Instead of using Eq. (3), the regression to calculate D is carried out with Eq. (8):
logðP Þ ¼ D
2
logðAÞ þ b0 þ e0 ð8Þ
where e0 represents the noise on the perimeter measurement and b0 the intercept.
With the same reasoning as above the variance for the fractal dimension is:
4se0
ﬃﬃﬃﬃﬃ
12
p
DA
ﬃﬃﬃ
n
p 6 db0 ð9Þ
where DA is the number of decades used for the determination of the area (DA ¼ log AmaxAmin ).
The following statistical considerations can be stated:
ii(i) The island-recorded area must cover a broad range of sizes since the islands obtained from experimen-
tal images are random variables whose scattering depends on the recording process. If the experimental
range used to calculate the fractal dimension is not large enough, so the noise due to the error during
measurement is too large and no correlation can be found. The SIM does not apply, but perhaps the
Richardson method [41] can give more reliable results.
i(ii) The precision in the determination of the fractal dimension is better if the number of islands considered
is high.
(iii) To double the precision in the determination of the fractal dimension we must increase fourfold the
number of islands or double the number of decades.
3.2. Area versus perimeter or perimeter versus area?
Positive or negative fractal dimension values were found by Ray et Mandal [6] using respectively pe-
rimeter or area in the abscissa for the log–log plot. In the same way, the analysis of the results coming from
the literature shows that the positive or negative correlation between D and the mechanical properties (or
the lack of correlation) depends on the abscissa (log P or logA) chosen for the regression (Table 1) [42].
These results obviously question the validity of the Slit Island Method. To answer these questions we ﬁrst
studied the precision in the determination of the fractal dimension related to the two types of represen-
tation.
3.2.1. Perimeter versus area representation
With Hypotheses 1, 2, 3 and 5, when D is deduced from Eq. (8), the density function of the residual obeys
a Gaussian law as well as a (from Eq. (3)) but not D since the change of variable a ¼ 2=D destroys the
normality of the estimation of the fractal dimension.
If DP¼f ðAÞ and DA¼f ðP Þ are the fractal dimensions obtained respectively by Eqs. (8) and (3), we will prove
that EðDP¼f ðAÞÞ is diﬀerent from EðDA¼f ðPÞÞ where EðX Þ is the expectation of the variable X .
Demonstration: If a obeys a Gaussian law then
x ¼
2
DA¼f ðP Þ
 a
ra
is a reduced centred Gaussian and then:
DA¼f ðP Þ ¼ 2
a
1
1þ raa x
Developing in function of the x rising order:
DA¼f ðP Þ ¼ 2
a
1
"
 ra
a
xþ ra
a
 2
x2  ra
a
 3
x3 þ   
#
Table 1
Literature results of impact or fracture toughness measurements related to the fractal dimension
Author Reference Relation DP DA sP sA nisl Dmin Dmax DD nD Corr.
Mandelbrot [14] A ¼ f ðP Þ 3 4 0.15 0.2 48 1.1 1.3 0.2 6 –
Su [15] P ¼ f ðAÞ 0.6 0.6 0.1 0.05 31 1.2 1.8 0.6 5 –
Pande [18] P ¼ f ðAÞ 1 2 0.1 0.15 20 1.41 1.46 0.06 5 ¼¼¼
Wang (Fat) [8] P ¼ f ðAÞ 2.5 4 0.07 0.17 44 1.1 1.22 0.12 9 +++
Ray [6] A ¼ f ðP Þ 2 3 0.2 0.2 15 1 1.52 0.52 5 +++
Su [44] P ¼ f ðAÞ 0.7 1.1 0.05 0.04 41 1.15 1.37 0.22 4 +++
Mecholski [11] A ¼ f ðP Þ 1.4 2.2 0.22 0.21 27 1.04 1.2 0.16 11 +++
Pande [45] A ¼ f ðP Þ 1.4 2.2 0.1 0.16 37 1.32 1.32 1 ¼¼¼
Richards [19] A ¼ f ðP Þ 2 3 0.07 0.27 23 1.77 1.91 0.14 4 ¼¼¼
DP : Number of decades of perimeter, DA: Number of decades of area, sP : Standard deviation of the perimeter measure (in log), sA:
Standard deviation of the area measure (in log), nisl: Number of islands, Dmin: Lower fractal dimension, Dmax: Higher fractal dimension,
DD: Range variation of D, nD: Number of samples used to quantify the relation.
+++: Means positive correlation, ¼¼¼: No correlation, – : Negative correlation. (Italic: fatigue crack proﬁles and relation between
DKth and fractal dimension).
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and calculating the mean E½DA¼f ðPÞ from DA¼f ðP Þ:
E½DA¼f ðP Þ ¼ 2
a
1
"
þ ra
a
 2
l2P¼f ðAÞ þ
ra
a
 4
l4P¼f ðAÞ þ   
#
ð10Þ
where lNP¼f ðAÞ is the moment of order N of the fractal dimension calculated by Eq. (8). The expected
value exists only if the preceding series converges and then
lim
i!1
l2iþ2P¼f ðAÞ
l2iP¼f ðAÞ
!
< 1
However, from Eq. (10),
lim
i!1
l2iþ2P¼f ðAÞ
l2iP¼f ðAÞ
!
> 1
and then the series diverges and the fractal dimension cannot be calculated by means of Eq. (3) (see Ap-
pendix A). This result is understandable since the probability is not nul to obtain a zero slope by using Eq.
(3) and then an inﬁnite fractal dimension. However, it is possible to state positively that if the experimental
noise is low then a > 0, meaning that the Gaussian law for a is truncated. With the assumption that
a 2 ½a T ; aþ T  with a T  0,
lim
i!1
l2iþ2P¼f ðAÞ
l2iP¼f ðAÞ
!
¼ T 2 and E½DA¼f ðPÞ
converges if ðraa Þ2T 2 < 1. More if ra=a is low:
E½DA¼f ðP Þ  2
a
1
"
þ ra
a
 2
l2P¼f ðAÞ
#
ð11Þ
and it appears a positive bias ðraa Þ2l2P¼f ðAÞ.
If T is high enough (the a Gaussian is weakly truncated) then l2P¼f ðAÞ  1. If a is perfectly determined
then a ¼ 2=D, and the following fundamental equation can be obtained:
E½DA¼f ðP Þ  D 1
"
þ raD
2
 2#
ð12Þ
This equation involves the following physical consequences:
ii(i) If the residual scatter for the linear plot of log(Area) versus log(Perimeter) is low, then E½DA¼f ðPÞ  2=a
and therefore there is no diﬀerence for the fractal dimension calculated by means of Eq. (8) or Eq. (3).
i(ii) The fractal dimension is especially overestimated when the true fractal dimension is high.
(iii) The fractal dimension is especially overestimated when the experimental noise rises.
Statistical biases are often reported in material experimental measurements that lead to misinterpre-
tations when neglected [43].
(iv) Suppose that the real unknown fractal dimension D is unchanged, then from Eq. (12):
• As r2a / 1=n, when the number of recorded islands rises, the estimated fractal dimension diminishes
even if the true value is constant.
• As r2a / s2e , the calculated fractal dimension rises with the residual variance.
• As r2a / 1=DP , the fractal dimension rises in proportion with the number of decades.
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From these relations it is clear that if a physical process does not change the fractal dimension, but
modiﬁes the image morphology with a monotonous law (fewer islands, diﬀerent noise levels) a correlation
between the fractal dimension and the physical process can be erroneously stated.
This statistical artefact may be at the origin of some correlations between mechanical properties (MP)
and the fractal dimension reported in literature. If the fractal dimension of the fractured surface does not
depend on MP, Eq. (3) implies a negative correlation between fractal dimension and MP if:
ii(i) The number of recorded islands rises as MP rises.
i(ii) The area standard deviation decreases with MP.
(iii) The number of decades rises with MP.
On the other hand provided the Hypotheses 1–3 are respected, the average calculated fractal dimension
tends toward the theoretical one when Eq. (8) is used.
3.2.2. Area versus perimeter representation
Diﬀerent fractal dimensions are obtained when using the regression of log(Area) versus log(Perimeter) or
log(Perimeter) versus log(Area). In fact, the least square theory leads to the following equations without
any prior hypotheses related to the experimental data:
DP¼f ðAÞ ¼ 2r rPrA ð13Þ
DA¼f ðP Þ ¼ 2 1r
rP
rA
ð14Þ
where rP and rA are respectively the standard deviation for log(Perimeter) and log(Area) and r the cor-
relation coeﬃcient. From the above equations it can be stated that:
DP¼f ðAÞ
DA¼f ðP Þ
¼ r2 ð15Þ
As a consequence the same fractal dimension is obtained for the two types of representation only if the
mathematical relationship is perfect i.e. the coeﬃcient of correlation is r ¼ 1. As this coeﬃcient does not
depend on the regression, the diﬀerence between the fractal dimension calculated by means of Eqs. (3) and
(8) rises with the scattering of the data. It is usual to take as abscissa the variable X which is controlled by
the experimenter, and as ordinate the answer Y (dependent variable that contains experimental noise).
For the Richardson plots the unambiguous abscissa is the yardstick length that is a deterministic value and
Y the measured perimeter that is a stochastic value. For the slit island method there is no a priori reason for
choosing perimeter or area in ordinate.
Nevertheless Eq. (15) requires the knowledge of the regression coeﬃcient, which depends on the ex-
perimental data, and it is necessary to evaluate the discrepancy.
3.2.3. Probabilistic behaviour
Assuming that the measure of the area is obtained precisely, DP¼f ðAÞ is calculated such as
logðPÞ ¼ c logðAÞ þ b0 þ e0; with c ¼ DP¼f ðAÞ
2
As
r2 ¼ 1 s
2
e0
Var logP
with
DP¼f ðAÞ
DA¼f ðP Þ
¼ r2
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where se0 is the standard deviation of residual e0 (such that Eðse0 Þ ¼ 0 where EðxÞ is the mean of x). Var logðP Þ
can be split up with a modelled and a residual variance Var logP ¼ Var logP jmod þ s2e0 . log P jmod ¼ c logAþ b
induces Var logP jmod ¼ c2Var logA (supposing covðc; bÞ  0) and if logA obeys a uniform law with interval
DA, then Var logP jmod ¼ c2 D
2
A
12
, and as a consequence:
DP¼f ðAÞ
DA¼f ðPÞ
ﬃ 1 s
2
e0
s2e0 þ c2 D
2
A
12
ð16Þ
This formula entails the following remarks:
i(i) DA¼f ðP Þ > DP¼f ðAÞ the fractal dimension calculated by Eq. (3) is always higher than that calculated by
Eq. (8).
(ii) The diﬀerence between these two methods decreases when:
• The fractal dimension rises because c ¼ D=2.
• The number of decade rises.
• The noise in the perimeter measurement decreases.
3.2.4. Statistical behaviour
The above considerations are only probabilistic, and sampling is not considered. Because of the sta-
tistical bias, results can be diﬀerent from the solutions of Eq. (16). To test whether the experimental data
match the model corresponding to Eq. (16), an attempt to theoretical approach has been performed, but no
simpliﬁcation for the density function was obtained (the moment is not deﬁned for DA¼f ðP Þ, then the r2
density function cannot be simpliﬁed). For this reason, we proceeded a Monte-Carlo simulation as follows
on purpose to analyse Eq. (16):
Let @a;s;DA;k;n;t; be the space of conﬁgurations, c 2 f0:5; 0:6; . . . ; 2g; se0 2 f0:01; 0:02; . . . ; 0:5g: DA 2
f0:5; 0:1; . . . ; 5g; and A 2 f0nDA; 1nDA; 2nDA; . . . ; knDA; . . . ; nnDAg where DA is the decade number in the area
measurement, n is the number of data used for the regression analysis and se0 the standard deviation of the
noise in the area measurement (in log). This set of conﬁgurations is based on experimental values found in
literature for the SIM.
The relation logðP Þ ¼ a logðAÞ þ e0 is simulated 100 times, where error e0 simulated by the Cox and
Muller transformation obeys a Gaussian law with zero mean and standard deviation se0 .
The following notations are adopted: Let Pa¼ha;s¼hsa;DA¼hDA ;k¼hk ;n¼hn;t¼ht be an element of @a;s;DA;k;n;t; and
(Aa¼ha;s¼hsa;DA¼hDA ;k¼hk ;n¼hn;t¼ht ; Pa¼ha;s¼hsa;DA¼hDA ;k¼hk ;n¼hn;t¼ht ) the co-ordinates of a simulated point with t the tth
simulation.
The index h will be substituted by h ¼  when the pair is considered for all discrete values h of @.
In the same way f ðPa¼ha;s¼hs;DA¼hDA ;k¼hk ;n¼hn;t¼ht Þ is a statistic on the space a ¼ ha; s ¼ hs;DA ¼ hDA ; k ¼
hk; n ¼ hn; t ¼ ht, and f ðPa;s;DA;k;n;tÞ a statistic built on @ and with value on @.
Examples:
• Pa¼ha;s¼hs;DA¼hDA ;k¼hk ;n¼100;t¼ is the space of 100 pairs simulated with a ¼ ha; s ¼ hs;DA ¼ hDA ; k ¼ hk, and
the associated mean is E½Pa¼ha;s¼hs;DA¼hDA ;k¼hk ;n¼100;t¼.
• E½Pa;s;DA;k;n¼100;t¼ is the mean of the area and perimeter calculated for 100 Monte-Carlo simulations for
each value of the parameters a, s, DA, k members of @.
We ﬁrst veriﬁed Eq. (16) by simulatingPa;s;DA;k;n¼100;t and the calculation of the regression slopes obtained
by the least square method for Eqs. (3) and (8). The mean
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E
DP¼f ðAÞa;s;DA;k;n¼100;t¼
DA¼f ðPÞa;s;DA;k;n¼100;t¼
"
is then compared with Eq. (16). Fig. 1 shows the ratio of fractal dimension DP¼f ðAÞ=DA¼f ðPÞ in relation with
the experimental noise standard deviation for two ranges of sizes: 0.5 decade (Fig. 1a) and ﬁve decades for
the area measurement (Fig. 1b) and six diﬀerent theoretical fractal dimensions varying between 1 and 2. The
simulated data (bold symbols) match very well with the probabilistic Eq. (16) (thin line).
Secondly the ratio of fractal dimension DP¼f ðAÞ=DA¼f ðPÞ is computed for all the conﬁgurations and
compared with our probabilistic approach (Eq. (16)) that conﬁrms our prior hypothesis to obtain an an-
alytical formulation. A statistical analysis (analysis of variance) shows that the number of islands used to
calculated the perimeter and the area is the most relevant factor which aﬀects the diﬀerence between
probabilistic and simulation results. Four conﬁgurations with n ¼ 10–100 islands are considered in Fig. 2; it
is shown that the coherence between the two approaches is quite good when the number of islands is higher
than 50 notwithstanding a small bias for the lower values.
We then analysed the correlation DP¼f ðAÞa;s;DA;k;n¼100;t and D
A¼f ðPÞ
a;s;DA;k;n¼100;t for a fractal dimension D ¼ 1. For
this purpose, DP¼f ðAÞa¼0:5;s;DA¼2;k;n¼100;t is plot versus D
A¼f ðPÞ
a¼0:5;s;DA¼2;k;n¼100;t (Fig. 3a) for n ¼ 100 simulations for
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(b)
Fig. 1. Ratio of fractal dimension obtained by regression of P ¼ f ðAÞ on fractal dimension obtained by regression A ¼ f ðP Þ versus the
experimental noise standard deviation of the perimeter measurement on the area measurement. These ratios are calculated by the
probabilistic equation (16) (thin line) and by Monte-Carlo simulation (bold symbols are the means of 100 simulations). The number of
decades for the area measurement is 0.5 (a) or 5 (b).
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each diﬀerent noise varying between 0.05 and 0.5. After linear regression, the slope between the two
regressions is plotted versus the experimental noise, s, in Fig. 3b.
These surprising results can be shown:
ii(i) The slope decreases when the noise rises according to Eq. (16). For low noise, the correlation coeﬃ-
cient r tends towards 1 and both Eqs. (3) and (8) give the same fractal dimension. For noises higher
than 0.3 the slope becomes negative that cannot be accounted for Eq. (16). This equation assumes that
the standard deviation for the noise is perfectly known and is not a random variable. However, this
standard deviation obeys a determined statistical law. By 100,000 Monte-Carlo simulations for
se0 ¼ 0:05 (positive correlation), se0 ¼ 0:3 (zero correlation) and se0 ¼ 0:5 (negative correlation), it
was shown that the slope does not depend on the number of data considered for the regression, but
that the scatter decreases as the number of data rises. In other words, the negative correlation does
not disappear when the number of islands rises.
For a noise lower than 0.3, if DP¼f ðAÞ rises, then DA¼f ðPÞ rises. When the noise becomes higher than
this critical value then if DP¼f ðAÞ rises, DA¼f ðP Þ decreases. As a consequence, for a noise higher than a
critical value, when a physical process is positively correlated with the fractal dimension calculated by
mean of the regression log(Perimeter) versus log(Area), then the same physical process is negatively
correlated with the fractal dimension when the regression is performed on log(Area) versus log(Pe-
rimeter). Some contradictions in literature are readily explained by this ﬁrst result.
i(ii) The barycentre of each set of data corresponds to Eq. (16).
(iii) The distribution of the data around the DP¼f ðAÞ is equal to 1. That is obvious since the Gauss–Markov
hypotheses are veriﬁed for our simulation and therefore the fractal dimension calculated by the regres-
sion log(Area) versus log(Perimeter) is unbiased and has 1 as average value.
To calculate the correlation between the two representations, a master curve has to be determined by
successive simulations. With that aim in view we consider both regression and variance analysis. To begin,
all conﬁgurations Pa;s;DA;k;n¼N ;t for N ¼ f10; 20; 50; 100; 500g are simulated. Considering n higher than 50, it
is possible to show that the slope only depends on the variable se=Da and on the fractal dimension. The
master curves are determined by Monte-Carlo simulations on the entire domain @ (Fig. 4) supposing that
the experimental work is performed with 50 islands whose surfaces vary within a two decades interval
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(DA ¼ 2) and a se0 ¼ 0:2 standard deviation of the data versus the regression line. Two fractal dimensions
are calculated with the two types of regression and the ratio DP¼f ðAÞ=DA¼f ðPÞ ¼ 0:6 with se=Da ¼ 0:1. From
Fig. 4, it can be inferred that the fractal dimension is 1.2 if the experimental noise se0 is the same whatever
the dimension of the island and without any noise in the area measurement.
3.2.5. Correlation between fractal dimension and physical process
In the above section, it was shown that a positive or a negative correlation might be found depending on
the choice of the abscissa and ordinate. We now suppose that the fractal dimension is linearly well cor-
related with a physical property. We shall determine if the island method is appropriate to calculate the
fractal dimension according to the representation A ¼ f ðP Þ or P ¼ f ðAÞ, the experimental noise and the
correlation range. To this end, simulations are performed using the Monte-Carlo method.
Let the set of conﬁgurations be @a;s;DA;k;n;t, with amin 2 f0:5; 0:6; . . . ; 1g;
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
þ 0
na
Da; amin þ 1na Da; amin þ
2
na
Da; . . . ; amin þ kana Da; . . . ; amin þ
na
na
Da

;
D[ A=f(P) ]
D
[P
=f
(A
)]
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
0 1 2 3 4 5 6
s=0.05
s=0.10
s=0.15
s=0.20
s=0.15
s=0.30
s=0.35
s=0.40
s=0.45
s=0.50
(a)
Noise Measurement (s)S
lo
pe
be
tw
ee
n
D
[P
=f
(A
)]
a
n
d
D
[A
=f
(P
)
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
0 0.1 0.2 0.3 0.4 0.5
Fractal dimension = 1
2 decades for area
Positive correlation
Negative correlation
(b)
Fractal dimension = 1
Fig. 3. (a) Monte-Carlo results DP¼f ðAÞa¼0:5;s;DA¼2;k;n¼100;t versus D
A¼f ðPÞ
a¼0:5;s;DA¼2;k;n¼100;t, and (b) means of the ratio D
P¼f ðAÞ
a¼0:5;s;DA¼2;k;n¼100;t on
DA¼f ðPÞa¼0:5;s;DA¼2;k;n¼100;t, for 100 simulations with noise, s, varying between 0.05 and 0.5 for a fractal dimension D ¼ 1 and two decades for
area measurement. The sign of the correlation depends on the experimental noise.
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Da 2 f0:1; 0:2; 0:5g; s 2 f0:01; 0:02; . . . ; 0:5g;DA 2 f0:5; 0:1; . . . ; 5g;
A 2 0
n
DA;
1
n
DA;
2
n
DA; . . . ;
k
n
DA; . . . ;
n
n
DA
 
;
n the number of points used for the regression, A the area, a the slope of log P versus logA and t the index of
the simulation.
Eq. (8) is simulated in the following form:
Stage 1: All pairs area–perimeter contained in the conﬁguration set are simulated (Fig. 5).
Stage 2: The fractal dimensions DP¼f ðAÞ and DA¼f ðPÞ are calculated for all pairs of stage 1 by the least
square method (Fig. 6).
Stage 3: The regression DP¼f ðAÞ and DA¼f ðPÞ are performed for values belonging to the set a. If the noise is
low enough, then DP¼f ðAÞ  DA¼f ðPÞ  2a. The real fractal dimension is plotted in Fig. 7 versus the estimated
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fractal dimension for the two regression modes. Fig. 7 requires a physical explanation. The abscissa rep-
resents a fractal dimension varying between 1 and 1.4 and the ordinate the measure obtained by the re-
gression of log(Perimeter) versus log(Area) on the left-hand size and log(Area) versus log(Perimeter) in the
right-hand side of the graph. If the fractal dimension of the physical process rises linearly from 1 to 1.4
(amin ¼ 0:5, Da ¼ 0:2) and if the noise is low (se0 ¼ 0:01), then the two regressions give nearly the same slope
and the representations DP¼f ðAÞ and DA¼f ðP Þ are equivalent. Considering now a higher noise (se0 ¼ 0:2) which
corresponds to the experimental noise reported in literature, it can be shown that the correlation between
the calculated and the theoretical fractal dimensions still holds for the ﬁrst representation in spite of a rising
scatter with the noise. On the contrary, if the regression is carried out on log(A) versus logðP Þ the slope is
sometimes positive and sometimes negative. Consequently, the experimenter may ﬁnd a downward trend in
correlation of the fractal dimension with the physical process although the true correlation is positive.
Worse than that, the classical statistic test might be signiﬁcant.
Stage 4: Performance of the statistical calculation on the slope obtained in stage 3.
D[ A=f(P) ]
D
[P
=f
(A
)]
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
0.95 1.05 1.15 1.25 1.35 1.45 1.55 1.65
D=1.00
D=1.08
D=1.15
D=1.24
D=1.32
D=1.40
S=0.01
D[ A=f(P) ]
D
[P
=f
(A
)]
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1
S=0.05
D=1.00
D=1.08
D=1.15
D=1.24
D=1.32
D=1.40
D[ A=f(P) ]
D
[P
=f
(A
)]
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2 4 6 8 10 12
S=0.3 D=1.00
D=1.08
D=1.15
D=1.24
D=1.32
D=1.40
(a)
(b)
(c)
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The histograms in Fig. 8 represent the distribution of the slope for the two representations. It is shown
that:
ii(i) The scatter in the slope rises with se0 .
i(ii) The histograms are symmetrical for the DP¼f ðAÞ and seem Gaussian.
(iii) The more the dispersion rises, and the more the distribution of DA¼f ðPÞ loses its Gaussian aspect.
(iv) The values are not centred on 1 for DA¼f ðPÞ and this shift is higher when the noise residual standard
deviation rises.
We now calculate the rank correlation instead of the statistic moments since they are not deﬁned for
calculating DA¼f ðPÞ. We only calculate the median and the 5% and 95% quantiles since they are always
deﬁned (Fig. 9).
Stage 5: The correlation diagram is plotted to answer the question: is the correlation DA¼f ðPÞ signiﬁcant?
As the indicator of correlation we have chosen is the median, we shall use two parametric statistical tests
(rank and sign test). The critical probability we plot in ordinate is the probability that we wrongly state by
the median equals zero, i.e. the correlation between the fractal dimension and the physical process does not
exist. As usual, the threshold 0.05 is considered. The graphs have been plotted (Fig. 10) for the two types of
representation. It can easily be shown that the correlation becomes insigniﬁcant (95% conﬁdence interval) if
the noise residual standard deviation varies between 0.16 and 0.18. If se0 < 0:16, the correlation is positive
and if se0 > 0:18, it is negative.
In other words, if a physical process is perfectly positively correlated with the fractal dimension which
varies between 1 and 1.4, then the experimenter who uses the representation A ¼ f ðPÞ, may ﬁnd according
Theoretical fractal dimension
D
[P
=f
(A
)]
0.9
1
1.1
1.2
1.3
1.4
1.5
1 1.1 1.2 1.3 1.4
S=0.01
Theoretical fractal dimension
D
[A
=f
(P
)]
0.9
1
1.1
1.2
1.3
1.4
1.5
1 1.1 1.2 1.3 1.4
S=0.01
Theoretical fractal dimension
D
[P
=f
(A
)]
0.5
1
1.5
2
2.5
3
3.5
4
0.95 1.05 1.15 1.25 1.35 1.45
S=0.20
Theoretical fractal dimension
D
[A
=f
(P
)]
0.5
1
1.5
2
2.5
3
3.5
4
1 1.1 1.2 1.3 1.4
S=0.20
Fig. 7. Correlation between simulated and theoretical fractal dimension by regressing perimeter versus the area (left) or area versus
perimeter (on the right). Three residual standard deviation (se0 ¼ 0:01, 0.05, 0.2) are considered. One line corresponds to a Monte-Carlo
simulation.
1094
to the experimental error (se0) if the correlation is positive, negative, or does not exist. If the representation
P ¼ f ðAÞ is preferred, he will always obtain a positive correlation. Nevertheless, this numerical application
with mean values chosen among the results coming from the literature depends on amin, Da, DA. This
simulation has to be extended to all the conﬁgurations of the simulation set, and after calculation it has
been shown [42] that the median can be modelled by the following equations:
MedA¼f ðPÞ ¼ 1 726½1 0:910:004amin  0:420:006Da seDA
 20:02
ð17Þ
MedP¼f ðAÞ ¼ 1 ð18Þ
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Eqs. (17) and (18) represent the inﬂuence of the abscissa and ordinate chosen for the SIM representation on
the correlation under the assumption that a uniform noise aﬀects only the measurement of the perimeter.
To summarise the physical aspect of this development we consider a relation between the fractal di-
mension and the fracture toughness such that KIC ¼ 50D. The fractal dimension varies from 1 to 1.4
(amin ¼ 0:5, Da ¼ 0:2) the standard deviation in the perimeter determination is 0.2 lm (se0 ¼ 0:2) and the
area is measured on 1 decade (DA ¼ 0:2). We ﬁnd MedA¼f ðP Þ ¼ 0:32, and a 50% probability that the
correlation is negative by regressing area versus perimeter.
4. Application and discussion
It was shown that the relation between the theoretical and the experimental fractal dimension DP¼f ðAÞ is
unbiased if there is no noise when recording the area. Only the amplitude of the experimental noise, a low
range for the area variation, a low variation between D and the physical process or a reduced number of
recorded islands prevent from calculating the precise fractal dimension. If a relation is found, then this
relation has a physical signiﬁcation.
To test whether the experimental noise has an eﬀect on the result, we now simulate the fractal dimension
by a Monte-Carlo algorithm and the bias obtained by regression A ¼ f ðP Þ and P ¼ f ðAÞ by considering sP
and sA the standard deviation for the perimeter and the area respectively. We also propose a new method to
perform the regression by minimising the orthogonal distance between experimental data and the slope
(principal component analysis) instead of vertical or horizontal distance. This method is rather diﬃcult to
compute since the eigenvalues have to be calculated. However it gives a fractal dimension which is inde-
pendent of the type of representation A ¼ f ðP Þ or P ¼ f ðAÞ.
Three limited cases are considered in Fig. 11:
ii(i) Noise is introduced only on the perimeter measurement.
i(ii) Noise is introduced on both perimeter and area measurement.
(iii) Noise is introduced only on the area measurement.
From Fig. 11, it can be inferred:
ii(i) DP¼f ðAÞ is unbiased since the area is recorded without any noise.
i(ii) DA¼f ðPÞ is unbiased since the perimeter is recorded without any noise.
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(iii) The orthogonal regression is unbiased if the perimeter and area scatter is of the same order of magni-
tude.
(iv) The DA¼f ðPÞ bias rises with the fractal dimension, accordingly to Eq. (12).
i(v) The DA¼f ðP Þ bias is higher than the DP¼f ðAÞ bias if the uncertainty on the perimeter and area determina-
tions is of the same order of magnitude.
(vi) The fractal dimension calculated by the orthogonal method lies between the two other results.
We then compute the fractal dimension by considering sP and sA the standard deviations for the pe-
rimeter and the area. We must ﬁrst quantify the error made by the representation DP¼f ðAÞ with a noise sA
which violates the Gauss–Markov hypothesis. After calculations, it can be shown that:
BiasP¼f ðAÞ ¼ 3:30:01D sADA
 1:50:0015
ð19Þ
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This relation model the error made on the fractal dimension with a 0.0395% uncertainty. It can be shown
that the bias is independent of both the number of islands considered and the standard deviation.
The same process gives a negative bias considering the DA¼f ðPÞ representation:
BiasA¼f ðP Þ ¼ 51:120:12 1D
sP
DP
 2:040:0013
ð20Þ
From these equations, it is shown that an increasing noise on the area measurement induces a decreasing
calculated fractal dimension. In the same way, the fractal dimension becomes higher if the number of
decade rises.
By non-linear regression, the orthogonal representation induces the following bias:
BiasOrtho ¼ 1:290:11D sPDP
 
sA
DA
 
 19:60:26 sPDP
 2:150:01
þ 5:930:17 sPDP
 1:910:02
þ 6:080;:8 sPDP
 
sA
DA
 
ð21Þ
These three preceding equations allow us to calculate the error made on the fractal dimension by using the
slit island method if the standard deviations on the perimeter and area measurement are known.
To test the eﬃciency of (19)–(21) we draw in Fig. 12 the modelled errors related to our experimental
values. It is obvious that:
ii(i) Our models well represent statistical errors in the SIM.
i(ii) It avoids using the A ¼ f ðP Þ representation since the bias is too important, moreover it is always neg-
ative and gives a fractal dimension higher than the true one.
(iii) Using the P ¼ f ðAÞ relation always leads to a positive bias. That means that the calculated fractal di-
mension is always less than the true one. That might explain why Ray et al. found a negative fractal
dimension using that representation [6].
(iv) Choice of orthogonal or P ¼ f ðAÞ regression depends on the formula which minimise the statistical
bias.
Moreover Eqs. (19)–(21) give possible explanations for negative or positive relationship reported be-
tween fractal the dimension and mechanical properties.
As an example of the use of these relations we consider the two following cases supposing that no re-
lations exists between the fractal dimension and MP.
A negative correlation can be found by regressing perimeter versus the area if:
i(i) The standard deviation in the area measurement is more important when MP increases.
(ii) The number of decades rises when MP becomes higher.
A positive correlation can be found if:
i(i) The perimeter standard deviation is higher when MP increases.
(ii) The number of decade decreases with MP.
This conclusion is not only a theoretical case with no probability to occur. Literature results show that
the island morphology (area, shape . . .) evolves with mechanical properties and then an erroneous corre-
lation can be found with sA=DA (in Eq. (19)) or sP=DP (in Eq. (20)).
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We search in the literature results containing suﬃcient information to carry out statistical simulations
about the variation of the fractal dimension of fractured surface in relation with mechanical properties. It
was found that:
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ii(i) The scatter in area and perimeter measurements are always the same, respectively 0.15 (with a standard
deviation of r ¼ 0:05) and of 0.11 (r ¼ 0:07) which is statistically equivalent (Student test for results
reported in Table 1).
i(ii) Residuals obtained for area perimeter representation are Gaussian.
(iii) Many errors are made on the calculation of the fractal dimension.
As a consequence, it is diﬃcult to state if positive or negative correlation can be deduced from the lit-
erature results between the fractal dimension and mechanical properties (or other physical processes) since
the experimental noise introduces artefacts both in calculation of the fractal dimension and in the corre-
lation.
Many researchers have tried to correlate the fractal dimension with mechanical properties such as impact
energy and fracture toughness from the observation of surface of the fracture. Some researchers report
the validity of the fractal analysis but other researchers report the converse results. The main reason for the
discrepancy is that the actual fracture mechanisms and processes are very complex and not so ideal for the
fractal analysis to be easily applied. In some cases, diﬀerent mechanisms control the fracture and the linear
relation is not obtained on log–log plots of data obtained from mechanical tests with a wide range of test
temperatures, heat treatment, etc. We have proposed a statistical reason for the discrepancy. However, we
have supposed that data perfectly obeys the Gauss–Markov hypotheses that will be false if the linear re-
lation is rejected. What will our conclusion be if data violate the linear relation? Firstly, if the linear relation
is rejected then the fractal dimension cannot be estimated formally. However it is sure that a low deviation
from the linear relation can be observed without systematically rejecting the fractal concept. In this case,
what will be the evaluation of the fractal dimension? Does a statistical artefact then appear?
To appreciate this possible artefact, one has to introduce a non-pure linear relation characterizing the
usual non-linear representation met in the bibliography.
P ¼ 0:75hAþ eðlogA aðh; eÞÞ ð22Þ
where aðh; eÞ is calculated such that the fractal dimension 2 	 0:75hA will be calculated without bias by the
least square regression using the P ¼ f ðAÞ representation. P ¼ 0:75hAþ eðlogA aðh; eÞÞ is an ampliﬁed
factor of the non-linearity and h is a variable that will change the fractal dimension.
Fig. 13 represents the log–log graph for diﬀerent e values and h ¼ 1. We have then calculated the value of
the fractal dimension by the representation A ¼ f ðP Þ. We obtained the following results:
• For any ﬁxed e, if h increases (respectively decreases), then the fractal dimension DA¼f ðPÞ increases (re-
spectively decreases): If h is a physical parameter that modiﬁes the fractal dimension, a constant change
of linearity does not aﬀect this tendency and then no false correlation is introduced (see Fig. 14).
• The non-linearity does not really change the results we present in this article about the inﬂuence of the
statistical noise on the area and perimeter measurement on the fractal dimension.
• The fractal dimension depends on the e values. Fig. 15 represents the eﬀect of the non-linearity on
DA¼f ðP Þ. If non-linearity increases, the calculated fractal dimension decreases: it is an important fact be-
cause if fracture mechanisms or processes involve a monotonous change with a physical parameter (for
example test temperature, heat treatment) then a correlation can be found between the mechanical prop-
erties and the fractal dimension even if no correlation exists. However, all simulations we have carried
out seem to converge to the opinion that non-linearity will not aﬀected the determination of the fractal
dimension by a factor higher than 0.02 (see Fig. 15).
However, to us whatever the representation used, the highest artefact could result from the change of
sA, DA, sP or DP with the physical process according to Eqs. (19)–(21). Let us illustrate the example met in
the bibliography [44] to which we can apply our results. Using the DP¼f ðAÞ relationship, Su et al. [44] ﬁnd
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that the fractal dimension of pearlite in HSLA steel increases from 1.47 to 1.57 with diﬀerent normalizing
temperatures (900–1200 C). The higher normalizing temperature, the higher the pearlite area (increases
of the radius size from 20 to 50 lm quasi-linearly). This means that DA will double and according to Eq.
(19) with supposing sA constant introduced a relation of bias of to 0.03–0.09. We have simulated under
the condition given by Su et al. supposing that the fractal dimension does not depend on the normalizing
time and equals 1.7, the fractal dimension calculation versus the normalizing time and reported their
results. As can be observed in Fig. 16, even if the fractal dimension does not change with the normalizing
time, an increasing tendency of fractal dimension with the normalizing time is found near the relation
obtained by Su et al. and only due to the statistical bias introduced by the SIM. That does not mean that
the relation claimed by the authors does not exist but simply means that the bias will emphases this
relation.
5. Conclusion
Statistical analysis and simulation have been used to study the fractal dimension calculated by the SIM.
The analysis shows that the results depend on the choice of ordinates and abscissa chosen for the area and
the perimeter. If there is no noise on the area, then the representation P ¼ f ðAÞ gives a correct value of D. If
an experimental noise exists on the perimeter, the regression A ¼ f ðPÞ gives erroneous value for D, espe-
cially if the perimeter range decreases and the noise becomes more important. For this case, the calculated
fractal dimension is higher than the true one. If the measurement is of the same order of magnitude as far as
area and perimeter are concerned, then the new orthogonal method we proposed is more suitable to cal-
culate D.
Finally, it was shown that the SIM might produce artefacts in the correlation between fractal dimension
and a physical process, and that some results in literature should be considered with much caution.
The main defect of the SIM is its lack of statistical robustness to study the fractal dimension related to a
physical process. Some other artefacts can occur to modify the information measurement during image
acquisition (focusing, threshold, magniﬁcation, brightness . . .) and give erroneous results. Moreover, the
authors who used the classical statistical test for linear regression in log–log co-ordinates give a fractal
dimension D ¼ a b. The uncertainty b is generally low, but this method supposes that the Gauss–Markov
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Fig. 16. Eﬀect of the bias introduced by the Slit Island Method when fractal dimension stays unchanged and equals 1.7 (thin line) and
experimental data given by Su et al.
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hypotheses are veriﬁed, and we have shown that current statistics can give false values. Consequently, the
attempt to correlate the fractal dimension with a physical process ﬁrst requires a good unbiased estimation
of D.
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Appendix A
The T truncated Gaussian law is deﬁned by:
uðtÞ ¼ f ðtÞ
2F ðtÞ  1 for  T 6 t6  T ðA:1Þ
and uðtÞ ¼ 0 elsewhere with
f ðtÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p exp

 t
2
2

and F ðX Þ ¼
Z X
1
f ðtÞdt
The moments (null for k odd) are estimated by:
lk ¼
Z T
T
tuðtÞ ¼ ðk  1Þlk2 
2f ðT Þ
2F ðT Þ  1 T
k1 ðA:2Þ
As l0 ¼ 1, Eq. (A.2) can be written thanks to an expansion as:
lk ¼ 1:3 . . . ðk  1Þ 1

 2f ðT Þ
2F ðT Þ  1 T

þ T
3
3
þ T
5
3:5
þ    þ T
k1
3:5 . . . ðk  1Þ

However
2f ðT Þ
2F ðT Þ  1 ¼ T

þ T
3
3
þ T
5
3:5
þ   

and then:
lk ¼
2f ðT Þ
2F ðT Þ  1
T kþ1
ðk þ 1Þ 1

þ T
2
k þ 3þ
T 4
ðk þ 3Þðk þ 5Þ þ   

To converge we must have:
lim
k!1
lkþ2
lk
< 1 and lim
k!1
lkþ2
lk
< T 2 ðA:3Þ
Then T < 1.
Eq. (10) converges if:
lim
k!1
ra
a
 	kþ2
lkþ2
ra
a
 	k
lk
¼ ra
a
 2
lim
k!1
lkþ2
lk
< 1 ðA:4Þ
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Then from Eq. (A.3), Eq. (A.4) will converge if the reduced centred Gaussian
x ¼
2
DA¼f ðP Þ
 a
ra
is truncated by the T variable under condition given by Eq. (A.3) and then including Eq. (A.4), we get the
convergence if ðra=aÞ2T 2 < 1.
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