Abstract-In analogy with the continuous-time case, a general notion of controlled invariance with respect to quasi-static-state feedback is introduced for discrete-time nonlinear systems which incorporates the earlier definition of controlled invariance with respect to regular static-state feedback. This new notion is used to derive a geometric solution to the dynamic disturbance decoupling problem. The proposed solution is a natural generalization of the geometric solution to the static disturbance decoupling problem.
For this, let us first make the following observations.
• The subspace V 3 g =R 3 (V 3 g =R 3 ), and, thus, V 3 gC (V 3 gC ), characterize the Hurwitz zeros of system (A; B; C ) ((A; Bm; C)) (see [9] ).
• The subspace V 3 characterize the non-Hurwitz zeros of system (A; B; C ) ((A; Bm; C)) (see [9] ).
• To get the state description (26), we have added to system (1) some new columns in the input matrix B , and thus
Im B Im Bm . Since both systems (1) and (26) Consider a discrete-time nonlinear system 6, described by equations of the form 6: x(t + 1) = f (x(t); u(t); w(t)); x(0) = x 0 y(t) = h(x(t))
where the state x(t) 2 M , an open and connected subset of n , the control u(t) 2 m , the disturbance (either measurable or unmeasurable) w(t) 2 r , and the output y(t) 2 p . The mappings f ( 1 ) and h( 1 ) are supposed to be real analytic. Throughout the paper, it is also assumed that the mapping f ( 1 ) generically defines a submersion, i.e. that generically rank (@f(x; u; w)=@(x; u)) = n.
The linear algebraic framework that we describe below was formulated by Grizzle [10] for discrete-time nonlinear systems. This framework is related with Fliess' difference-algebraic approach [7] and has been modified in [2] to end up with an inversive-difference field.
Let K be the field of meromorphic functions in a finite number of the variables fx(0); u(t); w(t); t 0g. Denote by E the formal vector space spanned by the differentials of the elements of K; that is, E := span K fd'j' 2 Kg. The space E can be decomposed into the direct sum of three subspaces, E = X 8U 8W , where X :
The forward-shift operator : K ! K is defined by The compensator used to control the system 6 is a dynamic-state feedback C described by equations of the form C:
z(t + 1) = (z(t); x(t); (t)); z(0) = z 0 u(t) = '(z(t); x(t); (t))
with the state z(t) 2 , with a new control (t) 2 m and with real analytic (1 ) and '( 1 ).
We call the compensator C described by (2) regular if the nonlinear control system
x(t + 1) =f(x(t); '(z(t); x(t); (t)); w(t)) z(t + 1) = (z(t); x(t); (t)) u(t) ='(z(t); x(t); (t))
with inputs (t) and outputs u(t) is invertible (see [7] , [10] for details about the notion of invertibility).
The closed-loop system (1), (2) , initialized at (x 0 ; z 0 ) is denoted by 6 C. For the study of the closed-loop system 6 C, we need to consider the field of meromorphic functions in a finite number of the variables fx(0); z(0); (t); w(t); t 0g. By abuse of notation, we use the same symbol K to denote this new field. Notice that the invertibility of the compensator C implies that there exists a (x; z; w)-dependent bijection between the variables u(t) and (t). Therefore, (t) and u(t)
can be used indistinctly in the definition of K. For the closed-loop system 6 C, define Z = span K fdz(0)g, V = span K fd(k); k 0g, and Y 3 = span K fdy(k); k 0g. contained in the kernel of the output map [18] . In the discrete-time case, invariant distributions were first studied in [8] and [16] . In the definition of D 3 , invariance is considered under regular static-state feedback.
Despite the remarkable success of the geometric approach in tackling synthesis problems involving static-state feedback, the same cannot be said for synthesis problems involving dynamic feedback. Recently, for continuous-time systems a generalized notion of controlled invariance has been introduced under the enlarged class of quasi-static-state feedback transformations [11] , [12] , and is shown to be useful to derive a geometric solution to the DDDP. The proposed geometric solution to the DDDP is completely parallel to the solution of the static disturbance decoupling problem: the only difference in the solvability conditions is that the classical controlled invariant codistribution is replaced by the generalized controlled invariant subspace.
The purpose of this paper is to give a discrete-time analog of the notion of controlled invariance under quasi-static-state feedback and to show that it is possible to present a geometric solution of the DDDP in terms of this new notion. The paper follows the same line of reasoning as in [12] . For other approaches to the DDDP in discrete-time, see [1] (a linear algebraic solution), [6] , [13] , [14] (a structural solution), and [15] (an inversion algorithm based solution).
The rest of the paper is organized as follows. Section II is devoted to the notion of generalized controlled invariance with respect to quasistatic-state feedback. Geometric solution of the DDDP is given in Section III. For the sake of completeness, the inversion algorithm is presented in the Appendix.
II. GENERALIZED CONTROLLED INVARIANCE
Consider the discrete-time nonlinear system 60 which is obtained from 6 by setting w(t) = 0:
A feedback of the form
where is a finite nonnegative integer and dim u = dimv is said to be a quasi-static-state feedback for (4) if there exist 2 N and a map such that, locally,
When = = 0, the feedback is called static.
Remark 1:
The class of quasi-static-state feedbacks may be considered as a mathematical tool used to describe intrinsic properties of the system under dynamic feedback, computed on the basis of the inversion algorithm, rather than a new class of compensators which are used in practical applications [12] . As a matter of fact, a quasi-static-state feedback of the form (5) may be put in the form (2) defining z i (t) = v(t + i 0 1), 1 i , v(t + ) = (t). Conversely, the dynamic feedback computed using the inversion algorithm has a structure which reduces to (5) .
For continuous-time systems, the class of quasi-static feedback was first applied in [19] and formalized in [4] and [5] . In the discrete-time case, quasi-static-state feedback was first considered in [1] .
Denote by 1 f the forward-shift operator induced by the dynamics of system (4) and by 1f the forward-shift operator that corresponds to the dynamicsf
of the closed-loop system (4), (5) . Given a subspace X, we define the subspace 1 f by 1 f = span K f1 f ! j ! 2 g. Subspace 1f is defined in a similar manner.
The following two definitions are the discrete-time analogs of Definitions 2.1 and 3.7 in [11] :
Definition 2: A subspace X is said to be an invariant subspace of (4) if 1 f + span K fdu(0)g.
Definition 3: A subspace X is said to be a controlled invariant subspace of (4) with respect to quasi-static-state feedback if there exists a quasi-static-state feedback (5), such that for (4), (5) one has 1f + V.
Recall from [8] , [18] that an involutive constant dimensional distribution D on M is said to be invariant if
On the other hand, a codistribution P X is said to be invariant if
Let D be a constant dimensional distribution and define 
Therefore, the notion of invariance introduced by Grizzle [8] can be interpreted as invariance with respect to the forward-shift operator restricted to the subspace X . Next we present some properties of generalized controlled invariance. The following lemma gives a necessary condition for controlled invariance.
Lemma 1: Let X . Then is a controlled invariant only if (1 f \ X ) .
Proof: Suppose that is a controlled invariant. Then, by Definition 3, we have 1f \ X . Since, for controlled invariant , 1f \ X = 1 f \ X , then controlled invariance implies (1 f \ X ) .
Lemma 2: Consider a subspace X satisfying 1 f \X = f0g.
Then we have that:
Proof: In the proof, we replace 1 f by 1 for simplicity. Then
Given a subspace 5 X , we define For k = 0, (9) holds by assumption. Assume that (9) holds for k =`. Since by definition of 1 we have that 1 \ X = f0g, we obtain from (10) and Lemma 2 that 3
. 
III. GEOMETRIC SOLUTION OF THE DDDP
In this section, we derive geometric solvability conditions for the DDDP. To begin with, we have to recall the inversion algorithm. For systems with disturbances, two versions of the inversion algorithm can be considered [14] , [17] . The first version accomplishes inversion with respect to both types of inputs, the controls and the disturbances, whereas the other version considers disturbances as system parameters and accomplishes inversion with respect to the controls only. If we define = (u; w), then applying the first version of the inversion algorithm to system (1) means just applying the algorithm given in [10] (for systems without disturbances) with respect to . In the Appendix, we present the second version of the inversion algorithm for system (1) . Note that, in order to linearize the computations of the inversion algorithm, we adapt from [10] the idea of working with differentials dy(t) of the outputs y(t) instead of working with the outputs themselves. We shall also apply the inversion algorithm to system 60, obtained from the original system by setting w(t) = 0.
In general, the functions that will appear in the inversion algorithm may be different for these three versions. In order to distinguish these functions in case of different versions, we use the upper indices uw and u and do not use any index in case of system 6 0 . The condition (11) just amounts to say that, for every k, the function y u k (k + 1) that appears in the (k + 1)th step of the inversion algorithm does not depend on fw(j); 0 j kg. Our purpose is to give an equivalent linear algebraic condition of (11) . 
A. Linear Algebraic
where the subspace X \ Y is defined for 6 0 . 1
Proof:
The proof lies essentially on Lemma 4 below, and on the fact that the inversion algorithm, applied to the system 6 0 produces a basis for a subspace X \ Y; see Lemma 5.
Lemma 4:
The condition (11) is equivalent to the following condition: a k (f(x; u; w)) @f @w (x; u; w) = 0: (13) Proof: The proof lies on the fact that either by (11) or (13), the inversion algorithm applied to 6 with respect to u gives identical results with the inversion algorithm applied to 60. This yields, in particular, which implies the equivalence of (11) and (13).
Lemma 5:
X \ Y = span K dŷ k (k) 0 k i=1 k j=i e ij k dỹ i (j); k 0 = span K fa k dx(0); k 0g:
B. Dynamic Versus quasi-static-State Feedback
The purpose of this subsection is to obtain solvability conditions for the disturbance decoupling problem by quasi-static-state feedback and to compare the obtained conditions with the results of the previous subsection.
For discrete-time systems with disturbances, the quasi-static feedback without measurement is characterized by (5) , such that locally v(t) =[x(t); u(t); u(t + 1); . . . ; u(t + ); w(t); w(t + 1); . . . ; w(t + )]:
Theorem 3: The disturbance decoupling problem is solvable by quasi-static-state feedback of the form (5) Since the feedback (14) solves the disturbance decoupling problem for (1) , this w-dependence should disappear, if we substitute u in (19) by the right hand side of (14) . Since (14) does not depend on w, this is not possible, except for the case if (14) is such that it imposes the constraint c 1 (x; u; w) = 0. The latter will contradict (14) .
Comparing the condition of Theorem 3 with the condition of Theorem 2 leads to the observation that solvability conditions of the disturbance decoupling problem via quasi-static feedback or dynamic feedback coincide. In light of Remark 1, this is not surprising and suggests that controlled invariance with respect to quasi-static-state feedback can play a role in the solution of the DDDP.
C. Geometric Solution of the DDDP
The main purpose of this subsection is to show that X \ Y is a controlled invariant subspace for (4) with respect to quasi-static-state feedback, and that it is the smallest one among all such controlled invariant subspaces which contain the difference of the output Y0 = span K fdy(0)g. 
of the regular static disturbance decoupling problem [8] it is clear by the duality argument that (20) is the generalization of (21).
IV. CONCLUSION
In analogy with the continuous-time case [12] , a general notion of controlled invariance with respect to quasi-static-state feedback was introduced for discrete-time nonlinear systems, which incorporates the earlier definition of controlled invariance with respect to regular-static feedback [8] . This new notion was used to derive a geometric solution to the DDDP. The proposed solution is a natural generalization of the geometric solution to the static DDP. The proof of the necessary and sufficient solvability condition of the DDDP relies on the inversion algorithm. Though this proof provides an explicit way to compute the smallest controlled invariant subspace, it would be interesting to obtain an intrisic algorithm-independent proof. This remains a topic for further research.
Controlled invariance with respect to regular static-state feedback is the cornerstone to solve various other synthesis problems via staticstate feedback, such as block i/o decoupling with [3] , [9] and without stability [9] . In a similar manner, controllability subspaces (which are a special class of controlled invariant subspaces) under quasi-static-state feedback have been introduced in the continuous-time case in [12] and used to characterize fixed modes or decoupling zero dynamics under quasi-static feedback. This suggests other problems which could be addressed in the discrete-time case using the tools developed in this paper.
APPENDIX INVERSION ALGORITHM
Step 0) Denote
Step 1 Step k+1) Suppose that in Steps 1 through k,ỹ 1 (1); . . . ;ỹ k (k), and y k (k) have been defined so that 
End of
Step k + 1.
