We provide an alternative proof of the strong duality theorem whose main step is a proposition which says that every canonical linear programming minimization problem whose image under its objective function of the set of feasible solutions is non-empty and bounded below has an optimal solution. Unlike earlier proofs, this proof neither uses the simplex method, nor does it use Farkas's lemma. We also use this proposition to obtain an independent proof of Farkas's lemma.
Introduction
The purpose of this note is very simple. It is to prove the strong duality theorem of linear programming (LP) without either using the simplex method or by using any theorem of alternatives.
The simplex method has its own problems related to degenerate basic feasible solutions. While such solutions are infrequent, from a theoretical standpoint a proof of the strong duality theorem that uses the simplex method is not complete until it has taken a few extra steps. Further, for economists the duality theorem is extremely important whereas the simplex method is not necessarily so. If we add to it the fact, that the simplex method has faster substitutes for computational purpose, an alternative proof of the strong duality theorem which does not use the simplex method would be very welcome.
The alternative route is to use the Farkas's lemma or a theorem of alternative than can be derived from it. Such proofs while extremely elegant pre-empt deriving Farkas's lemma itself from the strong duality theorem of LP. Thus, it would be very desirable to have a proof of the strong duality theorem of LP which does not use any theorem of alternative either. Such a proof has been provided in this paper.
The crucial step in our proof is a proposition which says the following: if a canonical LP minimization problem is such that the image under its objective function of the set of feasible solutions is non-empty and bounded below, then this LP problem has an optimal solution.
A general all purpose reference for material presented in this paper is Dorfman, Samuelson and Solow (1958) . A very purposive and lucid exposition of the role of linear programming in microeconomic analysis in the past as well its future prospects is available in Thompson (1972) .
The Primal and Dual LP problems
Let M and N be positive integers and let A be a M×N real matrix such that (i) every row of A has at least one non-zero entry, and (ii) every column of A has at least one non-zero entry. Let b be a real M-vector i.e. b∈Թ ெ and c be a real N-vector i.e. c∈Թ ே . All vectors are assumed to be column vectors unless otherwise mentioned. To distinguish the transpose of a column vector or a matrix from the original column vector or matrix we use a "superscript" 'T'.
The canonical primal linear programming is (by definition) the following:
It is denoted by (P).
The dual of (P) is the following: 
It is denoted by (D).
A vector x is said to be feasible for (P) if Ax = b, x∈Թ ା ே .
A vector y is said to be feasible for (D) if y
A vector x which solves (P) is said to be an optimal solution for (P).
A vector y which solves (D) is said to be an optimal solution for (D).
The optimal value of (P) is the value of the objective function of (P) at any optimal solution of (P).
The optimal value of (D) is the value of the objective function of (D) at any optimal solution of (D).
The strong duality theorem of linear programming says that if both (P) and (D) have feasible solutions then both have optimal solutions and the optimal value of both are the same.
Basic Solutions
Let A j denote the j th column of A and A i denote its i th column.
A vector x is said to be basic for P if x∈Թ ே and the list of columns <A j | x j > 0> is linearly independent. If in addition x is feasible for (P) then x is said to be a basic feasible solution for (P). Note that if B has linearly independent columns then, B T B is an invertible square matrix, (i.e. has full column and row rank).
If x is
An optimal solution for (P) is basic for (P) it is called a basic optimal solution for (P).
The obvious proof of the following proposition is being omitted. Proposition 2 Suppose (P) has a feasible solutions and the image of the feasible set of (P) under the objective function of (P) is bounded below. Then there is a basic feasible solution for (P) such that the value of the objective function for (P) at this basic feasible solution does not exceed c The following corollary of proposition 2 follows once we take notice of Proposition 1.
Corollary of Proposition 2 Suppose that both (P) and (D) have feasible solutions. Let x be a feasible solution for (P)
. Then there is a basic feasible solution for (P) such that the value of the objective function for (P) at this basic feasible solution does not exceed c T x.
Proposition 3 Suppose (P) has a feasible solutions and the image of the feasible set of (P) under the objective function of (P) is bounded below. Then (P) has a basic optimal solution.
Proof: As in the proof of proposition 2, let F(P) = {x∈Թ ା ே |Ax = b}. By hypothesis F(P) is non-empty.
Let VF(P) = {c T x|x∈F(P)}. Clearly VF(P) is non-empty. Further by hypothesis VF(P) is bounded below. 
Corollary of Proposition 3
Suppose both (P) and (D) have feasible solutions. Then (P) has a basic optimal solution.
Proof Follows from Proposition 1 by observing that if both (P) and (D) have feasible solutions, then the image of the feasible set of (P) under the objective function of (P) is bounded below. Q.E.D.
Strong Duality Theorem
We begin this section with a lemma whose proof is easy.
Lemma 1 If x is a feasible solution for (P) and y is a feasible solution for (D) and if the value of the objective function for (P) at x is equal to the value of the objective function for (D) at y, then x is an optimal solution for (P) and y is an optimal solution for (D).
The next proposition is the key to the Strong Duality Theorem of LP.
Proposition 4 Suppose (P) has an optimal solution. Then (D) also has an optimal solution and the optimal value of both are the same. Consider the vector x(2), where x j (2) = t ≥ 0, x k (2) = 0, for all other k where k corresponds to a non-basic column A k of A.
For t = 0, x(1) = x B >>0 and so for t > 0 sufficiently small x(1) >>0. Further, A൬
This contradicts the optimality of ቀ ‫ݔ‬ 0 ቁ.
Thus it must be the case that ܿ ா ் -ܿ ் (B By lemma 1, y is an optimal solution for (D) and the optimal value of (P) is equal to the optimal value of (D). Q.E.D.
Note The method we have adopted to prove proposition 4, is the one used by simplex to obtain an optimal solution for the dual given a basic optimal solution for the primal.
The following well-known result now follows immediately from the Corollary of Proposition 3 and Proposition 4.
