Introduction
Complexity theory refers to the asymptotic analysis of problems and algorithms. How e cient is an algorithm for a particular optimization problem, as the number of variables gets large? Are there problems for which no e cient algorithm exists? These are the questions that complexity theory attempts to address. The theory originated in work by Hartmanis and Stearns (1965) .
By now there is much known about complexity issues in nonlinear optimization. In particular, our recent book Vavasis (1991) contains all the details on many of the results surveyed in this chapter.
We begin the discussion with a look at convex problems in the next section. These problems generally have e cient algorithms. In Section 3 we study the complexity of two nonconvex problems that also have e cient algorithms because of special structure. In Section 4, we look into hardness results (proofs of the nonexistence of e cient algorithms) for general nonconvex problems. Finally, in Section 5 we look at recent developments in \approximation" algorithms.
We follow the notation in this chapter that lower-case boldface letters are vectors, lower-case italic letters are scalars, and upper-case italic letters are sets or matrices. Superscript T indicates matrix transpose, and a T x indicates inner product. The operators` ' and` ' are applied componentwise to vectors; we say x y if each entry of x is greater than or equal the corresponding entry of y.
Convex problems
Recall that a subset D of IR n is said to be convex if for all x; y 2 D and for all 2 0; 1], (1 ? )x + y 2 D:
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Convex sets occur very often as the feasible sets for optimization problems. For example, the set given by linear constraints D = fx 2 IR n : Ax bg; where A is a given m n matrix and b is a given n-vector, is convex. In addition, constraints requiring a vector to be within a certain distance from some given data point, or within a certain distance of another vector, also give rise to convex sets. An important property of convex sets is that the intersection of a collection of convex sets is also convex.
Let D be a nonempty convex set. A function f : D ! IR is said to be convex if for all x; y 2 S and for all 2 0; 1],
(1 ? )f(x) + f(y) f((1 ? )x + y):
Convex functions occur very often as the objective functions for optimization problems. For example, a linear function c T x, where c is vector, is convex. Similarly, the quadratic function f(x) = 1 2 x T Hx + c T x where H is an n n symmetric positive semide nite matrix and c is an n-vector, is also a convex function. Functions that represent distances are usually convex. In many physical problems, energy is a convex function of the problem variables.
As we shall see, problems with convex feasible sets and convex objective functions have e cient algorithms in general. Such problems are generally called convex optimization problems. Thus, linear programming (minimize c T x subject to Ax b) is a convex problem. Convex problems have some important theoretical properties; in particular, any local minimum is a global minimum. This means that any algorithm that attempts to nd a local minimum (e.g., Newton's method with line-search|see Dennis and Schnabel (1983) ) for a convex problem will automatically compute a global minimum.
When a problem is known to be convex, powerful algorithms can be brought to bear on it that are guaranteed to converge to a global minimum e ciently. The rst such algorithm is the ellipsoid algorithm, invented by Yudin and Nemirovsky (1976) . (These authors called this algorithm the \modi ed method of centers of gravity.") The rst key idea in the development of the ellipsoid algorithm is the following theorem, which has a simple proof.
Theorem 1 Let D be a nonempty convex subset of IR n and f : D ! IR a di erentiable convex function. Let x; y be two points in D such that f(x) f(y). Then rf(y) T (y ? x) 0:
This theorem has the following consequence: If we take x in the theorem to be the global minimum of f (assuming it exists), then f(y) f(x) for any y, so rf(y) T (y ?x) 0 always. This means that, given any point y, we can nd a plane containing y such that the global minimizer is guaranteed to lie on one side of the plane. The condition in the theorem that f be di erentiable can be relaxed.
The existence of the separating plane suggests some kind of space-partitioning algorithm. Assume that the problem is to minimize a convex function f over a convex set D. Pick an initial point x 1 somewhere near the middle of D, and nd the halfspace through x 1 containing the global minimizer. Now let D 1 be the intersection of D with the halfspace, repeat the process for D 1 , etc., each time shrinking the region containing the global minimizer.
The di culty with the algorithm in the last paragraph is that nding a point \somewhere near the middle" of an arbitrary convex set seems to be a hard problem. Nemirovsky and Yudin solve this problem by surrounding the initial feasible set with an ellipsoid, and repeatedly partitioning the ellipsoid. Recall that an ellipsoid E is a subset of IR n de ned as follows: E = fx 2 IR n : (x ? c) T M(x ? c) 1g: Here, c is a vector, called the center of the ellipsoid, and M is a n n symmetric positive de nite matrix.
In the ellipsoid method, one starts by computing an large ellipsoid E 1 containing the global minimizer. (The exact method for computing E 1 depends on the format of the problem. For example, in linear programming with rational coe cients one can compute E 1 based on the total size, in digits, of the rational numbers in the problem.) Say that the center of E 1 is c 1 . Now we nd a halfspace From the way that H 1 is computed, we know that the global minimizer must lie in E 1 \ H 1 . The next step of the algorithm is to compute a new ellipsoid E 2 containing E 1 \ H 1 . It turns out that the volume of E 2 is strictly smaller than the volume of E 1 by a factor depending on n. Then we continue the algorithm with E 2 . An example of E 1 ; H 1 ; E 2 is shown in Figure 1 .
It has been proved by Yudin and Nemirovsky (1976) that the ellipsoid algorithm always converges at a certain rate to the global optimum. The following theorem is a special case of this type of result; it is proved in Vavasis (1991) .
Theorem 2 Consider the problem of minimizing a convex function f over the unit cube D = 0; 1] n . Let p be an upper bound on the di erence between the maximum and minimum of f on D. Then in 2n(n + 1)(ln(p= ) + lnn) + 2 iterations a point x can be found such that f(x) f(x ) + , where x is the global minimum.
c (2) c (1) E 2 E 1 H 1 Fig. 1 . Illustration of E 2 containing E 1 \ H 1 .
As mentioned earlier, linear programming is a special case of convex optimization. Therefore, the ellipsoid method can be applied to linear programming. Khachiyan (1979) showed that this yields a polynomial-time algorithm for linear programming. An algorithm is said to be polynomial-time if the number of steps is bounded by a polynomial in the length of the input. Usually, the number of steps means the number required for a Turing machine, a theoretical model of computation. The Turing machine is discussed a bit more in Section 4. The length of the input refers to the total number of symbols needed to represent the input. For example, in the case of linear programming, we assume that the input (A,b and c) are matrices and vectors of rational numbers, and the size of the input is the total number of digits in the numerators and denominators of all the rational numbers.
After the discovery of this rst polynomial time algorithm for linear programming, the next major advance was the discovery of interior point methods by Karmarkar (1984) . These are polynomial-time algorithms e cient in practice for linear programming. Recently, Nesterov and Nemirovsky (1989) have shown how to generalize interior point methods to a variety of convex optimization problems via self-concordant functions.
3. Two nonconvex problems with e cient algorithms.
In this section we examine two nonconvex problems that have e cient algorithms. The rst is fractional linear programming, and the second is sphere-constrained quadratic minimization. As we shall see in the next section, most nonconvex problems do not have e cient algorithms, so the problems in this section should be regarded as unusual.
Fractional linear programming (FLP) is the problem of minimizing (c T x + )=(d T x + ) subject to Ax b. ( We must assume that d T x + does not change signs over the domain, otherwise the problem is unbounded. We assume in this section that it is positive).
This problem arises in many conomic applications. The objective function is nonconvex. It has, however, the property of pseudoconvexity. A function f(x) on a convex set is said to be pseudoconvex if the inequality stated in Theorem 1 holds for all x; y. A pseudoconvex function may be minimized using the ellipsoid algorithm.
When applying the ellipsoid algorithm to a pseudoconvex function one must check that the gradient does not vanish at a non-minimum; this can be veri ed for FLP.
More e cient algorithms are known for FLP, such as Dinkelbach's algorithm. These algorithms typically introduce a parameter , that is a \guess" at the optimum value of the objective function. It is not hard to show that if we de ne f( ) = minimum of c T x + ? (d T x + ) subject to Ax b then the optimal value of the FLP is corresponds exactly to a root of f. Accordingly, one tries to nd a minimum of function f using one-variable root nding techniques. See Schaible and Ibaraki (1983) . A second nonconvex problem possessing an e cient algorithm is minimizing a quadratic function over a sphere. Recall that a general quadratic function of n variables has the form f(x) = 1 (Without loss of generality, we have centered the sphere constraint at the origin and used a sphere of radius 1.) The key solving this problem is the rst and second order necessary conditions. First, we make the assumption that the solution x satis es the constraint as an equation: x T x = 1. The case when this does not hold occurs only when H is positive de nite and is easy to detect. Under the assumption, the rst and second order conditions are as follows. There is a such that:
Hx + c = ? x ; x T x = 1; 0; H + I is positive semide nite. As observed by Gay (1979) and Sorenson (1982) these conditions turn out to be su cient for global minimality. This is a highly unusual in optimization theory. For nonconvex problems, conditions like this are usually not su cient even for local minimality.
An algorithm to globally minimize a quadratic function on a sphere in polynomial time was proposed independently by Ye (1988) and Karmarkar (1989) . The algorithm attempts to nd and x satisfying the above conditions using a binary search. It converges to the solution at a linear rate. Vavasis and Zippel (1990) showed that this algorithm answers the associated decision problem in polynomial time. (See the next section for a description of \decision problems.") More recently Ye (1992) has argued that Newton's method can be used to obtain giving better complexity bounds.
General nonconvex problems
In the last section we described two nonconvex problems whose global minima can be found e ciently. Unfortunately, these problems are the exception rather than the rule. General nonconvex problems seem to be intractable. In this section we will describe two kinds of intractability results. The rst is for problems where the input is speci ed as numerical data, including speci cally quadratic programming. The second kind of result is for problems in which the input is a \black box."
Recall that quadratic programming(QP) is the problem of minimizinga quadratic function f(x) = 1 2 x T Hx + c T x subject to Ax b. If we assume that H; c; A; b are speci ed as sequences of rational numbers, then the problem is in a form that can be addressed by the Turing machine model of computation. We do not de ne the Turing machine model here; its important features are (1) it manipulates symbols; the list of symbols comes from a nite set (e.g., the digits 0; : : :; 9 and punctuation marks); (2) it has an unbounded number of memory cells, and each cell can hold one symbol; and (3) it is controlled by a program whose length is nite. One of the most powerful theories for showing problems are apparently intractable is the theory of NP-completeness, for which we will now give overview. Elements of I are called instances of the problem. We assume that the set I is de ned by some fairly simple syntactic property (e.g., it is de ned as quadruples (H; c; A; b) where all the matrices and vectors have compatible sizes).
We say that a Turing machine computes this function F, i.e., solves quadratic programming, if receives (H; c; A; b) as input and returns the correct x as output.
We omit discussion about what the machine should do if there is more than one global minimum, or if the problem is unbounded or infeasible. A special class of problems is the class of decision problems. For a decision problem the set B contains just two elements: B = fyes; nog. Here is an example of a decision problem connected to quadratic programming. The input set I is 5-tuples of the form (H; c; A; b; ). This instance is a yes-instance if there is a feasible point to Ax b such that the objective function f(x) achieves a value of or smaller. Otherwise the instance is a no-instance. The Turing machine outputs nothing other than yes or no.
Clearly if we had Turing machine that computed the global minimizer or its value then we could use it to solve the decision problem described in the last paragraph. Conversely, a Turing machine for the decision problem in the last paragraph could be used to actually nd the global minimizer by using binary search, and by adding additional constraints to nd the entries of x .
Traditional complexity theory attempts to classify only decision problems. One important complexity class is P; these are decision problems for which there is a Turing machine that solves them, such that the running time of the Turing machine is bounded by a polynomial in the length of the input. Linear programming with rational numbers, when posed as a decision problem, is in P.
A decision problem not in P is sometimes said to be intractable; such a decision problem has no asymptotically e cient algorithm. In general, there are very few decision problems connected with optimization that have been proved to be intractable. The strongest known rigorous result in this direction is the theory of NP-completeness.
We start with the complexity class NP. This class is somewhat harder to de ne than P. A decision problem F : I ! fyes; nog is in NP if there is a set C of strings de ned by some simple syntactic property, and another decision problem G : I C ! fyes; nog such that: ? G is in P, and ? If F(x) = yes, then there is at least one y 2 C, such that y has length at most polynomial in x, and such that G(x; y) = yes. String y is called a certi cate of x.
? If F(x) = no, then for all y 2 C, G(x; y) = no. Note that P NP in this de nition; if F were in P we could take C to contain a single string, the empty string, and we could take G = F.
An example of an NP problem is the well-known subset sum problem. An instance of the subset-sum problem consists of a sequence of integers a 1 : : :; a m and another integer . This instance is de ned to be a yes-instance if there exists a subset J f1; : : :; mg such that Clearly this problem is in NP. Furthermore, an instance of the partition problem can easily be reduced to an instance of the subset sum problem; just take (a 1 ; : : :; a m ) in the subset sum problem to be (b 1 ; : : :; b m ), and take = (b 1 + + b m )=2. Then the instance of the partition problem is a yes-instance if and only if the instance of the subset-sum problem is a yes-instance.
It is nearly as simple to demonstrate a reduction in the opposite direction: An instance of the subset-sum problem can be transformed to an instance of the partition problem. In particular, the reader can check that starting from an instance (a 1 ; : : :; a m ; ) of the subset-sum problem, we can transform it to the instance (a 1 ; : : :; a m ; a 1 + + a m ? 2 ) of the partition problem.
Since every problem in NP can be reduced e ciently to an NP-complete problem, the NP-complete problem is thus the \hardest" problem in NP. There are thousands of problems now known to be NP-complete, including the subset-sum and partition problems. Many people believe that NP contains some intractable problems, in which case all NP-complete problems would also be intractable. However, no problem in NP has ever been proved to lie outside of P.
For a general background on the complexity classes introduced here, see Garey and Johnson (1979) . See Vavasis (1991) for information about how these classes relate to optimization. The theory of NP-completeness originates with Cook (1971) and Karp (1972) .
A very important result for the eld of global optimization is the following theorem.
Theorem 3 Quadratic programming, when stated as a decision problem (as above), is NP-complete.
The proof that quadratic programming is NP-hard is due to Sahni (1974) . A problem F is said to be \NP-hard" if any problem in NP can be reduced to F. Thus, NP-hardness is a weaker condition than NP-completeness. (For F to be NP-complete, we additionally require that F itself must lie in NP. Indeed, NPhard problems are not even necessarily decision problems.) The result in previous theorem (a strengthening of Sahni's result) is due to Vavasis (1990) .
Even when restricted to special cases, quadratic programming remains NP-hard. Here are some examples of NP-hard special cases of quadratic programming.
1. Quadratic knapsack problems. These are problems of the form:
d i x 2 i + c i x i subject to a 1 x 1 + + a n x n = ; l i x i u i ; for i = 1; : : :; n: Here, the input data is the list of d i 's, c i 's, i 's, , a i 's, l i 's, and u i 's. This problem was shown to be NP-hard by Sahni.
2. Box-constrained problems. These are problems of the form: minimize 1 2 x T Hx + c T x subject to 0 x i 1; for i = 1; : : :; n: 3. Simplex-constrained problems. This is a problem of the form: minimize 1 2 x T Hx + c T x subject to x 1 + + x n = 1; x i 0; for i = 1; : : :; n:
Pardalos et al. (1989) observe that a theorem of Motzkin and Straus (1965) proves that this problem is NP-hard.
4. Problems with one negative eigenvalue. Convex quadratic programming is solvable in polynomial time with the ellipsoid method or an interior point method, as described in Section 2. As mentioned above, a quadratic function f(x) = Since quadratic programming is NP-hard, problems more general are expected to be even harder. One generalization of quadratic programming is polynomial programming: minimize q(x 1 ; : : :; x n ) subject to p 1 (x 1 ; : : :; x n ) 0 . . . p m (x 1 ; : : :; x n ) 0 where q; p 1 ; : : :; p m are polynomial functions of n variables.
This problem is clearly NP-hard since it generalizes quadratic programming. When posed as a decision problem, it lies in a complexity class called PSPACE; this class contains NP. It is not known whether the above problem lies in NP. On the other hand it is also not known whether the above problem is PSPACEcomplete. If it were PSPACE-complete, this would be strong evidence that it is not in NP.
Another way to generalize quadratic programming is with a \black-box" model. This is a model of computation in which we assume that f, the objective function, is provided as an external subroutine (rather than via numerical data as in quadratic programming). The subroutine takes x and returns f(x). Thus, global information about f is not available to the optimization algorithm. In general, for this model one assumes that algorithms can compute with real numbers (as opposed to Turing machines, in which all computations are done on symbols drawn from a nite list). It is also commonto assume that derivatives of f are available as black-box subroutines. For problems of this model, sometimes the constraints are also expected to be blackboxes, and sometimes the constraints are speci ed numerically.
In the black-box model it is generally not possible to compute an exact global minimum. Therefore, most theorems pertaining to this model refer to computing an approximation to the global minimum.
The ellipsoid algorithm is an example of an algorithm that can work in this model. This is because the ellipsoid algorithm needs only function values and gradient values for the objective function.
The ellipsoid algorithm works, however, only when f is convex. For nonconvex f there are no e cient algorithms in the black-box model. Unlike the quadratic programming case, where no proof of intractability is known, it is possible in the black-box model to demonstrate true exponential lower bounds on the complexity.
For the sake of de niteness, we assume that the feasible set is D = 0; 1] n ; this will allow us to focus on the objective function as the source of di culty.
A naive algorithm for (approximately) globally minimizing a general function f over D would be: (1) insert a ne mesh of points, (2) evaluate f at every point, and (3) output the meshpoint with the smallest value of f. The intractability result below says essentially that in the worst case, there is no better algorithm than this one. The following theorem is a special case of a theorem from Nemirovsky and Yudin (1983 For example, in the case that k = 1, this theorem states for a di erentiable function whose derivative is at most p, the number of steps required is at least a constant multiplied by (p= ) n . There is an obvious algorithm to achieve this bound, namely insert a mesh of points spaced =p in each dimension. The above theorem applies also to randomized algorithms under suitable de nitions.
Compare the bound in this theorem to the bound for the ellipsoid algorithm: For convex functions, the running time is polynomial in n and polynomial in ln(p= ). For nonconvex functions the running time is exponential in n and exponential in ln(p= ). Note also that smoothness in f is not much help; smoothness slightly ameliorates the exponential dependence on n but does not change the problem to polynomial.
Approximation algorithms in quadratic programming
In the last section we discussed approximate solutions for the black-box model. It is reasonable to inquire into approximate solutions for quadratic programming as well. For combinatorial NP-hard problems, there is a well-developed theory of approximate solutions. The de nition of approximate solution needs to be revised somewhat (compared to the common de nition in the combinatorial literature) in order to work on nonlinear programming.
Consider the problem of minimizing f on a compact set D IR n . We propose the following de nition for an -approximate solution. Let p be the di erence between the maximum and minimum values of f on D. Then we say that x is an -approximate solution to the minimization problem if f(x ) ? f(x ) p: This de nition is sensible only for 2 0; 1]; if = 0 then x is a global minimum, and if = 1 then any feasible point satis es this condition.
This de nition has the desirable properties that it is invariant under translations and scalings of the objective function, and under transformations of the feasible set.
Vavasis (1992a) uses a certain kind of covering and partitioning algorithm to establish the following theorem:
Theorem 5 Consider the optimization problem of minimizing f(x) = 1 2 x T Hx+c T x subject to Ax b. Assume that the feasible region fx : Ax bg is compact. Let t be the number of negative eigenvalues of H. There is an algorithm to nd an -approximate solution to this problem in O n(n + 1) p t`! steps. In this formula,`denotes the time to solve a convex quadratic programming problem of the same size as the original problem.
Thus, a good approximate solution may be found e ciently if the number of negative eigenvalues of the quadratic function is not too large.
Unfortunately, for general QP the number of negative eigenvalues could be as large as n, in which case the running-time bound in the preceding theorem grows exponentially fast. Can we hope to get an e cient algorithm for approximating f for general QP? Recent results suggest that such an algorithm, if it exists, could only satisfy weak approximation bounds. Speci cally, Bellare and Rogaway (1992) show the following theorem is true for some constant > 0.
Theorem 6 Suppose there were an algorithm to approximate quadratic programming with = 2 (ln n) ? 1 = 2 (ln n) + 1 : Then any problem in NP could be solved in quasi-polynomial time, that is, time O(n (ln n) k ).
This theorem is based partly on complexity results by Feige et al. (1991) . Since the concluding statement of the theorem is thought to be unlikely, the supposition is probably false. In other words, we cannot hope to approximate QP in polynomial time unless we are willing to accept an approximation factor that tends to 1 asymptotically as the problem gets larger.
Indeed, it is possible to construct a weak approximate solution in polynomial time, a result due to Vavasis (1992b): Theorem 7 There is a polynomial time algorithm to compute a 1 ? cn ?2 approximate solution for quadratic programming, where c is a constant.
The algorithm is based on computing a sphere lying inside the polytope, and then minimizingthe objective function over the sphere using the Ye-Karmarkar algorithm.
A stronger approximate solution can be constructed for special cases of quadratic programming. Here is a result due to Vavasis (1992a): Theorem 8 For the nonconvex quadratic knapsack problem (see Section 4 for a description of this problem) an -approximate solution can be computed in time polynomial in n, 1= , and the problem size (in digits) for any 2 (0; 1).
The algorithm for this theorem is based on dynamic programming; its analysis is quite lengthy.
Conclusions

