The purpose of the current study is to model and forecast the prices of Malaysian crude palm oil. The oil palm industry is a contributor to Malaysia's export revenue. Autoregressive Integrated Moving Average (ARIMA) model is first used to fit the series. To model the noise term of ARIMA model, Generalized Autoregressive Conditional Heteroskedasticity (GARCH) is used. The model is assessed using Akaike Information Criteria (AIC) and mean absolute percentage error (MAPE).
Introduction
Malaysia is one of the biggest producers and exporters of palm oil and palm oil products. Currently, the industry is flourishing while providing employment to its people. As a result of continuous R & D efforts, a wide variety of by-products are produced.
One type of oil produced by oil palm is crude palm oil (CPO) which can be further refined and fractionated to get a wide range of food and non-food palm products. The oil palm industry is a contributor to Malaysia's export revenue. Thus, modelling and forecasting of CPO prices are important so as to obtain valuable information pertaining to the future of CPO prices.
Box-Jenkins approach was used to forecast monthly crude palm oil price [1] . In a study to forecast spot palm oil price, the performances of Vector Error Correction Method (VECM), Multivariate Autoregressive Moving Average (MARMA) model and the univariate model of Autoregressive Integrated Moving Average (ARIMA) were used [2] .
CPO price are volatile where the conditional variance of the price series changes between high and low values. The current study attempts to model CPO using the popular univariate model of Autoregressive Integrated Moving Average (ARIMA) and improve the forecasts by hybridizing the ARIMA model with Generalized Autoregressive Conditional Heteroskedasticity (GARCH). Akaike information criterion (AIC) is used to assess the goodness of fit and mean absolute percentage error (MAPE) is used to evaluate the forecasting performance. All analyses are carried out using a software called E-views.
The rest of the paper is organized into 3 sections as follows: Section 2 presents the methodology used in capturing both the mean and the variance behavior of the monthly CPO price. Section 3 presents the data analysis and the study is concluded in Section 4.
Methodology

ARIMA and GARCH Models
ARIMA is a popular time series modeling developed by Box and Jenkins. The model is applied in cases where data show evidence of non-stationarity [3] . Transformations such as differencing is used to remove non-stationarity in the mean of the series while a proper variance stabilizing transformation introduced by Box and Cox can be used to remove non-stationarity in the variance of the series [3] . The model is defined as ARIMA (p, d, q) with the following equation:
where yt is the monthly CPO price, The variances of some time series errors are often time-varying and conditional. To handle such variances, Engle introduced the autoregressive conditional heteroskedasticity (ARCH) class of model [4] [5] . These models were generalized by Bollerslev to develop generalized autoregressive conditional heteroskedasticity (GARCH) [6] . GARCH are able to capture volatility clustering or the periods of fluctuations in a time series [7] . Past variances and past variance forecasts are used to forecast future variances. The model is defined as GARCH (p, q) with the following equations:
,where yt is the monthly CPO price,
stationarity; p is the order of the GARCH terms  2 , q is the order of the ARCH terms  2 , which is the information about volatility from the previous period measured as the lag of squared residual from the mean equation.
Testing for Stationarity
A unit root test can be used to determine stationarity. One of the widely used unit-root tests is Augmented Dickey-Fuller (ADF). The testing procedure is applied to the model
where yt is the CPO price,  indicates the first difference, k is the lag order of the autoregressive process. The null hypothesis states that the series tested is non-stationary or a unit root is present.
Testing for serial correlation
To test for serial correlation, Ljung-Box Test (Q statistics) can be used. The null hypothesis states that there is no serial correlation. Thus, rejection of the null hypothesis implies that there is serial correlation of any order up to a certain order lag.
Testing for heteroskedasticity
ARCH Lagrange Multiplier (ARCH-LM) test for testing heteroskedasticity uses the F statistics on the squared residuals regression, 
, where p is the length of ARCH lags and t is the residual of the series. Rejection of the null hypothesis implies that ARCH effect exists.
Assessing the Goodness of Fit of Model
The current study uses Akaike Information Criteria (AIC) to assess the goodness of fit of a model. It is defined as AIC = 2k 2 ln (L), where L is the maximizeed value of the likelihood function for the estimated model and k is the number of free and independent parameters in the model.
Evaluating Forecast Error
The current study uses mean absolute percentage error (MAPE) to measure the accuracy of forecast in terms of percentage. It is defined as
where t y is the actual value; t ŷ is the forecast value; n is the number of periods.
Data Analysis and Results
The data used in the study are monthly prices of Malaysian CPO recorded from January 1999 until May 2014 as plotted in Figure 1 . Observations from January 1999 until December 2012 which account for about 90% of the data were used for modelling. Out-sample forecasts were produced for observations in the periods from January 2013 until May 2014. There was an upward trend in the CPO price data indicating the necessity for differencing. Before taking the first difference, the data was transformed using logarithm. Figure 2 plots the first differenced of the transformed CPO price. The plot in Figure 2 appears to be stationary with most data locating around the mean of zero. ADF unit-root test was performed with the results as tabulated in Table 1 . From the table, the null hypothesis of non-stationarity in the data is rejected. To develop an ARIMA model, the parameters were estimated using ordinary least square method [8] . For the CPO price, the most appropriate model is ARIMA(2, 1, 0) with an AIC value of -2.179461. The residuals were tested for serial correlation. Table 2 presents the results of Ljung-Box Test (Q statistics). The results in Table 2 indicate that at 5% significance level, there was no serial correlation at most lags in the model. Figure 3 lists the descriptive statistics of the residuals. The residuals have a mean which is very close to zero. 
Figure 3: Descriptive Statistics of Residuals
From the Jarque-Bera statistic, at 5% significance level, the null hypothesis of residuals following the normal distribution is rejected. The residuals are plotted in Figure 4 and are further examined. 
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Figure 4: Volatility Clustering in Residuals
There are volatility clustering, a condition where large changes tend to be followed by large changes, of either sign, while small changes tend to be followed by small changes. Figure 5 plots the squared residuals. The plot does not appear to follow a random process. The variance is not homoskedastic, where the variance at a certain time depends on variances at preceding periods. Table 3 presents the correlogram of residuals squared which indicate serial correlation.
The residuals are also tested for ARCH effects using ARCH-LM test. The results are presented in Table 4 .
The null hypothesis of ARCH effects do not exist is rejected. The null hypothesis of no ARCH effects in the model is rejected at lag 2 and above. Thus, to handle heteroskedasticity, a GARCH model is considered [9] . After several analyses, it is concluded that the best hybrid model is ARIMA (2, 1, 0)-GARCH(3, 1) . Table 5 presents the estimation results for the hybrid model as applied to the Malaysian CPO price. ARCH and GARCH effects are the internal causes of volatility. At 5% significant level, both the ARCH and GARCH effects are significant. The AIC value of the hybrid model is -2.287781. The residuals of the ARIMA-GARCH are tested for ARCH effects using the ARCH-LM test. The results are presented in Table 6 . The results in Table 6 indicate that at significance level of 5%, the null hypothesis of no ARCH effects cannot be rejected. The hybrid model is then tested for serial correlation as presented in Table 7 . Based on the results in Table 7 , the null hypothesis of no serial correlation cannot be rejected. The descriptive statistics of the residuals from the hybrid model are presented in Figure 6 . 
Figure 6: Descriptive Statistics of the Residuals for Hybrid Model
From the Jarque-Bera statistic in Figure 6 , the null hypothesis which states that residuals follow the normal distribution is not rejected. At this point, the hybrid model can be used for forecasting. The MAPE values for in-sample and out-sample forecasting are 0.819246 and 0.428993 respectively.
Conclusion
Box-Jenkins method applies autoregressive moving average ARMA or ARIMA in finding the best fit of a time series to its past values. When the method was used to model Malaysian crude palm oil price, the residuals were orthogonal but not normal. Upon inspection, it was discovered that there still remains serial correlation in the series. ARCH effect was present. The time series plot of residuals also showed some cluster of volatility. To model volatility, GARCH method was used to reflect more recent changes and fluctuations in the series. The hybrid ARIMA (2, 1, 0)-GARCH (3, 1) model was the most appropriate model for Malaysian CPO price. The residuals were independent with zero mean, normally distributed, while ACF and PACF of squared residuals displayed no significant lags.
