While Bayesian methods are extremely popular in statistics and machine learning, their application to massive datasets is often challenging, when possible at all. Indeed, the classical MCMC algorithms are prohibitively slow when both the model dimension and the sample size are large. Variational Bayesian methods aim at approximating the posterior by a distribution in a tractable family. Thus, MCMC are replaced by an optimization algorithm which is orders of magnitude faster. VB methods have been applied in such computationally demanding applications as including collaborative filtering, image and video processing, NLP and text processing... However, despite very nice results in practice, the theoretical properties of these approximations are usually not known. In this paper, we propose a general approach to prove the concentration of variational approximations of fractional posteriors. We apply our theory to two examples: matrix completion, and Gaussian VB.
Introduction

Motivation
In many application of Bayesian statistics, the posterior is not tractable. Markov Chain Monte Carlo algorithms (MCMC) were developped to allow the statistician's to sample from the posterior distribution even in situations where a close form is not available. MCMC methods were successfully used in many applications, and are still one of the most valuable tools in the statistician toolbox. However, many modern applications of statistics and machine learning involve such massive datasets that sampling schemes such as MCMC have become impractical. In order to allow the use of Bayesian approaches with these datasets, it is actually much faster to use optimization algorithms to compute variational approximations of the posterior. Variational Bayes (VB) has indeed become a corner stone algorithm for fast Bayesian inference.
VB has been applied to many challenging problems: matrix completion for collaborative filtering [20] , NLP on massive datasets [15] , video processing [19] , classification with Gaussian processes [13] ... For more background on the methodology the interested reader is referred to the short introduction in Chapter 10 in [5] . A more recent introduction can be found in [6] .
Despite its practical success very little attention has been put towards theoretical guaranties for VB. In [29] the authors gave asymptotic results for specific approximations of exponential models. More recently [3] studied VB approximations in machine learning problems. In the distributionfree setting of machine learning, there is actually no likelihood, but a pseudo-likelihood can be defined through a suitable loss function -thus the term pseudo-posterior. Thanks to PAC-Bayesian inequalities from [9, 10] , they proved consistency and derived rates of convergence for the approximations in many examples. However, the tools used in [3] are essentially valid for bounded loss functions, so there is no direct way to adapt their method to study VB approximations of posteriors when the log-likelihood is unbounded.
In this paper, we propose a general way to derive concentration rates for approximations of fractional posteriors. Concentration rates are the most natural way to assess "frequentist guarantees for Bayesian estimators": the objective is to prove that the posterior is asymptotically highly concentrated around the true value of the parameter. This approach is now very well understood, we refer the reader to the milestone paper [12] . A recent survey can be found in [23] . Recently, [4] studied the situation where the likelihood L(θ) is replaced by L α (θ) for 0 < α < 1 in the construction of the posterior, leading to what is usually called a fractional or tempered posterior. They proved that concentration of the fractional posterior requires actually less hypothesis than concentration of the (true) posterior. Usnig tools from [4] , we analyze the concentration of VB approximations of (fractional) posteriors. This allows to obtain consistency and concentration rates in many situations. Especially, we derive a condition for the VB approximation to concentrate at the same rate as the fractional posterior.
Definitions and notations
We observe a collection of n i.i.d. random variables (X1, · · · , Xn) = X n 1 in a measured sample space (X, X , P). Let (P θ , θ ∈ Θ) be a statistical model, that is, a collection of probability distributions. The objective of the paper will be to estimate the probability distribution of the Xi's. Most of the results will be stated under the assumption that the model is well specified, that is, there exists θ0 ∈ Θ such that P ≡ P ⊗n θ 0 . However, we will also provide results in the case P ≡ (P * ) ⊗n where P * does not belong to the model. In this case, we will only estimate the best approximation of P * in the model. Still, we will assume in what follows that P ≡ P ⊗n θ 0 , unless explicitely stated otherwise.
Assume that Q is a dominating measure for this family of distributions, and put p θ = dP θ dQ (θ). Let M + 1 (E) the set of all probability distributions on some measurable space (E, E ), where the σ-algebra will be given by context.The set Θ is equipped with a σ-algebra T . Let π ∈ M + 1 (Θ) denote the prior.
Definition 1.1 (Likelihood) The likelihood is given by
Put, for any (θ, θ ′ ) ∈ Θ:
the negative log-likelihood ratio.
In order to manipulate the quantities of the preceding display we need to assume that (X n 1 , θ) → rn(θ, θ0) is measurable for the product σ-field X ⊗ T . This imposes some regularity on Θ × X that will be implicitly assumed in the rest of the paper. Definition 1.2 (Divergences) Let α ∈ (0, 1). The α-Renyi divergence between two probability distributions P and R:
The Kullback-Leibler (KL) divergence:
We remind a few useful properties, proven in [28] , the reader already familiar with Renyi divergences can skip this remark. Let dT V (P, R) denote the total variation distance. We have
which gives ground to the notation D1(P, R) = K(P, R). For any α ∈ (0, 1],
for α = 1 this is Pinsker's inequality. The map α → Dα(P, R) is nondecreasing in α ∈ (0, 1]. Additivity holds: for any α ∈ (0, 1],
which is especially useful for i.i.d observations: Dα(P ⊗n , R ⊗n ) = nDα(P, R). Finally, let H(P, R) denote Hellinger's distance, that is
As mentioned in the introduction we are interested in theoretical guaranties of variational approximations of fractional posteriors. The fractional posterior, that will be our ideal estimator, is given by
using the notation of [4] . The variational approximation of the preceding display is defined as the projection in KL divergence onto a predefined family of distributions F.
We define the VB approximationπn,α(dθ|X n 1 ) bỹ πn,α(·|X n 1 ) = arg min ρ∈F K(ρ, πn,α(·|X n 1 )).
In Section 2 we propose general theorems to prove the concentration of the tempered posterior. One of the key assumptions to prove the concentration of the posterior is that the prior gives enough mass to neighborhoods of the true parameter, see e.g. [4] . Here, an additional, but completely natural assumption is required: it is also required that F actually contains distributions concentrated around the true parameter. This is formalized in Theorem 2.4. The choice of the family of approximation has then a strong influence on the quality of the approximation. On one end of the spectrum F = M 1 + (Θ) leads toπn,α = πn,α and in this situation, our result exactly coincides with the one in [4] . This is of course of little interest when πn,α is not tractable. On the other end, any family consisting of too few measures will not be rich enough to learn anything.
In Section 3 and 4 respectively we give two examples of approximations. In Section 3 we study the case of mean field approximations corresponding to the case of block independent distributions
in the context of matrix completion via factorization. In this case, the VB approximation leads to feasible approximation algorithms [20] , and our theorem shows thatπn,α concentrates at the minimax-optimal rate. In Section 4 we study the parametric family of approximation spanned by Gaussian distribution i.e.
where Φ(dθ; m, Σ) is the d dimensional Gaussian measure with mean m and covariance matrix Σ, S d + (R) the cone of d × d dimensional symmetric positive definite matrices on R. We will show that other approximations are possible, i.e. by constraining the variance of the approximation Σ ∈ Diag d + (R) positive definite d×d diagonal matrices. Gaussian approximations have been studied in [27, 22] . We specify those results to the case of a logistic regression in Subsection 4.2. In this case, the VB approximation actually turns out to be a convex minimization problem, which can be solved by gradient descent or more sophisticated iterative procedures. This is especially attractive as it allows to prove the concentration of the VB approximation obtained after a finite number of steps. All the proofs are in Section 6.
Main results
A PAC-Bayesian inequality
We start be stating a variant of a result from [4] .
Theorem 2.1 For any α ∈ (0, 1), for any ε ∈ (0, 1),
This result is very similar to Theorem 3.5 in [4] , the only difference being that in [4] the theorem is stated only for ρ taken as the minimizer of the right-hand side. But the proof of Theorem 2.1 is a relatively straightforward adaptation of the one in [4] . We still provide it in Section 6 for the sake of completeness.
Note that the minimizer of the r.h.s can be explicitly found. Let us remind Donsker and Varadhan's variational inequality (for example Lemma 1.1.3 in Catoni [10] ).
Lemma 2.2 For any probability π on (Θ, T ) and any measurable function
with the convention ∞ − ∞ = −∞. Moreover, as soon as h is upperbounded on the support of µ, the supremum with respect to π on the righthand side is reached by π h given by
Using Lemma 2.2 and the definition of πn,α we obtain πn,α(·|X n 1 ) = arg min
so the minimizer of the right hand side of Theorem 2.1 over M 1 + (Θ) is simply πn,α(dθ|X n 1 ).
Analysis of VB approximations
Concentration of the posterior and its approximation
We specialize the above results to the variational approximation. Elementary calculations show that
So, as a consequence, we obtain the following corollary of Theorem 2.1.
Corollary 2.3
For any α ∈ (0, 1), for any ε ∈ (0, 1), with probability at least 1 − ε,
Obviously, when F = M + 1 (Θ), we haveπn,α(dθ|X n 1 ) = πn,α(dθ|X n 1 ) so we can see the first inequality as a special case of the second one. We are now in position to state our main result. It is a general result for πn,α(dθ|X n 1 ), keep in mind that in the special case F = M + 1 (Θ) this is also a result on πn,α(dθ|X n 1 ).
and
Then, for any α ∈ (0, 1), for any (ε, η) ∈ (0, 1) 2 ,
This theorem is a consequence of Corollary 2.3, its proof is provided in Section 6. Let us now discuss some of the consequences of this theorem. Note that the assumption involving a distribution ρn is not standard. This requires some explanations. Assume in this paragraph that F = M + 1 (Θ). Define B(r), for r > 0, as
Taking ρn as π restricted to B(rn), ρn = π |B(rn) implies that (1) is trivially satisfied. Then, (2) becomes − log π(B(rn)) ≤ nrn, a usual assumption in the study of concentration of the posterior, see e.g. Theorem 2.1 page 503 in [12] or Subsection 3.2 in [23] . Our main message is that in the previous studies of concentration of the posterior, the choice ρn = π |B(rn) was hidden. Other choices might lead to easier calculations in some situations. But, more importantly, in the case where F M + 1 (Θ), it might very well be that π |B(rn) / ∈ F. In this case, the assumption − log π(B(rn)) ≤ nrn cannot be used, and (1) and (2) are natural extensions of this assumption for the study of concentration of variational approximations. They provide an explicit condition on the family F in order to ensure concentration of the approximation.
Also note that the choice η = 1 nrn and ε = exp(−nrn) leads to the following more standard formulation of concentration results. It shows that, as soon as (1/n) ≪ rn ≪ 1, the parameter rn gives a concentration rate for the VB approximation.
Corollary 2.5 Under the same assumptions as in Theorem 2.4,
1 As a special case, when α = 1/2, the theorem becomes a concentration result in terms of the more classical Hellinger distance:
A simpler result in expectation
Note that it is even possible to simplify the assumptions if we only want a result in expectation.
As a special case assume that rn > 0 is such that there is distribution ρn ∈ F such that
Then, for any α ∈ (0, 1),
Remark 2.2 Special case for the Hellinger:
Extension of the result in expectation to the misspecified case
We assume in this section that the true distribution is not in {P θ , θ ∈ Θ}.
In order not to change all the notations we define an extented parameter set Θ ∪ {θ0} where θ0 / ∈ Θ and define P θ 0 as the true distribution. Then we have the following result, which is a direct adaptation of the previous one. Note that in some sense, we expect θ * to be the minimizer w.r.t θ of K(P θ 0 , P θ ) but the following result can be applied even when this minimizer does not exist or is not unique.
As a special case assume that θ * ∈ Θ and rn > 0 are such that there is distribution ρn ∈ F such that
This result takes the form of an oracle inequality. However, it is not a proper oracle inequality in the sense that the risk measure used in the left-hand side and the right-hand side are not the same. So, in general, this result might not be very informative. Still, when K(P θ 0 , P θ * ) is very small then it might be useful.
Remark 2.3 Special case for the Hellinger:
3 Application to matrix completion
Context
Matrix completion problems received an increasing attention in the past few years due to the possible application to collaborative filtering. Let us describe briefly the model: in this case, our parameter θ is a matrix M ∈ R m×p , with m, p ≥ 1. Under PM , the observations are random entries of this matrix with possible noise:
. For the sake of simplicity we will assume that the ε k are i.i.d N (0, σ 2 ), and that σ 2 is known, so we only have to estimate M . Elementary calculations show that
where · F denotes the Frobenius norm. In the noiseless case σ 2 = 0, [8] proved that it is possible to recover exactly M under the assumption that its rank is small enough. Various extensions to noisy settings, and approximately low-rank matrices, can be found in [7, 17, 16] . The main messages of this papers is that the minimax rate of convergence is (m + p)rank(M )/n, possibly up to log terms. Bayesian estimators were proposed in [24, 18, 30, 1] using factorized Gaussian priors. Convergence of the posterior mean was proved in [21] , but only for a bounded prior, so this does not cover the Gaussian prior used in practice. Similarly, [26] proves concentration of a truncated version of the posterior. Finally, note that for very large datasets the MCMC algorithm proposed in [24] is too slow, a fast VB approximation was proposed in [20] . First, let us remind the classical so-called "factorized Gaussian" prior used in the literature, and the VB approximation of [20] . We will then prove the concentration of the fractional posterior and of its VB approximation, both at the minimax rate.
Definition of the prior and of the VB approximation
Fix K ∈ {1, . . . , m ∧ p}. The main idea of factorized priors is that, when rank(M ) ≤ K then we have
for some matrices U of dimension p ×K and V of dimension m×K. Thus, we can define a prior on M by specifying priors on U and V . A usual choice is that the entries U i,k and V j,k are independent N (0, γ k ) and finally γ k is inverse gamma, that is 1/γ k ∼ Γ(a, b) . The reason beyond these choices is conjugacy: put γ = (γ1, . . . , γK), it it then possible to compute the conditional posteriors of U |V, γ, of V |U, γ and γ|U, V . So we can use the Gibbs sampler, what was done in [24] . However, when m and p are very large, each step takes hours, so we cannot simulate thousands of MCMC steps. This motivated the introduction of VB approximations in [20] . We define the family F as factorized approximations: any distribution in F is under the form
The minimization of the VB program is shown in many cited papers, see [1] and all the references therein. We remind the main result: ρU i is N (m T i,· , Vi), ρV j is N (n T j,· , Wj ) and ργ k is Γ(a + (m1 + m2)/2, β k ) for some m × K matrix m whose rows are denoted by mi,· and some p × K matrix n whose rows are denoted by nj,· and some vector β = (β1, . . . , βK ). The parameters are updated iteratively through the formulae 1. moments of U :
3. moments of γ:
(where (Vi) k,k denotes the (k, k)-th entry of the matrix Vi and (Wj ) k,k denotes the (k, k)-th entry of the matrix Wj).
Concentration of the posteriors
For r ≥ 1 and B > 0 we define M(r, B) as the set of pairs of matrices (Ū ,V ) with dimensions m × K and p × K respectively, withŪ = (Ū1,·| . . . |Ūr,·|0| . . . |0) andV = (V1,·| . . . |Vr,·|0| . . . |0) and U ∞ , V ∞ < B where for any matrix A we use the notation A ∞ to denote maxi,j |Ai,j| (the sup norm of the vectorized matrix).
512(nmp) 4 [(m∨p)K] 2 and take a as any constant. Then
where the constant C(a) = log(8 √ πΓ(a)2 10a+1 ) + 3.
Note as a special case that when M =ŪV T for (Ū ,V ) ∈ M(r, B) then we have exactly E Dα(P θ , P θ 0 )πn,α(dθ|X n 1 ) 
Gaussian variational Bayes
In this section we consider Θ ⊂ R d and the class of Gaussian approximations F Φ := Φ(dθ; m, Σ), m ∈ R d , Σ ∈ S d + (R) , thus the algorithm will consist in projecting onto the closest Gaussian distribution in KL sense. Depending on the hypotheses made on the covariance matrix we can build different approximations. For instance define:
The remarkable fact of Gaussian VB is that it allows to recast integration as a finite dimension optimization problem. The choice of a specific Gaussian is a trade off between accuracy and computational complexity. We will show in the following that, under some assumption on the likelihood, the integrated α−Reyni divergence is convergent for most of the approximations.
To simplify the exposition of the results we will restrict our study to the case of Gaussian priors: π = N (0, ϑ 2 Ip). One can readily see that in Theorem 2.4 the prior appears only in the condition 1 n K(ρ, π) ≤ rn, many other distribution could be used, providing different rates.
In the rest of the section we assume some regularity on the log density. 
Furthermore we assume that EM (X1) =: B1, EM 2 (X1) =: B2 < ∞.
The assumption allows us to consider the case of Lipschitz log-densities (p = 1/2) as well as Gaussian distributions (p = 1). In Section 4.2 we specify our result to the case of logistic regression.
Theorem 4.1 Let the family of approximation be F with F Φ id ⊂ F as defined above and that the model satisfies Assumption 4.1. We put
Then for any α ∈ (0, 1), for any η, ǫ
Stochastic variational Bayes
In many cases the model is not conjugate, i.e. the VB objective does not have a close form solution. We can however use a full Gaussian approximation and a stochastic gradient descent on the objective function defined by the KL divergence. This approach has been studied in [27] . We may write our variational bound as the following minimisation problem
or after droping the constants,
In [27] the authors suggest using a parametrization of the problem where we replace the optimization over Σ by a minimization over the matrix C where CC t = Σ. To simplify the notations in this section define
to be the objective of the minimization problem (8) For algorithmic reasons we constrain the minimization to be over an Euclidean ball that is (8) is transformed into
In addition we can define the corresponding family of Gaussian distribution
The objective can now be replaced by a Monte Carlo estimate and we can use stochastic gradient descent as described in Algorithm 1.
Algorithm 1 Stochastic Variational Bayes
Input:
End For .
Output:
2 Assume that f , as defined in equation (7) , is convex in its first component x and that it has L-Lipschitz gradients.
Defineπ k n,α (dθ|X n 1 ) to be the k-th iterate of Algorithm 1, the Gaussian distribution with parametersx k = (m k ,C k ).
Theorem 4.2 Let Assumptions 4.2 and 4.1 be verified, define
T . 
Example: logistic regression
We consider the case of a binary regression model. Although estimation of parameters is relatively simple for small datasets [11] , it remains challenging when the size of the dictionary is large. Furthermore usual deterministic methods do not come with theoretical guaranties as would a gradient descent algorithm for maximum likelihood. The logistic regression is not conjugate in the sense that we cannot find an iterative scheme based on a mean field approximation as for the matrix completion example.
Let Xi = (Yi, Zi) ∈ {−1, 1} × R d be such that
We will consider the case of estimation with a Gaussian prior π(dθ) = Φ(dθ; 0, ϑI d ) on (R d , B(R d )) (other cases are easily incorporated in the theory).
We will prove results in the case of random design where we suppose that the distribution of Z n 1 does not depend on the parameter.
Corollary 4.3
Let the family of approximation be any F with F Φ id ⊂ F as defined above and assume that K1 := 2E X1 , K2 := 4E X1 2 < ∞. We put
then for any α ∈ (0, 1), for any η, ǫ P    Dα(P θ , P θ 0 )πn,α(dθ|X n 1 ) ≤
To apply Theorem 4.2 we need to add some constraint on the covariance matrix. The optimization will be written over B ψ := B ∩ {C ∈ S+, CC T ψI d×d } (this is done only to ensure that log |Σ| has Lipschitz gradients). Dα(P ⊗n θ , P ⊗n θ 0 )π T n,α (dθ|X n 1 )
T .
Conclusion
Based on PAC-Bayesian inequalities, we introduced a generic way to study the concentration of variational Bayesian approximations. This is a very general approach that can be applied to many models. We studied applications to matrix completion, and generic Gaussian approximations in regular models. Still, some questions remain open. From a theoretical perspective, the oracle inequality in Theorem 2.7 compares a Renyi divergence to a Kullback-Leibler divergence. It would be very interesting to obtain a result with the Kullback divergence in the left-hand side. This is probably more difficult, if possible at all. We believe that tools from [14] could be of some help, but the assumptions used in this paper might be restrictive. From an applied perspective, one of the major applications of variational approximations is mixture models -and beyond, models with latent variables. We did not find a way to include this case in our analysis, and it would surely be of major interest. and using Fubini's theorem,
The key argument here, introduced by [9] , is to use Lemma 2.2. Note that almost surely with respect to the sample, we know that h(θ) := −αrn(θ, θ0) + (1 − α)Dα(P ⊗n θ , P ⊗n θ 0 ) satisfies exp(h)dπ < ∞, otherwise, the expectation in (9) would be infinite. So, the conditions of Lemma 2.2 are satisfied almost surely with respect to the sample, and we obtain:
Multiply both sides by ε to get E exp sup
Using Markov's inequality,
Taking the complementary event,
Now, for a given ρ, it might be that Dα(P ⊗n θ , P ⊗n θ 0 )ρ(dθ) = ∞ but then, the previous equation implies that rn(θ, θ0)ρ(dθ) + K(ρ, π) = ∞ and so the statement of the theorem is trivially satisfied as ∞ ≤ ∞. On the other hand, assuming that Dα(P ⊗n θ , P ⊗n θ 0 )ρ(dθ) < ∞ we can rearrange terms to get P ∀ρ ∈ M + 1 (Θ),
Finally, using the additive property of the Renyi divergence reminded in Remark 1.1 we have Dα(P ⊗n θ , P ⊗n θ 0 ) = nDα(P θ , P θ 0 ) and we obtain the statement of the theorem:
Proof of Theorem 2.4
Fix η ∈ (0, 1) and define
Chebyshev's inequality leads to
Now apply take the union bound of this inequality and of the inequality in Corollary 2.3. We obtain, for any α ∈ (0, 1), for any ε ∈ (0, 1), with probability at least 1 − ε − η,
Proof of Theorem 3.1
Fix B > 0, r ≥ 1 and any pair (Ū ,V ) ∈ Mr,B and define for δ ∈ (0, B) that will be chosen later,
Note that it can be factorized so it belongs to the family F. We adapt the calculations from [1, 2] but simplify a lot. First, note that
and that for any (U, V ) in the support of ρn we have
Then, we derive
for any event E. We actually take E = {γ1, . . . , γr ∈ [B 2 , 2B 2 ], γr+1, . . . , γK ∈ [s, 2s]} and s ∈ (0, B 2 ) is to be chosen later.
Then note that
First,
with the choice s = 1 2 δ 2(m ∨ p)K 2 (note that this choice of s satisfies 0 < s < B 2 ). Then, for k ≤ r,
.
and it remains to lower bound We are now in position to apply Theorem 2.6. Then C(a, B) ] n(1 − α) .
Proof of Theorem 4.1
We start by defining a sequence ρn(dθ) := Φ(dθ; θ0, σ 2 n I) ∈ F id Φ indexed by a positive scalar σ 2 n to be later defined. As before by proving the result on the smallest family of distribution, it will remain true on larger ones using the fact that min F id ≤ min F diag ≤ min F f ull . Under Assumption 4.1 we can check the hypotheses on the KL between the likelihood terms as required in Theorem 2.4. We have
When integrating with respect to ρn two cases must be studied. We start by the case when p = 1 2 direct calculations yield
In the case where p ∈ N ⋆ we can write using the second part of Assumption 4.1 and the expression of the moments of Chi-square distribution
In the following define
otherwise .
To apply Theorem 2.4 it remains to compute the KL between the approximation of the pseudo-posterior and the prior,
To From the proof of Theorem 2.6 we get E Dα(P ⊗n θ , P ⊗n θ 0 )π k n,α (dθ|X n 1 )
≤ E α 1 − α rn(θ, θ0)π k n,α (dθ|X n 1 ) + K(π k n,α (·|X n 1 ), π)
rn(θ, θ0)π k n,α (dθ|X n 1 ) + K(π k n,α (·|X n 1 ), π)
By definition of f we get E Dα(P ⊗n θ , P ⊗n θ 0 )π k n,α (dθ|X n 1 )
Ef (u, ξ) .
Following the rest of the proof of 2.6 we get E Dα(P θ , P θ 0 )π k n,α (dθ|X n 1 )
≤ inf ρ∈F α 1 − α K(P θ 0 , P θ )ρ(dθ) + K(ρ, π) n(1 − α)
To bound the first term of the right hand-side we use Assumption 4.1 and the proof of Theorem 4.1. In particular notice that Φ(dθ; θ0, 1 n √ d I d ) ∈ F Φ B , we get straight away E Dα(P θ , P θ 0 )π k n,α (dθ|X n 1 )
We now study the term inside the brackets on the right hand-side. First notice that the sequence (xt) t≥0 in Algorithm 1 is equivalent to that of an online gradient descent on the sequence {f (x, ξt)} t . Hence under Assumption 1 we can apply Corollary 2.7 of [25] with γT = B L √ 2T
to get the following bound on the regret for any u ∈ B Notice that xt belongs to the σ-algebra generated by (x1, · · · , xt−1). By a multiple use of the tower property we get,
T , by Jensen and the convexity of f.
Putting everything together concludes the proof.
Proof of Corollary 4.3
Direct calculation shows that the log-likelihood is 2 X -Lipschitz hence satisfying Assumption 4.1. We conclude using Theorem 4.1 and the assumption on the design matrix.
Proof of Corollary 4.4
Start by noticing that we can take f as f ((m, C), ξ) := α log p m+Cξ (x) + K(ρ, π),
where ρ(.) = Φ(.; m, CC t ) the likelihood part is convex with Lipschitz gradient as a composition of a convex and gradient Lipschitz function with a affine map. The KL part can be written as K(ρ, π) = m 2 2ϑ + 1 2ϑ trace(CC t ) − log |C| which is convex for positive semi-definite C. We need to check that the gradients of the objectives are also Lipschitz, the only problematic term is log det(C). Denote (λi) the eigen values of Σ = CC T Σ ψI d×d ⇒ ∀i ∈ {1, · · · , d},
To apply Theorem 4.2 we also need to check that the new constraint contains the Gaussian distribution used in the proof. This is the case as long as ψ ≤ σ 2 = 1 n √ d .
