Abstract. Motivated by the theory of large deviations, we introduce a class of non-negative non-linear functionals that have a variational "rate function" representation.
Introduction
Let (X, d) be a Polish space with metric d() and let C b (X) denote the space of all bounded continuous functions F : X → R. In his work on large deviations of probability measures µ n , Varadhan [12] Several authors [1, 3, 4, 9, 10, 11] abstracted non-probabilistic components from the theory of large deviations. In particular, in [3] (see also [10, Theorem 3 .1]) we give conditions which imply the rate function representation (2) when the limit (1) exists, and we show that the rate function is determined from the dual formula
In fact, one can reverse Varadhan's approach, and show that large deviations of probability measures µ n follow from the variational representation (2) for (1) (see [8, Theorem 1.2.3] ). In this context we have µ n (X) = 1 which implies L(0) = 0 in (3) and correspondingly L 0 = 0 in (2) .
"Asymptotic values" in [3] are essentially what we call Varadhan Functionals here; the theorems in that paper are not entirely satisfying because the assumptions are in terms of the underlying probability measures. In this paper we present a more satisfying approach which relies on the theory of probability for motivation purposes only. 
Expression (1) provides an example of Varadhan Functional, if the limit exists. Another example is given by variational representation (2) .
, where a ∨ b denotes the maximum of two numbers. Varadhan Functionals like (1) satisfy a stronger condition. (9) . Thus L is a continuous mapping from the Banach space C b (X) of all bounded continuous functions into the real line. We will need the following stronger continuity assumption, motivated by the definition of the countable additivity of measures. 
Notice that if X is compact, then by Dini's theorem and the Lipschitz property, all Varadhan Functionals are σ-continuous.
Maximal Varadhan Functionals are convex; this follows from the proof of Theorem 2.1, which shows that formula (2) holds true for all Varadhan Functionals when the supremum is extended to all x in theČech-Stone compactification of X.
A simple example of convex and maximal but not σ-continuous Varadhan Functional is L(F ) = lim sup x→∞ F (x), where F ∈ C b (R). This Varadhan Functional cannot be represented by variational formula (2). Indeed, (2) implies that
An example of a convex and σ-continuous but not maximal Varadhan Functional is L(F ) = log X exp F (x)ν(dx), where ν is a finite non-negative measure.
Variational representations
The main result of this paper is the following. 
for all bounded continuous functions F .
A well-known example in large deviations is the convex σ-continuous functional L(F ) := log exp F (x)ν(dx) with the rate function in (8) given by the relative entropy functional
Remark 2.1. Deuschel & Stroock [6, Section 5.1] consider convex functionals Φ :
Such functionals satisfy condition (5). Indeed, write F + const as a convex combination
where 0 < θ < 1. Using convexity and Φ(const ) = const we get Φ(
− Φ(F )). Since θ > 0 is arbitrary this proves that Φ(F + const ) ≤ Φ(F ) + const. By routine symmetry considerations (replacing F → F − const , and then const → −const), (5) follows. 
Proofs
Proof. SinceX is Hausdorff, for every x ∈ X there is an open set U x x such that its closureŪ x does not contain x 0 .
By Lindelöf property for separable metric space X, there is a countable subcover {U n } of {U x }.
A compact Hausdorff spaceX is normal. So there are continuous functions φ n :X → R such that φ n Ū n = 0 and φ n (x 0 ) = 1.
To end the proof take F n (x) = min 1≤k≤n φ k (x).
The following lemma is contained implicitly in [3, Theorem T.1.2].
Lemma 3.2. Theorem 2.1 holds true for compact X.

Proof. Let I(·) be defined by (3). Thus
To end the proof we need therefore to establish the converse inequality. Fix a bounded continuous function F ∈ C b (X) and > 0. Let
This means that the sets U x = {y ∈ X :
} form an open covering of X. Using compactness of X, we choose a finite covering U x(1) , . . . , U x(k) . Then, writing F i = F x(i) we have
Using (4), (5), and (6) we have
Proof of Theorem 2.1. LetX be theČech-Stone compactification of X. Since the inclusion X ⊂X is continuous, we defineL :
It is clear thatL is a maximal Varadhan Functional, so by Lemma 3.2 there is
Using σ-continuity (7) it is easy to check that I(x) = ∞ for all x ∈X\X. Indeed, given x 0 ∈X \ X by Lemma 3.1 there are
This shows thatL(F ) = sup{F (x) − I(x) : x ∈ X} for allF ∈ C b (X). It remains to observe that sinceX is aČech-Stone compactification, every function F ∈ C b (X) is a restriction to X of someF ∈ C b (X) (see [7, IV.6 .22]). Therefore (2) holds true for all F ∈ C b (X).
To prove that the rate function is tight, suppose that there is a > 0 such that 
The next lemma is implicitly contained in the proof of [3, Theorem T.1.1]. Let P a (X) denote all regular finitely-additive probability measures on X with the Borel field. (10) and the supremum is attained.
Proof. Let J(·) be defined by
and fix F 0 ∈ C b (X). Recall that throughout this proof we assume L(0) = 0.
By the definition of J(·), we need to show that
where the supremum is taken over all µ ∈ P a (X) and the infimum is taken over all F ∈ C b (X). Moreover, since (11) 
Hence to prove (12) , it remains to show that there is ν ∈ P a (X) such that
(also, for this ν, the supremum in (10) will be attained). To find ν, consider the following sets. Let 
where the first inequality follows from the convexity of L(·) and the second one follows from (9) applied to F = α k F k (x) and G = F 0 .
