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3Abstrakt 
Diplomová práce se zabývá rekonstrukcí scény snímané dvma kamerami. Jsou zde 
popsány metody pro kalibraci soustavy kamer, nalezení významných bod ve snímcích 
a hledání korespondencí. Významné body jsou hledány FAST detektorem a  k nalezení 
korespondencí je používána normalizovaná korelace. V rámci rekonstrukce 
prostorových souadnic je provádna rektifikace. Výsledný model je uložen ve formátu 
VRML. V práci jsou pedstaveny možnosti paralelizace. Výpoet je optimalizován pro 
multi-procesorové CPU, jsou navrženy implementace do GPU a FPGA. 
Klíová slova 
3D rekonstrukce, rektifikace, CUDA, FPGA 
Abstract 
This thesis describes reconstruction of scene which is scan trough two cameras. There 
are described methods of calibration of cameras system, methods for finding the corners 
and methods for finding correspondences. Corners are searched by FAST detector and 
for search correspondences are used normalized cross correlation. In the framework of 
3D reconstruction is implemented rectification. The final shape is saved to VRML 
format. In the thesis are described parallelization options. The calculation of the 
correlation is optimized for multiprocessors CPU and there are designed 
implementations of algorithm to GPU and FPGA too. 
Keywords 
3D reconstructions, rectification, CUDA, FPGA 
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91 ÚVOD 
3D rekonstrukce je úloha, která je využívána ve stále více oborech jako je mení, 
biomedicínské aplikace, geografie, robotika, architektura, design a mnoho dalších. 
Metod, jak rekonstrukci provést se nabízí více. V této práci je popisována pouze metoda 
založená na tzv. stereovidní. Jedná se o techniku, která snímá scénu ze dvou zdroj a 
zptn triangulací rekonstruuje souadnice ve scén. Úloha 3D rekonstrukce je však 
výpoetn nároná, piemž je zárove požadována velká rychlost zpracování, a už 
z dvodu zpracování v reálném ase (nap. navigace), nebo zpracování velkého objemu 
dat (nap. skenování zemského povrchu z letadla). Proto je v mnohých reálných 
aplikacích nutností její výpoet akcelerovat, napíklad v GPGPU, nebo v FPGA. 
Je navrženo velké množství algoritm pro rekonstrukci ze snímk poízených dvma 
kamerami [23]. Vtšinou slouží k výpotu hloubkových map, ze kterých se následn
rekonstruuje scéna. Pro rychlé výpoty jsou podle [24] vhodné metody založené na 
korelaci. Mají však svoje omezení, protože mezi obrázky vznikají vlivem posunuté 
polohy nespojitosti, na kterých vznikají chyby v porovnání. Tyto chyby lze potlait, ale 
nikdy nejdou odstranit dokonale. Metody využívající graf a sítí jako jsou Graph Cuts a 
Belief Propagation tyto problémy eší, ale jsou výpoetn nároné. 
V této práci se tedy budu zabývat rekonstrukcí pomocí kamerového stereopáru. Jako 
vhodnou metodu s ohledem na podmínku rychlého zpracování obrazu pedpokládám 
využití detekce významných bod s použitím nkteré z korelaních metod pro jejich 
sesouhlasení. Zárove poítám s využitím rektifikace snímk pi hledání korespondencí. 
Následn se pokusím o akceleraci celého výpotu pomocí dostupných paralelních 
výpotových prostedk. 
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2 MODEL KAMERY 
2.1 Promítání do kamery 
Digitální kamera se skládá z optické soustavy a ipu, na který obraz promítáme. Jakkoli 
složitou optickou soustavu mžeme nahradit jedinou okou s ohniskovou vzdáleností 
f . Velikost d  promítaného obrazu závisí na obrazové vzdálenosti a′ ipu, správná 
ohnisková vzdálenost uruje pouze ostrost snímku. 
Obr. 1 Model optické soustavy 
Mžeme si tedy vzít následující model, který používá jednoduché projekce, kde d je 
velikost zobrazené úseky D v pixelech a f je konstanta kamery daná obrazovou 
vzdáleností a rozlišením ipu: resolutionkaf ⋅′= . 
Obr. 2 Zjednodušená kamera 
Známe-li velikost pedmtu a jeho vzdálenost L od kamery, mžeme konstantu 
kamery spoítat následovn: 
D
d
Lf ⋅= (1) 
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Protože vlastnosti ipu a celé optické soustavy nemusí být ve všech smrech stejné, 
dostaneme pro souadnici x a souadnici y bodu q[x, y], který je zobrazením bodu 





























kde fx je konstanta kamery pro smr x a fy je konstanta kamery pro smr y. Protože 
optická osa se nemusí shodovat s osou snímku, napíklad nepesností usazení ipu 
v kamee, vystupují v zobrazovacích rovnicích hodnoty c a r, které udávají bod [c, r], 
kde optická osa protíná rovinu stínítka (ipu). Pro další výpoty je vhodné užití 
















































































Uvedená transformace využívá poítání v homogenních souadnicích, které nám 
umožují provádt operace sítání a odítání násobením maticí. Pi poítání 
v homogenních souadnicích jsme rozšíili výsledný vektor o jednu souadnici, kterou 
mžeme nazvat váhou vektoru. Abychom dostali správnou hodnotu výsledku, musíme 
ho podlit jeho váhou - mluvíme o normalizaci vektoru v homogenních souadnicích. 
2.2 Transformace soustavy souadnic 
Výše vedené vztahy pedpokládají, že sted promítání leží v poátku souadné soustavy, 
ve které leží taktéž bod Q a projekní rovina leží na ose z ve vzdálenosti f od poátku a 
je na ni kolmá. Je proto nutností, aby každá kamera mla svj souadný systém. 
Zobrazované objekty potom leží ve vlastní souadné soustav (obecných souadnicích) 
a pro výpoet projekce do roviny stínítka kamery musíme provést transformaci bod
z OSS do SSC. 
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Obr. 3 Obecná souadná soustava a soustava kamery 
Transformaci bod z OSS do souadné soustavy kamery mžeme provést více 
zpsoby. První možností je nejdíve provést rotaci bázových vektor OSS a potom je 
posunout do poátku SSC ( )tR, . Body budou transformovány následujícím vztahem: 
( ) tRtR +⋅= OC PP:, . (4) 
Jinou možností je nejdíve bázové vektory OSS posunout a poté provést rotaci: 
( ) ( )**** tRRt +⋅= OC PP:, . (5) 








R resp. R* ve vztahu (4) resp. (5) jsou matice rotace a t resp. t* jsou vektory 
posunutí. Matice rotace mže být nadefinována také rznými zpsoby – záleží na poadí 
rotací. Rotaci si napíklad mžeme nadefinovat tak, že nejdíve bázové vektory otoíme 
kolem osy z, poté kolem osy y a nakonec kolem osy x: 
( ) ( ) ( )( )ψϕθ xyz RRRR ,,= (7) 
Transformaci dle (4) je výhodné opt provádt v homogenních souadnicích. 










































































































Transformace podle (4) a (7) potom vypadá následovn: 
OC PP ⋅⋅⋅⋅= zyx RRRT , (12) 
 kde PO je bod objektu v OSS a PC je tentýž bod v souadnicích kamery. 
Budeme-li chtít transformovat body ze souadnic kamery do OSS, staí provést 
násobení bodu inverzními maticemi v opaném poadí. 
Rovnici (12) mžeme psát i ve tvaru: 























kde matice zyx RRRR ⋅⋅=  a její prvky jsou ri,j, 
 vektor t je vektor posunutí s prvky ti  
 a vektory 1r , 2r , 2r  jsou sloupcové vektory matice R, které jsou vi sob
 ortonormální. 
2.3 Epipolární geometrie 
Epipolární geometrie vysvtluje, jaký je vztah mezi dvma snímky, které vznikly 
projekcí 3D scény. Nejdležitjším poznatkem je, jakým zpsobem se mapuje bod 
z jednoho snímku do snímku druhého. Jak ukazuje Obr. 4, bod z pravého snímku se 
mapuje na pímku v levém snímku, kterou nazýváme epipolára. Stejný princip 
samozejm platí i pro bod v levém snímku a mapování do snímku pravého. 
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Obr. 4: Epipolární geometrie 
Tento poznatek umožuje omezit hledání korespondencí jen na konkrétní oblasti 
snímk a nemusí se prohledávat celý obraz, což umožuje omezit prohledávanou oblast 
ve snímku a tím výrazn urychlit výpoet. 
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3 REKONSTRUKCE 3D SCÉNY 
Potebné kroky k výpotu modelu scény, jsou znázornny na následujícím diagramu 
(Obr. 5). 
Obr. 5: Diagram rekonstrukce 3D souadnic 
V následujících podkapitolách budou rozvedeny jednotlivé kroky a popsán postup 
jejich provedení. 
3.1 Identifikace kamery 
Pod tímto pojmem si mžeme pedstavit dva rzné úkoly. Prvním je stanovení vnitních 
parametr kamery, jako jsou ohnisko, optický sted snímku, koeficienty zkreslení, a 
druhým je stanovení vnjších parametr kamery, kterými je pozice kamery vi vnjší 
vztažné soustav (OSS).
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3.1.1 Urení vnitních parametr
K urení projekní matice W dle (3) a koeficient zkreslení mžeme použít postup, pi 
kterém kamerou nasnímáme šachovnicový vzor z rzných pohled a na základ znalosti 
rozmr šachovnice uríme neznámé veliiny. Princip této metody je podrobnji popsán 
v [6] a je implementována do funkce cvCalibrateCamera2() knihovny OpenCV, která je 
pro kalibraci použita. Výsledkem kalibrace jsou koeficienty projekní matice a 
koeficienty zkreslení k1, k2 a k3 pro radiální zkreslení resp. p1 a p2 pro tangenciální 
zkreslení. Vztah mezi zkresleným bodem [ud, vd] opraveným bodem [u, v] je dán podle 
následujícího vztahu, jak uvádí [6]: 


















































( ) xdxd fcuxxfcu /; −=+= , (15) 
( ) ydyd frvyyfrv /; −=+= , (16) 
 kde x je souadnice v nezkresleném snímku normalizovaná podle vztahu (15), 
  y je souadnice v nezkresleném snímku normalizovaná podle vztahu (16), 
  [c, r] je souadnice stedu optické osy ve snímku, 
  22 yxr += . 
3.1.2 Urení vnjších parametr
Abychom mohli provádt rektifikaci snímk, musíme znát vzájemnou polohu kamer, 
které snímky poídily. Principem hledání polohy kamery je sledování kalibraního 
objektu danou kamerou a nalezení takové transformace, kterou body kalibraního 
objektu zobrazíme na body kalibraního objektu ve snímku. V zásad mžeme použít 
dva pístupy k urení této transformace: lineární a nelineární. 
Lineární pístup hledání pozice kamery vychází z pedpokladu, že pro každou dvojici 
kalibraního bodu a jeho obrazu mžeme sestavit rovnici, kde vystupují koeficienty 
kalibraní matice. Pokud tedy máme stejný pop. vtší poet kalibraních bod než je 
stupe volnosti kalibraní matice, mžeme její koeficienty urit výpotem soustavy 
rovnic (v pípad peurené soustavy ešení metodou nejmenších tverc). 
Problémem ovšem je, že koeficienty jsou ureny pouze na základ co nejpesnjšího 
sesouhlasení kalibraních bod na body ve snímku a není vbec zohlednna 
ortogonalita báze kamery. Proto je nutné pidat ješt další podmínky, aby byla 
transformace správná. 
Nelineární pístup hledá pímo koeficienty natoení a posunutí kamery v OSS, 
z kterých až následn vyplyne tvar výsledné transformaní matice. Nemže se proto 
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stát, že bychom nalezli transformaci do souadnic, které by nebyly ortogonální. Hledání 
probíhá minimalizací chyby danou vzdáleností bod [ ]II yx  kalibraního objektu ve 












Hledání minima je provedeno nkterou z optimalizaních metod pro hledání 
extrému funkce více promnných. 
Doposud bylo zmínno, že je poteba mít kalibraní pedmt, ale nebylo eeno, 
jakého má být tvaru. Jsou v zásad dv možnosti – mže být použit prostorový nebo 
rovinný pedmt. V obou pípadech platí, že jeho velikost by mla být taková, aby byl 
v obou kamerách viditelný a ve snímcích co možná nejvtší. Je mezi nimi ale také 
zásadní rozdíl: pi použití jediného rovinného kalibraního vzoru (napíklad 
šachovnice), nejsme schopni urit ohniskovou vzdálenost kamery, protože pohled ze 
vzdálenjší kamery mže vypadat stejn jako pohled kamery umístné blíž, ale 
s menším ohniskem. Z toho vyplývá, že ohnisková vzdálenost musí být známa, nebo 
musí být použito více snímk šachovnice pozorované z nkolika úhl, aby byla 
doplnna chybjící informace o prostoru. Naopak pi použití prostorového kalibraního 
objektu je vzájemná poloha promítnutých bod závislá i na vzdálenosti kamery a na 
ohniskové vzdálenosti, proto nemusí být zjišována zvláš. Konstrukce kalibraního 
objektu je ale náronjší. 
3.1.3 Pesnost kalibrace 
Na pesnosti kalibrace jsou závislé všechny další výpoty, a proto je dležité ji udlat co 
nejpesnji. Je vhodné dodržet nkterá doporuení uvedená v nápovd kalibraního 
toolboxu GML [3], jako je pozice snímání (viz. Obr. 6), dostatený poet kalibraních 
snímk (nejmén 24) a velikost šachovnice, která by mla být taková, aby obraz 
šachovnice v obrázku nebyl píliš malý. 
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Obr. 6: Pozice kamery pi kalibraci [3] 
3.1.4 Realizace kalibrace 
Podle [1] je lepší kalibraci provádt postupn s nkolika fixovanými hledanými 
parametry. Proto jsem zjištní vnjších a vnitních parametr rozdlil do dvou kalibrací. 
V první se kalibrují kamery za úelem zjištní vnitních parametr, ve druhé se zjišují 
parametry vnjší. 
V následující tabulce tab. 1 jsou uvedeny výsledky kalibrace vnitních parametr. 
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tab. 1: Vnitní parametry kamery 
Na první pohled je patrné, že rozptyl  souadnice stedu optické osy c je pomrn
veliký. Ukázalo se, že tato chyba byla zpsobena volným objektivem kamery, se kterou 
bylo pi kalibraci otáeno kolem horizontální osy. Jak ukazuje Obr. 19 v kapitole 3.5.2 
vnované pesnosti mení, je pesnost výpotu podstatn závislá na pesnosti urení 
ohniskové vzdálenosti kamer. To komplikuje situaci pi kalibraci kamer, které mají být 
zaosteny na vtší vzdálenosti, protože pi peostování, i pesto, že by k danému jevu 
docházet nemlo, se mní ohnisková vzdálenost. Možnými ešeními v takové situaci je 
použití vtších kalibraních objekt, což je ale pomrn nepraktické, nebo si pomoct 
zvtšením clony, ímž se zvtší hloubka ostrosti. 
Kalibraci vnjších parametr jsem provádl pedložením šachovnice, kterou jsem 
snímal kamerami, u kterých jsem již znal jejich vnitní parametry. Zjistil jsem tak 
polohy levé a pravé kamery, které jsou poteba k výpotu prostorových souadnic. 
Ukázalo se však, že tento zpsob kalibrace nebyl z hlediska dosahované pesnosti 
nejvhodnjší. Nepesnost je daná rasterizací promítnutých bod kalibraní šachovnice 
do snímk a i pesto, že je poítáno se subpixelovou pesností, je výpoet i na malou 
nepesnost velmi citlivý. Proto jsem po této zkušenosti zvolil jiný pístup, ve kterém 
polohu obou kamer uruji z jejich vzájemné polohy, která je urena na základ více 
snímk kalibraní šachovnice. Poloha jedné kamery je potom pímo v poátku OSS a 
poloha druhé je daná vzájemnou polohou kamer. Rozdíl ve výsledcích je diskutován 
v kapitole 3.5.3. 
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3.2 Rektifikace snímk
Mluví-li se o rektifikaci snímku, myslí se tím obecn jakákoli úprava, která odstrauje 
jeho vadu. V našem pípad je rektifikace provádna za úelem srovnání 
korespondujících bod ve dvou snímcích tak, aby všechny korespondující body ležely 
na rovnobžných pímkách. Princip rektifikace je zobrazen na následujícím Obr. 7, 
který znázoruje dv kamery, do kterých se promítá bod P na body p1 a p2. Rektifikace 
stanoví spolenou rektifikaní rovinu, která je rovnobžná bází kamer. Do ní jsou 
potom body z pvodních obrazových rovin petransformovány. Získáme tak obrazy 
scény, jako by byla snímána kamerami v rovnobžné poloze. Dsledkem rektifikace 
potom je, že pvodní epipolární pímky píslušící promítnutému bodu, budou 
v rektifikovaných snímcích rovnobžné, a tím pádem jeho obrazy budou mít pro 
rovnobžn uspoádaný kamerový steropár stejnou souadnici y. 
Obr. 7: Princip rektifikace 
K rektifikaci snímk, je nutné znát vzájemnou polohu kamer, jejichž snímky budou 
spolu srovnávány. Pedpokládejme tedy, že bod P v OSS se transformuje do souadnic 
levé kamery transformací: 
( ) LLLLL tRtR +⋅= PP:, . (18) 
Ten samý bod se do pravé kamery transformuje transformací: 
( ) RRRRR tRtR +⋅= PP:, . (19) 
























Porovnáním (18) a (19) dostáváme vztah mezi PL a PR: 
tR +⋅= RL PP , (21) 
 kde 1−⋅= RL RRR
  RRLL tRRtt ⋅⋅−=
−1 . 
Jak už bylo eeno, rektifikace provádí transformaci bod ze zobrazovacích rovin 
kamer do spolené roviny. Musí být proto nalezena transformace do souadné soustavy, 
kde tato spolená rovina leží, a potom body promítnout do spolené roviny. Nejdíve 
musí být ale eeno, jak bude tato souadná soustava rektifikovaných snímk umístna 
v OSS: bázový vektor osy x bude lineární kombinací báze kamer, bázový vektor osy y
bude smovat ve smru osy z levé kamery a soustava bude ortogonální. Mapování 
bázových vektor levé kamery na bázové vektory nové soustavy je dáno rektifikaní 















































213 eee ×= (25) 
Bod PL v soustav levé kamery budeme transformovat na bod LP′ : 
LrectL PP ⋅=′ R . (26) 
Bod PR v soustav pravé kamery budeme transformovat na bod RP′ : 
RrectR PP ⋅⋅=′ RR . (27) 
Když se provádí projekce bodu z OSS do kamery, uskuteuje se transformace z 3D 
prostoru do 2D prostoru. Tím se ztrácí ást pvodní informace, proto když by se 
následn provádla inverzní transformace, tak by výsledkem nebyl pvodní 
projektovaný bod, ale parametrické rovnice pímky, na které tento bod leží. Projekce se 
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provádí násobením matice a následnou normalizací (3). Pi použití znaení z Obr. 3, kde 
C je poátek SSC, Q je bod v OSS a q je projekce bodu Q v kamee, se zptná projekce 
provede násobením inverzní maticí: 
[ ] qCQ ⋅⋅= − tRW |1 , (28) 
 kde matice [ ]tR |  vyjaduje transformaci z OSS do SSC 
 matice W-1 je projekní matice kamery. 
I když se teoreticky jedná o pímku, mžeme s ní pracovat jako s bodem v souadné soustav










 kde Wnew je zobrazovací matice, kterou natoený bod P promítneme do 
spolené roviny. 
3.2.1 Realizace rektifikace 
Rektifikace je provádna jen za úelem omezení prohledávané množiny bod pi 
hledání korespondencí. Byly zvažovány dv varianty, z nichž jedna poítala s tím, že 
rektifikovány budou jen polohy samotných významných bod, piemž hledání 
významných bod a jejich sesouhlasení bude provádno s pvodními obrazy. Druhá 
varianta poítala s tím, že se snímky nejprve rektifikují a všechny další operace se 
budou provádt s již rektifikovanými snímky. 
Výhodou první varianty je skutenost, že nepotebuje pepoítávat každý bod 
obrazu, a proto by byla rychlejší (rektifikace celého snímku si vyžádala pibližn 5 % 
z celkového výpoetního asu pi nalezení 200 bod), problémem ale je zjištní 
koeficient zkreslení pro pepoet bodu z pvodního snímku do nezkresleného. 
Výhodou druhé varianty je, že porovnávaná okolí pi sesouhlasení jsou rektifikovaná a 
více podobná. 
Nakonec jsem tedy zvolil variantu, kdy snímky nejprve rektifikuji. Výsledek 
rektifikace je vidt na následujícím Obr. 8 a Obr. 9. 
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Obr. 8: Nerektifikovaný pár snímk
Obr. 9: Rektifikované snímky 
3.3 Detekce významných bod
Za významný bod (VB) považujeme takový bod v obraze, jehož poloha je jasn
definovatelná a mžeme ho tedy opakovateln nalézt v obraze, který je geometricky 
zdeformován, nebo v obraze, ve kterém došlo k jasové zmn. 
Pro detekci významných bod byla navržena spousta detektor, které se od sebe liší 
v kvalit urování VB, v opakovatelnosti hledání a v citlivosti na šum. 
3.3.1 Harrisv detektor 
Harrisv detektor je asto používaný detektor VB pro svoje vlastnosti, kterými jsou 
pedevším nezávislost na rotaci a translaci snímku a nezávislost na zmn intenzity jasu. 
Detektor funguje na základ lokální autokorelace obrazové funkce, kterou mžeme 
definovat takto: 






2,,,, , (31) 
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 kde ( )vuc ,  je autokorelaní funkce, 
( )yxw ,  je okénková gaussova funkce, 
( )yxf ,  je obrazová funkce, 
  ( )vyuxf ++ ,  je posunutá obrazová funkce. 
Posunutí obrazové funkce mžeme aproximovat prvním lenem Taylorova polynomu: 











yxfyxfyxfvyuxf yx ,´,´,, , (32) 
 kde  ( )yxf x ,´  resp. ( )yxf y ,´  jsou derivace obrazové ve smru osy x resp. osy y. 
Dosazením (30) do (29), dostaneme: 
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 kde ( )yxC ,  pedstavuje matici gradient. 
O tom, jestli daný bod je VB i nikoli, se rozhodne na základ hodnotící funkce ( )βα ,R : 
( ) ( )2, βαβαβα +⋅−⋅= kR , (36) 
 kde α a β jsou vlastní ísla matice C a k je empiricky zjištná konstanta. 
Prbh hodnotící funkce R je vidt na následujícím Obr. 10: 
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Obr. 10: Harrisv detektor [4] 
VB bod je tedy detekován, jestliže je hodnotící funkce významn vtší jak nula. 
3.3.2 Shi-Tomasi detektor 
Tento detektor vychází z Harrisova detektoru. Jediným rozdílem je hodnotící funkce R, 
na základ které se uruje, zda bod je významný, která je definována následovn: 
( ) ( )βαβα ,min, =R , (37) 
Bod je uren jako významný pokud je hodnota funkce R vtší, jak požadované 
minimum. 
3.3.3 FAST Corner detektor 
Tento detektor [5] vychází z analýzy bod ležící na kružnici kolem zkoumaného bodu. 
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Obr. 11: Kruhové okolí zkoumaného bodu [5] 
Prvotní myšlenka je taková, že bod je oznaen za významný, jestliže existuje n
sousedících bod kružnice, které jsou všechny svtlejší resp. tmavší, než bod p plus 
resp. minus práh t. Testování jednoho potenciálního významného bodu by si ale 
vyžádalo mnohonásobné testování bod jemu píslušející kružnice. Autoi tuto 
nevýhodu vyešili tím, že vytvoí rozhodovací strom, který urí, jaký bod na kružnici 
nejlépe rozhodne o významnosti zkoumaného bodu a ten je testován. 
Tvorba detektoru má dv ásti – v první jsou VB detekovány pomalým detektorem, 
pracujícím se všemi 16 body, v sad trénovacích obrázk.  Pro každou pozici x na 
píslušné kružnici k bodu p (znaeno p	x) uríme, zda je pixel x tmavší, svtlejší, nebo 




























Spoítáme-li xpS → pro každou pozici x a pro každý VB Pp ∈ (množina všech bod
ve všech trénovacích obrázcích), rozdlíme body P do podmnožin Pd, Ps, Pb. 
Ve druhé ásti tvorby detektoru vytvoíme rozhodovací strom použitím algoritmu 
ID3. Ten rozhodne, který pixel x nese nejvíce informace v rozhodování, zda p je VB i 
nikoli, na základ entropie H(P) funkce Kp (Kp je pravdivostní funkce nabývající kladné 
hodnoty v pípad, že p je VB). 
Entropie funkce Kp pro množinu P se spoítá: 
( ) ( ) ( ) ccccccccPH 222 logloglog ⋅−⋅−++= , (39) 
 kde c  resp. c  je poet bod v množin P, kdy je Kp pravdivá resp. nepravdivá. 
Volba pozice x, podle které se bude strom dále dlit na podmnožiny dané xpS → , je 
závislá na informaním zesílení: 
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( ) ( ) ( ) ( )bsd PHPHPHPH −−− . (40) 
Pozice s nejvtším informaním zesílením je použita k rozdlení do dalších 
podmnožin. Tento postup se rekurzivn opakuje, dokud není entropie podmnožiny 
nulová. 
Takto vytvoený strom je pepsán do programu v jazyce C pomocí podmínek if-else, 
který je následn zkompilován a použit jako detektor významných bod. 
3.3.4 Srovnání detektor
Harrisv a Shi-Tomasi detektory jsou implementovány do funkce openCV 
cvGoodFeaturesToTrack(), která nativn používá algoritmus Shi-Tomasi, ale 
parametrem mžeme zvolit i Harrisv detektor. FAST Corner detektor jsem do 
programu implementoval pomocí funkcí vytvoenou jeho autorem [5]. Následující 
tabulka tab. 2 obsahuje asové srovnání výše jmenovaných detektor. Mení probíhalo 
na procesoru Intel Core 2 Duo s frekvencí 2,00 GHz, piemž proces probíhal jako 
jediný na jednom jáde. Uvedené hodnoty jsou prmrná data nejmén z tisíce mení a 





tab. 2: asové srovnání detektor VB 
V následujících grafech je srovnání jednotlivých detektor podle opakovatelnosti 
mení. Opakovatelnost je zde definována jako procentuální vyjádení potu bod, které 
byly nalezeny v rzných snímcích stejné scény opakovan. Vidt, že nejlepších 
výsledk dosahuje FAST detektor a že opakovatelnost je závislá na druhu scény. 
Obr. 12: Srovnání opakovatelnosti detektor VB. Levý a pravý graf znázoruje výsledky pro dv
rozdílné scény [5] 
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3.4 Sesouhlasení bod
Abychom mohli poítat souadnice bod ve scén, musíme najít odpovídající si body 
v obou kamerách. Potebujeme tedy algoritmus, kterým bychom mohli nalezené body 
srovnávat a urovat jejich korespondence ve druhém obrázku. Máme-li pitom 
zpracovávat živý obraz, musí být algoritmy i dostaten rychlé. Možnou volbou mohou 
napíklad být algoritmy SAD (Sum of Absolute Differences), SSD (Sum of Squared 
Differences) nebo NCC (Normalized cross-correlation). 
3.4.1 Metoda SAD pro hledání korespondencí 
Nejjednodušší algoritmus pro porovnávání podobnosti obrazových funkcí, který je 
založen na poítání rozdílu jasových úrovní v okolí porovnávaných bod podle vztahu: 








vsurfvyuxfabssryxSAD ,,,,, 21 , (41) 
 kde [x, y] je souadnice porovnávaného bodu v prvním obrázku, 
 [r, s] je souadnice porovnávaného bodu v druhém obrázku, 
f1 je obrazová funkce prvního obrázku, 
  f2 je obrazová funkce druhého obrázku. 




• podmínka na stejný jas a kontrast ve snímcích 
• metoda není invariantní vi geometrickým transformacím a zkreslení 
3.4.2 Metoda SSD pro hledání korespondencí 
Algoritmus je založen na poítání rozdílu jasových úrovní v okolí porovnávaných bod
podle vztahu. 










21 ,,,,, , (42) 
 kde [x, y] je souadnice porovnávaného bodu v prvním obrázku, 
 [r, s] je souadnice porovnávaného bodu v druhém obrázku, 
f1 je obrazová funkce prvního obrázku, 
  f2 je obrazová funkce druhého obrázku. 





• podmínka na stejný jas a kontrast ve snímcích 
• metoda není invariantní vi geometrickým transformacím a zkreslení 
3.4.3 Metoda NCC pro hledání korespondencí 
Metoda je založena na poítání korelace okolí porovnávaných bod a poítá se podle 
následujícího vztahu: 
( )
( ) ( )( ) ( ) ( )( )[ ]






























,,, , (43) 
 kde r je korelaní koeficient, 
 2n +1 je velikost okolí, 
 [x, y] je souadnice porovnávaného bodu v prvním obrázku, 
 [r, s] je souadnice porovnávaného bodu v druhém obrázku, 
f1 je obrazová funkce okolí bodu z prvního snímku, 
  f2 je obrazová funkce okolí bodu z druhého snímku. 
Korelaní koeficient nabývá hodnot z rozsahu 1,1−  a ím podobnjší jsou si okolí, 
tím více se koeficient blíží jedné. 
Výhody: 
• pomrn jednoduchý 
• správné výsledky i pro obrazy s rzným jasem 
Nevýhody: 
• není invariantní vi geometrickým transformacím a zkreslení 
3.4.4 Zhodnocení metod 
Všechny ti metody vyžadují, aby snímky nebyly vi sob natoené. To je zajištno 
rektifikací snímk. SAD a SSD algoritmy jsou velice jednoduché, požadují však, aby 
stední úrove jasu obou snímk byla stejná. Kamery lze nastavit, aby úrove jasu byla 
stejná, ovšem problémy budou stále dlat odrazy svtla ve snímku, což mže snížit 
úspšnost nalezení korespondencí.  Metoda NCC tento nedostatek odstrauje 
normalizací stední hodnotou, ale je o to náronjší. Na Obr. 13 je zobrazen výsledek 
mení asové náronosti jednotlivých metod. Ze smrnic je patrné, že NCC je pibližn
1,9krát pomalejší a SSD pibližn 1,1krát pomalejší, jak SAD. 
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Obr. 13: asová náronost metod pro hledání korespondencí 
3.4.5 Postup pi hledání korespondencí 
Porovnávání všech nalezených VB by bylo asov nároné, proto se uplatní nkteré 
omezující podmínky: 
1. Bod z jednoho snímku bude ležet na epipolární pímce ve druhém snímku a 
v dsledku rektifikace, která epipolární pímky srovnává, budou oba body mít 
stejnou souadnici y. 
2. Hledání korespondence na epipolární pímce mže být zúženo na jisté okolí 
kolem pozice bodu, ke kterému je hledána korespondence. Je-li známá 
maximální a minimální vzdálenost meného objektu od kamery, mže být 
urena maximální a minimální paralaxa (vzdálenost korespondujícího bodu od 
pozice bodu, ke kterému korespondenci hledáme). Názorn to ukazuje Obr. 14. 
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Obr. 14: Maximální a minimální paralaxa 
3. Když jsou body rektifikované, ve vtšin pípad platí, že poadí 
korespondujících bod na ádku v jednom snímku, musí být stejné s poadím 
korespondencí v druhém snímku. Tento pedpoklad neplatí v pípad, že se ve 
scén vyskytuje úzký pedmt v mnohem bližší vzdálenosti ke kamerám, než 
zbytek scény. Tento problém je znázornn na Obr. 15. 
Obr. 15: Blízký objekt ve scén
První a druhá podmínka umožuje hledat korespondenci k významnému bodu z 
levého obrázku pouze v úzkém pruhu v pravém obrázku a tak zmenšit prohledávanou 
množinu. Tetí podmínka umožuje odstranit špatn sesouhlasené body analýzou poadí 
bod v ádku. Ukázalo se však, že nízký poet bod v ádcích neumožoval provést 
dkladnjší analýzu a od tohoto postupu bylo upuštno. 
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3.4.6 ešení nespojitostí v obraze 
Ve snímcích vznikají nespojitosti na objektech, které se pekrývají v rzných 
vzdálenostech. Na tchto nespojitostech vznikají pi použití korelaních metod chyby, 
které mohou být odstranny zkoumáním širšího okolí vyšetovaného bodu nkterou 
z metod založených na tvorb graf nebo sítí. Tyto metody však nejsou vhodné pro 
rychlé zpracování obrazu. 
Pi volb velikosti korelaního jádra musí být uinna volba mezi dvma 
protichdnými požadavky – použití vtšího okolí z dvodu potlaení vlivu šumu a 
získání více informace z okolí a na druhé stran použití menšího okolí kvli potlaení 
možnosti výskytu nespojitosti v korelaním jáde. Možným ešením tohoto problému je 
použití vtšího potu menších korelaních jader, kterými se porovnají jen urité ásti 
okolí vyšetovaného bodu a výsledná podobnost se spoítá jako kombinace tchto 
dílích výsledk. 
Touto problematikou se zabývá lánek [24], ve kterém je popsána metoda s pti 
korelaními jádry, které se vzájemn pekrývají (viz. Obr. 16).  
Obr. 16: Korelaní jádra pro potlaení nespojitostí 
Hodnota podobnosti je potom dána soutem korelace C0 a dvou nejhorších výsledk
z korelací C1 – C4: 
min,min,0 ji CCCc ++= . (44) 
Tím se hendikepují korespondence, u kterých se korelaní jádra v nkteré z jejich 
oblastí významn liší, a dá se tedy pedpokládat, že se jedná o nespojitost. 
3.4.7 Realizace hledání korespondencí 
V dalších kapitolách je uvažováno pouze s použitím NCC a SAD, protože SSD dává 
podobné výsledky jako SAD ale je pomalejší. Pi použití SAD dosáhneme rychlejšího 
zpracování, ovšem ukázalo se, že u pedmt, které jsou umístny v bližší vzdálenosti 
od kamery a mají reflexní plochy, se znan projeví vliv rozdílu jas v levé a pravé 
kamee a poet nalezených korespondencí významn klesne. U vzdálenjších pedmt
dává SAD podobné výsledky jako NCC. 
Maximální a minimální paralaxa je poítána ze vztahu (45) a (46) dosazením 
nejvtší a nejmenší vzdálenosti. 
32
Postup pro odstranní bod s nespojitostmi jsem aplikoval na jednoduchý algoritmus 
SAD. Algoritmus dobe filtruje problematické body a úspšnost nalezení korespondencí 
je vysoká. Ovšem zárove významn snižuje poet nalezených korespondencí a také 
jeho asová náronost je oproti pvodní variant algoritmu pibližn 5krát vtší. 
Ukázalo se, že asová náronost algoritmu NCC je pibližn poloviní oproti 
upravenému SAD a že NCC s nastaveným vyšším prahem mže dosáhnout podobných 
výsledk jako upravené SAD. 
Úspšnost nalezení správné korespondence je podstatn závislá na typu scény, 
velikosti korelaního jádra a nastavení prahu korelace, proto ji je tžké vyíslit. Pro její 
hrubý odhad jsem použil dva snímky, z nichž jeden byl snímek z kamery a druhý byl 
deformován zkosením a zmnou mítka ve smru osy x, ve kterých jsem hledal 
korespondence. Transformaci mezi snímky jsem si zvolil tak, aby deformace druhého 
snímku se co možná nejvíce blížila deformaci vzniklé snímáním pod jiným úhlem. 
Úspšnost nalezení korespondencí v takovýchto snímcích se pohybovala kolem 85 %. 
3.5 Kalkulace 3D bod
Pi rekonstrukci prostorového bodu ve scén vycházíme z jeho obraz alespo ve dvou 
snímcích, ve kterých je bod zobrazen. V základní konfiguraci máme 2 kamery, pro které 
































































































L PtRWλ , (45) 
 kde RL je rotaní matice a tL je vektor posunutí, 
  PL je projektivní matice. 

































































































R tRWλ , (46) 
Na rovnice (45) a (46) se mžeme dívat jako a soustavu rovnic, kterou mžeme 







































































































































( ) bA =⋅ TRLZYX λλ . (48) 
Vidíme, že jsme dostali peurenou soustavu, kterou mžeme ešit napíklad lineární 
regresí ve tvaru: 
( ) ( ) bAAA TTTRLZYX 1−=λλ . (49) 
Lepší ešení je soustavu ešit pomocí SVD rozkladu, který dává pesnjší výsledky 
pro he podmínné matice. 
Pro konfiguraci s více jak dvma kamerami by k rovnicím (45) a (46) pibyly 






































































































































































































































































































λ . (50) 
3.5.1 ešení lineární regrese pomocí SVD rozkladu 
Singulární rozklad matice nám rozkládá danou matici na ti, z nichž první a tetí jsou 
ortogonální a prostední je diagonální: 
( ) VWUA ⋅⋅=svd . (51) 
ešení soustavy rovnic ve tvaru Ax = b mžeme poítat pomocí SVD rozkladu: 
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bUWVx ⋅⋅⋅= − T10 , (52) 
 kde 10
−W  je diagonální matice vytvoená z pvodní matice W tak, že prvky, 
jejichž hodnota je menší jak uritý malý práh položíme rovny nule, v jiném pípad na 
jejich místo vložíme jejich pevrácenou hodnotu. 
3.5.2 Zdroje chyb a pesnost mení 
Pesnost rekonstrukce ovlivuje více faktor. Jak je ukázáno v kapitole 3.1.3, velkým 
zdrojem chyb bude nepesné urení ohniskové vzdálenosti kamer. Dalším zdrojem chyb 
je diskretizace obrázku a tím nepesné urení promítnutí bod do snímk. Jak moc tyto 
faktory ovlivní pesnost rekonstrukce, závisí na velikosti báze kamer, na velikosti jejich 
ohniskových vzdáleností a na vzdálenosti rekonstruovaného bodu od kamer. 
Obr. 17: Vliv diskretizace na pesnost urení 3D pozice v závislosti na velikosti báze a ohniskové 
vzdálenosti 
Na Obr. 17 je znázornna závislost chyby zpsobenou diskretizací na velikosti báze 
kamer a to pro ti rzné ohniskové vzdálenosti kamer. Je vidt, že ím vtší budeme mít 
bázi, tím pesnji dokážeme body rekonstruovat. Stejn tak ím vtší bude ohnisko 
kamer, tím lepší mžeme dostat výsledky. To je ale vykoupené malým zorným úhlem. 
K Obr. 17 je nutné uvést, že rekonstruovaný bod byl ve vzdálenosti 2000 mm od 
ohnisek kamer, protože jak názorn ukazuje Obr. 18, je chyba diskretizace závislá i na 
vzdálenosti rekonstruovaného bodu od kamery. 
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Obr. 18: Diskretizace na pesnost urení 3D pozice v závislosti na vzdálenosti rekonstruovaného 
bodu od kamery 
Jak ukazuje Obr. 19, výpoet je nejcitlivjší na nepesné urení ohniskových 
vzdáleností kamer. 
Obr. 19: Vliv nepesného urení ohniskové vzdálenosti kamery na pesnost 3D rekonstrukce (pro 
vzdálenost 2000 mm bodu od kamery). 
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3.5.3 Dosažené výsledky 3D rekonstrukce 
Ovení pesnosti výpotu prostorových souadnic jsem provádl dvma zpsoby. První 
zpsob spoíval ve snímání rovinného pedmtu ve zmených vzdálenostech. Na 
pedmtu byly nameny body, z nichž byl mediánem vzdálenosti vyfiltrován jediný, 
který reprezentoval vzdálenost pedmtu od kamery. 
Obr. 20: Mení pesnosti poítání prostorových souadnic 
Na následujícím Obr. 21 je vidt rozdíl v pesnosti výpotu vzdálenosti objektu pi 
rzném zpsob kalibrace. Je zde vynesena vypoítaná vzdálenost sledovaného bodu 
v závislosti na jeho skutené poloze. V grafu je vyneseno nkolik prbh: zelený graf 
oznaený (x) odpovídá spoítaným hodnotám s kalibrací provedenou pomocí jedné 
šachovnice, modrý graf oznaený (o) je výsledek s kalibrací provedenou pomocí více 
šachovnic.  
Obr. 21: Pesnost výpotu prostorových souadnic 
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Do grafu je vynesen ješt tetí ervený prbh oznaený (+), který odpovídá mení 
pi kalibraci s chybn zmenou rozteí kalibraní šachovnice. Je vidt, že výsledná 
pesnost je citlivá i na malou chybu provedenou pi kalibraci. Odchylka vypoítané a 
zmené vzdálenosti pedmtu ve vzdálenosti 340 cm od kamery byla ±2 cm, což je pi 
velikosti báze 32 cm a ohniskové vzdálenosti 1450 bod na hranici pesnosti micí i 
samotné ovovací metody. 
 Pro testování pravoúhlosti byl vytvoen kalibraní pedmt vytvoený nalepením tí 
šachovnicových vzor do pravého úhlu. Tento pedmt byl peveden do VRML modelu, 
kde byla vizuáln ovena jeho pravoúhlost. 
Obr. 22: Mený objekt s vyznaenými nalezenými korespondencemi 
Na následujícím Obr. 23 jsou zobrazeny dva modely poízené pi kalibraci s jednou 
šachovnicí. Vlevo a uprosted je pohled na model pedmtu, který byl pibližn ve 
stejné vzdálenosti, jako kalibraní šachovnice. Není na nm patrné žádné zkreslení, ale 
to je dáno pouze tím, že pi malých vzdálenostech se zkreslení tolik neprojevuje. Model 
pedmtu na obrázku vpravo byl poízen ze vzdálenosti asi o 1 m vtší a zkreslení je na 
nm již podstatné. 
Obr. 23: Kalibrace s jednou šachovnicí (vlevo a uprosted – pohled na model snímaný ve 
vzdálenosti podobné pi snímání kalibraní šachovnice; vpravo – model vzdálenjšího pedmtu) 
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Na Obr. 24 jsou zobrazeny pohledy na model vytvoený pi kalibraci s více 
šachovnicemi, kdy pedmt byl ve vzdálenosti cca 3,5 m od kamery. Mžeme si 
všimnout menšího zkreslení, ale to je zapíinné omezenou pesností samotné metody. 
Obr. 24: Kalibrace s více šachovnicemi 
Testování probhlo na PC s procesorem Intel(R) Core(TM) 2 Duo s frekvencí 2 
GHz. 
asová náronost pi použití NCC, nalezených 290 bodech a optimalizaci pro bh 
na obou jádrech byla 70 ms. To znamená, že algoritmus dokázal zpracovat 14 snímk
za sekundu. 
3.6 Ukládání dat do 3D modelu 
Nalezené prostorové pozice jsou ukládány ve formátu VRML v podob koulí. 
Ukázky výsledného modelu mžete vidt v pedcházející kapitole. 
Jazyk VRML slouží k popisu prostorových tles i celých scén v aplikacích virtuální 
reality. Prostorová tlesa jsou v tomto formátu reprezentována pomocí seznamu 
souadnic vrchol a plochami danými indexy svých vrchol do seznamu vrchol. Pro 
základní geometrická tlesa, jako je teba koule, jsou definována vlastní klíová slova 
reprezentující uzly modelu, takže je není nutné rozkládat na trojúhelníky[22]. 
V následujících odstavcích budou popsány prvky, které jsou používány pi ukládání 
bod. Nejdíve je poteba definovat scénu. To znamená osvtlení a pozici kamery. 
Osvtlení vytvoíme zápisem: 
DirectionalLight{ 
  direction 0 0 -1 
  } 
Vektor (0, 0, -1) udává smr osvtlení, který v tomto pípad svítí za zády 
pozorovatele. 
Pozorovatele vytvoíme zápisem: 
PerspectiveCamera { 
  position  x y z 
  orientation  x y z alfa 
  focalDistance f 
}
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Vektor position udává posunutí kamery vi poátku souadnic. 
Vektor orientation udává natoení kamery. První ti složky urují vektor 
otáení a tvrtá složka velikost úhlu v radiánech. 
Parametr focalDistance udává ohniskovou vzdálenost kamery. 
Kouli s barvou danou kanály (red green blue), na pozici (x y z) a polomrem r
vytvoíme tímto zápisem: 
Separator { 
  Material { 
   diffuseColor red green blue} 
  Translation { 
   translation x y z} 
  Sphere { 
   radius r} 
 } 
Pro vytvoení celého modelu potom staí postupn zapsat jednotlivé komponenty do 
souboru s koncovkou *.vrl, který lze potom prohlížet v jakémkoli vrml prohlížei 
(bžn jako plugin do bžného webového prohlížee). 
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4 AKCELERACE VÝPOTU 

asová náronost algoritmu poítání 3D modelu popsaného v kapitole 3 je závislá na 
potu hledaných korespondencí. Pro vtší poet nalezených bod celková doba výpotu 
znan roste a je proto vhodné výpoet urychlit. V následujících podkapitolách budou 
nastínny možnosti akcelerace výpotu. 
Ped samotnou realizací akcelerace je nutné zhodnotit, které ásti algoritmu jsou 
asov nejnáronjší a jsou vhodné k urychlení. K analýze programu byl použit 
optimalizaní program Intel Parallel Studio [14], který je uren pro vývojové prostedí 
Microsoft Visual Studio. Prostedí Intel Parallel Studio obsahuje nkolik vývojových 
nástroj, které programátorovi umožují snadnji optimalizovat aplikace pro více 
výpoetních jader. Konkrétn bylo pro zjištní nejvhodnjší ásti pro paralelizaci 
použito nástroje Intel Parallel Amplifier, který slouží pro návrh paralelních aplikací a 
odhalení ástí programu, které zabírají nejvíce výpoetního asu. Následující Obr. 25 
zobrazuje výsledky analýzy. 
Obr. 25: Intel Parallel Amplifier: výsledky analýzy
V tabulce jsou uvedeny funkce, které jsou asov nejnáronjší. Na prvním míst je 
funkce korelaceNCC3, která poítá korelace mezi okolími významných bod. Druhá 
nejnáronjší je funkce naplneniTcorners3, ve které jsou procházena okolí VB a 
je poítána prmrná hodnota jasu z okolí, která je nutná k výpotu korelace (viz. 
kapitola 3.4.3). Tetí asov nejnáronjší funkce je icvFast9Detect, která je 
spouštna pi hledání významných bod. Tyto ti funkce zabírají celkov více jak 95 % 
výpoetního asu a bylo by dobré je paralelizovat. Ostatní funkce tak nároné nejsou a 
jejich paralelizací by se docílila minimální úspora výpoetního výkonu. 
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4.1 Akcelerace na architektue x86 CPU 
Urychlení výpotu mže být dosaženo rozdlením úlohy do více vláken a zpracovávat 
úlohu na poítai s více procesory. Spuštní programu na více-jádrovém, nebo více-
procesorovém poítai ovšem neznamená automatické zrychlení výpotu. Aby aplikace 
byla zpracovávána ve více vláknech, musí být program za tímto úelem navržen. 
Programátor se mže sám postarat o bh aplikace ve více vláknech, avšak takový 
zpsob programování na nj klade vyšší nároky. Jinou možností je použití 
standardizovaných knihoven jako je napíklad OpenMP [11] nebo TBB [12].  
4.1.1 Knihovna OpenMP 
OpenMP je rozhraní pro programování paraleln zpracovávaných aplikací pro systémy 
se sdílenou pamtí v jazyce C/C++ a Fortran. Pi jeho použití se programátor nemusí 
starat o jednotlivá vlákna, o které se v tomto pípad starají mechanismy v OpenMP.  
Paralelismus v OpenMP je postaven na tzv. Fork - Join modelu (Obr. 26). 
Obr. 26: Fork - Join model [13] 
To znamená, že program je spuštn v jednom vlákn (master thread) a až v míst, 
které je ureno programátorem, se rozdlí do více vláken. Po dokonení jednotlivých 
vláken se všechna vlákna synchronizují a ukoní. 
OpenMP používá k ízení paralelního zpracování programu nkolik prostedk: 
direktivy pekladae, klausule a funkce. V následujících podkapitolách budou zmínny 
pouze ty nejdležitjší, celkový pehled mžete nalézt napíklad zde [13]. 
4.1.1.1 Direktiva parallel 
Direktivu zapisujeme v jazyce C/C++ ve tvaru [13]: 
#pragma omp parallel [clause ...]  newline 
                     if (scalar_expression) 
                     private (list) 
                     shared (list) 
                     default (shared | none)  
                     firstprivate (list) 
                     reduction (operator: list) 
                     copyin (list) 
                     num_threads (integer-expression)  
   structured_block
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Tato direktiva uvozuje ást kódu, který bude zpracovávat více vláken. Jakmile se 
program dostane na zaátek bloku, je jeho obsah duplikován do všech vláken. Jestliže je 
tedy použita samotná direktiva parallel, jednotlivá vlákna zpracovávají tentýž 
zdrojový kód a k žádné akceleraci nedochází. Musí být proto specifikováno, jakým 
zpsobem se úloha do vláken rozdlí. V zásad jsou ti možnosti, jak úlohu rozdlit, 
které jsou naznaeny na Obr. 27. 
Obr. 27: Rozdlení úlohy do více vláken (paralelizace cyklu, paralelní zpracování ástí, bez 
paralelizace) [13] 
Zpsob rozdlení úlohy je uren direktivami, které jsou zapsány v bloku oznaeném 
direktivou parallel. 
Paralelizace cyklu 
Mají-li být jednotlivé kroky poítaného cyklu zpracovány paraleln, je ped nj 
zapsána direktiva for [13]: 
#pragma omp for [clause ...]  newline 
                schedule (type [,chunk]) 
                ordered 
                private (list) 
                firstprivate (list) 
                lastprivate (list) 
                shared (list) 
                reduction (operator: list) 
                collapse (n) 
                nowait  
   for_loop
Paralelizace ástí 
Tento zpsob rozdlení úloh je použit tehdy, má-li být zpracováváno více rzných 
ástí kódu paraleln. Každá ást musí být oznaená direktivou section a všechny ásti 
musejí být v bloku oznaeném direktivou sections [13]: 
#pragma omp sections [clause ...]  newline 
                     private (list) 
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                     firstprivate (list) 
                     lastprivate (list) 
                     reduction (operator: list) 
                     nowait 
  { 
  #pragma omp section   newline 
     structured_block
  #pragma omp section   newline 
     structured_block
  } 
4.1.1.2 Klauzule OpenMP 
Klauzule následují za jménem direktivy a specifikují její funkci. Direktivu mžeme 
specifikovat více klauzulemi, které v takovém pípad oddlujeme mezerou. Ne 
všechny klauzule je však možné použít u každé direktivy. 
Klauzule if(logický_výraz) 
Direktiva je aktivní, pouze když je logický výraz pravdivý. 
Klauzule private(seznam_promnných)
Touto klauzulí jsou oznaeny promnné, pro které je vytvoena lokální kopie pro 
každé vlákno. 
Klauzule shared(seznam_promnných)
Touto klauzulí jsou oznaeny promnné, které jsou spolené všem vláknm. 
Klauzule num_threads(poitatelný_výraz)
Touto klauzulí je uren poet vláken, kterých bude pro paralelizaci použito. 
Klauzule schedule(typ, [,chunk])
Tato klauzule se používá u paralelizace cykl a popisuje, jak jsou jednotlivé kroky 
cyklu dlena do vláken. 
4.1.2 Paralelizace výpotu korelace 
Korelace se provádí nad množinami významných bod z levého a pravého 
rektifikovaného obrázku. Každá množina obsahuje jen ty body, které leží v uritém 
úzkém okolí kolem jedné epipolární pímky. To je realizováno tím zpsobem, že 
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rektifikované obrázky jsou rozdleny do pekrývajících se proužk. Body 
v odpovídajících si proužcích potom tvoí množiny, nad kterými se poítá korelace. 
Byly uvažovány dv možnosti, jak korelaci paralelizovat: paralelizace na vyšší 
úrovni a na nižší úrovni. Paralelizováním na vyšší úrovni je myšleno rozdlení korelace 
na úlohy, z nichž každá eší jeden proužek obrázku. Paralelizováním na nižší úrovni 
zase rozdlení úloh takové, kdy každá eší ást samotné korelace (násobení 
odpovídajících prvk okolí). Ob varianty jsou možné, ale pro paralelizaci výpotu 
pomocí více procesor je vhodnjší optimalizace na vyšší úrovni a to z toho dvodu, že 
jednoduché operace provádné pi samotné korelaci mohou být optimalizovány jiným 
zpsobem, napíklad v samotných procesorech za použití vektorových operací. 
Testování bylo provedeno na procesoru Intel® Core™2 Duo T5750 s taktem 2 GHz. 
Uvádné zrychlení je definováno jako podíl pvodního výpoetního asu výpoetním 
asem po paralelizaci: 
 $% &'( $)*+,-. %$
/0%$'      
tab. 3: Výsledky paralelizace OpenMP 
V tab. 3 jsou uvedeny hodnoty zrychlení pro jednotlivé funkce. Je vidt, že žádná 
hodnota není rovna teoretickému maximu, tedy 2 na dvou procesorech. Je to dáno režií 
potebnou k rozdlení úlohy do dvou vláken. Je možné si také povšimnout, že hledání 
VB je mén efektivní, než poítání korelace. Tento fakt je zpsoben nejspíše tím, že tato 
paralelizace je provedena jako spouštní dvou paralelních úsek, v nichž je volána 
stejná funkce, ve které ob vlákna „soupeí“ o stejné pamové zdroje. 
4.2 Návrh akcelerace výpotu s využitím GPGPU 
Tato kapitola se zabývá akcelerací výpot zpracováním v grafické kart. Jak již název 
napovídá, grafické karty jsou urené pedevším pro zpracování nároných grafických 
aplikací, pedevším z oblasti zábavního prmysl. V posledních letech se ale jejich 
výpoetní výkon zaíná využívat i pro negrafické výpoty a tento smr vývoje je 
podpoen i vznikem specializovaného hardwaru, ureného pímo pro akceleraci 
vdeckých a matematických výpot (jako píklad lze uvézt nVidia Tesla C1060). 
Hlavní výhodou grafických karet je masivní paralelizace výpotu na velkém potu 
jader (zmínná nVidia Tesla C1060 jich má k dispozici 448). Na každém jáde je pitom 
v jednom okamžiku vykonávána stejná instrukce, ale nad rznými daty. To je zárove
velkým omezením grafických karet, protože pokud by jen jediné vlákno mlo 
zpracovávat odlišný kód než zbývající, budou ostatní ekat, než se odlišná ást kódu 
vykoná. 
Existuje více technologií, pomocí kterých se dají realizovat výpoty na grafických 
kartách. Mezi nejznámjší patí CUDA od spolenosti nVidia, ATI Stream spolenosti 
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AMD/ATI nebo otevený standard OpenCL. Nejdéle zveejnnou a tudíž i 
nejrozšíenjší je technologie CUDA, která se pomalu stává v tomto smru standardem. 
4.2.1 Základní architektura CUDA 
V této kapitole popíši základní mechanismy a architekturu CUDA. Více informací lze 
nalézt zde [17]. Grafický procesor (GPU) je oznaován jako zaízení (device) a 
obsahuje nkolik multiprocesor (MP). Každý MP se skládá z osmi procesor. Každý 
MP má vlastní sdílenou pam, pam pro textury a pam pro konstanty. Všechny 
zmínné pamti mají vlastní cache pam, a proto je pístup procesor k nim velice 
rychlý. Každý procesor má svj registr a mže pistupovat do pamti MP, do kterého 
patí. Globální pam je spolená všem MP a slouží ke kopírování dat mezi hostem 
(CPU) a zaízením (GPU) popípad k ukládání objemných dat. Tato pam ovšem 
nemá cache pam a pístup do ní je pomalejší. Organizace pamti a procesor je 
zobrazen na Obr. 28. 
Obr. 28: GPU – hardwarový model [17] 
Základní stavební jednotkou programu, který je spouštný v GPU, je tzv. kernel. 
Jedná se o funkci, která je N-krát spouštna v GPU, resp. je pro ni vytvoeno N vláken, 
které jsou v GPU spouštny. Vlákna jsou rozdlena do mížek a blok, jak ukazuje Obr. 
29, a každé je v této struktue jednoznan identifikovatelné. Dvodem tohoto lenní 
je snadná penositelnost programu mezi rznými grafickými kartami, které mohou 
obsahovat rozdílný poet MP.  
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Obr. 29: Organizace vláken v CUDA [17] 
Jednotlivá vlákna pracují s pamtí v zaízení (GPU). Nahrávání dat z hosta do 
zaízení (z bžné operaní pamti do GPU) je ovšem ješt pomalejší, než práce 
s globální pamtí. Proto je úelné pracovat s vtšími objemy dat, které jsou naráz 
nahrány do globální pamti zaízení, než aby zde byly nahrávány po menších dávkách.  
Jak již bylo eeno, pístup do globální pamti je pomalý. Existuje však metoda 
zvaná sdílený pístup, pomocí kterého se dá práce s globální pamtí optimalizovat. 
Každá instrukce MP se zpracovává v tzv. warpu, což je skupina o velikosti 32. Práce 
s warpem potom znamená, že instrukce je vykonávána souasn 32 vlákny. Half-warp 
je polovina warpu (0. – 15. vlákno, nebo 16. – 31. vlákno). Sdílený pístup je potom 
operace, kdy 16 vláken (half-warp) pistupuje souasn do globální pamti. Aby však 
mohl být sdílený pístup uskutenn, musejí být splnny následující podmínky: 
• Vlákna musejí pistupovat bu k 32, 64, nebo 128 bitovému slovu. 
• Všech 16 element leží ve stejném segmentu a adresa prvního z nich je 
zarovnána k 16-ti násobku velikosti elementu. 
• Vlákna pistupují k elementm sekvenn – tzn. n-té vlákno k n-tému 
elementu. 
4.2.2 Návrh výpotu korelace v CUDA 
Korelace je poítána pro každý bod z levého obrázku, piemž pro každý je poítána 
korelace s více body z pravého obrázku. Jak již bylo zmínno výše, pístup z pamti 
hosta do pamti zaízení je pomalý. Proto by bylo vhodné, aby byly na zaátku nahrány 
celé obrázky do globální pamti a pi výpotu jednotlivých korelací se z nich kopírovaly 
body korelaních jader do sdílené pamti, se kterou by dále vlákna pracovala. 
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Paralelizace by tedy spoívala v paralelním výpotu souin mezi samotnými body 
korelaních jader. Každé vlákno kernelu by tak zpracovávalo jednu pozici korelaního 
jádra VB a pro výpoet korelace z okolí o velikosti hrany 21 bod by bylo poteba 441 
vláken. 
Paralelizován je výpoet korelace podle vztahu (43): 
( )
( ) ( )( ) ( ) ( )( )[ ]































který lze rozdlit na tyto ásti: 
4. Výpoet prmrného jasu ( )yxf ,1  a ( )srf ,2   v levém a pravém okolí VB. 
5. Výpoet jednotlivých sumací. 
6. Spoítání podílu. 
Pro výpoet aritmetického prmru je poteba spoítat sumu všech hodnot v okolí VB. 
Protože není umožnno, aby více vláken pietlo v jednom cyklu svoji hodnotu 
k stejnému místu v pamti, musí být sítání rozdleno do více krok. Výsledné ešení 
soutu N hodnot potom vypadá tak, že souet je rozdlen do (log2 N) krok, v nmž se 
vždy sítají sousední hodnoty (resp. mezisouty) až se dospje k výsledné sum. Píklad 
soutu pole o 21 hodnotách je znázornn v tab. 4. 
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tab. 4: Souet pole v CUDA 
Pro souet okolí o hran 21 bod bude tedy nutné provést v devíti krocích. 
V další ásti jsou spoteny výrazy ve všech sumách pro každé vlákno a seteny stejným 
zpsobem jako v pípad výpotu aritmetického prmru jasu. To znamená, že výpoet 
všech sum ve výpotu korelací zabere 18 krok. 
Na závr je spoítán podíl z vypotených sum. 
4.2.3 Testování  
Pro testování jsem vytvoil kernel, jehož hlavika vypadá následovn: 
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__global__ void corelationCUDA(int x_l, int y_l,  
    int x_r, int y_r, 
    char* image1, char* image2,  
    float* correlation); 
Parametry kernelu jsou souadnice VB v levém (pravém) obrazu x_l (x_r) a y_l
(y_r), pole obrázk image1 a image2, které jsou již nahrány v globální pamti, a 
promnná correlation, do které se uloží výsledek korelace. Testování probhlo na 
GeForce GTS 250 [21] a následující tab. 5 ukazuje prmrné asy operací, které jsou 






tab. 5: asová náronost provádných operací v CUDA 
Je vidt, že nejvíce asu zabírají operace kopírování mezi pamtí poítae a pamtí 
GPU. Volání kernelu trvá necelých 36 µs, což je ale ve srovnání s dobou výpotu 5 µs 
na CPU (2,0 GHz) podstatn více. Je to dané velkou režií na zavolání samotného 
kernelu. Z toho vyplývá, že jednodušší úlohy, které trvají krátkou dobu i na CPU, není 
vhodné poítat v GPU. Takto navržený kernel je tedy zcela nevhodný, protože využívá 
nepatrnou ást z celého výpoetního výkonu grafické karty. Lepší varianta kernelu, 
která je výpoetn náronjší, je ukázána na Obr. 30. 
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Obr. 30: Návrh výpotu v GPU 
Pi tomto uspoádání již režie nutné ke spuštní výpotu a transferu dat 
nepedstavují dominantní asovou ztrátu. 
4.3 Paralelizace výpotu v hradlovém poli 
Programovatelná hradlová pole FPGA nabízejí díky své architektue možnost masivní 
paralelizace. FPGA se skládá z konfigurovatelných logických blok (CLB), které jsou 
poskládány do tvercové mížky. Jednotlivé bloky jsou tvoeny logickými bukami, 
které obsahují strukturu pro vytvoení kombinaních funkcí – tzv. LUT (look-up table), 
klopný obvod D a multiplexory. Pole blok je obklopeno vstupn-výstupními bloky, 
které slouží k pipojení periférií a umožují zpracování rzných úrovní signál. Krom
blok CLB obsahuje pole v FPGA i další využívané komponenty, jejichž vytvoení 
z CLB blok by bylo nároné na plochu a nebylo tak efektivní. Typicky bývají na ipu 
rozmístny hardwarové násobiky, blokové pamti ROM/RAM, struktury pro rychlou 
sériovou komunikaci a dokonce i celé procesory. Jednotlivé bloky jsou propojeny 
sofistikovanou sbrnicí, která umožuje rozvést synchronizaní signál do všech bunk a 
rozvod dat po ipu. Sbrnice pro data je ovšem pomalejší, jak sbrnice pro hodinový 
signál a proto pro optimální implementaci v FPGA je nutné zvažovat i umístní fyzické 
implementace ástí kód na ipu. 
Pi návrhu implementace do FPGA je nutné vzít v úvahu omezené pamové 
možnosti a z toho vyplývající nutnost proudového zpracování výpotu bez možnosti 
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návratu k díve zpracovávaným datm. Dle analýzy výpoetní náronosti uvedené na 
zaátku kapitoly se jako vhodné ásti pro akceleraci jeví výpoet korelace a hledání 
významných bod. Jak ukazuje návrh na Obr. 31, obraz z kamer je piveden pímo do 
FPGA, kde jsou nalezeny VB a spoítány korelace pro každý VB. 
Obr. 31: Schéma zpracování v FPGA 
Pi návrhu byly uvažovány tyto pedpoklady a nastavení: 
• Rozlišení kamer je 640 x 480 bod, poskytují obraz v odstínech šedi a hodnota 
jasu má 8 bit. Rychlost snímání je 60 snímk/s. 
• Velikost proužku, ve kterém se hledá korespondence v pravém snímku, jsou 3 
ádky. 
• Maximální poet významných bod v jednom snímku je 1000, piemž 
v jednom proužku je maximáln 5 VB. 
• Korelaní jádro má velikost 51 x 51 bod. 
4.3.1 Návrh implementace hledání VB v FPGA 
V první ad je teba zhodnotit, jestli je daný algoritmus vyhledávání vhodný pro 
implementaci v FPGA. Implementace FAST detektoru by totiž znamenala realizaci 
ádov tisíc komparací, zatímco implementace Harrisova detektoru by vyžadovala 
realizaci 95 sítání a 22 násobení (hodnoty pevzaty z [19]). 
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Dále je teba si uvdomit, že data z kamery picházejí sériov a pi použití 
kteréhokoli z výše zmínných detektor, potebujeme znát body v celém jeho okolí. 
Z toho vyplývá, že když metoda vyžaduje informace o bodech v okolí o hran a, je 
nutné do pamti FPGA uložit celých a ádk. Pro FAST detektor, který pracuje 
s kruhovým okolím o prmru 7 bod a kameru s rozlišením 640 x 480, to znamená mít 
k dispozici 4,4 KB (= 640 x 7 B) pamti. Harrisv detektor dokáže pracovat i s okolím o 
hran 3 a pi jeho použití by bylo poteba jen 1,9 KB pamti. 
Obr. 32: Detekce VB v FPGA 
S ohledem na pamové nároky FAST detektoru a jeho nároky na prostedky 
v hradlovém poli je jeho implementace do menších FPGA nevhodná a lepší variantou je 
v takovém pípad použití Harrisova detektoru. 
4.3.2 Návrh implementace výpotu korelace v FPGA 
Korelace metodou NCC se provádí pro každý významný bod z levého obrázku 
s každým bodem ležícím ve stejném proužku v pravém obrázku. Z toho vyplývá, že 
jeden bod z levého obrázku bude používán pro výpoet korelací všech píslušných bod
z pravého obrázku: 
Obr. 33: Korelace v proužku 
Levé jádro bude proto uloženo do hradlového pole a korelace budou poítány pi 
naítání jader z pravého snímku. Protože korelaní jádra, se kterými je aktuáln
poítána korelace, nejsou v pamti uspoádána sekvenn, není možné korelaci poítat 
proudov. Proto je nutné celý obraz uložit do externí pamti a korelaní jádra íst odtud. 
Výpoet korelace (43) mže být rozdlen stejn jako u návrhu do GPU: 
7. Výpoet prmrného jasu ( )yxf ,1  a ( )srf ,2   v levém a pravém okolí VB. 
8. Výpoet jednotlivých sumací. 
9. Spoítání podílu. 
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Pi výpotu musí být dopedu známá stední hodnota jasu pro ob korelaní jádra. 
Stední hodnota levého jádra mže být poítána pi jeho ukládání. Výpoet stední 
hodnoty pravého jádra je ešen tak, že jeho hodnoty jsou naítány do bufferu, piemž je 
zárove poítána stední hodnota. Tím je zajištno, že po naplnní bufferu je již známa 
hodnota stedního jasu nutná k výpotu dle vztahu (43). 
Obr. 34: Korelace v FPGA 
4.3.3 Analýza požadavk na vyhodnocovací systém 
Pro požadovanou rychlost snímání 60 snímk/s a rozlišení kamery 640 x 480 bod lze 
spoítat minimální frekvenci, se kterou musí FPGA pracovat, aby mohl být vyhodnocen 
každý snímek. 
íseln lze frekvenci vyjádit následovn: 
MHz5,18480640fps60 =⋅⋅= f . (53) 
Bžn dosahovaná frekvence zpracování informace v FPGA se pohybuje kolem 100 
MHz a je tedy dostaující. Tím, že frekvence snímání je ptinová oproti frekvenci 
zpracování, lze jednu úlohu rozdlit až do 5 dílích krok. 
53
Minimální velikost potebné pamti je daná velikostí bufferu pro hledání 
významných bod (pro Harrise 1,9 KB), velikostí pamti pro uložení korelaního jádra 
levého obrázku (pro velikost 51 x 51 = 2,55 KB) a velikostí bufferu pro korelaní jádro 
pravého obrázku (rovnž 2,55 KB). Celkem je tedy poteba mít nejmén 7 KB pamti 
v FPGA. Velikost pamti je i u menších polí mnohonásobn vtší [20], proto se dá íci, 
že z tohoto pohledu žádná omezení nevyplývají. 
Jak již bylo zmínno, je nutné používat externí pam. Ta je pipojena k hradlovému 
poli sbrnicí, jejíž minimální propustnost je daná množstvím dat, které musí penést 
bhem zpracování jednoho snímku. Množství dat je dáno velikostí ukládaných obrázk
a množstvím korelaních jader, které se musí mezi sebou porovnat: 
• Velikost obrázk: 2 obrázky 640 x 480 = 2 x 640 x 480 = 614,5 KB 
• Poet porovnání / 1 proužek: 6 x 5 = 30 
• Poet proužk: poet bod / poet bod v proužku = 1000 / 5 = 200 
• Velikost korelaního jádra: 51 x 51 = 2,6 KB 
Pi výpotech je poítáno s nejhorší možnou variantou, kdy je v obou proužcích 
vždy maximální poet bod. Minimální propustnost sbrnice je tak dána vztahem: 
( ) GB/s1fps60KB6,230002KB5,614 =⋅⋅⋅+=tpropustnos . (54) 
4.4 Využití DSP pi akceleraci výpotu 
Digitální signálové procesory (DSP) je skupina procesor, jejichž architektura je 
navržena pro rychlé vykonávání matematických operací nad zpracovávanými signály. 
Mezi tyto operace patí napíklad FFT, práce s polynomy, maticemi apod. K tomuto 
úelu je DSP vybaveno rychlou násobikou, která dokáže bhem jednoho instrukního 
cyklu provést operaci násobení a sítání. 
 DSP nabízejí vysokou rychlost zpracování dat, ale nemžou se rovnat s úrovní 
paralelismu realizovatelnou v FPGA. Proto použití DSP jako pouhého akcelerátoru 
výpotu korelace není ideálním ešením. Použití DSP by našlo své uplatnní v pípad, 
že by v nm byl implementován celý algoritmus urení prostorových souadnic, který 
by využíval FPGA jako akcelerátoru nalezení významných bod a výpotu korelací. 
Nahradil by tak funkci PC a vznikl by embedded systém použitelný napíklad jako 
orientaní systém mobilního robota. 
4.5 Zhodnocení možností akcelerace výpotu 
Byly prostudovány možnosti paralelizace ve více-jádrovém procesoru, grafické kart a 
hradlovém poli. Provedená analýza potvrdila pedpokládané nejnáronjší úlohy 
v etzci výpot, kterými jsou výpoet korelace a hledání významných bod. 
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Paralelizace na více-jádrovém procesoru za použití knihovny OpenMP je 
nejsnadnjší cestou, jak výpoet paralelizovat, avšak možnosti paralelizace jsou 
omezeny potem dostupných jader. Výhodou je, že pi navrhování implementace 
nejsme omezováni sekvenním, nebo pomalejším pístupem do pamti. 
Pro paralelizaci v grafické kart jsou vhodné pouze takové výpoty, které využijí její 
výpoetní potenciál. Pi realizování výpotu, který i na CPU trvá krátkou dobu, se 
vtšina asu stráví v inicializaních procedurách a efektivita znan klesne a mže se 
stát, že výpoet bude asov náronjší, než v pípad CPU. 
Návrh a implementace výpotu pro hradlové pole je ze všech tí popisovaných 
metod nejnáronjší, protože se jedná prakticky o návrh hardwaru, kdežto v ostatních 
pípadech šlo o softwarovou záležitost. Z tohoto dvodu je obtížnjší i pípadná 
pozdjší modifikace, napíklad kdyby byla poteba zmnit velikost korelaního jádra. 
Na druhou stranu FPGA nabízí velký výpoetní výkon pi malém píkonu. To je 
užitené napíklad v pípad použití celého popisovaného systému na mobilním 
robotovi. 
DSP v porovnáním s FPGA nenabízí takové možnosti paralelizace, mohl by být ale 
využit jako výpoetní jednotka, která by nahradila PC. 
  
55
5 TESTOVACÍ APLIKACE 
Pro testování byla vytvoena konzolová aplikace v jazyce C/C++, která umožuje 
naítání dat z kamery nebo z formátu *.png, ukládání snímk do formátu *.png, 
kalibraci, vytváení a ukládání modelu ve VRML. 
5.1 Spuštní programu 
Program je nutné spustit se temi parametry: 
10. Index levé kamery 
11. Index pravé kamery 
12. Název souboru s nastavením. 
Indexy urují, ze které kamery budou snímky naítány. Pokud se budou naítat snímky 
ze souboru, tak se tyto parametry nepoužijí, ale jejich hodnoty zadány být musí. Soubor 
s nastavením je textový dokument, který obsahuje všechny parametry, kterými se 
nastavuje kalibrace, rektifikace, hledání korespondencí a vzhled modelu. K programu 
musí být nahrány dynamicky linkované knihovny OpenCV, kterých je v práci 
využíváno. 
5.2 Parametry nastavení 
5.2.1.1 N_boards  
Udává poet snímk šachovnic, které se snímají pi kalibraci vnitních parametr
kamery a pi hledání vzájemné polohy a rektifikaci. 
5.2.1.2 Board_dt 
Udává poet snímk, který má být vynechán pi snímání šachovnic pi kalibraci. 
5.2.1.3 Board_w a board_h 
Udávají poet vnitních uzl šachovnice na šíku a na výšku. 
5.2.1.4 Velikost hrany políka šachovnice 
Rozte mezi dvma sousedními uzly šachovnice. 
5.2.1.5 Zdroj 
Nabývá hodnoty 1, pokud mají být snímky naítány ze souboru, nebo 0, když z kamery. 
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5.2.1.6 Název složky se snímky 
Název složky v koenovém adresái, který obsahuje uložené snímky z levé a pravé 
kamery a soubor s informací o potu snímk. 
5.2.1.7 Jména soubor s vnitními parametry kamery 
Soubory s pednastavenými názvy (Intrinsics1(2).xml, Distortion1(2).xml) jsou 
generovány pi kalibraci vnitních parametr kamery 1(2). 
5.2.1.8 Intrinsics_new 
Soubor s vnitními parametry „nové“ kamery, kterou se díváme na rektifikované 
snímky. Hodnoty mohou být stejné, jako u nkteré z kamer, pokud rektifikované 
snímky obsahují erné okraje, je nutné zvtšit ohniskovou vzdálenost. 
5.2.1.9 Shift1 a shift2 
Hodnoty udávají posun levého a pravého rektifikovaného snímku. Pi rektifikaci se 
mže stát, že obraz je posunutý do strany. Shift udává poet bod, o kolik se má obraz 
posunout vpravo (vlevo se posouváme zápornou hodnotou). 
5.2.1.10 Mez_A a Mez_B 
Hodnoty udávají okolí (bodu v levém snímku), ve kterém se hledá korespondence 
v pravém snímku. Hodnota mže být nastavena uživatelem, nebo mže být spoítána 
z maximální a minimální vzdálenosti objekt od kamery. 
5.2.1.11 Maximální a minimální vzdálenost 
Parametry udávají maximální a minimální hloubku scény. Vzdálenost je mena od 
stedu souadné soustavy levé kamery. Hodnoty jsou používány k výpotu rozsahu 
prohledávané oblasti pi hledání korespondencí. 
5.2.1.12 MAX_POINTS 
Udává maximální poet nalezených významných bod v obrázku. 
5.2.1.13  Velikost korelaního jádra 
Hodnota udává velikost tvercového okolí, které je použito k porovnávání pi hledání 
korespondencí. Hodnota musí být lichá. 
5.2.1.14 Velikost proužku 
Udává poet ádk kolem porovnávaného bodu, ve kterých má být hledána 
korespondence ve druhém snímku. 
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5.2.1.15 Práh korelace 
Hodnota z intervalu <0, 1> udává minimální hodnotu korelace, pi níž jsou body ješt
považovány za podobné. 
5.2.1.16 Práh FAST detektoru 
Udává hodnotu, o kolik musí být zkoumaný bod tmavší, nebo svtlejší než body jeho 
okolí, aby byl uznán jako významný. Nabývá hodnot 0 až 255. 
5.2.1.17 InNpixels 
Poet bod v kruhovém okolí významného bodu. Možné hodnoty jsou 9, 10, 11 a 12. 
5.2.1.18 Eps 
Hodnota je používána pi poítání soustavy rovnic pomocí SVD rozkladu. 
5.2.1.19 Název modelu 
Jméno souboru, kam má být vyexportován VRML model. Jeho pípona musí být *.wrl. 
5.2.1.20 Pozice kamery v modelu 
Pozice je daná temi desetinnými ísly oddlenými árkou. Jednotlivé parametry 
udávají posunutí v ose x, y a z. 
5.2.1.21 Orientace kamery v modelu 
Pozice je daná tymi desetinnými ísly oddlenými árkou. První ti parametry udávají 
vektor otáení, tvrtý parametr udává úhel natoení v radiánech. 
5.2.1.22 Ohnisková vzdálenost kamery v modelu 
5.2.1.23 Polomr bodu v modelu 
5.2.1.24 Práh SSD 
Hodnota z intervalu 0 až 255. 
ím menší je jeho hodnota, tím více si musejí být 
porovnávané okolí podobná, aby byly body oznaeny za korespondence. 
5.2.1.25  Práh SAD 
Hodnota z intervalu 0 až 255. 
ím menší je jeho hodnota, tím více si musejí být 
porovnávané okolí podobná, aby byly body oznaeny za korespondence. 
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5.3 Funkce programu 
Po spuštní programu se otevou dv okna (Kamera1 a Kamera2) s levým a 
pravým obrazem. Program se ovládá klávesovými zkratkami, které jsou aktivní, je-li 
aktivní nkteré z otevených oken programu. 
====MENU==== 
f nalezení vzájemné pozice – 1 šachovnice 
i nalezení vnitních parametr kamery 1 (levé) 
j nalezení vnitních parametr kamery 2 (pravé) 
l natení vnitních parametr ze souboru 
C poítání modelu z nalezených korespondencí NCC 
A poítání modelu z nalezených korespondencí SAD 
a poítání modelu z nalezených korespondencí SAD s potlaením nespojitostí 
D poítání modelu z nalezených korespondencí SSD 
S uložení do PNG 
x natení nastavovacího souboru 
p pauza 
F nalezeni rektifikaních map a vzájemné pozice kamer 
n zobrazení nápovdy 
Esc konec 
5.3.1 Nalezení vnitních parametr kamery 
Po zmáknutí píslušné klávesové zkratky, se oteve okno Calibration s obrazem 
z kamery, ve kterém je hledána šachovnice. Prbh hledání je závislý na zdroji snímk. 
Pokud jsou snímky naítány z kamery, potom se vyhledává kontinuáln a po nalezení 
šachovnice se eká na uplynutí nkolika snímk, než je vyhledána další šachovnice. Pi 
naítání snímk ze souboru se šachovnice hledá po zmáknutí mezerníku. 
Šachovnice jsou hledány, dokud není dosaženo nastaveného potu, nebo dokud není 
zmáknuta klávesa Esc. Po dokonení hledání se oteve okno Undistort, ve kterém je 
zobrazen obraz s odstranným zkreslením. Po zmáknutí klávesy Esc, se ob okna 
zavou. 
Pro správnou kalibraci je nutné, aby pedložené šachovnice pokryly i okraje snímk
a aby byly nasnímány šachovnice v rzných vzdálenostech a z rzných úhl. 
Výsledkem jsou soubory Intrinsic1(2).xml a Distortion1(2).xml uložené 
v kmenovém adresái. 
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5.3.2 Nalezení rektifikaních map a vzájemné pozice 
Po zmáknutí klávesové zkratky „F“ se otevou okna Calibration1 a Calibration2. 
V tchto oknech se zanou automaticky nebo po zmáknutí mezerníku hledat 
šachovnice. Šachovnice musí být viditelná v levém i pravém obraze, jinak s ní není dál 
poítáno. Hledání je ukoneno nalezením stanoveného potu šachovnice nebo 
zmáknutím klávesy Esc. Po dokonení hledání jsou stávající okna zavena a otevena 
nová – UndistortRectif1 a UndistortRectif2, ve kterých jsou zobrazovány rektifikované 
snímky. 
Výsledkem rektifikace jsou rektifikaní mapy a vzájemná poloha kamer, která je 
používána pro rekonstrukci bod. 
5.3.3 Poítání modelu (NCC) 
Aby mohlo být spuštno poítání 3D modelu, musí být známé vnitní parametry u obou 
kamer a musí být známá jejich vzájemná pozice a rektifikaní mapy. Jestliže je vše 
v poádku, jsou v oknech Kamera1 a Kamera2 zobrazovány rektifikované snímky, ve 
kterých jsou malými ervenými body zobrazeny nalezené významné body a vtšími 
barevnými body nalezené korespondence. Barva korespondencí odpovídá vzdálenosti 
podle barevné škály uvedené na Obr. 35. Minimální a maximální vzdálenost je zadaná 
v nastavovacím souboru. 
Obr. 35: Barevné odstupování vzdálenosti 
Pro každý snímek je spoítán a uložen model pod zadaným názvem. Barva bod
v modelu je odstupována stejn jako v obrázku. Zárove je do konzolového okna 
vypisovány aktuální údaje s informacemi o práv provedeném zpracování snímk, 
obsahující poet porovnání (N), dobu výpotu (t) a poet nalezených VB v levém a 
pravém snímku (n1 a n2). Tyto hodnoty jsou také ukládány do textového souboru 
statistikaNCC.txt pro vyhodnocení statistiky. 
5.3.3.1 Nastavení rozsahu paralax z minimální a maximální vzdálenosti 
Po zmáknutí klávesy „c“ se pepoítají hodnoty mezí používaných k omezení rozsahu 
paralax (mez_A a mez_B) podle maximální a minimální vzdálenosti. Tím se odfiltrují 
body v modelu, které neleží ve zvoleném rozsahu vzdáleností. 
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5.3.4 Poítání modelu (SAD a SSD) 
Funkce je prakticky shodná jako u poítání modelu s NCC. Rozdíl spoívá v použitých 
metodách porovnání a v názvech soubor, do kterých jsou ukládány data. (nyní se 
ukládají do souboru statistikaSAD.txt resp. statistikaSSD.txt). 
5.3.5  Ukládání snímk do souboru 
Po zmáknutí klávesové zkratky „S“ se vytvoí v kmenovém adresái složka 
pojmenovaná aktuálním datem SRRRRMMDD_hhmmss (RRRR – rok, MM – msíc, 
DD – den, hh – hodina, mm – minuty, ss – sekundy), do které se ukládají snímky ve 
formátu png. Snímky z levé kamery mají pedponu „a“ a z pravé kamery pedponu „b“. 




Práce se zabývá problematikou rekonstrukce scény snímané dvma kamerami pasivní 
triangulací a možnostmi její akcelerace. V kapitole 3 jsou podrobn popsány kroky, 
které vedou k výpotu 3D modelu z dvojice snímk. Kapitola 4 se zabývá akcelerací 
výpotu. Jednotlivé kroky jsou lenny do kapitol, z nichž každá je zakonena 
zhodnocením popisovaných metod, popípad uvedením vlastních zkušeností získaných 
pi realizaci a dosaženými výsledky. 
Nejdležitjšími kroky pi rekonstrukci jsou kalibrace kamer, nalezení významných 
bod a sesouhlasení bod. Potvrdilo se, že pesnost nalezení vzájemné polohy výrazn
ovlivuje pesnost výpotu 3D bod.  K nalezení významných bod je použit rychlý 
FAST detektor, který je více jak 10krát rychlejší, než ostatní popisované. Pi hledání 
korespondencí je využito rektifikace snímk, která snímky srovnává tak, že 
korespondující si body leží na stejném ádku. K porovnávání bod bylo vyzkoušeno 
nkolik metod založených na korelaci malého okolí jednotlivých významných bod, 
které jak uvádí [24] jsou vhodné pro rychlé zpracování. Jako nejlepší se ukázala být 
normalizovaná korelace s menším korelaním jádrem a vysokým korelaním prahem. 
Úspšnost sesouhlasení bod se pohybuje kolem 85 % v závislosti na druhu scény. 
Dosahovaná pesnost je ±2 cm ve vzdálenosti pibližn 3,5 m od kamery. 
asová 
náronost algoritmu umožuje zpracování až 14 snímk (s rozlišením 640 x 480 bod) 
za sekundu na dvou-jádrovém procesoru s frekvencí 2 GHz. Výsledný model je tvoen 
spoítanými body uloženými do formátu VRML. 
Byla provedena analýza možných implementací do HW za úelem akcelerace 
výpotu. K analýze nejnáronjších úloh pi vykonávání algoritmu byl použit 
optimalizaní program Intel Parallel Studio, kterým bylo potvrzeno, že nejnáronjší 
úlohou je výpoet korelace. 
Realizována byla akcelerace na více-jádrovém procesoru pomocí knihovny 
OpenMP. Pi bhu na 2 jádrech bylo dosaženo 1,8násobného zrychlení výpotu. Dále 
byl vytvoen kernel pro akceleraci výpotu pomocí technologie CUDA v grafické kart. 
Kernel realizoval výpoet jedné korelace mezi dvma korelaními jádry. Ukázalo se, že 
takto navržený kernel byl pomalejší, jak výpoet v CPU. Toto bylo zpsobené 
nedostateným využitím paralelismu v grafické kart, proto byla navržena 
implementace jiná, která by nabízený potenciál využila lépe. Z asových dvod však 
k její realizaci již nedošlo. Dále byla navržena implementace hledání významných bod
a výpotu korelace do FPGA, která spoívá v návrhu lenní výpoetních úloh a 
analýze nárok na HW. Podle prostudovaných možností nejlepší možnosti akcelerace 
výpotu nabízí GPGPU. 
Navržená metoda rekonstrukce prostorových souadnic funguje správn, bylo 
dosaženo pesnosti na hranici možností samotné metody. Mnou navržený postup 
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s hledáním významných bod dovoluje podstatn snížit asovou náronost celého 
algoritmu, který tak dokáže zpracovávat živé video bez náronjších požadavk na HW 
prostedky.  
V další práci bych se zamil na omezení potu chybn nalezených korespondencí a 
vyzkoušel nkterou z metod založenou na základ graf nebo sítí. Dále bych realizoval 
hledání bod se subpixelovou pesností, které by umožnilo zpesnit urení prostorových 
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OSS – obecná souadná soustava 
SSC – souadný systém kamery 
VB – významný bod 
x~  – homogenní souadnice – nenormalizovaná 
R  – matice R 
v  – sloupcový vektor 
Q – bod Q (uvedený v rovnici je chápán jako sloupcový vektor) 
↔  – pímka 
NCC – normalizovaná kížová validace 
SAD – souet absolutních diferencí 
SSD – souet kvadrát diferencí 
GPU – grafický procesor 
GPGPU  – General-purpose computing on graphics processing units 
MP – multiprocesor 
FPGA – programovatelné hradlové pole 
DSP – digitální signálový procesor 
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