them as geometrically equivalent when normalized by some arbitrary measure of spread arouses a disquieting skepticism. The fl-method treats each variable in its own intrinsic domain.
To give an item of what the fl-method can produce, examine figure la-f. The left hand illustration in each figure is the underlying function, the right side illustration is the fit produced by the fl-method. In each case (xl, x2) was uniformly sampled 100 times on a square and normal noise added. The functions are in increasing order of complexity, and signal/noise ratio (standard deviation of the function divided by the standard deviation of the noise). The successive s/n ratios in la-lf are 1.0, 2.0, 2.0, 2.5, 3.0, 4.0. The equations of the functions and the sampled square are given in Appendix II.
One hundred samples in two dimensions is about 10 samples per dimension. Still, as seen from the figures, the fl-method is able to faithfully reproduce the underlying function even in low signal/noise situations. In figure lf we are reaching the limits of resolution. The underlying function is complex and 100 data points, even with high signal/noise are not enough. Gu, et. al (1988) and Friedman (1988) .
Here (xl, x2) are sampled 300 times and s/n = 3.0. Figure 2a is the original function, 2b is a reproduction of the interaction spline fit (Gu, et. al (1988) ), 2c is the fit of Friedman's (1988) program and 2d is the IH-method fit. The IH-method gives an MSE about 20% lower than the published value for the interaction spline fit. Friedman notes that his MSE is about the same as the interaction spline fit. But the random numbers are not the same, so the comparison is not definitive.
Noisy data, even in two dimensions where it can be visualized, may bear an imperfect relation to the underlying smooth surface. To illustrate this, figure 3 contains bar graphs of the noisy data for two of the previous examples. We leave it to the reader to sort out which is which.
Another problem in estimating multivariate functions is how to understand the result. A 2-dimensional function can be plotted in 3-dimensional space and visually inspected. But understanding the shape of a function of 3 or more variables is not easy. The H-method gives an efficient way of coding the information in a multivariate function estimate. For instance, if the estimate of a function of 3 variables is a single 3 product H Om (xm) , then all of the information about the estimate is contained in the 3 1 bivariate graphs of 4m (Xm) v.s. Xm.
In describing the Hl-method, we give the theoretical rationale in Section 2. It derives from a numerical analysis problem of which an important special case was solved in the early 1900's. The implementation is discussed in Section 3. The theoretical HF-method uses an iterative scheme to get the product functions. The data Noisy Data -6-implementation selected gives a convergent iteration scheme and also tightly controls the degrees of freedom used in the fit.
Section 4 gives further examples on both real and simulated data in 2 and 3 dimensions. Section 5 looks at the issue of centering the response variable and Section 6 gives a short summary. Appendix I describes our method for finding initial values for the iterative scheme. Proof. This follows from the fact that sums of products are dense in the class of squared-integrable functions on E(M).
What makes the Il-method workable is that, like the ACE algorithm (Breiman and Friedman (1985) ), solutions can be gotten by iterated sequences of one-dimensional conditional expectations. To minimize E [y -1l ]2, make an initial guess ri= iim(0) (xm). Hold 2(o) ... , 42) constant and ask for that function P1 (xl) which minimizes
The solution is clear, 
Now (2.6) has eigenfunctions {4j, (xl)} orthonormal with respect to h1 and eigenvalues {X }. The corresponding I4j2 (x2)) are given by Pj2 (X2) = E (y jl I x2). Schmidt (1907) showed (essentially) that the sum of the flj = Qjl (xl) j2 (X2), j = 1, ... , J, is the unique solution to the problem of minimizing E (y -11 --EIj)2
and that for these minimizing products,
where c2 = E (y -E (y I x))2. An essential part of the implementation of the fl-method is a strategy for controlling the degrees of freedom. This consists of two parts:
1) Controlling the number of products used in the fit and the dimensionality of the initial basis.
2) Deleting basis elements not important to the fit.
These two parts interact with each other. The larger the number of initial basis elements, the more the choice of which elements are deleted depends on the noise rather than on the underlying function. But with too few initial basis elements the fit to the underlying function may not be adequate.
The criterion we use in both phases is the "generalized cross-validation" estimate of prediction error given by
where RSS is the residual sum-of-squares and NP is number of parameters estimated.
Fixing the initial number of basis elements, let PEGCV (J) be the value of PEGCV -15 -using J products. As J increases, if PEGCV (J) 2 PEGCV (J-1), then only J -1 products are used in the fit. Now suppose K basis elements are used per coordinate, and the number of products is determined as above. Denote the resulting value of PEGCV by PEGCV (K) .
Then the strategy is to start with a small value of K and increase until we find the K* which minimizes PEGCV (K). At this stage, there are J* products, each based on K* basis elements on every coordinate, and the fit has been optimized by iteration and backfitting.
The next process is similar to stepwise variable deletion in regression. In each of the J products Il1, . . . , flI the basis element whose removal would cause the smallest increase in RSS is located. Among these, the one causing the smallest rise is deleted, a refitting-backfitting cycle carried out, and the new value of PEGCV computed. At times, two or more elements in the same or different product may be deleted in the same pass. This occurs when, in sequence, their deletion causes almost the same rise in RSS. A logical approach might be to adopt that fit with the minimum PEC;V value.
This has the following difficulty: the sequence of PEGCV values is initially decreasing but is also noisy. At some stage there is a rapid increase as basis elements important to the fit are removed. The problem is not to fall into a nonsignificant local minimum, but also not to allow too much deletion.
-16 -The approach we take is similar to that used in bivariate smoothing with knot deletion (Breiman and Peters (1988) ). Set a threshold value th > 0, let 62 be the noise variance estimated from the fit prior to deletion and let PEGCV be the minimum value in the PEGCV sequence. Adopt the fit with the fewest number of parameters satisfying PEGCV ' EGCV + th 62
We take th in the range 0 to 10 and usually examine the output to decide.
The final fit clearly depends on the number of products used, the number of initial basis elements and the extent of deletion. To assist in the determination of these, we experimented with 5-fold or 10-fold cross-validation. This has a price in computing time, with 5-fold cross-validation taking about 3 times as long as the unvalidated procedure. Still, an improvement in accuracy would be worth the additional cycles.
Unfortunately, cross-validation provided only a small improvement over the PEGCV selection method. In the additive model construction described in Breiman (1989) cross-validation is an essential tool. One difference is that in the additive procedure there is extensive deletion. In the present situation, the deletion is more modest, so that standard measures based on classical analogies are not so biased. The knot deletion process poses some algorithmic complexity as the constraint of linear ends is kept imposed throughout the deletion process. That is, the spline fit is constrained to be linear to the right of the last undeleted knot on the right and similarly on the left, and continuity of the 2nd derivative is kept enforced.
The advantage of the spline basis combined with deletion for fitting univariate functions has been documented in Breiman and Peters (1988) . The basic idea is that in most sets of basis functions, i.e. polynomials, deleting one basis function has a global effect on the fit. However, if a knot is deleted, i.e. one of [ (x -t)+ ]3, then the effect is localized to the vicinity of the knot. Thus, knots will be deleted in regions where the function is smooth, and retained in intervals of rapid change.
4.0. Examples.
The first two examples used to illustrate the fI-method and PIMPLE are data sets discussed by Cleveland and Devlin (1988) These data are from an experiment in which a single-cylinder engine was run with ethanol, and comprise 88 measurements of NOX (Nitrous Oxides) in the exhaust, the equivalence ratio (E), and the compression ratio (C). The purpose of the analysis was to examine how the NOX depended on the two ratios E and C. In their analysis, Cleveland and Devlin used (NOX)1f3 as the response variable. We follow this except that we also subtract from the response its median value. The main reason is to get univariate graphs in the products that are easier to interpret.
The original experiment was reported in Brinkman (1981) . The data was analyzed by Rodriguez (1985) who fit an additive model using ACE. Cleveland and Devlin (1988) pointed out that a graphical analysis indicated an ExC interaction. With &2 = .029, the best candidate is the fit with 13 df, and R2 = .981. Figure 5 gives the graphs of the univariate functions in the two products. All are on the same scale but with no location adjustment. The x-axis is labelled so that zero is at the minimum of the corresponding data values for that x and one is at the maximum. The first product is almost completely a main effect due to the E-ratio. It is large and positive in the midrange of the E values and negative for low and high E. In interpreting figure 7, recall that the response variable (the one-third power of The temperature-windspeed interaction, on first inspection, seems to consist of a large positive component for low wind speeds. A look at the temperature-windspeed scatterplot ( Figure 8a ) corrects this impression. At low wind speeds the temperature is always in its upper range -precisely where the temperature curve in the first product is close to zero. The dominant contribution of the first product is a negative correction for wind speeds exceeding a certain level.
Looking at the 2nd product, the increase in the temperature function for low values of the temperature seems strange until the temperature-radiation scatterplot (Figure 8b) is examined. Since low temperatures and low radiation generally occur together, we conclude that the lower parts of the temperature and radiation curves work together to produce negative product values in this part of the data.
For radiation above a certain threshold the contribution becomes positive, increasingly so as temperature increases. There is an interesting decrease in the radiation curve at the highest radiation levels. That this odd phenomenon is not an artifact in PIMPLE can be verified by looking at the cube-root ozone vs radiation scatterplot Figure 8 Tanpemre For this data set one would be tempted to construct an additive model. Certainly the author was. Using the methods of Breiman (1989) , an additive model for the data was found. Eight df. were used. The plots of the main effect functions are given in Figure 9 . The PEGCv for this fit is 23.8, considerably higher than that of the lldf interaction fit. Efforts were also made to fit interaction models to the residuals from the additive fit. These decreased the PEGCV slightly but, not to the level of the 11 df.
fit while adding 6-11 more df. Our conclusion is that the two bivariate interaction fit provides a simple and accurate picture of the data. Figure 10 gives the plots of the functions in the two products for three dimensions.
The original product functions have been accurately duplicated. Figure 11 gives the plots in the two dimensional case. The functions in the fitted products are considerably altered from the functions in the original products. As one referee remarks, the linear combinations of 4 and 0 that include a linear function of x and match the sum of products are ¢(x) = x/ I-0 (x) = (x/'l) + x2XIF.
The functions graphed in figure 11 are close to 4*, 0*. It is odd and interesting that the two dimensional situation should differ qualitatively from that in higher dimensions.
Another question is how much detail can PIMPLE resolve. Of course, this depends on the signal/noise ratio. But even with high signal/noise ratios, the density of {x1j points in the region is critical. For instance, consider data Yn= f(xn) + En, n= 1,..., 100
with f (x) = exp [ xl sin (x2)], using 100 (xl, x2) points uniformly distributed on the Figure 12a is the plot of f (x) on the given square and 12b is the PIMPLE fit. Now enlarge the square to have sides [-2,2] . Figure 12c is the plot of f (x) on this larger square, giving a more complex function. Figure 12d is the PIMPLE fit, again using 100 data points on the square. The fit is not good. Then data using 300 points uniformly distributed on the square was generated. The fit to this data used 3 products and 37 df, and is shown in figure 12e .
Some Benchmarks.
Since a few methods for estimating multivariate functions are in the existing literature and more are liable to appear, some benchmarks for performance are useful.
Unfortunately, many papers on smoothing techniques show a few pictures and let it go at that. Others state results for one set of simulated data, which makes comparison impossible unless the same random number generator and same seed is used.
We give some benchmarks below for 100 repetitions of runs on a number of functions in two and three dimensions. Our figure of merit is average root-mean-squared error. That is, in each run with underlying function f (x), data points {x3), n = 1 , . . . , N and fitted function f (x), the RMSE error is defined as
This is then averaged over the 100 runs. The standard error of the RMSE is also The procedure used was that specified in Section 3, and deletion threshold set to zero. Other parameters were also computed in these runs:
av product: the average number of products used in the fit.
av knots: the average number of knots used in fitting.
av df: the average number of degrees of freedom used in the fit.
The "true" prediction error in a fit is defined as PE = a2 + (RMSE)2. Taking expectation with respect to x2 leads to E42 = 0, hence to c = 0. We hope that this will not be the final word on the Il-method. Interesting questions remain, such as the difference between two and higher dimensions. The FOR-TRAN code for PIMPLE will be available from the author. 
