When traffic flows are routed through a road network it is desirable to minimize the total road usage. Since a route guidance system can only recommend paths to the drivers, special care has to be taken not to route them over paths they perceive as too long. This leads in a simplified model to a nonlinear multicommodity flow problem with constraints on the available paths. In this article an algorithm for this problem is given, which combines the convex combinations algorithm by Frank and Wolfe with column generation and algorithms for the constrained shortest path problem. Computational results stemming from a cooperation with DaimlerChrysler are presented.
Introduction
More and more vehicles get equipped with so-called route guidance systems. They guide the driver by visual and acoustic indicators to the destination, which has been entered at the beginning of the journey. Normally these systems compute their routes based on digital maps, the current position obtained by Global Positioning System (GPS), and possibly up-to-date traffic data, which are broadcast by radio or cellular phone.
A number of surveys and simulations show that route guidance systems decrease the overall road usage since inefficiencies caused by human route choice are mostly eliminated. Unfortunately, many simulations also predict that these benefits will be lost once the number of equipped vehicles exceeds a certain threshold.
This phenomenon can be explained by the fact that the perceivable decrease of the overall journey time under a low percentage of equipped vehicles is merely a fortunate byproduct of the system. Current algorithms try to minimize the individual journey time of each driver separately, without taking into account the effects of their own route recommendation. It is possible that such a system actually causes congestion all by itself. Thus the need for integrated algorithms that actually pay attention to the overall road usage (which can be viewed as the sum of all individual journey times) has been recognized [4] .
Many techniques proposed in the literature use feedback loops, which iteratively assign traffic to the network and compute new arc traversal times based on this assignment (and perhaps previous ones). These approaches are often somewhat unsatisfactory from a mathematical point of view because it is not clear what the solution actually converges to, or if it even converges at all since usually "convergence" is established only empirically.
It is certainly desirable from a global point of view to minimize the overall road usage, which would allow the existing road network to carry more traffic. Yet special care has to be taken to respect the human factor involved: Only very few drivers would be willing to sacrifice their own short routes for the benefit of others.
For this reason we take a minimization approach but impose on the path assigned to a vehicle the constraint that it is geographically not longer than, say, the shortest possible path (in the uncongested network) plus a few "acceptable" percent. The effects of length constraints are demonstrated in figure 1. This contrasts with the common approach to route drivers along the paths of a so-called user equilibrium as introduced by Wardrop [11] , where no driver can get a quicker path through the network by unilaterally changing his route. While this should satisfy the drivers, it does not necessarily decrease the overall road usage. One commodity routed through the road network between the marked nodes. In the left hand side image flow is distributes over the network in order to avoid high arc flows that would incur high arc traversal times. In the right hand image the same amount of flow is routed, but this time with a restriction for the path lengths. Line thickness denotes arc capacity (light gray) and arc usage (black).
In this article we give a simplified model for this problem, an algorithm and computational results. This text is an eclectic summary of one of the author's (Jahn) diploma thesis written at TU Berlin in 1998, under the supervision by the other two authors [7] . It is part of an ongoing cooperation with DaimlerChrysler AG, Berlin. 
Model and Problem Formulation
We consider a simplified model, in which static flows instead of discrete vehicles are routed through a network with arc traversal times depending nonlinearly on arc usage. This simplification is feasible for time periods when traffic exhibits a flow-like behaviour, e.g. during rush hours. In addition, geographic length restrictions are imposed on all paths.
We use a path based problem formulation with one variable for each feasible path. This has the advantage that it enables us to impose restrictions on paths very easily. As we cannot enumerate all these variables efficiently, we generate them only when they are needed to carry flow.
Let the road network be given by a directed multigraph G = (V, A) with three attributes on each arc a ∈ A: the capacity u a ≥ 0 (measured in vehicles per time unit), the link delay function t a : [0, u a ] → R + 0 denoting the arc travel time depending on the traffic flow on this arc, and the geographic length ℓ a ≥ 0 of this arc. We require t a to be monotonically increasing and twice continuously differentiable. These requirements are naturally met by common link delay functions [9, 10] (fig. 2) .
Vehicles with the same source and destination nodes are modeled as commodities. For each commodity k let (s k , t k ) ∈ V × V, s k = t k , denote its source and destination node, and let b k > 0 be the amount of flow to be routed for k (vehicles per time unit). These data together form the so called origin-destination matrix. In addition we want the geographic length of all paths assigned to k not to exceed L k > 0. The set of all commodities is called C. We define path sets P k := {p | p is a directed path from s k to t k }, P
Without loss of generality we can assume that no two commodities have the same source and destination nodes. This means that each path p ∈ P ′ is uniquely related to a commodity. Let Φ ∈ {0, 1} |A|×|P ′ | be the arc-path incidence matrix, i.e., the vectors x A ≥ 0 and x P ≥ 0 of arc and path flows are related by x A = Φx P . Similarly, let Ψ ∈ {0, 1} |C|×|P ′ | be the commodity-path incidence matrix. We want to minimize the overall road usage, which can be stated as the sum of all path journey times, weighted with the flow on each path. With the vectors t A (x A ) ∈ R |A| , b ∈ R |C| and u ∈ R |A| composed of the t a , b k and u a , respectively, our problem eventually can be written as
Of course, P ′ is given only implicitly. Thus P is a multicommodity flow minimum cost problem with path constraints and a convex nonlinear objective function. Obviously, P is a generalization of the well known constrained shortest paths problem [6] . Therefore it is NP-hard. Note that the flow variables x P are not required to be integral.
Algorithms
Due to space limitations we can only give the general ideas of the used algorithms and their interaction. Details can be found in [7] . The algorithm we propose for P needs to solve a linearized version of P in every iteration, whose algorithm in turn relies heavily on an algorithm for the constrained shortest path problem.
The Linearized Problem
Let us first consider P with constant link delay functions t a . Then P is a linear program with additional constraints for the paths, which still renders it NP-hard. Since we have got a variable for each possible path we can easily ensure that all paths fulfill the length restriction (or other restrictions we might think of). We cannot store all variables in memory at the same time. Therefore we use the simplex algorithm with column generation to generate new paths when we need to route flow over them (see [1] for this technique applied to the ordinary multicommodity flow problems). In order to check the reduced costs of the non-basic variables, we have to perform |C| independent computations of constrained shortest paths, which can be done in parallel.
The Constrained Shortest Path Problem
Two algorithms for the constrained shortest path problem have been implemented for the diploma thesis: A branch-and-bound scheme with Lagrangian relaxation by Beasley and Christofides [3] , and a labeling algorithm with lists of labels for each node by Aneja, Aggarwal, and Nair [2] .
Computational experience indicates that at least for our problems the latter algorithm is by far superior in its performance. Both algorithms need to compute ordinary shortest paths many times. We use Dijkstra's algorithm for this.
The Nonlinear Problem
We use the Convex combination algorithms by Frank and Wolfe [5] in the version described by Klessig [8] . It is a feasible direction method for problems with convex objective function and convex domain, especially suitable when the linearized problem to be solved in each iteration decomposes nicely, as is the case with P. It can be shown that this algorithm terminates with an optimal solution or that at least every accumulation point of the generated sequence is optimal if the computed step sizes guarantee a decrease of the objective value.
In this algorithm we have to solve a linearized problem of type P in each iteration with the objective function z ′ (y
We cannot compute ∇z P (x P i ) since enumerating all paths is impractical. Fortunately, z ′ (y P ) can be expressed in terms of arc flows instead of path flows, which leads to a linearized problem as described in section 3.1 with modified arc costs. This enables us to use column generation for the nonlinear problem as well.
This algorithm usually descends very quickly towards the minimum. Thus computation can be stopped after a handful of iterations, as there is not much to be gained from subsequent iterations.
Computational Experience
The algorithms described in the previous section have been implemented in C++. We use the CPLEX callable library to solve the restricted linear programs and the PVM library to facilitate interprocess communication when doing constrained shortest path computations in parallel on several workstations. A number of computations were run on a real street network (or parts of it). The origin-destination matrices partly stem from polls, partly they were generated randomly by us. We compute for each commodity k the geographic length of a shortest path (w.r.t. the travel times) in the empty network and multiply it with a constant f > 1 to obtain realistic length constraints L k . Naturally, as these constraints become tighter the problem tends to get more difficult.
A number of results are shown in table 1. Most of the computation time is spent computing constrained shortest paths, which means that improved algorithms for this subproblem would yield better overall performance.
Further research will investigate the transition to more sophisticated dynamic models, in which single vehicles or platoons of vehicles are considered.
For more information about this project please visit our WWW page at http://www.math.tu-berlin.de/coga/research/route_guidance/ The graphs are parts of a real city street network. The origindestination matrices with 800 and 1000 commodities have been generated randomly, the other matrix is obtained from traffic counts (for this centroids have to be added to the graph).
