Abstract
Introduction
Predicates on two boolean variables are fundamental in the study of constraint satisfaction problems. Given a set of * Research funded by Swedish Research Council Project Number 50394001.
constraints, each being a formula on two boolean variables, it is an easy task to find an assignment satisfying all constraints, if such an assignment exists. However, determining the maximum possible number of simultaneously satisfied constraints is well-known to be NP-hard. This problem is known as the MAX 2-CSP problem. It also has some very interesting special cases, the two most well-studied of which are the MAX CUT problem and the MAX 2-SAT problem. In the MAX CUT problem, each constraint is of the form x i ⊕ x j , i.e., it is true if exactly one of the inputs are true. In the MAX 2-SAT problem, each constraint is of the form l i ∨l j , i.e., a disjunction on two literals, each literal being either a variable or a negated variable.
Given that the problem is NP-hard, much research has been focused on approximating the maximum number of satisfied constraints to within some factor α. An algorithm achieves approximation ratio α if the solution found by the algorithm is guaranteed to have value at least α times the optimum. We also allow for randomized algorithms, in which we require that the expected value (over the randomness of the algorithm) of the solution found by the algorithm is α times the optimum. The arguably most trivial approximation algorithm is to simply pick a random assignment to the variables. For the general MAX 2-CSP problem, this algorithm achieves an approximation ratio of 1/4. For the special cases of MAX CUT and MAX 2-SAT, it achieves ratios of 1/2 and 3/4, respectively. For several decades, no substantial improvements were made over this result, until a seminal paper by Goemans and Williamson [15] , where they constructed a 0.7960-approximation algorithm for MAX 2-CSP, and 0.87856-approximation algorithms for MAX CUT and MAX 2-SAT. To do so, they relaxed the combinatorial problem at hand to a semidefinite programming problem, to which an optimal solution can be found with high precision, and then used a very clever technique to "round" the solution of the semidefinite programming back to a discrete solution for the original problem. This approach has since been succesfully applied to several other hard combinatorial optimization problems, yielding significant improvements over existing approximation algorithms. Examples include coloring graphs using as few colors as possible [19, 6, 16, 2] , MAX BISECTION [14] and quadratic programming over the boolean hypercube [8] .
Some of the results by Goemans and Williamson were subsequently improved by Feige and Goemans [12] , who strengthened the semidefinite relaxation using certain triangle inequalities, and considered more complicated rounding methods than [15] . They obtained 0.931-approximation for MAX 2-SAT, and 0.859-approximation for MAX 2-CSP. These results were further improved by Matuura and Matsui [26, 27] , who obtained 0.935-approximation for MAX 2-SAT and 0.863-approximation for MAX 2-CSP. Shortly thereafter, Lewin et al. [25] obtained further improvements, getting a 0.94016-approximation algorithm for MAX 2-SAT and a 0.87401-approximation algorithm for MAX 2-CSP, and these stand as the current best algorithms. It should be pointed out that these last two ratios arise as the minima of two complex numeric optimization problems, and, as far as we are aware, it has not yet been proved formally that these are the actual ratios, though there seems to be very little doubt that this is indeed the case.
Meanwhile, the study of inapproximability has seen a lot of progress, emanating from the discovery of the celebrated PCP theorem [4, 3] . In particular, Håstad [17] showed that the generalizations of MAX 2-SAT and MAX CUT from 2 to 3 variables, MAX 3-SAT and MAX 3-LIN-MOD2, 1 are NPhard to approximate within factors 7/8 + and 1/2 + , respectively. This surprisingly demonstrates that the random assignment algorithm is the best possible for these problems, assuming P = N P . On the other hand, MAX 3-CSP can be approximated to within a factor 1/2 [34] which is tight by the result for MAX 3-LIN-MOD2.
For optimization problems with constraints acting on two variables, however, strong inapproximability results have been more elusive. The best NP-hardness results for MAX 2-CSP, MAX 2-SAT, and MAX CUT are 9/10 + ≈ 0.900, 21/22 + ≈ 0.955, and 16/17 + ≈ 0.941, respectively [33, 17] . The most promising approach to obtaining strong results for these problems is the so-called Unique Games Conjecture (UGC), introduced by Khot [20] . The UGC has established itself as one of the most important open problems in theoretical computer science, because of the many strong inapproximability results that follow from it. Examples of such results include 2− hardness for VER-TEX COVER [23] , superconstant hardness for SPARSEST CUT [9, 24] and MULTICUT [9] , hardness of approximating MAX INDEPENDENT SET within d/poly(log d) in degreed graphs [31] , and approximation resistance 2 for random predicates [18] .
For MAX 2-CSP problems, Khot et al. [21] showed that the UGC implies α GW + hardness for MAX CUT, where 1 Linear equations mod 2, where every equation has 3 variables. 2 A predicate is approximation resistant if it is hard to do approximate the corresponding MAX CSP problem better than a random assignment.
α GW ≈ 0.87856 is the performance ratio of the original Goemans-Williamson algorithm, and in [5] , we showed that the UGC implies α LLZ + hardness for MAX 2-SAT, where α LLZ ≈ 0.94016 is the performance ratio of the algorithm of Lewin et al. (modulo the slight possibility that the performance ratio of their algorithm is smaller than indicated by existing analyses). It is interesting that the hardness ratios yielded by the Unique Games Conjecture exactly match these somewhat "odd" constants obtained from the complex numeric optimization problems arising from the SDP-based algorithms.
There are several other cases where the best inapproximability result, based on the UGC, matches the best approximation algorithm, based on a semidefinite programming approach. Examples include the MAX k-CSP problem [7, 31] and MAX CUT-GAIN [8, 22] (which is essentially a version of the MAX CUT problem where unsatisfied constraints give negative contribution rather than zero). This line of results is not a coincidence: in most cases, the choice of optimal parameters for the so called long code test (which is at the heart of the hardness result) are derived by analyzing worst-case scenarios for the semidefinite relaxation of the problem.
Our Contribution
In this paper, we continue to explore this tight connection between semidefinite programming relaxations and the UGC. We consider a generalization of predicates on two variables to what we call fuzzy predicates. A fuzzy predicate P on two variables is a function P : {true, false} 2 → [0, 1], rather than to {0, 1} as would be the case with a regular predicate. We investigate the approximability of the MAX CSP(P ) problem. Following the paradigm introduced by Goemans and Williamson, we relax this problem to a semidefinite programming problem. We then consider the following approach for rounding the relaxed solution to a boolean solution: given the SDP solution, we pick the "best" rounding from a certain class of randomized rounding methods (based on skewed random hyperplanes), where "best" is in the sense of giving a boolean assignment with maximum possible expected value. Informally, let α(P ) denote the approximation ratio yielded by such an approach. We then have the following theorem. Theorem 1.1. For any fuzzy predicate P and > 0, the MAX CSP(P ) problem can be approximated within α(P ) − in polynomial time.
The reason that we lose an additive is that we are not, in general, able to find the best rounding function, but we can come arbitarily close.
Then, we turn our attention to hardness of approximation. Here, we are able to take instances which are hard to round, in the sense that the best rounding (as described above) is not very good, and translate them into a Unique Games-based hardness result. There is, however, a caveat: in order for the analysis to work, the instance needs to satisfy a certain "positivity" condition. Again, informally, let β(P ) denote the approximation ratio when restricted to instances satisfying this condition. We then have Theorem 1.2. If the Unique Games Conjecture is true, then for any fuzzy predicate P and > 0, the MAX CSP(P ) problem is NP-hard to approximate within β(P ) + .
Both α(P ) and β(P ) are the solutions to a certain numeric minimization problem. The function being minimized is the same function in both cases, the only difference is that in α(P ), the minimization is over a larger domain, and thus, we could potentially have α(P ) < β(P ). However, there are strong indications that the minimum for α(P ) is in fact obtained within the domain of β(P ), in which case they would be equal and Theorems 1.1 and 1.2 would be tight.
Conjecture 1.3. For any fuzzy predicate P , we have α(P ) = β(P ).
Because of the difficulty of actually computing the approximation ratios α(P ) and β(P ), it may seem to be somewhat difficult to compare these results to previous results. However, previous algorithms and hardness results for MAX CUT, MAX 2-SAT, and MAX 2-CSP can all be obtained as special cases of Theorems 1.1 and 1.2. In particular, for P (x 1 , x 2 ) = x 1 ⊕ x 2 , the XOR predicate, it can be shown that α(P ) = β(P ) = α GW .
We are also able to use Theorem 1.2 to obtain new results, in the form of an improved hardness of approximation for the MAX 2-AND problem, in which every constraint is an AND of two literals. This also implies improved hardness for the MAX 2-CSP problem -as is well-known, the MAX k-CSP problem and the MAX k-AND problem are equally hard to approximate for every k (folklore, or see e.g. [32] ).
Theorem 1.4. For the predicate
This comes very close to matching the 0.87401-approximation algorithm of Lewin et al. It also demonstrates that balanced instances, i.e., instances in which each variable occurs positively and negatively equally often, are not the hardest to approximate, as these can be approximated within α GW ≈ 0.87856 [21] .
Finally, as a by-product of our results, we obtain some insight regarding the possibilites of obtaining improved results by strengthening the semidefinite program with more constraints. Traditionally, the only constraints which have been useful in the design of MAX 2-CSP algorithms are triangle inequalities of a certain form (namely, those involving the vector v 0 , coding the value false). It turns out that, for very natural reasons, these are exactly the inequalities that need to be satisfied in order for the hardness result to carry through. In other words, assuming Conjecture 1.3 is true, it is UG-hard to do better than what can be achieved by adding only these triangle inequalities, and thus, it is unlikely that improvements can be made by adding additional inequalities (while still using polynomial time).
Techniques and Related Work
The main new ingredients of this paper are the generalizations of the various quantities used in previous results. In e.g. the case of MAX 2-SAT [5] , one only had to consider one single angle, giving rise to two configurations of a very special form, something which made the calculations a lot easier. In this paper, on the other hand, we can have an arbitrary number of angles (and this is of course the reason why it is very difficult to actually compute the approximation ratios obtained), and the "positivity" condition needed here is significantly less restrictive than the special form used for MAX 2-SAT.
The proof of Theorem 1.2 follows the same path as previous proofs for specific predicates [21, 5] , using the Majority Is Stablest theorem [29] . The main difference here is that we need a generalization of the "correlation under noise" quantities involved, to functions on different probability distributions. The proof of Theorem 1.1 primarily builds upon the work of [25] for MAX 2-SAT and MAX DI-CUT, the main difference being that a rounding function is chosen based on the semidefinite solution rather than beforehand, using a discretization technique to make the search a good rounding function feasible.
Preliminaries
We associate the boolean values true and false with −1 and 1, respectively. Thus, a disjunction x ∨ y is true if x = −1 or y = −1, and a conjunction x ∧ y is true if
We denote by Φ(x) =
2 /2 dt the standard normal distribution function, and by Φ −1 the inverse of Φ.
where
and where X 1 , X 2 ∈ N (0, 1) with covariance ρ. In other words, Γ ρ is just the bivariate normal distribution function with a transformation on the input.
Constraint Satisfaction Problems
A predicate P on two boolean variables is a function
We generalize this to the notion of fuzzy predicates. Definition 2.1. A fuzzy predicate P on two boolean variables is a function P :
Note that, with general objective functions from {−1, 1} 2 to R in mind, the upper bound is without loss of generality, since we can always scale down any nonnegative objective function so that it takes values in [0, 1] and thus becomes a fuzzy predicate. Definition 2.2. An instance Ψ of the MAX CSP(P ) problem, for a fuzzy predicate P , consists of a set of clauses and a weight function wt. Each clause ψ is a pair of literals (l 1 , l 2 ) (a literal is either a variable or a negation of a variable), and the weight function associates with each clause ψ a nonnegative weight wt(ψ). We abuse notation slightly by identifying Ψ with both the instance and the set of clauses. Given an assignment x = (x 1 , . . . , x n ) to the variables occurring in Ψ, and a clause ψ = (
The value of an assignment x to the variables occuring in Ψ is then given by
and the value of Ψ is the maximum possible value of an assignment
For convenience, we will assume (without loss of generality) that the weights are normalized so that wt(·) is just a probability distribution on the clauses, i.e., that ψ∈Ψ wt(ψ) = 1 (so 0 ≤ Val(Ψ) ≤ 1). Definition 2.3. The MAX CSP + (P ) problem is the special case of MAX CSP(P ) where there are no negated literals (i.e. each clause is a pair of variables).
An example of the MAX CSP(P ) problem which is of special interest for us is the MAX 2-AND problem, which is obtained by letting P be the predicate which is 1 if both of the inputs are true, and 0 otherwise. A well-known example of the MAX CSP + (P ) problem is the MAX CUT problem, which is obtained by letting P be the predicate which is 1 if the inputs are different, and 0 if they are equal.
Any fuzzy predicate P can be arithmetized as P (x 1 , x 2 ) =P 0 +P 1 x 1 +P 2 x 2 +P 3 x 1 x 2 , for some constantsP 0 ,P 1 ,P 2 andP 3 . Thus, the MAX CSP(P ) problem can be viewed as a certain special case of the integer quadratic programming problem. Throughout the remainder of this paper, we fix some arbitrary fuzzy predicate P and its corresponding coefficientsP 0 . . .P 3 .
The Unique Games Conjecture
Definition 2.4. An instance
of UNIQUE LABEL COVER is defined as follows: given is a weighted graph G = (V, E) (which may have multiple edges) with weight function wt :
of allowed labels, and for each edge e = {v, w} ∈ E two permutations σ 
The value of X is the maximum fraction of satisfied edges for any labelling, i.e.,
Khot's Unique Games Conjecture (UGC) asserts that it is NP-hard to distinguish between UNIQUE LABEL COVER instances which are almost completely satisfiable, from those where we cannot satisfy more than a small fraction of the constraints.
Conjecture 2.5 (Unique Games Conjecture [20]). For every
η > 0, γ > 0, there is a constant L > 0 such that, given a UNIQUE LABEL COVER instance X with label set [L], it is NP-hard to distinguish between Val(X) ≤ γ and Val(X) ≥ 1 − η.
Influence and Correlation Under Noise
As in previous results [21, 5] , the key ingredient in the proof of our hardness result is (a generalization of) the socalled Majority Is Stablest Theorem [29] . In this section, we describe this result and the exact formulation we use.
For q ∈ (0, 1), we denote by µ n q the probability distribution on {−1, 1} n where each bit is set to −1 with probability q, independently, and we let B n q be the probability space {−1, 1} n , µ n q . We write a function f : B n q → R in terms of its Fourier coefficients, viz
where the coefficientsf
Definition 2.7. The influence of the variable i on the function f : B n q → R is
The influence of the variable i is a measure of how much the variable i is able to change the value of f once we have fixed the other n − 1 variables randomly (according to the distribution µ
n−1 q
). This quantity has a particularly nice formulation in terms of the Fourier coefficients, where we have the following well-known fact
Motivated by this formulation, we define the slightly stronger concept of low-degree influence, crucial to our application.
Definition 2.8. For k ∈ N, the low-degree influence of the variable i on the function f :
A nice property of the low-degree influence is the fact that for functions into [−1, 1], i Inf ≤k i (f ) ≤ k, implying that the number of variables having low-degree influence more than, say, τ , must be small (think of k and τ as constants not depending on the number of variables n). Very informally, one can think of the low-degree influence as a measure of how close the function f is to depending on only a few variables, i.e., for the case of boolean-valued functions, how close f is to being the long code of i (or its negation). Note that a long code is the extreme case of a function with large low-degree influence, in the sense that it has one variable with Inf ≤1 i (f ) = 1, and all other variables having influence 0.
Next, we introduce the correlation underρ-noise between two functions f : B n q1 → R and g : B n q2 → R. For functions into {−1, 1}, the correlation under noise measures how likely f and g are to take the same value on two random inputs with a certain correlation. For f = g, this is simply the well-studied noise stability of f . 
where the i:th bits of x and y are according to the distribution in Table 1 (independently of the other bits). Here ξ j := 1 − 2q j are the expected values of the bits of x and y, and ρ is such thatρ = ρ−ξ1ξ2
. In other words, each bit of x is picked independently with expected value ξ 1 , each bit of y is picked independently with expected value ξ 2 , and the i:th bits x i and y i have expected value
In terms of the Fourier representation, it can be shown (see full version of this paper) that
For proving hardness of MAX CUT, Khot et al. [21] made a conjecture called Majority Is Stablest, essentially stating that any boolean function with noise stability significantly higher than the majority function must have a variable with large low-degree influence (and thus in a vague sense be similar to a Long Code). Majority Is Stablest was subsequently proved by Mossel et al. [29] , using a very powerful invariance principle which, essentially, allows for considering the corresponding problem over Gaussian space instead. Subsequently, this type of invariance, and therefore also this way of extracting influential variables by studying correlation under noise, has been shown to apply in very general settings [11, 28] .
For our result, we use the following formulation. 
In the terminology of [11] , the setting of Theorem 2.10 corresponds to the case of a reversible noise operator, rather than a symmetric one as was studied there. It is known that the results also hold in the reversible case [10] (and in fact even in the non-reversible case [28] ), but for completeness, a proof of Theorem 2.10 (following the same lines as the proof of [11] ) can be found in the full version of this paper.
Semidefinite Relaxation
For solving integer quadratic programming over the hypercube, where each variable is restricted to ±1, the standard approach is to first homogenize the program by introducing a variable x 0 which is supposed to represent the value false and then replace each term x i by x 0 x i . We then relax each variable x i ∈ {−1, 1} = S 0 with a vector v i ∈ S n (i.e. a unit vector in R n+1 ), so that each term
In addition, we add the following inequality constraints to the program for all triples of vectors v i , v j , v k .
These are equivalent to triangle inequalities of the form
, which clearly hold for the case that all vectors lie in a zero-dimensional subspace of S n (so this is still a relaxation of the original integer program), but is not necessarily true otherwise. There are of course many other valid inequalities which could also be added, considering k-tuples of variables rather than just triples. In particular, adding all valid constraints makes the optimum for the semidefinite program equal the discrete optimum [13] (but there are an exponential number of constraints to consider). Such higher-order constraints have not received much attention, and from what is known today, it seems that the only ones which actually help are the triangle inequalities. In particular, the only inequalities which have been used when analyzing the performance of approximation algorithms, are those of the triangle inequalities which involve the vector v 0 . The results of this paper shed some light on why this is the case -these are exactly the inequalities we need in order for the hardness of approximation to work out. Thus, assuming Conjecture 1.3 and the Unique Games Conjecture, it is unlikely that adding other valid inequalities (while still being able to solve the SDP in polynomial time) will help achieve a better approximation ratio, as that would imply P = N P .
In general, we cannot find the exact optimum of a semidefinite program. It is however possible to find the optimum to within an additive error of in time polynomial in log 1/ [1]. We ignore this small point for notational convenience and assume that we can solve the semidefinite program exactly.
Given a vector solution {v i } n i=0 , the relaxed value of a clause ψ ∈ Ψ depends only on the three (possibly negated) scalar products v 0 · v i , v 0 · v j , and v i · v j , where x i and x j are the two variables occuring in ψ. Most of the time, we do not care about the actual vectors, but only be interested in these triples of scalar products. Definition 3.1. A scalar product configuration θ, or just a configuration for short, is a triple of real numbers (ξ 1 , ξ 2 , ρ) satisfying
A family of configurations Θ is a finite set X = {θ 1 , . . . , θ k } of configurations, endowed with a probability distribution P . We routinely abuse notation by identifying Θ both with the set X and the probability space (X, P ).
A configuration can be viewed as representing three vec-
Note that the inequalities in Equation (12) then correspond exactly to those of the triangle inequalities (11) which involve v 0 . It can also be shown that these inequalities ensures the existence of vectors v 0 , v 1 , v 2 with the corresponding scalar products.
Definition 3.2.
The relaxed value of a configuration θ = (ξ 1 , ξ 2 , ρ) is given by
Analogously to the notation x| ψ for discrete solutions, we denote by
. The relaxed value of the clause ψ is then simply given by P relax (v| ψ ).
Often we view the solution to the SDP as just the family of configurations Θ = { v| ψ | ψ ∈ Ψ } with the probability distribution where Pr θ∈Θ [θ = v| ψ ] = wt(ψ). The relaxed value of an assignment of vectors {v i } n i=0 is then given by
Given a vector solution {v i }, one natural attempt at an approximation algorithm is to set x i true with probability 1−ξi there is some correlation between the vectors v i and v j , so that the scalar product v i · v j contributes more than ξ i ξ j to the objective function. To quantify this, write the vector v i as
where 
As it turns out, the relevant parameter when analyzing the quadratic terms is the scalar productṽ i ·ṽ j , i.e. how much better we do than if the variables would have been independent (scaled by an appropriate factor). Motivated by this, we make the following definition.
In the case that ξ 1 = ±1 or ξ 2 = ±1, we defineρ(θ) = 0.
Note that, in the notation above, the advantage is exactly the scalar productṽ i ·ṽ j . We are now ready to define the "positivity condition", alluded to in Section 1.1.
Definition 3.4. A configuration
Intuitively, positive configurations should be more difficult to handle, since they are the configurations where we need to do something better than just setting the variables independently in order to get a good approximation ratio.
What Goemans and Williamson [15] originally did to round the vectors back to boolean variables, was to pick a random hyperplane through the origin, and decide the value of the variables based on whether their vectors are on the same side of the hyperplane as v 0 or not. Feige and Goemans [12] suggested several generalizations of this approach, using preprocessing (e.g. first rotating the vectors) and/or more elaborate choices of hyperplanes. In particular, consider a rounding scheme where we pick a random vector r ∈ R n+1 and then set the variable x i to true if
for some threshold function T : [−1, 1] → R. This scheme (and more general ones) was first analyzed by Lewin et al. [25] .
To describe the performance ratio yielded by this scheme, we begin by setting up some notation. The reason that we require a rounding function to be odd is that a negated literal −x i should be treated the opposite way as x i . A rounding R is in one-to-one corresponce with a threshold function T as described above by the simple relation R(x) = 1 − 2Φ(T (x)), where Φ is the normal distribution function (it will turn out to be more convenient to describe the rounding in terms of R rather than in terms of T ). Definition 3.6. The rounded value of a configuration θ with respect to a rounding function R ∈ R is
This seemingly arbitrary definition is motivated by the following lemma (which essentially traces back to Lewin et al. [25] , though they never made it explicit).
Lemma 3.7. There is a polynomial-time algorithm which, given a MAX CSP(P ) instance Ψ, a semidefinite solution
to Ψ, and a (polynomial-time computable) rounding function R ∈ R, finds an assignment to Ψ with expected value
A proof can be found in the full version of this paper. The rounding procedure used is exactly the kind of threshold rounding described above, which is the class of roundings which Lewin et al. [25] called T HRESH − . The rounding function R specifies an arbitrary rounding procedure from T HRESH − .
3
A statement similar to Lemma 3.7 holds for MAX CSP + (P ), the difference being that, since there are no longer any negated literals, we can change the definition of a rounding function slightly and not require it to be odd (which could potentially give us a better algorithm). Motivated by Lemma 3.7, we make the following sequence of definitions Definition 3.8. The approximation ratio of a rounding R for a family of configurations Θ is given by
3 In the notation of [25] , we have
Definition 3.9. The approximation ratio of a family of configurations Θ is given by
Definition 3.10. The approximation ratios of P for families of k configurations and families of k positive configurations, respectively, are given by (recall the definition of a positive configuration from Definition 3.4)
We would like to point out that we do not require that the family of configurations Θ can be derived from an SDP solution to some MAX CSP(P ) instance Ψ -we only require that each configuration in Θ satisfies the inequalities in Equation (12) . In other words, we have a lot more freedom when searching for a Θ which makes α P (k) or β P (k) small, than we would have when searching for MAX CSP(P ) instances and corresponding vector solutions.
Finally, we define
These are the approximation ratios arising in Theorems 1.1 and 1.2. Ideally, of course, we would like to prove hardness of approximating MAX CSP(P ) within α(P ) rather than β(P ), getting rid of the requirement that every θ ∈ Θ must be positive. The reason that we need it shows up when we do the proof of soundness for the PCP constructed in Section 5, and we have not been able to get around this. However, as we state in Conjecture 1.3, we do not believe that this restriction affects the approximation ratio achieved: by the intuition above, positive configurations seem to be the ones that are hard to round, so restricting our attention to such configurations should not be a problem. And indeed, the configurations we use to show hardness for MAX 2-AND are all positive, as are all configurations which have appeared in previous proofs of hardness for 2-CSPs (e.g. for MAX CUT and MAX 2-SAT).
The Approximation Algorithm
The approximation algorithm for MAX CSP(P ) (Theorem 1.1) is based on the following theorem. A proof is given in the full version of this paper. Note that this theorem immediately implies Theorem 1.1 since α P (k) ≥ α(P ). We remark that the exact value of α P (k) is virtually impossible to compute for large k, making it somewhat hard to compare Theorem 4.1 with existing results. However, for MAX CUT, MAX 2-SAT and MAX 2-AND, it is not hard to prove that α(P ) is at least the performance ratio of existing algorithms.
We remark that the running time of the algorithm has a quite bad dependency on ; it scales as (1/ ) We prove Theorem 5.1 by constructing a PCP verifier which checks a supposed long coding of a good assignment to a UNIQUE LABEL COVER instance, and decides whether to accept or reject based on the evaluation of the predicate P on certain bits of these long codes. The verifier is parametrized by a family of k positive configurations Θ = {θ 1 , . . . , θ k } and a probability distribution on Θ. Again, we point out that the requirement that the configurations of Θ are positive is by necessity rather than by choice, and if we could get rid of it, the hardness of approximation yielded would exactly match the approximation ratio from Theorem 1.1. The set Θ corresponds to a set of vector configurations for the semidefinite relaxation of MAX CSP(P ). When proving soundness, i.e., in the case that there is no good assignment to the UNIQUE LABEL COVER instance, we prove that the best strategy for the prover corresponds to choosing a good rounding function R for the family of configurations Θ. Choosing a set of configurations which are hard to round, we obtain the desired result.
The PCP Reduction
Since we can negate variables freely, we will assume that the purported long codes are folded over true 4 (by selecting, for each pair (x, −x) of inputs one representative, say x, and then look up the value at −x by reading the value at x and negating the answer). Intuitively, this ensures that the prover's rounding function is odd, i.e. that R(ξ) = −R(−ξ). For a permutation σ ∈ S L and a bitstring
The verifier is given in Algorithm 1.
L such that each bit of x i is picked independently with expected value ξ i and that the j:th bits of x 1 and x 2 are ρ-
(6) Accept with probability P (b 1 , b 2 ) .
The completeness and soundness of V Θ are as follows (proofs can be found in the full version of this paper). 
Lemma 5.2 (Completeness
Combining the two lemmas and picking η small enough, we get that it is Unique Games-hard to approximate MAX CSP(P ) within
Picking a Θ with |Θ| = k that minimizes α P (Θ), we obtain Theorem 5.1.
Application to MAX 2-AND
Using the machinery developed in Sections 3 and 5, we are able to obtain an upper bound of β(P ) ≤ 0.87435 for the case when P (x 1 , x 2 ) = x 1 ∧ x 2 , i.e., the MAX 2-AND problem, establishing Theorem 1.4. We do this by exhibiting a set Θ of k = 4 (positive) configurations on 2 distinct non-zero ξ-values (and a probability distribution on the elements of Θ), such that α P (Θ) < 0.87435. The set of configurations Θ = {θ 1 , θ 2 , θ 3 , θ 4 } is given in Table 2 . The values of ξ A and ξ B are ξ A = 0.31988 To compute the hardness factor given by this set of configurations, we must compute
Since
we have that for θ = (ξ 1 , ξ 2 , ρ),
To specify such an R, it is enough to specify the values of R on the two angles ξ A and ξ B . Figure 1 gives a contour plot of the right-hand side of Equation (27) , as a function of the values of R(ξ A ) and R(ξ B ). There are two local maxima, one around the point (R(ξ A ), R(ξ B )) ≈ (0.27846, 0.044376), and one around the point (1, −1) . Figure 2 gives a contour plot of the area around the first point. This maximum turns out to be approximately 0.87434075. At the point (1, −1) (which is indeed the other maximum), the approximation ratio is approximately 0.87434007. Thus, we have α P (Θ) ≤ 0.87435.
Note that in general, given a Θ (and a probability distribution on its elements), the very problem of computing α P (Θ) is a difficult numeric optimization problem. However, for the Θ we use, the number of distinct ξ-values used is small, so that computing α P (Θ) in this case is a numeric optimization problem in 2 variables, which we are able to handle.
Using only one non-zero ξ-value one can obtain a bound of 0.87451, i.e., only slightly worse than the best bound we have been able to achieve using two ξ-values. Details about this can be found in the full version of this paper. It seems likely that additional improvements can be made by using more and more ξ-values, though these improvements will be quite small. Indeed, using larger Θ we are able to improve upon Theorem 1.4, but the improvements we have been able to make are minute (of order 10 −5 ), and it becomes a lot more difficult to verify them.
Concluding Remarks
We remark that it is a fairly straightforward task to adapt these results to the MAX CSP + (P ) problem, obtaining statements analogous to Theorems 1.1 and 1.2. The only Figure 1. The entire range of R difference is that we drop the requirement that a rounding function has to be odd (since we cannot fold the long codes over true anymore, we would not be able to enforce such a constraint). However, in doing so, we also lose the possibility to force a rounding function R to satisfy R(0) = 0. The configurations that we use for proving hardness of MAX 2-AND rely heavily on this property, and it is for this reason that those results do not apply to the MAX DI-CUT problem directly. In other words, we are not able to obtain a statement similar to Theorem 1.4 for the MAX DI-CUT problem. Whether this is because the MAX DI-CUT problem is easier to approximate than MAX 2-AND, or whether we just have to spend some more time searching for a "bad" set of configurations, we do not know, but we conjecture that the latter is true and that they are equally hard. However, today we do not even know whether balanced instances of the MAX DI-CUT problem are the hardest or not.
If P is monotone, the MAX CSP + (P ) problem is trivially solvable, so there are cases where MAX CSP + (P ) is easier than MAX CSP(P ). Lacking results on MAX DI-CUT, it would be interesting to determine whether there are other examples than these trivial ones. A good candidate would probably be an "almost monotone" P (recall that P is real-valued.).
Recently, O'Donnell and Wu have done a complete analysis of the "approximability curve" of the MAX CUT problem, exhibiting an algorithm, integrality gap, and UGCbased hardness result which all match [30] . It will be interesting to see whether their results can be extended to other MAX 2-CSP problems. 
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