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REMARKS ON QUANTUM SYMMETRIC ALGEBRAS
ALEXANDRU CHIRVASITU AND MATTHEW TUCKER-SIMMONS
Abstract. We examine the quantum symmetric and exterior algebras of
finite-dimensional Uq(g)-modules first systematically studied in [BZ08] and
resolve some of the questions raised therein. We show that the difference (in
the Grothendieck group) between the quantum symmetric and exterior cubes
of a finite-dimensional module is the same as it is classically. Furthermore,
we show that quantum symmetric algebras are commutative in an appropri-
ate sense. We make extensive use of the coboundary structure on the module
category.
1. Introduction
An important problem in the representation theory of a complex semisimple Lie
algebra g is to understand the decomposition into simple submodules of the sym-
metric and exterior powers of a finite-dimensional g-module. This motivated Beren-
stein and Zwicknagl [BZ08] to introduce quantum analogues Sq(V ) and Λq(V ) of
the classical symmetric and exterior algebras for a finite-dimensional Uq(g)-module
V . These are quotients of the tensor algebra of V by relations obtained from the
braiding of V with itself. The relations are homogeneous, and hence both Sq(V )
and Λq(V ) are naturally graded.
The module V is defined to be flat [BZ08, Definition 2.27] if the graded com-
ponents of Sq(V ) (or equivalently of Λq(V )) have the same dimensions as they do
classically. This is not automatic. For example, Rossi-Doria [RD99] showed that the
four-dimensional simple Uq(sl2)-module is not flat. In fact, Zwicknagl has shown
that for any semisimple g there are only finitely many flat simple Uq(g)-modules
[Zwi09, Theorems 3.12, 4.23]. The latter result asserts that V is flat if and only if
S(V ), the symmetric algebra of the classical limit of V , is Poisson with respect to
a bracket coming from a classical r-matrix for g. Heckenberger and Kolb indepen-
dently proved that these modules are flat [HK04, Corollary 6.2], and applied this to
study the associated quantum exterior algebras in [HK06a, Propositions 3.6, 3.7].
The results of [HK04,HK06a] hold for all non-roots of unity q ∈ C×. By contrast, q
is a formal variable in [BZ08,Zwi09], which means that the arguments therein will
only specialize to transcendental deformation parameters.
In general, Sq(V ) is a deformation of a Poisson quotient of S(V ) [BZ08, Theorem
2.21]. Thus we may hope that understanding quantum symmetric algebras will lead
to some insight into deformations of Poisson structures.
The structure of this paper is as follows.
In Section 2 we set notation and recall various notions about quantized universal
enveloping algebras and their module categories.
This research was conducted while the first and second authors were supported in part by
National Science Foundation grants DMS-0901554 and DMS-1066368, respectively.
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In Section 3 we show that the homogeneous components of Sq(V ) and Λq(V )
can be embedded naturally back into the tensor algebra, which answers a question
of Berenstein and Zwicknagl; see discussion after [BZ08, Problem 2.12].
Section 4 contains the first main result of the paper. Since Sq(V ) is an analogue
of the symmetric algebra S(V ), it is natural to ask whether Sq(V ) can be obtained
in some sense as an “enveloping quantum commutative algebra” of the module V .
Theorem 4.2 shows that this is indeed the case, regardless of whether or not V is
flat. In preparation for this, we begin Section 4 with an extended discussion on
continuity and limits of Uq(g)-actions as q → 1, using techniques similar to those
in [Wen98, §2.1].
In Section 5 we prove a refined version of [BZ08, Conjecture 2.26]. For a finite-
dimensional vector space V , a simple dimension count shows that
dimS3V − dimΛ3V = (dim V )2.
Suppose now that V is a finite-dimensional Uq(g)-module. Replacing S
3V and
Λ3V with S3qV and Λ
3
qV , respectively, the analogous identity holds when V is
flat. Roughly speaking, Conjecture 2.26 states that the same equality holds for
any simple Uq(g)-module, regardless of flatness. This means that the quantum
symmetric and exterior cubes exhibit the same amount of collapsing in the non-flat
case. Theorem 5.1 implies the conjecture by analyzing the element S3qV − Λ
3
qV in
the Grothendieck group of finite-dimensional Uq(g)-modules.
Acknowledgement. We would like to thank Sebastian Zwicknagl for the interest
shown in this work, and for helpful discussions and suggestions.
2. Notation and preliminaries
2.1. The Lie algebra. Let g be a finite-dimensional complex semisimple Lie al-
gebra with fixed Cartan subalgebra h and corresponding root system ∆ ⊆ h∗. We
fix a choice of positive roots ∆+ which determines simple roots {α1, . . . , αr}. The
Killing form on g determines a nondegenerate symmetric bilinear form (· | ·) on h∗,
normalized so that (α | α) = 2 for short roots α. If we denote di =
(αi|αi)
2 , then
the Cartan matrix is (aij), determined by aij =
(αi|αj)
di
. The fundamental weights
are {ωi, . . . ωr}, determined by (ωi | αj) = δijdj . We denote the weight lattice by
P = Z〈ω1, . . . , ωr〉, and the set of dominant weights by P
+ = {λ ∈ P : (λ | αi) ≥
0, ∀i} (this is nothing but the set of non-negative linear combinations of ωi’s).
Let mij = 2, 3, 4 or 6 according to whether aijaji = 0, 1, 2 or 3, respectively.
Recall that the braid group Bg of g is defined by generators si for 1 ≤ i ≤ r and
relations
sisjsi . . . = sjsisj . . . , i 6= j
with mij symbols on each side of the ‘=’ sign; see [KS97, §6.2.1].
2.2. The quantized universal enveloping algebra. Let q > 0 be a deformation
parameter. We focus on the positive real case because we need to use the compact
real form of Uq(g).
Denote qi = q
di . The quantum number [N ]q associated to a positive integer N is
defined to be
qN − q−N
q − q−1
, and [N ]q! denotes the quantum factorial [1]q[2]q . . . [N ]q.
We may sometimes write [N ]i and [N ]i! for [N ]qi and [N ]qi ! respectively.
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The quantized universal enveloping algebra Uq(g) is the complex, associative,
unital algebra generated by Ei, Fi, and K
±1
i for 1 ≤ i ≤ r, with relations ensuring
that the Ki’s are invertible and commute with one another, together with
(2.1) KiEjK
−1
i = q
aij
i Ej ,
(2.2) KiFjK
−1
i = q
−aij
i Fj ,
(2.3) EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
and the quantum Serre relations, namely
(2.4)
1−aij∑
N=0
(−1)NE
(1−aij−N)
i EjE
(N)
i = 0 =
1−aij∑
N=0
(−1)NF
(1−aij−N)
i FjF
(N)
i
whereE
(N)
i =
ENi
[N ]i!
is theNth divided power ofEi, and F
(N)
i is defined analogously.
Moreover, Uq(g) is a Hopf algebra when endowed with the comultiplication ∆
and counit ε defined by
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,
∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
∆(Ki) = Ki ⊗Ki
and
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1
respectively, and this uniquely determines the antipode.
There is an action of the braid group Bg on Uq(g), which we denote by si 7→ Ti.
Let w0 be the longest word in the Weyl group of g, and fix a minimal decomposition
w0 = wi1 . . . win of w0 into a product of simple reflections in the Weyl group. Here
wi is the reflection corresponding to the simple root αi. The positive roots of g are
exhausted by the sequence
βk = wi1 . . . wik−1 (αk),
and then the quantum root vectors in Uq(g) are defined by
Eβk = Ti1 . . .Tik−1 (Eik), Fβk = Ti1 . . .Tik−1 (Fik).
We refer to [KS97, §6.2] for further details. The divided powers of the quantum
root vectors are defined to be
E
(N)
β =
ENβ
[N ]qβ !
, F
(N)
β =
FNβ
[N ]qβ !
,
where qβ = q
(β|β)
2 .
When the need for uniform notation arises, we will write U1(g) for the usual
enveloping algebra of g, with generators denoted by Ei, Fi, Hi, 1 ≤ i ≤ r. This is
a Hopf algebra with all elements of g primitive.
We give Uq(g) the ∗-structure called the compact real form, determined by
E∗i = KiFi, F
∗
i = EiK
−1
i , K
∗
i = Ki,
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with corresponding ∗-structure
E∗i = Fi, F
∗
i = Ei, H
∗
i = Hi
on U1(g).
We will also need a formal version of Uq(g). Let ν be a formal variable, and
define νi = ν
di . Define UQν (g) to be the Q(ν)-algebra with generators Ei, Fi, and
K±1i with relations obtained by replacing q with ν in (2.1), (2.2), (2.3), and (2.4);
quantum numbers and factorials (and hence divided powers) are defined identically
for ν as for q. The comultiplication and counit of UQν (g) are defined by the same
formulas as for Uq(g). The braid group Bg acts on U
Q
ν (g), and the quantum root
vectors and their divided powers are defined as in Uq(g). Finally, U
Z
ν (g) denotes
the Z[ν, ν−1]-subalgebra of UQν (g) generated by the divided powers E
(N)
i , F
(N)
i and
the elements K±1i .
2.3. Representations of Uq(g). For each λ ∈ P
+ we denote by Vλ the finite-
dimensional irreducible Type 1 representation of Uq(g) with highest weight λ, and
by vλ a fixed highest weight vector. This means that Eivλ = 0 for all i, Vλ =
Uq(g)vλ, and for 1 ≤ i ≤ r we have Kivλ = q
(αi|λ)vλ. The same notation will be
used for simple g-modules and their highest weight vectors. Consult [CP95, §10.1]
for more details.
We let Oq denote the category of integrable Type 1 representations of Uq(g),
with morphisms given by all module maps. More specifically this is the category of
modules generated by the Vλ’s and closed under arbitrary direct sums. Similarly,
the category of integrable g-modules will be denoted by O1. The full subcategory
of Oq consisting of finite-dimensional objects will be denoted by Oqfin. Here, and
throughout the rest of this subsection, q is understood to be greater than 0. This
allows us to cover both the quantum and the classical cases.
The categories Oq and Oqfin have monoidal structures given by the usual tensor
product of C-vector spaces. In both categories, the unit object is the base field
C ∼= V0, which is a Uq(g)-module via the counit.
The preceding discussion on Oq carries over almost verbatim to UQν (g)-modules:
The category Oν of integrable UQν (g)-modules consists of direct sums of Type 1
finite-dimensional simple modules. We use the same symbols Vλ as before, as it
will be clear from the context whether we are discussing Uq(g) or U
Q
ν (g)-modules.
Both Oν and its full subcategory Oνfin consisting of finite-dimensional modules are
monoidal with respect to the usual tensor product of Q(ν)-vector spaces.
Up to a positive scalar multiple, there is a unique inner product on Vλ ∈ O
q,
conjugate-linear in the first variable and invariant under the action of Uq(g) in the
sense that
(av, w) = (v, a∗w)
for all a ∈ Uq(g) and v, w ∈ Vλ. We fix the scaling so that (vλ, vλ) = 1.
For an arbitrary representation V , fixing a decomposition
V ∼= ⊕jVλj
and inner products on the individual summands as explained above determines an
inner product on V by making those summands mutually orthogonal.
On tensor products of representations (each with a decomposition into irre-
ducibles) we take the tensor product of the inner products defined above.
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2.4. Braidings. The monoidal category Oq is braided. The braiding can be real-
ized in many ways, but there is a relatively standard choice, given by
RV,W = τ ◦R : V ⊗W →W ⊗ V,
where τ is the tensor flip and R is the R-matrix, which lives in an appropriate
completion of Uq(g)⊗ Uq(g). We do not give the construction of R explicitly here,
but see the proof of Lemma 4.10 for some details. The important point is that
R acts in tensor products of finite-dimensional representations; see [KS97, §8.3.3],
and also [KT09] for a nice description of the completion.
The properties that we need here are
R∆R−1 = ∆op,
R(v ⊗ w) = q(wt(v)|wt(w))v ⊗ w,
where ∆op = τ ◦ ∆ is the opposite comultiplication, and v, w are highest weight
vectors. From these properties it follows that R∗ = R21, where (a ⊗ b)
∗ = a∗ ⊗ b∗
and the ∗-structure extends to the completion by continuity. This implies that
R∗V,W = RW,V :W ⊗ V → V ⊗W,
where R∗V,W is the Hilbert space adjoint of RV,W with respect to the inner product
defined above in §2.3.
This all carries over to UQν (g), and we use the same notation for analogous
objects: R for the R-matrix, RV,W for the resulting braiding, and so on.
2.5. Coboundary categories. In this section we recall the definition of a cobound-
ary category [Dri89, §3] and discuss the cactus group, which is the coboundary-
category analogue of the braid group for a braided monoidal category.
A coboundary category is a monoidal category (C,⊗, 1C) with a natural isomor-
phism γ from ⊗ to ⊗op, i.e. for each pair of objects X,Y of C an isomorphism
γX,Y : X ⊗ Y → Y ⊗X
satisfying the relations
(2.5) γY,X ◦ γX,Y = id, (γY,Z ⊗ idX) ◦ γX,Y⊗Z = (idZ ⊗γX,Y ) ◦ γX⊗Y,Z ,
for all objects X,Y, Z of C.
In [HK06b] the authors define, for any objects A1, . . . , An in C and 1 ≤ p ≤ r <
t ≤ n an isomorphism
(2.6) σp,r,t = id⊗γ(Ap...Ar),(Ar+1...At) ⊗ id :
A1 . . . Ap−1(Ap . . . Ar)(Ar+1 . . . At)At+1 . . . An
→ A1 . . . Ap−1(Ar+1 . . . At)(Ap . . . Ar)At+1 . . . An,
where we have omitted the tensor symbols for readability.
For fixed p < t, the relations (2.5) imply that the various ways of composing the
maps σp′,r,t′ for p ≤ p
′ ≤ r < t′ ≤ t to get an isomorphism
A1 . . . Ap−1(Ap . . . At)At+1 . . . An ∼= A1 . . . Ap−1(At . . . Ap)At+1 . . . An
all give the same map, which they call sp,t. Alternatively, the sp,t can be defined
recursively by
(2.7) sp,p+1 = σp,p,p+1, sp,t = σp,p,t ◦ sp+1,t for t− p > 1.
This motivates the following:
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Definition 2.1. The n-fruit cactus group Jn is the abstract group generated by
elements sp,t for 1 ≤ p < t ≤ n with relations
(a) s2p,t = 1;
(b) sp,tsk,l = sk,lsp,t if p < t and k < l are disjoint, i.e. if t < k or l < p;
(c) sp,tsk,l = si,jsp,t if p ≤ k < l ≤ t, where i, j are determined by k + j = l + i =
p+ t.
For any object V of C, Lemmas 3 and 4 of [HK06b] state that the isomorphisms
sp,t introduced in (2.7) satisfy these relations, so Jn acts on V
⊗n.
There is a homomorphism Jn → Sn given by
(2.8) sp,t 7→ sˆp,t =
(
1 . . . p− 1 p . . . t t+ 1 . . . n
1 . . . p− 1 t . . . p t+ 1 . . . n
)
,
i.e. the involutive permutation which reverses the interval from p to t.
2.6. A coboundary structure on Oq. Taking polar decompositions of the braid-
ings we get maps σV,W which give O
q the structure of a coboundary category, as
shown for instance in [BZ08, KT09]. More precisely, the R-matrix has the polar
decomposition
R = R¯(R∗R)
1
2 = R¯(R21R)
1
2 ,
and we then define the coboundary operators by
σV,W = τ ◦ R¯V,W : V ⊗W →W ⊗ V,
where R¯V,W is the action of R¯ in V ⊗W and τ(v ⊗ w) = w ⊗ v. These operators
are unitary by construction and satisfy the coboundary relations (2.5). For V =W
we have that σV,V is a self-adjoint unitary operator on V ⊗ V , and more generally
σ∗V,W = σW,V .
2.7. Braidings on super-representations. In order to treat quantum symmetric
and exterior algebras on the same footing, we recall the notion of super-representations.
In particular, we want to show how to extend the braiding (and coboundary struc-
ture) on Oq to the corresponding category of super-representations.
We can do this in a more general setting. Let C be a category satisfying the
following hypotheses:
• C is preadditive, i.e. Hom-sets are abelian groups and composition of mor-
phisms is bilinear; [ML98, §I.8].
• C has finite coproducts;
• C is monoidal, and the coproduct distributes over the tensor product;
• C is equipped with a braiding.
By preadditivity, finite products coincide with coproducts, so we simply refer to
them as direct sums, and denote them by ⊕.
Given such a category C, we form the category SC = C × C whose objects are
pairs V = (V0, V1) of objects of C and whose morphisms are pairs f = (f0, f1)
of morphisms of C. In other words, the objects of SC are nothing but the Z/2-
graded, or super-objects of C, and we will refer to them as such, often identifying
(V0, V1) ∈ SC with the object V0 ⊕ V1 ∈ C, together with the information of its
decomposition into an even part V0 and odd part V1.
The tensor product V ⊗W of two objects V = (V0, V1) and W = (W0,W1) of
SC is defined by
(V ⊗W )0 = (V0 ⊗W0)⊕ (V1 ⊗W1), (V ⊗W )1 = (V0 ⊗W1)⊕ (V1 ⊗W0).
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The braiding on SC is determined by its restrictions to the summands of each
V ⊗W . For i, j ∈ {0, 1}, the braiding on the summand Vi ⊗Wj of V ⊗W defined
above is defined to be the braiding inherited from C, twisted by the sign (−1)ij . It
is straightforward to check that this does indeed make SC into a braided monoidal
category. We also note that this discussion carries over verbatim to coboundary
structures, so any coboundary monoidal category C gives rise to a coboundary
monoidal category SC. As it will be clear from the context whether we are placing
ourselves inside C or SC, we will typically denote the braidings (resp. coboundary
structures) on C and SC by the same symbol.
Finally, one last piece of notation: every object V ∈ C has both an even and an
odd incarnation in SC, namely (V, 0) and (0, V ), were 0 is the zero object of C. We
denote these by Vev and Vodd, respectively. In this notation, the monoidal unit for
SC is 1ev, where 1 is the monoidal unit for C.
The relevance of all of this lies in the observation that if one endows the category
Vect of vector spaces over some field with its usual symmetric monoidal structure,
then for any V ∈ Vect, the exterior algebra Λ(V ) can be recovered as the universal
commutative algebra in SVect generated by the odd copy Vodd ∈ SVect of V .
So in a sense, exterior algebras are nothing but symmetric algebras in a different
monoidal category. We will make all of this more precise for the categories Oq
and Oν below, after we recall the quantum versions of the symmetric and exterior
algebra constructions.
3. Embedding quantum symmetric and exterior algebras into the
tensor algebra
In this section we recall the definitions of quantum symmetric and exterior alge-
bras, and we address Question 2.12 of [BZ08].
3.1. Quantum symmetric and exterior algebras. We consider a fixed module
V in Oq and denote σ = σV,V . The spaces of symmetric and antisymmetric vectors
in V ⊗n for n ≥ 2 are defined by
(3.1)
Snq V = {v ∈ V
⊗n | σiv = v for 1 ≤ i ≤ n− 1},
Λnq V = {v ∈ V
⊗n | σiv = −v for 1 ≤ i ≤ n− 1},
respectively, where σi is σ acting in the i and i + 1 tensor factors of V
⊗n, and
the identity in all others. The quantum symmetric algebra and quantum exterior
algebra are defined as
Sq(V ) = T (V )/〈Λ
2
qV 〉, Λq(V ) = T (V )/〈S
2
qV 〉,
respectively. As the defining ideals are homogeneous, the algebras are graded, and
we denote their graded components by Snq (V ) and Λ
n
q (V ), respectively.
Remark 3.1. We emphasize that Snq V , with no parentheses, is a submodule of
V ⊗n, while Snq (V ) is a quotient of V
⊗n. The constructions V 7→ Snq V and V 7→
Snq (V ) are functorial in V , and similarly for Λ
n
q .
We note also that [BZ08] uses the notation SnσV , Λ
n
σV , rather than S
n
q V , Λ
n
qV ,
etc. We emphasize the dependence on the parameter q because later we will need
to consider what happens as q varies.
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We mentioned above that the point of §2.7 is to allow us to treat quantum
exterior algebras as quantum symmetric algebras in a different category. This
works as follows:
The construction of the quantum symmetric algebra makes sense for any object
in a pre-additive coboundary category, so in particular it makes sense in SOq. For
V ∈ Oq, the quantum symmetric algebra of Vodd in SO
q is exactly Λq(V ), together
with its Z/2-grading given by the parity of the homogeneous components.
In conclusion, Λq(V ) is, we think, more naturally thought of as an object of SO
q,
with its parity grading. Even though the process outlined in the previous paragraph
exhibits it as the quantum symmetric algebra on Vodd ∈ SO
q , we will nevertheless
use the notation Λq(Vodd) when we wish to emphasize this super-representation
structure.
3.2. Symmetrization and antisymmetrization. The following result exhibits
the quantum symmetric and exterior algebra of an object V ∈ Oq as subobjects
of the tensor algebra T (V ) in a canonical way. The resulting projections T (V ) ։
Sq(V ) →֒ T (V ) and T (V )։ Λq(V ) →֒ T (V ) can be regarded as q-analogues of the
usual symmetrization and antisymmetrization operators. We caution that explicit
formulas for these operators in terms of the braiding appear to be very complicated
except in simple cases, such as when the braiding satisfies a Hecke-type relation.
Proposition 3.2. For each V ∈ Oq and n ≥ 2, the natural composite morphisms
Snq V →֒ V
⊗n
։ Snq (V ),
Λnq V →֒ V
⊗n
։ Λnq (V )
are isomorphisms in Oq.
Proof. We carry out the proof in the first case, and the second follows analogously.
Let us denote J = 〈Λ2qV 〉, and the degree n component of this ideal by J
n = J∩V ⊗n.
Then we have
Jn =
n−1∑
i=1
ker(σi + id),
and so
(3.2) (Jn)⊥ =
(
n−1∑
i=1
ker(σi + id)
)⊥
=
n−1⋂
i=1
ker(σi + id)
⊥.
In §2.6 we observed that σ is self-adjoint, and hence each σi is self-adjoint as well.
Since σi is involutive, we have
ker(σi + id)
⊥ = ker(σi − id),
so the right-hand side of (3.2) is equal to
n−1⋂
i=1
ker(σi − id) = S
n
q V.
Then we have V ⊗n = Jn ⊕ Snq V , and the conclusion follows. 
Remark 3.3. Corollary 2.10 of [BZ08] asserts that the modules SqV and ΛqV are
naturally coalgebras in Oq with the deconcatenation coproduct. On the other hand
Sq(V ) and Λq(V ) are naturally algebras in O
q. Proposition 3.2 above allows us
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to transfer the coalgebra structures naturally to Sq(V ) and Λq(V ). It would be
interesting to study the compatibility of the algebra and coalgebra structures.
4. Quantum symmetric algebras are commutative
Classically, for a vector space V , the symmetric algebra S(V ) is the enveloping
commutative algebra of V in Vect. It is natural to ask whether the same is true of
quantum symmetric algebras, for a suitably defined notion of commutativity.
Recall that an algebra in a monoidal category C is an object A with morphisms
mA : A ⊗ A → A and uA : 1C → A satisfying the usual associativity and unit
axioms. If C is equipped with a braiding (RV,W ), there is an obvious notion of
commutative algebra A, namely requiring mA ◦ RA,A = mA. The algebras Sq(V )
are usually not commutative in this sense, essentially because the braidings RV,V
generally do not have 1 as an eigenvalue. The following notion is more appropriate
for our purposes:
Definition 4.1. We say that an algebra object A in a coboundary category C is
commutative if mA ◦ γA,A = mA, where γA,A is the coboundary operator. For an
object V of C, an enveloping commutative algebra of V is a commutative algebra A
in C with a morphism V → A such that any morphism from V to a commutative
algebra B in C factors uniquely through a map of algebras A→ B.
As usual with such universal constructions, if V → A exists as above then it is
unique up to unique isomorphism. Our goal in this section is to prove the following
result:
Theorem 4.2. Let q > 0 be transcendental and let V ∈ Oqfin.
(a) The composition V → T (V ) → Sq(V ) makes Sq(V ) into an enveloping com-
mutative algebra of V in Oq.
(b) The composition Vodd → T (Vodd)→ Λq(Vodd) makes Λq(Vodd) into an envelop-
ing commutative algebra of Vodd in SO
q.
We expect that the conclusion of this theorem holds for all positive q 6= 1, but
our proof does not extend to algebraic deformation parameters. Before going into
the proof, we need some preparation.
4.1. Classical limits of coboundary structures. We now consider the cobound-
ary structure on O described in §2.6. Our goal is to show that, for a fixed object
V , the action of the cactus group Jn on V
⊗n is continuous with respect to the
parameter q, and specializes to the usual action of Sn at q = 1.
Some work is needed in order to make this goal precise. For each q > 0 there
is a Hopf algebra Uq(g) with its corresponding category O
q of integrable modules.
In order to make rigorous arguments about continuity of families of operators, for
each λ ∈ P+ we need to somehow be able to identify the underlying vector spaces
of the simple Uq(g)-modules Vλ for all q. Kashiwara’s notion of global crystal basis
[Kas91], [Lus10, §14.4] is a tool which will allow us to make this identification
coherently. The crystal basis is constructed in the context of a formal deformation
parameter ν. We want to work with complex deformation parameters, and therefore
we will need to make sure that the arguments involving the crystal basis can be
specialized to complex numbers.
Definition 4.3. For λ ∈ P+, we let V Cλ be the complex vector space with basis
Bλ, where Bλ is the global crystal basis for the U
Q
ν (g)-module Vλ.
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We will use V Cλ as the underlying vector space of the simple Uq(g)-modules with
highest weight λ for all q > 0. The relevance of the crystal basis is that the pair
(Vλ, Bλ) is a based module for U
Q
q (g) in Lusztig’s sense [Lus10, §27.1.2, §27.1.4].
The property that we need is that UZν (g) preserves the Z[ν, ν
−1]-submodule of
Vλ generated by Bλ. This is important for us because Laurent polynomials are
specializable at any nonzero complex number.
Convention 4.4. Let V be a Q(ν)-vector space with a distinguished basis B,
and let T : V → V be a linear map. If T preserves the Z[ν, ν−1]-span of B (or
equivalently, the matrix coefficients of T with respect to B lie in Z[ν, ν−1]) then we
will say that T acts on B by Laurent polynomials.
We will now define an action of each Uq(g) on V
C
λ for q > 0. We need to treat the
q 6= 1 and q = 1 cases separately because the generators Ki do not have analogues
in U1(g).
For q 6= 1, we define the action of the generators Ei, Fi,Ki of Uq(g) on the basis
Bλ by specializing the actions of the generators Ei, Fi,Ki of U
Q
ν (g), respectively,
at ν = q. This specialization is possible because the matrix coefficients of the
generators of UQν (g) with respect to Bλ lie in Z[ν, ν
−1], and hence can be evaluated
at ν = q for q 6= 0. This defines a representation since the relations of Uq(g) are
obtained from those of UQν (g) by replacing ν with q.
For q = 1, we define operators ei, fi, and hi on V
C
λ by specializing the actions
on Bλ of the elements Ei, Fi, and
Ki−K
−1
i
νi−ν
−1
i
of UQν (g), respectively, at ν = 1. Note
that
Ki−K
−1
i
νi−ν
−1
i
scales a vector of weight µ by
ν
(µ|α∨i )
i − ν
−(µ|α∨i )
i
νi − ν
−1
i
,
which is a Laurent polynomial, and hence specializing the action of this element at
ν = 1 makes sense. We now show that these operators define a representation of
U1(g).
Lemma 4.5. The operators ei, fi, and hi on V
C
λ satisfy the relations
[hi, ej ] = aijej, [hi, fj ] = −aijfj, [ei, fj ] = δijhi,
as well as the Serre relations
1−aij∑
N=0
(−1)N
(
1− aij
N
)
e
1−aij−N
i eje
N
i = 0
and
1−aij∑
N=0
(−1)N
(
1− aij
N
)
f
1−aij−N
i fjf
N
i = 0,
and hence Ei 7→ ei, Fi 7→ fi, Hi 7→ hi determines a representation of U1(g) on V
C
λ .
Remark 4.6. It follows from Lemma 4.7 below that V Cλ is the simple g-module of
highest weight λ.
Proof. The Serre relations for the ei and fi follow immediately from the quantum
Serre relations (2.4), and the relation [ei, fj ] = δijhi follows from (2.3).
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In UQν (g) we have the relation[
Ki −K
−1
i
νi − ν
−1
i
, Ej
]
=
ν
aij
i − 1
νi − ν
−1
i
(EjKi +K
−1
i Ej)
=
ν
2aij
i − 1
(νi − ν
−1
i )(ν
aij
i + 1)
(EjKi +K
−1
i Ej).
Since νi − ν
−1
i divides ν
2aij
i − 1 in Z[ν, ν
−1], the fraction is specializable at ν = 1,
and its value is
aij
2 . Since Ki specializes to the identity, this gives the relation
[hi, ej ] = aijej. The relation [hi, fj ] = −aijfj follows similarly. 
Hence V Cλ carries an action of Uq(g) for all q > 0. Next we will show that these
actions are continuous in q in an appropriate sense. For a fixed i, the action of
Ei ∈ Uq(g) determines a family of operators on V
C
λ parametrized by q > 0, and
similarly for the Fi. For the Cartan parts of the algebras, for uniformity of notation
we define elements Hi ∈ Uq(g) and Hi ∈ U
Q
ν (g) by
Hi =
Ki −K
−1
i
qi − q
−1
i
and Hi =
Ki −K
−1
i
νi − ν
−1
i
,
respectively, for 1 ≤ i ≤ r. Then the action of Hi ∈ Uq(g) also determines a family
of operators on V Cλ indexed by q > 0.
Lemma 4.7. For each i, the family of operators on V Cλ given by the action of
Ei ∈ Uq(g) for q > 0 is continuous in q, and similarly for the families coming from
Fi and Hi.
Proof. This follows from the fact that Ei, Fi, Hi ∈ U
Q
ν (g) act on the basis Bλ by
Laurent polynomials in ν, and the actions of Ei, Fi, Hi ∈ Uq(g) are obtained by
specializing to ν = q. 
Now we would like to extend this identification to non-simple modules and to
tensor products. For a finite-dimensional Uq0(g)-module V , we want to construct a
complex vector space V C carrying an action of Uq(g) for all q > 0 such that V ∼= V
C
as Uq0(g)-modules. We also want these actions to be continuous in q as in Lemma
4.7. To do this, we choose a decomposition
V ∼=
⊕
j
Vλj
of V into simple Uq0(g)-modules, and define
V C =
⊕
j
V Cλj ;
it is clear that V C has the desired properties. To extend this to tensor products,
given finite-dimensional Uq0(g)-modules V1, . . . , Vn, we define
(V1 ⊗ · · · ⊗ Vn)
C = V C1 ⊗ · · · ⊗ V
C
n .
Since all Uq(g) act on the individual modules Vi, they also act on the tensor product,
and again the actions are continuous in q.
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Remark 4.8. For a Uq0(g)-module X , there is some ambiguity in the notation X
C.
We emphasize that whenever we present X as a tensor product X = V1 ⊗ · · · ⊗ Vn,
by XC we mean that we choose decompositions of the individual tensor factors Vi
and then take the tensor product of the individual V Ci rather than an arbitrary
decomposition of X into simple modules.
Of course, XC also depends on the decomposition of each Vi into simple submod-
ules. This is not a problem, however, since we only perform this construction for
one module at a time. In other words, we neither assert, nor require, that X 7→ XC
is a functor.
Convention 4.9. For a Uq0(g)-module V , the vector space V
C carries an action of
Uq(g) for all q > 0, and V
C ∼= V as Uq0(g)-modules. From now on, we will tacitly
replace V by V C, thereby allowing all Uq(g) to act on V itself. Remark 4.8 always
applies to tensor products.
For any V andW , the R-matrices for the various Uq(g) form a family of operators
Rq on V ⊗W , and we define a family R¯q similarly. For n ≥ 2, the cactus group Jn
acts on V ⊗n as in §2.5, and we denote the resulting homomorphism by ρq : Jn →
GL(V ⊗n).
In order to discuss specializability and continuity of the coboundary operators,
we need the following auxiliary result:
Lemma 4.10. Let λ ∈ P+ and Bλ the global crystal basis of Vλ. Let V,W ∈ O
ν
fin
and let B be a basis for V ⊗W as constructed above.
(a) The divided powers E
(N)
β , F
(N)
β of the quantum root vectors act on Bλ by Lau-
rent polynomials.
(b) The R-matrix R of UQν (g) acts on B by Laurent polynomials.
(c) Let R¯ : V ⊗W → V ⊗W be the action of R¯ as in §2.6. The matrix coefficients
of R¯ with respect to the basis B lie in Q(ν
1
m ), where m is the smallest positive
integer such that m(P|P) ⊆ 2Z.
Proof. (a) We already know that the divided powers of the generators Ei and Fi
act on Bλ by Laurent polynomials. Now we want to extend this to the quantum
root vectors.
Since Eβ = T (Ei) for some i, where T is an automorphism coming from some
element of the braid group of g, and since νβ = νi, we have E
(N)
β = T (E
(N)
i ), and
similarly for Fβ .
The formulas in [Lus10, 41.1.2] can be adapted to show that UZν (g) is preserved
by the braid group action, and hence the divided powers of the quantum root
vectors lie in UZν (g). (Lusztig works with a modified form U˙ of U
Q
ν (g); note that
the braid group action Ti from [KS97, 6.2.2] coincides with Lusztig’s T
′′
i,1.)
Finally, elements of UZν (g) act on Bλ by Laurent polynomials, and in particular
this is true for the divided powers of the quantum root vectors.
(b) We can assume without loss of generality that V and W are simple. We
recall from [KS97, 8.3.3] that the action of the R-matrix in V ⊗ W is given by
R = D ◦R, where
D(v ⊗ w) = ν(wt(v)|wt(w))v ⊗ w
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for weight vectors v, w (Klimyk-Schmu¨dgen use BVW instead of D), and
(4.1) R =
∞∑
t1,...tn=0
n∏
j=1
(1− ν−2βj )
tj
[tj ]νβj !
ν
tj(tj+1)/2
βj
E
tj
βj
⊗ F
tj
βj
.
Here n is the number of positive roots of g, the βj are the positive roots, and
νβ = ν
(β|β). The order in the product is determined by this decomposition as well.
Note that this is a finite sum since the root vectors act nilpotently in V and W .
We now show that R acts on B by Laurent polynomials. Rearranging (4.1) by
dividing the E
tj
βj
term by [tj ]νβj !, we get a linear combination of terms of the form∏
j
E
(tj)
βj
⊗ F
tj
βj
with coefficients in Z[ν, ν−1]. The conclusion follows from applying
part (a) to these terms.
(c) By definition we have
R¯ = R(R21R)
− 12 .
By part (b) we only need to examine the action of the R21R factor. According to
the construction of the basis B, it is enough to prove the statement when V = Vµ
and W = Vν . By [KS97, 8.4.2 Proposition 22], R21R acts as the scalar
(4.2) ν−(µ|µ+2ρ)−(ν|ν+2ρ)+(λ|λ+2ρ)
on the Vλ-isotypic component of Vµ ⊗ Vν . Since the inverse square root of (4.2)
belongs to Q(ν
1
m ), the result follows. 
Proposition 4.11. Let V,W ∈ Oqfin and n ≥ 2. Allow all Uq(g) to act on V and
W and let Rq, R¯q, and ρq : Jn → GL(V
⊗n) be as in Convention 4.9.
(a) The family Rq is continuous for q 6= 1 and extends continuously to q = 1, with
R1 = id.
(b) The family R¯q is continuous for q 6= 1 and extends continuously to q = 1, with
R¯1 = id.
(c) For any x ∈ Jn the family ρq(x) ∈ GL(V
⊗n) is continuous for q 6= 1 and ex-
tends continuously to q = 1. The resulting homomorphism ρ1 : Jn → GL(V
⊗n)
factors through the canonical action of Sn by means of the homomorphism (2.8).
Proof. (a) By part (b) of Lemma 4.10, and since Laurent polynomials in q are
continuous for q ∈ (0,∞), we conclude that q 7→ Rq is continuous. At q = 1,
the terms (1 − q−2βj )
tj of (4.1) vanish except when tj = 0, leaving only the term
t1 = · · · = tn = 0, which acts as the identity. Hence R1 = id.
(b) Recall that R¯q = Rq(R21R)
− 12
q ; (R21)q = τ ◦ Rq ◦ τ is continuous in q, so
we need only the fact that T 7→ T−
1
2 is a continuous function on operators with
positive spectrum. This can be seen using the holomorphic functional calculus for
the Banach algebra End(V ⊗W ) and the fact that x 7→ x−
1
2 is holomorphic on the
right half-plane. Since Rq → id by (a), the conclusion follows.
(c) Apply part (b) to the operators σp,r,t defined in (2.6), which generate Jn. 
The following result is the cornerstone of the proof that Sq(V ) and Λq(Vodd) are
commutative algebras in Oq and SOq , respectively.
Proposition 4.12. The space Snq V is fixed pointwise by the action of the cactus
group Jn. Similarly, the space Λ
n
q Vodd is fixed pointwise by the action of the cactus
group Jn coming from the coboundary structure on SO
q as in §2.7.
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Proof. We focus on Snq V , but we will indicate briefly at the end how to modify the
proof to handle the antisymmetric case.
By induction on n, we can assume that Snq V is fixed pointwise by all ρq(sp,t)
with t − p < n− 1. Indeed, there are two natural embeddings of Jn−1 into Jn, as
elements acting on either the first or last n−1 tensor factors of V ⊗n. The condition
t− p < n− 1 means that sp,t acts on at most n− 1 consecutive tensor factors, and
hence it can be regarded as an element of Jn−1 via one of these two embeddings.
Since s1,n together with these sp,t generate all of Jn (see [HK06b, Lemma 3 (v)]),
it is enough to show that ρq(s1,n) acts as the identity on S
n
q V . By [HK06b, Lemma
4], s1,n normalizes the subgroup of Jn generated by the si,i+1 and so the submodule
Snq V is invariant under ρq(s1,n). Since s1,n is involutive, its eigenvalues can be only
±1, so we must show that −1 does not occur as an eigenvalue on Snq V .
Suppose that ρq(s1,n) has an eigenvalue −1 on S
n
q V . Our plan is to show that
ρq(s1,n) must therefore have −1 as an eigenvalue on S
n
q V for all transcendental
q. We will then employ a limiting argument to obtain a contradiction with the
continuity in q of the actions of Jn.
By part (c) of Lemma 4.10 (which carries over to the q ∈ C setting because
q is transcendental), there is an eigenvector vq ∈ S
n
q V for ρq(s1,n) with eigen-
value −1 which is in the Q(q)-span of the basis B for V ⊗n. Then the equality
ρq(s1,n)vq = −vq becomes a system of rational equations in q. Since q is transcen-
dental, this system of equations must hold identically wherever they are defined,
and in particular they hold if we replace q with any positive number q˜. Since the
matrix coefficients of ρq(s1,n) and ρq˜(s1,n) are obtained from those of Lemma 4.10
(c) by replacing ν with q and q˜, respectively, this implies that ρq˜(s1,n)vq˜ = −vq˜,
where by vq˜ we mean replacing q with q˜ in the coordinates of vq.
In order to pass to the limit at q˜ = 1, we scale the vq˜ so that they are uniformly
bounded and uniformly bounded away from zero with respect to an arbitrary but
fixed inner product. By compactness, there is a nonzero limit point v1 of the vq˜ as
q˜ → 1, which will be an eigenvector for ρ1(s1,n) with eigenvalue −1 by Proposition
4.11 (c). Moreover v1 ∈ S
nV also by Proposition 4.11 (c). This is a contradiction:
ρ1(s1,n) acts trivially on S
nV since ρ1 factors through the symmetric group action.
The proof for Λnq Vodd is the same, recalling that the minus signs from the defi-
nition of Λnq V in (3.1) are absorbed into the coboundary structure of SO
q. 
Remark 4.13. Note that the elements si,i+1 do not generate the cactus group
Jn. Nevertheless, Proposition 4.12 says that if an element of V
⊗n is fixed by all
si,i+1 then it is fixed by all of Jn. There is no reason to expect that an arbitrary
coboundary structure has this property.
4.2. Proof of the theorem. We first prove commutativity:
Proposition 4.14. For a transcendental number q > 0 and a module V in Oqfin,
the algebra Sq(V ) is commutative in O
q, while Λq(Vodd) is commutative in SO
q.
Proof. We will only prove the statement concerning Sq(V ). Only minimal changes
are required in order to adapt the proof to Λq(Vodd).
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We show that Sq(V ) is commutative by lifting everything to the tensor algebra.
Let n ≥ 2 and 1 ≤ r < n. We want to show that the lower triangle in the diagram
T r⊗Tn−r Tn
Tn−r⊗T r
Sr⊗Sn−r Sn
Sn−r⊗Sr
m
γq m
m
γq m
pi⊗pi pi
pi⊗pi
commutes. Here Sn = Snq (V ) and T
n = V ⊗n, while π : T n → Sn is the quotient
map, γq = ρq(σ1,r,n) (see §2.5 and Convention 4.9), and m denotes multiplication.
Since all of the squares in the diagram commute and π⊗π is surjective, a diagram
chase shows that it suffices to prove that
π ◦m ◦ γq = π ◦m : T
r ⊗ T n−r → Sn.
The two upperm arrows are the canonical identifications of T r⊗T n−r and T n−r⊗T r
with T n, so we can regard γq as an operator on T
n. With this identification in mind,
we need to prove that π ◦ γq = π, or in other words that ran(γq − id) ⊆ ker(π).
Equivalently, we will show that ker(π)⊥ ⊆ ran(γq − id)
⊥. Equation (3.2) says that
ker(π)⊥ = Snq V (note that ρq(si,i+1) = σi in the notation of (3.2)). On the other
hand, since γq is unitary, we have
ran(γq − id)
⊥ = ker(γ∗q − id) = ker(γ
−1
q − id),
so we need to show that γq acts as the identity on S
n
q V . This follows from Propo-
sition 4.12.
To prove that Λq(Vodd) is commutative in SO
q , merely replace γ with its super-
analogue as in §2.7 and Snq (V ) with Λ
n
q (Vodd). 
Finally, everything we need for the proof of the main result of this section is in
place.
Proof of Theorem 4.2. As above, we will only deal with the statement concerning
Sq(V ), the case of Λq(Vodd) being analogous.
We know from Proposition 4.14 that Sq(V ) is commutative, so it remains only
to verify the universality property. Suppose that A is a commutative algebra in Oq
and f : V → A is a module map. By the universal property of the tensor algebra,
f lifts uniquely to a morphism of algebras f˜ : T (V ) → A. We only need to show
that f˜ factors as
T (V )
pi
−→ Sq(V )
fˆ
−→ A,
or in other words that 〈Λ2qV 〉 ⊆ ker(f˜). The uniqueness of fˆ will then follow from
uniqueness of f˜ and surjectivity of the quotient map T (V )→ Sq(V ).
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We now show that Λ2qV ⊆ ker(f˜). On the degree two component of T (V ), f˜ is
defined by f˜(v ⊗ w) = m(f(v) ⊗ f(w)), where m is the multiplication map of A.
By the functoriality of the coboundary operators, (f ⊗ f)(Λ2qV ) ⊆ Λ
2
qA. Hence it
suffices to show that m vanishes on Λ2qA. But this is immediate from the definition
of commutativity. 
5. The Grothendieck group of Uq(g)-reps
For q > 0, let Oqfin denote the full subcategory of O
q consisting of finite-
dimensional modules. The categories Oqfin are all semisimple (every module is a
finite direct sum of simple modules), their simple objects are all indexed by P+,
and their fusion rules are the same. Hence, this identification of simple objects
induces a canonical isomorphism of the Grothendieck semirings of these categories;
we denote this common semiring by K+, and the corresponding Grothendieck ring
by K. We denote multiplication in K by · or simply by juxtaposition when ap-
propriate. Defining K+ to be the positive cone determines a partial order ≤ on
K.
We will often abuse notation by denoting a Uq(g)-representation and the corre-
sponding element of K by the same symbol. For λ ∈ P+, the notion of multiplicity
of Vλ in a Uq(g)-module extends in the evident manner to a notion of multiplicity
of Vλ in an element of K
+ or K. Note that the multiplicity of Vλ in an element of
K can be negative.
For any non-negative integer n, the endofunctors V 7→ Snq V and V 7→ Λ
n
q V of
the categories Oqfin descend to functions S
n
q ,Λ
n
q : K
+ → K+. Note that Sn1 and
Λn1 are induced by the usual symmetric and exterior powers of g-modules, and we
denote these just by Sn and Λn, respectively.
Our goal in this section is to prove the following:
Theorem 5.1. The identity
(5.1) S3qV − Λ
3
qV = S
3V − Λ3V
holds in K for any V ∈ K+ and any transcendental q > 0.
As with Theorem 4.2, we expect this result to hold for all positive q.
Remark 5.2. As an abelian semigroup, K+ is freely generated by (the classes of)
the modules Vλ for λ ∈ P
+. It follows that K+ injects into K. Hence the statement
of Theorem 5.1 can be lifted to the equality
S3qV + Λ
3V = S3V + Λ3qV
in K+.
The motivation for Theorem 5.1 comes from [BZ08, Conjecture 2.26], which
asserts a “numerical Koszul duality” between quantum symmetric and exterior
algebras. Recall that the Hilbert series h(A, t) of a locally finite-dimensional graded
algebra A is the generating function for the dimensions of the graded components
of A [PP05, §2.2]. If A is a Koszul algebra with quadratic dual algebra A!, then we
have
(5.2) h(A, t) · h(A!,−t) = 1;
see [PP05, Corollary 2.2]. The quadratic dual of Sq(Vλ) is Λq(V
∗
λ ) [BZ08, Propo-
sition 2.11]. These algebras are Koszul if Vλ is flat [BZ08, Proposition 2.28], but
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there is no reason to expect that (5.2) holds in general for A = Sq(Vλ). However,
the conjecture states that it does hold up to third order, i.e.
h(Sq(Vλ), t) · h(Λq(V
∗
λ ),−t) = 1 +O(t
4).
This is equivalent to the equality
(5.3) dimS3qVλ − dimΛ
3
qV
∗
λ = (dim Vλ)
2.
Since Λq(Vλ) has the same Hilbert series as Λq(V
∗
λ ) [BZ08, Proposition 2.11], Theo-
rem 5.1 confirms (5.3), and hence also the conjecture. (The parameter q is taken to
be a formal variable in [BZ08], which is equivalent to taking q ∈ C× transcendental.)
In fact, it proves a slightly stronger version, accounting for all finite-dimensional
modules, as opposed to just simple ones. This result means that the quantum sym-
metric and exterior algebras exhibit the same amount of collapsing in their degree
three components.
Additionally, Theorem 5.1 provides positive evidence for [Zwi09, Conjecture 7.3].
For a module V ∈ Oqfin, [Zwi09, Definition 6.18] constructs elements S
3
lowV and
Λ3lowV of K
+ by removing from S2V ⊗V and Λ2V ⊗V , respectively, their greatest
common submodule. This description is equivalent to the definition of S3lowV and
Λ3lowV given in [Zwi09]. More precisely, if we denote by W the infimum of S
2V · V
and Λ2V · V in the lattice (K,≤), then
S3lowV = S
2V · V −W, Λ3lowV = Λ
2V · V −W.
The proof of [BZ08, Lemma 2.30] shows that the inequalities S3lowV ≤ S
3
qV
and Λ3lowV ≤ Λ
3
qV hold in K (their result is stated for simple V , but the proof
works in general). Finally, [Zwi09, Conjecture 7.3] states, essentially, that these
inequalities are in fact equalities when V is simple and q is transcendental. This
means that S3qV and Λ
3
qV display the maximal amount of collapsing when q is
transcendental. By construction, S3lowV −Λ
3
lowV = (S
2V −Λ2V )V , and we will see
below that (S2V − Λ2V )V = S3V − Λ3V , so Theorem 5.1 is positive evidence for
the conjecture.
For an arbitrary element V ∈ K+, we also denote by V a lift of this element to a
Uq(g)-module for some q > 0. Moreover, as in Convention 4.9, we will assume that
all algebras Uq(g) and all of the various braid or coboundary operators for q > 0
act simultaneously on V and its tensor powers.
The strategy for proving Theorem 5.1 consists of showing that when q > 0 is
either transcendental or 1 the identity
S3qV − Λ
3
qV = (S
2
qV − Λ
2
qV )V
holds in K, and also that the right hand expression does not depend on q. In order
to prove the latter statement, we require the following result:
Lemma 5.3. Let V1, . . . , Vn ∈ K
+ and λ ∈ P+. Regard V = V1 ⊗ · · · ⊗ Vn as
a complex vector space with actions of Uq(g) for all q > 0 as in Convention 4.9.
Denote by V λq ⊆ V the space of highest weight vectors of weight λ for the action of
Uq(g). Then q 7→ V
λ
q is a continuous map into the Grassmann manifold Gr(V ) of
V .
Proof. Since tensor products decompose with the same weight multiplicities as they
do classically, the dimension of V λq is independent of q. Thus the range of q 7→ V
λ
q
is contained in a single component of the Grassmannian.
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Let (qn) be a sequence of positive real numbers converging to some q0 > 0.
We want to show that (V λqn) converges to V
λ
q0 in Gr(V ). If not, there is an open
neighborhood U of V λq0 such that some subsequence of (V
λ
qn) avoids U . Passing to
this subsequence, we may assume that V λqn /∈ U for all n.
By compactness of Gr(V ), a subsequence of V λqn converges to some point W /∈ U .
It follows from Lemma 4.7 that W consists of highest weight vectors of weight λ
for the action of Uq0(g). Hence W ⊆ V
λ
q0 by definition, so they must be equal since
their dimensions coincide. But this contradicts W /∈ U . 
Lemma 5.4. For any V ∈ K+, the elements S2qV and Λ
2
qV of K
+ do not depend
on q > 0.
Proof. As in Convention 4.9, we consider V to be a complex vector spaces on which
all the algebras Uq(g) act. For fixed λ ∈ P
+, we will show that the multiplicity of
Vλ in S
2
qV is independent of q.
For each q > 0, let σq = ρq(s1,2) be the coboundary operator for the action of
Uq(g). Fix an arbitrary inner product (·, ·) on V ⊗ V , and for each q let P
λ
q be the
orthogonal projection with respect to (·, ·) on the space (V ⊗V )λq of highest weight
vectors of weight λ in V ⊗ V . By Lemma 5.3 applied to V ⊗ V , q 7→ (V ⊗ V )λq
is a continuous map to Gr(V ⊗ V ), and hence q 7→ Pλq is a continuous family of
operators.
Note that
1+σq
2 is the projection of V ⊗V onto S
2
qV . The coboundary operator σq
preserves (V ⊗ V )λq since it is a Uq(g)-module map, so σq commutes with P
λ
q , and
hence
1+σq
2 P
λ
q is an idempotent which projects onto the space of highest weight
vectors of weight λ in S2qV . The multiplicity of Vλ in S
2
qV with respect to the
Uq(g)-action is, then, the trace of
1+σq
2 P
λ
q .
Since the trace is constant on a continuously varying family of idempotents, this
means that the multiplicity of Vλ in S
2
qV is independent of q. Since this is true for
any λ, the result follows. The same argument works for Λ2qV after replacing
1+σq
2
by
1−σq
2 . 
Remark 5.5. It is a consequence of [BZ08, Theorem 2.21] that for transcendental q,
the inequalities Snq V ≤ S
nV and Λnq V ≤ Λ
nV hold for any V ∈ K+. In particular,
when n = 2, a dimension count shows that these are actually equalities. This
provides a simple proof for Lemma 5.4 for the case when q is either transcendental
or 1.
We now make some elementary observations, needed below, on the 3-fruit cactus
group J3. It is a simple consequence of the definition of Jn from §2.5 (using the
notation introduced there, and suppressing commas between indices) that J3 is
generated by the three elements a = s12, b = s23, and ψ = s13s12; of course,
we could have used s13 as the third element, but working with ψ will be more
convenient. For q > 0 and V ∈ Oq, the action of J3 on V
⊗3 coming from the usual
coboundary structure on Oq (see 2.6) is
a 7→ σV,V ⊗ idV , b 7→ idV ⊗σV,V , ψ 7→ σV⊗V,V .
Lemma 5.6. The following relations hold in the cactus group J3:
(a) a2 = b2 = 1;
(b) ψa = bψ;
REMARKS ON QUANTUM SYMMETRIC ALGEBRAS 19
(c) aψa = ψ−1.
Remark 5.7. It follows immediately from part (b) that J3 is generated by a and
ψ.
Proof. (a) follows from involutivity of the generators sp,t of the cactus group. Using
ψa = s13, (b) reads s13 = s23s13s12; this follows from the relation s13s12 = s23s13.
Since ψa = s13 is involutive, it must be equal to its inverse, aψ
−1. Multiplying by
a on the left and using a2 = 1, we get (c). 
We will be working with the families aq = ρq(a), bq = ρq(b) and ψq = ρq(ψ) of
operators in GL(V ⊗3), indexed by q > 0, where ρq is as defined in Convention 4.9.
Lemma 5.8. Let q > 0 be either transcendental or 1, and V ∈ Oqfin. Then the
quantum symmetric and exterior cubes of V can be described as follows:
(5.4) S3qV =
{
v ∈ V ⊗3 | aqv = v, ψqv = v
}
;
(5.5) Λ3qV =
{
v ∈ V ⊗3 | aqv = −v, ψqv = v
}
.
Proof. As part of the proof of Proposition 4.14, we showed that Snq V is fixed by
the entire cactus group Jn when q > 0 is transcendental. This holds trivially when
q = 1. Hence, S3qV is certainly contained in the right hand side of (5.4). The
opposite inclusion follows from the fact that a and ψ generate J3 (see Remark 5.7),
so anything fixed by aq and ψq will also be fixed by bq.
The argument for Λ3q is analogous. 
Proof of Theorem 5.1. As explained above, Lemma 5.4 has reduced the problem to
proving that the identity
(5.6) S3qV − Λ
3
qV = (S
2
qV − Λ
2
qV )V
holds in K when q > 0 is either transcendental or 1. Let us rephrase this slightly.
For λ ∈ P+, denote by aλq , b
λ
q and ψ
λ
q the restrictions of aq, bq and ψq respectively
to the space (V ⊗ V ⊗ V )λ of highest weight vectors in V ⊗ V ⊗ V of weight λ.
Lemma 5.8 implies that the multiplicity of Vλ in the left hand side of (5.6) is
(5.7) dim(ker(aλq − 1) ∩ ker(ψ
λ
q − 1))− dim(ker(a
λ
q + 1) ∩ ker(ψ
λ
q − 1)).
On the other hand, since S2qV and Λ
2
qV are precisely the 1 and (−1)-eigenspaces of
aq respectively, the multiplicity of Vλ in the right hand side of (5.6) is
(5.8) dimker(aλq − 1)− dimker(a
λ
q + 1).
What we have to prove, then, is that the difference in dimension between the 1
and (−1)-eigenspaces of aλq does not change when we restrict to the a
λ
q -invariant
subspace ker(ψq − 1) of (V ⊗ V ⊗ V )
λ. Note that as a consequence of part (c) of
Lemma 5.6, aλq does indeed act on ker(ψ
λ
q − 1).
Let t ∈ C× be an arbitrary non-zero complex number. Since aλq is an involution,
the same part (c) of Lemma 5.6 implies that aλq implements an isomorphism of
the t-eigenspace of ψλq onto the t
−1-eigenspace, and vice versa. It follows that the
restrictions of
1±aλq
2 to
⊕
t6=t−1 ker(ψ
λ
q − t) are projections of equal ranks, and hence
the difference between (5.8) and (5.7) is
(5.9) dim(ker(aλq − 1) ∩ ker(ψ
λ
q + 1))− dim(ker(a
λ
q + 1) ∩ ker(ψ
λ
q + 1)).
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In other words, the only discrepancy between the two arises from the action of aλq
on the (−1)-eigenspace of ψλq .
For q = 1, ψq is a cyclic permutation of order 3 and hence cannot have −1 as an
eigenvalue. On the other hand, for transcendental q > 0, an argument similar to the
one used in the proof of Proposition 4.14 shows that if ψq has −1 as an eigenvalue,
then so does ψ1; we have just argued that this is not the case. In conclusion, (5.9)
is zero for the simple reason that ker(ψλq + 1) is trivial, and hence (5.7) = (5.8), as
desired. 
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