We construct a binomial model for a guaranteed minimum withdrawal benefit (GMWB) rider to a variable annuity (VA) under optimal policyholder behaviour. The binomial model results in explicitly formulated perfect hedging strategies funded using only periodic fee income. We consider the separate perspectives of the insurer and policyholder and introduce a unifying relationship. Decompositions of the VA and GMWB contract into term-certain payments and options representing the guarantee and early surrender features similar to those presented in Hyndman and Wenger (Insurance Math. Econom. 55:283-290, 2014) are extended to the binomial framework. We incorporate an approximation algorithm for Asian options that significantly improves efficiency of the binomial model while retaining accuracy. Several numerical examples are provided which illustrate both the accuracy and the tractability of the model.
Introduction
The variable annuity (VA) with guaranteed minimum withdrawal benefit (GMWB) rider was introduced in 2002. These contracts allow for an accumulation period where an initial premium deposited with the insurer is invested in a portfolio of funds selected by the policyholder. The account value (AV) benefits from gains made by the portfolio and a periodic fee is deducted by the insurer. The policy holder can take periodic withdrawals from the AV, up to certain limits, and cumulative withdrawals are guaranteed to return the initial premium over the term of the contract. The contract may also be surrendered early, enabling the policyholder to benefit from strong portfolio performance, subject to contingent deferred sales charges (CDSC). At the end of the term, provided the contract has not already been surrendered, the contract may be annuitized for either a fixed term or the remaining life of the policyholder. A large literature on the modeling and pricing of these contracts, as well as other forms of guarantees, has emerged since their introduction to the marketplace. A brief overview of the history of GMWB and similar products as well as the various modeling and pricing approaches can be found in Hyndman and Wenger (2014) .
Around the time of the financial crisis in 2008 reinsurers stopped offering coverage altogether on GMWB and related guaranteed lifetime withdrawal benefit (GLWB) riders at which point the importance of internal dynamic hedging programs rose rapidly. With this in mind, we consider the problems of pricing and hedging the GMWB product in a binomial framework consistent with the no-arbitrage principle from financial economics. We propose a binomial asset pricing model for GMWBs assuming optimal behaviour and construct explicit hedging strategies.
The binomial model has several advantages which we believe justify its use in theory and practice. It is significantly simpler to obtain numerical results using the binomial model than many of the approaches which have previously been applied. Under an appropriate parameterization the binomial model converges to the Black and Scholes (1973) model, which has been used as the basis for modeling these contracts by a number of authors, and yields good approximations for more complex financial options with no analytic solutions in the corresponding continuous time pricing models. Through dynamic programming and backward induction algorithms, binomial pricing models can easily be implemented.
In contrast to Monte-Carlo simulation methods, the binomial approach is well-suited for American-style options with early exercise capability. More importantly an explicit exact hedging strategy can be formulated and implemented. Although binomial methods can be seen as a special case of finite difference methods there are fundamental differences between the two general methods and a thorough comparison of binomial and finite difference methods is provided in Geske and Shastri (1985) .
Binomial models are ideally suited for non path-dependent products. In such a setting, aside from enabling a simple theoretical framework, it is computationally efficient to obtain reliable numerical results. The GMWB product is path-dependent and we discuss the implications of this and address them by employing an approximation technique. Although in theory the results should converge to those of the continuous withdrawal model where the investment fund is log-normally distributed; due to the non-recombining nature of the account value the suggested method is found to be numerically expensive. We substantially improve the numerical efficiency without sacrificing significant accuracy of results by adopting an approximation method based on Costabile et al. (2006) .
A binomial valuation approach has previously been considered by Bacinello (2005) to price equity-linked life insurance with recurring premiums in the presence of early surrenders. Although the underlying methodology is similar, we deal with the unique features and challenges of modeling GMWB riders for variable annuities. In addition to surrender and mortality, which we consider in a companion paper Hyndman and Wenger (2013) , both elements considered by Bacinello (2005) , we have an endogenously determined trigger date. The nature of the fees and withdrawals further differentiate our work. Whereas Bacinello (2005) deals exclusively with pricing, we pay equal attention to the hedging constructions in a binomial model, which is facilitated by the consideration of the perspectives of both the insurer and insured. By focusing on a single product we have the liberty to consider a top-down approach which provides more insight than generic formulations of backward induction schemes.
The remainder of this paper is organized as follows. In Section 2 we present the binomial asset pricing model for variable annuities with GMWBs riders. We start with a restricted model which accounts for equity risk only but subsequently extend it to allow for surrenders -that is, we incorporate behaviour risk. We present a binomial approximation algorithm designed to improve numerical efficiency. Numerical results are obtained and compared with results from the literature. Section 7 concludes and an Appendix contains technical results and proofs.
Valuation of GMWBs in a Binomial Asset Pricing Model
In this section we define and construct a binomial asset pricing model for the variable annuity with GMWB rider. We first introduce the product specifications and notation following Shreve (2004a) and Duffie (2001) for the binomial model and Hyndman and Wenger (2014) for the variable annuity with GMWB rider.
At time t = 0, a policy, consisting of an underlying variable annuity (VA) contract and a GMWB rider, is issued to a policyholder of age x and an initial premium P is received. We assume no subsequent premiums are paid after time zero. The premium is invested into a fund which tracks the price of a risky asset S = {S t : t ≥ 0} with no basis risk. The rider fee rate α is periodically discounted from the account value W = {W t ; t ≥ 0} as long as the contract is in force and the account value is positive.
The GMWB rider contract specifies a guaranteed maximal withdrawal rate g so that G := gP can be withdrawn annually until the initial premium is recovered regardless of the evolution of {W t }; if the account value falls to zero the policyholder continues to make withdrawals at rate G until the initial premium has been recovered. Policyholders may withdraw any amount from the account value not exceeding the remaining account value. However, if annual withdrawals exceed G while the account value is still positive, then a surrender charge is applied to the withdrawals and a reset feature may reduce the guarantee value, i.e. the remaining portion of the initial premium not yet recovered. Policyholders also have the option of surrendering early and receiving the account value less a surrender charge. The terminology of lapses and surrenders are used interchangeably. Any guarantee value is forfeited by surrendering.
Assuming a static withdrawal strategy where G is withdrawn annually we set the maturity T := 1/g since the sum of all withdrawals at T is P . At time T the rider guarantee is worthless and the policyholder receives a terminal payoff of the remaining account value if it is positive. This assumption translates over to a real-world trend of no annuitizations and is justified since a high proportion of VAs are not ultimately annuitized.
Consider a financial market consisting of one risky asset S and a riskless money market account growing at a constant continuously compounded riskfree interest rate r. Let n be the number of time-steps per year, N = T × n the total number of time-steps modelled, and δt = 1/n the length of each time-step. For i ∈ I + N := {1, . . . , N − 1, N }, write S i for the asset value at time iδt. We assume that the insurer can borrow and lend at r. Given S i−1 , the asset value S i takes one of two values: S i−1 u or S i−1 d, where u (d) represents an up-movement (down-movement) in the asset value. To rule out arbitrage opportunities and the trivial case of no randomness, u and d must satisfy
as in Shreve (2004a) . Consider a sequence of N coin tosses. Let Ω := {H, T } N and F := 2 Ω . Denote a sample point of Ω byω N := ω 1 . . . ω N := (ω 1 , . . . , ω N ). Consider the stochastic process ξ = (ξ i ) 1≤i≤N , where
Then for any fixedω N , ξ i (ω N ) maps i to the growth factor of S in period i. The natural filtration is F i = σ(ξ j ; j ≤ i). The F-adapted process {S i } can be expressed as S i = S 0 × i j=1 ξ j where S 0 is the initial value of the risky asset. We writeω i = ω 1 . . . ω i to refer to the specific path evolution up to time i. For any j ≤ i, we write
Finally, we replace H and T with u and d respectively when defining Ω, therefore the sample pathω N refers directly to the evolution of the underlying asset S where each ω j ∈ {u, d}. Then for anyω i ,
Beginning with S 0 = P , the binomial tree for {S i } is constructed forward in time. For i ∈ I + N , set
The unique risk-neutral measure Q is defined on (Ω, F N ) by
for any set A ∈ F N where
is the risk-neutral probability of observing an H at any particular coin toss (observing a u at any particular time step), q := 1 − p, and p > 0. The constructed probability space is (Ω, F N , F = {F i } 0≤i≤N , Q). Note that p ∈ (0, 1) by (1) and there are no (Q, F N )-negligible sets and so all results hold for all ω ∈ Ω. We follow the Cox, Ross, and Rubinstein (CRR) parametrization and set u = e σ √ δt and d = e
−σ √
δt , where σ is the variance of the continuously compounded rate of return of S. The CRR parametrization leads to the following result. Proposition 1. Suppose S t follows the dynamics given by
where B t is a standard Brownian motion. Consider the binomial model for S n i with n time-steps per year under the CRR parametrization. Then for all t ∈ [0, T ], as n → ∞, S n nt converges in distribution to S t , where nt is an integer.
Proof. See Cox et al. (1979) or Shreve (2004b, Exercise 3.8) .
Note that the real world probability measure P is defined similarly but with p = 1 2 + 1 2μ σ √ δt whereμ andσ are the respective empirical mean and variance of the continuously compounded rate of return of S. Under this parametrization, the mean and variance under the binomial model converge to the empirical values in the limit (see Cox et al. (1979) ).
We specify the underlying assumptions on the variable annuity with GMWB rider that are employed throughout this section.
Assumption 2. Early surrenders are not allowed. Under the static withdrawal strategy the policyholder receives G = gP δt each time period. We set T := 1/g. At the end of each period the pro-rated rider fee is first deducted and then the periodic withdrawal is subtracted. We restrict r > 0 and denoter := rδt and α := αδt.
Remark. We assume T is an integer. Otherwise, the results can be adapted to incorporate the final fractional period. Set N = T · n + 1 and the final period has time length of T − N −1 n years. All the parameters need to be scaled for the terminal period to reflect the shortened duration.
Next, we define another binomial tree for the account value W which contains two values at each node. The first component, denoted W i − , is the account value after adjusting for market movements but before fees are deducted or withdrawals are made. The second component, denoted W i , is the account value after adjusting for fees and withdrawals. We have
Although the tree for the underlying asset {S i } is recombining, the tree for the account value {W i } is non-recombining. For any i there are i + 1 nodes for S i but 2 i nodes for W i on the respective trees. The subtraction of the periodic withdrawals imposes a path dependency on the model.
Valuation perspectives and decompositions
There are two separate perspectives for valuing the variable annuity with GMWB rider. The first, corresponding to the policyholder, treats the variable annuity and GMWB rider together and values the total payments received over the life of the contract. The second, corresponding to the insurer, considers the embedded optionality of the GMWB rider separately to price and hedge the additional risk. This approach used in Peng et al. (2012) and Hyndman and Wenger (2014) in a continuous time setting. In the discrete-time binomial model we obtain similar theoretical results as in the continuous-time setting of Hyndman and Wenger (2014) . However, in the discrete-time binomial model we also provide an explicit computational framework for pricing and hedging.
Policyholder valuation perspective
Denote by V n the value to the policyholder at time n of the remaining payments to be received from the complete contract (VA plus GMWB rider). By the risk neutral pricing formula we obtain the following backward in time recursive relationship 
Note that equations (5) and (6) are the discrete-time analogues to the policyholder's valuation given, respectively, by equations (7) and (6) of Hyndman and Wenger (2014) . We write V 0 := V 0 (P, α, g) when we wish to emphasize the dependence on the contract parameters of the value to the policyholder. The process {V i } represents the value of the combined annuity plus GMWB rider contract at each time point just after the deduction of fees and withdrawals. By the Markov property we have
and w : R + → R + is given by
Note that {e −r i V i + Ga i } 0≤i≤N is a (Q, F) martingale for all α. As in Hyndman and Wenger (2014) we define the fair fee rate as follows.
Definition 3. A fair fee rate is a rate α ≥ 0 such that
There is no closed form solution for α . However, as in Hyndman and Wenger (2014), we are able to prove the existence and uniqueness of the fair fee rate by showing that the value V 0 is continuous and monotone as a function of α. However, in a finite probability space Q(W N > 0) = 0 for sufficiently large α. Consequently strict monotonicity holds only on a bounded interval.
Lemma 4. For all fixed (i, x) ∈ I N −1 ×R ++ , the contract value function v(i, x), defined by (7), as a function of α is continuous for α ≥ 0 and strictly decreasing on [0, b x,i ) where
Proof. See Appendix A.
In particular, equation (10) holds for (i, x) = (0, P ) since G = P/N and d < 1. The existence and uniqueness of α is discussed in the next theorem.
Theorem 5. Under Assumption 2 there exists a unique α ∈ [0, b P,0 ) such that V 0 (P, α , g) = P .
Remark. For r = 0 we have V 0 (P, α, g) = P for all α ≥ b P,0 . Thus r > 0 is a necessary condition to ensure uniqueness of α .
From Lemma 4 we may iteratively solve for the fair fee using the bisection method provided we have a method for calculating the value V 0 as a function of α. We shall discuss the technical details of this process and computational challenges after consideration of the insurer's valuation perspective and the extension of the model to include lapses.
Insurer valuation perspective
The insurer may consider the guarantees embedded in the variable annuity contract as separate products. From this point of view it is necessary to consider the time at which the account value hits zero and subsequent payments to the policyholder are drawn from the guarantee. Define the discrete-time analogue of the trigger time of the continuous model considered by Milevsky and Salisbury (2006) as follows.
Definition 6. In the binomial model, the trigger time τ is defined as the stopping time
where inf(∅) = ∞. For any fixed sequenceω i and for any k ≤ i we write
It is convenient to define the respective non-decreasing sequences of stopping times {τ i } i=0,1,...,N and {τ i } i=0,1,...,N with τ i := τ ∨i andτ i := τ i ∧N for i ∈ I N . For 0 ≤ j ≤ i ≤ N and k ∈ {i, i + 1, . . . , N } ∪ {∞}, by the Markov property of
where
For i = 0, we have
If τ = ∞ the contract matures with a positive account value at time N δt = T and the option is not exercised, that is the guarantee expires worthless. Since the value processes at each time point are ex-fees and ex-withdrawals, the component (G − W τ − e −ᾱ ) ≥ 0 is the rider payment made immediately at trigger time. For any period i, the net rider payout at time iδt is
Therefore, by the risk neutral pricing formula the value at time i of the rider value process is given by
for i ∈ I N −1 . The terminal value is U N = 0. Note that equation (13) is the discrete-time binomial model analogue of equation (10) in Hyndman and Wenger (2014) . By the Markov property for
and w(x) is provided by (8). The function u − (i, x) represents the rider value at time point i cum-fees and cum-withdrawals, where x is the AV before fees and withdrawals are deducted.
Since the policyholder and insurer valuation equations (5) and (13) are the respective discrete-time versions of equations (7) and (10) of Hyndman and Wenger (2014) we expect that the relationship between the policyholder and insurer valuation perspectives carries over from the continuous time case. That is, we expect in the binomial model that the value of the complete contract can also be decomposed as the sum of the value of the account value and the value of the guarantee. Indeed, this can be shown directly from (5) and (13). We provide an alternative proof applying backward induction to the functions v(i, x) and u(i, x).
Theorem 7. Under Assumption 2, for all α ≥ 0 we have
Proof. We apply backward induction and show that v(i, x) = u(i, x) + x for all (i, x) ∈ I N × R + . By definition v(N, x) = u(N, x) + x for all x ∈ R + . Assume v(i, x) = u(i, x) + x holds for all x ∈ R + for some 1 ≤ i ≤ N . We need to show that v(i − 1, y) = u(i − 1, y) + y for all y ∈ R + . Applying the induction hypothesis,
From equations (14) and (15) we have
since pu+qd = er by the definition of the risk-neutral probabilities (3). Therefore
for all y ∈ R + and the result holds.
One advantage of the discrete-time binomial framework is that it allows us to give explicit hedging strategies for replicating contingent claims. We next discuss hedging the GMWB rider.
Hedging
Consider the no-hedging strategy where fee revenues are invested at rate r in a money market account and at time τ , if τ < ∞, the rider payoff is paid from this account. The Fτ 0 -measurable random variable Cτ 0 measures the total cost of the rider to the insurer over the contract lifespan, discounted to time zero, when hedging is not used. Denote the periodic fees received at time-step i by F i . Then we have, by the definition of the contract, that
], but we are concerned with the pathwise results of Cτ 0 in relation to the outcomes resulting from a dynamic hedging strategy. The insurer establishes a hedging portfolio, which attempts to replicate the rider so that any rider claims can be fully paid out by the portfolio. The party managing the rider risk does not have access to the account value funds to mitigate any risk, rather the only sources of revenue are the rider fees. Denoting the replicating portfolio by {X i }, the objective is to have X i = U i for all i in a pathwise manner.
Following Shreve (2004a) , define the adapted portfolio process {∆ i } 0≤i≤N −1 . On each time interval [iδt, (i + 1)δt) until maturity and for all outcomes the replicating portfolio maintains a position of ∆ i (ω 1 . . . ω i ) units in S. Using the Markov property of {W i } we define ∆ i := ∆(i, W i , S i ), where ∆ :
This indicates that ∆ i = 0 for τ ≤ i ≤ N − 1 as no uncertainty remains. By the nature of the rider as an embedded put-like option, ∆ will always take nonpositive values corresponding to short positions in S. Any positive (negative) portfolio cash balance is invested in (borrowed from) the money market at rate r.
Beginning with initial capital X 0 = x 0 ∈ R, the replicating portfolio {X i } follows
for i ∈ I + N . Over any period the change in the portfolio value of X i − X i−1 consists of the sum of four components: a) the return in the money market earned on both the prior portfolio balance and the proceeds from the shorted stock (X i−1 − ∆ i−1 S i−1 )(er − 1); b) the capital gain or loss on the shorted stock (S i − S i−1 )∆ i−1 ; c) the end of period rider fees F i ; and d) the negative of that period's rider claim (if any), paid at the end of the period and given by (G − W i − e −ᾱ ) + . Note that if the static hedging strategy ∆ ≡ 0 is used then X N e −r N = −Cτ 0 . That is, we obtain the no-hedging result. Similar to Shreve (2004a, Theorem 2.4.8) the portfolio process given by (16) replicates the rider value. The proof is omitted as we shall prove a more general result after we generalize the model to include lapses. Theorem 8. Under Assumption 2, if the fee α is charged and the initial capital is x 0 = U 0 (P, α, g), then an insurer who maintains the replicating portfolio X i by following the portfolio process prescribed by (16) will be fully hedged. That is,
When α is charged we have U 0 = 0 and no initial capital is required for the replicating portfolio. The rider is different from standard financial options in that there is no upfront cost to finance the hedge but rather it is self-financed through periodic contingent fees. If the fee charged is not the fair fee (α = α ), then the insurer must make an initial deposit to the hedging portfolio if α < α or may consume from the portfolio at time zero if α > α . The insurer can justify a lower fee by either depositing capital into the portfolio and selling the policy at a loss or by charging an initial fee per unit premium at time zero to the insured.
Optimal Stopping and Surrenders
We next extend the binomial pricing model to include the possibility of early surrenders by modifying Assumption 2 to include the following assumption.
Assumption 9. Under the static withdrawal strategy the policyholder receives G = gP δt each time period. We set T := 1/g. At the end of each period the prorated rider fee is first deducted and then the periodic withdrawal is subtracted. We restrict r > 0 and denoter := rδt andᾱ := αδt. Surrenders occur at the end of any time period, after the fees and withdrawals have been deducted. For valuation purposes, the end of period time point is considered ex-post fees and withdrawals but ex-ante surrenders. 
L i is the set of F−adapted stopping times taking values in {i, i + 1, . . . , N }, and L i,τi is the set of F−adapted stopping times taking values in {i, i + 1, . . . , N } subject to the constraint η <τ i or η = N . Recall thatτ i is the trigger time assuming no lapses. With the objective of classifying the optimal surrender policy we introduce some notation. For any 0 ≤ i ≤ N, define a rescaled filtration
then Y η,i is a (Q, F i ) martingale. Define the surrender policyη bỹ
A policyholder following the surrender strategy given by equation (21) lapses at the first time valuation of the contract, from the policyholder's perspective, is equal to the account value less the surrender charge. This is similar to the classical result from American contingent claims theory which gives thatη i is optimal in the sense that V i = Vη i i (proving this in our context is straightforward based on Duffie (2001, p.35 ) but requires (20)). That is,η i is an optimal surrender policy for the insured to follow going forth from time iδt, given the current market state and no prior surrender.
The backward induction (risk-neutral pricing) algorithm is constructed to evaluate V on a binomial tree. By the Markov property for {W i } we have
When solving for α we may write
Consider the rider value U by extending equation (13) to incorporate the option to surrender and receive the payoff k η W η at surrender. Then, at time i the rider value is given by
using the convention that i j=i+1 (·) = 0. Note that equation (22) is the discrete-time analogue of the rider value in the continuous-time model given in equation (14) of Hyndman and Wenger (2014) .
The value of the option to surrender, L, is the difference between the rider value when lapses are allowed and the rider value without lapses. That is, define
is the rider value in the no-lapse case (13). Then at time i the value of the option to lapse is given by
Note that equation (23) is the discrete time analogue of the value of the option to lapse in the continuous-time model given by equation (15) of Hyndman and Wenger (2014) .
and u
Denoting the rider value function in the no-lapse model from (14) 
Note that u N L (i, 0) ≥ 0 which implies the boundary condition l(i, 0) = 0. Once the rider is triggered, early surrender is suboptimal since any remaining guarantee is forfeited upon surrender.
In the case of lapses we may extend Theorem 7 to decompose the value of the complete contract into the sum of the account value and the value of the guarantee.
Theorem 10. Under Assumption 9, for all α ≥ 0 and for all i ∈ I N , we have
or equivalently
Proof. Equation (25) can be proved using backward induction on the recursive functions v and u, similar to Theorem 7. We omit the details.
Note that Theorem 10 is the discrete-time analogue of the continuous time decomposition given in Hyndman and Wenger (2014, Theorem 7) .
As in the no-lapse case an advantage of the discrete-time binomial model is that we are easily able to hedge the guarantee.
Hedging with lapses
We next extend the hedging results presented in Shreve (2004a, Theorem 4.4.4) by incorporating the complication of the periodic revenues and rider claims, and show that the insurer can perfectly hedge the rider risk by maintaining the appropriate replicating portfolio. The adapted portfolio process (∆ i ) 0≤i<N remains unchanged from (16), except that u − (i, x) is given by (24). Furthermore, the insurer may have positive consumption under suboptimal surrender behaviour.
Define the consumption process C = {C i } 0≤i<N by C i := c(i, W i ) where
The consumption process {C i } represents the additional cash flow received each time a policyholder behaves sub-optimally by not surrendering. We can explicitly classify suboptimal behaviour by defining a sequence of stopping times. Withη i defined as in equation (21) There is a fine distinction between Cηj and Lηj for all j < M . Consider the two surrender strategies ofη j+1 and η = N . The first strategy corresponds to surrendering at the next best time afterη j and the latter strategy is equivalent to never surrendering early. Then
At any time when it is optimal to surrender immediately, C provides the marginal value from surrendering now instead of at the next optimal time, whereas L is the marginal value from acting now instead of at maturity.
By Theorem 7 and Theorem 10 it follows that Vη
+ Wηj and Vηj = Uηj + Wηj . Therefore C can be written in terms of U as
Beginning with X 0 = x 0 , the replicating portfolio is constructed recursively forward in time taking into consideration fee revenues, consumption, and rider claim payments. For all i ∈ I + N we have
Theorem 11. Under Assumption 9, if the initial capital is x 0 = U 0 , then an insurer who maintains the replicating portfolio X i defined by (29) and liquidates the portfolio either upon early surrender (if any) or at time point N will be fully hedged throughout the contract lifespan. That is, for all i ∈ I N and all surrender strategies
Proof. Following the approach of Shreve (2004a), we proceed by induction. By assumption we have that X 0 = U 0 . Assume for some 0 ≤ i < N that X i = U i . We need to show that for allω i ,
We omit theω i notation for conciseness. Substituting U i for X i in (29), using (16), (28), and the fact q = u−er u−d we obtain
A similar argument shows that X i+1 (d) = U i+1 (d). Sinceω i was arbitrary we have X i+1 = U i+1 and the result holds.
Remark. Assuming the insured follows the optimal surrender strategyη 0 , then Xη 0 = Uη 0 and on {η 0 <τ 0 } we have that Xη 0 = Uη 0 = −kη 0 Wη 0 , whereas X N = U N = 0 on {η 0 = N }. Under this strategy there is no consumption. However, if the insured allows the first optimal surrender time {η 0 <τ 0 } to elapse, then the insurer will consume Cη 0 and the remaining portfolio is still sufficient to hedge the contract over the remaining lifespan. If the insured allows the next optimal surrender time {η 0 <η 1 <τ 0 } to elapse, if it exists, then the insurer consumes an additional Cη1 and this continues until the earlier of trigger or time point N .
Finally suppose the insured surrenders at a suboptimal time. For a given pathω N , surrender occurs at a time point i =η j for all 0 ≤ j ≤ M (ω N ). Then the insured receives W i (1 − k i ) and in turn foregoes V i − W i (1 − k i ) > 0 of value. The insurer's portfolio value is X i + k i W i > 0 and the insurer has a positive consumption. Indeed by (25) we have
With the explicit recursive formulae for pricing and hedging the contract we may consider the implementation of the binomial model and its performance relative to the theoretical results presented and other modeling approaches which have appeared in the literature. We first briefly address computational considerations of the binomial model.
Computational Considerations
Computational applications of the binomial model for the GMWB rider face two specific challenges. The binomial tree for the account value process is nonrecombining and the riders have significantly longer durations in contrast to the usual European and American equity options which typically have durations not exceeding one year. The withdrawal rate g can be expected to range from 5% to 10% corresponding to maturities of 10 to 20 years. If the value processes in the binomial world are to provide an accurate approximation of the value processes in the continuous-time model of Hyndman and Wenger (2014) δt must be significantly smaller than one.
The backward induction (tree) algorithm (referred to as Method A) for calculating V 0 involves arrays of size 2 N to record V N for all nodes in the final period. In contrast, for recombining trees the array size needed is only N + 1. For g = 5% the binomial tree will contain 2 20 > 10 6 nodes in the final period with just one time-step per year. Method A requires too much memory for small values of δt.
We will show that in the no-lapse model we can directly calculate v(i, x) without using trees and avoid the strain on memory capacity from storing the large arrays of data. This direct approach (Method B) uses an algorithm which loops through each path requiring minimal memory. We will see shortly that despite being able to eliminate a subset of the paths from the looping process this method is significantly slower than Method A. Although Method B enables using marginally smaller δt values, we quickly run into time constraints as the number of paths grows at O(2 N ). We will then introduce an approximation method which uses the backward induction (tree) approach while easing the memory strain. This retains the flexibility to model the GMWB both with and without lapses. Further it avoids the time constraints with Method B.
The terminal AV can be expressed directly as:
where the convention N N +1 (·) = 1 is used. Applying the reversal technique from Liu (2010), which is justified by the exchangeability property of the sequence
, and considering the reversed sequence which is equal in distribution, it follows that
where M < N and {Z i } is the account value process when there are no withdrawals, beginning with Z 0 = 1. In particular, with M = 0, x = P , and G = P/N we obtain that V 0 can be expressed as a floating-strike Asian call option on {Z i } plus a term certain component, as pointed out by Liu (2010) .
Many of the terminal nodes in the tree for {W i } will be zero as a result of the periodic withdrawals, fees, and possible negative returns on S. Consider the recombining tree for {Z i } with N + 1 nodes for period N . At each node, for each path leading to it the average must be computed to calculate W N . Suppose that for some i ≤ N we have W N = 0 on all paths with i jumps of u and N − i jumps of d. Then W N = 0 for all paths with less than i jumps of u. Consequently, once we reach a node on the tree for Z such that W N = 0 for all paths, no further paths need be considered.
There is an efficient permutation function in C ++ , next permutation, which quickly loops through all distinct paths having i jumps of u and N − i jumps of d. By looping through each node and its respective paths we can avoid the exponential growth in memory storage, although we show in our numerical results that the run-time will increase significantly. By (5), with ζ := N − m we can write
where Ξ ζ,k is the set of ζ k unique permutations of a path with ζ − k up and k down movements and A 0 is the first value of k for which the summand produces zero. Hull and White (1993) developed an approximation method to value pathdependent financial options on a binomial lattice in a more efficient manner. The key idea is to use only a representative set of averages at each node and apply linear interpolation in the backwards induction scheme. Costabile et al. (2006) discuss several drawbacks of the Hull and White (1993) method and propose a different approximation method and in particular provide the details for pricing fixed-strike European and American Asian call options. Numerical results show convergence for European Asian calls while American Asian calls do not perform as well, converging at a much slower rate. The method is easily modified for any option payoff which depends on a valid function of the asset price path.
The options considered by Costabile et al. (2006) have significantly shorter maturities compared to the GMWB riders. The method reduces the number of contract values considered in the backwards induction scheme from O(2 N ) to O(N 4 ). In our work, memory constraints limited the number of time steps in the binomial trees to N = 28 but with this method we can consider up to N = 128 time-steps. We briefly describe the approximation method applied to GMWBs with lapses but refer the reader to Costabile et al. (2006) for more details on the scheme.
Using equation (30) we can rewrite the value of the contract to the policyholder given by equation (18) as
Therefore,
where v : 
Let (i, j) denote the node reached by j up-movements and (i − j) downmovements in the recombining tree for Z. We write z(i, j) for the value of Z at node (i, j). For each node, we construct a set of j(i − j) + 1 representative averages, where the terminology of average is used even though we do not divide by i + 1. This set is a subset of the complete set of i j averages for the paths at that node. Denote the first (and lowest) element by A(i, j, 1) where
This average is taken along the path beginning with j up-movements of u and followed by (i − j) down-movements of d. Excluding the initial point and terminal point we find the highest point of {S i } along the path (if there are more than one such points, select the first one) and substitute that node with the node directly below it in the {Z i } tree to obtain a new path and take its average. This is repeated j(i−j) times to obtain the set A(i, j) = {A(i, j, k); 1 ≤ k ≤ j(i−j)+1}. The final path considered will be the one with (i − j) down-movements followed by j up-movements. None of the previous paths are allowed to be below this path.
When working with the function v on the tree for Z and applying backward induction, linear interpolation is used whenever the computed average is not in the representative set for that node. This is done by considering the two nearest elements of the set, one on each side of the computed average (see Hull and White (1993) and Costabile et al. (2006) for details). The scheme from Costabile et al. (2006) has the benefit that linear interpolation is not needed for many of the computations of v.
For the framework in Costabile et al. (2006) , whether the algorithm begins with the path giving the highest average, selects paths in the described manner, and stops when the path giving the lowest average is obtained, or vice versa, the same set of averages are obtained. This symmetry is a result of the underlying asset changing by factors of u and d, where ud = 1. However, this symmetry does not hold in our model because the process Z changes by factors of ue Table 1 : Comparison of results for α : g = 10%, r = 5%, σ = 20%
Z to its initial value. The downward trend of the Z-tree complicates the approximation algorithm. Consequently, the sets A(i, j) will change depending on whether the lowest or highest path is initially considered.
Numerical Results
Beginning with the no-lapse case, we provide numerical results comparing our model to previous results in the literature and find that even with large values for δt our simple model is a reasonable approximation of more complex models. Moreover, the discrete-time binomial model allows us to analyze the hedging results and the effect of the parameters on the losses when hedging is not implemented.
The Fair Rider Fee
The bisection algorithm is used to numerically solve for α given by Definition 3. Define f : R + → R + by f (α) = V 0 (P, α, g) − P . Then f (α ) = 0 by Definition 3. We use P = 100 and stop iterations when |f (α)| < where ≤ 0.001 in all our results achieving accuracy of 1 × 10 −5 for a unit premium. In the continuous-time model Milevsky and Salisbury (2006) use numerical PDE techniques to solve for V 0 , corresponding to Hyndman and Wenger (2014, equation . (7)), and present the fair fees for various (g, σ) combinations. In Liu (2010), a discrete-time model is developed and the contract values are estimated using Monte Carlo simulation with a geometric mean strike Asian call option as a control variate. Both papers assume S is log-normally distributed. In theory we expect convergence of results for both models and our binomial model. However Liu (2010) obtains results significantly lower than those of Milevsky and Salisbury (2006) , and concludes that the results of Milevsky and Salisbury (2006) are on average 28% too high. Table 1 provides a comparison between the results of Milevsky and Salisbury (2006), Liu (2010) , and the binomial model. In the discrete models δt = 1/time-steps. The parameters are: P = 100, g = 10%, r = 5%, σ = 20%, T = 1/g = 10. For δt = 1, results from the binomial model and Liu (2010) are sufficiently close. We reach three time-steps per year under Method B, and observe that the binomial model supports the results of Liu (2010) .
For the same parameters Table 2 displays sample run-times (in seconds) to calculate V 0 for a single value of α. The differences may seem small for n < 3 and external factors also affect the run-times. However Method A is implemented in Matlab while Method B is implemented in C ++ which is generally more efficient Table 3 : Asian approximation results for identical code. Therefore, we find that Method B is significantly slower. Under Method B with n = 3 and α = 95.35bps, we observe that W N = 0 for all paths with less than 11 up-moves and, therefore, the bottom 10 nodes in the recombining tree for Z do not need to be evaluated. However, this simplification does not prevent the run-time from growing rapidly with n.
While the binomial model is a valuable theoretical framework for viewing the GMWB rider, it is the Asian approximation method which reveals the practical value of such a model. Implementing the Asian approximation method, we attain results up to n = 10. Monthly time-steps should be attainable with more efficient programming and superior hardware. The results in Table 3 imply convergence to the α computed by Liu (2010) . Table 4 contains additional results for different g and σ values. The fair fee is increasing with both g and σ and is quite sensitive to σ. Sensitivity results have been discussed at length in the literature (see Chen et al., 2008) . The return of premium guaranteed by the GMWB does not include time value of money and as g increases, the maturity decreases and V 0 increases in value for any fixed α because of the interest rate effect. Consequently α must increase. Our results consistently support Liu (2010) at the expense of Milevsky and Salisbury (2006) .
In Figure 1 , V 0 is plotted against α for different T values. The parameters are: P = 100, r = 5%, σ = 20%, δt = 1, and g = (1/T ). The fair fee is the point of intersection between the horizontal line V 0 = 100 and the curves. When the curves are plotted over the wider range [0,0.05] the linearity resemblance seen on [0, 0.01] disappears and the curves have a more pronounced convex shape. As α increases, the likelihood of trigger rises but the decrease in the expected discounted terminal account value is less sensitive for sufficiently large α.
It is important to consider the sensitivity of V 0 to α in a neighbourhood around α , for a given set of parameters. Figure 1 reflects the changing sensitivity for different values of T . For the parameters in Table 1 , the binomial method with δt = 2 gives V 0 (100, 140 bps, 10%) = 98.02 and it can be deceptive (α , bps) to only look at α . The objective is to solve for the fair fee and in our pricing framework, charging a different fee leads to arbitrage no matter the size of |α − α |. However, in the presence of real world constraints such as imperfect models, market frictions, and sub-rational policyholder behaviour small pricing errors may not lead to arbitrage and it is crucial consider price sensitivity in addition to finding α .
Distribution of the Trigger
Milevsky and Salisbury (2006) numerically solve the Kolmogorov backward equation for P(τ ≤ T ) and provide results for different combinations of (µ, σ) with the parameters g = 7% and α = 40bps. To avoid fractional years, we set T = 14 and g = 7.14%. As shown in Table 5 , the binomial model with just n = 2 produces probabilities close to Milevsky and Salisbury (2006) . The accuracy improves with increasing σ. 
we have E P [r . For δt = 1 this condition is violated for σ = 10% and µ = 12%.
In general, the probability mass function of τ w.r.t. P can be calculated in the binomial model using equation (11), where
for i ∈ {1, 2, . . . , N, ∞}. Of course, p must be replaced withp.
Remark. Applying equation (11) to calculate the trigger probabilities with two time-steps a year, 2 28 paths need to be evaluated and we run into capacity issues. For δt = 0.5, we use the approach of equation (31) except that rather than working with e −rT W T , we use the indicator function 1 {W T =0} remembering to take account of the probabilities for the lower nodes with more than A 0 down movements.
Comparison of Hedging and No Hedging
We investigate the impact of volatility on the fees, triggers and losses. The parameters are: g = 10%, T = 10, P = 100, and δt = 1. The risk free rate r is 5% and the drift term µ of the underlying asset is 7.5%. We consider σ = 15% and σ = 30%. The respective fair fees α are 41.8bps and 216.7bps. The probability mass function for τ under the physical measure is displayed in Figure 2 . Recall that τ = ∞ when W T > 0. The two σ values were selected to magnify the interaction between volatility, the trigger time distribution and consequently the rider payouts. Higher volatility implies more adverse market returns and a greater likelihood of early trigger. An additional effect on trigger comes from the rider fee. The fee rate is very sensitive to volatility and the fees drag down the account value further, resulting in more frequent early trigger times.
We consider the strategies of no hedging and dynamic delta hedging prescribed in Subsection 3.3. Define Π := e −r N X N to be the discounted profit. When ∆ follows the prescribed portfolio process (16) we obtain the hedging profit, Π H . If ∆ ≡ 0 we obtain the profit under no hedging, Π N H . The superscripts are omitted when it is clear which profits we are analyzing. The dynamic delta hedging strategy results in no losses. Without hedging, the range of potential losses by each random trigger time has a decreasing trend because a later trigger time implies additional periods of fee revenue and fewer periods of any rider guarantee payout. The effect of the volatility σ is particularly visible for those pathwise outcomes where τ = ∞. When σ = 15% there is an 87% probability of a positive terminal account value but the gains are small. On the other hand, there is only a 50% probability that τ = ∞ when σ = 30% but the potential profits are large due to the high fees. Figure 4 shows the cumulative distribution function of the profits when there is no hedging.
We present several risk measures for the no-hedging profit Π N H under P. The standard deviation is denoted SD(Π). The tail value at risk is T V aR γ (Π) := E P [−Π|Π ≤ −V aR γ (Π)] where V aR γ (Π) = − inf{x : P(Π ≤ x) > γ}. Table 6 shows the values for this sensitivity analysis of σ. Using the real world probability measure only amplifies the effect of σ on the insurer's risk and highlights the importance of a thorough hedging scheme. Chen et al., 2008) . In practice, the positions will be rebalanced only a finite number of times each year which introduces hedging errors. We model the fees and withdrawals to occur only at year-end in order to contrast with the previous result in the binomial model for δt = 1. This differs from the continuous model of Hyndman and Wenger (2014) where fees and withdrawals are deducted continuously.
The parameters used are P = 100, g = 10%, r = 5%, µ = 7.5%, σ = 15%, and T = 10. We used Monte Carlo simulation to obtain α ≈ 45bps (50,000 paths were simulated). We analyzed the effectiveness of a dynamic hedging strategy with weekly re-balancing for 500 path outcomes generated under P. For t ∈ {0, 1 52 , 2 52 , . . . , 519 52 , 10} and w ∈ R + , Monte Carlo simulations (using 1000 paths) yielded U t (w − 1) and U t (w + 1). We approximated
where the same set of generated paths was used to obtain both values in the numerator. Using the same paths and taking the central difference has been shown to reduce variability of results (Glasserman, 2004) . Figure 5 displays the discounted losses for no hedging and for weekly hedging for each generated path. Based on the simulations, P(τ = ∞) = 84.4%. As supported by Table 8 : Comparison of α to previous results; with g = 7%, r = 5%, and k = 1%.
The Fair Rider Fee with Surrenders
We next compare our results for α when early surrenders are permitted with those in the literature. For the parameter set of g = 7%, r = 5%, and k i = 1% for all i, Table 8 compares the binomial model with δt = 1 to Milevsky and Salisbury (2006) . Although the results are proportionally closer, as compared to Table 1 , it is inconclusive if the differences are mostly due to δt = 1 or if the results presented by Milevsky and Salisbury (2006) in the lapse case suffer from the same inaccuracies as in the no-lapse case.
We apply the Asian approximation method with the parameters g = 10%, r = 5%, σ = 20%, and k = 3% in Table 9 . The convergence is slower than in the no-lapse case, but that is a result of the early surrender decisions which are being approximated. This is consistent with the findings of Costabile et al. (2006) . The rightmost column shows α under the original binomial model. The increase in α when n is increased from one to two suggests that a sizable portion of the differences in Table 8 can be attributed to the low value of n in the binomial model.
We set r equal to the instantaneous risk-free rate long term mean and σ Table 9 : Asian approximation results -lapses Table 10 : Comparison of V 0 with previous results: g = 10%, P = 100, r = 3%, σ = 20%, and k = 3%. a Baseline case is g = 10%, r = 5%, σ = 20%, k = 3%, α 1 = 142bps. b For the first column, δt = 1 for g ≤ 9%.
All other values use δt = 2. Table 11 : Sensitivity results for α equal to the variance long term mean used in the stochastic interest rate and volatility processes in Bacinello et al. (2011) . We found that comparing V 0 for varying α, in the no lapse case the binomial model provides close estimates even for δt = 0.5. In Table 10 we list the difference in the contract value between the two methods for varying α and P = 100, g = 10%, r = 3%, σ = 20%, and k = 3%. The models have fundamental differences and we do not expect to attain exact results in the limit. Sensitivity results for g, r, and σ are shown in Table 11 . The baseline case is set to g = 10%, r = 5%, σ = 20%, and a CDSC of k = 3%. The fair fee α is increasing with g and σ but decreasing with r, however, the fair fee is most sensitive to r. The sensitivity of the fair fee to r is due to the long duration of the contract. Therefore, incorporating a stochastic interest rate model is justified, though beyond the scope of this paper.
Under the parameters g = 10%, r = 5%, σ = 25%, and δt = 1, the impact of the CDSC schedule on α is shown in Table 12 . Allowing surrenders with no penalties, the fair fee will be exorbitant to compensate for this option. As the penalties increase, the fee approaches the corresponding fee in the no-lapse model. For sufficiently high penalties, the option to surrender yields no marginal value.
Description of Schedule α (bps)
No-Lapse Model 152 k i = 0 for i = 1, . . . , 9 491 k i = 1% for i = 1, . . . , 9 430 k i = 3% for i = 1, . . . , 9 309 k i = 5% for i = 1, . . . , 9 217 k i = 7% for i = 1, . . . , 9 169 k i = 8% for i = 1, . . . , 9 155 k i ≥ 8.38% for i = 1, . . . , 9 152 k i = (10 − i)%, for i = 1, . . . , 9 171 k i = (9 − i)%, for i = 1, . . . , 9 188 Table 12 : Impact of k on α
Hedging and No Hedging with Surrenders
We consider the parameters: P = 100, g = 10%, r = 5%, σ = 25%, and δt = 1. The drift of S is µ = 7.5%. The surrender charge schedule applied is k i = max(.09 − .01i, 0) for i = 1 . . . 10. Figure 6 plots the aggregate losses, discounted to time zero, for the set of all outcomes for both the no-surrender model and the model with early surrenders. The respective fair fees are charged. In Figure 6b the no-hedging results are denoted by L and T: the former are outcomes where it is optimal to lapse while the latter are those for which no lapse occurs. Table 13 shows the P−distribution of trigger times and surrender times, where η denotes an optimal early surrender. Note that P(τ = ∞) ≈ 60% when surrenders are not allowed, but this reduces to P(τ = ∞) ≈ 0.65% when surrenders are permitted. Allowing lapses causes a shift as it becomes preferable in many outcomes when the market is doing well for the policyholder to lapse rather than face the likelihood of the rider maturing without being triggered.
For the outcomes where it is optimal to lapse, the profits to the insurer are decreasing for years 3-7. This is due to the design of the surrender charge schedule k i . The higher surrender charge in earlier years outweighs the additional fees received when lapses occur later.
Numerical results for the value of the option to surrender, L 0 , are presented in Figure 7 . When α is small, there is little incentive to surrender early and L 0 ≈ 0. For larger values of α there is incentive to surrender and avoid paying future fees. This relationship is reflected in the growth of L 0 with α.
Conclusions
In this paper we have constructed a binomial asset pricing model for the variable annuity with GMWB rider which incorporated optimal policyholder surrender behaviour. We extend the continuous time results of Hyndman and Wenger (2014) to the discrete-time binomial model by considering the valuation 
No Lapses
Model with Lapses i P(τ = i) P(τ = i) P(η = i) Table 13 : Probability distribution of τ and lapses for Figure 6 Figure 7: Value of L 0 : g = 10%, r = 5%, σ = 25%, δt = 1, and a declining SC schedule perspectives of the insured and the insurer. These extensions allow us to prove the existence and uniqueness of the fair rider fee and decompose the value of the variable annuity with GMWB rider into term-certain payments and embedded derivatives. Further, in the discrete time binomial model we are able to provide explicit perfect hedging strategies and optimal surrender strategies. From a computational perspective the ability to model early surrenders using the basic tools of binomial models is one distinct advantage over Monte Carlo methods. The other advantage was demonstrated by easily obtaining an explicit hedging strategy in a binomial (CRR) world that was proved to perfectly hedge the product. A drawback of the binomial model is the O(2 N ) growth of the nonrecombining binomial trees. Nevertheless, by the tractability of the model and its finite nature, it is straightforward to obtain numerical results concerning any aspect of the product, provided that the number of time-steps is manageable. The qualitative conclusions drawn from such an analysis will usually hold true in the more general continuous model. We present comprehensive numerical results which are consistent with those presented in more complex models.
Appendix A. Proofs of Technical Results
Proof of Lemma 4. From the equivalent expression for v(i, x) in (31), the continuity result is immediate. The maximum possible value for W Proof of Theorem 5. From Lemma 4, for α ≥ b P,0 > 0, we have V 0 (P, α, g) = Ga N < P for r > 0. By the definition of U in (13) we have U ≥ 0 for α = 0. By Theorem 7, V 0 (P, α = 0, g) = U 0 (P, α = 0, g) + P ≥ P.
By the continuity and strictly decreasing property from Lemma 4, there exists a unique α ∈ [0, b P,0 ).
