Abstract-Goal-oriented analysis allows performing trade-off analysis among competing solutions to a problem by determining which proposed solution strikes a more appropriate balance of stakeholder objectives and desired qualities of a system. Standard language definitions of common goal-oriented languages such as i*, the Goal-oriented Requirement Language (GRL), the NFR Framework, and KAOS offer varying support for such analysis. In most cases, however, the analysis is essentially confined to one snapshot in time. While several goal models may be created that represent different stages of a system, the current language definitions do not allow these models to be connected and make it difficult to analyze them simultaneously. Furthermore, many model elements need to be repeated in the models of the various stages, causing problems when these models need to be evolved consistently. This paper introduces TimedGRL, an extension of the GRL standard, which enables the modeling and analysis of a comprehensive set of changes to a goal model over time. The goal model and the changes to the goal model are captured in one model, which eases system evolution. The metamodel for TimedGRL is presented and an analysis algorithm for TimedGRL models is defined. The usefulness of TimedGRL is illustrated with an example from the sustainability domain.
I. INTRODUCTION
Goal modeling plays an important role in requirements engineering, because it encourages the study of requirements early in the development phase, rather than later. A goal model of a system represents its qualities, requirements, stakeholder objectives, and relationships among those elements. Popular languages used to model goals and their relationships include i* [17] , the Goal-oriented Requirement Language (GRL) [12] , the NFR framework [4] , and KAOS [16] .
Goal model analysis -which is typically called evaluationseeks to find a solution to the modeled problem that balances desired system qualities and stakeholder needs. Generally, these analyses are static in nature, i.e., they focus on one snapshot in time. They evaluate the complete model, without any consideration of changes to this model over time. However, systems do evolve over time. Their objectives, requirements, stakeholders, and relationships among those elements change as the time progresses. Sometimes these changes are predictable as the patterns they follow can be determined. A system in the sustainability domain by its very nature requires the problem to be analyzed over a longer period of time. Other examples are systems where the attitude of the users towards the system may change over time or where disruptive technology may lead to new applicable solutions. Any system, where the system's progress over time needs to be tracked and analyzed, could benefit from the proposed extensions to goal modeling, which we demonstrate on GRL. However, the proposed approach is generally applicable to all goal modeling languages, especially those with a propagationbased evaluation mechanism.
To visualize the evaluation of a system at different points in time, either copies of the goal model need to be made to which the changes over time are applied or the same goal model needs to be edited again and again with the new elements. These are space-consuming, time-consuming, and error-prone approaches that make it difficult to maintain a consistent model. A better approach uses a single goal model which can visualize the evolution of the system by explicitly defining the expected changes for the required model elements. In this paper, the Timed Goal-oriented Requirements Language (TimedGRL) introduces this approach to goal modeling, by incorporating the concept of changes over time into the metamodel of the current GRL standard. In addition, an algorithm is presented that analyzes the goal model over time based on the proposed TimedGRL metamodel. The focus of this paper is on how to model changes and not on how to determine the actual concrete value of a change. Expected changes are assumed to be known to the modeler (e.g., through tracking of real-world values or conducting extensive research to predict future behavior).
This paper first gives a background overview of GRL and goal model analysis techniques in Section II. Section III describes the TimedGRL concepts introduced into the GRL metamodel. Section IV then provides an example scenario to illustrate the usefulness of the concepts introduced for TimedGRL. Section V defines an algorithm for TimedGRL evaluation, extending existing goal model analysis techniques. Section VI gives a brief overview of related work, while Section VII concludes the paper and presents future work.
II. GRL GOAL MODEL ANALYSIS TECHNIQUES
The Goal-oriented Requirement Language (GRL) [1] is a goal modeling standard published by the International Telecommunication Union in the Z.15x series [12] . GRL is based on i* [17] and the NFR Framework [4] , but imposes fewer constraints on the modeler in how to use its model elements. With GRL, common concepts of goal modeling notations may be captured: stakeholders and their objectives, systems and their desired qualities, and solutions that impact these objectives and qualities. In addition, the current satisfaction level of model elements may be specified as a starting point for goal model analysis.
An actor ( ) represents a stakeholder of a system or the system itself. A GRL goal model is a connected graph of intentional elements (softgoal, goal, task, resource) that optionally reside within an actor, showing the high-level business objectives and qualities of interest to a stakeholder and the solutions considered for achieving these high-level elements. Objectives and qualities are modeled with softgoals and goals. A softgoal ( ) differentiates itself from a goal ( ) in that there is no clear, agreed-upon measure of satisfaction for a softgoal whereas a goal is quantifiable. Tasks ( ) represent solutions that are considered for a system. Softgoals, goals, and tasks may require resources ().
Various kinds of links connect the elements in a GRL goal model. AND, XOR, and IOR decomposition links ( ) allow an element to be decomposed into sub-elements. A dependency link ( ) models how one actor depends on another actor for something. A contribution link (o) indicates desired impacts of one element on another element, either expressed qualitatively with labels (+ or -) or quantitatively as an integer value between -100 and 100. A quantitative contribution may also be specified relatively to other contributions of the same element, in which case the contribution values must be normalized [5] [6] . This ensures that during goal model evaluation an element's maximum and minimum satisfaction values are 100 and 0, respectively, allowing all elements to be compared and used together in the goal model.
GRL supports the analysis of stakeholder objectives and system qualities through its propagation-based evaluation mechanisms [2] that build on the NFR Framework [4] . A GRL evaluation strategy describes a candidate solution by assigning initial qualitative or quantitative satisfaction values to a set of intentional elements in the GRL model, typically leaf nodes (i.e., tasks). An evaluation mechanism then propagates these initial satisfaction values to higher-level goal model elements, allowing strategies to be compared with each other to find the most appropriate trade-offs among often conflicting stakeholder objectives. The GRL standard provides nonnormative examples of evaluation algorithms. Three evaluation algorithms applicable to GRL -a quantitative, a qualitative, and a hybrid approach -are described in more detail in [2] , and all have been implemented in the jUCMNav tool [13] .
GRL provides very limited support for the analysis of goal models over time. Strategies may be used to define different initial satisfaction values for different time periods. However, time periods are not explicitly defined and changes to the goal model are restricted to contribution values with the help of contribution contexts [12] . In addition, the jUCMNav tool supports the visualization of trends given a set of strategies [3] .
III. TIMEDGRL ABSTRACT METAMODEL
This section introduces the extensions to the GRL metamodel for TimedGRL, while the next section then illustrates the need for the introduced metamodel elements with the help of an example. In TimedGRL, along with general goal model elements such as intentional elements, actors, and links, it is possible to define changes to those model elements. A Change is the behavior expected in an element over time (see Fig. 1 for the metamodel of TimedGRL). A change can further be divided into numeric, enumeration, and deactivation changes. A NumericChange is used to define any behavior which can be expressed mathematically with respect to time. An EnumerationChange specifies the switch in values over the course of time for any attribute with an enumeration. Numeric and enumeration changes are grouped together as PropertyChange, as they both are applied to an attribute (affectedProperty) of an element. On the other hand, DeactivationChanges are applied to the elements themselves to define their actual existence timeline (i.e., presence or absence in the goal model over the course of time). Each change has a start date and an end date, which specify the time period when that particular change is applicable to the element.
A new Boolean variable sufficientOnceAchieved is added to IntentionalElement to flag any element that stays fully satisfied once it has reached this level of satisfaction even when the contributions impacting the element are deactivated.
It is not enough just to state the changes in the elements of a goal model. We need to specify the changes that act simultaneously to observe the overall effect of these changes on the model. This can be achieved through grouping such changes within a DynamicContext. This also gives the option of having multiple groups to facilitate the exploration of alternatives and trade-offs. The existing GRL evaluation mechanism receives as input a set of initial satisfaction values (EvaluationStrategy) and possibly a set of contribution changes to override contribution levels of contribution links in the goal model (ContributionContext). Along with any changes, a dynamic context may thus include at most one EvaluationStrategy and at most one ContributionContext to more comprehensively specify the situation to be evaluated. It is also possible to include other dynamic contexts in a dynamic context to override default values. These includedContexts give the modeler power to structure dynamic contexts more modularly, flexibly consider multiple situations, and get their evaluations at different time points by just including the context containing the desired changes. For example, a modeler may wish to examine a series of situations that only differ slightly by creating a base context. This base context is then included in all other contexts that override the base as needed. A modeler can use this to choose the set of changes with the best result or to compare different options. A similar kind of inclusion has already proven useful for evaluation strategies and contribution contexts in the GRL standard [12] .
TimedGRL also facilitates the definition of specific time points or time point groups, at which the model needs to be evaluated. A Timepoint is a specific date, while a TimepointGroup is a set of dates. Thus, TimedGRL is able to run the evaluation at a specific time point to get the status of the model corresponding to the selected dynamic context on that particular date. This paper talks about TimedGRL and its role in the quantitative analysis of a goal model and hence builds on the existing quantitative evaluation mechanism [2] .
In addition, a valid TimedGRL model must obey the following constraints on the metamodel:
x The start of a change always comes before the end of a change: OCL: context self.includedContexts.strategy ĺ isEmpty() and self.includedContexts.contributionContext ĺ isEmpty() The last constraint simplifies the inclusion of one dynamic context into another, because there is no need to define how several evaluation strategies and contribution contexts could possibly be combined. 
IV. ILLUSTRATING EXAMPLE
This section illustrates the usefulness of the concepts introduced in the previous section with the help of a hypothetical but realistic example from the sustainability domain. Let us consider a city that wants to encourage its usage of Renewable Energy by maximizing its overall Renewable Energy Efficiency while minimizing cost of Renewable Energy and limiting usage of Non-Renewable Energy. To get a more complete picture of this problem, the city needs to analyze its renewable energy strategy over the next 25 years. Figure 2 describes the problem with a goal model that focuses on the "Maximize Energy Efficiency of Renewable Resources" goal. This model serves the purpose of explaining different types of changes and how they affect the overall evaluation over time.
All elements in the model expecting change over time are marked with DC for DeactivationChange (i.e., the element is not present in the model throughout the whole analysis time period), NC for NumericChange, or EC for EnumerationChange. The element, for which the sufficientOnceAchieved flag is true, is marked with SOA.
The main goal "Encourage usage of Renewable Energy" is decomposed into "Maximize Energy Efficiency of Renewable Resources", "Minimize Cost of Renewable Resources", and "Limit usage of Non-Renewable Energy". In the beginning, however, a lot of research still needs to be done in the field of Renewable Resources. Therefore, the city holds off on limiting the usage of Non-Renewable Energy until sufficient renewable resources are available. Note the DC label on the "Limit usage of Non-Renewable Energy" goal. Eventually however, all three sub-goals are equally relevant for the city to increase its dependency level on Renewable Energy. The city's Renewable Energy Resources currently (in 2016) include Wind and Solar Energy, Hydro Power, and Geothermal Power. These all have corresponding individual goals, whose satisfaction values show the maximum efficiency they can achieve at this point in time (see Fig. 3 ). They all contribute to the goal "Maximize Energy Efficiency of Renewable Resources". These contribution values describe the share each resource has relatively to all other energy forms. Thus, 24% of overall renewable energy is obtained from wind energy, 11% from solar energy, 47% from hydro power, and 18% from geothermal power. The efficiencies of renewable resources (i.e., the satisfaction values) change through the course of time as the resources are improved continuously (NC). Representative of all changes in the model, the details of the changes to the attribute of one element -the satisfaction value of "Increase Efficiency of Solar Energy" -are shown in the graph in the top right corner of Fig. 2 . The relative shares of the resources (i.e., the contribution values) also change depending on their projected availabilities and increase in efficiencies (NC). The city may define these changes with any one of the following: estimates based on prior experience, predictions based on research, expert opinions, or simply explorative "what if" scenarios.
Fig. 2. Goal Model for Energy Efficiency Goals of a City
The city is also aware of a group of scientists that will begin work on a new highly efficient renewable resource using nuclear fusion reactors in two years' time (DC). The scientists are represented by the actor "Renewable Nuclear Fusion Research Group". The main goal of this group is to discover renewable controlled nuclear fusion power with 90% efficiency in the next 15 years (NC). Once available, the city will include this new resource in its energy portfolio from 2031 on (DC).
The third actor in the goal model, "Ministry of National Research", provides support to the goal "Discover Renewable Controlled Nuclear Fusion" now (in 2016) in anticipation of the founding of the research group by building an Advanced Research Facility and supporting the research overall via the tasks "Provide Tax Incentives", "Attract Highly Skilled Researchers through Fellowship Programs", and "Ease Immigration Rules for Skilled Researchers". At the beginning, it is necessary to do all of these three tasks to get research into nuclear fusion off the ground. However, as time progresses and some breakthroughs have been made, it is expected that (a) the degree changes to which these tasks need to be performed (NC) and (b) it is not necessary anymore to do all of these, but at least one task still needs to be done to further support the research (EC; change from AND to OR).
The following sub-sections first describe which kinds of changes are supported in TimedGRL and then describe the various changes in more detail. The time points at which the model is evaluated are the year 2016 (i.e., today), the year 2026, and the year 2031. The corresponding evaluations are shown in Fig. 3, Fig. 4, and Fig. 5 , respectively.
A. Changes Supported in TimedGRL
A Change is used to define the expected evolution of an individual element or its attribute over time to enable reasoning over time periods. To define a change, the modeler first needs to specify its time period by defining a start date and an end date. It is possible to add more than one change to an attribute of an element, if the time periods do not overlap. This allows the modeler to add wide varieties of behaviors for an unrestricted time period, making the goal model flexible and adaptive to evolutionary trends. If no change is defined for an element in a time period, then the default value from the standard specification of the goal model is used.
All types of change cannot be added to every goal model element and its attributes. E.g., a numeric change (NC) cannot be added to the decomposition type of an intentional element, while an enumeration change (EC) cannot be added to a contribution link. A deactivation change (DC) may only be applied to an element but not an attribute. Table 1 defines all changes that can currently be associated with the relevant metamodel elements and their attributes (affected properties).
B. Deactivation Changes
A DeactivationChange is used to define the lifetime of a goal model element. By default, any defined element exists in the model. Adding this change to a model element means that the element is invisible in the model for the entire defined time period and hence does not participate in the evaluation.
There are four elements marked with DC in the goal model. Since the research group is being established in two years' time, a deactivation change is defined for the actor "Renewable Nuclear Fusion Research Group" from 2016 until 2018. Note that a deactivation change propagates to contained and connected elements. Therefore, the goal within this actor as well as the dependency links of the goal are also deactivated for the same time period (see Fig. 3) .
A deactivation change is also defined for the contribution link from the goal "Increase Efficiency of Renewable Nuclear Energy" to the goal "Maximize Efficiency of Renewable Resources" from 2016 until 2030, because the city expects to make use of this energy form only at that time. Similarly, the goal "Limit Usage of Non-Renewable Energy" is deactivated until 2028, at which point the efficiency and cost of Renewable Energy are expected to allow limiting of Non-Renewable Energy. Hence, these model elements only appear in Fig. 5 .
The task "Build an Advanced Research Facility" is needed initially to construct the research facility, but is not performed anymore once the facility exists. Therefore, it is deactivated from 2027 on, which is when the building is expected to be completed. This is accurate from the ministry's point of view, because the task is not performed anymore, but the task feeds the resource "Research Facility", which needs to exist even after the task's deactivation. For this purpose, the flag "sufficientOnceAchieved" (SOA) is raised for the resource, indicating that its satisfaction level remains at the maximum indefinitely once the maximum has been reached at some point in time and regardless of any changes to incoming contributions after that point in time (see Fig. 4 and Fig. 5 ).
C. Numeric Changes
A NumericChange can be defined for any element or its attribute that has a numerical value. This change uses various types of formula with time as variable to define the behavior. This allows the model to calculate the exact numerical value by substituting the required time.
A ConstantChange means that the numerical value remains the same throughout the time period. For this change, the expected constant value (newValue) needs to be entered. In the given example, a constant change to 86% is defined for the satisfaction value (affectedProperty) of "Increase Efficiency of Hydropower" for the time period from 2025 (start) to 2041 (end). Hydropower's efficiency is 85% at the beginning in 2016, which is already rather high. Thus, any increase in its efficiency is expected to be slow-paced, which is captured by the constant change. Therefore, Hydropower's efficiency is 85 in 2016 (Fig. 3) , and 86 in 2026 (Fig. 4) and 2031 (Fig. 5) . Similarly, researchers predict "Minimize Cost of Renewable Resources" is going to reach to a halt, once its satisfaction value (affectedProperty) reaches 90 (newValue), which is expected to be in 2026 (= start; end = 2041) (i.e., cost is 80 in 2016 (Fig. 3) , and 90 in 2026 (Fig. 4) and 2031 (Fig. 5)) .
A LinearChange means that the numerical value increases/decreases linearly within the defined time period. For this change, the newValue expected at the end date needs to be entered. In the given example, a linear change is defined for the quantitative value (affectedProperty) of the contribution link from "Hydropower" to "Maximize Efficiency". Here, researchers are assuming that the share of Hydropower in overall usage of Renewable Energy Resources is going to decrease from the current 47% in 2016 (start) to 41% (newValue) by 2028 (end), as the efficiencies of other available Renewable Resources improve and their usage increases to avoid heavy dependence on a single resource. The equivalent linear equation is "y = (2016 -t)/2 + 47", which translates to the contribution link being 42 in 2026 (i.e., t = 2026) (Fig. 4) .
Other attributes which are also exhibiting linear change in the actor "City" are the satisfaction values of "Wind Energy", "Solar Energy", and "Geothermal Power", and the contribution values of "Wind Energy", "Solar Energy", and "Geothermal Power" to the "Maximize Efficiency" goal. In the actor "Ministry of National Research", the contribution link from "Build an Advanced Research Facility" task to "Research Facility" resource also has a linear change attached to its quantitative contribution value (affectedProperty). This models the fact that it takes some time to build a research facility. During the whole time the facility is built, the task "Build an Advanced Research Facility" is set to 100 as the ministry is continually performing this task.
However, the contribution of the task to the resource is initially low (e.g., 50 in Fig. 3 ) and only gradually grows to 100 (Fig.  4) , at which point the research facility has been completed (i.e., the resource also reaches the maximal satisfaction level of 100 and stays there because of the SOA flag).
A QuadraticChange means that the numerical value follows a quadratic behavior. quadraticCoefficient, linearCoefficient, and constant need to be entered to describe this change. In the given example, a quadratic change is defined for the satisfaction value (affectedProperty) of the goal "Discover Renewable Controlled Nuclear Fusion". Here, it is assumed that the research results are limited at first, but occur much more frequent after initial success has been achieved. The change is therefore defined from 2016 (start) to 2026 (end). A quadraticCoefficient of 1, a linearCoefficient of -2, and a constant = 0, result in the formula "y = (t -2016)^2 -2*(t -2016)", i.e., the value in 2026 (i.e., t = 2026) is 80 (Fig.  4) . This is then combined with a more moderate linear growth from 2026 to reach 100 in 2031.
A FormulaChange means that the numerical value is described with a custom mathematical formula in time. In the given example, a formula change is defined from 2016 (start) to 2036 (end) for the satisfaction value (affectedProperty) of "Limit usage of Non-Renewable Energy" with the formula "y = t -1966". Thus, the value in 2026 is 60 (Fig. 4) and in 2031 it is 65 (Fig. 5 ). Note that a formula change may express a linear change, but while the former specifies the values for the whole time period, the latter only specifies the value at the end of the time period. Formula changes also apply to the satisfaction values of the sub-tasks of "Support Research in Renewable Energy" in the "Ministry of National Research" actor.
D. Enumeration Change
An EnumerationChange allows the modeler to define different enumeration values for different time periods for any enumeration attribute. Currently, this change can only be defined for the decomposition type of an intentional element. The expected newValue of the attribute in the defined time period needs to be entered. In the given example, the decomposition type of the goal "Support Research in Renewable Energy" exhibits an enumeration change. As discussed already, during the initial period, the decomposition type remains "AND" as it is necessary to do all of the three tasks to get the research into nuclear fusion off the ground. As time progresses and some breakthroughs have been made, it is not necessary anymore to do all of these but at least one still needs to be done to keep the research going. Therefore, the decomposition type (affectedProperty) is changed to "IOR" from 2025 (start) to 2031 (end) (see Fig. 4 and Fig. 5 ).
E. Discussion
The proposed metamodel and supported changes discussed in Section IV.A allow a comprehensive set of changes over time to be made to a goal model. However, there are still some restrictions, because all model elements are specified in one goal model, which must be a valid GRL model. Therefore, it is not possible to define two types of links between the same model elements as this is forbidden in GRL. In any case, it still remains to be seen whether such a fundamental change to a relationship of two goal model elements is actually needed for realistic systems. Another restriction is the fact that TimedGRL only supports formula with time as a variable, but a modeler could theoretically want to express changes in the model based on, e.g., calculated satisfaction values or other model data.
As discussed in Section III, a deactivation change defines the time period for which an element is inactive/absent in the model. TimedGRL only supports deactivation changes instead of activation or combined activation and deactivation changes for two reasons: (i) the active periods of an element can be automatically inferred from deactivation changes and (ii) an element in the model is going to be for sure active in some time period, while it is not necessarily inactive in any time period. Therefore, by default, it is assumed that an element is always present in the model, unless a deactivation change is defined.
One could argue that activation or deactivation changes are not needed at all, because the satisfaction value of an element could simply be set to zero if the element is not active. However, there is a fundamental difference between (a) an element being inactive and (b) having a satisfaction value of zero. In the latter case, the element exists in the model and participates in the evaluation. This is important, because TimedGRL uses relative contribution values (e.g., the percentage figures which describe the share each resource has relatively to all other energy forms in the example). Relative contribution values have to be normalized to ensure that the best/worst possible solution results in a satisfaction value of 100/0 for the target of the contribution links. The contribution link of an element with a satisfaction value of zero is still taken into account during the normalization process (e.g., the target cannot achieve 100 because it does not receive the positive contribution from the element with a satisfaction value of zero). However, if the positively contributing element is inactive, then the contribution link also does not exist in the model and it is possible for the target to reach 100, because the link does not need to be taken into account during the normalization process.
V. EVALUATION ALGORITHM FOR TIMEDGRL
This section first gives an overview of the changes to the existing evaluation algorithm for TimedGRL, and then explains how included dynamic contexts are handled during evaluation.
A. Algorithm Overview
TimedGRL builds on the already existing quantitative evaluation algorithm [2] , but the general principles of this approach may also be applied to other evaluation algorithms (e.g., qualitative and hybrid evaluations [2] ). TimedGRL has to preprocess the model in order to provide correct input to the existing evaluation algorithm, i.e., an input that corresponds to a regular GRL model with all changes resolved for a particular time point. The inputs provided to the evaluation of TimedGRL itself are a DynamicContext (including relevant Changes, an EvaluationStrategy, and if required, a ContributionContext), and a Timepoint. A prototype implementation of TimedGRL and the preprocessing algorithm has been integrated into the jUCMNav tool [13] and will be available in a release in 2016.
The preprocessing is done according to the following steps: x A copy of the model is made, on which all of the changes are applied at the given time point (see copy() in Listing 1). x Each change, for which the time point lies between its start date and end date, is selected for further processing and its corresponding element is recorded (see Listing 2 and collectChanges() in Listing 1). x Changes for each group of elements are collected and the changes are applied in the following precedence order of element groups: Actors > Intentional Elements > Links (see the four for loops in Listing 1) x According to the OCL constraints discussed in Section III, for each element in an element group, there can be at the most one change per affectedProperty or, a DeactivationChange, for the given time point. The respective change is applied to each element in a group (see Listing 3). If any element has a DeactivationChange defined for the selected time point, then that element is deactivated (see deleteElement() in Listing 3). Also, the children elements of the deactivated elements are deactivated (findAndDeleteChildrenElements()). The children elements are those which are either contained in that element, or are connected to that element. Hence, an actor can have intentional elements and links, all of which are contained within the actor, as children, and an intentional element can have links connected to it as its children. The precedence order of the element groups ensures that elements with a deactivated parent are never considered by the TimedGRL evaluation algorithm and that the TimedGRL model copy contains only active elements.
Each NumericChange and EnumerationChange can be treated the same way except for a LinearChange. This is because the value at a time point in a linear change depends on the value at the start, which is not defined by the linear change itself, but rather the model (i.e., all the changes applied to the element up until this point). Therefore, if any of the active elements has a LinearChange defined for the given time point, then the required value for the start is determined recursively. , timepoint) ).
For each other change, the information needed to determine the values at the given time point is specified by the change. For QuadraticChange, the formula is calculated first using the given attributes, and then the time point is substituted to get the value on that date. For FormulaChange, just the value of time point is substituted to get the correct value. For ConstantChange and EnumerationChange, the newValue is used directly. All these values are updated in the model copy (see updateValue(timepoint, change) in Listing 3).
At this point, the model copy has all the updated values and it acts like a regular GRL goal model that could have been manually created for the given time point. This model along with the specified EvaluationStrategy and ContributionContext (if present) is fed to the existing quantitative GRL evaluation algorithm to get the evaluation of the model at that particular time. Thus, using a single timed goal model, the evaluation of the model at an individual time point or a group of time points may be determined to investigate trends over time.
B. Included Dynamic Contexts
A DynamicContext, along with Changes, an EvaluationStrategy, and a ContributionContext, may also include other dynamic contexts. An included context only consists of changes. A parent context overrides an included context in all periods except when there is no change defined for the parent and the included context has a change attached to it for the same time period. Generally, if a DynamicContext has no change defined for an element (or, its attributes) for the time point of interest and there is no dynamic context included, then it takes the default value (defined as part of the regular goal model). However, if there is another DynamicContext included, which has a change attached for that element in the time period of interest, then the included context overrides the default value of the parent. If the included context also has no change defined, then the default value is used again.
For example, Fig. 6 (top) shows the changes of two dynamic contexts, which represent two expert opinions on how the efficiency of solar energy is going to change over the next 25 years. The first opinion (solid line) predicts a linear increase (LC) over the next 15 years, while the second opinion (dashed line) forecasts a linear increase (LC) from 2016 to 2036, which is followed by a more erratic 5 years expressed with a custom formula (FC). With the help of included contexts, a modeler may now choose how to combine these two expert opinions. Figure 6 (bottom) shows the case where the first opinion is given priority over the second opinion which leads to the shown combined behavior. Thus, the change in parentContext takes precedence from time 2016 to 2031 and is only overridden afterwards by the change in includedContext. However, the modeler could have also given priority to the second opinion by making the corresponding dynamic context the parent instead of the included context.
It is also possible to include more than one context in a parent context. In that case, the order, in which the contexts are ranked, matters. Conceptually, the bottom-ranked included context is combined first with the included context ranked just above it, i.e., the higher-ranked included context always acts as the parent of the lower-ranked one. This combination process goes on in bottom-up direction, until only the main parent context and one included context (constructed by combination of all included contexts) are left. At this point, the included context is combined with the parent as discussed earlier. TimedGRL optimizes this combination process with a topdown approach that only considers the next-ranked included context for an element (or affectedProperty) with default values. Therefore, an additional step is added during the change collection phase (Listing 2) of the evaluation algorithm discussed in the Section V.A. After selecting all the satisfying changes for the defined time point in a dynamic context, elements with the default value for this time period are examined further (see recursive call in collectChanges() in Listing 2). If an element with the default value exists, the changes to the element defined in the included context(s) are used. This continues until there are no more elements with default values or no further included contexts exist.
VI. RELATED WORK While many approaches for analyzing goal models exist [11] , few aim to capture and analyze goal models over longer periods of time instead of a single snapshot in time. General approaches fall into two categories: (i) bottom-up approaches that determine high-level satisfaction values of stakeholder objectives and system qualities based on the assignment of initial satisfaction values to leaf elements in the goal model, and (ii) top-down approaches that, given the desired satisfaction value of high-level elements, search for an assignment of satisfaction values to leaf elements that satisfies the high-level values. Often, constraint-based techniques are used for top-down approaches (e.g., [15] ). Some define goals with temporal logic [14] , while others look at conditional nonmonotonic temporal beliefs and goals [8] .
Most closely related to TimedGRL is work by Grubb and Chechik [9] [10] , who also propose an approach for capturing and analyzing the evolution of goal models. In contrast to TimedGRL, this approach uses qualitative values instead of relative quantitative values, translates the goal model into a constraint solving problem instead of analyzing the model with a propagation-based approach, does not formally define the approach with a metamodel, does not consider model management via included contexts, and analyzes the model based on relative time instead of concrete dates.
Other work in requirements evolution by Ernst, Borgida, and Jureta [7] determines a new solution given an original requirements problem, its solutions, and a modified requirements problem by modifying/reusing solutions with minimal changes to the already existing solutions. As opposed to TimedGRL, this approach (i) is not using propagation-based reasoning, but uses an assumption-based truth maintenance system and (ii) does not explicitly define changes, but requires a full description of the modified requirements problem.
VII. CONCLUSIONS AND FUTURE WORK
This paper proposes TimedGRL, an extension to the current Goal-oriented Requirement Language (GRL), to allow modelers to (i) capture expected changes to goal model elements over time and (ii) reason about the goal model at different points in time. This enables stakeholders to perform more sophisticated trade-off analysis that is not only based on a snapshot in time, but rather on a description of the system's evolution over a period of time. TimedGRL is defined as a metamodel extension to GRL and is supported by an evaluation algorithm that preprocesses a TimedGRL goal model so that existing GRL evaluation mechanisms can still be used.
Future work will focus on how to best visualize the specified changes to goal model elements and the results of an evaluation over a given period of time as well as overall evaluation effects and trends over time. Methodological guidance on how to determine the most appropriate change for a model element will also be investigated. In addition, a case study from the sustainability domain will be performed to validate the sufficiency of the proposed TimedGRL concepts. Furthermore, the introduced TimedGRL concepts could be extended to scenario/workflow models, so that the evolution of a system can be captured and analyzed using both model views.
