ABSTRACT
INTRODUCTION
Chromatin, comprised of DNA and its packaging proteins, is a central component in regulating embryonic stem cell (ESC) identity and plasticity (1) . The basic component of chromatin structure is the nucleosome, which is made up of DNA wrapped around two copies each of the histone proteins H2A, H2B, H3 and H4. Most histones are stably associated with DNA, and new incorporation occurs mostly during DNA replication, although a smaller histone fraction, including, notably, histone variants, exhibits dynamic exchange with the soluble pool of nucleoplasmic histones (2) . In ESCs this dynamic interaction is enhanced (3, 4) , resulting in a hyperdynamic chromatin state in ESCs, which is believed to be functionally important for the maintenance of pluripotency (3, (5) (6) (7) (8) (9) .
In recent years, accumulating evidence suggest important roles for histone variants in shaping the epigenetic landscape of ESCs and in regulating pluripotency and early differentiation events (10, 11) . In particular, the histone variant H3.3 was shown to play a key role in maintaining ESC pluripotency by regulating gene expression programs important for lineage specification (12) (13) (14) . H3.3 is ubiquitously expressed and its deposition in chromatin is replication independent and mediated by two chaperone systems, HIRA and DAXX (15) . H3.3 turnover is linked to a variety of key aspects of chromatin biology (16, 17) , and is involved in both gene expression activation (18) and the silencing of repetitive elements (19) . Distinct mechanisms of histone deposition and eviction (i.e. turnover) pertain to the dynamics of H3.3 at different chromatin regions (20) . In mouse fibroblasts fast turnover was found on promoters and enhancers of active genes, correlating, as expected, with the presence of active histone marks (21) . In post mitotic neurons, rapid H3.3 turnover was shown to be essential for normal brain development, and in both neurons and glia, H3.3 histone turnover patterns are critical in mediating neuronal activity-dependent gene expression, synaptic connectivity and cognition (22) . In ESCs, the turnover patterns seem to be more complex and high turnover rates are not restricted to active genes. Instead, dynamic exchange of H3.3 was also found around promoters of silent genes as well as repressed repetitive elements (13, 18, 19) . However, at a global scale, H3.3 was the only chromatin protein tested, which did not show the characteristic hyperdynamic binding of chromatin proteins in ESCs (3) . Finally, HIRA and H3.3 are both required for the establishment of the suppressive H3K27me3 mark at promoters of developmentally regulated genes in ESCs (23) . These somewhat confounding results, prompted us to study the genome-wide incorporation of H3.3 in ESCs and during early ESC differentiation, examine its dynamic exchange patterns, and test its potential involvement in regulating gene expression and/or silencing during differentiation.
MATERIALS AND METHODS

Cell culture
Cells were cultured on gelatinized tissue culture plates in ESC media (Dulbecco modified Eagle medium supplemented with 10% defined fetal bovine serum, 100 U/ml penicillin, 100 mg/ml streptomycin, 2 mmol/l Lglutamine, 5 mg/ml MEM non-essential amino acids, 0.12 mmol/l ␤-mercaptoethanol and 1000 U/ml leukemia inhibitory factor) supplemented with the 2i inhibitors cocktail (mitogen activated protein kinase (MAPK)/extracellularsignal-regulated kinase (ERK) kinase (MEK) inhibitor PD0325901 and the glycogen synthase kinase 3 (GSK3) inhibitor CHIR99021). This media was shown to maintain mES cell self-renewal without the addition of exogenous factors (24) . Hygromycin b was also added as selection against loss of the H3.3-HA construct for several passages. For retinoic acid (RA) induced differentiation, cells were grown on gelatin-coated dishes for 4 days in ESC media without LIF and 2i supplemented with 1 M RA. All cells were cultured at 37
• C in 5% CO 2 .
Immunofluorescence
Cells, grown on plastic or cover-slips, were fixed in 4% paraformaldehyde (15 min, room temperature), washed three times (phosphate-buffered saline (PBS), 5 min, room temperature), permeabilized (0.5% Triton X-100 in PBS, 5 min, room temperature) and incubated with the primary antibodies diluted 1:20-1:400 (1 h, room temperature or 4
• C overnight) in 10% serum in PBS. Cells were then washed three times (PBS, 5 min, room temperature), incubated with secondary antibodies diluted 1:1000 (1 h, room temperature) in 10% serum in PBS, washed again (PBS, 5 min, room temperature), DAPI stained (5 min, room temperature), washed (PBS, 5 min, room temperature) and mounted on a microscope slide with anti-fade (Dako, Glostrup, Denmark). Cells grown on plastic were kept in PBS until imaged. Detection was carried out using the relevant secondary antibodies conjugated to Alexa488 (A21202, A21206, A11055) or Alexa568 (A1003, A10042, A11057, Molecular Probes).
Protein extraction and western blots
For whole cell extraction: trypsinized cells were washed once with cold PBS, centrifuged (500 g, 4
• C, 5 min) and resuspended in ice-cold hypotonic Lysis Buffer (20 mM TrisCl pH 7.5, 0.2 ethylenediaminetetraacetic acid (EDTA) mM, 0.5 mM 1,4-Dithiothreitol (DTT), protease inhibitors cocktail 1:100 [Sigma]). Cells were incubated for 10 min on ice. A similar volume of High Salt Buffer (20 mM TrisCl pH 7.5, 0.2 EDTA mM, 0.5 mM DTT, 1 M NaCl) was added and cells were incubated (10 min on ice). Cells were then centrifuged (20 000 g, 4
• C, 30 min) and the supernatants were collected for further analysis. Protein concentrations were determined using the Bradford assay. Western blot detection was performed using LAS-3000 (FUJI FILM). Quantification was performed using ImageJ. For chromatin protein extraction: fractionation of chromatin bound proteins and nucleoplasmic proteins was done as previously described (25) . Protein extraction was performed on KH2 ESCs treated with Dox for different times. The chromatin bound fraction was separated on 4-20% gradient Bis-Tris SDS gels (BioRad), blotted, and incubated with the primary antibodies. Detection for western blot was with anti-mouse anti-rabbit or anti-goat antibodies conjugated to HRP (115-035-062, 111-035-144, 705-035-147 Jackson ImmunoResearch, respectively).
Chromatin immunoprecipitation (ChIP)
Chromatin immunoprecipitation (ChIP) was performed as described previously (26) . In short, cells from different time points after dox addition, with and without 4 days retinoic acid (4dRA) treatment, were collected and fixed. We normalized the cell number by the WB HA signal, since populations from different time points express different amounts of H3.3-HA. IP was done using Magna ChIP™ kit (Millipore) and DNA was purified using QIAquick PCR purification kit (Qiagen). ChIP Grade HA tag antibody was used (ab9110 from Abcam). Libraries from two input fractions and six bound fractions (ES or 4dRA cells incubated with dox for 1, 4 and 8 h) were prepared as previously described (27) and sequenced at the Technion Genome Center by Illumina HiSeq 2500 machine. Two biological replicas for each fraction were prepared and sequenced. More details can be found in the Supplementary data.
RNA extraction, library preparation and sequencing
RNA was prepared using the RNesay kit (Qiagen) according to the manufacturer's instructions, library preparation was done with QuantSeq 3 mRNA-Seq Library Prep Kit by Lexogen. Four RNA libraries were prepared: from ESCs and 4dRA cells without or with 4H Dox addition. Libraries were subjected to single-end sequencing using Illumina Next-Seq 500 platform.
Bioinformatics and statistical analysis
Genomic mapping was done using Bowtie (28) using the mouse genome version mm9. Mapping considered only unique hits with up to three mismatches per read. Following mapping, each read was extended to a length of 500 bp and read coverage was calculated in 50 bp bins. This was done to account for limited read coverage in H3.3 histone ChIP-seq. Similar analysis with 150 bp read extension was too noisy, while longer extension led to less specific estimation of turnover rates. Genome-wide read coverage profiles were then normalized to a total of 10M mapped reads per experiment. These were saved as supplementary bigwig files. TSS/metagene plots were created using the deepTools package (v1.5.12) (29) .
Turnover rate estimation
Turnover dynamics were estimated by taking the log 2 of the ratio between the 1 and 8 h H3.3 HA ChIP-seq coverage (after normalizing each experiment to 10M coverage). While this ratio is not identical to a full physical model of genomic nucleosome integration, following an external switching signal (30) , it allows us to estimate the overall dynamics by which each genomic locus integrates newly generated H3.3 nucleosomes. At the first time points (e.g. 1 h) only very dynamic loci show integration of H3.3 nucleosomes, resulting with strong ChIP-seq signal for these few positions. By the later time points, additional genomic loci (with slower turnover dynamics) show H3.3 integration. Due to the relatively higher number of the loci, their overall ChIP enrichment is lower. Thus the ratio between early (1 h) and late (8 h) time points offer a direct approximation of turnover dynamics. We take the logarithm of this ratio (in base 2) to normalize-out some general trends and preprocessing normalizations (e.g. due to different sequencing depth for each experiments), and to allow more accurate visualizations (e.g. x2 and x1/2 changes showing a similar magnitude of +1 and −1 in log 2 scale). Changes in turnover dynamics, between mESCs before and after 4 days of RA induction were calculating by comparing the log 2 ratios at the two cell populations, namely ESC log 2 (1 /8 h HA enrichment) minus RA log 2 (1/8 h HA enrichment).
RNA-seq analysis
To group genes based on RNA-seq expression levels, genes were divided to seven groups based on the difference in gene expression in ES and following 4 days of RA induction (both, following 4H Dox). Specifically, we estimated the expression level of each gene (FPKM) using cufflinks (31) , and then annotated every gene as one of three non-differential groups (<2-fold change between ES and RA conditions): (i) low-average expression <1 FPKM; (ii) mid-average expression between 1 and 100 FPKM; (iii) high-average expression larger than 100 FPKM; or as one of four differential groups: (iv) down5: RA expression is at least 5-fold smaller than ES expression level; (v) down2: RA expression is 2-to 5-fold smaller than ES; (vi) up5: RA expression is at least 5-fold higher than ES expression level; and (vii) up2: RA expression is at 2-to 5-fold higher than ES expression.
RESULTS
H3.3 turnover dynamics can be measured using time-ChIP
To test the dynamic incorporation and exchange of the histone variant H3.3 in pluripotent ESCs and during early differentiation, we engineered mouse KH2 ESCs (32) to express a single copy of H3.3-HA located downstream of the Type I Collagen (Col1A1) locus under the control of Doxycyclin (Dox), thus providing a genetically encoded pulsechase method (18, 21, 33) . We monitored the rate of incorporation of the HA-tagged H3.3 at different time points following Dox induction, similar to the 'time-ChIP' method previously reported (34) .
Upon Dox addition, a pool of tagged H3.3 immediately begins to accumulate, reaching saturation within 8 h (Figure 1A) . To verify the inducibility and test the kinetics of the system, Dox was added to the media at different times and H3.3-HA expression levels were measured by immunofluorescence (IF, Figure 1B To further confirm the validity of HA ChIP, we tested the enrichment and depletion of H3.3-HA using anti-HA antibodies on previously validated H3.3-positive and H3.3-negative promoters (13) following 4 h of Dox induction, and found an excellent agreement ( Figure 2A and Supplementary Figure S1F ). An equivalent KH2 cell line expressing the canonical histone variant H3.1-HA did not show preference to any gene or genomic region. IgG antibody was used as a negative control. 
H3.3 turnover is elevated around TSSs
We next wished to examine the genome-wide incorporation kinetics of H3.3 in both ESCs and during differentiation. We performed ChIP followed by high-throughput sequencing (ChIP-seq) for HA at 1, 4 and 8 h following Dox induction, on both ESCs and in ESCs treated for 4 days with retinoic acid (4dRA), as well as RNAseq, for both conditions. We sequenced two input fractions and six bound fractions in two biological replicates. The ChIP-seq results, aligned to UCSC mm9, are in agreement with previously published observations (13, 23, 33) and with re-analyzed published data of H3.3 time-ChIP in ESCs (14, 34) or MEFs (21) (Supplementary Figure S2A) . As expected, the data show a strong correlation between H3.3 enrichment and gene expression ( Figure 2B and C, low Aprt enrichment in both ESC and 4dRA, high Oct4 enrichment in ESC only) as well as H3K4me3 binding (Figure 2C , all expressed genes). As previously reported, nonexpressed 'bivalent' genes (i.e. promoter enriched for both active H3K4me3 and suppressive H3K27me3) are also enriched for H3.3 (e.g. EGFR, Figure 2C ) while pluripotency specific genes (e.g. Esrrb, Oct4, Figure 2C and Supplementary Figure S1F ) are depleted for H3.3 following differentiation (14, 21, 34) . Metagene analysis around the transcription start site (TSS) region (±2.5 Kb, Figure 2D ) showed minor global reduction in H3.3 enrichment over the 8 h time-point in ESCs. The 4dRA cells, however, showed a global and pronounced decrease in enrichment over time in the TSS (Figure 2E) . When comparing the different time-points, we observed that while ESCs show a rapid and very specific uptake of H3.3 in the TSS region in all time points ( Figure 2D and F), in the RA-treated cells H3.3 incorporation gradually becomes wide-spread upstream and downstream of the TSS and lower in the TSS itself ( Figure 2E and G). Similar analysis of canonical H3 showed low and uniform enrichment at all time points in both ESCs and 4dRA cells ( Figure 2H and I). Since the difference between the 8 and the 1 h time point reflects the incorporation rate, these results demonstrate that H3.3 turnover is faster and more narrowly centered around the TSS in the RA-treated cells, while in ESCs H3.3 is exchanged over a wider region around the TSS. In short, H3.3 turnover rates are, on average, globally elevated around the TSS ( Figure 2D -G) and differentiated cells show faster turnover rate than ESCs.
Clustering H3.3 turnover correlates with transcription and function
Next, we wished to test whether H3.3 turnover dynamics separates genes into functional groups. To this end, we clustered the turnover data using k-means based on average H3.3 ChIP-seq signal along the gene body (GB, Figure 3A , k = 4) or at the TSS ( Figure 3B, k = 3) . The TSS clusters were clustered into high turnover (Cluster 6), low turnover (Cluster 5) and low H3.3 enrichment (Cluster 7), which is the largest cluster. To reveal gene expression patterns in each group, we compared with our RNA-seq data and validated the expected correlation: the fast TSS turnover cluster contain the highly expressed genes while Cluster 7 contains mostly silenced genes ( Figure 3B ). To ensure that the Dox treatment itself did not alter the transcriptional profile of our cells, we first compared RNA-seq profiles with and without Dox induction, and found no significant influence on transcription (+Dox, Supplementary Figure S2B and C, right panel). In contrast to the TSS turnover pattern, inside the gene body the turnover rate is lower and the incorporation is more gradual. Interestingly, the correlation between the turnover in the TSS and in the gene body seem to be very weak or nonexistent (Supplementary Figure S2B and C). The four gene body clusters are correlated with descending transcription levels ( Figure 3A and C) .
To further characterize gene-body turnover clusters, we applied gene ontology (GO) analysis to each cluster separately using the PANTHER web tool (35) (Figure 3D ). Cluster 1, which is characterized by the highest H3.3 enrichment scores within the gene body, was enriched with GO terms largely associated with chromatin and transcription ( Figure 3D , top) and Cluster 2 shows enrichment of GO terms associated with development. We further performed in silico 'reverse ChIP' analysis for the different clusters using available ChIP-seq datasets we previously collected in the form of BindDB (36) , and identified several transcription factors (TFs) that are selectively and significantly enriched within each of the four clusters ( Figure 3E ). Genes in Cluster 1 were enriched for features of super-enhancers including p300 and Med1 while genes in Cluster 2 were enriched with PRC2 components including Phf19, Utx and Jarid2. To determine whether the clusters are associated with different sets of promoters based on CpG content, we classified the promoters into groups of High-, Intermediateand Low-CpG content within the four clusters ( Figure 3F ). Previous studies showed that the majority of genes with high CpG content promoters (HCP genes) in both ESCs and differentiated cells are marked by histone H3K4me3 and RNAPII occupancy, regardless of whether the gene is active or repressed (37) (38) (39) . Analysis of the DNA methylation status (meCpG) around the TSS of the clusters revealed, in Clusters 1-3, a negative correlation between H3.3 turnover rate (log 2 ratio between the 1 and 8 h time-points at promoter regions, see below) and CpG methylation ( Figure  3G ). Cluster 4 contains low/non-expressed genes and their TSS region is methylated, as expected. However, the H3.3 turnover rate is still higher than the background levels. It is interesting to note that in the absence of the H3.3 chaperone HIRA, normal CpG methylation pattern was lost during mouse oogenesis (40) . Thus, H3.3 turnover might play an important role in establishing a proper methylation pattern during normal development. The enrichment of the superenhancer signature in Cluster 1 and the PRC2 signature in Cluster 2, prompted us to further focus on genes adjacent to super-enhancers in ESCs, which are highly expressed (41), and bivalent genes, which are marked by both H3K4me3 and H3K27me3 (39,42-44) . 
H3.3 turnover reflects transcriptional states in ESCs
These differences in H3.3 dynamics between ESCs and 4dRA prompted us to examine the nature of these changes, particularly in relation to gene expression. To this end, we performed functional gene classification by grouping the genes according to their expression levels in ESCs and 4dRA ( Figure 4A ). We estimated turnover rates for each gene (TSS and gene body) by taking the log 2 ratio between the 1 and 8 h time-points at promoter regions, as previously performed (33) , and compared the general turnover rate of the genome in both ESCs and 4dRA ( Figure 4B ). To test whether H3.3 turnover rates reflect transcription rates, we analyzed the 'high' (genes highly expressed in both ESCs and 4dRA) and 'low' (genes not expressed in either condition) expression groups ( Figure 4A ) separately. Interestingly, comparing H3.3 turnover rates in ESCs and RAtreated cells, we found that the wider turnover peak in ESCs becomes more concentrated around the TSS in 4dRA (Figure 4B ). While the 'low' expression group showed a small difference in H3.3 turnover between ESCs and 4dRA, the 'high' expression group showed a wider exchange region around the TSS in the undifferentiated ESCs ( Figure 4C ). In contrast to TSS turnover dynamics, in which the highly expressed genes showed, as expected, the fastest H3.3 TSS turnover rates (bold lines) and the lowly expressed genes showed the slowest turnover rates (thin lines). However, in the gene body itself and upstream to the TSS region, we observed opposite trends: the highly expressed genes, which are also relatively enriched with H3.3, showed a slower H3.3 turnover rate than the lowly-expressed and the silent genes ( Figure 3C and Supplementary Figure S2D ). These results demonstrate that H3.3 is enriched in highly expressed genes but while the H3.3 turnover rate around the TSS is mainly a function of expression, H3.3 turnover rate upstream to the TSS and inside the gene body displays a more complex pattern. Analyzing the 5 Kb region surrounding the TSS, the 'high' group once again shows a distinct turnover profile in ESCs, with a slightly elevated turnover upstream to the TSS ( Figure 4D ). The 'Mid' group shows similar although less distinct patterns (Supplementary Figure S2C) . To look for turnover patterns characteristic of changes in expression, we focused on turnover rates in the 'Up' (genes upregulated in 4dRA samples) and the 'Down' (genes downregulated in 4dRA samples) groups in ESC and in 4dRA. While the H3.3 turnover profiles in the 'Up' and 'Down' groups are indistinct in the 4dRA samples, in ESCs, the 'Up' group shows a dip around the TSS, with higher turnover rates both upstream and downstream ( Figure 4E ). ESCs are generally relatively enriched with H3K4me3/H3K27me3 bivalent genes, some of which are resolved upon differentiation (42) (43) (44) (45) . PRC1-positive bivalent domains appear functionally distinct as they retain H3K27me3 more efficiently upon differentiation, show stringent conservation of the chromatin state and associate more strongly with developmental genes (46) . We first compared the H3.3 turnover rates in both TSSs and gene bodies of bivalent genes, to that of genes marked only with H3K4me3 or H3K27me3 (Supplementary Figure S3A ). H3K4me3-marked genes showed a higher H3.3 turnover rate in their TSS but a lower turnover rate in their gene body compared with the H3K27me3-marked genes. Bivalent genes showed a mixed pattern, where their TSS H3.3 turnover was as high as the H3K4me3-marked genes, while the gene-body turnover was as high as the H3K27me3-marked genes. This might reflect the poised state of a bivalent gene, in which the TSS is ready to transcribe while the gene body maintains a closed chromatin state with a higher turnover rate, as observed in silent genes. Zooming in into the 5 Kb region around the TSS (Supplementary Figure S3B ), a finer picture is revealed: the peak around the TSS in H3K4me3-only genes is mostly upstream to the TSS, whereas in bivalent genes it is more enriched downstream to the TSS. Interestingly, when we grouped the genes according to H3K4me3 ('K4') and H3K27me3 ('K27') enrichment, we observed that while the 'K4' group turnover pattern resembles that of the 'high' group, the 'K4/K27' group resembles the 'Up' group. This suggests that in ESCs, H3.3 turnover corresponds to the genes' expression and epigenetic profile, while in differentiated cells the turnover patterns are more uniform and do not reflect the genes' activity ( Figure 4F ). When we analyzed the association of each of these groups of genes ('K4-only', 'K27-only' and bivalent) with the different clusters, we observed that while Cluster 1 is enriched with 'K4-only' genes, Cluster 2 is more enriched with bivalent genes, hinting that the difference in gene body H3.3 dynamics represents a functional difference between these gene groups (Supplementary Figure S3C ). Moreover, in the bivalent gene group, 'PRC1+PRC2'-positive bivalent domains appear functionally distinct from 'PRC2 only' as they retain H3K27me3 more efficiently upon differentiation, show stringent conservation of the chromatin state and associate more strongly with developmental genes (46) . While the PRC2-only genes Change between ESCs and RA expression values is significant in clusters 1-3 (one asterisk denote P < 0.05, two asterisks denote P < 0.01; Kolmogorov-Smirnov test). Although Clusters 1 and 2 appear quite similar, they are highly statistically significantly different (P < 3 × 10 −9 , Kolmogorov-Smirnov test). Cluster 3 is significantly different from Clusters 1 (P < 2 × 10 −77 ) and Cluster 2 (P < 1 × 10 −105 ). Cluster 4 differs significantly from all the rest (P < 10 −100 in all cases). Similar significant differences were calculated for the 4dRA cells. Figure S3D) , indicating a link between a specific H3.3 turnover pattern and this important group of developmental genes. Zooming in into the turnover rate of the bivalent gene group, we find that the PRC1+2 bound genes show faster H3.3 turnover in the TSS (Supplementary Figure S3E) but not in the gene body when compared to their PRC2-only counterparts (Supplementary Figure S3F ). Thus, H3.3 turnover seems to be involved in the fine-tuning of bivalent gene expression.
H3.3 is highly dynamic in a particular set of enhancers
H3.3 was recently shown to display particularly fast turnover rates in super-enhancer regions, where also the most significant changes were detected following differentiation (34) . We therefore tested H3.3 turnover dynamics on enhancers and super-enhancers in our system. Our RNAseq data confirmed that super-enhancer associated genes (as listed in Whyte et al. (40) ) are expressed at higher levels than enhancer-associated genes in both ESCs and RAinduced cells (Supplementary Figure S4A) . Correspondingly, H3.3 turnover rates were slower in the gene body of super-enhancer-related genes compared with enhancerrelated genes (Supplementary Figure S4B) . This change was specific to gene body ESCs and was not observed in the TSS, or in the gene bodies of RA-treated cells. Cluster 1 showed the most dramatic enrichment of super-enhancer proximal genes (Supplementary Figure S4C) , concomitant to the high enrichment of Med1 and p300 binding on Cluster 1 genes ( Figure 3E ). We observed high H3.3 enrichment as well as high turnover rates at the epicenter of the superenhancers ( Figure 4G ). Epicenters are short (<2 kb) active subdomains within the super-enhancers, which are particularly enriched for TF binding sites and allow for cooperative binding. Conventional enhancers also show a peak at the center, but since they are in general much shorter, the peak is, respectively, narrower ( Figure 4G ). However, when we zoom out to the full 10 Kb sequences and the surrounding genomic region, we see high H3.3 enrichment but slower turnover inside the super-enhancers than the average surrounding genomic regions (Supplementary Figure  S4D) . These changes in nucleosome density are not global, since ChIP for canonical H3 did not show any significant differences between the enhancer center and its surroundings (Supplementary Figure S4E) . More recently, a new class of active functional enhancers, marked by H3K122ac, but which lack H3K27ac, was suggested to regulate a subset of developmental genes in mouse ESCs (47) . These enhancers are also enriched for H3K64ac, H3K27me3 and H2A.Z, as well as for H3K4me1, DNAseI hypersensitivity, and p300. Comparing these newly identified enhancers (H3K122ac+/H3K27ac-) to 'conventional' enhancers (H3K122ac+/H3K27ac+) we found a selective high turnover peak of H3.3 at the H3K122ac+/H3K27ac-but not the H3K122ac+/H3K27ac+ enhancers ( Figure  4H ). Importantly, both groups are highly enriched for H3.3. This suggests that H3.3 turnover rate is not only important around genes but also inside gene regulatory regions, and in particular, its dynamic turnover is highly selective for poised enhancers.
To test another group of non-genic potential regulatory regions, we also analyzed H3.3 enrichment and turnover in the topological-associated domains (TADs) boundaries, which were reported to play a role in gene expression regulation in ESCs (48) . TAD boundaries are conserved in evolution, and enriched for housekeeping genes and active chromatin modifications. We found enrichment of H3.3 on TAD boundaries, but lower turnover rate than their genomic surrounding (Supplementary Figure S4F) . This finding is in agreement with previous observation in human differentiated cells (49) , and likely reflects the special chromatin context of TADs boundaries.
A hyperdynamic H3.3 nucleosome marks promoters in ESCs
Finally, we concentrated on H3.3 turnover dynamics in the promoter regions of ESCs and 4dRA. Analyzing the distributions of the turnover peaks in ESCs and 4dRA, we noticed that the wider ESC peak corresponds roughly to a genomic size of a single nucleosome. This suggested that ESCs may contain a hyperdynamic nucleosome immediately upstream to the TSS, which is not present or less frequent in the 4dRA cells. To test this, we zoomed in on several of the 'high' category genes and, remarkably, found evidence for such a dynamic nucleosome just upstream to the TSS, not present in the 4dRA cells ( Figure 5A , red arrows). To test whether such a H3.3 hyperdynamic '−1' nucleosome is a general feature of ESCs, we calculated the H3.3 turnover rate in ESCs versus RA-treated cells (i.e. log 2 (1/8 h HA enrichment) in ESC -log 2 (1/8 h HA enrichment) in 4dRA). This analysis revealed an exceptionally strong peak (i.e. high H3.3 turnover rate) immediately upstream to the TSS, in ESCs relatively to 4dRA ( Figure 5B ). This high turnover is mostly significant in highly expressed and poised genes ( Figure 5C and D) . While the deposition map itself (Figure 2D) shows that most of the H3. occurs around and downstream of the TSS, the resolution is such that the deposition area covers 2 kb (roughly, from 1 kb upstream to 1 kb downstream of the TSS, slightly shifted downstream, Figure 2D ). By analyzing turnover rates rather than H3.3 deposition per se ( Figure 4B ), we realized that H3.3 turnover peaks almost exactly at the TSS itself, with RA-treated cells showing a defined peak at the TSS and ESCs showing a wider turnover region spanning roughly a nucleosome-size region upstream to the TSS (Figure 4D ). To strengthen our approach, we performed similar turnover rate calculations using previously published datasets (14, 21, 34) and also repeated the H3.3 time-ChIP experiments. Reassuringly, we find that the turnover rates in the differentiated cells (MEFs in this case) (Supplementary Figure S5A and B) show a more defined peak above the TSS (similar to the situation in our RA cells), while in the ESCs the distribution is wider upstream, reflecting the 'hyperdynamic' phenomenon that we identified. This analysis also revealed a negative peak just downstream to the hyperdynamic −1 nucleosome, suggesting that +1 nucleosome is more dynamic in the 4dRA cells. These data show that although the overall genomic turnover rate of H3.3 increases in differentiated cells, a specific −1 nucleosome is hyperdynamic in pluripotent ESCs and restricts upon differentiation, either shifting downstream, or otherwise replaced by a +1 nucleosome following differentiation. To further examine the association between the newly identified hyperdynamic −1 nucleosome and expression, we tested the ESC/4dRA turnover profiles in our expression clusters (Supplementary Figure S5C) . We first confirmed that Clusters 1 and 2 retain mostly expressed genes (Supplementary Figure S5D ), while Cluster 4 inhabits the low/no expression genes in both ESCs and 4dRA cells. Genes that were either down-or up-regulated during differentiation did not show any cluster preference ( Supplementary Figure S5E) . Genes differentially expressed between ESCs and 4dRA overall show a similar trend although the −1 nucleosome in the up-regulated genes is more dynamic than the +1 nucleosome in the down-regulated genes ( Figure 5D and E), suggesting that a hyperdynamic nucleosome marks both expressed and poised genes in ESCs. Taken together, our data reveal a hyperdynamic nucleosome at the −1 position in ESCs, providing a high-resolution window into the dynamics of the otherwise stably associated core histone variant H3.3 (50) .
DISCUSSION
Using a Dox-inducible single copy integration of H3.3-HA in mouse ESCs, we were able to follow its genome-wide incorporation dynamics. Our data show that H3.3 turnover provides an additional layer of information, which may be used to reveal classes of co-regulated gene families (51) .
Specifically, we found that super-enhancers (41) contain an H3.3-enriched nucleosome at its epi-center, in agreement with a recent parallel study (34) . In addition, we identified an even stronger enrichment for H3.3 inside a more recently identified class of enhancers marked with H3K122ac (47), in contrast to 'regular' enhancers where no such H3.3-enriched nucleosome is present. Since H3K122 is located on the lateral surface of the histone octamer, the acetylation of this residue was suggested to function by directly altering nucleosomal stability and mobility (52, 53) . The finding of histone H3 globular domain acetylation (K122ac) in a family of enhancers (47) , suggests that opening of local chromatin structure might be an important facet of enhancer function. H3.3 high turnover at those sites support this idea and suggest that hyperdynamic H3.3 is a basic characteristic of many active enhancers. Correlating H3.3 dynamics with enhancer datasets may thus assist in further identifying and classifying specific enhancer families.
Our most intriguing observation revealed here is the presence of a hyperdynamic H3.3 nucleosome in ESCs, which is restricted and either shifted downstream or replaced by a different +1 nucleosome upon differentiation. Interestingly, similar results were reported recently following chemical mapping of nucleosome positioning, in which high nucleosome occupancy is observed in the −1 position in mouse ESCs (54) . Previously, we and others showed that chromatin proteins are associated more loosely in pluripotent compared with differentiated cells (3, 4, 7, (55) (56) (57) (58) , supporting a 'hyperdynamic' chromatin state in pluripotency (59) . We hypothesized that this open chromatin reflects the promiscuous transcription program we observed in mouse ESCs (60) . However, it was later argued that this global transcription is a result of growth conditions which include serum, and when grown in the presence of GSK3 and MAPK/ERK inhibitors (known as '2i') ESCs assume a 'naïve' state and no longer display spurious transcription (61) . Regardless, in our original studies, H3.3 was the only chromatin-related protein tested, which did not show increased global turnover dynamics in ESCs (50) , and hence it posed a particularly interesting case for genome-wide incorporation studies. To ensure no serum-related artifacts, we cultured our cells in the current study in ground state 2i conditions. Remarkably, while we observed a slight overall increase in H3.3 incorporation dynamics following differentiation, when we compared the meta-gene turnover profiles between ESCs and RA-treated cells we found a single hyperdynamic nucleosome in ESCs at the −1 position, immediately upstream to the TSS. This is reminiscent of the promoter-associated peaks of MacroH2A2, which were previously shown to possess relatively rapid exchange dynamics in ESCs (33) . It would be interesting to test whether H3.3 and MacroH2A2 reside within the same dynamic nucleosome. Our previous studies, which involved photobleaching-related methods (i.e. FRAP, FLIP), could not have identified a single hyperdynamic nucleosome because such photobleaching-based methods provide a global average and do not possess the resolution to identify such regional behavior. It would now be interesting to test the genome-wide turnover dynamics of additional chromatinrelated proteins, as was done for H3.3 and MacroH2A2 (13, 20, 21, 33, 34) , including core histones. The latter would pose a bigger challenge due to changes in cell cycle dynamics following differentiation. One of the major advantages of using a replication-independent histone variant for this study is that it is not S-phase dependent and hence should not be majorly affected by changes in cell cycle kinetics. By contrast, since core histones are incorporated during Sphase, changes in cell cycle, especially in the fraction of cells that are in S-phase during sampling, may affect the analysis.
While previous reports compared ESCs to either MEFs or in vivo derived NPCs, this study is the first to directly compare undifferentiated 'ground state' ESCs with differentiated ESCs. Another novelty of our work is our focus on H3.3 dynamics within the gene body rather than the TSS. We show that while the TSS dynamics is directly correlated with transcription, as shown before us, the dynamics of gene body H3.3 is correlated with other regulatory properties of the genes. Overall, our results are in agreement with previous studies addressing H3.3 turnover in ESCs, but a direct comparison is problematic since other reports used a system of H3.3 dissociation, while we analyzed H3.3 incorporation. Nonetheless, comparing H3.3 turnover in ESCs versus MEFs (21) , and employing similar statistical analyses to the ones we performed here, confirmed the presence of the hyperdynamic H3.3 nucleosome we identified (Supplementary Figure S5A ).
To conclude, by monitoring H3.3 incorporation dynamics over time before and following ESC differentiation, we identify a hyperdynamic H3.3-containing nucleosome at the −1 position, marking promoters of expressed genes in ESCs. Following differentiation, this hyperdynamic nucleosome is restricted and shifted downstream (or otherwise replaced by a different '+1' nucleosome) into the reading frame of the corresponding gene. This may explain earlier observations by Felsenfeld and colleagues showing that nucleosome depleted regions are in fact enriched with H3.3 (18) , suggesting that dynamic turnover may be more important in regulating transcription than the presence/absence of a histone or a particular histone modification. Our data thus provide evidence for regional regulation of H3.3 turnover in ESC promoters, and calls for testing, in high Nucleic Acids Research, 2017, Vol. 45, No. 21 12193 resolution, the dynamic behavior of additional histone variants and other structural chromatin proteins.
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