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La notion de trace trouve ses origines dans les travaux d'Abel. Dans son




d'une 1-forme rationnelle rdx = r(x, y)dx le long d'une courbe algébrique
C de C2. Ces intégrales, dites abéliennes, sont des fonctions transcendantes
en les coordonnées de p que l'on ne peut a priori pas exprimer à l'aide des
fonctions usuelles. Cependant, des liens peuvent être établis entre plusieurs
intégrales de ce type, généralisant à d'autres classes de fonctions transcen-
dantes les formules additives classiques des fonctions logarithmes et trigono-
métriques [23]. L'idée d'Abel est d'utiliser un polynôme Qt en (x, y) dont
les coecients sont des fonctions rationnelles de variables indépendantes







sur les points d'intersection de C avec une courbe générique Dt = {Qt = 0}.
Il prouve le théorème suivant :
Théorème d'Abel : la fonction t 7→ I(t) est de la forme I(t) = Q(t)+ log R(t)
où R et Q sont des fonctions rationnelles de t.
Si l'intersection V ∩ Dt0 = {p1(t0), . . . , pN(t0)} est transverse, avec de plus










au voisinage de t0, où Φ = r(x, y)dx. On appelle la 1-forme dI la trace de Φ
sur C, notée TrCΦ. Le Théorème d'Abel se reformule sous la forme :
La 1-forme TrCΦ est rationnelle en t.
Les théories fécondes des fonctions elliptiques, hyperelliptiques et jacobiennes
issues des travaux d'Abel (et d'autres) ont trouvé de nombreuses applications
en géométrie algébrique et en théorie des nombres.
Dans leurs articles fondateurs, Griths [23] en 1976 et Henkin et Passare
[31] en 1999 prouvent le Théorème d'Abel-inverse :
Si un ouvert U de Pn est réunion de droites projectives, le prolongement à
Pn d'un ensemble analytique fermé C de U et d'une q-forme méromorphe Φ
sur C équivaut à la rationalité de la trace TrCΦ 1.
L'objectif de cette thèse est de revisiter la théorie de la trace et les problèmes
d'inversion à l'aide de l'utilisation systématique du calcul résiduel, qui ap-
paraît déjà dans les deux articles cités ci-dessus. Ce travail se décompose en
deux parties, l'une dans le cadre projectif et l'autre dans le cadre torique.
Dans la première partie, on montre comment la théorie des résidus permet
le calcul eectif de la trace d'une forme méromorphe sur une hypersurface
analytique et on obtient une caractérisation algébrique des formes traces en
se ramenant au cadre élémentaire du calcul résiduel d'une variable. En consé-
quence, une version plus forte du théorème d'Abel-inverse que celle donnée
dans [31] est prouvée : un germe de trace de forme méromorphe sur une hy-
persurface analytique est rationnel en les variables ne correspondant pas à la
pente si et seulement s'il se prolonge en la trace d'une forme rationnelle sur
une hypersurface algébrique. La preuve s'appuie sur des mécanismes algé-
briques d'inversion et sur une équation diérentielle de type "onde de choc"
vériée par les coecients de la trace. Le théorème de Wood [39] donne
une condition nécessaire et susante pour qu'une collection de germes d'hy-
persurfaces soit incluse dans une hypersurface algébrique. On établit le lien
logique de cet énoncé avec le théorème d'Abel-inverse. Enn, on obtient une
nouvelle méthode pour calculer la dimension de l'espace des formes abéliennes
de degré maximal sur une hypersurface de Pn (voir [30]).
1Griths montre ce théorème dans le cas TrCΦ = 0 et Henkin et Passare dans le cas
local, obtenant le cas rationnel en corollaire.
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Dans la seconde partie, on étend certains des résultats obtenus au cadre to-
rique. Si U est un ouvert de Pn qui n'est plus concave, il est nécessaire de
considérer une famille rationnelle {Ct, t ∈ Cν} de courbes de degré su-
sament élevé pour que l'intersection d'une hypersurface algébrique V ⊂ Pn
avec une courbe Ct puisse être incluse dans U , condition nécessaire pour les
théorèmes d'Abel et d'Abel-inverse. Ce type de généralisations est développé
par Bruno Fabre dans [18]. Cependant, la compactication projective de Cn
n'est pas toujours appropriée si les supports (xés) des polynômes dénissant
la courbe Ct sont quelconques. De plus, pour les problèmes d'inversion, l'es-
pace projectif ne permet qu'une caractérisation grossière du comportement
asymptotique de V en terme des traces. Ces considérations m'ont motivé à
généraliser la théorie de la trace dans les variétés toriques complètes lisses,
compactications de Cn ou (C∗)n plus nes que Pn.
Si X est une variété torique lisse complète [20], on associe à toute famille
de brés en droites (L1, . . . , Lk) un espace dual X∗ = X∗(L1, . . . , Lk) pa-
ramétrant l'espace des sous-variétés C de X de type (L1, . . . , Lk), i.e de la
forme
C = H1 ∩ · · · ∩Hk, Hi ∈ |Li|
où |Li| est le système linéaire complet associé au bré Li. L'espace X∗ est
isomorphe à un produit d'espaces projectifs et remplace la grassmanienne
utilisée dans le cas projectif. Les notions de variété d'incidence, de concavité,
d'espace dual et de trace abordées dans la première partie trouvent naturel-
lement leur généralisation à ce cadre plus étendu, faisant toutefois apparaître
des sous-variétés (L1, . . . , Lk)-dégénérées V pour lesquels l'application trace
TrV : C(V ) −→ C(X∗)
est triviale. La condition de dégénérescence d'une variété k-dimensionnelle
V ⊂ X ne dépend que de sa classe dans le groupe de Chow Ak(X) (et de
celle des brés Li) et se caractérise grâce à la géométrie combinatoire (Théo-
rème 2.1, page 74 et Théorème 2.3, page 78). L'utilisation systématique des
courants résiduels permet d'étendre au cadre torique les résultats de la pre-
mière partie : équations d'onde de chocs, lemme de prolongement, rôle des
coecients extrémaux, degré des traces, réduction au calcul résiduel d'une
variable. Si la famille (L1, . . . , Ln−1) est très ample, on obtient nalement la
version torique des théorèmes de Wood et d'Abel-inverse dans le cas d'une
hypersurface V qui permet une description plus précise du support du poly-
nôme dénissant la restriction de V à Cn.
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Première partie
La trace en géométrie projective

Introduction
Soit X une variété analytique complexe de dimension n de faisceau struc-
tural OX . On note ΩqX (resp. M qX) le faisceau des (q, 0)-formes holomorphes
(resp. méromorphes) sur X.
Pour tout ouvert U de X, on note C∞,c(r,s)(U) l'espace des formes-test C∞ de
bidegré (r, s) à support compact dans U . Le courant d'intégration associé à
un sous-ensemble analytique fermé V de U de dimension k, est un courant
noté [V ], supporté par V , positif, fermé, de bidegré (n − k, n − k), qui agit
sur C∞,c(k,k)(U) par intégration sur la partie régulière de V .
Une q-forme méromorphe Φ de U dénit une forme méromorphe sur V si son
lieu polaire pol (Φ) intersecte V proprement. On note M qV le faisceau sur V
correspondant. Le courant
T : θ 7→
∫
V \V ∩pol (Φ)
Φ ∧ θ
est naturellement déni sur C∞,c(k−q,k)(U \ V ∩ pol (Φ)). Si g est une fonction
holomorphe dans U qui vérie V ∩ pol (Φ) ⊂ {g = 0} avec de plus dim ({g =
0} ∩ V ) < dimV , il est montré dans [10], [32] que Φ est méromorphe sur V




(V \V ∩pol (Φ))∩{|g|>ε}
Φ ∧ θ
existe et prolonge T à U indépendamment de g en un courant [V ]∧Φ supporté
par V . On dit que Φ est régulière ou abélienne en p ∈ V si ce courant
est ∂̄-fermé en p et on note ωqV le faisceau sur V correspondant [2]. Si V
est lisse, on a ωqV = Ω
q
V , mais en général, une forme régulière sur V est
restriction à V d'une forme méromorphe Φ dans l'espace ambient qui peut
ne pas être holomorphe au voisinage de V : les singularités de V compensent
dans certains cas les pôles de Φ ([2, 31]).
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On note Pn l'espace projectif complexe. Un ouvert U ⊂ Pn est dit linéaire-
ment concave (ou 1-concave) si par chacun de ses points passe une droite
incluse dans U . Dans ce cas, le dual U∗ est un ouvert non vide de la grass-
manienne G(1, n) constitué des droites incluses dans U et on peut dénir la
variété d'incidence au-dessus de U
IU := {(z, L) ∈ U × U∗ ; z ∈ L},
munie des projections naturelles pU et qU sur U et U∗. Puisque pU est une
submersion et qU est propre (la propreté de qU , cruciale ici, est liée à la
compacité de l'espace projectif), on peut dénir pour tout sous-ensemble
analytique fermé V de U et toute q-forme méromorphe Φ sur V le courant
sur U∗
A(Φ ∧ [V ]) := qU∗(p∗U(Φ ∧ [V ])),
que l'on appelle la transformée d'Abel-Radon de Φ ∧ [V ].
Si V est de codimension 1, une droite L0 générique coupe V transversalement
en d points distincts p1(L0), . . . , pd(L0) (ces derniers sont en nombre ni
localement constant, grâce à la compacité de l'espace projectif). Dans ce cas,
les applications L 7→ pj(L) sont holomorphes au voisinage de L0 et on a
l'égalité




Par le théorème d'Abel généralisé [31], ce courant est une q-forme méro-
morphe sur U∗, que l'on appellera la trace de Φ sur V , notée TrV (Φ) 2.
Soit (X1 : X2 : · · · : Xn−1 : Y : Z) un système de coordonnées homogènes sur
Pn pour lequel la droite L0 := {X1 = · · · = Xn−1 = 0} est incluse dans U et
coupe V transversalement en une collection nie de points n'appartenant pas
à l'hyperplan à l'inni Z = 0. On peut dans ce cas utiliser les coordonnées





) au voisinage de V ∩L0.
Toute droite voisine de L0 est dénie par l'annulation des fonctions anes
li(x, y, a, b) := xi − aiy − bi , i = 1, . . . , n− 1.
2en général la trace d'un courant désigne son image directe par une application propre
sur son support. La trace de Φ sur V correspond ici à l'image directe via qU du courant
p∗U (Φ ∧ [V ]) sur U∗.
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On note (a, b) = (a1, . . . , an−1, b1, . . . , bn−1) les coordonnées dans l'ouvert de
G(1, n) correspondant et L(a,b) la droite projective ainsi dénie.
On rappelle au Chapitre 1 certains outils de la théorie des résidus : cou-
rants résiduels, résidus de Grothendieck, théorème de dualité. L'équation de
Lelong-Poincaré, liant courant d'intégration et courant résiduel permet d'ob-
tenir une formule résiduelle pour la trace qui motive l'utilisation du théorème
de dualité pour les problèmes d'inversion.
Au Chapitre 2, on caractérise les germes de (n− 1)-formes méromorphes en
L0 ∈ G(1, n) qui sont la trace d'un germe de (n − 1)-forme méromorphe Φ
sur une collection (encore notée V ) de germes d'hypersurfaces analytiques le
long de la droite L0. On se ramène pour cela au cadre polynômial pour tester
le théorème de dualité sur un nombre ni de fonctions-tests. On montre que
la donnée du couple (V,Φ) équivaut à la donnée d'un couple de polynômes
(F,H) à une variable de degrés respectifs d et d − 1, à coecients dans le
corps des germes de fonctions méromorphes en (a, b) = (0, 0) ∈ G(1, n),
vériant une équation diérentielle du type onde de choc. Les coecients
des polynômes F et H sont uniquement déterminés par un système linéaire
non dégénéré dont les coecients sont des sommes complètes de résidus.
Cette équivalence donne deux résultats importants. D'une part, le couple
(F,H) permet de caractériser uniquement le couple (V,Φ) en terme des traces
TrV (y
k) et TrV (ykΦ), pour k = 0, . . . , 2d − 1 (où d := TrV 1), calculées
suivant une famille de droites de même direction. 3 D'autre part on obtient
une formule résiduelle algébrique de la trace de Φ sur V qui caractérise les
germes de traces. Les coecients s'obtiennent par des calculs de résidus de
fonctions rationnelles d'une variable, c'est-à-dire un calcul de reste dans une
division euclidienne (cette approche se trouvait déjà esquissée dans l'article
de P.A. Griths [23]).
Le chapitre 3 est consacré aux applications de ces résultats. Le théorème
d'Abel-inverse, prouvé par Henkin et Passare (1999, [31]), stipule dans sa
version globale qu'il faut et il sut que la trace de Φ sur V soit rationnelle
pour que V soit incluse dans une hypersurface algébrique Ṽ (de degré d =
TrV 1) et que Φ se prolonge en une forme rationnelle sur Ṽ . Ce résultat est
prouvé par Griths dans le cas de la trace nulle dans [23], auquel cas la forme
Φ se prolonge en une forme abélienne sur Ṽ . On dégage les mécanismes mis
3En restreignant à une seule projection, on retombe sur le concept de trace usuel
originellement développé par Barlet [2].
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en jeu dans les problèmes d'inversion et on montre que la rationalité de la
trace en b = (b1, . . . , bn−1) pour tout a voisin de 0 sut pour aboutir aux
mêmes conclusions. On montre ensuite le lien avec le théorème de Wood [39]
qui arme qu'il est équivalent que V soit algébrique de degré d et que la
trace de y soit ane en b. On prouve que la rationalité en b de la trace d'une
n−forme méromorphe quelconque implique que la trace de y est ane en b.
Pour nir, la caractérisation résiduelle des formes traces permet de retrouver
la dimension de l'espace ωn−1V des n−1-formes abéliennes (i.e. de trace nulle)
sur une hypersurface algébrique V (voir [30] pour une preuve via les tissus).
La majorité des démonstrations et des mécanismes mis en oeuvre s'appuient
uniquement sur des calculs de résidus de polynômes, c'est-à-dire des restes
de divisions euclidiennes dans l'anneau des polynômes. En ce sens, on peut
parler de l'aspect algébrique du théorème d'Abel et de son inversion, et plus
généralement du concept de trace. Les résultats présentés dans cette première
partie s'inspirent des travaux d'Alain Yger [40], [41]. Des idées similaires ont
été développées récemment et indépendamment par Bruno Fabre dans le cas




On garde les notations de l'introduction. Soit U un ouvert de X et f ∈































Plus généralement, si f1, ..., fk est une suite quasi-regulière de l'anneauOX(U)
(ce qui équivaut à l'exactitude du complexe de Koszul associé, sauf éventuel-
lement au degré 0, ou encore au fait que f1, ..., fk dénisse une intersection
complète dans U , [41]), on peut dénir (voir par exemple [10], [32], [34]) le


















où l'on utilise ici les notations standard. Ce courant est ∂̄-fermé, supporté
par V := {f1 = · · · = fk = 0} et nul sur les formes-test à coecients














∧ df1 ∧ · · · ∧ dfk.
Un outil majeur du calcul résiduel est le théorème de dualité : si U est un
domaine d'holomorphie et g, f1, . . . , fk une suite quasi-régulière dans OX(U),













est nul sur les formes-test ∂-fermées au voisinage de V . Ce théorème s'ap-
plique notamment dans les anneaux locaux des germes de fonctions holo-
morphes. Le pendant algébrique de ce résultat dans le cadre élémentaire du
calcul résiduel en une variable est une conséquence de l'algorithme de division




Y k H dY
F
]
= 0 , ∀k = 0, . . . , degF − 1 .
Soit p = (x1, . . . , xn−1, y) ∈ X et f1, . . . , fn une suite régulière dans l'anneau
OX,p des germes de fonctions holomorphes en p. Pour tout h ∈ OX,p, on
appelle résidu ponctuel ([24], Chapitre 6) en p de la n-forme méromorphe
ω = hdx∧dy







f1 · · · fn
(ce nombre ne dépend pas de (ε1, . . . , εn) pour les εj susamment petits par
le théorème de Stokes). Plus généralement, si h ∈ OX(U) et f1, . . . , fn est
une suite quasi-régulière dans l'anneau OX(U) ayant pour zéros en commun
p1, . . . , pr, le résidu global (dans U) de la n-forme méromorphe ω := hdx∧dyf1···fn
est le complexe
∑r







f1, f2, . . . , fn
]
.
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1.2 Lien avec la trace
On suppose maintenant X = Pn et on garde les notations de l'intro-
duction. Soit U ⊂ Pn un ouvert linéairement concave contenant la droite
L0 := {x1 = · · · = xn−1 = 0}, V une hypersurface analytique de U coupant
proprement L0 et Φ une q-forme méromorphe sur V . On note [IU ] le courant
d'intégration sur U ×U∗ associé à la variété d'incidence IU . On peut explici-
ter dans des cartes anes de la grassmannienne les coecients de la q-forme
méromorphe
TrV Φ := qU∗(p∗U([V ] ∧ Φ)).
Pour toute forme-test ϕ ∈ C∞,c(2(n−1)−q,2(n−1))(U∗), on a
〈TrV (Φ) , ϕ〉 =
∫
U∗








([V ](x, y) ∧ [IU ](x, y, a, b)) ∧ Φ(x, y) ∧ ϕ(a, b)
Le courant T := [V (x, y)] ∧ [IU(x, y, a, b)] ∧ Φ(x, y) est un (q + n, n)-courant
sur U × U∗ d'image directe qU∗T = TrV Φ. On note {f(x, y) = 0} l'équation
de V au voisinage de V ∩ L0 (f est holomorphe au voisinage de V ∩ L(a,b)
pour (a, b) proches de (0, 0) ∈ U∗). La formule de Lelong-Poincaré donne au





















Ces calculs se généralisent naturellement pour les intersections complètes de
codimension plus grande que 1. Examinons deux cas particuliers.
1. Φ est une fonction sur V





|V est une 0-forme méromorphe sur V où h et
g sont holomorphes au voisinage de V , avec dimV ∩ {g = 0} < dimV et
V ∩ {g = 0} ∩ L0 = ∅. Le courant TrV Φ agit sur des formes-tests de U∗ de
degré maximal, d'où l'égalité
























Par le théorème de Fubini, puis par dualité, l'expression de la trace de Φ au



















, h J(f, l)dx ∧ dy
〉
où dx = dx1 ∧ · · · ∧ dxn−1 et J(f, l) :=
∑n−1
1 ai∂xif + ∂yf désigne le jacobien
de l'application (x, y) 7→ (f, l1, . . . , ln−1)(x, y). Pour (a, b) voisins de (0, 0) ∈
U∗, les fonctions holomorphes (f, l1, . . . , ln−1) dénissent un ensemble ni de
points {p1(a, b), . . . , pd(a, b)} dépendant holomorphiquement des paramètres
(a, b) qui ne rencontre pas l'ensemble {g = 0} ; pour de tels (a, b), la trace de
h
g





J(f, l)dx ∧ dy
fl1 · · · ln−1 .
Seules les équations de V au voisinage des pi(a, b) interviennent dans le calcul
des résidus ponctuels, ce qui permet d'écrire




J(f, l)dx ∧ dy
f, l1, . . . , ln−1
]
(1.1)
pour tout (a, b) voisins de (0, 0).
2. Φ est une forme méromorphe de degré maximal sur V
Puisque V ne contient pas la droite verticale x = 0, la fonction ∂yf n'est pas
identiquement nulle sur V , ce qui permet de supposer Φ = m(x, y)dx pour
une fonction m méromorphe sur V . Dans ce cas, on fait agir le courant T sur
des formes-test de U ×U∗ de bidegré (n− 1, 2(n− 1)) (en les variables (a, b)






myk ∂yf dx ∧ dy
f, l1, . . . , ln−1
] ( ∑




où I = {i1, . . . , ik} et J = {j1, . . . , jn−1−k} sont des multi-indices ordonnés
de {1, . . . , n−1}, |I|, |J | leurs cardinaux et daI ∧dbJ := ∧kl=1dail ∧n−1−kl′=1 dbjl′ .




On note O l'anneau factoriel (resp. M le corps) des germes de fonctions
holomorphes (resp. méromorphes) à l'origine (a, b) = (0, 0) de C2(n−1) et
L0 ⊂ Pn la droite projective correspondante.
Dénition 2.1 On note V l'ensemble des cycles eectifs (combinaisons for-
melles nies à coecients entiers positifs) de germes d'hypersurfaces ana-
lytiques γ irréductibles le long de L0 ∩ {Z 6= 0} (i.e en diérents points
P = (0, yP ) ∈ L0 ∩ Cn), avec dim(γ ∩ L0) = 0. Tout élément V ∈ V admet
une décomposition unique V =
∑
P∈L0 VP où VP =
∑
i ki,PVP,i est une com-
binaison N-linéaire de germes d'hypersurfaces analytiques irréductibles dis-
tincts en P . On note |V | le support du cycle V et Vred ⊂ V le sous-ensemble
des cycles réduits, pour lesquels ki,P ∈ {0, 1} pour tout i et tout P .
Dénition 2.2 Pour V ∈ Vred on note C(V ) l'anneau des fonctions méro-
morphes sur V et M q(V ), q ∈ {1, . . . , n − 1} l'ensemble des (q, 0)-formes
méromorphes sur V .
Soit V ∈ V un germe irréductible en un point P = (0, yP ) de L0. Dans ce
cas, V = {f = 0} où f ∈ C{x, y− yP} est un germe de fonction holomorphe
réduit en P . Puisque dim(V ∩ L0) = 0, la fonction y 7→ f(0, y) n'est pas
identiquement nulle. Son ordre d'annulation d en y = yP est par continuité, le
nombre de zéros de la fonction holomorphe y 7→ f(x, y) pour x voisin de zéro.
On appelle d := deg(V ) le degré de V , notion que l'on étend naturellement à
V par linéarité. L'ensemble V est ainsi muni d'une structure de semi-groupe
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gradué (on rajoute l'ensemble vide de degré 0 pour avoir un élément neutre).
On suppose que l'équation {f = 0} d'un germe V prend en compte les
multiplicités de chacune des branches de V .
Remarque 2.1 Si V ∈ Vred, l'entier d est le degré du revêtement analytique (V, π, I) où
I est un ouvert susamment petit de Cn−1 centré en x = 0 et π est la projection verticale
(x, y) 7→ x. Si V = {f = 0} où f est un polynôme, d ne coïncide a priori pas avec le degré
de f : le degré du germe en 0 de l'ensemble V = {y2 − x3 = 0} est 2 alors que le degré de
f est 3 (correspondant ici au degré de la projection (x, y) 7→ y).
Ce chapitre a pour but, d'une part de caractériser les éléments de V en
termes de traces de monômes (Théorème 2.1), d'autre part de donner une
caractérisation résiduelle des germes de n−1-formes méromorphes en (0, 0) ∈
G(1, n) qui sont la trace de germes de (n − 1)-formes méromorphes sur un
cycle réduit V (Théorème 2.2).
2.1 Construction du polynôme F
Soit V = {f = 0} ∈ V un germe irréductible en P ∈ L0, de degré d
et f̃(y, a, b) = f(ay + b, y) ∈ O {y − yP}. La fonction f̃ est irréductible et
régulière de degré d en y−yP . Par le théorème de préparation de Weierstrass,
il existe un unique polynôme unitaire irréductible Q ∈ O [Y ] de degré d et
u ∈ O {y − yp} inversible tels que :
f̃(y, a, b) = Q(y, a, b)u(y, a, b)
avec Q(y, 0, 0) = (y − yP )d et u(yP , 0, 0) 6= 0.
Lemme 2.1 Soit h ∈ C(V ). Sous les hypothèses précédentes, on a l'égalité
TrV (h) = Res
[




En particulier, on a l'égalité deg V = TrV (1).
Preuve. On introduit une fonction plateau θ valant 1 au voisinage de V . Par (1.1),
l'expression de la trace devient
TrV (h) = Res
[
θ(x, y) h(x, y)J(f, l) dy ∧ dx1 ∧ · · · ∧ dxn−1
f, x1 − a1y − b1, . . . , xn−1 − an−1y − bn−1
]
.
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La fonction
(x, y, a, b) 7→ θ h J(f, l) (x, y, a, b)− θ h J(f, l)(ay + b, y, a, b)
est combinaison linéaire des li à coecients semi-méromorphes en (0, yP , 0, 0). Par
le théorème de dualité, on a alors
TrV (h) = Res
[
θ h(x, y) J(f, l)(x, y, a, b) dy ∧ dx




θ(ay + b, y) h(ay + b, y)J(f, l)(ay + b, y, a, b) dy ∧ dx




θ(ay + b, y) h(ay + b, y)J(f, l1, . . . , ln−1)(ay + b, y, a, b) dy
f(ay + b, y)
]
,
où les égalités sont dans M. De l'égalité





(y, a, b) = ∂yf̃ (y, a, b),
où f̃(y, a, b) = Q(y, a, b)u(y, a, b), on déduit
TrV (h) = Res
[














la fonction u est inversible sur le support de y 7→ p(ay + b, y) et le deuxième terme
de la somme est nul ; les zéros de Q sont localisés au voisinage de l'origine et la
fonction plateau devient inutile dans le premier terme de la somme, ce qui fournit
la formule souhaitée pour la trace TrV (h). ¤
Si maintenant V = V1 + · · ·+ Vk ∈ V est une somme de germes irréductibles
Vi = {fi(x, y) = 0} distincts deux à deux, on dénit comme précédemment

















Par le théorème d'Abel, les germes uk := TrV (yk) sont holomorphes en
(a, b) = (0, 0), avec l'égalité u0 = deg Q = d.
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u0 u1 · · · ud−1
u1 u2 · · · ud
... ... . . . ...
ud−1 ud · · · u2d−2


est non dégénérée sur le corps M. Plus précisément, on a DetA(a, b) =
DiscQ(a, b), où DiscQ est le discriminant de Q.
Preuve. Soit E l'endomorphisme associé à A et σ = (σ0, . . . , σd−1) ∈ Md un
d-uplet solution de E(σ) = 0. Cette condition se traduit par
Res
[
Y k(σd−1Y d−1 + · · ·+ σ1Y + σ0) ∂yQ(Y, a, b) dY
Q(Y, a, b)
]
= 0 , k = 0, . . . , d− 1.
Par le théorème de dualité, on a (σd−1Y d−1 + · · · + σ1Y + σ0)∂yQ ∈ (Q), soit
σ = (0, . . . , 0) par le lemme de Gauss puisque Q est sans facteurs multiples et
degQ = d ; on voit par ce biais que DetA(a0, b0) = 0 si et seulement si les po-
lynômes ∂yQ(Y, a0, b0) et Q(Y, a0, b0) ont une racine commune. Pour (a, b) géné-
riques, le polynôme Q a d racines y1(a, b), . . . , yd(a, b) distinctes et on a A = StS
où S = (yji )0≤i,j≤d−1 est la matrice de Vandermonde des racines de Q, d'où
DetA(a, b) = DiscQ(a, b). ¤
Remarque 2.2 Le germe holomorphe DetA s'annule en (a, b) si et seulement si l'applica-
tion y 7→ f(ay+b, y) a une racine multiple. Géométriquement, la droite L(a,b) est tangente
à V ou contient un point singulier de V .
On note U [Y ] ⊂ O[Y ] l'ensemble des polynômes unitaires vériant les n
relations
∂aiF − Y ∂biF ∈ (F ) , i = 1, · · · , n− 1. (2.1)
Lemme 2.3 L'ensemble U [Y ] admet une structure de semi-groupe (multi-
plicatif) gradué avec la graduation naturelle qui hérite de la factorialité de
l'anneau O[Y ].
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Preuve. Si F1 et F2 sont deux facteurs de F vériant
∂aiFj − Y ∂biFj ∈ (Fj) j = 1, 2 ,
leur produit vérie
∂ai(F1F2)− Y ∂bi(F1F2) = F2(∂aiF1 − Y ∂biF1) + F1(∂aiF2 − Y ∂biF2) ∈ (F1F2)
pour tout i = 1, · · · , n − 1, ce qui donne à U [Y ] une structure de semi-groupe
(multiplicatif) gradué avec la graduation naturelle. Il reste à montrer la factorialité.
Soit F ∈ U [Y ] et soit F = F k11 · · ·F kss sa décomposition dans l'anneau factoriel
O[Y ]. Il sut de montrer que tout facteur irréductible Fi de F vérie (2.1). En
posant F = F k11 P , on a
∂aiF − Y ∂biF = F k11 (∂aiP − Y ∂biP ) + kF k1−11 P (∂aiF1 − Y ∂biF1) ∈ (F k11 P ).
Ceci implique k1F k1−11 P (∂aiF1 − Y ∂biF1) ∈ (F k11 ) pour tout i. Or, P est premier
avec F1 d'où ∂aiF1 − Y ∂biF1 ∈ (F1), ce qui achève la preuve du Lemme 2.3. ¤
Proposition 2.1 Il existe un isomorphisme de semi-groupes gradués
Π : V −→ U [Y ].
Preuve. Soit V = {f = 0} ∈ V irréductible de degré d. On dénit
Π(V ) := Y d − σd−1Y d−1 + · · ·+ (−1)d−1σ0 ,
où (σd−1, . . . , σ0) ∈Md est l'unique solution du système linéaire (S)
ud−1σd−1 + · · · + (−1)d−1u0σ0 = ud
... ... ... ...
u2d−2σd−1 + · · · + (−1)d−1ud−1σ0 = u2d−1,






= 0 , k = 0, · · · , d− 1,
et F ∂yQ ∈ (Q) par le théorème de dualité. Or Q est irréductible (car V l'est),
unitaire, et degQ = degF , d'où Q = F . Pour f̃ = uQ dénie précédemment, on a
0 = ∂ai f̃ − Y ∂bi f̃ = u(∂aiF − Y ∂biF ) + F (∂aiu− Y ∂biu), ∀ i = 1, . . . , n− 1
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et F divise ∂aiF − Y ∂biF dans O[Y ] pour tout i = 1, . . . , n − 1, soit F ∈ U [Y ].
Cette construction s'étend par multiplicativité au cas de V ∈ V quelconque et
l'application Π : V → U [Y ] est un homomorphisme de semi-groupes gradués.
Surjectivité de Π. Soit F ∈ U [Y ], irréductible de degré d. Le polynôme F (Y, 0, 0)
a dans ce cas une unique racine yP de multiplicité d : F (Y, 0, 0) = (Y − yP )d. La
fonction (x, y, a) 7→ G(x, y, a) := F (y, a, x − ay) ∈ C{x, y − yP , a}, est régulière
de degré d en y − yP . Puisque F est unitaire et vérie (2.1) , on a G ∈ (∂aiG) et





∂aiG (x, y, a)
G(x, y, a)
dai,
est nul pour (x, y) voisin de (0, yP ) puisque la fonction sous l'intégrale est holo-
morphe pour ε susamment petit. Par utilisations successives du théorème de
préparation de Weierstrass (on élimine les variables ai, i = 1, . . . , n − 1), on
montre l'existence d'un germe unique (à inversible près) f ∈ C{x, y − yP } ré-
gulière de degré d en y et d'un germe inversible q ∈ C{x, y − yP , a} tels que
G(x, y, a) = f(x, y)q(x, y, a). On a
f̃(y, a, b) = G(ay + b, y, a)q−1(ay + b, y, a) = F (y, a, b)q−1(ay + b, y, a)
et le germe V = {f = 0} ∈ V vérie F = Π(V ), irréductible puisque F l'est.
Injectivité de Π. Soient V1 = {f1 = 0} et V2 = {f2 = 0} deux germes irréductibles
en deux points P1 = (0, yP1) et P2 = (0, yP2), de même image F par Π. Dans ce cas,
f̃1(y, a, b) = F (y, a, b)u1(y, a, b) dans O{y−yP1} et f̃2(y, a, b) = F (y, a, b)u2(y, a, b)
dans O{y− yP2}. Puisque F est irréductible, F (y, 0, 0) = (y− y0)d, d'où P1 = P2.
Les fonctions f̃1 et f̃2 sont dénies au voisinage d'un même point et sont égales à
un inversible près ; par conséquent f1(x, y) et f2(x, y) également, et V1 = V2. ¤
Remarque 2.3 Si V = {f = 0} (les multiplicités prises en compte), les coecients de
F = Π(V ) sont les fonctions symétriques élémentaires en les racines de y 7→ f̃(y, a, b),
polynômes en les traces uk = TrV yk, k = 0, · · · , d.
Remarque 2.4 L'intersection V ∩L0 est impropre si et seulement si f ∈ (x1, . . . , xn−1).
Dans ce cas F = Π(V ) est dans l'idéal engendré par Y +bi/ai, i = 1, . . . , n−1 ; ce polynôme
vérie (2.1) mais ses coecients ne sont plus holomorphes en (a, b) = (0, 0). Cependant,
on verra au Chapitre 3 que le lieu polaire des coecients d'un élément de M [Y ] vériant
les conditions (2.1) ne dépend pas de b.
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2.2 Construction du polynôme H
Soit V ∈ Vred un cycle réduit de degré d et F = Π(V ). On note MF [Y ]
l'ensemble des polynômes H ∈M [Y ] de degré d− 1 vériant les relations
∂aiH − Y ∂biH ∈ (F ) ∀ i = 1, . . . , n− 1 . (2.2)
Proposition 2.2 Il existe une bijection
ρ : C(V ) →MF [Y ].
Preuve. On suppose dans un premier temps que V est constitué d'un seul germe
en P = (0, yP ). Soit h ∈ C(V ). La construction de ρ est analogue à celle de Π mais
on considère cette fois le système (Sh) suivant (les τi sont les inconnues) :
u0τ0 + · · · + ud−1τd−1 = v0
... ... ... ...
ud−1τ0 + · · · + u2d−2τd−1 = vd−1
où vk := TrV (yk h) ∈M, k = 0, . . . , d− 1. L'unique solution τ := (τ0, . . . , τd−1) de
ce système de Cramer (Lemme 2.2) est un vecteur de Md. On pose
H(Y, a, b) := τd−1(a, b)Y d−1 + · · ·+ τ1(a, b)Y + τ0(a, b) ∈M[Y ].
Par construction, on a :
Res
[
H(y, a, b) yk ∂yF (y, a, b) dy







yk+i ∂yF (y, a, b) dy








yk h(ay + b, y) ∂yF dy
F (y, a, b)
]
pour k = 0, . . . , d − 1. Puisque d = degY F , la division euclidienne de yk par F
et le théorème de dualité permettent d'étendre cette égalité à tout k ∈ N, égalité
restant donc valable si on multiplie les deux numérateurs par un élément quel-
conque de O{y − yP }. La fonction h est restriction à V d'un germe de fonction
méromorphe en P qui admet un dénominateur ξ ∈ OPn,P (puissance d'un déno-
minateur universel δ ne dépendant que de V d'après le théorème d'Oka [31]) ; si
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l'on pose r(y, a, b) = ξ(ay + b, y), il résulte du théorème de dualité que la fonc-
tion (y, a, b) 7→ r(y, a, b)(H(y, a, b) − h(ay + b, y))∂yF est dans l'idéal (F ) dans
O{y − yP } et il existe q ∈ O {y − yP } telle que
H(y, a, b) = h(ay + b, y) +
q(y, a, b)
r(y, a, b)
F (y, a, b) ∈M{y − yP }. (2.3)
Puisque F vérie (2.1) et (∂ai − y∂bi)(r) = (∂ai − y∂bi)(h(ay + b, y)) ≡ 0 pour
i = 1, . . . , n − 1 on a ∂aiH − y∂biH ∈ (F ) dans l'anneau M[Y ] et on peut dénir
ρ(h) := H.
D'aprés l'égalité (2.3), la restriction à V de l'application (x, y) 7→ H(y, a, x − ay)
pour a générique voisin de 0 est égale à h, ce qui montre l'injectivité de ρ.
Si un polynôme unitaire H ∈M [Y ] vérie (2.2), on a
∂aiH − Y ∂biH = qi(a, b)F (Y, a, b)
avec l'égalité qi = −∂bi τd−1 pour tout i. Ainsi
∂ai [H(y, a, x− ay)] = qi(a, x− ay)F (y, a, x− ay)
= qi(a, x− ay) u(a, x, y)f(x, y)
où u est un inversible de l'anneau local C{a, x, y} et V = {f = 0}. Le lieu polaire
de la fonction méromorphe (x, y) 7→ qi(a, x−ay) ne contient aucune branche de V ,
sinon qi(a, b) serait divisible (dans M [Y ]) par un facteur de F (Y, a, b), ce qui est
absurde. On peut donc restreindre à V les deux membres de cette dernière égalité :
∂ai [H(y, a, x− ay)]|V = ∂ai [H(y, a, x− ay)|V ] = 0 , i = 1, . . . , n− 1 .
La fonction H(y, a, x−ay)|V ne dépend donc pas de a et dénit un germe h ∈ C(V ).
Les coecients de H étant solutions du système de Cramer (Sh), on a H = ρ(h),
ce qui montre la surjectivité de l'application ρ dans le cas d'un germe.
Montrons le cas général. Soit V ∈ Vred un cycle réduit de degré d qui se décompose
sous la forme V = V1 + · · · + Vs , où Vj ∩ L0 = {Pj} et les points Pj sont deux à
deux distincts. On pose Fj = Π(Vj), j = 1, . . . , s et F = Π(V ), de degrés respectifs
dj , j = 1, . . . , s et d, et on note F[j] =
∏
l 6=j Fl, j = 1, . . . , s. Puisque les germes
n'ont aucune branche commune, les polynômes Fj sont premiers deux à deux et
il existe d'après le théorème de Bézout s polynômes U1, . . . , Us ∈ O[Y ] tels que
U1F[1] + · · · + UsF[s] = 1. Soit h ∈ C(V ) une fonction méromorphe dénie par
h|Vj =: hj ∈ C(Vj) et Hj = ρ(hj) comme déni ci-dessus. On pose
H ′ := H1U1F[1] + · · ·+ HsUsF[s] ∈M[Y ] .
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Par le théorème de dualité, on remarque que, pour k = 0, . . . , d− 1,
Res
[
















yk HjUjF[j] ∂yFj dy
Fj
]
et en exploitant les relations UjF[j] = 1 −
∑
















kh1 + · · ·+ TrVsykhs = TrV ykh.
Le polynôme H ′ ainsi construit coïncide donc modulo (F ) avec l'unique polynôme
H de degré d − 1 à coecients dans M dont les coecients τ = (τ0, . . . , τd−1)
satisfont le système (Sh). On voit ainsi (en se reportant au cas V ∩L0 = {P}) que
l'on a les trois propriétés suivantes :
1. le polynôme H vérie ∂aiH − Y ∂biH ∈ (F ) pour i = 1, . . . , n− 1 ;
2. pour j = 1, . . . , s,
H(y, a, x− ay)|Vj = Hj(y, a, x− ay)|Fj(y,a,x−ay)=0 = hj(x, y);
3. H = 0 ⇔ h|V ≡ 0 ; en eet, H = 0 implique que Fj divise HjUjF[j] ; or Fj
est premier avec UjF[j], donc Fj divise Hj et Hj ≡ 0 pour raisons de degré,
soit encore hj|Vj ≡ 0 et ce pour tout j = 1, . . . , s, donc h|V ≡ 0.
Ces trois considérations montrent que l'application ρ qui associe à h l'unique po-
lynôme ρ(h) := H dont les coecients sont solutions du système (Sh) reste dénie
et bijective dans le cas de germes en plusieurs points. ¤
Remarque 2.5 Le polynôme H est le polynôme d'interpolation de Lagrange prenant les
valeurs de la fonction h(ay + b, y) en les racines de l'équation f(ay + b, y) = 0 ; l'équation
d'onde ∂ayi = yi∂byi vériée par les racines de F implique que H vérie les conditions
(2.2) ; la construction de ρ a l'avantage d'être plus algébrique (on ne soucie plus des
singularités).
2.3 Caractérisation des formes traces
Les Propositions 2.1 et 2.2 permettent de retrouver V ∈ Vred et h ∈ C(V )
à partir des traces d'un nombre ni de fonctions restreintes au sous-espace
{a = 0} ⊂ G(1, n). On obtient le
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Théorème 2.1 La donnée d'un cycle V ∈ V équivaut à la donnée des germes
en 0 des fonctions
b 7→ TrV (yk)(0, b) , k = 0, . . . ,TrV (1)− 1 ;
si V ∈ Vred, la donnée de h ∈ C(V ) équivaut à la donnée des germes en 0
b 7→ TrV (yk h)(0, b) , k = 0, . . . ,TrV (1)− 1 .
Preuve. Un sens est évident. A l'inverse, si l'on connaît les traces TrV (yk)(0, b)
pour k = 0, . . . , TrV (1)−1 on connaît le degré d = TrV 1 de V et on peut construire
le polynôme F (Y, 0, b) à partir des formules de Newton (on peut aussi se passer de
ces formules en utilisant le système de Cramer (S), mais il faut dans ce cas connaître
les fonctions b 7→ TrV (yk)(0, b) jusqu'à k = 2d− 1). Si a = 0, le système (Sh) reste
non dégénéré sur le corps des germes méromorphes en b d'après la Remarque 2.5
(sinon toutes les droites verticales couperaient mal V ce qui est absurde). De
même, les traces vk(0, b) = TrV ykh(0, b) ont un sens pour b générique voisin de 0
et permettent de déterminer les traces TrV ykh(0, b) pour k ≥ d − 1 par division
euclidienne de yk par F (y, 0, b). On peut alors dénir le polynôme H(Y, 0, b) via
le système (Sh) restreint à a = 0. On a alors V = {F (y, 0, x) = 0} et la fonction
méromorphe (x, y) 7→ H(y, 0, x) ∈ C(V ) coïncide avec h ∈ C(V ). ¤
Le théorème suivant permet une nouvelle caractérisation des formes traces
(autre que celle donnée par exemple dans [28]) en termes cette fois de sommes
complètes de résidus de fractions rationnelles en une variable à coecients
dans M.
Théorème 2.2 Un germe de (n−1)-forme méromorphe φ en (a, b) = (0, 0) ∈
G(1, n) est la trace d'une (n − 1)-forme méromorphe Φ ∈ Mn−1(V ) sur un
cycle réduit V ∈ Vred de degré d si et seulement s'il existe deux polynômes
F ∈ U [Y ] et H ∈MF [Y ] de degrés d et d− 1 tels que









F (y, a, b)

 . (2.4)
On a alors φ = TrV Φ où V = {F (y, 0, x) = 0} et Φ = H(y, 0, x)dx.
Preuve. Pour V ∈ Vred et Φ ∈ Mn−1(V ), on montre d'abord que TrV Φ se
représente sous la forme (2.4). Si V = V1 + · · · + Vs, où les germes Vj sont en des
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points Pj ∈ L0 distincts deux à deux, il existe h ∈ C(V ), avec hj := h|Vj ∈ C(Vj),
telle que Φ(x, y) = h(x, y)dx. On pose Fj = Π(Vj), F = Π(V ), Hj = ρ(hj) et
H = ρ(h). D'après l'expression (1.2) dans la Section 1.2, la forme TrV (Φ) admet







k hj ∂yfj(x, y) dx ∧ dy
fj(x, y), x1 − a1y − b1, . . . , xn−1 − an−1y − bn−1
]
,
k = 0, · · ·n−1, où θj est une fonction plateau valant 1 au voisinage de Pj . Puisque
fj(x, y) = uj(a, x, y)Fj(y, a, x − ay) avec uj ∈ C{x, y − yPj , a} inversible, on peut
remplacer fj(x, y) par Fj(y, a, x− ay) dans l'expression ci-dessus. Or,







(y, a, x− ay) , j = 1, · · · , s

















pour k = 0, . . . , n − 1. D'après la formule (2.3) appliquée à hj et Fj , la fonction













(y, a, b) dy
Fj(y, a, b)

 k = 0, . . . , n−1.
En calquant la construction de ρ (cas de plusieurs germes), on obtient
wk(a, b) = Res








(y, a, b) dy
F (y, a, b)

 , k = 0, . . . , n− 1
ce qui montre que TrV [h dx] est de la forme voulue.
Réciproquement, si φ s'écrit sous la forme (2.4), on peut poser V = Π−1(F )
et h = ρ−1(H) pour constater (en prenant les calculs à l'envers) que l'on a
φ = TrV (h dx). ¤
Les sommes complètes de résidus de la formule (2.4) s'obtiennent via l'al-
gorithme de division euclidienne dans l'anneau M [Y ]. On remarque que les
coecients de la trace s'expriment sous la forme de l'action d'opérateurs dif-
férentiels non linéaires à coecients polynomiaux en les coecients σl de F




3.1 Le théorème d'Abel-inverse
On se propose dans cette section d'exploiter les résultats établis au Cha-
pitre 2 pour démontrer une version plus forte du théorème d'Abel-inverse
version rationnelle que celle obtenue dans [31] :
Théorème 3.1 Soient V ∈ Vred de degré d et Φ ∈Mn−1(V ) qui ne s'annule
identiquement sur aucune des composantes de V . Le cycle V est inclus dans
une hypersurface algébrique Ṽ de Pn de degré d et Φ se prolonge en une (n−
1)-forme rationnelle sur Ṽ si et seulement si le germe de forme méromorphe
TrV Φ est le germe d'une forme rationnelle en b.
Remarque 3.1 Il est essentiel de supposer que Φ n'est identiquement nulle sur aucune des
composantes irréductibles du cycle analytique V . Sinon, on n'obtient aucune information
relative aux composantes de V sur lesquelles Φ est nulle ; on peut seulement conclure que
les autres composantes sont algébriques.
Preuve du Théorème 3.1. Le sens direct est une conséquence immédiate du
théorème d'Abel. On montre le sens inverse. On peut toujours supposer que
Φ = h(x, y)dx, où h ∈ C(V ). Soit H = ρ(h) et F = Π(V ), où
F (Y, a, b) = Y d − σd−1(a, b)Y d−1 + · · ·+ (−1)d−1σ0(a, b).
On introduit les germes wk ∈M
wk(a, b) := Res








(y, a, b) dy
F (y, a, b)

 , k = 0, . . . , n−1 .
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D'après le Théorème 2.2, la rationalité en b supposée de la trace équivaut à
la rationalité en b des germes wk, k = 0, . . . , n− 1. On a besoin du lemme de
prolongement suivant, concernant le comportement de la suite (wk)k∈N.
Lemme 3.1 La suite (wk)k∈N obéit aux trois règles suivantes :
1. Pour tout k ∈ N, pour tout i ∈ {1, . . . , n− 1}, on a
∂ai(wk) = ∂bi(wk+1).
2. La fonction wk est rationnelle en b pour tout k ∈ N.
3. Les fonctions wk, k = 0, . . . , 2d − 1 vérient le système linéaire (S̃h)
suivant :
wd−1σd−1 + · · · + (−1)d−1w0σ0 = wd
... ... ... ...
w2d−2σd−1 + · · · + (−1)d−1wd−1σ0 = w2d−1
Preuve. Pour le point 1, il sut de faire le calcul directement à partir de l'écriture
des wk de l'introduction (formule (1.2)) :
wk(a, b) = Res
[
yk h ∂yf(x, y) dx ∧ dy
f(x, y), x1 − a1y − b1, . . . , xn−1 − an−1y − bn−1
]
.
L'écriture explicite du résidu sous forme de représentation intégrale impliquant
le noyau de Cauchy (voir par exemple [24], chapitre 6) permet de diérentier les
symboles résiduels par rapport aux paramètres (a, b) :
∂ai (wk) = −Res
[
yk h∂yf(x, y) ∂ai(li) dx ∧ dy




yk+1 h∂yf(x, y) dx ∧ dy




yk+1 h ∂yf(x, y) ∂bi(li) dx ∧ dy
f(x, y), l1, . . . , l2i , . . . , ln−1
]
= ∂bi(wk+1) ∀ k ∈ N ,∀ i ∈ {1, . . . , n− 1}
On montre le point 2 par récurrence sur k. C'est vrai pour k = 0, . . . , n − 1 par
hypothèse. On suppose la propriété vraie jusqu'au rang k − 1.
On suppose d'abord que wk 6= 0 pour tout k ∈ N. On reprend ici l'astuce utilisée
par G. Henkin et M. Passare [31] pour éviter les pôles simples (ce point, direc-
tement inspiré de l'article fondateur d'Abel [1, 4], paraît être le point clef de la
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démonstration). On pose pour cela w′k = wk + cwk−1 où c ∈ C∗. D'après le point
1, on a, pour i = 1, . . . , n− 1,
∂bi(w
′





k) = (∂ai + c∂bi)(wk−1) .
Ainsi, la fonction ∂bi(w′k) admet-elle les deux primitives distinctes wk−1 et w′k−1
dans les deux directions linéairement indépendantes ∂ai et ∂ai + c∂bi (car wk−2 6= 0
par l'hypothèse faite pour l'instant). Par hypothèse ∂bi(w′k) = (∂ai + c∂bi)(wk−1)
est rationnelle en bi ; le fait que cette fonction méromorphe ait deux primitives
distinctes dans deux directions linéairement indépendantes exclut que l'on puisse
rencontrer un terme du type
αa,b̂i
bi − β(a, b̂i)
dans la décomposition en éléments simples de cette fraction rationnelle dans la
clôture intégrale du corps des germes de fonctions méromorphes en les variables
a, b1, . . . , b̂i, . . . , bn−1 à l'origine de C2n−3 (la notation b̂i désigne l'omission de la
variable bi). On peut donc intégrer selon la variable bi : on obtient une nouvelle
fraction rationnelle en bi puisqu'il ne peut plus y avoir de pôles simples et donc de
logarithme dans la primitive. De l'égalité wk = w′k − cwk−1, on déduit alors que la
fonction wk est rationnelle en bi puisque les fonctions w′k et wk−1 le sont.
Si maintenant wk = 0 pour un k ∈ N (on prend le plus petit k pour lequel ceci
se produit), puisque 0 = ∂ai(wk) = ∂bi(wk+1) pour i = 1, . . . , n − 1, la fonction
wk+1 ne dépend pas de b ; comme ∂bi(wk+2) = ∂ai(wk+1), la fonction wk+2 est
polynômiale de degré 1 en b ; de proche en proche, on montre ainsi que wk+j est
polynômiale de degré ≤ j en b.
Le point 3 résulte des identités
Res








(y, a, b) dy
F (y, a, b)

 = 0
pour tout k ∈ N (propriété du calcul résiduel), qui, une fois F développé au numé-
rateur, montre par linéarité que les wk vérient le système (S̃h). ¤
Remarque 3.2 A partir de l'expression (1.2), la clause 1 du Lemme 3.1 montre que la
trace d'une (n−1)-forme est fermée en dehors de son lieu polaire. Ceci est une conséquence
du fait que
d(Φ ∧ [V ]) = dΦ ∧ [V ] = 0
si Φ est une forme de degré maximal sur V et que d commute avec le pull-back et l'image
directe.
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Avant de reprendre la preuve du théorème 3.1, on prouve le
Lemme 3.2 Le système (S̃h) est un système de Cramer.
Preuve. On raisonne par l'absurde. Si (S̃h) est un système dégénéré, il existe un
polynôme Q ∈M[Y ], unitaire de degré d, diérent de F , tel que
Res








(y, a, b) dy
F (y, a, b)

 = 0
pour k = 0, . . . , d−1. Le théorème de dualité implique que le polynôme QH (∂yF−∑
i ai∂biF ) est dans l'idéal engendré par F dans M[Y ]. Puisque Q 6= F et que F
est réduit, il existe un facteur irréductible Fj de F (une fois F décomposé dans
M[Y ]) qui divise H(∂yF −
∑
i ai∂biF ). Deux situations sont envisageables :
1. le polynôme Fj divise H, auquel cas H(y, 0, x)|{Fj(y,0,x)=0} = 0 : c'est le cas
pathologique exclu où la forme Φ est nulle sur une composante de V ;
2. le polynôme Fj divise ∂yF −
∑
i ai∂biF ; en notant F = FjF̃ (Fj et F̃ étant



















ce qui implique que Fj divise ∂yFj−
∑
i ai∂biFj par le lemme de Gauss. Pour
des raisons de degré, on a ∂yFj −
∑
i ai∂biFj = 0 et ∂y(Fj(y, a, x−ay)) = 0 :
l'équation de la branche Vj = Π(Fj) ne dépend pas de y et Vj ⊂ L0, situation
elle aussi exclue.
Le système (S̃h) est donc de Cramer. ¤
Suite et n de la preuve du Théorème 3.1. En combinant les Lemmes 3.1
et 3.2, on voit que σ0, . . . , σd−1 s'expriment rationnellement en fonction des
wk, k = 0, . . . , 2d − 1. Les coecients de F sont donc rationnels en b. Le
Lemme 3.3 (voir plus loin) assure que les coecients de F sont automatique-
ment polynômiaux en b et l'ensemble
{(x, y) ∈ Cn−1 × C ; F (y, 0, x) = 0}
dénit une hypersurface algébrique Ṽ ⊂ Pn, contenant V , de degré
degṼ = TreV (1) = Res
[
∂yF (y, a, b) dy
F (y, a, b)
]
= d.
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En particulier, Ṽ ∩ L0 = V ∩ L0.
On montre maintenant la rationalité de Φ. On introduit les coecients ho-










(y, a, b) dy
F (y, a, b)

 , k ∈ N .
Les coecients de H vérient (on le voit en développant H) le système
(Šh)
ξd−1τd−1 + · · · + ξ0τ0 = w0
... ... ... ...
ξ2d−2τd−1 + · · · + ξd−1τ0 = wd−1
Comme pour la preuve du Lemme 3.2, on montre que ce système est de Cra-
mer. Puisque les coecients de F sont rationnels en b, les fonctions ξl, donc
les coecients τk de H, le sont. D'après la preuve du Théorème 2.1, la forme
H(y, 0, x) dx dénit une forme Φ̃ rationnelle sur Ṽ ⊂ Pn(C) prolongeant la
forme Φ. ¤
Cette preuve pourrait s'adapter à la version locale d'Abel-inverse : si la trace
de Φ sur V se prolonge à un ouvert dual connexe Ũ∗ contenant U∗, l'en-
semble V se prolonge en une hypersurface analytique fermée Ṽ de l'ouvert
1-concave Ũ (contenant U) dont le dual est Ũ∗ et Φ se prolonge en une forme
Φ̃ méromorphe sur Ṽ telle que Φ̃|V = Φ.
Remarque 3.3 Les bijections Π et ρ permettent de montrer que toute propriété vériée
par TrV (h(x, y)dx) se répercute en une propriété (en les variables b1, . . . , bn−1) pour les
coecients des polynômes F = Π(V ) et H = ρ(V ). Le fait que les applications Π−1
et ρ−1 ne se soucient pas du comportement en a permet de basculer les propriétés de
TrV (h(x, y)dx) en des propriétés relatives à V et h. Ce principe semble pouvoir être
utilisé pour démontrer le théorème d'Abel-inverse dans le cas trace algébrique présenté
dans [9].
Il semble intéressant de souligner qu'une fois le degré d précisé, ce théorème
d'Abel inverse combiné avec le Lemme 3.3 suivant permet d'armer que
toutes les solutions (σ0, . . . , σd−1, τ0, . . . , τd−1) ∈M2d du système linéaire du
premier ordre en les inconnues τj, j = 0, . . . , d − 1, diérentiel polynomial
du premier ordre en les inconnues σj, j = 0, . . . , d− 1, avec second membre
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donné Ψ, s'écrivant :
F = Y d − σd−1Y d−1 + · · ·+ (−1)dσ0 ∈ U [Y ]










F (y, a, b)

 = Ψ(a, b)
sont des solutions rationnelles si F et H sont supposés premiers entre eux
(ou algébriques si cette dernière restriction n'est pas imposée) dès que le
second membre (c'est-à-dire la (n − 1)-forme Ψ) est une forme rationnelle.
Cette remarque indique que l'on peut concevoir le théorème d'Abel inverse
comme un résultat de rigidité relatif à un système diérentiel non linéaire
d'un type très particulier (linéaire d'ordre 0 en τ , d'ordre 1 en les dérivées
de σ, polynômial en σ). Il paraît dès lors important de formuler de manière
identique (c'est-à-dire en terme de rigidité d'un certain système diérentiel
du même type) des théorèmes du type Abel inverse quand la grassmannienne
est remplacée par une famille de courbes (voir [18] pour une généralisation
du théorème classique d'Abel inverse dans ce cadre) ou en remplaçant la
variété ambiante Pn par une variété torique lisse complète (voir [11], [14]) de
dimension n.
3.2 Le lien avec le théorème de Wood
Le théorème de Wood [39] arme que l'existence d'une hypersurface al-
gébrique de degré d interpolant V ∈ Vred équivaut au fait que la trace de
y soit ane en b = (b1, . . . , bn−1). Si la trace d'une forme quelconque est
rationnelle, cette hypersurface existe, donc la trace de y doit être ane en b.
On montre ici que ce résultat s'explique par la rigidité du système diérentiel
vérié par les coecients de F .
Lemme 3.3 Si F (Y, a, b) ∈ M[Y ] vérie (2.1), ses coecients sont holo-
morphes en b.
Preuve. On suppose n = 1. On peut toujours écrire F sous la forme
F = Y d − cd−1
pd−1
(a, b)Y d−1 + · · · ± c0
p0
(a, b),
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où pd−1, . . . , p0, cd−1, . . . , c0 sont dans l'anneau des germes de fonctions holomorphes
en (0, 0), avec pi, ci premiers entre eux et pd−i = akd−iPd−i où Pd−i est un polynôme
de Weierstrass en b. On veut montrer Pd−i est de degré nul. Puisque F vérie (2.1),
























On montre par récurrence sur i que toute racine de pd−i−1 est racine de pd−1. Pour
i = 1, l'équation (d− 1) se réécrit
p2d−2pd−1(pd−1∂acd−1 − cd−1∂apd−1) + p3d−1(pd−2∂bcd−2 − cd−2∂bpd−2)
= p2d−2cd−1(pd−1∂bcd−1 − cd−1∂bpd−1).
Par le lemme de Gauss, on en déduit que l'on a
pd−1 divise p2d−2∂bpd−1
pd−2 divise p3d−1∂bpd−2
dans l'anneau des germes à l'origine et pd−1 = 0 si et seulement si pd−2 = 0. Pour
0 < i < d, l'équation (d− i) se réécrit
p2d−i−1p
2
d−1(pd−i∂acd−i − cd−i∂apd−i) + p2d−ip2d−1(pd−i−1∂bcd−i−1 − cd−i−1∂bpd−i−1)
= p2d−i−1pd−icd−i(pd−1∂bcd−1 − cd−1∂bpd−1). (d− i)′
Pour i = 0, l'équation (0) se réécrit sous la forme
p2d−1(p0∂ac0 − c0∂ap0) = p0c0(pd−1∂bcd−1 − cd−1∂bpd−1). (0)′
Par (d− i)′, on constate que
pd−i−1 divise p2d−ip
2
d−1cd−i−1∂bpd−i−1, ∀i = 1, . . . , d− 1.
Or toute racine b(j) de pd−i−1 d'ordre νd−i−1,j > 0 est racine de ∂bpd−i−1 d'ordre
νd−i−1,j − 1 et doit donc être racine de p2d−ip2d−1cd−i−1, donc de pd−1 grâce aux
hypothèses faites. On a donc l'implication
νd−i,j > 0 =⇒ νd−1,j > 0, ∀ i = 1, . . . , d, ∀ j = 1, . . . , s.
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En regardant l'ordre d'annulation des deux membres de l'équation (0)′ en b(j), on
obtient l'inégalité
2νd−1,j + ν0,j − 1 ≤ νd−1,j + ν0,j − 1;
d'où νd−1,j = 0. Les autres exposants νd−i,j , i = 2, . . . , d sont nuls par ce qui
précède, ce pour tout j = 1, . . . , s ce qui nit la preuve. Le cas n > 1 se traite de
la même manière variable par variable. ¤
Si les coecients de F = Y d − σd−1(a, b)Y d−1 + · · · + (−1)d−1σ0(a, b) sont
rationnels en b, ils sont donc automatiquement polynômiaux en b. Or toujours
à cause de l'équation diérentielle vériée par F , on a :
∂aiσ0 = −σ0∂biσd−1 i = 1, . . . , n− 1.
Le degré en bi du polynôme ∂aiσ0 étant inférieur ou égal à celui de σ0, le
polynôme en bi ∂biσd−1 est de degré nul, ce pour tout i = 1, . . . , n − 1. La
fonction σd−1 est donc ane en b. Cette fonction est la somme des racines de
F et correspond à la trace de y. L'équation diérentielle (2.1), (semblable à
l'équation d'onde de choc) permet donc d'établir la trame logique qui relie
les théorèmes d'Abel-inverse et de Wood.
3.3 Calcul de dimωn−1V
Soit V une hypersurface algébrique de Pn de degré d. On veut caracté-
riser l'espace vectoriel ωn−1V des formes abéliennes sur V . Si Φ est abélienne
sur V , sa trace est une forme holomorphe sur la grassmanienne G(1, n),
donc nulle. On peut toujours choisir un système de coordonnées pour le-
quel l'hypersurface V est coupée proprement par la droite L0 = {x = 0}
dans l'espace ane Cn et dénit un élément de Vred de degré d. Par uni-
cité du prolongement analytique et d'après le Théorème 2.1, toute forme
Φ = hdx méromorphe sur V est uniquement déterminée par les d fonc-
tions b 7→ vk(0, b) = TrV ykh(0, b), k = 0, . . . , d − 1 pour b voisin de 0. Or
pour a = 0, on remarque que l'on a vk(0, b) = wk(0, b) et si Φ est abé-
lienne les fonctions w0, . . . , wn−1 sont nulles et les fonctions wn+j, j ∈ N
sont polynômiales en b de degré ≤ j d'après la preuve de la propriété 3
du Lemme 3.1. Une forme abélienne de degré maximal sur V est donc uni-
quement déterminée par la collection de d − n polynômes à n − 1 variables
Pi(b1, . . . , bn−1) := wn+i(0, b), i = 0, . . . , d − n − 1 avec degPi ≤ i, d'où la







avec ωn−1V = {0} si d < n+ 1.






P (x, y) = a0y
d−n−2 + a1(x)yd−n−3 + · · ·+ ad−n−2(x), deg ai ≤ i
est un polynôme en (x, y) de degré total inférieur ou égal à d−n− 2 et f est
un polynôme de degré d (non divisible par x, comme dans le cas des germes)
donnant l'équation ane de V . Dans ce cas,









et en utilisant la formule (1.2) du Chapitre 1 et le Lemme 2.1, on obtient
wk(a, b) = Res
[
yk P (ay + b, y) dy
F (y, a, b)
]
.
Si k ≤ n, on a deg (yk P (ay + b, y)) ≤ deg F − 2 et wk(a, b) = 0 par le
théorème d'Abel-Jacobi. Toute forme ainsi dénie est donc abélienne.
En particulier, les formes
xi11 · · · xin−1n−1 yin
∂yf(x, y)
dx, i1 + · · ·+ in ≤ d− n− 2
sont abéliennes, C-linéairement indépendantes sur V (sinon il existe un po-






L'utilisation de la trace permet de ne pas se soucier du comportement de
Φ à l'inni (contrairement aux caractérisations des formes abéliennes en gé-
néral, par exemple [30]). Le fait que Φ n'ait pas de pôles sur l'hyperplan à
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l'inni {Z = 0} (sauf éventuellement sur Sing(V )) est une conséquence de
l'annulation de la trace : on évite ainsi les changements de carte de Pn. Pour
q < n−1, il semble réaliste d'utiliser à nouveau le Théorème 2.1 pour trouver
la borne de Castelnuovo optimale de dimωqV obtenue par Alain Hénaut dans
[30].
Deuxième partie
La trace en géométrie torique

Introduction
La première partie suggère de nouvelles démonstrations pour des généra-
lisations du théorème d'Abel-inverse en remplaçant la grassmanienne G(k, n)
(on travaillait avec k = 1) par l'espace des sous-variétés C de type
C = {q1 = · · · = qk = 0} ⊂ Cn
où les supports Ai ⊂ Nn, i = 1, . . . , q des polynômes qi ∈ C[t1, , . . . , tn] sont
xés 1. Considérons l'exemple A = {(0, 0, ), (1, 0), (0, 1), (1, 1)} ⊂ Z2. Si q1, q2
sont supportés par A, l'ensemble {q1 = q2 = 0} ⊂ C2 est ni (de cardinal 2)
pour les coecients de qi génériques. La variété projective {Q1 = Q2 = 0}
(Qi est l'homogénéïsé de qi) consiste en quatre points distincts et rencontre
l'hyperplan à l'inni P2 \ C2 = P1 pour les coecients des qi génériques.
Elle ne coïncide donc pas avec la clôture de Zariski dans P2 de l'ensemble
{q1 = q2 = 0} (qui est elle-même).
Une compactication X de Cn dans laquelle l'intersection {q1 = · · · = qk =
0} reste génériquement de codimension k à l'inni (c'est-à-dire sur X \Cn)
est donc nécessaire. Dans notre exemple, la variété compacte P1×P1, munie
des coordonnées bihomogènes naturelles est cette fois adaptée au support xé
A.
Une telle compactication X existe en général : c'est une variété torique,
construite à partir des supports des polynômes (cf. [14] et [11], chapitre 6).
Si l'on travaille avec des polynômes de Laurent (A ⊂ Zn), la variété compacte






1 · · ·xdnn ,
est le sous-ensemble ni de Zn constitué des d pour lesquels cd 6= 0.
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de Cn+s privé des zéros d'un idéal binomial I ⊂ C[x1, . . . , xn+s] (dépendant
de la géométrie convexe des Ai) par un sous-groupe algébrique G ⊂ (C∗)n+s
approprié. La variété X, similaire à l'espace projectif Pn = Cn+1\{0}C∗ , est
ainsi munie d'un anneau de coordonnées homogènes S (cf. [13]), et toute
hypersurface algébrique H ⊂ X admet une équation homogène globale H =
{F = 0} (cf. [12]). La transposition des résultats de cette première partie
précisément à ce cadre torique, pensé de manière intrinsèque et non plongé
dans un cadre projectif, constitue le sujet de la seconde partie 2.
Le Chapitre 1 propose un rappel (sans démonstrations, jusqu'à la Section 1.5)
des dénitions, constructions et résultats basiques en géométrie torique, que
l'on pourra trouver, sauf mention spéciale, dans [26, 14, 17, 20]. On insis-
tera plus particulièrement (Section 1.2) sur la notion de diviseur. La théorie
des résidus utilisée dans la première partie se transpose au cadre torique
(Section 1.4, cf. [7, 6, 8, 12, 35]), intimement liée à la notion de résultants
(Section 1.5, [8, 22, 36, 38]). La Section 1.6 met en valeur le rôle des cartes
anes dans une variété torique compacte (cf. [16]), qui orent en particulier
une caractérisation des brés globalement engendrés ou très amples.
Soit X une variété torique lisse compacte (non nécessairement projective)
associée à un éventail complet régulier Σ de Rn. A toute famille de brés en
droites (L1, . . . , Lk) sur X est associé un espace dual X∗ = X∗(L1, . . . , Lk)
paramétrant l'espace des sous-variétés algébriques de X de type (L1, . . . , Lk),
i.e de la forme
C = H1 ∩ · · · ∩Hk, Hi ∈ |Li|
où |Li| est le système linéaire complet associé au bré Li (en fait on considère
plutôt l'espace des cycles de type (L1, . . . , Lk), mais les restrictions faites sur
les brés impliqueront que les intersections seront génériquement transverse
et les cycles seront génériquement réduits). L'espace X∗ est isomorphe à un
2Une telle généralisation existe dans le cas des supports de type
{d ∈ Nn+1 d1 + · · ·+ dn+1 ≤ N}
(cf. [18]), hors du cadre torique cependant puisque dans ce cas X = Pn est une compacti-
cation adéquate.
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produit d'espaces projectifs et remplace le rôle joué par la grassmanienne
dans le cas projectif. Pour avoir une théorie non triviale de la trace, les
sous-variétés de type (L1, . . . , Lk) doivent être "susamment mobiles" dans
X, conditions qui ne dépendent que de la classe des brés dans le groupe
de Picard Pic(X). Le théorème de décomposition (Section 2.1) permet la
caractérisation des familles de brés satisfaisantes en fonction de la géométrie
des polytopes associés aux brés Li (utilisant des résultats établis dans [35,
38], pour k = n et X projective).
On dénit dans la Section 2.2 les notions de (L1, . . . , Lk)-concavité, d'espace
(L1, . . . , Lk)-dual et de variété d'incidence, notions indépendantes d'un éven-
tuel plongement projectif X ⊂ PN . Contrairement au cas projectif, des cas
pathologiques peuvent apparaître si les brés ne sont pas très amples, ce qui
amène à la notion d'ensembles analytiques (L1, . . . , Lk)-dégénérés, d'intersec-
tion génériquement impropre avec les sous-variétés de type (L1, . . . , Lk). On
étend la notion d'ensemble dual au cas des cycles analytiques, donnant lieu
à un morphisme entre les groupes de cycles de X et celui de X∗. Dans le cas
algébrique, ce morphisme passe au quotient modulo équivalence rationnelle
et induit un morphisme de groupes entre le groupe de Chow A(X) et A(X∗).
Dans le cas très ample on trouve l'équation explicite du (L1, . . . , Lk)-dual
V ∗ d'une sous-variété algébrique V ⊂ X intersection complète de dimension
pure k − 1 grâce aux résultants mixtes.
Etant donné un sous-ensemble analytique fermé V de dimension pure r d'un
ouvert (L1, . . . , Lk)-concave U ⊂ X et Φ ∈ M q(V ), on dénit dans la Sec-
tion 3.1 la transformée d'Abel-Radon du courant [V ]∧Φ. Si r = k, on l'appelle
la trace de Φ sur V , notée TrV Φ. Le théorème d'Abel se généralise : le cou-
rant TrV Φ est une (q, 0)-forme méromorphe sur le (L1, . . . , Lk)-dual U∗ de
U , de lieu polaire dual du lieu polaire de Φ sur V , identiquement nulle si V
est dégénéré.
Comme dans le cas projectif, on montre dans la Section 3.2 que les coecients
des formes traces sont des résidus de Grothendieck dépendant méromorphi-
quement des paramètres a ∈ U∗, les calculs s'eectuant dans les cartes anes
de X ou dans le tore (C∗)n si le contexte le permet. Dans le cas d'une in-
tersection complète V ⊂ X, l'application résidu torique [12] permet le calcul
explicite des coecients de la trace, utilisant des résultats de [6].
La Section 3.3 traite le cas des fonctions (q = 0). La trace d'une fonction
rationnelle sur une sous-variété algébrique V de dimension pure k non dé-
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générée est une fonction méromorphe sur le produit d'espaces projectifs X∗,
donc rationnelle. Si les brés Li sont très amples et V est intersection com-
plète, on montre à l'aide de la formule du produit [36] que l'application trace
induit un morphisme de groupe gradué
TRV,D : H
0(X,OX(D)) −→ H0(X∗,OX∗((V.D)∗))
pour tout diviseur eectif D ∈ Div(X) d'intersection propre avec V , où
(V.D)∗ ∈ Div(X∗) est le diviseur dual du k − 1-cycle algébrique D.C, dont
le multidegré dans le produit d'espaces projectifs X∗ se calcule à partir des
polytopes des diviseurs Di et de la classe du cycle V.D. La théorie des résidus
toriques, (cf. [6] et [8]), permet de borner le degré du numérateur de la
trace d'un monôme de Laurent tm en les diérentes variables. A tout cône
maximal σ ∈ Σ(n) correspond une carte ane Uσ ' Cn de X. Motivé par
l'importance du comportement de la trace en (b1, . . . , bn) dans le cas projectif
pour les problèmes d'inversions (cf. Chapitre 3, Partie I), on obtient, grâce
au théorème d'Abel-Jacobi torique [33], une borne optimale sur le degré de
la trace d'une fonction f régulière sur Uσ en les coecients σ-extrémaux des
brés Li (coecients constants des équations polynômiales de C ∈ X∗ dans
la carte ane Uσ), en fonction du degré du diviseur polaire div∞(f).
Dans la section Section 3.4, on généralise au cadre torique l'équation d'onde
de choc, fortement utilisée dans l'article [31] dont s'inspire notre travail,
confortant l'idée que les mécanismes d'inversions résultent de la rigidité d'un
système diérentiel canoniquement associé à la famille (L1, . . . , Lk) (cf. re-
marque en n de Section 3.1). Utilisant des techniques similaires, on met en
évidence des équations diérentielles reliant les coecients de la trace d'une
forme méromorphe Φ de degré maximal, traduisant le fait que la forme TrV Φ
est fermée en dehors de son lieu polaire. En conséquence, on prouve le lemme
de prolongement similaire au Lemme 3.1, point clé dans la preuve du théo-
rème d'Abel-inverse dans le cas projectif, mettant à nouveau en valeur le rôle
particulier joué par les coecients extrémaux.
De la même manière qu'au chapitre 2, on utilise dans la Section 3.5 le théo-
rème des fonctions implicites, le théorème de dualité et l'algèbre linéaire
(inspiré par [11]) pour réduire les calculs de traces à un calcul résiduel d'une
variable, grâce aux concepts de polynôme caractéristique, de forme bilinéaire
trace et d'endomorphisme de multiplication.
On démontre au Chapitre 4 deux théorèmes d'inversion dans le cas hyper-
surface (k = n−1), une famille très ample de brés en droites (L1, . . . , Ln−1)
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sur X de diviseurs (D1, ..., Dn−1) étant xée. On note α := α(L1, . . . , Ln−1)
la classe dans A1(X) d'une courbe générique de type (L1, . . . , Ln−1).
Soit C0 une courbe irréductible lisse de type (L1, . . . , Ln−1) et v une collection
de germes d'hypersurfaces analytiques lisses en N points distincts de C0,
d'intersection v ∩ C0 transverse, incluse dans une carte ane Uσ ⊂ X. Le
Théorème 4.1 est l'analogue torique du théorème de Wood [39] :
Il faut et il sut que les traces des fonctions coordonnées anes soient anes
en les coecients σ-extrémaux de chacun des brés Li pour qu'il existe une
hypersurface algébrique V de X contenant v, telle que le degré d'intersection
V · α soit N (en particulier V ∩ C0 = v ∩ C0).
Contrairement au cas projectif, le critère précédent ne sut pas à déterminer
la classe de V dans An−1(X). On considère pour cela E1, . . . , Es une famille de
diviseurs très amples dont les classes engendrent le groupe de Chow An−1(X)
et D un diviseur eectif tel que le degré d'intersection D · α soit N . On xe
i ∈ {1, . . . , n − 1} et on note αi la classe dans A2(X) d'une sous-variété
générique de type ((L1, . . . Li−1, Li+1, . . . Ln−1).
Sous l'hypothèse précédente, V ∈ |L(D)| si et seulement si pour tout j =





soit de degré D · Ej · αi en le coecient σ-extrémal du bré Li.
En général, V est d'intersection propre avec les orbites de codimension 2 et on
obtient un critère analogue en remplaçcant les fonctions fj par les fonctions
coordonnées. On note que les fonctions produits ci-dessus sont polynômiales
de degré N en les traces
(Trv1, . . . ,Trvf
N
j ), j = 1, . . . , s
qui s'obtiennent elles comme des sommes complètes de résidus. De ce point
de vue, le théorème de Wood torique peut s'interpréter comme une inversion
du théorème d'Abel-Jacobi torique.
Le Théorème 4.2 est l'analogue torique du théorème d'Abel-inverse (sous sa
version proposée dans la première partie), où les coecients (b1, . . . , bn−1)
sont remplacés par les coecients σ-extrémaux. La preuve s'appuie essen-
tiellement sur l'équation d'onde de choc et le lemme de prolongement (Sec-




La littérature concernant les variétés toriques est très fournie. Sauf men-
tion spéciale, les dénitions et les résultats (non démontrés) du Chapitre 1
sont issus de l'ouvrage fondateur de Fulton [20]. On cite également les articles




Soit T = (C∗)n le tore complexe et t = (t1, . . . , tn) les coordonnées cano-
niques. On considère le groupe des 1-paramètres N = Hom(C∗,T), Z-module
libre de rang n et M = Hom (T,C∗) son dual, groupe des caractères du tore
T.
Soit Σ un éventail complet régulier [20] de N ⊗ R = Rn. On note Σ(k)
l'ensemble des cônes de dimension k de Σ et, pour tout cône σ ∈ Σ, σ(k)
l'ensemble des cônes de dimension k de Σ inclus dans σ. Tout cône σ ∈ Σ(k)
est régulier : il est engendré sur R+ par k vecteurs primitifs η1, . . . , ηk de N
qui engendrent sur N le semi-groupe libre σ ∩ N . Le dual de σ est le cône
régulier
σ̌ = {m ∈M ⊗ R ; 〈m, ηi〉 ≥ 0 ∀i = 1, . . . , k}.
Les cônes maximaux σ ∈ Σ(n) dénissent des variétés toriques anes
Uσ := SpecC[σ̌ ∩M ]
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isomorphes à Cn (cf. [16]) compatibles avec les conditions de recollement. La
variété X = X(Σ) obtenue en recollant les variétés anes Uσ, σ ∈ Σ(n), est
une variété lisse compacte, que l'on appelle la variété torique associée à Σ.
Elle est munie (sur le modèle de l'espace projectif Pn(C)) d'un jeu de cartes
anes isomorphes à Cn, les changements de cartes étant des transformations
monoïdales.
1.1.2 Orbites
L'action naturelle du tore T sur lui-même se prolonge à X et la variété
torique X est constituée d'un nombre ni d'orbites sous l'action de ce tore
[20]. Chaque 1-paramètre ζ = (ζ1, . . . , ζn) ∈ N denit une courbe paramétrée
u ∈ C∗ 7→ λζ(u) := (uζ1 , . . . , uζn) ∈ T.
Pour σ ∈ Σ(n), la variété Uσ est construite en ajoutant à T les points
limites λζ(0) := limu→0 λζ(u) et leurs orbites sous l'action de T, pour tout
ζ ∈ σ.
On peut établir une correspondance biunivoque entre les orbites de dimen-
sion n− k de Uσ et les cônes τ ∈ σ(k) : on a λζ1(0) = λζ2(0) si et seulement
si ζ1 et ζ2 sont dans l'intérieur relatif du même cône τ ∈ σ(k). L'orbite n−k-
dimensionnelle O(τ, σ) ⊂ Uσ associée à τ ∈ σ(k) est la plus petite orbite
contenant les points limites λζ(0) pour tout ζ ∈ τ . On obtient par recolle-
ment des sous-variétés anes O(τ, σ), σ ⊃ τ , une sous-variété compacte lisse
V (τ) ⊂ X de dimension n−k, clôture de Zariski dans X de O(τ, σ). Si τ * σ,
on a V (τ) ∩ Uσ = ∅. Si τ ∈ Σ(n − 1), la sous-variété V (τ) est isomorphe à
P1. Si τ = {0}, on a V ({0}) = ⋃Σ(n) Uσ = X.
Les plus importantes des orbites sont celles n− 1-dimensionelles O(ρ) asso-
ciées aux cônes 1-dimensionnels (les rayons) ρ ∈ Σ(1). On suppose
Σ(1) = {ρ1, . . . , ρn+s}
et on note ηi le générateur du semi-groupe ρi∩N . Alors O(ρi) est la T-orbite
du point limite ληi(0), sous-variété ane de dimension n−1 de la carte Uσ si
σ contient ρi, disjointe de Uσ sinon. La clôture de Zariski Dρi de O(ρi) dans
X est le support d'un diviseur de Cartier eectif irréductible, invariant sous
l'action du tore. Le support du diviseur Dρi est disjoint de l'orbite dense T
associée à 0 ∈ Σ(0) et on a la représentation
X = T ∪Dρ1 ∪ · · · ∪Dρn+s .
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Puisque X est lisse, les notions de diviseurs de Cartier et de Weil coïncident.
On note Div(X) le groupe des diviseurs de X. On appelle T-diviseur tout di-
viseur invariant sous l'action de T. Ils correspondent aux diviseurs supportés
dans X \T et s'écrivent D = ∑n+s1 kiDρi , ki ∈ Z. On note An−1(X) le groupe
de Chow des diviseurs deX modulo équivalence rationnelle et [D] ∈ An−1(X)
la classe d'un diviseur D ∈ Div(X).
1.1.3 Coordonnées homogènes
On peut utiliser d'autres systèmes de coordonnées que les coordonnées
toriques (t1, . . . , tn), en prenant en compte la représentation de X comme
quotient géométrique. On renvoie à l'article [12] pour cette sous-section.
A chaque cône ρi ∈ Σ(1), on associe une variable xi. On note S l'algèbre
de polynômes C[x1, . . . , xn+s] associée et A = Cn+s l'espace ane correspon-






x̂σ ; σ ∈ Σ(n)
〉
⊂ S
l'idéal (dit irrelevant) engendré par les x̂σ. Cet idéal dénit la sous-variété
ane de A
Z(Σ) = {(x1, . . . , xn+s), x̂σ = 0, ∀σ ∈ Σ(n)}.
L'homomorphisme injectif α : M → Zn+s deni par
α(m) =
(







On considère G = SpecC[An−1(X)] = Hom (An−1(X),C∗). De l'isomor-
phisme naturel Hom (Zn+s,C∗) ' (C∗)n+s, on déduit que G s'identie au
sous-groupe algébrique de A d'équations
G =
{









Ce groupe agit sur l'ensemble A \ Z(Σ) par multiplication composante par






Un point de X est la G-orbite d'un point (x1, . . . , xn+s) ∈ A \Z(Σ), que l'on
note [x1, . . . , xn+s] en analogie avec l'espace projectif. On appelle S l'anneau
de coordonnées homogènes. Il est gradué sous l'action de G : le degré est
un élément du groupe de Chow An−1(X) et on note Sβ le sous-groupe des
éléments de degré β. Tout hypersurface H ⊂ X a une équation globale
H = {F (x1, . . . , xn+s) = 0}
où F ∈ Sβ est un polynôme homogène de degré β = [H] ∈ An−1(X).
1.2 Diviseurs
1.2.1 Diviseurs associés à un polynôme de Laurent et le
procédé d'homogénéïsation
On note (e1, . . . , en) la base canonique de M et (e∗1, . . . , e∗n) la base duale
(e∗i ∈ N). Dans l'ouvert dense T ⊂ X, coordonnées homogènes et coordon-












j , avec l'égalité Dρi = div0(xi), pour i = 1, . . . , n+ s.
Le diviseur associé à la fonction rationnelle dénie par un polynôme de
Laurent f ∈ C[t, t−1] := C[t1, t−11 , . . . , tn, t−1n ] ⊂ C(X) est lié au comporte-
ment de f à l'inni (en dehors du tore), c'est-à-dire sur les supports des
diviseurs Dρi . On considère la courbe paramétrée
u ∈ C∗ 7→ ληi(u) := (uηi1 , . . . , uηin) ∈ T
dénie par ηi = (ηi1, . . . , ηin) ∈ N ' Zn. PuisqueX est construite en ajoutant
à T les points limites ληi(0) pour tout ρi ∈ Σ(1), il est naturel de dénir
l'ordre d'annulation d'un polynôme de Laurent sur le diviseur Dρi par
ordDρi (f) := ordu=0(f(ληi(u)))
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(si cet entier est négatif, on dit que f a un pôle d'ordre −ordDρi (f) sur Dρi).
Pour un monôme de Laurent tm, on trouve
ordDρi (t
m) = ord0(u
〈m,ηi〉) = 〈m, ηi〉,










On peut associer à tout polynôme de Laurent f =
∑
cmt
m ∈ C[t, t−1] un
polytope convexe P (f) ⊂MR := M⊗R ' Rn contenant l'enveloppe convexe
de son support supp (f) := {m ∈M ; cm 6= 0}. On pose pour cela
ki := −min{〈m, ηi〉 ; m ∈ supp (f)} , i = 1, . . . , n+ s.
et on dénit
P (f) := {m ∈MR ; 〈m, ηi〉 ≥ −ki, ∀ i = 1, . . . , n+ s}.
Les pôles (respectivement les zéros) de f sur le support de Dρi sont d'ordre
inférieur à ki si ki ≥ 0 (respectivement supérieur à −ki si ki ≤ 0). Puisque f
est de support inclus dans P (f), le diviseur




est un diviseur de Cartier eectif, linéairement équivalent au diviseur
∑n+s
1 kiDρi .
Tout polynôme de Laurent f =
∑
m∈P (f) cmt
m dénit une fonction rationnelle















élément du sous-groupe Sβ ⊂ S, où β = [
∑
kiDρi ]. Ce dernier ne dénit pas
une fonction sur X, mais on peut considérer le lieu de ses zéros :
E(f) = {[x1, . . . , xn+s] ∈ X ; F (x1, . . . , xn+s) = 0} .
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Sous certaines conditions sur le polytope P (f), l'hypersurface E(f) est le
support du diviseur div0(f) associé aux zéros de f , clôture de Zariski dans
X de l'hypersurface {f = 0} ⊂ T (ceci n'est pas le cas par exemple pour




1.2.2 Faisceau et polytope associés à un diviseur
Soit OX le faisceau structural des fonctions holomorphes sur X. A tout di-
viseur D ∈ Div(X) est associé un faisceau inversible OX(D) de OX-modules
sur X ([26], lecture 9, [20]), déni par ses sections au-dessus d'un ouvert de
Zariski U ⊂ X :
H0(U,OX(D)) = {f ∈ C(X)∗ | (div (f) +D)|U ≥ 0} ∪ {0} .
Si deux diviseurs D1 et D2 sont linéairement équivalents, c'est-à-dire D1 =
D2 +div (g) pour g ∈ C(X)∗, la multiplication par g dénit un isomorphisme
de faisceaux OX(D1) ' OX(D2). Puisque l'on est dans le cas lisse, tous les
diviseurs sont de Cartier, et on a la réciproque :
[D1] = [D2] ⇐⇒ OX(D1) ' OX(D2).
Qui plus est, X est une variété normale et tous les faisceaux inversibles sur
X sont de la forme OX(D) pour un diviseur de Cartier D de X. Ainsi, le
groupe de Chow An−1(X) est isomorphe au groupe de Picard Pic (X) des
classes d'isomorphismes des faisceaux inversible sur X.
Tous les diviseurs D sur X admettent un représentant T-invariant (non





1 kiDρi un diviseur T-invariant ; on lui associe le polyèdre
PD := {m ∈MR ; 〈m, ηi〉+ ki ≥ 0, ∀ i = 1, . . . , n+ s}
et on note L(PD) l'ensemble des polynômes de Laurent de support inclus
dans PD. Si D′ est un autre diviseur T-invariant linéairement équivalent à
D, alors PD et PD′ sont les mêmes à translation par un élément du réseau
M près et la PD-homogénéïsation est indépendante du représentant du degré
β = [D]. On l'appelle la β-homogénéïsation.
D'après la sous-section précédente, on a l'isomorphisme :
H0(X,OX(D)) ' ⊕m∈PD∩MC tm = L(PD).
En particulier, PD ∩M est borné et PD est un polytope.
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1.2.3 Fibrés en droites et diviseurs de Cartier
Soit D un diviseur de Cartier de données locales {Ui, fi}, où fi est un
élément non nul du corps C(Ui) = C(X) des fonctions rationnelles sur
l'ouvert de Zariski Ui de X. On a alors D|Ui = div (fi)|Ui où les fonctions
gij := fi/fj sont inversibles dans l'anneau OX(Ui ∩Uj) et satisfont les condi-
tions de cocycle : on peut recoller les ouverts Ui×C et Uj ×C en identiant
(x, λ) et (x, gij(x)λ) pour x ∈ Ui ∩ Uj. On obtient ainsi un bré en droites
π : L(D) → X donné par la projection naturelle de Ui × C sur Ui.
Le faisceau des sections du bré L(D) est isomorphe au faisceau inversible
OX(D).
Le lien naturel entre ces deux objets est le suivant : à chaque section globale
s : X → L est associée une fonction rationnelle sur X dénie sur Ui par la
fonction si ∈ OX(Ui), restriction de s à Ui composée avec la projection Ui×C
sur C. Les diviseurs locaux sur Ui dénis par si se recollent pour former un
diviseur de Cartier div0(s) ∈ Div (X), eectif puisque les si sont régulières
sur Ui. On a alors l'interprétation suivante en termes des sections globales
du faisceau OX(D) :
Si L(D) correspond à OX(D), la section globale s ∈ Γ(X,L(D)) \ {0} cor-
respondant à f ∈ H0(X,OX(D)) \ {0} vérie
div0(s) = div (f) +D.
Localement , on a si = ffi, où fi dénit D|Ui.
1.2.4 Systèmes linéaires complets
Si D ∈ Div(X) est eectif, les fi dénissent une section globale s′ du
bré L(D) et on a D = div0(s′). Puisque X est compacte, Γ(X,L(D)) est un
espace vectoriel de dimension nie sur C engendré disons par {s1, . . . , sr}.
Deux sections non nulles s =
∑
cisi et s′ =
∑
c′isi dénissent le même
diviseur si et seulement si (c0, . . . , cr) et (c′0, . . . , c′r) sont proportionnels. On
peut donc identier l'espace |L(D)| des diviseurs eectifs dans la classe [D]
avec l'espace projectif P(Γ(X,L(D))) ' Pr. Cet ensemble s'appelle le système
linéaire complet associé à D. On a les équivalences
E ∈ |L(D)| ⇐⇒ E = div0(s), s ∈ Γ(X,L(D)) \ {0}
⇐⇒ E = E(f) := div(f) +D, f ∈ L(PD) ,
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d'où l'isomorphisme ([20] et [26], lecture 9)
|L(D)| = P(Γ(X,L(D))) ' P(H0(X,OX(D))).
Le quotient de deux sections s, s′ ∈ Γ(X,L(D)) avec s′ non nulle, déni loca-
lement par si/s′i, où sj/s′j = si/s′i sur Ui∩Uj, dénit une fonction rationnelle
s/s′ ∈ C(X)∗. Si s et s′ correspondent à f, f ′ ∈ H0(X,OX(D)) \ {0}, on a




1 kiDρi un T-diviseur et
PD = {m ∈MR ; 〈m, ηi〉 ≥ −ki, ∀ i = 1, . . . , n+ s}
son polytope. Si f ∈ L(PD), les coordonnées homogènes donnent une équa-
tion globale pour l'hypersurface E(f) : on peut penser la section dénissant
E(f) comme étant le polynôme homogène F (x1, . . . , xn+s) de degré [D], PD-
homogénéïsé de f . Ainsi, les sections globales du faisceau OX(D) sont les
fonctions rationnelles
F (x1, . . . , xn+s)
xk11 · · ·xkn+sn+s
, F ∈ S[D]
et dim|L(D)| = l(D) − 1 où l(D) := Card(PD ∩ M) puisque deux poly-
nômes homogènes défnissent la même hypersurface si et seulement si leurs
coecients sont proportionnels.
1.2.5 Restriction aux sous-variétés T-invariantes
A tout cône τ ∈ Σ(k) est associée une variété torique projective lisse Xτ
et un plongement naturel
iτ : Xτ → X
d'image V (τ). Tout bré en droites L sur X peut être tiré en arrière par iτ et
détermine un bré en droites i∗τ (L) sur Xτ . Puisque iτ est un plongement, on
peut identier ce bré avec la restriction de L à V (τ) que l'on notera Lτ . Si L
est globalement engendré, les sections globales de Lτ sont les restrictions des
sections globales de L à V (τ). Ainsi, Γ(Xτ , Lτ ) s'identie au complémentaire
dans Γ(X,L) du sous-espace vectoriel des sections globales de L nulles sur
V (τ). Les sections (resp. leurs coecients) de L correspondant à Γ(Xτ , Lτ )




i=1 kiDρi un T-diviseur et τ ∈ Σ. On appelle
P
(τ)
E := {m ∈ PE ; 〈m, ηi〉 = ki ∀ i tel que ρi ⊂ τ}
la face de E associée à τ . Si L = L(E), l'application linéaire de restriction










correspond à la projection orthogonale de Γ(X,L) sur Γ(Xτ , Lτ ) et on a
l'isomorphisme naturel L(P (τ)E ) ' Γ(Xτ , Lτ ).
1.2.6 Fonction support associée à un T-diviseur
Il existe un langage combinatoire pour la théorie des diviseurs de Cartier
T-invariants sur une variété torique (ou, de manière équivalente, la théorie
des brés en droites). L'idée clé est la notion de fonction support linéaire sur
l'éventail Σ (voir [20]).
Une fonction support linéaire Ψ est une fonction réelle dénie sur le support
|Σ| de Σ (Rn dans notre cas), linéaire sur chaque cône σ de l'éventail et à
valeurs entières sur les points du réseau N ' Zn.
Chaque point ζ ∈ |Σ| admet une unique représentation ζ = ∑j∈J aijηij où
le cône 〈ηij ; j ∈ J〉 est le plus petit cône de Σ contenant ζ. Une fonction
support linéaire est uniquement déterminée par ses valeurs sur les vecteurs
primitifs ηi générateurs des cônes 1-dimensionnels ρi. On associe à Ψ son
polytope
PΨ := {m ∈M ; 〈m, ηi〉 ≥ ΨD(ηi), ∀ i = 1, . . . , n+ s}.
L'ensemble des fonctions supports est en bijection avec l'ensemble des T-
diviseurs : à D =
∑
kiDρi est associée la fonction support linéaire ΨD dénie
par
ΨD(ηi) = −ki.
Si D′ est un T-diviseur dans la classe de D, la fonction ΨD−ΨD′ est linéaire
et les polytopes PD et PD′ dénis par ΨD et ΨD′ sont identiques à translation
par un élément de M ' Zn près.
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Pour σ ∈ Σ(n), disons σ = 〈ρ1, . . . , ρn〉, on dénit sσ := −
∑n
1 kimi où
(m1, . . . ,mn) est la base duale de (η1, . . . , ηn). On a alors
ΨD(ζ) = 〈sσ, ζ〉 ∀ ζ ∈ σ,
avec, si ζ =
∑n
1 aiηi ∈ σ, ΨD(ζ) = −
∑
aiki. Si σ′ ∈ Σ(n) contient ζ, on a
〈sσ, ζ〉 = 〈s′σ, ζ〉. L'ensemble {sσ ; σ ∈ Σ(n)} détermine donc ΨD de manière
unique et le polytope PD associé à D est intersection des cônes anes n-
dimensionnels sσ + σ̌ :




1.2.7 Degrés semi-amples, amples et très amples
On dit qu'un diviseur D est semi-ample si une puissance tensorielle du
bré en droites L(D) est globalement engendrée, c'est-à-dire telle que chacune
de ses sections locales sur U soit combinaison OX(U)-linéaire de sections
globales. Dans le cas d'une variété torique lisse complète, cette puissance
peut-être choisie égale à 1 et on dira que le bré L(D) est semi-ample.
Le lieu de base d'un bré en droites L sur X est l'ensemble
BS (L) := {x ∈ X ; s(x) = 0 ∀ s ∈ Γ(X,L)} .
Un diviseur D est semi-ample si et seulement si le lieu de base BS (L(D)) de
L(D) est vide : pour tout x ∈ X, il existe un élément s ∈ Γ(X,L(D)) tel
que s(x) 6= 0. Puisque L(D) ' L(D′) si [D] = [D′], la semi-amplitude d'un
diviseur D ne dépend que de son degré β = [D]. On dit dans ce cas que le
degré β est semi-ample.
Le critère combinatoire pour caractériser les degrés semi-amples est le suivant
[20] :
Un degré β est semi-ample si et seulement si la fonction support linéaire
associée ΨD ([D] = β) est convexe, c'est-à-dire :
ΨD(u+ v) ≥ ΨD(u) + ΨD(v) ∀u, v ∈ N ⊗ R ' Rn .
Il est équivalent de dire que pour chaque cône maximal σ, le vecteur sσ de-
nissant Ψ dans σ est un sommet de PD.
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L'espace des sections globales V = Γ(X,L(D)) est un espace vectoriel de
dimension nie engendré par les sections globales sm associées aux monômes
tm, où m ∈ PD. On peut associer à tout x ∈ X l'application linéaire εx ∈ V ∗
qui à s associe son évaluation en x. Si L(D) est globalement engendré, le lieu
de base est vide et l'ensemble Ker (εx) des sections globales s'annulant en x
dénit un hyperplan de V = Γ(X,L(D)), c'est-à-dire un point du projectivisé
P(V ∗) = P(Γ(X,L(D))∗) = Pr , r = dimC V − 1. On peut alors dénir un
morphisme projectif
ΦL(D) : X → P(V ∗) = Pr
x 7→ Ker (εx).
On dit que le bré L(D) est très ample si cette application est un plongement.
Dans ce cas, X est isomorphe à une sous-variété projective de Pr et
OX(D) = Φ∗L(D)(OPr(1)).
Le diviseur D est une section hyperplane de X, intersection de X (vue dans
Pr) avec un hyperplan de Pr. On dit que le degré associé [D] est très ample.
On dit que le bré L(D) est ample s'il existe une puissance tensorielle L(D)⊗k
très ample.
Un T-diviseur D ∈ Div(X) est ample si et seulement si sa fonction support
ΨD est strictement convexe :
ΨD(u+ v) ≥ ΨD(u) + ΨD(v) ∀u, v ∈ N ⊗ R ' Rn ,
avec égalité si et seulement si u et v appartiennent au même cône.
Il est équivalent de dire que PD est l'enveloppe convexe de l'ensemble
{sσ ; σ ∈ Σ(n)} ,
avec cette fois les sσ distincts. De manière équivalente, Σ est l'éventail normal
de PD : chaque cône ρ ∈ Σ(1) est déterminé par la face de PD qui lui est
normale.
Un T-diviseur D ∈ Div(X) est très ample si et seulement s'il est ample et le
semi-groupe Sσ = σ̌ ∩ Zn est engendré par l'ensemble
{m− sσ ; m ∈ PD}
Puisque X est lisse, cette dernière condition est automatiquement vériée
pour tout σ ∈ Σ(n) dès que le diviseur est ample et ample équivaut à très
ample.
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1.3 Eléments basiques de la théorie torique de
l'intersection
1.3.1 Groupes de Chow





où les Ci sont des sous-variétés fermées irréductibles de X de dimension k et
les ci des entiers. Le k-ème groupe de Chow Ak(X) est le groupe des classes
des k-cycles modulo équivalence rationnelle. On a [20] :
Les classes des sous-variétés T-invariantes V (τ) associées aux cônes
τ ∈ Σ(n− k) engendrent le k-ième groupe de Chow Ak(X).
1.3.2 Dualité entre courbes et diviseurs
Soit D un T-diviseur sur X et L(D) le bré en droitesassocié. Soit C
une courbe lisse fermée (donc irréductible) de X. Toute section rationnelle
non triviale s de la restriction L(D)|C de L(D) à C dénit un diviseur sur C,
div (s) =
∑
aipi, où ai est l'ordre d'annulation de s en pi ∈ C . Le quotient de
deux sections sur L(D)|C dénit une fonction rationnelle et le degré
∑
ai du
diviseur div (s) ne dépend que de D et C. On l'appelle le degré d'intersection
de D et C, noté D · C ou Deg (OX(D)|C).
Si D est semi-ample, L(D) est globalement engendré et sa restriction L(D)|C
l'est aussi pour toute courbe iréductible lisse fermée. Dans ce cas, tous les ai
sont positifs et on a D · C ≥ 0.
Si C et le support de D sont lisses et se coupent transversalement, alors
D · C = card (D ∩ C).
Si le diviseur D est principal, le bré en droites L(D) est trivial et le degré
d'intersection est nul pour toute courbe ; ainsi, le nombre D · C ne dépend
que de la classe [D] de D. D'un autre côté, si C1 et C2 dénissent la même
classe dans A1(X), alors D · C1 = D · C2. On obtient ainsi la fonction degré
deg : An−1(X)× A1(X) −→ Z
([D], [C]) 7−→ [D].[C] = [D.C] = D.C .
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Les courbes irréductibles V (τ), τ ∈ Σ(n− 1) engendrent A1(X), et les divi-
seurs Dρ1 , . . . , Dρn+s engendrent An−1(X) ; il est donc naturel de calculer les
degrés Dρi · V (τ).
Puisque Σ est régulier, le (n−1)-cône τ = 〈ρ1, . . . , ρn−1〉 est inclus dans deux
cônes maximaux σ = 〈ρ1, . . . , ρn〉 et σ′ = 〈ρ1, . . . , ρn−1, ρn+1〉 et il existe des
entiers uniques a1, . . . , an−1 tels que ηn + ηn+1 +
∑n−1
1 aiηi = 0. On a le
résultat suivant [20] :
1. V (τ) ·Dρi = 0, i /∈ {1, . . . , n+ 1},
2. V (τ) ·Dρn = V (τ) ·Dρn+1 = 1,
3. V (τ) ·Dρi = ai, i = 1, . . . , n− 1,








〈sσ, ηn+1〉 −ΨD(ηn+1) ,
où ΨD est la fonction support associée à D et sσ est l'unique vecteur dé-
terminant ΨD dans σ. Utilisant les sections précédentes, on en déduit les
propriétés suivantes ([20], [26], lecture 11) :
1. le diviseur D est principal (le bré L(D) est trivial) si et seulement si
V (τ) ·D = 0 pour tout τ ∈ Σ(n− 1) ;
2. le diviseur D est semi-ample (le bré L(D) globalement engendré) si
et seulement si V (τ) ·D ≥ 0 pour tout τ ∈ Σ(n− 1).
3. Le diviseur D est ample si et seulement si V (τ) · D > 0 pour tout
τ ∈ Σ(n− 1).
En particulier, la propriété (1) implique que la fonction degré dénie ci-dessus
est non dégénérée : les deux Q-espaces vectoriels A1(X) ⊗ Q et An−1 ⊗ Q
sont duaux. Notamment, on a rang A1(X) = rang An−1(X) = s.
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1.4 Calcul résiduel sur une variété torique
1.4.1 L'application résidu torique
Soit (e1, . . . , en) une base deM ; pour tout sous-ensemble I = {i1, . . . , in}
de {1, . . . n+ s}, on note
det (ηI) = det
(














Etant donnés Fi ∈ Sαi , i = 0, . . . , n, n+ 1 polynômes homogènes, on dénit








Tout polynôme H de degré critique ν induit une n-forme rationnelle sur X :
ωF (H) =
HΩ
F0 · · ·Fn ,
où F désigne la liste (F0, . . . , Fn). Si les Fi ne s'annulent pas simultanément,
les n + 1 ouverts {x ∈ X : Fi(x) 6= 0} dénissent un recouvrement de X
et ωF (H) dénit une classe [ωF (H)] ∈ Hn(X,ΩnX) dans la cohomologie de
Čech, où ΩnX est le faisceau de Zariski des n-formes sur X. Cette classe est
nulle dès que H appartient à l'idéal engendré par les Fi. On obtient ainsi une
application
ResF : Sν/(F0, . . . , Fn)ν → C
denie par ResF (H) = TrX([ωF (H)]), où TrX est l'application trace sur X
(à ne pas confondre avec la trace dont on parle en général, il s'agit ici de
la trace au sens de la dualité de Poincaré). On appelle cette application le
résidu torique [7, 6].
Le résidu torique de H ∈ Sν dépend rationnellement des coecients des Fi.
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1.4.2 Familles essentielles de polytopes et résidus
Dénition 1.1 Une famille de polytopes P0, . . . , Pn est dite essentielle si
pour tout I ( {0, . . . , n}, la dimension de la somme de Minkovski ∑i∈I Pi
est au moins |I|. Une collection de degrés α0, . . . , αn ∈ An−1(X) est dite
essentielle si la famille des polytopes correspondants P0, . . . , Pn est essentielle.
L'importance de ce type de familles tient au fait suivant [35] :
Si les αi sont semi-amples, le résidu torique, vu comme fonction rationnelle
des coecients de Fi ∈ Sαi, est identiquement nul si et seulement si la famille
α0, . . . , αn n'est pas essentielle.
Une famille est inessentielle si et seulement si n des n + 1 polynômes as-
sociés n'ont aucun zéro en commun (lorsque les coecients sont pris géné-
riquement), auquel cas il n'existe pas de résidus locaux dans la somme et
l'application résidu torique est identiquement nulle.
On veut maintenant être sûr que les n + 1 polynômes Fi, i = 0, . . . , n, ne
s'annulent pas simultanément sur X pour des coecients génériques. Si la
famille des degrés α0, . . . , αn est essentielle, la codimension dans Sν de l'idéal
(F0, . . . , Fn) est 1 (et les Fi ne s'annulent pas simultanément) pour les coe-
cients de (F0, . . . , Fn) en dehors d'une hypersurface dans le produit d'espaces
projectifs Pl0 × · · · × Pln (lj = #Pj − 1) ; cette hypersurface est dénie par
un polynôme multihomogène Rα0,...,αn associé aux degrés α0, . . . , αn, appelé
resultant mixte (voir la section suivante).
En résumé, le résidu torique dénit un isomorphisme
ResF : Sν/(F0, . . . , Fn)ν → C.
si et seulement si
1. La famille α0, . . . , αn est essentielle.
2. Le résultantRα0,...,αn évalué en les coecients des polynômes F0, . . . , Fn
est non nul.
La clause 1 est réalisée si les diviseurs sont tous amples ; lorqu'ils sont semi-
amples et leurs polytopes Pαj sont de dimension n, le résidu torique attaché
au système (F0, . . . , Fn), où les les polynômes Fj ∈ Sαj n'ont aucun zéro
commun dans X, est un isomorphisme [15]. Le résidu torique dans le cadre
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semi-ample se prête à une règle importante [7], la loi de transformation glo-
bale : si G0, . . . , Gn respectivement dans Sβ0 , . . . , Sβn n'ont aucun zéro en





avec Aij homogène de degré βj − αj, alors :
∀H ∈ Sν , HdetA ∈ Sν̃ et ResF (H) = ResG(HdetA),
où ν̃ est le degré critique correspondant cette fois à (β0, . . . , βn).
Puisque l'application résidu est linéaire, il est intéressant de trouver un élé-
ment (dépendant des coecients des Fi) de résidu torique 1. Si les αj sont
amples, ils dénissent une famille essentielle et on peut exhiber un tel élé-
ment : on choisit un cône n-dimensionel σ engendré par ρ1, . . . , ρn tels que
det (ηI) = 1, I = (1, . . . , n). Il existe alors une matrice (n + 1) × (n + 1)








Du fait de la loi de transformation globale, le déterminant ∆σ = det(A) est
dans Sν et détermine un élément de résidu torique 1.
Dans le cas semi-ample, Khetan et Soprounov [35] ont construit dans plu-
sieurs cas des réalisations explicites de ±1 par des résidus toriques.
1.4.3 Lien avec les résidus de Grothendieck
Soit Fj ∈ Sαj , j = 0, . . . , n une famille de polynômes homogènes qui ne
s'annulent pas simultanément sur X et soit ν le degré critique. Si l'ensemble
V (F1, . . . , Fn) := {x ∈ X ; F1(x) = · · · = Fn(x)} est ni, pour tout H ∈ Sν ,
on a [7]
ResF (H) = Res
[
(H/F0)Ω
F1(x), F2(X), · · · , Fn(x)
]
où le terme de droite désigne la somme des résidus de Grothendieck locaux
associés aux F1, . . . , Fn sur l'ensemble ni V (F1, . . . , Fn).
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1.4.4 Résidu torique exprimé dans le tore
Si les degrés α0, . . . , αn sont amples, pour tout sous-ensemble I ⊂ {0, . . . , n}
les suites (Fi)i∈I dénissent génériquement des intersections complètes de co-
dimension |I| dans X. En particulier :
{F0 = · · · = Fn = 0} = ∅ ⇒ {Fj = 0 ; j 6= k} est fini.
Si de plus {F0 = 0} ⊂ X \ T alors {F1 = · · · = Fn = 0} est ni, inclus dans
T, pour F1 ∈ Sα1 , . . . , Fn ∈ Sαn génériques. Dans cette situation, l'applica-
tion rationnelle résidu torique est entièrement déterminée par un calcul dans
l'orbite dense T et, pour tout H ∈ Sν , (ν étant le degré critique), on a [6]
ResF (H) = Res
[
(H/F0)Ω









f1(t), f2(t), · · · , fn(t)
]
où les polynômes de Laurent f1, . . . , fn, h sont les déshomogénéïsés des po-
lynômes homogène F1, . . . , Fn, H.
1.5 Résultants
1.5.1 Le résultant mixte
Soit (L0, . . . , Ln) une collection de brés en droites très amples sur une
variété torique projective lisse X de dimension n, Vi = Γ(X,Li) = Cli et
V =
⊕
i Vi = CN . On note
IX×V = {(x, (s0, . . . , sn)) ∈ X × V ; si(x) = 0, i = 0, . . . , n}
la variété d'incidence associée. La projection p1 : IX×V → X est une submer-
sion dont les bres sont isomorphes à des produits d'hyperplans vectoriels
Hi ⊂ Vi. La sous-variété IX×V ⊂ X × V est donc de dimension
dim(IX×V ) = dimX + dimV − (n+ 1) = dimV − 1,
irréductible lisse puisque X l'est. La projection p2 : IX×V → V est holo-
morphe, propre, dont l'image
p2(IX×V ) = {s = (s0, . . . , sn) ∈ V ; {s = 0} 6= ∅}
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est une sous-variété W de V par le théorème de Remmert. Puisque les brés
sont très amples, la bre au-dessus d'un point générique s ∈ V est constituée
d'un seul point et l'application p2 : IX×V → W est birationnelle. Ainsi, W
est une sous-variété irréductible de V de dimension
dimW = dim IX×V = dimV − 1,
donc une hypersurface irréductible de V . Il est clair que l'on a
(s0, . . . , sn) ∈ W ⇐⇒ (λ0s0, . . . , λnsn) ∈ W
pour tout λ = (λ0, . . . , λn) ∈ (C∗)n+1. Ainsi, W dénit une hypersurface
irréductible P(W ) dans le produit d'espaces projectifs P(V0)× · · · × P(Vn).
Soient D0, . . . , Dn des diviseurs très amples sur X tels que Li = L(Di) et
P0, . . . , Pn les polytopes associés. On note ai les coordonnées canoniques dans
Vi (c'est-à-dire associées à la base naturelle de Vi donnée par les sections sim,
m ∈ Pi). Il existe au signe près un unique polynôme irréductible RX(L0,...,Ln) ∈
Z[a0, . . . , an] tel que
W = {RX(L0,...,Ln) = 0}.
On appelle ce polynôme le (L0, . . . , Ln)-résultant [22, 38]. Il est multi-homogène
de degré partiel
degaiRX(L0,...,Ln) = MVn (P0, . . . , Pi−1, Pi+1, . . . , Pn) i = 0, . . . , n,
où MVn désigne la prise de volume mixte de Minkowski (polarisation de
la forme volume normalisée de manière à ce que le volume du n-simplexe
élémentaire dans Rn vaille 1). Notamment, le degré de RX(L0,...,Ln) ne dépend
que des degrés des brés Li.




0, s1, . . .) = RX(L0,...,Ln)(s0, s1, . . .)RX(L′0,...,Ln)(s
′
0, s1, . . .)
pour toutes sections s0 ∈ Γ(X,L0) et s′0 ∈ Γ(X,L′0) (bien que le polynôme
RX(L0⊗L′0,...,Ln) soit irréductible).
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1.5.2 Résultants et résidus toriques
On garde les hypothèses de la section précédente. Soit S[Di] l'espace vec-
toriel des polynômes homogènes de degré [Di]. On note Fi l'image de si sous
l'isomorphisme Γ(X,Li) ' S[Di].
Soit ν le degré critique des diviseurs Di et F = (F0, . . . , Fn). Pour tout
polynôme homogène H ∈ Sν , l'application
(F0, . . . , Fn) 7→ ResF (H)
dénit une application rationnelle sur P(V0)×· · ·×P(Vn) et admet RX(L0,...,Ln)
comme dénominateur universel, et c'est le meilleur dénominateur (c'est-à-
dire de plus petit multidegré) ; voir [8].
On peut plus généralement dénir les résultants mixtes associés à une fa-
mille de brés globalement engendrés, et encore plus généralement le résul-
tant creux mixte associé à une famille de (n+ 1) sous-ensembles nis de Zn
(correspondant aux points entiers des polytopes Pi dans notre cas), comme
dans [22, 38, 11].
1.5.3 Résultants de facettes et formule du produit
Soit ρ ∈ Σ(1) et Xρ la variété torique projective lisse associée (correspon-
dant au support du diviseur Dρ). La restriction à Xρ des n brés Li dénit n
brés en droitesLρ1, . . . , Lρn sur la variété n−1-dimensionnelle Xρ, très amples
puisque les Li le sont.








C'est un polynôme multihomogène de degré partiel
degaiRρ(L1,...,Ln) = MVn−1 (P
(ρ)




i+1, . . . P
(ρ)
n ),
qui ne dépend que des coecients de facettes a1,ρ, . . . , an,ρ associés à ρ (codant
l'ensemble des sections sρ1 ∈ Γ(Xρ, Lρ1), . . . , sρn ∈ Γ(Xρ, Lρn), correspondant
aux facettes P ρ1 , . . . , P ρn).
On suppose que D0 =
∑




i . On a l'égalité [37] :
RX(s0, . . . , sn) =
n+s∏
i=1
(Rρi(sρi1 , . . . , sρin )
)ki
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(par commodité, on omet la dépendance en (L0, . . . , Ln)). Toute section
s′0 ∈ Γ(X,L0) s'écrit s′0 = f0s0 où f0 ∈ C(X). Pour (s1, . . . , sn) génériques,
l'ensemble Z = {s1 = · · · = sn = 0} est ni inclus dans le tore, déni par un




est symétrique en les racines communes de ce système et dénit une fonction
rationnelle sur P(V1)× · · · × P(Vn).
On a la formule du produit suivante [37] :








(Rρi(sρi1 , . . . , sρin )
)ki .
1.6 Coordonnées locales dans une variété to-
rique complète lisse
On démontre maintenant les résultats de cette section qui ne se trouvent
a priori pas dans la littérature.
1.6.1 Dénitions-Propriétés
On note σ = ρ1 + · · · + ρn ∈ Σ(n) le cône maximal engendré par les
rayons ρ1, . . . , ρn. La famille {η1, . . . , ηn} des vecteurs primitifs ηi associés
aux 1-cônes ρi est une base pour le Z-module libre N ' Zn. Soit m1, . . . ,mn
la base duale correspondante : σ̌ ∩ Zn = ⊕iNmi. Les fonctions rationnelles
tmi sont régulières sur la carte Uσ = Spec C[σ̌ ∩ Zn] ' Cn et dénissent un
système de coordonnées anes locales (xσ1 , . . . , xσn).
Lemme 1.1 Les coordonnées locales vérient, en accord avec les coordonnées
homogènes x1, . . . , xn+s, les propriétés suivantes :
1. L'ouvert Uσ est le quotient géométrique (cf. Sous-section 1.1.3) :
Uσ =
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et les xσi sont les uniques fonctions rationnelles qui vérient
[xσ1 , . . . , x
σ
n, 1, . . . , 1] = [x1, . . . , xn+s] ∈ Uσ
2. Pour tout m ∈ M , on note λ(m) = (λ1(m), . . . , λn(m)) ∈ Zn les coor-
données de m dans la base (m1, . . . ,mn) du Z-module libre M ' Zn.
On a les égalités






3. Les équations anes des T-diviseurs Dρ1 , . . . , Dρn sont :
Dρi|Uσ = {xσi = 0} , i = 1, . . . , n .
Preuve. 1. On a X \ Uσ = ∪sj=1Dρn+j , et pour x ∈ Uσ = {xn+1 · · ·xn+s 6= 0}, le
vecteur





















n+j , on déduit l'égalité
[xσ1 , . . . , x
σ






donc ν ∈ G (Sous-section 1.1.3) puisque (m1, . . . ,mn) est une base de M et
[xσ1 , . . . , x
σ
n, 1, . . . , 1] = [x1, . . . , xn+s].
Il est facile de vérier l'unicité des xσi .
2. On étend par linéarité les égalités xσi = tmi à tout m ∈ M .










n+j 6= 0 sur Uσ. ¤
1.6.2 Equation locale d'une hypersurface
Lemme 1.2 L'équation locale d'un T-diviseur de Cartier D = ∑n+s1 kiDρi









Preuve. On a la représentation
Uσ = X \ (Dρn+1 ∪ · · · ∪Dρn+s).
Ainsi D|Uσ = (k1Dρ1 + · · · + knDρn)|Uσ et le lemme se déduit de l'assertion 3 du
lemme précédent. ¤
On note quemσ =
n∑
1
kimi = −sσ, où sσ est le vecteur dénissant la fonction
support ΨD associée à D dans le cône σ.
Soit D un diviseur eectif de polytope PD et E une hypersurface de degré
[D] d'équation homogène E = {F = 0}.
Lemme 1.3 L'équation ane de E dans la carte Uσ est :
E|Uσ = {F (xσ1 , . . . , xσn, 1, . . . , 1) = 0}.
On note fσ ∈ C[xσ1 , . . . , xσn] ce polynôme. Si F est le PD-homogénéïsé d'un
polynôme de Laurent f supporté par PD, on a
f(t1, . . . , tn) = t
sσfσ(tm1 , . . . , tmn), ∀σ ∈ Σ(n),
où sσ = −(k1m1 + · · ·+ knmn).
Preuve. Puisque E(f)|Uσ = {x ∈ Uσ ; F ([x1, . . . xn+s]) = 0}, la première partie
est une conséquence de l'assertion 1 du Lemme 1.1. Le PD-homogénéïsé F d'un
polynôme de Laurent f =
∑
m∈PD cmt
m supporté par PD s'écrit













F (xσ1 , . . . , x
σ



















En remplaçant les xσi par tmi , on obtient la relation voulue. ¤
On note vj le vecteur ηn+j exprimé dans la base {η1, . . . , ηn} ; on dénit
νj = kn+j + 〈sσ, ηn+j〉 = kn+j − 〈(k1, . . . , kn), vj〉, j = 1, . . . , s.
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Lemme 1.4 Le support de fσ est inclus dans le polytope
∆D,σ := {λ ∈ (R+)n ; 〈λ, vj〉 ≥ −νj , j = 1, . . . , s},
projection du support de F (inclus dans (R+)n× (R+)s) sur le n-plan (R+)n.
Ce polytope est image du polytope translaté PD−sσ via le changement de base
de Zn transformant la base canonique (e1, . . . , en) en la base (m1, . . . ,mn).
Preuve. On a l'égalité
supp (fσ(tm1 , . . . , tmn)) = −sσ + supp (f),
ensemble inclus dans le polytope
{m ; 〈m + sσ, ηi〉 ≥ −ki ; i = 1, · · · , n + s} =
{m ; 〈m, ηi〉 ≥ 0, i = 1, . . . , n ; 〈m, ηn+j〉 ≥ 〈−sσ, ηn+j〉 − kn+j , j = 1, . . . , s}.
On conclut en utilisant la base (m1, . . . ,mn). ¤
On note que le diviseurD est eectif si et seulement si le polytope PD contient
l'origine, c'est-à-dire si et seulement si ∆D,σ contient les vecteurs (k1, . . . , kn)
pour tout σ ∈ Σ(n).
On pose νj := kn+j + 〈sσ, ηn+j〉 pour j = 1, . . . , s. On appelle le vecteur
νσ = (ν1, . . . , νs) ∈ Zs le degré σ-directionnel de f . On note





l'unique diviseur supporté par X \ Uσ rationnellement équivalent à D.
1.6.3 Nouveaux critères pour qu'un T-diviseur de Car-
tier soit semi-ample, ample et très ample
Un T-diviseur D est semi-ample si et seulement si pour tout σ ∈ Σ,
le vecteur σ-extrémal sσ associé à D appartient au polytope PD (ce qui
correspond au fait que la fonction support ΨD soit convexe). Les points sσ
sont dans ce cas des sommets de PD et on a
〈sσ, ηn+j〉+ kn+j ≥ 0
pour tout cône σ ∈ Σ(n) de dimension maximale. On en déduit le lemme
suivant :
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Lemme 1.5 Un T-diviseur D est semi-ample si et seulement si le diviseur
Dσ est eectif pour tout cône maximal σ ∈ Σ(n) (νσ ∈ Ns), ou encore si et
seulement si le polytope ∆D,σ contient l'origine pour tout cône σ ∈ Σ(n). De
manière équivalente, dans chaque carte Uσ, l'équation ane d'une hypersur-
face H ∈ L(D) générique a un terme constant non nul,
Le cas ample correspond au cas où les vecteurs sσ ∈ PD, σ ∈ Σ(n) sont
distincts deux à deux, soit
〈sσ, ηn+j〉+ kn+j ≥ 0, j = 1, . . . , s ∀ σ ∈ Σ(n).
On obtient le
Lemme 1.6 Un diviseur D est ample si et seulement si le diviseur Dσ est
strictement eectif (νσ ∈ (N∗)s) pour tout cône maximal σ ∈ Σ(n).
Le cas très ample correspond au cas ample avec la condition supplémen-
taire : Sσ := σ̌ ∩ Zn est engendré par l'ensemble {m− sσ ; m ∈ PD}, i.e. les
générateurs m1, . . . ,mn de Sσ appartiennent au polytope −sσ + PD.
Lemme 1.7 Un diviseur D est très ample si et seulement le diviseur Dσ
est strictement eectif et si de plus le polytope ∆D,σ contient les extrémités
des vecteurs de la base canonique de Rn pour tout cône maximal σ ∈ Σ(n).
De manière équivalente, l'équation ane dans la carte Uσ d'une hypersurface
générique E = E(f) de degré [D] est de la forme :
fσ(xσ) = c0 + c1x
σ
1 + · · ·+ cnxσn + g(xσ)
avec les ci non nuls, et g un polynôme de degré (classique) au moins deux.
Dénition 1.2 Etant donné un diviseur D globalement engendré et E(f)
une hypersurface de degré [D], on appelle le coecient constant (c0 ci-dessus)
de fσ le coecient σ-extrémal de E(f). Il aecte le monôme tsσ ∈ L(PD)
que l'on appelle monôme σ-extrémal de la classe [D].
1.6.4 Résidu torique exprimé dans les cartes anes
Ceci est une remarque complémentaire aux rappels sur les résidus to-
riques. On se place exactement avec les mêmes hypothèses et notations que
la Sous-section 1.4.4, où l'on suppose cette fois H/F0 = tm, m ∈ Zn. Soit
σ ∈ Σ(n). On peut exprimer, sous certaines conditions, le résidu torique
ResF (H) en coordonnées anes.
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σ), . . . , fσn (x
σ)
]
dès que les polynômes fσi ne s'annulent pas simultanément sur les axes de
coordonnées xσi = 0.
Preuve. On remplace xσi par son expression tmi en (t1, . . . , tn) ; le jacobien torique
correspondant au changement de coordonnées (tm1 , . . . , tmn) → (t1, . . . , tn) vaut
det (m1, . . . ,mn) = 1, ce qui permet de conclure à la validité du résultat dans le
tore. Ce résultat reste vrai dans Uσ dès que les polynômes fσi ne s'annulent pas
simultanément sur les axes. ¤
Si les degrés sont semi-amples, les polynômes fσi , i = 1, . . . , n associés aux Fi,
i = 1, . . . , n ont un terme constant génériquement non nul et ne s'annulent
génériquement pas simultanément sur les axes de coordonnées xσi = 0, au-
quel cas l'égalité ci-dessus est une égalité de fonctions rationnelles en les
coecients de F1, . . . Fn.

Chapitre 2
Concavité et dualité dans une
variété torique
On s'intéresse aux familles de sous-variétés de X intersections d'hyper-
surfaces de degré xé. Sous certaines hypothèses, ces sous-variétés sont géné-
riquement intersections complètes et susamment mobiles pour dénir des
notions non triviales de concavité torique (analogue de la k-concavité quand
X = Pn) et d'espace dual.
2.1 Problèmes d'intersection
Dans cette section, X désigne une variété torique compacte, lisse, de
dimension n, associée à un éventail régulier complet Σ de N ⊗ R. Pour ρ ∈
Σ(1), on note xρ la coordonnée homogène associée.
2.1.1 Facettes virtuelles et semi-amplitude
Soit E =
∑
ρ∈Σ(1) kρDρ un T-diviseur eectif sur X. On décrit dans cette
section l'espace des sections globales du bré en droites L(E) associé à E en
fonction de la géométrie de son polytope,
PE := {m ∈M ⊗ R ; 〈m, ηρ〉 ≥ −kρ ∀ρ ∈ Σ(1)}.
On utilise pour cela la notion de face virtuelle du polytope PE. On dé-
nit k′ρ := −minm∈PE〈m, ηρ〉. Puisque E est supposé eectif, son polytope
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contient l'origine et 0 ≤ k′ρ ≤ kρ. Pour tout cône τ ∈ Σ, on note
P
(τ)
E := {m ∈ PE ; 〈m, ηρ〉 = −kρ ∀ρ ∈ τ(1)}
P τE := {m ∈ PE ; 〈m, ηρ〉 = −k′ρ ∀ρ ∈ τ(1)} ,
Ce sont des polytopes convexes inclus dans des espaces anes translatés du
sous-espace vectoriel de dimension n− dim(τ)
τ⊥ := {m ∈ Rn ; 〈m, ηρ〉 = 0 ∀ρ ∈ τ(1)},
avec l'inclusion P (τ)E ⊂ P τE. Le polytope P (τ)E peut-être vide, tandis que le
polytope P τE ne l'est jamais par construction.
Dénition 2.1 On appelle P τE la face de PE associée à τ et P (τ)E la face
virtuelle de PE associée à τ .




k′ρDρ et E” = E − E ′.
Lemme 2.1 Les diviseurs E ′ et E” sont eectifs. Le support du diviseur E”
coïncide avec le lieu de base BS (L(E)) du bré L(E). Le diviseur E ′ est semi-
ample et les espaces vectoriels Γ(X,L(E)) et Γ(X,L(E ′)) sont isomorphes.
Preuve. Les diviseurs E′ et E” sont eectifs par construction. L'espace vectoriel
Γ(X, L(E)) admet pour base les sections globales sm associées aux points m de
PE ∩ Zn et x ∈ BS(L(E)) ⇐⇒ sm(x) = 0 ∀m ∈ PE ∩ Zn où la section sm







Ainsi, x ∈ BS (L(E)) si et seulement s'il existe ρ ∈ Σ(1) tel que x ∈ Dρ et
〈m, ηρ〉+kρ > 0 pour tout m ∈ PE∩Zn. Le lieu de base de L(E) est donc la réunion
des diviseurs Dρ pour lesquels la face virtuelle P (ρ)E est vide, c'est-à-dire E − E′
(on compte ici les multiplicités d'annulation des sm en x ∈ BS (L)). Notamment,
le diviseur E′ est semi-ample puisqu'aucune de ses faces virtuelles P (ρ)E′ ρ ∈ Σ(1)





ρ dénit bien un isomorphisme entre
les deux espaces de sections (bien que les deux brés ne soient pas isomorphes). ¤
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Lemme 2.2 Soit τ ∈ Σ. Les conditions suivantes sont équivalentes :
1. V (τ) ⊂ BS (L(E))
2. P (ρ)E = ∅ ∀ρ ∈ τ(1)
3. kρ > k′ρ ∀ρ ∈ τ(1)
4. P (τ)E 6= P τE
5. P (τ)E = ∅.






La preuve du Lemme 2.1 induit les équivalences
Supp (Dρ) * BS (L(E)) ⇐⇒ P (ρ)E 6= ∅ ⇐⇒ kρ = kρ′ ⇐⇒ P ρE = P (ρ)E ,
et 1 ⇔ 2 ⇔ 3. L'équivalence 3 ⇔ 4 est évidente, et 4 ⇒ 5 puisque P τE n'est jamais




E montre 5 ⇒ 3. ¤
Pour tout σ ∈ Σ(n), le vecteur σ-extrémal sE,σ ∈ Zn de E, déni par 〈m, ηρ〉+
kρ = 0 ∀ρ ∈ σ(1), caractérise sur σ la fonction support ΨE :
ΨE(ζ) = 〈sE,σ, ζ〉 ∀ζ ∈ σ.
Remarque 2.1 En particulier, l'assertion (1) ⇔ (5) (pour τ = σ ∈ Σ(n)) implique que
sE,σ ∈ PE si et seulement si le point xe xσ (orbite fermée de dimension 0 associée
à σ) n'appartient pas au lieu de base du bré L(E), ce qui correspond au fait qu'une
hypersurface générique H ∈ |E| ne contient pas l'origine de la carte Uσ.
Lemme 2.3 Les conditions suivantes sont équivalentes :
1. E est semi-ample ;
2. P (τ)E 6= ∅ pour tout τ ∈ Σ ;
3. il existe k ∈ {0, . . . , n} tel que P (τ)E 6= ∅ pour tout τ ∈ Σ(k) ;
4. sE,σ = P (σ)E , ∀σ ∈ Σ(n) ;
5. sE,σ = P σE, ∀σ ∈ Σ(n) .
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Preuve. Les implications (1) ⇒ (2) ⇒ (3) sont conséquences du lemme précédent.
Le point 3 implique l'égalité kρ = k′ρ pour tout ρ ∈ Σ(1) et E = E′, impliquant 1
d'aprés le Lemme 2.1. Par dénition P (σ)E ⊂ sE,σ et E est semi-ample si et seule-
ment si sE,σ ∈ PE ,∀σ ∈ Σ(n), d'où (1) ⇔ (4) ⇔ (5) d'après le lemme précédent. ¤
Lemme 2.4 Les conditions suivantes sont équivalentes :
1. E est très ample ;
2. dim P (ρ)E = n− 1 pour tout ρ ∈ Σ(1) ;
3. dim P (τ)E = n− dim (τ) pour tout τ ∈ Σ ;
4. il existe k ∈ {1, . . . , n − 1} tel que dim P (τ)E = n − dim (τ) pour tout
τ ∈ Σ(k) ;
5. dim P (τ)E = 1 pour tout τ ∈ Σ(n− 1) .
Preuve. Le polytope d'un diviseur très ample E permet de retrouver Σ et chaque
face virtuelle P (ρ)E normale à ρ ∈ Σ(1) est de dimension n − 1, soit (1) ⇒ (5). Le
polytope ∆E,σ associé à PE pour un cône maximal σ contenant τ permet de se
convaincre de (2) ⇒ (3) ⇒ (4) ⇒ (5) (la dimension des faces est préservée par
translation et changement de base). L'assertion (5) implique en particulier que les
polytopes ∆E,σ contiennent les vecteurs de la base canonique des espaces vectoriels
dans lesquels ils sont plongés et le Lemme 1.7 montre que (5) ⇒ (1). ¤
2.1.2 Décomposition d'une sous-variété générique de type
(L1, . . . , Lk)
Soit k ∈ N∗, L1, . . . , Lk des brés en droites associés à une collection
E1, . . . , Ek de diviseurs eectifs T-invariants sur X et PE1 , . . . , PEk les poly-
topes associés.
Dénition 2.2 On appelle sous-variété de type (L1, . . . , Lk) toute sous-variété
de la forme
C = C(s) := {s1 = 0} ∩ · · · ∩ {sk = 0}
dénie par s = (s1, . . . , sk), où si ∈ Γ(X,Li). On dira que C vérie généri-
quement une propriété si elle la vérie pour s = (s1, . . . , sk) dans un ouvert




Le théorème principal de cette section concerne la structure générique des
sous-variétés de type (L1, . . . , Lk).

















6= ∅ ∀ τ ′ ⊂ τ
0 sinon.
On obtient le lemme de décomposition suivant :

















= ∅ et cette composante (irréductible) n'est pas immergée
si et seulement si elle n'est pas incluse dans une sous-variété T-invariante V (τ ′)
contenue dans
⋂
j∈J BS (Lj). ¤
Dénition 2.3 On dira qu'une famille de polytopes (P1, . . . , Pr) de Rn est
essentielle si elle vérie la condition suivante :






Pour I ⊂ {1, . . . , k} et τ ∈ Σ, on associe la famille de polytopes
FI,τ := {P (τ)Ei , i ∈ I},
et on dénit le nouvel indice
νI,τ =
{
0 si FI,τ n′est pas essentielle
cIc,τ sinon,
où Ic désigne le complémentaire de I dans {1, . . . , k}.
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Théorème 2.1 Une sous-variété générique C = C(s) de type (L1, . . . , Lk)
se décompose de manière unique en composantes non immergées :
C =
⋃
I ⊂ {1, . . . , k}
τ ∈ Σ
νI,τCI,τ
où CI,τ est une intersection complète lisse, de codimension |I| de V (τ), d'in-
tersection transverse ou vide avec les orbites incluses dans V (τ).
La preuve sera donnée plus loin. Elle s'appuie sur le
Théorème 2.2 Si les brés L1, . . . , Lk sont globalement engendrés sur X,
une sous-variété générique de type (L1, . . . , Lk) est intersection complète
lisse d'intersection transverse ou vide avec les orbites de X si la famille
PE1 , . . . , PEk est essentielle, vide sinon.
Preuve. Pour s = (s1, . . . , sk) ∈
⊕
Γ(X, Li), et σ ∈ Σ(n), on a
C(s) ∩ Uσ = {fσ1 = · · · = fσk = 0}
où C(s) = {s1 = · · · = sk = 0} et les polynômes fσi ∈ C[xσ1 , . . . , xσn] sont les équa-
tions anes des diviseurs div0(si). Ces derniers sont supportés par les polytopes
convexes ∆i,σ := ∆Ei,σ associés aux diviseurs Ei, dénis dans la Sous-section 1.6.2.
Ils sont de même dimension que les polytopes PEi et contiennent l'origine puisque
les brés Li sont globalement engendrés (Lemme 1.4). L'essentialité de la famille
(PE1 , . . . , PEk) équivaut donc à l'essentialité de la famille (∆1,σ, . . . , ∆k,σ), pour un
cône σ ∈ Σ(n) quelconque.
On remarque (ceci sera utile ultérieurement) que si ∆1, . . . , ∆r sont r polytopes
convexes de [0, +∞[m (à sommets dans Nm) dénissant une famille non essentielle,




∆i) < #I ; l'annulation simultanée de #I polynômes pi de supports
respectifs ∆i, i ∈ I se traduit par l'annulation d'un système de #I polynômes en
strictement moins que #I inconnues ; si les coecients des pi sont génériques, un
tel système n'a aucune solution et l'ensemble des zéros communs des pi dans Cm est
vide. Cette remarque (appliquée avec m = n et r = k) assure que si PE1 , . . . , PEk
dénissent une famille non essentielle, alors, pour tout σ ∈ Σ(n), l'ensemble des
zéros communs de fσ1 , . . . , fσk dans Cn est vide (lorsque les coecients sont géné-
riques) et C = C(s) est génériquement vide.
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La famille (∆1,σ, . . . ,∆k,σ) est essentielle si et seulement si chaque polytope ∆i,σ
contient un vecteur eσi ∈ Nn \ {0}, de manière à ce que la famille (eσ1 , . . . , eσk) soit
libre. Si la famille (PE1 , . . . , PEk) est essentielle, la forme diérentielle dfσ1 ∧· · ·∧dfσk
est donc génériquement non identiquement nulle pour tout σ ∈ Σ(n), ; d'après le
théorème de Sard, le système (fσ1 − ε1, . . . , fσk − εk) dénit pour ε générique une
intersection complète lisse dans Cn ; comme 0 ∈ ∆σi , les si, i = 1, . . . , k, dénissent
bien une intersection complète lisse dans X.
Reste à examiner la transversalité avec les orbites. Considérons pour xer les idées
l'orbite dénie dans Uσ par V = {x1 = · · · = xq = 0}. Si q > n − k, l'intersection
{fσ1 = · · · = fσk = 0} ∩ V est vide (lorsque les coecients des fσi sont génériques)
et ce cas n'a donc pas à être retenu. D'après la remarque faite ci dessus, on peut
supposer en fait non seulement que q ≤ n − k, mais encore que les intersections
∆σi,V des polytopes ∆σ1 , . . . ,∆σk avec le sous-espace {ξ1 = · · · = ξq = 0} de Rn
constituent une famille essentielle de polytopes dans Rn−q. D'après ce qui précède,
la restriction de la forme diérentielle dfσ1 ∧ · · · ∧ dfσk au sous-espace V n'est pas
identiquement nulle et le théorème de Sard assure encore, puisque les polytopes
∆σi,V , i = 1, . . . , k ont toujours l'origine pour sommet, que, pour des coecients
génériques, l'ensemble {fσ1 = · · · = fσk = 0} intersecte V transversalement. ¤
Corollaire 2.1 Si les brés L1, · · · , Lk sont globalement engendrés, alors
pour s ∈ ⊕k1 Γ(X,Li) générique et τ ∈ Σ(r), l'intersection
Cτ (s) := C(s) ∩ V (τ)
est une sous-variété lisse de X de codimension r + k (vide si r + k > n),
d'intersection transverse ou vide avec les orbites incluses dans V (τ) si et
seulement si la famille P (τ)E1 , . . . , P
(τ)
Ek
est essentielle, génériquement vide si-
non.
Preuve. On applique le théorème précédent aux brés Lτ1 , . . . , Lτk sur la variété
torique V (τ), où la restriction Lτi du bré Li à V (τ) est dénie par le polytope
P τEi = P
(τ)
Ei
(Sous-section 1.2.5, et Lemme 2.2). ¤
Preuve du Théorème 2.1 :
Preuve. Soient s = (s1, . . . , sk) ∈
⊕k
1 Γ(X, Li). En accord avec le Lemme 2.1,
on note L′i le bré L(E′i) et s′i ∈ Γ(X, L′i) la section correspondante à si sous
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l'isomorphisme Γ(X, Li) ' Γ(X,L′i). On a donc
div (si) = div (s′i) + Ei − E′i , ∀si ∈ Γ(X, Li) , ∀i = 1, . . . , k ,



















Les s′i sont des sections de brés semi-amples associés aux diviseurs E′i, de poly-
topes PEi . D'après le Corollaire 2.1, la sous-variété CI,τ est une sous-variété lisse,
donc localement irréductible, incluse dans V (τ) de codimension |I|, d'intersection
transverse (ou vide) avec les orbites incluses dans V (τ) si et seulement si la famille
FI,τ = (P (τ)Ei )i∈I est essentielle. D'après le Lemme 2.5 de décomposition des lieux
de bases, CI,τ est une composante non immergée de C si et seulement si cIc,τ 6= 0,
ce qui montre le théorème. Le fait que les sous-variétés CI,τ soient génériquement
lisses implique qu'elles sont réunions disjointes de sous-variétés irréductibles, d'où
l'unicité de la décomposition. ¤
On verra à la n de cette section un exemple de sous-variété lisse union
disjointe de branches irréductibles.
Remarque 2.2 Les indices νI,τ sont dénis par :








{P (τ)Ei ; i ∈ I} essentielle
Lτ (Ej) globalement engendré sur V (τ), j = 1, . . . , k,
Dénition 2.4 L'éventuelle composante génériquement lisse, intersection
complète de codimension k de X = V ({0}) et d'intersection transverse ou
vide avec les orbites de X correspond à I = {1, . . . , k} et τ = {0}. C'est
l'unique composante qui passe par tous les points de X, (quand s varie), que
l'on appelle la composante mobile (ou semi-ample) de C. On la note Cmob.
Si son intersection avec les orbites de dimension k est génériquement non
vide, on dira que Cmob est très mobile (ou très ample).
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Corollaire 2.2 On a les trois assertions suivantes :
1. C admet une composante mobile si et seulement si la famille de poly-
topes (PE1 , . . . , PEk) est essentielle.
2. C = Cmob dès que la famille (PE1 , . . . , PEk) est essentielle et les divi-
seurs E1, . . . , Ek sont semi-amples ; on dira dans ce cas que la famille
de brés (L1, . . . , Lk) est essentielle semi-ample.
3. C est très mobile dès que les diviseurs E1, . . . , Ek sont très amples. On
dira dans ce cas que la famille (L1, . . . , Lk) est très ample.





des hypersurfaces semi-amples {s′i = 0}. Les polytopes correspondant aux supports
des s′i sont exactement les polytopes PEi . Cette composante est donc non vide si
et seulement si la famille (PE1 , . . . , PEk) est essentielle d'après le Théorème 2.2.
2. C'est clair.
3. C'est une conséquence du Corollaire 2.1 et du Lemme 2.4. ¤
Exemple. Soit (e1, e2, e3) la base canonique de R3 ; la variété torique associée à l'éventail
Σ engendré par les cônes 1-dimensionnels ρ±ei engendrés par les ±ei i = 1, 2, 3 est X =
P1 × P1 × P1, munie des coordonnées homogènes classiques ([x1 : y1], [x2 : y2], [x3 : y3]).
Les T-diviseurs E1 = {x1 = 0} et E2 = {x2 = 0} associés aux cônes ρ−e1 et ρ−e2 ont
pour polytopes respectifs P1 = [0, e∗1] et P2 = [0, e∗2], où (e∗1, e∗2, e∗3) est la base duale de
(e1, e2, e3). Les sous-variétés Cs de type L(E1), L(E2), s ∈ Γ(X, L(E1)⊕L(E2)) s'écrivent
Cs = {a1x1 + b1y1 = 0} ∩ {a2x2 + b2y2 = 0} = [−b1 : a1]× [−b2 : a2]× P1 ' P1;
Cette courbe est irréductible, lisse ; elle est mobile, coupe génériquement en un seul point
les orbites P1×P1× [0 : 1] et P1×P1× [0 : 1] associées aux cônes ρ±e3 , et est d'intersection
génériquement vide avec les autres orbites 2-dimensionnelles. Cela concorde avec le fait que
la famille (P±ρi1 , P
±ρi
2 ) n'est essentielle que pour i = 3, les faces étant réduites à l'origine
pour i = 1, 2.
L'exemple suivant montre que contrairement au cas X = Pn, une sous-variété
de type (L1, . . . , Lk) peut-être génériquement lisse sans être globalement ir-
réductible.
Exemple. Soit X = P1 × P1, munie des coordonnées homogènes ([x0 : x1], [y0 : y1]).
Soit D le diviseur semi-ample associé à la sous-variété {x0 = 0}. Le bré L = L(2D)
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est globalement engendré, et son polytope est de dimension 1, L est donc une famille
essentielle. Une sous-variété Ca générique de type L(2D) (ici un élément du système
linéaire |2D|) a pour équation :
Ca = {a0x20 + a1x0x1 + a2x21 = 0} = ({P1(a)} × P1) ∪ ({P2(a)} × P1);
où P1(a) et P2(a) sont les solutions (dans P1) de l'équation a0x20+a1x0x1+a2x21 = 0. C'est
une sous-variété lisse qui a génériquement deux composantes irréductibles. Ce phénomène
est dû au fait que dimAn−1(X) > 1. Le fait que la variété Ca soit lisse implique seulement
l'irréductibilité locale de Ca. On peut penser qu'il y a équivalence entre irréductibilité
locale et globale si les brés Li ont susamment de sections.
2.1.3 Degré d'intersection, positivité, semi-amplitude
Dénition 2.5 Pour toute famille L1 = . . . , Lk de brés en droites sur X,
la classe dans le groupe de Chow de X d'une sous-variété générique de type
(L1, . . . , Lk) ne dépend que des classes dans Pic(X) ' An−1(X) des brés
L1, ..., Lk. On la note α(L1, . . . , Lk).
On rappelle le théorème de Bernstein, analogue torique du théorème de
Bézout :
Proposition 2.1 Soit P1, . . . , Pn une famille de n polytopes à sommets en-
tiers. La sous-variété
{f1(t) = · · · = fn(t) = 0} ⊂ T
dénie par les zéros d'une famille de polynômes de Laurent fi de supports
respectifs Pi ∩ Zn, i = 1, . . . , n, est génériquement zéro-dimensionnelle, de
cardinal le volume mixte MVn(P1, . . . , Pn).
Soit L1 = L(E1), . . . , Lk = L(Ek) une famille de brés en droitessur X. Le
théorème suivant est une traduction combinatoire du Théorème 2.1.
Théorème 2.3 On a les trois assertions suivantes :




BS (Li) ≥ |I| ∀ I ⊂ {1, . . . , k};
on dira qu'ils sont dans ce cas en bonne position au-dessus de X.
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2. Si les brés L1, . . . , Lk sont globalement engendrés, on a l'égalité
V (τ) · α(L1, . . . , Lk) = MVk(P (τ)E1 , . . . , P
(τ)
Ek
) ∈ A0(X) ' Z
pour tout τ ∈ Σ(n − k), quantité égale à Card(C ∩ V (τ)) pour C de
type (L1, . . . , Lk) générique ; en particulier,
V (τ) · α(L1, . . . , Lk) ≥ 0 ∀ τ ∈ Σ(k) ;
3. Sous les mêmes hypothèses, on a V (τ) · α(L1, . . . , Lk) > 0 pour tout




pour tout τ ∈ Σ(k). C'est en particulier le cas si la famille (L1, . . . , Lk)
est très ample.
Preuve. 1. Si les brés sont en bonne position au-dessus de X, une sous-variété
générique C de type (L1, . . . , Lk) ne peut pas avoir de composante irréductible de
codimension inférieure à k d'après le Théorème 2.1. D'un autre côté, une com-
posante irréductible de C ne peut pas être de dimension plus petite que n − k
(à moins d'être vide). Ainsi, une sous-variété générique de type (L1, . . . , Lk) est
k-dimensionnelle (ou vide), ce qui prouve le premier point.
2. Soit σ = ρ1 + · · · + ρn ∈ Σ(n) et xσ1 , . . . , xσn les coordonnées anes correspon-
dantes. Si τ ∈ σ(n−k) est engendré par ρk+1, . . . , ρn, les fonctions xσ1 , . . . , xσk orent
un système de coordonnées pour l'ouvert ane V (τ)∩Uσ = {xσk+1 = · · · = xσn = 0}
de la variété torique V (τ). Soit fσ1 = · · · = fσk = 0 les équations locales d'une sous-




1 , . . . , x
σ
k , 0, . . . , 0). Les
brés Lτi , restriction des brés Li à V (τ) sont globalement engendrés sur V (τ).
D'après le Théorème 2.2, la sous-variété C ∩ V (τ) est donc génériquement d'inter-
section transverse ou vide avec les orbites de V (τ). Pour des raisons de dimensions,
elle est zéro-dimensionnelle et incluse dans l'ouvert ane V (τ) ∩ Uσ. On a donc
C ∩ V (τ) = {fσ,τ1 (xσ1 , . . . , xσk) = · · · = fσ,τk (xσ1 , . . . , xσk) = 0}
pour C générique. Le support ∆τi,σ ⊂ (R+)k du polynôme fσ,τi est l'intersection du
polytope ∆i,σ avec le k-plan de coordonnées xσk+1 = · · · = xσn = 0, d'où l'égalité
Card (Cs ∩ V (τ)) = MVk(∆τ1,σ, . . . , ∆τk,σ)
d'après le théorème de Bernstein. Si (m1, . . . ,mn) est la base duale de σ̌ ∩ Zn, le
changement de variable (xσ1 , . . . , xσn) → (t1, . . . , tn) est de déterminant 1 et préserve
les volumes, d'où l'égalité
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Puisque l'intersection V (τ) ∩ C est génériquement transverse, on a C.V (τ) =
CardC ∩ V (τ) d'après la théorie de l'intersection [27], ce qui montre le deuxième
point.
3. Ce point est une conséquence du point 2 et du lemme qui suit. ¤
Lemme 2.6 On a les deux assertions suivantes :
1. Une famille de n polytopes (P1, . . . , Pn) de Rn est essentielle si et seule-
ment si MVn(P1, . . . , Pn) > 0.
2. Si les Pi sont associés à des diviseurs semi-amples Ei de X, on a la
formule





2 , . . . , P
ρ
n)
où kρ = −minm∈P1〈m, ηρ〉.
Preuve. On renvoie à [17]. ¤
Remarque 2.3 On peut conjecturer la réciproque au théorème précédent :
V (τ).α(L1, . . . , Lk) ≥ 0 ∀ τ ∈ Σ(k) =⇒ (L1, . . . , Lk) semi− ample
et
V (τ).α(L1, . . . , Lk) > 0 ∀ τ ∈ Σ(k) =⇒
{
(L1, . . . , Lk) essentielle semi− ample,
L1 ⊗ · · · ⊗ Lk très ample.
Dénition 2.6 On appelle cône orthogonal de (L1, . . . , Lk) le sous-module
libre de Ak(X) déni par :
Ort (L1, . . . , Lk) = {β ∈ Ak(X) ; β.α(L1, . . . , Lk) = 0}.
Soit V ⊂ X une sous-variété algébrique de dimension pure k dont la classe
[V ] ∈ Ak(X) s'écrit
∑
τ∈Σ(n−k) ντ [V (τ)], ντ ∈ Z.
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Corollaire 2.3 Soit (L1, . . . , Lk) une famille essentielle semi-ample de -
brés sur X et P1, . . . , Pk les polytopes associés. Alors pour une sous-variété
générique C de type (L1, . . . , Lk), la sous-variété V ∩C est nie, de cardinal
Card (V ∩ C) = [V ].α(L1, . . . , Lk) =
∑
τ∈Σ(n−k)
ντMVn−k(P τ1 , . . . , P
τ
k ).
Notamment l'intersection est vide si et seulement si [V ] ∈ Ort (L1, . . . , Lk).
Preuve. C'est une conséquence du Théorème 2.3 et de la dénition du cône or-
thogonal. ¤
Exemple fondamental :
Soit ∆1, . . . , ∆n une famille de n polytopes de M⊗R non vides dont la somme de Minkowski
∆ = ∆1 + · · ·+∆n est n-dimensionnelle. On suppose que l'éventail Σ∆ normal associé à ∆
est régulier ; il dénit dans ce cas une variété torique projective X∆ lisse qui ne dépend que
des polytopes ∆i modulo translation ce qui permet de supposer que 0 ∈ ∆i, i = 1, . . . , n.
On note ηρ les générateurs simples des cônes 1-dimensionnels ρ ∈ Σ∆(1) de l'éventail




ki,ρDρ , ki,ρ := −min{〈m, ηρ > ; m ∈ ∆i} , i = 1, . . . , n
sont globalement engendrés et le bré L∆ := L1 ⊗ · · · ⊗ Ln est très ample. Dans ce
cas l'ensemble {s1 = · · · = sn = 0} est génériquement inclus dans le tore, donc ni et
de cardinal générique MVn(∆1, . . . , ∆n) ; il est non vide si et seulement si la famille est
essentielle.
Le cas de l'exemple ci-dessus est le plus naturel à traiter si l'on veut faire des
calculs de traces le long de sous-variétés données par les zéros de polynômes
de Laurent de supports prescrits. Cependant, le fait que les variétés toriques
lisses compactes ne soient pas toutes projectives ([26], lecture 14) motive
l'approche plus intrinsèque générale proposée jusque là.
2.1.4 Le cas projectif
Dans le cas d'une variété torique lisse projective, on peut construire beau-
coup de familles de brés très amples dont le cône orthogonal est réduit à
zéro. On prouve ici la proposition suivante :
Proposition 2.2 Soit X une variété torique projective lisse. Les Q-espaces-
vectoriels Ak(X)⊗Q admettent une base formée de classes de sous-variétés
intersections complètes d'hypersurfaces très amples.
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La preuve s'appuie sur les lemmes suivants :
Lemme 2.7 Soit σ ∈ Σ(n). Le Z-module libre An−1(X) ' Zs a pour base la
famille Bσ := {[Dρ], ρ /∈ σ(1)}.
Preuve. Le groupe de Chow An−1(X) est engendré par les classes des T-diviseurs
Dρ, ρ ∈ Σ(1) (Sous-section 1.3.1). Soit D =
∑
ρ∈Σ(1) kρDρ et sD,σ son vecteur
σ-extrémal. Alors




kρ + 〈sD,σ, ηρ〉
)
Dρ
et [D] est combinaison Z-linéaire des classes [Dρ], ρ /∈ σ(1). ¤
N.B : l'ouvert ane Uσ := Spec [σ̌ ∩Zn] = X \∪ρ/∈σ(1)Dρ est isomorphe à Cn ; son groupe
de Chow est donc trivial, ce qui explique que An−1(X) est engendré par la classe des
diviseurs de support inclus dans X \ Uσ.
Lemme 2.8 Si X est projective, il existe une base β1 = [E1], . . . , βs = [Es]
de An−1(X)⊗Q, où les βi ∈ An−1(X) sont très amples. Les Ei peuvent être
choisis eectifs à support dans X \ Uσ.
Preuve. Soit D un diviseur très ample (X est supposée projective, il en existe donc)
à support dans X \ Uσ. Pour N ∈ N susament grand, les diviseurs Dρ + ND,
ρ /∈ σ(1) sont tous trés amples et forment la base recherchée. ¤
Remarque 2.4 C'est un fait général qu'il existe une base de An−1(X) ⊗ Q formée de
classes de diviseurs très amples pour une variété projective lisse quelconque. Le cône
engendré par les classes des diviseurs très amples est toujours ouvert dans le cône engendré
par les classes des diviseurs eectifs et contient donc une Q-base de An−1(X).
Remarque 2.5 Si l'on se restreint à une base semi-ample, on peut espérer obtenir une
Z-base pour An−1(X). C'est le cas pour les produits d'espaces projectifs X = Pd1 ×
· · · × Pdr munis de la graduation naturelle, pour lesquels les degrés semi-amples βi =
(0, . . . , 0, 1, 0, . . . , 0) (1 est à la i-ème place, i = 1, . . . , r) constituent une base de An−1(X)
en tant que Z-module ; de plus, dans ce cas, la sommes des degrés est ample et permet de
reconstruire X (ce qui est intéressant au vu des théorèmes de type Wood évoqués dans la
première partie).
On peut d'autre part se poser les questions suivantes : si le diviseur D =
∑s
1 νjDρn+j est
très ample, les diviseurs Dρn+j +D sont semi-amples pour tout j = 1, . . . , s et constituent
une base de (
∑s
1 νj)An−1(X) ; la somme
∑s
j=1(Dρn+j +D) est-elle très ample ? qu'en est-il
de
∑n+s
i=1 (Dρi + D) ?
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Preuve. On prouve maintenant la Proposition 2.2. Si τ = ρi1 + · · ·+ ρin−k , on a
V (τ) = Di1 ∩ · · · ∩Din−k .
D'après le lemme précédent, les classes des diviseurs DetM×Dij sont combinaisons
Z-linéaires des classes [Ej ], j = 1, . . . , s. Si J = (j1, . . . , jn−k) est un (n− k)-uplet
de {1, . . . , s}n−k, des hypersurfaces génériques Hj1 ∈ [Ej1 ], . . . , Hjn−k ∈ [Ejn−k ] se
coupent transversalement pour former une intersection complète très ample lisse







(les c(τ)J ∈ Q ont Det (M)n−k comme plus petit dénominateur commun). Puisque
les classes [V (τ)], τ ∈ Σ(n − k) engendrent Ak(X), on peut extraire une Q-base
dans l'ensemble des CJ qui apparaissent, ce qui nit la preuve. ¤
Remarque 2.6 La classe de tout k-cycle eectif est combinaison eective des classes des
T-sous-variétés irréductibles V (τ), ce qui n'est a priori plus le cas si on l'exprime dans une
base très ample.
2.2 Concavité torique
2.2.1 Espaces des paramètres
Soit E1, . . . , Ek une famille de T-diviseurs eectifs sur X. On suppose que
les polytopes associés PE1 , . . . , PEk sont de dimension au moins 1 et on note
L1 = L(E1), . . . , Lk = L(Ek) les brés correspondants.
Le système linéaire complet |Li| associé à Li est isomorphe à l'espace quotient
des sections globales du bré Li modulo les sections inversibles (i.e qui ne
s'annulent pas sur X)
|Li| ' Γ(X,Li) \ {0}
Γ(X,Li)inv
= {[si], si ∈ Γ(X,Li) \ {0}}.
Le quotient de deux sections inversibles dénit une fonction rationnelle ré-
gulière sur la variété compacte X, donc dénie par un polynôme de Laurent
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intersection réduite à {0} puisque l'éventail Σ est complet. On a donc les
isomorphismes Γ(X,Li)inv ' C∗ et |Li| s'identie à l'ensemble P(Γ(X,Li))
des droites vectorielles de Γ(X,Li). C'est l'espace projectif de dimension li−1
où
li = dimCΓ(X,Li) = card (PEi ∩M).
Toute section globale de Γ(X,Li) est représentée par le vecteur (aim)m∈PEi∩M
de ses coecients dans la base (sim)m∈PEi∩M dénie par les monômes de
Laurent tm, m ∈ PEi ∩ M . On note ai ∈ P(Γ(X,Li) la classe du vecteur
(aim)m∈PEi∩M et
Cai = {x ∈ X ;
∑
m∈PEi∩M
aimsim(x) = 0} ∈ |Li|
l'hypersurface correspondante (qui ne dépend pas du choix du représentant
(aim) de ai).
Dénition 2.7 On appelle le produit d'espaces projectifs
X∗ = X∗(L1, . . . , Lk) := P(Γ(X,L1))× · · · × P(Γ(X,Lk)),
muni des coordonnées multi-homogènes a = (a1, . . . , ak), l'espace des para-
mètres de l'ensemble CX(L1, . . . , Lk) des sous-variétés de type (L1, . . . , Lk)
ou encore l'espace (L1, ..., Lk)-dual de X. Si a ∈ X∗, on note
Ca = Ca1 ∩ · · · ∩ Cak = {sa1 = · · · = sak = 0}
la sous-variété de X correspondant (sai est un représentant quelconque de la
classe [sai ] associée à ai).
Remarque 2.7 L'application a 7→ Ca de X∗(L1, . . . , Lk) dans CX(L1, . . . , Lk) est surjec-
tive par dénition. Elle n'est en général injective que dans le cas hypersurface (k = 1).
Dans le cas particulier où
X = X1 × · · · ×Xk,
le choix de k brés semi-amples L1 sur X1,. . . ,Lk sur Xk permet de fabriquer une famille
essentielle de brés semi-amples sur X (en tensorisant Li par les brés constants sur les
variétés Xj , j 6= i) pour laquelle la correspondance a 7→ Ca est bijective. Dans ce cas,
Ca est intersection complète pour tout a et CX(L1, . . . , Lk) est un produit d'espaces pro-
jectifs. En général, on utilise a priori plus de paramètres que la dimension éventuelle de
l'ensemble des sous-variétés de type (L1, . . . , Lk).
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En analogie avec les Grassmaniennes (X = Pn(C) ; Li = OPn(C)(1)), il serait intéres-
sant dans le cas d'une variété torique projective X d'étudier la structure de l'espace
CX(L1, . . . , Lk) (structure de variété, dimension, singularités, irréductibilité, etc.). Par
exemple, pour quelles familles de brés l'ensemble CX(L1, . . . , Lk) est il une sous-variété
fermée irréductible de l'espace de Chow de X (ou, en plus grande généralité, du schéma
de Hilbert de X). Comment se traduisent les propriétés d'essentialité, de semi-amplitude,
d'amplitude, de brés en bonne position, etc. ?
Dénition 2.8 On dira que a ∈ X∗ est un point régulier s'il dénit une sous-
variété Ca ⊂ X intersection complète lisse. On note Reg (X∗) l'ensemble des
points réguliers de X∗.
Lemme 2.9 Soit (L1, . . . , Lk) une famille semi-ample essentielle. L'ensemble
Reg (X∗) est un ouvert de Zariski non vide de X∗.
Preuve. C'est une conséquence immédiate du Théorème 2.2. ¤
2.2.2 Variété d'incidence
Soit (L1, . . . , Lk) une famille de brés en droites.
Dénition 2.9 On appelle
IX := {(x, a) ∈ X ×X∗ ; x ∈ Ca}
la variété d'incidence sur X associée à la famille (L1, . . . , Lk). On note pX
et qX les projections naturelles respectives de IX sur X et X∗.
La variété d'incidence IX est une sous-variété algébrique de X×X∗, non vide
si et seulement si aucun des espaces vectoriels Γ(X,Li) n'est réduit à 0 (i.e.
si l'espace CX(L1, . . . , Lk) est non trivial).
Théorème 2.4 On a l'énoncé en deux volets suivant :
A. Les assertions suivantes sont équivalentes :
1. les brés L1, . . . , Lk sont globalement engendrés ;
2. IX est un bré en produit d'espaces projectifs Pl1−2 × · · · × Plk−2 au-
dessus de X, avec li = dim Γ(X,Li) ≥ 2 ;
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3. IX est une intersection complète irréductible lisse de codimension k de
X ×X∗ et l'application qX : IX → X est une submersion ;
4. IX est la clôture de Zariski dans X ×X∗ de l'ensemble p−1X (T).
B. La famille (L1, . . . , Lk) est semi-ample essentielle si et seulement si les
conditions suivantes sont réalisées :
1. IX est lisse et la projection pX : IX → X est une submersion holo-
morphe ;
2. Reg (X∗) est un ouvert de Zariski de X∗ et l'application qX : IX →
X∗ est holomorphe propre, surjective, submersion de q−1X (Reg(X∗)) sur
Reg (X∗) ⊂ X∗.
Preuve.
Assertion A. Soit Vi = Γ(X, Li). Le projectivisé de Vi est l'ensemble des hyper-
plans de Vi, c'est-à-dire l'espace projectif P(V ∗i ) des droites du dual V ∗i de Vi. Soit
(Ti,P(V ∗i ), pi) le bré projectif tautologique point-hyperplans déni par
Ti = {(P, H) ∈ P(Vi)× P(V ∗i ) ; P ∈ H}
où pi : Ti → P(V ∗i ) est la projection naturelle. Le point P ∈ P(Vi) correspond à la
classe [s] (modulo les sections inversibles) d'une section globale s de OP(Vi)(1) et
P ∈ H signie H = {s = 0}.
On note (T,P(V ∗), p) le bré produit d'espaces projectifs T = T1 × · · · × Tk muni
de la projection naturelle p = (p1, . . . , pk) sur sa base P(V ∗1 )× · · · × P(V ∗k ).
Pour x ∈ X, soit εix : Vi → C l'application linéaire évaluation en x qui à s associe
s(x). Si le bré Li est semi-ample, ses sections globales ne s'annulent simultanément
en aucun point de x et l'application
Φi : X −→ P(V ∗i )
x 7−→ H = Ker εix
est bien dénie (mais n'est pas nécessairement un plongement, ni même une im-
mersion). L'application
Φ = (Φ1, . . . ,Φk) : X −→ P(V ∗1 )× · · · × P(V ∗k )
x 7−→ (Ker ε1x, . . . ,Ker εkx) ,
permet de dénir sur X le bré Φ∗(T ) via :
Φ∗(T )x := TΦ(x) = {(P1, . . . , Pk) ∈ P(V1)× · · · × P(Vk) ; Pi ∈ Φi(x)} ,
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soit encore
Φ∗(T )x = {([s1], . . . , [sk]) ∈
k⊕
i=1
P(Γ(X, Li)); s1(x) = · · · = sk(x) = 0};
ainsi Φ∗(T )x = p−1X (x) et le triplet (IX , X, pX) est le tiré en arrière par Φ du bré
projectif (T,P(V ∗), p) ce qui montre (1) ⇒ (2) (les dimensions sont claires). C'est
un fait classique qu'un bré projectif sur une variété lisse irréductible est lui aussi
lisse irréductible. Il est intersection complète pour des raisons de dimension et la
projection d'un produit de brés projectifs sur sa base est une submersion, d'où
(2) ⇒ (3). Puisque toutes les bres ont même dimension, l'image réciproque d'un
ouvert dense (pour la topologie usuelle) de X est dense dans IX et la clôture de
Zariski de p−1X (T) coïncide avec la clôture au sens usuel d'où (3) ⇒ (4).
(4) ⇒ (1). Les bres au-dessus de T sont isomorphes à
p−1X (x) ' {([s′1], . . . , [s′k]) ∈
k⊕
i=1
P(Γ(X, Li)) ; s′1(x) = · · · = s′k(x) = 0}
où, si Li = L(Ei), le bré L′i est le bré globalement engendré associé au diviseur E′i
(voir Lemme 2.1). Puisque (1) ⇒ (4), la clôture de Zariski de p−1X (T) est isomorphe
à
{(x, ([s′1], . . . , [s′k])) ∈ X ×
k⊕
i=1
P(Γ(X, L′i)) ; s′1(x) = · · · = s′k(x) = 0}
et dénit un bré en produits d'hyperplans projectifs sur X. Si l'un des brés n'est
pas globalement engendré, la bre p−1X (x) au-dessus d'un point x ∈ X \ T annule
toutes ses sections ; la bre correspondante est de codimension supérieure à k et ne
peut être contenue dans la clôture de Zariski de p−1X (T), ce qui montre A.
Assertion B. Si la famille (L1, . . . , Lk) n'est pas semi-ample, le point (1) n'est pas
vérié d'après l'assertion A. Si la famille est semi-ample mais n'est pas essentielle,
la sous-variété Ca est génériquement vide d'après le Théorème 2.2, ce qui contredit
le point (2). À l'inverse, si la famille est essentielle semi-ample, le point (1) est véri-
é d'après l'asertion A et Reg(X∗) est un ouvert de Zariski d'après le Lemme 2.9.
Il est clair que qX est holomorphe, propre (car IX est compacte) et surjective.
L'application qX : q−1X (Reg (X∗)) → Reg (X∗) a ses bres lisses et dénit donc une
submersion. ¤.
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2.2.3 Concavité et dualité dans une variété torique com-
pacte
Dénition 2.10 Un ouvert U ⊂ X est dit (L1, . . . , Lk)-concave si par cha-
cun de ses points passe une sous-variété de type (L1, . . . , Lk) incluse dans U .
Si U est concave, on appelle l'ensemble
U∗ := {a ∈ X∗ ; Ca ⊂ U} ⊂ X∗
le (L1, . . . , Lk)-dual de U . On dira que U est un ouvert concave régulier si on
a l'inclusion U∗ ⊂ Reg (X∗).
La variété X est un ouvert concave pour toute famille de brés telle que
dim |Li| ≥ 0, i = 1, . . . , k. Il est clair qu'un ouvert (L1, . . . , Lk)-concave
contient l'intersection des points de base des brés Li.
Dénition 2.11 Si U est (L1, . . . , Lk)-concave, on note
IU = {(x, a) ∈ U × U∗ ; x ∈ Ca et Ca ⊂ U},
l'ensemble d'incidence au-dessus de U et pU et qU les projections naturelles
sur U et U∗.
Dans le cas semi-ample essentiel, on a la
Proposition 2.3 Si la famille est semi-ample essentielle, le dual d'un ouvert
(L1, . . . , Lk)-concave U ⊂ X est un ouvert non vide de X∗ pour la topologie
produit, réunion des ouverts U ′ ⊂ X∗ pour lesquels U = pX(q−1X (U ′)). Tout





où U ′ ⊂ X∗ est un ouvert non vide.
Preuve. Montrons que U∗ est ouvert dès que U est un ouvert (L1, . . . , Lk)-concave
de X. D'après le Théorème 2.4, pX est une submersion et IU est un ouvert de IX
si et seulement si pour tout x ∈ U , chacune des bres p−1U (x) = p−1X (x) ∩ IU est
ouverte dans p−1X (x). Soit F = X \ U et
Wx = {(z, a) ∈ F × qX(p−1X (x)) ; z ∈ Ca} ⊂ p−1X (x) ⊂ IX ;
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l'ensemble qX(p−1X (x)) est isomorphe à un produit d'hyperplans projectifs, donc
fermé dans X∗ ; la condition z ∈ Ca étant une condition fermée, l'ensemble Wx est
un fermé de p−1X (x) ⊂ IX ; chaque bre p−1U (x) = p−1X (x) \ Wx est donc ouverte
dans p−1X (x) et IU = p−1U (U) est un ouvert de p−1X (U), donc de IX . La projection
qX : IX → X∗ étant holomorphe, elle est ouverte et U∗ = qX(IU ) est un ouvert de
X∗ pour la topologie produit. Le fait que U∗ soit la réunion des ouverts non vides
U ′ de X∗ tels que U = pX(q−1X (U ′)) est une conséquence de la dénition du dual.
À l'inverse, l'image réciproque de tout ouvert U ′ ⊂ X∗ par l'application continue




Ca = pX(q−1X (U
′)) ⊂ X
par la submersion pX est un ouvert (L1, . . . , Lk)-concave de X. ¤
Dans le cas essentiel semi-ample, on a donc les propriétés de dualité
qU(p
−1
U (U)) = U
∗; pU(q−1U (U
∗)) = U
pour tout ouvert concave U ⊂ X. L'application pU : IU → U est une sub-
mersion de l'ouvert IU de la variété lisse IX sur l'ouvert U de X. En vertu du
Théorème 2.4, le morphisme qU : IU → U∗ est une submersion au-dessus de
l'ouvert Reg (U∗) = Reg (X∗) ∩ U∗ (dense dans U∗). On note que si a 7→ Ca
dénit un isomorphisme X∗ ' CX(L1, . . . , Lk) (c'est le cas des situations
produit, voir la Remarque 2.7), tous les ouverts non vides U ′ de X∗ tels
que U = pX(q−1X (U ′) coïncident avec U∗.
Lemme 2.10 Si la famille est semi-ample essentielle, le dual d'un ouvert
qui est (L1, . . . , Lk)-concave régulier, connexe, est aussi connexe. Si les bres
q−1X (a) ' Ca sont connexes, la réciproque est vraie.
Preuve. Soit U un ouvert concave régulier connexe : U∗ ⊂ Reg (X∗). Comme IU
est un bré en produits d'hyperplans projectifs au dessus de l'ouvert connexe U ,
IU est connexe et son image U∗ = qU (IU ) par l'application continue qU l'est aussi.
Si maintenant U∗ est connexe et x ∈ U , l'ensemble U∗x des points a ∈ U∗ tels que x
puisse être relié à un point de Ca par un chemin continu de U est ouvert dans U∗.
En eet, si y0 est un point de Ca0 reliable à x par un chemin continu de U , on peut
utiliser le fait que Ca0 soit lisse en y0 et le théorème des fonctions implicites pour
construire un disque analytique t ∈ D(0, ε) 7−→ y(t) ∈ Ca0+t avec y(0) = y0. Cet
ensemble U∗x est aussi fermé dans U∗ : si une suite de points (an)n converge vers
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a0 et s'il existe sur chaque Can un point yn que l'on peut relier à x par un chemin
continu de U , on peut supposer (par compacité de X) que la suite (yn)n converge
(dans X) vers un élément y ∈ Ca0 que (toujours en utilisant la lissité de Ca0 en y
et le théorème des fonctions implicites) l'on peut relier à x via yN (pour N assez
grand) par un chemin continu de U . Puisque U∗ est supposé connexe, U∗x = U∗ et,
si x1, x2 ∈ U , on peut relier par un chemin continu de U le point x1 à un point y
d'une sous-variété lisse connexe Ca ⊂ U passant par x2, ce qui prouve la connexité
de U . ¤
Dénition 2.12 Soit V ⊂ U un sous-ensemble analytique fermé d'un ouvert
(L1, . . . , Lk)-concave U ⊂ X. On appelle l'ensemble
V ∗ := qU(p−1U (V )) ⊂ U∗
le (L1, . . . , Lk)-dual de V . On note
IV := p
−1
U (V ) = {(x, a) ∈ V × U∗ ; x ∈ Ca}.
l'ensemble d'incidence associé à V , que l'on munit des projections naturelles
pV et qV .
Explicitement, on a V ∗ = {a ∈ U∗ ; Ca ∩ V 6= ∅}. On a la proposition
fondamentale suivante :
Proposition 2.4 Si (L1, . . . , Lk) est une famille essentielle semi-ample et
U un ouvert (L1, . . . , Lk)-concave de X, alors :
1. Le dual V ∗ d'un sous-ensemble analytique fermé V ⊂ U est un sous-
ensemble analytique fermé de U∗, et, pour tout a0 ∈ V ∗
codima0V
∗ = k − r + min{dim(V ∩ Ca) ; a ∈ V ∗ , voisin de a0},
où r est le maximum des dimensions des composantes irréductibles de
V rencontrant Ca0.
2. Si V est irréductible et s'il existe a ∈ Reg (U∗) pour lequel l'intersection
V ∩ Ca est propre, V ∗ est irréductible de codimension pure
codimV ∗ =
{
k − dimV, si dimV < k
0 sinon.
Dans le second cas, V ∗ = U∗ si U est connexe.
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Preuve. 1. Puisque pU est une submersion, IV est un sous-ensemble analytique
fermé de IU de codimension n− dim (V ), irréductible si et seulement si V l'est. La
projection qV : IV → U∗ est une application holomorphe, propre, d'image V ∗. Par
le théorème de l'application propre (voir par exemple [25], dont on s'inspire ici),
V ∗ est un sous-ensemble analytique fermé de U∗, irréductible si IV l'est. De plus,
pour tout a0 ∈ V ∗, on a :
dima0V
∗ = max{dim(x,a) qV ; (x, a) ∈ IV , a ∈ V ∗ voisin de a0}
où dim(x,a) qV := dim(x,a)IV − dim(x,a)(q−1V (a)) est la codimension en (x, a) dans
IV de la bre q−1V (a). Puisque pU est une submersion et pU (q−1V (a)) = V ∩Ca ⊂ U ,
on a codimIV ,(x,a)q
−1
V (a) = codimU,xV ∩ Ca.
Puisque la famille est semi-ample essentielle, la variété d'incidence IU est inter-
section complète de codimension k dans U × U∗. Si U∗a0 est un voisinage ouvert
arbitrairement petit de a0, l'ouvert concave correspondant Ua0 est inclus dans U
et contient Ca0 ∩ V . Ainsi,
max{dim(x,a)IV ; (x, a) ∈ IV , a ∈ V ∗ ∩ U∗a0} = dim IU − (n− dim (V ∩ Ua0)
= n + dim X∗ − k
−(n− dim (V ∩ Ua0)
= dim (V ∩ Ua0) + dimX∗ − k .
En choisissant U∗a0 susamment petit, on a , compte tenu de la dénition de r,
max{dim(x,a)IV ; (x, a) ∈ IV , a ∈ V ∗ ∩ U∗a0} = r + dimX∗ − k
et par conséquent, du fait de la relation 5.3,
dima0V
∗ = r + dimX∗ − k −min{dim (V ∩ Ca) ; a voisin de a0} ,
soit encore
codima0V
∗ = k − r + min{dim (V ∩ Ca) ; a voisin de a0} .
Ceci achève la preuve du point (1).
2. Puisque la famille est essentielle semi-ample, qU est une submersion de l'ou-
vert dense I0U := q−1U (Reg(U∗)) ⊂ IU sur Reg(U∗). Par hypothèse, il existe a0 ∈
Reg(U∗) ∩ V ∗ tel que Ca0 intersecte proprement V . L'image de l'ouvert non vide
IV ∩ I0U ⊂ IV par qU est donc une sous-variété irréductible de RegU∗ dont l'adhé-
rence dans U∗ coïncide avec V ∗ (qui est irréductible). D'autre part, puisque Ca0 ,
lisse, de dimension n− k intersecte proprement V on a
dim (V ∩ Ca0) = dimV + dimCa0 − n si dimV ≥ k
dim (V ∩ Ca0) = 0 si dimV < k .
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D'après le point (1), on a donc
codima0 V
∗ = k − dimV + dimV + dimCa0 − n = 0 si dimV ≥ k
codima0 V
∗ = k − dimV si dimV < k .
Puisque V ∗ est irréductible et a0 générique, on a codimV ∗ = codima0 V ∗. Si U est
connexe, U∗ l'est par le Lemme 2.10 et V ∗ = U∗ dès que codim V ∗ = 0. ¤
Les ensembles analytiques duaux ont des structures en brés très particu-
lières : si V est un sous-ensemble analytique fermé d'un ouvert concave
U ⊂ X, son dual
V ∗ = ∪x∈V qU(p−1U (x))
est la réunion sur x ∈ V des restrictions à U∗ des produits d'hyperplans
projectifs qX(p−1X (x)) = Pl1−2 × · · · × Plk−2 ⊂ X∗ correspondant à l'ensemble
des sections globales de (L1, . . . , Lk) qui s'annulent simultanément en x.
2.2.4 Dégénérescence
On xe (L1, . . . , Lk) une famille essentielle semi-ample et U un ouvert
(L1, . . . , Lk)-concave connexe.
Dénition 2.13 Soit V ⊂ U un sous-ensemble analytique fermé de dimen-
sion pure. On dira que V est (L1, . . . , Lk)-dégénéré s'il contient une branche
irréductible V0 telle que
{
dim V ∗0 < dim IV0 si dimV ≤ k
dim V ∗0 < dim U
∗ si dimV > k.
Lemme 2.11 Soit V ⊂ U un sous-ensemble analytique irréductible fermé de
dimension pure r ≤ k. Les assertions suivantes sont équivalentes :
1. V est non dégénéré ;
2. codimV ∗ = k − dimV ;
3. L'ensemble analytique
ΥV ∗ := {a ∈ V ∗ ; dim(V ∩ Ca) > 0}
vérie dim ΥV ∗ ≤ dimV ∗ − 2 ;
4. L'ensemble {a ∈ V ∗ ; dim(Ca ∩ V ) = 0} est dense dans V ∗ ;
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5. Il existe a ∈ Reg (U∗) tel que dim(Ca ∩ V ) = 0.
Preuve. (1) ⇒ (2). On a dimIV = dimV + dimU∗ − k. Puisque dimIV ≥ dimV ∗,
pour tout V , V non dégénéré équivaut à dimIV = dimV ∗, soit codimV ∗ = k −
dimV ,
(2) ⇒ (3) On suppose V non dégénéré et dimΥV ∗ ≥ dimV ∗ − 1. On a alors
dimq−1U |IV (ΥV ∗) = dim(Ca ∩ V ) + dimΥV ∗ ≥ 1 + dimV
∗ − 1
pour a ∈ ΥV ∗ générique. Or, dimV ∗ = dimIV par hypothèse et l'irréductibilité
de V ∗ implique V ∗ = ΥV ∗ . On a alors min{dim(V ∩ Ca) ; a ∈ V ∗} ≥ 1 et par
conséquent, en utilisant l'assertion (1) de la Proposition 2.4, codimV ∗ > k−dimV ,
soit encore dim V ∗ < dim IV , ce qui est absurde.
(3) ⇒ (4). On a V ∗ = {a ∈ U∗ ; dim(V ∩Ca) ≥ 0} et cette implication est triviale.
(4) ⇒ (5). Pour tout x ∈ X (donc pour x ∈ V ), l'ensemble des sous-variétés
Ca intersections complètes lisses est dense dans le produit d'hyperplans projectifs
qX(p−1X (x)) ⊂ X∗, donc l'ouvert de V ∗ qU (p−1U (V )∩Reg(U∗) est dense dans V ∗ et
rencontre V ∗ \ΥV ∗ sous l'hypothèse 4.
(5) ⇒ (1). C'est une conséquence du point (2) de la Proposition 2.4. ¤
Lemme 2.12 Soit V ⊂ U un sous-ensemble analytique fermé irréductible de
dimension pure r ≥ k. Les assertions suivantes sont équivalentes :
1. V est non dégénéré ;
2. codimV ∗ > 0 ;
3. L'ensemble analytique
ΥV ∗ := {a ∈ V ∗ ; dim(V ∩ Ca) > r − k}
vérie dim ΥV ∗ ≤ dimV ∗ − 2 ;
4. L'ensemble {a ∈ V ∗ ; dim(Ca ∩ V ) = r − k} est dense dans U∗ ;
5. Il existe a ∈ Reg (U∗) tel que dim(Ca ∩ V ) = r − k.
Preuve. La preuve est analogue à la preuve précédente. ¤
En particulier, la variété X est non dégénérée d'après le point (5), et l'en-
semble
ΥX∗ = {a ∈ X∗ , dimCa > n− k} ⊂ X∗ \ RegX∗
est de codimension au moins deux dans X∗.
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Dénition 2.14 Pour tout sous-ensemble analytique fermé V ⊂ U de di-
mension pure k, on dira que l'intersection V ∩ Ca est transverse si elle est
non vide et vérie :
1. Sing (V ) ∩ Ca = ∅ ;




∗) = {a ∈ Reg(U∗) ; V ∩ Ca transverse}.
Lemme 2.13 Si dim V = k, les assertions suivantes sont équivalentes :
1. V est non dégénéré ;
2. RegV (U∗) est non vide ;
3. RegV (U∗) est dense dans U∗.
Preuve. L'implication (3) ⇒ (2) est triviale. Si a ∈ RegV (U∗), on a en particulier
dimV ∩ Ca = 0 et l'implication (2) ⇒ (1) suit du lemme précédent. Montrons
(1) ⇒ (3). Puisque dimSing (V ) < k, on a dim(Sing V )∗ < dim U∗ d'après la
Proposition 2.4. Puisque V est non dégénéré, U∗ = V ∗ puisque U est connexe
(Lemme 2.10). L'intersection V ∩ Ca est génériquement nie, évite Sing(V ), avec
Ca lisse. Si la condition de transversalité n'était pas génériquement vériée, l'in-
tersection V ∩ Ca serait génériquement impropre, contredisant l'assertion (4) du
Lemme 2.11. ¤
En conséquence de ce lemme, on obtient la
Proposition 2.5 Soit V ⊂ X une sous-variété irréductible de dimension
pure k de classe [V ] ∈ Ak(X).
1. On a l'équivalence
V est (L1, . . . , Lk)− dégénéré ⇐⇒ [V ] ∈ Ort(L1, . . . , Lk).
2. Si V = V (τ), τ ∈ Σ(n− k), on a l'équivalence
V (τ) est (L1, . . . , Lk)− dégénéré ⇐⇒ (P τ1 , . . . , P τk ) non essentielle
3. Pour tout ouvert concave U ⊂ X, on a
Card (V ∩ Ca ∩ U) = [V ] · α(L1, . . . , Lk)
pour a ∈ U∗ générique et [V ] /∈ Ort (L1, . . . , Lk) ⇒ V ∩ U 6= ∅.
Concavité torique 93
Preuve. Les points 1 et 2 sont conséquences du Corollaire 2.3 et du lemme pré-
cédent. Puisque U est concave, U∗ est ouvert dans X∗ pour la topologie produit
et le cardinal générique [V ].α(L1, . . . , Lk) de l'intersection V ∩Ca est atteint pour
a ∈ U∗ (auquel cas Ca ∩ V ∩ U = Ca ∩ V ), ce qui prouve le point 3. ¤
L'isomorphisme V ∩ Ca ' q−1V (a) motive la
Proposition 2.6 Soit V un sous-ensemble analytique fermé de U de dimen-





∗ \ΥV ∗) −→ V ∗ \ΥV ∗
est un revêtement de degré N = [C(IV ) : C(V ∗)].
2. Si r = k, V ∗ = U∗ et ce revêtement est non ramié au-dessus de
RegV (U
∗) ⊂ Reg (U∗) \ΥV ∗
de degré Card(V ∩ Ca) pour a ∈ RegV (U∗) quelconque.
3. Si la famille est très ample et r < k, le revêtement précédent est à un
seul feuillet et les sous-variétés IV et V ∗ sont biméromorphiquement
équivalentes ; si de plus V est lisse, la projection qV : IV −→ V ∗ réalise
une désingularisation de V ∗.
Preuve. Le morphisme qV est ni au-dessus de V ∗ \ΥV ∗ , donc un revêtement de
degré N = [C(q−1V (V ∗ \ ΥV ∗)) : C(V ∗ \ ΥV ∗)]. La codimension de ΥV ∗ dans V ∗
étant au moins deux, on a C(V ∗) = C(V ∗ \ ΥV ∗) d'après le théorème de prolon-
gement de Hartogs. Puisque qU est une submersion propre au-dessus de Reg(U∗)
(Théorème 2.4), la clôture analytique dans IU du sous-ensemble analytique (ou-
vert) q−1U (ΥV ∗ ∩ Reg(U∗)) coïncide avec q−1U (ΥV ∗) ⊂ IV de codimension dans IV
égale à la codimension de ΥV ∗ dans V ∗, donc au moins deux. Par conséquent
C(IV ) = C(q−1U (V
∗ \ΥV ∗)) ce qui montre le point (1). Le point (2) est immédiat en
vertu du Lemme 2.12 (le degré du revêtement est le cardinal d'une bre générique).
Si la famille (L1, . . . , Lk) est très ample, les sous-variétés de type (L1, . . . , Lk)
peuvent être innitésimalement perturbées et l'intersection V ∩ Ca, lorsqu'elle est
non vide, est génériquement réduite à un point (on peut s'en convaincre en utilisant
le plongement de Veronese associé au bré L = ⊗Li), auquel cas le degré du revê-
tement est 1 et les sous-variétés IV et V ∗ sont biméromorphiquement équivalentes.
Si V est lisse, la sous-variété IV l'est et est en conséquent une désingularisation de
V ∗. ¤
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Remarque 2.8 Dans le cas d'un ensemble analytique V irréductible non dégénéré de
dimension r < k pour lequel dimV ∩ Ca = 0 pour a ∈ V ∗ générique, on est tenté, pour
des raisons de dimension, de penser que l'intersection Ca ∩ V est réduite à un point. Il
n'en est rien, en général comme le montre l'exemple suivant. Soit X = P1 × P1 × P1
munie des coordonnées homogènes ([x0 : x1], [y0 : y1], [z0 : z1]). On considère la famille
essentielle semi-ample (L1, L2) = (L(2D1), L(D2)), où les diviseurs D1 et D2 sont associés
respectivement aux sous-variétés irréductibles {x0 = 0} et {y0 = 0}. Il n'est pas dicile
de voir qu'une sous variété générique Ca de type (L1, L2) s'écrit
Ca = ({P1(a)} × {P (a)} × P1) ∪ ({P2(a)} × {P (a)} × P1) ,
où les points P1(a) et P2(a) sont génériquement distincts et parcourent le premier facteur
P1 tandis que P (a) parcourt le deuxième facteur P1. L'intersection de Ca avec la sous-
variété irréductible lisse de dimension 1 V = P1 × {[0 : 1]} × {[0 : 1]} est génériquement
vide ; ainsi, dimV ∗ = 1 = dimIV comme le stipule la proposition. Cependant, pour a ∈ V ∗
générique, l'intersection
V ∩ Ca = ({P1(a)} × {[0 : 1]} × {[0 : 1]}) ∪ ({P2(a)} × {[0 : 1]} × {[0 : 1]})
est composée de deux points distincts et le revêtement qV : q−1V (V ∗ \ΥV ∗) −→ V ∗ \ΥV ∗
est ici de degré 2.
Voici un exemple simple pour illustrer les diérents résultats énoncés :
Exemple. Soit X = P1×P1×P1, muni des coordonnées homogènes [x0 : x1], [y0 : y1], [z0 :
z1]. Soit L(E) le bré globalement engendré associé au T-diviseur
E = {x0 = 0} = {0} × P1 × P1.
On considère la famille essentielle semi-ample {L1} où L1 = L(E)⊗2 = L(2E). L'espace
des paramètres correspondant est X∗ = P2, muni des coordonnées homogènes [a0 : a1 : a2],
avec
Ca = {p ∈ X ; a0x20 + a1x21 + a2x0x1 = 0} .
Soit V = {x0 = 0}. Alors Ca ∩ V = ∅ si a1 6= 0 et Ca ∩ V = {0} × P1 × P1 sinon. Ainsi,
V ∗ = {a1 = 0} et
min{dim(V ∩ Ca) ; a ∈ V ∗ voisin de [a0 : 0 : a2]} = 2 .
On retrouve bien, suivant la formule établie dans la Proposition 2.4
codim[a0:0:a2]V
∗ = 1− 2 + 2 = 1.
Bien que dim V = 2 > k = 1, l'intersection V ∩ Ca est pourtant ici génériquement vide,
ce que traduit bien codimX∗V ∗ > 0. Il n'existe aucun a régulier pour lequel V et Ca se
coupent transversalement et V est bien une variété L1-dégénérée.
La diérence majeure entre les familles essentielles semi-amples et les familles
très amples réside dans le lemme suivant :
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Lemme 2.14 Soit (L1, . . . , Lk) une famille très ample de brés en droites
sur X et U un ouvert concave. Aucune sous-variété fermée de U n'est dégé-
nérée.
Preuve. Par hypothèse, X se plonge dans le produit d'espaces projectifs
PN1 × · · · × PNk := P(Γ(X,L1)∗)× · · · × P(Γ(X, Lk)∗) .
L'ouvert concave U est la trace sur X d'un produit d'ouverts non vides U1×· · ·×Uk,
où Ui est n − 1-concave dans PNi , c'est-à-dire réunion d'hyperplans. La trace sur
Ui de l'image de V dans PN1 × · · · × PNk est un sous-ensemble analytique fermé
de Ui. On est ramené au cas classique du produit d'espaces projectifs, cas où l'on
voit immédiatement qu'aucune sous-variété fermée d'un produit d'ouverts n − 1
concaves n'est dégénérée. ¤
Remarque 2.9 En vertu de la Proposition 2.6, la conjecture proposée dans la Remarque 2.3
de la Sous-section 2.1.2 sous-entend qu'il existe des familles de brés plus générales que
les familles très amples pour lesquelles aucune variété k-dimensionnelle n'est dégénérée,
ceci étant à rapprocher de la Remarque 2.5.
2.2.5 Cycles analytiques et traces de cycles
Soit X une variété analytique sur C. On note C(X) (resp. Cr(X)) le
groupe des cycles de X, groupe abélien libre engendré par les sous-ensembles
analytiques fermés de X (resp. de dimension pure r). Un élément V ∈ C(X)
s'appelle un cycle analytique. Il s'écrit de manière unique V =
∑
finie niVi, où
ni ∈ Z et Vi ⊂ X est un sous-ensemble analytique irréductible fermé.
Soit
π : X → Y
un morphisme de variétés. Soit V ⊂ X une sous-variété analytique fermée
irréductible de X et π(V ) la plus petite sous-variété analytique fermée de
Y contenant π(V ). Si dimV ≤ dim π(V ), il y a égalité des dimensions (la
dimension ne pouvant pas chuter) et le corps de fonctions C(V ) est une
extension algébrique nie de C(π(V )) de degré [C(V ) : C(π(V ))] ∈ N. On




0 ∈ C(Y ) si dimV > dim π(V ),
[C(V ) : C(π(V ))] π(V ) ∈ C(Y ) sinon.
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Cette application s'étend par linéarité en un morphisme de groupe
p∗ : C(X) −→ C(Y )
que l'on appelle l'image directe.
Soient maintenant X une variété torique compacte lisse, (L1, . . . , Lk) une
famille essentielle semi-ample, U ⊂ X un ouvert (L1, . . . , Lk)-concave et
X∗ = X∗(L1, . . . , Lk) le dual de X. Si V ⊂ U est un sous-ensemble ana-
lytique fermé de U , on rappelle la notation IV := p−1U (V ). L'application p−1U
s'étend naturellement en un morphisme de groupes
p∗U : C(U) −→ C(IU)
V =
∑
niVi 7−→ IV :=
∑
niIVi .
Dénition 2.15 On appelle morphisme trace associé à (L1, . . . , Lk) l'appli-
cation Z-linéaire :
TRU : C(U) −→ C(U∗)
V 7−→ qU∗(p∗U(V ));
l'image d'un cycle V ∈ C(U) s'appelle sa trace (relativement à (L1, . . . , Lk)).
Si V =
∑
niVi ∈ Ck(U), on appelle l'entier
degUV :=
∑
ni[C(IVi) : C(V ∗i )]
le (L1, . . . , Lk)-degré de V .
2.2.6 Le cas des germes
On note C(X; x) le groupe des cycles de germes d'ensembles analytiques
en x. Pour tout a ∈ Reg (X∗), on dénit :
C(X ; Ca) := lim
→
a ∈ U ′
C(pX(q−1X (U ′))) .
C'est précisément l'ensemble des collections nies de cycles de germes d'en-
sembles analytiques le long de Ca. Tout élément v ∈ C(X ; Ca0) se décompose







nP,ivP,i) nP,i ∈ Z
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où les sommes sont nies, vP,i ∈ C(X;P ) est irréductible et vP,i 6= vP,j pour
i 6= j. On note C0(X ; Ca) le sous-groupe engendré par les germes irréduc-
tibles intersectant proprement Ca, Cr(X ; Ca) le sous-groupe des r-cycles de




vi ∈ C0r (X ; Ca) et (Vi, Ui) un représentant de vi ; puisque Vi
intersecte proprement Ca, il existe un ouvert concave régulier U contenant
Ca (i.e a ∈ U∗) tel que (Vi, Ui ∩ U) soit un représentant de vi. Notamment,
le sous-ensemble analytique Vi ∩ U ⊂ U est fermé pour tout i. On appelle le







a ∈ U ′
TRpX(q−1X (U ′))
(Vi)
On a ainsi construit un morphisme de groupe
TRa : C0(X ; Ca) −→ C(X∗ ; a)
que l'on prolonge (par 0) en un morphisme entre C(X ; Ca) et le groupe
C(X∗ ; a) des germes de cycles analytiques au point a. On utilise ici bien sûr
fortement que la famille (L1, . . . , Lk) est essentielle semi-ample.
Dénition 2.16 Soit v ∈ Ck(X ; Ca0) ; l'entier degU(V ) ne dépend pas du
représentant concave (V, U) de v ; on l'appelle degré de v (relatif à (L1, . . . , Lk))
et on le note dega(v).
On obtient ainsi une application Z-linéaire
dega : Ck(X ; Ca) −→ Z ,
que l'on prolonge par 0 en un morphisme de C(X ; Ca) dans Z.




i nP,ivP,i) ∈ C0k(X ; Ca0)
un cycle d'intersection propre avec Ca0 et (U, V ) (resp. (U, VP,i)) un repré-






nP,i[O(P,a0),IVP,i : Oa0,X∗ ]
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où IVP,i := p−1U (VP,i), avec de plus
[O(P,a0),IVP,i : Oa0,X∗ ] = sup{Card (VP,i ∩ Ca) ; a voisin de a0} .
Preuve. Il sut par linéarité de montrer ce lemme pour v irréductible, d'intersec-
tion propre avec Ca0 . On a [O(P,a0),IV : Oa0,X∗ ] = [C(IV ) : C(U∗)]. Le représentant
(U, V ) de v n'est pas dégénéré en vertu du Lemme 2.11 et on conclut grâce au
Lemme 2.15 et à la Proposition 2.4. ¤
2.2.7 Cas algébrique : lien avec les résultants
Lemme 2.16 Le morphisme TRX = TR est identiquement nul sur l'en-
semble des sous-variétés irréductibles (L1, . . . , Lk)-dégénérées. Si V est irré-
ductible non dégénérée, on a :
1. TR (V ) = 0 si dimV > k ;
2. TR (V ) = [V ].α(L1, . . . , Lk) ·X∗ = degX(V ).X∗ si dimV = k ;
3. TR (V ) = [C(IV ) : C(V ∗)] · V ∗ si dimV < k.
Preuve. C'est immédiat en vertu de la section précédente. ¤
Proposition 2.7 Soit l = dimX∗. Si la famille (L1, . . . , Lk) est semi-ample
essentielle, le morphisme TR induit un morphisme de groupes gradués
TR : Aj(X) −→ Al−k+j(X∗),
pour tout j = 0, . . . , k.
Preuve. Si la famille (L1, . . . , Lk) est semi-ample essentielle, l'application pX :
IX → X est une submersion (Théorème 2.4). La proposition est une conséquence
immédiate des théorèmes 1.4 et 1.7 de [21]. ¤
Pour toute famille (L0, Lk+1, . . . , Ln) de brés globalement engendrés sur X,
le résultant mixte [22] R(L0,L1,...,Ln) est un polynôme multihomogène sur le
produit d'espaces projectifs
P(Γ(X,L0))× P(Γ(X,Lk+1))× · · · × P(Γ(X,Ln))×X∗.
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Soit V = {Fk+1 = · · · = Fn = 0} une intersection complète de type
(Lk+1, . . . , Ln) et H = {F0 = 0} ∈ |L0| une hypersurface d'intersection
propre avec V . Si V ∩H est dégénérée, son dual (V ∩H)∗ est de codimension
strictement supérieure à 1 (Lemme 2.11). On dénit donc naturellement le
polynôme multihomogène sur X∗,
RV,H : a 7→
{
R(L0,...,Ln)(F0, a1, . . . , ak, Fk+1, . . . , Fn) siV ∩H non dégénéré
1 sinon
Remarque 2.10 Le volume mixte MVn (P1, . . . , Pi−1, Pi+1, . . . , Pn+1) est nul si et seule-
ment si la famille (P1, . . . , Pi−1, Pi+1, . . . Pn+1) n'est pas essentielle. Si, c'est le cas pour
tout i = 1, . . . , k, le résultant ne dépend pas de ai et il n'existe aucune sous-variété non
(L1, . . . , Lk)-dégénérée de type (L0, Lk+1, . . . , Ln).
De la même manière, pour tout ρ ∈ Σ(1), on note RρV le résultant de
face Rρ associé aux brés (L1, . . . , Ln), évalué en les coecients des po-
lynômes Fk+1, . . . , Fn dénissant V (en lui-donnant la valeur 1 si V ∩ Dρ
est (Lρ1, . . . , Lρk)-dégénéré). La proposition suivante résume les résultats clas-
siques sur la théorie des résultants mixtes (voir les rappels de la Section 1.5)
qui s'appliquent directement aux polynômes RV,H et RρV .
Proposition 2.8 On note Pi les polytopes des brés Li, i = 0, . . . , n. Le po-
lynôme RV,H est multihomogène en les variables (a1, . . . , ak), de degré partiel
Ni := degaiRV,H = MVn (P0, . . . , Pi−1, Pi+1, . . . , Pn) i = 1, . . . , k.
Le polynôme RρV est multihomogène de degré partiel
Ni,ρ := degaiRρV = MVn−1(P ρ1 , . . . , P ρi−1, P ρi+1, . . . , P ρn).
Ces résultants sont liés par la formule du produit. On suppose L0 = L(D),





Le polynôme F0 est le P0-homogénéïsé d'un polynôme de Laurent f0 supporté
par P0. Pour a générique, le produit
∏
P (a)∈V ∩Ca f0(P (a)) est une fonction













On a en particulier la relation Ni =
∑
ρ∈Σ(1) kρNi,ρ, pour tout i = 1, . . . , k.
Preuve. C'est une conséquence immédiate de résultats classiques de la théorie des
résultants mixtes (voir rappels Section 1.5 et [22, 37]). ¤
On suppose la variété X projective et la famille (L1, . . . , Lk) très ample. Dans
ce cas, on a la
Proposition 2.9 Tout T-diviseur D = ∑ kρDρ ∈ Div(X) dont le support
intersecte V proprement dénit un diviseur V ·D sur V et on a l'égalité




Preuve. On peut toujours supposer que D est eectif. L'égalité TR(V.D) =
(V ·D)∗ est immédiate en vertu de la Proposition 2.6. Puisque les brés Lk+1, . . . , Ln
sont supposés globalement engendrés, le cycle V ·D est eectif et son dual TR(V ·D)
l'est aussi. Du fait que X∗ est un produit d'espaces projectifs, il existe donc un
polynôme multihomogène R tel que
TR(V ·D) = div0(R)
Par dénition du résultant, les supports des diviseurs TR (V · D) et {RV,D = 0}
coïncident, et il sut de montrer l'égalité des degrés
degaiR = degaiRV,D ∀i = 1, . . . , k .






où ντ ∈ Z. Les restrictions Lτi , i = 1, . . . , k des brés Li à la variété torique
Xτ ' V (τ) restent très amples et le résultant
Rτ = RXτ(Lτ1 ,...,Lτk)
est un polynôme irréductible (Section 1.5, ici intervient le fait que les brés soient
très amples) qui s'annule en a si et seulement si V (τ) ∩ Ca 6= ∅. Puisque V (τ) est
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irréductible, son dual (V (τ))∗ = TR (V (τ)) l'est (Proposition 2.4), d'où l'égalité
de diviseurs :
TR(V (τ)) = div0(Rτ ).
D'aprés la proposition précédente, Rτ est multihomogène de degré partiel
degai,τ Rτ = MVn−dimτ (P
(τ)




i+1, . . . , P
(τ)
k )
Puisque les brés Li sont très amples, cet entier représente le cardinal de V (τ) avec
une sous-variété générique de type (L1, · · ·Li−1, Li+1 · · ·Lk) et on a
degai,τ Rτ = [V (τ)].α(L1, · · ·Li−1, Li+1 · · ·Lk)















ντ [V (τ)].α(L1, · · ·Li−1, Li+1 · · ·Lk)
= [V.D].α(L1, · · ·Li−1, Li+1 · · ·Lk)
= degaiRV,D .
D'après la Proposition 2.7, la classe de TR(V ·D) dans Al−1(X∗) ne dépend que
de la classe de V ·D dans Ak−1(X), d'où l'égalité
degaiR = degaiR
′ = degaiRV,D
ce qui montre la proposition. ¤
Corollaire 2.4 Pour tout H ∈ |L(D)|, on a sous les mêmes hypothèses
l'égalité
TR (V ·H) = div0(RV,H)
Preuve. Puisque [H] = [D], les diviseurs TR (V · H) et TR(V · D) sont ration-
nellement équivalents. Les polynômes RV,H et RV,D ayant le même multidegré, on
a forcément TR(V ·H) = div0(RV,H) puisque ces deux diviseurs sont eectifs et
ont même support. ¤
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Remarque 2.11 Les résultants de faces Rρ (donc RρV ) peuvent être généralisés au cas
essentiel semi-ample de la manière suivante [7] : on peut dénir, via la variété torique Dρ,
le résultant mixte R(Lρ1 ,...,Lρn) associé à la famille de brés semi-amples sur Dρ. Soit Affi,ρ
le réseau ane engendré par P ρi ∩ Zn. Puisque la famille (L1, . . . , Ln) est essentielle, on a
dim
(
Aff1,ρ + · · ·+ Affn,ρ
)
= n− 1
et Aff1,ρ + · · · + Affn,ρ est un sous-réseau du réseau ane Affρ engendré par (P1 + · · · +
Pn)ρ ∩ Zn, d'indice disons lρ. Le résultant de face associé à ρ de la famille essentielle
semi-ample (L1, . . . , Ln) est alors déni par
Rρ = (R(Lρ1 ,...,Lρn)
)lρ
.
La formule du produit est encore valable ainsi que la formule reliant les degrés partiels
des résultants de faces en terme des volumes mixtes. Il est probable que l'indice lρ soit
intimement lié au (L1, . . . , Lk)-degré des diviseurs sur V .
Chapitre 3
La trace torique
3.1 La transformée d'Abel torique
Dans toute cette section, (L1, . . . , Lk) est une famille essentielle de brés
en droites globalement engendrés sur une variété torique lisse compacte X,
de polytopes P1, . . . , Pk et X∗ = X∗(L1, . . . , Lk) est la variété duale. Soit U
un ouvert (L1, . . . , Lk)-concave connexe de X, U∗ son dual et IU la variété
d'incidence au-dessus de U . On note Er(U) l'ensemble des sous-ensembles
analytiques fermés de dimension pure r de U . On garde les notations de la
première partie.
3.1.1 Dénition
Soit r ≥ k et V ∈ Er(U). Pour toute q-forme Φ ∈ M q(V ), on note WΦ le
support du courant
∂̄(Φ ∧ [V ]),
sous-ensemble analytique fermé de U inclus dans l'intersection V ∩ pol (Φ)
du lieu polaire de Φ (vue comme forme méromorphe au voisinage de V ) avec
V . Si le courant Φ∧ [V ] est ∂̄-fermé en dehors d'un sous-ensemble analytique
de V de codimension au moins deux (dans V ), il est ∂̄-fermé sur U par le
théorème d'Hartogs. Ainsi,WΦ est vide si Φ ∈ ωqV etWΦ est un sous-ensemble
analytique de U de dimension exactement dimV + 1 sinon.
On peut dénir en dehors de p−1U (WΦ) le pull-back de [V ] ∧ Φ par pU via
(p∗U([V ] ∧ Φ))|IU\p−1U (WΦ) := [p
−1
U (V \WΦ)] ∧ p∗UΦ.
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Les ensembles p−1U (V ) et p−1U (pol (Φ)) sont des sous-ensembles analytiques
fermés dans l'ouvert d'incidence dont l'intersection p−1U (WΦ) est propre. Ainsi,
la forme p∗UΦ dénit une forme méromorphe sur la variété p−1U (V ) et le courant
précédent admet un unique prolongement à l'ouvert d'incidence IU en un
courant p∗U([V ] ∧ Φ), de bidegré (n− r + q, n− r) supporté par p−1U (V ).
L'application holomorphe qU est propre et permet de dénir l'image directe
sur le dual U∗ = qU(IU) de tout courant T déni sur IU par la relation de
transport :
〈qU∗T, θ〉 := 〈T, q∗Uθ〉
en en conservant le type.
Dénition 3.1 On appelle la transformée d'Abel de [V ]∧Φ relativement aux
brés (L1, . . . , Lk), le courant sur U∗
qU∗(p∗U([V ] ∧ Φ)).
On le note A([V ] ∧ Φ).
Lemme 3.1 On a les trois propriétés suivantes :
1. le courant A([V ]∧Φ) est un courant de bidegré (k+q−r, k−r), supporté
par l'ensemble V ∗ = qU(p−1U (V )), sous-ensemble analytique fermé de U∗
de codimension au moins k − r (V ∗ = U∗ si k ≤ r) ;
2. les opérateurs d, ∂, ∂̄ commutent avec p∗U et qU∗ ; en particulier, on a :
A(∂̄([V ] ∧ Φ)) = ∂̄(A([V ] ∧ Φ)).
3. soit V =
⋃l
i=1 Vi la décomposition en composantes irréductibles d'un
élément V ∈ Er(U) ; alors pour toute q-forme Φ ∈M q(V ), on a :




Preuve. -1. Le courant p∗U ([V ]∧Φ) est supporté par p−1U (V ). Son image directe par
qU est un courant supporté par qU (p−1U (V )) = V ∗. Puisque l'image directe conserve
le type, le courant A([V ]∧Φ) est de type (dimIU − (n+q−r),dimIU − (n+q−r)),
soit de bidegré (k + q − r, k − r).
-2. C'est une propriété classique des applications images directes et image réci-
proque associées à des applications holomorphes.
-3. Le courant d'intégration [V ] est égal à la somme des courants d'intégration [Vi].
Ainsi, Φ∧ [V ] = ∑ri=1 Φ∧ [Vi] et par conséquent A(Φ∧ [V ]) =
∑r
i=1A(Φ∧ [Vi]). ¤
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3.1.2 Théorème d'Abel généralisé
On s'intéresse au cas limite r = k.
Dénition 3.2 Si V ∈ Ek(U) et Φ ∈ M q(V ) ; le courant A([V ] ∧ Φ) est
un (q, 0)-courant sur U∗, supporté par V ∗ que l'on appelle trace de Φ sur V
relativement à L = L1 ⊕ · · · ⊕ Lk. On le note
TrV Φ := TrV,L1,...,LkΦ = qU∗(p
∗
U([V ] ∧ Φ)).
Si V n'est pas dégénéré, il existe a0 ∈ Reg (X∗) tel que, pour a voisin de a0 la
sous-variété lisse Ca coupe V transversalement enN points {p1(a), . . . , pN(a)}
n'appartenant pas à WΦ (i.e. a ∈ RegV (X∗) \ W ∗Φ). Par le théorème des
fonctions implicites, chaque point pi(a) dépend holomorphiquement de a et
dénit une application analytique d'un voisinage de a0 dans un voisinage de






au voisinage de a0. Si Φ est une fonction, sa transformée d'Abel sur V en a est
la somme de ses valeurs en les points d'intersection de V avec Ca (comptés
avec multiplicités), ce qui motive la terminologie de trace. On verra que cette
terminologie est particulièrement bien choisie puisqu'elle correspond avec la
trace d'une matrice associée à la fonction Φ.
Proposition 3.1 (Théorème d'Abel) On a les implications suivantes :
Φ ∈M q(V ) =⇒ TrV Φ ∈M q(U∗);
Φ ∈ ωqV =⇒ TrV Φ ∈ Ωq(U∗).
Preuve. D'après les propriétés 1 et 2 énoncées au Lemme 3.1, la trace de Φ sur
V est un (q, 0)-courant ∂̄-fermé en dehors de W ∗Φ. Ce dernier ensemble est un
sous-ensemble analytique fermé de U∗ de codimension au moins dimV − dimWΦ,
supérieure ou égale à 1 si Φ ∈ M q(V ). Par l'hypoellepticité de l'opérateur ∂̄, le
(q, 0)-courant TrV Φ coïncide donc avec une q-forme méromorphe sur U∗.
Si Φ ∈ ωqV , la trace TrV Φ est une (q, 0)-forme méromorphe ∂̄-fermée sur l'ouvert
U∗, donc holomorphe. ¤
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Corollaire 3.1 Si V est un sous-ensemble algébrique de X, la transformée
d'Abel d'une (q, 0)-forme rationnelle sur V est une (q, 0)-forme rationnelle
sur le produit d'espaces projectifs X∗ = Pl1×· · ·×Plk . La transformée d'Abel
d'une forme abélienne sur V est identiquement nulle, ou constante si q = 0.
Preuve. On pose U = X et le corollaire est une conséquence du principe GAGA,
appliqué dans le produit d'espaces projectifs X∗ = Pl1 × · · · × Plk . ¤
Le lemme suivant montre que seules les branches irréductibles non dégénérées
de V apportent une contribution à la trace :
Lemme 3.2 Si V ∈ Ek(U) est irréductible et (L1, . . . , Lk)-dégénérée, l'appli-
cation TrV est identiquement nulle sur M q(V ), ce pour tout q ≤ k.
Preuve. Si Φ ∈ M q(V ), la forme TrV Φ est méromorphe sur U∗, nulle sur U∗ \ V ∗
d'après la propriété 1 du Lemme 3.1. Si V est irréductible et dégénéré, le dual V ∗
est par dénition de codimension au moins 1 dans U∗ et TrV Φ est identiquement
nulle par unicité du prolongement analytique (et ce quel que soit q). ¤
3.1.3 Lieu polaire de la trace
Lemme 3.3 Soit V ∈ Ek(U), non dégénéré et Φ ∈ M q(V ). Le lieu polaire
de la forme méromorphe TrV Φ, support du courant résiduel
∂̄(TrV Φ) = TrV (∂̄Φ),
coïncide avec le sous-ensemble analytique fermé W ∗Φ ⊂ U∗.
Preuve. Une forme méromorphe Ψ ∈ M q(U∗) a un pôle ctif en a si et seulement
si le courant résiduel ∂̄(Ψ) = 0 est nul en a. La transformée d'Abel commute avec
l'opérateur diérentiel ∂̄ et on a (d'après le Lemme 3.1, assertion 2) :
A(∂̄(Φ ∧ [V ])) = ∂̄[A(Φ ∧ [V ])] = ∂̄(TrV Φ);
ce courant a pour support le sous-ensemble analytique fermé qU (p−1U (WΦ)), d'où
l'égalité Supp [∂̄(TrV Φ)] = W ∗Φ. ¤
Au vu de la remarque en n de Sous-section 2.2.3, ce lemme donne une
condition sur la structure du lieu polaire d'une q-forme méromorphe Ψ de U∗
pour qu'il existe V ∈ Ek(U) et Φ ∈M q(V ) tels que Ψ = TrV (Φ).
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On suppose que W ∗Φ est de codimension 1 dans U∗. Soit a0 ∈ W ∗Φ. On note
RV,Φ,a0 ∈ OX∗,a0 le germe holomorphe en a0 (ou RV,Φ ∈ OX∗(U∗) dans le
cas global) donnant l'équation (les multiplicités étant prises en compte) du
lieu polaire de la trace de Φ sur V au voisinage de a0 ∈ W ∗Φ. Cette fonction,
dénie à un inversible prés, engendre l'idéal principal
Ia0,V,Φ := {h ∈ OX∗,a0 ; (h∂̄(TrV Φ)) ≡ 0 en a0}.
Pour tout cône maximal σ ∈ Σ(n), on noteHσ := X\Uσ. C'est l'hypersurface
à l'inni, vue de l'origine (0, . . . , 0) de la carte ane Uσ correspondant au
point xe xσ = V (σ).
Lemme 3.4 Soit V ⊂ U un sous-ensemble analytique fermé transverse à
Hσ. Pour toute forme Φ ∈ M q(V ), abélienne sur V ∩ Uσ, la fonction holo-
morphe RV,Φ,a0 ne dépend que des coecients des faces P ρi , pour ρ /∈ σ(1) et
i = 1, . . . , k. En conséquence, on a




ce pour tout i = 1, . . . , k.
Preuve. Soient
ki,ρ = − min
m∈Pi
〈m, ηρ〉 , i = 1, . . . , k.
Les seules sections monomiales sim ∈ Γ(X, Li) non identiquement nulles sur Hσ =⋃
ρ/∈σ(1) Dρ sont les sections sim correspondant aux m ∈ Pi ∩Zn tels que 〈m, ηρ〉+
ki,ρ > 0. Ainsi, pour tout x ∈ Hσ, on a
x ∈ Ca ⇐⇒
∑
m∈Pi




aimsim(x) = 0 , i = 1, . . . , k.
Les fonctions s'annulant sur l'ensemble analytique (V ∩Hσ)∗ = qU (p−1U (V ∩Hσ))
(de codimension au moins 1 par hypothèse sur V ) ne dépendent que des coecients
des faces P ρi , ρ /∈ σ(1). Puisque Φ est abélienne sur V ∩ Uσ, l'ensemble W ∗Φ déni
précédemment est inclus dans (V ∩Hσ)∗, ce qui termine la preuve de la première
assertion ; la seconde en résulte immédiatement. ¤
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Corollaire 3.2 On a les deux assertions suivantes :
1. Soit σ ∈ Σ(n). Pour toute sous-variété algébrique V ⊂ X de dimension
pure k, transverse à l'hypersurface à l'inni Hσ = ∪ρ/∈σ(1)Dρ, on a :
f ∈ OX(Uσ) ⇒ TrV f polynomiale en aim
pour tout m ∈ Pi ∩ Zn qui n'appartient pas à l'une des facettes P ρi ,
ρ /∈ σ(1), ce pour tout i = 1, . . . , k.
2. Soit m0 ∈M = Zn ; le dénominateur de la fonction rationnelle TrV tm0
est un polynôme qui ne dépend que des coecients des facettes P ρi , ρ ∈
Σ(1), i = 1, . . . , k pour lesquelles 〈m0, ηρ〉 < 0 ; en particulier la trace
d'un monôme de Laurent est toujours polynômiale en les coecients
aim, i = 1, . . . , k, pour les m dans l'intérieur relatif P 0i de Pi.
Preuve. La première partie est claire d'après le lemme précédent (l'anneauOX(Uσ) =
C[σ̌ ∩ M ] est l'anneau des polynômes en les coordonnées anes de la carte Uσ).
La deuxième partie est une conséquence du Lemme 3.4 et du fait que la trace de
tm a un pôle en a ∈ X∗ si et seulement si Ca passe par l'intersection de V avec
le lieu polaire de tm0 , qui est exactement la réunion des diviseurs Dρ pour les-
quels 〈m0, ηρ〉 < 0 ; ces diviseurs Dρ correspondent précisément aux facettes P ρi ,
ρ ∈ Σ(1), telles que 〈m0, ηρ〉 < 0. ¤
3.2 Trace et calcul résiduel
3.2.1 Cas analytique
On s'intéresse au calcul explicite de la trace à l'aide du calcul résiduel.
De manière générale, les coecients se calculent comme des sommes glo-
bales de résidus de Grothendieck que l'on pourra exprimer dans des cartes
anes adéquates. Dans le cas particulier où V est transverse aux orbites, on
pourra faire les calculs dans le tore T ⊂ X. On garde les mêmes notations et
hypothèses que dans la section précédente.
Soit V ∈ Ek(U). D'après le Lemme 3.2 et l'additivité de la trace, il sut
d'eectuer les calculs de trace pour un ensemble analytique V irréductible
non dégénéré (auquel cas V ∗ = U∗), ce que l'on suppose désormais.
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Soit Φ ∈ M q(V ) (q ≤ k). La trace de Φ sur V est l'image directe par qU du
courant [p−1U (V )] ∧ p∗UΦ. Ce courant s'identie au courant
E = [p−1U (V )] ∧ [IU ] ∧ p∗UΦ
déni sur U×U∗. L'ensemble RegV (U∗)\W ∗Φ des éléments deX∗ pour lesquels
l'intersection V ∩Ca est transverse (donc nie et non vide ici) et ne rencontre
pas pol(Φ) est un ouvert dense de U∗.
Cas où V intersecte proprement les orbites non denses de X : calcul
résiduel dans le tore
Soit W ∗ ⊂ U∗ le sous-ensemble analytique W ∗ ⊂ U∗ déni par :
W ∗ = qU(p−1U (WΦ ∪
(
V ∩ (X \ T)
)
∪ sing (V ))).
Si a ∈ U∗ \W ∗, l'intersection V ∩ Ca a lieu dans le tore, en dehors du lieu
polaire de Φ et du lieu singulier sing (V ) de V . L'intersection est dans ce cas
nie (si elle innie, elle est forcément de dimension > 0 et rencontre X \ T).
Si l'on suppose que V intersecte proprement l'hypersurface X \T, W ∗ est de
codimension au moins 1 dans U∗ et l'ouvert
U∗0 = RegV (U
∗) \W ∗ ⊂ U∗ \W ∗
est dense dans U∗. Si a ∈ U∗0 , le zéro-cycle de U {(p1(a), . . . , pN(a))} = V ∩Ca
déni par l'intersection transverse de V et Ca dépend holomorphiquement
du paramètre a. Pour tout a0 ∈ U∗0 , il existe un ouvert U∗a0 ⊂ U∗0 et un
ouvert Ua0 ⊃ V ∩ Ca0 de U , union disjointe de N voisinages Ua0,i des points
pi(a), a ∈ U∗0 , i = 1, . . . , N .
Dans ce cas, V est localement intersection complète réduite dans Ua0 , dénie
par n− k fonctions holomorphes en les coordonnées toriques t = (t1, . . . , tn)
V = {fk+1(t) = · · · = fn(t) = 0}
(on dénit fj par sa restriction à chacun des ouverts Ua0,i) et la q-forme Φ
est holomorphe sur V|Ua0 .
La variété d'incidence IU ⊂ U × U∗ associée à la famille (L1, . . . , Lk) est
dénie dans T× U∗0 par les fonctions




m i = 1, . . . , k.
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où t 7→ li(ai, t) est le polynôme de Laurent associé à la section sai ∈ Γ(X,Li)
dénie par ai.
Proposition 3.2 Pour tout a ∈ U∗a0, on a l'égalité de q-formes holomorphes :
TrV Φ =
∑










l1(a1, t), . . . , lk(ak, t), fk+1(t), . . . , fn(t)
]
daJ,mJ , (3.1)
où les fonctions hJ , déterminées par











sont holomorphes en t au voisinage de Ca0 ∩ V ; hJ dépend de manière mul-
tihomogène (de degré 1) des blocs de variables aj, j /∈ J et est indépendante
des blocs aj lorsque j ∈ J , et
daJ,mJ :=
∑
(mj1 , . . . ,mjq) ∈ Πj∈JPj




Preuve. Par hypothèses Ca ∩ V est inclus dans Ua0 ⊂ U pour tout a dans U∗a0
et on peut faire les calculs en coordonnées toriques (t1, . . . , tn). Grâce aux for-





















L'image directe de ce courant dans U∗0 agit sur des formes-test de type (l, l− q) où
l = dim U∗, (l =
∑k
i=1(li−1), avec li = cardPi∩Zn, i = 1, . . . , k). Certains termes
de la somme résultant de ce développement n'apportent aucune contribution. Plus





























Trace et calcul résiduel 111
(Jc est le complémentaire de J dans {1, . . . , k}). L'expression entre les grandes





















Par dualité et grâce au théorème de Fubini l'expression de la trace devient
TrV Φ =
∑



























En regardant attentivement la diérentielle
∧
j∈Jc dtlj , on constate que la fonction
hJ dénie par
hJ(t, a)dt1 ∧ · · · ∧ dtn = t1 · · · tnΦ
n−k∧
i=1
dtfk+i(t) ∧j∈Jc dtlj(t, aj)
satisfait aux conditions de la proposition. ¤
Remarque 3.1 On remarque que le courant E′ est identiquement nul pour tout V ∈









est identiquement nulle, c'est-à-dire
∧
j∈K
dtlj = 0 ∀K ⊂ {1, . . . , k} |K| = k − q.
Cette dernière condition se traduit par la dépendance linéaire de n'importe quelle collection
de k − q multi-exposants pris dans n'importe quelle somme de Minkovski de k − q des k
polytopes P1, . . . , Pk. On retrouve ainsi que l'essentialité de la famille L1, . . . , Lk est une
condition nécessaire pour que l'application trace soit non triviale.
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Corollaire 3.3 Sous les mêmes hypothèses, la trace d'une fonction h ∈
C(V ) sur V admet l'écriture résiduelle :





l1(a1, t), . . . , lk(ak, t), fk+1(t), . . . , fn(t)
]
(3.2)
où JTV est le jacobien torique de l'application
t 7→ (l1(a1, t), . . . , lk(ak, t), fk+1(t), . . . , fn(t) .
Preuve. Le jacobien torique est uniquement déterminé par la relation
JTV
dt1 ∧ · · · ∧ dtn







Le corollaire est alors une conséquence immédiate de la formule (3.1), appliquée au
cas q = 0 et Φ = h. ¤
Corollaire 3.4 Soit V ∈ Ck(U) un cycle analytique de dimension pure k.
Alors
degUV = TrV (1), et TRU(V ) = TrV (1).V
∗.
Si a ∈ RegX∗ et v ∈ C0k(X;Ca), on a
degav = Trv(1), et TRU(v) = Trv(1).v
∗
pour tout v ∈ C0k(X;Ca) et a ∈ RegX∗ et le degré d'un ensemble analytique
non dégénéré de dimension pure k est donc le nombre de points d'intersection
avec une sous-variété Ca générique.
Preuve. Si h1,. . . ,hn sont n germes de fonctions analytiques en P ∈ X ayant un
zéro commun isolé, un résultat classique de la théorie des résidus arme que la
multiplicité d'intersection des diviseurs hi = 0 est égale à
multP,(h1,...,hn) := dim
OP,X
(h1, . . . , hn)
= Res
[
dh1 ∧ · · · ∧ dhn
h1, . . . , hn
]
.
En vertu de la représentation (3.2), le germe de trace de 1 en a0 est donc constant
pour tout a0 ∈ Reg(X∗), égal au degré dega0v de v en a0. Dans le cas d'un cycle
analytique, la trace de 1 est localement constante d'après le cas des germes, donc
constante sur l'ouvert connexe U∗ : il sut de calculer le degré d'un cycle analy-
tique V ∈ Ck(U) en un unique point a ∈ RegV U∗, ce qui ramène au cas des germes.
¤
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Cas général : calcul dans les cartes anes
Si V n'est plus supposé intersecter proprement les orbites non denses,
il n'est plus possible d'utiliser les coordonnées (t1, . . . , tn) pour eectuer les
calculs de trace. Cependant, le recours aux coordonnées anes permet à
nouveau d'obtenir des formules résiduelles closes (i.e ne faisant intervenir
qu'un seul système de coordonnées) pour chacune des branches irréductibles
de V .
Lemme 3.5 Si V ∈ Ek(U) est irréductible, il existe une carte Uσ, σ ∈ Σ(n)
dans laquelle l'intersection Ca ∩ V a génériquement lieu.
Preuve. D'après le Théorème 2.4 l'intersection Ca∩V n'a génériquement lieu dans
aucune des cartes Uσ si et seulement si dimV ∩ (X \ Uσ) = k ∀σ ∈ Σ(n), ce qui
implique
dim(V ∩Dρ) = dimV ∀ρ ∈ Σ(1).
C'est impossible du fait de l'irréductibilité de V . ¤
Soit V ∈ Ek(U) irréductible et Uσ une carte dans laquelle l'intersection V ∩Ca
a génériquement lieu, munie des coordonnées anes xσ = (xσ1 , . . . , xσn). Dans
ce cas, la sous-variété Ca, restreinte à Uσ a pour équations
Ca ∩ Uσ = {xσ ∈ Uσ ; lσ1 (a1, xσ) = · · · = lσk (ak, xσ) = 0}
où les fonctions xσ 7→ lσi (ai, xσ), i = 1, . . . , k, sont les équations polynô-
miales anes des diviseurs div0 (sai) associés respectivement aux sections
sai ∈ Γ(X,Li).
Remarque 3.2 Les lσi sont obtenus dans la Sous-section 1.6.1 en divisant le polynôme
homogène Fi(ai, x) associé à sai par son monôme σ-extrémal, opération licite dans la carte
Uσ. Puisque les degrés sont semi-amples, on peut trouver l'expression des lσi à partir des
polynômes de Laurent





Attention aux notations ! Les polynômes lσi ne sont pas les expressions des polynômes de
Laurent li en les coordonnées anes, mais les expressions en ces coordonnées anes des
polynômes t−si,σ li(t), où si,σ est le monôme σ-extrémal associé au bré Li.
Soit Φ ∈M q(V ). D'après le lemme précédent, l'ensemble
U∗V,Φ,σ := RegV (U
∗) \ [W ∗Φ ∪ (V ∩Hσ)∗]
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des paramètres a pour lesquels l'intersection V ∩Ca est lisse transverse, nie,
en dehors du lieu polaire de Φ, et incluse dans Uσ est un ouvert dense de U∗.
On note Φσ la restriction de Φ à V ∩ Uσ, exprimée dans le système de coor-
données (xσ1 , . . . , xσn).
Proposition 3.3 L'expression de la trace dans U∗V,Φ,σ est donnée par
TrV Φ(a) =
∑









σ, a)dxσ1 ∧ · · · ∧ dxσn
lσ1 (a1, x
σ), . . . , lσk (ak, x
σ), fσk+1(x





où les fonctions fσk+i sont les équations holomorphes locales de V au voisinage
de V ∩ Ca et les fonctions hσJ sont déterminées par
hσJ(a, x











Preuve. Puisque TrV Φ ∈ M q(U∗) et U∗V,Φ,σ est dense dans U∗, on peut par unicité
du prolongement analytique eectuer les calculs de traces avec les variables anes
(xσ1 , . . . , x
σ
n). Grâce aux formules de Lelong-Poincaré, on a :



















Le même raisonnement et le même calcul que précédemment, conduits cette fois
avec les coordonnées anes, donnent l'expression voulue de la trace. ¤
Les deux calculs ne coïncident a priori pas si V n'est pas supposée in-
tersecter proprement les supports des diviseurs Dρ, ρ ∈ Σ(1). Il peut très
bien exister des pôles sur les axes de coordonnées de Uσ pour tout a ∈ X∗,
donnant lieu à des résidus qui ne sont pas pris en compte si l'on se restreint
à la somme des résidus dans le tore.
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3.2.2 Cas algébrique
Soit V une sous-variété algébrique deX irréductible intersection complète
de dimension pure k et Φ ∈ M q(V ). Sous certaines conditions sur V , la q-
forme rationnelle TrV Φ ∈M q(X∗) se calcule, grâce à l'application rationnelle
résidus toriques, par des calculs cohomologiques globaux (Sous-section 1.4.1).
On note F1(a1, ·), . . . , Fk(ak, ·) les homogénéïsés des polynômes de Laurent
li(ai, ·) associés aux sections sai ∈ Γ(X,Li).
Soit (Lk+1, . . . , Ln) une famille essentielle semi-ample de brés en droites sur
X associés à n−k diviseurs eectifs Ek+1, . . . , En de degrés βk+1, . . . , βn. On
note Pk+1, . . . , Pn les polytopes associés. On suppose la famille (P1, . . . , Pn)
essentielle et on note P = P1 + · · ·+ Pn. D'après le Théorème 2.2, une sous-
variété V = {Fk+1 = · · · = Fn = 0} de type (Lk+1, . . . , Ln) générique est une
intersection complète intersectant transversalement l'hypersurface à l'inni
X \ T, non (L1, . . . , Lk)-dégénérée.
Soit Φ ∈ M q(V ) et g le polynôme de Laurent dénissant son lieu polaire
dans T. Le lieu polaire pol(Φ) ⊂ X de Φ (vue comme forme rationnelle dans
X) est l'union de l'hypersurface {G = 0} et d'éventuels diviseurs à l'inni.
Les fonctions hJ de la proposition précédente sont dans ce cas des fractions
rationnelles sur X, ayant pour dénominateur commun g. Pour tout sous-
ensemble J ⊂ {1, . . . , k}, pour tout multi-exposant mJ ∈
∑
j∈J Pj, on note
qJ,mJ le polynôme de Laurent :
qJ,mJ := ghJt
mJ .
On rappelle que Ω désigne la forme d'Euler de la variété torique X et
β0 = [−KX ] la classe anti-canonique de X, somme des degrés des variables :
β0 =
∑n+s
1 [Dρi ]. On note X∗0 ⊂ X∗ l'ouvert de Zariski des a pour lesquels
l'intersection V ∩ Ca est tranverse, incluse dans le tore, et ne rencontre pas
le lieu polaire de Φ.
Proposition 3.4 Sous les hypothèses et notations introduites précédemment,
il existe :
1. un polynôme G′ homogène, multiple de G, n'ayant aucun zéro commun
avec F1(a1, ·), . . . , Fk(ak, ·), Fk+1, . . . , Fn pour tout a ∈ X∗0 ,
2. pour tout J ⊂ {1, . . . , k} et tout mJ ∈
∑
j∈J Pj, un polynôme homogène
Q′J,mJ ∈ C[aJ,mJ ][x] multiple de l'homogénéïsé QJ,mJ de qJ,mJ , tel que




G′F1(a1, ·) · · ·Fk(ak, ·)Fk+1 · · ·Fn













où l'expression de droite exprime le résidu torique associé à l'application
(G′, F1, . . . , Fn) du polynôme homogène Q′J,mJ .
Preuve. Elle est calquée sur celle du théorème 4 de [6]. Soit λ = [∑ρ λρDρ] le degré
du polynôme homogène GF1(a1, ·) · · ·Fk(ak, ·)Fk+1 · · ·Fn (ce degré ne dépend pas
de a) ; on a donc :








g(t)l1(a1, t) · · · lk(ak, t)fk+1(t) · · · fn(t) ,






ρ , j = 1, . . . , n ,
où ηρ =
∑n
1 ηρjej dans la base canonique de N⊗R = Rn. Soit rJ,mJ = [
∑
ρ rJ,mJ ,ρDρ]
le degré de l'homogénéïsé QJ,mJ de qJ,mJ et
bρ = −min
m∈P
〈m, ηρ〉 , ρ ∈ Σ(1).
Soit m0 ∈ intP ∩Qn (l'intérieur coïncide ici avec l'intérieur relatif car (P1, . . . , Pn)
est supposée essentielle). Alors 〈m0, ηρ〉+ bρ > 0 pour tout ρ dans Σ(1) et il existe
un entier positif ou nul k0 pour lequel k0m0 ∈ Zn et
eJ,mJ ,ρ := −1 + λρ − rJ,mJ ,ρ + k0(bρ + 〈m0, ηρ〉) ≥ 0
pour tout J ⊂ {1, . . . , k}, pour tout mJ ∈
∑
j∈J Pj , pour tout ρ ∈ Σ(1). Pour k0
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Par le choix des exposants eJ,mJ ,ρ, Q′J,mJ est polynômial en x de degré
deg Q′J,mJ = deg(G




G′F1(a1, ·) · · ·Fk(ak, ·)Fk+1 · · ·Fn
dénit une forme rationnelle sur la variété torique pour tout J ⊂ {1, . . . , k} et
mJ ∈
∑
j∈J Pj comme annoncé dans la proposition. Puisque le support du diviseur




ρ ne rencontre pas le tore, pour tout
a ∈ X∗0 , les polynômes G′, F1(a1, ·), . . . Fk(ak, ·), Fk+1, . . . , Fn ne s'annulent pas



































montre que la restriction de la forme ΨJ,mJ au tore est exactement la forme
φJ,mJ =
qJ,mJ
g l1(a1, ·) · · · lk(ak, ·)fk+1 · · · fn
dt1 ∧ · · · ∧ dtn




















l1(a1, ·), . . . , fk+1, . . . , fn
]
.
On conclut avec la Proposition 3.2, appliquée au cas U = X. ¤
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3.3 Cas des fonctions
On suppose la famille (L1, . . . , Lk) très ample. On décrit dans cette section
la trace de fonctions rationnelles sur une intersection complète semi-ample
V = {Fk+1 = · · · = Fn = 0}
de type (Lk+1, . . . , Ln).
Proposition 3.5 Tout T-diviseur eectif D ∈ Div(X) d'intersection propre
avec V induit un morphisme de C-espace vectoriel
TrV,D : H
0(X,OX(D)) −→ H0(X∗,OX∗((D.V )∗))
f 7−→ TrV (f)
Preuve. Si D = ∑ρ∈Σ(1) kρDρ, on note xD = Πxkρρ l'équation monômiale homo-
gène de D. On a l'équivalence
f ∈ OX(D) ⇐⇒ f = F
xD
, F ∈ S[D]
où S[D] est l'ensemble des polynômes homogènes de degré [D]. Pour tout a dans
RegV (X∗), on note {p1(a), . . . , pN (a)} = V ∩ Ca, où N = [V ].α(L1, . . . , Lk). Les
fonctions pr(a) sont des germes de fonctions holomorphes en a et pour tout f






(pr(a)) ∀a ∈ RegV (X∗).
Soit H = {F = 0}. Les diviseurs
(D.V )∗ = TR(V.D) = div0(RV,D) et (D.H)∗ = TR(V.H) = div0(RV,H)
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Par dénition du résultant, RV,D(a) 6= 0 (respectivement RV,H(a) 6= 0) implique
que l'intersection V ∩ Ca ∩D (respectivement V ∩ Ca ∩H) est vide. La trace est
donc holomorphe en dehors de {RV,D = 0}. Si le support de f rencontre toutes les
facettes de PD, l'intersection H ∩X \ T est propre, et
codimX∗({RV,D = 0} ∩ {RV,H = 0}) ≥ 2.
Vue comme fonction dans le cône ane Cl1 × · · · × Clk de X∗, on peut donner
un sens à l'expression TrV (f)RV,D. La variété ane au-dessus de la sous-variété
{RV,D = 0}∩{RV,H = 0} est de codimension au moins 2 et le théorème d'Hartogs
implique l'égalité :
∂̄[TrV (f)RV,D] ≡ 0.
Le polynôme homogène RV,D est donc dénominateur de la fonction rationnelle
TrV (f). Si l'intersection H ∩D n'est pas propre, il existe un diviseur eectif D′ tel





′ où F ′ est homogène de degré [D′], premier avec
xD
′ . D'après le cas précédent, le résultant RV,D′ est dénominateur de la fonction
rationnelle TrV (f). Puisque D−D′ ≥ 0 le résultant RV,D′ divise RV,D, ce qui nit
de montrer la proposition. ¤
Remarque 3.3 1. Si les brés Li sont puissances tensorielles d'un même bré très
ample (cas non mixte), cette proposition est une conséquence de la représentation
(3.4) (cas q = 0) et du théorème 1.4 de [8].
2. Il semble que cette proposition puisse s'étendre dans certains cas aux familles es-
sentielles semi-amples ; il apparaît alors des exposants aux résultants de facettes
([7], et Remarque 2.11) qui semblent intimement liés aux degré de l'extension
[C(IV ∩D) : C(V ∩ D)∗] ; ces exposants sont 1 dans notre cas puisque la famille
(L1, . . . , Lk) est supposée très ample.
3. On a l'isomorphisme
OX∗((D.V )∗) ' OPl1−1(N1)⊗ · · · ⊗ OPlk−1(Nk)
avec Ni = [V.D].α(L1, . . . Li−1, Li+1, . . . , Lk), i = 1, . . . , k.











, αρ(m) := −min{0, 〈m, ηρ〉}
et Qm est un polynôme homogène de degré degaiQm = degaiRm.





〈m, ηρ〉Dρ = E −D
où D =
∑
ρ∈Σ(1) αρ(m)Dρ ≥ 0 et E ≥ 0. Ainsi, tm ∈ OX(D), et la proposi-
tion précédente permet de conclure que Rm = RV,D est dénominateur de TrV tm.
Cette fonction est rationnelle sur un produit d'hyperplans projectifs, d'où l'égalité
degaiQm = degaiRm. ¤
Pour tout polytope P ⊂ Zn, on note intP son intérieur relativement au plus
petit sous-espace ane de Zn qui contient P .
Lemme 3.6 si m′ ∈ intPi, le degré partiel de Qm en aim′ est majoré par
δi,m′(m), avec
δi,m′(m) = inf{δ ∈ N ; m+ δm′ ∈ int [δPi]}
Preuve. On note Pi les polytopes associés aux brés Li, P = P1 + · · · + Pn,
biρ := −minm∈Pi〈m, ηρ〉 et bρ := −minm∈P 〈m, ηρ〉 pour tout ρ ∈ Σ(1).
Le jacobien torique JTV s'écrit :




où les Cq sont des polynômes multihomogènes de degré 1 (ou éventuellement −∞)
en chaque variable ai (ceci se voit facilement) ; pour chaque collection de monômes
(q1, . . . , qn) ∈ P1 × · · · × Pn, on a
d(tq1) ∧ · · · ∧ d(tqn) = det(q1, . . . , qn)tq1+···+qn dt1 ∧ · · · ∧ dtn
t1 · · · tn
et, en additionnant, on constate que JTV est supporté par P . On peut noter qu'il
existe nécessairement q ∈ P \ intP pour lequel Cq 6≡ 0, sinon le support du ja-
cobien torique serait strictement inclus dans P et la trace de 1 serait nulle par
le théorème de Jacobi torique (Corollaire 5 dans [6]), ce qui est exclus puisque
TrV (1) = MVn(P1, . . . , Pn) > 0 dans notre situation.







dt1 ∧ · · · ∧ dtn
t1 · · · tn
l1(a1, t), . . . , lk(ak, t), fk+1(t), · · · , fn(t)

 .
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D'après le théorème 8 de [6], pour tout m′ ∈ intPi, la fonction rationnelle
u(m + q) := Res

 tm+q
dt1 ∧ · · · ∧ dtn
t1 · · · tn
l1(a1, t), . . . , lk(ak, t), fk+1(t), · · · , fn(t)


est polynômiale en aim′ de degré borné par l'entier positif
inf{δ ∈ N ; m + q + (δ + 1)m′ ∈ int (P + (δ + 1)Pi)} ,
qui est le plus petit des entiers δ pour lesquels
〈m + q, ηρ〉+ bρ + (δ + 1)(〈m′, ηρ〉+ biρ) > 0 ∀ρ ∈ Σ(1).
Du fait que infq∈P,ρ∈Σ(1)〈q, ηρ〉 + bρ = 0, que le dénominateur de u(m + q) ne dé-
pende pas de aim′ quand m′ ∈ intPi, et que les Cq(a1, . . . , ak) soient de degré 1 en
ai, permet d'obtenir inf{δ ∈ N ; m + δm′ ∈ int [δPi]} comme majoration du degré
de P en aim′ . ¤
Remarque 3.4 Dans le contexte plus général d'une famille (L1, . . . , Lk) essentielle semi-
ample, le théorème 3.2 de [8] et le théorème 8 de [6] sont valables et permettent d'obtenir
une description similaire de la trace d'un polynôme de Laurent sur V (cf. Remarque 2.10).





, γρ(m+ q) := −min{0, < m+ q, ηρ > +bρ − 1}
est dénominateur de la fonction rationnelle u(m+ q) dénie ci-dessus. Il faut
donc élever chaque RρV à la puissance le maximum des γρ(m + q) quand
q parcourt P pour avoir le meilleur dénominateur pour la trace de tm. Or
〈q , ηρ〉 + bρ ≥ 0 pour tout ρ ∈ Σ(1) puisque q ∈ P (il existe ρ pour lequel
il y a égalité, sinon, TrV (1) = 0, ce qui, on l'a vu, est impossible), ce qui
donne naissance aux exposants −min{0, 〈m, ηρ〉 − 1}, qui dièrent de 1 des
exposants trouvés au corollaire. De plus, la borne sur les degrés partiels de
Qm ne concerne que les coecients aim′ pour m′ intérieur à Pi, bien que
TrV (t
m) soit polynômiale en certains des coecients de facettes de Pi. La
section suivante permet de comprendre ce fait.
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Comportement des traces en les coecients σ-extrémaux
Les coecients σ-extrémaux des polynômes de Laurent li, notés aiσ,
codent les monômes σ-extrémaux associés aux sommets siσ du polytope Pi
correspondant aux divers cônes σ ∈ Σ(n). Ce sont les cocients constants
des polynômes lσi (ils jouent le rôle des coecients bi, utilisés au Chapitre 2
de la première partie dans le cadre projectif). Pour tout polytope P , et tout
cône σ ∈ Σ, on note




l'intérieur de P relatif au cône σ. Si σ ∈ Σ(n), le σ-bord P \ intσP est
l'union des facettes de P ne contenant pas le sommet sσ de P . On rappelle
qu'à tout diviseur D ∈ Div(X) est associé une fonction support ΨD et un
unique diviseur Dσ de support inclus dans Hσ = X \Uσ de degré [Dσ] = [D]
(Sous-section 1.6.2). On a le résultat suivant :
Proposition 3.6 1. Soit σ ∈ Σ(n) tel que dim(V ∩ Hσ) < dimV . Pour




δiσ(m) = inf{δ ∈ N ; m ∈ δ × intσ(Pi − siσ)} − 1
2. Pour tout diviseur eectif D globalement engendré sur X, on a l'impli-
cation
f ∈ OX(Dσ) =⇒ degaiσTrV (f) ≤ δiσ(D)
où
δiσ(D) = inf{δ ∈ N ; ΨDσ > (δ + 1)ΨDi,σ sur |Σ| \ σ}.
Preuve. Soit ∆1, . . . ,∆n une famille essentielle de polytopes contenus dans (R+)n,
contenant l'origine, de somme ∆ = ∆1 + · · ·+ ∆n n-dimensionnelle, contenant un
segment non réduit à un point sur chaque axe de coordonnée. Soit g1, . . . , gn une
famille de polynômes gi ∈ C[x1, . . . , xn] supportés respectivement par ∆1, . . . ,∆n.
D'après le théorème d'Abel-Jacobi torique [33, 6],
λ ∈ int∆ ∩ Nn ⇒ Res
[
xλ dx1∧···∧dxnx1···xn
g1, · · · , gn
]
= 0.
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On note J(g) le jacobien de l'application g = (g1, . . . , gn) et supp (J(g)) son sup-
port. Alors
(λ + supp(J(g)) + (1, . . . , 1)) ⊂ int (∆ + δ∆i) ⇒ Res
[
xλdg1 ∧ · · · ∧ dgn
g1, · · · , gδ+1i , · · · , gn
]
= 0.
Le polytope supp(J(g)) + (1, . . . , 1) est précisément le support du jacobien torique
JT(g) = x1 · · ·xnJ(g), donc inclus dans ∆ comme vu dans la preuve du Lemme 3.6.
Puisque les gi sont des polynômes (c'est ici qu'apparaît la diérence coordonnées
anes-coordonnée toriques), le polytope supp (J(g)) + (1, . . . , 1) ne rencontre pas
les axes de coordonnées. Il sut donc que λ ∈ δ∆i et ne rencontre pas les facettes
de δ∆i ne contenant pas l'origine pour que l'égalité précédente soit réalisée. Dans
notre situation, V est d'intersection propre avec Hσ et
TrV tm = Res
[
xσλ(m)dlσ1 ∧ · · · ∧ dfσn








d'après la Proposition 3.3, où λ(m) désigne le vecteur des coordonnées de m dans la
base de σ̌∩Zn. Puisque les degrés sont très amples (semi-ample essentiel surait),
le raisonnement précédent s'applique aux polytopes ∆1,σ, . . . ,∆n,σ associés aux





xσλ(m)dlσ1 ∧ · · · ∧ dfσn
lσ1 , . . . , [l
σ
i ]
δ+1, . . . , lσk , f
σ
k+1(x




On a donc ∂(δ)aiσ [TrV (tm)] = 0 dès que λ(m) ∈ δ∆i,σ et ne rencontre pas les facettes
ne contenant pas l'origine. Ceci ce se traduit par
m ∈ δ × (Pi − siσ) \
⋃
ρ/∈σ(1)
δ × (P ρi − siσ) ,
soit encore
m ∈ δ × intσ(Pi − siσ) ,
ce qui nit la preuve du point 1 puisque ∂(δ)aiσTrV (tm) = 0 ⇒ degaiσTrV (tm) ≤ δ−1.
Par dénition la fonction support du diviseur Dm := div(tm) (Sous-section 1.2.6)
est dénie par ΨDm(ηρ) =< m, ηρ >, ∀ρ ∈ Σ(1) et
m ∈ δ × intσ(Pi − siσ) ⇐⇒
{
ΨDm(ηρ) ≥ ΨδDi(ηρ)− < δsiσ, ηρ >, ρ ∈ σ(1)
ΨDm(ηρ) > ΨδDi(ηρ)− < δsiσ, ηρ >, ρ /∈ σ(1).
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Si ρ ∈ σ(1), on a ΨDi(ηρ) − siσ(ηρ) = 0 et la première condition est vérié pour
tout m ∈ σ̌. L'entier δiσ(m) est donc le plus petit des entiers pour lequel
ΨDm > (δ + 1)ΨDi,σ sur |Σ| \ σ.
(puisque Di est très ample, l'entier δ existe puisque ΨDi prend des valeurs stric-
tement négatives sur |Σ| \ σ). Si D est eectif et globalement engendré sur X son
représentant Dσ est eectif, à support dans Hσ (Lemme 1.5). Toute section globale
f ∈ OX(Dσ) a son support inclus dans le polytope PDσ ⊂ σ̌ associé à Dσ et la
condition
ΨDσ > (δ + 1)ΨDi,σ sur |Σ| \ σ
implique ΨDm(ηρ) > (δ + 1)[ΨDi(ηρ)− < siσ, ηρ >], ρ /∈ σ(1) pour tout m ∈ PDσ ,
ce qui montre le point 2. On peut noter que l'entier δiσ(m) est le plus petit entier δ
tel que le (δ + 1)Pi-homogénéïsé de tm+(δ+1)siσ soit divisible par
∏
ρ/∈σ(1) xρ, c'est-
à-dire identiquement nul sur l'hypersurface à l'inni Hσ = X \ Uσ. ¤
Proposition 3.7 On a les assertions suivantes :
1. soit σ ∈ Σ(n) tel que dim(V ∩ Hσ) < dimV . Pour tout i = 1, . . . , k,
pour tout r ∈ N et pour tout cône maximal σ′ ∈ Σ(n), la fonction
rationnelle TrV (tr(siσ′−siσ)) est polynômiale en aiσ de degré au plus r :
degaiσTrV (t
r(siσ′−siσ)) ≤ r;
en particulier, la trace des monômes σ-extrémaux de Pi est ane en
les coecients σ′-extrémaux de Li ;
2. il y a égalité si l'intersection V ∩ div0(t(siσ′−siσ))∩Hσ est de dimension
k − 2 ; c'est en particulier le cas si V intersecte proprement toutes les
orbites de X.
Preuve. Pour le point 1, il sut de constater que δiσ(r(siσ′−siσ)) = r. On montre
le point 2. Il sut de trouver a0 ∈ RegV (X∗) pour lequel
∂(r)aiσ [TrV (t
r(siσ′−siσ))](a0) 6= 0
pour que le degré soit r. On considère le paramètre a0i := (0, . . . , 0, aiσ′ , 0, . . . , 0)
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et l'hypothèse
dim(V ∩ div0(t(siσ′−siσ)) ∩Hσ) = k − 2
implique que l'intersection V ∩C(a1,...,a0i ,...,ak) est incluse dans U
σ (donc nie) pour
a1, . . . , ai−1, ai+1, . . . ak génériques, de cardinal N = MV (P1, . . . , Pn) en prenant





tr(siσ′−siσ)dlσ1 ∧ · · · ∧ d(lσi ) ∧ · · · ∧ dfσn
lσ1 , . . . , (l
σ
i )
r+1, . . . , lσk , f
σ











dlσ1 ∧ · · · ∧ d(lσi )r+1(a0i ) ∧ · · · ∧ dfσn
lσ1 , . . . , (l
σ
i )
r+1(a0i ), . . . , l
σ








où N 6= 0, ce qui termine la preuve. ¤
Corollaire 3.6 Soit f ∈ H0(X,OX(rDi)). Si l'intersection V ∩ (X \ T) est
propre, on a la majoration
degaiσTrV (f
σ) ≤ r
pour tout r ∈ N et tout cône maximal σ, où fσ := t−rsiσf ∈ C[σ̌ ∩ Zn], avec
égalité pour f générique.
Preuve. Le polynôme de Laurent fσ est supporté par r × (Pi − siσ). Or
sup{δiσ(m) ; m ∈ r × (Pi − siσ)} = r,
ce qui donne l'inégalité d'après la proposition précédente. Toujours d'après cette
même proposition, il sut que rsiσ′ ∈ supp (f) pour un cône maximal σ′ 6= σ
et que l'intersection div0h ∩ V soit propre pour avoir égalité, ce qui est bien une
condition générique si V intersecte proprement les orbites de X. ¤
Avant d'en venir aux problèmes d'inversion du théorème d'Abel, il semble
important de s'intéresser aux équations diérentielles qui interviennent dans
les calculs de traces.
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3.4 Equations diérentielles associées à une fa-
mille de brés
Les coecients des formes traces sont liés par des équations diérentielles
du type équations d'onde de choc déjà fortement impliquées dans le cas
X = Pn.
On xe une famille (L1, . . . , Lk) essentielle semi-ample sur une variété torique
compacte lisse X. On note X∗ le (L1, . . . , Lk)-dual de X.
3.4.1 Les équations d'onde de choc
Soit a0 ∈ Reg (X∗) et V ∈ C0r (X ; Ca0) un unique germe irréductible lisse
d'ensemble analytique de dimension r ≤ k et de (L1, . . . , Lk)-degré 1. Quitte
à perturber a0, on peut supposer que le germe dual V ∗ ∈ C0(X∗, a0) (de




a 7−→ p(a) := V ∩ Ca.
Puisque dega0V = 1, on a C(IV ) ' C(V ∗) (Proposition 2.6) et
q∗V (pV ∗(Op(a0),V )) ' φ∗V (Op(a0),X) ⊂ Oa0,V ∗ .
La proposition suivante permet de caractériser ce sous-anneau. On note
p(a) = (T1(a), . . . , Tn(a))
les coordonnées toriques de p(a), où Tj(a) = tj(p(a)) = φ∗V (tj).
Proposition 3.8 Si V ⊂ T, on a la caractérisation :
f̃ ∈ qV ∗(p∗V (Op(a0),V )) ⇐⇒ (Tm∂aim′ f̃ − Tm
′
∂aim f̃)|V ∗ = 0 (3.5)
pour tout i = 1, . . . , k, tout m, m′ ∈ Pi.
La preuve s'appuie sur le lemme qui suit, extension au cas torique du lemme
de Darboux (équation d'onde de choc) utilisé dans le cas projectif.
Si V ⊂ Uσ, σ ∈ Σ(n) on note
p(a) = (Xσ1 (a), . . . , X
σ
n (a)) := (x
σ
1 (p(a)), . . . , x
σ
n(p(a)))
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les coordonnées anes de p(a) avec, pour ξ = (ξ1, . . . , ξn) ∈ Zn
(Xσ)ξ(a) := (Xσ1 )
ξ1(a) · · · (Xσn )ξn(a) .
L'application λ : M −→ Zn associe à m ∈M ses coordonnées dans la Z-base
du semi-groupe libre σ̌ ∩ Zn.
Lemme 3.7 On a les deux assertions suivantes.
1. Si V ⊂ Uσ, les germes analytiques Xσj ∈ Oa0,X∗, j = 1, . . . , n, vérient
sur V ∗ le système diérentiel suivant :
∀ i = 1, . . . , k, ∀m ∈ Pi, ∂aimXσj = Xσλ(m−siσ)∂aiσXσj . (3.6)
2. Si V ⊂ T, les germes analytiques Tj ∈ Oa0,X∗, j = 1, . . . , n, vérient
sur V ∗ le système diérentiel suivant :
∀ i = 1, . . . , k, ∀m, m′ ∈ Pi ∩ Zn, Tm∂aim′Tj − Tm
′
∂aimTj = 0. (3.7)
Preuve. 1. L'expression (3.6) a un sens puisque
a ∈ V ∗ ⇒ p(a) ∈ Uσ et m ∈ Pi ⇒ xσλ(m−siσ) ∈ OX(Uσ).
Pour p = (xσ1 (p), . . . , xσn(p)) ∈ Uσ, on a
a ∈ qX(p−1X (p)) ⇐⇒ aiσ = −
∑
m∈Pi , m 6=siσ
aim(xσ)λ(m−siσ)(p) ∀i = 1, . . . , k.
On note ai,[σ] le vecteur (aim)m∈Pi , m6=siσ , i = 1, . . . , k. Si p ∈ V , la fonction





a1m(xσ)λ(m−s1σ)(p), · · ·





associe à a ∈ V ∗ voisin de a0 la j-ème coordonnée (exprimée dans la carte Uσ) de
l'unique point de l'intersection V ∩Ca, ce avec la condition p ∈ Ca. Si p ∈ V , cette
fonction est donc constante sur V ∗ :
Xp,j(a) = xσj (p) ∀ a ∈ V ∗, ∀p ∈ V ;
en dérivant par rapport à aim, on obtient les égalités :
∂aimX
σ
j − (xσ)λ(m−siσ)(p) ∂aiσXσj = 0, ∀ p ∈ V.
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Or, a ∈ V ∗ ⇒ (Xσ1 (a), · · · , Xσn (a)) ∈ V et on peut remplacer (xσ)λ(m−siσ)(p) par
(Xσ)λ(m−siσ)(a) dans l'expression précédente ce qui montre 1.

















j − (Xσ)λ(m)∂aim′Xσj , ∀ j = 1, . . . , n.
Puisque V ⊂ T, on a tm ∈ Op(a0),X et l'égalité (xσ)λ(m)|T = tm donne (3.7). ¤
On prouve maintenant la Proposition 3.8.
Preuve. Si f = f(t1, . . . , tn) ∈ Op(a0),X , son pull-back φ∗V (f) = f(T1, . . . , Tn) par

















ce qui montre le sens direct.
Soit f̃ ∈ Oa0,V ∗ qui vérie 3.5. Le germe holomorphe q∗V (f̃) ∈ O(p(a0),a0)(IV ) admet
comme représentant la fonction obtenue en remplaçant aim par sa valeur modulo
li(a, t) dans l'expression locale de f̃ . Le fait que f̃ vérie 3.5 sur V ∗ équivaut à ce
que le germe q∗V (f̃) soit constant sur les bres de pV et redescende en une fonction
f ∈ Op(a0),V qui vérie f̃ = φ∗V (f) = qV ∗(p∗V f) par construction. ¤
On appelle les équations aux dérivées partielles 3.5 les équations d'onde de
choc associées aux brés L1, . . . , Lk.
3.4.2 Le lemme de prolongement
Soit (L1, . . . , Lk) une famille semi-ample essentielle, U un ouvert (L1, . . . , Lk)-
concave connexe et V ∈ Ek(U) un sous-ensemble analytique fermé irréduc-
tible, non dégénéré, localement intersection complète. On xe Φ une k-forme
méromorphe sur V .
D'après le Lemme 3.5), on peut choisir une carte Uσ dans laquelle l'intersec-
tion V ∩Ca a lieu pour a générique (en dehors d'un sous-ensemble analytique
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de U∗ de codimension au moins 1). On note
U∗V,Φ,σ := RegV (U
∗) \ {(WΦ)∗ ∪ (V ∩Hσ)∗}
l'ouvert dense de U∗ dans lequel l'expression de la trace est donnée par (3.3).
On note Φσ l'expression locale de Φ en xσ, fσk+1, . . . , fσn les équations locales
de V au voisinage de V ∩Ca. Puisque Φ est de degré maximal sur V , on peut









σ), . . . , lσk (ak, x









où dam désigne la k-forme ∧ki=1daimi .
Lemme 3.8 Si m ∈ ((P1 + · · · + Pk) + σ̌) ∩ Zn, on a wm ∈ C(U∗). Si
dim(V ∩X \ T) < dimV , on a wm ∈ C(U∗) pour tout m ∈M .
Preuve. On a wm ∈ C(U∗) pour tout m ∈ P1 + · · ·+Pk d'après la Proposition 3.1
et la représentation précédente. Si m′ ∈ σ̌ ∩ Zn, la fonction rationnelle tm′ est
holomorphe sur Uσ et tm
′







et les fonctions wm1+···+mk+m′ sont méromorphes d'après la Proposition 3.1, et ce
pour tout m′ ∈ σ̌∩Zn, ce qui montre la première partie. Si V intersecte proprement
X \T, les formes tm′Φ sont méromorphes sur V pour tout m′ ∈ M , et le théorème
d'Abel permet à nouveau de conclure. ¤
Proposition 3.9 Pour tout i ∈ {1, . . . , k}, toutm ∈ Pi, et pour tout m′ dans
la somme (P1 + · · · + Pk + σ̌) ∩ Zn, les fonctions wm vérient les équations
diérentielles suivantes :
∂aimwm′ = ∂aiσ [wm+m′−siσ ]. (3.8)
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Preuve. Les fonctions wm′ et wm+m′−siσ sont méromorphes d'après la proposition










lσ1 (a1, xσ) · · · lσk (ak, xσ)fσk+1 · · · fσn
où ε = (ε1, . . . , εn) et Γ(ε) = {|lσ1 | = ε1, . . . , |lσk | = εk, |fσk+1| = εk+1, . . . , |fσn | = εn}.
Puisque le numérateur est par hypothèse holomorphe au voisinage de V ∩Ca pour
tout a ∈ U∗V,Φ,σ, cette intégrale ne dépend pas de ε pour les εi susament petits
par le théorème de Stokes, et converge uniformément pour tout a dans un compact












lσ1 · · · (lσi )2, . . . , lσkfσk+1 · · · fσn












lσ1 · · · (lσi )2 · · · lσkfσk+1, . . . , fσn
= ∂aiσ [wm+m′−siσ ]
puisque ∂aiσ [lσi ] = 1. ¤
Remarque 3.5 La forme Φ étant de degré maximal sur V , le courant Φ∧ [V ] est d-fermé
en dehors de WΦ. Puisque la trace commute avec d, on a
d(TrV Φ) = 0 ∀a ∈ U∗ \W ∗Φ.
Les équations diérentielles (3.8) sont l'interprétation de cette condition de fermeture,
dans l'ouvert dense U∗V,Φ,σ ⊂ U∗ \W ∗Φ.
L'intérêt majeur de la proposition précédente est le Lemme de prolongement
suivant :
Lemme 3.9 Si la k-forme TrV (Φ) est rationnelle en aiσ, alors pour tout
K ∈ N et pour tout polynôme de Laurent f ∈ C[t1, t−11 , . . . , tn, t−1n ] supporté
par K × (Pi − siσ), la trace
TrV (fΦ) ∈Mk(U∗)
est rationnelle en aiσ.
Equations diérentielles associées à une famille de brés 131
Preuve. Par hypothèse, V intersecte proprement Hσ = X \ Uσ et TrV (fΦ) ∈
Mk(U∗) pour tout polynôme de Laurent supporté dans K(Pi − siσ) ⊂ σ̌.
Pour prouver la seconde assertion, on peut se restreindre par linéarité au cas mo-








On montre par récurrence sur K que les fonctions wM+m sont rationnelles en aiσ,
pour tout M ∈ P1 + · · ·+Pk et tout m ∈ K(Pi−siσ)∩Zn. Pour K = 0, c'est notre
hypothèse de départ. Soit m ∈ (K + 1)(Pi − siσ). Par hypothèse, on a :
m = m′ + mi − siσ, m′ ∈ K(Pi − siσ) ∩ Zn, mi ∈ Pi;
Soit M ∈ P1 + · · ·+ Pk. D'après (3.8), on a :
∂aiσ [wm+M ] = ∂aiσ [wM+m′+mi−siσ ] = ∂aimi wm′+M .
Puisque m′ ∈ K(Pi−siσ), la fonction wm′+M est coecient de la forme TrV (tm′Φ),
donc un élément de C(U∗) rationnel en aiσ par hypothèse de récurrence. Il reste à
montrer que la fonction wm+M ne peut pas avoir de pôles simples en aiσ. On utilise
la même astuce que dans le cas projectif : si ∂aiσ [wm+M ] = 0, c'est ni. Dans le cas
contraire, on peut trouver c ∈ C∗ tel que les fonctions wm+M et wm′+M + cwm+M
soient C-linéairement indépendantes. On a :
∂aiσ [wm′+M + cwm+M ] = ∂aiσ [wm′+M ] + c ∂aimi [wm′+M ] = ∂aiσ+caimi [wm′+M ]
et la fonction ∂aiσ [wm′+M + cwm+M ] admet deux primitives linéairement indépen-
dantes (wm′+M + cwm+M et wm′+M ) dans deux directions linéairement indépen-
dantes (aiσ et aiσ +c aimi). Elle ne peut donc avoir de pôles d'ordre 1 en aiσ dans sa
décomposition en éléments simples. La primitive d'une fonction rationnelle ayant
un pôle d'ordre au moins 2 étant encore rationnelle, la fonction wm′+M + cwm+M
est rationnelle en aiσ. Ainsi wm+M l'est, ce qui conclut à la validité de la seconde
assertion du lemme au rang K + 1. ¤
Remarque 3.6 Il est important que f soit supportée dans le sous-réseau engendré par
Pi. C'est seulement dans ce cas que les variations des formes TrV (fΦ) et TrV Φ en les
coecients aimi peuvent être mises en relation.
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Corollaire 3.7 Sous les mêmes hypothèses, si la forme TrV Φ est rationnelle
en aiσ pour tout i = 1, . . . , k, alors TrV fΦ est rationnelle en aiσ pour tout i =
1, . . . , k dès que




Si dim(V ∩ X \ T) < dimV , la rationalité de TrV Φ en les coecients σ-
extrémaux pour tout cône σ ∈ Σ(n) entraîne la rationalité de TrV (fΦ) en les








, K ∈ N ,
où Di est le T-diviseur associé au bré Li.
Preuve. Si m ∈ ⋂ki=1(Pi − siσ), on a m + siσ ∈ Pi pour tout i = 1, . . . , k, et
le lemme précédent permet de conclure à la rationalité des traces TrV fΦ en les
coecients σ-extrémaux pour chacun des brés L1, . . . , Lk pour tout polynôme
de Laurent f supporté par
⋂k
i=1(Pi − siσ). On étend facilement par récurrence ce
résultat pour tout f supporté par R+ ×⋂ki=1(Pi − siσ) ∩ Zn.
Si V intersecte proprement X \ T, la restriction à U de tout polynôme de
Laurent est méromorphe sur V . Dans ce cas le Lemme 3.9 de prolongement est
valide pour tout f de support inclus dans Z × (P1 ∩ · · · ∩ Pk) ; pour un tel f , il
existe des entiers K1, . . . , Kk tels f ∈ H0(X,OX(KiDi)), i = 1, . . . , k. ¤
3.5 Algèbre linéaire
Soit (L1, . . . , Lk) une famille semi-ample essentielle et U ⊂ X un ouvert
(L1, . . . , Lk)-concave connexe. On xe V ∈ Ek(U) un sous-ensemble analy-
tique fermé de dimension k de U , de degré
N = [C(IV ) : C(V ∗)]




Pour tout a0 ∈ RegV (U∗), l'intersection V ∩Ca0 est transverse, constituée
de N points distincts {p1(a0), . . . , pN(a0)}. Par le théorème des fonctions
implicites, il existe un voisinage U∗a0 de a0, N voisinages Ui ⊂ U de pi(a0),





a 7−→ pi(a) := (V ∩ Ui) ∩ Ca;
pour i = 1, . . . , N .
À toute fonction f holomorphe au voisinage de Ca ∩ V peut-être associé le
polynôme :
Pf = Y
N − σN−1(f)Y N−1 + · · ·+ (−1)Nσ0(f) ∈ Oa0,X∗ [Y ]
déni par
Pf (Y ) =
N∏
i=1
(Y − φ∗i f).
Lemme 3.10 Soit f ∈ C(V ). On a les deux points suivants :
1. le polynôme Pf est un élément de C(U∗)[Y ] et ne dépend pas du choix
de a0 ∈ RegV (U∗) pour le dénir ;
2. la fonction Pf (f) ∈ C(U×U∗) est nulle sur la sous-variété IV ⊂ U×U∗ .
On appelle Pf le polynôme caractéristique de f .
Preuve. D'après la théorie des polynômes symétriques, les germes holomorphes
σj ∈ Oa0,X∗ sont des polynômes de degré j en les sommes des puissances lième des







f l(pi) = TrV (f l) ∀l ∈ N.
Si f ∈ C(V ), ces fonctions sont méromorphes dans U∗ par le théorème d'Abel, d'où
Pf ∈ C(U∗)[Y ]. La construction de Pf ne dépend pas du choix de a0 par unicité
du prolongement analytique.
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D'après le point précédent, on a bien Pf (f) ∈ C(U ×U∗). Pour tout a ∈ U∗a0 , on a
(x, a) ∈ IV ⇐⇒ ∃i ∈ {1, . . . , N} x = pi(a)
et la fonction Pf (f) est par construction identiquement nulle sur q−1U (U∗a0) ∩ IV .
Par hypothèse, l'ensemble q−1U (U∗a0) ∩ IV est un ouvert de IV rencontrant chacune
des branches irréductibles de IV . On a donc Pf (f) = 0 sur IV par unicité du
prolongement analytique. ¤
Si f, g ∈ C(V ), on a Pf = Pg si et seulement si (f − g)|V ∩Ca = 0 pour tout
a dans un ouvert de U∗. Ceci implique que f − g s'annule sur un ouvert
de V , donc sur V puisque U est concave connexe et Ca rencontre toutes les
branches irréductibles de V . On peut ainsi dénir une application injective
ΨV : C(V ) −→ C(U∗)[Y ]
f 7−→ Pf .
Lien avec les équations d'onde de choc
Les coecients de Pf sont solutions d'un système diérentiel particulier,
lié aux équations diérentielles (3.5) vériées par les germes holomorphes
φ∗i (f). Pour tout m ∈ Zn, on note Pm le polynôme caractéristique de tm et
σ0(m), . . . , σN−1(m) ses coecients.
Proposition 3.10 Pour tout m,m′ ∈ Pj, le polynôme caractéristique Pm−m′
vérie le système diérentiel suivant :
∂ajm [Pm−m′(Y )]− Y ∂ajm′ [Pm−m′(Y )] = −∂ajm′ (TrV (tm−m
′
))Pm−m′(Y ). (3.9)



















pour tout a ∈ RegV (U∗), puisque m,m′ ∈ Pj . On en déduit la relation
∂ajm [Y − tm−m
′




















Il n'est pas dur de voir que le coecient de proportionalité entre ces deux poly-
nômes en Y (qui sont de même de degré) est −∂ajm′ [σN−1(m−m′)]. Le coecient
σN−1(m −m′) correspond à la somme des racines de Pm−m′ , c'est-à-dire la trace
de tm−m′ sur V . ¤













(p) = TrV (t
m−m′)
sont reliées par les équations diérentielles
∂ajm [σ0(m−m′)] = σ0(m−m′) ∂ajm′ [σN−1(m−m′)]
pour tout i = 1, . . . , n, j = 1, . . . , k.
Preuve. Ceci résulte de l'identication des coecients constants dans l'égalité des
polynômes (3.9). ¤
Réduction au calcul résiduel d'une variable
L'application qV : IV → V ∗ est surjective, revêtement ramié de degré
N en dehors d'un sous-ensemble analytique de codimension au moins deux
dans U∗. Ainsi, le morphisme de corps
q∗V : C(V ∗) → C(IV )
est injectif et on peut identier le corps de fonctions C(V ∗) avec q∗V (C(V ∗)).
Le corps C(IV ) est une extension algébrique de degré N de C(V ∗), avec
l'égalité V ∗ = U∗, puisque V est supposé non dégénéré de dimension k dans
l'ouvert connexe U .
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Preuve. On a l'égalité
Res
[









Cette expression est égale à la somme des valeurs de la fonction Y l en les zéros de
Pf . Si a ∈ RegV (U∗), les zéros de Pf sont précisément les valeurs de f en les points
de V ∩ Ca, d'où
Res
[






f(p)l = TrV (f l)
ce qui montre le lemme par unicité du prolongement analytique. ¤.
Le polynôme caractéristique de f permet de se ramener au calcul résiduel
d'une variable.
Si f ∈ C(V ), on note [f ] := p∗V f ∈ C(IV ) la classe de p∗U(f) ∈ C(IX) dans
C(IV ). Il est clair que [f1] + [f2] = [f1 + f2] et [f1f2] = [f1][f2].
Lemme 3.12 Si Pf est sans facteur multiple dans sa décomposition en élé-
ments irréductibles dans C(U∗)[Y ], la famille
[1], [f ], . . . , [fN−1]
est une base du C(U∗)-espace vectoriel C(IV ), avec l'isomorphisme
C(IV ) ' C(U∗)[Y ]/Pf (Y ).
Preuve. Toute relation
α0 + α1[f ] + · · ·+ αN−1[fN−1] = 0
pour α = (α0, . . . , αN−1) ∈
[
C(V ∗)
]N \ {(0, . . . , 0)} implique l'égalité
N−1∑
j=0















(−1)N−j+1σj(f)× [f j ],












αjTrV (f j+r) = 0, ∀r ∈ N.
Par le théorème de dualité, on a
∑N−1
j=0 αjY
j∂Y (Pf ) ∈ (Pf ). Puisque Pf ∈ C(U∗)[Y ]
est sans facteur multiple, on a forcément
∑N−1
j=0 αjY
j ∈ (Pf ), d'où α = (0, . . . , 0).
Les vecteurs [1], [f ], . . . , [fN−1] forment donc un système libre sur C(U∗) = C(V ∗)
et constituent une base pour des raisons de dimension.
D'après le Lemme 3.10, le polynôme Pf est dans le noyau du morphisme d'algèbre
C(V ∗)[Y ] −→ C(IV )
Q(Y ) 7−→ Q([f ]).
D'après le point précédent, cette application est surjective puisque [f ] engendre
C(IV ) en tant que C(V ∗)-algèbre. Le C(V ∗)-espace vectoriel C(V ∗)[Y ]/Pf (Y ) étant
de dimension N , il est isomorphe à C(IV ). ¤
Le polynôme caractéristique d'une fonction f prenant des valeurs distinctes
(nies) en les points
p1(a0), . . . , pN(a0)
est réduit sur Oa0,X∗ [Y ], donc a fortiori sur C(V ∗)[Y ], et permet de dénir
une base [1], . . . , [fN−1] de C(IV ) sur C(V ∗). On se xe désormais un tel
élément f ∈ C(V ).
3.5.2 La forme bilinéaire trace
L'application C-bilinéaire
C(V )× C(V ) : −→ C(V ∗)
(h1, h2) 7−→ TrV (h1h2)
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s'étend naturellement en une application C(V ∗)-bilinéaire
b : C(IV )× C(IV ) −→ C(V ∗)
dénie par :
b([f i], [f j]) := TrV (f
i+j), 0 ≤ i, j ≤ N − 1.
On appelle b la forme bilinéaire trace associée à la famille (L1, . . . , Lk). On
note
Bf := (TrV (f
if j))0≤i,j≤N−1 ∈MN(C(U∗))
la matrice de b dans la base [1], . . . , [fN−1].
Lemme 3.13 On a les deux points suivants concernant la matrice Bf :




1 1 . . . 1
f(p1(a)) f(p2(a)) . . . f(pN(a))
... ... ... ...
fN−1(p1(a)) fN−1(p2(a)) . . . fN−1(pN(a))


et Dtf désigne la matrice transposée de Df .












































|V (Lemme 3.10), d'où les égalités
∑N−1
j=0 TrV (σjf
r+j) = TrV fN+r
pour tout r ∈ N. ¤
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Corollaire 3.9 L'application bilinéaire trace est non dégénérée.
Preuve. La matrice Df est la matrice de Vandermonde du polynôme Pf , de
déterminant
∏
0≤i<j≤N−1(f(pi)− f(pj)) ∈ Oa0,X∗ , d'où l'égalité (dans Oa0,X∗)
detBf = Π0≤i<j≤N−1(f(pi)− f(pj))2
avec det Bf ∈ C(V ∗). Ainsi, detBf = 0 si et seulement si Pf n'est pas réduit dans
Oa,X∗ pour a ∈ RegV (U∗) quelconque, ou, de manière équivalente, si et seulement
si p∗U (f) est constante sur une des branches irréductibles de IV . Puisque V n'est
pas dégénéré, il existe une fonction méromorphe f ∈ C(V ) prenant des valeurs dis-
tinctes en les N points distincts p1(a), . . . , pN (a), pour a voisin de a0 ∈ RegV (U∗).
On a alors det Bf ∈ C(U∗) \ {0} et b n'est pas dégénérée sur C(V ∗).
3.5.3 L'endomorphisme de multiplication
Toute fonction g ∈ C(V ) induit un endomorphisme mg ∈ End(C(IV )) sur
le C(V ∗)-espace vectoriel C(IV ) via






que l'on appelle l'endomorphisme de multiplication induit par g. On note
Mg,f la matrice de mg dans la base ([1], . . . , [fN−1]).
Lemme 3.14 L'application
Φf : C(V ) −→ MN(C(V ∗))
g 7−→ Mg,f
est un homomorphisme injectif d'algèbres.
Preuve. Soient h1, g1, h2, g2 ∈ C(V ). On a naturellement
mh1g1+h2g2([f
i]) = [(h1g1 + h2g2)f i] = [h1].([g1][f i]) + [h2].([g2][f i]) ,
ce qui fait de Φf un morphisme d'algèbres. On a Mg1,f = Mg2,f si et seulement si
[g1][f j ] = [g2][f j ] j = 0, . . . , N − 1 ,
ce qui implique TrV ((g1 − g2)f j) = 0, j = 0, . . . , N − 1, soit g1 − g2 = 0 (dans
C(V )) d'après le Corollaire 3.9. ¤
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Remarque 3.7 On peut remarquer les deux points suivants :
1. Φf (C(V )) est une sous-algèbre commutative de MN (C(V ∗)) puisque mg1 ◦mg2 =
mg1g2 = mg2g1 = mg2 ◦mg1 ;
2. si f ′ ∈ C(V ) dénit une autre base de C(IV ), les sous-algèbres Φf (C(V )) et
Φf ′(C(V )) sont conjuguées dans MN (C(V ∗)) :
Mg,f = PMg,f ′P−1 ∀g ∈ C(V ),
où P ∈MN (C(V ∗)) est la matrice de changement de base.
Endomorphisme de multiplication, polynôme caractéristique et forme bili-
néaire trace sont liés par la
Proposition 3.11 Le polynôme caractéristique de mg coïncide avec le poly-
nôme caractéristique de g :
det(Y IdN −Mg,f ) = Pg(Y ).








TrV (gf i+j) = b([f i], [gf j ]) = b([f i],mg([f j ]) , 0 ≤ i, j ≤ N − 1 ,
la matrice Bg,f est la matrice de l'application bilinéaire bg, composée de l'applica-
tion bilinéaire trace avec l'endomorphisme de multiplication induit par g dans la
base ([1], . . . , [fN−1]) d'où l'égalité
Bg,f = Bf ·Mg,f
(l'ordre est important). Quitte à perturber a0, on peut supposer g holomorphe au
voisinage de V ∩Ca0 . Dans ce cas, la matrice Bg,f se factorise dans MN (Oa0,X∗) :





g(p1) g(p1)f(p1) . . . g(p1)fN−1(p1)
g(p2) g(p2)f(p2) . . . g(p2)fN−1(p2)
... ... . . . ...
g(pN ) g(pN )f(pN ) . . . g(pN )fN−1(pN )

 ∈MN (Oa0,X∗) .
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On en déduit l'égalité
Df,g = Dtf ·Mg,f
puisque Bf = Df ·Dtf (Lemme 3.13) et Df est inversible (det(Df )2 = detBf 6= 0,
Corollaire 3.9). On a donc









Y − g(p1) (Y − g(p1))f(p1) . . . (Y − g(p1))fN−1(p1)
Y − g(p2) (Y − g(p2))f(p2) . . . (Y − g(p2))fN−1(p2)
... ... . . . ...




det(Y I −Mg,f ) =
N∏
i=1





soit encore det(Y I −Mg,f ) = Pg(Y ). ¤
Corollaire 3.10 On a les deux assertions suivantes :
1. pour a en dehors d'un sous-ensemble analytique de codimension 2 de
U∗, les valeurs propres de mg (comptées avec multiplicités) coïncident
avec les valeurs de g en les points de V ∩Ca (comptés avec multiplicité) ;
2. on a
TrV g = tr (Mg,f )∏
p∈V ∩Ca
g(p) = detMg,f
où tr (Mg,f ) désigne la trace de la matrice Mg,f .
Preuve. Puisque V n'est pas dégénéré, l'ensemble V ∩ Ca est ni pour a en
dehors d'un sous-ensemble analytique de codimension au moins deux d'après le
Lemme 2.11. Le corollaire découle alors immédiatement de la proposition précé-
dente. ¤
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Remarque 3.8 Le générateur de l'idéal principal
I := {Q ∈ C(V ∗)[Y ] ; Q(mg) = 0 comme élément de End(C(IV ))}
est le polynôme minimal associé à l'endomorphisme mg ; il coïncide avec Pg si et seulement
si les valeurs propres de mg sont distinctes, c'est-à-dire si
g(pi(a)) 6= g(pj(a)) ∀ i, j , 1 ≤ i, j ≤ N , i 6= j ,
pour a dans un ouvert arbitrairement petit de l'ouvert connexe U∗. Il est équivalent de
dire que le polynôme Pg est réduit dans MN (Oa,X∗) pour un a ∈ RegV (U∗) quelconque
pour lequel g est holomorphe au voisinage de V ∩Ca. Le polynôme minimal de la fonction
multivaluée g(pj) (vue comme élément dans la clôture algébrique du corps C(V ∗)) divise
évidemment Pg. Ces deux polynômes coïncident si et seulement si g(pj) est un élément
primitif pour l'extension [C(IV ) : C(V ∗)], ou encore si et seulement si Pg est irréductible
dans C(V ∗)[Y ].
Proposition 3.12 On a les deux propriétés suivantes :
1. pour tout h ∈ C(V ), on a la relation
(










2. si a0 ∈ RegV (U∗) et g est holomorphe au voisinage de l'ensemble ni
Ca0 ∩V , la matrice Mg,f est diagonalisable dans MN(Oa0,X∗) et admet
les vecteurs
w = (1, f(pi), . . . , f
N−1(pi)) i = 1, . . . , N
pour vecteurs propres à gauche (Mg,fwt = λwt) associés aux valeurs
propres λ = g(p1), . . . , g(pN).
Preuve. 1. De l'égalité Bg,f = Bf ·Mg,f (voir preuve de la Proposition 3.11), on
déduit les relations
(




TrV (f i), . . . , TrV (f i+N−1)
)
·Mg,f ,
entre les vecteurs lignes de Bg,f et ceux de Bf pour i = 0, . . . , N − 1. Si h ∈ C(V ),
on a une écriture unique [h] =
∑N−1
0 αi[f
i], où αi ∈ C(V ∗) et
(







TrV (hf i), . . . ,TrV (hf i+N−1)
)
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En utilisant les relations précédentes, on obtient l'égalité voulue par linéarité.
2. On reprend les notations de la preuve de la Proposition 3.11. Un calcul rapide
montre l'égalité de matrices (dans MN (Oa0,X∗))
M ′g,f ·Dtf = Dg,f
où M ′g,f est la matrice diagonale


g(p1) 0 . . . 0
0
. . . . . . 0
0
. . . . . . 0




En multipliant l'égalité précédente par (Dtf )−1, on obtient
M ′g,f = Dg,f · (Dtf )−1 = Dtf ·Mg,f · (Dtf )−1.
La matrice de l'endomorphisme mg est donc diagonale dans la base constituée des
vecteurs lignes de Dtf ce qui montre le point 2. ¤
Remarque 3.9 Comme dans la preuve du Lemme 3.13 (volet 2), il n'est pas dicile de
montrer l'égalité
(








Base monomiale mixte associée à une famille de n polytopes
Soit (L1, . . . , Ln) une famille essentielle semi-ample de brés sur X de
polytopes P1, . . . , Pn, et P := P1 + · · ·+Pn. On xe une sous-variété irréduc-
tible V = {Fk+1 = · · · = Fn = 0} de type (Lk+1, . . . , Ln) que l'on suppose
transverse aux orbites de codimension 1. Pour a ∈ X∗ = X∗(L1, . . . , Lk)
générique, l'ensemble V ∩ Ca est inclus dans (C∗)n. Il est ni, de cardinal
N := MVn(P1, . . . , Pn).
On montre ici qu'il existe une base de C(IV ), intrinsèque à la famille de brés
(L1, . . . , Ln), qui ne dépend donc que du type de V .
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L'algèbre quotient
E =
C[t1, t−11 , . . . , tn, t−1n ]
(f1, . . . , fn)
est un C-espace-vectoriel de dimension N pour des polynômes de Laurent
génériques fi supportés par les Pi. On note I l'idéal (f1, . . . , fn) et V (I) la
sous-variété qu'il dénit.
Lemme 3.15 Il existe une base B = {e1, . . . , eN} de E formée de N mo-
nômes e1 = tm1 , . . . , eN = tmN , qui ne dépend que de la donnée des polytopes
P1, . . . , Pn ; on appelle une telle base base monomiale mixte associée aux brés
(L1, . . . , Ln).
Preuve. Voir [37]. La preuve (tout à fait constructive et implémentable algorith-
miquement) s'appuie essentiellement sur la construction de sous-divisions mixtes
cohérentes de P , associées à la décomposition P = P1 + · · ·+ Pn. ¤
Corollaire 3.11 La famille ([tm1 ], . . . , [tmN ]) ∈ (C(IV ))N est une base du
C(X∗)-espace vectoriel C(IV ).
Preuve. Une relation du type
∑
αj [tmj ] = 0 αj ∈ C(X∗)
implique que le déterminant de la matrice des traces B = (TrV (tmi+mj ))1≤i,j≤N
est nul. De manière analogue au Lemme 3.13, B se factorise dans MN (Oa0,X∗)
sous la forme B = D ·Dt, où
D = (tmi(pj(a)))1≤i,j≤N
et Dt est la transposée de D. Mais alors DetB = 0 =⇒ DetD = 0 pour tout
a ∈ X∗, contredisant le lemme précédent. ¤
Pour tout f ∈ C(V ), on note Mf la matrice respective de l'endomorphisme
de multiplication par f dans cette nouvelle base et







Proposition 3.13 Soit λ une valeur propre de Mf et p un point de V (I)
pour lequel f(p) = λ. Le vecteur propre à droite wλ qui vérie
wλ ·Mf = λwλ
est égal au vecteur
wλ = (p
m1 , . . . , pmN )
dont la i-ème coordonnée est égale à la valeur du i-ème vecteur de la base tmi
au point p ∈ V (I).
Preuve. Voir [11], Proposition 4.7 page 59. ¤
Ainsi, on obtient le
Lemme 3.16 Pour des fi génériques, la donnée d'un élément [h] ∈ E est
équivalente à la donnée des traces
Tr(tmitmj) , Tr (tmihtmj) , ∀i, j ∈ {1, . . . , N} .
Preuve. Pour les fi génériques, la matrice B est inversible. La matrice Mh est
déterminée par les traces citées ci-dessus :
Mh = B−1 ·Bh
et détermine uniquement les coordonnées de [h] dans la base ([tm1 ], . . . , [tmN ]). ¤
On note que la relation Mhg = Mh ·Mg permet d'établir la relation suivante :
Bh+g = Bh ·B−1 ·Bg.
Une formule d'inversion
On suppose la famille (L1, . . . , Lk) très ample et
V = {Fk+1 = · · · = Fn = 0}
une intersection complète semi-ample de type (Lk+1, . . . , Ln).
Lemme 3.17 Soit D ∈ Div(X) un T-diviseur eectif d'intersection propre
avec V . On a l'implication :
f ∈ OX(D) =⇒ Pf ∈ OX∗((D.V )∗)[Y ]
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Preuve. On note xD l'équation homogène de D. Toute fonction rationnelle f de
OX(D) s'écrit f = FxD , où F est homogène de degré [D]. Soit
Pf = Y N − σN−1(f) + · · ·+ (−1)N−1σ0(f).









La preuve de la Proposition 3.5 (qui traite le cas j = 1) s'adapte aux cas j =
1, . . . , N et σN−j(f) ∈ OX∗((D.V )∗) pour tout j. ¤










Preuve. Toute fonction rationnelle f ∈ C(V ) est restriction à V d'une fonction

























pour tout j ∈ {1, . . . , N}. On a alors :
(−1)N−1Y NPf ( 1
Y
) = σ0(f)Y N − σ1(f)Y N−1 + · · ·+ (−1)N−1
= σ0(f)Y N − σ0(f)σN−1( 1
f






(Y ) = (−1)N−1Y NPf ( 1Y )σ0( 1f ). ¤
Chapitre 4
Deux théorèmes d'inversion
On rappelle les deux théorèmes d'inversion de la partie 1. Soit X = P2,
muni des coordonnées homogènes [X0 : X1 : X2]. Toute droite projective
intersectant proprement la droite à l'inni X0 = 0 est la clôture de Zariski
dans P2 d'une droite ane Ca d'équation
Ca = {(x, y) ∈ C2 ; x = a1y + a0}
où (x = X1/X0, y = X2/X0) sont les coordonnées anes dans la carte ane






une collection de d germes d'hypersurfaces analytiques lisses transverses à la
droite "verticale" C0 = {x = 0} (donc incluse dans la carte U0) en N points
p1, . . . , pN distincts de C0.
Théorème (J. Wood, [39]) : Il existe une unique courbe algébrique V ⊂ P2
de degré N contenant v si et seulement si Trvy est ane en a0.
Théorème (Henkin-Passare, [31]) : Soit Φ ∈ Ω1(v) une 1-forme ho-
lomorphe sur v. Il existe une unique courbe algébrique V ⊂ P2 de degré
N contenant v et Ψ ∈ M1(V ) avec Ψ|v = Φ, si et seulement si TrvΦ est
rationnelle.
On a vu dans la partie I comment le calcul résiduel orait une démonstra-
tion particulièrement algébrique de ces deux théorèmes dans le cas projectif,
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mettant en valeur le rôle joué par le coecient constant a0 (la rationalité
de la trace en le coecient constant a0 sut pour conclure à la validité du
théorème précédent, cf. Théorème 3.1). Ce chapitre est consacré à la généra-
lisation au cadre torique de ces deux théorèmes.
Soit X une variété torique projective lisse de dimension n, (L1, . . . , Ln−1)
une famille de brés en droites très amples sur X associés à une famille de
diviseurs D1, . . . , Dn−1 de polytopes P1, . . . , Pn−1 et X∗ = X∗(L1, . . . , Ln−1)
la variété duale. On note α := α(L1, . . . , Ln−1) ∈ A1(X) la classe d'une
courbe générique de type (L1, . . . , Ln−1) et, pour i = 1, . . . , n − 1, αi :=
α(L1, . . . Li−1, Li+1, . . . Ln−1) ∈ A2(X) (Dénition 2.5).
4.1 Le théorème de Wood torique
Ce théorème donne un critère simple pour déterminer si une collection
de germes d'hypersurfaces analytiques est algébrique et permet de calculer
son degré (dans An−1(X)). Soit a0 ∈ Reg (X∗) et v ∈ C0n−1(X ; Ca0), de






est un germe de fonction méromorphe en a0, polynôme de degré N à coe-
cients dans Q en les germes de traces
Trv(1), . . . ,Trv(f
N).
On suppose v ⊂ Uσ, où σ ∈ Σ(n) et on note xσρ , ρ ∈ σ(1) les coordonnées af-
nes canoniques de Uσ. On xe E1, . . . , Es une famille de T-diviseurs eectifs
très amples de supports inclus dans Hσ = X \ Uσ, dont les classes forment
une base de An−1(X)⊗Q (Lemme 2.8).
On obtient le théorème de Wood torique :
Le théorème de Wood torique 149
Théorème 4.1 1. Il existe une unique hypersurface algébrique V ⊂ X
contenant v, de (L1, . . . , Ln−1)-degré [V ] · α = N si et seulement si
degaiσTrvx
σ
ρ ≤ 1, ∀ ρ ∈ σ(1), ∀ i ∈ {1, . . . , n− 1}. (4.1)
2. Soit D ∈ Div(X) un diviseur eectif, [D] ·α = N et i ∈ {1, . . . , n− 1}.
Sous l'hypothèse 1, V ∈ |L(D)| si et seulement si pour tout j = 1, . . . , s,






= [D · Ej] · αi. (4.2)
3. Sous l'hypothèse 1, V ∈ |L(D)| est d'intersection propre avec toute
sous-variété T-invariante de codimension deux si et seulement s'il existe






= [D ·Dρ] · αi (4.3)
pour tout σ ∈ Σ(n) et tout ρ ∈ σ(1).
Preuve. Preuve de 1.
Le sens direct est une conséquence immédiate de la Proposition 3.6. Notre argument
pour montrer la réciproque s'inspire des idées développées par J. Wood dans [39],
le contexte étant cette fois torique et non plus projectif.
Soit m1, . . . , mn la base usuelle du Z-module libre engendré par σ̌ ∩ Zn et yk
les coordonnées anes de la carte Uσ dénies par tmk ∈ C(X). On suppose que
v = v1 ∪ · · · ∪ vN . Puisque v est réduit, on peut supposer, quitte à perturber a0,
que les germes sont lisses et d'intersection vide deux à deux, avec vr = {fr = 0} ⊂
Uσ, r = 1, . . . , N où fr = fr(y1, . . . , yn).
Les brés Li sont supposés très amples, donc mi,k := mk + si,σ ∈ Pi pour tout
k = 1, . . . , n. Pour a voisin de a0, l'intersection v ∩Ca est transverse et dénit une
famille de germes holomorphes {p1(a), . . . , pN (a)} = {v ∩ Ca}. D'après l'équation
d'onde de choc (Lemme 3.7), on a
∂ai,mi,k [y
l
k(pr)] = yk(pr)∂ai,σ [y
l
k(pr)], ∀ l ∈ N, k = 1, . . . , n,
induisant les relations
(l + 1) ∂ai,mi,k [Trv y
l
k] = l ∂ai,σ [Trv y
l+1
k ] , l ∈ N, k = 1, . . . , n.
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Utilisant l'hypothèse (4.1), on montre ainsi par récurrence la majoration
degai,σ [Trv y
l
k] ≤ l , ∀ l ∈ N.
D'après la Proposition 3.6, plus le degré d'intersection [V (τ)] · [Di] est élevé, où
τ = {ρ ∈ σ(1) , 〈mk, ηρ〉 = 0}, plus cette majoration est grossière, mais seul le
caractère polynômial des traces importe pour l'instant.
Puisque les germes vr sont lisses et distincts, il existe une combinaison linéaire
u = u(y) :=
∑
ukyk (u1, . . . , uk) ∈ Cn \ {0}
pour laquelle ∂ufr 6= 0 sur vr ∩ Ca0 pour tout r = 1, . . . , N . Les germes Trvul ∈
Oa0,X∗ étant de degré au plus l en aiσ pour i = 1, . . . , n−1, les coecients σN−j(u)
du polynôme caractéristique Pu de u le sont également. On note
a1 = (a1,σ, a′1), . . . , an−1 = (an−1,σ, a
′
n−1)
où a′i = (ai,m)m∈Pi\siσ et X∗









i = {ai,σ = 0} , i = 1, . . . , n− 1 ,
X∗′i étant muni des coordonnées homogènes naturelles a′i. L'application














est un diéomorphisme (λ(m) représente les coordonnées de m ∈ Zn dans la base
(m1, . . . , mn)) et la fonction







λ(m) , a′1, . . .
)
est un élément de C[σ̌∩Zn]⊗C(X∗′∩U∗) ' p∗U (OX(Uσ), où (W,U) est un représen-
tant concave de v (Sous-section 2.2.6). Par le Lemme 3.10, on a Pu(u)|p−1U (W ) ≡ 0,
soit Ra′|v = 0 pour a voisin de a0 et la clôture algébrique Va′ dans X de l'hyper-
surface ane {Ra′ = 0} ⊂ Uσ interpole v. Par hypothèse, on a
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pour a ∈ X∗ voisin de a0 et r = 1, . . . , N . Par le théorème des fonctions implicites,
on a donc
Ra′(y) = 0, y voisin de pr ⇐⇒ u = u(pr(a)) ⇐⇒ y ∈ vr, r = 1, . . . , N.
Ainsi,
Va′ ∩ Ca = v ∩ Ca
pour a voisin de a0 et [Va′ ]·α = N d'après la Proposition 2.5. Si a” ∈ U∗∩X∗′ est gé-
nérique, la restriction des hypersurfaces Va′ et Va” à l'ouvert concave U coïncident.
Si Va′ 6= Va”, il existe une branche irréductible de l'une ou l'autre des deux hypersur-
faces ne rencontrant pas U , ce qui est impossible puisque Ort(L1, . . . , Ln−1) = {0}
(Proposition 2.5 et Lemme 2.14). Cette construction ne dépend donc de a′. L'in-
tersection V ∩ (X \ Uσ) est propre puisqu'elle l'est dans l'ouvert concave U .
Preuve de 2. On montre le sens direct. Soit fj ∈ OX(Ej) et Hj ∈ |L(Ej)| l'hyper-











= degaiσRV,Hj ≤ degaiRV,Ej = [V · Ej ] · αi.
Puisque Ej est supporté par Hσ, codimV ∩Ej = 2 et [D ·Ej ] ·αi = [V ·Ej ] ·αi > 0.






< [D · Ej ] · αi ⇔ RV,Hj (a1, . . . , (aiσ, 0, . . . , 0), · · · an−1) ≡ 0
⇔ V ∩Hj ∩ |Di,σ| ∩ Ca[i] 6= ∅
⇔ codimX(V ∩Hj ∩ |Di,σ|) ≥ 2
où Di,σ est l'unique représentant (eectif) de Di de support |Di,σ| = X \Uσ et Ca[i]
est une sous-variété générique de type (L1, . . . , Li−1, Li+1, . . . , Ln−1). Puisque Ej
est très ample (globalement engendré surait), on a
⋃
Hj∈|Lj |Hj ∩ |Di,σ| = X \Uσ
et la condition (4.2) n'est pas vériée si et seulement si
codimX(V ∩X \ Uσ) ≥ 1,
ce qui montre le sens direct. A l'inverse, si l'égalité est atteinte avec fj ∈ OX(Ej),
pour j = 1, . . . , s, le polynôme homogène RV,Hj est de degré [D · Ej ] · αi en aiσ,
d'où l'inégalité :
degaiRV,Hj = [V · Ej ] · αi ≥ [D · Ej ] · αi, j = 1, . . . , s. (4.4)
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Puisque [E1], . . . , [Es] est une base de An−1(X)⊗Q et Di est très ample, il existe
k ∈ N (susamment grand), pour lequel [kDi] =
∑s
j=1 νij [Ej ] est combinaison
eective des classes [Ej ]. Par linéarité, on déduit de (4.4) l'inégalité
kN = [V ] · kα =
s∑
j=1




νij [D · Ej ] · αi = [D] · kα = kN
et νij ≥ 0 implique que (4.4) est une égalité. Puisque le bré ⊕n−1j=1,j 6=iLj est
ample (sur X), la multiplication par αi ∈ A2(X) est injective de An−1(X) ⊗Z Q
dans A1(X) ⊗Z Q d'aprés [5] (Proposition 1.1). Puisque ces deux espaces vecto-
riels sont de même dimension, ce morphisme est un isomorphisme et la famille
[E1] · αi, . . . , [Es] · αi est une base de A1(X) ⊗Z Q. La dualité A1(X) ' An−1(X)
implique alors [V ] = [D], soit V ∈ |L(D)|.
Preuve de 3. On prouve d'abord le sens direct (toujours sous l'hypothèse 1). Par




ρ (p) sont ra-
tionnelles pour tout ρ ∈ σ(1) et tout σ ∈ Σ(n). Par le même raisonnement qu'au






= degaiσRρV ≤ degaiRρV = [V ·Dρ] · αi = [D ·Dρ] · αi,
où l'inégalité est stricte si et seulement si une sous-variété générique de type
(L1, . . . , Li−1, Li+1, . . . Ln−1) (de dimension 2) rencontre V ∩|Dρ|∩(X\Uσ). Puisque
les brés Lj sont très amples, ceci entraîne
codimX(V ∩ |Dρ| ∩ (X \ Uσ)) ≥ 2,
auquel cas V contient une sous-variété T-invariante de codimension deux (incluse
dans Dρ ∩ (X \ Uσ)).
Pour la réciproque, le raisonnement utilisé au point 2 s'applique à nouveau en
remplaçant la base [E1], . . . , [Es] par la famille {[Dρ], ρ ∈ Σ(1)} génératrice du
Z-module libre An−1(X). On obtient les égalités
[V ·Dρ] · αi = [D ·Dρ] · αi, ∀ ρ ∈ Σ(1),
et V ∈ |L(D)| par le même raisonnement qu'au point 2. ¤
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Remarque 4.1 Les fonctions produits s'expriment à partir des fonctions traces et s'ob-
tiennent comme une somme complète de résidus de Grothendieck dépendant du paramètre
a. Vu sous cet angle, le théorème de Wood torique (conditions 4.1, 4.2 et 4.3) s'interprète
comme une inversion du théorème d'Abel-Jacobi torique, généralisant au cas torique la
remarque en n d'article dans [23].
4.2 Le théorème d'Abel-inverse torique
Soit a0 ∈ Reg (X∗), v ∈ C0n−1(X ; Ca0) et N := dega0v. Comme précédem-
ment on peut supposer v = v1 ∪ · · · ∪ vN ⊂ Uσ où les germes vr = {fr = 0}
sont lisses, transverses à Ca0 et d'intersection vide deux à deux. On note
(y1, . . . , yn) les coordonnées anes dans Uσ et on suppose que v est en posi-
tion susamment générale pour qu'il existe i ∈ {1, . . . , n} (disons i = n) tel
que ∂ynfr 6= 0 au point pr = vr ∩ Ca0 , pour r = 1, . . . , N .
On suppose donnée Φ ∈ Ωn−1(v), où Φ|vr := Φr est restriction à vr d'un
germe de (n− 1)-forme holomorphe en pr non nul sur vr, pour r = 1, . . . , N .
On obtient le théorème d'Abel-inverse torique :
Théorème 4.2 Il existe une hypersurface algébrique V de X contenant v,
où [V ] · α = N , et une forme rationnelle Ψ ∈ Mn−1(V ) avec Ψ|v = Φ si et
seulement si les coecients du germe trace TrvΦ ∈ Ωn−1a0,X∗ sont rationnels en
ai,σ, pour i = 1, . . . , n− 1.
La preuve est analogue à celle conduite dans le cas projectif.
Preuve. Le sens direct est évident d'après la Proposition 3.1.









, r = 1, . . . , N
permettent de supposer que Φr = hr∂ynfr dy1 ∧ · · · ∧ dyn−1. En vertu de la Proposi-








yλ(|M |)hrdy1 ∧ · · · ∧ dyn
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où si M = (M1, . . . , Mn−1), daM = ∧n−1i=1 daiMi , |M | = M1 + · · · + Mn−1. D'après







yknhrdy1 ∧ · · · ∧ dyn




sont coecients de la n-forme TrV Φ pour k = 0, . . . , n−1 (au moins), rationnels en
aiσ pour i = 1, . . . , n− 1 par hypothèse. Le Lemme 3.9 assure de fait la rationalité
des wk pour tout k ∈ N. En vertu du Lemme 3.10 et du théorème de dualité, les
coecients du polynôme caractéristique de yn
P (Y, a) := Y N − σN−1(a)Y N−1 + · · ·+ (−1)N−1σ0(a) ∈ Oa0,X∗ [Y ]
vérient le système (S)
wN−1σN−1 + · · · + (−1)N−1w0σ0 = wN
... . . . ... ...
w2N−2σN−1 + · · · + (−1)N−1wN−1σ0 = w2N−1
Ce système est dégénéré si et seulement s'il existe H(Y, a) ∈ Oa0,X∗ [Y ] non nul, de





H(yn, a)yknhrdy1 ∧ · · · ∧ dyn





Soit (W,U) un représentant concave de v, où W = ∪Nr=1Wr, vr ⊂ Wr. Puisque




(Lemme 3.10), les relations (4.5) s'étendent par linéarité à tout k ∈ N. On peut
multiplier le numérateur par la fonction
∏N
i=1,i6=r(yn − yn(pi(a))) ∈ Oa0,X∗ [yn], et
Res
[
H(yn, a)yknhrdy1 ∧ · · · ∧ dyn




= 0 r = 1, . . . , N ∀ k ∈ N.
Par le théorème de dualité H(yn, a)|IWr ≡ 0 pour r = 1, . . . , N , soit encore
H(yn, a)|IW ≡ 0, contredisant le degré de l'extension N = [C(IW ) : C(W ∗)].
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Le système (S) étant non dégénéré, les coecients de P en sont l'unique N -uplet
solution et sont rationnels en aiσ. D'après le Corollaire 3.8, on a l'équation dié-
rentielle
∂aimn (σ0) = σ0 ∂aiσ [σN−1]. (4.6)
On suppose σ0 = P0/Q0 et σN−1 = P1/Q1 où
Pj , Qj ∈ Oa0,X∗1×···×X∗′i ×···×X∗n−1 [aiσ]
sont des polynômes en aiσ dont les coecients sont des germes holomorphes en
aim,m 6= siσ et al, l 6= i que l'on suppose premiers entre eux, et ce pour j = 0, 1.
L'équation (4.6) devient
(Q0∂aimn P0 − P0∂aimn Q0)Q21 = Q0P0(Q1∂aiσP1 − P1∂aiσQ1)
Si l'on suppose Q0P0 = Qα1 R, où R est un polynôme en aiσ premier avec Q1, il
existe R′, polynôme en aiσ pour lequel on a l'égalité
Qα+21 R
′ = RQα+11 ∂aiσP1 −RQα1 P1∂aiσQ1.
Par le lemme de Gauss, on a RP1∂aiσQ1 ∈ (Q1), soit ∂aiσQ1 = 0 puisque RP1 et
Q1 sont supposés premiers entre eux. L'équation (4.6) devient alors
∂aiσP1.Q0P0 = Q1(Q0∂aimn P0 − P0∂aimn Q0).
Puisque
degaiσ(P0Q0) ≥ degaiσQ1(Q0∂aimn P0 − P0∂aimn Q0)
(Q1, on l'a vu ne dépend pas de aiσ), on a
degaiσ∂aiσP1 ≤ 0,
ce raisonnement pouvant être répété pour tout i = 1, . . . , n − 1. Le coecient
σN−1 = Trv(yn) de P est donc une fonction ane de aiσ, pour i = 1, . . . , n− 1. Il
sut alors de choisir u = yn dans la preuve du théorème de Wood, ce qui montre
l'existence de V .
Deuxième étape : existence de Ψ. On rappelle que pour a voisin de a0 et pour
i = 1, . . . , N , l'intersection vi ∩ Ca est réduite à un point pi(a) dont les coordon-








yn(pj(a))− yn(pr(a))hj(pj(a)) ∈ Oa0,X
∗ [X].
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Ce polynôme, de degré N − 1, vérie
H(yn, a)|IWj = hr(pr(a)), ∀r = 1, . . . , N, (4.7)
pour tout a voisin de a0. Le N -uplet (τ0, . . . , τN−1) ∈ (Oa0,X∗)N constitué des co-
ecients du polynôme H(Y, a) =
∑N−1
0 τi(a)Y
i est donc l'unique vecteur solution
du système de Cramer
wN−1τN−1 + · · · + (−1)N−1w0τ0 = w0
... . . . ... ...
w2N−2τN−1 + · · · + (−1)N−1wN−1τ0 = wN−1
et les τj sont par hypothèse rationnels en aiσ pour tout i = 1, . . . , n − 1 et tout
j = 0, . . . , N − 1. La fonction













est un élément bien déni de C(Uσ) ⊗ Oa′0,X∗′ (cf. la notation de la preuve du
théorème de Wood) qui, en vertu de (4.7), vérie
h̃(y, a′)|IWr = p
∗
Wr(hr), ∀r = 1, . . . , N,
(avec la notation classique pWr : IWr −→ Wr) pour a voisin de a0. Pour h(y) :=
h̃(y, a′0) ∈ C(Uσ), la (n− 1)-forme rationnelle sur X dénie en coordonnées anes
Ψ := h(y1, . . . , yn)dy1 ∧ · · · ∧ dyn−1
vérie donc Ψ|v = Φ. Si l'intersection WΨ du lieu polaire de Ψ avec V n'était pas
propre, la sous-variété (n−1)-dimensionnelle WΨ rencontrerait U (Proposition 2.5),
contredisant Ψ|V ∩U = Φ. Ainsi Ψ ∈ Mn−1(V ), ce qui achève la preuve. ¤
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Prog. Math. 143 (1996), pp. 307-316.
[38] B. Sturmfels, Sparse elimination theory, in Computational Algebraic
Geometry and Commutative Algebra, Sympos. Math. XXXIV, Cortona,
1991, Cambridge University Press (1993), pp. 264-298.
[39] J.A. Wood, a simple criterion for an analytic hypersurface to be alge-
braic, Duke Mathematical Journal 51, 1 (1984), 235-237.
[40] A. Yger, La transformée de Radon sous ses diérents aspects, Notes d'un
cours de DEA, Bordeaux, notes manuscrites (2002).
[41] Berenstein, Carlos A. et Yger, Alain, Residue calculus and eective Null-
stellensatz, in American Journal of Mathematics, Vol. 121, (1999), pp.
723-796.
Résumé: On étudie la notion de trace et les problèmes d’Abel-inverse à
l’aide de l’utilisation systématique du calcul résiduel dans les cadres projectifs
et toriques.
Dans la première partie, on obtient une caractérisation algébrique des formes
traces sur une hypersurface analytique à l’aide du calcul résiduel élémentaire
d’une variable. En conséquence, une version plus forte du théorème d’Abel-
inverse de Henkin et Passare est prouvée. On montre que ce théorème est
conséquence de la rigidité d’un système différentiel particulier lié à une équation
de type ”onde de choc” et on établit le lien avec le théorème de Wood sur
l’algébricité d’une famille de germes d’hypersurfaces analytiques. Enfin, on
obtient une nouvelle méthode pour calculer la dimension de l’espace des formes
abéliennes de degré maximal sur une hypersurface projective.
Dans la seconde partie, on caractérise de manière combinatoire les familles
de fibrés en droites permettant de définir une notion intrinsèque de concavité
dans une variété torique complète lisse et on étudie les ensembles analytiques
dégénérés correspondants. On étend ainsi la notion de trace au cas torique.
Courants résidus, résidus toriques et résultants donnent une borne optimale
sur le degrés des traces en les différents paramètres. Si la variété torique est
projective, on obtient finalement une version torique des théorèmes de Wood et
d’Abel-inverse, permettant une description plus précise du support du polynôme
construit dans le cas hypersurface.
Mots-Clés: Concavité; Dualité; Incidence; Transformée d’Abel; Trace; Courants
résiduels; Résidus de Grothendieck; Formes abéliennes; Abel-inverse; Géométrie
torique; Résidus toriques; Résultants; Fibrés en droites; Groupes de Chow.
Abstract: We present in the first part an algebraic residual characterization
of usual trace-forms on local analytic hypersurfaces. We thus obtain a stronger
version of the Abel-inverse theorem by Passare and Henkin in projective space
and we relate it to the theorem by Wood on the algebraicity of local analytic
hypersurfaces. We show how those inversion theorems can be anderstood as
a rigidity propriety of a particular differential system linked to the wave choc
equation and we obtain a new method to compute the dimension of the vector
space of abelian forms of maximal degree on a projective hypersurface.
The second part starts with a combinatorial characterization of satisfactory
families of line bundles on a smooth complete toric variety to obtain an intrinsec
notion of toric concavity allowing a toric generalisation of the trace. The use
of toric residues and residue currents permits to show a toric version of Wood’s
and inverse Abel’s theorem, providing a more precise description of the defining
polynomial in the hypersurface case.
Key-Words: Concavity; Duality; Incidence; Trace; Abel Transform; Residue
currents; Abelian forms; Abel-Inverse; Toric varieties; Toric residues; Resul-
tants; Line bundles; Chow Groups.
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