Abstract-During acquisition, processing, compression and transmission, images may be corrupted by multiple distortions such as blur, noise or compression artefacts. However, current image quality assessment (IQA) methods are often designed for images degraded by a single distortion type. This paper proposes a reduced-reference (RR) IQA method to predict the quality of multi-distorted images. The method is based on feature extraction from the reference and the distorted images. Based on internal generative mechanism (IGM) theory, the images are decomposed first into their predicted and disorderly portions. Next, several features are captured from each portion and feature differences are computed between the reference and distorted images. Finally, support vector regression (SVR) is adopted to obtain a quality score. The results on public multiply-distorted image databases, namely MDID2015 and MLIVE, show that the proposed method delivers higher accuracy than several image quality metrics.
I. INTRODUCTION
Following to the rapid advances in multimedia technology and wide usage of smart phones, digital images have become a prevalent medium which can be captured, stored and shared easily. Despite of this progress, digital images are subjected to various distortions in end-to-end application chains. Distortions such as blur, noise, blocking and ringing artifacts can seriously affect the perceived image quality. Therefore, development of objective image quality assessment (IQA) algorithms is necessary to measure the effect of distortion on the visual quality.
Full-reference (FR) IQA algorithms [1] [2] compute the similarity between distorted image and a reference (pristine) image. Reduced-reference (RR) methods do not need full pixel access of the entire reference image and use a number of reference features in quality assessment. Blind or no-reference (NR) IQA methods [3] [4] perform the quality prediction without using any reference image. FR metrics are not applicable when the distorted image is only provided. In such cases, an NR IQA method is needed. However, designing an NR algorithm performs well on different image contents and distortion types is very challenging. RR IQA methods attain a good trade-off between FR and NR metrics as they use partial information of reference image and achieve high performance.
In general, RR IQA models are based on extracting some quality-aware features from reference and distorted images. Wang et al. [5] proposed an RR method by modeling natural image statistics using the wavelet transform. The probability distribution of wavelet coefficients is firstly computed for reference and test images and then the Kullback-Leibler distance of the distributions is obtained as quality score. Soundararajan et al. [6] proposed an RR IQA in the wavelet domain that uses the difference between the entropies of reference and degraded images. Considering the orientation selectivity mechanism of the primary visual cortex, Wu et al. [7] proposed an RR IQA by extracting quality features from an orientation selectivity based visual pattern (OSVP).
Current IQA methods are mostly devised for evaluation of images degraded by single distortion types. However, different processing steps may introduce multiple distortion types to images. In communication systems, images may pass through acquisition, compression and transmission steps before reaching end users. Therefore, images may be subjected simultaneously to multiple distortion types hence cluttering final IQA. Two new multi-distortion databases namely MLIVE (LIVE multiply distorted image quality database) [8] and MDID2015 (multiply distorted image database) [9] challenge many state-of-art IQA methods. Therefore, it is of great importance to design IQA models for images corrupted by multiple distortion types.
The interaction between various distortion types may complicate the design of an effective metric. IQA design becomes even more challenging in case of RR methods when full access to reference image is not possible. In this paper, we propose an RR IQA method for quality assessment of images subjected to multiple distortion types. The input images are decomposed into predicted and disorderly parts according to the internal generative mechanism (IGM) [10] . Then, we obtain various quality-characterizing features from each part using the shearlet coefficients and by computing Rényi directional entropy. The feature difference values are computed between reference and distorted signals and finally, we utilize a support vector regression (SVR) which decides the quality value. The proposed RR-IQA approach is evaluated on the MDID2015 and MLIVE multi-distortion databases.
The remainder of the paper is organized as follows. In Section II, image decomposition through the internal generative mechanism (IGM) is described. Section III elaborates on the feature extraction based on shearlets and Rényi entropy analysis for respectively the predicted and disorderly parts. The extraction of the final quality score computed from these elementary measures is detailed in Section IV. Experimental results are provided in Section V. The final section addresses the conclusions of this paper.
II. IGM-BASED IMAGE DECOMPOSITION
Researches in brain science revealed an internal generative mechanism (IGM) of the human visual system (HVS) [10] [11]. The visual content is actively predicted by IGM while this mechanism tries to avoid residual uncertainty/disorders. Inspired by IGM theory, for quality assessment, predicted and disorderly portions are derived from an input image.
The authors in [12] presented a Bayesian prediction based autoregressive (AR) model to mimic the prediction method of IGM and they decomposed an image into its predicted and disorderly portions. Based on IGM, the prediction of the visual content is highly correlated to similarities among nearby pixels. Thus, a central pixel value x c can be computed by deploying an AR model as follows:
where v c shows the predicted value of x c and v i is the value of the neighbourhood pixels Y . The normalized correlation coefficients are represented by ρ and is a term characterized as white noise.
Using (1), predicted image I P and the disorderly image I D = I -I P are obtained from an input image I. Fig. 1a shows a reference image from the MDID database with its predicted and disorderly parts. The predicted image presents the main visual content. The distortions on this part mostly affect the visual structure of an image which can degrade visual understanding. The disorderly image contains residual uncertainty information. Distortions on this part mainly modify the image disorder, which causes an uncomfortable perception with limited effect on image understanding.
Various distortion types induce different degradations on the predicted and disorderly parts. For example, additive white Gaussian noise (AWGN) has no significant effect on the visual structure and mainly causes uncomfortable perception. Therefore, AWGN is more likely to appear in the disorderly portion. Oppositely, blur changes the primary visual information (edges) and degrades the visual understanding, impacting mainly the prediction portion. Since different distortion types have a distinct effect on the two decomposed portions, we proposed to use the IGM-based image decomposition for quality prediction of multiply distorted images. Fig. 1b and  1c show two input images subjected to multi-distortion types (blur-noise and blur-jpeg). As shown in Fig. 1b , the blur degradation can be better observed in the predicted part while the noise mainly changes the disorderly image. In Fig. 1c , the blur mainly damaged the structural information in the predicted part, while the JPEG degrades both parts.
Designing IQA models for multiple distortion types is challenging since one should consider the interaction between the distortions the image was subjected to. We suggest that the degradation effect of multiple distortion types can be better interpreted on predicted and disorderly images. Inspired by the IGM based prediction model, we proposed a new RR IQA method that quantifies the degradation effect of multiple distortion types on predicted and disorderly parts. (Fig. 2) . Then, we obtain a number of qualitycharacterizing features from the decomposed images and a quality index is derived using support vector regression (SVR). The degradation in the predicted part is modelled by feature extraction in the shearlet domain, yielding quality features (f P and f P ). The quality features of the disorderly part (f D and f D ) are obtained by computing the Rényi directional entropy. Next, the distance between the features of reference and distorted images are separately measured for predicted and disorderly parts. Finally, the difference values are fed in the SVR for quality assessment.
A. Features of the Predicted Image
A number of features are extracted from the predicted parts of reference and distorted images to obtain their corresponding feature vectors. The predicted part of an image includes primary visual information such as edges. Such information can be well presented in the shearlet domain. The shearlet transform [13] delivers an accurate representation of directional information of an image, most notably edges. Since distortions modify the edge and texture information, such changes can be effectively presented by shearlet. Thus, measureing the amount of change in sheatlet coefficients of reference and test images can help to predict the degree of quality degradation. In this section, we extract quality-sensitive features from the predicted images in shearlet domain.
1) Shearlet Transform:
The Shearlet transform has three parameters, namely scale a>0, shear s ∈ R, and translation t ∈ R 2 . The shearlet representation of a given image I is shown as:
Then, the shearlet coefficients ϕ a,s,t are computed as:
where
ϕ(.) is Meyer wavelet function. A a is a anisotropic dilation matrix that enables multiscale property, and S s is the shear matrix which detects directions.
2) Features Extraction:
The predicted part of reference and distorted images are transformed into one low-pass shearlet subband and ten high-pass directional subbands using 1-level shearlet decomposition. The distortion has much severe impact on high frequency parts of an image than the low frequency components. Therefore, ten directional subbands of the finest -i.e. highest frequency -scale are considered for feature extraction. In each directional subband i (1<i<10), the mean of shearlet amplitudes is measured as feature. Finally, the normalized distance σ P between the mean values of reference and degraded images (in i-th subband) is obtained as follows:
where μ P and μ P are the mean values of the shearlet amplitudes in the distorted and reference images, respectively. Using (4), ten quality measures are obtained from the predicted part.
B. Features of the Disorderly Image
The disorderly portion of an image represents information that the HVS cannot interpret. The pixel values in the disorderly image depict the degree of uncertainty. As shown in Fig. 1 , each distortion has a distinct impact on the amount and composition of information in the disorderly part. To capture the amount of the information changes in various directions, the generalized Rényi entropy [14] has been employed.
Image entropy quantifies the amount of information in a given image and distortion can alter image entropy in different ways. To compute the amount of directional information, Gabarda et al. [14] proposed a generalized Rényi entropy in which the directional selectivity is enabled by using the 1-D pseudo-Wigner distribution (PWD) [15] implementation. The general Rényi entropy is defined as:
where γ ≥ 0, γ = 1, and γ ≥ 2 is used for spacefrequency distribution measures. U [n, k] represents the discrete space-frequency distribution of the image, and n, k are space and frequency variables, respectively. The spatial-frequency distribution of an image U [n, k] can be modeled using Wigner spatial-frequency distribution. A discrete approximation of the Wigner distribution [15] is given by: 
where μ D and μ D are the mean values of the pixel entropies in the disorderly part of the distorted and reference images, respectively. Hence, six quality measures are obtained from the disorderly part.
IV. QUALITY EVALUATION
Hence, we obtained as such ten quality measures from the predicted part σ P and six measures from the disorderly part σ D . In total, sixteen measures are collected for quality assessment. Since the effect of the different distortion types are not similar in the predicted and the disorderly parts, the performance of the sixteen measures in these two parts will differ depending on the natures of the distortions the image was subject to. To combine these quality measures with appriopriate weights, support vector regression (SVR) [16] is used. The SVR build a prediction unit for quality assessment and the quality score Q is obtained as:
In our method, SVR with a radial basis function (RBF) kernel was implemented, utilizing the LIBSVM package [17] .
V. EXPERIMENTAL RESULTS
In this section, the performance of the proposed method is examined on multiply-distorted image databases (MDID2015 and MLIVE).
We used the MDID2015 image database to train the IQA model. The database contains 20 reference images corrupted with five distortions of random types and levels. The distortion types are Gaussian blur (GB), Gaussian noise (GN), JPEG, JPEG 2000, and contrast change (CC). The CC distortion is excluded and a total number of 558 distorted images are used in the experiment. The human subjective ratings are reported as 
where f(q) is the predicted score and α 1 to α 5 are fitting parameters
We divided the MDID into train-test portions for performance evaluation in which the two portions are seperated by content. The test set includes 20% of the distorted images while 80% of images were used as training set. A regression model is obtained from each training set which is used for quality assessment of test images. The random training-test set split was performed 100 times, and the median performance across 100 experiments was reported in terms of linear correlation coefficient (LCC) and Spearman rank order correlation coefficients (SROCC) between the IQA methods and subjective scores.
We compared the performance of the proposed metric with multiple FR (PSNR, SSIM [1] , FSIM [2] and HDR-VDP-2.2 [18] ), RR (OSVP-RR [7] ) and NR IQA (ShearletIQM [19] , DIIVINE [3] and BLIINDS II [4] ) metrics. Table I shows the analyze of the proposed approach on the MDID2015 database over 100 train-test iterations. Compared to FR methods, the proposed method is performed better than PSNR and SSIM. The HDR-VDP outperforms all competing methods. The proposed RR method delivers superior performance over the competing RR and NR IQA methods.
The median values in Table I illustrate the performance differences between competing methods. However, these differences may not be statistically relevant. Thus, we further computed the statistical significance of five metrics with highest performance. A two-sample t-test is performed on the SROCC values over 100 train-test trials. The results are shown in Table II . A value '1' in Table II shows that an IQA method on the horizontal axis is statistically superior (with 95% confidence) to a method on the vertical axis. The value is '0' when there is no statistically significant distance between two IQA methods (or the two metrics are equivalent). A value '-1' means that the IQA metric on the horizontal axis is inferior to a metric on the vertical axis.
To prove that the method is not dependent to the trained database (MDID2015), we also performed an evaluation test Table III confirm that the proposed method has good performance independent of the trained database.
The computational time of several approaches are shown in Table IV . We run each quality metric software on the first image of MDID database with resolution 512x384 for 10 iterations and the average time is reported. The total computational cost of the method is 10.45 seconds in which the IGM-based decomposition takes 6.64 seconds. The computational cost of our method is reasonable compared to the machine-learning based approaches (such as BLIINDS II and DIIVINE).
VI. CONCLUSION
An RR IQA metric is presented for quality prediction of images contaminated by multiple distortions. Inspired by IGM, we decomposed the reference and distorted images to predicted and disorderly parts in which several features are captured. To obtain the features of predicted part, we used shearlet coefficients. In the disorderly part, directional Rényi entropy values are computed as features. The features differences between reference and distorted images are computed to obtain quality measures. Finally, quality measures are weighted using a support vector machine. The experiments on two multidistortion databases, namely MDID2015 and MLIVE reveal that our method can predict quality with high accuracy and its performance is independent from the trained database. 
