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a-IAPTER I 
INTROIUCfiON 
The field of testing has been the target of much criticism 
during the past decade. Specifically, a great deal of concern has 
been directed toward the issue of "fairness" in testing both at the 
test and the test item level (Cole, 1978; Shepard, 1980). In 
recognition of this concern a joint committee of the American 
Psychological Association, the American Educational Research 
Association, and the National Council on Measurement in Education 
recommended, in 1979, that a complete revision of the 1974 
Standards for Educational and Psychological Tests be undertaken 
which would include, among other topics, a provision for insuring 
test fairness (Cole, 1980). This action is an indication of the 
direction test developers and test users are following. 
In view of the emphasis placed on the reduction of test bias 
by both the public and professional sectors, a need has arisen 
which calls for effective statistical procedures to be used in the 
detection of bias along with a set of guidelines to assist the user 
in choosing among them. This need has resulted in the development 
of a number of bias detecting methods and a number of research papers 
comparing their effectiveness (Cleary and Hilton, 1968; Lord, 1977; 
Ironson and Subkoviak, 1979). 
For the purposes of this study procedures limited to the detec-
tion of bias at the item level will be examined. Test item bias is 
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defined as a difference in item response for test takers having the 
same ability but different group membership. It is the study of 
bias in the absence of any external criterion. Shepard (1980) 
refers to this type of bias detection as an empirical process 
rather than a logical analysis of test bias. Of the various item 
bias detecting procedures available there are four techniques 
which form the main core of those most frequently used and viewed as 
generating the most valuable results. Derivations and expansions 
of these four techniques are often employed (Rudner, Getson and 
Knight, 1980). The four major techniques are: the three parameter 
item characteristic curve (Lord, 1977); the chi square procedure 
(Schc~eman, 1979); the delta plot procedure (Angoff and Ford, 1973; 
Angoff, 1980) and; the Rasch Model (Wright, 1977). The advantages 
and limitations of each method are briefly summarized below. 
The item characteristic curve has been found to be the most 
sensitive method for assessing item bias to date. It produces a 
sample-invariant item curve for each group which describes the 
probability of an examinee's answering an item correctly given his 
ability level. The strength of the method is its capacity to 
account for both the difficulty level and discriminative ability 
of the test item. Its weakness is that it is a highly complicated 
technique which is very expensive to compute. Also, it requires a 
sample size in excess of 1,000 and a test length of over 40 items 
in order to obtain accurate estimates of the three parameters. 
Scheuneman's chi square procedure is a rough approximation of 
the item characteristic curve based on the proportions of correct 
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responses to an item by each group. Ability levels are clustered into 
intervals based on the total test score. According to Scheuneman 
(1980) an item is unbiased if the probability for success on an item 
is the same irrespective of the group to which the individual 
belongs. The advantage of using this technique rather than the 
item characteristic curve is its simplicity. Further, unlike the 
item characteristic curve, it has proven to be effective when using 
small samples or shorter tests (Scheuneman, 1979, 1980). 
The delta plot procedure is the best alternative to the chi 
square and item characteristic curve (Shepard, Camilli and Averill, 
1980). Bias is assessed as a measure of item by group interaction. 
The proportion of each group choosing the correct response is trans-
formed to a normal deviate and then used to calculate a delta value. 
This is completed for each item. If an i tern does not have the same 
meaning or measure the same ability for the two groups the deltas 
will not fall in the same rank order. Deviate items indicate 
potential bias. A problem with the method is its inability to account 
for the discriminative ability of an item. However, this can be 
corrected for by matching groups for ability (Angoff, 1980). Like 
the chi square technique the delta plot can be performed with relative 
ease and is accurate using small samples, i.e., SO or more, and short 
tests. 
The Rasch model provides an item characteristic curve based on 
the assumptions that there is no guessing on the test and that all 
items are equal in their discr~ination ability. With difficulty 
level as the only parameter of interest the curve indicates the 
probability of a correct answer to an item over a range of examinee 
ability for each group. A major drawback to the technique is the 
difficulty in satisfying the assumptions. In general, it is not 
as effective as the previous three procedures in detecting test item 
bias. However, it is superior in other measurement application such 
as examinee ability. 
Statement of the Problem and Rationale 
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As stated earlier in this paper, the need for guidelines to 
assist potential users in choosing among item bias detecting techniques 
has been demonstrated. Given the practical and theoretical limitations 
of the methods one must be able to select the method most appropriate 
to the situation. Although comparative studies have been conducted 
in the past, the need for this type of research continues (Rudner, 
Getson and Knight, 1980). Scheuneman (1980) states that most of 
the comparative studies pertaining to methods for assessing item 
bias have been completed using simulated data or large sample sizes. 
She notes a need for research using smaller samples and natural test 
data before the methods can be considered reliable across testing 
situations. According to Ironson and Subkoviak (1979), future 
studies are needed to "further evaluate the reliability, external 
validity and comparability of the methods." Also, there is a 
practical concern considering the range and variety of sample sizes 
required and cost associated with each method. 
Purpose of the Study 
The intent of this study is to contribute to the already 
existing pool of knowledge pertaining to test item bias detection 
methodology by comparing the Scheuneman chi square procedure and the 
delta plot procedure. The test data used in the comparison will be 
taken from the biochemistry-physiology test of Part I of the July 
1981 National Board dental examinations. The comparison is meant 
to determine the extent to which the two methods agree in their 
detection of biased items on this test. In the past, comparative 
studies involving these n~o methods have yielded a relatively high 
correlation of agreement between the two methods. This study will 
provide a reliability index of that correlation under a new testing 
situation. Given the replicative nature of this study it is hypo-
thesized that there will be no significant difference in the level 
of agreement ben~een the results of the two methods found in this 
study and that found in previous comparative studies. 
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rnAPTER II 
REVIEW OF 1HE RELATED LITERA1URE 
The delta plot and chi square procedures are viewed as similar 
methods in that they both adjust their values for ability as measured 
by the total test score (Ironson and Subkoviak, 1979). They also 
both require unidimentionality of the test being examined (Shepard, 
Camilli and Averill, 1980) . However, because each method has unique 
properties which necessitates individual attention, the procedures 
will be discussed separately followed by an overview of studies in 
which the two methods were compared. 
Delta Plot Procedure 
The delta plot methodology as described by Angoff and Ford (1973) 
is often referred to as the transformed item difficulty procedure 
(Ironson and Subkoviak, 1979; Shepard, Camilli and Averill, 1980; 
Rudner, Getson and Knight, 1980). It is derived from L.L. Thorndike's 
Method of Absolute Scaling (1925) in which the scores of tests deve-
loped for students -.at different grade levels were equated. This was 
accomplished by plotting identical items that were anchored in test 
forms used at different grade levels to determine any differences in 
the means and standard deviations for students in successive grades. 
In their 1973 paper, Angoff and Ford compare the performance of black 
and white candidates on the 1970 PSAT. They describe the delta plot 
as a measure of item by group interaction which is essentially a 
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graphical procedure. Angoff (1975), as well as Cleary and Hilton 
(1968) see item by group methods of bias detection as a measure of 
construct validity in which there is no clearly defined external 
criterion. 
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The delta plot method examines items to determine if particular 
items are more difficult for one group than for another. Accordingly, 
the rank order of item difficulty should not differ appreciably from 
one group to the next if the item is measuring the same ability for 
both groups. Angoff (1975, 1980) notes when items do not have the 
same meaning for the two groups under consideration, the deltas will 
not fall in precisely the same rank order for the two groups and 
the corr~lation between the two will fall below .98. 
The procedure for computing the delta plot involves several 
steps. For each test item the proportion (p) of each group choosing 
the correct response is calculated. This p is then converted to a 
normal deviate, or z value, based on the standard normal curve trans-
formation. A linear transformation of z values to delta values is 
then completed, expressed in terms of a scale with a mean of 13 and a 
standard deviation--of 4 where: delta = 4z + 13. The advantage of 
the transformation to a delta value is the avoidance of a curvilinear 
plot of items, thus facilitating the analysis. After obtaining 
delta values a bivariate plot of the delta pairs for the two groups 
is prepared forming an ellipse extending from the lower left to the 
upper right of the graph. The scattergram of these pairs should 
hover around a straight line if the items are sensitive to the same 
ability for both groups. Any delta pairs significantly departing 
from the line are considered representative of potentially biased 
i terns measuring something the other i terns are not. Simott (1980) 
found a perpendicular distance of .75 delta units or more to be an 
appropriate measure of significant distance in most instances. She 
did note the necessity of empirically validating the distance cutoff 
with each new set of data. The establishment of a baseline, e.g., 
comparing two white samples prior to a black versus white comparison, 
should be completed as part of the delta plot analysis. This is 
described by Angoff and Herring (1971) in their comparative study 
of the perfonnance of Canadians and Americans on the LSAT. 
A major criticism of the delta plot procedure is its inability 
to account for the discriminative ability of the item. As Cole 
(1978), Hunter (1975) and Lord (1977) have pointed out, unless all 
the items included in the plot have the same discriminative power, 
the delta plot may yield misleading results when the two groups under 
study score at widely different ability levels. Subkoviak, Mack and 
Ironson (1981) have also noted that in its earliest form the delta 
plot was found to be most sensitive in detecting group differences in 
item difficulty rather than group differences in item discrimination. 
This shortcoming was viewed by psychometricians as a principal reason 
for selecting alternate procedures considered to be more sensitive 
than the delta plot when feasible. 
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Stemming from this criticism, modifications of the delta plot 
intended to improve its statistical competence have been developed. 
Angoff (1980), Lord (1977) and Sinnott (1980) have found that matching 
groups on ability prior to the application of the delta plot procedure 
serves as a reasonable solution to the omission of the discriminative 
power of items in the analysis. Another way to correct for this 
omission is to adjust the z scores by dividing the z corresponding 
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to the p value for the item by the correlation between the item and 
the ability in question or by using the item-test biserial correlation 
(.Angoff, 1980). Based on the new z values a delta plot can be 
prepared. 
Another modification described by .Angoff (1980) is concerned 
with the determination of the major axis line of the plot. He 
supports the evaluation of bias in individual items by measuring the 
distance from the major axis of the ellipse as defined by the items 
themselves rather than the 45° line, i.e., the equal difficulty, 
equal dispersion line. This should be done to reduce any chance 
of a true difference between groups being misinterpreted as item 
bias. This line is referred to as the "line of best fit". 
Sinnott (1980) found that the likelihood of biased items con-
tributing to the determination of the "line of best fit" is 
decreased if the following algorithm is used: 
1) Calculate--a preliminary line including all items. 
2) Remove any items that are identified as biased based on 
their distance from the line. 
3) Calculate a new line based on the remaining items. 
4) Readmit the items removed in Step 2 to the set of points. 
5) Repeat Step 2. If the items to be removed on the basis of 
the new line are the same as those removed the previous 
time the process is ended and the line calculated in Step 3 
is considered the "line of best fit". If the items are not 
the same the process continues. 
Finally, it should be mentioned that until recently the delta 
plot was considered limited to pairwise comparisons. Sinnott (1980) 
in her comprehensive paper on the delta plot procedure provides a 
technique applicable to more than two groups. 
Scheuneman's Chi Square Procedure 
The chi square method for detecting test item bias was first 
described by Scheuneman (1975) as an alternative to the highly 
sensitive yet highly impractical three parameter item characteristic 
curve used to estimate the probability that an item is biased. It 
was also developed to answer the need for a bias detecting method 
which would produce valid results using a small sample size while 
including indices of both item difficulty and item discrimination 
ability. Further, these indices are permitted to vary among items. 
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Scheuneman (1979) notes that this method is most accurately 
called a modified chi square technique. A typical chi square goodness 
of fit test is concerned only with the frequencies of persons in 
each category. In the case of the modified chi square the frequencies, 
i.e., the number of candidates from each group who score in each 
interval, is not of concern. Rather, the number of correct responses 
made by the candidates is of interest. The resulting effect is a 
loss of one degree of freedom for each ability group, when the sum 
of expected frequencies must equal the sum of the obtained frequencies. 
In addition, the degrees of freedom are restricted across ability 
intervals where the sums of expected and obtained frequencies are 
most often not equal. Thus the degrees of freedom for the modified 
chi square procedure are (k-l)(r-1) where k is the number of groups 
and r is the number of interval groups formed. 
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Shepard, Camilli and Averill (1980) refer to the chi square 
method as a rough approximation of the latent trait model or item 
characteristic curve. Although it does not have the sample invariant 
properties of the latent trait model it does roughly equate group 
means on the total score distribution by creating matched score 
intervals. The probability of answering correctly should be the 
same in each interval irrespective of group membership. 
The initial step in computing the chi square value is to 
establish discrete ability intervals on the total score scale of 
a homogeneous test. This must be done separately for each item 
and must meet certain criteria. There must be a min~ number of 
incorrect responses included in each interval assuring the probability 
of a correct response within each interval is less than one. The 
probability of a correct response within one interval is assumed to 
be constant. Also; there must be a Min~ of 10-20 observed correct 
responses per cell to produce a valid outcome and, as usually 
recommended for chi square procedures, a min~ of 5 expected fre-
quencies per cell. If these criteria are not adhered to an inflated 
chi square value may be obtained. There should be a minimum of 100 
subjects to reduce the chance of error. Obviously the greater the 
sample size the greater the reliability will be. Depending on the 
number of candidates available, the total score range is divided into 
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3-5 ability intervals. Intervals should be selected so that the 
smallest cell frequency is about the same size for each ability level. 
Once the ability intervals have been determined the total 
number of correct responses within each group and the sum of these 
totals is calculated. Also calculated is the total number of 
persons within each group scoring within each score interval and 
the sum of these totals. These data are then used to compute the 
chi square value with a large chi square signifying bias. 
Shepard, Camilli and Averill (1980) note the chi square provides 
a measure of the degree of group differences because it is a test of 
significance based on probability rather than the arbitrary rules 
most of the other bias detecting methods are based on. However, 
Scheuneman (1979) suggests this may be a potential problem because 
the procedure does not include incorrect responses. As a result 
the modified chi square values may not approximate the chi square 
distribution. This error is most likely to occur when group sizes 
are appreciably different or cell frequencies are very large. A 
way of compensating for this, according to Scheuneman (1979) is to 
rank order the chi,-square values rather than using probability in 
defining bias. This can only be done where the same number of 
intervals has been used for each item. 
Comparative Studies Including the Delta Plot 
and Chi Square Procedures 
Once the need for effective methods of detecting test item 
bias had been met there still remains the question of which method 
to choose under which testing situation (Scheuneman, 1980; Ironson 
and Subkoviak, 1979; Rudner, Getson and Knight, 1980, Rudner and 
Geston, 1982). Studies have been undertaken with the intention of 
answering that question by comparing the results of two or more 
13 
bias detection techniques. In addition to examining the comparative 
performance of the techniques, results under a variety of test situa-
tions were considered. Among those studies were several which 
included both the delta plot and the chi square methods. 
Subkoviak, Mack and Ironson (1981) compared the perfonnance of 
the three parameter item characteristic curve (ICC3), the delta plot 
and the chi square techniques to determine which procedure is most 
sensitive to actual item bias. This was done by intentionally intro-
ducing items known to be biased into a sample of items taken directly 
from the College Qualification Test vocabulary test. The biased items 
were constructed similarly to those used on the Black Intelligence 
Test of Cultural Homogeniety. These i terns were inserted on a random 
basis within each block of five items on the test. The test was 
administered to a sample of black and white college students. 
Of the three techniques examined the ICC3 was found to be most 
sensitive when biaS was introduced into an actual testing situation. 
Of the two remaining methods the chi square technique was found 
superior to the delta plot. This was evidenced by the correlation 
coefficients between the amount of a prior bias originally built into 
the i terns and the amount of bias detected by the method. The authors 
recommended use of the delta plot when neither the ICC3 or the chi 
square method were practical. This recommendation is based on the 
computational simplicity and small sample requirements of the delta 
14 
plot. 
Rudner, Getson and Knight (1980) investigated seven item bias 
detection techniques in a comparison using data produced with a Monte 
Carlo procedure. Both the amount and the type of i tern bias were 
specified a priori. The general findings of the investigation shrn~ 
the ICC3 and the chi square to correlate highest in their ability 
to detect generational bias. This was thought to be due to the 
similarity of the two methods both conceptually and empirically. As 
in the study by Subkoviak, et.al. the delta plot was seen as a suitable 
alternative to the ICC3 and the chi square because it is easily com-
puted and provides a satisfactory estimate of item bias. Merz and 
Grossen (1979) also conducted a comparative study of six item bias 
detection procedures using data produced with a MOnte Carlo procedure. 
Their results found the delta plot to have the highest agreement 
correlation with generated data followed by the ICC3 and the chi 
square. 
In a comparison of six procedures for detecting test item bias, 
Shepard, Camilli and Averill (1980) found the delta plot and chi 
square methods the-best alternatives to the sensitive but impractical 
ICC3. Specifically, correlations of agreement were highest between 
the delta plot and chi square, with chi square and ICC3 second and 
delta plot and ICC3 third. 
The study was completed using the Large-Thorndike and Ravens 
Intelligence Tests. Comparisons were made between hispanic and white 
samples and black and white samples selected randomly fran 4th, 5th 
and 6th grade students in one school district. In general, the 
investigators found selection of method to be used in detecting item 
bias a major determinant of the amount of bias found. Consequently 
it is essential to know which method is the most appropriate for a 
particular test situation. 
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Another comparative study, conducted by Ironson and Subkoviak 
(1979), used data from the six subtest of the National Longitudinal 
Study (1972) taken by black and white 12th grade students. A white 
versus white baseline measure was established prior to the investiga-
tion. Also, groups were matched on ability to avoid the possibility 
that differences in ability would be mistaken for bias. Four detec-
tion procedures were examined. The findings of this study were 
quite similar to those of Shepard, et.al. (1980). The largest correla-
tion of agreement was between the ICC3 and the chi square (. 49) , 
with chi square and delta plot second (.37), followed by delta plot 
and ICC3 (.24). The researchers point out that such an agreement 
should came as no surprise since all three methods attempt to control 
for the mean difference of the groups being compared and then concen-
trate on measuring the relative difficulty of the items. 
The authors ~eference a supportive study by Rudner (1977b) compar-
ing normal and hearing impaired subjects in which he also found the 
correlation of agreement between methods to have the same rank order, 
i.e., chi square and ICC3 (.67) first, chi square and delta plot 
(.59) second and ICC3 and delta plot (.31) third. Differences in 
the magnitude of correlation coefficients are attributed to Rudner's 
use of one subtest. Ironson and Subkoviak encountered considerable 
variability in their correlation coefficients across subtests with 
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same as high as .74, .SO and .37 respectively. Based on their compari-
son the authors consider the chi square and delta plot methods to be 
the most practical and efficient methods available. 
In reviewing the various studies comparing available test item 
bias detection methods Scheuneman (1980) discovered that most of 
these studies used either simulated test data or very large sample 
sizes. She conducted a study using a small sample of black and white 
candidates taking two successively administered forms of the profes-
sional certification examination. She calculated the correlation of 
agreement between the delta plot, the chi square and the Rasch 
procedures. Her findings indicate that use of the chi square in 
combination with either of the other two methods provides more 
information on biased items than the other two methods combined or 
any of the three alone. Scheuneman contends this study supports all 
three methods as valid measures of item bias but also provides 
evidence for using combinations of procedures to produce a reliable 
and valid measure of bias. She encourages further research to assess 
the correlation of agreement between methods. 
Rudner, Getson and Knight (1980) reviewed the psychometric 
rationale of six item bias detection techniques. In a discussion of 
the limitations and advantages of the approaches the authors conclude 
that each method has a specific strength making it useful under 
certain circumstances. Pertaining to the two methods this paper is 
concerned with the following was noted. 
The delta plot has the limitation of being based on proportions 
that index the average difficulty of an item for a given group. As 
a result only items illustrating differential group performance are 
identified. This weakness, however, can be minimized by using 
modifications such as matching on ability or adjusting z scores 
(Angoff, 1980), or modifying the calculation of the major axis 
(Sinnott, 1980). The chi square technique is limited in that the 
total score distribution of the two groups effect the expected cell 
frequency and may result in inflated chi square values when the 
observed scores are different. This inflation can be systematized 
when identical intervals are used for each item. This technique has 
the advantage of not being limited to detecting bias only when it 
favors one group because it examines the item for bias based on the 
distribution of correct responses across ability groups. The 
authors conclude that while neither of the two methods is capable 
of detecting all instances of test item bias, both do contribute 
to the information pool of test developers and test users. 
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After reviewing the comparative studies available it is apparent 
that the number of items found to be biased and the set of items 
found to be biased is dependent on the method of detection used. 
Because many of the studies have involved simulated data, large 
sample sizes or data taken from tests administered to candidates on 
the lower end of the educational spectrum, further research involving 
different test situations is advisable. Of the methods most commonly 
reviewed the chi square and delta plot methods are the two most 
consistently recommended for use. Because of this these two methods 
will be used in this research project under a new test situation 
involving a sample of graduate level students on a licensure 
examination. Hopefully this will add to the pool of information 
available on test item bias research in general, while examining the 
potential extension of these two methodologies in particular. 
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a-IAPTER I I I 
ME'IlfOOOLOGY 
A study was conducted to determine the amount of agreement in 
test item bias detection between the delta plot procedure and the 
chi square procedure when used to compare the item responses of a 
sample of black dental school students to a sample of other dental 
school students. Specifically, the intent of the study was to 
determine the extent to which the two methods agree in their 
ability to detect item bias when used with data from the biochemistry-
physiology test of Part I of the National Board dental examination. 
In addition to a comparison of the two item bias detection procedures, 
the study examined those items identified as biased by either or 
both methods to attempt a determination of the probable cause of bias 
toward either of the groups in the study. 
Hypothesis 
H0 : The delta plot procedure and the chi square procedure will 
detect a similar number and a similar set of biased items 
on the same examination. 
Instrument 
The National Board dental examinations are licensure examinations 
developed to assist dental licensing boards to assess whether a 
candidate possesses the necessary cognitive skills to practice 
dentistry. There are 11 separate examinations administered in two 
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batteries. Part I, which is typically taken after two years of 
dental school, consists of examinations on the basic biomedical 
sciences. Part II, which is typically taken during the final year 
of dental school, consists of seven examinations covering clinical 
subjects. 
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The data employed in this study were taken from the biochemistry-
physiology examination of the Part I battery administered in July 
1981. This examination consists of 100 multiple choice items 
selected by a test construction committee composed of subject matter 
experts. Descriptive test statistics for this examination include a 
mean of 64.58, a standard deviation of 12.41, a reliability coefficient 
(KR21) of .86, and 86 percent statistically satisfactory test items 
(F.B. Davis 27%). Examination results are reported in terms of con-
verted scores with a mean of 85 and scores below 75 considered 
failures. A minimum raw score of 49 was needed to pass the July 
1981 biochemistry-physiology examination. 
Subjects 
The sample consisted of 350 dental school students completing 
their second year of classes. These students were all taking Part I 
of the National Board examinations for the first time in July 1981. 
The total sample was divided into three equal groups, one group of 
black dental students and two groups of other dental students. The 
second group of other dental students was used to establish a baseline 
measure. 
Group I contained 115 black candidates of both sexes chosen 
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from the 274 black students enrolled at the 60 U.S. accredited dental 
schools during the 1979 academic year. Of the 274 black students 
enrolled, 219 had been voluntarily identified by name in a demographic 
questionnaire previously administered by the Division of Educational 
Measurement of the American Dental Association. The names of these 
identified students were then matched with those candidates partici-
pating in Part I of the National Board dental examinations in July 
1981. Those names appearing in both instances were selected as 
Group I subjects. This procedure identified 133 black candidates who 
took the Part I examinations in July 1981. The remaining 76 black 
dental students who had been identified by the Division of Educational 
Measurement questionnaire had apparently either left dental school 
or were not eligible for the Part I examinations in July 1981. There 
was no way to account for the 55 black dental students who chose not 
to be identified on the Division of Educational Measurement question-
naire. It was possible that sam~ of these students participated in 
the July 1981 Part I examinations. However, considering these students 
were distributed throughout a total candidate pool of 4,314, it was 
unlikely their presence effected the investigation in any way. 
After the black sample was identified the test score of each 
subject was recorded. To avoid any of the inherent problems of the 
delta plot procedure when used with groups unmatched for ability, 
Group II and Group III were selected by matching the test scores of 
the black candidates. This was accomplished through several steps 
to equate the groups for ability as much as possible. 
Test scores for subjects in Group I were divided into five 
score intervals: 71-75, 76-80, 81-85, 86-90, and 91-95. The dental 
school in which each black student was enrolled was identified. 
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Within that school two additional students were selected by matching 
their scores with the score of the black student on the biochemistry-
physiology examination. These two students were then randomly assigned 
to either Group II or Group III. A cross check was performed to insure 
that no subject was used more than once. In those cases when an 
exact test score could not be matched for either or both of the 
groups, a candidate whose score fell in the same score interval was 
selected. Matching test scores by interval may result in a small 
amount of variance but no more than would normally be attributed to 
a guess factor and therefore should not significantly effect the out-
come of this study. In those cases when there was no match available 
from the same school, a school of comparable academic standing, as 
measured by the National Board annual quintile rating, which rank 
orders performance of dental schools on the National Board dental 
examinations, was selected and a matching subject was chosen from 
that school. Table 1 provides the number of subjects from each 
group falling within each score interval. Uneven groups resulted 
from same difficulty in matching on the computer. Because the first 
and the fifth intervals contain so few subjects they were combined 
with the second and fourth intervals respectively creating three 
ability intervals of similar size. This was done for purposes of 
data analysis. 
Subjects with scores falling below 71 or above 95 were excluded 
from the study because of the difficulty in satisfactorily matching 
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Table 1 
Number of Subjects From Each 
Group Within Each Score Interval 
Score Intervals 
Groups 71-75 76-80 81-85 86-90 91-95 
I 7 33 46 20 9 
II 7 33 46 23 9 
III 7 33 46 22 9 
candidates at these two extremes with students from the same or 
academically comparable dental schools. This resulted in an omission 
of 18 of the 133 black candidates who participated in the examination 
and accounts for the sample reduction of candidates in each of the 
three groups. All subjects in Groups II and III were selected ran-
domly from those candidates meeting the requirements by which to 
match. The subjects in the three groups represent 31 of the 60 U.S. 
accredited dental schools and account for all geographical regions. 
Specifically, Group I has students from 23 of the 60 dental schools, 
Group II has students from 28 of the 60 dental schools, and Group III 
has students from 31 of the 60 dental schools. In Group I the 
majority of black students came from two of the 23 dental schools 
represented. This was due to black student enrollment being the 
highest at these two schools. 
Statistical Analysis 
Data from the biochemistry-physiology examination were analyzed 
using the two previously described methods of detecting test item 
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bias, delta plot and chi square, for the three groups. 
Delta Plot Method. Sinnott's refinement of Angoff's delta plot 
procedure as previously outlined was applied. Each item had a delta 
value (~) for each of the three groups (~1 ,~2 ,~3). A bivariate plot 
of delta values was created for each comparison c~l,~2;~1,~3;~2,~3). 
Groups II and III were plotted against each other to provide a baseline 
for evaluating the procedure with these data. The computer program 
used to obtain the delta values and their plot is described in 
Appendix A. 
The major axis line of the ellipse of points was obtained by 
calculating the line of best fit for each plot. The definition of 
the line of best fit and its determination, as taken from Sinnott, 
follows. It is the line that minimizes the perpendicular distances 
1 
of the ~~pairs and is the line that passes through EM, EM) and has the 
slope: 
OM2 + 
where are the item performance of the two 
comparison groups; 
F:, -;; are the means of the item deltas for 
M and M ; 
are the standard deviations of the 
item deltas for M and M ; 
and is the correlation between the item 
deltas of M and M . 
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After the preliminary line of best fit was computed the algorithm 
previously described to decrease the likelihood that biased items 
would contribute to the line determination was employed. This was 
completed using a fixed perpendicular distance~ .75 delta units as 
a cutoff. The computer programs used to obtain the line of best fit 
with this algorithm are offered in Appendices B through D. 
Once the line of best fit was obtained the perpendicular distance 
(Di) of each item (i) from that line was taken as a measure of item 
bias. Distance was computed with the formula: 
D· = 1 
AX· + B-Y· 1 1 
A distance of ~ . 75 delta units away from the line was considered 
representative of a biased item. 
Chi Square Method. Scheuneman's chi square procedure was then 
applied to the data resulting in a 2 x 3 contingency table of correct 
item responses, corresponding with the two racial groups and three 
total score intervals. The chi square value was calculated comparing 
the observed number (O) of subjects who responded correctly to the 
item to the expected number (E) who would respond correctly if the 
likelihood of a correct response in that ability interval were the 
same for both groups. Each ability interval and each racial group 
contributed to the chi square value for each item with the entry 
(0-E)Z/E. This measure is summed over all ability intervals and 
racial groups to obtain the chi square index of bias for each item. 
Table 2 illustrates the computation of chi square for a single item. 
A large chi square value indicates item bias. To determine 
Total Raw 
Score 
on Test 
46-59 
60-68 
69-83 
Table 2 
Example of the Computation of x2 for One Item 
Ntmtoer wi tn-Score_s __ Obtained Frequencies- Proportion Expected Frequencies 
in Each Range (No. with item correct) Correct Black Other 
Black Other Total Black Other Total (To/T) (p.B) (p.O) 
B 0 ·T Bo Oo To p Be Oe 
30 30 60 27 23 so 5/6 25 25 
46 46 92 36 37 73 73/92 36.5 36.5 
39 42 81 29 34 63 63/81 30.33 32.67 
X = L (Be - Bo) 2 + ~ (Oe - Ool2 = . 446 'd. f. = 2 Be Oe 
N 
0\ 
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whether the chi square value was significantly large, a chi square 
table was referenced at the .OS level of significance with (k-l)(r-1) 
degrees of freedom where k = the number of groups and r = the number 
of ability intervals. Because the same number of ability intervals 
was used for each item, obtained chi square values were also rank 
ordered as an alternate measure of item bias. The computer program 
used to calculate chi square values is provided in Appendix E. 
Following the application of both procedures to the data the 
number of items and the set of items identified as bias by each of 
the methods was noted. 
rnAPTER IV 
RESULTS 
Items Identified as Biased by the Delta Plot Procedure 
The proportion (p) of each of the three groups choosing the 
correct response for each item and their corresponding delta values 
are listed in Table 3. The obtained delta values were used in cal-
culating the line of best fit for each of the three comparisons. 
Application of Sinnott's line-fitting algorithm to the Group I, 
Group II comparison resulted in three iterations before determining 
the line of best fit for those data. 
The preliminary line was calculated using the entire 100 test 
items. Employing a cutoff distance of . 75 !J. units the 100 pairs were 
put through the line~fitting algorithm. The preliminary line had 
the slope 
A= 7.334 ~ 7.389 + ~7.334 ~ 7.389) 2 + 4(.892)27.334(7.389) 
2(2.718)(2.708).892 
A= 13.078 
14.721 
A= .888. 
Thirty~nine items were removed during the first cycle of the algorithm 
because their distances exceeded .75 tJ. units away from the preliminary 
line. The line was recalculated based on the remaining 61 i terns. 
The second iteration of the algorithm resulted in a line with 
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Table 3 
Proportion Answering Items Correctly and Corresponding Delta Values 
Group I Group II Group III 
Item Pro2ortion Delta Proportion Delta Pro2ortion Delta 
1 0.98 21.44 0.95 19.55 0.92 18.70 
2 0.95 19.50 0.91 18.29 0.93 18.95 
3 0.82 16.62 0.81 16.56 0.85 17.08 
4 0. 77 16.00 0.83 16.82 0.86 17.23 
5 0.84 17.04 0.89 17.90 0.86 17.38 
6 0.98 21.44 0.98 21.49 0.97 20.29 
7 0.90 18.03 0.91 18.29 0.92 18.48 
8 0.79 16.24 0.86 17.25 0.89 17.88 
9 0.68 14.85 0.84 16.96 0.82 16.54 
10 0.85 17.18 0.88 17.73 0.86 17.38 
11 0.90 18.23 0.86 17.40 0.93 18.95 
12 0.86 17.34 0.82 16.69 0.82 16.67 
13 0. 77 15.89 0.84 16.96 0.87 17.54 
14 0.82 16.62 0.85 17.10 0.78 16.06 
15 0.66 14.66 0.81 16.44 0.80 16.29 
16 0.81 16.49 0.77 15.97 0.70 15.10 
17 0.74 15.56 0.74 15.54 0.69 15.01 
18 0.79 16.24 0.80 16.32 0.79 16.17 
19 0.90 18.03 0.83 16.83 0.80 16.29 
20 0.73 15.46 0.82 16.69 0.75 15.72 
21 0.84 16.89 0.80 16.32 0.78 16.06 
22 0.75 15.67 0.81 16.44 0.85 17.08 
23 0.89 17.84 0.86 17.40 0.94 19.22 
24 0.55 13.48 0.59 13.86 0. 71 15.21 
25 0.88 17.67 0.76 15.86 0.80 16.29 
26 0.73 15.46 0.86 17.25 0.87 17.54 
27 0.91 18.44 0.92 18.72 0.94 19.23 
28 0.65 14.57 0.59 13.86 0.61 14.08 
29 0.49 12.87 0.53 13.34 0.60 14.00 
30 0.83 16.76 0.94 19.24 0.88 17.71 
31 0.69 14.95 0.58 13.77 0.67 14.72 
32 0.97 20.77 0.90 18.09 0.95 19.53 
33 0.45 12.52 0.64 14.39 0.77 15.95 
34 0.71 15.25 0.69 14.94 0. 71 15.21 
35 0.81 16.49 0.52 13.17 0.55 13.47 
36 0.86 17.34 0.64 14.48 0.74 15.51 
37 0.70 15.15 0.58 13.77 0.46 12.61 
38 0.72 15.35 0.80 16.32 0.80 16.42 
39 0.42 12.17 0.37 11.70 0.47 12.70 
40 0.75 15.67 0.70 15.14 0.72 15.31 
41 0.56 13.57 0.58 13.77 0.64 14.45 
42 0.77 15.89 0.75 15.65 0.58 13.82 
43 0.50 13.04 0.53 13.26 0.50 12.96 
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Table 3 (continued) 
Group I Group II Group III 
Item Pro:eortion Delta Pro:eortion Delta Proportion D;;lta 
44 0.50 12.97 0.38 11.79 0.45 12.53 
45 0.48 12.78 0.39 11.88 0.45 12.53 
46 0.64 14.4 7 0.57 13.68 0.46 12.61 
47 0.60 14.01 0.40 11.88 0.49 12.87 
48 0.47 12.70 0.52 13.17 0.50 12.96 
49 0.31 11.05 0.48 12.75 0.46 12.61 
so 0.37 11.71 0.31 11.06 0.41 12.09 
51 0.28 10.65 0.36 11.61 0.36 11.56 
52 0.70 15.05 0.58 13.86 0.62 14.26 
53 0.23 9.99 0.28 10.67 0.34 11.37 
54 0.48 12.78 0.69 14.94 0.65 14.54 
55 0.64 14.39 0.61 14.12 0.56 13.56 
56 0.65 14.57 0.60 14.03 0.62 14.17 
57 0.39 11.90 0.37 11.70 0.29 10.79 
58 0.30 10.85 0.25 10.25 0.29 10.79 
59 0.38 11.81 0.43 12.32 0.44 12.44 
60 0.75 15.67 0.74 15.54 0.71 15.21 
61 0.50 13.04 0.63 14.30 0.77 15.95 
62 0.52 13.22 0.63 14.30 0.53 13.30 
63 0.50 12.96 0.63 14.30 0.65 14.54 
64 0.28 10.65 0.36 11.61 0.43 12.27 
65 0.63 14.29 0.43 12.32 0.48 12.79 
66 0.70 15.15 0.82 16.69 0.80 16.52 
67 0.74 15.56 0.75 15.75 0.75 15.73 
68 0.22 9.88 0.19 9.56 0.27 10.49 
69 0.55 13.48 0.73 15.44 0.68 14.82 
70 0.42 12.17 0.33 11.25 0.33 11.28 
71 0.48 12.78 0.35 11.43 0.30 10.89 
72 0.81 16.49 0.84 16.96 0.86 17.23 
73 0.74 15.56 0.70 15.14 0.62 14.17 
74 0.28 ,, 10.54 0.31 10.96 0.33 11.28 
75 0.84 17.04 0.62 14.21 0. 72 15.31 
76 0. 77 16.01 0.80 16.32 0.80 16.29 
77 0.50 13.04 0.53 13.26 0.47 12.70 
78 0.62 14.20 0.64 14.48 0.62 14.17 
79 0.49 12.87 0.45 12.49 0.41 12.09 
80 0.53 13.31 0.48 12.75 0.49 12.87 
81 0.56 13.57 0.56 13.60 0.54 13.39 
82 0.43 12.26 0.28 10.67 0.25 10.28 
83 0.56 13.57 0.57 13.68 0.59 13.91 
84 0.53 13.31 0.45 12.49 0.49 12.87 
85 0.58 13.83 0.32 11.15 0.34 11.37 
86 0.31 11.05 0.33 11.25 0.39 11.92 
87 0.57 13.75 0.37 11.70 0.36 11.56 
88 0.44 12.34 0.38 11.79 0.49 12.87 
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Table 3 (continued) 
Group I Group II Group III 
Item Pro2ortion Delta Pro2ortion Delta Pro2ortion Delta 
89 0.45 12.52 0.48 12.83 0.50 13.04 
90 0.62 14.20 0.62 14.21 0.60 14.00 
91 0.32 11.15 0.53 13.34 0.56 13.56 
92 0.94 19.19 0.98 21.49 0.99 22.54 
93 0.80 16.37 0.73 15.44 0. 72 15.31 
94 0.37 11.62 0.36 11.61 0.39 11.92 
95 0.95 19.50 0.98 21.49 0.89 17.88 
96 0.96 19.85 0.91 18.29 0.89 17.88 
97 0.06 6.81 0.08 7.28 0.06 6.78 
98 0.84 16.89 0.76 15.86 0.68 14.82 
99 0.20 9.63 0.43 12.32 0.39 11.92 
100 0.80 16.37 0.80 16.32 0.85 17.08 
a slope 
A= 6.880 - 7.830 + \l'c6.880 - 7.830)2 + 4(.979)26.880(7.830 
2(2.623)(2.798).979 
A= 13.452 
14.370 
A= .936. 
This calculation found 38 items beyond the .75 cutoff. A third line 
was calculated based on the remaining 62 items. 
The third and final iteration produced a line with the slope 
A= 6.968- 7.760 + ~6.968- 7.760) 2 + 4(.979)27.760(6.968) 
2(2.640)(2.786).979 
A= 13.628 
14.401 
A = • 946. 
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Again, using the cutoff distance of .75 ~units it was found that the 
same 38 items were identified as those items exceeding the cutoff. 
This line was then taken to be the line of best fit. Table 4 provides 
a list of the 38 items identified as being potentially biased in the 
Group I, Group II comparison along with their respective distances 
from the line of best fit in delta units. Positive values indicate a 
bias in favor of Group I; the black sample. Negative values indicate 
a bias in favor of Group II; the same of other candidates. 
The preliminary line for the Group I, Group II comparison had 
the slope 
A= 6.937 .. 7.389 + Jc-6.937 ., 7.389)2 + 4(.872)27.389(6,937) 
2(2.718)(2.634).872 
Table 4 
Items Identified as Biased in the Group I, 
Group II Delta Plot Comparison with a .75 Cutoff 
Item NUriiber 
1 
5 
8 
9 
13 
15 
20 
25 
26 
30 
31 
32 
33 
35 
36 
37 
38 
44 
47 
49 
52 
54 
61 
62 
63 
65 
66 
69 
71 
75 
82 
85 
87 
91 
92 
95 
96 
99 
Distance From the Line 
1.02 
-0.82 
-0.88 
-1.63 
-0.92 
-1.39 
-1.02 
1.20 
-1.43 
-1.98 
0.76 
1. 62 
-1.37 
2.25 
1.88 
0.82 
-0.82 
0.82 
1.48 
-1.18 
0.76 
-1.59 
-0.94 
-0.82 
-1.00 
1.35 
-1.23 
-1.47 
0.96 
1.87 
1.16 
1.89 
1.43 
-1.55 
1.94 
-1.73 
0.84 
-1.84 
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A= 12.042 
12.486 
A= .964. 
Forty-four items were found to be beyond the .75 cutoff distance. 
The remaining 56 items were used in the second iteration of the 
algorithm which resulted in a line with the slope 
A= 7.042 = 7.651 + ~7.042 = 7.651) 2 + 4(.977)27.651(7.042) 
2(2.766)(2.654).977 
A= 13.747 
14.344 
A= .958. 
Forty-five items were identifed as falling beyond the .75 cutoff 
using this line. The third and final iteration, which resulted in 
the identification of the same 45 items exceeding the .75 cutoff, 
produced the line of best fit with the slope 
A= 6.980- 7.699 + ~(6.980- 7.699)2 + 4(.978)26.980(7.699) 
2(2.775)(2.642).978 
A= 13.638 
14.341 
A= .951. 
Table 5 lists the 45 items identified as potentially biased in the 
Group I, Group III comparison along with their respective distances 
from the line of best fit in delta units. Again, a positive value 
indicates a bias in favor of the black group while a negative value 
indicates a bias in favor of the group of all other candidates. 
The Group II, Group III comparison required four iterations of 
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Table 5 
Items Identified as Biased in the Group I, 
Group III Delta Plot Comparison With a .75 Cutoff 
Item NUriiber 
1 
4 
8 
9 
13 
15 
16 
19 
22 
23 
24 
25 
26 
29 
30 
33 
35 
36 
37 
38 
42 
46 
47 
49 
53 
54 
57 
61 ', 
63 
64 
65 
66 
69 
71 
73 
75 
82 
85 
87 
91 
92 
95 
96 
98 
99 
Distance From the Line 
1.72 
-0.96 
-1.27 
-1.26 
-1.27 
-1.21 
0.91 
1.11 
-1.07 
-1.14 
-1.24 
0.86 
-1.57 
-0.78 
-0.79 
-2.44 
2.10 
1. 20 
1.72 
-0.82 
1.43 
1. 32 
0.82 
-1.03 
-0.86 
-1.23 
0.87 
-2.07 
-1.11 
-1.06 
1.07 
-0.97 
-0.95 
1.41 
0.95 
1.14 
1.49 
1. 79 
1.59 
-1.65 
-2.62 
0.97 
1.21 
1.40 
-1.50 
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the algorithm before determination of the line of best fit and 
resulted in the identification of 15 potentially biased items. The 
preliminary line had the slope 
A = 6. 93 7 - 7. 334 + V,..C-6-. 9-3-7 ---7 .-3-3-4 )_2_+_4_(_. 9-5-4 )-2-6-. 9-3-7-(7-.-3-34-) 
A= 13.218 
13.610 
A = • 971. 
2(2.708()2.634).954 
After checking distances from the line 16 items were removed. The 
second iteration yielded a line with the slope 
A= 5.716- 6.17o + 'l'c5.716- 6.17o)2 + 4(.977)26.170(5.716) 
2(2.484)(2.391).977 
A= 11.919 
12.503 
A= .962. 
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Again 16 items were identified as falling beyond the .75 cutoff. How-
ever, since these items were not identical to the 16 removed in the 
first cycle a third iteration of the algorithm was performed which 
produced a line with the slope 
A = 6 .1oo - 6. 698 + 0,...c 6-.-1-oo---6-.-69_8_) -z _+_4_C_. -97_8_) 2-6-. -69_8_C 6-.-1-oo-) 
A= 11.919 
12.503 
A= .953. 
2(2.588)(2.470).978 
This calculation resulted in the removal of 15 i terns. The remaining 
85 items were used as the basis for the fourth and final iteration 
producing a line with the slope 
A= 6.059- 6.709 + ~(6.059- 6.709)2 + 4(.977)26.709(6.059) 
2(2.590)(2.461).977 
A= 11.825 
12.455 
A= .949. 
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The 15 items identified as potentially biased in the Group II, Group 
III comparison along with their respective distance from the line of 
best fit in delta units are provided in Table 6. Positive values 
indicate a bias in favor of Group II whereas negative values indicate 
a bias in favor of Group III. Both groups are composed of candidates 
other than blacks participating in the July 1981 biochemistry-physiology 
National Board dental examination. 
Items Identified as Biased by the Chi Square Procedure 
Chi square values for the 100 test items were obtained for the 
three comparisons following Scheuneman's modified chi square technique. 
Table 7 lists each item along with its corresponding chi square value 
for each of the three comparisons. Items with a chi square value 
reaching the .OS level of confidence (~ 5.99) are indicated with an 
asterisk. At this level of confidence the Group I, Group II comparison 
identified six potentially biased items, the Group I, Group III 
comparison identified ten potentially biased items, and the Group II, 
Group III found no biased items. As an alternate measure for identifying 
potentially biased items, rank ordered chi square values with their 
respective item numbers are provided in Table 8. 
Table 6 
Items Identified as Biased in the Group II, 
Group III Delta Plot Comparison With a .75 Cutoff 
Item Number 
11 
23 
24 
30 
32 
33 
37 
42 
46 
57 
61 
62 
92 
95 
98 
Distance From the Line 
-1.17 
-1.37 
-0.89 
1.00 
-1.12 
-1.07 
0.93 
1.34 
0.87 
0.82 
-1.13 
0.80 
-0.96 
2.42 
0. 77 
38 
39 
Table 7 
Chi Square Values by Item for Each of the Three Comparisons 
Qu Square Vai ue 
Item Group I , Group II Group I, Group III Group II, Group III 
Number ComEarison Comparison Comparison 
1 0.07 0.26 0.07 
2 0.17 0.05 0.23 
3 0.43 0.36 0.21 
4 1. 20 1.81 0.24 
5 0.16 0.67 0.58 
6 0.00 0.03 0.03 
7 0.20 0.11 0.46 
8 0.50 0.68 0.21 
9 2.54 1.81 0.10 
10 0.29 0.11 0.23 
11 0.27 0.33 0.32 
12 0.10 0.46 0.34 
13 0.67 1.84 0.39 
14 0.33 0.45 0.55 
15 1.89 1.72 0.32 
16 0.60 2.19 1.12 
17 0.49 0.57 0.18 
18 0.30 0.18 0.34 
19 1.15 1. 98 0.16 
20 0.86 0.19 0.53 
21 0.74 0.28 0.37 
22 0.28 1.04 0.31 
23 0.20 0.20 0.46 
24 1.23 3.25 3.79 
25 1.83 0.53 0.62 
26 1. 25 1.82 0.17 
27 0.07 0.17 0.12 
28 1.83 1.33 0.16 
29 3.51 4.29 0.43 
30 1.06 0.23 0.33 
31 1.94 0.39 2.12 
32 0.39 0.11 0.36 
33 3.86 10.87* 4.07 
34 0.87 0.54 0.09 
35 7.74* 6.34* 0.87 
36 3.81 1.22 0.75 
37 1. 29 6.58* 2.36 
38 0. 72 0.77 0.01 
39 0.47 1. 93 2.74 
40 0.14 1.19 1.51 
41 1.48 1.57 0.88 
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Table 7 (continued) 
Chi Square Value 
Item Group I, Group II Group I , Group II I Group II, Group III 
Number Comparison Comparison Comparison 
42 0.49 3.79 2.82 
43 0.76 1.48 0.42 
44 3.51 8.20 2.61 
45 1.47 1. 22 0.88 
46 0.98 4.27 1.66 
47 8.45* 2.98 2.88 
48 0.97 0.29 0.27 
49 5.14 4.36 0.70 
so 1.13 1. 33 3.43 
51 1.65 2.97 2.58 
52 1. 20 ·o. 70 0.85 
53 0.90 3.55 0.98 
54 5.40 3.36 0.59 
55 0.24 1.77 0.75 
56 0.63 0.17 0.19 
57 o.:o 1.88 1.22 
58 2.32 3.08 0.69 
59 1.11 0. 75 1. 73 
60 0.05 0.38 0.17 
61 1. 96 6.55* 2.24 
62 1. 90 0.23 1. 38 
63 2.97 3.80 2.64 
64 6.31* 4.75 3.22 
65 5.73 3.23 1.81 
66 1.49 1.30 0.23 
67 0.21 0.28 0.13 
68 0.46 1. 26 1.26 
69 3. 71 2.46 0.43 
70 5.87 2.57 1. 53 
71 3:'09 8.93* 2.02 
72 0.70 0.58 0.14 
73 0.14 2.14 1.35 
74 3.99 3.50 0.52 
75 3.99 1.37 1.17 
76 0.30 0.48 . 0.21 
77 0.25 0.81 0.62 
78 1.05 0.14 1. 23 
79 1.87 1.53 0.59 
80 2.75 1.53 1. 76 
81 1. 21 1.13 1.58 
82 3.78 5.97 1.65 
83 0.29 0.16 0.20 
84 2.16 1.47 0.49 
85 8.95* 8.27* 1.41 
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Table 7 (continued) 
Chi Square Value 
Item Group I , Group I I Group I , Group I I I Group II, Group III 
Number Comparison Comparison Comparison 
86 1.53 1.17 1.69 
87 5.07 7.76* 1.83 
88 2.12 1. 99 2.50 
89 0.18 0.54 0.21 
90 0.22 0.35 1.05 
91 7.29* 7.36* 1. 89 
92 0.17 0.24 0.06 
93 0.47 0.53 0.17 
94 0.89 0.53 0.23 
95 0.22 0.33 0.65 
96 0.21 0.38 0.23 
97 1.42 1.45 0.67 
98 0.41 2.59 1.19 
99 13.45* 9.59* 0.47 
100 0.45 0.22 0.50 
*Significant at the .05 level of confidence with 2 degrees of freedom. 
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Table 8 
Rank Ordered Chi Square Values for Each of the Three Comparisons 
Comparison 
Group I, Group II Group I, Group III Group II, Group III 
Rank x2 Item x2 Item x2 Item 
1 13.45 99 10.97 33 4.07 33 
2 8.95 85 9.59 99 3.79 24 
3 8.45 47 8.93 71 3.43 50 
4 7.74 35 8.27 85 3.22 64 
5 7.29 91 8.20 44 2.88 47 
6 6.31 64 7.76 87 2.82 42 
7 5.87 70 7.36 91 2.74 39 
8 5.73 65 6.58 37 2.64 63 
9 5.40 54 6.55 61 2.61 44 
10 5.14 49 6.34 35 2.58 51 
11 5.07 87 5.97 82 2.50 88 
12 3.99 75 4.75 64 2.36 37 
13 3.99 74 4.36 49 2.24 61 
14 3.86 33 4.29 29 2.12 31 
15 3.81 36 4.27 46 2.02 71 
16 3.78 82 3.80 63 1.89 91 
17 3. 71 69 3. 79 42 1.83 87 
18 3.51 29 3.55 53 1.18 65 
19 3.51 44 3.50 74 1. 76 80 
20 3.09 71 3.36 54 1. 73 59 
21 2.97 63 3.25 24 1.69 86 
22 2.75 80 3.23 65 1.66 46 
23 2.54 9 3.08 58 1.65 82 
24 2.32 58 2. 98 47 1.58 81 
25 2.16 84 2.97 51 1. 53 70 
26 2.12 88 2.59 98 1.41 85 
27 1.96 61 2.57 70 1.38 62 
28 1. 94 31 2.46 69 1.35 73 
29 1.90 62 2.19 16 1. 26 68 
30 1.89 15 2.14 73 1.23 78 
31 1.87 79 1. 99 88 1. 22 57 
32 1.83 25 1. 98 19 1.19 98 
33 1.83 28 1.93 39 1.17 75 
34 1.65 51 1.88 57 1.15 40 
35 1. 53 86 1.84 13 1.12 16 
36 1.49 66 1.82 26 1.05 90 
37 1.48 41 1.81 9 0.98 53 
38 1.47 45 1.81 4 0.88 41 
39 1.42 97 1.77 55 0.88 45 
40 1.29 37 1.72 15 0.87 35 
41 1. 25 26 1.57 41 0.85 52 
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Table 8 (continued) 
Comparison 
Group I, Group II Group I, Group III Group II, Group III 
Rank x2 Item x2 Item x2 Item 
42 1. 23 24 1. 53 79 0.75 36 
43 1. 22 81 1. 53 80 0.75 55 
44 1. 20 4 1.48 43 0.70 49 
45 1. 20 52 1.47 84 0.69 58 
46 1.15 19 1.45 97 0.67 97 
47 1.13 50 1.37 75 0.65 95 
48 1.11 59 1. 33 50 0.62 77 
49 1.06 30 1.33 28 0.62 25 
50 1.05 78 1.30 66 0.59 79 
51 0.98 46 1. 26 68 0.59 54 
52 0.97 48 1. 22 45 0.58 5 
53 0.90 53 1. 22 36 9,55 14 
54 0.87 34 1.19 40 0.53 20 
55 0.87 94 1.17 86 0.52 74 
56 0.86 20 1.13 81 0.50 100 
57 0.76 43 1.04 22 0.49 84 
58 0.74 21 0.81 77 0.47 99 
59 0. 72 38 0. 77 38 0.46 7 
60 0.70 72 0.75 59 0.46 23 
61 0.67 12 0.70 52 0.43 29 
62 0.63 56 0.68 8 0.43 69 
63 0.60 16 0.67 5 0.42 43 
64 0.50 8 0.58 72 0.39 13 
65 0.49 17 0.57 17 0.37 21 
66 0.49 42 0.54 34 0.36 32 
67 0.47 39 0.54 89 0.34 12 
68 0.47 93 0.53 25 0.34 18 
69 0.46 68 0.53 94 0.33 30 
70 0.45 100 0.53 93 0.32 11 
71 0.43 3 0.48 76 0.32 15 
72 0.41 98 0.46 12 0.31 22 
73 0.39 32 0.45 14 0.27 48 
74 0.33 14 0.39 31 0.24 4 
75 0.30 18 0.38 60 0.23 10 
76 0.30 76 0.38 96 0.23 66 
77 0.30 57 0.36 3 0.23 96 
78 0.29 83 0.35 90 0.23 94 
79 0.29 10 0.33 95 0.23 2 
80 0.28 22 0.33 11 0.21 76 
81 0.27 11 0.29 48 0.21 3 
82 0.25 77 0.28 21 0.21 8 
83 0.24 55 0.28 67 0.21 89 
84 0.22 95 0.26 1 0.20 83 
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Table 8 (continued) 
Compar1son 
Group I, Group II Group I, Group III Group II, Group III 
Rank x2 Item x2 Item x2 Item 
85 0.22 90 0.24 92 0.19 56 
86 0.21 96 0.23 62 0.18 17 
87 0.21 67 0.23 30 0.17 60 
88 0.20 23 0.22 100 0.17 26 
89 0.20 7 0.20 23 0.17 93 
90 0.18 89 0.19 20 0.16 28 
91 0.17 92 0.18 18 0.16 19 
92 0.17 2 0.17 56 0.14 72 
93 0.16 5 0.17 27 0.13 67 
94 0.14 73 0.16 83 0.12 27 
95 0.14 40 0.14 78 0.10 9 
96 0.10 12 0.11 10 0.09 34 
97 0.07 1 0.11 7 0.07 1 
98 0.07 27 0.11 32 0.06 92 
99 0.05 60 0.05 2 0.03 6 
100 0.00 6 0.03 6 0.01 38 
Items Identified as Biased by Both the 
Delta Plot and the Chi Square Procedure 
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Items found biased by both the delta plot procedure and the chi 
square procedure for each of the three comparisons are given in 
Table 9. 
Table 9 
Items Found Biased by Both the Delta Plot Procedure and the 
Chi Square Procedure for Each of the Three Comparisons 
Group I, Group II 
# 35 
# 47 
# 85 
# 91 
# 99 
Comparison 
Group I, Group III 
# 33 
# 35 
# 37 
# 61 
# 71 
# 85 
# 87 
# 91 
# 99 
Group II, Group III 
none 
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CHAPTER V 
DISCUSSION 
Items Identified as Biased by the Delta Plot Procedure 
After reviewing the results of Sinnott's modification of the 
delta plot procedure there is question as to whether a distance of 
.75 delta units from the line of best fit was an appropriate cutoff 
to employ with these data. Given the large number of items designated 
as potentially biased with the .75 cutoff it appears to be unlikely. 
Sinnott's (1980) discussion of the necessity of an empirical determina-
tion of the cutoff used for each set of data is exemplified in this 
study. A cutoff of .75 resulted in the elimination of too many 
items during the calculation of lines of best fit, i.e., 38 items in 
the Group I, Group II comparison, 45 items in the Group I, Group III 
comparison, and 15 items in the Group II, Group III comparison. Con-
sequently the .75 cutoff was not particularly useful in identifying 
items that significantly departed from the line of best fit in relation 
to the other test items. In the case of these data it appears that 
selection of a larger cutoff for empirical evaluation is warranted. 
Increasing the cutoff to 1.50 delta units from the line reduces the 
number of items identified as potentially biased considerably. Those 
items identified as potentially biased using a 1.50 cutoff are listed 
in Tables 10-12. 
Inspection of Tables 10 through 12 reveals 12 items found to be 
potentially biased in the Group I, Group II comparison, 11 items 
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Table 10 
Items Identified as Biased in the Group I, 
Group II Delta Plot Comparison With a 1. SO Oltoff 
Item Niiiilber 
9 
30 
32 
35 
36 
54 
75 
85 
91 
92 
95 
99 
Distance From the Line 
-1.63 
-1.98 
1.62 
2.25 
1.88 
-1.59 
1.87 
1.89 
-1.55 
1.94 
-1.73 
-1.84 
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Table 11 
Items Identified as Biased in the Group I, 
Group I II Delta Plot Comparison With a 1. SO Cutoff 
Item NUmber 
1 
26 
33 
35 
37 
61 
85 
87 
91 
92 
99 
D1stance From the L1ne 
1.72 
-1.57 
-2.44 
2.10 
1.72 
-2.07 
1. 79 
1. 59 
-1.65 
-2.62 
-1.50 
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Table 12 
Items Identified as Biased in the Group II, 
Group III Delta Plot Comparison With a 1.50 Cutoff 
I tern Nlririber D1stance From the Line 
95 2.42 
so 
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found to be potentially biased in the Group I, Group III comparison, 
and one item found to be potentially biased in the Group II, Group III 
comparison. These results are most plausible than those obtained with 
the .75 cutoff. 
The results of initial concern are those of the homogeneous 
group comparison. The comparison between Groups II and III was 
performed to establish a baseline for these data and technically 
should yield no difference in the performance between the groups. 
The single item identified as potentially biased in this comparison 
is an easy item with p values of .95, .98 and .89 respectively for 
the three groups. This would disqualify the i tern as biased, therefore 
yielding no potentially biased items in the Group II, Group III 
baseline comparison. 
In spite of the use of a 1.50 cutoff point both the Group I, 
Group II and the Group I, Group III comparisons still identified 12 
and 11 items respectively as being potentially biased. However, the 
design of this study provides an additional source of information 
concerning the black student/other student comparison by including 
two such comparisons frcm which to extrapolate. Examining the data 
from both comparisons identifies only five items as potentially 
biased in both instances. These items are numbers 35, 85, 91, 92 
and 99. Among these five items, item 92 may be disqualified as biased 
because it has p values of .94, .98 and .99 for the three groups 
and is therefore too easy an item. 
Taking into account the larger cutoff distance of 1.50 delta 
units from the line of best fit, and a selection of only those items 
identified as biased in both the Group I , Group II and the Group I , 
Group III comparisons, the delta plot procedure identified items 
35, 85, 91 and 99 of the July 1981 biochemistry-physiology National 
Board dental examination as being potentially biased. Before 
attempting to determine possible reasons these items were identified 
as biased the results of the chi square procedure will be discussed. 
Items Identified as Biased by the Chi Square Procedure 
The results obtained using the chi square procedure are more 
straightforward and less subject to interpretation than the results 
obtained using the delta plot procedure. As Shepard, et.al. (1980) 
noted, the chi square method is not based on arbitrary rules. Once 
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the level of significance is selected the chi square values are 
calculated and referenced in the chi square table under the appropriate 
degrees of freedom. A significance level of .05 is generally accepted 
in the social sciences and does not require justification. In this 
study a .OS level of significance identified items 3S, 47, 64, 8S, 
91 and 99 as potentially biased in the Group I, Group II comparison 
and items 33, 37, 44, 61, 71, 8S, 87, 91 and 99 as potentially 
biased in the Group I, Group III comparison. There were no chi square 
values reaching the .OS level of significance in the Group II, Group 
III baseline comparison. If one wished, a .01 level of significance 
(9.21 with two degrees of freedom) could be employed to increase 
certainty of item selection. Using a .01 level of significance with 
these data identifies one i tern, number 99, as biased in the Group I, 
Group II comparison and two i terns , numbers 33 and 99, as biased in the 
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Group I, Group III comparison. In this study data obtained using the 
.OS level of significance will be used. 
Since the groups used in this study are approximately equal and 
cell frequencies are relatively small, rank ordering chi square values, 
as suggested by Schueneman (1979), does not provide additional insight 
into the identification of biased items with these data. It is with 
unequal groups and large cell frequencies that the modified chi 
square values are least likely to approximate the chi square distribu-
tion. Examination of Table 8 shows no difference in the identification 
of biased items from those identified using a probability measure. 
Once the chi square values have been rank ordered the selection of 
items for inspection is the subjective decision of the investigator. 
In this study rank ordering of chi square values merely serves as a 
check for the data derived with the test of significance. 
As with the data from the delta plot, the nature of the design 
of this study provides two measures of black student/other student 
comparisons using the chi square procedure. Examination of data from 
both comparisons identifies four items as potentially biased in both 
cases. These item$ are numbers 35, 85, 91 and 99. 
Items Identified as Biased by Both the 
Delta Plot and the Chi Square ProcedUres 
From the onset, the purpose of this study has been to determine 
the extent to which the delta plot and the chi square methods for 
detecting test item bias agree in their detection of biased items on 
the biochemistry-physiology examination of the July 1981 National 
Board dental examinations. Reference to Table 9 shows four items 
which were identified as biased by both methods. The four 
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items are numbers 35, 85, 91 and 99. It is noteworthy that these four 
items are the same four items identified as biased for both black 
student/other student comparisons within each method. Items 35 and 
85 were identified as biased in favor of the black student group. 
Items 91 and 99 were identified as biased in favor of the other 
student group. Since the four items identified as biased by both 
methods when using the reliability checks made available within each 
of the methods are identical, there is evidence the level of agreement 
between the two methods is substantial. The final task of this study 
is to attempt a determination of why these four items were identified 
as biased by the two methods. 
Possible Reasons the Items Were 
Identified as Biased by the Two Methods 
Lois Burrill (1982) states there are many reasons an item may 
be identified as biased using any method of item bias detection. The 
reasons may include the placement of the i tern on the page, the order 
of distractors, or any other aspect of test format. Indeed, on 
occasion these have been found to have more to do with item bias 
detection than the·content of the item itself (Schueneman, 1978). 
The point being made is the necessity of examining all possible, if 
not logical, reasons an item may have been identified as biased. 
What follows is an examination of the reasons items 35, 85, 91 and 99 
of the National Board biochemistry-physiology examination were identified 
as biased by both the delta plot and the chi square procedures. In 
addition to the four items identified as biased by both methods, 
items 47 and 33 will be included in the analysis. These items were 
chosen because item 47 was identified as biased by both methods but 
only in the Group I, Group II comparison and item 33 was identified 
55 
as biased by both methods but only in the Group I, Group III compari-
son. Item 47 was identified as biased in favor of the black student 
group. Item 33 was identified as biased in favor of the other student 
group. It is hoped that inclusion of these items in the analysis will 
reveal if any difference exists between the two black student/other 
student comparisons. It should be noted that selection of these 
items was based on the original results of the study using .75 as a 
distance cutoff for the delta plot procedure. 
Content: When an item is identified as biased the first logical 
assumption is that there is something in the content of the item which 
results in one group performing significantly better than another 
group, provided differences in ability have been accounted for in 
advance. With this in mind the content of each of the six items under 
analysis was reviewed by a dental expert on staff at the American 
Dental Association. The expert first organized the items according 
to topic and found items 91 and 35 related to biochemistry while 
items 33, 47, and ~9 were related to physiology. Item 85 could have 
been classified as either topic. Keeping in mind that items 33, 91 
and 99 were identified as biased in favor of the other student group, 
and items 35, 47 and 85 were identified as biased in favor of the 
black student group, there does not appear to be any difference in 
the performance of the two groups by topic. 
A more specific examination of content of these items found 
items 47, 85 and 91 to be distantly related because they all pertained 
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to some aspect of the urinary tract. Other than this distant relation-
ship the dental expert found nothing in the wording of these three 
items that would be sensitive to either of the groups. Based on 
this he concluded these three items were not biased based on content. 
He noted item 35 could conceivably be biased in favor of the black 
student group because of the mention of the dark brown or black 
pigment of the skin, melanin. Black students may be more attuned to 
this subject area. 
The dental expert found items 33 and 99 to be closely related 
in content area. He stated the content in these two items was so 
closely related it was likely to have been included in the same 
lecture. Although he was unable to find anything in the wording that 
would be sensitive to either group, he did believe content could be a 
source of bias in favor of the other student group for these two 
items, given their close relationship. 
In summary, the dental expert believed items 47, 85 and 95 were 
not biased based on content. Item 35 could possibly be biased in 
favor of blacks based on content. Items 33 and 99 were likely to 
be identified as biased in favor of the other student group based on 
content. 
Sample: The question which logically follows is whether the 
sample used in the study was in any way responsible for the identifica-
tion of the items as biased. It has been noted that dental schools 
occasionally cover different subject areas in varying degrees. 
Because items 33 and 99 cover the same topic it is possible this topic 
was covered more extensively at certain schools. If content coverage 
within a school was responsible for a difference in item performance 
it would be a result of the sample employed. 
The sample selection for the black student group in this study 
was not random due to the limited black student pool. Consequently 
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63 percent of the students in the black student group came from the 
two schools which have the highest black enrollment of the 60 dental 
schools. Of the 63 percent, 25 percent came from School I and 38 
percent came from School II. With such a high concentration of 
students coming from two schools it is necessary to determine whether 
the students from these two schools performed significant differently 
on the six items from the remaining 37 percent of black students coming 
from other dental schools. Table 13 provides the percent of students 
answering each item correctly from School I, School II and all Other 
Schools. Also included in the table is the total number of students 
in Group I answering the items correctly. 
These data show School I students performing consistently lower 
than School II and all Other School students on all items except item 
85 where all schools performed approximately equal. School II students 
performed well in comparison to the Other Schools group and would 
therefore not account for a lower proportion of Group I students 
answering the items correctly. Based on the data presented in Table 
13 it does not appear that either School I or School II students 
disproportionately affect the total group score. 
Item Difficulty and Discrimination: Items which are too difficult 
or have a poor discriminating ability affect the way in which the item 
is answered. These items tend to elicit more randomness of choice 
Item 
33 
35 
47 
85 
91 
99 
Table 13 
Performance of Group I by School 
Percent AriSWer1ng Correctly 
School I School II Other Schools 
9% 17% 19% 
20% 35% 26% 
14% 26% 20% 
19% 16% 23% 
5% 17% 10% 
2% 10% 8% 
All Schools 
45% 
81% 
60% 
58% 
32% 
20% 
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than more statistically sound items and could lead to a misrepresenta-
tion of i tern bias. Table 14 shows the national average for each of 
the six items as well as the percent answering the item correctly 
for both the high and low performing groups on this examination. 
All items had a good discriminating power and were not particularly 
difficult for the national group participating in this examination. 
For the six items under analysis in this investigation neither item 
difficulty or item discrimination ability appear to be a functioning 
variable in their identification as biased. 
Probability: The probability that a certain number of i terns 
would be identified as biased on any test must be considered in this 
analysis. However, given the results indicated by the data under 
analysis it is unlikely that probability was responsibile for the 
selection of the biased items in this study. The fact that the four 
items were identified as biased by both methods for both black student/ 
other student comparisons argues against their being selected by 
chance. Rather, this provides a measure of verification that the 
items were identified as biased for same other reason. Since items 
33 and 47 were identified as biased by both methods but for only one 
black student/other student comparison it is more likely that pro-
bability was responsible for their selection. However, again, identi-
fication by both methods makes this assumption questionable. When in 
doubt additional information such as the content analysis provided by 
the dental expert should be employed in any decision making. 
Format: The format of the examination as well as each i tern was 
reviewed by one of the editors of the National Board dental examinations. 
National 
Item Average 
33 65.5% 
35 65% 
47 47.5% 
85 47.5% 
91 49.5% 
99 48% 
Table 14 
National Statistics for the 
Six Items Examined for Bias 
Percent of H1gh Group Percent of LOW Group 
Answering Correctly Answering Correctly 
87% 42% 
85% 45% 
67% 28% 
69% 26% 
74% 25% 
71% 25% 
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She was unable to find any aspect of the format which would have 
accounted for selection of the items as biased. 
Conclusion 
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The results of this study support the hypothesis that the delta 
plot procedure and the chi square procedure would detect a similar 
number and a similar set of biased items on the same examination. 
Indeed, the two methods detected an identical number and set of 
items as biased when both black student/other student comparisons 
were used as an additional control. The inclusion of items 47 and 
33 in the final analysis did not yield any information on a difference 
in performance between the Group I, Group II and the Group I, Group III 
comparisons. The inclusion of these items was beneficial however, 
because item 33 was thought to be content biased by the dental 
expert. 
Future investigations using data from National Board dental 
examinations may be helpful considering the results of this study. 
Particularly, a re-examination of items 33, 35 and 99 on a future 
examination seems ~dvisable to confirm or disconfirm any difference 
in the performance between the black student group and the other 
student group. This would substantiate whether the delta plot and 
chi square procedures were appropriate methods to use with National 
Board data. 
Items 47, 85 and 91 might also be included in a future examina-
tion with changes in format such as placement in the examination or 
arrangement of distractors to determine whether these artifacts were 
responsible for their identification as biased. Format changes for 
items 33, 35 and 99 would be an advisable added precaution. 
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Another reason a future study using data from the National Board 
dental examination is warranted stems from the spurious results 
obtained in this study using the inappropriately low .75 distance 
cutoff in the delta plot procedure. An investigation empirically 
validating a distance measure is necessary to confirm the results 
of the present study as well as to provide additional information 
regarding test item bias in National Board dental examinations. 
According to the results of this study reduction in the number 
of items included in the final analysis for bias can be accmplished by 
using two item bias detection procedures and two group comparisons 
within each method. In this study the number of biased items was 
reduced to four when all comparative conditions were taken into 
account. The additional control lends some reassurance that the 
items identified as biased have same variable at work which effects 
the performance of a particular group. However, r~duction of the 
number of items for review may omit a potentially biased item from 
the analyais. In-this study if item 33 had been omitted from the 
analysis the content would not have been scrutinized for bias. 
Where time allows it appears that all items identified by both methods 
should be examined for sources of bias. 
rnAPTER VI 
SI.JM.1ARY 
A study was conducted to investigate the ammmt of agreement 
between two methods for detecting test item bias. Data from the 
July 1981 biochemistry-physiology National Board dental examination 
was used to test the hypothesis that the delta plot procedure and the 
chi square procedure for detecting test item bias would identify a 
similar number and set of biased items. Results indicated that the 
two methods of item bias detection have a high level of agreement 
in the identification of biased items. 
The items identified as biased in the study were examined for 
possible source of bias. It was decided that for three of the six 
items identified, bias was produced by a factor not identifiable by 
the methods used in this study. For the three remaining i terns it 
was thought that same aspect of content could be responsible for item 
bias. An additional study of these items is necessary before a definite 
decision can be made regarding a source of bias. 
These results support the use of the two item bias detection 
procedures with natural test data and a relatively small sample size. 
The results also suggest a similar set of items will be identified as 
biased by the two methods provided a suitable distance cutoff is 
employed with the delta plot procedure. 
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APPENDIX A 
FORTRAN PROGRAM USED TO CCMPlJI'E DELTA VALUES AND TI-IEIR PLaTS 
I'NFILE IN1: 
INPUT GROUP 77 #4; 
DATA RAW13; 
INFILE IN2; 
INPUT (X1-XSO) (1.0) #2 (X51-X100) (1.0); 
DATA ALL1; 
MERGE ELAINE2 RAW13; 
PROC SORT DATA-ALL; 
BY GROUP: 
PROC MEANS NOPRINT DATA=ALLl; 
VAR Xl-X100; 
BY GROUP; 
OUTPUT OUT=ALL2 MEAN=P1-P100; 
DATA ALL 3; 
SET ALL2; 
DROP GROUP: 
PROC MATRIX; 
FETGI X DATA=ALL3; 
TR=X'; 
OUTPUT TR OUT=TE\1P1 ; 
DATA SAVE.D13; 
SET TEMP1; 
G1=4*PROBIT(OOL1)+13; 
G2=4*PROBIT(COL2)+13; 
G3=4*PROBIT(COL3)+13; 
DROP COL1-COL3; 
END OF DATA 
READY 
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APPENDIX B 
FORTRAN PROGAAM USED TO CCMPUTE DISTANCE FOR LINE OF BEST FIT 
DATA ALL1 
SET SAVE.D13 
IF GZ=. OR G1=. THEN DELETE; 
DROP G3 
DATA ALL2 
SET ALLl; 
Y=.981*G1+.193; 
D=(Y-GZ)/1.401; 
DROP G1; 
DATA ALL3; 
SET ALLZ; 
IF -.75<=D AND D::=.75 THEN DELETE; 
PROC PRINT DATA=ALL3; 
END OF DATA 
READY 
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APPENDIX C 
FORTRAN PROGRAM USED TO CDMPUTE SLOPE FOR LINE OF BEST FIT 
DATA ALLl: 
SET SAVE.D13~ 
IF GZ=. OR Gl=. THEN DELETE 
DROP G3; 
PROC CORR DATA=ALLl NOSINPLE; 
VAR Gl GZ; 
PROC f'.tEANS DATA= ALL! N ~.ffiAN STD VAR MA.XDEC=3; 
VAR Gl GZ; 
END OF DATA 
READY 
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APPBIDIX D 
FOIITAAN PROGJW.f USED TO DELETE ITfMS FOR LINE OF BEST FIT 
DATA ALLl; 
SET SAVE.D13; 
IF GZ=. or Gl=. THEN DELETE; 
IF R<M=' ROtl/2' THEN DELETE: 
IF ROW='ROWS' THEN DELETE; ETC. 
DROP G3; 
PROC CORR DATA=ALLl NO SIMPLE; 
VAR Gl GZ; 
PROC MEANS DATA=ALLl N MEAN STD VAR MAXDEC=3; 
VAR Gl GZ; 
END OF DATA 
READY 
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APPENDIX E 
FORTAAN PROGRAM USED TO mfi>liTE QU SQUARE VALUES 
DIMENSION X(350,100),GROUP(350),SCORE(350),TOTGP(3) 
DTIMENSION TOTINT(3),INTERV(350,3),INTGP(3,3)XINTGP(100,3,3) 
DIMENSION E(100,3,3),RINTGP(3,3),CHI(100,3),FLAG(100,3) 
REAL RINTGP,CHI,E 
INTEGER X,GROUP,SCORE,TOTGP,TOTINT,INTERV,INTGP,XINTGP,FLAG 
READ(10, 1) ((X (I ,J) ,J=1, 100), 1=1 ,350) 
READ(11,2) (GROUP(I),I=1,350) 
00 10 1=1,350 
SCORE(I)=O 
00 10 J=1,100 
SCQRE(I)=SCORE(I)+X(I,J) 
CONTINUE 
DO 15 !=1,3 
TOTGP(I)=O 
1DTINT(I)=O 
00 20 1=1,350 
00 20 J=1,3 
INTERV( I ,J)=O 
00 25 1=1,350 
IF (SCORE(I) .GE. 46 .AND. SCORE(!) .LE. 59) GO TO 21 
IF (SCORE(I) .GE. 60 .AND. SCORE(I) .LE. 68) GO TO 22 
IF (SCORE(!) .GE. 69 .AND. SCORE(!) .LE. 83) GO 1D 23 
INTERV (I ,3)=1 
TOTINT(3)=TOTINT(3)+1 
GO TO 25 
INTERV(I, 2) =1 
TOTINT(2)=TOTINT(2)+1 
GO TO 25 
INTERV(I, 1)=1 
TOTINT(1)=1DTINT(1)+1 
OONTINUE 
DO 30 !=1,350 
IF (GROUP(!) .EQ. 1) GO TO 27 
IF (GROUP(I) .EQ. Z) GO TO 28 
IF (GROUP(!) .EQ. 3) GO TO 29 
TOTGP(1)=TOTGP(1)+1 
GO 1D 30 
1DTGP(2)=1DTGP(2)+1 
GO TO 30 
TOTGP(3)=1DTGP(3)+1 
OJNTINUE 
00 35 1=1,3 
00 35 J=1,3 
INTGP(I,J)=O 
00 40 J=1,3 
00 40 !=1,350 
IF (INTERV(I,J) .EQ. 1 .AND. GROUP(!) .EQ. 1) GO TO 36 
IF (INTERV(I,J) .EQ. 1 .AND. GROUP(I) .EQ. 2) GO TO 37 
76 
IF (INTERV(I,J) .EQ. 1 .AND. GROUP(!) .EQ. 3) GO TO 38 
00 TO 40 
INTGP(J,1)=INTGP(J,1)+1 
GO TO 40 
INTGP(J,2)=INTGP(J,2)+1 
GO TO 40 
INTGP(J,3)=INTGP(J,3)+1 
CONTINUE 
DO 45 1=1,100 
ro 45 J=l,3 
ro 45 K=1,3 
XINTGP(I,J,K)=O 
00 60 1=1,100 
DO 60 K=1,350 
IF (X(K,I) .NE. 1) GO TO 60 
00 60 J=l,3 
IF (INTERV(K,J) .EQ. 1 .AND. GROUP(K) .EQ. 1) 00 TO 51 
IF (INTERV(K,J) .EQ. 1 .AND. GROUP(K) .EQ. 2) GO TO 52 
IF (INTERV(K,J) .EQ. 1 .AND. GROUP(D) .EQ. 3) 00 TO 53 
GO TO 60 
XINTGP(I,J,l)=XINTGP(I,J,l)+l 
GO TO 60 
XINTGP(I,J,2)=XINTGP(I,J,2)+1 
GO TO 60 
XINTGP(I,J,3)=XINTGP(I,J,3)+1 
CONTINUE 
DO 65 1=1,100 
00 65 J=1,3 
IX) 65 K=1,3 
E(I,J,K)=O. 
00 90 1=1,100 
ro 90 1=1,3 
GO TO (66,67,68),1 
K=l 
KK:::;2 
GO TO 70 
K=l 
KK=3 
GO TO 70 
K:::;2 
KK=3 
00 75 J=1,3 
INTOT= INTGP ( J, K) + INTGP ( J, KK) 
RlNTGP(J,K)=INTGP(J,K) 
RINTGP(J,KK)=INTGP(J,KK) 
E(I,J,K)=(RINTGP(J,K)*(XINTGP(I,J,K)+XINTGP(I,J,KK)))/INTOT 
E(I,J,KK)=(RINTGP(J,KK)*(XINTGP(I,J,K)+XINTGP(I,J,KK)))/INTOT 
OJNTINUE 
au cr ,1)=0. 
00 80 J=1,3 
El=(E(I,J,K)-XINTGP(I,J,K))**2/E(I,J,K) 
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EZ=(E(I,J,KK)-XINTGP(I,J,KK))**Z/E(I,J,KK) 
CHI(I,L)=CHI(I,L)+E1+E2 
CONTINUE 
WRITE(6,4)I,J,K,KK,(E,I,J,K),E(I,J,KK),J=1,3) 
FO~~T(2X,414,6F10.2) 
CONTINUE 
00 95 I=1,100 
00 95 J=1,3 
IF (CHI(I,J) .GT. 5.99) GO TO 93 
FLAG(I,J)=O 
GO TO 95 
FL.AG(I ,J)=1 
CONTINUE 
00 100 I=1,100 
WRITE(6,3) I,(CHI(I,J),FLAG(I,J),J=1,3) 
CONTINUE 
FO~~T(50I1,/,50I1) 
FO~T(76X,I1,///) 
FOR!·~T(ZX, I3, 3 (2X,F8. 3, 3X, Il)) 
STOP 
END 
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