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ON FRACTIONAL DIFFUSION-ADVECTION-REACTION EQUATION IN R∗
V. GINTING† AND Y. LI†
Abstract. We present an analysis of existence, uniqueness, and smoothness of the solution to a class of fractional ordinary differential
equations posed on the whole real line that models a steady state behavior of a certain anomalous diffusion, advection, and reaction. The
anomalous diffusion is modeled by the fractional Riemann-Liouville differential operators. The strong solution of the equation is sought in
a Sobolev space defined by means of Fourier Transform. The key component of the analysis hinges on a characterization of this Sobolev
space with the Riemann-Liouville derivatives that are understood in a weak sense. The existence, uniqueness, and smoothness of the
solution is demonstrated with the assistance of several tools from functional and harmonic analyses.
Key words. Riemann-Liouville fractional operators, fractional diffusion, advection, reaction, weak fractional derivative, strong
solution, regularity.
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1. Introduction. Fractional integral and differential operators and fractional differential equations have gained
increasingly crucial role as useful tools for modeling various anomalous and nonlocal phenomena. By no means
exhaustive, some of the applications include conservation of fluid in a porous medium [26], anomalous diffusion [17],
atmospheric advection-dispersion of pollutants [10], continuum mechanics [16], and dynamics in financial markets [21].
Recent years have seen very active investigations on theoretical and numerical analysis of fractional differential
equations. The existence of solutions to many types of fractional differential equations have been widely studied by
using functional analytic approaches with some aiming at finding analytical/closed form solutions of the problems
(see, e.g. [14], [20], [27]). Using unctional analytic framework and variational formulations, several numerical schemes
for approximating boundary value problems involving fractional differential equations were derived and analyzed (see
e.g. [7], [24], and [12]). Moreover, there has been a renewed interest on investigation of fractional Sturm-Liouville
boundary value problems on unbounded domains [13].
Among the recurring themes in the aforementioned works is on the wellposedness of the problems under investi-
gation. When posed on a bounded domain, typically a fractional differential equation must be provided with a set
of boundary conditions. However, fractional integral and differential operators are inherently nonlocal, and in this
regard, the choice of suitable and correct boundary settings to accompany the equation is not immediately clear. Other
related topic is on the stability and regularity of the solution, namely, questions about the smoothness of the solution
and how it depends on the data. A variety of issues on the wellposedness of the problems and solutions regularity was
for example addressed in [23, 2, 5].
The subject of this paper is on the existence, uniqueness, and regularity of stationary fractional ordinary differential
equation modeling a certain anomalous diffusion, advection, and reaction on the whole real line, in which the anomalous
diffusion is modeled by the fractional Riemann-Liouville derivatives. One can associate this equation as a study of
steady state behavior of a time dependent problem containing spatial fractional derivatives (see e.g. [11] and [3]). In
giving a proper response, there are several inquiries to address, among which are: 1) What is a suitable functional
space inside of which the solution of the equation is to be sought? 2) What should be a good setting to analyze the
existence, smoothness, stability of solution?
The central thesis of the current investigation is that a class of fractional Sobolev spaces is a suitable ”sandbox”
to search for the solutions of the said fractional ordinary differential equations. In particular, we heavily utilize the
Sobolev space that is defined by means of Fourier Transform. One of the main results is an ability to relate functions
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in this Sobolev space to functions whose Riemann-Liouville derivatives are understood in a weak sense. In fact, we
show that the Sobolev space is equal to space of functions whose Riemann-Liouville derivatives are square integrable.
Once this is in place, several tools from functional and harmonic analyses are employed to certify the existence and
uniqueness of the strong solution of the equation. Furthermore, under an assumption of increasing smoothness of the
data, the smoothness of the solution may be revamped as well.
The rest of the paper is organized as follows. An introduction to fractional Riemann-Liouville integral and
differential operators and some of their relevant properties are presented in Section 2. After listing several well-
established results on Sobolev spaces of real-valued functions in R, discussion in Section 3 is concentrated on a
characterization of Ĥs(R), a Sobolev space that is defined using Fourier Transform. It is achieved through the notion
of weak fractional Riemann-Liouville derivatives, whose corresponding functional spaces are shown to be identical to
Ĥs(R). An application of the preceding framework to demonstrate existence and uniqueness of a strong solution to a
fractional diffusion-advection-reaction in R (see (4.1)) is presented in Section 4. The analysis in this section includes
the stability and regularity estimates of the solution. Conclusion and future works is presented in Section 5. A list of
frequently invoked theorems is given in Appendix A.
Several notations, conventions, definitions, and related facts to be used throughout the paper are collected in this
paragraph. We assume all the functions are real valued unless otherwise specified. For a given set Ω ⊂ R, we use
characteristic function 1Ωw(x) to denote 1Ω w(x) =
{
w(x), x ∈ Ω,
0, x ∈ R\Ω,
for any function w defined in Ω (even though
w may not be defined on R\Ω). Let
‖w‖Lp(Ω) :=

(∫
Ω
|w(x)|p dx
)1/p
, for 1 ≤ p <∞,
ess sup{|w(x)| : x ∈ Ω}, for p =∞.
The Lebesgue spaces Lp(Ω) is defined as {w : Ω → R : ‖w‖Lp(Ω) < ∞}. We note that L
2(Ω) is a Hilbert space
and (·, ·)L2(Ω) denotes its usual inner product that generates its norm ‖ · ‖L2(Ω). To simplify presentation, we use
(·, ·) when Ω = R. C∞0 (R) denotes the space of all infinitely differentiable functions with compact support in R.
N0 denotes the set of all non-negative integers. Convolution of two functions v and w is defined as [v ∗ w](t) =∫
R
v(x)w(t − x) dx =
∫
R
v(t − x)w(x) dx. Given w : R → R, [F(w)](ξ) =
∫
R
e−2πixξw(x) dx, for ξ ∈ R, denotes
the Fourier Transform of w. The notation ŵ denotes the Plancherel Transform of w defined in Theorem A.1, which
coincides with F(w) if w ∈ L1(R) ∩ L2(R). The notation w∨ denotes the inverse of Plancherel Transform. Given
h ∈ R, define the translation operator τh as τhw(x) = w(x − h). Also, given κ > 0, define the dilation operator Πκ
as Πκw(x) = w(κx). By appropriate change of variable, [F(τhw)](ξ) = e
−2πihξ[F(w)](ξ), [F(Π−1w)](ξ) = [F(w)](ξ),
and [F(Πκw)](ξ) = κ
−1[F(w)](κ−1ξ) for 0 6= κ ∈ R. Here z is the usual complex conjugate of z ∈ C.
2. Fractional Riemann-Liouville Operators. Definitions and several well-established facts about Riemann-
Liouville (in short R-L) integrals and derivatives are laid out in this section, most of them without providing rigorous
proofs. They have been recorded in various literatures, for which interested readers may refer to the specific references
cited in the statements of the results.
2.1. Fractional Riemann-Liouville Integrals and Their Properties.
Definition 2.1. Let w : (a, b) → R, (a, b) ⊂ R and σ > 0. The left and right Riemann-Liouville fractional
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integrals of order σ are, formally respectively, defined as
aD
−σ
x w(x) :=
1
Γ(σ)
∫ x
a
(x− s)σ−1w(s) ds,(2.1)
xD
−σ
b w(x) :=
1
Γ(σ)
∫ b
x
(s− x)σ−1w(s) ds,(2.2)
where Γ(σ) is the usual Gamma function. For convenience, we set
(2.3) D−σw(x) := −∞D
−σ
x w(x) and D
−σ∗w(x) := xD
−σ
∞ w(x).
Various aspects of these operators have been investigated in [20].
Remark 2.2. Each D−σw and D−σ∗w can be expressed as a convolution ([20], p. 94), namely,
D
−σw =
1
Γ(σ)
f1 ∗ w, D
−σ∗w =
1
Γ(σ)
f2 ∗ w,
where
f1 = 1(0,∞)t
σ−1 and f2 = 1(−∞,0)|t|
σ−1,
In particular, if 0 < σ < 1, f1, f2 can be identified as distributions since they are locally integrable (see, e.g. [19], p.
157).
Property 2.1. Let µ, σ > 0, w ∈ Lp(R) with 1 ≤ p ≤ ∞. For any fixed a, b ∈ R, the following is true
(2.4)
aD
−µ
x aD
−σ
x w(x) = aD
−µ−σ
x w(x), x > a
xD
−µ
b xD
−σ
b w(x) = xD
−µ−σ
b w(x), b < x.
Proof. For a bounded interval (a, b) and w ∈ Lp(a, b) it has been shown in [14] Lemma 2.3, p. 73 that
aD
−µ
x aD
−σ
x w(x) = aD
−µ−σ
x w(x) and xD
−µ
b xD
−σ
b w(x) = xD
−µ−σ
b w(x).(2.5)
The proof below is shown only for the first equality, the second one follows similarly. For any x > a, we could always
pick a integer n, such that x ∈ (a, a+ n). Notice w ∈ Lp(a, a+ n), applying (2.5), we have
aD
−µ
x aD
−σ
x w(x) = aD
−µ−σ
x w(x), x ∈ (a, a+ n).
Since n is arbitrary, this means aD
−µ
x aD
−σ
x w(x) = aD
−µ−σ
x w(x), for x > a.
The following is an immediate consequence of Property 2.1.
Corollary 2.3. Let µ, σ > 0, and w ∈ C∞0 (R), then
(2.6) D−µD−σw = D−(µ+σ)w and D−µ∗D−σ∗w = D−(µ+σ)∗w.
Corollary 2.4. Let v, w ∈ C∞(R), supp(v) ⊂ (a,+∞), supp(w) ⊂ (−∞, b), µ > 0, b > a. It is true that
(2.7) (D−µv, w) = (v,D−µ∗w).
This manuscript is for review purposes only.
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Proof. For a bounded interval (a, b) and v, w ∈ L2(a, b) and σ > 0, it has been shown in the corollary of Theorem
3.5, p. 67 of [20], that
(2.8) (aD
−σ
x v, w)L2(a,b) = (v, xD
−σ
b w)L2(a,b).
Notice supp(D−µv) ⊂ (a,+∞) and supp(D−µ∗w) ⊂ (−∞, b). By Definition 2.1 and (2.8),
(2.9) (D−µv, w) = (aD
−µ
x v, w)L2(a,b) = (v, xD
−µ
b w)L2(a,b) = (v,D
−µ∗w).
Property 2.2 (Fourier Transform of R-L Integrals, [20], Theorem 7.1, p.138). Under the assumption that
w ∈ L1(R) and 0 < σ < 1,
(2.10) F(D−σw) = (2πiξ)−σF(w) and F(D−σ∗w) = (−2πiξ)−σF(w), ξ 6= 0.
This property is equivalently given in [20] Theorem 7.1, p. 138 with a different version of the definition of Fourier
Transform up to a sign −2π in exponentiation.
Remark 2.5. (∓iξ)σ is understood as equal to |ξ|σe∓σπi·sign(ξ)/2.
The following property is on the commutativity of R-L integrals with translation and dilation operators.
Property 2.3 ([20], pp. 95, 96). Under the assumption that D−µw and D−µ∗w are well-defined, the following
is true:
(2.11)
τh(D
−µw) = D−µ(τhw), τh(D
−µ∗w) = D−µ∗(τhw)
Πκ(D
−µw) = κµD−µ(Πκw), Πκ(D
−µ∗w) = κµD−µ∗(Πκw).
2.2. Fractional Riemann-Liouville Derivatives and Their Properties.
Definition 2.6. Let (a, b) ⊂ R and w : (a, b) → R. Assume µ > 0 and n is the smallest integer greater than µ
(i.e., n− 1 ≤ µ < n). The left and right Riemann-Liouville fractional derivatives of order µ are, formally respectively,
defined as
aD
µ
xw :=
dn
dxn
(
aD
µ−n
x w(x)
)
, and xD
µ
b w := (−1)
n d
n
dxn
(
xD
µ−n
b w(x)
)
.(2.12)
For convenience of notation, we set
(2.13) Dµw = −∞D
µ
xw and D
µ∗w = xD
µ
∞w.
Property 2.4 ([14], Lemma 2.4, p. 74 ). For any µ > 0 and w ∈ Lp(a, b), where (a, b) ⊂ R is a bounded interval
and 1 ≤ p ≤ ∞, then
(2.14) aD
µ
xaD
−µ
x w = w(x) and xD
µ
b xD
−µ
b w = w(x).
Two immediate consequences of Property 2.4 are stated below.
Corollary 2.7. Let µ > 0 and w ∈ Lp(R) with 1 ≤ p ≤ ∞. For any fixed a, b ∈ R,
(2.15) aD
µ
xaD
−µ
x w = w(x), for x > a, and xD
µ
b xD
−µ
b w = w(x), for x < b.
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Property 2.5. Let µ > 0 and (a, b) ⊂ R be a bounded interval. If w = aD
−µ
x ψ for some ψ ∈ L
p(a, b) with
1 ≤ p ≤ ∞, then
(2.16) aD
−µ
x aD
µ
xw = w(x), ∀x ∈ (a, b).
Furthermore, if w ∈ C∞(a,+∞) and supp(w) ⊂ (a,+∞), then
(2.17) aD
−µ
x aD
µ
xw = w(x), ∀x ∈ (a,+∞).
Similarly, if w = xD
−µ
b ψ for some ψ ∈ L
p(a, b) with 1 ≤ p ≤ ∞ , then
(2.18) xD
−µ
b xD
µ
bw = w(x), ∀x ∈ (a, b).
And furthermore, if w ∈ C∞(−∞, b) and supp(w) ⊂ (−∞, b), then
(2.19) xD
−µ
b xD
µ
bw = w(x), ∀x ∈ (−∞, b).
This property is equivalently stated by [20] (c.f. Theorem 2.3, p. 43 combined with Theorem 2.4, p. 44). As an
immediate corollary, we have:
Corollary 2.8. Let 0 < µ, and w ∈ C∞0 (R), then
(2.20) D−µDµw = w and D−µ∗Dµ∗w = w.
Property 2.6. Let 0 < µ and w ∈ C∞0 (R), then D
µw,Dµ∗w ∈ Lp(R) for any 1 ≤ p <∞.
Proof. The proof is shown only for Dµw, the other one can be established in a similar fashion. Since w ∈ C∞0 (R),
there exists a bounded interval (a, b − 1), such that supp(w) ⊂ (a, b − 1). When µ is a positive integer, then Dµw =
w(µ) ∈ Lp(R) for any 1 ≤ p <∞. Otherwise, we can always choose a non-negative integer n such that n− 1 < µ < n.
Since w ∈ C∞0 (R), by Corollary 2.8, w(x) = D
−nv(x), where v(x) = w(n)(x) also belonging to C∞0 (R). Thus,
D
µw = DµD−nv(x). Applying Corollary 2.3, we know D−nv(x) = D−µD−(n−µ)v(x). Plugging in back gives
(2.21) Dµw = Dµ(D−µD−(n−µ)v(x)) = (DµD−µ)D−(n−µ)v(x).
Since (DµD−µ)D−(n−µ)v(x) = 1{a<x} (aD
µ
xaD
−µ
x )aD
−(n−µ)
x v(x), applying Corollary 2.7 and plugging back into
(2.21) yields
(2.22) Dµw = D−(n−µ)v(x).
Now we consider decomposition Dµw = f(x) + g(x), where
(2.23) f(x) = 1{x≤b} D
µw and g(x) = 1{x>b} D
µw.
In order to show Dµw ∈ Lp(R), we only need to show f, g ∈ Lp(R). First we claim f ∈ Lp(R). By (2.22) and
definition in (2.13), we know
(2.24) f(x) = 1{x≤b} D
−(n−µ)v(x) = 1{a<x≤b} aDx
−(n−µ)v(x),
and thus (see for example [20], p. 48)
‖f‖Lp(R) = ‖aDx
−(n−µ)v‖Lp(a,b) ≤
(b − a)n−µ
(n− µ)Γ(n− µ)
‖v‖Lp(a,b) <∞.
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Thus, f ∈ Lp(R). Next it is demonstrated that g ∈ Lp(R). By setting σ = n − µ and using Definition 2.6,
g(x) = 1{x>b}(Γ(σ))
−1I, with
I =
dn
dxn
∫ x
−∞
(x− s)σ−1w(s) ds =
dn
dxn
∫ b−1
−∞
(x− s)σ−1w(s) ds,
Notice that when x > b,∣∣∣∣ dndxn ((x− s)σ−1w(s))
∣∣∣∣ ≤ |w(s)| and |w(s)| is integrable over (b,∞).
Therefore, application Dominated Convergence Theorem gives
I = C
∫ b−1
−∞
(x− s)σ˜w(s) ds, where σ˜ = σ − 1− n,
and C = (σ − 1) · (σ − 2) · · · (σ − n). Applying Ho¨lder’s Inequality to I, for x > b, results in
I ≤ |I| ≤ C‖(x− s)σ˜‖L∞(−∞,b−1)‖w‖L1(−∞,b−1) ≤ C(x − b+ 1)
σ˜‖w‖L1(−∞,b−1).
Notice that ‖w‖L1(−∞,b−1) = ‖w‖L1(R) <∞, and since σ˜ < −1, it can be easily verified that (x−b+1)
σ˜ ∈ Lp(b,∞) for
1 ≤ p < ∞. Taken all these together into account yields ‖g‖Lp(R) = ‖1{x>b}(Γ(σ))
−1I‖Lp(R) = ‖(Γ(σ))
−1I‖Lp(b,∞) <
∞. Therefore, Dµw ∈ Lp(R), which completes the proof.
Property 2.7 (Fourier Transform of R-L Derivatives [20], p. 137). If µ > 0 and w ∈ C∞0 (R), then
(2.25) F(Dµw) = (2πiξ)µF(w) and F(Dµ∗w) = (−2πiξ)µF(w), ξ 6= 0,
where as in Property 2.2, (∓iξ)σis understood as |ξ|σe∓σπi·sign(ξ)/2.
Proof. Using a different version of the Fourier Transform (namely up to a sign −2π in the exponential position),
this property was stated without a proof in [20], p.137. The proof below is provided only for completeness. The proof
is shown only for the Fourier Transform of left derivative since the right derivative counterpart can be carried out
analogously. First notice that if µ is a positive integer, integration by parts and a simple calculation give the equality
(see, e.g. [15], p. 274). Otherwise, there is a positive integer n, such that n − 1 < µ < n. Suppose supp(w) ⊂ (a, b),
with −∞ < a < b <∞. Using Remark 2.2 and Theorem A.5 gives
(2.26) Dµw = 1{x>a} aD
µ
xw = 1{x>a} aD
−(n−µ)
x w
(n)(x) = D−(n−µ)w(n)(x).
Notice now 0 < n− µ < 1, so using Property 2.2 yields
(2.27) F(Dµw) = F(D−n+µw(n)) = (2πiξ)−n+µF(w(n)), ξ 6= 0.
The proof is completed by recalling that F(w(n)) = (2πiξ)nF(w).
Property 2.8. Given w ∈ C∞0 (R), µ > 0, and a positive integer n such that n− 1 ≤ µ < n, then
(2.28)
τh(D
µw) = Dµ(τhw), τh(D
µ∗w) = Dµ∗(τhw)
Πκ(D
µw) = κ−µDµ(Πκw), Πκ(D
µ∗w) = κ−µDµ∗(Πκw).
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Proof. First, since w ∈ C∞0 (R), using Remark 2.2 and Theorem A.5 gives D
µw = D−(n−µ)w(n). According to
Property 2.3,
τh(D
µw) = τh(D
−(n−µ)w(n)) = D−(n−µ)(τhw
(n)) = D−(n−µ)(τhw)
(n) = Dµ(τhw).
Similar argument is used to establish τh(D
µ∗w) = Dµ∗(τhw).
Next, again using Property 2.3,
(2.29)
Πκ(D
µw) = Πκ(D
−(n−µ)w(n))
= κ(n−µ)D−(n−µ)(Πκw
(n))
= κ(n−µ)D−(n−µ)(κ−n(Πκw)
(n))
= κ−µD−(n−µ)((Πκw)
(n))
= κ−µDµ(Πκw)
Using similar argument, Πκ(D
µ∗w) = κ−µDµ∗(Πκw) follows.
3. Characterization of Fractional Sobolev Spaces. In this section, we shall characterize classical fractional
Sobolev spacesW s,2(R) (namely Ĥs(R)) by giving another equivalent definition using weak fractional R-L derivatives.
There is a vast amount of literatures devoted to Sobolev spaces (see, e.g., [4], [6], and [22]), thus those well-established
results pertaining to subsequent analyses are stated without proof.
3.1. Some Facts on Sobolev Spaces.
Definition 3.1 (Sobolev Spaces on R [8], p. 258, [1] p. 250). Let m ∈ N0, 1 ≤ p ≤ ∞.
(3.1) Wm,p(R) = {w ∈ Lp(R) : Dαw ∈ Lp(R), ∀0 ≤ α ≤ m},
where α is integer and Dαu are weak derivatives. If s > 0 is a real number and m is the smallest integer greater than
s, the fractional order Sobolev spaces are defined by complex interpolation as
(3.2) W s,p(R) = [Lp(R),Wm,p(R)]s/m.
Definition 3.2 (Sobolev Spaces Via Fourier Transform, e.g. [6, 22]). Given s ≥ 0, let
(3.3) Ĥs(R) =
{
w ∈ L2(R) :
∫
R
(1 + |2πξ|2s)|ŵ(ξ)|2 dξ <∞
}
,
where ŵ is Plancherel Transform defined in Theorem A.1. It is endowed with norm
(3.4) ‖w‖Ĥs(R) :=
(
‖w‖2L2(R) + |w|
2
Ĥs(R)
)1/2
, with |w|Ĥs(R) := ‖(2πξ)
sŵ‖L2(R).
It is well-known that Ĥs(R) is a Hilbert space.
Theorem 3.3 ([22], p. 78). C∞0 (R) is dense in Ĥ
s(R).
Theorem 3.4 ([1], p. 252). Let s ≥ 0. u ∈W s,2(R) if and only if u ∈ Ĥs(R). In addition, W s1,2(R) ⊆W s2,2(R)
for s1 ≥ s2.
Remark 3.5. Notice the particular case, if s = 0, L2(R) = Ĥ0(R) =W 0,2(R).
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3.2. Connections between Sobolev Spaces and R-L Derivatives. First, a generalization of the usual
integer-order weak derivatives to include weak fractional R-L derivatives is presented.
Definition 3.6 (Weak Fractional R-L Derivatives). Let s > 0, and v, w ∈ L1loc(R). The function w is called
weak s-order left fractional derivative of v, written as Dsv = w, provided
(3.5) (v,Ds∗ψ) = (w,ψ), ∀ψ ∈ C∞0 (R).
In a similar fashion, w is weak s-order right fractional derivative of v, written as Ds∗v = w, provided
(3.6) (v,Dsψ) = (w,ψ), ∀ψ ∈ C∞0 (R).
Lemma 3.7 (Uniqueness of Weak Fractional R-L Derivatives). If v ∈ L1loc(R) has a weak s-order left (or right)
fractional derivative, then it is unique up to a set of zero measure.
Proof. We only show the uniqueness for the left fractional derivative. Assume w1, w2 ∈ L
1
loc(R) are both weak s-
order fractional derivatives of v, namely, (w1, ψ) = (v,D
s∗ψ) = (w2, ψ), for all ψ ∈ C
∞
0 (R). This implies (w1−w2, ψ) =
0 for all ψ ∈ C∞0 (R), whence w1 = w2 a.e.. (e.g. [4], Corollary 4.24, p.110).
Definition 3.8. Given s ≥ 0, let
W˜ sL(R) = {v ∈ L
2(R) : Dsv ∈ L2(R)}, W˜ sR(R) = {v ∈ L
2(R) : Ds∗v ∈ L2(R)},
where Dsv and Ds∗v are understood as the weak fractional derivative of Definition 3.6. A semi-norm
(3.7) |v|L := ‖D
sv‖L2(R) for W˜
s
L(R) and |v|R := ‖D
s∗v‖L2(R) for W˜
s
R(R),
is given with the corresponding norm ‖v‖⋆ := (‖v‖
2
L2(R) + |v|
2
⋆)
1/2, with ⋆ = L,R.
Remark 3.9. By convention, W˜ 0L(R) = W˜
0
R(R) = L
2(R). If s is a positive integer, by definition, Ds = Ds, and
D
s∗ = (−1)sDs, so D1 = D = D, and D1∗ = D∗ = −D.
It is obvious that W˜ sL(R) and W˜
s
R(R) are normed linear spaces. The following theorem describes a characterization
of Sobolev space Ĥs(R) in terms of these spaces.
Theorem 3.10. Given s ≥ 0, W˜ sL(R), W˜
s
R(R) and Ĥ
s(R) are identical spaces with equal norms.
Proof. The proof only demonstrates W˜ sL(R) = Ĥ
s(R) and their norms equality, noting that the case for W˜ sR(R) =
Ĥs(R) can be analogously established. By the construction of respective norms, equality of norms is achieved by
showing equality of seminorms.
First we show that Ĥs(R) ⊆ W˜ sL(R). Pick any v ∈ Ĥ
s(R), which implies that (2πiξ)sv̂ ∈ L2(R). In turn, this
gives a justification for setting vs := ((2πiξ)
sv̂)∨, where ∨ denotes the inverse of Plancherel Transform. Furthermore,
Theorem A.1 (Plancherel) guarantees that vs ∈ L
2(R). An application of Theorem A.2 gives
(3.8) (v,Ds∗ψ) = (v,Ds∗ψ) = (v̂, D̂s∗ψ), ∀ψ ∈ C∞0 (R).
Next we use Property 2.7 to D̂s∗ψ and utilize Theorem A.2 to yield
(3.9) (v̂, D̂s∗ψ) = (v̂, (−2πiξ)sψ̂) = ((2πiξ)sv̂, ψ̂) = (vs, ψ).
By combining (3.9) with (3.8), we get (v,Ds∗ψ) = (vs, ψ) for any ψ ∈ C
∞
0 (R), which according to Definition 3.6
implies that Dsv = vs, and thus v ∈ W˜
s
L(R). It is straightforward to see the equality of semi-norms, namely,
|v|Ĥs(R) = ‖(2πiξ)
sv̂‖L2(R) = ‖vs‖L2(R) = |v|L.
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It remains now to show Ĥs(R) ⊇ W˜ sL(R). Pick any v ∈ W˜
s
L(R). By Definition 3.6,
(3.10) (v,Ds∗ψ) = (Dsv, ψ), ∀ψ ∈ C∞0 (R)
Fix h ∈ R and use τhψ ∈ C
∞
0 (R) in (3.10) to obtain
(3.11) (v,Ds∗(τhψ)) = (v, τh(D
s∗ψ)) = (Dsv, τhψ),
where Property 2.8 was used. For convenience, set
(3.12) A(z) = [Ds∗ψ](−z), B(z) = [Dsv](z), Ψ(z) = ψ(−z).
Then
(3.13)
∫
R
v(t)A(h − t) dt =
∫
R
B(t)Ψ(h− t) dt, ∀h ∈ R,
or in other words,
(3.14) [v ∗A](h) = [B ∗Ψ](h).
Notice that v,Ψ ∈ L2(R), and A,B ∈ L1(R) by Property 2.6. Theorem A.3 applied to (3.14) gives
(3.15) v̂Â = B̂Ψ̂.
Since Ψ(z) = ψ(−z) and ψ ∈ C∞0 (R), then Ψ̂ = ψ̂ = F(ψ). In a similar fashion, and using Property 2.7, Â = D̂
s∗ψ =
(−2πiξ)sF(ψ) = (2πiξ)sF(ψ). Putting these back to (3.15) gives
(3.16)
(
(2πiξ)sv̂ − D̂sv
)
F(ψ) = 0 ∀ψ ∈ C∞0 (R).
We claim that (3.16) implies that (2πiξ)sv̂ = D̂sv. Since ψ ∈ C∞0 (R) is arbitrary, choose a non-zero ψ such that by
Theorem A.1 (Plancherel), F(ψ) 6= 0. Without loss of generality, suppose [F(ψ)](a) 6= 0 at point a ∈ R. Since F(ψ)
is continuous, there exists an open interval (c, d) containing a such that F(ψ) 6= 0 in (c, d). Notice that Πǫψ ∈ C
∞
0 (R)
and by the Fourier Transform property of dilation operator, [F(Πǫψ)](ξ) = ǫ
−1[F(ψ)](ǫ−1ξ) for arbitrary ǫ > 0. This
means F(Πǫψ) 6= 0 in (ǫc, ǫd). With this fact in place and using Πǫψ as a test function in (3.16) implies
(3.17) (2πiξ)sv̂ − D̂sv = 0, in (ǫc, ǫd).
Since ǫ is arbitrary, we conclude that
(3.18) (2πiξ)sv̂ = D̂sv, in R.
Therefore (2πiξ)sv̂ ∈ L2(R), and thus v ∈ Ĥs(R). Furthermore, (3.18) implies |v|Ĥs(R) = |v|L.
The preceding theorem reveals that Dsv and Ds∗v always makes sense for v ∈ Ĥs(R), s > 0. The following results
will be utilized later.
Corollary 3.11. C∞0 (R) is dense in W˜
s
L(R) and W˜
s
R(R).
Proof. This is a consequence of Theorem 3.10 and Theorem 3.3.
Corollary 3.12. v ∈ Ĥs(R) if and only if there exists a sequence {vn} ⊂ C
∞
0 (R) such that {vn}, {D
svn}
are Cauchy sequences in L2(R) with limn→∞ vn = v. Likewise, v ∈ Ĥ
s(R) if and only if there exists a sequence
{vn} ⊂ C
∞
0 (R) such that {vn}, {D
s∗vn} are Cauchy sequences in L
2(R), with limn→∞ vn = v.
Proof. This is a consequence of Theorem 3.10 and Corollary 3.11.
Remark 3.13. As a consequence of Corollary 3.12, limn→∞D
svn = D
sv and limn→∞D
s∗vn = D
s∗v.
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4. Stationary Fractional Diffusion-Advection-Reaction Equations. In this section, we investigate the
following Stationary Fractional Diffusion-Advection-Reaction equation: find u ∈ Ĥ2−µ(R) such that
(4.1)

[Lu](x) = f(x), x ∈ R,
whereLu = pD2−µu+ qD(2−µ)∗u+ aDu+ bu, f ∈ L2(R),
with p, q, a, b, µ ∈ R, such that b 6= 0, p2 + q2 6= 0, µ ∈ (0, 1).
In this equation, D2−µu,D(2−µ)∗u,Du are all understood as weak derivatives. The condition p2+ q2 6= 0 implies that
at least either pD2−µu or qD(2−µ)∗u must be present in (4.1), thereby avoiding the classical first order ODEs. Also,
we point out that b 6= 0 plays an important role in determining the regularity of solution to problem (4.1). The main
results are stated in Theorem 4.9, Theorem 4.11.
4.1. Several Important Tools. Several results that are crucial in the subsequent analysis are first established.
Theorem 4.1. For v, w ∈ C∞0 (R) and µ ≥ 0, it is true that
(4.2)
(Dµv,Dµw) = (Dµ∗v,Dµ∗w) = (2π)2µ
∫
R
|ξ|2µv̂(ξ)ŵ(ξ) dξ,
(Dµv,Dµ∗w) + (Dµw,Dµ∗v) = 2 cos(µπ)(Dµv,Dµw).
Proof. The two equalities in (4.2) are true when µ = 0, so suppose µ > 0. Since v, w ∈ C∞0 (R), Property 2.6 guar-
antees that Dµv,Dµw,Dµ∗v,Dµ∗w ∈ Lp(R) with p ≥ 1. Using Theorem A.2 (Parseval Formula) and in combination
with Property 2.7 give
(Dµv,Dµw) = (F(Dµv),F(Dµw)) = (2π)2µ
∫
R
|ξ|2µv̂(ξ)ŵ(ξ) dξ,
(Dµ∗v,Dµ∗w) = (F(Dµ∗v),F(Dµ∗w)) = (2π)2µ
∫
R
|ξ|2µv̂(ξ)ŵ(ξ) dξ,
confirming the first equality in (4.2). In a similar fashion,
(4.3)
(Dµv,Dµ∗w) = (F(Dµv),F(Dµ∗w)) = (2π)2µI,
(Dµw,Dµ∗v) = (F(Dµw),F(Dµ∗v)) = (2π)2µII,
where
I =
∫
R
(iξ)µ (−iξ)µ v̂(ξ) ŵ(ξ) dξ and II =
∫
R
(iξ)µ (−iξ)µ v̂(ξ) ŵ(ξ) dξ.
Upon utilization of Remark 2.5,
I =
∫
R
|ξ|2µeiµsign(ξ)π/2 e−iµsign(ξ)π/2 v̂(ξ) ŵ(ξ) dξ =
∫
R
|ξ|2µeiµsign(ξ)π v̂(ξ) ŵ(ξ) dξ,
II =
∫
R
|ξ|2µeiµsign(ξ)π/2 e−iµsign(ξ)π/2 v̂(ξ) ŵ(ξ) dξ=
∫
R
|ξ|2µe−iµsign(ξ)π v̂(ξ) ŵ(ξ) dξ.
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Summation of I and II and decomposition of R into (−∞, 0) and (0,∞) yield
I + II = (e−πiµ + eπiµ)
∫ 0
−∞
|ξ|2µ v̂(ξ) ŵ(ξ) dξ + (e−πiµ + eπiµ)
∫ ∞
0
|ξ|2µ v̂(ξ) ŵ(ξ) dξ
= 2 cos(µπ)
∫
R
|ξ|2µv̂(ξ)ŵ(ξ) dξ,
from which the second equality in (4.2) follows.
Lemma 4.2. The set M = {w : w = Lv, ∀v ∈ C∞0 (R)} is dense in L
2(R). Furthermore, the set M˜ = {w : w =
L˜v, ∀v ∈ C∞0 (R)} is also dense in L
2(R), where L˜v = pD(2−µ)∗v + qD2−µv − aDv + bv.
Proof. By Property 2.6, M ⊂ L2(R). Since L2(R) is a Hilbert space, the density of M is established by invoking
Theorem A.4. Furthermore, because C∞0 (R) is closed under addition and scalar multiplication, so is M , and thus
M is a subspace of L2(R). Therefore all conditions are met for the utilization of Theorem A.4. Using Property 2.7
(Fourier Transform) for w = Lv gives
[F(w)](ξ) = H(ξ)[F(v)](ξ), H(ξ) =
(
p(2πiξ)2−µ + q(−2πiξ)2−µ + a(2πiξ) + b
)
.
Setting ϑ =
(2− µ)π sign(ξ)
2
and following Remark 2.5, H(ξ) is expressed as
(4.4)
H(ξ) = (2π|ξ|)2−µ
(
peiϑ + qe−iϑ
)
+ a(2πiξ) + b
=
(
(2π|ξ|)2−µ(p+ q) cos(ϑ) + b
)
+ i
(
(2π|ξ|)2−µ(p− q) sin(ϑ) + 2πaξ
)
.
If H(ξ) = 0, then ξ must satisfy
(4.5)
{
(2π|ξ|)2−µ(p+ q) cos(ϑ) + b = 0,
(2π|ξ|)2−µ(p− q) sin(ϑ) + 2πaξ = 0.
Notice that cos(ϑ) and sin(ϑ) can never be zero when µ ∈ (0, 1). In such a case, there is at most one ξ ∈ R such that
H(ξ) = 0, thereby confirming that H(ξ) 6= 0 a.e in R.
At this stage, we repeat some of the arguments in the proof of Theorem 3.10. Specifically, choose 0 6= ϕ ∈ C∞0 (R),
so that by Theorem A.1 (Plancherel), F(ϕ) 6= 0. On the account of continuity of F(ϕ), there exists (a, b) ⊂ R such that
F(ϕ) 6= 0 in (a, b). Choose ǫ > 0, and let v ∈ C∞0 (R) such that v = Πǫϕ. It is true that [F(v)](ξ) = ǫ
−1[F(ϕ)](ǫ−1ξ)
and thus F(v) 6= 0 in (ǫa, ǫb). This and in combination with the fact that H(ξ) 6= 0 a.e. in R implies F(w) 6= 0 a.e.
in (ǫa, ǫb), or equivalently, F(w) 6= 0 a.e. in (ǫa, ǫb).
Let g ∈ L2(R) such that (g, w) = 0 for any w ∈ M . By Theorem A.4, the density of M is confirmed if this
equation implies that g = 0. Given w ∈M and any fixed y ∈ R, and using the translation operator, set
G(y) = (g, τyw) =
∫
R
g(x)w(x − y) dx =
∫
R
g(y − z)w(−z) dz,
where a change of variable was used to get the last term in the above equality. Notice that Property 2.8 implies that
τyw = τyLv = L(τyv), where it is true that τyv ∈ C
∞
0 (R) for v ∈ C
∞
0 (R). This means τyw ∈M and thus G(y) = 0 for
every y ∈ R. This fact along with an application of Theorem A.3 yields 0 = ĝŵ = ĝF(w). However, as noted earlier,
F(w) 6= 0 a.e. in (ǫa, ǫb), so it must be that ĝ = 0 a.e. in (ǫa, ǫb). Because ǫ > 0 is arbitrary, ĝ = 0 in any open
interval, and thus ĝ = 0 in R. Another use of Theorem A.1 (Plancherel) concludes that g = 0, implying the density
of M in L2(R).
Density of M˜ is shown by repeating the foregoing arguments using L˜.
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Lemma 4.2 is the basis for computing ‖w‖L2(R) for w ∈ M whose representation can be either w = Lv or
w = L(Π1/δv), v ∈ C
∞
0 (R). The results are stated in Lemma 4.3 and Lemma 4.5.
Lemma 4.3. For w = Lv, with v ∈ C∞0 (R), the following norm equality holds,
‖w‖2L2(R) =
5∑
j=1
Cj‖D
σjv‖2L2(R),
where
(4.6)
C1 = p
2 + q2 + 2pq cos(σ1π), σ1 = 2− µ,
C2 = 2a(q − p) cos(σ2π), σ2 =
1
2
(3− µ),
C3 = a
2, σ3 = 1,
C4 = 2b(p+ q) cos(σ4π), σ4 =
1
2
(2− µ),
C5 = b
2, σ5 = 0.
Proof. By definition,
(4.7) ‖w‖22 = (Lv, Lv) = I + II + III,
where
(4.8)
I = (pD2−µv + qD(2−µ)∗v , pD2−µv + qD(2−µ)∗v),
II = (aDv + bv, aDv + bv),
III = 2(pD2−µv + qD(2−µ)∗v , aDv + bv).
In the following, we compute I, II, III separately. The idea is that we would like to shift the exponents in the fractional
derivatives by using basic properties of R-L operators, so that Theorem 4.1 can be utilized.
Application of Theorem 4.1 shows that
(4.9)
I = (pDσ1v, pDσ1v) + (qDσ1∗v, qDσ1∗v) + 2(pDσ1v, qDσ1∗v)
= (p2 + q2)(Dσ1v,Dσ1v) + 2pq cos((2− µ)π)(Dσ1v,Dσ1v)
= C1‖D
σ1v‖2L2(R).
An integration by parts shows that (aDv, bv) = −(av,Dv) and thus (aDv, v) = 0. This means
(4.10) II = (aDv, aDv) + (bv, bv) + 2(aDv, bv) = C3‖D
σ3v‖2L2(R) + C5‖D
σ5v‖2L2(R).
Moreover, we make a decomposition III = 2bIII1 + 2aIII2, with
III1 = p(D
2−µv, v) + q(D(2−µ)∗v, v) and III2 = p(D
2−µv,Dv) + q(D(2−µ)∗v,Dv).
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The following calculation for III1 is performed:
III1 = p(D
−µv(2), v) + q(D−µ∗v(2), v) (by Remark 2.2 and Theorem A.5)
= p(D−µ/2D−µ/2v(2), v) + q(D−µ/2∗D−µ/2∗v(2), v) (by Corollary 2.3)
= p(D−µ/2v(2),D−µ/2∗v) + q(D−µ/2∗v(2),D−µ/2v) (by Corollary 2.4)
= p(D2D−µ/2v,D−µ/2∗v) + q(D2D−µ/2∗v,D−µ/2v) (by Remark 2.2 and A.5)
= p(Dσ4v,Dσ4∗v) + q(Dσ4∗v,Dσ4v) (int. by parts and Definition 2.6)
= (p+ q) cos(σ4π)‖D
σ4v‖2L2(R). (by Theorem 4.1)
Similar calculation is performed for III2, after first integrating it by parts and using Definition 2.6:
III2 = −p(D
3−µv, v) + q(D(3−µ)∗v, v) (int. by parts and Definition 2.6)
= −p(D−µv(3), v) + q(−D−µ∗v(3), v) (by Remark 2.2 and A.5)
= −p(v(3),D−µ∗v) + q(−v(3),D−µv) (by Corollary 2.4)
= −p(D−1v(4),D−µ∗v) + q(D−1∗v(4),D−µv) (by Corollary 2.8)
= −p(D−(1−µ)/2D−(1+µ)/2v(4),D−µ∗v)
+ q(D−(1−µ)/2∗D−(1+µ)/2∗v(4),D−µv) (by Corollary 2.3)
= −p(D−(1+µ)/2v(4),D−(1+µ)/2∗v
+ q(D−(1+µ)/2∗v(4),D−(1+µ)/2v) (by Corollary 2.4)
= −p(D4D−(1+µ)/2v,D−(1+µ)/2∗v)
+ q(D4D−(1+µ)/2∗v,D−(1+µ)/2v) (by Remark 2.2 and A.5)
= −p(Dσ2v,Dσ2∗v) + q(Dσ2∗v,Dσ2v) (int. by parts and Definition 2.6)
= (q − p) cos(σ2π)‖D
σ2v‖2L2(R). (by Theorem 4.1)
This completes the proof.
Remark 4.4. It is worth noting that from the construction C1 > 0 (because | cos(σ1π)| < 1, p
2 + q2 6= 0), C3 ≥ 0,
C5 > 0 (because b 6= 0), cos(σ2π) < 0, and cos(σ4π) < 0. However C2, C4 may be negative, and C2 ≥ 0 only when
a(q − p) ≤ 0, C4 ≥ 0 only when a(p + q) ≤ 0. Discussion on different cases of C2, C4 is relegated to Lemma 4.6,
Lemma 4.7 and Lemma 4.8.
Lemma 4.5. Let δ > 0, ϕ ∈ C∞0 (R) and w = L(Π1/δϕ). Then
(4.11) ‖w‖2L2(R) =
5∑
j=1
Cj
δ2σj−1
∫
R
|2πξ|2σj |ϕ̂|2 dξ.
Proof. By Property 2.8, [Dσj (Π1/δϕ)](x) = δ
−σj [Π1/δ(D
σjϕ)](x) = [Dσjϕ](x/δ), so using Lemma 4.3 along with
appropriate change of variable in the integration yields
‖w‖2L2(R) =
5∑
j=1
Cj‖D
σj (Π1/δϕ)‖
2
L2(R) =
5∑
j=1
Cj
δ2σj−1
‖Dσjϕ‖2L2(R),
from which (4.11) is obtained through application of Property 2.7 (Fourier Transform) and Theorem A.1 (Plancherel).
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Recall from Remark 4.4, C1, C3, C5 are non-negative, however C2, C4 may be positive or non-positive, and this
presents a constraint in guaranteeing the existence of solutions to (4.1). Therefore, different cases for C2, C4 are
treated separately to help materialize the conclusion in Theorem 4.9. Lemma 4.6, Lemma 4.7, and Lemma 4.8 below
show different representations of norm of w = L((Π1/αϕ)) according to different cases of C2, C4. More precisely, we
discuss three different cases:
(1) C2 ≥ 0, C4 < 0, (2) C2 < 0, C4 ≥ 0, (3) C2 < 0, C4 < 0.
The case C2 ≥ 0, C4 ≥ 0 is treated in a straightforward manner later on.
Lemma 4.6. With {Cj , σj}
5
j=1 defined in Lemma 4.3, assume C2 ≥ 0, C4 < 0 and b
2 > −C4 α
2(σ5−σ4), where
α > 0 satisfies
(4.12)
4∑
j=1
Cj
α2σj−1
> 0.
Then for w = L(Π1/αϕ), with ϕ ∈ C
∞
0 (R), we have
(4.13) ‖w‖
2
L2(R) =
5∑
ℓ=1
ℓ 6=4
Iℓ +
3∑
ℓ=1
IIℓ + III1,
where
(4.14)
Iℓ = Q1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂|2 dξ, ℓ = 1, 2, 3, 5,
IIℓ = Q2,ℓ
(∫
R
|2πξ|2σℓ |ϕ̂|2 dξ −
∫
|ξ|>1
|2πξ|2σ4 |ϕ̂|2 dξ
)
, ℓ = 1, 2, 3,
III1 = Q3,1
(∫
R
|2πξ|2σ5 |ϕ̂|2 dξ −
∫
|ξ|≤1
|2πξ|2σ4 |ϕ̂|2 dξ
)
,
with constants Q1,1 > 0, Q1,5 > 0 and the rest of Qj,ℓ ≥ 0.
Proof. Since 0 < C1, 0 < 2σ1 − 1 = maxj=1,2,3,4{2σj − 1}, there always exists a sufficiently small positive
number α such that inequality (4.12) holds true. With this α, condition b2 > −C4 α
2(σ5−σ4) equivalently implies
C5
α2σ5−1
+ C4
α2σ4−1
> 0. Since C4 < 0, from (4.12), there exist non-positive numbers A1, A2, A3 such that
3∑
j=1
Aj =
C4
α2σ4−1
,
C1
α2σ1−1
+A1 > 0,
C2
α2σ2−1
+A2 ≥ 0,
C3
α2σ3−1
+A3 ≥ 0.
With α in place of δ and C4
α2σ4−1
substituted by
∑3
j=1 Aj in Lemma 4.5, and by adding and subtracting appropriate
terms, one has
‖w‖2L2(R) =
5∑
j=1,
j 6=4
Cj
α2σj−1
∫
R
|2πξ|2σj |ϕ̂|2 dξ +
 3∑
j=1
Aj
∫
R
|2πξ|2σ4 |ϕ̂|2 dξ
=
5∑
ℓ=1
ℓ 6=4
Iℓ +
3∑
ℓ=1
IIℓ + III1,
This manuscript is for review purposes only.
FRACTIONAL DIFFUSION-ADVECTION-REACTION 15
where all the terms are as in (4.14), with
Q1,ℓ =
Cℓ
α2σℓ−1
+Aℓ, ℓ = 1, 2, 3, Q1,5 =
5∑
j=4
Cj
α2σj−1
,
Q2,ℓ = −Aℓ, ℓ = 1, 2, 3,
Q3,1 = −
C4
α2σ4−1
.
Lemma 4.7. With {Cj , σj}
5
j=1 defined in Lemma 4.3, assume C2 < 0, C4 ≥ 0, and b
2 > −
∑4
j=2 Cj α
2(σ5−σj),
where α > 0 satisfies
(4.15)
2∑
j=1
Cj
α2σj−1
> 0.
Then for w = L(Π1/αϕ), with ϕ ∈ C
∞
0 (R), we have
(4.16) ‖w‖
2
L2(R) =
5∑
ℓ=1
ℓ 6=2
Iℓ +
∑
ℓ=3,4,5
IIℓ + III1,
where
(4.17)
Iℓ = Q1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂|2 dξ, ℓ = 1, 3, 4, 5,
IIℓ = Q2,ℓ
(∫
R
|2πξ|2σℓ |ϕ̂|2 dξ −
∫
|ξ|≤1
|2πξ|2σ2 |ϕ̂|2 dξ
)
, ℓ = 3, 4, 5,
III1 = Q3,1
(∫
R
|2πξ|2σ1 |ϕ̂|2 dξ −
∫
|ξ|>1
|2πξ|2σ2 |ϕ̂|2 dξ
)
,
with constants Q1,1 > 0, Q1,5 > 0 and the rest of Qj,ℓ ≥ 0.
Proof. Since 0 < C1, 0 < 2σ1 − 1 = maxj=1,2{2σj − 1}, there always exists a sufficiently small positive number α
such that (4.15) holds true. With this α, condition b2 > −
∑4
j=2 Cj α
2(σ5−σj) equivalently implies
(4.18)
5∑
j=2
Cj
α2σj−1
> 0,
Since C2 < 0, from inequality (4.18), there exist non-positive numbers B3, B4, B5 such that
5∑
j=3
Bj =
C2
α2σ2−1
,
C3
α2σ3−1
+B3 ≥ 0,
C4
α2σ4−1
+B4 ≥ 0,
C5
α2σ5−1
+B5 > 0.
With α in place of δ and C2
α2σ2−1
substituted by
∑5
j=3 Bj in Lemma 4.5, and by adding and subtracting appropriate
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terms, one has
‖w‖2L2(R) =
5∑
j=1,
j 6=2
Cj
α2σj−1
∫
R
|2πξ|2σj |ϕ̂|2 dξ +
 5∑
j=3
Bj
∫
R
|2πξ|2σ2 |ϕ̂|2 dξ
=
5∑
ℓ=1
ℓ 6=2
Iℓ +
∑
ℓ=3,4,5
IIℓ + III1,
where all the terms are as in (4.17), with
Q1,1 =
2∑
ℓ=1
Cℓ
α2σℓ−1
, Q1,ℓ =
Cℓ
α2σℓ−1
+Bℓ, ℓ = 3, 4, 5,
Q2,ℓ = −Bℓ, ℓ = 3, 4, 5,
Q3,1 = −
C2
α2σ2−1
.
Lemma 4.8. With {Cj , σj}
5
j=1 defined in Lemma 4.3, assume C2 < 0, C4 < 0, and
b2 > −
∑
j=2,4 Cj α
2(σ5−σj), where α > 0 satisfies
(4.19)
∑
j=1,2,4
Cj
α2σj−1
> 0.
Then for w = L(Π1/αϕ), with ϕ ∈ C
∞
0 (R), we have
(4.20) ‖w‖
2
L2(R) =
∑
ℓ=1,3,5
Iℓ +
∑
ℓ=2,4
IIℓ +
∑
ℓ=2,4
IIIℓ,
where
(4.21)
Iℓ = Q1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂|2 dξ, ℓ = 1, 3, 5,
IIℓ = Q2,ℓ
(∫
R
|2πξ|2σ1 |ϕ̂|2 dξ −
∫
|ξ|≥1
|2πξ|2σℓ |ϕ̂|2 dξ
)
, ℓ = 2, 4,
IIIℓ = Q3,ℓ
(∫
R
|2πξ|2σ5 |ϕ̂|2 dξ −
∫
|ξ|<1
|2πξ|2σℓ |ϕ̂|2 dξ
)
, ℓ = 2, 4,
with constants Q1,1 > 0, Q1,5 > 0 and the rest of Qj,ℓ ≥ 0.
Proof. Since 0 < C1, 0 < 2σ1− 1 = maxj=1,2,4{2σj − 1}, there always exists a sufficiently small positive number α
such that (4.19) holds true. With this α, condition b2 > −
∑
j=2,4 Cj α
2(σ5−σj) equivalently implies
∑
j=2,4,5
Cj
α2σj−1
>
0. With α in place of δ in Lemma 4.5, and by adding and subtracting appropriate terms, one has
(4.22)
‖w‖2L2(R) =
5∑
j=1,
j 6=2,4
Cj
α2σj−1
∫
R
|2πξ|2σj |ϕ̂|2 dξ +
∑
j=2,4
Cj
α2σj−1
∫
R
|2πξ|2σj |ϕ̂|2 dξ
=
∑
ℓ=1,3,5
Iℓ +
∑
ℓ=2,4
IIℓ +
∑
ℓ=2,4
IIIℓ,
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where all the terms are as in (4.21), with
Q1,1 =
∑
j=1,2,4
Cj
α2σj−1
, Q1,3 =
C3
α2σ3−1
, Q1,5 =
∑
j=2,4,5
Cj
α2σj−1
,
Q2,ℓ = −
Cℓ
α2σℓ−1
, ℓ = 2, 4,
Q3,ℓ = −
Cℓ
α2σℓ−1
, ℓ = 2, 4.
Notice that in view of σ1 > · · · > σ5, Lemma 4.6 implies that each Iℓ, IIℓ, III1 is at least non-negative. The same
situation applies to Lemma 4.7 and Lemma 4.8.
4.2. Existence, Uniqueness, and Regularity of the Solution. At this stage, we are ready to prove the
existence and uniqueness of strong solutions to problem (4.1). The following theorem implies that, roughly speaking,
if |b| is big enough compared to other coefficients, there always exists a unique solution u ∈ Ĥ2−µ(R) to problem (4.1).
Theorem 4.9. Consider problem (4.1) with {Cj , σj}
5
j=1 defined in Lemma 4.3. For either of the following cases,
(i) C2 ≥ 0, C4 ≥ 0 or
(ii) C2 ≥ 0, C4 < 0, b
2 > −C4 α
2(σ5−σ4), and α > 0 with
4∑
j=1
Cj
α2σj−1
> 0, or
(iii) C2 < 0, C4 ≥ 0, b
2 > −
4∑
j=2
Cj α
2(σ5−σj), and α > 0 with
2∑
j=1
Cj
α2σj−1
> 0, or
(iv) C2 < 0, C4 < 0, b
2 > −
∑
j=2,4
Cj α
2(σ5−σj), and α > 0 with
∑
j=1,2,4
Cj
α2σj−1
> 0,
there exists a unique solution u ∈ Ĥ2−µ(R) that satisfies (4.1). Furthermore,
(4.23) ‖u‖Ĥ2−µ(R) ≤ C‖f‖L2(R),
for some positive constants C > 0 depending only on L.
Proof. These four different cases are discussed together in a unified way as follows.
Fix f ∈ L2(R) in (4.1). Since b 6= 0 in (4.1), for each case in the theorem, Lemma 4.2 guarantees that there is a
Cauchy sequence {wn} ⊂M in L
2(R) such that
(4.24) lim
n→∞
‖wn − f‖
2
L2(R) = 0,
where wn = Lun for certain sequence {un} ⊂ C
∞
0 (R). Now we intend to show that equation (4.24) implies both
{un}, {D
2−µun} are actually Cauchy sequences in L
2(R) under each case in Theorem 4.9.
To do so, we compute ‖wn −wm‖
2
L2(R) in the following in terms of {ϕn}, where {ϕn} = {Πβun} (namely rewrite
sequence {un} as {Π1/βϕn}), with β > 0 chosen in this way: β = 1 for case (i), β = α for cases (ii), (iii), (iv). Let
us note carefully that case (i), (ii), (iii), (iv) allow us to apply Lemma 4.3, Lemma 4.6, Lemma 4.7 and Lemma 4.8
accordingly. By doing so, we have
(4.25) ‖wn − wm‖
2
L2(R) =
∑
ℓ=1,5
P1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂n − ϕ̂m|
2 dξ +Remainder,
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where Remainder ≥ 0, while P1,1 and P1,5 are both strictly positive, with
P1,1 =

C1 for case (i),
Q1,1 for case (ii),
Q1,1 for case (iii),
Q1,1 for case (iv),
P1,5 =

C5 for case (i),
Q1,5 for case (ii),
Q1,5 for case (iii),
Q1,5 for case (iv).
Given any ǫ > 0, there exists a positive integer N such that, for n,m > N , it is true that ‖wn − wm‖
2
L2(R) < ǫ. Since
every term in equation (4.25) is nonnegative with the first two are positive, it means
P1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂n − ϕ̂m|
2 dξ < ǫ, ℓ = 1, 5.
Based on the fact that
(4.26) ‖Dσℓun −D
σℓum‖
2
L2(R) =
1
β2σℓ−1
∫
R
|2πξ|2σℓ |ϕ̂n − ϕ̂m|
2 dξ, ℓ = 1, 5,
it is concluded that
‖Dσℓun −D
σℓum‖
2
L2(R) <
ǫ
β2σℓ−1 P1,ℓ
, ℓ = 1, 5.
Recall that σ1 = 2− µ and σ5 = 0, so this last inequality implies that {D
2−µun} and {un} are Cauchy sequences for
each case in Theorem 4.9. Denoting the limit by
u = lim
n→∞
un,
then Corollary 3.12 gives u ∈ Ĥ2−µ(R). Furthermore, Theorem 3.4 and Theorem 3.10 guarantee the existence of
D
2−µu, D(2−µ)∗u, and Du, therefore u is the solution of (4.1). Actually, by revisiting (4.24), it is seen that
(4.27)
f = lim
n→∞
wn
= lim
n→∞
(
pD2−µun + qD
(2−µ)∗un + aDun + bun
)
= pD2−µu+ qD(2−µ)∗u+ aDu+ bu.
To estimate the norm of u, we revisit (4.25) to get
‖wn‖
2
L2(R) =
5∑
j=1
Cj‖D
σjun‖
2
L2(R) =
∑
ℓ=1,5
P1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂n|
2 dξ +Remainder.
Simply by noticing that Remainder ≥ 0, while P1,1 > 0, P1,5 > 0 and using equation (4.26), we obtain
(4.28)
‖wn‖
2
L2(R) ≥
∑
ℓ=1,5
P1,ℓ
∫
R
|2πξ|2σℓ |ϕ̂n|
2 dξ
=
∑
ℓ=1,5
β2σℓ−1P1,ℓ‖D
σℓun‖
2
L2(R)
≥
1
C2
∑
ℓ=1,5
‖Dσℓun‖
2
L2(R),
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where
1
C
=
(
min
ℓ=1,5
{β2σℓ−1P1,ℓ}
)1/2
. By taking the limit as n→∞, the last inequality produces
∑
ℓ=1,5
‖Dσℓu‖2L2(R) ≤ C
2‖f‖2L2(R).
Taking the root at both sides, by Definition 3.8 and Theorem 3.10, we get
(4.29) ‖u‖Ĥ2−µ(R) ≤ C‖f‖L2(R).
For the uniqueness of solution, to the contrary, let u1, u2 ∈ Ĥ
2−µ(R) be solutions of (4.1) under each same case.
This means L(u1− u2) = 0, which by the stability estimate (4.29) yields ‖u1−u2||Ĥ2−µ(R) = 0, implying u1 = u2 a.e.,
hence the uniqueness of the solution of (4.1). This completes the whole proof.
Remark 4.10. A closer look of the above proof indicates that Theorem 4.9 can be established for ordinary differ-
ential equations that use L˜ (see Lemma 4.2). This is because each {Ci, σi} (see Lemma 4.3) corresponding to L˜ is
equal to the one obtained for L.
Once we have established the existence of solutions, now we are ready to discuss the regularity of solutions, it
turns out that the smoothness of solutions are exactly determined by the source function f .
Theorem 4.11. Under the same condition in Theorem 4.9 and if f ∈ Ĥm(R), then there is a unique u ∈
Ĥ2−µ+m(R), where m ∈ N0 and
(4.30) ‖u‖Ĥ2−µ+m(R) ≤ C‖f‖Ĥm(R),
for some positive constant C depending only on L.
Proof. This theorem is established by induction on m, noting that the case m = 0 has been proven in Theorem 4.9
(Ĥ0(R) = L2(R) by convention). Assume the statement of theorem is true for a positive integer m.
Let f ∈ Ĥm+1(R), which means f,Df ∈ Ĥm(R). By the induction assumption, there are u, v ∈ Ĥ2−µ+m(R) such
that
(4.31) Lu = f, Lv = Df.
Furthermore, using Definition 3.6,
(4.32) (f,D∗ψ) = (Df, ψ), ∀ψ ∈ C∞0 (R) (Recall D
∗ from Remark 3.9).
In the following, the intention is to demonstrate that actually u ∈ Ĥ3−µ+m(R).
Since u, v ∈ Ĥ2−µ+m(R), by Corollary 3.12 and Theorem 3.4, there exist sequences {un}, {vn} ⊂ C
∞
0 (R) such
that
(4.33)
lim
n→∞
‖un − u‖L2(R) = 0, lim
n→∞
‖Dsun −D
su‖L2(R) = 0, ∀s ∈ [0, 2− µ],
lim
n→∞
‖vn − v‖L2(R) = 0, lim
n→∞
‖Dsvn −D
sv‖L2(R) = 0, ∀s ∈ [0, 2− µ].
Convergence of these sequences justifies the following equalities:
(4.34)
(f,D∗ψ) = (Lu,D∗ψ) = lim
n→∞
(Lun,D
∗ψ) ∀ψ ∈ C∞0 (R),
(Df, ψ) = (Lv,D∗ψ) = lim
n→∞
(Lvn,D
∗ψ) ∀ψ ∈ C∞0 (R).
This manuscript is for review purposes only.
20 V. GINTING AND Y. LI
Using the definition of L,
(Lun,D
∗ψ) = p(D−µu(2)n ,D
∗ψ)− q(D−µ∗u(2)n , Dψ)
− a(Dun, Dψ)− b(un, Dψ) (by Remark 2.2 & Theorem A.5)
= p(Dun,D
(2−µ)∗ψ) + q(Dun,D
2−µψ)
− a(Dun, Dψ) + b(Dun, ψ). (int. by parts & Corollary 2.4)
Taking limit as n→∞ of this last equation and using the first equality in (4.34) give
(4.35)
(f,D∗ψ) = p(Du,D(2−µ)∗ψ) + q(Du,D2−µψ)− a(Du,Dψ) + b(Du,ψ)
= (Du, pD(2−µ)∗ψ + qD2−µψ − aDψ + bψ)
= (Du, L˜ψ), ∀ψ ∈ C∞0 (R),
where L˜ is as defined in Lemma 4.2. Similarly, second equality in (4.34) yields
(4.36) (Df, ψ) = (Lv, ψ) = (v, L˜ψ), ∀ψ ∈ C∞0 (R).
We substitute (4.35) and (4.36) back into (4.32) to obtain
(4.37) (Du− v, L˜ψ) = 0, ∀ψ ∈ C∞0 (R).
Since Lemma 4.2 confirms that L˜ψ is dense in L2(R), it is concluded that Du − v = 0 or Du = v, and thus
Du ∈ Ĥ2−µ+m(R). This means there is w ∈ L2(R) such that (Du,D(σ+m)∗ψ) = (w,ψ) for any ψ ∈ C∞0 (R).
Furthermore,
(4.38)
(Du,D(2−µ+m)∗ψ) = lim
n→∞
(Dun,D
(2−µ+m)∗ψ)
= lim
n→∞
(un,D
(3−µ+m)∗ψ)
= (u,D(3−µ+m)∗ψ).
Therefore (u,D(3−µ+m)∗ψ) = (w,ψ), ∀ψ ∈ C∞0 (R), which by Theorem 3.10, implies u ∈ Ĥ
3−µ+m(R).
To establish the estimate, assumption in the induction argument gives
(4.39) ‖u‖Ĥ2−µ+m(R) ≤ C1‖f‖Ĥm(R), ‖v‖Ĥ2−µ+m(R) ≤ C2‖Df‖Ĥm(R),
for certain positive constants C1, C2. By norms equality stated in Theorem 3.10,
(4.40) ‖u‖2L2(R) + ‖D
2−µ+mu‖2L2(R) ≤ C
2
1
(
‖f‖2L2(R) + ‖D
mf‖2L2(R)
)
,
and
(4.41) ‖v‖2L2(R) + ‖D
2−µ+mv‖2L2(R) ≤ C
2
2
(
‖Df‖2L2(R) + ‖D
m(Df)‖2L2(R)
)
.
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Since v = Du, (4.40) and (4.41) can be used to give
‖u‖2L2(R) + ‖D
3−µ+mu‖2L2(R)
= ‖u‖2L2(R) + ‖D
2−µ+mv‖2L2(R)
≤ C21
(
‖f‖2L2(R) + ‖D
mf‖2L2(R)
)
+ C22
(
‖Df‖2L2(R) + ‖D
m(Df)‖2L2(R)
)
= C21‖f‖
2
Ĥm(R)
+ C22‖Df‖
2
Ĥm(R)
≤ (C21 + C
2
2 )
∫
R
(1 + |2πξ|2m)(1 + |2πξ|2)|f̂(ξ)|2 dξ
= (C21 + C
2
2 )(J1 + J2),
where
J1 =
∫
|2πξ|<1
(1 + |2πξ|2m)(1 + |2πξ|2)|f̂(ξ)|2 dξ ≤
∫
|2πξ|<1
(3 + |2πξ|2m+2)|f̂(ξ)|2 dξ,
J1 =
∫
|2πξ|≥1
(1 + |2πξ|2m)(1 + |2πξ|2)|f̂(ξ)|2 dξ ≤
∫
|2πξ|≥1
(1 + 3|2πξ|2m+2)|f̂(ξ)|2 dξ.
Therefore
(4.42) ‖u‖Ĥ3−µ+m(R) <
√
3(C21 + C
2
2 )‖f‖Ĥm+1(R).
The uniqueness of solutions directly follows from (4.42) as was done in Theorem 4.9.
A closer look at the proof of Theorem 4.11 (see (4.37)) reveals a possibility for a stronger conclusion, namely
for f ∈ Ĥm(R), L(Dnu) = Dnf , where n ∈ N0 and 0 ≤ n ≤ m. By repeated application of Theorem 4.11 for
m = 0, 1, 2, · · · , infinite differentiability of u can be deduced as follows.
Corollary 4.12. Under hypothesis of Theorem 4.9 and if f ∈ C∞(R), then u ∈ C∞(R).
Proof. Since u ∈ Ĥ2−µ+m(R) for m = 0, 1, 2, · · · by Theorem 4.11, Sobolev Embedding Theorem ([25], p. 220)
implies u ∈ Ck(R) for each k = 1, 2, 3, · · · .
5. Conclusion. With the utilization of weak fractional R-L derivatives and appropriate fractional Sobolev space,
we have established the existence and uniqueness of the strong solution to problem (4.1), together with its stability
estimate and regularity. The result suggests the suitability of utilizing fractional Sobolev spaces to analyze fractional
R-L differential equations. The whole framework laid out in this paper is applicable in a straightforward manner to
ordinary differential equations that use Caputo fractional derivatives. This is mainly due to the strategy of using
C∞0 (R) for which Riemann-Liouville derivative coincides with Caputo derivative. We intend to adopt the main idea in
the present paper to investigate fractional boundary value problems that can include non-constant coefficients.
Appendix A. Several Pertinent Theorems.
Theorem A.1 (Plancherel Theorem (see eg. [18] p. 187)). Given w ∈ L2(R), there is a unique ŵ ∈ L2(R) so
that the following properties hold:
• If w ∈ L1(R) ∩ L2(R), then ŵ = F(w).
• For every w ∈ L2(R), ‖w‖2 = ‖ŵ‖2.
• The mapping w → ŵ is a Hilbert space isomorphism of L2(R) onto L2(R).
Theorem A.2 ([8], p. 189). Given v, w ∈ L2(R), then (v, w) = (v̂, ŵ). and w = (ŵ)∨.
Theorem A.3 ([9], p. 204). If v ∈ L2(R), w ∈ L1(R), then v̂ ∗ w = v̂ŵ ∈ L2(R).
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Theorem A.4 ([22], Theorem 4.3-2, p. 191). Let (X, (·, ·)) be a Hilbert space and let Y be a subspace of X.
Y = X if and only if 0 ∈ X is the only one satisfying (x, y) = 0 for all y ∈ Y .
Theorem A.5 ([4], Proposition 4.20, p. 107). Let v ∈ Ck0 (R) for k ≥ 1 and w ∈ L
1
loc(R). Then v ∗ w ∈ C
k(R)
and Dα(v ∗ w) = (Dαv) ∗ w. In particular, if v ∈ C∞0 (R), w ∈ L
1
loc(R), then v ∗ w ∈ C
∞(R).
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