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Abstract
We report measurements of time-dependent decay rates for B0 → D∗∓π± decays
and extraction of CP violation parameters related to φ3. We use a partial recon-
struction technique, whereby signal events are identified using information only from
the primary pion and the charged pion from the decay of the D∗∓. The analysis uses
140 fb−1 of data accumulated at the Υ(4S) resonance with the Belle detector at the
KEKB asymmetric-energy e+e− collider. We measure the CP violation parameters
S+ = 0.035±0.041 (stat)±0.018 (syst) and S− = 0.025±0.041 (stat)±0.018 (syst).
Key words: B meson, CP violation, CKM matrix elements
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Within the Standard Model (SM), CP violation arises due to a single phase
in the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [1]. Precise
measurements of CKM matrix parameters therefore constrain the SM, and
may reveal new sources of CP violation. Measurements of the time-dependent
decay rates of B0 → D∗∓π± provide a theoretically clean method for extract-
ing sin(2φ1 + φ3) [2]. As shown in Fig. 1, these decays can be mediated by
both Cabibbo-favoured (V ∗cbVud) and Cabibbo-suppressed (V
∗
ubVcd) amplitudes,
which have a relative weak phase φ3.
B0 b
−
c
−
D*−d d
u
pi+d−
B−0 b u pi+d− d−
c
−
D*−d
Fig. 1. Diagrams for (left) B0 → D∗−π+ and (right) B¯0 → D∗−π+. Those for
B¯0 → D∗+π− and B0 → D∗+π− can be obtained by charge conjugation.
The time-dependent decay rates are given by [3]
P (B0 → D∗+π−) = 1
8τ
B0
e−|∆t|/τB0 [1− C cos(∆m∆t)− S+ sin(∆m∆t)] ,
P (B0 → D∗−π+) = 1
8τ
B0
e−|∆t|/τB0 [1 + C cos(∆m∆t)− S− sin(∆m∆t)] ,
P (B¯0 → D∗+π−) = 1
8τ
B0
e−|∆t|/τB0 [1 + C cos(∆m∆t) + S+ sin(∆m∆t)] ,
P (B¯0 → D∗−π+) = 1
8τ
B0
e−|∆t|/τB0 [1− C cos(∆m∆t) + S− sin(∆m∆t)] ,
(1)
where ∆t is the difference between the time of the decay and the time that
the flavour of the B meson is tagged, τB0 is the average neutral B meson
lifetime, ∆m is the B0—B¯0 mixing parameter, C = (1− R2D∗π) / (1 +R2D∗π)
and S± = −2RD∗π sin(2φ1 + φ3 ± δD∗π)/ (1 +R2D∗π). The parameter RD∗π is
the ratio of the magnitudes of the suppressed and favoured amplitudes, and
δD∗π is their strong phase difference. The factor of −1 in the relation between
S± and sin(2φ1 + φ3 ± δD∗π) arises due to the angular momentum of the final
state (which is 1 for D∗π); note that it may equivalently be absorbed in a
redefinition δD∗π → δD∗π + π. The value of RD∗π is predicted to be about
0.02 [4], but is not yet measured. Therefore, we neglect terms of O (R2) (and
hence take C = 1), and do not attempt to extract sin(2φ1 + φ3), but simply
measure S±.
In order to obtain a large event sample, necessary to probe the small CP vio-
lating effect in these decays, we employ a partial reconstruction technique [5].
The signal is distinguished from background on the basis of the kinematics of
1 on leave from Nova Gorica Polytechnic, Nova Gorica, Slovenia
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the “fast” pion, from the decay B → D∗πf , and the “slow” pion, from the de-
cay D∗ → Dπs, alone; no attempt is made to reconstruct the D meson from its
decay products. Background from continuum e+e− → qq¯ (q = u, d, s, c) events
is dramatically reduced by requiring the presence of a high-momentum lepton
in the event, which also serves to tag the flavour of the associated B in the
event. Since semileptonic B decays are flavour-specific, there is no possibility
of CP violation effects arising from the tagging B meson decay [6].
Results from an analysis using a similar technique have been published by
BaBar [7], and both BaBar [8] and Belle [9] have published results using full
reconstruction. This measurement is based on a 140 fb−1 data sample, which
contains 152 million BB pairs, collected with the Belle detector at the KEKB
asymmetric-energy e+e− (3.5 GeV on 8 GeV) collider [10]. KEKB operates at
the Υ(4S) resonance (
√
s = 10.58 GeV) with a peak luminosity that exceeds
1.5× 1034 cm−2s−1.
At KEKB, the Υ(4S) is produced with a Lorentz boost of βγ = 0.425 an-
tiparallel to the positron beam direction (z). Since the B0 and B¯0 mesons
are approximately at rest in the Υ(4S) center-of-mass system (cms), ∆t can
be determined from the displacement in z between the two B meson decay
vertices:
∆t ≃ (zsig − ztag)/βγc ≡ ∆z/βγc. (2)
The vertex positions zsig and ztag are obtained independently from the fast
pion and tagging lepton, respectively.
The Belle detector is a large-solid-angle magnetic spectrometer that consists
of a three-layer silicon vertex detector (SVD), a 50-layer central drift chamber
(CDC), an array of aerogel threshold Cˇerenkov counters (ACC), a barrel-like
arrangement of time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter comprised of CsI(Tl) crystals (ECL) located inside a
superconducting solenoid coil that provides a 1.5 T magnetic field. An iron
flux-return located outside of the coil is instrumented to detect K0L mesons and
to identify muons (KLM). The detector is described in detail elsewhere [11].
Candidate events are selected by requiring the presence of fast pion and slow
pion candidates. In order to obtain accurate vertex position determinations,
fast pion candidates are required to originate from the interaction point, to
have associated hits in the SVD, and to have a polar angle in the laboratory
frame in the range 30◦ < θlab < 135
◦. The vertex positions are obtained by fits
of the candidate tracks with the run-dependent interaction point profile, which
is smeared to account for the B meson decay length. Fast pion candidates are
required to be inconsistent with either lepton hypothesis (see below), and
also with a kaon hypothesis, based on information from the CDC, TOF and
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ACC. A requirement on the fast pion cms momentum of 1.83 GeV/c < pπf <
2.43 GeV/c is made; this range includes both signal and sideband regions
(defined below). Slow pion candidates are required to have cms momentum in
the range 0.05 GeV/c < pπs < 0.30 GeV/c. No requirement is made on particle
identification for slow pions, and since they are not used for vertexing only a
loose requirement that they originate from the interaction point is made.
In order to reduce background from continuum e+e− → qq¯ (q = u, d, s, c)
processes, we require the presence of a high-momentum lepton in the event.
Tagging lepton candidates are required to be positively identified either as
electrons, on the basis of information from the CDC, ECL and ACC, or as
muons, on the basis of information from the CDC and the KLM. They are
required to have cms momentum in the range 1.2 GeV/c < pltag < 2.3 GeV/c,
and to have a cms angle with the fast pion candidate which satisfies −0.75 <
cos δπf l. The lower bound on the momentum and the requirement on the angle
also reduce, to a negligible level, the contribution of leptons produced from
semi-leptonic decays of the unreconstructed D mesons in the B0 → D∗∓π±
decay chain. No other tagging lepton candidate with momentum greater than
1.0 GeV/c is allowed in the event to reduce the mistagging probability, and
also to reduce the contribution from leptonic charmonium decays. Identical
vertexing requirements to those for fast pion candidates are made in order
to obtain an accurate ztag position. To further suppress the small remaining
continuum background, we impose a loose requirement on the ratio of the
second to zeroth Fox-Wolfram [12] moments, R2 < 0.6.
Signal events are distinguished from background using three kinematic vari-
ables, which are approximately independent for signal. These are denoted by
pπf , cos δπfπs and cos θhel. For signal, the fast pion cms momentum, pπf , has
a uniform distribution, smeared by the experimental resolution, as the fast
pion is monoenergetic in the B rest frame. The cosine of the angle between
the fast pion direction and the opposite of the slow pion direction in the cms,
cos δπfπs, peaks sharply at +1 for signal, as the slow pion follows the D
∗ direc-
tion, due to the small energy released in the D∗ decay. The angle between the
slow pion direction and the opposite of the B direction in the D∗ rest frame,
cos θhel, has a distribution proportional to cos θ
2
hel for signal events, as the B
decay is a pseudoscalar to pseudoscalar vector transition. Since the D∗ is not
fully reconstructed, cos θhel is calculated using kinematic constraints, and the
background can populate the unphysical region |cos θhel| > 1.
We select candidates which satisfy 1.83 GeV/c < pπf < 2.43 GeV/c, 0.850 <
cos δπfπs < 1.000 and −1.35 < cos θhel < 1.80. In the cases where more than
one candidate satisfies these criteria, we select the one with the largest value of
cos δπfπs. We further define signal regions in pπf and cos δπfπs as 2.13 GeV/c <
pπf < 2.43 GeV/c, 0.925 < cos δπfπs < 1.000, and two regions in cos θhel:
−1.00 < cos θhel < −0.30 and +0.40 < cos θhel < +1.10.
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Background events are separated into three categories: D∗∓ρ±, which is kine-
matically similar to the signal; correlated background, in which the slow pion
originates from the decay of a D∗ which in turn originates from the decay of
the same B as the fast pion candidate (e.g. D∗∗π); uncorrelated background,
which includes everything else (e.g. continuum processes, Dπ). The kinematic
distributions of the background categories and the signal are determined from
a large Monte Carlo (MC) sample, corresponding to three times the integrated
luminosity of our data sample, in which the branching fractions of the signal
and major background sources are reweighted according to the most recent
knowledge [13,14]. We also use this MC sample for various tests of the analysis
algorithms.
Event-by-event signal fractions are determined from binned maximum likeli-
hood fits to the three-dimensional kinematic distributions (6 bins of pπf ×
6 bins of cos δπfπs × 9 bins of cos θhel). Separate fits are performed for same
flavour (SF) events, in which the fast pion and the tagging lepton have the
same charge, and opposite flavour (OF) events, in which the fast pion and the
tagging lepton have opposite charges. MC studies show that there is little cor-
related background in the SF sample (since most of the correlated background
is found to originate from charged B decays [14], that, in the limit of perfect
tagging, contribute only to the OF sample), so this contribution is constrained
to be zero. For the determination of the signal fractions, only events in which
the fast and slow pion have opposite charges (right sign events) are considered.
(Wrong sign events, in which the two pions have the same charge, are used to
model the uncorrelated background, as described below.) The results of these
fits, projected onto the cos θhel axis for events in the signal regions of pπf and
cos δπfπs are shown in Fig. 2, and summarised in Table 1.
Table 1
Summary of the results of the three-dimensional fits to kinematic variables. The
numbers of events given for each category are those extrapolated to inside the signal
regions in all three variables.
Mode Data D∗π D∗ρ Corr. bkgd Unco. bkgd
SF 2823± 53 1908± 60 311± 12 0 (fixed) 637.0± 8.9
OF 10078± 100 6414± 109 777± 21 928± 20 1836± 18
In order to measure the CP violation parameters in the D∗π sample, we
perform an unbinned fit to the SF and OF right sign candidates which are in
the signal regions of all three kinematic variables. We minimize the quantity
−2 lnL = −2∑i lnLi, where
Li = fD∗πPD∗π + fD∗ρPD∗ρ + funcoPunco + fcorrPcorr (3)
The event-by-event signal and background fractions (the f terms) are taken
from the results of the kinematic fits. Each P term contains an underlying
physics probability density function (PDF), with experimental effects taken
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Fig. 2. Results of the kinematic fits to (left) same flavour and (right) opposite
flavour D∗π candidates, in the pπf and cos δπfπs signal regions, projected onto the
cos θhel axis. The horizontally hatched area represents the uncorrelated background,
the filled area represents the correlated background, the vertically hatched area
represents the D∗ρ component and the cross-hatched area is the signal. The arrows
show the edges of the signal regions.
into account. For D∗π and D∗ρ, the underlying PDF is given by Eq. 1, where
for D∗ρ the terms S± are effective parameters averaged over the helicity
states [15] that are constrained to be zero. The underlying PDF for correlated
background contains some fraction from neutral B decays (given by Eq. 1 with
S± = 0), and the remainder from charged B decays (for which the PDF is
1
2τ
B+
e−|∆t|/τB+ , where τB+ is the lifetime of the charged B meson). The under-
lying PDF for uncorrelated background contains both neutral and charged B
components, with the remainder from continuum e+e− → qq¯ (q = u, d, s, c)
processes. The underlying continuum PDF is modelled with two components;
one with negligible lifetime, and the other with a finite lifetime. The sideband
parameters are determined from data sidebands, as described later.
As mentioned above, experimental effects need to be taken into account to
obtain the P terms of Eq. 3. Mistagging is taken into account using
P (l−tag, π
±
f ) = (1− w−)P (B0 → D∗∓π±) + w+P (B¯0 → D∗∓π±),
P (l+tag, π
±
f ) = (1− w+)P (B¯0 → D∗∓π±) + w−P (B0 → D∗∓π±),
(4)
where w+ and w− are respectively the probabilities to incorrectly measure the
flavour of tagging B0 and B¯0 mesons (wrong tag fractions), and are determined
from the data as free parameters in the fit for S±.
The time difference ∆t is related to the measured quantity ∆z as described
in Eq. 2, with additional consideration to possible offsets in the mean values
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of ∆z,
∆t −→ ∆t+ ǫ∆t ≃ (∆z + ǫ∆z) /βγc. (5)
It is essential to allow non-zero values of ǫ since a small bias can mimic the
effect of CP violation:
C cos(∆m∆t) −→ C cos(∆m(∆t + ǫ∆t)) ≃
C cos(∆m∆t)−∆mǫ∆t sin(∆m∆t). (6)
Thus a bias as small as ǫ∆z ∼ 1 µm can lead to sine-like terms as large
as 0.01, comparable to the expected size of the CP violation effect. We allow
separate offsets for each particular combination of fast pion and tagging lepton
charge. We also apply a small correction to each measured vertex position to
correct for a known bias due to relative misalignment of the SVD and CDC.
This correction is dependent on the track charge, momentum and polar angle,
measured in the laboratory frame. It is obtained by comparing the vertex
positions calculated with the alignment constants used in the data, to those
obtained with an improved set of alignment constants [16].
Resolution effects are taken into account in a way similar to our other time-
dependent analyses [17]. The algorithm includes components related to de-
tector resolution and kinematic smearing. Since, for correctly tagged signal
events, both the fast pion and the tagging lepton originate directly from B
meson decays, we do not include any additional smearing due to non-primary
tracks. Incorrectly tagged events can originate from secondary tracks - since
the wrong tag fractions are small, we neglect their effect on the resolution
function. The effect of the approximation that the B mesons are at rest in the
cms in Eq. 2 is taken into account [18]. We use a slightly modified algorithm
to describe the detector resolution, in order to precisely describe the observed
behaviour for single track vertices. The resolution for each track is described
by the sum of three Gaussian components, with a common mean of zero, and
widths which are given by the measured vertex error for each track multiplied
by different scale factors.
We measure the five parameters of the detector resolution function (three
scale factors and two parameters giving the relative normalizations of the
Gaussians) using J/ψ → µ+µ− candidates. These are selected using similar
criteria to those for D∗π, except that both tracks are required to be identified
as muons, and their invariant mass is required to be consistent with that of
the J/ψ. Vertex positions are obtained independently for each track, in the
same way as described above. Then ∆z = zµ+ − zµ− describes the detector
resolution, which is the convolution of the two vertex resolutions, since for
J/ψ → µ+µ− the underlying PDF is a delta function.
9
We perform an unbinned maximum likelihood fit using events in the J/ψ
signal region in the di-muon invariant mass, and using sideband regions to
determine the shape of the background under the peak. The underlying ∆z
PDF of the background is parametrized in the same way as that used for
continuum, described above. We also take a possible offset into account, so
that there are in total eight free parameters in this fit (five describing the
resolution function, two describing the background, and one ∆z offset), the
results of which are shown in Fig. 3.
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Fig. 3. Result of the resolution parameter extraction procedure, for J/ψ → µ+µ−
candidates selected from data, shown with both (left) linear and (right) logarithmic
ordinate scales. The data points show the ∆z distribution for candidates in the
signal region; the curve shows the result of the fit. The horizontally hatched area
indicates the background contribution.
The free parameters in the background PDFs Punco and Pcorr are determined
using data from sideband regions. To measure the uncorrelated background
shape, we use wrong sign events (where the slow and fast pions have the same
sign) in the signal region. Since the number of events in this region is quite
limited, we neglect the contribution to the uncorrelated background from BB¯
events, so that the underlying PDF contains only the part due to continuum,
which has two free parameters. We perform separate fits for the same flavour
and opposite flavour wrong sign candidates.
To obtain the correlated background parameters, a simultaneous fit is carried
out to right and wrong sign events in a sideband region of 1.83 GeV/c < pπf <
2.03 GeV/c and −1.0 < cos θhel < −0.3 (in the signal region of cos δπfπs). This
sideband region is dominated by correlated and uncorrelated backgrounds —
the contributions from D∗π and D∗ρ are found to be small in MC — and the
wrong sign events come from uncorrelated background only. The uncorrelated
background is treated as before, whilst the correlated background contains
contributions from B+B− and B0B¯0, as described above. Since the correlated
background contribution is constrained to be zero for same flavour events, this
fit is performed for opposite flavour only.
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In order to test our fit procedure, we first constrain S+ and S− to be zero and
perform a fit in which τB0 and ∆m (as well as two wrong tag fractions and four
offsets) are free parameters. We obtain values of τB0 = 1.523 ± 0.020 ps and
∆m = 0.512 ± 0.010 ps−1, where the errors are statistical only. These are in
excellent agreement with the current world averages of τB0 = 1.536± 0.014 ps
and ∆m = 0.502 ± 0.007 ps−1 [13]. Reasonable agreement with the input
values is also obtained in MC. Furthermore, fits to the MC with S± floated
give results consistent with zero, as expected.
To extract the CP violation parameters we fix τB0 and ∆m at their world
average values, and fit with S+, S−, two wrong tag fractions and four offsets
as free parameters. We obtain S+ = 0.035±0.041 and S− = 0.025±0.041 where
the errors are statistical only. The wrong tag fractions are w− = (5.1± 0.5)%
and w+ = (5.2± 0.5)%. The results are shown in Fig. 4. To further illustrate
the CP violation effect, we define asymmetries in the same flavour events (ASF)
and in the opposite flavour events (AOF), as
ASF= (Nπ−l−(∆z)−Nπ+l+(∆z)) / (Nπ−l−(∆z) +Nπ+l+(∆z)) and
AOF= (Nπ+l−(∆z)−Nπ−l+(∆z)) / (Nπ+l−(∆z) +Nπ−l+(∆z)) ,
where the N values indicate the number of events for each combination of fast
pion and tag lepton charge. These are shown in Fig. 5. Note that due to the
relative contributions of the sine terms in Eq. 1 vertex biases (i.e. non-zero
offsets) can induce an opposite flavour asymmetry, whereas the same flavour
asymmetry is more robust.
As mentioned above, vertex biases may lead to a large systematic error on S±,
so we have introduced offsets to make our analysis relatively insensitive to such
biases. These additional free parameters cause an increase in the statistical
error of about 20%. To test the robustness of our algorithm, we use a control
sample of lepton tagged, partially reconstructed D∗lν decays [19]. Events are
selected from the same data sample of 140 fb−1, and as for D∗π we also
select events from MC. Since semileptonic B decays are flavour specific, the
time-dependent decay rates are given by Eq. 1 with S+ and S− equal to
zero. Non-zero values can be caused by vertexing, or other, biases. In order
to select a sample with larger statistics than, and similar kinematics to, our
signal, we select D∗lν candidates with lepton cms momentum in the range
1.80 GeV/c < plsig < 2.30 GeV/c and missing mass squared [19] in the range
−4.0 GeV2/c4 < M2ν < 1.0 GeV2/c4; signal regions in these two variables
are defined as 1.95 GeV/c < plsig < 2.30 GeV/c and −1.0 GeV2/c4 < M2ν <
1.0 GeV2/c4, respectively. The cms momentum range for the tagging lepton is
chosen to make the signal and tagging lepton candidates mutually exclusive:
1.20 GeV/c < pltag < 1.90 GeV/c.
The entire analysis procedure is repeated for the D∗lν candidates. To perform
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Fig. 4. Results of the fit to obtain S+ and S−. The fit result is superimposed
on the data. The signal component is shown as the vertically hatched area. The
horizontally hatched area indicates the background contribution.
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-0.2-0.15-0.1-0.05 0 0.05 0.1 0.15 0.2
∆z/cm
A
sy
m
m
et
ry
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-0.2-0.15-0.1-0.05 0 0.05 0.1 0.15 0.2
∆z/cm
A
sy
m
m
et
ry
Fig. 5. Results of the fit to obtain S+ and S−, shown as asymmetries in the (left)
same flavour events and (right) opposite flavour events. The fit result is superim-
posed on the data.
the kinematic fit, plsig and M
2
ν are used as the discriminating variables, and
backgrounds are categorised in a similar way as for the D∗π analysis. For
D∗lν there is no equivalent to the D∗ρ background, however. At the end of the
procedure, we obtain values of S+ = −0.007±0.024 and S− = −0.019±0.024,
consistent with the expectation of zero. We estimate the systematic error due
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to vertexing biases by repeating the fits to D∗lν candidates without applying
the bias correction. The largest change in S± is 0.003, which we assign as a
systematic error due to vertexing. We also perform the same study using D∗lν
events selected from MC, as well as with the D∗π events (both data and MC),
and in all cases obtain consistent results.
The results of the fits to the control samples validate our analysis procedure.
We have further tested our fit routine for possible fit biases, such as could be
caused by neglecting terms of R2D∗π in the fit, by generating a number of large
samples of signal Monte Carlo with different input values of S+ and S−. For
reasonable input values of RD∗π we find no evidence of a bias, and assign 0.005
as the systematic error due to possible fit bias.
Other systematic errors due to the resolution function, the background frac-
tions, and the background parameters are estimated by varying the values
used in the fit by ±1σ. Uncertainties in the background shapes, background
fractions and kinematic smearing parameters, result in errors of 0.002, 0.003
and 0.003, respectively. The uncertainty in the world average values of τB0
and ∆m results in a systematic error of 0.001. Allowing for effective S± terms
of ±0.05 in the D∗ρ PDF leads to a systematic error of 0.004. The resolution
function parameters are precisely determined from the fit to J/ψ → µ+µ− can-
didates. We also consider systematic effects due to our lack of knowledge of the
exact functional form of the resolution function: using different parametriza-
tions results in shifts of S± as large as 0.006, which we assign as an additional
systematic error. Similarly, systematic effects due to differences between data
and MC in the distributions used in the kinematic fit are further investigated
by repeating the fit using different binning. We repeat the entire fit procedure
using twice as many bins in each of the three discriminating variables. Since
cos δπfπs is used in the best candidate selection, we also repeat the algorithm
without using this variable in the kinematic fit. The largest deviation (0.010)
is assigned as an additional systematic error. The possible bias caused by
neglecting the correlated background contribution in same flavour events is
estimated to be 0.005 by repeating the fit allowing this component. We esti-
mate the effect of the approximations inherent in the uncorrelated background
parametrization by fitting a sideband region of cos δπfπs, which is dominated
by uncorrelated background, with a parametrization which includes contribu-
tions from BB¯ events. Note that this fit yields S+ and S− terms which are
consistent with zero. We then repeat the fit to the signal candidates using the
uncorrelated background shape thus determined, and, as before, assign the
largest shift in S+ or S− (0.010) as the systematic error. The systematic er-
rors are summarized in Table 2. The total systematic error (0.018) is obtained
by adding the above terms in quadrature.
In summary, we have measured CP violation parameters using partially re-
constructed B0 → D∗∓π± decays, from a data sample of 140 fb−1. The results
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Table 2
Summary of the systematic uncertainties.
Source Uncertainty
τB0 , ∆m 0.001
CP violation in D∗ρ 0.004
Background shapes 0.002
Correlated background parametrization 0.005
Uncorrelated background parametrization 0.010
Background fractions 0.003
Kinematic smearing 0.003
Resolution parametrization 0.006
Vertexing 0.003
Kinematic fit binning 0.010
Total 0.018
are
S+=0.035± 0.041 (stat)± 0.018 (syst),
S−=0.025± 0.041 (stat)± 0.018 (syst).
These are consistent with, and more precise than, the previously published
measurements of CP violation parameters in B0 → D∗∓π± decays [7,8,9]. At
present there are no reliable measurements of either RD∗π or δD∗π, and so
we cannot extract sin(2φ1+φ3) from our measured values. However, measure-
ments of RD∗π are anticipated in future, and hence more precise measurements
of S± will help constrain the Standard Model.
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