ABSTRACT. In this paper, we introduce a Bayesian analysis for a bivariate generalized exponential distribution in the presence of censored data and covariates derived from Copula functions. The generalized exponential distribution could be a good alternative to analyze lifetime data in comparison to usual existing parametric lifetime distributions as Weibull or Gamma distributions. We have being using standard existing MCMC (Markov Chain Monte Carlo) methods to simulate samples for the joint posterior of interest. Two examples are introduced to illustrate the proposed methodology: an example with simulated bivariate lifetime data and an example with a real lifetime data set.
INTRODUCTION
In medical, engineering or other lifetime data applications, we could have more than one lifetime associated to each unit. A special situation is the presence of two lifetimes T 1 and T 2 associated to each unit. In this situation, we could consider some existing bivariate lifetime distribution that has been introduced in the literature (see for example, Gumbel, 1960; Freund, 1961; Marshall & Olkin, 1967; Downton, 1972; Block & Basu, 1974; Sarkar, 1987; Hawkes, 1988) .
Usually these bivariate lifetime distributions generalize some popular existing univariate lifetime distributions as exponential, Weibull, Gamma or a log-normal distribution (see for example, Lawless, 1982 In this paper, we introduce other bivariate generalized exponential distributions derived from the Farlie-Gumbel-Morgensten to analyze lifetime data. We also investigate the performance of this new distribution.
Inferences for these different versions of bivariate lifetime models could present some difficulties using standard classical inference methods, especially in the presence of censored data and covariates, a usual situation in applications.
In this way, we consider the use of Bayesian methods where the samples for the joint posterior distribution of interest are simulated using MCMC (Markov Chain Monte Carlo) methods as the popular Gibbs sampling algorithm (see for example, Gelfand & Smith, 1990; or Casela & George, 1992) or the Metropolis-Hastings algorithm (see for example, Chib & Greenberg, 1995).
The paper is organized as follows: in Section 2, we introduce some concepts of copula functions; in Section 3, we present the generalized exponential distribution; in Section 4, we derive a bivariate generalized exponential distribution from a Copula function; in Section 5, we introduce a Bayesian analysis in the presence of censored data; in Section 6, we consider the presence of covariates and censored data; in Section 7, we introduce two examples; finally in Section 8, we present some concluding remarks. 
which is defined using a copula function C, results in a multivariate distribution function with univariate marginal distributions specified as If every F i is continuous, then C is unique.
In the bivariate cases, let T 1 and T 2 be two random variables with continuous distribution functions F 1 and F 2 .
The probability integral transform can be applied separately to the two random variables to de-
, where U and V have uniform (0, 1) distributions, but are usually dependent if T 1 and T 2 are dependent (T 1 and T 2 independent, implies that U and V are independent).
Specifying dependence between T 1 and T 2 is the same as specifying dependence between U and V .
With U and V uniform random variables, the problem reduces to specifying a bivariate distribution between two uniforms, that is, a copula.
GENERALIZED EXPONENTIAL DISTRIBUTION
A generalized exponential distribution (see Gupta & Kundu, 1999) The generalized exponential distribution with two parameters has density given by,
where t > 0, α > 0, and λ > 0, are respectively, shape and scale parameters.
The density (2) has great flexibility of fit depending on the parameter α: if α < 1, we have a decreasing function and if α > 1, we have a unimodal function with mode given by λ −1 log α.
Observe that if α = 1, we have an exponential distribution with parameter λ.
The survival and hazard functions associated to (2) , are given, respectively, by,
and
Observe that the hazard function h(t ; α, λ) is increasing from 0 to λ if α > 1; decreasing if α < 1 and constant if α = 1.
This behavior of the hazard function is similar to the behavior of the hazard function of the gamma distribution.
The moment generation function for a random variable T with a generalized exponential distribution with density (2) is given (see Gupta & Kundu, 2008) by,
for s < λ; (x) is the gamma function.
From (5), we get the moments of interest. The mean and variance of T are given, respectively, by,
where ψ(·) is the digamma function given by
A BIVARIATE GENERALIZED EXPONENTIAL DISTRIBUTION DERIVED FROM THE FARLIE-GUMBEL-MORGENSTERN COPULA
Different copula functions introduced in the literature could be used to obtain a bivariate generalized exponential distribution.
A special case is given by the Farlie-Gumbel-Morgensten Copula (see Morgensten, 1956) given by,
where −1 ≤ θ ≤ 1, u = F 1 (t 1 ) (marginal distribution for the random variable T 1 ) and v = F 2 (t 2 ) (marginal distribution for the random variable T 2 ).
Observe that θ is a parameter associated to the dependence between the random variables T 1 and T 2 and related to the Spearman's rank correlation ρ S (T 1 , T 2 ) ("Spearman's rho") and Kendall's rank correlation ρ τ (T 1 , T 2 ) ("Kendall's tau") by the relations,
From (7), we get ρ S (T 1 , T 2 ) = θ/3 and ρ τ (T 1 , T 2 ) = 2θ/9 (see for example, Nelsen, 1999).
From (8), we could use the information of experts to directly elicit a prior distribution for the correlation (a value between −1 and 1) between T 1 and T 2 ; another possibility is to use empirical Bayesian methods to choose a prior distribution for the dependence parameter θ using the relations given by (8) . Some authors introduce different methods for eliciting a prior distribution for the correlation (see for example, Clemen, Fischer & Winkler, 2000).
Let us assume the marginal generalized exponential distributions (see (2)), given by,
From (7), the joint distribution function for T 1 and T 2 is given by,
where t 1 > 0 and t 2 > 0.
The joint density function for T 1 and T 2 is given by,
That is, from (11), we have,
where f 1 (t 1 ) and f 2 (t 2 ) are the marginal densities for T 1 and T 2 with parameters (α 1 , λ 1 ) and (α 2 , λ 2 ), respectively (see (2)), and F 1 (t 1 ) and F 2 (t 2 ) are given by (9) . Through the Figure 1 we can verify if the dependence condition is confirmed by θ, looking at the contours of bivariate density Also observe that the joint bivariate survival function for the lifetimes T 1 and T 2 is given by,
where F 1 (t 1 ) and F 2 (t 2 ) are given by (9) and F(t 1 , t 2 ) is given by (10) . That is,
A BAYESIAN ANALYSIS IN THE PRESENCE OF CENSORED DATA
Suppose either T 1 or T 2 can be censored and that censoring is independent of the lifetimes. Let us subdivide the n observations into four classes:
both t 1i and t 2i are observed lifetimes, i = 1, . . . , n; C 2 : t 1i is a lifetime and t 2i is a censoring time (that is, we only know that T 2i ≥ t 2i );
is a censoring time and t 2i is a lifetime; C 4 : both t 1i and t 2i are censoring times.
The likelihood function for a continuous model (see for example, Lawless, 1982 , page 479) is given by,
where f (t 1i , t 2i ) is the joint probability density function for T 1i and T 2i ; S(t 1i , t 2i ) is the joint survival function;
are the partial derivatives of S(t 1i , t 2i ) with respect to t 1i and t 2i , respectively.
Let us define the indicator variables δ 1i and δ 2i , by,
where n is the number of observations.
In this way, we rewrite the likelihood function (15) as,
Observe that if we do not have censored data, the likelihood function (17) reduces to,
In (17), we replace S(t 1i , t 2i ) by (14) , f (t 1i , t 2i ) by (12) , and F 1 (t 1i ) and F 2 (t 2i ) are given by (9) , that is,
The first derivatives of S(t 1i , t 2i ) with respect to t 1i and t 2i are given by,
that is,
For a Bayesian analysis, let us assume the following prior distribution for λ 1 , λ 2 , α 1 , α 2 and θ:
for j = 1, 2; U [a, b] denotes an uniform distribution in the interval (a, b) ; a j , b j , c j and d j are known hyperparameters. We further assume prior independence among the parameters.
Other prior distributions also could be considered, as gamma priors for α j and λ j , j = 1, 2.
where π(v ) is the joint prior distribution for v; L(v | t) is the likelihood function (17) and t = (t 1 , . . . , t n ), t i = (t 1i , t 2i ), i = 1, . . . , n is a vector of observed lifetime data.
To get the posterior summaries of interest, we simulate samples for the joint posterior distribution (23) using MCMC methods.
In this way, we could simulate samples for the joint posterior distribution (23) from the condi-
and π(θ | λ 1 , λ 2 , α 1 , α 2 , t) using the Gibbs sampling algorithm or the Metropolis-Hastings algorithm, when the conditional distributions are not identified as known distributions that are easy to simulate.
Considering the presence of a vector X = (X 1 , X 2 , . . . , X p ) of covariates associated to each bivariate lifetime T 1 and T 2 , let us consider the following regression model:
where
We also assume the presence of censored observations.
For a Bayesian analysis, we assume the following prior distributions for γ j , α j , β jk and θ:
for j = 1, 2; k = 1, . . . , p and a j , b j , c j , d j and g are known hyperparameters and N (0, g 2 ) denotes a normal distribution with mean zero and variance g 2 . We further assume prior independence among the parameters.
APPLICATIONS

Simulated data sets
As a first application, let us consider four simulated data sets from the bivariate generalized exponential distribution (10) We assume a reparametrization for λ 1 and λ 2 given by γ * 1 = log(λ 1 ) and γ * 2 = log(λ 2 ) to get better convergence for the Gibbs sampling algorithm using the software Winbugs (Spiegelhalter et al., 2003) which only requires the specification of the joint distribution for the data and prior distributions for the parameters. For all considered sample sizes, we assume the following prior distributions:
The selection of the hyperparameters is made so that the prior expectation of the parameters is close to their true values while the variances assume very small values in order to have informative prior distributions. Thus, a sensitivity analysis was performed to determine a final specification of the parameters. Here we present only the best result we obtained for these priors.
In Table 1 , we have the posterior summaries of interest obtained from a final simulated Gibbs sample of size 2000 of the joint posterior distribution for the parameters of the model after discarding the first 5000 Gibbs samples to eliminate the effect of the initial values for the Gibbs sampling algorithm. In Table 1 , we also have the maximum likelihood estimates (MLE) and the 95% confidence intervals based on the asymptotical normality of the MLE. From the results of Table 1 , we observe that we get accurate Bayesian inferences for the parameters of the model, especially considering large samples sizes. The only exception is the parameter θ, where the 95% credible intervals are very large considering the four simulated samples (n = 10, n = 20, n = 30 or n = 50). Figure 2 illustrates the performance of marginal posterior densities for each parameter α 1 , α 2 , λ 1 , λ 2 and θ when the sample size increase, that is, for n = 10, 20, 50 and 100. From the plots of Figure 2 , we observe that as the sample size increases, we have more accurate Bayesian inferences (see also Table 1 ).
To improve the Bayesian inferences for θ, we could assume a transformation, γ * 3 = log( θ 1−θ ), considering θ positive an assumption usually observed for the data (0 < θ < 1), the same prior distributions for γ * Table 1 , but better accuracy for the Bayesian estimator for θ as observed in the 95% credible intervals. We also observe that the accuracy of the Bayesian intervals for θ have some improvement as the data sample sizes increases, an indication of identifiability using the reparametrized form of θ. The Bayesian estimation also performs well in applications with a large number of censored data. Table 3 In summary, we observe good inferences considering the posterior mean for all the random quantities, especially when the samples size increases in comparison to the real value of the parameters (λ 1 = 0.001; λ 2 = 0.005; α 1 = 1; α 2 = 0.5 and θ = 0.5) used to simulate the lifetimes T 1 and T 2 . . Despite the high degree of censoring, the performance of the estimates are quite similar for the parameters α 1 , λ 1 and θ of the bivariate generalized exponential distribution. We note that the parameters α 2 and λ 2 are more sensitive to censorship certainly due to the higher percentage of censorship occurred for T 2 variable, hence requiring a larger number of observations. 
Recurrence times of infection for kidney patients
In this application, we consider a survival time data set introduced by McGilchrist & Aisbett (1991) related to kidney infection where the recurrence of infection for 38 Kidney patients, using portable dialysis machines, are recorded. The time recorded, called infection time, is either the lifetime (in days) of the patient until an infection occurred and the catheter had to be removed, or the censoring time, where the catheter was removed by other reasons. The catheter is reinserted after some time and the second infection time is again observe or censored (data set in Table 4 ).
As a first analysis, let us assume the bivariate generalized exponential distribution with density (12) not considering the presence of the covariate sex. Let us devote this model as "model 1".
For a Bayesian analysis of "model 1", not considering the presence of the covariate sex, let us assume the same reparametrization for λ 1 , λ 2 and θ considered in Section 6.1, that is, γ * 1 = log(λ 1 ), γ * 2 = log(λ 2 ) and γ * 3 = log( θ 1−θ ) (from a preliminary data analysis, the sample correlation between the lifetimes considering only the uncensored observations is given by 0.181; that is, we are assuming 0 < θ < 1), and the following prior distributions: γ * 1) . Using the WinBugs software, we simulated 2000 Gibbs samples from the joint posterior distribution of interest taking every 30th simulated sample after a "burn-in-sample" period of size 5000.
Convergence of the Gibbs sampling algorithm was monitored using standard existing methods as traceplots for the simulated samples. The posterior densities for each parameter are shown in Figure 4 .
In Table 5 , we have the posterior means, the posterior standard-deviations and 95% Bayesian intervals for the parameters of the model. We also have the MLE estimates and their asymptotical confidence intervals.
Often concern focusses on the survival function S(t 1 , t 2 ) given in (14) . For instance, by using the priors proposed in this paper we have P(T 1 > 8 days, T 2 > 12 days) = 0.833 with a credible interval (0.737, 0.914). Figure 5 shows graphically the posterior distribution of the probability P(T 1 > 8 days, T 2 > 12 days).
Finally, we derive the joint density and survival functions from the (12) and (14) respectively, for kidney infection in patients data and a plot of both functions is provided in Figure 6 .
In the presence of the covariate sex, denoted by X , we assume the regression model introduced in Section 5, that is,
where i = 1, 2, . . . , 38; X i = 1 (male) and X i = 0 (female) (see (24) ). Let us denote this model as "model 2".
Also assuming the reparametrization γ * 3 = log( θ 1−θ ), and the prior distributions γ j ∼ U (0, 1),
, we have in Table 5 , the posterior summaries of interest based on 2000 simulated Gibbs samples (every 30th sample and a "burnin-sample" of size 5000). From the results of Table 6 , we observe that zero is included in the 95% credible intervals for β 1 and β 2 , but zero is very close to the inferior credible limit for β 1 , that is, we have an indication that the lifetime T 1 is affected by the covariate sex. To compare the proposed models, we could use some existing Bayesian discrimination criteria, as for example, DIC (Deviance information criterion) introduced by Spiegelhalter et al. (2002) (see appendix) and given automatically by the WinBugs software. Assuming "model 1" (not considering the presence of the covariate sex), we obtained a MonteCarlo estimate for DIC given by the value 686.33; assuming "model 2" (presence of the covariate sex), the DIC value is given by 677.695; that is, "model 2" gives better fit for the data set introduced in Table 3 (smaller value for DIC). 
CONCLUDING REMARKS
The use of bivariate generalized exponential distributions derived from copula functions could be a good alternative to analyze bivariate lifetime data, usually in the presence of censored observations and covariates. Other copula functions also could be used to derive bivariate lifetime distributions. Bayesian inference for this class of models using standard existing MCMC methods is a good alternative to get accurate inference results. It is important to point out that the dependence parameter θ can present some identifiability problems and this problem could be solved considering an informative prior from θ based on expert opinion or considering a reparametrization, as it was observed in this paper.
The use of existing Bayesian softwares like the WinBugs software gives a great simplification to get the posterior summaries of interest. 
