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Abstract. A mathematical model of morphological analysis is given. A search of a mor- 
phological table is simulated by a nonhomogeneous Harkov chain. This model was used in 
the developed computer program, which has been successfully applied in structural engi- 
neering for the generation of a number of innovative, patentable solutions. 
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INTRODUCTION 
Morphological analysis can be considered a modern 
heuristic method with strong ancient roots. In 
Greece in the 5th century B.C., a group of philos- 
ophers established a school to be known later as 
the Atomists. The best known philosophers of this 
school are Leacrippus of Miletus and Democritus of 
Abdera. They were under the strong influence of 
Parmenides and adopted his idea of the One (the 
unity and reality of the universe). They inter- 
preted it, however, in a different way. The Atom- 
ists thought that if the world is divided into its 
smallest indivisible parts called atoms (in Greek, 
“that which cannot be broken up”), reality will be 
reached. The concept of morphological analysis, 
the concept of unity and division, was born. 
The same concept can be found in the papers of 
Lullus ( Descartes and Leibnitz, who were working 
on a universal method, applicable to all theoreti- 
cal and practical problems. Descartes in particu- 
lar strongly advocated the idea of the division of 
problems into subproblems and formulated it as a 
second rule in his universal method (see Arcis- 
zewski, et al., 1977). 
In the late forties Fritz Zwicky, a Swiss-born 
astrophysicist, based his morphological analysis 
on the same idea, although he significantly devel- 
oped it and adapted it to modern technical appli- 
cations (see Zwicky, 1969). 
The method was initially applied by Zwicky in as- 
tronomy and later in the field of missile engines, 
where he discovered several new types (Zwicky, 
1969). 
Morphological analysis has been particularly 
connoon in Great Britain, as described by Rickards 
(1980). Carson (1979) applied it to the develop- 
ment of new chemical products and incorporated it 
into the innovative approach named SCIMITAR, 
through which a range of new products was gener- 
ated. Morphological models were also used by 
Carson (1974) in a three-dimensional version for 
modelling business capabilities in industrial or- 
ganizations. Gregory (1974) and Cross (1975) de- 
veloped morphological analysis for applications in 
architectural design, while Norris (1963) applied 
it to engipeering design purposes. Wills (1971) 
applied the method to technological forecasting. 
In Germany morphological analysis is the best- 
known and most irequently used technique, after 
brainstormming, as an idea-generation method 
(Geschka, 1973; Muller, 1970). 
In the U.S. morphological analysis was first 
described by Allen (1952, 1962) and later devel- 
oped by Grant (1977) for applications in archi- 
tecture. and urban planning. 
Three periods in the history of morphological 
analysis can be distinguished, according to the 
character of its applications. The first period 
of traditional non-computerized applications ended 
in the late 1970’s. These first-generation appli- 
cations resulted in many discoveries and innova- 
tions, as described by Arciszewski (1976, 1977). 
In the next period the method was developed by 
Arciszewski (1985) into Stochastic Form Optimiza- 
tion. This method is a nondeterministic optimiza- 
tion technique, intended to optimize a struc- 
tural solution in its most general formin the pre- 
liminary stage of the structural design process, 
when new ideas or the quick review of all feasible 
solutions are most desirable. The method supple- 
ments existing methods of shape optimization, 
which are mostly applicable in the advanced stages 
of the design process, that is, when the type of 
the solution is fixed, or simply assumed, and only 
local decisions regarding sizing variables are to 
be made. The second generation computer applica- 
tions of morphological analysis in the form of 
Stochastic Form Optimization have also given birth 
to a number of patentable innovations developed by 
Arciszewski (1985a, 1985b). Recent applications 
of the method in the area of Artificial Intelli- 
gence can be considered third generation applica- 
tions. The method was used to develop a Solution 
Generator, applicable to a large class of learning 
expert systems as proposed bv Arciszewski and 
Ziarko (forthcoming, 1986). 
MATHEMATICAL HODEL 
The principles of morphological analysis are very 
simple. Every complex problem can be divided into 
a number of subproblems. These subproblems can be 
analyzed separately, and the combination of their 
solutions gives the solution to the global prob- 
lem. Qualitative variables can be assigned to 
individually distinguished subproblems and their 
solutions called feasible states. A type of solu- 
tion is defined by a compatible combination of 
feasible states, when for all variables one state 
only is taken at a time. Such a morphological 
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approach is referred to as “Typology by Cover- 
ings,” as proposed by Arciszewski (1985). 
Typology by coverings enables forsal presentation 
of all considered variables and their feasible 
states in a tabular form called a .“morphological 
table. ” The general idea of a morphological 
table is shown below. 
TABLE 1 General Form of a Morphological Table 
Qualitative Feasible States 
Variables 1 2 . ..i . ..k . ..m 
A 
B 
C 
D 
Al A2 . . . Ai . . . Ak . . . Am 
Bl B2 . . . Bi . . . Bk 
Cl C2...Ci...Ck...Cm 
Dl D2 . . . Di 
In the rows of the morphological table successive 
variables and their feasible states are specified. 
Such a table allows a simple and formal type iden- 
tification and is very useful in computer-aided 
applications. When a given problem is considered, 
a morphological table can be used to present qual- 
itative variables and their feasible states. Sub- 
sequent qualitative variables are considered in- 
dependently and all intervariable relations are 
temporarily suspended. 
In classic morphological analysis as developed by 
Zwicky, types of solution are considered by ana- 
lyzing different combinations of feasible states, 
which are taken randomly from the morphological 
table. Usually, however, the selected combina- 
tions reflect the personal preferences of the re- 
searcher, which significantly reduces the pro- 
bability of obtaining a new, innovative or “ncon- 
ventional type of solution. This serious disad- 
vantage can be eliminated when a mathematical 
model of the analysis is developed and a computer 
used for the generation of solution types. 
Morphological analysis can be modelled as a non- 
homogeneous Markov chain. Results of an unbiassed 
morphological analysis may be described by a se- 
quence of independent, identically and uniformly 
distributed random variables X X2, X , 
. . . . x , where r is the total &mber o t x vari;bl@l 
considgred. Such a sequence is a stochastic pro- 
cess with r trials, which represents a morphologi- 
cal search of a given morphological table with r 
rows. 
This process is a non-homogeneous Markov chain, 
when subsequent transitions between adjacent rows 
are independent. 
When a given morphological field r x m is consid- 
ered, a maximum nwnber of entries, including pos- 
sible intermediate empty entries, is equal to “m” 
for the most numerous single row of this field. 
It can then be formally assumed that each trial 
has m possible outcomes, called states. For some 
NWS in the field states may include feasible 
states as well as certain outcomes, representing 
empty entries, which are states that will never 
occur. It is convenient, however, to make the 
size of all rows in the field uniform and to as- 
sume that it is m. 
The analysis is a sequence of r-l random transi- 
tions, performed successively between adjacent 
rclws . It starts from the first row, when for the 
variable X its absolute probabilities at time 1 
are random y 11 generated and their complete and 
ordered set, called the absolute probability vec- 
tor at time 1, is to he determined so that: 
P(I) = (PlW, P2(1), . . . . Pj(‘), . . . . P,(l)1 (1) 
where 
pj(I) = p(X, = jl) - the absolute probability at 
time 1, the probability of 
the event Xl = jl 
P(l) - the absolute probability vec- 
tor 
m - the total number of states 
This first trial is also called the “initial 
trial,” and its results are initial probabilities 
that define the initial probability vector. The 
next step of the analysis is the transition from 
the first to the second row, and the absolute 
probability vector at time 2, for the random vari- 
able X2, is calculated as follows: 
~(2) = p(l) T;l) (2) 
where : 
p(2) - the absolute probability vector at time 2 
p(l) - the absolute probability vector at time 1 
or the initial probability vector 
TW 
1 - the one-step randomly generated transition 
matrix for the first transition, second 
trial 
All subsequent transitions are performed in the 
same manner and may be described in general: 
p(n) = p(n-1) Tr!!i (3) 
where : 
p(n) = (p,(n), P (n),..., p.(n), . . . . p (n)) - the 
ahsol” e t probabillity vector mat time n 
p&l) - the absolute probability vector at time 
n-l 
T(l) _ 
n-l the one-step randomly generated transi- 
tion matrix for the n-l transition, nth 
trial 
n- the number of a trial, n = 1, 2, 3,.. . ,r 
r - the number of parameters of rows in the 
field, the total number of trials 
(1) The one-step transition mat+ Tn_l is a square 
m x m matrix with entries pn_ (l), called one-step 
transition probabilities aid defined as follows: 
PTJI(l) = P(X, = jnlXn_l 
T(l) = 
n-l (PijW 
where : 
P(X, = jnlXn_l = in_l) - 
i, j = 1, 2, . . . , m 
10 - the size of the 
= in) 
(4) 
the conditional probabil- 
ity of the event X = j 
given X 
state ,,i*-l is l”n tsC 
square transition matrix. 
Since in an ideal morphological analysis there are 
no relations between states of adjacent rows, 
transitions between them should have a purely ran- 
dom character. In the general case, individual 
rows may have different numbers of feasible states 
because certain entries, intermediate or last, may 
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be empty. For this reason not all transitions are 
possible, and this must be reflected in the form 
of a transition matrix. It may have zero-rows and 
zero-columns, corresponding to empty entries in 
the pre-transition row and in the post-trans_ition 
row respectively. Such a matrix should be called 
a “modified stochastic matrix,” since for zero- 
rows sums of entries are not equal to unity. For 
the whole analysis all individual transition 
matrices should be different as well as indepe- 
dently and randomly generated. 
When this stochastic process is completed a set 
kL:?;s~‘,‘,) ,obt,;;pe(dn), . . . , p(r)1 of probability 
and thus discrete distribu- 
tion functions for ail random variables X (n = 1, 
Z..r) are known. Then a final selection”of feas- 
ible states can be made using a number of dif- 
ferent decision criteria as proposed by Arciszew- 
ski. 
APPLICATIONS 
A computer program has been developed, based on 
the proposed mathematical model of morphological 
analysis. It has been used successfully in the 
area of structural engineering for the development 
of new types of structures and connections. This 
program has also been used as a “Solution Genera- 
tor” in a learning expert system for preliminary 
structural design being developed by Arciszewski 
and Ziarko (1986). 
The results of the application of Stochastic Form 
Optimization in the area of steel skeleton and 
space structures are particularly interesting. A 
morphological table for wind bracings in steel 
skeleton structures had been prepared and used for 
the preparation of new types of wind bracings. A 
number of previously-unknown types was found, some 
of them are quite interesting, as described by 
Arciszewski (1985). Also, analysis of the problem 
of structural shaping of joints in skeleton struc- 
tures and computer generation of solutions brought 
many new solutions. One of them has already been 
patented (see Arciszewski, 1976), while others are 
being processed now (Fig. 1). 
was developed later into the even more innovative 
type shown in Fig. 3. This joint, described by 
Arciszewski (1985), is being patented now. 
CONCIJSIONS 
The developed approach to formal identification of 
complex engineering problems, the morphological 
table and typology by coverings, are very practi- 
cal and can be used for conceptual representation 
purposes in the area of expert systems. 
The prepared mathematical model of morphological 
analysis has been successfully used in the area of 
steel structures and has proved to be useful for 
practical engineering purposes. Its application 
to other areas of engineering is feasible and 
should also be effective. This model can be used 
as a solution generator, randomly generating 
solutions to a given problem from the prepared 
morphological table. Such a solution generator 
can be used in learning expert systems. 
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