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We investigate heat transport via a charged flexible chain in the presence of magnetic fields. We
focus on the Nernst-like effect, where the average positions of particles deviate in the perpendicular
direction to the heat flow. This phenomenon is induced by the nonlinear dynamics as well as
nonequilibrium state. We develop a linear response formalism to derive a thermodynamic force
which induces the Nernst-like effect, and show that the phenomenon is quantitatively explained.
We also discuss the inverse effect, where an external ac-driving force induces finite net heat current
in the homogeneous system attached to heat baths with the same temperature.
I. INTRODUCTION
Heat transport in a mesoscopic scale has been inten-
sively studied experimentally and theoretically. Heat
transport via a small system has exhibited a number
of intriguing phenomena, such as Kondo effect [1], con-
ductance quantum [2–4], and anomalous heat transport
[5–20], to name only a few. Recent technological devel-
opment has also opened the field of controlling heat in
small systems [21, 22].
We also note that magnetic fields can cause many non-
trivial effects on the heat transfer. One of such effects
includes the thermal Hall effect [23–33], which shows an
emergence of transverse heat current to applied thermal
gradient in the presence of magnetic fields. This effect
has many variations depending on heat carriers, such as,
the phonon Hall effect in paramagnetic dielectrics [24–
30], the magnon Hall effect in ferromagnetic dielectrics
[31, 32] and multiferroics [33]. Another example related
to the magnetic field is the Nernst effect [23, 34], where
the magnetic field induces transverse electric voltage un-
der heat flow in the electric systems.
In this paper, we consider several effects induced by
magnetic fields in small charged flexible chains, which
have never been addressed seriously so far. We note that
typical low-dimensional objects such as nanofibers [16],
polymers [17, 18], and Carbon-nanotubes [19, 20] possess
finite charges. In general, the magnetic fields bend the
direction of motion via the Lorentz force, and hence one
may anticipate some positional effect at the macroscopic
level. In equilibrium case, the positional distribution is
described by the canonical distribution and one can show
that no particular effect on particle’s position appear.
However, as we discuss in this paper, the nonequilibrium
situation with nonlinear forces drastically change the po-
sitional distribution, and finite deviation in the perpen-
dicular direction to the applied thermal gradient appears.
We call this Nernst-like effect in a flexible chain (NEFC)
from the analogy to the Nernst effect in electric systems
[23, 34]. We present similarities and dissimilarities be-
tween the NEFC and the original Nernst effect in the
electronic systems. It is shown that this effect is induced
by nonlinear dynamics. This implies that a simple lin-
earized model such as the Rouse model [35] is not avail-
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FIG. 1: Schematic of the system connected to left and right
heat baths at temperatures TL and TR. The system can move
on the xy-plane and a constant magnetic field B is applied
in the z-direction. End particles are trapped by a pinning
potential φ(r) represented by the gray curves. The bold black
arrow represents the position vector qi of the ith particle.
able to discuss this phenomenon. The effective force that
causes the NEFC is a thermodynamic force. We provide
a systematic analysis to obtain the thermodynamic force
within the linear response theory. The theory quantita-
tively reproduces the deviations of the particles.
We also consider an inverse phenomenon under finite
magnetic fields, i.e., a generation of a finite heat current
in equilibrium situation by inducing the transverse devi-
ation in the flexible chain. We apply an oscillating fields
to induce finite positional deviation in the transverse di-
rection on average.
This paper is organized as follows. In Sec. II, we in-
troduce a model. In Sec. III, we describe the numeri-
cal methods and show typical temperature profile at the
steady state. In Sec. IV, we discuss the NEFC in the
charged flexible chain. In the section V, we develop a
formalism to obtain the effective thermodynamic force
causing the NEFC with the linear response theory. In
Sec. VI, we demonstrate the inverse effect of the NEFC.
Finally, we summarize our study in Sec. VII.
II. SETUP
A. Model
We consider a flexible chain connected to two heat
baths at its ends. The schematic of the model is shown in
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2Fig. 1. The system is composed of N particles with mass
m, and neighboring particles are connected by spring
forces. For simplicity, we assume that the motion of the
particles is confined on the xy-plane. The position and
canonical momentum of the ith particle are denoted by
qi = (qi,x, qi,y) and pi = (pi,x, pi,y), respectively. We
consider the case where all the particles are uniformly
charged with the charge e and a static magnetic field B
is applied in the z-direction. The Hamiltonian of the
system is described as follows
H =
N∑
i=1
|pi − eA(qi)|2
2m
+
N−1∑
i=1
V (|ri+1,i|)
+
e2
4piε0
N∑
i=2
i−1∑
j=1
1
|ri,j | +
∑
i=0 andN
φ(|ri+1,i|), (1)
where ri,j := qi − qj is the stretch vector, which is a
relative vector between the ith and jth particles. The
vector A = (Ax, Ay) is the gauge potential. One of the
simplest form of the gauge potential is A(qi) = −qi ×
B/2, although the detailed choice of the gauge does not
affect physical results as long as it satisfies ∂Ay/∂qx −
∂Ax/∂qy = B. The actual velocity is expressed as vi :=
q˙i = (pi − eA(qi)) /m.
The terms V (|r|) and φ(|r|) respectively stand for the
spring potential between neighbor sites and the pinning
potential to bind end particles. We assume the following
simple forms for these potentials:
V (|r|) = k
2
(|r| − `)2, and φ(|r|) = k
2
|r|2 . (2)
The parameter ` is the natural length of the spring.
We impose the fixed boundary condition, i.e., we fix
the positions of the end particles as q0 = (`, 0) and
qN+1 = (N`, 0), which respectively bind q1 and qN
around the same positions due to the potential φ(|r|).
Hence, in the equilibrium situation, the particles are lo-
cated along the x-direction on average. The third term
in the Hamiltonian stands for the Coulomb interaction.
The left and right reservoirs are respectively attached
to the first and the Nth particles, and those have the
temperature TL and TR. We model the dynamics of heat
reservoirs by the Langevin thermostat [36]. Then, the
total dynamics is given by the deterministic dynamics
from the Hamiltonian (1) and the Langevin dynamics
for the end particles as follows
mv˙i,x = Fi+1,i,x − Fi,i−1,x + e
2
4piε0
N∑
j=1
j 6=i
ri,j,x
|ri,j |3 + eBvi,y
+ δi,1 (−γvi,x + ηL,x) + δi,N (−γvi,x + ηR,x) , (3)
mv˙i,y = Fi+1,i,y − Fi,i−1,y + e
2
4piε0
N∑
j=1
j 6=i
ri,j,y
|ri,j |3 − eBvi,x
+ δi,1 (−γvi,y + ηL,y) + δi,N (−γvi,y + ηR,y) . (4)
Here, ri,j,α is the αth component in the vector ri,j (α =
x, y). The vector Fi+1,i = (Fi+1,i,x, Fi+1,i,y) is the spring
force vector given by
Fi+1,i :=

kri+1,i, for i = 0, N
k(|ri+1,i| − `) ri+1,i|ri+1,i| , for i = 1, ..., N − 1
.
(5)
The variable γ in Eqs.(3) and (4) is a friction constant.
The random variables ηµ = (ηµ,x, ηµ,y) (µ = L,R) are
the Gaussian white noises satisfying the fluctuation dis-
sipation theorem
〈〈ηµ,α(t)ηµ′,α′(s)〉〉 = 2γkBTµδµµ′δαα′δ(t− s) , (6)
where 〈〈...〉〉 denotes the noise average.
B. Remark on the potentials and a parameter set
We here remark on the potentials (2). Although the
potential form of V (|r|) and φ(|r|) is quadratic in terms
of |r|, these potentials produce a nonlinear force in terms
of positional variables qi, as long as the natural length `
is finite. Note that as explicitly written in (5), the rela-
tive distance |ri+1,i| in the force Fi+1,i,α (α = x, y) causes
a nonlinear force in terms of the position variables qi for
finite `. Throughout this paper, we fix the parameters
(m, k, `) = (1, 1, 10) unless newly defined, and consider
several variations of eB and e2/4piε0. The friction coef-
ficient is set to γ = 1. The Boltzmann constant kB is
set to 1 in the numerical calculation. In the nonequi-
librium simulation, we typically use the temperature set
(TL, TR) = (2, 1) [37].
III. TEMPERATURE PROFILE IN THE
PRESENCE OF MAGNETIC FIELDS
In this section, we briefly show a steady state tempera-
ture profile in the presence of magnetic fields. We define
two types of local temperatures by the kinetic energies of
the x and y component of velocities, i.e.,
Ti,α := m〈v2i,α〉 (α = x, y). (7)
To get the average values of kinetic energies, we first
check that the system achieves the steady state from a
uniformity of the local heat current along the chain, and
next compute a long time average. In general, when a
magnetic field is applied to the system, the dynamics be-
comes much more complicated than the dynamics with-
out magnetic fields. Hence, careful computation is neces-
sary by checking numerical errors. Details of numerical
method, sensitivity of numerical error on magnetic fields,
and check of achievement of the steady state are shown
in Appendix A. We use the modified velocity Verlet al-
gorithm [36] with a finite time discretization ∆t = 10−3.
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FIG. 2: The local temperature profile for the system size N =
256. The parameters are set to (TL, TR) = (2, 1), e
2/4piε0 =
10, and eB = 0.5.
For the system size N = 256, 108 time steps are neces-
sary to reach the steady state and about 108 time step is
required for the long-time average.
In Fig. 2, we present the local temperature profiles,
Ti,x and Ti,y for the case of eB = 0.5. The figure shows
that the two temperature profiles agree with each other.
Hence, a local temperature is uniquely determined. The
temperature profile is smooth except to the boundaries.
Although the present system size is not very large to
obtain an asymptotic behavior of the temperature profile,
the uniqueness of local temperatures are expected to hold
even in the relatively small system sizes.
IV. AVERAGE POSITION IN THE PRESENCE
OF MAGNETIC FIELDS
In this section, we investigate an average position of
each particle in the nonequilibrium steady state.
A. Equilibrium case
We first discuss the equilibrium situation setting TL =
TR = T . In this case, the stationary distribution is ex-
pressed by the canonical distribution:
Peq(Γ ) =
e−H(Γ )/T
Z
with Z :=
∫
dΓ e−H(Γ )/T ,(8)
where Γ stands for the phase space variables composed
of the positions and velocities of all the particles, i.e.,
Γ := ({qi}Ni=1, {vi}Ni=1). The distribution is invariant
under the transformation {qi,y} ↔ {−qi,y}. Hence the
average position in the y-direction is zero, i.e.,
〈qi,y〉 =
∫
dΓ qi,yPeq(Γ ) = 0. (9)
Hence, the particles are aligned on the x-axis on average.
0 100 200 300 400
−0.2
0
0.2
〈qi,x〉
〈q i
,y
〉 eB = −0.5
eB = 0
eB = 0.5
(b)
−0.2
0
0.2
〈q i
,y
〉 eB = −0.5
eB = 0
eB = 0.5
(a)
FIG. 3: Long-time average of the positional configuration for
the different magnetic fields eB = 0 (black squares), eB = 0.5
(red triangles), and eB = −0.5 (blue circles). The system
size is N = 32 and the temperature set is (TL, TR) = (2, 1).
Figures (a) and (b) show the case of e2/4piε0 = 10 and
e2/4piε0 = 0, respectively.
B. Nonequilibrium case
We next discuss the nonequilibrium situation using the
numerical calculation. The method of numerical simula-
tion is the same as in Sec. III. In Fig. 3(a), we show
the average position of each particle at the steady state
for the system e2/4piε0 = 10 with the size N = 32. In
the case of zero magnetic field, the particles are perfectly
aligned on the x-axis. However, when a finite magnetic
field is applied, a finite deviation in the y-direction ap-
pears. If the magnetic field is reversed, the direction of
deviation is also reversed. Note that this finite deviation
in the y-direction cannot occur in the equilibrium situa-
tion as discussed in Sec. IV A. Hence this phenomenon
is clearly a nonequilibrium effect.
Although we have considered the simple and small sys-
tem in Fig. 3(a), one can check that qualitatively the
same phenomena appear in more general cases, such
as the case where the particles can move in the three-
dimensional space (not confined on the xy-plane), the
case of larger system sizes with various magnetic fields,
and other temperature sets. We present these demon-
strations in the Appendices B-D.
Below, we discuss whether a simplified dynamics can
explain the phenomenon and thereby investigate its me-
chanical origin. We first consider the role of the Coulomb
interaction. Let us switch off the Coulomb interaction,
i.e., e2/4piε0 = 0 while keeping eB = ±0.5. We show
the result for this case in Fig. 3(b). The result is quali-
tatively the same as the result in Fig. 3(a). Hence, the
finite deviation in the y-direction can occur even without
the Coulomb interaction.
Next, we consider more simplified model. We note that
in polymer physics, a linear dynamics such as the Rouse
model [35] successfully explains many dynamical aspects.
Motivated by this, let us employ the linearized model and
4discuss whether it can generate the finite deviation in the
y direction. We dare to set ` = 0 in our Hamiltonian,
where the dynamics becomes completely linear. (Note
that as remarked in Sec. II B, a finite natural length
induces a nonlinear spring force between the particles.)
Suppose that we expand the system by a finite length
L in the x-direction, i.e., we set the boundary condition
q0 = (0, 0) and qN+1 = (L, 0). Then, let us consider the
long time average of the position of each particle, solving
the following equations of motion
mv˙i,x = k(qi+1,x + qi−1,x − 2qi,x) + eBvi,y
+ δi,1(−γvi,x + ηL,x) + δi,N (−γvi,x + ηR,x), (10)
mv˙i,y = k(qi+1,y + qi−1,y − 2qi,y)− eBvi,x
+ δi,1(−γvi,y + ηL,y) + δi,N (−γvi,y + ηR,y). (11)
Here, note that trivial long time averages 〈v˙i〉 = 〈vi〉 = 0
and 〈ηµ,α〉 = 0 hold for any temperature set (TL, TR).
Using these properties, one can immediately obtain a
long-time average 〈qi,α〉 from a straightforward calcula-
tion. The results are given as 〈qi,x〉 = iL/(N + 1) and
〈qi,y〉 = 0, regardless of the temperature set and am-
plitude of the magnetic field. From this argument, we
form a conclusion that the magnetic field does not af-
fect the average configuration as long as the dynamics
contains only linear forces. From this consideration, we
claim that a nonlinear dynamics is necessary to obtain
the finite deviation observed in Fig 3. This also indicates
that it seems to be difficult to make a simple theoretical
model to explain the phenomenon, since it requires real
nonlinear dynamics.
The finite deviation observed in the charged flexible
chain is reminiscent of the Nernst effect in the electronic
systems [23]. The Nernst effect is observed when a mag-
netic field is applied to an electronic system with a fi-
nite heat flow. The effect is detected as the emergence
of a finite bias voltage in the perpendicular direction to
the heat flow. This bias voltage is very similar to the
transverse deviation observed in the present case. How-
ever, there are several differences between the original
Nernst effect in an electronic system and the present phe-
nomenon. The original Nernst effect can appear even
without any interaction between the particles [34]. How-
ever, the present case requires many-body interaction.
In addition, a nonlinear force is necessary for the present
phenomenon. Hence, to discriminate the present effect
from the original Nernst effect, we call it the Nernst-like
effect in a flexible chain (NEFC).
V. THERMODYNAMIC EFFECTIVE FORCE
A. Linear response formalism
The finite deviation in the transverse direction means
the existence of the force in the y-direction. We here an-
alyze this effective force in the NEFC. This effective force
should originate from the Lorentz force, since the mag-
netic field enters only in this term. However, we should
note that the effective force is not determined simply by
the long-time average of the Lorentz force, as it is always
zero, i.e., 〈vi ×B〉 = 〈vi〉 ×B = 0. Rather, we consider
this with the thermodynamic argument. To this end, we
conduct a linear response analysis for small temperature
difference between heat baths.
Let Fi be a thermodynamic effective force for the ith
particle in the presence of the magnetic field. To ob-
tain Fi, we apply an additional external force fi to the
ith particle such that the average deviation 〈qi,y〉 van-
ishes. From the force balance, we can identify the effec-
tive force by the relation Fi = −fi. We formulate this
framework in the linear response regime. Let ji+1,i be a
local heat current between the ith and (i + 1)th parti-
cles. See Appendix A for the explicit expression of the
local heat current ji+1,i. When the temperature differ-
ence ∆T = TL − TR and external forces fi are small, the
average heat current 〈J〉 := (N − 1)−1∑N−1i=1 〈ji+1,i〉 and
the average transverse deviation 〈qi,y〉 can be expressed
as follows
〈J〉
〈q1,y〉
...
〈qN,y〉
 =

L00 L01 · · · L0N
L10 L11 · · · L1N
...
...
. . .
...
LN0 LN1 · · · LNN


∆T
f1
...
fN
 . (12)
Here, the matrix L is a (N +1)× (N +1) linear-response
matrix. Once the matrix L is obtained, the column vec-
tor [∆T, f1, · · · , fN ]T is given as a function of 〈J〉 and
〈qi,y〉 by inverting the matrix L, i.e., [∆T, f1, · · · , fN ]T =
L−1[〈J〉, 〈q1,y〉, · · · , 〈qN,y〉]T . Finally, we set 〈qi,y〉 = 0
to obtain the thermodynamic force Fi through the force
balance Fi = −fi.
Each element of the linear-response matrix is given by
the following expression
L00(B) =
1
T 2
∫ ∞
0
dt 〈J(t)J(0)〉Beq, (13)
Li0(B) =
1
T 2
∫ ∞
0
dt 〈qi,y(t)J(0)〉Beq, i 6= 0, (14)
L0j = 0, j 6= 0, (15)
Lij =
1
T
〈qi,yqj,y〉eq, i, j 6= 0. (16)
For the derivation of each expression, see Appendix E.
Here, the symbol 〈...〉eq represents the equilibrium aver-
age with respect to the canonical distribution (8). Note
that the time-evolution in the correlation functions in-
cludes the contribution of heat baths, i.e., the time-
evolution is given by solving the equations of motion (3)
and (4) with an equal temperature TL = TR = T . The
superscript B in Eqs. (13) and (14) represents a finite
magnetic field B. The element L00 satisfies the Onsager-
Casimir symmetry: L00(B) = L00(−B). We comment
that the element Lij (i, j 6= 0) is independent of mag-
netic field, because the potential part in the equilibrium
distribution is independent of B.
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FIG. 4: Demonstration of the formula (14). We set e2/4piε0 =
0. (a) Equilibrium time-correlation between deviation of the
central particle (i = N/2) and heat current. The temperature
is set to TL = TR = 1.5. (b) Average transverse deviation
〈qi,y〉 = Li0∆T calculated using Eq. (14). The dashed lines
indicate the values calculated by performing nonequilibrium
simulation with the temperature set to (TL, TR) = (2, 1); these
data are identical to those in Fig. 3(b).
From Eq. (15), the heat current is expressed as 〈J〉 =
L00∆T . Then, setting 〈qi,y〉 = 0, the thermodynamic
force is written as
Fi = −fi = −(L−1)i0〈J〉
= −(L−1)i0L00∆T. (17)
When we do not apply the external force fi, the deviation
in the y-direction induced by the finite temperature is
given by the formula
〈qi,y〉 = Li0∆T . (18)
B. Calculation of the effective force
We here check the validity of the linear response for-
malism and investigate the properties on the thermody-
namic effective force. We first demonstrate that the lin-
ear response formula (14) reproduces the results by the
direct nonequilibrium simulation in Sec. IV. For simplic-
ity of the numerical computation, we consider the case of
zero Coulomb interaction, i.e., e2/4piε0 = 0. In Fig. 4(a),
we show 〈qN/2,y(t)J(0)〉Beq as a typical example of the
equilibrium time-correlation function. The figure shows
that the time-correlation is almost zero for the case of
zero magnetic field, while the finite magnetic fields gen-
erate a damped oscillation. The linear response values
〈qi,y〉 are calculated from the formula (18) and those are
shown in Fig. 4(b) (symbols and solid lines). We also
plot the results by the nonequilibrium simulation in the
same figure (dashed lines). Note that the results by the
nonequilibrium simulation are identical to Fig. 3(b). One
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FIG. 5: Effective forces for the parameter set in Fig. 3(b).
Figure (a) shows the results for the magnetic fields eB = 0
(black squares and line), eB = 0.5 (red triangles and line),
and eB = −0.5 (blue circles and line). Figure (b) shows the
magnetic-field dependence of the effective force averaged over
bulk particles except for five particles each from both edges,
i.e., F := ∑N−5i=6 Fi/(N − 10). The dashed line is a guiding
line to highlight the linear behavior F ∝ B.
can see that the linear response result displays quantita-
tively adequate agreement with that of the nonequilib-
rium simulation. This agreement also guarantees that
the present temperature set ((TL, TR) = (2, 1)) is within
the range of the linear response. See also the Appendix D
on the temperature dependence of the NEFC.
Having obtained the reliability of the linear response
calculation, we now show the thermodynamic effective
forces for the finite magnetic fields with the formula (17).
We present the numerical results for the magnetic fields
eB = 0, and ±0.5 in Fig. 5(a). In the case of zero mag-
netic field, the effective force is almost zero. On the other
hand, finite magnetic fields generate finite effective forces.
When the magnetic field is reversed, the effective forces
are also reversed. It is also observed that the effective
forces are almost uniform except for the edges.
We note that the steady state temperature profile
shows a finite temperature gradient as shown in Fig.
2, which is roughly uniform except to the boundaries.
Within the linear response regime, one may expect that
the local effective force depends linearly on the local tem-
perature gradient. This expectation seems to be con-
sistent with that the local effective force in the bulk
is almost uniform. In addition, we show the magnetic-
field dependence of the effective force averaged over bulk
particles in Fig. 5(b). The effective force exhibits lin-
ear dependence for small magnetic fields. Combining
these arguments, the effective force is likely to behave
as Fi ∝ B(∇T )i, as long as the magnetic field is small.
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FIG. 6: Schematic of the setup for the demonstration of
inverse effect. We set the temperatures of two heat baths to
an equal value T and apply an ac-driving force f(t) only on
two central particles, i.e., i = N/2, N/2+1. The heat current
is measured at the contact between the system and the heat
baths.
C. Phenomenological argument on the profile of
average positions
We finally form a phenomenological theory based on
the above numerical observations. To this end, we re-
gard that our system behaves as a string with a constant
effective tension teff. Then, for small deviations in the
transverse direction, we can use the effective potential in
the continuous picture [38]:
Ueff ∼
∫ L
0
dξ
[
teff
2
(
∂qy(ξ)
∂ξ
)2
+ Fqy(ξ)
]
, (19)
where ξ = i` and L = N`. The function qy(ξ) is the
transverse deviation at the position ξ. We consider the
fixed boundary condition, i.e., qy(0) = qy(L) = 0. The
variable F is the effective force. From the numerical ob-
servations, we assumed that F is independent of the po-
sition ξ for small temperature gradient. Minimizing Ueff
with respect to qy, we obtain the optimized profile:
qy(ξ) ∼ F
2teff
ξ(ξ − L). (20)
The overall structure of this profile is a parabola and
hence is consistent with the numerical observation in
Figs. 3 and 4.
VI. INVERSE EFFECT
In this section, we consider the inverse effect of the
NEFC. That is, we demonstrate that a finite net heat
current along the chain can be generated in the presence
of magnetic fields by making finite deviation of particles
in the transverse direction even in the equilibrium situa-
tion.
A. Setup
The setup for the demonstration of the inverse effect is
schematically depicted in Fig. 6. We set an equal tem-
perature for the two heat baths. We apply an external
driving force in the y-direction on the two central parti-
cles i = N/2 and i = N/2+1 for simplicity (N is an even
integer). Hence equations of motion are given by Eqs.(3)
and (4) with additional driving force terms only for these
two particles. Since we consider the equilibrium situation
setting equal temperature in the baths, we need to inject
a finite work into the system in order to obtain a finite
net heat current from one heat bath to another. Obvi-
ously, if the external force is static in time, a finite heat
current cannot be generated because no work can be in-
jected into the system. Hence, we consider the following
ac-driving force:
f(t) = f0 sin
2
(
2pi
τ
t
)
. (21)
Note that the force f(t) has the same sign for any time.
Hence this force leads to finite deviations of particles in
the y-direction on average. Then the question is whether
this type of driving force in the presence of magnetic
fields can generate a finite net heat current from one heat
bath to another. Note that in the absence of magnetic
field, one can show that the long-time average of the net
heat current is zero from the reflection symmetry in the
spatial structure [39].
We measure the heat current at the contact between
the system and the heat baths, i.e.,
jL := v1 · (−γv1 + ηL), (22)
jR := vN · (−γvN + ηR). (23)
Then, we focus on the heat flowing from the system into
the heat baths during the period τ ,
Qµ(τ) := −
∫ τ
0
dt jµ(t) with µ = L, R. (24)
The difference between these quantities QL − QR is the
net heat transferred from the right to the left heat bath.
B. Numerical results on the net heat current
We consider the system e2/4piε0 = 0 with the size N =
32. The temperatures of the two heat baths are set to
TL = TR = 1.5. The amplitude of the external force is
set to f0 = 1.
We first show the magnetic-field dependence of the net
heat current in Fig. 7(a) for the periods τ = 20, 50, and
100. A finite net current is observed for finite magnetic
fields. For a small-period case, the average net current is
small and depends linearly on the magnetic fields when
the magnetic fields are small. As the period τ increases,
the behavior of the net current becomes complicated as
a function of B. The sign of the net current also can
change. The net current satisfies the symmetry; it re-
verses its sign with the magnetic-field reversal.
Next, we consider the period dependence of the net
heat current for the magnetic fields eB = 0, 0.2, and
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FIG. 7: Plot of net heat current for the system size N = 32.
The parameters are e2/4piε0 = 0 and TL = TR = 1.5. Figure
(a) shows the magnetic-field dependence for the periods τ =
20, 50, and 100. Figure (b) shows the period-dependence for
the magnetic fields eB = 0, 0.2, and 0.5. Error bars are within
the line width.
0.5 in Fig. 7(b). In case of zero magnetic field, the net
heat current is zero for any values of τ . Whereas, for
finite magnetic fields, a finite net current is observed.
Particularly, for the small period region, the dependence
on the magnetic fields is not systematic.
Finally, we comment on the role of nonlinear forces in
the inverse effect. The inverse effect requires the nonlin-
ear forces as in the NEFC. We can prove that the inverse
effect can not appear for the case of linear forces as shown
in Appendix F.
VII. SUMMARY AND DISCUSSION
In this study, we investigated the heat transport phe-
nomena in a charged flexible chain in the presence of a
constant magnetic field. Main findings include the NEFC
and the inverse effect. We emphasize that a nonlinear
force is a key ingredient for these effects. We also develop
a linear response formalism to obtain the thermodynamic
force inducing the NEFC.
We here comment on the role of nonlinear force to get
the NEFC. In the section IV, we proved that the linear
dynamics cannot show the NEFC. We note that the case
of ` = 0 is the complete harmonic chain. As well known
[40], the harmonic chain cannot form a finite temperature
gradient. This indicates that the system does not possess
the local equilibration in the nonequilibrium state. Tak-
ing account of this fact, one may think that the NEFC
requires the local equilibration process in the dynamics.
However, we have one counterexample that cannot show
the NEFC even when the equilibration process exists.
That is a toy model recently proposed in Refs. [41, 42].
This model has no nonlinear forces in the spring poten-
tial. Rather, it contains so-called conserving noises to
induce the local equilibration, keeping conserved quan-
tities. This model shows a finite temperature gradient
in the nonequilibrium situation. Nevertheless, it is easy
to show that the NEFC can not occur in this model,
since the equations of motion contain only linear vari-
ables. The absence of the NEFC is proven by following
the similar procedure done for linear equations (10) and
(11). This implies that local equilibration is a necessary
albeit insufficient condition for the NEFC. The NEFC
requires real nonlinear dynamics.
The aim of this study is to provide a theoretical
idea rather than to provide experimental implementa-
tion. Main aim is to show the existence of the NEFC
and the inverse effect. At present, it is not convenient to
estimate an experimentally accessible setup, because it
is not straightforward to obtain realistic values of spring
constant, etc. However, we hope that recent technologi-
cal development enables us to observe the NEFC in re-
alistic materials such as DNA molecule [43] with strong
magnetic fields [44] in future.
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Appendix A: DETAILS OF NUMERICAL
SIMULATION
Numerical simulation is performed by the modified ve-
locity Verlet algorithm [36] with the time discretization
∆t = 10−3. In general, a magnetic field enhances com-
plexity in the dynamics. We estimate the degree of nu-
merical error by examining the conservation of the total
energy for the Hamiltonian (1) in an isolated system. We
found that the numerical error ([H(t)−H(0)]/H(0)) in-
creases in proportion to time t as shown in Fig. 8(a),
when the magnetic field is applied. It is also observed
that the error is proportional to B2 as shown in Fig. 8(b).
However, it does not significantly depends on the sys-
tem size as shown in Fig. 8(c). For the time t = 108,
[H(t)−H(0)]/H(0) ≈ 0.0085.
To demonstrate that the steady state is achieved for
the open system setup, we check a uniformity of the local
heat current. We define a local energy at the site i as
εi :=
m|vi|2
2
+ V (|ri+1,i|) +
N∑
j=1
j 6=i
e2
4piε0
1
|ri,j | . (A1)
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FIG. 8: Relative error of total energy in an isolated system
owing to the finite time step ∆t = 10−3. (a): t-dependence
for N = 32 and eB = 0.5, (b): magnetic-field dependence for
N = 32 and t = 105, (c): system-size dependence for eB = 0.5
and t = 105.
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FIG. 9: Plot of heat current ji+1,i for the system size N =
256. The parameter to control the strength of the Coulomb
interaction is set to e2/4piε0 = 10.
Then, the heat current is defined through the continuity
equation
ji+1,i = −Fi+1,i · vi+1
+
i∑
j=1
N∑
j′=i+1
e2
4piε0
rj,j′
|rj,j′ |3 ·
vj + vj′
2
. (A2)
This expression satisfies ε˙i = ji,i−1−ji+1,i. After approx-
imately 108 time steps, we compute the local heat cur-
rents. The result for the system size N = 256 is shown in
Fig. 9. The figure clearly shows a uniformity of the local
heat current, which indicates an achievement of steady
state in both zero and finite magnetic field.
Appendix B: THE NEFC IN
THREE-DIMENSIONAL SPACE
In the main text, the motion of each particle is con-
fined on the xy-plane. Here, we demonstrate that the
NEFC also occurs when each particle moves in the three-
dimensional space. We consider the system composed
of N particles. Let qi = (qi,x, qi,y, qi,z) and vi =
(vi,x, vi,y, vi,z) respectively be a position and velocity vec-
tor. The equations of motion are written as
mv˙i,x = Fi+1,i,x − Fi,i−1,x + e
2
4piε0
N∑
j=1
j 6=i
ri,j,x
|ri,j |3 + eBvi,y
+ δi,1 (−γvi,x + ηL,x) + δi,N (−γvi,x + ηR,x) , (B1)
mv˙i,y = Fi+1,i,y − Fi,i−1,y + e
2
4piε0
N∑
j=1
j 6=i
ri,j,y
|ri,j |3 − eBvi,x
+ δi,1 (−γvi,y + ηL,y) + δi,N (−γvi,y + ηR,y) . (B2)
mv˙i,z = Fi+1,i,z − Fi,i−1,z + e
2
4piε0
N∑
j=1
j 6=i
ri,j,z
|ri,j |3
+ δi,1 (−γvi,z + ηL,z) + δi,N (−γvi,z + ηR,z) . (B3)
We set the parameters to the same values as in the main
text, i.e., e2/4piε0 = 10, (TL, TR) = (2, 1) and γ = 1.
We show average position of the particles in Fig. 10.
Figure 10(a) shows the finite deviation in the y-direction.
While, as shown in Fig. 10(b), the z-component of the
position is not affected by magnetic fields. Thus, the
deviation is perpendicular to both the chain direction
and the magnetic field.
Appendix C: Magnetic-field and system-size
dependence in NEFC
We discuss the magnetic-field dependence of the trans-
verse deviation in the NEFC, and also discuss its system-
size dependence. Here, we consider the simplest case de-
scribed by the Hamiltonian (1) with e2/4piε0 = 0.
Figure 11 shows the magnetic-field dependence of the
deviation of the central particle 〈qN/2,y〉 for different sizes
N = 32, 64, 128, 180, and 256. Temperatures are set to
(TL, TR) = (2, 1). We can see the symmetry 〈qN/2,y〉 ↔
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−0.2
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FIG. 10: Long-time average of the positional configuration
for the magnetic fields eB = 0 (black squares), eB = 0.5 (red
triangles), and eB = −0.5 (blue circles). Figure(a) and (b)
shows (〈qi,x〉, 〈qi,y〉) and (〈qi,x〉, 〈qi,z〉), respectively.
9−〈qN/2,y〉 for the magnetic field reversal B ↔ −B. For
a fixed system size, the overall structure of 〈qN/2,y〉 is
nonmonotonic with respect to the magnetic field, while
they are monotonic for sufficiently magnetic field.
Let us consider the system-size dependence of the
NEFC for small magnetic fields looking at 〈qN/2,y〉. For
small magnetic fields, we note that the amplitude of the
transverse deviation roughly shows linear dependence on
the magnetic field. Keeping this in mind, we define
q∗y := min
B
〈qN/2,y〉 , (C1)
B∗ := argmin〈qN/2,y〉 . (C2)
We numerically calculate these quantities for each
system-size. See the example for N = 256 indicated in
the figure. We calculate the quantity |q∗y |/B∗ as a func-
tion of the system-size. This quantity roughly provides
the system-size dependence of the amount of transverse
deviation for a fixed small magnetic field. The result is
shown in the inset of Fig. 11. The inset shows that q∗y/B
∗
depends linearly on the system size. From this observa-
tion, the amplitude of the NEFC seems to be propor-
tional to the system size for sufficiently small magnetic
fields.
Although above argument seems to be plausible, we re-
mark that our system size is not very large to get asymp-
totic behavior, and hence it is fair to say that the system-
size dependence of the NEFC still remains an open prob-
lem.
Appendix D: Dependence of temperature difference
in the NEFC
We present the effect of temperature difference in the
NEFC. We set the temperatures as TR = 1 and TL =
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FIG. 11: Magnetic-field dependence of transverse deviation
〈qN/2,y〉 for different system sizes N = 32, 64, 128, 180, and
256. The shaded region indicates the statistical error. For
N = 256, the minimum value of 〈qN/2,y〉 is denoted by q∗y ,
and the magnetic field at that point is B∗. The inset shows
the system-size dependence of |q∗y |/eB∗, which demonstrates
the linear dependence on the system size N .
TR +∆T and consider the NEFC for many cases of ∆T .
We consider the system with e2/4piε0 = 0 and show the
∆T dependence of the deviation at the central particle
〈qN/2,y〉 for a fixed magnetic field eB = 0.5. We show the
result in Fig. 12. As shown in the figure, up to ∆T ∼ 2,
the gradient is almost constant. This implies that this
regime is regarded as the linear response regime. Beyond
the linear response regime, i.e., for ∆T > 2, the absolute
value of the gradient begins to decrease.
Appendix E: LINEAR RESPONSE FORMULA
In this appendix, we derive the linear response for-
mula (13)-(16). We first consider the linear response for
a static force fi and derive Eqs. (15) and (16). Then, we
consider the linear response for a temperature difference
∆T and derive Eqs. (13) and (14).
1. Linear response for a static force in the
y-direction
We set the temperatures to TL = TR = T and apply a
static force fi to the ith particle in the y-direction. At
equilibrium, the distribution of the phase-space variables
Γ = ({qi}Ni=1, {vi}Ni=1) is expressed by the canonical dis-
tribution:
Pfi(Γ ) =
e−[H(Γ )−fiqi,y ]/T
Zfi
, (E1)
Zfi :=
∫
dΓ e−[H(Γ )−fiqi,y ]/T . (E2)
We consider a sufficiently small fi. Then, the partition
function is approximated as Zfi ≈ Z(1 + fi〈qi,y〉eq) =
Z, where Z is defined in Eq. (8). Then, Eq. (E1) is
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FIG. 12: Dependence of temperature difference in the trans-
verse deviation at the central particle 〈qN/2,y〉 for eB = 0.5.
The system size is N = 32. The dashed line is a guiding line
to highlight the linear dependence 〈qN/2,y〉 ∝ ∆T and the
dotted lined represents ∆T = 2.
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approximated as
Pfi(Γ ) ≈ Peq(Γ ) +
fi
T
qi,yPeq(Γ ), (E3)
where Peq(Γ ) is defined in Eq. (8). Therefore, the linear
response of an arbitrary quantity A(Γ ) is expressed as
〈δA〉fi := 〈A〉fi − 〈A〉eq =
fi
T
〈Aqi,y〉eq. (E4)
Here, the symbol 〈 · 〉fi represents the average with re-
spect to Eq. (E1).
The linear response of the heat current J is obtained
as 〈J〉fi = fi〈Jqi,y〉eq/T = 0. The corresponding linear-
response coefficient is
L0i :=
〈J〉fi
fi
= 0. (E5)
The linear response of the transverse deviation is ex-
pressed as 〈qi,y〉fj = fj〈qi,yqj,y〉eq/T . Then, the linear-
response coefficient is obtained as
Lij :=
〈qi,y〉fj
fj
=
1
T
〈qi,yqj,y〉eq. (E6)
2. Linear response formula for temperature
difference
Here, we derive Eqs. (13) and (14) following Ref. [45].
We set the temperature of the heat baths to TL = T +
∆T/2 and TR = T −∆T/2. In this situation, the time-
evolution of the distribution function P (Γ , t) is expressed
by the following Fokker-Planck equation:
∂
∂t
P (Γ , t) = (LB + δL)P (Γ , t). (E7)
Here, the operators LB = LBH +Lb and δL are defined by
LBH :=
N∑
i=1
[ ∑
α=x,y
(
− ∂
∂qi,α
vi,α − ∂
∂vi,α
Fi+1,i,α − Fi,i−1,α
m
)
− eB
m
(
∂
∂vi,x
vi,y − ∂
∂vi,y
vi,x
)]
, (E8)
Lb :=
γ
m
∑
i=1 andN
∑
α=x,y
∂
∂vi,α
(
vi,α +
T
m
∂
∂vi,α
)
, (E9)
δL :=
γ∆T
2m2
N∑
i=1
∑
α=x,y
(δi1 − δiN ) ∂
2
∂v2i,α
. (E10)
Note that LB is independent of ∆T . The canonical dis-
tribution Eq. (8) satisfies LBPeq(Γ ) = 0 and the detailed
balance relation as an operator identity:
LBPeq(Γ ) = Peq(Γ )ϑL†−B . (E11)
The operator L†B is the adjoint of LB and written as
L†B = −LBH + L†b, (E12)
L†b =
γ
m
∑
i=1 andN
∑
α=x,y
(
−vi,α+ T
m
∂
∂vi,α
)
∂
∂vi,α
. (E13)
The symbol ϑ in Eq. (E11) acts on an operator and
changes the sign of all vi.
Suppose that the temperature difference is set to ∆T =
0 for t < 0, and the distribution is the canonical distri-
bution (8). Then, a finite temperature difference ∆ is
switched on at t = 0. For t ≥ 0, the formal solution of
(E7) is expressed as
PB(Γ , t) = e(L
B+δL)tPeq(Γ )
≈ Peq(Γ ) +
∫ t
0
ds eL
BsδLPeq(Γ ). (E14)
Here, we neglect the higher order terms of ∆T . Then, the
linear response of an arbitrary quantity A(Γ ) is expressed
as
〈δA〉B∆T := 〈A〉B∆T − 〈A〉eq
=
∫ ∞
0
dt
∫
dΓ A(Γ ) eL
BtδLPeq(Γ ). (E15)
Here, the symbol 〈 · 〉B∆T represents the average with
respect to the steady state distribution.
One can calculate δLPeq(Γ ) as follows:
δLPeq(Γ ) =
∆T
T 2
I(Γ )Peq(Γ ). (E16)
I(Γ ) :=
γ
m
[(
mv21
2
−T
)
−
(
mv2N
2
−T
)]
. (E17)
Note that the function I(Γ ) is related to the heat current
at the boundary (22) and (23). Denote the net heat
current measured at the boundary by Jb := (jL − jR) /2.
Then, it is demonstrated by straightforward calculation
that I(Γ ) is related to the noise average of Jb,
I(Γ (t)) = −〈〈Jb(t)〉〉. (E18)
Using the detailed balance relation (E11), we can fur-
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ther calculate as
〈δA〉B∆T =
∆T
T 2
∫ ∞
0
dt
∫
dΓA(Γ )eL
Bt [I(Γ )Peq(Γ )] ,
=
∆T
T 2
∫ ∞
0
dt
∫
dΓA(Γ )Peq(Γ )e
ϑL†−BtI(Γ ),
=
A∆T
T 2
∫ ∞
0
dt
∫
dΓPeq(Γ )A(Γ )e
L†−BtI(Γ ),
=
A∆T
T 2
∫ ∞
0
dt
∫
dΓPeq(Γ )A(Γ )I(Γ
−B(t)).(E19)
Here, the variable A assumes the value A = 1 if A is
an even function of the velocities and A = −1 if A is an
odd function of the velocities. From the second line to
the third line, the variables vi are changed into −vi. The
variable ΓB(t) represents the positions and velocities at
time t, which evolves under a magnetic field B from the
initial state Γ .
As the A(Γ ) in Eq. (E19) is uncorrelated with the
noises arising during t ≥ 0, it holds that 〈〈A(Γ )Jb(t)〉〉 =
A(Γ )〈〈Jb(t)〉〉. Combining this with Eq. (E18), we can
obtain
A(Γ )I(Γ (t)) = −〈〈A(Γ )Jb(t)〉〉. (E20)
Substituting Eq. (E20) into Eq. (E19), we obtain
〈δA〉B∆T = −A
∆T
T 2
∫ ∞
0
dt 〈A(0)Jb(t)〉−Beq . (E21)
Using the continuity equation of the local energy,
it is demonstrated that the boundary current Jb(t) in
Eq. (E21) can be replaced by the bulk current J(t), if
the quantity A satisfies the following two conditions (see
Ref. [45] for more details)
〈A〉eq = 0, and 〈Aεi〉eq = 0 for all i. (E22)
Here, εi is the local energy defined by εi := m|vi|2/2 +
V (|ri+1,i|) . The heat current J and deviation qi,y sat-
isfy Eq. (E22). Furthermore, using the detailed balance
relation (E11), it is shown that
〈A(0)J(t)〉−Beq = −A〈A(t)J(0)〉Beq. (E23)
From these considerations, the linear response of the
heat current and transverse deviation are respectively ex-
pressed as
〈J〉B∆T =
∆T
T 2
∫ ∞
0
dt 〈J(t)J(0)〉Beq, (E24)
〈qi,y〉B∆T =
∆T
T 2
∫ ∞
0
dt 〈qi,y(t)J(0)〉Beq. (E25)
The corresponding linear-response coefficients are ob-
tained as
L00(B) :=
〈J〉B∆T
∆T
=
1
T 2
∫ ∞
0
dt 〈J(t)J(0)〉Beq, (E26)
Li0(B) :=
〈qi,y〉B∆T
∆T
=
1
T 2
∫ ∞
0
dt 〈qi,y(t)J(0)〉Beq. (E27)
Note that for the element L00(B), Eq. (E23) derives the
Onsager-Casimir symmetry L00(−B) = L00(B).
Appendix F: EXACT EXPRESSION OF NET
HEAT IN THE CASE OF LINEAR FORCES
In this appendix, we analytically show that the inverse
effect cannot occur in the case of linear dynamics, where
the natural length is set to zero. Suppose the external
force f(t) in Eq. (21) is applied to the i0th particle in the
y-direction. The equations of motion are expressed as
mv˙i,x = k(qi+1,x + qi−1,x − 2qi,x) + eBvi,y
+ δi,1(−γvi,x + ηL,x) + δi,N (−γvi,x + ηR,x),(F1)
mv˙i,y = k(qi+1,y + qi−1,y − 2qi,y)− eBvi,x + δi,i0f(t)
+ δi,1(−γvi,y + ηL,y) + δi,N (−γvi,y + ηR,y).(F2)
Here, we solve the equations of motion by the method
of the Green’s function [46]. For convenience, we use the
following vector notation:
QT = [q1,x, · · · , qN,x, q1,y, · · · , qN,y], (F3)
V T = [v1,x, · · · , vN,x, v1,y, · · · , vN,y], (F4)
where the superscript T stands for the transpose of a
vector or matrix. The noises and the external force are
also denoted by vectors
[ηL(t)]i = δi,1ηL,x(t) + δi,N+1ηL,y(t), (F5)
[ηR(t)]i = δi,NηR,x(t) + δi,2NηR,y(t), (F6)
[f(t)]i = δi,N+i0f(t). (F7)
In addition, we introduce 2N × 2N matrices:
M¯ =
[
M O
O M
]
, K¯ =
[
K O
O K
]
, (F8)
B¯ =
[
O B
−B O
]
, R¯L,R =
[
RL,R O
O RL,R
]
, (F9)
with Mi,j := mδi,j , Ki,j := k(−δi+1,j − δi−1,j + 2δi,j),
Bi,j := eBδi,j , (RL)i,j := γδi,1δi,j , and (RR)i,j :=
γδi,Nδi,j . Using these notations, the equations of mo-
tion are expressed as
M¯V˙ = −K¯Q+ B¯V − R¯LV − R¯RV + η` + ηr + f , (F10)
To solve Eq. (F10), we introduce the Fourier trans-
forms:
Q˜(ω) =
∫ ∞
−∞
dtQ(t)eiωt, V˜ (ω)=
∫ ∞
−∞
dtV (t)eiωt, (F11)
η˜L,R(ω) =
∫ ∞
−∞
dtηL,R(t)e
iωt, f˜(ω)=
∫ ∞
−∞
dtf(t)eiωt.(F12)
Then, the solution of Eq. (F10) is expressed as
Q˜(ω) = G¯+B(ω)
[
η˜L(ω) + η˜R(ω) + f˜(ω)
]
, (F13)
V˜ (ω) = −iωG¯+B(ω)
[
η˜L(ω) + η˜R(ω) + f˜(ω)
]
. (F14)
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Here, the 2N ×2N matrix G¯+B(ω) is the Green’s function
defined as
G¯+B(ω) :=
[−ω2M¯+ K¯+ iωB¯− iωR¯L − iωR¯R]−1 . (F15)
Note that G¯+B(ω) is simplified as
G¯+B(ω) =
[
F+B(ω) −iωF+B(ω)BG+(ω)
iωF+B(ω)BG
+(ω) F+B(ω)
]
, (F16)
with
G+(ω) :=
[−ω2M+ K− iωRL − iωRR]−1 , (F17)
F+B(ω) :=
[[
G+(ω)
]−1 − ω2BG+(ω)B]−1 . (F18)
Using the solution (F14), we calculate the heat QL,R
flowing from the system into the heat bath during the
period τ , which is defined in Eq. (24). The heat current at
the boundary, defined in Eqs. (22) and (23), is expressed
as
jµ = Tr
(−R¯µV V T + ηµV T ) with µ = L, R. (F19)
The calculation is lengthy albeit straightforward. We use
the relation
〈〈η˜µ(ω)η˜Tν (ω′)〉〉 = 4piTδµνδ(ω + ω′)R¯µ, (F20)
and the specific form of the external force (21). The
result is expressed as
〈QL(τ)〉 = γf
2
0
2
τΩ2
{
[F+B(2Ω)]1,i0 [F
−
B(2Ω)]1,i0 + 4B
2[F+B(2Ω)G
+(2Ω)]1,i0 [F
−
B(2Ω)G
−(2Ω)]1,i0
}
, (F21)
〈QR(τ)〉 = γf
2
0
2
τΩ2
{
[F+B(2Ω)]N,i0 [F
−
B(2Ω)]N,i0 + 4B
2[F+B(2Ω)G
+(2Ω)]N,i0 [F
−
B(2Ω)G
−(2Ω)]N,i0
}
. (F22)
Here, Ω := 2pi/τ is the angular frequency of the external
force. The matrices G−(ω) and F−B(ω) are the Hermitian
conjugate of G+(ω) and F+B(ω).
The results (F21) and (F22) are invariant to the mag-
netic field reversal B ↔ −B because of F±−B(ω) = F±B(ω).
Furthermore, the matrices G±(ω) and F±B(ω) have the
symmetric property of [G±(ω)]i,j = [G±(ω)]N+1−j,N+1−i
and [F±B(ω)]i,j = [F
±
B(ω)]N+1−j,N+1−i. Therefore, the
heat as a function of i0 has the symmetry,
〈QL〉(i0) = 〈QR〉(N + 1− i0). (F23)
This implies that 〈QL − QR〉 = 0 if the external forces
are applied to the particles located symmetrically with
respect to the center of the system, which is the present
setup in the main text. Thus, the inverse effect is pro-
hibited.
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