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Abstract
We unravel the algebraic structure which controls the various ways of com-
puting the word ((xy)(zt)) and its siblings. We show that it gives rise to
a new type of operads, that we call permutads. A permutad is an algebra
over the monad made of surjective maps between finite sets. It turns out
that this notion is equivalent to the notion of “shuffle algebra” introduced
previously by the second author. It is also very close to the notion of “shuffle
operad” introduced by V. Dotsenko and A. Khoroshkin. It can be seen as a
noncommutative version of the notion of nonsymmetric operads. We show
that the role of the associahedron in the theory of operads is played by the
permutohedron in the theory of permutads.
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Introduction
The nonsymmetric operads are encoded by the planar rooted trees in
the following sense. These trees determine a monad on the category of arity
graded modules and a nonsymmetric operad is an algebra over this monad. In
this paper we replace the planar rooted trees by the surjection maps between
finite sets. We still get a monad on arity graded modules, and an algebra
over this monad is called a permutad.
A permutad can be presented with “partial operations” ◦σ where σ is
a shuffle, as generators. Under this presentation we see that the notion of
permutad is equivalent to the notion of “shuffle algebra” introduced in [13]
by the second author. There is still another way of presenting a permutad,
through some particular shuffle trees. This presentation enables us to to
relate the notion of permutad to the notion of “shuffle operad” introduced
by Dotsenko and Khoroshkin in [3].
If we restrict ourself to permutads generated by binary operations, then
the general operations can be described by the “leveled planar binary rooted
trees”. These binary permutads are the relevant tool to handle algebras
for which a product like ((xy)(zt)) depends on the first product which is
performed: either (xy) or (zt).
An interesting example of permutad is presented by one binary operation
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xy subject to one relation
x(yz) = q (xy)z ,
where q is a parameter in the ground field. In the nonsymmetric operad
framework such an operad is interesting only for q = 0, 1 or ∞, since in the
other cases the free algebra collapses. However, in the permutad setting, it
makes sense for any value of q and, computing in this framework, leads to the
appearance of the length function of the Coxeter group Sn. This result is a
consequence of an independent interesting combinatorial result on the poset
structure (weak Bruhat order) of the symmetric group Sn. In this poset there
are two kinds of covering relations which are best understood by replacing
the permutations by the leveled planar binary trees. A covering relation of
the first kind is obtained by moving a vertex from left to right. A covering
relation of the second kind is obtained by exchanging two levels. Our result
says that the graph obtained by keeping only the covering relations of the
first kind is connected.
As a consequence of the preceding result the associative permutad, ob-
tained for q = 1 and denoted by permAs, is the same as the associative
nonsymmetric operad As, i.e. permAsn is one dimensional. However looking
at the minimal model in nonsymmetric operads vs permutads leads to dif-
ferent objects. It is well-known that in the nonsymmetric operad setting the
minimal model of As is completely determined by the family of associahe-
drons. We prove that in the permutad setting the minimal model of permAs
is completely determined by the family of permutohedrons.
The notion of permutad can be thought of as a certain “noncommutative”
variation of the notion of nonsymmetric operad since we, essentially, leave
out the parallel composition axiom for partial operations. This noncommu-
tative feature is illustrated by the computation of the permutad encoding
the associative algebras with derivation. In the nonsymmetric operad frame-
work it involves the algebra of polynomials and in the permutad framework
it involves the algebra of noncommutative polynomials.
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Notation. Let n = {1, . . . , n} be a finite ordered set with n elements.
By convention 0 is the empty set. The automorphisms group of n is the
symmetric group denoted by Sn. Its unit element is denoted by 1n (identity
permutation). For the operadic terminology the reader may refer either to
[11] or to [9], from which .
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1. Surjective maps and permutads
We introduce ad hoc terminology about surjective maps of finite sets.
Then we give the “combinatorial definition” of a permutad.
1.1. Surjective maps
Let n and k be positive integers such that 1 ≤ k ≤ n. We denote by
Sur(n, k) the set of surjective maps t : n→ k. We call vertices the elements
in the target set k. The set of vertices of the surjective map t is denoted by
vert t. The arity of v ∈ vert t is |v| := #t−1(v) + 1 (note the shift). When
k = 1, Sur(n, 1) contains only one element that we call a corolla (denoted
by cn+1), and when k = n the set Sur(n, n) coincides with the symmetric
group Sn. We adopt the following notation: Surjn :=
⋃
k Sur(n, k) (disjoint
union). By convention Surj0 = {1} and its unique element is considered as
a surjective map 1 : 0→ 0 (formally 0 = ∅) with no vertex. In section 9 we
list all the surjective maps for n = 2, 3.
1.2. Substitution
Let t ∈ Sur(n, k) and ti ∈ Sur(ij,mj), j = 1, . . . , k, be surjective maps
such that ij = #t
−1(j). We put m :=
∑
jmj. By definition the substitution
of {tj} in t is the surjective map (t; t1, . . . , tk) ∈ Sur(n,m) given by
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(t; t1, . . . , tk)(a) := m1 + · · ·+mj−1 + tj(b),
whenever t(a) = j and a is the bth element in t−1(j).
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Observe that substitution is an associative operation.
The family of surjective maps endowed with the process of substitution
could be described as a colored operad (cf. [14]), where the colors are integers,
and also as a “multi-category” (cf. [5]), see 1.5.
1.3. A monad on arity-graded modules
LetK be a commutative ring and let N+-Mod be the category of positively
graded K-modules. An object M of N+-Mod is a family {Mn}, n ≥ 1, of K-
modules. In this paper we say “arity” in place of degree for these objects.
We define a monad in the category N+-Mod of arity-graded modules as
follows. First, for any M and any surjective map t ∈ Sur(n, k) we define a
module
Mt :=
⊗
v∈vert t
M|v|,
where |v| is the arity of the vertex v.
Second, for any arity-graded module M we define an arity-graded module
P(M) as follows:
P(M)n+1 :=
⊕
t∈Surjn
Mt for n ≥ 1,
and P(M)1 := K id.
Explicitly the module P(M)n+1 is spanned by surjective maps with n
inputs whose vertices are decorated by elements of M .
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Example:
• • • • •
×
µ∈M4
×
ν∈M3
So, we have defined a functor
P : N+-Mod→ N+-Mod.
There is a natural map ι(M) : M → P(M) which consists in associating to
an element µ ∈Mn the corolla cn of arity n decorated by µ.
Proposition 1.4. The substitution of surjective maps defines a transforma-
tion of functors Γ : P ◦ P→ P which is associative and unital. So (P,Γ, ι) is
a monad on arity-graded modules.
Proof. From the definition of P we get
P(P(M))n =
⊕
t∈Surjn−1
P(M)t
=
⊕
t∈Surjn−1
(
P(M)i1 ⊗ · · · ⊗ P(M)ik
)
=
⊕
t∈Surjn−1
( j=k⊗
j=1
( ⊕
s∈Surjj−1
Ms
))
.
Under the substitution of surjective maps we get an element of P(M)n,
since at any vertex j of t we have an element of P(M)ij =
⊕
s∈Surjj−1 Ms,
that is a surjective map s and its decoration. We substitute this data at each
vertex of t to get a new decorated surjective map, decorated by elements of
M . Therefore we have obtained a linear map Γ(M) : P(P(M))n → P(M)n,
which defines a morphism of arity-graded modules
Γ(M) : P(P(M))→ P(M).
Since it is functorial in M we get a transformation of functors Γ : P ◦P→ P.
Since the substitution process is associative, Γ is associative. Substituting
a vertex by a corolla does not change the surjective map. Substituting a
surjective map to the vertex of a corolla gives the former surjective map.
Hence Γ is also unital.
We have proved that (P,Γ, ι) is a monad. 
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1.5. Colored operad
A colored operad is to an operad what a category is to a monoid. More
precisely, there is a set of colors and for each operation of the operad there
is a color assigned to each input and a color assigned to the output. In order
for a composition like µ ◦ (ν1, . . . , νk) to hold the color of the ouput of νi has
to be equal to the color of the ith input of µ. Of course the colors of the
inputs of the composite are the colors of the νi’s and the color of the output
is the color of the output of µ. See for instance [14].
The monad (P,Γ, ι) defined above can be seen as a nonsymmetric colored
operad, where the colors are the natural numbers.
1.6. Permutads
By definition a permutad P is a unital algebra over the monad (P,Γ, ι). So
P is an arity-graded module such that P1 = K id endowed with a morphism
of arity-graded modules
ΓP : P(P)→ P
compatible with the composition Γ and the unit ι. It means that the following
diagrams are commutative:
P(P(P)) P(ΓP ) // P(P)
ΓP

(P ◦ P)(P)
∼=
88
Γ(P)

P(P) ΓP // P
and
Id(P) ι(P) //
=
$$
P(P)
ΓP

P
We often call an element of P an operation and the map Γ(P) the composition
of operations. We, now, give a first example: the free permutad.
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Proposition 1.7 (Free permutad). For any arity-graded module M such
that M1 = 0, the arity-graded module P(M) is a permutad which is the free
permutad over M .
Proof. The structure of permutad ΓP(M) on P(M) is induced by Γ, that is
ΓP(M) : P(P(M) = (P ◦ P)(M) Γ(M)−−−→ P(M).
The proof that P(M) is free among permutads goes as follows. Let Q
be another permutad and let f : M → Q be a morphism of arity-graded
modules. The composite P(M) P(f)−−→ P(Q)→ Q, which uses the permutadic
structure of Q, extends the map f . It is straightforward to check that it is a
map of permutads and that it is unique as a permutad morphism extending
f . So P(M) is free over M . 
1.8. Ideal and quotient
Given a permutad P , a sub-module I is said to be an ideal if any permu-
tadic composition of operations in P for which at least one is in I, is also in
I. As an immediate consequence the quotient P/I acquires a structure of
permutad.
1.9. Differential graded permutad
By replacing the category of modules over the ground ring K by the
category of differential graded modules (i.e. chain complexes), we obtain the
definition of differential graded permutads, abbreviated into dg permutads.
Explicitly, when (M,d) is a dg N+-Mod we make P(M) into a dg N+-Mod
by defining the differential d by
d(t;µ1, . . . , µk) :=
k∑
i=1
(−1)i(t;µ1, . . . , dµi, . . . , µk)
where t : n → k is a surjective map and i = |µ1| + · · · + |µi−1|. Then the
structure map ΓM : P(M)→M is required to be a dg N+-Mod morphism.
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2. Partial operations and non-symmetric operads
The definition of a permutad that we have given is similar to the so-
called “combinatorial” presentation of an operad (see Chapter 5 of [9]). Any
surjection between finite sets can be obtained by successive substitutions of
surjections with target set of size 2. This property will enable us to give a
definition of a permutad with a minimal data. It is similar to the so-called
“partial” presentation of an operad.
2.1. On the substitution of surjective maps with target set of size 2
Let us consider a surjective map r : k → 3. We denote by n+1,m+1, `+1
the arity of the vertex 1, 2, 3 respectively. There are two ways to consider
r as a result of substitution. Either as a substitution which gives rise to 1
and 2, or, as a substitution which gives 2 and 3. The first process gives two
surjective maps s : m+ `→ 2 and t : n+m+ `→ 2, and the second process
gives v : n+m→ 2 and u : n+m+ `→ 2.
• • • • • • •
1 2 3
• • • • • • •
1 2 3︸ ︷︷ ︸
v
︸ ︷︷ ︸
s︸ ︷︷ ︸
u
︸ ︷︷ ︸
t
Hence r can be seen either as the substitution of s in t at 2, or as a
substitution of v in u at 1. So, if λ, µ, ν are the decorations of the vertices 3,
2 and 1 respectively, we get
(λ ◦s µ) ◦t ν = λ ◦u (µ ◦v ν).
Lemma 2.2. For any operations λ ∈ P`+1, µ ∈ Pm+1, ν ∈ Pn+1 one has
(λ ◦s µ) ◦t ν = λ ◦u (µ ◦v ν).
Proof. Both terms of the expected equality are equal to the surjective map
obtained by decorating the vertex 3 by λ, 2 by µ and 1 by ν in r. This
is an immediate consequence the associativity property of substitution for
surjective maps. 
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2.3. Partial presentation of a permutad
Let (P ,Γ, ι) be a permutad (so we suppose P1 = K id). Any surjection t
with target set of size 2 (i.e. t : m+ n→ 2) determines a linear map that we
denote by
◦t : Pm+1 ⊗ Pn+1 → Pm+n+1,
where n = #t−1(1).
Theorem 2.4. A permutad (P ,Γ, ι) is completely determined by the arity
graded module {Pn}n≥1, with P1 = K, and the partial operations
◦t : Pm+1 ⊗ Pn+1 → Pm+n+1, t : m+ n→ 2, n = #t−1(1),
satisfying
(♦) (λ ◦s µ) ◦t ν = λ ◦u (µ ◦v ν),
for any surjective map r with target 3 such that (t; cn+1, s) = r = (u; v, cl+1),
for #r−1(1) = n and #r−1(3) = l.
Proof. Let us start with a permutad (P ,Γ, ι). We define the partial op-
erations by µ ◦t ν := Γ(t; ν, µ). Formula (♦) has been proved in Lemma
2.2.
On the other hand, let us start with the arity graded module P and the
partial operations ◦t, for any surjective map t, satisfying (♦).
For any surjective map t : n −→ r, with r ≥ 2, we introduce new maps
vt and t˜ as follows:
1. vt : n1 −→ r − 1 is the surjective map given by vt(i) := t(si), where
n1 := n−#t−1(r) and n \ t−1(r) = {s1 < · · · < sn1}.
2. t˜ : n −→ 2 is given by the formula:
t˜(i) =
{
1, for t(i) < r,
2, for t(i) = r.
For r > 2, we get that t = (t˜; vt, c|r|), with |r| = #t−1(r) + 1.
We define Γ(t;λ1, . . . , λr) for any surjection t : n −→ r and any family of
elements λi ∈ P#t−1(i)+1, 1 ≤ i ≤ r as follows:
If r = 1, then t = cn+1. So, Γ(t;λ1) := λ1.
For r = 2, we apply the partial operation ◦t to get Γ(t;λ1, λ2) := λ2 ◦t λ1.
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For r > 2 and t = (t˜; vt, c|r|), we define
Γ(t;λ1, . . . , λr) := λr ◦t˜ Γ(vt;λ1, . . . , λr−1).
In order to check that P is a permutad, we have to verify that Γ satisfies
the equality:
Γ((t; t1, . . . , tr);λ
1
1, . . . λ
1
k1
, . . . , λrkr) = Γ(t; Γ(t1;λ
1
1, . . . , λ
1
k1
), . . . ,Γ(tr;λ
r
1, . . . , λ
r
kr)),
for any family of surjective maps t : n −→ r and ti : #t−1(i) −→ ki, for
1 ≤ i ≤ r, and any collection of elements {λji ∈ Pkj+1 | 1 ≤ i ≤ kj and 1 ≤
j ≤ r}.
To prove it we use a double recursive argument on r and on kr.
If r = 1, the result is evident because Γ((t; t1), λ) = Γ(t1;λ) = Γ(t :
Γ(t1;λ)).
For r ≥ 2, we have:
1. t = (t˜; vt, c|r|),
2. tr = (t˜r; vtr , c|kr|).
Let us denote by w the element (t; t1, . . . , tr). The map w˜ : n −→ 2 is
given by:
w˜(i) =
{
1, if t(i) < r, or if i = srj ∈ t−1(r) and tr(j) < kr,
2, if i = srj ∈ t−1(r) and tr(j) = kr,
where t−1(r) = {sr1 < · · · < sr#t−1(r)}. So, we get w = (w˜, vw, c|kr|), with:
vw(i) = tl(j), if i = s
l
j ∈ t−1(l),
where t−1(l) = {sl1 < · · · < sl#t−1(l)}, for 1 ≤ l ≤ r.
If kr = 1, then tr = c|r|, w˜ = t˜ and vw = vt. So, applying the recursive
hypothesis on r, we have:
Γ((t; t1, . . . , tr), λ
1
1, . . . , λ
r
1) = λ
r
1 ◦t˜ Γ((vt; t1, . . . , tr−1);λ11, . . . , λr−1kr−1) =
λr1 ◦t˜ Γ(vt; Γ(t1;λ11, . . . , λ1k1), . . . ,Γ(tr−1;λr−11 , . . . , λr−1kr−1)) =
Γ(t; Γ(t1;λ
1
1, . . . , λ
1
k1
), . . . ,Γ(tr−1;λr−11 , . . . , λ
r−1
kr−1),Γ(tr;λ
r
1)).
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For kr > 1, we have:
Γ((t; t1, . . . , tr), λ
1
1, . . . , λ
r
kr) = Γ((w˜; vw, c|kr|);λ
1
1, . . . , λ
r
kr) =
λrkr ◦w˜ Γ(vw;λ11, . . . , λrkr−1).
The set t−1({1, . . . , r − 1}) ⊂ w−1({1, . . . , k1 + · · · + kr − 1}) = {s1 <
· · · < sp}, and it is not difficult to see that
vw = (u; t1, . . . , tr−1, tˆr),
where u(i) = t(si), for 1 ≤ i ≤ p. Moreover, if t−1r ({1, . . . , kr − 1}) = {l1 <
· · · < lq}, then tˆr(j) = tr(lj), for 1 ≤ j ≤ q.
Let u = (u˜; vu, cq+1). A straightforward computation shows that:
1. (w˜; u˜, c#t−1r (kr)) = (t˜; cn−#t−1(r), t˜r),
2. vu = vt.
Now, the recursive argument on r and kr, implies that:
Γ(vw;λ
1
1, . . . , λ
r
kr−1) =
Γ(u; Γ(t1;λ
1
1, . . . , λ
1
k1
), . . . ,Γ(tr−1;λr−11 , . . . , λ
r−1
kr−1),Γ(tˆr;λ
r
1, . . . , λ
r
kr−1)) =
Γ(tˆr;λ
r
1, . . . , λ
r
kr−1) ◦ u˜Γ(vt; Γ(t1;λ11, . . . , λ1k1), . . . ,Γ(tr−1;λr−11 , . . . , λr−1kr−1)).
Since (w˜; u˜, c#t−1r (kr)) = (t˜; cn−#t−1(r), t˜r), condition (♦), states that:
λrkr◦w˜(Γ(tˆr;λr1, . . . , λrkr−1)◦u˜Γ(vt; Γ(t1;λ11, . . . , λ1k1), . . . ,Γ(tr−1;λr−11 , . . . , λr−1kr−1))) =
(λrkr◦t˜rΓ(tˆr;λr1, . . . , λrkr−1))◦t˜Γ(vt; Γ(t1;λ11, . . . , λ1k1), . . . ,Γ(tr−1;λr−11 , . . . , λr−1kr−1)) =
Γ(tr;λ
r
1, . . . , λ
r
kr) ◦t˜ Γ(vt; Γ(t1;λ11, . . . , λ1k1), . . . ,Γ(tr−1;λr−11 , . . . , λr−1kr−1)) =
Γ(t; Γ(t1;λ
1
1, . . . , λ
1
k1
), . . . ,Γ(tr;λ
r
1, . . . , λ
r
kr),
which ends the proof. 
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2.5. The partial operations ◦i
Let now t : m+ n → 2 be such that the inverse image of the vertex 1 is
made of n consecutive elements t−1(1) = {i, i + 1, . . . , i + n − 1}. So, once
m and n have been chosen, t is completely determined by the integer i. We
will sometimes denote it by ◦i instead of ◦t because it has properties similar
to the partial operations in the operad framework (see [9] or [11]). More
precisely the permutadic operation ◦i : Pm+1 ⊗Pn+1 → Pm+n+1 is similar to
the operadic operation which corresponds to the tree obtained by grafting a
corolla on the ith leaf of another corolla:
1 i i+ n− 1 m+ n
• · · · • · · · • · · · •
×ν ×µ
1 2
surjection
ν
i
µ
tree
When n = 2 the surjective maps (that is the permutations) 12 and (12)
correspond respectively to the operations ◦1 and ◦2. For n = 3 there is only
one surjective map 3→ 2 which is not of the type ◦i, it is
• • •
× ×
Under the bijection between surjective maps and the cells of the permutohe-
dron, it corresponds to the dotted arrow in the hexagon (see Figure 3).
Proposition 2.6. The partial operations ◦i in a permutad P satisfy the
sequential composition relation:
(λ ◦i µ) ◦i−1+j ν = λ ◦i (µ ◦j ν), for 1 ≤ i ≤ l, 1 ≤ j ≤ m,
for any λ ∈ Pl, µ ∈ Pm, ν ∈ Pn.
Proof. This is a particular case of the formula (♦) in Theorem 2.4. 
Observe that, in a permutad, the partial operations ◦i do not necessarily
satisfy the parallel composition relation (see [9], Chapter 5).
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2.7. Nonsymmetric operad
Let us recall that a nonsymmetric operad (we often write ns operad for
short) can be defined as we defined a permutad but with planar trees in place
of surjections. Here we consider only the trees which have at least two inputs
at each vertex. The monad of planar trees is denoted by PT and a ns operad
is an algebra over this monad (cf. for instance the combinatorial definition
of a ns operad in [9] section 5.8.5).
A ns operad can also be described by means of the partial operations ◦i
which are required to satisfy, not only the sequential composition axiom (♦)
but also the parallel composition axiom which reads:
(λ ◦i µ) ◦k−1+m ν = (λ ◦k ν) ◦i µ, for 1 ≤ i < k ≤ l,
for any λ ∈ P(l), µ ∈ P(m), ν ∈ P(n).
2.8. Pre-permutad
We define a pre-permutad as an arity-graded module P with P1 = Kid
equipped with partial operations ◦i satisfying the sequential composition ax-
iom (♦). From the previous discussion it follows that there are two forgetful
functors
{ns operads} → {pre-permutads} ← {permutads}.
The notion of pre-permutad appeared first in [13] under the name pre-shuffle
algebra.
We will see in section 4 that in the binary case we can construct a more
direct relationship between ns operads and permutads.
3. Shuffle algebras
We make explicit the bijection between surjections and shuffles. Under
this bijection we show that the notion of permutad (resp. pre-permutad) is
equivalent to the notion of shuffle algebra (resp. pre-shuffle algebra) intro-
duced previously by the second author in [13].
3.1. Shuffles
By definition an (i1, . . . , ik)-shuffle in Sn, n = i1+· · ·+ik, is a permutation
σ such that for any j = 1, . . . , k one has
σ(i1 + · · ·+ ij−1 + 1) < σ(i1 + · · ·+ ij−1 + 2) < . . . < σ(i1 + · · ·+ ij−1 + ij).
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For instance the (1, 2)-shuffles are [1|2, 3], [2|1, 3], [3|1, 2]. Following Stasheff
let us call unshuffle the inverse of a shuffle. So the (1, 2)-unshuffles are
[1, 2, 3], [2, 1, 3], [2, 3, 1].
Lemma 3.2. There is a bijection between the set of shuffles Sh(i1, . . . , ik) ⊂
Sn and the subset of Sur(n, k) made of surjective maps t : n → k such that
ij = #t
−1(j).
Proof. Starting with a surjective map t we construct a sequence of integers
σ(1), . . . , σ(n) as follows: let t−1(j) = {lj1 < · · · < ljij} be the inverse image of
j by t, for 1 ≤ j ≤ k. The sequence defines a permutation σ−1t whose image
is:
(σ−1t (1), . . . , σ
−1
t (n)) := (l
1
1, . . . , l
1
i1
, l21, . . . , l
k
1 , . . . , l
k
ik
),
which is a (i1, . . . , ik)-shuffle by construction. It is immediate to check that
we have a bijection as expected. 
Example:
surjective map 5→ 3 (3, 2)-shuffle (3, 2)-unshuffle
• • • • •
× ×
[1, 3, 4|2, 5] [1, 4, 2, 3, 5] .
Given a pair of permutations (σ, τ) ∈ Sn × Sm there is a natural way to
construct the concatenation σ × τ of them, which is an element of Sn+m.
This product extends naturally to a product × : Sur(n, k) × Sur(m,h) →
Sur(n+m, k + h), by setting:
t× w(j) :=
{
t(j), for 1 ≤ j ≤ n
w(j − n) + k, for n+ 1 ≤ j ≤ n+m.
The product × is associative.
A well-known result about shuffles (see for instance [1]), states that:
Sh(i1+i2, i3)·(Sh(i1, i2)×1Si3 ) = Sh(i1, i2, i3) = Sh(i1, i2+i3)·(1Si1×Sh(i2, i3)),
where 1Sn denotes the identity of the group Sn and · denotes the usual product
in Si1+i2+i3 .
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The paragraph above shows that any (i1, . . . , ik)-shuffle σ may be written,
in a unique way, as
σ = σ1 · (σ2 × 1Sik ) · · · · · (σk−1 × 1Si3+···+ik ),
with σj ∈ Sh(i1 + · · ·+ ik−j, ik−j+1).
Note that surjections with target size 2 correspond to shuffles of type
(i1, i2).
Proposition 3.3. Let t : n→ 2 be a surjective map and let tj ∈ Sur(ij,mj),
for j = 1, 2, be such that ij = #t
−1(j), we have that,
σ(t;t1,t2) = σt · (σt1 × σt2),
where · denotes the composition of maps.
Proof. First, it is easy to check that σt1×t2 = σt1 × σt2 .
Let t−1(1) = {l1, . . . , li1} and t−1(2) = {h1, . . . , hi2}. We have that:
(t; t1, t2)(i) =
{
t1(j), for i = lj,
t2(j) +m1, for i = hj.
Suppose that t−11 (k) = {sk1, . . . , skqk}, for 1 ≤ k ≤ m1, and that t−12 (k−m1) ={rk1 , . . . , rkpk}, for any m1 + 1 ≤ k ≤ m1 +m2.
• If 1 ≤ i ≤ i1 is such that q1 + · · · + qk−1 < i ≤ q1 + · · · + qk, then
σ(t;t1,t2)(i) = lski−q1−···−qk−1
,
• if i1 + 1 ≤ i ≤ n is such that p1 + · · · + pk−1 < i − i1 ≤ p1 + · · · + pk,
then σ(t;t1,t2)(i) = hrki−i1−p1−···−pk−1
.
On the other hand, note that for 1 ≤ i ≤ i1,
σt1×t2(i) = s
k
i−q1−···−qk−1 , when q1 + · · ·+ qk−1 < i ≤ q1 + · · ·+ qk,
while for i1 < i ≤ n,
σt1×t2(i) = r
k
i−i1−p1−···−pk−1 , when p1 + · · ·+ pk−1 < i− i1 ≤ p1 + · · ·+ pk.
Since
σt(i) =
{
li, for 1 ≤ i ≤ i1,
hi−i1 , for i1 < i ≤ n,
composing with σt we get the expected result. 
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3.4. Shuffle algebra [13]
A shuffle algebra is a graded K-module A =
⊕
n≥0An such that A0 = K 1
endowed with binary operations
•γ : An ⊗ Am → An+m, for γ ∈ Sh(n,m),
verifying:
(‡) x •γ (y •δ z) = (x •σ y) •λ z,
whenever (1n × δ) · γ = (σ × 1r) · λ in Sh(n,m, r). It is also supposed that 1
is a unit on both sides. Since any k-shuffle σ ∈ Sh(i1, . . . , ik) can be written
as a composition of 2-shuffles, the above relation implies that for any such σ
there is a well-defined map
•σ : Ai1 ⊗ · · · ⊗ Aik → Ai1+···+ik .
The relationship with permutads is given by the following result.
Proposition 3.5. There is an equivalence between permutads P and shuffle
algebras A. It is given by Pn+1 = An, ◦t = •σt, where t is a surjective map
with target 2.
Proof. Lemma 3.2 gives a bijection between surjective maps n → k and k-
shuffles, which restricts to a bijection between surjective maps with target 2
and 2-shuffles.
Note that the identity 1n ∈ Sn corresponds via this bijection to the corolla
cn+1 ∈ Sur(n, 1), that is σcn+1 = 1n. So, Proposition 3.3 implies that for any
surjective map r of target 3, such that r = (t; s, ck+1) = (u; cj+1, v), we have
that σr = (σs × 1k) · σt = (1j × σv) · σu.
From this relation, the relation (‡) between shuffles used in the definition
of a shuffle algebra corresponds, via the bijection, to the relation (♦) beween
surjective maps proved in Theorem 2.4. 
Several examples of shuffle algebras, and therefore of permutads have
been given in [13].
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4. Binary quadratic permutads
For binary permutads it will prove helpful to replace the permutations
by the leveled planar binary trees (lpb trees for short) in order to handle
explicitly the operations. We refer to Appendix 1 for details on this bijection.
We show that the binary permutads can be presented by taking only the ◦i
operations. As a consequence a binary permutad is equivalent to a binary
pre-permutad. We will see that it is the relevant tool to study products for
which the two ways of computing ((xy)(zt)) differ.
4.1. Definition
A binary permutad is a permutad which is generated by binary operations.
In other words, it is the quotient of a free permutad P(M), where the N+-
module M is concentrated in arity 2: M = (0, E, 0, . . .).
By 1.3 a typical element of P(M) is a surjection such that the arity of
each vertex is 2 (hence it is a permutation), whose vertices are decorated by
elements of E. Under the isomorphism between permutations and lpb trees,
cf. 9.4, it is given by a lpb tree whose vertices are decorated by elements of
E. In 2.4 we presented the notion of permutad by means of the operations
◦t, for t a surjective map with two vertices, and some relations. We will see
that, when we restrict ourself to binary permutads, then the operations ◦i
are sufficient to present the notion of binary permutad.
Theorem 4.2. A binary permutad P is completely determined by the arity
graded module {Pn}n≥1, with P1 = K, and the partial operations
◦i : Pm+1 ⊗ Pn+1 → Pm+n+1, 1 ≤ i ≤ m+ 1,
satisfying the sequential composition relation. As a consequence a binary
permutad is equivalent to a binary pre-permutad.
Proof. It suffices to show the statement of the theorem for the free permutad
perm(Y ) on one generator, namely Y := . By Proposition 1.7 and the
bijection between permutations and lpb trees, this free permutad is spanned
by the lpb trees. Hence since perm(Y ) is generated by Y under composition,
it suffices to show that any composition of copies of Y is equivalent to a
lpb tree under the sequential composition relation. Observe that this is a
set-theoretic question. In arity one we have only id (the tree | ), and in arity
two the generator Y . In arity 3 there are two ways of composing and no
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relation yet, so we get and . In arity 4 we get 10 possible
compositions (2 for each one of the 5 trees) and we get 4 relations:
(− ◦1 −) ◦1 − = − ◦1 (− ◦1 −) ,
(− ◦1 −) ◦2 − = − ◦1 (− ◦2 −) ,
(− ◦2 −) ◦2 − = − ◦2 (− ◦1 −) ,
(− ◦2 −) ◦3 − = − ◦2 (− ◦2 −) .
The quotient is therefore made of 6 elements, one for each of the 4 cases
above, and the 2 compositions
(− ◦2 −) ◦1 − and (− ◦1 −) ◦3 − .
It is clear that each case corresponds to one of the lpb trees:
.
By induction we suppose that we get lpb trees in arity n − 1 and we are
going to prove the same statement in arity n. An element is the class of
some composite ω′ ◦k ω of elements of lower arity. By induction ω is a lpb
tree, hence is of the form ω′′ ◦j Y . By the sequential composition relation we
have
ω′ ◦k (ω′′ ◦j Y ) = (ω′ ◦k ω′′) ◦k−1+j Y.
Hence by induction this element can be identified with a lpb tree, and we are
done. 
4.3. Algebras over a binary permutad
By definition an algebra over a binary permutad P is a space A equipped
with linear maps
Pn ⊗ A⊗n → A, (µ; a1 · · · an) 7→ µ(a1 · · · an)
for any n ≥ 1 such that id(a) = a and
(µ ◦i ν)(a1 · · · am+n−1) = µ(a1 · · · ai−1ν(ai · · · ai+n−1)ai+n · · · am+n−1) ,
for any µ ∈ Pm and any ν ∈ Pn.
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4.4. Binary quadratic permutad
Let M be an arity graded space of generating operations. The space
spanned by composition of two operations in M is denoted by P(M)(2).
A quadratic permutad is a permutad P = P(M,R) which is presented by
generators and relations (M,R) and whose space of relations R is in P(M)(2).
In the binary case (i.e. M is completely determined by its component in
arity 2 denoted E) P(M)(2) is the direct sum of two copies of E ⊗E, one for
the identity permutation 12 and the other one for the transposition (12):
ν
µ
,
ν
µ
.
So the data to present a binary quadratic permutad, resp. pre-permutad,
resp. ns operad is the same. By Theorem 4.2 the permutad and the pre-
permutad are the same. The ns operad is a quotient obtained by moding out
by the parallel composition relations (see for instance [9] Chapter 5).
One can find many examples of binary quadratic ns operads in the En-
cyclopedia [15] : each one of them gives a permutad. As shown below, in
the q-PermAs case the underlying arity modules can be very different in the
operad case and in the permutad case (for instance if q = −1 and n ≥ 4,
then dim (−1)-permAsn = 1 and dim (−1)-Asn = 0).
4.5. Parametrized associative permutad
Let q ∈ K be a parameter. We define the parametrized associative permu-
tad q-permAs as the permutad generated by one element in arity 2, denoted
by µ, and satisfying the relation
Γ((12);µ, µ) = q Γ(12;µ, µ),
where 12 is the identity and (12) = [21] is the cycle. Equivalently this
relation can be written µ ◦2 µ = q µ ◦1 µ. We will show that (q-permAs)n
is one-dimensional for any n ≥ 1. The permutadic composition gives the
following result.
Proposition 4.6. For any n ≥ 1 the module (q-permAs)n is one-dimensional
spanned by Γ(1n;µ, . . . , µ). For any permutation σ ∈ Sn, considered as a
surjective map from n to n, we have the following equality
Γ(σ;µ, . . . , µ) = q`(σ)Γ(1n;µ, . . . , µ),
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where `(σ) is the length of σ in the Coxeter group Sn.
Proof. We consider the Coxeter presentation of the symmetric group Sn with
generators s1, . . . , sn−1 (transpositions). The length of σ, denoted by `(σ),
is the number of Coxeter generators in a minimal writing of σ. Consider
the poset of permutations equipped with the weak Bruhat order. So, σ →
τ is a covering relation iff τ is obtained from σ by the left multiplication
by a Coxeter generator and `(τ) = `(σ) + 1. Under the bijection between
permutations and leveled binary trees, cf. 9.4, there are two different covering
relations:
– those which are obtained through a local application of
→ ,
– those which are obtained by some change of levels, like
→ .
The property that we use is the following, proved in the appendix, cf.
Proposition 9.6:
the subposet of the poset Sn made of the covering relations of first kind is
a connected graph.
The relation which defines the permutad q-permAs is precisely
Γ( ;µ, µ) = qΓ( ;µ, µ).
Since any σ can be related to 1n by a sequence of covering relations of the first
kind, we can apply repeatedly the relation and we get the expected formula.

We remark that in the permutadic case we do not encounter the ob-
struction q3 = q2 met in the operadic case. In the operadic case the module
(q-permAs)n is one-dimensional, when n ≥ 4, only for q = 0, 1 or∞ (compare
with [10]).
Corollary 4.7. The associative permutad permAs presented by a binary op-
eration and the associativity relation is one dimensional in each arity. Hence
it is the permutad associated to the ns operad As.
Proof. It is a particular case of Proposition 4.6 since permAs = 1-permAs.

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4.8. Examples of computation
If the permutad P has generating operations M , then it is a quotient
of the free permutad P(M). An element in the free permutad P(M) is a
“computational pattern” in the sense that, given a sequence of elements in
a P-algebra A, we can compute an element of A out of this pattern. So, the
parenthesizings of the operad framework, i.e. planar trees, are replaced here
by leveled planar binary trees. For instance, supposing that M is determined
by one binary operation, the two computational patterns
and
give, a priori, two distinct values denoted by:
((xy)1(zt)2) and ((xy)2(zt)1)
respectively. Here is an explicit example.
In the case of an algebra A over the permutad q-permAs we have
((ab)2(cd)1) = q((ab)1(cd)2)
for any a, b, c, d ∈ A. In the particular case of the free algebra on one genera-
tor x, the elements xn, defined inductively as xn = xn−1x, span this algebra.
We compute
((xx)1(xx)2) = qx
4 and ((xx)2(xx)1) = q
2x4.
The study of composition of operations for which one takes care of the
order in which these operations are performed has already been addressed in
programming theory, see for instance [2] and the references therein.
5. Associative permutad and the permutohedron
In the operad framework the operad As, which encodes the associative
algebras, admits a minimal model which is described explicitly in terms of
the Stasheff polytope (associahedron). It means that this minimal model is a
differential graded operad whose space of n-ary operations is the chain com-
plex of the (n− 2)-dimensional associahedron (considered as a cell complex).
When we consider As as a permutad, denoted by permAs, then one can
also construct its minimal model. We show that, in arity n, this differential
graded permutad is given by the chain complex of the (n − 2)-dimensional
permutohedron.
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5.1. Associative permutad
We consider an arity-graded module which is 0 except in arity 2 for
which it is one-dimensional, spanned by µ. The free permutad on µ, de-
noted permMag(µ) is such that permMag(µ)n ∼= Sn−1 since the non-zero
decorated surjective maps are bijections, cf. Proposition 1.7. For instance,
in arity 3, we get
µ ◦1 µ = Γ(12;µ, µ) =
•

•

×
µ
×
µ
= [1 2]
µ ◦2 µ = Γ((12);µ, µ) =
•

•
  ×
µ
×
µ
= [2 1]
Let us put the relation Γ(12;µ, µ) = Γ((12);µ, µ) (which is the associativ-
ity relation µ ◦1 µ = µ ◦2 µ) and denote the associated permutad by permAs
(this is the permutad 1-permAs introduced in 4.5).
5.2. A quasi-free dg permutad
We construct a quasi-free dg permutad permAs∞ as follows. Let V be the
arity-graded module which is one-dimensional in each arity n ≥ 2 and 0 in
arity 1. We denote the linear generator in arity n by mn, so Vn = K mn. We
declare that the homological degree of mn is n−2. As a permutad permAs∞
is the free permutad on the graded N+-module V (two gradings: homological
and arity). It comes immediately from Proposition 1.7 that (permAs∞)n
can be identified to the free module on the surjections (i.e. the set Surjn),
hence the cells of the permutohedron of dimension n − 2, cf. 9.3. Under
this identification the operation mn is identified with the big cell cn of the
(n− 2)-dimensional permutohedron. We put on it the boundary map of the
permutohedron, cf. 9.3. There is a unique extension of the bounday map to
the free permutad by universality of a free object.
Theorem 5.3. The permutadic structure of permAs∞ is compatible with the
boundary map, hence permAs∞ is a dg quasi-free permutad such that
(permAs∞)n ∼= C•(Pn−2).
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Proof. We introduced the notion of dg permutad in 1.9. We need to prove
that the structure map
P(P(V ))n → P(V )n
is compatible with the boundary map. It is sufficient to check that the
substitution at any vertex is compatible, that is, to check that for t : m+ n→
2 the map
◦t : P(V )m+1 ⊗ P(V )n+1 → P(V )m+n+1
commutes with the differential. Since any cell of Pk is a product of permuto-
hedrons of lower dimensions, it suffices to check this property for cn ∈ P(V )n
and cm ∈ P(V )m. The element cm ◦t cn is in fact a cell of the permutohedron
which is the product of two permutohedrons Pm−2 × Pn−2. Its boundary is
∂(Pm−2 × Pn−2) = ∂(Pm−2)× Pn−2 ∪ Pm−2 × ∂(Pn−2).
Therefore we have, at the chain complex level,
d(cm ◦t cn) = dcm ◦t cn ± cm ◦t dcn
as expected. 
Proposition 5.4. The dg permutad permAs∞ is a quasi-free model of the
permutad permAs.
Proof. The augmentation map permAs∞ → permAs sends all the 0-cells
to µn and the other higher dimensional cells to 0. It is obviously a map
of dg permutads (trivial differential graded structure for permAs). It is a
quasi-isomorphism, since the permutohedron is contractible. So we have
constructed a quasi-free model of the permutad permAs. 
5.5. permAs-algebras up to homotopy
From the explicit description of the minimal model of the permutad
permAs we get the following definition of a permAs∞-algebra, analogous
to the definition of an A∞-algebra.
A permAs∞-algebra is a chain complex (A, d) over K equipped with linear
maps of degree n − 2: mt : A⊗n → A for any cell t of the permutohedron
Pn−2. These maps are supposed to satisfy the following properties:
∂(mt) =
∑
s
±ms,
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where the sum is over the cells s of codimension 1 in the boundary of the cell
t.
Examples. Let us adopt the shuffle notation for the cells of the permuto-
hedron. So the top cell of Pn−2 is {1 2 . . . n−1} and the map m{1 2 ... n−1} is
playing the role of the operadic operation mn. In low dimensions the formulas
are the following:
(m{1}) = 0
∂(m{12}) = m{1 | 2} −m{2 | 1}
∂(m{123}) = m{12 | 3} +m{2 | 13} +m{23 | 1} −m{1 | 23} −m{13 | 2} −m{3 | 12}.
The interest of this structure lies in the following “Homotopy Transfer
Theorem”: if a chain complex (W,d) is an algebra over the permutad permAs,
then any deformation retract (V, d) of (W,d) is naturally equipped with a
structure of permAs∞-algebra. This is part of a Koszul duality theory for
permutads, which will be worked out elsewhere.
6. The permutad of associative algebras with derivation
We describe explicitly the permutad of associative algebras equipped with
a derivation. We show that, in arity n, it is the algebra of noncommutative
polynomials in n variables. Recall that, in the operad framework, it is the
commutative polynomials which occur, cf. [8].
6.1. Permutads with 1-ary operations
In the previous sections we supposed, for simplicity, that a permutad had
only one 1-ary operation, namely id. But there is no obstruction to extend
this notion. When working with the leveled planar trees, for instance, it
suffices to admit the vertices with one input (for instance the ladders). We
need this generalization for the following example.
6.2. The permutad permAsDer
We denote by permAsDer the permutad which is generated by a unary
operation D and a binary operation µ, which satisfy the following relations:
µ ◦1 µ = µ ◦2 µ ,
D ◦1 µ = µ ◦1 D + µ ◦2 D ,
(α ◦i D) ◦j µ = (α ◦j µ) ◦i D ,
(α ◦i µ) ◦j+1 D = (α ◦j D) ◦i µ ,
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for any operation α and i < j.
Observe that the first relation is the associativity of µ, the second relation
is saying that D is a derivation, the third and fourth relations say that the
operations D and µ commute for parallel composition.
Theorem 6.3. As a vector space permAsDern is isomorphic to the space of
noncommutative polynomials in n variables:
permAsDern = K〈x1, . . . , xn〉.
Let t : n→ 2 be the surjective map given by the unshuffle {i1, . . . , im | j1, . . . , jn}.
The composition map ◦t is given by
(P◦tQ)(x1, . . . , xn+m−1) =
P (xj1 , . . . , xji−1 , xi1+· · ·+xim , xji , . . . , xjn)Q(xi1 , . . . , xim).
Under this identification the operations id, D, µ correspond to 11, x1 ∈
K〈x1〉 and to 12 ∈ K〈x1, x2〉 respectively. More generally the operation( · ((µ ◦jk D) ◦jk−1 D) · · · ◦j1 D)
corresponds to the noncommutative monomial xjkxjk−1 · · ·xj1.
Graphically the operation xjkxjk−1 · · ·xj1 is pictured as a planar decorated
tree with levels as follows (example: x1x2xnx2) :
· · ·
D · · ·
· · · D
D · · ·
D · · ·
Proof. Up to a minor change of notation and terminology this result has
been proved in [8] for the case ◦t = ◦i, that is when the inverse image of 1
for t is made of consecutive elements. The proof for any t is similar. 
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7. Permutads and shuffle operads
Following the work of E. Hoffbeck [4], V. Dotsenko and A. Khoroshkin
introduced in [3] the notion of shuffle operad. It is based on the combinatorial
objects with substitution called shuffle trees. It turns out that the surjective
maps can be considered as particular shuffle trees, whence the relationship
between shuffle operads and permutads.
7.1. Shuffle trees and shuffle operads
A shuffle tree is a planar tree equipped with a labeling of the leaves by
integers {0, 1, 2, . . . , n} satisfying some condition stated below. First, we
label each edge of the tree as follows. The leaves are already labelled. Any
other edge is the output of some vertex v of the tree. We label this edge by
min(v) which is the minimum of the labels of the inputs of v. Second, the
condition for a labeled tree to be called a shuffle tree is that, for each vertex,
the labels of the inputs, read from left to right, are increasing.
Example:
0 1 5 9 2 4 6 7 8
The substitution of a shuffle tree at a vertex of a shuffle tree still gives a
shuffle tree. Hence we can define a monad on arity-graded modules (see [3],
or [9], Chapter 8 for details). An algebra over this monad is by definition a
shuffle operad.
7.2. Left combs and permutads
A left comb is a planar tree such that, at each vertex, all the inputs but
possibly the most left one, is a leaf. A shuffle left comb is a shuffle tree
whose underlying tree is a left comb. There is a bijection between shuffle left
combs and surjective maps as follows. Order the vertices of the left comb
downwards from 1 to k. The surjective map f : n→ k is such that f−1(j) is
the set of labels of the leaves pertaining to the vertex number j. Here is an
example:
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0 1 3 4 2 5
gives the surjective map:
• • • • •
× ×
Proposition 7.3. The bijection between surjections and shuffle left combs is
compatible with substitution. As a consequence any shuffle operad gives rise
to a permutad. For instance any symmetric operad gives rise to a permutad.
Proof. The first statement is proved by direct inspection. Since a shuffle
operad is an algebra over the monad of shuffle trees, it suffices to restrict
oneself to the shuffle left combs to get a permutad.
It is shown in [3] that any symmetric operad P = {P(n)}n≥1 gives a shuffle
operad Psh = {Pshn }n≥1 with Pshn = P(n). Hence a fortiori any symmetric
operad gives rise to a permutad. 
7.4. On the “partial” presentation of a permutad
Replacing surjections by left comb shuffle trees we observe that any left
comb shuffle tree can be obtained by successive substitutions of left comb
shuffle trees which have only 2 vertices. In fact these trees are the only left
comb shuffle trees with 2 levels and also the only ones which give partial
operations (compare with section 8.2 of [9]).
7.5. Algebras over a permutad
We can define an algebra A over any permutad P as a morphism of per-
mutads P → End(A) where the permutad structure of End(A) comes from
its structure of symmetric operad, hence shuffle operad, hence permutad by
restriction. But observe that, in the case of binary permutads, it is different
from the notion of algebra defined in 4.3 since here it involves the action of
the symmetric group.
28
7.6. The permutad associated to the symmetric operad Ass
We consider the symmetric operad Ass encoding the associative algebras.
We know that P(n) = K[Sn]. Hence the shuffle operad Asssh associated to
it is such that Assshn = K[Sn]. Let us denote by permAssh this shuffle operad
viewed as a permutad. It has two linear generators in arity 2 that we denote
by 1 (the identity in the group S2) and τ (the flip in S2) respectively. These
two operations generate 8 operations in arity 3. Since Asssh3 = K[S3] is
of dimension 6, it means that there are two quadratic relations. An easy
computation shows that they are:
• • • •
×
1
×
τ
= ×
τ
×
1
• • • •
×
τ
×
1
= ×
1
×
τ
This permutad looks analogous to the ns operad Dend encoding den-
driform algebras. Indeed, for each of them the dimension of the space of
operations is the same as the dimension of the free object on one generator,
shifted by one.
8. Appendix 1: Combinatorics of surjections on finite sets
In this paper we are using four different combinatorial ways of encoding
the same objects: shuffle left combs, shuffles, surjections, leveled planar trees.
In this appendix we describe explicitly three of the bijections between these
families of combinatorial objects.
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shuffle left comb shuffle surjection leveled planar tree
n+ 1 leaves, k vertices σ ∈ Sn, k subsets t : n→ k n+ 1 leaves, k levels
0 1
[1] •
×
0 1 2
[1|2] • •
× ×
0 2 1
[2|1] • •
× ×
0 1 2 3
[1|2|3] • • •
× × ×
0 1 2 3
[12|3] • • •
× ×
0 1 3 2
[1|3|2] • • •
× × ×
0 1 3 2
[13|2] • • •
× ×
A shuffle left comb is a left comb whose leaves have been enumerated so
that, at each vertex, the numbers of the leaves are increasing from left to
right. The bijection from shuffles to shuffle left combs is given as follows.
Let σ = [l11, . . . , l
1
i1
|l21, . . . |lk1 , . . . , lkik ] be a k-shuffle. The number of inputs of
the upper vertex of the left comb is 1 + i1, of the next one it is 1 + i2, etc.
The decoration of the leaves are 0, l11, . . . , l
1
i1
, l21, . . . , l
k
1 , . . . , l
k
ik
.
The bijection from shuffles to surjections is given as follows. Let σ be a
shuffle as above. The surjective map t : n → k is determined by t−1(j) =
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{lj1, . . . , ljij}.
We consider the set of leveled planar rooted trees with n + 1 leaves. By
“leveled” we mean that any vertex is assigned a level. Of course the levels of
the vertices are compatible with the structure of the tree. For instance the
following trees are admissible and different:
The bijection from the leveled trees to the surjections is given as follows.
First, we label the leaves from left to right by 0, 1, . . . , n. Second, we label
the levels downwards from 1 to k. Let t be the searched surjection. The
integer t(i) is the number of the level which is attained by a ball which is
dropped in between the leaves i and i+ 1.
9. Appendix 2: the permutohedron
We define and construct the permutohedron together with several ways
of labelling its cells: either by surjections or by leveled planar rooted trees.
Then, we prove a lemma on some subposet of the weak Bruhat poset of
permutations.
9.1. The permutohedron as a cell complex
For any permutation σ ∈ Sn we associate a point M(σ) ∈ Rn with coor-
dinates
M(σ) = (σ(1), . . . , σ(n)).
Since
∑
i σ(i) =
n(n+1)
2
, the points M(σ) lie in the hyperplane
∑
i xi =
n(n+1)
2
of Rn. The convex hull of the points M(σ), σ ∈ Sn, forms a convex polytope
Pn−1 of dimension n− 1, whose vertices are precisely the M(σ)’s.
Pn
•
n = 0 1 2 3
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The polytope Pn is called the permutohedron. It is a cell complex. The
cells of the permutohedron Pn−1 are in one to one correspondence with the
surjective maps n k, cf. for instance [12]. For k = n we obtain the bijection
between the set of vertices and the permutations since any surjective map
between finite sets is bijective. For k = 1 there is only one map which
corresponds to the big cell. More generally a surjective map t = n  k
corresponds to a n− k dimensional cell Pn−1. Let ij = #t−1(j). The subcell
corresponding to t is of the form Pi1−1 × · · · × Pik−1.
9.2. Examples
The permutohedron in dimension 1 and 2 together with their associated
surjective maps:
• // •
In the following picture the surjections with three, resp. two, resp. one,
outputs encode the vertices, resp. edges, resp. 2-cell of P2:
Figure 1: The permutad clock
In figure 2 below we indicate the bijections labelling the vertices.
9.3. The chain complex of the permutohedron
Since the permutohedron is a cell complex, we can take its associated
chain complex C•(Pn). In degree k, the space Ck(Pn) is spanned by the k-
dimensional cells, that is by the surjective maps n+ 1 → n+ 1− k. The
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boundary map on the big cell cn is given by the formula
d(cn) =
∑
t
sgn(t)t
where the sum is over all the surjective maps t with target 2. The sign sgn(t)
involved in this formula is sgn(t) := sgn(σt)(−1)#t−1(1) where σt is the shuffle
associated to the surjective map t (cf. Lemma 3.2). See 9.2 for examples.
9.4. Vertices of the permutohedron and leveled planar binary trees
The bijection from surjections to leveled planar trees can be restricted to
the permutations and the leveled planar binary trees. Forgetting the levels
of the trees gives a surjective map
ϕ : Sn → PBT n+1.
This map appears naturally when comparing the free dendriform algebra on
n generators with the free associative algebra, cf. [6].
9.5. On a property of the weak Bruhat order
The 1-skeleton of the permutohedron can be oriented such that each edge
σ ω
• // •
corresponds to the left multiplication by some Coxeter generator ω = siσ
such that `(ω) = `(σ) + 1. The partial order spanned transitively by this
covering relation is called the weak Bruhat order. So the 1-skeleton is the
geometric realization of a poset with minimal element [1 2 . . . n] = 1n and
maximal element [n n− 1 . . . 1] = s1s2 . . . sn−1 . . . s2s1.
Under the bijection between permutations and leveled binary trees, there
are two different types of covering relations :
(1) those obtained through a local application of 7→ ,
which correspond to ω = siσ for σ satisfying that, for all σ
−1(i) < j <
σ−1(i+ 1), the integer σ(j) < i,
(2) those obtained by some change of levels, like 7→ .
which correspond to ω = siσ for σ satisfying that there exist al least one
integer j such that σ−1(i) < j < σ−1(i+ 1) and σ(j) > i+ 1.
33
Edges determined by a covering relation of type (1) are characterized by
the following property of their leveled tree: there is only one vertex per level.
In P2 there is only one edge which corresponds to a covering relation of
type (2). It corresponds to the surjection:
• • •
× ×
(dotted arrow in Figures 2 and 3).
The covering relation, from a permutation to another one, is obtained
by left multiplication by some Coxeter generator si. The effect consists in
exchanging the elements i and i + 1 in the image of the permutation. If
the covering relation implied is of type (1), we call it an admissible move.
If the elements which lie in the interval between i and i + 1 contains only
elements which are less than i, then multiply by si is admissible. For instance,
for n = 3, the only covering relation which is not admissible is s1[132], see
Figure 2 and Figure 3.
[123]
ww ''[213]
 
[132]
[312]
''ww
[231]
[321]
Figure 2: P2 and bijections
The following result is used in the proof of Proposition 4.6 which deter-
mines the associative permutad.
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Figure 3: P2 and trees
Proposition 9.6. The subposet of the weak Bruhat poset Sn made of the
covering relations of type (1) is a connected graph.
Let us denote a permutation σ by its image [σ(1) . . . σ(n)]. We first prove
a Lemma.
Lemma 9.7. Let σ ∈ Sn be a permutation such that σ−1(i) < σ−1(i + 2) <
σ−1(i + 1), for some 1 ≤ i ≤ n − 1, and, the unique integer j such that
σ−1(i) < j < σ−1(i+ 1) and σ(j) > i+ 1 is σ−1(i+ 2). The permutation siσ
may be obtained from σ by admissible moves.
Proof. It suffices to show that one can exchange i and i+ 1. It follows from
the following sequence of moves:
[. . . i . . . i+ 2 . . . i+ 1 . . .]
[. . . i . . . i+ 1 . . . i+ 2 . . .]
[. . . i+ 1 . . . i . . . i+ 2 . . .]
[. . . i+ 2 . . . i . . . i+ 1 . . .]
[. . . i+ 2 . . . i+ 1 . . . i . . .]
[. . . i+ 1 . . . i+ 2 . . . i . . .]
Proof of Proposition 9.6. We will show that, starting with some permutation
σ, there is always a path of admissible moves leading to the permutation with
i and i+ 1 exchanged. We use a double recursive argument on l = n− i and
on the number of elements between i and i + 1 in the image of σ which are
larger that i+ 1.
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We need to show that for any permutation σ ∈ Sn such that σ−1(i) <
σ−1(i+ 1), for some 1 ≤ i ≤ n− 1, there exists a collection of permutations
σ1, . . . , σm such that :
1. σ1 = σ and σm = siσ,
2. for all 1 ≤ j ≤ m− 1 either σj is obtained from σj+1 by an admissible
move, or σj+1 is obtained from σj by an admissible move.
We first proceed by induction on l = n− i. If l = 1, then i = n− 1 and
there exists no σ−1(n − 1) < j < σ−1(n) such that σ(j) > n, so sn−1σ is
obtained from σ by an admissible move.
For l > 1, let {j1 < · · · < jr} be the set of integers satisfying that
σ−1(i) < js < σ−1(i+ 1) and i+ 1 < σ(js), for 1 ≤ j ≤ r .
For l = 2, we have that i = n − 2 and r ∈ {0, 1}. If r = 0, then sn−2σis
obtained from σ by an admissible move. If r = 1, then Lemma 9.7 proves
the result.
Suppose now that the result is true for all integers k ≤ l and for all
0 ≤ r ≤ k − 1. We consider the case l + 1, with i = n− l − 1 and 0 ≤ r ≤ l,
and proceed by a recursive argument on r. If r = 0, then the result is
obviously true.
If r ≥ 1, then using repeatedly that the result is true for l, we get that
[. . . i . . . j1 . . . jr . . . i+1 . . .] is connected by 1-covering relations to [. . . i . . . i+
2 . . . j2 . . . jr . . . i + 1 . . .]. Again, applying many timesthat the result is true
for l − 1, we get that [. . . i . . . j1 . . . jr . . . i+ 1 . . .] is connected by admissible
moves to [. . . i . . . i + 2 . . . i + 3 . . . j2 . . . jr . . . i + 1 . . .]. By the same argu-
ment, we may replace at each step jk by i + k + 1, and finally get that
σ = [. . . i . . . j1 . . . jr . . . i + 1 . . .] is connected to [. . . i . . . i + 2 . . . i + 3 . . . i +
r + 1 . . . i + 1 . . .]. So, it suffices to prove that σ is connected by admissible
moves to [. . . i+ 1 . . . i+ 2 . . . i+ 3 . . . i+ r + 1 . . . i . . .].
We apply now the recursive argument on r. If r = 1, we get the following
sequence of permutations which are connected:
[. . . i . . . i+ 2 . . . i+ 1 . . .]
[. . . i . . . i+ 1 . . . i+ 2 . . .]
[. . . i+ 1 . . . i . . . i+ 2 . . .]
[. . . i+ 2 . . . i . . . i+ 1 . . .]
[. . . i+ 2 . . . i+ 1 . . . i . . .]
[. . . i+ 1 . . . i+ 2 . . . i . . .]
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If r > 1, applying recursive hypothesis on both l and r, we get the following
sequence of moves:
[. . . i . . . i+ 2 . . . i+ r + 1 . . . i+ 1 . . .]
[. . . i . . . i+ 1 . . . i+ 3 . . . i+ r + 1 . . . i+ 2 . . .]
[. . . i+ 1 . . . i . . . i+ 3 . . . i+ r + 1 . . . i+ 2 . . .]
[. . . i+ 2 . . . i . . . i+ 3 . . . i+ r + 1 . . . i+ 1 . . .]
[. . . i+ 2 . . . i+ 1 . . . i+ 3 . . . i+ r + 1 . . . i . . .]
[. . . i+ 1 . . . i+ 2 . . . i+ 3 . . . i+ r + 1 . . . i . . .]
Here is the graph corresponding to P3:
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