We estimate the upper box and Hausdorff dimensions of the Julia set of an expanding semigroup generated by finitely many rational functions, using the thermodynamic formalism in ergodic theory. Furthermore, we show Bowen's formula, and the existence and uniqueness of a conformal measure, for a finitely generated expanding semigroup satisfying the open set condition.
Introduction
For a Riemann surface S, let End(S) denote the set of all holomorphic endomorphisms of S. This is a semigroup whose semigroup operation is the functional composition. A rational semigroup is a subsemigroup of End(C) without any constant elements. We say that a rational semigroup G is a polynomial semigroup if each element of G is a polynomial. Research on the dynamics of rational semigroups was initiated by A. Hinkkanen and G.J. Martin ([HM1] ), who were interested in the role of the dynamics of polynomial semigroups while studying various one-complex-dimensional moduli spaces for discrete groups, and F. Ren's group( [ZR] , [GR] ). For references on research into rational semigroups, see [HM1] , [HM2] , [HM3] , [ZR] , [GR] , [SSS] , [Bo] , [St1] , [St2] , [St3] , [S1] , [S2] , [S3] , [S4] , [S5] , [S6] , and [S7] . The research on the dynamics of rational semigroups can be considered a generalization of studies of both the iteration of rational functions and self-similar sets constructed using iterated function systems of some similarity transformations in R 2 in fractal geometry. In both fields, the estimate of the upper(resp.lower) box dimension, where the closure is taken in the product space Σ m ×C (this is a compact metric space). We callF (f ) the Fatou set forf andJ(f ) the Julia set forf . For each (w, x) ∈ Σ m × C and n ∈ N we set (f n ) ′ ((w, x)) = (f wn · · · f w1 ) ′ (x).
Furthermore, we denote the first (resp. second) projection by π : Σ m × C → Σ m (resp. π C : Σ m × C → C). We say that a finitely generated rational semigroup G = f 1 , · · · , f m is an expanding rational semigroup if J(G) = ∅ and the skew product mapf : Σ m × C → Σ m × C associated with the generator system {f 1 , · · · , f m } is expanding along fibers, i.e., there exists a positive constant C and a constant λ > 1 such that for each n ∈ N,
where we use · to denote the norm of the derivative with respect to the spherical metric. For a general rational semigroup G and a non-negative number t, we say that a Borel probability measure τ on C is t-subconformal (for G) if for each g ∈ G and for each Borel measurable set A in C, τ (g(A)) ≤ A g ′ t dτ . Moreover, we set s(G) = inf{t | ∃τ : t-subconformal measure}.
Furthermore, we say that a Borel probability measure τ on J(G) is t-conformal (for G) if for any Borel set A and g ∈ G, if A, g(A) ⊂ J(G) and g : A → g(A) is injective, then τ (g(A)) = A g ′ t dτ.
For any s ≥ 0 and x ∈ C, we set S(s, x) = g∈G g(y)=x g ′ (y) −s . Moreover, we set S(x) = inf{s ≥ 0 | S(s, x) < ∞} (If no s exists with S(s, x) < ∞, then we set S(x) = ∞). We set s 0 (G) = inf{S(x) | x ∈ C}. Note that if G has only countably many elements, then s(G) ≤ s 0 (G) (Theorem 4.2 in [S2] .)
Then, under the above notations, we show the following: Theorem 1.1. (Main Theorem A) Let G = f 1 , · · · , f m be a finitely generated expanding rational semigroup. Letf : Σ m × C → Σ m × C be the skew product map associated with {f 1 , · · · , f m }. Then, there exists a unique zero δ of the function: P (t) := P (f |J (f ) , tφ), whereφ is the function onJ(f ) defined by: ϕ((w, x)) = − log( (f w1 ) ′ (x) ) for (w, x) = ((w 1 , w 2 , · · · ), x) ∈J(f ) and P ( , ) denotes the pressure. Furthermore, δ satisfies the fact that there exists a unique probability measureν onJ(f ) such that M * δν =ν, where M δ is an operator on C(J (f )) (the space of continuous functions onJ(f )) defined by M δ ψ((w, x)) = f ((w ′ ,y))= (w,x) ψ((w ′ , y))
where
where α = lim l→∞ M l δ (1) and we denote the metric entropy of (f , αν) by h αν (f ). The support for ν := (π C ) * ν equals J(G).
Furthermore, let A(G) = ∪ g∈G g({x ∈ C | ∃h ∈ G, h(x) = x, |h ′ (x)| < 1}) and P (G) = g∈G {all critical values of g}. Then, A(G)∪P (G) ⊂ F (G) and for each x ∈ C \ (A(G) ∪ P (G)), we have δ is equal to: inf{t ≥ 0 | n∈N (w1,··· ,wn)∈{1,··· ,m} n (fw 1 ···fw n )(y)=x (f w1 · · · f wn ) ′ (y) −t < ∞}. 2. ν := (π C ) * ν is the unique δ-conformal measure, whereν is the measure in Theorem 1.1. Furthermore, ν satisfies the fact that there exists a positive constant C such that for any x ∈ J(G) and any positive number r with r < diam C, we have C −1 ≤ ν(B(x, r)) r δ ≤ C.
5.
If there exists a t-conformal measure τ , then t = δ and τ = ν.
6. For any x ∈ C \ (A(G) ∪ P (G)), we have dim H (J(G)) = δ = inf{t ≥ 0 | g∈G g(y)=x g ′ (y) −t < ∞}.
Remark 1. In [S6] , it is shown that if G = f 1 · · · , f m is expanding and there exists a non-empty open set U such that f −1 j (U ) ⊂ U for each j = 1, · · · , m, {f j (U )} j are mutually disjoint and U = J(G), then J(G) is porous and dim B (J(G)) < 2.
Remark 2. In addition to the assumption of Main Theorem B, if J(G) ⊂ C, then we can also show a similar result for the Euclidean metric.
For the precise notation, see the following sections. The proof of Main Theorem A is given in section 3 and the proof of Main Theorem B is given in section 5. The existence of a subconformal or conformal measure is deduced by applying some of the results in [W1] and the thermodynamic formalism in ergodic theory to the skew product map associated with the generator system. Since generator maps are not injective in general and we do not assume the "cone condition" (the existence of uniform cones) for the boundary of the open set, much effort is needed to estimate ν(B(x, r)) in Main Theorem B. Indeed, we cut the closure of the open set into small pieces {K j }, and for a fixed s ∈ N, let K be the set of all (γ, k j ) that satisfies that γ is a well defined inverse branch of (f w1 • · · · f wu ) −1 defined on K j for some (w 1 , · · · , w u ) ∈ {1, · · · , m} u with u ≤ s. Then we introduce an equivalence class " ∼ " in a subset Γ of K, and an order " ≤ " in Γ/ ∼ . We obtain an upper estimate of the cardinality of the set of all minimal elements of (Γ/ ∼, ≤) by a constant independent of r and x, which gives us the key to estimate ν(B(x, r)).
Note that in [MU1] , it was discussed the case in which there are infinitely many injective generator maps and the boundary of the open set satisfies the cone condition.
The uniqueness of a conformal measure τ is deduced from some results in [W1] and an estimate of τ (B(x, r)). Note that our definition of conformal measure differs from that of [MU1] and [MU2] . In this paper, we do not require the separating condition for the definition of conformal measure.
Preliminaries
In this section, we give the notation and definitions for rational semigroups and the associated skew products that we need to give our main result.
Rational semigroups
We use the definition in [S5] .
Definition 2.1. Let G be a rational semigroup. We set
F (G) is called the Fatou set for G and J(G) is called the Julia set for G. The backward orbit G −1 (z) of z and the set of exceptional points E(G) are defined by:
We use f 1 , f 2 , · · · to denote the rational semigroup generated by the family {f i }. For a rational map g, we use J(g) to denote the Julia set of dynamics of g.
For a rational semigroup G, for each f ∈ G, we have f (F (G)) ⊂ F (G) and f −1 (J(G)) ⊂ J(G). Note that we do not have this equality hold in general. If ♯J(G) ≥ 3, then J(G) is a perfect set, ♯E(G) ≤ 2, J(G) is the smallest closed backward invariant set containing at least three points, and J(G) is the closure of the union of all repelling fixed points of elements of G, which implies that J(G) = g∈G J(g). If a point z is not in E(G), then for every x ∈ J(G),
Further, for a finitely generated rational semigroup G = f 1 , · · · , f m , if we use G n to denote the subsemigroup of G that is generated by n-products of generators {f j }, then J(G n ) = J(G). For more precise statements, see Lemma 2.3 in [S5] , for which the proofs are based on [HM1] and [GR] . Furthermore, if G is generated by a precompact subset Λ of End(C), then
In particular, if Λ is compact, then we have S3] ). We call this property of a Julia set the backward self-similarity.
Remark 3. Using the backward self-similarity, research on the Julia sets of rational semigroups may be considered a generalization of research on self-similar sets constructed using some similarity transformations from C to itself, which can be regarded as the Julia sets of some rational semigroups. It is easily seen that the Sierpiński gasket is the Julia set of a rational semigroup G = f 1 , f 2 , f 3 where f i (z) = 2(z − p i ) + p i , i = 1, 2, 3 with p 1 p 2 p 3 being a regular triangle.
Associated skew products
We use the notation in [S5] . Let m be a positive integer. We use Σ m to denote the one-sided wordspace that is Σ m = {1, · · · , m} N and use σ : Σ m → Σ m to denote the shift map, which is (
) is a compact metric space. Furthermore, the dynamics of σ : Σ m → Σ m is expanding with respect to this metric d. That is, each inverse branch σ
be a finitely generated rational semigroup. We define the mapf :
We call mapf the skew product map associated with the generator system {f 1 , · · · , f m }.f is finite-to-one and an open map. We hold that point (w, x) ∈ Σ m × C satisfies f ′ w1 (x) = 0 if and only iff is a homeomorphism in a small neighborhood of (w, x). Hence, the mapf has infinitely many critical points in general.
Definition 2.2. For each w ∈ Σ m , we use F w to denote the set of all the points x ∈ C that satisfy the fact that there exists an open neighborhood U of x such that the family {f wn • · · · • f w1 } n is normal in U . We set J w = C \ F w and J w = {w} × J w . Moreover, we set
where the closure is taken in the product space Σ m × C. We often writeF (f ) asF andJ(f ) asJ. We callF (f ) the Fatou set forf andJ(f ) the Julia set forf . Here, we remark that w∈ΣmJ w may not be compact in general. That is why we consider the closure of that set in Σ m × C (this is a compact space) concerning the definition of the Julia set forf .
For each (w, x) ∈ Σ m × C and n ∈ N we set
Furthermore, we denote the first (resp. second) projection by π :
(For the fundamental properties of these sets, see Proposition 3.2 in [S5] . In addition, see [S3] .) Definition 2.3. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Let us fix the generator system {f 1 , · · · , f m }. We set
n and |w| = ∞ if w ∈ Σ m . Furthermore, we set w|k := (w 1 , · · · , w k ), for any k ∈ N with k ≤ |w|. Moreover, for any w ∈ W * , we set Σ m (w) :
Notation: Let (X, d) be a metric space. For any subset A of X, we set diam A := sup{d(x, y) | x, y ∈ A}. Let µ be a Borel measure on X. We use supp µ to denote the support of µ. For any Borel set A in X, we use µ| A to denote the measure on A such that µ|
For any ϕ ∈ L 1 (µ), we sometimes use µ(ϕ) to mean X ϕ dµ. For any ϕ ∈ L 1 (µ), we use ϕµ to denote the measure such that (ϕµ)(A) = A ϕ dµ for any Borel set A. We set C(X) = {ϕ : X → R | continuous}. (If X is compact, then C(X) is the Banach space with the supremum norm.) For any subset A of X and any r > 0, we set B(A, r) = {y ∈ X | d(y, A) < r}. For any subset A of X, we use int A to denote the interior of A.
Remark 4. In this paper, we always use the spherical metric on C. However, we note that conjugating a rational semigroup G by a Möbius transformation, we may assume that J(G) ⊂ C, and then for a neighborhood V of J(G), the identity map i : (V, d s ) → (V, d e ) is a bi-Lipschitz map, where d s and d e denote the spherical and Euclidean distance, respectively. In what follows, we often use the above implicitly, especially when we need to use the facts in [F] and [Pe] .
Main Theorem A
In this section, we show Main Theorem A. We investigate the estimate of the upper box and Hausdorff dimensions of Julia sets of expanding semigroups using thermodynamic formalism in ergodic theory. For the notation used in ergodic theory, see [DGS] and [W2] .
Definition 3.1. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. We say that G is an expanding rational semigroup if J(G) = ∅ and the skew product mapf : Σ m × C → Σ m × C associated with the generator system {f 1 , · · · , f m } is expanding along fibers, i.e., there exists a positive constant C and a constant λ > 1 such that for each n ∈ N,
where we use · to denote the norm of the derivative with respect to the spherical metric.
Remark 5. By Theorem 2.6, Theorem 2.8, and Remark 4 in [S2] , we see that if G = f 1 , · · · , f m contains an element of degree at least two, each Möbius transformation in G is neither the identity nor an elliptic element, and G is hyperbolic, i.e., the postcritical set P (G) of G, which is defined as:
is expanding, then G is hyperbolic and each Möbius transformation in G is loxodromic. Hence, the notion of expandingness does not depend on any choice of a generator system for a finitely generated rational semigroup. Proof. Suppose ♯J(G) = 2 and let J(G) = {z 1 , z 2 }. Then, f j is a Möbius transformation, for each j = 1, · · · , m. Since G is expanding, each f j is loxodromic. We may assume that z 1 is a repelling fixed point of f 1 . Then, since f
, it follows that z 2 is an attracting fixed point of f 1 . This is a contradiction, however, since G is expanding. Hence, ♯J(G) = 1.
Definition 3.3. Let G be a rational semigroup and let t be a non-negative number. We say that a Borel probability measure τ on C is t-subconformal (for G) if for each g ∈ G and for each Borel measurable set
Definition 3.4. Let X be a compact metric space. Let f : X → X be a continuous map:
1. We use h(f ) to denote the topological entropy of f (see p83 in [DGS] ). We use h µ (f ) to denote the metric entropy of f with respect to an invariant Borel probability measure µ (see p60 in [DGS] ).
2. Furthermore, let ϕ : X → R be a continuous function. Then, we use P (f, ϕ) to denote the pressure for the dynamics of f and the function ϕ (see p141 in [DGS] ). According to a well known fact: the variational principle (see p142 in [DGS] ), we have
where the supremum is taken over all f -invariant Borel probability measures µ on X. If an invariant probability measure µ attains the supremum in this manner, then µ is called an equilibrium state for (f, ϕ). For more details on this notation and the variational principle, see [DGS] and [W2] .
3. For a real-valued continuous function ϕ on X and for each n ∈ N, we define a continuous function S n ϕ on X as (S n ϕ)(z) = n−1
Definition 3.5. Let X be a compact metric space and let f : X → X be a continuous map satisfying the fact that there exists a number k ∈ N such that ♯f −1 (z) = k for each z ∈ X. Let ϕ be a continuous function on X. We define an operator L = L ϕ on C(X) using
This is called the transfer operator for (f, ϕ). Note that L n ϕ equals the transfer operator for (f n , S n ϕ), for each n ∈ N.
) satisfies the fact that there exists a unique probability measureν =ν ϕ onJ(f ) satisfying all of the following:
) and we use · J (f ) to denote the supremum norm onJ(f ).
α ϕν isf -invariant, exact (hence ergodic) and is an equilibrium state for
Proof. According to the Koebe distortion theorem and since the dynamics of σ : Σ m → Σ m is expanding, there exists a number s ∈ N such that the map f s :J(f ) →J (f ) satisfies condition I on page 123 in [W1] (each of X 0 , X, and X in [W1] corresponds toJ(f )). Furthermore, by Proposition 3.2 (f) in [S5] and Lemma 3.2, we have the fact thatf s onJ(f ) satisfies condition II on page 125 in [W1] . The map µ → L probability measures onJ(f ). Hence, this map has a fixed pointν based on the Schauder-Tychonoff fixed point theorem. 
. Hence, we obtain λ = exp(P ). The other results also follow from Theorem 8, Corollary 12, and the statement on equilibrium states on page 140 in [W1] .
Notation: Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Let f : Σ m × C → Σ m × C be the skew product map associated with {f 1 , · · · , f m }.
Suppose that no critical point off exists inJ(f ). Then, we define a functionφ onJ(f ) as:
Lemma 3.7. Let G = f 1 , f 2 , · · · f m be a finitely generated expanding rational semigroup. Then, using the above notation, we have the following:
1. The function P (t) = P (f |J (f ) , tφ) on R is convex and strictly decreasing as t increases. Furthermore, P (t) → −∞ as t → ∞.
There exists a unique zero
3. There exists a unique probability measureν
δ satisfies the fact that
where the supremum is taken over allf -invariant Borel probability measures µ onJ(f ). In addition, note that by Theorem 6.1 in [S5] , we determine that the topological entropy h(f ) off on Σ m × C is less than or equal to log( [DGS] or Theorem 8.6 in [W2] ); it follows that
for anyf -invariant Borel probability measure µ onJ(f ). Combining this with the fact that the dynamics off onJ(f ) is expanding, we see that the function P (t) on R is convex, strictly decreasing as t increases, and P (t) → −∞ as t → ∞. Hence, there exists a unique number δ ∈ R satisfying P (δ) = 0. Since
The statements 3 and 4 follow from Lemma 3.6 and this argument.
Definition 3.8. We define an operatorM δ acting on the space of all Borel measurable functions onJ(f ) using the same formula as that for M δ . (See (1)).
We now show thatM δ acts on L 1 (ν) and thatM δ on L 1 (ν) is a bounded operator, whereν =ν δφ .
Lemma 3.9. Let G = f 1 , · · · , f m be a finitely generated expanding rational semigroup. Using the above notation, we have the following:
Let ψ be a Borel measurable function onJ(f
and the operator norm M δ is equal to 1.
Proof. Let µ = αν, where α = lim l→∞ M l δ 1. Then, by Lemma 3.6-3, we havẽ f * µ = µ. Furthermore, by Lemma 3.6-4, µ andν are absolutely continuous with respect to each other. Hence, we obtain the statement 1, and the statement 2 follows easily from this.
We now show the statement 3. First, we show the following claim: Claim: for any ψ ∈ C(J (f )), we have |M δ ψ| dν ≤ |ψ| dν.
To show this claim, let ψ ∈ C(J (f )). Let ψ + = max{ψ, 0} and
Hence, the above claim holds. Now, let ψ be a general element of L 1 (ν). Let {ψ n } n be a sequence in
We may assume that ψ n (z) → ψ(z) for almost every z ∈J(f ) with respect toν. Then, according to the statement 2, we have (M δ ψ n )(z) → (M δ ψ)(z) for almost every z ∈J(f ) with respect toν.
we obtain M δ = 1.
We now show that the measureν =ν δφ is "conformal".
Lemma 3.10.
Proof. We have M k δν =ν and M k δ is a transfer operator for (f k , δS kφ ). By Proposition 2.2 in [DU] and Lemma 3.9-3, we obtain the statement.
Lemma 3.11. Let G = f 1 , · · · , f m be a finitely generated expanding rational semigroup. Then, with our notation, the probability measure ν := (π C ) * (ν) is δ-subconformal.
Proof. First, note that by Lemma 3.10, it follows that for any Borel set B in
where B = j B j is a measurable partition such thatf k | Bj is injective for each j. Hence, for any Borel set A in C and any w ∈ W * with |w| = k, it follows that ν(f w (A)) =ν(π
We now consider the Poincaré series and critical exponent for a rational semigroup.
Definition 3.12. Let G be a rational semigroup. We set
For any s ≥ 0 and x ∈ C, we set S(s,
If G is generated by finite elements {f 1 , · · · , f m }, then for any x ∈ C and t ≥ 0, we set
Proof. Let z ∈F (f ) be a point. Then, there exists a word w ∈ W * and an
Lemma 3.14. Let G = f 1 , · · · , f m be a finitely generated expanding rational semigroup. Letf : Σ m × C → Σ m × C be a skew product map associated with
Proof. By Remark 5, we have P (G) ⊂ F (G). Next we show A(G) ⊂ F (G). Since G is expanding, then using the Koebe distortion theorem and π C (J(f )) = J(G) (Proposition 3.2 in [S5] ), we obtain that there exist an n ∈ N and a number ε > 0 such that for each a ∈ J(G) and each w ∈ W * with |w| = n, we can take well-defined inverse branches of f −1 w on B(a, ε) and any inverse branch γ of f −1 w on B(a, ε) satisfies γ(B(a, ε)) ⊂ B(γ(a), 1 2 ε) and γ ′ (y) ≤ 1 2 for each y ∈ B(a, ε). Taking a small enough ε, it follows that for each a ∈ J(G) and each w ∈ W * , we can take well-defined inverse branches γ of f −1 w on B(a, ε) and we have
as n → ∞. Let y ∈ C be a point such that g(y) = y and |g ′ (y)| < 1 for some g ∈ G. Suppose that there exist an element h ∈ G and a point a ∈ J(G) such that h(y) ∈ B(a, ε). Let γ n be a well-defined inverse branch of (hg
Next, suppose that there exists a sequence (z j ) inF (f ) such thatf nj (z j ) = z and z j → z ∞ ∈F (f ) where n j ∈ N with n j → ∞ as j → ∞. Then, by Lemma 3.13, there exists a number n ∈ N such that
For, if P (G) = ∅, the above follows from Theorem 1.34 in [S3] . Even if P (G) = ∅, since G is expanding, by the Koebe distortion theorem, then for each z ∈ F (G), ∪ g∈G g(z) ⊂ F (G). Using the same argument as in the proof of Theorem 1.34 in [S3] , we obtain the above.
Hence, we obtain a contradiction. Therefore, we have shown that for each open neighborhood
, then since G is expanding, combining the above result with the Koebe distortion theorem, we obtain T (x) < ∞.
Definition 3.15. Let E be a subset of C, t ≥ 0 a number and β > 0 a number. We set
β (E) with respect to the spherical metric on C. H t (E) is called the t-dimensional (outer) Hausdorff measure of E with respect to the spherical metric. Note that H t (E) is a Borel regular measure on C(see [R] 
is called the Hausdorff dimension of E. Furthermore, let N r (E) be the smallest number of sets of spherical diameter r that can cover E. We set dim B (E) = lim sup r→0 log Nr(E) − log r . dim B (E) is called the upper box dimension of E.
Lemma 3.16. Let G = f 1 , · · · , f m be a finitely generated expanding rational semigroup. Let τ be a t-subconformal measure. Then, there exists a positive constant c such that for each r with 0 < r < diam C and each x ∈ J(G),
Proof. Let τ be a t-subconformal measure. Using the argument in the proof of Theorem 3.4 in [S2] , we find that there exists a positive constant c such that for each r with 0 < r < diam C and each x ∈ J(G), τ (B(x, r)) ≥ cr t . (Note that for an estimate of this type, we need only expandingness and we do not need the strong open set condition used in [S2] .) By Proposition 2.2 in [F] , we find that H t | J(G) is absolutely continuous with respect to τ . In particular, H t (J(G)) < ∞. Furthermore, by Theorem 7.1 in [Pe] , we get dim B (J(G)) ≤ t.
Using these arguments, we now demonstrate Main Theorem A.
Proof of Main Theorem A: By Lemma 3.7, we have that the function P (t) has a unique zero δ, there exists a unique probability measureν onJ(f ) such that M * δν =ν, and δ satisfies (2). By Lemma 3.16, dim B (J(G)) ≤ s(G). By Lemma 3.14, we have A(G) ∪ P (G) ⊂ F (G). Let x ∈ C \ (A(G) ∪ P (G)) be a point. According to Theorem 4.2 in [S2] and the fact that S(x) ≤ T (x) < ∞ (Lemma 3.14), we obtain
We show δ = T (x). We consider the following two cases:
Suppose we have Case 1. Let z ∈ Σ m × C be a point with π C (z) = x. Let t n be a sequence of real numbers such that t n > T (x) for each n ∈ N and t n → T (x). For each n ∈ N, let µ n be a Borel probability measure on Σ m × C defined by:
where δ z ′ denotes the Dirac measure concentrated at z ′ . Since the space of Borel probability measures on Σ m × C is compact, we may assume that there exists a Borel probability measure µ ∞ on Σ m × C such that µ n → µ ∞ as n → ∞, with respect to the weak topology. Then, by Lemma 3.14, we have supp µ ∞ ⊂J(f ). We now show the following claim: Claim 1: For any Borel set A inJ(f ) such thatf :
To show this claim, let A be a Borel set in Σ m × C such thatf :
Now let B be a general Borel set inJ(f ) such thatf : B →f (B) is injective. Then, let B = j∈N B j be a countable disjoint union of Borel sets B j satisfying the fact that for each j ∈ N, there exists an open neighborhood W j of B j in Σ m × C such thatf : W j →f (W j ) is a homeomorphism. Let j be a fixed number and K a fixed compact subset of W j . Then, for each n ∈ N, there exists a number ǫ n > 0 such that the set
n . For these sets V n , by the previous argument, we have
For these sets K l , using the above argument, we have
Hence, we have shown Claim 1.
Using Claim 1 and Proposition 2.2 in [DU] , it follows that L * T (x)φ µ ∞ = µ ∞ . We now show that δ = T (x). Suppose δ < T (x). Then, by Lemma 3.7-1, we have P (T (x)) < 0. Then, for each ψ ∈ C(J (f )), we have
by Lemma 3.6-2. Hence, µ ∞ (ψ) = 0 and this implies a contradiction. Suppose T (x) < δ. Then, by a similar argument to the one above, we get a contradiction. Hence, T (x) = δ.
We now consider Case 2: T (T (x), x) < ∞. Let z ∈ Σ m × C be a point with x = π C (z). Then, we take Patterson's function( [Pa] ) Φ: i.e., Φ is a continuous, non-decreasing function from R + := {t ∈ R | t ≥ 0} to R + that satisfies the following:
−t converges for each t > T (x) and does not converge for each t ≤ T (x).
2. For each ǫ > 0, there is a number r 0 ∈ R + such that Φ(rs) ≤ s ǫ Φ(r) for each r > r 0 and each s > 1.
Let t n be a sequence of R such that t n > T (x) for each n ∈ N, t n → T (x) as n → ∞ and the measures:
tend to a Borel probability measure τ ∞ on Σ m × C as n → ∞. Then, by Lemma 3.14, we have supp τ ∞ ⊂J(f ). Furthermore, combining the argument in the proof of Claim 1 in Case 1 with the properties of Φ, we find that for each Borel set A inJ(f ) such thatf :
Combining this with the argument used in Case 1, we obtain δ = T (x).
Since G is expanding and ν is δ-subconformal (Lemma 3.11), using an argument in the proof of Theorem 4.4 in [S2] , we obtain supp ν ⊃ J(G). Hence, supp ν = J(G).
Hence, we have shown Main Theorem A.
Corollary 3.17. Let G = f 1 , f 2 , · · · f m be a finitely generated expanding ra-
, where λ denotes the number in Definition 3.1.
Proof. By Main Theorem A and (2), we have
for each n ∈ N. Letting n → ∞, we obtain the result.
Conformal measure
In this section we introduce the notion of "conformal measure", which is needed in Main Theorem B.
Definition 4.1.
1. Let G be a rational semigroup. Let t ∈ R with t ≥ 0. We say that a Borel probability measure τ on J(G) is t-conformal (for G) if for any Borel set A and g ∈ G, if A, g(A) ⊂ J(G) and g : A → g(A) is injective, then
2. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. We say that a Borel probability measure µ on J(G) satisfies the separating condition for
j (J(G))) = 0 for any (i, j) with i, j ∈ {1, · · · , m} and i = j.
We show some fundamental properties of conformal measures.
Lemma 4.2. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Let τ be a t-conformal measure. Then, τ is a t-subconformal measure.
Proof. Let A be a Borel set in C and g an element of G. Let J(G) = B i be a measurable partition of J(G) such that we can take the well-defined inverse branches of g −1 on B i , for each i (we divide J(G) into {B i } so that for a critical value c ∈ J(G) of g, there exists an i such that B i = {c}). Let {C i,j } j be the images of B i using the inverse branches of g −1 so that g :
Hence, τ is t-subconformal.
Lemma 4.3. Let G be a rational semigroup. Let τ be a Borel probability measure on J(G), g ∈ G an element, and V an open set in C with
V ∩g −1 (J(G)) = ∅. Suppose that g : V → g(V )
is a homeomorphism and that for any Borel set
Lemma 4.4. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Letf : Σ m ×C → Σ m ×C be the skew product map associated with {f 1 , · · · , f m }.
Letτ be a Borel probability measure onJ(f ), n ∈ N an integer, and V an open set in
Σ m × C such that V ∩J(f ) = ∅. Suppose thatf n : V →f n (V
) is a homeomorphism and that for any Borel set
A inJ(f ),τ (f n (A)) = A (f n ) ′ t dτ . Let h = (f n | V ) −1 :f n (V ) → V . Then,
we obtain the result that for any Borel set
Proof. This lemma can be shown using the same method as in the proof of Lemma 4.3.
Lemma 4.5. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Let τ be a t-conformal measure satisfying the separating condition for {f 1 , · · · , f m }. Suppose that for any g ∈ G, if c is a critical point of g with g(c) ∈ J(G), then τ ({c}) = 0. Then, for any k ∈ N, τ (f
Definition 4.6. Let G = f 1 , · · · , f m be a rational semigroup. Suppose that for each g ∈ G, no critical value of g exists in J(G). Let t ∈ R. We define an operator N t : C(J(G)) → C(J(G)) as follows:
Lemma 4.7. Let G = f 1 , · · · , f m be a rational semigroup. Suppose that for each g ∈ G, no critical value of g exists in J(G). Letf : Σ m × C → Σ m × C be the skew product map associated with {f 1 , · · · , f m }. Then, we have the following commutative diagram:
Lemma 4.8. Let G = f 1 , · · · , f m be a rational semigroup. Suppose that for each g ∈ G, no critical value of g exists in J(G). Then, we have the following:
1. Let τ be a t-conformal measure. Then, we have N * t τ ≥ τ ; i.e., for each ψ ∈ C(J(G)) such that 0 ≤ ψ(z) for each z ∈ J(G), we have (N * t τ )(ψ) ≥ τ (ψ).
If τ is a t-conformal measure satisfying the separating condition for
3. If τ is a t-conformal measure satisfying N * t τ = τ , then τ satisfies the separating condition for {f 1 , · · · , f m }.
Proof. Let J(G) = u i=1 B i be a measurable partition of J(G) such that for each j = 1, · · · , m and i = 1, · · · , u, we can take the well-defined inverse branches of f −1 j on B i . Then, for any Borel probability measure τ on J(G) and any ψ ∈ C(J(G)), we have
where γ runs over all inverse branches of f
Hence, N t ψ dτ = j i γ γ(Bi) ψ dτ , which is larger than or equal to S1] ). Furthermore, if τ is a t-conformal measure satisfying the separating condition for {f 1 , · · · , f m }, then for each ψ ∈ C(J(G)), we have
. We now show the statement 3. Let τ be a t-conformal measure satisfying N * t τ = τ . Let ψ ∈ C(J(G)) be an element with ψ(x) ≥ 0 for each x ∈ J(G). Then, by the above argument, it follows that J(G) N t ψ dτ = 
2.

(exp(P (t)))
3. If τ is a Borel probability measure on J(G) such that N * t τ = τ , then t = δ and τ = ν.
Proof. By Lemma 4.7, we obtain the statement 1. Since π C (J(f )) = J(G) (Proposition 3.2 in [S5] ), we find that (π C ) * : C(J(G)) → C(J(f )) is an isometry with respect to the supremum norms. Hence, by Lemma 3.6 and Lemma 4.7, we find that { 1 (exp(P (t))) l N l t ψ} l∈N is a Cauchy sequence in C(J(G)). Let ψ 0 = lim l→∞ 1 (exp(P (t))) l N l t ψ. Then, by Lemma 3.6, we obtain
Hence, we obtain ψ 0 = ν t (ψ) · lim l→∞ N l t 1. Now, let τ be a Borel probability measure on J(G) such that N *
Hence, it must be true that P (t) = 0, otherwise, we have τ (ψ) = 0 for all ψ or τ (ψ) is not bounded, both of which produce a contradiction. Hence, it follows that t = δ. Further, by the above argument, we obtain τ (ψ) = ν δ (ψ) for any ψ ∈ C(J(G)).
Lemma 4.10. Let G = f 1 , f 2 , · · · f m be a finitely generated expanding rational semigroup. Then, under the notation in Lemma 4.9, we have the following:
If there exists a t-conformal measure τ satisfying the separating condition
for {f 1 , · · · , f m }, then t = δ and τ = ν.
Proof. First, we show the statement 1. By Lemma 4.8, we have N * t τ ≥ τ . Hence, for each ψ ∈ C(J(G)) such that 0 ≤ ψ(z) for each z ∈ J(G), we have τ (N l t ψ) ≥ τ (ψ) for each l ∈ N. Suppose that t > δ. Then, by Lemma 3.7-1, P (t) < 0. Hence, we obtain τ (N l t ψ) = (exp(P (t))) l ·τ (
(exp(P (t)) l ) → 0 as l → ∞, by Lemma 4.9-2. Hence, τ (ψ) = 0 for each ψ ∈ C(J(G)) such that 0 ≤ ψ(z) for each z ∈ J(G). This is a contradiction, since τ (1) = 1. Hence, t ≤ δ must hold. By Lemma 4.2, we have s(G) ≤ t. Hence, the statement 1 holds.
Next, we show the statement 2. By Lemma 4.8-2, we have N * t τ = τ . Hence, by Lemma 4.9-3, it follows that t = δ and τ = ν.
Lemma 4.11. Let G be a rational semigroup and t ≥ 0 a number.
Proof. Suppose that t = 0. Then, each point z ∈ C satisfies H 0 ({z}) = 1. Since we assume 0 < H t (J(G)) < ∞, it follows that 1 ≤ ♯(J(G)) < ∞. Then, G consists of degree 1 maps and it is easy to see that τ is 0-conformal.
Suppose that t > 0. Then, H t has no point mass. Let g ∈ G be an element.
Step 1: For a critical point c of g in J(G), we have 0 = τ (g({c})) = {c} g ′ t dτ .
Step 2: Let W be a non-empty open set in C such that g : W → g(W ) is a diffeomorphism. Let K be a compact subset of W and c > 0 a number. Let A be a Borel set such that
). Then, we show the following claim: Claim 1: we have
To show this claim, let ǫ > 0 be a given number.
a set with z i ∈ K i for each i, and ξ > 0 a real number, such that:
Let i ∈ N (1 ≤ i ≤ l) be a fixed number. Let β be a number with 0 < β < ξ. Let {U p } ∞ p=1 be a sequence of sets such that
Proof. By Lemma 3.11 and Lemma 3.16, we obtain that ν is a δ-subconformal measure, H δ | J(G) is absolutely continuous with respect to ν, and
. Let ϕ ∈ L 1 (ν) be the density function such that τ (A) = A ϕ dν for any Borel subset A of J(G). We show the following claim: 
we obtain ϕ(x) ≤ (ϕ • f j )(x) for almost every x ∈ γ(A) with respect to ν. It follows that for each j = 1, · · · , m, we have ϕ(x) ≤ (ϕ • f j )(x) for almost every x ∈ f −1 j (J(G)) with respect to ν. This implies that for each j = 1, · · · , m, we
for almost every z ∈J(f ) with respect toν. Hence, we have shown Claim 1.
By Claim 1, we have (ϕ
for almost every z ∈ J(f ) with respect to αν, where α is the function in Lemma 3.7. Let ψ = ϕ • π C . Then, we obtain for each n ∈ N, ψ(z) ≤ 1 n n−1 j=0 ψ •f j (z) for almost every z with respect to αν. Note that by Lemma 3.6-3, the measure αν isf -invariant. Hence, by Birkhoff's ergodic theorem (see [DGS] ), we have ψ(z) ≤ lim n→∞ 1 n n−1 j=0 (ψ •f j )(z) for almost every z with respect to αν. Since
, which follows from Birkhoff's ergodic theorem again, it follows that ψ(z) = lim n→∞ 1 n n−1 j=0 (ψ •f j )(z) for almost every z with respect to αν. Since αν is ergodic (Lemma 3.6-3), then there exists a constant c such that lim n→∞ 1 n n−1 j=0 (ψ •f j )(z) = c for almost every z with respect to αν. Hence, it follows that ψ(z) = c for almost every z with respect toν. Since τ and ν are probability measures, it follows that c = 1. Hence, τ = ν. Since N * δ ν = ν (Lemma 4.9-1) and τ is δ-conformal (Lemma 4.11), by Lemma 4.8-3 it follows that ν = τ is a δ-conformal measure satisfying the separating condition with respect to {f 1 , · · · , f m }. Since supp ν = J(G) (Main Theorem A), by Lemma 4.12, it follows that f
Hence, we have shown Proposition 4.13.
By Theorem 2.6 in [S2] , we find that G is expanding. Furthermore, we have 0 < H 2 (J(G)) < ∞ and
3 (J(G))) > 0. Hence, by Proposition 4.13, the number δ in Lemma 3.7 forf satisfies δ > 2.
Main Theorem B
In this section, we demonstrate Main Theorem B. First, we need the following notation.
Definition 5.1. Let G = f 1 , · · · , f m be a finitely generated rational semigroup. Let U be a non-empty open set in C. We say that G satisfies the open set condition with U with respect to the generator system {f 1 , · · · , f m } if f Proof. By Lemma 2.3 (f) in [S5] and Lemma 3.2, it is easy to see the statement.
To show Main Theorem B, we need the following key lemma. 1. There exists a positive constant C such that for each r with 0 < r < diam C and each x ∈ J(G), we have
2. Suppose that there exists a t-conformal measure τ . Then, there exists a positive constant C 0 such that for any r with 0 < r < diam C and any
Moreover, ν and τ are absolutely continuous with respect to each other.
To show this lemma, we need several other lemmas(Lemma 5.4-Lemma 5.15). We suppose the assumption of Lemma 5.3, until the end of the proof of Lemma 5.3.
Preparation to show Lemma 5.3:
1. First, we may assume that U ∩ P (G) = ∅. For, let V be a ǫ 0 -neighborhood of P (G) with respect to the hyperbolic metric on F (G). Then, for each g ∈ G, we have g(V ) ⊂ V , which implies that W := U \ V satisfies f −1 j (W ) ⊂ W , for each j = 1, · · · , m, and {f −1 j (W )} j are mutually disjoint. Hence we may assume the above.
Assuming that U ∩ P (G) = ∅, take a number ǫ > 0 such that B(U , 2ǫ) ∩ P (G) = ∅. Then for each y ∈ U and any g ∈ G, we can take well-defined inverse branches of g −1 on B(y, 2ǫ).
2. Let U = k j=1 K j be a measurable partition such that for each j = 1, · · · , k, we have int K j = ∅ and diam K j ≤ 1 10 ǫ. We take a point z j ∈ K j , for each j = 1, · · · , k.
3. To show Lemma 5.3, we may assume that: for each j = 1, · · · , k and each w ∈ W * , if γ is an inverse branch of f −1 w on B(z j , 2ǫ), then we have
for each subset A of B(z j , 2ǫ). For, for each n ∈ N, G n (see the notation in section 2.1) satisfies J(G n ) = J(G). Further, if we use ν n to denote the Borel probability measure on J(G n ) = J(G) constructed by the generator system {f w | |w| = n} of G n , for which the construction method is the same as that for ν from {f j }, then ν n satisfies (N n δn ) * ν n = ν n for some δ n ∈ R. Since ν satisfies (N n δ )
* ν = ν, by Lemma 4.9 we obtain δ n = δ and ν n = ν. Moreover, since G is expanding, by the Koebe distortion theorem there exist numbers ǫ ′ > 0 and n ∈ N such that if γ is a well-defined inverse branch of f −1 w on B(z, 2ǫ ′ ), where |w| = n and z ∈ J(G), then for any
|w|=n are mutually disjoint. Hence, we may assume the above.
4. Let r > 0 be fixed. There exists a number s ∈ N with s ≥ 3 such that for each j = 1, · · · , k and each w ∈ W * with |w| ≥ s−1, we have diam γ(K j ) ≤ r, for each well-defined inverse branch γ of f −1 w on B(z j , 2ǫ). We fix such an s. Let A be the set of all (γ, K j ) that satisfies j ∈ {1, · · · , k}, γ is a well-defined inverse branch of f −1 w on B(z j , 2ǫ) for some w ∈ {1, · · · , m} s , and γ(K j ) ∩ B(x, r) = ∅.
Then, we have the following: [S5] ) and J(G) ⊂ U (Lemma 5.2), it is easy to see the statement.
Definition 5.5.
1. Let (γ, K j ) ∈ A be any element such that γ is an inverse branch of f −1 w , where w = (w 1 , · · · , w s ) ∈ {1, · · · , m} s . Then, we decompose γ as γ = γ 1 · · · γ s , where, for each i = 1, · · · , s, we use γ i to denote the inverse branch of f
Moreover, note that according to the choice of s, l(A) exists, for each A ∈ A.
Proof. If l(A) ≥ 4, then it is trivial. If l(A) = 3, then by (4), the above is true.
Remark 6. For the rest, we assume (4). To show Lemma 5.3, we may make this assumption.
Definition 5.7. For any A = (γ, K j ) ∈ A, we set
Further, we set Γ = ∪ A∈A Γ A (disjoint union).
Let B 1 and B 2 be two elements in Γ with
). Note that this ∼ is an equivalence relation on Γ, by (3) and the uniqueness theorem.
2. We write B 1 B 2 if and only if
For any two elements B and B ′ in Γ, we write B B ′ if and only if there exists a sequence
Lemma 5.8. Let B 1 and B 2 be two elements in Γ with
Suppose that B 1 B 2 . Then, we have the following.
If l(A)
Proof. First, we show 2. Under the assumption of 2, suppose that
. By the open set condition, it follows that w j = w ′ j , for each j = 1, · · · , l(A) − 1. Hence, 2a holds.
Next, take a point
−1 on B(a, ǫ) and maps a to z. Hence, they are equal on B(a, ǫ). By the uniqueness theorem, we obtain 2b.
We can show 1 using the same method as above. Proof. There exists a sequence
. By Lemma 5.8, we obtain B j ∼ B j+1 , for each j = 1, · · · , u − 1.
Lemma 5.10. If B 1 ∼ B 2 , B 3 ∼ B 4 and B 1 B 3 , then B 2 B 4 . Proof. This is easy to see, from the definitions of "∼" and " ", by using (3).
Definition 5.11. For any B ∈ Γ, we use [B] ∈ Γ/ ∼ to denote the equivalence class of B, with respect to the equivalence relation ∼ in Γ.
Let B 2 . Note that this is also well defined by Lemma 5.10 and that the "≤" determines a partial order in Γ/ ∼, by Lemma 5.9.
Lemma 5.12. Let q ∈ N be an integer with q ≥ 2.
. Then, we have the following.
Proof. We will show the statement by induction on q. If q = 2, then the statement follows from Lemma 5.8 and (3). Let q ≥ 3. Suppose that the statement holds for each q ′ with 2 ≤ q ′ ≤ q − 1. By Lemma 5.8, we have l(A j ) < l(A j+1 ), for each j = 1, · · · , q − 1. By the hypothesis of induction, we have the following claim. Claim 1:
Combining Claim 1 with (3), we obtain
Moreover, by Lemma 5.8 and (3), we have γ
1 10 ǫ). Hence, we obtain
Hence, the statement 1 in our lemma holds for q. Next, we will show that the statement 2 in our lemma holds for q. Let us consider 2 in Claim 1. By the open set condition, for each j = 1, · · · , l(A 1 ) − 1, there exists a number α j ∈ {1, · · · , m} such that each of γ 2 j and γ q j is an inverse branch of f −1 αj . Hence, we obtain
. Hence, by the uniqueness theorem, we get γ
). Moreover, by Lemma 5.8, we have the following claim. Claim 2:
Combining 1 in Claim 2 with (3), we obtain
Furthermore, by (6) and (3), we obtain
Hence, by (9) and (10), we get W := j=1,2,q B(γ 
). Hence, the statement 2 in our lemma holds for q. Hence, the induction is completed.
Lemma 5.13. Using the same assumption as for Lemma 5.12, it holds 
Proof. By Lemma 5.12 and (3), we obtain
} be the set of all minimal elements of (Γ/ ∼, ≤), where, for
Lemma 5.15.
Proof. Let (w, z) ∈ π By Claim 1, it follows that the statement of our lemma is true.
We now demonstrate Lemma 5.3. Proof of Lemma 5.3. Let A = (γ, K j ) ∈ A and B = (γ 1 · · · γ l(A)−1 , K i ) ∈ Γ A . By Lemma 5.6 and Remark 6, there exists a number u ∈ N with 1 ≤ u ≤ k such that γ l(A)−1 · · · γ s (K j ) ∩ K u = ∅ and diam γ 1 · · · γ l(A)−2 (K u ) > r. Then, by the Koebe distortion theorem, there exists a positive constant C 1 = C 1 (min j diamK j , ǫ), which is independent of r, s and x ∈ J(G), such that (γ 1 · · · γ l(A)−2 ) ′ (z) ≥ C 1 r for each z ∈ B(γ l(A)−1 · · · γ s (z j ), ǫ). Hence, there exists a positive constant C 2 = C 2 (C 1 , G) such that (γ 1 · · · γ l(A)−1 ) ′ (z) ≥ C 2 r, for each z ∈ B(γ l(A) · · · γ s (z j ), ǫ). Combining this with
which follows from (3), we obtain (γ 1 · · · γ l(A)−1 ) ′ (z)|| ≥ C 2 r, for each z ∈ K i . Hence, it follows that there exists a positive constant C 3 , which is independent of r, s and x ∈ J(G), such that meas 2 (γ 1 · · · γ l(A)−1 (intK i )) ≥ C 3 r 2 ,
where meas 2 denotes the 2-dimensional Lebesgue measure. We now show the following claim: Claim: γ 
where, C 4 is a positive constant independent of r, s and x ∈ J(G). Furthermore, by the definition of l(A), we have diam γ 1 · · · γ l(A)−1 (K i ) ≤ r. Hence, by the Koebe distortion theorem, there exists a positive constant C 5 , which is independent of r and x ∈ J(G), such that
for each z ∈ B(K i , By Lemma 3.11 and Lemma 3.16, we find that a positive constant C ′ exists such that for each r with 0 < r < diam C and x ∈ J(G), we have ν(B(x, r)) ≥ C ′ r δ .
Hence, it follows that a positive constant C 6 exists such that for each r with 0 < r < diam C and each x ∈ J(G), we have C
−1
In particular, J(G) has no interior points.
Example 6.2. Let p 1 , p 2 and p 3 ∈ C be mutually distinct points such that p 1 p 2 p 3 makes a regular triangle. Let U be the inside part of the regular triangle. Let f i (z) = 2(z − p i ) + p i for each i = 1, 2, 3. Let D(x, r) be a Euclidean disk with radius r in U \ ∪
, where x denotes the barycenter of the regular triangle p 1 p 2 p 3 . Let g be a polynomial such that J(g) = ∂D(x, r). Let f 4 (z) = g s (z), where s ∈ N is a large number such that f −1
i (U ). Let G = f 1 , f 2 , f 3 , f 4 . Then, G satisfies the open set condition with U with respect to {f i }. Furthermore, G is hyperbolic. Hence, G is expanding, by Theorem 2.6 in [S2] . Hence, G satisfies the assumption in Main Theorem B. (Note that J( f 1 , f 2 , f 3 ) is the Sierpiński gasket.) 
