Abstract. The approach of Kurokawa, Ochiai, and Wakayama to 'absolute mathematics' is used to develop a theory of schemes over F 1 . It turns out that the functor GL n is represented by a scheme and that its value on F 1 gives the Weyl group.
Introduction
Jacques Tits wondered in [4] if there would exist a "field of one element" F 1 such that for a Chevalley group G one has G(F 1 ) = W , the Weyl group of G. Recall the Weyl group is defined as W = N(T )/Z(T ) where T is a maximal torus, N(T ) and Z(T ) are the normalizer and the centralizer of T in G. He then shows that one would be able to define a finite geometry with W as automorphism group.
In this paper we will extend the approach of N. Kurokawa, H. Ochiai, and M. Wakayama [1] to "absolute Mathematics" to define schemes over the field of one element. The basic idea of the approach of [1] is that objects over Z have a notion of Z-linearity, i.e., additivity, and that the forgetful functor to F 1 -objects therefore must forget about additive structures. A ring R for example is mapped to the multiplicative monoid (R, ×). On the other hand the theory also requires a "going up" or base extension functor from objects over F 1 to objects over Z. Using the analogy of the finite extensions F 1 n as in [3] , we are led to define the base extension of a monoid M as
where Z[M] is the monoidal ring which is defined in the same way as a group ring and 0 M is the zero element of M.
This paper was written during a stay at Kyushu University, Japan. I thank Masato Wakayama and his students for their inspiration and warm hospitality.
Rings over F 1
If the transition from Z to F 1 means losing the additive structure then a ring R is mapped to its multiplicative monoid (R, ×). Hence the category of rings over F 1 should be the category of monoids with zero.
Recall the definition of a monoid: it is a set M together with an associative composition and a unit element 1 ∈ M with the property that 1m = m1 = m for every m ∈ M. This element is uniquely determined. For a given Monoid M, let M × denote the group of invertible elements in M. Given two monoids M and N, a homomorphism of monoids from M to N is a map ϕ : M → N with the property that ϕ(mm ′ ) = ϕ(m)ϕ(m ′ ) for any two m, m ′ ∈ M and ϕ(1) = 1.
In this paper all monoids will be commutative, so mm ′ = m ′ m for all m, m ′ ∈ M. From now on in the rest of the paper the word 'monoid' will always mean 'commutative monoid'.
An element z of a monoid M is a zero element if zm = z for every m ∈ M. If it exists, it is uniquely determined and we write 0 ∈ M for it then. A ring over F 1 or an F 1 -ring is a monoid with zero. A morphism of F 1 -rings is a monoid morphism ϕ : M → N mapping zero to zero. For a monoid M with zero we write F M for the corresponding object in the category of F 1 -rings. There is exactly one ring over F 1 in which 0 = 1 is valid. This is the trivial
To a given monoid M we can always attach a zero in the following way. Extend M by a new element to M 0 = M ∪ {0} and extend the multiplication by 0x = 0 for all x ∈ M. In this way we can for example embed the category of groups as a full subcategory of the category of rings over F 1 .
For an F 1 -ring F M we define the base extension to Z by
where Z[M] is the monoidal ring which is defined like a group ring with the monoid structure of M giving the multiplication, and 0 M is the zero element of M.
In the other direction there is the functor F which maps a ring R (commutative with one) to its multiplicative monoid (R, ×). 
Proof: Let ϕ be a ring homomorphism from
Restricting it to M yields a monoid morphism from M to (R, ×) which maps zero to zero. So we get a map as in the theorem. Since a ring homomorphism from Z[M] is uniquely given by the restriction to M this map is injective. Since on the other hand every monoid morphism from M to (R, ×) extends to a ring homomorphism on Z[M] the claim follows.
Localization
Let S be a submonoid of M. 
where the left hand side describes the set of all monoid homomorphisms
Proof: Uniqueness is clear from the universal property. We show existence. Define S −1 M to be the set M × S modulo the equivalence relation
. We also write has the desired property.
Ideals and spectra
For two subsets A, B of a monoid M we write AB for the set of all ab where a ∈ A and b ∈ B. An ideal is a subset a = ∅ such that aM ⊂ a. This then implies that Z[a] is an ideal in Z[M]. We write M/a for the monoid M/ ∼, where ∼ is the equivalence relation such that x ∼ x for every x ∈ M and y ∼ x whenever x, y are both in a.
The quotient M/a always contains a zero and if M has a zero, it lies in a. If ϕ : F M → F N is a morphism and a is an ideal of N, then its preimage ϕ −1 (a) is an ideal of M.
A ring F M over F 1 is called integral if xy = 0 implies x = 0 or y = 0 for all x, y ∈ M. An ideal a is called prime if F M /a is integral. Equivalently, a is prime if xy ∈ a implies x ∈ a or y ∈ a. We define the spectrum of F M to be the set Spec F M of all prime ideals in M.
If p is a prime ideal, then the set S p = M X p is a submonoid. We define
to be the localization at p. For two ideals a, b we say a ≤ b if a ⊃ b. We now introduce a topology on Spec F M . The closed subsets are the empty set and all sets of the form
where a is any ideal. One checks that V (a) ∪ V (b) = V (a ∩ b), and that i∈I V (a i ) = V ( i a i ). Thus the axioms of a topology are satisfied. The point c = M is closed and is contained in every closed set.
Remark. The existence of the closed point c is a consequence of the definition of integrability. Similar to the case of rings where the whole ring is not considered a prime ideal, we could have defined a monoid M to be integral if M X {0} is a submonoid. Then the closed point c would not exist, but also Spec F 1 would be empty and so X(F 1 ) would only have one point for any F 1 -scheme X. But since we want to have GL n (F 1 ) to be the symmetric group, we cannot have that.
Proof: Let a = Mf be the ideal generated by f . Then V (f ) = V (a).
2 Schemes over F 1
The structure sheaf
Let F M be a ring over F 1 . On the topological space Spec F M we define a sheaf of F 1 -rings as follows. For an open set U ⊂ Spec F M we define O(U) to be the set of functions, called sections, s : U → p∈U M p such that s(p) ∈ M p for each p ∈ U, and such that s is locally a quotient of elements of M. This means that we require for each p ∈ U to exist a neighbourhood V of p, contained in U, and elements a, f ∈ M such that for every q ∈ V one has f / ∈ q and
Assume U to be small enough to be contained in the open set
Then we conclude that
. We want to sow that this map is bijective. For the injectivity assume ψ(m) = ψ(m ′ ). Then in particular these sections must coincide on the closed point which implies m = m ′ . For the surjectivity let s be a global section of O. For the closed point c we get an element of M by m = s(c) ∈ M c = M. We claim that s = ψ(m). Since c is contained in every non-empty closed set, its only open neighbourhood is Spec F M itself. Since s(c) = m we must have s(p) = m on some neighbourhood of c, hence we have it on Spec F M , so s = ψ(m).
We let c M ∈ Spec F M denote the closed point, so M/c M ∼ = {1}. We define the non-closed spectrum of M to be the open subset
F 1 -ringed spaces
An F 1 -ringed space is a topological space X together with a sheaf
where f is a continuous map f : X → Y and f # is a morphism of sheaves
A local structure on an F 1 -ringed space X is a choice of an ideal η X,x in the stalk O X,x for every x ∈ X. An F 1 -ringed space with local structure is also called a local
x . An isomorphism of local F 1 -ringed spaces is a local morphism with a two-sided local inverse.
Proposition 2.2 (a) For a ring
thus giving functorial bijections
and
, where ϕ(a) is the ideal generated by the image ϕ(a). Thus the map f is continuous. For every p ∈ Spec F N we localize ϕ to get a morphism ϕ p :
by the definition of O, composing with the maps f and ϕ. This gives a morphism of local F 1 -ringed spaces (f, f # ). We have constructed a map
We have to show that ψ is bijective. For injectivity suppose
For every p ∈ Spec F N one has an induced morphism on the stalks
p is the localization of ϕ and hence the claim. The last part follows since the first bijection preserves isomorphisms by functoriality and an isomorphism on the spectral side preserves closed points and can thus be extended to an isomorphism of the full spectra.
Schemes
An affine scheme is a local F 1 -ringed space which is isomorphic to Spec F M for some M. A quasi-affine scheme is a local F 1 -ringed space isomorphic to Spec ′ F M for some M.
Lemma 2.3 Every open subset of a quasi-affine scheme is a union of quasiaffine schemes.
Proof:
Then there is an ideal a such that
So U is the set of all p such that there exists f ∈ a with f / ∈ p. For any
The Lemma follows.
We will now define schemes by gluing affine schemes. The process should parallel gluing of schemes over Z so that the two gluings become compatible via the forgetful functor and the base extension. To motivate our proceeding we consider the example of the projective line P 1 . Over Z the scheme The difficulty arising is that U is not an open subspace of X or Y , only the quasi-affine subspace U ′ is open in X and Y . But the natural maps U → X, Y map the closed point of U to the respective closed points. So the natural thing to do is to glue along the open set U ′ and then identify the closed points. We will now describe the gluing process in general.
Let (X i ) be a family of affine schemes. For each pair of indices i = j let U i,j be an open subset of X i with the induced local F 1 -ringed structure. Suppose that for each pair i = j there is an isomorphism ϕ i,j : U i,j → U j,i such that for any i, j, k,
We define the local F 1 -ringed space X which is the result of gluing of the (X i ) along the maps (ϕ i,j ) by
where ∼ is the equivalence relation given by x ∼ ϕ i,j (x) if x ∈ U i,j and c i ∼ c j whenever U i,j = ∅, where c i and c j are the closed points of X i and X j . It remains to describe the structure sheaf O X of X. It suffices to assume the X is connected, i.e., U i,j = ∅ for all i = j. Let U ⊂ X be open. If U does not contain the closed point c X , then O X | X is glued from the O X i in the usual way. If U does contain the closed point, then U must be X and we can define O X (U) = O X (X) as the set of all global sections of the O X i which are compatible with the gluing. More precisely, O X (X) is defined to be
Finally, the local structure is clear for non-closed points. For the closed point it must be the one given by the map O X,c ∼ = O X (X) → F 1 . This concludes the definition of the local F 1 -ringed space (X, O X ).
A local F 1 -ringed space X which is the result of gluing affine schemes is called a complete scheme over F 1 . A scheme over F 1 is an open subspace of a complete scheme over F 1 .
Note that for a complete scheme X every connected component has exactly one closed point. So, if we define the set of F 1 -valued points as
where the right hand side is the set of connected components of X.
Let X be a scheme over F 1 and let (f, f # ) be a morphism from X to an affine scheme Spec F M . Taking global sections the sheaf morphism
and so f # also is determined by ϕ, so ψ is injective. For surjectivity reverse the argument.
The forgetful functor from Rings to Monoids mapping R to (R, ×) extends to a functor Schemes/Z → Schemes/F 1 in the following way: A scheme X over Z can be written as a union of affine schemes X = i∈I Spec A i for some rings A i . We then map it to i∈I Spec (A i , ×), where we use the gluing maps from X. Likewise the base change M → M ⊗ F 1 Z extends to a functor Schemes/F 1 → Schemes/Z by writing a scheme X over F 1 as a union of affine ones, X = i∈I Spec ( ′ ) M i and then mapping it to i∈I Spec (M i ⊗ F 1 Z), which is glued via the gluing maps from X. The fact that these constructions do not depend on the choices of affine coverings follows from Proposition 2.2, Lemma 2.3 and its counterpart for schemes over Z.
Fibre products
Let S be a scheme over F 1 . A pair (X, f X ) consisting of an F 1 -scheme X and a morphism f X : X → S is called a scheme over S Proposition 3.1 Let X, Y be schemes over S. There exists a scheme X× S Y over S, unique up to S-isomorphism and morphisms from X × S Y to X and Y such that the diagram
is commutative and the composition with these morphisms induces a bijection for every scheme Z over S,
This fibre product is compatible with Z extension and the usual fibre product of schemes, i.e., one has
Proof: This Proposition follows via the gluing procedure once it has been established in the affine case. So let's assume that X, Y, S are all affine, say X = Spec A, Y = Spec B and S = Spec C. Then f X and f Y give monoid morphisms ϕ A : C → A and ϕ B : C → B and we define
where A ⊗ C B is the monoid A × B/ ∼ and ∼ is the equivalence relation generated by (ϕ A (c)a, b) ∼ (a, ϕ B (c)b) for all a ∈ A, b ∈ B, and c ∈ C. In other words, A ⊗ C B is the push-out of ϕ A and ϕ B and so X × S Y has the desired properties.
4 Chevalley Groups
GL n
We first repeat the definition of GL n (F 1 ) as in [1] . On rings the functor GL n , which is a representable group functor, maps R to GL n (R) = Aut R (R n ). To define GL n (F 1 ) we therefore have to define F n 1 , or more generally, modules over F 1 . Since Z-modules are just additive abelian groups by forgetting the additive structure one simply gets sets. So F 1 modules are sets. For an F 1 -module S and a ring R the base extension is the free R-module generated by
the symmetric group in n letters, which happens to be the Weyl group of GL n . We now extend this to rings over F 1 . One would expect that
So we define an F M -module to be a set with an action of the monoid M and in particular F n M is a disjoint union of n-copies of M. We define
This is compatible with Z-extension,
as required. Note that GL n (F M ) can be identified with the group of all n × n matrices A over Z[M] with exactly one non-zero entry in each row and each column and this entry being in M × .
Proposition 4.1
The group functor GL 1 on Rings/F 1 is represented by the infinite cyclic group C ∞ . This is compatible with Z-extension as
represents GL 1 on rings.
Proof: Choose a representative τ of C ∞ . For any ring F M over F 1 we have an isomorphism
The functor GL n on rings over F 1 cannot be represented by a ring F M over F 1 since Hom(F M , F 1 ) has only one element.
Proposition 4.2
The functor GL n on rings over F 1 is represented by a scheme over F 1 .
Proof: We will give the proof for GL 2 . The general case will be clear from that. For F M /F 1 the group GL 2 (F M ) can be identified with the group of matrices
We define a scheme X over F 1 as the disjoint union X 0 ∪ X 1 and
is the infinite cyclic group. The group structure on Hom(Spec F M , X) for every F M /F 1 comes via a multiplication map m : X × F 1 X → X defined in the following way. The scheme X × F 1 X has connected components X i × F 1 X j for i, j ∈ {0, 1}. The multiplication map splits into components m i,j : (2) . Each m i,j in turn is given by a monoid morphism µ i,j :
, where ε 0 (a) = a and ε 1 (x, y) = (y, x). This finishes the construction and the proof.
O n and Sp 2n
The orthogonal group O n is the subgroup of GL n consisting of all matrices A with AqA t = q, where q = diag(J, . . . , J, 1), and J = 1 1 . The last 1 only occurring if n is odd. A computation shows that
holds here as well. Finally Sp 2l is the group of all A with ASA t = S, where S is the 2l × 2l matrix with anti-diagonal (1, . . . , 1, −1, . . . , −1) and zero elsewhere. Likewise, Sp 2 l(F 1 ) is the Weyl group. Both O n and Sp 2l are representable by F 1 -schemes.
Zeta functions
Let X be a scheme over F 1 . For F M /F 1 we write as usual,
for the set of F M -valued points of X. After Weil we set for a prime p,
where, of course F p n means the field of p n elements and X(F p n ) stands for X((F p n , ×)). For this expression to make sense (even as a formal power series) we must assume that the numbers #(X(F p n )) are all finite. This type of zeta function thus does not give new insights. Recall that to get a zeta function over Z, one considers the product
As this product takes care of the fact that the prime numbers are the prime places of Z, over F 1 there is only one place, so there should be only one such factor. Soulé [3] , inspired by Manin [2] , provided the following idea: Suppose there exists a polynomial N(x) ∈ Z[x] such that, for every p one has #X(F p n ) = N(p n ). Then Z X (p, p −s ) is a rational function in p and p −s . One can then ask for the value of that function at p = 1. The (vanishing-) order at p = 1 of Z X (p, p −s ) −1 is N(1), so the following limit exists
One computes that if N(x) = a 0 + a 1 x + · · · + a n x n , then ζ X (s) = s a 0 (s − 1) a 1 · · · (s − n) an .
For example X = Spec F 1 gives ζ Spec F 1 (s) = s.
For the affine line A 1 = Spec C ∞,+ one gets N(x) = x and thus ζ A 1 (s) = s − 1.
Finally, for GL 1 one gets ζ GL 1 (s) = s s − 1 .
In our context the question must be if we can retrieve these zeta functions from the monoidal viewpoint without regress to the finite fields F p n ? In the examples it indeed turns out that
where D k is the monoid C k−1 ∪ {0} and C k−1 is the cyclic group with k − 1 elements. Since (F p n , ×) ∼ = D p n this comes down to the following question.
Question. Let X be a scheme over F 1 . Assume there is a polynomial N(x) with integer coefficients such that #X(D p n ) = N(p n ) for every prime number p and every non-negative integer n. Is it true that #X(D k ) = N(k) for every k ∈ N? Or, another question: is there a natural characterization of the class of schemes X over F 1 for which there exists a polynomial N X with integer coefficients such that #X(D k ) = N X (k) for every k ∈ N?
