Motivated to understand the asymptotic behaviour of periodically driven thermodynamic systems, we study the prototypical example of Brownian particle, overdamped and underdamped, in harmonic potentials subjected to periodic driving. The harmonic strength and the coefficients of drift and diffusion are all taken to be T -periodic. We obtain the asymptotic distributions almost exactly treating driving nonperturbatively. In the underdamped case, we exploit the underlying SL2 symmetry to obtain the asymptotic state, and study the dynamics and fluctuations of energies and entropy. We further obtain the two-time correlation functions, and investigate the responses to drift and diffusion perturbations in the presence of driving. * shakulawasthi010615@iisertvm.ac.in † sbdutta@iisertvm.ac.in
I. INTRODUCTION
Systems with a large number of degrees of freedom can exhibit a variety of non-equilibrium behaviour depending on the imposed macroscopic constraints. Subjecting such systems to periodic driving in time may lead them to states with properties that are not only far from equilibrium but also far from well-explored non-equilibrium states such as, for instance, local-equilibrium states or steady states. Periodically driven systems under suitable conditions can exhibit oscillating behaviour that may be required to be understood in its own right and not as some perturbative piecemeal extension of our understanding of other non-equilibrium states.
Extensive studies have been done on periodically driven systems since a long time. There has been an escalating interest in recent times on the effect of periodic driving in a variety of systems, including classical dynamical systems [1, 2] , quantum systems [3, 4] , and stochastic systems [5] [6] [7] [8] [9] [10] . A large body of studies were done many decades ago in the context of stochastic resonance [11] , where it was customary to consider periodic driving with small amplitude. There were also many studies done, if not by imposing any restriction on the amplitude, then by assuming the timescale of driving to be either small or large compared to the relevant timescales associated with the time-independent forces [3, 12] These studies, or perturbative extensions of them, may not be adequate to describe the state of periodically driven many-particle systems, or their thermodynamic properties.
Periodic driving presumably can lead a macroscopic system to some kind of an oscillating state. If so, then it is natural to ask the following questions in order to effect a description and probe the properties of such states. What are the conditions under which oscillating states can exist? What is the nature of these states, and how different are they from equilibrium and from other nonequilibrium states? What is the minimum set of periodic time-dependent macroscopic variables that is required to parametrise the oscillating states? What is the thermodynamic interpretation of these variables? What are the relevant statistical observables of the oscillating states?
In order to address these questions, we first need to find the relevant framework to describe the thermodynamic properties of periodically driven systems. Presumably the relevant degrees of freedom are a few macroscopic variables, such as collective variables, which are stochastic and evolve by a continuous Markov process. In which case, the appropriate dynamics is governed by the Langevin, or equivalently, the corresponding Fokker-Planck equation with periodic time-dependent drift and diffusion coefficients. In other words, the late-time asymptotics of mesoscopic stochastic thermodynamics, wherein periodic driving is appropriately incorporated, could possibly capture the thermodynamic nature of the oscillating state.
Given this motivation, it may be appropriate to study the prototypical examples of Brownian particle, overdamped and underdamped, subjected to periodic forces. We would like to investigate the effect of periodic driving on the behaviour of various observables. The generic properties presumably can be uncovered by studying exactly solvable models. Hence, by and large, we restrict our study to the harmonic systems as we find them almost exactly solvable even in the presence of driving.
The outline of the current work is as follows. In the next section, we find almost exactly the asymptotic probability distributions of periodically driven Brownian particle in time-dependent harmonic potentials. In the underdamped case, we exploit the underlying symmetry to obtain the late-time behaviour. In section III, we investigate the dynamics and fluctuations of various thermodynamic properties, in particular, energies and entropy, in the framework of stochastic thermodynamics. In section IV, we determine the two-time correlation functions, and study the response of the stochastic system to drift and diffusion perturbations. Finally, we summarise and briefly conclude in section V.
II. ASYMPTOTIC PROBABILITY DISTRIBUTION
In this section, we will first introduce a class of stochastic dynamics that is broad enough to accommodate periodically driven thermodynamic systems. Then we will mainly discuss the prototypical examples of overdamped and underdamped Brownian motion under the influence of periodically modulated time-dependent forces.
Presumably it is reasonable to assume that the relevant macroscopic degrees of freedom of a thermodynamic system fluctuate continuously and follow a Markov process. A continuous Markov Process X t is governed by the set of stochastic equations
where µ and a index the components of X t and the standard Weiner process dB t , respectively; while f and σ are given functions that define the specific process [13] . The probability distribution P (x, t) of the process satisfies the corresponding Fokker-Planck (FP) equation
where the FP operator L is of the form
The drift F µ and the diffusion coefficients D µν are fixed in terms of the functions f and σ. For Ito interpretation, the drift F µ (x, t) = f µ (x, t) and the diffusion coefficients D µν (x, t) = σ µ a (x, t)σ ν b (x, t)δ ab . Here the summation is implied by the repeated indices.
We further assume that the effect of periodic driving is completely captured in the choice of the relevant variables and in the explicit periodic time dependence of the drift and the diffusion coefficients. In other words, we consider the FP operator to be T -periodic, namely L (x, t) = L (x, t + T ).
The formal solution of equation (2) is given by
where T denotes the time-ordering, and P (x, t 0 ) is a given distribution at some initial time t 0 . To define the asymptotic distribution unambiguously we will rewrite t = τ + N T + t 0 , where 0 ≤ τ < T and N is an integer, and take the limit N → ∞.
We will choose t 0 = 0, though not required. Note that the evolution operator U is invariant under time translation by a period, namely
for any t, t ′ . This property enables us to write the asymp-totic distribution P ∞ (x, τ ) as
where P ∞ (x, 0) satisfies the condition
A necessary condition for the existence of P ∞ (x, 0) is that none of the eigenvalues of the operator U (x; T, 0) exceeds unity. Further it does not depend on the initial condition provided the operator has a unique normalisable eigenfunction with eigenvalue one that is separated from the nearest eigenvalue with a gap. Note that the asymptotic distribution satisfies the periodicity condition: P ∞ (x, τ + T ) = P ∞ (x, τ ). We will refer to the state associated with this periodic asymptotic distribution P ∞ (x, t) as an oscillating state, and relabel the distribution as P os (x, t).
When the time-period of driving is comparable to other timescales in the problem, then the perturbative treatment of driving may not be sufficient to deduce the nonequilibrium features of the oscillating state. This provides us the motivation to obtain the asymptotic distributions exactly, at least in some special cases, and study their features. Hence we proceed in the remainder to investigate these prototypical examples restricted to the harmonic cases. We shall refer those cases as harmonic for which the diffusion coefficients D µν = D µν (t) are independent of x, and the drift coefficients take the form F µ = A µ ν (t)x ν + b µ (t), where the functions A and b can depend only on t.
A. Overdamped Oscillator
We shall first consider a one dimensional overdamped Brownian particle in driven harmonic potential following the trajectory X t described by the Langevin equation
The noise η is Gaussian with zero mean and periodic time-dependent variance, namely, η(t) η = 0 and η(t)η(t ′ ) η = 2D(t)δ(t − t ′ ). The parameters γ, D and k are taken to be T-periodic. Since the viscosity and the noise together model the interaction with the environment, it can be expected that even without any fine tuning the parameters γ and D carry the same periodicity. On the other hand, since the external forces can be driven independently, the choice of k having the same periodicity is more a restriction than a rule. On physical grounds we may require γ and D to be positive at any time t, while such a restriction, as we shall show, can be weakly relaxed for k during some time.
The probability distribution P (x, t) of X t satisfies the corresponding FP equation
and hence its moments X n := dx x n P (x, t), for natural boundary conditions, follow the equations
The fact that the asymptotic distribution under certain conditions is Gaussian can also be deduced from the asymptotics of the moments. The first moment X 1 (t) evolves from its initial value X 1 (0) as follows,
and vanishes for large time or, equivalently, in the limit N → ∞, provided
The second moment
approaches the function X 2 (τ ) = lim N →∞ X 2 (N T + τ ) asymptotically, when the same condition(12) holds, independent of its initial value X 2 (0). It is easy to verify that X 2 (τ ) is T-periodic when it is rewritten as
where
We can now deduce the Gaussian nature of the asymptotic moments X n (τ ). To this end, we define the quantity Y n (t) = X n (t) − (n − 1)X 2 (t)X n−2 (t), and obtain its dynamics, using equation (10) , as follows,
The above equation implies that, when the condition(12) holds, the quantity Y 2 vanishes asymptotically. Further, under the same condition, the quantity Y n also vanishes asymptotically provided Y n−2 = 0, for any positive integer n. Thus we deduce, by induction, that the property of Gaussian decomposition, X n (τ ) = (n − 1) X 2 (τ ) X n−2 (τ ), holds for all even moments, and that all the odd moments vanish.
Hence the asymptotic behaviour of the overdamped Brownian particle is governed by the oscillating distribution
We reiterate that for the existence of the oscillating state it is not necessary that the function k(t) is positive at all times, but rather it is sufficient that the mildly weaker condition(12) holds. In general it is not required for the FP operator L (x, t) to be negative semi-definite at all times for the eigenvalues of the operator U (x; T, 0) to not exceed unity. It further indicates that periodic driving can indeed enhance the stability of the asymptotic state of the stochastic systems.
It is useful to note that if the FP equation has a unique solution for a given initial condition, then one can also obtain the asymptotic distribution by choosing the initial condition such that the solution is periodic. For instance, the asymptotic expression (14) can also be obtained from the solution(13) by choosing X 2 (0) such that X 2 (τ + T ) = X 2 (τ ) instead of taking N → ∞ limit.
B. Underdamped Oscillator
We now extend the analysis of the asymptotic behaviour of the periodically driven Brownian particle by relaxing the overdamped limit. One of the motivations for including the inertial term is because with the increase in the frequency of driving the inertial force increasingly dominates over the viscous force. This may bring about nontrivial coupling between velocity and position degrees of freedom.
The position X t and the velocity V t of a Brownian particle in a periodic harmonic potential is described by the set of stochastic equationṡ
where the noise is Gaussian, as specified earlier, with strength 2D(t), and the parameters γ, D and k are Tperiodic. The corresponding FP equation of the probability distribution P (x, v, t) is given by
while the moments X m,n (t) := dxdv x m v n P (x, v, t) of the probability distribution, for natural boundary conditions, satisfy the equations
− nk(t)X m+1,n−1 (t) + D(t)n(n − 1)X m,n−2 (t) .
Let us classify the moments into various levels, labelled by a positive integer L, wherein the moment X m,n is said to belong to the level L when m + n = L. There are two interesting features of the dynamical equations(20) that will almost lead us to its solutions. One is that they can be viewed, for a given L, as a set of linear inhomogeneous coupled equations where the homogeneous part contains only level L moments, while the inhomogeneous part depends only on level L−2 moments. The second feature is that the homogeneous part of all levels has the same symmetry structure.
SL2 Symmetry
Suppose we construct a L + 1 component vector X L = [X L,0 , X L−1,1 , · · · , X 0,L ] T . Then the homogeneous part of the dynamical equation for X L can be written as
where I L is an identity matrix, and {J ± L , J L } are matrices with the following components
whose indices r, s run over 1, · · · , (L+1). It can be verified that these matrices satisfy the commutation relations
Hence it follows that the matrices {J ± L , J L } are a realization of a L + 1 dimensional irreducible representation of the generators {J ± , J} of the SL 2 (R) group, respectively.
To exploit the symmetry without restricting to any particular representation, it is convenient to define the vector Y L := X h L exp (LΓ/2), where Γ(t) = t 0 dt ′ γ(t ′ ), and rewrite equation (21) as
which has no explicit L dependence.
Since any irreducible representation of sl 2 algebra is a symmetric power of its standard representation [14] , the solutions of level-L homogeneous equation can be obtained by the symmetrization of L tensor powers of the solutions of the level-1 equation
Level-1 and Level-2 moments
We now show that the level 1 and, hence, level 2 moments can be written down in terms of the solutions of a Hill equation. This is evident from equation (25), from which it follows that the component Y 1,0 satisfies the Hill equation
where ν = k −γ/2 − γ 2 /4. Let us denote the two independent Floquet solutions of the Hill equation to be u(t) and w(t), satisfying the pseudo-periodic property,
Note that the sum of the constants, µ and µ ′ , vanishes since uẇ − wu is conserved.
The existence of nontrivial solutions and the value of µ depends on the function ν(t). It may be remarked that there are cases for which the solutions are either known [15] [16] [17] , or known to exist [18] , or known to be stable or bounded under certain conditions [19] .
The two independent solutions of equation (25) can be chosen to be
and the corresponding fundamental matrix to be
In other words, the solution of equation (25),
, can be specified by the Hill equation solutions u(t) and w(t), and the given initial condition Y 1 (0).
The vector X 1 associated with the level 1 moments satisfies the homogeneous equation (21) , and therefore is given by the expression
where the matrix
It can be verified that the fundamental matrix Φ 1 satisfies the pseudo-periodic property,
where Λ 1 is a diagonal matrix with elements exp(−µT ) and exp(µT ), respectively. Hence it follows that the asymptotic vector
provided the modulus of the real part of µ and the average γ of the viscous coefficient γ over a period, satisfy the condition
The solution Y 2 (t) of equation (24) for level L = 2 can be constructed, as mentioned earlier, from the symmetrized tensor square of the level 1 solutions (27) . Thus we obtain the level-2 fundamental matrix
where U =u − γu/2 and W =ẇ − γw/2 are used for notational simplicity. In other words, we have determined the solution
This implies that the asymptotic behaviour of the homogeneous part is given by X h
, and vanishes, in the limit t → ∞, when the condition(32) holds.
Having determined the fundamental matrix(33), we can now write down the level-2 moments which satisfy the inhomogeneous equation
The general solution of the above equation is given by
where the vector X 2 (t) = [X 2,0 (t), X 1,1 (t), X 0,2 (t)] T , the vector b(t) = [0, 0, 2D(t)] T , and the matrix
We can further read the asymptotic level-2 moments from the large time limiting vector X 2 (τ ) = lim N →∞ X 2 (N T + τ ). Since the eigenvalues of K 2 (T, 0) = Φ 2 (0)ΛΦ −1 2 (0) are same as those of Λ, in the limit N → ∞, the ma-
Thus the loss of the memory of the initial state and the existence of the limiting vector are both ensured when condition(32) holds. We reiterate that instead of explicitly taking the N → ∞ limit to obtain X 2 (τ ), we can also determine the limiting vector by choosing specific value of X 2 (0) that guarantees X 2 (t) to be T -periodic. In either way we find the asymptotic vector to be
To sum up, the asymptotic behaviour of the moments of the first two levels, when the condition(32) holds, is given by the equations(31) and(37). It should be remarked that time-dependent harmonic oscillators, both classical and quantum, have been extensively studied. In particular, there are numerous studies related to a quadratic dynamical invariant, known as Lewis invariant [20] , with time-dependent coefficients. The dynamics of these coefficients is analogous to equation(34) with D = 0 [21, 22] .
The asymptotic distribution
We now argue that, in the large time limit, the odd level moments vanish while the even level moments satisfy Wick's contraction property.
Note that the level L moments obey the homogeneous equation (21) when the level (L−2) moments vanish. Furthermore X h L (t) and X 1 (t) vanish for large times, when the condition(32) holds. Hence, by induction, we conclude that all odd level moments asymptotically vanish.
In case of the even moments, consider the differences δ W X m,n = X m,n − X (W ) m,n between the moments X m,n and their corresponding Wick's contracted quantities X (W ) m,n . As briefed in the appendix, when these differences up to level (L − 2) moments vanish, the differences δ W X m,n for level L moments satisfy the homogeneous equation. Further the level 2 differences δ W X m,n are identically zero, while level 4 ones satisfy the homogeneous equation. We thus conclude, by induction, that the even moments satisfy the Wick's contraction property asymptotically, provided the condition(32) holds.
Hence the asymptotic behaviour is essentially governed by the oscillating distribution
where Σ is the covariance matrix given by
and |Σ(t)| denotes the determinant of Σ(t). The normalizability of the asymptotic distribution, or the existence of the oscillating state, requires Σ to be positive definite.
The above distribution suggests that the position x and velocity v degrees of freedom are in general not decoupled in the oscillating state, unlike the case in the equilibrium state. In other words, the marginal distribution for x variable obtained from (39) is different from the asymptotic distribution of the corresponding overdamped Brownian process. This also suggests that the set of relevant variables required to describe thermodynamic systems can be larger when driven periodically than when not driven.
III. THERMODYNAMIC QUANTITIES
In this section, we study various thermodynamic quantities in the framework of stochastic thermodynamics [23] [24] [25] [26] [27] .
Essentially, a stochastic variable A t = A(X t ) is associated to any given observable A(x), whose distribution is induced by the distribution(4) of X t . In the large time limit, the induced distribution also becomes T -periodic, and hence we expect various moments of the thermodynamic observables in the oscillating state to be time dependent and T -periodic.
Here we shall only consider the more general underdamped case and evaluate some of the relevant quantities, including energy and entropy averages and their fluctuations in the oscillating state.
A. Energy: Dynamics and Fluctuations
The energy of the Brownian particle in potential U (x, t) is a stochastic variable, and is expressed as
The Stratonovich convention is chosen [23, 26] for the stochastic dynamics so that the first law of thermodynamics holds strongly, namely,
where the infinitesimal heat gained by the system
and the infinitesimal work done on the system
The symbol • denotes the Stratonovich product, and dB t = t+dt t dt ′ η(t ′ ). While determining the expectation of fluctuating quantities, it is convenient to express Stratonovich product (•) in terms of Itô product (·), for instance,
In case of the driven harmonic potential U (x, t) = k(t)x 2 /2, the averages of quadratic functions of x, v in the oscillating state trivially follow from their definition, while the averages of the nonquadratic ones can be evaluated straightforwardly by Wick's contractions. For instance, the rate of work done
the rate of heat dissipation
and the coefficient of heat diffusion
We now evaluate the generating function of the moments of the energy in harmonic case. The probability distribution P os (E, t) of energy E t at time t is given by
where E(x, v, t) = (v 2 + k(t)x 2 )/2 and, for notational simplicity, x,v is used for integration over x and v. Taking the integral representation of the delta-function and integrating over x and v leads to the expression
Note that the distribution of the energy is completely specified by the first two moments of the energy, E t and E 2 t . It does not explicitly depend on any of the driving parameters. In the special case, where the parameters are made independent of time, the energy distribution is completely fixed by E t , as is expected from equilibrium distribution.
Essentially all the higher moments of energy can be written down in terms of the first two moments. Equivalently we could consider evaluating the moments of the energy deviation from its mean ∆E t := E t − E t . The higher moments of the energy deviation can be obtained from the generating function
by taking derivatives with respect to λ. More explicitly, for any non-negative integer n, the corresponding moment can be generated from the expression
where ∂ λ denotes ∂/∂λ. The averages of energy E t and energy square E 2 t in the oscillating state can be evaluated from the original distribution(39), and can be expressed as
The energy distribution does not contain complete information about the correlations between x and v degrees of freedom.
This information can be obtained, for instance, from the combined distribution of kinetic energy E kin t = V 2 t /2 and the potential energy U t = U (X t , t). We simply state without derivation that the combined distribution can be obtained by following similar steps taken for obtaining the energy distribution. Instead we proceed to define a couple of related quantities that are likely to play a significant role in understanding the properties of the oscillating state. One is related to the average kinetic energy, denoted T s (t), which is defined as
and will be referred to as the kinetic temperature of the system. The other is the coefficient of correlation c(t) between the kinetic and the potential energy fluctuations, defined as
This quantity is also a measure of correlation between x and v.
In case of harmonic potentials, we can easily read the effective temperature T s (t) = X 0,2 (t), and can straightforwardly determine the correlation coefficient
We shall also find it convenient to rewrite various thermodynamic quantities in terms of T s (t), c(t) and E t . For instance, the expression(53) can be rewritten as
In harmonic cases, the equal time distribution has three independent parameters, and hence it is not surprising that we could express the average energy square, or any other observable, in terms of the above three quantities. Equivalently, we could instead choose the quantities T s (t), c(t) and U t . Note that there is no equipartition of kinetic and potential energies in the oscillating state, and hence T s (t) and U t are in general independent quantities.
B. Entropy: Dynamics and Fluctuations
The entropy of the system in an oscillating state with a given distribution P os (x, v, t) is also a stochastic variable Y t , defined as
The variable can take any real value y > 0. This definition of entropy [24, 25] in the stochastic thermodynamics is motivated by the fact that the expectation of Y t is the Gibbs entropy:
The stochastic process of the entropy Y t can be obtained from the expression
where P os ≡ P os (X t , V t , t) is used for notational convenience. Using the stochastic dynamics of X t and V t , and the corresponding FP equation, the above expression straightforwardly leads to the relation
is the irreversible component of the probability current, and is given by the expression
Note that the expression(61) is valid for any potential U (x, t) and is not just restricted to the harmonic potentials. On the right hand side of equation (61) the expectation of both the first term in the bracket, provided J ir v → 0 as v → ±∞, and the last term of the expression vanish.
Let us assume that the heat bath at any time t is maintained at an instantaneous temperature T b (t) = D(t)/γ(t), which then allows us to identify the negative of dQ t /T b (t) as the rate of entropy change of the bath due to the heat transfer. Hence the rate of change of entropy in the system can be expressed as
where the rate of entropy production
and the entropy flux
The stochastic quantity dY t − dQ t /T b (t), whose average is Π(t)dt and squared average is 2Π(t)dt, is essentially associated with the fluctuations of the combined entropy of the system and the bath. There has been many recent studies on entropy production [28] [29] [30] including specific periodically driven systems [10, 31] . In case of harmonic potential, using equations(39),(40),(62) and (64), we can evaluate the rate of entropy production, which can be rewritten as
Using the identity, r + 1/r ≥ 2 for any real r > 0, we further conclude that in the oscillating state the entropy production satisfies the inequality,
and has a non-zero lower bound for any time t, when c(t) > 0. When the positivity condition on k(t) is weakly relaxed at some specific times, without destabilising the oscillating state, then the coefficient c(t) becomes negative and results in no further condition other than the condition Π(t) ≥ 0, which of course holds at all times. The entropy flux Φ, using equation (46), can be written as
Hence, larger the deviation of the system temperature from the bath temperature, then higher is the entropy flux.
It may be remarked that the bath temperature T b is of course related to the three quantities T s (t), c(t) and U t , though not by a simple algebraic relation. However, in the limit when the potential energy can be neglected, namely as the mass (which is not displayed explicitly here) of the Brownian particle becomes increasingly smaller, then T s approaches T b increasingly closer.
We now evaluate the moments of the entropy in the oscillation state for harmonic potentials. Substituting equation(39) in (59), and integrating over x and v, leads to the average entropy
Similarly we obtain the second moment, which can be written as
and find that it is completely fixed by the the first moment alone. Further we note that the dispersion of Y t is independent of time.
The probability distribution P os (y, t) of the entropy Y t at time t is given by P os (y, t) =
x,v δ(y + ln P os (x, v, t)) P os (x, v, t) . (71) Substituting equation(39) and using the integral representation of the delta-function, in the above expression, and then integrating over x and v leads to the distribution
The probability distribution can also be explicitly written as
where Θ is the Heaviside step-function. The expression(72) suggests that the moments of the deviation of the entropy from its mean ∆Y t := Y t − Y t can be obtained from the generating function
In other words, the moments can be generated from the expression
Note that the distribution of the entropy is completely specified by its average Y t and does not explicitly depend on any of the parameters of the system. Though the generating function of Y t depends on Y t , the generating function G s (λ) of ∆Y t depend neither on Y t nor on any parameter, and hence is time independent.
C. Energy and Entropy Correlations
The energy and the entropy in general can be expected to be correlated even in the oscillating state though the extent of this correlation may not be as much as it is at equilibrium.
The combined probability distribution P os (E, y, t) of energy E t and entropy Y t at time t is given by
Following similar steps, as done earlier, we find the energy entropy distribution
where λ1,λ2 denotes λ 1 , λ 2 integrals over (−∞, +∞) along with the factor (2π) −2 , and G ǫ,s (t; λ 1 , λ 2 ) denotes the generating function of the moments of ∆E t and ∆Y t , given by
(78) Essentially the moments are generated by the expression
for any non-negative integers m and n.
Note that the combined generating function G ǫ,s (t; λ 1 , λ 2 ) ≡ G ǫ,s (t; E t , E 2 t ; λ 1 , λ 2 ) depends only on E t and E 2 t . The dependence of the moments ∆E n t ∆Y m t on E 2 t , and not just on E t , shows up only when n > 1.
A straightforward analysis leads to the connected correlation function
in the oscillating state for the harmonic potentials. The correlation coefficient c ǫs (t) of the energy and the entropy fluctuations,
can be written, using equations(57),(70), and(80), as
where f kin = T s (t)/2 E t is the fraction of average energy that is kinetic. Note that the correlation coefficient of energy and entropy fluctuations reduces as the correlation between x and v increases. The minimum possible value of coefficient c ǫ,s (t), when the kinetic and potential energies are positively correlated, is 1/ √ 2. In case of equilibrium stochastic thermodynamics the fluctuations of energy E t and entropy Y t are completely correlated [24] , namely, the relation ∆E t = T b (t)∆Y t holds strongly. While this is not the case in the oscillating state, and the difference ∆Ψ t = ∆E t − T b (t)∆Y t is a fluctuating quantity. The generating function G ψ (t; λ) for the moments of ∆Ψ t can be read from the expression(77), and is given by
The moments can then be evaluated from the equation
The dispersion of ∆Ψ t , using equations(57),(70) and(80), can be written as
where the time dependence of c(t), T s (t) and T b (t) are not explicitly exhibited for notational simplicity. The first term on the right hand side of the equation is due to the presence of correlation between kinetic and potential energies. The second and third terms are due to the deviation of the average energy from T b (t) and from the fraction (1 − c) of T s (t), respectively.
IV. TWO-TIME QUANTITIES
In this section, we introduce two-time stochastic variables associated to the correlation and the response functions, and evaluate expectation values of some of these observables. One of the motivations to do so is to study the dynamical response, encoded in the two-time quantities, of the system in the oscillating state. We shall observe that this response can be significantly different from the response of the system at equilibrium. For any given stochastic variables A t = A(X t ) and B t = B(X t ), the two-time correlation function in the oscillating state is defined as
where the joint probability distribution
can be written in terms of the oscillating distribution P os (x, t) and the conditional probability density
Using equation (5) in the above expression, leads to identifying the invariance of the two-time functions under discrete time translation by time period T .
A. Hierarchy of Correlation Functions
We first organise all the stochastic variables of the underdamped driven oscillator into a hierarchy of composite stochastic variables. Each hierarchy is labelled by the level index L and contains only the variables that transform under the L + 1 dimensional irreducible representation of sl 2 algebra. We then show that all the two-time correlation functions can be obtained when the solution (27) and the equal-time correlation functions are known.
We denote the level-L composite stochastic variables as
where L is a positive integer and, for any given L, the index r runs over all the non-negative integers from 0 to L. From the dynamics of the stochastic variables X t and V t , given in equation (18), we obtain the dynamics of the composite variables as follows
The last two terms contain variables only from the lower levels and not from the level-L, and the rest of the expression is same as equation (21) with an underlying sl 2 symmetry. Hence it follows that these composite stochastic variables can be written as
where the summation over m from 0 to L is implied, and the (L+1)-dimensional matrix
is formed from the fundamental matrix Φ L (t) of the equation (24) . The matrix Φ L (t) can be constructed explicitly, since all the representations of sl 2 can be obtained from the fundamental representation, and is essentially the symmetric part of the L-th tensor power of Φ 1 (t). The stochastic variables associated to the two-time correlation functions are defined as
for any pair of levels (L, L ′ ) and the pair of components (r, r ′ ), respectively. The average two-time correlation function is of the form t) . The functions C then can be evaluated using equation(91), and we obtain, for t > t ′ , the expression
where the equal-time connected correlation functions
Thus the two-time correlation functions can be determined iteratively provided equal-time correlations are known.
B. Correlation functions in the oscillating state
In the oscillating state, the equal-time connected correlation functions, as defined in equation (96), vanish when L = L ′ , as can be seen by decomposing them using Wick's contractions. Hence we deduce, from equation(95), that the functions C rr ′ 1L ′ (t, t ′ ) vanish for L ′ = 1, while for L ′ = 1 has the simple relation
where C 11 (t, t ′ ) are C 11 (t ′ ) are the matrices whose components are two-time and equal-time correlation functions, respectively. The above linear relation makes it transparent that the dynamics of C 11 (t, t ′ ) is same as that of K 1 (t, t ′ ), with the initial condition C 11 (t ′ , t ′ ) = C 11 (t ′ ).
For the L = 2 case, the equation(95) again takes a simple form
from which it is evident that the correlation functions are non-zero only for L ′ = 2. Further, since K 2 (t, t ′ ) can be written in terms of the elements
can be expressed in terms of C rr ′ 11 (t, t ′ ) and level 2 equaltime correlation functions.
From equations(30), (33) and (92), the matrix K 2 (t, t ′ ) can be explicitly obtained, and is found to be where the elements κ 11 = [K 1 (t, t ′ )] 0 0 , κ 12 = [K 1 (t, t ′ )] 0 1 , κ 21 = [K 1 (t, t ′ )] 1 0 , and κ 22 = [K 1 (t, t ′ )] 1 1 . Substituting the above matrix in equation(98), and using Wick's contractions to rewrite C rr ′ 22 (t ′ ) in terms of C rr ′ 11 (t ′ ), will lead us to the following expressions,
(100)
Note that the above two-time correlation functions do not explicitly depend on equal-time functions. Furthermore, they satisfy the Wick's contraction property.
We can now infer from the set of equations(95), and by induction, that the functions C rr ′ LL ′ (t, t ′ ) vanish for t > t ′ when L ′ > L. In other words, the lower level stochastic variables at any time are not correlated to earlier time stochastic variables of higher level. Further we can deduce that the functions C rr ′ LL ′ (t, t ′ ) also vanish when L + L ′ is not an even integer, which is indeed a consequence of the symmetry (X t , V t ) → (−X t , −V t ) of the stochastic process. For any L, these functions can be determined, though can be a tedious exercise, once we write K L (t, t ′ ) in terms of the elements of K 1 (t, t ′ ). In essence, the entire dynamical information in the harmonic case is encoded in the two-time correlation functions C rr ′ 11 (t, t ′ ).
C. 2-time correlations of energies and entropy
All the two-time correlation functions involving the stochastic variables ∆E kin t , ∆U t , ∆E t and ∆Y t can of course be written explicitly, using equations(100), in terms of the four quantities C rr ′ 11 (t, t ′ ). Equivalently, we can choose any four two-time quantities involving energies, which are more generic observables, and express the rest in terms of them. Let us choose the following correlation functions,
which are essentially read off from equations(100). The entropy deviation ∆Y t in the oscillating state, obtained from equations(58) and(39), is given by
(102) where the notation ∆A t := A t − A t is used to denote the deviation of the corresponding variable A t from its mean. This expression, up on using equations(40),(55) and(101), can be rewritten as
(103) where, at least for notational simplicity, we use a normalised deviationδ
corresponding to any variable A t , and the variable
The correlation functions involving ∆Ω t and the energy variables can be straightforwardly determined, by using Wick's contractions and equations(101). Thus we obtain the following expressions,
The expressions for δ E kin t ∆Ω t ′ and δ U t ∆Ω t ′ are same as those for ∆Ω tδ E kin t ′ and ∆Ω tδ U t ′ , respectively, but with t and t ′ interchanged.
In essence, all the two-time correlations of entropy with energies, or entropy with entropy, are determined by the two-time correlations of kinetic and potential energies.
In the absence of driving, the correlation c(t) between kinetic and potential energies vanishes. Hence the presence of Ω t term in ∆Y t is purely due to the periodic driving. It is evident, from the expressions(106) and(103), that the effect of periodic driving on the two-time correlations of the entropy with any other observable cannot be obtained, from the corresponding correlation function in the absence of driving, by invoking an effective variable that is independent of the observable.
D. Response functions
We now introduce the stochastic variables associated to the linear response of the system to various perturbations.
Suppose the Markov process(1) is perturbed such that the FP equation (2) is modified to
where the time dependent field λ(t) is switched on at time t = 0, and the operator δ λ L (x) is accordingly defined by the perturbation. The solution of the modified FP equation can be formally written as s) ,(108) for any t, t 0 . Choosing the initial state P λ (x, 0), before switching on the field at t 0 = 0, to be the oscillating state, will reduce the above solution in the linear regime to
(109) which can be rewritten as 
Following the standard linear response analysis, the expectation A t λ of the stochastic variable A t with respect to the perturbed distribution P λ (x, t) is then given by
where the stochastic variable Λ t = Λ(X t ; t); and all the expectations, on the right hand side, are with respect to the oscillating state. Hence given any stochastic variable A t and the perturbation operator δ λ L (x), we can associate to the corresponding response function a two time stochastic variable
We can now write down explicitly the stochastic variables associated to the drift and diffusion perturbations. The most general drift perturbations in the underdamped case amounts to modifying the stochastic process specified in equations (18) as follows,
where h L r (t) are small drift fields switched on at t = 0. We associate to each field h L r (t) a corresponding stochastic variable,
(115) which is obtained from equation (111), upon using the fact that the above perturbation modifies the FP operator by −h L r (t)∂ v O r L (t), and then substituting equation(62). When restricted to driven harmonic potentials, the above expression reduces to
(116) Note that Λ r L (t) = 0, which is the case for any δ λ L (x) of the form ∂ xµ · · · , and when P os (x, t) vanishes at the boundary points of x µ .
Thus the linear response of O r L (t) to the perturbation h L ′ r ′ (t ′ ) is captured by the two-time stochastic variable
Since the functions C rr ′ LL ′ (t, t ′ ) vanish when L ′ > L, the response functions R rr ′ LL ′ (t, t ′ ) vanish for L ′ > L + 1. In other words, lower level stochastic variables do not respond to drift perturbations of higher level variables. Also note that the functions R rr ′ LL ′ (t, t ′ ) vanish for L ′ = L, or more precisely, when L + L ′ is not an odd integer, since C rr ′ LL ′ (t, t ′ ) vanish when L + L ′ is not even. Let us consider the special case where there is a shift in energy E t → E t − h(t)X t , or equivalently, where the field h 0 0 (t) is switched on. The linear response of the variable X t to this drift perturbation, for t > t ′ , is given by
where the final expression is obtained up on using equations(101). In absence of periodic driving the above expression of course reduces to X t V t ′ /T s . Similarly, the linear response of the variable V t to the same drift perturbation, for t > t ′ , is given by
It is evident from the above two equations that the fluctuation dissipation ratio is not independent of the observable. The level 2 stochastic variables do not respond to the above linear perturbation, but instead would respond to the h 1 r (t) fields, as given in equation (117), or to the diffusion perturbations, as discussed below.
The perturbation of the diffusion coefficient D(t) → D(t) + δD(t) modifies the Fokker-Planck operator by δD(t)∂ 2 v , and induces a shift in the expectation O r L (t) to
where the response stochastic variable
is defined by the responding variable O r L (t), and the probing variable
The above expression is obtained from equation (111) for δ λ L = ∂ 2 v . The response variable can be rewritten in terms of the two-time correlation variables as
(123) In order to obtain the linear response of the energies and entropy to diffusion perturbations, it is convenient to recast the stochastic variable ∆Λ D (t) in a form that is similar to that of the entropy deviation ∆Y t as given in equation(103). By following the similar steps taken there, the equation(122) leads to the expression
(124) that can be rewritten, using equation(103), as
Hence the linear response of any stochastic variable to diffusion perturbations in the presence of periodic driving is same as that in the absence of the driving, up to an amplitude modulation that is independent of the responding observable. In other words, the explicit relations of the response functions, when written in terms of correlation functions of the responding variable with entropy and with potential energy, remain the same even in the driven case provided the kinetic temperature T s is replaced by an effective temperature T s (t) (1−c(t)) that is T -periodic.
V. CONCLUSION
To summarise, we have obtained the asymptotic states and studied the thermodynamic properties of driven harmonic Langevin systems. Under certain conditions these asymptotic states, referred to as oscillating states, exist and can be described by time-periodic distributions.
We notice that the oscillating states can sustain even when the negative semi-definite property of the FP operator is relaxed at times. We have demonstrated this point explicitly in case of driven overdamped Brownian particle in a time-dependent harmonic potential.
We largely studied the asymptotic properties of driven underdamped Brownian particle in harmonic potentials. We exploited the underlying SL 2 symmetry to obtain the asymptotic distribution. We organised the moments and various other stochastic observables based on their transformation properties under the SL 2 symmetry.
We have analysed various thermodynamic quantities including energies and entropy in the oscillating state. These quantities and their fluctuations could be expressed in terms of the kinetic temperature, average energy (or average potential energy) and the correlation coefficient of kinetic and potential energies. We also find that the energy entropy correlations in the oscillating state are quite different from those at equilibrium.
We have also analysed two-time correlation functions in the oscillating state. The entire dynamical information in the harmonic case is essentially encoded in the level 1 two-time correlation functions, or equivalently, in the two-time correlation functions of kinetic and potential energies. We have shown that all the higher level two-time correlation functions can be determined iteratively. We further find that the lower level stochastic variables at any time are not correlated to earlier time stochastic variables of higher level.
We briefly studied the response of the stochastic system to drift and diffusion perturbations. We noted that the lower level stochastic variables do not respond to drift perturbations of higher level variables. The response of any variable to the diffusion perturbation could be written in terms of correlation functions of that variable with entropy and with potential energy. These relations are found to remain the same even in the presence of driving, provided the kinetic temperature is replaced by a T -periodic effective temperature. Fluctuations of the two-time stochastic variables can also be studied by the methods employed here.
Some of the relations obtained here are of course specific to harmonic potentials. It would be interesting to ask whether any of these relations survive when more general potentials are considered.
Our analysis can be easily extended to many particle driven stochastic systems with harmonic interactions. Non-harmonic interactions can also be included, if treated perturbatively. The systematic nature of the analysis further provides the motivation to try applying similar methods to stochastic systems with other symmetries.
Appendix A: Wick's contraction property
The Wick's contracted quantity X (W ) m,n , corresponding to the moment X m,n of any level L = m + n, is defined as the sum of products of second moments and is given by
where the summation is over all possible pairings of second moments, and the L number of variablesx i denote either x or v which appear exactly m and n times, respectively. It is implied from the above definition that the level L = m + n is even. When the difference between the moment and its Wick's contracted quantity δ W X m,n = X m,n − X (W ) m,n ,
vanishes, then we say that the Wick's contraction property holds for the moment X m,n . We can of course write down the dynamical equation for the difference δ W X m,n using equation (20) . To this end, instead of directly using the expression(A1), we find it convenient to first decompose X (W ) m,n of level L in terms of level (L−2) contracted quantities and second moments. This decomposition though is not unique and, for instance, can be chosen as 
Based on the above expression, for later notational convenience, we define the quantity C m,n := (m − 1)X 2,0 X m−2,n + (n − m)X 1,1 X m−1,n−1 − (n − 1)X 0,2 X m,n−2 ,
for m ≥ 1 and n ≥ 1. We now show that if the Wick's contraction property holds upto level (L − 2) moments, then the differences δ W X m,n for the level L moments will satisfy the homogeneous equation (21) . We shall use either equation(A3) or(A4) for X (W ) m,n at level L and at level L − 2, depending on the values of m and n, and assume that the Wick's contraction property holds, namely X m,n = X (W ) m,n , at level L − 2 and at level L − 4. Then the time derivative of δ W X m,n can be obtained from equation (20), by elementary algebraic manipulation though cumbersome, and we find that the resulting expression takes the simple form d dt δ W X m,n =mδ W X m−1,n+1 −nγδ W X m,n −nkδ W X m−1,n+1
where S m,n = C m−1,n+1 , for m ≥ 2 and n ≥ 0 , kC m+1,n−1 , for n ≥ 2 and m ≥ 0 ,
obtained by the choice(A3) and the choice(A4), respec-tively. Hence we conclude, using equation(A5), that the dynamics of level L differences δ W X m,n is given by the homogeneous equation (21) . Note that the Wick's contraction property trivially holds for L = 2 case.
For level L = 4, using the original defining equation(A1), it is easy to verify that the differences δ W X m,n satisfy the homogeneous equation (21) . Hence the Wick's contraction property holds asymptotically for δ W X m,n at level 4, and by induction at all even levels, provided the condition(32) is satisfied.
