Abstract: An OTDM router architecture using a highly scalable time slot tuner is discussed. Results for a 100-Gb/s, 16-channel router using a computer-controlled interface are presented. The scalability and latency of the router based upon the time slot tuner shows that aggregate bandwidths beyond 1 Tb/s are possible. We show that a maximum hardware time slot access latency of less than 3.2 ns can be achieved with this architecture enabling ultrafast optical packet routing.
Introduction
Although lightwave technology is meeting the demand for point-to-point and long-haul transport of digital information, routing packets at the nodes of the network has typically been carried out using electronically switched backplane routers. The growing capacity on the Internet is placing an evergreater demand on electronic routing technologies. While WDM can support large aggregate traffic bandwidths, it is difficult to perform routing functions that may involve challenging techniques such as dense wavelength conversion. Additionally, present WDM laser and filter tuning techniques rely upon slow technologies that increase the channel access latency and reduce the effective network bandwidth.
Recent advances in optical time division multiplexing (OTDM) have proven this technology's ability to handle the switching and routing needs for future networks [1] [2] [3] . Channel access in OTDM networks is achieved by using time slot tuners and all-optical demultiplexers. Timing precision of less than 1 ps is required to tune, multiplex, and demultiplex individual channels within the OTDM frame.
OTDM Router Design
The router architecture we are constructing is based upon an OTDM interconnect shown in Fig 1. Like a standard electronic router, line cards interface network gateways and backbones to the backplane of the router. A client interface connects the line cards to the OTDM interconnect which replaces an electronically switched backplane. Addresses are mapped to specific time slots within the network. Routing is achieved by sending each bit of the packet in a unique time slot corresponding to its destination node. Splitting and amplifying the optical output of a single modelocked fiber laser synchronizes all nodes in the network. A time slot tuner performs data modulation and transmits the data into a given time slot. The data pulses are precisely multiplexed into an OTDM frame that contains traffic from all nodes. Each node receives data from a given time slot by using a time slot tuner to align the clock with an incoming time slot within the frame for all-optical demultiplexing. Packet routing is We have recently demonstrated [4] an error-free 100-Gb/s broadcast star architecture that can be used as the backplane for this router.
The key subsystem that determines the scalability and latency of the router is the time slot tuner. In this paper, we fully demonstrate computer control of a time slot tuner with <1 ps timing accuracy and hardware latency on the order of the single channel bit period.
We analyze the router scalability based upon the time slot tuner and show that the architecture can offer greater than 1 Tb/s aggregate bandwidth and support over 1000 nodes. This represents an order of magnitude improvement over current, state-ofthe-art electronic routers.
Time Slot Tuner Design and Operation
Previously we demonstrated a 1024 channel time slot tuner capable of accessing channels from an aggregate bit rate of 50 Gb/s using manual control [5] . In this demonstration, we show computer controlled tuning of a 16-channel, 100-Gb/s time slot tuner. The time slot tuner schematic is shown in Fig. 2 . It consists of two gating modulators, cascaded stages of feed-forward Mach-Zehnder fiber lattices, and a computer interface board for each modulator. The relative delays of the fiber lattices increase as (T -t), 2(T~ T), ... Fig. 3 . A repetitive pulsed mode-locked laser feeds the optical input of the time slot tuner at a rate of 1/T. Each pulse that enters the two-stage delay line is copied four times and each copy arrives at the output in a unique time slot. In the case of the two-stage tuner, four pulses arrive and travel through the delay lattice during the single channel bit period, 1/B. Since each pulse is copied four times, the two-stage tuner provides the ability to access up to 16 unique time slot channels. As shown at the point labeled lnterm. on Fig. 3 , the 16 copies are arranged into 4 subcells where the inter-subcell pulse spacing is the small time interval t.
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Using the gating modulators, MOD 1 and MOD 2, a single channel may be selected for transmission into the desired time slot. In Fig. 3 , we show an example of tuning to channel 10. Picosecond pulses enter the delay lattice at the Optical Input. The Optical Input shown in Fig. 3 illustrates a train of pulses beginning with S2. (Note that copies of S/ and Si that appear at Interm. result from previous pulses not shown at the Optical Input.) The MOD 1 gating function selects input pulse S4 that, after propagating through the delay lattice, populates time slots 4,1, 10, and 13 at the intermediate point (Interm. labeled on Figs. 2 and 3) . By choosing the gating function of MOD 2, channel 10 can be selected. A key feature of the time slot tuner is that the bandwidth of the electronics needed to produce the modulator gating functions is equal to the repetition rate of the laser, 1/T, which can be several orders of magnitude below the subcell rate of 7/Tand the aggregate router bandwidth. Fig. 4 shows the results of interfacing a two stage (k = 2) time slot tuner to a computer controller board that provides the capability of accessing 16 (= 2 k x 2 k ) channels from a 100-Gb/s time frame with low latency. The channels populate the 1.6 ns (= l/B) time frame in four subcells each containing four channels. The inter-subcell pulse spacing is 10 ps (= f) providing a 100-Gb/s subcell bandwidth. For simplicity, we transmitted all ones into each of the 16 channels. Although the pulses in the 10-ps time slots are approximately 2 ps at FWHM, the output is broadened on a bandwidth-limited photodetector and oscilloscope. The computer interface board has the capability of accessing any of the channels in the time frame with a maximum hardware latency of less than 3.2 ns governed by the build-up time of pulses entering the time slot tuner [5] .
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Experimental Results
Tuning Latency and Router Scalability
The latency of tuning the time slot selector is governed by the build-up time of the pulses in the delay lattice. The time frame that is accessible by the two-stage tuner contains Channels 1 through 16 within the single channel bit period l/B. However, as shown in Fig. 3 , the pulses that make-up the 16 channel frame include pulses Si through S 4 as well as Si', S2', and 83'. As a result, tuning among all 16 channels will result in a different latency. Table 1 summarizes the latency required to tune from Channel 1 to any of the other 15 channels in the time frame. The worst case, tuning to Channel 13 takes approximately 7T or almost two OTDM time frames (= 2/B) while the best case is as fast as T. Relating these values to our experimental demonstration where T = 400 ps and 1/B = 1.6 ns, the maximum tuning latency from Channel 1 is less than 3.2 ns. Typical channel access time is 4T (= 1/B) which is the single channel bit period. Given that typical packets contain thousands of bits, the tuning latency is negligible as compared to the packet time.
By combining this subsystem with a highly efficient arbitration protocol [6] , near lossless channel allocation with low latency can be achieved for all optical packet routing.
The scalability of an OTDM interconnect router based upon the time slot tuner is the key feature which enables high performance with relatively low hardware requirements. Table 2 summarizes these characteristics. The top row provides the results of the current experimental demonstration. As indicated by the table, this router has the capability of supporting thousands of nodes with an aggregate bandwidth beyond 1 Tb/s. Using commercially available components, the scalability of the router is limited by crosstalk among channels accessed by the time slot tuner. A study of the crosstalk requirement indicates that a 1024 node OC-12 router with an aggregate throughput of 1 Tb/s is feasible [7] .
