We present a novel orbital-free density functional theory (OFDFT) implementation using the projector augmented-wave method (PAW) that simultaneously preserves the linear scaling characteristic of OFDFT and provides access to all-electron values. The advantages of using the PAW method are two fold. First, PAW offers freedom in adjusting the convergence parameters and the atomic setups allow tuning the numerical accuracy per element. Second, PAW can provide a solution to some of the convergence problems exhibited in other OFDFT implementations based on KohnSham (KS) codes. Using PAW and grid methods, our orbital-free results agree with the reference all-electron values with a mean absolute error of 10 meV and the number of iterations required by the self-consistent cycle is comparable to the KS method. Because computed bulk modulus and lattice constant are extremely different from reported pseudopotential values, we conclude that in order to assess the performance of OFDFT functionals it is necessary to use all-electron methods. The proposed combination of methods is the most promising route currently available. We finally show that a parametrized kinetic energy functional can give lattice constants and bulk moduli comparable in accuracy to those obtained at the PBE level, exemplified with the case of diamond.
I. INTRODUCTION
The most popular implementation of density functional theory (DFT), in principle an exact theory, 1 has been the Kohn-Sham (KS) method, which offers accuracy at reasonable computational cost. Orbital-free density functional theory (OFDFT) is another calculation scheme that in principle offers better scaling, but has not been the focus of intense research thus far. In OFDFT theory, only functionals that are explicitly dependent on the total density are used, making it theoretically capable of scaling to much larger systems than KS. The solution of the OFDFT problem can also be cast in a form which is easy to implement reusing existing KS codes. 3 Within this approach, one solves a KS-like differential equation for only one orbital describing the full system. In addition, when only one orbital is present in a KS-like calculation, it is also possible to achieve better performance in orthonormalization and subspace diagonalization, the computational bottlenecks of current KS DFT codes. Both steps scale in a real-space code with state-of-the-art algorithms, for example, as O(N g N 2 b ), where N b is the number of electronic bands (a number that scales as the number of atoms in the system) and N g is the number of grid points (a number that scales as the volume of the simulation cell) in the calculation. 4 Thus, when using the orbital-free model, we greatly reduce the computational time of these operations by fixing N b to a number that is independent of the system size. The scaling of the overall calculation depends on the number of grid points and the largest exponent in the algorithms used is one. OFDFT can then be implemented as a linear scaling method in a real-space KS DFT code.
Because of the difficulties in convergence and implementation, all-electron implementations of OFDFT have only been used to derive the energies of small systems, such as atoms and dimers.
5,6
On the other hand, OFDFT codes for studying solids rely on the use of local pseudopotentials (LPPs). The derivation of such pseudopotentials requires a parameter fitting, and it has been a common choice to fit the LPPs to reproduce experimental or KS bulk quantities such as the lattice parameter, bulk modulus or electronic density profile.
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OFDFT simulations with pseudopotentials have been applied successfully to the study, for example, of the fracture propagation in bulk aluminum or the structure factor of warm dense matter. However, as we will demonstrate in the following, because of the potential fit to reproduce KS or experimental results, the relation between the energy functional and the simulated quantities is completely lost, and the use of fitted LPPs -despite the achievements-is not fully satisfactory. Indeed, in order to better assess OFDFT functionals accuracy, all-electron OFDFT codes with improved convergence capabilities and accuracy are needed.
As a solution, the grid-based projector augmented-wave method 9 (GPAW) rises above others as a potential platform for OFDFT. It provides all-electron accuracy, real-space grids and the projector augmented-wave (PAW) formalism, 10 which has proven itself as a viable all-electron method. As it turns out, the use of the PAW method also helps to stabilize some of the convergence problems observed earlier in similar OFDFT calculations (see Ref. 6) . Here, we present a novel OFDFT implementation in GPAW that simultaneously preserves linear OFDFT scaling, provides access to all-electron values, and offers improved convergence capabilities.
II. IMPLEMENTATION
Reusing a KS DFT code can offer important advantages. In the past decade, KS DFT codes have evolved to become developed by a large community of scientists working across many countries. Optimization, bug fixes and state-of-the-art methods are implemented with a quality control that is guaranteed by peer testing and discussion through open forums. The present OFDFT implementation will not only inherit the use of the highly performing algorithms but will also evolve naturally, being maintained and up-to-date with the evolution of the underlying KS DFT code.
A. Orbital-free differential equation
Our starting point is an exact differential equation for the density and its natural implementation into a KS code.
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It provides a Schrödinger-like differential equation for a one-orbital model, where this orbital is the square root of the electronic density. In principle, this method can be applied for any explicit density functional.
First, the system's total energy functional E[n] (which can be approximate or exact) is written, using atomic units, in the form
where n(r) is the electronic density. We immediately recognize the external potential v(r) in the third term and the Hartree potential in the last term. 
In the above equation, the second equality is given by the divergence theorem.
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The third equality follows from the chain rule
(r)∇n(r). The von Weizsäcker term is also the exact kinetic energy for a spin-paired two electron non-interacting system, as both particles occupy the same orbital.
One of the approximations available for G [n] , in an attempt to reproduce the kinetic energy description of the KS method, relies on introducing the Pauli kinetic energy functional T θ [n] . This functional is given as the difference between the KS noninteracting kinetic energy functional and the von Weizsäcker term,
Since the exact KS noninteracting kinetic energy functional involves explicit orbitals, an orbital-free implementation of Eq. (3) must rely on finding a suitable approximation for T θ [n] as a functional of the total density alone. Several exact requirements (such as positivity) have already been demonstrated for this term.
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Violation of these conditions have also been associated with OFDFT functionals convergence problems.
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Another approximation for G[n] is the so-called TFD-λW model.
3
It provides a model that contains the Thomas-Fermi kinetic energy, the Dirac exchange, and a fraction of the von Weizsäcker kinetic energy functional. In terms of the previous partitioning, the model is obtained by defining
with
and C x = 
where µ is the negative of the ionization energy, , giving a Schrödinger-like equation:
where terms on the left side can be interpreted as the effective Hamiltonian.
B. The PAW method
An attractive trait about the PAW method 10 is that it is an all-electron method that transforms the all-electron wave functions into pseudo wave functions with a smooth and therefore more convenient spacial behavior. To obtain the all-electron wave function from a smooth wave function, we seek a linear transformation
The method divides the space into atom-centered augmentation spheres, where the all-electron wave function can be expanded in atom-like partial waves basis {|φ In terms of the atom-like partial waves functions, the partial pseudo wave functions, and the projectors, the transformation is written aŝ
The form of the Schrödinger equation within the PAW context isĤ
whereĤ =T †ĤT is the transformed Hamiltonian andŜ =T †T is the overlap operator. The convenience of formulating equation (7) in the PAW formalism is two fold. First, PAW offers freedom in adjusting the convergence parameters and the atomic setups allow tuning the numerical accuracy per element. Second, the PAW method could provide answers to some of the convergence problems experienced by other OFDFT implementations that make use of KS codes. We have implemented the scheme in the open-source GPAW software, 9 which is basically PAW with real space grids and exchange and correlation functionals from LibXC (Ref. 14) . Implementation in this setting gives various advantages. GPAW itself is well written and community maintained with an active user base. A parallelization scaling almost ideally is available and we can use all of the functionals provided by LibXC, including future updates. Implementation consists of two major parts. First, we need to generate suitable orbital-free setups and then ensure that they are loaded correctly to GPAW. Next, we force the occupation of electronic bands so that only one band gets occupied.
C. All-electron orbital-free implementation for PAW setup generation
The first stage of the implementation is to generate suitable atomic setups for GPAW. The setups contain information of atomic quantities such as projector functions and partial waves, that were discussed in Section II B. Setups are generated with the data obtained from the atomic KS solver using an OFDFT functional. In an orbital-free setting, the elements have only one orbital, the square root of the density, and thus we need modified setups for a successful GPAW implementation. In this implementation, we generate setups with normal GPAW routines,
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but the exchange-correlation term is modified to introduce the Pauli kinetic term, Eq. (3). All the quantities, such as projector functions, are generated as would be for a 1s orbital, since we have a one-band system where the total occupation is set to the actual number of electrons.
Here lies one of the strengths of the GPAW implementation: we can change the setup parameters per element. We need only study a few parameters: the cutoff value r c of augmentation spheres and the projector functions. The cutoff is simply chosen as the maximum radial value that allows the all-electron energies to be obtained for a given desired grid spacing. In the PAW formalism, we can choose the type of orbitals in the basis for the expansion of the allelectron density. Our current choice uses a 1s orbital only, but it is possible to break the spherical symmetry imposed by the use of the 1s orbital inside the augmentation sphere by allowing the use of a higher number of bands or by simply changing the basis. Table I lists a comparison between total energy values obtained with the atomic code and references the all-electron OFDFT calculations. A small mean absolute error (MAE) is obtained for various values of λ using the TFD-λW model (MAE of 0.001, 0.011, 0.030 eV for λ = 1, 1/5, 1/9, respectively). For λ different than one, the ground state of this model converges more easily when regrouping the energy terms differently. See the appendix for details of the equivalent implementation we used. Here the main point is to avoid having a potential term of the form of the potential arising from the von Weizsäcker term, since this will produce a strong negative divergence in the Pauli potential for λ < 1 (see the discussion in Ref. 6) . When all such terms are combined with the kinetic energy operator, the self-consistency cycle works differently but nevertheless leads to convergence, which is faster thanks to the somewhat smoother shape of the remaining terms in the Pauli potential. We have to point out that the above regrouping of terms used (see appendix) requires a higher number of grid points in the all-electron calculation to reach the reported accuracy. The results shown in Table I were obtained with 1200 grid points. With 600 grid points, the MAE of the λ = 1 model increases from 0.001 to 0.003 eV.
D. OFDFT implementation using the GPAW method
After generating the one-orbital setups, we must ensure that they are loaded correctly. As setups are loaded to orbital-free GPAW, the number of valence electrons is set to correspond to a situation where there is no frozen core (valence equals the atomic number). Then, to actually solve the system, the number of calculation bands is set to one, and the occupation number gives the correct normalization. This is essentially the only modification needed for the orbital-free calculations. Table II . Binding energies (in eV) of diatomic molecules for the TFD-λW model with λ = 1 using the PAW and grid methods. The reference column contains energies and bond lengths (in Å) from an all-electron calculation. 16 The second column contains GPAW results with bond lengths from the reference. The third column contains results obtained with bond-length optimization in GPAW. 
Ref

Atoms and diatomic molecules
Results are obtained for atoms and diatomic molecules for the TFD-λW model with λ = 1. First, we tested that the all-electron values presented in Table I can be reproduced. Then, we used the deviation from the all-electron value as the error to test the calculation parameters. Finally, we determined for the atoms that the errors obtained using PAW are of the order of the meV. Using the standard grid spacing of 0.18 Å, a cutoff of 1.2 bohr and 1200 radial grid points for setup generation we obtained a mean absolute error of 10 meV and the highest deviation for H is 20 meV. By decreasing the grid spacing to 0.14 Å, for example, the mean absolute error decreases to 9 meV.
Using the derived setups, we calculated the binding energies of simple diatomic molecules. The binding energy is calculated as the difference between the total energy obtained with the grid and PAW and the atom's energy obtained with the all-electron method. In this way we study the error of the calculation of the dimer rather than propagating the errors from the atoms or obtaining a cancellation of errors. The results obtained are listed in Table II. As the table shows, the orbital-free GPAW results agree with the reference all-electron calculation.
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The mean absolute error (MAE) of 1 meV agrees with the difference between the all-electron and grid values for atoms. We optimized the bond length by minimizing the forces acting on the atoms. In practice, we accomplished this by using the quasiNewton method provided by the Atomic Simulation (ASE). The huge number of iterations required to converge the orbital-free scheme in the atomic code is reduced. In the orbital-free GPAW approach, the number of iterations required by calculations are of the same order of magnitude as the normal KS calculations. Thus, using PAW in combination with the grid is a promising route for OFDFT calculations. Now, let us study the OFDFT energies of bulk Li and diamond as representatives of periodic systems.
Periodic solids
We performed the OFDFT calculations for Li in a body-centered cubic (bcc) configuration and for carbon in a diamond configuration. For Li first, we used a primitive unit cell with two atoms and to check the effect of size, we repeated the calculations with a cubic unit cell containing 16 atoms. Bulk modulus simulation with PAW and grid methods usually requires a small grid spacing. A small strain (close to 1 % of the lattice constant) is applied with constant number of grid points and convergence is verified by increasing the number of grid points (equivalently decreasing the grid spacing). For carbon and lithium, we used 20 grid points along each direction (corresponding to a grid spacing around h = 0.1 Å) and cell increments of 0.02 Å. For the cutoff in the setup generation, we used 1.0 bohr for Li and 1.2 bohr for C. Table III summarizes the results.
The Li bulk modulus and lattice constant using PAW are extremely different from the reported pseudopotential values. Indeed, since the pseudopotential results are obtained by fitting procedures to match KS or experimental values, the relation between the potential and the energy functional is lost. Pseudopotentials shown in the literature (see, for example, Refs. 6 and 19) differ considerably from the bare nuclear potential −Z/r. The magnitude of the difference is comparable to the unknown Pauli potential that has to be approximated. Thus, from this comparison for Li, we clearly conclude that in order to assess the performance of OFDFT functionals, it is necessary to use all-electron values, and the PAW method is for now an excellent candidate, as shown throughout this work.
By giving access to all-electron values, the present implementation opens the way to test the accuracy of OFDFT energy functionals. As an example of such studies, we have tested a simple parametrization using as reference bulk diamond. The model for the kinetic functional contains as a Pauli kinetic term the Fermi functional multiplied by a scaling parameter T θ = γT F , in addition to the PBE exchange for the exchange-correlation functional. Such a kinetic decomposition fulfills the exact properties of the Pauli kinetic energy functional.
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We determined that increasing the fraction of the Fermi kinetic functional present increases the lattice constant in a smooth way. As expected from such behavior, the increased γ also decreases the cohesive energy and decreases the bulk modulus almost linearly. Finally, we should note that it is possible to fit the parameter γ to reproduce experimental values for the lattice parameter. With the numerically obtained γ = 1.1859, we performed a self-consistent evaluation of lattice constant and bulk modulus. The values are reported in Table IV , and with respect to experimental values, they deviate by 0.1% and 0.7(% for lattice parameter and bulk modulus, respectively). More importantly, this value is comparable to the accuracy reached by the PBE functionals (the reference PBE lattice constant and bulk modulus are 3.575 Å and 431 GPa, see Ref. 20) . The good value for the bulk modulus indicates that the evolution of the system's energy as a function of interatomic distances is basically well described around the equilibrium lattice constant. A large cohesive energy means that the drop in energy of the overall system as the atoms are brought together to form the crystal is too large. Since the change in energy as the atoms are moved closer/apart around equilibrium is well described this probably means the reference energy for the isolated atoms is too high. To improve the accuracy even more terms in the kinetic expansion, better exchange functionals, and correlation functionals can be added. Strategies of fitting parameters can be improved by including a larger set of systems and properties.
Performance
Finally, we include in this section a comparison of the KS DFT and OFDFT performances. Because OFDFT is implemented reusing the KS DFT method, all algorithm prefactors are the same and therefore a good comparison can be carried out. For the KS DFT method, when increasing the size of the system the time scaling becomes inevitably cubic. OFDFT implemented with the same real space code should retain a linear time scaling for all sizes. To illustrate both scaling behaviors, we present in Fig. 1 the total time (including initialization) for computing a small number of steps. The time needed for completing four iterations of the self-consistent cycle is shown as a function of the number of atoms in a diamond unit cell of variable size. For a small number of atoms, KS DFT requires less time than OFDFT because the simulation box contains 27 times fewer grid points. The grid spacing chosen for KS DFT is not a value that would be used in any production calculation but allows us to probe both regimes. When the system size increases, the orthogonalization algorithm -which displays cubic scaling-determines the total time of a KS DFT cycle, while OFDFT remains scaling linearly with size. When increasing the size of the diamond cell it was found that convergence was not reached simply reusing the parameters of the conjugate gradient algorithm employed. A more detailed study of the algorithm parameters is needed before simulations of large (meaning millions) of atoms can be attained.
The number of iterations to reach self-consistency with default KS convergence parameters is another important consideration. Convergence of the allelectron atomic method, used to generate the setups, requires typically 10 to 100 more iterations for OFDFT than for KS DFT, consistent with previous findings.
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We believe this large number is related to the mixing parameter, that has to be very small in order to allow stability. This algorithm is only used once per atom for setup generation (and does not scale with size), therefore no further exploration was performed. Using PAW and the grid stabilizes the self-consistency iteration dramatically. One only needs tens of iterations for atoms, dimers and solids for the TFD-λW mode, see Table V . This is comparable to the number of iterations typically needed by other ab initio functionals. 
III. CONCLUSION
This work demonstrates that the PAW method, in combination with KS codes, can reproduce allelectron OFDFT energies of atoms and dimers without convergence problems. Indeed, the grid calculation converges in a number of self-consistent steps comparable to the KS method. This combination of methods offers a promising route for reaching easyto-converge large-scale OFDFT calculations. Moreover, pseudopotentials fitted to experimental or KS values lose their relation to the OFDFT energy functional. Thus, when testing the accuracy of OFDFT kinetic functionals, a method such as the one presented here becomes necessary.
Before this work can be extended to large-scale simulations, the exact relation between the setup cutoff and the resulting energy accuracy for grid parameters must be studied for the elements involved. It is important to determine the minimum number of self-consistent iterations that can be reached once the target accuracy is defined. With the present knowledge, an increase in size of the same system requires fine tuning of simulation parameters to achieve convergence.
Interestingly, with the simplest kinetic approximation for diamond, we obtained a lattice constant and bulk modulus comparable to the PBE values. This begs the question, then, to what extent such simplicity can be maintained when choosing the building blocks of more accurate kinetic functionals. We hope this work will contribute to the development of better kinetic functionals by allowing access to allelectron energy values of periodic and non-periodic systems.
Appendix: Solving convergence problems by regrouping terms in the Kohn-Sham equation
For the TFD-λW model, when λ takes smaller values such as 1/5 or 1/9, convergence problems appear. The von Weizsäcker term in T θ has been determined to be the root of the problem (see Ref. 6 for a review). This difficulty can be avoided by rearranging Eqs. (7) and (4) to
where the von Weizsäcker term in G[n] is summed to the kinetic energy operator. Then both sides are divided by λ to get to equation
The implementation is quite straightforward. Divide the potential v ′ eff by λ after it is calculated. Then, after convergence has been achieved, multiply the eigenvalue µ λ by λ to get the correct eigenvalue and energies. This equation converged for λ values 1/5 and 1/9 for the systems shown in Table I. 
