The growing use of computer-like tablets and PCs in educational settings is enabling more students to study online courses featuring computer-aided tests. Preparing these tests imposes a large burden on teachers who have to prepare a large number of questions because they cannot reuse the same questions many times as students can easily memorize their solutions and share them with other students, which degrades test reliability. Another burden is appropriately setting the level of question difficulty to ensure test discriminability. Using magic square puzzles as examples of mathematical questions, we developed a method for automatically preparing puzzles with appropriate levels of difficulty. We used crowdsourcing to collect answers to sample questions to evaluate their difficulty. Item response theory was used to evaluate the difficulty of the questions from crowdworkers' answers. Deep learning was then used to build a model for predicting the difficulty of new questions.
Introduction
Recent advances in information technology have led to the introduction of computerlike tablets and PCs in educational settings, enabling the worldwide spread of educational systems that leverage the reach of the Internet and the power of computers.
BBC News reported that almost 70% of primary and secondary schools in the United Kingdom use tablet PCs and that 45% of the schools not currently using tablets have plans to introduce them in the future. Their introduction should be especially beneficial to students who have trouble studying using traditional methods [1] . Research by the Ministry of Education, Culture, Sports, Science and Technology in Japan revealed that there were about 1.5 million computers in elementary and junior high schools in Japan in 2018 and that whereas the number of students per computer was 8.4 in 2008, it was 6.4 in 2018 [2] , so the introduction of computers into schools in Japan is steadily progressing.
In a computer-supported environment, students can study online courses featuring computer-aided tests (CATs) that are personalized to the student's skill level and learning style. Most CAT systems have an item pool for storing many questions from which questions suitable for each student are taken. Various patterns of questions with different levels of difficulty are required, especially in the mathematical area, because the skills of students tend to diverge, so the tests become meaningless if the students remember the questions. System creators must therefore prepare a large number of questions for each level of difficulty, and system administrators must frequently update the questions in the item pool so that students cannot answer the questions without thinking. Both tasks are burdensome.
Another problem with CATs is setting the level of question difficulty. The difficulty of a question is normally determined by considering the accuracy rate for the test, the number of hints or types that will be given, and experiences on this area. But these measures depend on various factors such as the skill and experience of the test creator and the overall skill level of the target group of students. Therefore, if the test creator or student group change, the scores on different tests cannot be directly compared. In such cases, a large number of students is required for each test to avoid degrading test reliability.
Using magic square puzzles as examples of mathematical questions, we developed a user-adaptive method for automatically selecting puzzles with appropriate levels of difficulty. We used crowdsourcing to collect answers for sample questions and used the answers to estimate the difficulty of the questions on the basis of item response theory. We then used machine learning to build a model for predicting the difficulty of new questions. Finally, by using these difficulties and students' skills as measured using a computer adaptive test, we developed a system for recommending questions that can improve the skill of students.
Related Work
Many researchers have considered automatic generation of educational questions in various subject areas. Hoshino and Nakagawa [3] focused on the English 4 choice question and used machine learning to identify places in sentences that could be blanked in order to make fill-in-the-blank questions. Hill and Simba [4] generated blank locations and distractors in multiple-choice fill-in-blank questions by calculating word co-occurrence likelihood using n-grams. Sakaguchi et al. [5] used a large number of sets of English sentences given by English learners and journals and found the error correction pairs and the misuse probabilities of words. They then used them and a support vector machine method to generate challenging distractors to confuse the student when choosing an answer. Liu et al. [6] generated questions in Chinese about given Chinese sentences by extracting and ranking five elements from the sentences: when, where, what, which, and who. Rocha and Faron-Zucker [7] and Papasalouros et al. [8] selected questions automatically from a database or a web by using strategy estimation based on domain ontology. Takano and Hashimoto [9] and Furudate et al. [10] created questions automatically by using a knowledge base. Takano and Hashimoto used a knowledge base built in advance to store specific questions while Furudate et al. built the knowledge base itself by using morphological analysis and knowledge patterns to extract previous questions.
Most of these studies used databases, knowledge bases, and ontologies created by relevant experts, so burdens are placed on the experts to build the system and on administrators to update the system. While many related studies used natural language and knowledge obtained from the Web or journals, few studies have used automatic generation of mathematical questions with a large number of various patterns.
Item Response Theory (IRT)
Conventional test methods measure the skill of students on the basis of the total points or standard deviation values for a test. The results of such measures are often affected by such factors as uneven test difficulties among test creators or uneven skill levels among different groups of students. This makes is hard to compare the skills of students who take different tests and to compare the difficulties of questions answered by different groups of students.
Item response theory (IRT) is a method for probabilistically estimating latent parameters like the skill levels of students and the difficulties of questions simultaneously from the discrete responses of students to questions. Using IRT makes it possible to estimate parameters universally without the effects of the above-mentioned dependences. This enables comparison of parameter values estimated from different tests and groups of students on the same scale. IRT was derived from Lord's Theory of Test Scores [11] .
IRT considers the probability that student with skill level can answer question with difficulty . This process is assumed to follow a logistic regression model with item discrimination and approximation constant : 234(5 6 27 8 ))
. The larger the , the higher the skill level of the student; and the larger the , the more difficult the question. The likelihood of a student correctly answering a question was calculated using function ,
where *( represents the response of student to question : *( = 0 means that the response was incorrect, and *( = 1 means that it was correct. These are the only observable responses in the model; the other parameters must be estimated. There are similar IRT models, but these models contain too many parameters and are too complex for our purpose. Therefore, we decided to use the above simple model. We cannot calculate likelihood function because we cannot observe as in a normal logistic regression. To estimate the parameters, we use a two-step algorithm proposed by Mislevy [12] that marginalizes and uses Bayesian inference to maximize the likelihood function, which is calculated in a manner similar to that for an expectation-maximization (EM) algorithm.
4
Estimating the Difficulties of Magic Square Puzzles
We used supervised machine learning to prepare many magic square puzzles. Magic square puzzles are a kind of the mathematical puzzles that ask users to guess appropriate integers for some blank cells. In this section, we explain how we calculated the difficulties of these puzzles by using IRT and EM-type IRT models [13] to handle incomplete answer matrices, where students may not have answered all questions and questions may not have been answered by all students. To gather answer data, we used the Lancers crowdsourcing service [14] , a service for obtaining input from many people through the Internet. Along with gathering the answer data, we gathered the time it took for the crowdsourcing worker to input an answer, his or her confidence that the answer was correct, and his or her subjective evaluation of the question's difficulty.
We created 330 magic square puzzles and obtained 9059 answers from 448 crowdsourcing workers. We estimated the difficulty of each puzzle by using the IRT model and EM-type IRT method. In addition to solving the puzzles, we also asked the workers to report other factors, as mentioned above: time needed to solve each puzzle, confidence of solution correctness, and subjective difficulty of each puzzle. In addition to the IRT-based difficulty, we also considered the time needed to answer a question by using a computer algorithm and the simple correct rate (rate of correct answers by workers) as measures of puzzle difficulty. Table 1 shows the correlations between the difficulty measures and the other factors. The top row shows the correlation for the time needed to solve a puzzle by computer using a backtracking algorithm. The middle row shows the correlation for the rate of correct answers by the workers. The bottom row shows the correlation for the difficulty estimated using the IRT. The correlations between the difficulty estimated using the IRT and the other factors were higher than those between the time needed by computer and those factors. This indicates that puzzle difficulty estimated by computer differs greatly from that estimated by people. The finding that the difficulty estimated using the IRT and the simple correct rate show similar correlations with other factors indicates that the differences in skill levels among the workers were relatively small.
From these results, we concluded that the difficulties of the puzzles estimated using the IRT were reliable and thus used them as the true difficulties in the supervised machine learning described in the next section.
Difficulty estimation using machine learning
Although the cost of crowdsourcing is relatively low, asking workers to answer questions to be used in a test is not realistic. Therefore, we used puzzles with various IRTestimated levels of difficulty as training data and used supervised machine learning to build a model for predicting the difficulty of new puzzles. To evaluate the effectiveness of our approach, we compared the difficulties of puzzles as estimated by machine learning with those estimated by the IRT.
Model overview
In a preliminary study, we were unable to accurately estimate the difficulties of puzzles by using a simple neural network model, so we first trained three base models and then trained a combined model using the outputs of the three models. Fig. 1 shows the architecture of our combined model. As inputs to the base models, we used different feature representations of a puzzle: simple puzzle, binary puzzle, positions of blank cells, and constraint condition. We represent the cell in × puzzle at row and column as *( and the cell in feature matrix at row and column as =J . The simple puzzle representation represents a puzzle as an × two-dimensional array, with the puzzle being represented as it is except that when *( is blank, =J is filled with a zero. In binary puzzle representation, is an × × K three-dimensional array. If the *( = , th element of the array of the third dimension is set to one, all the other elements of that array are set to zero. If *( is blank, all the elements in the corresponding array are set to zero. For example, if *( = 11, the array for the element is [0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0]. The representation of positions of blank cells are represented using a one-dimensional array with elements. When *( is a number, the corresponding element in the array is set to zero, and when *( is blank, the element is set to one. The constraint constant representation uses a (2 + 2) × two-dimensional array in which each element represents a row, column, diagonal constraint in the original puzzle.
We trained three base models: (1) a combination of a convolutional neural network (CNN) for which the input is the simple puzzle representation and a multi-layer perceptron (MLP) for which the input is the representation of positions of the blank cells, (2) a combination of a CNN for which the input is the binary puzzle representation and a MLP for which the input is the representation of positions of the blank cells, and (3) a single MLP for which the input is the constraint constant representation.
5.2
Model evaluation Fig. 2 shows the relationship between the ML-based difficulty and the IRT-based difficulty. Table 2 shows correlations between the two difficulties and other factors. In Fig. 2 , we can see the strong positive correlation (0.93) between the ML-based difficulty and IRT-based difficulty. In Table 2 , we can see that the ML-based difficulty has as strong correlation with other factors as the IRT-based difficulty has. This result shows the learned model can accurately predict the IRT-based difficulty. Table 3 shows the metrics for the combined model and the three base models. Max and Min are the maximum and minimum values between the true and estimated values; Max represents the positive difference, and Min represents the negative difference. RMSE is the root mean square error of each model; the smaller the value the better. RCC is Spearman's rank correlation coefficient, which is used to evaluate the similarity of the ranking orders of two values. The larger its value, the more accurate the prediction of which of two puzzles and Q is more difficult. RCC (blank cells) is the average of RCCs for each number of blank cells. The larger this value, the more accurate the model can distinguish the difficulty of puzzles with the same number of blank cells. Base model (1) achieved a large RCC (blank cells), but its RCC was small and its RMSE was large. This model can distinguish the questions with the same number of blank cells, but overall accuracy is not good. Base model (2) achieved a good RMSE, but its RCC (blank cells) was small and the difference between Max and Min was very large. This model cannot distinguish the difference in difficulty among questions with the same number of blank cells, and sometime outputs very large outliers despite the overall high accuracy. Compared with the base models, the combined model inherits some strong points of the base models and can accurately rank puzzles based on their difficulties.
Conclusion and Future Work
We have developed a method for automatically selecting puzzles with appropriate levels of difficulty as a basis for the automatic preparation of mathematical questions, which will reduce the burden on question creators and system administrators. First, we calculated the numeric difficulties of mathematical questions by using item response theory and EM-type IRT, and then compared the values to those of other measures by using crowdsourced data. Next, we used machine learning to create a combined neural network model for estimating the difficulty of new questions. Testing showed that our combined model outperformed the three base models.
Future work includes developing a recommendation system that provides suitable questions to students on the basis of their skill levels as estimated using the IRT. It also includes building a machine learning model for predicting other values, like the time needed for a specific student to answer a specific question. Although we focused on only magic square puzzles, this method can be applied to other mathematical questions. We will thus work on expanding it for such applications and explore methods that support user-adaptive recommendation of questions.
