We describe the first self-indexes able to count and locate pattern occurrences in optimal time within a space bounded by the size of the most popular dictionary compressors. To achieve this result we combine several recent findings, including string attractors -new combinatorial objects encompassing most known compressibility measures for highly repetitive texts -, and grammars based on locally-consistent parsing.
Introduction
1. We obtain, in space O(γ log(n/γ)), an index that lists all the occurrences of P in T in time O(m + log γ + occ log (γ log(n/γ))), thereby obtaining the best space and improving the time from previous works [16, 37] . 2. We obtain, in space O(γ log(n/γ)), an index that counts the occurrences of P in T in time O(m + log 2+ (γ log(n/γ))), which outperforms the previous result [35] both in time and space. 3. Using more space, O(γ log(n/γ) log n), we manage to list the occurrences in optimal time O(m + occ), and using space O(γ log(n/γ) log n), we count them in optimal time O(m).
We can build all our structures in O(n log n) expected time and O(n) working space, without the need to know the size γ of the smallest attractor.
Our first contribution uses the minimum known asymptotic space, O(γ log(n/γ)), for any dictionary-compressed index searching in time O((m + occ) polylog n) [20] . Only recently [37] it had been shown that it was possible to search within this space. Indeed, our new index outperforms most dictionary-compressed indexes, with a few notable exceptions like Gagie et al. [19] , who use O(z log(n/z)) space and O(m log m + occ log log n) search time, and Bille et al. [9] , who use O(z log(n/z) log log z) space and O(m + occ log log n) search time. Our second contribution lies on a less explored area, since the first index able to count efficiently within dictionary-bounded space is very recent [35] .
Our third contribution yields the first indexes with space bounded in terms of γ, z, g, b, or c, multiplied by any O(polylog n), that searches in optimal time. Such optimal times have been obtained, instead, by using O(ρ log(n/ρ)) space [20] , or using O(e) space [4] . Measures ρ and e, however, are not related to dictionary compression and, more importantly, have no known useful upper bounds in terms of γ. Further, experiments [5, 20] show that they are usually considerably larger than z on repetitive texts.
As a byproduct of independent interest, we show how to build a run-length context-free grammar (RLCFG) of size O(γ log(n/γ)) generating (only) T , where γ is the size of the smallest attractor, in O(n) expected time and without the need to know the attractor. We use this result to show that our indexes do not need to know an attractor, nor its minimum possible size γ (which is NP-hard to obtain [27] ) in order to achieve their attractor-bounded results. This makes our results much more practical.
Techniques.
A key component of our result is the fact that one can built a locally-consistent and locally-balanced grammar generating (only) T such that only a few splits of a pattern P must be considered in order to capture all of its "primary" occurrences [25] . Previous parsings had obtained O(log m log * n) [38] and O(log n) [23] splits, but now we build on a parsing by Mehlhorn [33] to obtain O(log m) splits with a grammar of size O(γ log(n/γ)). Our first step is to define a variant of Mehlhorn's randomized parsing and prove, in Section 3, that it enjoys several locality properties we require later for indexing. In Section 4, we use the parsing to build a RLCFG with the local balancing and local consistency properties we need. We then show, in Section 5, that the size of this grammar is bounded by O(γ log(n/γ)), by proving that new nonterminals appear only around attractor positions.
In this section we also show that the grammar can be built without knowing the minimum size γ of an attractor of T . This is important because, unlike z, which can be computed in O(n) time, finding γ is NP-hard [27] . For this sake we define a new measure of compressibility, δ ≤ γ, which can be computed in O(n) time and can be used to bound the size of the grammar.
Model of computation
We use the RAM model with word size w = O(log n), allowing classic arithmetic and bit operations on words in constant time. Our logarithms are to the base 2 by default.
Locally-Consistent Parsing
A string S [1. .n] can be parsed in a "locally consistent" way, meaning that equal substrings are largely parsed in the same form. We use a variant of the parsing of Mehlhorn et al. [34] . Let us define a run in a string as a maximal substring repeating one symbol, of length 2 or more. The parsing proceeds in two passes. First, it groups the runs into metasymbols, which are seen as single symbols. The resulting sequence is called S b [1. .n b ]. Note that, by definition, the last block extends up to T [n] . When applied on texts T [1. .n], it will hold that T b [1] = # and T b [n b ] = $, so T b will also be a text. Further, we will always force that π($) = 1 and π(#) = 2, which guarantees that there cannot be local minima in T b [1..2] nor T b [n b − 1..n b ]. Together with the fact that there cannot be two consecutive local minima, this yields the following observation. Observation 1. Every block in T or T b is formed by at least two consecutive elements (symbols or metasymbols).
Any substring of T or T b intersects a sequence of blocks (the first and the last might not be contained in the substring). We are interested in "locally-contracting" parsings, where this number of blocks is smaller than the substring length by a constant factor.
Definition 4.
A parsing is locally contracting if there exist constants c and 0 < β < 1 such that any length-substring of any text T intersects at most c + β blocks.
Lemma 5. The parsing we have defined is locally contracting, both on T and on T b .
Proof. Since every block is of length at least two, our parsing cuts the text T [1. .n] into at most n/2 blocks, and any substring T [i..j] intersects at most 1 + (j − i + 1)/2 blocks. Thus, our constants are c = 1 and β = 1/2. The same argument holds on T b [1. .n b ].
We now prove a simple property of local consistency in our parsing. We define "extended blocks" and prove that the extension of a block is sufficiently long to ensure that the block is preserved within copies of its extension. This property will be use several times later. −2] are equal and preceded and followed by equal symbols
, so we are within bounds). Further, a block ends at We now formally define locally consistent parsings, and prove that our parsing is locally consistent. Note that the definition is a bit redundant since we can obtain the second condition by exchanging T [i..j] and T [i ..j ], but we prefer the symmetric and more explicit form.
To prove that our parsing is locally consistent, we show that the extensions of the blocks sufficiently far away from substring borders are contained in the equal substrings, so they must be preserved. 
We now define a property that will be essential for indexing.
Definition 11. Given a locally consistent parsing with constant c lcp , the left marks and the right marks of a substring T [i..j] of T are the sets 
On the right end of T [i. 
... d cc|ee aaaa|ee a cc dd|ee ...
... d cc|e aaaaa ee|a cc dd|ee ...
... |ddd aaaaaa ee a cc dd|ee ... … dd aa|bb aaa ee|a cc dd|ee ...
… d|bbb aaaaa ee|a cc dd|ee ...
... |ddd aaaaaa ee a cc dd|ee ...
Case 1
Case 2 … dd aa|bb aaa ee a|cc dd|ee ...
...|ccc bbb|aaa ee a|cc dd|ee ...
… d|bbbb aaa|ee a|cc dd|ee ...
… aa|bbb aaa ee a|cc dd|ee ... 
Grammars with Locality Properties
Consider a context-free grammar (CFG) that generates S and only S [29] . Each nonterminal must be the left-hand side in exactly one rule, and the size g of the grammar is the sum of the right-hand sides of the rules. The smallest grammar for a string S is NP-complete to compute [42, 14] , but it is possible to build grammars of size g = O(z log(n/z)) [22, Lem. 8 ].
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If we allow, in addition, rules of the form A → A s 1 , taken to be of size 2 for technical convenience, the result is a run-length context-free grammar (RLCFG) [39] . These grammars encompass CFGs and are intrinsically more powerful, for example on the string family S = a n the smallest CFG is of size Θ(log n), whereas a RLCFG of size O(1) can generate it.
… aa|bb aaa|ee a c ddd|ee ...
… aa|bb aaa|ee a c dddd|e ... The parse tree of a CFG has internal nodes labeled with nonterminals and leaves labeled with terminals. The root is the initial symbol and the concatenation of the leaves yields S: the ith leaf is labeled We call exp(A) the expansion of nonterminal A, that is, the string it generates (or the concatenation of the leaves under any node A in the parse tree), and |A| = |exp(A)|. For terminals a we assume exp(a) = a.
A grammar is said to be balanced if the parse tree is of height O(log n). A stricter concept is the following.
Definition 13.
A CFG or RLCFG is locally balanced if there exists a constant b such that, for any string S and any nonterminal A in the parse tree of S, the height of the subtree of the parse tree rooted at A is at most b · log |A|.
From parsings to balanced grammars
We build a RLCFG on a text T [1..n] using our parsing of Section 3. In a first pass we collect the distinct runs a and create run-length nonterminals of the form A → a to replace the corresponding runs in T . The resulting sequence is analogous to T b , where the nonterminal A stands for the metasymbol a . We now choose the permutation π and perform the second pass on this new text, defining the blocks according to local minima. Each distinct block A 1 · · · A k is replaced by a distinct nonterminal of the form A → A 1 · · · A k (each A i can be a symbol of Σ or a run-length nonterminal created in the first pass). The blocks are then replaced by those created nonterminals A, obtaining a string T .
The string T is of length n ≤ n/2 , by Observation 1. Note that the first and last symbols of T expand to blocks that contain # and $, respectively, and thus they are unique too. We can then regard T as a text, by having its first nonterminal, T [1] , play the role of #, and the last, T [n ], play the role of $.
The process is then repeated again on T , and iterated for at most log n rounds, until a #a d|b d|aa c|aa c|b d|aa b c|b d|aa b c|b d|b d|aa c|aa c|b d|aa b c|b d|aa b c|b d|c $ single nonterminal is obtained. This is the initial symbol of the grammar. We call T r [1..n r ] the text created in round r, so T 0 = T and T = T 1 . The height of the grammar is at most 2 · log n , because we create run-length rules and then block-rules in each round. This grammar is then balanced because, by Observation 1, n r ≤ n/2 r . Moreover, the grammar is locally balanced.
Lemma 14.
The grammar we build from our parsing is locally balanced with b = 2.
Proof. Because of Observation 1, any subtree rooted at a nonterminal A in the parse tree (at least) doubles the number of nodes per round towards the leaves. If A is formed in the round r, then the subtree has height at most 2r, and the expansion satisfies |A| ≥ 2 r . The height is then at most 2r ≤ 2 log |A|, which is locally balanced with constant b = 2. Figure 4 exemplifies the grammars we build. For simplicity, the run-length nonterminals are omitted (we simply group characters in each run), so we see exactly one level per round. Another difference with the actual parse tree is that, to avoid cluttering the image, we show only one edge toward the k children of each node, instead of k edges.
Local consistency properties
We now define a concept of "local consistency" for our grammars. 
Definition 18. The grammar we build is locally consistent if there is a constant c lcg such that, for any two equal substrings
.j ] of any text T , the sequences T r (i, j) and T r (i , j ) differ by at most c lcg leftmost and rightmost symbols, for any r. More precisely, there exist strings L r , R r , L r , R r , and E r , such that
We now show that our grammar is locally consistent. The idea is that, although the locally consistent parsing creates c lcp new distinct elements in each round, these are also contracted into blocks at each round, so a stable point is reached. 
Lemma 19. The grammar we build from our parsing on a text T is locally consistent with
The second round will operate on T 1 , which contains the strings of nonterminals T 1 (i, j) and T 1 (i , j ). Their equal substrings E 1 will be parsed consistently, leaving other c lcp distinct blocks at their extremes. On the other hand, by Observation 1, at most c lcp /2 further blocks are formed on L 1 , R 1 , L 1 , and R 1 (some blocks may span both E 1 and one of those strings). Therefore, T 2 (i, j) and T 2 (i , j ), where the blocks of the round 1 become nonterminals, may differ in up to c lcp + c lcp /2 symbols at their extremes. That is, they can be written as
The growth of the distinct symbols at the extremes is stabilized soon: say we have k distinct symbols at each extreme. The next round inherits them and generates c lcp further distinct symbols, but the inherited k distinct symbols are parsed into k/2 blocks. In regime, this is the k value of the next round, so solving k/2 + c lcp = k yields k/2 = c lcp , or k = 2c lcp = 4 = c lcg . In our case, the stable value is reached at round r = 3.
As an example, the sets A (5, 24) and A (27, 46) in Figure 4 are the ancestors of the substrings S [5..24 (27, 46) . In round 1, after forming the metasymbols and the parsing ...d| aa c| aa c|bd| aa bc|bd| aa bc|b..., the labels of A 1 (5, 24) are T 1 (5, 24) = BAABCBCB, and those of A 1 (27, 46) are T 1 (27, 46) = BAABCBCB, still identical. However, they form distinct metasymbols with their context, and a distinct parsing, ...B AA |BC|BC| BB ... and ... BB AA |BC|BC|B.... The labels of A 2 (5, 24) are then T 2 (5, 24) = # 2 DDE, and those of A 2 (27, 46) are T 2 (27, 46) = EDD$ 2 , differing in their first and last symbols. The strings are too short, and totally different, after round 3.
Finally, we define a property analogous to that of left marks.
Definition 20. We define L r (i, j, c) and R r (i, j, c) as the c leftmost and rightmost nodes, respectively, of A r (i, j).
Definition 21.
Given a locally consistent parsing with constant c lcp and its corresponding locally consistent grammar, the left marks of level r of a substring 
Lemma 22.
In the grammar we define, where c lcp = 2, it holds that for any substring
Proof. In the first round, the blocks intersecting
and those intersecting any other equal substring
, and the relative positions of
In general, in round r, the substrings T r−1 (i, j) and
According to Lemma 10, the blocks intersecting those equal substrings become substrings 
This continues for all the rounds r.
We are interested in where the two leftmost blocks intersecting any T r (i , j ) may end. These blocks may end before E r (i , j ) and/or include the first two blocks B intersecting E r (i , j ), but cannot reach further. In the second case, the possible projected endpoints are in LM r (i, j). On the other hand, a symbol preceding E r (i , j ) projects inside E r (i , j ) for some maximum r < r, where its endpoint is that of B 
This argument is valid as long as E r (i, j) is not empty, however. Note that, by Observation 1, |E r (i, j)| ≤ |E r−1 (i, j)|/2 . Therefore, at round r * ≤ log(j − i + 1) , E r * (i , j ) will become empty. Further, by Lemma 10, T r * −1 (i , j ) intersects at most 4 blocks, which become L r * and R r * . The first two blocks of T r * may end within any symbol, but such endpoint falls within L r or R r for some maximum level r < r * . Therefore, their endpoints belong to LM r (i, j) or RM r (i, j), and thus
* . After level r * , these 4 blocks are further grouped, so no new endpoint appears, and thus
Bounding our Grammar in terms of Attractors
Let us first define the concept of attractors in a string [27] .
.n] such that any substring S[i..j] has at least one copy S[i ..j ] that contains some attractor position p i [27] . We make this copy explicit with the function f [i..j] = [i ..j ], arbitrarily choosing some copy.
In this section we show that the RLCFG of Section 4.1 is of size g = O(γ log(n/γ)), where γ is the minimum size of an attractor of T [1..n]. The key is to prove that distinct nonterminals are produced only around the attractor elements.
.n], and a parsing of T into blocks, we say that the blocks whose extension includes a position p i are bordering.
Note that any attractor over our text T [1.
.n] must include the positions 1 and n of the special symbols # and $. We now compute how many block extensions can contain a given attractor position, in a slightly more general form that will be of use later. In particular, an individual attractor element can be contained in 4 block extensions. To count the number of different blocks produced in the first round of Section 4.1, we will pessimistically assume that all the bordering blocks are different. The number of such blocks is then at most 4γ. On the other hand, we will show that non-bordering blocks do not need to be considered, because they will be counted somewhere else, when they appear near an attractor element (i.e., as a bordering block). We now show that the first round contributes O(γ) to the size of the final RLCFG. In this bound we only count the the sizes of the generated rules; the whole accounting will be done in Theorem 29. The idea is to show that the (at most) 4 distinct blocks formed around each attractor have expected length O(1).
Lemma 26. For each non-bordering block, there is an identical bordering block.

Proof. The extension
Lemma 27. The first round of parsing contributes O(γ) to the grammar size, in expectation. Further, a parsing producing a grammar of size O(γ) is found in O(n) expected time provided we know γ.
Proof. All the right-hands of rules are formed with the symbols or runs that form the bordering blocks around attractor positions. A bound on the total number of those symbols and runs is a bound on the contribution of the parsing to the grammar size. As a result, only 2 out of ( + /4)! permutations can make one of our length-( + /4) substrings monotone. If we choose permutations π uniformly at random, then the probability that at least one of our 4 substrings is monotone is at most 8/( + /4)!. As this upper bounds the probability of the bordering blocks extending ≥ + symbols to the right of p, the expected value of + is O(1). 3 An analogous argument holds for − , since there are also at most 2 ranges between consecutive local minima in
. Adding the expectations of the contributions 3 over the γ attractor elements, we obtain O(γ).
If the expectation is of the form c · γ, then at least half of the permutations produce a grammar of size at most 2c · γ, and thus a Las Vegas algorithm finds a permutation producing a grammar of size at most 2c · γ after O(1) attempts in expectation. Since at each attempt we parse T [1..n] in time O(n) provided we know γ, we find a suitable permutation in O(n) expected time.
To extend the reasoning to all the rounds of parsing, we first prove that T [1..n ], where the blocks of T are converted into nonterminals, contains an attractor of size at most 4γ.
Proof. Figure 5 union of the extensions of the blocks in T . Since Γ is an attractor in T , there exists a copy We now perform O(log(n/γ)) rounds of locally-consistent parsing, where the output T of each round is the input to the next. The length of the string halves in each iteration, and the grammar grows only by O(γ) in each round.
Theorem 29. Let T [1..n] have an attractor of size γ. Then there exists a locally-balanced locally-consistent RLCFG of size g = O(γ log(n/γ)) and height O(log(n/γ)) that generates (only) T , and it can be built in O(n) expected time and O(g) working space if γ is known.
Proof. We apply the grammar construction described in Section 4.1, which by Lemmas 14 and 19, is locally balanced and locally consistent.
We first show that we can build an attractor Γ r for each 
Building the grammar without an attractor
Since finding the size γ of the smallest attractor is NP-complete [27] , it is interesting that we can find a RLCFG similar to that of Theorem 29 without having to find an attractor nor knowing γ. The key idea is to build on another measure, δ, that lower-bounds γ and is simpler to compute. Proof. Computing δ boils down to computing T ( ) for all 1 ≤ ≤ n. This is easily computed from a suffix tree on T [46] (which is built in O(n) time). We first initialize all the counters T ( ) at zero. Then we traverse the suffix tree: for each leaf with string depth we add 1 to T ( ), and for each non-root internal node with k children and string depth we subtract k − 1 from T ( ). Finally, for all the values, from n − 1 to 1, we add T ( + 1) to T ( ). Thus, the leaves count the unique substring they represent, and the latter step accumulates the leaves descending from each internal node. The value subtracted at internal nodes accounts for the fact that their k distinct children should count only once toward their parent.
We now show that δ can be used as a replacement of γ to build the grammar. Proof. We carry out log n iterations instead of log(n/γ), and the grammar is still of size O(γ log(n/γ)); the extra iterations add only O(γ) to the size.
The only place where we need to know γ is when applying Lemma 27, to check that the total length of the distinct blocks resulting from the parsing, using a randomly chosen permutation, is at most 2c · γ. A workaround to this problem is to use measure δ ≤ γ, which (unlike γ) can be computed efficiently.
To obtain a bound on the sum of the lengths of the blocks formed, we add up all the possible substrings multiplied by the probability that they become a block. Therefore, any distinct substring of length + 5 (of which there are T ( + 5) ≤ ( + 5)δ) contributes a block of length to the grammar size with probability at most 2/( /2)! (note that we may be counting the same block several times within different extended blocks). The total expected contribution to the grammar size is therefore
As in the proof of Lemma 27, given the expectation of the form c · δ, we can try out permutations until the total contribution to the grammar size is at most 2c · δ. After O(1) attempts, in expectation, we obtain a grammar of size O(δ) = O(γ) without knowing γ.
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An Index Based on our Grammar We make use of the parse tree and the "grammar tree" [17] of G, where the grammar tree is derived from the parse tree. We extend the concept of grammar trees to RLCFGs. Definition 34. For CFGs, the grammar tree is obtained by pruning the parse tree: all but the leftmost occurrence of each nonterminal is converted into a leaf and its subtree is pruned. Then the grammar tree has exactly one internal node per distinct nonterminal and the total number of nodes is g + 1: r internal nodes and g + 1 − r leaves. For RLCFGs, we treat rules
, where the node labeled A
is always a leaf (A 1 may also be a leaf, if it is not the leftmost occurrence of A 1 ). Since we define the size of A s 1 as 2, the grammar tree still is of size g + 1.
We will identify a nonterminal A with the only internal grammar tree node labeled A. When there is no confusion on the referred node, we will also identify terminal symbols a with grammar tree leaves.
We extend an existing approach to grammar indexing [17] to the case of our RLCFGs. We start by classifying the occurrences in T of a pattern P [1..m] into primary and secondary. From the locus A i associated with each point (x, y) found, and knowing q, we have sufficient information to report the position in T of this primary occurrence and all of its associated secondary occurrences; we describe this process in Section 6.4. This arrangement follows previous strategies to index CFGs [17] s−1 will be dealt with as secondary occurrences.
Finally note that, by definition, a pattern P of length m = 1 has no primary occurrences. We can, however, find all of its occurrences at the end of a phrase boundary by searching for
, and assuming [y 1 ..
. We can only miss the end of the last phrase boundary, but this is symbol $, which (just as #) is not present in search patterns. We can just treat these points (x, y) as the primary occurrences of P , and report them and their associated secondary occurrences with the same mechanism we will describe for general patterns in Section 6.4. 
Parsing the pattern
In most previous work on grammar-based indexes, all the m − 1 partitions P = P [1..q]P [q + 1..m] are tried out. We now show that, in our locally-consistent parsing, the number of positions that must be tried is reduced to O(log m). Proof. Let A be the parent of a primary occurrence T [t..t + m − 1], and let r + 1 be the round where A is formed. There are two possibilities: .t + m − 1] of P , it is sufficient to consider q = 1 and, for each sequence T r (t, t + m − 1), the ends of the first two runs/symbols, the ends of the two leftmost blocks B 1 and B 2 , the ends of the two rightmost contained blocks B k−2 and B k−1 , the end of the penultimate run/symbol, and the last symbol (this one can be disregarded because it implies q = m).
In particular, for some T and choice of permutation π, the subtree A(t, t + m − 1) could correspond essentially to the parse tree of P : imagine a new text T * = #T [2..n − 1]$ P $, where $ is a new special symbol and π($ ) = 3. The subtree A(n + 1, n + m + 1) covering the occurrence T * [n + 1..n + m] = P corresponds to the parse tree of P $ (with the same grammar used on T ). To find the appropriate cut points q, we consider the blocks projecting to positions P [1..m − 1] = T * [n + 1..n + m − 1]. Note that in the parsing of T * [n + 1..n + m + 1] there may be some symbols, runs, and blocks that did not appear when parsing T . We now show how to find those positions q in time O(m).
We build the parse tree of P $ using the RLCFG of Section 5. To carry out the parsing, we must preserve the permutations π of the alphabet used at each of the log(n/γ) rounds of the parsing of T , so as to parse P in the same way. The alphabets in each round are disjoint because all the blocks are of length 2 at least. Therefore the total size of these permutations coincides with the total number of terminals and nonterminals in the grammar, thus by Lemmas 25 and 26 they can be stored in O(γ) space per round and O(g) space overall.
Let us describe the first round of the parsing. We first traverse P $ left-to-right and identify the runs a . Those are sought in a perfect hash table where we store all the first-round pairs (a, ) existing in the text, and replaced by their corresponding nonterminal A → a (see below for the case where a does not appear in the text). We then traverse P again, finding the local minima of π in O(m) time. To convert the identified blocks B 1 , . . . , B k into nonterminals for the next round, they are sought in a trie where all the first-round blocks of T are stored (the size of this trie is proportional to the right-hand-sides of the rules created during the parsing, so by Theorem 29 it is O(g) added over all the rounds). If the trie uses perfect hashing to store its children, we can identify all the blocks in time O(m), collect the relevant positions q at this level, and proceed to the next round on the sequence of nonterminals associated with the blocks B 1 , . . . , B k .
Since the grammar is locally balanced, P $ is parsed into O(log m) levels, where at each level we parse P $ into a sequence of blocks whose total number is at most half of the preceding one, by Observation 1. Since we can find the partition into blocks in linear time at any given level, the whole parsing takes time O(m).
Note that P might have symbols that do not occur in T (in which case P does not appear in T ). This is immediately detected in the first round of parsing. In any round it might also be that P has runs or blocks that do not occur in T . By Lemma 10, unless those unknown elements appear within the first, second, penultimate or last block of the parsing of P $, their existence means that P does not occur in T and we can immediately terminate.
When new runs and blocks are formed near the extremes of the sequence, P can still occur in T . We then assign new nonterminals to those runs and blocks, give them arbitrary valid values of π (extending the current image [1..|Σ b |] of the function in that round), and proceed normally with the parsing.
Searching for the pattern prefixes and suffixes
As a result of the previous section, we need only search for τ = O(log m) (reversed) prefixes and suffixes of P in X or Y, respectively. In this section we show that the corresponding ranges [x 1 .. First, we require a Karp-Rabin function κ that is collision-free between equal-length text substrings whose length is a power of two. We can find such a function at index construction time in O(n log n) expected time and O(n) space [10] . We extend the collision-free property to pairs of equal-letter strings of arbitrary length by switching to the hash function κ defined as κ (T [i. By weak we mean that the returned answer for each suffix Q i is not guaranteed to be correct if Q i does not prefix any string in S: we could therefore have false positives among the answers, though false negatives cannot occur. A procedure for discarding false positives [19] requires extracting substrings and their signatures from S. We describe this strategy in detail in order to analyze its time complexity in our scenario.
Let Q 1 , . . . , Q j be the pattern suffixes for which the z-fast trie found a candidate node. Order the pattern suffixes so that |Q 1 | < · · · < |Q j |, that is, Q i is a suffix of Q i whenever i < i . In addition, let v 1 , . . . , v j be the candidate nodes (explicit or implicit) of the z-fast trie such that all substrings below them are prefixed by Q 1 , . . . , Q j (modulo false positives), respectively, and let t i = string(v i ) be the substring read from the root of the trie to v i . Our goal is to discard all nodes v k such that t k = Q k .
We proceed in rounds. At the beginning, let a = 1 and b = 2. At each round, we perform the following checks: 
3.
If b = j + 1: let v f be the last node that was not discarded. Note that Q f is the longest pattern suffix that was not discarded; other non-discarded pattern suffixes are suffixes of Q f . We extract t f . Let s be the length of the longest common suffix between Q f and t f . We report as a true match all nodes v i that were not discarded in the above procedure and such that |Q i | ≤ s.
Intuitively, the above procedure is correct because we check that text substrings read from the root to the candidate nodes form a monotonically increasing sequence according to the suffix relation: t i ⊆ suf t i for i < i (if the relation fails at some step, we discard the failing node). Comparisons to the pattern are relegated to the last step, where we explicitly compare the longest matching pattern suffix with t f . For a full proof, see Gagie et al. [19] .
To analyze the running time, note that we compute κ -signatures of strings (t a , t b , and R) that are always suffixes of prefixes of length at most m of strings in S (because our candidate nodes v 1 , . . . , v j are always at depth at most m). By definition, to retrieve κ (t i ) we need to compute the two κ-signatures of the length-2 e prefix and suffix of t i , for some e ≤ log |t i | ≤ log m, 1 ≤ i ≤ j. Computing the needed κ -signatures reduces therefore to the problem of computing κ-signatures of suffixes of prefixes of length at most m of strings in S.
be such a length-s string of which we need to compute κ(R ). Added to the time to find the candidates in the z-fast trie, we obtain the claimed bounds.
Therefore, when S is X or Y, we need to extract length-prefixes of reverse phrases (i.e., of some exp(A i ) rev ) or prefixes of consecutive phrases (i.e., of some exp(A i+1 ) · · · exp(A s )) in time f e ( ). The next result implies that we can obtain f e ( ) = O( ).
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Lemma 39 (cf. [21] and [17, Sec. 4 
.3]). Given a RLCFG of size g, there exists a data structure of size O(g) such that any prefix or suffix of exp(A) can be obtained from any nonterminal A in real time.
Proof. Gasieniec et al. [21] show how to extract any prefix of any exp(A) in a CFG of size g in Chomsky Normal Form, in real time, using a data structure of size O(g). This was later extended to general CFGs [17, Sec. 4.3] . We now extend the result to RLCFGs.
Let us first consider prefixes. Define a forest of tries T G with one node per distinct nonterminal or terminal symbol. Let us identify symbols with nodes of T G . Terminal symbols are trie roots, and A 1 is the parent of A in T G iff A 1 is the leftmost symbol in the rule that defines A, that is, A → A 1 · · · . For the rules A → A s 1 , we also let A 1 be the parent of A. We augment T G to support constant-time level ancestor queries [8] , which return the ancestor at a given depth of a given node. To extract symbols of exp(A), we start with the node A of T G and immediately return the terminal a associated with its trie root (found with a level ancestor query). We now find the ancestor of A at depth 2 (a child of the trie root). Let B be this node, with B → aB 2 · · · B s . We recursively extract the symbols of exp(B 2 ) until exp(B s ), stopping after emitting symbols. If we obtain the whole exp(B) and still do not emit symbols, we go to the ancestor of A at depth 3. Let C be this node, with C → BC 2 · · · C r , then we continue with exp(C 2 ), exp(C 3 ), and so on. At the top level of the recursion, we might finally arrive at extracting symbols from exp(A 2 ), exp(A 3 ), and so on. By slightly extending the same structures, we can compute any required signature in time f h ( ) = O(log 2 ) in our grammars.
Lemma 40. In the grammar of Section 5, we can compute Karp-Rabin signatures of prefixes of length of strings in
Proof. Analogously as for extraction (Lemma 39), we consider the O(log ) levels of the grammar subtree containing the desired prefix. For each level, we find in O(log ) time the prefix/suffix of the rule contained in the desired prefix. Fingerprints of those prefixes/suffixes of rules are precomputed. Strings in X are reversed expansions of nonterminals. Let every nonterminal X store the signatures of the reverses of all the suffixes of exp(X) that start at X's children. That is, if X → X 1 · · · X s , store the signatures of (exp(
rev for all i. We use the trie T G of the proof of Lemma 39, where each trie node is a grammar nonterminal and its parent is the rightmost symbol of its defining rule. To extract the signature of the reversed prefix of length of a nonterminal X, we go to the node of X in T G and run an exponential search over its ancestors, so as to find in time O(log ) the lowest one whose expansion length is ≤ . Let B be that nonterminal, then B is the first node in the rightmost path of the parse tree from X with |B| ≤ . Note that the height of B is O(log ) because the grammar is locally balanced (Lemma 14), and moreover the parent A → B 1 · · · B s−1 B of B satisfies |A| > . We then exponentially search the preceding siblings of B until we find the largest i such that |B i | + · · · + |B| > (we must store these cumulative expansion lengths for each B i ). This takes O(log ) time. We collect the stored signature of (exp(B i+1 ) · · · exp(B)) rev ; this is part of the signature we will assemble. Now we repeat the process from B i , collecting the signature from the remaining part of the desired suffix. Since the depth of the involved nodes decreases at least by 1 at each step, the whole process takes O(log 2 ) time.
The case of Y is similar, now using the trie T G of the proof of Lemma 39 and computing prefixes of signatures. The only difference is that we start from a given child Y i of a nonterminal Y → Y 1 · · · Y t and the signature may span up to the end of Y . So we start with the exponential search for the leftmost Y j such that |Y i | + · · · + |Y j | > ; the rest of the process is similar.
When we have rules of the form A → A s 1 , we find in constant time the desired copy A i , from and |A 1 |. Similarly, we can compute the signature κ of the last i copies of A 1 as
mod µ: c |A1| mod µ and (c |A1| − 1) −1 mod µ can be stored with A 1 , and the exponentiation can be computed in O(log i) ⊆ O(log ) time.
Overall, we find the m ranges in the grid in time
, as claimed.
Reporting secondary occurrences
We report each secondary occurrence in constant amortized time, by adapting and extending an existing scheme for CFGs [17] to RLCFGs. Our data structure enhances the grammar tree with some fields per node v labeled A (where A is a terminal or a nonterminal): 1. v.anc = u is the nearest ancestor of v, labeled B, such that u is the root or B appears more than once in the grammar tree. Note that, since u is internal in the grammar tree, it has the leftmost occurrence of label B in preorder. This field is undefined in the nodes labeled A [s−1] we create in the grammar tree (these are not in the parse tree). Let u, labeled A, be the parent of primary occurrence of P , with A → A 1 · · · A s , and v, labeled A i , be its locus. The grid defined in Section 6.1 gives us the pointer to v. We then know that the relative offset of this primary occurrence inside A i is |A i | − q + 1. We then move to the nearest ancestor of v we have recorded, u = v.anc, where the occurrence of P starts at offset offs = |A i | − q + 1 + v.offs (note that u can be u or an ancestor of it). From now on, to find the offset of this occurrence in T , we repeatedly add u .offs to offs and move to u ← u .anc. When u reaches the root, offs is the position in T of the primary occurrence.
v.offs
= v i − u i , where proj(v) = [v i ..v j ] and proj(u) = [u i ..u j ],
v.next = v is the next node in preorder labeled
At every step of this upward path to the root, we also take the rightward path to u ← u .next. If u = null, we recursively report the copy of the primary occurrence inside u , continuing from the same current value of offs we have for u .
In other words, from the node u = v.anc we recursively continue by u .anc and u .next, forming a binary tree of recursive calls. All the leaves of this binary tree that are "left" children (i.e., by u .anc) reach the root of the grammar tree and report a distinct offset in T each time. The total number of nodes in this tree is proportional to the number of occurrences reported, and therefore the amortized cost per occurrence reported is O(1).
In case A → A s 1 , the internal grammar tree node u labeled A has two children: v labeled
. If P has a primary occurrence where P [1..q] matches a suffix of exp(A 1 ), the grid will send us to the node v, where the occurrence starts at offset |A 1 | − q + 1. This is just the leftmost occurrence of P within exp(A), with offset |A 1 | − q + 1 as well. We must also report all the secondary occurrences inside exp(A), that is, all the offsets i · |A 1 | − q + 1, for i = 1, 2, . . . as long as i · |A 1 | − q + m ≤ s · |A 1 |. For each such offset we continue the reporting from u = v.anc, with offset offs = i · |A 1 | − q + 1 + v.offs.
We might also arrive at such a node v by a next pointer, in which case the occurrence of P is completely inside exp(A 1 ), with offset offs. In this case, we must similarly propagate all the other s − 1 copies of A 1 upwards, and then continue to the right. Precisely, we continue from u = v.anc and offset offs + i · |A 1 | + v.offs, for all 0 ≤ i < s. Finally, we continue rightward to node v .next and with the original value offs.
Our amortized analysis stays valid on these run-length nodes, because we still do O(1) work per new occurrence reported (these are s-ary nodes in our tree of recursive calls). Next we show how to remove the additive term O(log m log g) by dealing separately with short patterns: we use O(g) further space and leave only an additive O(log g)-time term needed for finding short patterns that do not occur in T ; we then further reduce this term.
Short patterns
The cost O(log m log g) comes from the O(log m) geometric searches, each having a component O(log g) that cannot be charged to the primary occurrences found [13] . That cost, however, impacts on the total search complexity only for short patterns: it can be ω(m) only if m = O( ), with = log g log log g.
We can then store sufficient information to avoid this cost for the short patterns. Since T has an attractor of size γ, there can be at most γ substrings of length crossing an attractor, and all the others must have a copy crossing an attractor. Thus, there are at most γ distinct substrings of length in T , and at most γ 2 distinct substrings of length up to . We store all these substrings in a succinct perfect hash table H [3] , using the function κ of Lemma 38 as the key. The associated value for each such substring are the O(log ) = O(log log g) split points q that are relevant for its search (Section 6.2) and have points in the corresponding grid range (Section 6.1). Since each partition position q can be represented in O(log ) = O(log log g) bits, we encode all this information in O(γ 2 log 2 ) bits, which is O(γ) space for any < 1 2 . Succinct perfect hash tables require only linear-bit space on top of the stored data [3] , O(γ 2 ) bits in our case. Avoiding the partitions that do not produce any result effectively removes the O(log m log g) additive term on the short patterns, because that cost can be charged to the first primary occurrence found.
Note, however, that function κ is collision-free only among the substrings of T , and therefore there could be short patterns that do not occur in T but still are sent to a position in H corresponds to a short substring of T (within O(g) space we cannot afford to store a locus to disambiguate). To discard those patterns, we proceed as follows. If the first partition returned by H turns out to be empty, then this was due to a collision with another pattern, and we can immediately return that P does not occur in T . If, on the other hand, the first partition does return occurrences, we immediately extract the text around the first one in order to verify that the substring is actually P If it is not, then this is also due to a collision and we return that P does not occur in T .
Obtaining the locus A i of the first primary occurrence from the first partition q takes time O(log g), and extracting m symbols around it takes time O(m), by using Lemma 39 around  A i , A i+1 , . . .. Detecting that a short pattern P does not occur in T then costs O(m + log g).
We can slightly reduce this cost to O(m + log γ), as follows. Since γ = O(γ log(n/γ)), we have log g ∈ O(log γ + log log(n/γ)). Let = log log(n/γ). We store all the γ distinct text substrings of length in a compact trie C, using perfect hashing to store the children of each node, and associating the locus A i of a primary occurrence with each trie node. The internal trie nodes represent all the distinct substrings shorter than . The compact trie C requires O(γ ) ⊆ O(γ log(n/γ)) space. A search for a pattern of length m ≤ that does not occur in T can then be discarded in O(m) time, by traversing C and then verifying the pattern around the locus. Thus the additive term O(log g) is reduced to O(log γ).
Construction
Theorem 29 shows that we can build a suitable grammar in O(n) expected time and O(g) working space, if we know γ. If not, Theorem 33 shows that the working space rises to O(n).
The grammar tree is then easily built in O(g) time by traversing the grammar top-down and left-to-right from the initial symbol, and marking nonterminals as we find them for the first time; the next times they are found correspond to leaves in the grammar tree, so they are not further explored. By recording the sizes |A| of all the nonterminals A, we also obtain the positions where phrases start.
Let us now recapitulate the data structures used by our index: 1. The grid of Section 6.1 where the points of X and Y are connected.
2.
The permutations π, the perfect hash tables of the runs a , and the tries of the blocks generated, for each round of parsing, used in Section 6.2. 
5.
The extra fields on the grammar tree to find secondary occurrences in Section 6.4. 6. The structures H and C for the short patterns, in Section 6.5 Navarro and Prezza [37, Sec. 4] carefully analyze the construction cost of points 1 and 3:
4 The multisets X and Y can be built from a suffix array in O(n) time and space, but also from a sparse suffix array in O(n √ log g) expected time and O(g) space [24] ; this time drops to O(n) if we allow the output to be correct w.h.p. only. A variant of the grid structure of point 1 is built in O(g √ log g) time and O(g) space [7] . The z-fast tries of point 3 are built in O(g) expected time and space. However, ensuring that κ is collision-free requires O(n log n) expected time and O(n) space [10] , which is dominant. Otherwise, we can build in O(n) expected time and no extra space a signature that is collision-free w.h.p.
The structures of point 2 are of total size O(g) and are already built in O(g) expected time and space during the parsing of T . It is an easy programming exercise to build the structures of points 4 and 5 in O(g) time; the level-ancestor data structure is built in O(g) time as well [8] .
To build the succinct perfect hash table H of point 6, we traverse the text around the g − r phrase borders; this is sufficient to spot all the primary occurrences of all the distinct patterns. There are at most g 2 substrings of length up to crossing a phrase boundary, where = log g log log g. All their Karp- In order to compute the information on the partitions of each distinct substring, we can simulate its pattern search. Since we only need to find its relevant split points q (Section 6.2), their grid ranges (Section 6.3), and which of these are nonempty (Section 6.1), the total time spent per substring of length up to is O( + log log γ) = O( ). Added over the up to γ We also build the compact trie C on all the distinct substrings of length = log log(n/γ). We can collect their signatures κ in O(g ) time around phrase boundaries, storing them in a temporary hash table that collects at most O(γ ) distinct signatures. For each such distinct signature we find, we insert the corresponding substring in C, recording its corresponding locus, in O( ) time. The locus must also be recorded for the internal trie nodes v we traverse, if the substring represented by v also crosses the phrase boundary; this must happen for some descendant leaf of v because v must have a primary occurrence. Since we insert at most γ distinct substrings, the total work on the trie is O(γ 2 ). Then the expected construction time of
Note that we need to know γ to determine . If we do not know γ, we can try out all the lengths, from = log log(n/g) to log log n; note that the unknown correct value is in this range because γ ≤ g. For each length, we build the structures to collect the distinct substrings of length , but stop if we exceed g distinct ones. Note that we cannot exceed g distinct substrings for ≤ log log(n/γ) because, in the grammar of Section 5, it holds that g ≥ γ log(n/γ) ≥ γ log log(n/γ) ≥ γ , and this is the maximum number of distinct substrings of length we can produce. We therefore build the trie C for value such that the construction is stopped for the first time with + 1. This value must be ≥ log log(n/γ), sufficiently large to ensure the time bounds of Section 6.5, and sufficiently small so that the extra space is in O(g). The only penalty is that we carry out iterations in the construction Source Space Time Baseline [37] O(γ log(n/γ)) O(m log n + occ log n) of the hash table (the trie itself is built only after we find ), which costs O(g 2 ) time. This is the same construction cost we had, but now can be up to log log n; therefore the construction cost is O (g(log log n) 2 ). The construction space stays in O(g) by design.
The total construction cost is then O(n log n) expected time and O(n) space, essentially dominated by the cost to ensure a collision-free Karp-Rabin signature. 
An index that is correct w.h.p. can be built in
If we know γ, such an index can be built with O(log(n/γ)) expected left-to-right passes on T (to build the grammar) plus O(γ log(n/γ)) main-memory space.
Finally, note that if we want to report only k < occ occurrences of P , their locating time does not anymore amortize to O(1) as in Section 6.4. Rather, extracting each occurrence requires O(log(n/γ)) to climb up the grammar tree up to the root. In this case, the search time becomes O(m + (k + 1) log n).
Optimal search time
We now explore various space/time tradeoffs for our index, culminating with a variant that achieves, for the first, time, optimal search time within space bounded by an important family of repetitiveness measures. The tradeoffs are obtained by considering other data structures for the grid of Section 6.1 and for the perfect hash tables of Section 6.5. Table 1 summarizes the results in a slightly simplified form; the construction times stay as in Theorem 41.
A first tradeoff is obtained by discarding the table H of Section 6.5 and using only a compact trie C , now to store the locus of a primary occurrence and the relevant split points of each substring of length up to = log g log log g. This adds O(γ ) to the space, but it allows verifying that the short patterns actually occurs in T in time O(m) without using the grid. As a result, the additive term O(log γ) disappears from the search time.
As seen in Section 6.6, the extra construction time for C is now O(g 2 ), plus O(γ 3 ) to compute the relevant split points. This is within the O(g 3 ) time bound obtained for Theorem 41. The construction space is O(γ ), which we can assume to be O(n) because it is included in the final index size; if this is larger than n then the result holds trivially by using instead a suffix tree on T . By using O(g log log g) space for the grid, the range queries run in time O(log log g) per query and per returned item [13] . This reduces the query time to O(m + log m log log g + occ log log g), which can be further reduced with the same techniques of Section 6.5: The additive term can be relevant only if m = O( ) with = log log g log log log g. We then store in H all the γ 2 patterns of length up to , with their relevant partitions, using O(γ 2 (log ) 2 ) = O(γ(log log g) 2 (log log log g) 4 ) bits, which is O(γ) space. We may still need O(log log g) time to determine that a short pattern does not occur in T . By storing the patterns of length = log log log(n/γ) in trie C, this time becomes O(log log γ).
The grid structure can be built in time O(g log g). The construction time for H and C is lower than in Section 6.6, because and are smaller here. By discarding H and building C on the substrings of length = log log g log log log g, we increase the space by O(γ 2 ) and remove the additive term in the search time. The construction time for the grid is still O(g log g), but that of C is within the bounds of Corollary 42, because is smaller here.
.n] have an attractor of size γ. Then, there exists a data structure of size g = O(γ(log(n/γ) log log(γ log(n/γ)) + (log log(γ log(n/γ)) log log log(γ log(n/γ)))
2 )) ⊆ O(γ log n log log n) that can find the occ occurrences of any pattern P [1..m] in T in time O(m + occ log log g) ⊆ O(m + occ log log n). The structure can be built in O(n log n) expected time and O(n) space, without the need to know γ.
Finally, a larger geometric structure [1] uses O(g log g) space, for any constant > 0, and reports in O(log log g) time per query and O(1) per result. This yields O(m + log m log log g + occ) search time. To remove the second term, we again index all the patterns of length m ≤ , for = log log g log log log g, of which there are at most γ 2 . Just storing the relevant split points q is not sufficient this time, however, because we cannot even afford the O(log log g) time to query the nonempty areas.
Still, note that the search time can be written as O(m + + occ). Thus, we only care about the short patterns that, in addition, occur less than times, since otherwise the third term, O(occ), absorbs the second. Storing all the occurrences of such patterns requires O(γ 2 ) space: An enriched version C of the compact trie C records the number of occurrences in T of each node. Only the leaves (i.e., the patterns of length exactly ) store their occurrences (if they are at most ). Since there are at most γ leaves, the total space to store those occurrences is O(γ 2 ), dominated by the grid size. Shorter patterns correspond to internal trie nodes, and for them we must traverse all the descendant leaves in order to collect their occurrences.
To handle a pattern P of length up to , then, we traverse C and verify P around its locus. If P occurs in T , we see if the trie node indicates it occurs more than times. If it does, we use the normal search procedure using the geometric data structure and propagating the secondary occurrences. Otherwise, its (up to ) occurrences are obtained by traversing all the leaves descending from its trie node: if an internal node occurs less than times, its descendant leaves also occur less than times, so all the occurrences of the internal node are found in the descendant leaves. The search time is then always O(m + occ).
The expected construction time of the geometric structure [1] is O(g log g), and its construction space is O(g log g) . Note that if the construction space exceeds O(n), then so does the size of our index. In this case, a suffix tree obtains linear construction time and space with the same search time. Thus, we can assume the construction space is O(n).
The trie C is not built in the same way C is built in Section 6.6, because we need to record the number of occurrences of each string of length up to . We slide the window of length through the whole text T instead of only around phrase boundaries. We maintain the distinct signatures κ found in a regular hash table, with the counter of how many times they appear in T . When a new signature appears, its string is inserted in C , a pointer from the hash table to the corresponding trie leaf is set, and the list of occurrences of the substring is initialized in the trie leaf, with its first position just found. Further occurrence positions of the string are collected at its trie leaf, until they exceed , in which case they are deleted. Thus we spend O(n) expected time in the hash table and collecting occurrences, plus O(γ 2 ) time inserting strings in C . From the number of occurrences of each leaf we can finally propagate those counters upwards in the trie, in O(γ ) additional time. 
7
Counting Pattern Occurrences Navarro [35] shows how an index like the one we describe in Section 6 can be used for counting the number occ of times P [1.
.m] occurs in T . First, he uses the result [15] that a p × p grid can be enhanced by associating elements of any algebraic semigroup to the points, so that later we can operate all the elements inside a rectangular area in time O(log 2+ p), for any constant > 0, with a structure using O(p) space. 5 The structure is built in O(p log p) time and O(p) space [15] . Then he shows that, with a CFG, one can associate the number of secondary occurrences triggered by each point in a grid analogous to that of Section 6.1, so that their sums can be computed as described. We now improve upon the space and time using our RLCFG of Section 6. Three observations are in order (cf. [17, 35] each time corresponds to a distinct value of q, and thus to distinct final offsets in T . Therefore, all the occurrences reported are distinct. 3. The number of occurrences reported by our procedure in Section 6.4 depends only on the initial locus associated with the grid point (x, y). This will change with run-length nodes and require special handling, as seen later.
Therefore, we can associate with each point (x, y) in the grid the number of occurrences its primary occurrence will trigger with the procedure of Section 6.4. Then, counting the (ii) In occurrences where P [q + 1..m] exceeds the first exp(A 1 ) but does not span more than two (i.e., |A 1 | < m − q ≤ 2|A 1 |), we will find it in the first and second grids only, and also correctly associate the value .m] spans at least two consecutive copies of exp(A 1 ), then it is easy to see that P is "periodic", |A 1 | being a "period" of P [18] . Since p is a period of exp(A 1 ) and it divides , it holds that exp(A 1 ) = (a 1 · · · a p ) d , with d = /p. Since a p = a = a 1 , a run does not cross the boundary between a p and a p+1 = a 1 , and then a 1 · · · a p is parsed into a whole sequence of metasymbols a 1 · · · a p in T b . Since this happens for every copy of a 1 · · · a p , and the first and last symbols of T [proj(A 1 )] also do not form runs crossing the substring's borders, it follows that a 1 · · · a has period p . Furthermore, since a p −1 a p a p +1 = a −1 a a 1 , we have that π(a p −1 ) > π(a p ) < π(a p +1 ), and therefore a block ends also at a p . This means that a 1 · · · a p is preserved as a block for the next level.
The argument applies in the subsequent levels as well. At level r, where s consecutive copies of a block b 1 · · · b t that expands to exp(A 1 ) are formed, it turns out that each such block is formed by the concatenation of d copies of block b 1 · · · b t/d . Therefore, the only way to form the block b 1 · · · b t to constitute A 1 is that d = t or d = 1. In the first case, A 1 consists of t copies of the symbol b 1 , and thus it can be formed as a run-length rule. However, since there are s consecutive copies of b 1 · · · b t = b t 1 , the actual rule that will be formed directly collects the ts copies of b 1 , and A 1 would not be formed. The only possible case is then d = 1, that is, p = |A 1 | and |A 1 | is the shortest period of exp(A).
This implies that, when P appears in the expansion exp(A) of a run-length node, the length |A 1 | must be precisely the shortest period of P .
Source
Space Time Baseline [35] O(z log(n/z)) O(m log 2+ n) assume log(n/γ) > log log n. The counting time can exceed O(m) only if m ≤ log m log n. In this case, since m ≤ log m log n ≤ log 2 n, we have m ≤ 2 log n log log n ≤ 2 log n log(n/γ) = .
All the queries for patterns of those lengths are directly answered using our variant of C , in time O(m), and thus our counting time is always O(m). We can still apply this idea if we do not know γ. Instead, we compute δ (recall Section 5.1) and use = 2 log n log(n/δ). Since there are T ( ) ≤ δ distinct substrings of length in T , the space for C is O(δ ) = O(δ log n log(n/δ)) ⊆ O(γ log n log(n/γ)), the latter by Lemma 31. The reasoning of the previous paragraph then applies verbatim if we replace γ by δ.
The total space is then O(g log g + γ log n log(n/γ)) = O(γ log n log(n/γ)). The construction cost of C is O(n+γ log 2 n log 2 (n/γ)) time and O(γ log n log(n/γ)) space. 6 Alternatively we can obtain it by pruning the suffix tree of T in time and space O(n). The cost to build the grid is O(g log 2 g) ⊆ (g log 2 n). Note that, if g log n > n, we trivially obtain the result with a suffix tree; therefore the construction time of the grid is in O(n log n). If we know γ, then an index that is correct w.h.p. can be built in O(g log n) space apart from the passes on T , but we must build C without using a suffix tree, in additional time O(γ log 2 n log 2 (n/γ)). Table 2 summarizes the results.
Conclusions
The size γ of the smallest string attractor of a text T [1.
.n] is a recent measure of compressibility [27] that is particularly well-suited to express the amount of information in repetitive text collections, and it asymptotically lower-bounds many other popular dictionary-based compression measures like the size z of the Lempel-Ziv parse or the size g of the smallest context-free grammar generating (only) T , among many others. It is not known whether one can represent T in compressed form in less than Θ(γ log(n/γ)) space, but within this space it is possible to offer direct access and reasonably efficient searches on T [27, 37] . In this article we have shown that, within O(γ log(n/γ)) space, one can offer much faster searches, in time competitive with, and in most cases better than, the best existing results built on other dictionary-based compression measures, all of which use Ω(z log(n/z)) space. By building on the measure γ, our results immediately apply to any index that builds on other dictionary measures like z and g. Our results are even competitive with self-indexes based on statistical compression, which are much more mature: we can locate the occ occurrences in 6 If we use = 2 log n log(n/δ), then C is built in O(δ log 2 n log 2 (n/δ)) ⊆ O(γ log 2 n log 2 (n/γ)) time and O(δ log n log(n/δ)) ⊆ O(γ log n log(n/γ)) space, because the costs increase with δ.
T of a pattern P [1. .m] in O(m + (occ + 1) log n) time, and count them in O(m + log 2+ n) time, whereas the fastest statistically-compressed indexes obtain O(m + occ log n) time to locate and O(m) time to count, in space proportional to the statistical entropy of T [43, 6] . Further, we show that our results can be obtained without even knowing an attractor nor its minimum size γ. Rather, we can compute a lower bound δ ≤ γ in linear time and build our index on it. This is relevant because it is NP-hard to compute the size γ of the smallest attractor [27] . Previous work [37] assumed that, although they obtained indexes bounded in terms of γ, one would compute some upper bound on it, like z, to apply it in practice. With our result, we obtain results bounded in terms of γ without the need to find it.
Finally, we also obtain for the first time optimal search time using any index bounded by a dictionary-based compression measure. Within space O(γ log(n/γ) log n), for any constant > 0, we can locate the occurrences in time O(m + occ), and within O(γ log(n/γ) log n) space we can count them in time O(m). This is an important landmark, showing that it is possible to obtain the same optimal time reached by suffix trees in O(n) space, now in space bounded in terms of a very competitive measure of repetitiveness. Such optimal time had also been obtained within space bounded by other measures that adapt to repetitiveness [20, 4] , but these are weaker than γ both in theory and in practice. Moreover, such optimal time has not been obtained by any statistical-compressed self-index using o(n) space. [45] ), it is not known whether one can compress it to o(γ log(n/γ)) space. This is important to understand the nature of the concept of attractor and of measure γ.
While one can support direct access and searches on T in space O(g), it is not known whether one can support those in o(z log(n/z)) or o(γ log(n/γ)) space. Again, determining if this is a lower bound would yield a separation between γ, z, and g in terms of indexability.
If we are given the size γ of some attractor, we can build our indexes in a streaming-like mode, with O(log(n/γ)) expected passes on T plus main-memory space bounded in terms of γ, with high probability. This is relevant in practice when indexing huge text collections. It would be important to do the same when no bound on γ is known. Right now, if we do not know γ, we need O(n) extra space for a sufix tree that computes the measure δ ≤ γ.
It is not clear if we can reach optimal search time in the "minimum" space O(γ log(n/γ)), or what are the best times we can obtain in this case.
The measure δ is interesting on its own, as it lower-bounds γ. It is interesting to find more precise bounds in terms of γ, and whether we can compress T , and even offer direct access and indexed searches on it, within space O(δ log(n/δ)).
The fact that only O(log m) partitions of P are needed to spot all of its occurrences, which outperforms previous results [38, 23] , was fundamental to obtain our results, and we applied them to counting in order to obtain optimal times as well. It is likely that this result is of even more general interest and can be used in other problems related to dictionary-compressed indexing and beyond.
