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Chapter 1

Introduction

Motivation: Near Earth space is becoming increasingly cluttered with orbital
debris that will greatly inhibit space related activities if left unchecked. The debris travels
around Earth at tremendous speeds with enough momentum to threaten any satellite. This
has been a large enough concern that the NASA Orbital Debris Program was started in
1979 to help understand, model, and mitigate orbital debris. Each detectable piece of
debris is closely monitored so that satellites can perform evasive maneuvers. If the
number of orbital debris continues to grow, then tracking and maneuvering may not be
enough.
Most orbital debris will eventually deorbit on its own. The typical lifetime of
debris within 400 km of Earth is a few months. Starting at about 600 km the lifetime of
debris can be tens, hundreds, or even thousands of years [1]. Human activities in space
can only be expected to increase. This will inevitably aggravate the debris problem. We
need a way to clean up near Earth space.
Despite regulations and mitigation efforts, the number of objects in orbit around
Earth has been steadily increasing, as can be seen in Fig 1.1 below. By 2007, there were
1

190 documented instances of satellites breaking up without reentry into the atmosphere.
The sharp increase in 2007 was in large part due to the deliberate destruction of the
Chinese Fengyun-1C spacecraft and a separate launch vehicle stage explosion that
occurred in mid-flight. Then in 2009, an American and a Russian spacecraft collided to
create another sharp increase in the debris population. [2]

Figure 1.1 - Monthly Number of Objects in Earth Orbit by Object Type [2].

Removing the orbital debris is becoming more and more important so that future
space missions are not compromised. Several projects have already been proposed to help
clean up near Earth space.
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Nishida et al proposed a microsatellite that physically latches onto the debris to
pull it out of its orbit and then release it [3]. Bombardelli and Pelaez proposed a similar
concept using an ion beam to deorbit the debris [4]. Both of these projects are focused on
deorbiting large debris, and require that the host satellite be able to sync with the debris.
Project Orion, discussed in [5] and [6], proposes a powerful ground based laser to
deorbit debris. This project is focused on debris smaller than the other two referenced
projects, around 1 cm to 10 cm. Unfortunately, political concerns about using such
powerful lasers for space have kept the project stagnant.
The mentioned projects are focused on larger debris, and they do not scale down
well. However, even very small pieces of orbital debris have the potential to compromise
space activities because of the tremendous speeds that they can travel at. The energy of a
collision between a piece of debris and a satellite could be enough to cause serious
damage to the satellite. The debris can be as small as 0.1 mm [1] and still pose a threat to
satellites depending on the relative velocity of the debris, the impact angle, and the
specific component that is struck. Figure 1.2 below shows the damage caused to a solar
panel on the Hubble space telescope by debris that was only 2.5 mm in diameter.
A suitable method is necessary to handle small, but still dangerous debris. The
solution that this thesis explores functions more like a broom that you use after taking out
the trash. This solution can function over a large period of time cleaning up near Earth
space as new debris is introduced.

3

Figure 1.2 – A damaged solar panel on the Hubble space telescope [7].

Methodology: The method that this thesis explores for orbital debris removal
uses a laser that is mounted on a satellite to ablate a passing piece of orbital debris. The
ablation causes the orbital debris to change its trajectory and slow down so that it will
eventually fall into the Earth’s atmosphere and get destroyed. The ablation is caused by
concentrating the laser beam onto a very small area on the orbital debris which causes a
tiny piece of the debris to vaporize and exert a force on the debris in the opposite
direction.
Pointing the laser on the debris should be achieved by a feedback controller. A
feedback controller is necessary to maintain the laser spot on the debris. Solving this
control problem is the main focus of this thesis.
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To achieve the desired effect, the trajectory of the debris needs to be changed only
very slightly, approximately 1%. A low power laser could do this very efficiently,
quickly, and safely. The laser would pose no threat to other space activities because it
would not have the time or power necessary to cause any noticeable damage or to change
the trajectory of even the smallest human made satellites. Therefore, it would not violate
the five treaties set by the United Nations that govern weapons in space [8].
A small fraction of the laser beam returns to the platform after striking the debris.
This return beam is measured by a camera and provides feedback on the performance to
keep the laser spot on the debris. Using this same feedback mechanism, debris that is too
far to ablate and too small to be found by ground based detectors can be tracked and
logged to be ablated at a later time.
Lasers are ideal for this situation because they perform very well and are very
predictable in space environments. The laser based system as a whole would require a
relatively small volume and could be reused indefinitely as long as it has access to a
power source and none of the components fail. Thus it is very cost effective in the long
term.
Challenges: The system and control challenges stem mostly from the size and the
velocity of the debris. Orbital debris travels at an average speed of about 7-8 km/s [9].
The platform would also be traveling at a considerable speed, but not necessarily in the
same general direction as the orbital debris. So the system has little time (<1 second) to
perform its functions before the debris flies out of range. The system must begin ablating
the debris while the debris is still a considerable distance away, approximately between 1
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km and 10 km. The laser also needs to be focused onto a small area to attain the energy
density necessary for ablation to occur, about 2 J/cm2. Maintaining a consistent laser spot
on a small piece of debris that far away means that even very slight errors will quickly
degrade performance. Luckily, operating in space provides an almost ideal environment
for lasers.
The overall system’s structure is developed in collaboration with Dr. Richard
Fork. Similar concepts by him are outlined in [10-12]. Besides mitigating orbital debris,
the referenced papers also discuss using lasers to change the trajectory of asteroids, and
to transfer power between satellites.
The focus of this thesis is to design the acquisition and control algorithms of the
laser system. Although this work is designed around the orbital debris situation, it can
theoretically be applied to any of the referenced proposals. They each have the same
objective of using lasers to attain a certain energy density on a specific area, and they
each pose similar challenges to the acquisition and control design. The specific control
challenges that this thesis addresses are:
1. Tracking errors introduced by the debris position sensors such as measurement
noise, quantization, and a limited frame capture rate which can lead to poor
command signal generation.
2. The high degree of accuracy necessary.
3. Vibrational disturbance from the platform that causes the laser to jitter, thereby
degrading the pointing accuracy.

6

To address the first control system challenge in this thesis, a Kalman Filter (KF)
is proposed to estimate and predict the states of the debris. A KF works well here because
the measurement noise is Gaussian and the trajectory of the debris should be very
smooth, so the KF should be able to converge quickly. The predicted position of the
debris is then used to generate the commands for the laser pointing controller.
Several control algorithms are available for steering the mirrors in order to
address the rest of the control system challenges. For example, Guelman et al. use an
extremum-seeking controller for communication between satellites [13]. Orzechowski et
al. use an adaptive controller for a fast steering mirror in their facility [14]. Lin et al. use
a combined repetitive and adaptive controller [15]. Jiangming et al. use a PID controller
with velocity feedback from a gyro [16]. Yun-Xia et al. use a PID controller in
combination with an internal model controller [17].

However, these controllers are

sensitive to the external disturbances which adversely affect the pointing accuracy.
We need to acknowledge that the referenced works are mostly focused on using
lasers for communication. Thus, the accuracy and timing requirements are not as
stringent, or they require cooperation from the target. Thus for our application, we need
to develop another controller. Sliding Mode Control (SMC), including second order
sliding mode algorithms, which is insensitive to the external disturbances and the
uncertainties in the models can provide us the robustness and accuracy we need within
the time allotted. Specifically, a second order sliding mode controller is proposed for the
laser pointing.
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Towards these goals, the following assumptions are made, listed in the order as
they appear in the body of the text.
1. The platform will already be oriented in the direction of the debris, so the
laser pointing system only needs to make small corrections.
2. The travel delay for the laser to reach the space debris and return is small
enough to ignore.
3. Both Fast Steering Mirror (FSM) axes are decoupled and equivalent.
4. The time delay caused by the electronic drivers for the FSM and the telescope
are negligible.
5. The dynamics of the position sensor in the feedback loop are minimal.
6. A vibrational isolator has already been designed for us, so our disturbance has
been reduced to a bias and a sine wave of frequency ~1-10 Hz.
7. The actual telescope design will be handled separately, so we will use a
simple telescope model made of only two mirrors.
8. The laser is single mode, Gaussian, and is uniform in both axes.
In this thesis, a KF for command generation and a 2nd Order Super Twisting SMC
(2-SMC) are successfully designed to track a piece of orbital debris and point a laser onto
the debris. In addition, a higher order Sliding Mode Differentiator (SMD) is designed to
determine the derivatives of the measured system states. The results of the thesis are
validated by a simulation created in MATLAB/Simulink. The Simulink model is shown
in Appendix A, and the MATLAB code is shown in Appendix B.
The structure of the thesis is as follows:
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Chapter 2 discusses the structure of the system and the various components that are used.
These components include the debris position sensors, the fast steering mirror, the
telescope, and the feedback sensors. The mathematical models for the components are
derived. Then the errors and imperfections that may degrade the performance of the
system are discussed.
Chapter 3 presents the system’s flow diagram and develops the control problem. The
goals and challenges of the filter and the controller are given, and the proposed solutions
are introduced.
Chapter 4 provides a brief background of the Kalman Filter and the Sliding Mode Control
methods that are considered.
Chapter 5 elaborates on the proposed control solution for this application using the
methods described in chapter 4. The formula to calculate the energy density incident on
the debris is also derived, which is what the quality of the control design is judged by.
Chapter 6 provides the results of the simulation which was created using
MATLAB/Simulink. An ideal model is used first, and then noise and nonlinearities are
included one at a time. Each component (Kalman Filter, Sliding Mode Controller, and
Sliding Mode Differentiator) is first tested and tuned separately. Then all components are
put together and the performance of the system as a whole is analyzed.
Chapter 7 is the conclusion, which summarizes the results of the thesis and provides
recommendations for future work.
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Chapter 2

Laser System Architecture and Mathematical Models of the
Components

2.1 Laser System’s Architecture
To achieve the desired capabilities, the system needs a high energy laser source
for ablation, a low energy laser source for range finding and initial tracking, a way to
steer the laser beam, a way to control the spot size at the debris, a way to determine the
position of the debris, and a way to gauge the performance of the system. The proposed
components to accomplish these goals are listed below.
1. High energy laser to ablate the debris
2. Low energy laser operating at a different frequency to determine the location of
the debris
3. Fast Steering Mirror (FSM) to aim the laser
4. Camera to measure the return beam from the high energy laser
5. Camera to measure the return beam from the low energy laser
6. A variable telescope to expand the outgoing beam and concentrate the incoming
beam
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The proposed architecture of the laser based debris removal system is presented in
Fig 2.1. Both the high and low energy lasers travel along the same optical path. The
series of beam splitters ensures that the laser beams are directed to the appropriate
cameras. Upon leaving the beam splitters, the laser beams travel through the telescope
and are widened. Finally, the lasers are directed towards the debris by the FSM.

High Energy
Laser
Low Energy
Laser

Camera for
high energy
laser
Camera for
low energy
laser

Telescope

Fast
Steering
Mirror

To Debris

Figure 2.1 – Conceptual diagram of the optical system.

The system will first need to be oriented in the general direction of the debris.
This process is not discussed in this thesis, and we are assuming that this has already
11

been done for us. The NASA orbital debris office already logs and keeps track of orbital
debris, so our system can begin with a rough estimate of where the debris will enter its
field of view.
Assumption 1: The platform will already be oriented in the direction of the
debris, so the FSM only needs to make small corrections.
The first step is to use the low power laser beam to begin tracking the debris
before it is feasible to transfer significant energy to the debris. The telescope can be used
to expand the laser beam as wide as possible, since it is not necessary to concentrate the
laser energy yet. Thus we can locate the debris even if the initial estimate is poor.
Using a system of beam splitters, the incoming and outgoing laser beams travel
along the same optical path. Thus, we can use the low energy laser to be certain that we
are pointing directly at the debris before the high energy laser is even turned on. In
addition, since the return laser is also traveling along the same optical path, we do not
have to account for any offset between the transmitter and receiver.
The origin of this axis is located on the center of the FSM where the laser beam
exits the system and the axis moves along with the platform. Thus, any change in the
position or orientation of the platform appears as a change in the position of the debris.
The position of the debris relative to the platform is described by three states: the
horizontal angle (h), the vertical angle (v), and the range (z). The FSM is responsible for
pointing the laser at the debris and its orientation is described by two states: the
horizontal angle (θ) and vertical angle (ϕ). The telescope is responsible for focusing the
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laser on the debris and it has only one state: the separation distance (ξ) between the two
mirrors which determines the effective focal length of the telescope.

2.2 Debris Trajectory Model
The debris moves in a very predictable pattern because it is traveling through the
vacuum of space. We can model the trajectory of the debris relative to the platform with a
constant acceleration, γ1, γ2, and γ3 for each state:
̇

{
̇

{
{

(2.1)
̇

(2.2)
̇
̇

(2.3)

̇

2.3 Debris Position Sensors
The debris position sensors generate the command signals by tracking the position
of the debris, and consist of two cameras (one for the low energy laser and one for the
high energy laser). These sensors measure the direction from which the laser energy is
returned from the debris to determine its location relative to the platform (angles h and v).
Since the laser is pulsed at a known and consistent frequency, the range to the
debris can be calculated by measuring the time between the emission of a single pulse
and when that pulse is picked up by the cameras, and then multiplying this time by the
speed of light.
The performances of the debris position sensors are limited by the pixel count and
the frame capture rate. The number of pixels limits the accuracy of finding the position of
13

the debris and causes a quantization error, meaning that the camera cannot distinguish the
difference within a small range of values. The frame rate limits the number of samples
and is modeled by a zero order sample and hold. Some samples of these effects are given
in Fig 2.2 and 2.3.

Figure 2.2 – Example of quantization effects.

Figure 2.3 – Example of a zero-order hold.

There exist two time delays in the debris position sensors that need to be
considered because of the fidelity that is required, an image processing delay and a travel
14

delay. The image processing can potentially be very quick if a specialized sensor is used
that is designed to only find the direction of the laser spot. However, safety concerns may
warrant more sophisticated image processing that would, for example, try to determine if
the object is too large and may possibly be another satellite. For this thesis, we will
consider the worst case scenario where substantial image processing is desired.
The travel delay is the time it takes for the laser beam to travel between the
platform and the debris. The travel delay varies as the debris moves closer or further
away. The travel delay affects the system twice, once delaying the inputs to the camera
and once at the output of the system as the laser travels to the debris. In the range
considered in this thesis, 1 to 10 km, this delay is at most 67 µs (2 * 10 km / speed of
light). This would become a larger concern if a system with a greater range is examined,
but for now we will ignore the travel delay.
Assumption 2: The travel delay for the laser to reach the space debris and return
is small enough to ignore.
In addition, noise is generated from internal effects in the cameras as well as
background radiation which may perturb the results. Additional sources of noise include
the vibration of the platform and the varying reflection characteristics of the rotating
debris. We model this behavior by introducing a Gaussian noise to the input of the
system.
To model the effects of the debris position sensors, we develop the following
formula for the measured horizontal angle hm to the debris based on Eq. (2.1).
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( )
( )

( (

)
(

(

))

)

(2.4)
(

)



hm = the measured horizontal angle that is output by the sensor.



hd = the error caused by the noise of the sensor, represented by a Gaussian
Distribution.



tm = the largest multiple of the sampling time that is less than the current
time t.



τ = the time delay caused by the sensors.



Qh = the smallest change in h that the sensor can perceive.

The same equation can also be applied to determine the measured vertical angle
vm and the measured range zm to the debris. Each state has a separate disturbance function
(hd, vd, and zd) and a separate quantization factor (Qh, Qv, Qz).

2.4 Fast Steering Mirror Math Model
The Fast Steering Mirror (FSM) is used to control the azimuth and the elevation
of the laser beam leaving the system. Detailed information on FSMs can be found at [16,
18-21]. A brief summary on the operation of FSMs follows.
A FSM is capable of making small adjustments very quickly, which is necessary
to overcome the jitter of the platform. For this application, a dual axis voice coil driven
FSM is the best option because it offers quick response times and very high resolution.
The FSM system consists of a mirror mounted on a flexure suspension and is
driven by four voice coils. The flexure suspension allows the mirror to rotate freely
around the two orthogonal axes, and constrains the mirror from rotating around the
16

normal axis, as well as from translating in any direction. The four voice coils are
mounted equidistant from each other and work in pairs with the voice coil opposite to
them. Figure 2.4 below shows the layout of an example FSM.

Figure 2.4 – Example of a fast steering mirror. [19]

Each voice coil pair works in a push-pull configuration to rotate the mirror around
the axis that bisects the pair. This decouples the X and Y axes of the mirror so that each
axis can operate independently. Any residual coupling effects can be considered a
disturbance. In addition, the characteristics of each axis are nearly identical, so the same
model can be used for each axis.
Assumption 3: Both FSM axes are decoupled and equivalent.
Rotating the mirror by an angle of θ causes a change in the optical angle by 2θ.
This is illustrated in Figs 2.5 and 2.6. The blue line in Fig 2.5 and the solid red line in Fig
2.6 represent the original output laser beam. The red line in Fig 2.5 and the dashed red
line in Fig 2.6 represent the output laser beam after the rotation.
17

Figure 2.5 – Rotation of the FSM about the X axis [21].

Figure 2.6 – Illustration of how rotating the FSM produces an optical rotation of twice the angle [21].

Figure 2.7 below shows the equivalent diagram for a single axis of the FSM. The
masses m1 and m2 represent the voice coils. The springs represent the oscillations induced
by the bending of the flexure hinge that the mirror base is mounted on. The damper
accounts for the smooth movement.
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Figure 2.7 – Equivalent diagram for a single axis of the FSM, modeled as a dual spring-mass-dashpot system
[21].

The torque balance equation for the horizontal axis of the FSM is given by [16,
21]:
[

(

)

] ̇

(

)

̇

(

)



Mθ = horizontal torque of the voice-coil actuator on the FSM



Mθd = horizontal disturbance torque on the FSM



θ = horizontal angle of the FSM
19

(2.5)



J = rotary inertia of the FSM



K1, K2 = rigidity of actuators and flexures



C1, C2 = equivalent damp coefficients



d = distance between flexure hinge and working point



m1, m2 = mass of voice coil actuators

If we assume that each voice coil is identical, then we can say that
,

, and

. Thus we can rewrite Eq. (2.5) as:
[

]

(2.6)

Now we are going to rewrite Eq. (2.6) in state space. For simplicity, we can
combine some terms into a natural frequency ωF, a damping coefficient ζF, and a gain αF.
(2.7)
√

(2.8)
√

(

)
(2.9)

̇
̇

(2.10)
(

)

Next we have to take the dynamics of the voice coils into account. The voice coils
are operated by applying a voltage across them, and the current in the voice coils
produces a magnetic field which interacts with a permanent magnet attached to the
mirror, causing the mirror to rotate about its axis. Thus the torque that is induced on the
mirror depends on the voltage that we supply (which is our control uθ). We can model the
20

dynamics of the voice coils and the electronic drivers with a time lag with gain βF and
time constant TF:
(2.11)
̇

To simplify the control design, we can assume that the time lag caused by the
voice coils is very small (TF→0). In this case, the dynamics of the voice coils in Eq.
(2.11) disappear. We can then use the state space model from Eq. (2.10) by substituting:
(2.12)
Assumption 4: The time delay caused by the electronic drivers is negligible.
Thus, our new state space model becomes:
̇
(2.13)
̇

(

)

The state space model in Eq. (2.10) and Eq. (2.11) is the model that will be used
in the simulation. The state space model in Eq. (2.13) will be used for the control design.
Recall that we have assumed that each axis of the FSM is identical. Thus the derived
model is valid for both the horizontal angle θ and the vertical angle ϕ. We can write the
simulation model for ϕ as:
̇
̇

(
̇

And the control model for ϕ as:
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)

(2.14)

̇
̇

(2.15)
(

)

Next we need to discuss the feedback signal coming from the position sensor on
the FSM. This can also be approximated by a 2nd order equation. However, because the
natural frequency of the position sensor is much larger than the natural frequency of the
FSM itself, the effect of the position sensor is minimal. We will include the position
sensor in our simulation, but we will ignore it for our control design.
Assumption 5: The dynamics of the position sensor in the feedback loop are
minimal.
The disturbance torques Mθd and Mϕd can be quite complicated since we are
combining three different kinds of disturbance effects, all of which cannot be measured
directly:
1. White noise that is present in any electric signal.
2. A bias resulting from structural errors, such as optical misalignment.
3. Several sinusoidal platform vibrations.
For disturbance component 1, the Gaussian white noise in the generated electrical
signals should be quite minor. In addition, the noise is filtered by the natural damping of
the system anyway. So in our case we can effectively ignore it.
For disturbance component 2, we simply include a constant to the disturbance
functions.
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For disturbance component 3, the platform's vibration should already be
drastically reduced by vibration isolators. An introduction and review of different
vibration isolation techniques is given in [22]. In summary, a typical passive isolator is a
mass-spring-damper system, shown in Fig 2.8, which filters vibrations.

Figure 2.8 – A typical passive isolator called a mass-spring-damper system.

The isolator has a natural frequency which will allow certain vibrations to pass
without being properly attenuated, or worse, amplified. More sophisticated isolators such
as those in [23] and [24] can help mitigate any vibrations that pass through this natural
frequency.
The exact design of the isolator is outside the scope of this thesis. To simulate its
effects, we will change the disturbance acting on the FSM and the telescope to be a sine
wave instead of a Gaussian noise. This simulates the filtering effect of the isolator, where
we would only need to worry about any vibrations that are very close to the natural
frequency of the isolator.
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Assumption 6: The isolator has already been designed for us, so our disturbance
has been reduced to a bias and a sine wave of frequency ~1-10 Hz.
Thus, the disturbance that we will consider will look like (where ω ≈ 1-10 Hz):
(

)

(2.16)

(

)

(2.17)

In summary, we now have a fully developed mathematical model of the FSM.
The full state space model of the FSM that will be simulated is given by Eqs. (2.10) and
(2.11) for θ, and Eq. (2.14) for ϕ. To simplify the control design we will ignore the
dynamics of the voice coils and use the state space model given in Eq. (2.13) for θ and
Eq. (2.15) for ϕ. We have also characterized the disturbance torque acting on the FSM
and it is given by Eqs. (2.16) and (2.17).

2.5 Telescope Math Model
The telescope is used to control the distance to the beam waist, where the cross
sectional area of the laser beam is smallest. Keeping the spot size as small as possible at
the debris yields a higher energy density. The distance to the beam waist is the effective
focal length of the telescope. So for our math model we need to determine what
parameters of the telescope we must vary to achieve the desired focal length, and then we
need to derive the motor dynamics that control the telescope’s parameters.
Although the exact design of the telescope will affect the efficiency of the system
as well as what errors are encountered, this is beyond the scope of the thesis.
Assumption 7: The actual telescope design will be handled separately, so we will
use a simple telescope model made of only two mirrors.
24

The effective focal length (feff) of the telescope is changed by moving one of the
mirrors with a motor. In this case, the effective focal length of the telescope is found with
the dual lens equation:

(2.18)

or

(2.19)

The focal lengths of the mirrors are f1 and f2, and ξ is the distance separating the
two mirrors. Since feff is the range to the beam waist, we need to keep feff at the same
range as the debris. We can rearrange Eq. (2.19) to determine what distance ξ the
telescope should be set to so that the beam waist is at the same range as the debris. This
gives us:

(2.20)
As stated in Assumption 7, we are using a simple telescope dynamic model. For
simplicity, we will assume that the dynamics of the telescope, its actuator, and its
position sensor can be modeled like the FSM. Thus we can rewrite the state space models
from section 2.4 by replacing states and gains. So the simulation model is given by:
̇
̇

(
̇
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)

(2.21)

And for the control model, we will also assume that the time lag caused by the
actuator is very small (TT→0). So we can ignore the actuator dynamics and use the
following control model:
̇
̇

(2.22)
(

)

And the disturbance term is described by:
(

)

(2.23)

2.6 Summary
This chapter has studied the overall structure of the laser based debris removal
system. The movement of the debris has been characterized. The dynamic models of the
components that are used in the control system design, specifically the debris position
sensors, the fast steering mirror, and the telescope, have all been described and
mathematically modeled.
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Chapter 3

Control System Overview and Problem Formulation

3.1 Control System Overview
To help summarize how the control system functions, the flow diagram is
presented in Fig 3.1 below:

Low Energy
Laser Return
Beam

Controller

Debris
position
sensors

Noisy Position

Filter

Commands

Mirror /
Voltages
Telescope

Estimated Rates

High Energy
Laser Beam

True States

Differentiator

Measured States

Figure 3.1 – Laser system flow diagram.
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Position
Sensors

A wide, low energy laser beam is first used to locate the debris by measuring the
returned energy. The position of the debris is described by three states: the horizontal
angle (h), the vertical angle (v), and the range (z). The position measured by the debris
position sensors will be noisy, so a filter will need to be designed to generate the
command signals for the controller.
The controller will generate three independent voltages (uθ, uϕ, uξ) to make the
horizontal (θ) and vertical (ϕ) angles of the Fast Steering Mirror (FSM) and the
separation distance (ξ) of the telescope follow the commands (θc, ϕc, ξc) generated by the
filter. The high energy laser beam will be pointing in the direction of the FSM angles,
with a beam waist determined by the telescope. The position sensors measure the current
system states (θm, ϕm, ξm) for the controller to use as feedback. If the controller requires
derivatives of the states, then a differentiator will provide the derivatives given the
measured system states.
In order to optimize the performance of the proposed laser system, we need to
control:
1. The direction of the laser beam by controlling the Fast Steering Mirror (FSM).
2. The distance to the beam waist by controlling the effective focal length of the
telescope.
The direction that the laser is pointing is described by the horizontal (θ) and
vertical (ϕ) angles of the FSM. The effective focal length of the telescope is described by
the separation distance (ξ) between the two mirrors in the telescope. These system states
(θ, ϕ, ξ) need to follow a command profile such that the errors are reduced to 0. These
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goals need to be met in the presence of bounded disturbances, uncertainties, and time
delays. Towards these goals, we also need to:
3. Design a command profile generator using the noisy output of the debris
position sensors that takes into account any time delays.
4. Determine a way to assess the performance of the designed control system.
The problems 1 and 2 are reduced to designing three controllers: a controller for
each axis of the FSM and another controller for the telescope. The state space models that
will be simulated are given by Eqs. (2.10), (2.11), (2.14), (2.19), (2.20), and (2.21). The
state space models that will be used for the control design are given by Eqs. (2.13),
(2.15), (2.19), (2.20), and (2.22). The disturbances are characterized by Eqs. (2.16),
(2.17), and (2.23).
The goal of the controller is to generate the appropriate voltages (uθ, uϕ, uξ) to
make the system’s states (θ, ϕ, ξ) converge to the generated command signals (θc, ϕc, ξc)
in finite time in the presence of parametric uncertainties and external disturbances:
( ( )

( ))

( )

( ))

( ( )

( ))

(

(3.1)

The dynamics of each axis of the FSM and the telescope can be represented by
similar mathematical models. So we can develop just one control law and then adjust the
gains and apply it to the other channels. This way, we can avoid large, clumsy matrices.
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Sliding Mode Control is proposed to handle the disturbance, and it will be discussed in
section 4.2.
For problem 3, a Kalman Filter is proposed to overcome the challenges of the
debris position sensors and it will be discussed in section 4.1. The goal of the Kalman
Filter is to estimate the position of the debris (h, v, z) and develop the command signals
for the controller to follow (θc, ϕc, ξc). The filter also needs to estimate the input and
output time delay (τ) and take it into account when generating the command signals.
( (

)

( ))

( (

)

( ))

( (

)

( ))

( )

(3.2)

( )

For problem 4, we will develop a formula to determine the energy density that is
incident on the debris. This is necessary to determine how accurate the controller and the
filter need to be. We will calculate a performance index for each scenario based on how
much laser energy is delivered to the debris over time. This is discussed further in section
5.4.
(

)

(3.3)

3.2 Summary
This chapter has presented and described the control flow diagram for the laser
debris removal system. The goal of the controller and the filter has been formulated. A
method to assess the performance of the whole system has also been introduced.
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Chapter 4

Background of Control and Observation

4.1 Fundamentals of Kalman Filters
A Kalman Filter (KF) attempts to estimate the states of a system given noisy data
by minimizing the mean square error between its state estimations and the measured
states. A KF is a discrete process that uses a recursive algorithm to estimate the states
using the error from the previous iteration’s estimates and the current measurement data.
It then updates its estimates based on how accurate its previous estimates were. This
means that it can start providing estimates immediately, and becomes more accurate over
time as more measurements are made. The original KF was proposed in [25]. Further
information on KFs can be found in [26, 27].
The KF assumes that we know how the states should change over time (given by
the matrix A) and how the measurements map to the process states (given by the matrix
H). It also assumes that the process (given by states x with measurements q) follows the
general format of:
̅

̅
̅

̅

̅
̅

̅
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(4.1)
(4.2)



∈ ℛn

̅ = state vector



A = state transition matrix

∈ ℛn x n



̅ = control input vector

∈ ℛn



B = control mapping matrix

∈ ℛn x n



̅ = process noise vector

∈ ℛn



̅ = measurement vector

∈ ℛm



H = measurement mapping matrix

∈ ℛm x n



∈ ℛm

̅ = measurement noise vector

The noise terms are assumed to be random white noise with Gaussian probability
distributions. The term

̅

accounts for our control inputs. Since in our case we affect

the states very little, the term can be dropped.
The KF first attempts to predict the states and the error covariance matrix for the
current time step using the estimates from the previous time step.
̂̅
̅

(4.3)

̂

(4.4)



= denotes a predicted value



̂ = denotes an estimated value



P = process error covariance matrix



Q = process noise covariance

∈ ℛn x n
∈ ℛn x n

matrix
The matrix P is the process error covariance matrix, which is the filter’s best
guess at the error in its estimates. The matrix Q is the process noise covariance matrix
that describes the fluctuations of the actual process. This tells the KF how much of the
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noise that it is seeing is true fluctuations of the system as opposed to errors in our
measurements.
Now the KF compares the predicted performance to the measured performance.
Using the latest measurements, it calculates an estimate for the current states and the
covariance matrices:
(4.5)
(4.6)
̂̅

(̅
̅

̂

̅ )

(

(4.7)

)



S = innovation matrix



R = measurement noise covariance

(4.8)
∈ ℛm x m
∈ ℛm x m

matrix


K = Kalman gain matrix

∈ ℛn x m



I = identity matrix

∈ ℛn x n

Where S is the innovation matrix and is used to calculate the Kalman gain matrix
K. The matrix K represents how much we trust the new measurement value versus our
predicted value. The measurement noise covariance matrix R describes how much noise
is introduced into the system by our sensors.
If the KF has been designed correctly, it can accurately estimate the states of a
system given noisy measurement data. Figure 4.1 below shows an example of a KF. The
straight solid line is a constant state that the KF has been tasked to estimate. Each “+”
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represents the noisy measurement made for that iteration. The squiggly line is the KF’s
best guess at the value of the state.
At first, the KF trusts the measurements more than its own estimates. Thus, when
the first few measurements are below the true value, the KF becomes biased. But once
some measurements above the true value are made, the KF corrects itself. After several
iterations, the KF begins to home in on the true value, and starts to trust its own estimates
more than the current measurements.

Figure 4.1 – Example of how a KF can remove noise from measurement data. [26]
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4.2 Fundamentals of Sliding Mode Control
4.2.1 Overview
PID controllers have enjoyed wide popularity since they have been proven to
consistently work well for systems where the underlying process is unknown. However,
in our situation the process is known, and our situation requires a great enough accuracy
to justify exploring other controller concepts.
A Sliding Mode Controller (SMC) is proposed because it is an aggressive
controller that can provide the necessary accuracy and insensitivity to noise. SMC is
designed to fight any disturbance immediately, rather than increasing its strength based
on the tracking error as a PID controller does. This aggressive action makes the steady
state error more erratic, but it is much more difficult for a disturbance to push the steady
state error far. SMC is especially useful in a situation like this where the laser spot does
not need to be held steady on the debris, as long as the laser spot is within some
tolerance. This is because the ablation process is practically instantaneous, and jitter does
not hurt performance as long as the laser spot does not drift off of the debris.
For in depth information on SMC, refer to either [28] or [29]. The material that
describes the fundamental concepts for SMC in the rest of section 4.2 follows the
presentation given in [28].

4.2.2 Basic Sliding Mode Control
To illustrate the basic concepts of Sliding Mode Control (SMC), we consider a
simple generic system described by the following state equations:
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̇
(4.9)
̇


x1 = position



x2 = velocity



u = control force



f = disturbance term

(

)

The goal of the control design is to drive the states to the origin asymptotically,
meaning x1 = x2 = 0. The disturbance term is unknown, but bounded by some value L.
Our first step is to choose what the desired dynamics of the system are. A good candidate
is given in Eq. (4.10) with the general solution and its derivative given in Eq. (4.11) and
Eq. (4.12) respectively.
̇
( )
( )

(4.10)
( )

(

( )

)
(

(4.11)
)

(4.12)

Note that both x1 and x2 converge to 0 asymptotically. To accomplish this, we
introduce the sliding variable σ which represents our desired dynamics:
(4.13)
Our new goal is to drive σ to 0, which will lead to our desired dynamics. We do
this with the Lyapunov function technique with the form in Eq. (4.14) and its derivative
as Eq. (4.15).

(4.14)
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̇
̇

(

(

)

)

(4.15)

For finite time convergence we need to enforce the condition in Eq. (4.16). To
determine the reaching time tr, we can separate the variables and integrate Eq. (4.16) to
achieve Eq. (4.17), which can then be rearranged to Eq. (4.18).
̇

(4.16)

( )

( )
( )

(4.17)

(4.18)

For the control u, we separate it into two parts, u1 and u2. The first part will handle
the known dynamics and the second part will handle the disturbance with a switching
function.
(4.19)
( )

(4.20)
(4.21)

√
( )

(4.22)

The performance for the SMC for the system in Eq. (4.9) is simulated and shown
in Figs 4.2 to 4.5. The results of these simulations are taken from [28]. The values used
for the simulation are: x1(0)=1, x2(0)=-2, ρ=2, c=1.5, f(x1,x2,t)=sin(2t), L=1.
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Figure 4.2 – Sliding variable σ converging to 0 [28].

Figure 4.3 – State variables x1 and x2
asymptotically converging to 0 [28].

Figure 4.4 – Sliding mode control variable u [28].

Figure 4.5 – Zoomed in view of sliding mode
control variable u [28].

Figures 4.2 and 4.3 demonstrate the power of SMC as it quickly forces the state
variables to 0, despite a fairly significant disturbance. Handling a sine wave disturbance
is not a trivial matter, since its position, velocity, and acceleration are constantly
changing, but SMC handles it very well.
Figures 4.4 and 4.5 show the price that is paid for the insensitivity to the
disturbance term. The sign function in the control variable causes a high frequency
switching effect called chattering. Fortunately, there are several ways to avoid the
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chattering effect. One simple example is to replace the sign function with the sigmoid
function:
( )

(4.23)

| |

ε can be tuned to make the control smoother or more rigid. Running the same
simulation again with ε=0.01 gives the results shown in Figs 4.6 to 4.9. The results of
these simulations are taken from [28].
As can be seen in Figs 4.6 and 4.7, the control is now continuous and there is no
chattering present. If we compare Figs 4.3 and 4.7, the state variables appear to behave
identically in both cases. This is because the sigmoid function in Eq (4.23) only diverges
from the sign function for very small values of σ. Fig 4.9 shows a zoomed view of the
state variables, from which we can see that the state variables no longer asymptotically
converge to 0 and the effects of the disturbance term are now apparent. We have lost
robustness to avoid chattering.

Figure 4.7 – State variables x1 and x2 converging to

Figure 4.6 – Quasi sliding variable σ [28].

0 [28].
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Figure 4.9 – Zoomed in view of state variables x 1

Figure 4.8 – Quasi sliding mode control u [28].

and x2 [28].

4.2.3 Super Twisting Sliding Mode Control
The specific Sliding Mode Control (SMC) variant used in this thesis is called
Super Twisting SMC (2-SMC). 2-SMC is a continuous second order controller that
drives both σ and its derivative to 0 in finite time. 2-SMC has many desirable properties,
including continuous control input, finite convergence time, and disturbance rejection
[30]. We will study the following generic system:
̇
̇

(

)

(4.24)

We will first redefine the sliding variable σ in terms of error signals so that the
states follow a command profile rather than just being driven to 0.
( )

( )

( )

̇

(4.25)
(4.26)
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̇

̈

(
̇

̇ )

⇒ (
̇

̇ )

(4.27)

Where the cumulative disturbance term ϕ(y, ẏ, t) is bound by a constant M. First,
we will assume that the disturbance term ϕ = 0. The following continuous control is
proposed to drive the sliding variable σ to 0 in finite time and keep it there:
| |

( )

(4.28)

Thus the derivative of the sliding variable becomes:
| |
̇

( )

(4.29)

Integrating with respect to time, we can find a time constant tr where σ(tr) = 0.

| |

(4.30)

However, this is assuming that the disturbance term ϕ = 0. Another term is
introduced into Eq. (4.27) which is responsible for compensating for the disturbance term
ϕ.
| |

( )

(4.31)

( )
̇

(4.32)

To ensure finite time convergence we need to determine the bounds for the gains
k0 and k1. We first rewrite the equation for the derivative of the sliding variable σ in the
following generic form with the given constraints:
̇

(
| (

)

(

)|
(

)

(4.33)
(4.34)

)
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(4.35)

We determine the minimum bounds for the gains k0 and k1 in terms of the
constraints on h(t, x) and g(t, x) to ensure that both σ and its derivative go to 0 in finite
time. The sufficient conditions for stability are:

(4.36)
(
(

)
)

(4.37)

To see the behavior of the 2-SMC, a simulation is run with the results shown in
Figs 4.10 to 4.13. Again, the results of these simulations are taken from [28]. The values
used in the simulation are: x1(0)=1, x2(0)=-2, k0=13.5, k1=88, yc=2cos(t), f(x1, x2,
t)=sin(2t).
Figure 4.10 shows how the 2-SMC is able to drive the sliding variable σ to 0
quickly, and Fig 4.11 shows how the output quickly converges to the command signal.
Even though the sign of σ is rapidly switching as seen in Fig 4.12, the control u in Fig
4.13 stays continuous.
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Figure 4.10 – Sliding variable σ [28].

Figure 4.12 – Output y tracking the command yc
[28].

Figure 4.11 – Sign of the sliding variable σ [28].
Figure 4.13 – Super Twisting SMC control u [28].

4.2.4 Higher Order Sliding Mode Differentiators
The SMC algorithms described earlier may require knowledge of the derivatives
of the measured states. If only the output can be measured, then a higher order SM
differentiator can be used to estimate the derivatives of the output. The following higher
order SM differentiator that is used is described in [31]. The SM differentiator can

43

calculate a derivative of a base signal in finite time with a maximum error proportional to
the square root of the maximum deviation due to measurement noise.
Let ( ) be a function made of an unknown noise and an unknown base signal
( ), where the kth derivative of

( ) has a known Lipschitz constant L > 0. The

Lipschitz constant for a given function is defined as the upper limit of the absolute value
of the slope of a line connecting any two points on the function. The arbitrary order
sliding mode differentiator with states d0,…,dk for the function ( ) is defined as:
̇
̇

|

( )|

|

|

( ))

(
(

)

…

(4.38)

̇

|
̇

|
(

(

)

)

Note that the recursive structure of this differentiator means that it can be
extended to any order. The only gains that need tuning are λ0, λ1,…,λk. The recommended
gains provided in [32] for

is

and

. If the gains are chosen properly, then after some transient response the states
will start following the derivatives of the base signal with finite time convergence:
( )

( )

̇( )

( )

(4.39)

4.3 Summary
This chapter has discussed the fundamentals of Kalman Filters and Sliding Mode
Control, including the Super Twisting Sliding Mode Control and the arbitrary order
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Sliding Mode Differentiator. With this knowledge, we can now adapt these techniques to
the specific problem at hand, which is done in chapter 5.
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Chapter 5

Design of the Laser System Control

5.1 Overview
In this chapter the command generator is designed based on the Kalman Filter
technique. Then the Sliding Mode Controllers are designed for steering the mirror and
adjusting the telescope, which provide output tracking in the presence of disturbances and
uncertainties. A methodology is then proposed and discussed to assess the performance
of the whole system.

5.2 Command Profile Generator
To help counteract some of the limitations of the debris position sensors, a
Kalman Filter (KF) is used to help smooth out the errors caused by the noise that is seen
by the debris position sensors, as well as the quantization effects. The KF is ideal for this
situation because the movement of the debris is very predictable. The acceleration of the
debris is very small compared to its velocity, and external forces acting on it are
negligible. Therefore, the KF is able to iteratively reduce its error until it quickly and
accurately homes in on the position of the debris. In addition, we can design the KF in
predictive mode to use the estimated position, velocity, and acceleration of the debris to
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predict its future trajectory. This will help to overcome the limited frame capture rate and
the time delays caused by the debris position sensors.
The three states describing the position of the debris (h, v, z) are orthogonal.
Therefore, we can use a separate, independent KF for each state. We will first design a
KF for the horizontal angle h and then adapt our design to the other channels.
Recall from chapter 4 that the KF assumes that the modeled process follows the
form in Eqs. (5.1) and (5.2). Note that we have set the control matrix B=0 and the process
noise ̅

.
̅

̅

(5.1)

̅

̅

̅

(5.2)

The state transition matrix A describes the angular dynamics of the horizontal
angle h. In our case, we are assuming that the angular acceleration is constant. To
determine A, we first need to rewrite the dynamics of the debris given in Eq. (2.1) in a
third order discrete format.
̇
{ ̇

(5.3)
̇

We can now describe our state transition matrix A as:

[

]

(5.4)

Where T is the time between samples. The measurement matrix H describes how
the measurements correspond to the angular dynamics. We are only measuring the angle
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itself, and the measurement will be noisy. Since we are not measuring the angular
velocity or acceleration, the measured state ̅ and the measurement noise ̅ will be
scalars. We define the measurement matrix H as:
[

]

(5.5)

Now we can rewrite Eqs. (5.1) and (5.2) as:

[ ̇ ]
̈

][ ̇

[

̈

]

(5.6)

][ ̇ ]
̈

[

(5.7)

The prediction step of the KF is given in Eqs. (4.3) and (4.4). By inserting our
value for the state transition matrix A, these equations become:

[ ̇ ]
̈

̂
] [ ̂̇

[

]

(5.8)

̂̈
]̂

[

[

]

(5.9)

The update step of the KF is given in Eqs. (4.5) to (4.8). By inserting our values
for the state transition matrix A and the measurement matrix H, these equations become:

[

]

[ ]

[ ]

(5.10)

(5.11)
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̂
[ ̂̇ ]
̂̈

[ ̇ ]
̈
̂

(

] [ ̇ ])
̈

[

(

[

])

(5.12)

(5.13)

We still have to tune the Process Noise Covariance Q and the Measurement Noise
Covariance R. We have assumed that the angular acceleration is constant since the debris
is moving through the vacuum of space, so we can expect the debris to be moving very
smoothly. So the matrix Q should be close to 0. Since we are only measuring the angle, R
is a scalar instead of a matrix. Tuning Q and R is discussed further in section 6.2.
Since we want to update the command signal hc more often than our debris
position sensors update, we need to use the KF’s estimated angular velocity and
acceleration to calculate the angle between samples. This is easily done with Eq. (2.1) by
using the latest estimates from the KF and setting the time t to be the difference between
the current time and the time of the last sample. Lastly, we take into account the input
and output time delay τ. Since we know roughly how large τ is, we simply combine τ
with the current time. Our final equation looks like:
̂

(

) ̂̇

(

) ̂̈

(5.14)

The same formulas can be used to calculate the command signals ϕc and ξc. So
now we finally have all three command signals for the controller to follow.

̂

(

) ̂̇

(

) ̂̈

(5.15)

̂

(

) ̇̂

(

) ̈̂

(5.16)
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5.3 Controller Design
Now we need to design the controller to follow the command signal accurately in
the presence of disturbance. We are going to use the Super Twisting Sliding Mode
Control (2-SMC) described in section 4.2.3. We will first design a controller for the
horizontal angle of the Fast Steering Mirror (FSM) with the state space model given in
Eq. (2.13). The state space model assumes that the parameters

are known

and constant. However, this is not the case, so we first need to modify the state space
model to distinguish between the nominal (denoted by ̆ ) and the uncertain (denoted by
́ ) parameters. Thus, our state space model becomes:
̇
̇

(̆

́ )
(̆

(̆

́ )( ̆

́ )

́ ) [( ̆

́ )( ̆

(5.17)
́ )

Where uθ is our control input and the disturbance
(

)

]
follows the form:
(5.18)

We first define the error as the difference between the commanded θ and the
current θ. Our goal is to drive the error and its derivative to 0 in the presence of the
bounded disturbance.
(5.19)
We define the sliding variable as:
̇

(5.20)

Calculating its derivative gives us:
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̇
̇

̈

̈
̇

̈
̇

(̆

̇
[ (̆

́ )

(̆

( ̇
́ )( ̆

́ ) [( ̆

́ )( ̆

)
́ )

]
(5.21)

́ )

]

We are going to break apart our control signal into two parts, uθ1 and uθ2. uθ1 will
be responsible for compensating for the nominal dynamics of the system. This enables
the other part of our controller, uθ2, to compensate for the disturbance and to drive the
system to the sliding surface. The uncertain parameters are simply treated as part of the
disturbance. The controller will still be able to drive this to zero, but we will have to
make our gains larger in order to compensate for the larger 'disturbance'. This may
introduce additional jitter in the steady state.
Thus, uθ1 is defined as:
̈

̇

( ̆ ̆

̆

)

(5.22)

̆ ̆ ̆
The uθ2 term is defined by Eqs. (4.31) and (4.32) as:
|

|

(

)

(5.23)

(

)

(5.24)

̇
The bounds of the gains

and

are determined from the inequalities in Eqs.

(4.36) and (4.37). To determine the bounds (
gains

and

) necessary to calculate the

, we first need to substitute the control uθ1 into Eq. (5.21) and then

rewrite Eq. (5.21) so that it matches the format in Eq. (4.33).
̇

́

́ ́
́
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́ [́

]

(5.25)

(
̇
(

)

(

)

)

(

́

(

)

(

)

́

(5.26)

́ ́

(5.27)

́

(5.28)

́

́

)

́

(5.29)

Substituting this into Eqs. (4.36) and (4.37) gives us our sufficient conditions for
convergence:
́ ́
́

(5.30)

́

́
́

Thus we can determine our gains

(5.31)

and

with:

(5.32)
(
(

)
)

(5.33)

However, this only defines the sufficient conditions for stability. To achieve good
performance, it is recommended that the gains are determined based on the bound of the
derivative of the disturbance term. So instead we can determine the gains

and

with:
| ̇

|
(5.34)
√

The feedback sensors can only measure position, not rates. However, uθ1 requires
knowledge of θ2. Therefore we need some way to observe the derivatives that cannot be
measured directly. We will implement the higher order SM differentiator that was
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discussed in section 4.2.4. We are only interested in the first derivative of the output, so
the differentiator should have a degree of at least two. We will use a third order
differentiator to achieve better performance.
̇

|
̇

|

|

(
|

̇

)
(

(

)

(5.35)

)

will be the derivative of our output, which is θ2.

Where

Lastly, we need to apply the same technique to determine the other controllers
and

. For

, our state space model is:

̇

̇
(̆

(̆

́ )
(̆

́ )( ̆
́ ) [( ̆

́ )( ̆
(

́ )

(5.36)
́ )

]

)

(5.37)

We define the sliding variable

as:
(5.38)

̇
The controls

and
̈

(5.39)

are:
̇

( ̆ ̆

̆

)

(5.40)

̆ ̆ ̆
|

|

(
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)

(5.41)

̇

(

)

(5.42)

Where the gains are found using:
| ̇

|
(5.43)
√

The differentiator to determine
̇

is:

|
̇

|

|

̇

(
|

(
For

)

(

)

(5.44)

)

, our state space model is:

̇

̇
(̆

(̆

́ )
(̆
(

́ )( ̆

́ )

́ ) [( ̆

́ )( ̆
)

(5.45)
́ )

]
(5.46)

We define the sliding variable

as:
(5.47)

̇
The controls

and

(5.48)

are:
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̈

̇

( ̆ ̆
̆ ̆ ̆

̆

| |

)

(5.49)

( )

(5.50)

( )

(5.51)

̇
Where the gains are found using:
| ̇

|
(5.52)
√

The differentiator to determine
̇

is:

|
̇

|

|

̇

(
|

(

)
(

)

(5.53)

)

We have now developed the controllers and the differentiators for each system
state (

). The sliding variable for

is given by Eq. (5.20) and the controller is given

by Eqs. (5.22 - 5.24), with the gains given by Eq. (5.34). The sliding variable for

is

given by Eq. (5.39) and the controller is given by Eqs. (5.40 - 5.42), with the gains given
by Eq. (5.43). The sliding variable for

is given by Eq. (5.48) and the controller is given

by Eqs. (5.49 - 5.51), with the gains given by Eq. (5.52). The differentiators for the
derivatives of the outputs ( ̇

̇ ̇ ) are given by Eqs. (5.35), (5.44), and (5.53),

respectively.
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5.4 Assessment of the Laser System Performance
Typically, a controller’s performance is measured by how quickly and accurately
it can follow its command signals. However, the steady state errors do not tell us enough
about how well the system is performing, since ultimately what matters is how much
energy the system can deliver.
The system’s overall performance is judged on how much laser energy is
transferred to the desired area. Our first step is to find a formula for the energy density
delivered to the desired area for a single laser pulse. The second step is to apply the
formula to calculate the energy delivered to the desired area for a single scenario.
Assumption 8: The laser is single mode, Gaussian, and is uniform in both axes.
The laser beam is assumed to be single mode, meaning it contains only a single
wavelength. The laser beam is also assumed to be Gaussian, so the energy distribution in
a single axis follows the standard Gaussian equation for a random variable r with mean μ
and variance σ:

( )

(

)

(5.54)

√

Since we have a single mode laser and we are assuming that it is uniform in both
axes, we have the familiar 2D Gaussian profile shown in Fig 5.1. This profile is on the
plane perpendicular to the laser beam. Because of dispersion, the size of this spot changes
(meaning the value of σ changes) as the laser propagates.
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Figure 5.1 – Illustration of a 2-D single mode Gaussian profile.

To calculate the energy incident on the surface area of the debris, we first need to
transform our 3D geometry into a 2D geometry. That is, we need to find a plane that is
perpendicular to the laser beam and contains the debris as well. We can find this plane by
calculating the point on the middle of the laser beam that is closest to the debris, because
the shortest vector between an infinite line and a point is always perpendicular to the line.
To find the closest point on the middle of the laser beam, we use the following equations:
⃗⃗⃗
⃗⃗⃗

⃗⃗⃗⃗

⃗⃗⃗⃗

(5.55)

⃗⃗⃗⃗

(5.56)
⃗⃗⃗
⃗⃗⃗ ]
[
‖⃗⃗⃗ ‖

⃗⃗⃗⃗

(5.57)

⃗⃗⃗
‖⃗⃗⃗ ‖

(5.58)

Where L0 and L1 are two arbitrary points on the laser beam (calculated from the
FSM angles θ and ϕ) and C is the position of the debris, which are all in Cartesian
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coordinates. Thus, V1 gives us a vector that describes the direction of the laser beam, and
V2 describes the location of the debris, relative to L0. By dividing V1 by its magnitude we
normalize it to be a unit vector. The α term is a proportion factor that describes how far
down the laser beam (starting at L0 in the direction of L1) we have to travel to reach Pc,
the point closest to the debris. So we multiply the unit vector version of V1 by this
proportion factor and we get the Cartesian values of Pc, relative to L0. In our case, since
the laser beam is emitted from the origin, we can set L0 to be [0, 0, 0].
We are assuming that our laser beam is infinite in length, which means that the
proportion factor α in Eq (5.58) can be any real number. Therefore, the vector connecting
the debris and the closest point (Pc) on the laser beam will always be perpendicular to the
laser beam. Thus, the debris will always lie in a plane perpendicular to the laser beam. By
setting Pc to be the origin of this plane, we now have the situation shown in Fig 5.1.
To determine the location of the debris relative to Pc, we calculate a
transformation matrix that is constructed from the Fast Steering Mirror (FSM) angles θ
and ϕ, and Pc. The transformation matrix to go from the platform’s coordinates to the new
coordinates is given by:
( )

[

( )

] [

] [

[
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]

( )

(5.59)
]

(5.60)

(5.61)

Now we are going to give the debris some size, since what we are really interested
in is the energy density. Since CPc lies on the plane perpendicular to the laser beam, its x
coordinate should always be 0. For the y and z coordinates, we are just going to make a
square to simplify the calculations. This is done by adding and subtracting a constant Csize
from both the y and z coordinates to create the terms y1, y2, z1, and z2. This is shown in
Fig 5.2.

Figure 5.2 – Illustration of the portion of the Gaussian profile that we are interested in.

The percentage of the energy that passes through this square is found by taking
the double integral of Eq. (5.54). We are going to assume that the laser beam is uniform
in both axes, so the variances are σy = σz = σ. Since the center of the laser beam is our
origin, the means are μy = μz = 0. This results in the following equation:

∫ ∫
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[

]

(5.62)

[

(

√
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(

√

)

(

√

)]

(

( )

√
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√

(

√

)

(

√

) ]]

∫

(5.64)

Remember that since the laser beam is travelling through a vacuum, we are
assuming that there is no attenuation. We still need to determine the value of the
variance, σ. To do this, we first calculate the beam radius ω(r), which is the radius of the
circle that contains 1/e2 (13.5%) of the energy. Since we know the wavelength of the
laser λ, the beam propagation factor M (which we assume is one), and the effective focal
length of our optical system, we find the beam radius with the following equation:

( )

√

(

)

(5.65)

(5.66)
The diameter of the laser beam exiting the optical system, dexit, is found by
rearranging the lens equation:
(5.67)

(5.68)
ω(r) contains 13.5% of the laser’s energy, but σ should contain 68.2% of the
laser’s energy. So we use the Gaussian distribution function from Eq. (5.54) with only the
exponential term to determine the relationship between σ and ω(r):
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(5.63)

( )

(5.69)
( )

√

(5.70)

Now that we have found σ, we can insert it into Eq. (5.63) and find E%, the
percentage of energy incident on the debris. Assuming that there is no attenuation in free
space, and that we know the initial energy E0 emitted by the laser, the energy density is
found with:

(5.71)
Equation (5.71) gives the energy density Eρ given the initial energy E0. We are
going to set E0 to be the energy contained in all laser pulses within a given time step of
the simulation. The energy in a single pulse is calculated from the average power and the
repetition rate of the laser.

(5.72)
Although the laser emits pulses much faster than the simulation’s time step, we
are not going to model this effect because it would be too computationally intensive, and
hopefully have negligible effect on the system’s performance. Since we are assuming that
neither the debris nor the FSM moves between simulation time steps, we can calculate E0
as the energy of a single pulse times the number of pulses in a single simulation time
step.

(5.73)
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(5.74)
The final step is to calculate the energy density for each time step with Eq. (5.71).
We cannot use the total energy delivered as the performance criterion, because any
energy that does not meet the ablation threshold is wasted. Energy in excess of the
ablation threshold offers a minimal performance increase. Thus, the final measure of
performance for the system that we use is the number of time steps that successfully
exceed the ablation threshold. Thus, the performance index for a given run is calculated
with:

∑

( )
( )

{

(5.75)

5.5 Summary
In this chapter, the Kalman Filter has been designed to overcome the limited
frame rate, the quantization, and the noise from the debris position sensors. The Sliding
Mode Controller has been designed to overcome the disturbance. Sliding Mode
differentiators have also been designed to estimate the derivatives of the system’s states
( ̇

̇ ̇ ). In addition, the criterion that the control design will be judged by has been

formulated.
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Chapter 6

Simulation Results

6.1 Monte Carlo
To help with the control design, a Monte Carlo approach was used to determine
the best gains for the controller. A detailed description of the Monte Carlo method can be
found in [33]. In short, the Monte Carlo method is a statistical procedure where the same
process is repeated several times with certain values being varied each time. This
technique is useful when certain design parameters cannot be measured and may
fluctuate.
The design parameters that may fluctuate in our system are:
1. The uncertain values of the natural frequency and damping coefficients of the
FSM and the telescope. Our models are only simplifications of the real
dynamics, so handling variations in these parameters is very important.
2. The variance of the noise affecting the debris position sensors.
3. The amplitude, frequency, and bias of the disturbance affecting the FSM and
the telescope.
4. The initial estimated states for the KF.
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5. The initial estimated errors for the KF.
6. The true input and output time delay.

6.2 Prediction Results
Before examining the controller’s performance, the Kalman Filter (KF) needs to
be tested to ensure that the generated command signal is accurate enough. The gains of
the KF that can be tweaked are the Q and R matrices, and the best results have been
found using the values in Eqs. (6.1 - 6.3). These values have been found to have
acceptable performance with noise variances of 10-6 deg for h and v, and a noise variance
of 100 meters for z.

( )

[

]

( )

(6.1)
(6.2)

( )

(6.3)

The input into the KF is the true position of the debris plus any errors caused by
the limitations of the debris position sensors. Gaussian noise is first added to the true
position of the debris to represent any fluctuations seen by the debris position sensors.
This signal is quantized and then held steady between samples. Figure 6.1 displays a
zoomed graph comparing the true, noisy, and measured values for the horizontal angle to
the debris (h). The simulation is run with the following initial conditions:
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Parameter

Value

Units

Initial horizontal angle h

1.0

deg

Initial angular velocity

-1.0

deg/sec

Angular acceleration

0.1

deg/sec2

Frame rate

5000

Hz

Quantization

0.001

deg

Noise variance

10-6

deg

Figure 6.1 – True, noisy, and measured values for a single system state, h.
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(6.4)

Figures 6.2A – 6.2C show the performance of the KF for the horizontal angle h.
The KF outputs the estimated angle, angular rate, and angular acceleration for h. Note
that the KF only updates its estimates when a new sample from the camera arrives, so the
estimated h shown in Fig 6.2A is calculated using Eq. (5.14) with the time delay τ = 0.

Figure 6.2 – Results of the KF for the horizontal angle to the debris (h), showing the true vs estimated values for
(A) angle, (B) angular rate, and (C) angular acceleration.

Despite the limited samples and the Gaussian noise, the filter is able to pretty
accurately estimate the true position of the debris, although with some steady state error.
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Note that we are assuming that the initial estimated angular velocity and initial estimated
angular acceleration is very close to the true value. Most of the uncertainty lies with the
initial position estimate. The steady state error is dependent on how accurate the initial
state and error covariance estimates are. Figure 6.3 shows how different initial estimates
affect the KF’s performance. Note that the modeled noise uses the same seed for each
run. Therefore, the noise is random but is the same for each run. This is important when
tuning gains, otherwise it would be difficult to determine whether a change in
performance was from changing the value of a gain or simply luck.

Figure 6.3 – Zoomed view of the performance of the KF for varying initial estimated states and initial estimated
errors.
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As can be seen in Fig 6.3, since we are assuming that our initial estimates are all
pretty accurate, they make very little difference. Given the same measurements, they all
converge to the same solution very quickly. If we look closely around the 0.5 second
mark, the steady state error is very consistent among all initial estimates.

Figure 6.4 – Zoomed view of the performance of the KF for varying initial estimated states and initial estimated
errors for a frame rate of 100 Hz instead of 5000 Hz.

The steady state error also depends on the fidelity of the debris position sensors,
so we rerun the simulation with a frame rate of 100 Hz instead of 5000 Hz and obtain the
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results shown in Fig 6.4. The KF now takes longer to home in on the correct states, so we
are left with a larger error. Although the additional error is not large, it can still be
detrimental to the system’s performance.
Next the time delay is taken into account. Figure 6.5 shows how the KF is
affected as the true time delay varies from our estimated time delay. The simulation used
an estimated time delay of 5 ms, and the true time delay was varied from 4.5 ms to 5.5 ms
in 0.1 ms intervals.

Figure 6.5 – Performance of the KF for varying time delays.

6.3 Controller Results
6.3.1 Analysis of Controller Gains
To first begin tuning the controller gains, we will ignore all uncertainties and
disturbances. We will bypass the Kalman Filter and use the true position of the debris as
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the controller’s command signal. We will use a standard differentiator (
the error signals ̇

̇

̇ and we will use the true values of

) for

for the controller.

We will first tune the controller for . The gains that can be tuned are

for the

sliding variable and k0F and k1F for the controller. The simulation is run with the
following initial conditions:
Parameter

Value

Units

Initial horizontal angle h

1.0

deg

Initial angular velocity

-1.0

deg/sec

Angular acceleration

0.1

deg/sec2

Natural frequency

23

N/A

Damping coefficient

0.3875

N/A

Mirror gain

1.0

N/A

Voice coil gain

1.0

N/A

Voice coil time lag

0.00001

N/A

(6.5)

The disturbance that we will start with is described by:
(

)

(6.6)

As such, we will start with the controller gains defined as:

(6.7)
√
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Now we can tune the gain cF for the sliding variable. Figure 6.6 below shows the
results for several values of cF.

Figure 6.6 – Performance of the SM controller for

for various values of cF.

Larger values of cF cause the solution to converge more quickly, but values of cF
that are excessively large can cause the controller’s transient response to oscillate
dangerously. Larger values of cF are also able to keep the steady state error lower. We
settle on a value of

.
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Next we need to see how varying the values of the gains k0F and k1F affect the
performance. We want to keep the relationship between k0F and k1F intact, so we will
instead vary the value of LF, and then use it to calculate values for k0F and k1F using Eq.
(5.34).

Figure 6.7 – Performance of the SM controller for

for various values of k0F and k1F.

Figure 6.7 shows that larger values of LF converge sooner, but then the steady
state response oscillates roughly. The optimal values for k0F and k1F will differ depending
on the disturbance. For now we settle on values of
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,

and

so

that we can study the effects of different disturbances. Figure 6.8 shows the results of a
Monte Carlo run where the disturbance is varied as shown below.
Parameter

Mean

Variance

Minimum

Amplitude

0.3

0.3

0.1
(6.8)

Frequency

5

5

1

Bias

0.5

0.5

0

Figure 6.8 – Performance of the SM controller for
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for various disturbances.

The chosen values of k0F and k1F seem to work well for various disturbances. The
error in the steady state never exceeds 0.0001 degrees, so we will keep the gain values the
same. Now we look at the performance for several other trajectories. The disturbance is
returned to how it is described in Eq. (6.6).

Figure 6.9 – Performance of the SM controller for

for various trajectories.

As Fig 6.9 shows, the chosen gain values handle different trajectories with similar
error profiles. The transient response differs but the steady state response is very
consistent between trajectories.
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Next we will vary the system’s uncertain parameters. The parameters and their
means and variances are given in the table below. The results are shown in Fig 6.10.
Parameter
natural frequency

Mean

Variance

Minimum

23

3

N/A

0.3875

0.5

0.1

damping coefficient
(6.9)
mirror gain

1

0.2

N/A

voice coil gain

1

0.2

N/A

voice coil time lag

0.00005

0.0003

0.00001

Figure 6.10 – Performance of the SM controller for
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for various system parameters.

The controller is able to keep the settling time reasonable and the steady state
error low. However, some cases cause very significant chattering. We will address this
further in section 6.3.3.
The gains for

are the same as for . Since we are assuming that each axis is

equivalent and we are ignoring coupling effects, there is no need to display the
performance for . For , we repeat the same process that was used for
The performance for

in this section.

is shown in Fig 6.11 for noise and Monte Carlo means and

variances given in the table below.
(
Parameter

)

Mean

Variance

Minimum

23

3

N/A

0.3875

0.1

0.1

mirror gain

1

0.15

N/A

voice coil gain

1

0.15

N/A

voice coil time lag

0.00005

0.0003

0.00001

natural frequency
damping coefficient
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(6.10)

Figure 6.11 – Performance of the SM controller for

for various system parameters with noise.

Thus, the final tuned values for all of the controller’s gains are:

(6.11)

6.3.2 Differentiator
Next we look at the performance of the Sliding Mode (SM) differentiator for the
output. We will first examine the differentiator’s performance for estimating
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. The

values that can be tuned are the gains

and the Lipschitz constant

.

Although the Lipschitz constant for a given function is not supposed to vary, we can
tweak the value that we use in our formulas to achieve the desired performance.
To study the performance of the SM differentiator, we will use the same scenario
given by Eq. (6.5) with the disturbance given by Eq. (6.6) and with the controller gains
given by Eq. (6.11). We will start with the differentiator gains suggested in [28], which
are
constant

,

, and

. Now we can tune the value of the Lipschitz

, which will affect our settling time and steady state error. The results for

several values of

are shown in Fig 6.12 below:

Figure 6.12 – Performance of the SM differentiator for
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for various values of

.

The larger values of

help to converge very quickly, but then cause a larger

steady state error. We settle on a value of

since it converges quickly but the

steady state error is still very small. Next we will tweak the values of the gains
. The results are given in Figs 6.13 to 6.15 below.

Figure 6.13 – Performance of the SM differentiator for
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for various values of

.

Figure 6.14 – Performance of the SM differentiator for

for various values of

.

Figure 6.15 – Performance of the SM differentiator for

for various values of

.
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Since varying
Higher values of

does not affect the system much, we will leave it at

caused the differentiator to take slightly longer to converge, and

have a slightly larger steady state error, so we will reduce it to
of

.

. Smaller values

caused the steady state error to be more erratic, and larger values of

higher steady state error. We will leave it at

caused a

.

Now let us compare the SM differentiator with a standard differentiator, where
the derivative is defined as

.

Figure 6.16 – Comparison of the SM differentiator for
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versus a standard differentiator.

So a standard differentiator in this case actually works better than the SM
differentiator. However, in reality there will be miniscule Gaussian noise present in the
system. We have been ignoring it since its value is very small and thus it does not have a
noticeable effect on the system. However, this noise can drastically degrade the standard
differentiator’s performance, as shown below.

Figure 6.17 – Comparison of the SM differentiator for

versus a standard differentiator with a Gaussian noise

with variance of 10-7 degrees introduced into the measurement of
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.

Now with the additional noise, we can see that the SM differentiator is affected
far less than the standard differentiator. Now that the SM differentiator is justified, we
will remove the Gaussian noise since its effect on the overall system is minor.
Now we look at the SM differentiator’s performance for

Figure 6.18 – Performance of the SM differentiator for
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in Figs 6.18 to 6.21.

for various values of

.

Figure 6.19 – Performance of the SM differentiator for

for various values of

.

Figure 6.20 – Performance of the SM differentiator for

for various values of

.
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Figure 6.21 – Performance of the SM differentiator for

The differentiator for

for various values of

.

behaves much the same way the differentiator for

does. Thus, the final tuned values for the SM differentiators are:

(6.12)
{
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6.3.3 Two Stage Controller Performance
Because of the stringent timing and accuracy requirements, we will design a two
stage controller. We define a switching condition to transition from the first set of gains
to the second set of gain, which will occur when the error signals (
derivatives ( ̇

̇

̇ ) fall within predefined tolerances of

) and their
and

respectively.
Stage 1

Stage 2

(6.13)

Figure 6.22 – Two stage controller for
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.

Figure 6.23 –Two stage controller for .

In this case, the two stage controller has allowed us to increase the gains during
the transient response and to decrease the gains during the steady state response. The
controller’s chattering is avoided without sacrificing much performance.

6.3.4 Monte Carlo System Performance
We now combine the Kalman Filter (KF), the Sliding Mode (SM) controller and
the SM differentiator to observe the performance of the system as a whole. We will use
the criteria discussed in section 5.4 to judge the performance of the system. We will use
the Monte Carlo parameters given by Eqs. (6.9) and (6.10), the differentiator gains given

87

by Eq (6.12), and the controller gains given by Eq. (6.13). For calculating the system
performance, we use the following parameters:
Parameter

Value

Units

Target size

0.01

meters

Initial laser power

100

watts

Initial laser beam radius

0.5

meters

Laser wavelength

1.06 * 10-6

meters

Figure 6.24 – Monte Carlo system performance.
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(6.14)

Where the performance indices calculated using Eq. (5.75) for each Monte Carlo
run are:
67975

65242

58885

66083

74281

69738

50200

69976

76129

74546

As shown in Fig 6.24, the performance of the system is decent. The goal was to
reach

for as many timesteps as possible. All three system states appear to converge

very quickly with little error, but it still takes some time for the system states to converge
enough to start the ablation process. To track down the root cause of error, we first
assume perfect system dynamics. That is, we use the output of the KF as the output of the
system. The results are shown in Fig 6.25. Next we do the opposite and remove the KF
and use the true position of the debris as the command signal for the controller, shown in
Fig 6.26.
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Figure 6.25 – Monte Carlo system performance with perfect system dynamics.

98679

98699

98679

98159

98699

98659

90

98699

96299

98679

98119

Figure 6.26 – Monte Carlo system performance without Kalman Filter.

65545

72098

77235

75851

70208

68895

72660

76419

61508

66806

Most of the error comes from the convergence time of the controller. So a PID
controller was designed for comparison. The simulation for the PID controller bypasses
the (KF) as was the case in Fig. 6.26 and uses the Monte Carlo parameters defined by Eq.
(6.9) and Eq. (6.10). The PID gains used and the performance are given below.

(6.15)
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Figure 6.27 – Monte Carlo system performance with a PID controller.

23390

2880

90340

54392

20495

86832

76692

89327

56152

92627

So the PID controller works pretty well. If we compare Fig 6.26 and Fig 6.27, we
can see that the PID controller typically converges sooner than the SM controller, and on
average it has a higher performance index. However, the PID controller has more
difficulty rejecting the periodic disturbance, so its results are less consistent than the SM
controller’s results. Furthermore, the PID controller sometimes has trouble with range
during the transient response, giving very significant overshoot occasionally.
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6.4 Summary
In this chapter, the Kalman Filter (KF), the single stage and the two stage Sliding
Mode (SM) controller, and the SM differentiator have been implemented in a Simulink
model. The Simulink model was then used to separately tune the gains and test the
performance of the KF, the SM controller, and the SM differentiator. Then all
components were joined together and a Monte Carlo simulation was run for the entire
system. In addition, a PID controller was designed for comparison with the SM
controller.
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Chapter 7

Conclusion

Control of the laser pointing, including the Fast Steering Mirror (FSM) and the
telescope, has been achieved using second order Super Twisting Sliding Mode Control
(SMC) with sufficient accuracy in the presence of external disturbances and parametric
uncertainties. Towards this goal, a Kalman Filter (KF) was also designed to develop the
command profile for the controller to follow. In addition, a higher order SM
Differentiator was designed to provide more accurate measurements of the derivatives of
the laser pointing system’s outputs.
The performance of the proposed system was tested using a simulation created in
MATLAB (Appendix B) and Simulink (Appendix A). Using the method discussed in
Section 5.4, the high accuracy of the filter and the controller were proved to be sufficient
to achieve ablation on the orbital debris, thereby satisfying the goal of the thesis. In
addition, a PID controller was designed for comparison. The performances of both
controllers were tested for several Monte Carlo runs, where the disturbances and the
parametric uncertainties were varied. Although the PID controller performed a little
better than the SMC on average, the PID was far more sensitive to variations in the
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disturbances and uncertainties. Whereas the SMC was able to reject the error sources and
perform consistently well.
For the future work, the following is suggested:


Develop more elaborate models for the FSM and the telescope. In
particular, the effects of coupling and saturation should be examined. A
more complicated telescope design should be used to minimize optical
aberrations and power loss.



Characterize the noise and nonlinearities (quantization, frame rate, time
delay, etc.) seen by the debris position sensors more accurately. This is
vital to ensure that the controller correctly points the laser.



Characterize the disturbances and the unknown parameters of the FSM
and the telescope more accurately. If these error sources are better
understood, then the gains of the controller can be chosen more
appropriately.
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Appendix A – Full Simulink Model
Top Level Model
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Stage Logic Subsystem
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System Dynamics Subsystem
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Position Feedback Subsystem
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Differentiator and u1 Calculation Subsystem
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Appendix B – MATLAB script and parameter values
%Arthur Palosz
clear;
clc;
%List of abbreviations and acronyms:
%fsm = fast steering mirror
%tl = telescope
%smc = sliding mode control
%pos = position
%vel = velocity
%acc = acceleration
%fb = feedback
%wn = natural frequency
%z = damping
%k = gain
%var = variance
%kal = kalman filter
%trans = transition
%covar = covariance
%est = estimated
%meas = measured
%amp = amplitude
%freq = frequency
%diff = differentiator
%std = standard
%rel = relative
timeStep = .00001;
stopTime = 1;

%The time step of the simulation, seconds
%Time to stop the simulation, seconds

numberOfSteps = stopTime/timeStep + 2;
numberOfRuns = 1;
numberOfMonteCarlos = 1;
%These giant arrays will be holding our
t
= zeros(numberOfSteps,
numberOfRuns);
debrisPosition= zeros(numberOfSteps, 3,
numberOfRuns);
noisyPosition = zeros(numberOfSteps, 3,
numberOfRuns);
measPosition = zeros(numberOfSteps, 3,
numberOfRuns);
estPosition
= zeros(numberOfSteps, 3,
numberOfRuns);
error
= zeros(numberOfSteps, 3,
numberOfRuns);
sigma
= zeros(numberOfSteps, 3,
numberOfRuns);
u1
= zeros(numberOfSteps, 3,
numberOfRuns);
u2
= zeros(numberOfSteps, 3,
numberOfRuns);
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output data.
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,
numberOfMonteCarlos,

u
=
numberOfRuns);
stdDiff
=
numberOfRuns);
smDiff
=
numberOfRuns);
x
=
numberOfRuns);
xDot
=
numberOfRuns);
xDotDot
=
numberOfRuns);
xFinal
=
numberOfRuns);
stage
=
numberOfRuns);
powerDensity =
numberOfRuns);
kalThetaPred =
numberOfRuns);
scores
=
numberOfRuns);

zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps, 3, numberOfMonteCarlos,
zeros(numberOfSteps,

numberOfMonteCarlos,

zeros(numberOfSteps,

numberOfMonteCarlos,

zeros(5001,

3, numberOfMonteCarlos,

zeros(

numberOfMonteCarlos,

for j = 1:1:numberOfRuns
c = 3*10^8;
%speed of light, m/s
debrisSize = .01;
%size of the debris, meters
initialPower = 100;
%power of the laser beam as it leaves, watts
initialBeamRadius = .5;%radius of the laser beam as it leaves,
meters
laserWaveLength = 1.06 * 10^-6; %wavelength of the laser beam.
%Frame rate of the sensors
cameraFrameRate = 5000;
%hertz
cameraFrameTime = 1/cameraFrameRate;
rangeFinderFrameRate = 5000;
%hertz
rangeFinderFrameTime = 1/rangeFinderFrameRate;
%The smallest difference in resolution that the sensors can see.
cameraQuantization = .001;
%degrees
rangeFinderQuantization = 1; %meters
%These are the focal lengths of the telescope's mirrors.
f1 = 31.077559184989;
f2 = -32.177559184989;
%The time it takes for image processing.
estComputationDelay = .005; %seconds
trueComputationDelay = .00502;
%The Gaussian noise of the debris position sensors.
cameraNoiseMean = 0;
cameraNoiseVariance = .001^2;
rangeFinderNoiseMean = 0;
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rangeFinderNoiseVariance = 10^2;

%Define the horizontal angle of the debris.
debrisThetaAcc = .1;
debrisThetaVel = -1;
debrisThetaPos = 1.0;
%Define the vertical angle of the debris.
debrisPhiAcc = -1.0;
debrisPhiVel = 1 ;
debrisPhiPos = -1.25;
%Define the range of the debris.
debrisRangeAcc = -1000;
debrisRangeVel = -7000;
debrisRangePos = 9000;

%Ideal FSM system parameters.
wnFsmIdeal = 23;
zFsmIdeal = .3875;
kFsmIdeal = 1;
voiceCoilGainFsmIdeal = 1;
voiceCoilLagFsmIdeal = .00001;

%natural frequency
%damping
%gain

%Ideal Telescope system parameters.
wnTlIdeal = 23;
%natural frequency
zTlIdeal = .3875;
%damping
kTlIdeal = 1;
%gain
voiceCoilGainTlIdeal = 1;
voiceCoilLagTlIdeal = .00001;
u1Gains = [-1/(kFsmIdeal*wnFsmIdeal^2);
-1/(kFsmIdeal*wnFsmIdeal^2);
-1/(kTlIdeal*wnTlIdeal^2)];
u1xGains = [-wnFsmIdeal^2;
-wnFsmIdeal^2;
-wnTlIdeal^2];
u1xDotGains = [-2*zFsmIdeal*wnFsmIdeal;
-2*zFsmIdeal*wnFsmIdeal;
-2*zTlIdeal*wnTlIdeal];
%FSM position sensor system parameters.
wnFsmFb = normrnd(20000, 0);
%natural frequency
zFsmFb = normrnd(1/sqrt(2), 0); %damping
kFsmFb = 1;
%gain
%Telescope position sensor system parameters.
wnTlFb = normrnd(20000, 0);
%natural frequency
zTlFb = normrnd(1/sqrt(2), 0); %damping
kTlFb = 1;
%gain
xFbGains = [-wnFsmFb^2; -wnFsmFb^2; -wnTlFb^2];
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xFbDotGains = [-2*zFsmFb*wnFsmFb; -2*zFsmFb*wnFsmFb; 2*zTlFb*wnTlFb];
xFbTotalGains = [kFsmFb*wnFsmFb^2; kFsmFb*wnFsmFb^2;
kTlFb*wnTlFb^2];
%Define the gains for the FSM controller.
fsmSigmaPstage1 = 300;
fsmSigmaPstage2 = 300;
fsmSigmaD = 1;
Lf = 15;
fsmSmcGain1stage1
fsmSmcGain0stage1
Lf = 7;
fsmSmcGain1stage2
fsmSmcGain0stage2

= 1.1*Lf;
= 1.5*sqrt(Lf);
= 1.1*Lf;
= 1.5*sqrt(Lf);

%Define the gains for the telescope controller.
tlSigmaPstage1 = 200;
tlSigmaPstage2 = 300;
tlSigmaD = 1;
Lt = 40;
tlSmcGain1stage1
tlSmcGain0stage1
Lt = 5;
tlSmcGain1stage2
tlSmcGain0stage2

= 1.1*Lt;
= 1.5*sqrt(Lt);
= 1.1*Lt;
= 1.5*sqrt(Lt);

sigmaPstage1Gains = [fsmSigmaPstage1; fsmSigmaPstage1;
tlSigmaPstage1];
sigmaPstage2Gains = [fsmSigmaPstage2; fsmSigmaPstage2;
tlSigmaPstage2];
sigmaDGains = [fsmSigmaD; fsmSigmaD; tlSigmaD];
smcGain0Stage1 = [fsmSmcGain0stage1;
tlSmcGain0stage1];
smcGain1Stage1 = [fsmSmcGain1stage1;
tlSmcGain1stage1];
smcGain0Stage2 = [fsmSmcGain0stage2;
tlSmcGain0stage2];
smcGain1Stage2 = [fsmSmcGain1stage2;
tlSmcGain1stage2];

fsmSmcGain0stage1;
fsmSmcGain1stage1;
fsmSmcGain0stage2;
fsmSmcGain1stage2;

%Define when to switch from the stage1 gains to the stage2 gains.
fsmErrorThreshold = .01;
tlErrorThreshold = .01;
fsmErrorDotThreshold = .01;
tlErrorDotThreshold = .01;

%Define the gains for the FSM differentiator.
fsmDiffGain0 = 1.1;
fsmDiffGain1 = 1.1;
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fsmDiffGain2 = 3;
fsmDiffGain3 = 5;
fsmLipz = 20000000;
%Define the gains for the telescope differentiator.
tlDiffGain0 = 1.1;
tlDiffGain1 = 1.1;
tlDiffGain2 = 3;
tlDiffGain3 = 5;
tlLipz = 20000000;
firstDiffGains = [-fsmDiffGain0*fsmLipz;
-fsmDiffGain0*fsmLipz;
-tlDiffGain0*tlLipz];
secondDiffGains = [-fsmDiffGain1*fsmLipz^.5;
-fsmDiffGain1*fsmLipz^.5;
-tlDiffGain1*tlLipz^.5];
thirdDiffGains = [-fsmDiffGain2*fsmLipz^(1/3);
-fsmDiffGain2*fsmLipz^(1/3);
-tlDiffGain2*tlLipz^(1/3)];
%Set the gains of the PID controllers
KuFsm = 425;
TuFsm = .0132;
propFsm = .33*KuFsm;
intFsm = 2*propFsm/TuFsm;
derFsm = propFsm*TuFsm/3;
KuTl = 415;
TuTl = .0133;
propTl = .33*KuTl;
intTl = 2*propTl/TuTl;
derTl = propTl*TuTl/3;

for i = 1:1:numberOfMonteCarlos
%
%
%
%
%
%

%True FSM system parameters.
wnFsm = wnFsmIdeal;
zFsm = zFsmIdeal;
kFsm = kFsmIdeal;
voiceCoilGainFsm = voiceCoilGainFsmIdeal;
voiceCoilLagFsm = voiceCoilLagFsmIdeal;
wnFsm = normrnd(wnFsmIdeal, 3);
zFsm = normrnd(zFsmIdeal, .05);
kFsm = normrnd(kFsmIdeal, .2);
voiceCoilGainFsm = normrnd(voiceCoilGainFsmIdeal, .2);
voiceCoilLagFsm = max(.00001, normrnd(.00005, .00003));

%
%
%
%

%True Telescope system parameters.
wnTl = wnTlIdeal;
zTl = zTlIdeal;
kTl = kTlIdeal;
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%
%

voiceCoilGainTl = voiceCoilGainTlIdeal;
voiceCoilLagTl = voiceCoilLagTlIdeal;
wnTl = normrnd(wnTlIdeal, 3);
zTl = normrnd(zTlIdeal, .05);
kTl = normrnd(kTlIdeal, .2);
voiceCoilGainTl = normrnd(voiceCoilGainTlIdeal, .2);
voiceCoilLagTl = max(.00001, normrnd(.00005, .00003));
voiceCoilGains = [voiceCoilGainFsm;
voiceCoilGainFsm;
voiceCoilGainTl];
voiceCoilLagGains = [voiceCoilLagFsm;
voiceCoilLagFsm;
voiceCoilLagTl];
xTotalGains = [kFsm*wnFsm^2; kFsm*wnFsm^2; kTl*wnTl^2];
xGains = [-wnFsm^2; -wnFsm^2; -wnTl^2];
xDotGains = [-2*zFsm*wnFsm; -2*zFsm*wnFsm; -2*zTl*wnTl];

%
%
%
%
%
%
%
%
%
%
%

%Define the parameters for the disturbance terms.
thetaDisturbAmp = 0.2;
thetaDisturbFreq = 10;
thetaDisturbBias = .5;
phiDisturbAmp = .2;
phiDisturbFreq = 1;
phiDisturbBias = .5;
rangeDisturbAmp = .1;
rangeDisturbFreq = 10;
rangeDisturbBias = .3;
thetaDisturbAmp = max(.1, normrnd(.3, .3));
thetaDisturbFreq = max(1, normrnd(5, 5));
thetaDisturbBias = max(0, normrnd(.5, .5));
phiDisturbAmp = max(.1, normrnd(.3, .3));
phiDisturbFreq = max(1, normrnd(5, 5));
phiDisturbBias = max(0, normrnd(.5, .5));
rangeDisturbAmp = max(.1, normrnd(.3, .3));
rangeDisturbFreq = max(1, normrnd(5, 5));
rangeDisturbBias = max(0, normrnd(.5, .5));

%Now we need to define the parameters for the Kalman Filter.

%The state transition matrix describes the relationships
%between the state variables that are input into the filter.
%In our case, our states are position, velocity, and
acceleration.
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kalThetaStateTrans = ...
[1 cameraFrameTime .5*cameraFrameTime^2;
0 1
cameraFrameTime;
0 0
1];
kalPhiStateTrans
= ...
[1 cameraFrameTime .5*cameraFrameTime^2;
0 1
cameraFrameTime;
0 0
1];
kalRangeStateTrans = ...
[1 rangeFinderFrameTime .5*rangeFinderFrameTime^2;
0 1
rangeFinderFrameTime;
0 0
1];
%The Process Noise Covariance matrix describes how much
%of the noise is actual fluctuations of the system.
kalThetaProcessNoiseCovar = [0 0 0;
0 0 0;
0 0 0];
kalPhiProcessNoiseCovar
= [0 0 0;
0 0 0;
0 0 0];
kalRangeProcessNoiseCovar = [0 0 0;
0 0 0;
0 0 0];
%The Measurement Noise
%noise that is induced
kalThetaMeasNoiseCovar
kalPhiMeasNoiseCovar
kalRangeMeasNoiseCovar

Covariance matrix describes the
by our sensors.
= .001;
= .001;
= 10;

%Guess the initial value of the debris's theta and our error.
kalThetaEstState = [normrnd(debrisThetaPos, 1);
normrnd(debrisThetaVel, 0);
normrnd(debrisThetaAcc, 0)];
kalThetaEstError = ...
[normrnd(kalThetaEstState(1) - debrisThetaPos, .1) 0 0;
0 normrnd(kalThetaEstState(2) - debrisThetaVel, 0) 0;
0 0 normrnd(kalThetaEstState(3) - debrisThetaAcc,
0)];
%Guess the initial value of the debris's phi and our error.
kalPhiEstState = [normrnd(debrisPhiPos, 1);
normrnd(debrisPhiVel, 0);
normrnd(debrisPhiAcc, 0)];
kalPhiEstError = ...
[normrnd(kalPhiEstState(1) - debrisPhiPos, .1) 0 0;
0 normrnd(kalPhiEstState(2) - debrisPhiVel, 0) 0;
0 0 normrnd(kalPhiEstState(3) - debrisPhiAcc, 0)];
%Guess the initial value of the debris's range and our error.
kalRangeEstState = [normrnd(debrisRangePos, 500);
normrnd(debrisRangeVel, 0);
normrnd(debrisRangeAcc, 0)];
kalRangeEstError = ...
[normrnd(kalRangeEstState(1) - debrisRangePos, 100) 0 0;
0 normrnd(kalRangeEstState(2) - debrisRangeVel, 0) 0;
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0 0 normrnd(kalRangeEstState(3) - debrisRangeAcc, 0)];

%Open our model and run it with the current parameters.
open_system('DebrisTracking.mdl');
simParams.SaveOutput = 'on';
simOut = sim('DebrisTracking.mdl', simParams);
%Get the results from the current run and store them.
%Some of the output arrays come out funky, so we need to
%rearrange them to fit a standard format.
t
(:, i,j) = simOut.get('tout');
debrisPosition(:,:,i,j) = simOut.get('debrisPosition');
noisyPosition (:,:,i,j) = simOut.get('noisyPosition');
measPosition (:,:,i,j) = simOut.get('measPosition');
estPosition
(:,:,i,j) = simOut.get('estPosition');
error
(:,:,i,j) = simOut.get('error');
sigma
(:,:,i,j) = simOut.get('sigma');
u1
(:,:,i,j) = simOut.get('u1');
u2
(:,:,i,j) = simOut.get('u2');
u
(:,:,i,j) = simOut.get('u');
stdDiff
(:,:,i,j) = simOut.get('stdDiff');
smDiff
(:,:,i,j) = simOut.get('smDiff');
x
(:,:,i,j) = simOut.get('x');
xDot
(:,:,i,j) = simOut.get('xDot');
xDotDot
(:,:,i,j) = simOut.get('xDotDot');
xFinal
(:,:,i,j) = simOut.get('xFinal');
stage
(:, i,j) = simOut.get('stage');
kalThetaPred (:,:,i,j) = permute(squeeze(...
simOut.get('kalThetaPred')), [2 1]);
%Now we need to calculate the power density at each time step.
for k = 1:1:size(t, 1)
%We first need to calculate the Gaussian sigma.
exitBeamRadius = (xFinal(k,3,i,j) * initialBeamRadius) /...
(initialBeamRadius - xFinal(k,3,i,j));
beamWaist = (4 * laserWaveLength * xFinal(k,3,i,j)) / ...
(pi * exitBeamRadius);
beamRadius = beamWaist * ...
(1+(debrisPosition(k,3,i,j)*laserWaveLength/...
(pi*beamWaist^2))^2)^.5;
laserSigma = beamRadius / (-2*log(.865))^.5;
%Now calculate the power density.
powerDensity(k,i,j) = ...
calculatePowerDensity(xFinal(k,1,i,j),...
xFinal(k,2,i,j), debrisPosition(k,1,i,j), ...
debrisPosition(k,2,i,j), debrisPosition(k,3,i,j), ...
debrisSize, initialPower, laserSigma);

114

%If the power density is above the ablation threshold,
%then add 1 to the score.
if (powerDensity(k,i,j) > 2)
scores(i,j) = scores(i,j) + 1;
end
end
end
end
%Call the function that creates our plots.
PlottingResults
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function powerDensity = calculatePowerDensity(laserTheta, laserPhi,...
debrisTheta, debrisPhi, debrisRange, debrisSize, initialPower,...
sigma)
%Calculates the power density on the debris.
%We first need to calculate the closest point on the laser beam to the
%debris.
[t1x, t1y, t1z] = sph2cart(debrisTheta, debrisPhi, debrisRange);
[p1x, p1y, p1z] = sph2cart(laserTheta, laserPhi, 10*debrisRange);
debrisPoint = [t1x t1y t1z];
beamPoint0 = [0 0 0];
beamPoint1 = [p1x p1y p1z];
beamVector = beamPoint1 - beamPoint0;
debrisVector = debrisPoint - beamPoint0;
beamVector = beamVector/norm(beamVector);
closestPoint = beamPoint0 + dot(beamVector, debrisVector) * beamVector;
%Redefine our origin as the closest point, with our x-axis in the
%direction of the laser beam.
%Translation matrix
T = [1 0 0 -closestPoint(1);
0 1 0 -closestPoint(2);
0 0 1 -closestPoint(3);
0 0 0 1];
%Yaw Matrix
Rz = [ cos(laserTheta) sin(laserTheta) 0 0;
-sin(laserTheta) cos(laserTheta) 0 0;
0
0
1 0;
0
0
0 1];
%Pitch Matrix
Ry = [ cos(laserPhi)
0
-sin(laserPhi)
0

0 sin(laserPhi) 0;
1
0
0;
0 cos(laserPhi) 0;
0
0
1];

transformationMatrix = Ry*Rz*T;
debrisRelativeToClosestPoint = transformationMatrix * [t1x; t1y; t1z;
1];

debrisRelBeamY = debrisRelativeToClosestPoint(2);
debrisRelBeamZ = debrisRelativeToClosestPoint(3);
%Now
y1 =
y2 =
z1 =

we're going to
debrisRelBeamY
debrisRelBeamY
debrisRelBeamZ

pretend that our debris is a flat 2D plane.
- .5*debrisSize;
+ .5*debrisSize;
- .5*debrisSize;
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z2 = debrisRelBeamZ + .5*debrisSize;
%Calculate the percentage of the laser's power that falls on the
debris.
powerPercentage = .25*(...
erf(y2/(2^.5*sigma)) * (erf(z2/(2^.5*sigma)) erf(z1/(2^.5*sigma)))...
-erf(y1/(2^.5*sigma)) * (erf(z2/(2^.5*sigma)) erf(z1/(2^.5*sigma)))...
);

powerDensity = initialPower * powerPercentage / debrisSize^2;
end
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