The present paper is concerned a class of quasi-linear elliptic degenerate equations. The degenerate operator comes from the analysis of manifolds with corner singularity. Variational methods are applied to verify the existence of infinity many solutions for the problems.
Introduction
In this paper, the following quasi-linear degenerate elliptic equations is concerned −(x 1 x 2 ) −p div M (|∇ M u| p−2 ∇ M u) = λ|u| q−2 u, in intM u = 0 on ∂M. (M) (see the Definition 2.2) verifies (1.1) in the weak sense, i.e., for any ϕ ∈ C ∞ 0 (intM), it holds that
In the following calculus, for simplicity, denote dσ := dx 1 x 1 dx 2 x 1 x 2 dx ′ . The weak solutions for (1.1) are the critical points of the energy functional
The present paper holds the following results. Theorem 1.1. For 2 < p < N , p < q < p * , and λ > 0 the Dirichlet problem (1.1) processes infinitely many non-trivial weak solutions in the sense of (1.2). The problem (1.1) with p < q < p * holding different homogeneity of the right hand side preserves a curve of solution. In fact, if u = 0, is a solution of the problem (1.1) with λ = 1, then for any α > 0, αu verifies the problem (1.1) with λ = α p−q . But for the case of p = q, if (u, λ) is a solution of (1.1), then for all α ∈ R, (αu, λ) is a solution too. Hence, we need different methods to solve the problem in the two cases. We call the problem (1.1) with p = q the typical Dirichlet eigenvalue problem, which holds the following results. The classical p-Laplacian have been widely studied, such as [4] , [7] , [8] and references therein. The quasi-linear degenerate operator in (1.1) comes from the analysis of domain with corner singularities. This academic field has been discussed from various perspectives such as V.Maz'ya [10] , P.Grisvard [9] , M.Dauge [6] and R. Melrose [11] . This paper is based on the framework by B.-W. Schulze [14] , and organized as follows. The preliminaries are given in section 2, including definitions and properties of weighted Sobolev spaces, etc. In section 3, some abstract variational methods is applied to verify the problem (1.1) in the case of p < q < p * . The idea of Lusternik-Schnirelman theory is employed to prove the case of p = q of (1.1) in section 4.
Preliminaries
Let X be a bounded open subset in the unit sphere of R n . Define an infinite cone in R n+1 as a quotient space X ∆ = (R + × X)/({0} × X), and the stretched cone is defined as
It is sufficient to consider the case of x 1 near to 0, which gives us a finite cone E = ([0, δ) × X)/({0} × X) with a small fixed δ. The finite stretched cone to E is E = (0, δ) × X, with the boundary ∂E = {0} × X. Then an infinite corner can be defined as E ∆ = (R + × E)/({0} × E), and the stretched corner is E ∧ = R + × E. Let (x 1 , x 2 , x ′ ) ∈ E ∧ , we focus on the case of x 2 small enough, then the finite corner is M = ([0, δ) × E)/({0} × E) and M = (0, δ) × E = (0, δ) × (0, δ) × X denotes a finite stretched corner with the boundary ∂M = {0} × ∂E = {0} × {0} × X. Definition 2.1. Let (x 1 , x 2 , x ′ ) ∈ R + × X ∧ , with the weight datas γ 1 ∈ R, γ 2 ∈ R and
(Here and after we denote dσ :=
dx ′ for simplicity.) The weighted Sobolev spaces are defined as follows
for arbitrary j, l ∈ N, β ∈ N N −2 , and j + l + |β| ≤ m.
for any cut-off functions ω = ω(x 1 , x ′ ) and σ = σ(x 2 , x ′ ), supported by a collar neighborhoods of (0, 1) × ∂M and (0, 1) × ∂M respectively. Moreover, define L
Remark 2.3. Although the definitions of weighted Sobolev spaces on manifolds with corner singularity are complex (see more in [15] ), Definitions 2.1 and 2.2 fit the present problem (1.1). Here since this paper concentrates on M = (0, δ) × (0, δ) × X with small enough positive δ, it sufficient to consider the case in the support of ω and σ in the definition 2.2.
where the constant c depends only on M and p.
Proof. Follow the same process of Proposition 3.2 in [5] .
Remark 2.5. The proposition 2.4 implies that the norm u H
Next we introduce some concepts in variational methods in the following. Let E be Banach space.
Definition 2.6. The functional I satisfies the (PS) c condition, if for any sequence {u k } ⊂ E with the properties:
there exists a subsequence which is convergent, where I ′ (·) is the Fréchet differentiation of I and E ′ is the dual space of E. If it holds for any c ∈ R, we say that I satisfies (PS) condition.
Definition 2.7. Define the class in E Σ(E) = {A ⊂ E | A is closed, and A = −A}.
For A ∈ Σ(E), define the genus of A, denoted by γ(A), as
, the genus γ possesses the following properties.
(1) If ψ ∈ C(A, B) is odd, then γ(A) ≤ γ(B).
(2) If ψ ∈ C(A, B) is an odd homeomorphism, then γ(A) = γ(B) = γ(ψ(A)).
(6) If S n−1 is the sphere in R n , then γ(S n−1 ) = n.
Proof. The proof can be found in section 3 of [12] .
The abstract theory in [2] will be employed to investigate the existence of solutions for Dirichlet problem (1.1). We recall it in the following. Let E be an infinite dimensional Banach space over R. Let the functional I ∈ C 1 (E, R) and B r = {u ∈ E| u E ≤ r}. (I 5 ) for any finite dimensional subspaces E m ⊂ E, it holds E m ∩ A 0 is bounded, where
Proof. See Theorem 2.8 in [2] .
Let {E m } m∈N be a sequence of subspaces of E, such that dim(E m ) = m; E m ⊂ E m+1 ; L(∪ m∈N E m ) denotes the linear manifold generated by ∪ m∈N E m which is dense in E. By E c m we denote the algebraically and topologically complementary of E m . Proof. See Theorem 2.13 in [2] .
3 The case of p < q < p *
The proof of Theorem 1.1
The idea of the proof here is to verify the condition I 1 -I 5 in Lemma 2.9 and Lemma 2.10.
The following lemmas will be applied in the proof.
ThenŜ lγ 2 induces an isomorphism
whereσ(y) = σ(e −y ) and the H m,γ l,0 (R + × R × X) (see more in [14] and [15] ) denotes the space of all w(
It proves the isomorphism ofŜ lγ 2 in (3.2). Moreover, we need the following map to deal with the degeneracy caused by x 1 ,
which induces an isomorphism
with y ∈ suppσ(y) and x 1 ∈ suppω(x 1 ), and W m,p (·) denotes the classical Sobolev spaces. In fact, the rule of changing variables implies that
which induces the following isomorphism,
which gives the following isomorphism
In the other hand, the map S q,(γ ′
which gives the isomorphism
For 1 < q < p * and δ 1 > 0, δ 2 > 0, the following embedding is compact
since the functions e −ρδ 1 and e −ξe −ρ δ 2 vanish rapidly as ρ → ∞ and ξ → ∞, then the function ϕ(ρξ) = e −ρδ 1 ρ s 1 e −ξe −ρ δ 2 ξ s 2 and all the derivatives in ρ and ξ are uniformly bounded on suppω and suppσ for every s 1 , s 2 ∈ R.
Remark 3.2. Apply the same idea in Lemma 3.1, for 1 < p < N and 1 ≤ q < p * the embedding
. If the following conditions are satisfied
Proof. Due to Fatou Lemma, it yields
u. Since p > 1, then j(t) = t p is convex. For any fixed ε > 0, there exists a constant c ε , such that
and then
Therefore, we obtain that
then for any arbitrary small ε, it follows that lim sup
By a direct calculation, one can derive that the energy functional
Lemma 3.4. Let p < q < p * , then the functional
} is bounded. Hence
and together with Lemma 3.1, it follows
Due to Hölder inequality, we derive that I 2 ≤ λT 1 · T 2 , with
(M), we derive that T 1 → 0 and T 2 is bounded which implies I 2 → 0, as k → ∞. Then we arrive that
where
It is easy to verify that P k (x) ≥ 0; and
In the following, we show that
a.e in intM, which can be deduced by contradiction. Assume, there exists a point x p ∈ intM, and its neighborhood U xp , such that for any
There exists a subsequence, here still denoted by {u k } such that
This induces that
for any x 0 ∈ U xp , as k → ∞. It follows that
which contradicts to (3.8), and then (3.9) is obtained. Applying Lemma 3.
To the end, what left is to show that
Due to Egorov Theorem, we obtain that for any δ > 0, there exists a subset E ⊂ intM with the measure m(E) < δ, such that
Now we claim that for any ε > 0, there is δ(ε) > 0, and a subset E ⊂ M with the measure m(E) < δ(ε), such that
In fact,
which implies that for any E ⊂ M, we have
(3.14)
Applying Hölder inequality on (3.14), it verifies (3.13). Hence, for any ε > 0 there exists δ(ε) > 0 and a subset E ⊂ intB, such that both (3.12) and (3.13) hold. This gives (3.11)
The following two propositions verifies that the functional J(u) satisfies the conditions I 3 , I 4 , I 5 in Lemma 2.9 and Lemma 2.10.
Proposition 3.5. If p < q < p * , then there exists r > 0 such that
(ii) there exists v ∈ H 1,(
> r and J(v) < α.
Proof. According to both Lemma 3.1 and the condition q < p * < p(p + 1), it holds that Let {E m } m∈N be a sequence of subspaces of H 1,(
denotes the linear manifold generated by ∪ m∈N E m which is dense in E. By E c m we denote the algebraically and topologically complementary of E m .
(M) be defined as above, we have
We omit the easy proof of Proposition 3.6 here for the limit length of writing. Set
Combining Lemma 2.9 and Lemma 2.10, it completes the proof of Theorem 1.1.
The proof of Theorem 1.2
In this proof, the following definition and lemma will employed. Definition 3.7. Define the manifold M as follows
The maximum of J(βu) for β ≥ 0 is achieved at β = β(u) > 0. The function u → β = β(u) is continuous.
It is obvious that g(0) = 0; g(β) > 0 for β > 0 small enough; and g(β) < 0 for β > 0 large. Therefore, max [0,∞) g(β) is achieved at a unique β = β(u) such that g ′ (β) = 0 and βu ∈ M.
To prove the continuity of β(u), let us assume that u n → u in H 1,(
Then {β(u n )} is bounded. If a subsequence of {β(u n )} converges to β 0 , then it follows from the right side of (3.15) that β 0 = β(u).
By Definition 3.7, there exists r > 0, such that
Indeed, if u ∈ M , then by Lemma 3.1, it follows
(M), then we have u = 0. According to
. This is a contradiction to (3.16). That means d m will be unbounded as m → ∞, which proves the claim (3.18).
Next, for some R > 1, we define a homeomorphism
For u 1 ∈ E c m ∩ B, u 1 = 0 and R > 1, we have
In fact, if u ∈ E c m ∩ B, with β chosen as above, such that βu ∈ M and d m ≤ β, then
Then let R be large enough, it gives J(h m (u)) ≥ 0, which proves that (3.21).
Therefore, we can define
εe j , j = 1, 2, ..., m and {e j } m j=1 is basis of E m if u ∈ E m for ε small enough. In this way, it is shown that for R large enough, the mapping h m in (3.19) defined on E c m admits an extension h m ∈ Γ for each m. Finally, we take u ∈ ∂B∩E c m , then
where the calculus in (3.23) is the same as that in (3.22 ). Since d m ≤ β := β(u) proved in (3.20), then we choose R large enough to deduce that
Since {c m } is critical value sequence of J (as defined by ( The idea of Lusternik-Schnirelman theory in [1] is adapted here for the proof. Consider the following two operators,
where H
(M) with the norm as follows
Lemma 4.1. We have the following properties of the above two operators.
(i) The operator b defined in (4.2) is odd, compact and uniformly continuous on bounded sets.
(ii) The funtional B defined in (4.1) is even and compact. 
Then we claim that there exists a subsequence holding that
(4.6)
In fact, there is a subsequence {u k j } such that
The absolutely convergence implies that
a.e in M, which verifies the claim (4.6).
Then for any
, such that Lemma 3.1 can be applied, it follows that
Due to
u a.e in intM, as k → ∞, then we apply Lebesgue dominate convergence theory to (4.7), and then get the compactness of the operator b.
For the compactness of the operator B, we take a bounded sequence {u k } in Proof. Let u 1 , u 0 be in M defined in (4.9), and set u 1 − u 0 =: δ ∈ H 1,(
For all u ∈ M , there exists γ 0 > 0 and t 0 > 0 such that for all (u, t) ∈ M × [−t 0 , t 0 ] it holds u + tT (u)
≥ γ 0 > 0. As a consequence we define the flow
Then σ(u, t) verifies the following properties, (i) σ(u, t) is odd w.r.t u for fixed t;
(ii) σ(u, t) is uniformly continuous with respect to u on M ;
Indeed, it is obvious that the properties (i) and (iii) of σ(u, t) are hold. The uniformly continuity of σ(u, t) can be induced from the uniformly continuity of both λ(·) and T (·).
In order to obtain the deformation result, we first discover the relation between the functional B(u) and the flow σ(u, t) on M . 
Hence,
Due to the fact that < λ ′ (u), T (u) >= 0 in (4.14) and λ(u) = 1 on M by (4.9), one can derive is well defined. The inequality (4.19) implies 0 < t ε (u) ≤ t 1 . The continuity of σ(·, s) and the continuity of B(·) induce that t ε (u) is continuous in V ε .
Define η ε (u) = σ(u, t ε (u)) if u ∈ V ε u if u ∈ Φ β−ε − (U ∪ V ε ) (4.21)
such that η ε : Φ β−ε − U → Φ β+ε .
Since σ(u, t) is odd and uniformly continuous w.r.t u, then we have η ε (u) is odd and continuous.
We now prove the existence of a sequence of critical values and critical points by applying a min-max argument. For each k ∈ N, consider the class Without loss of generality, assume δ < β k . Applying Lemma 4.6 with U = ∅, there exists ε > 0 and an odd continuous mapping η ε such that
Then there exists u ∈ A k ∩ E c k−1 such thatβ k ≥ B(u k ) > γ. In this way, we have formed a sequence {u k } ⊂ M , such that B(u k ) > γ for all k ∈ N.
Since {u k } ⊂ M , as before we know that {u k } is bounded in H But the fact that u k ∈ E c k−1 implies v = 0 which induces the contradiction with (4.27), and then finishes the proof of Theorem 1.4.
