Abstract-This paper demonstrates how control systems engineering and risk management can be applied to problems in behavioral health through their application to the design and implementation of adaptive interventions. Adaptive interventions represent a promising approach to prevention and treatment of chronic, relapsing disorders, such as alcoholism, cigarette smoking, and drug abuse. The benefits of the proposed approach are presented in the development of risk-based Model Predictive Control (MPC) algorithm for a hypothetical intervention inspired by two real-life programs: Fast Track, an intervention whose long-term goal is the prevention of conduct disorders in at-risk children, and Communities that Care, a riskbased prevention program for substance abuse. The tailoring or controlled variable of the adaptive intervention is a measure of parental functioning in the family of an at-risk child; the MPC-based algorithm decides on the appropriate frequency of counselor home visits, mentoring sessions, and the availability of after-school recreation activities by relying on a model that includes identifiable risks, their costs, and the cost/benefit assessment of mitigating actions. By systematically accounting for risks and adapting treatment components over time, an MPC approach as described in this paper has the potential to increase intervention potency and adherence while reducing waste, resulting in more effective interventions than conventional fixed treatment. MPC is particularly meaningful for the problem given some of its favorable properties, such as ease of constraint-handling, and its ability to scale to interventions involving multiple tailoring variables. Several simulations are conducted under conditions of varying disturbance magnitude to demonstrate the effectiveness of the algorithm.
I. INTRODUCTION
Many significant problems in behavioral health, such as the prevention and treatment of cigarette smoking and drug and alcohol abuse, represent chronic, relapsing disorders in which the behavior of the individual, as well as the effectiveness of treatment, vary over time. Recent research efforts in the field of prevention science have determined that tailoring treatment to the specific needs of an individual patient is necessary in order to deliver interventions with greater degrees of efficacy and adherence, and less waste [1] , [2] , [3] ; this is the motivating principle for adaptive interventions. In adaptive interventions (also known as contingency management, stepped care programs, and case management), different dosages of prevention or treatment components are assigned to different individuals across time, with dosage varying in response to the needs of the individual. The conceptual framework for adaptive interventions presented in [3] is the basis for the analysis in [4] , which demonstrates that adaptive interventions are feedback control systems, and as such will benefit from a control-theoretic approach.
The objective of this paper is to extend the work reported in [4] by incorporating a risk-management perspective in order to arrive at a risk-based, control-oriented framework for decision-making in adaptive interventions. Risk management can be summarized as the identification of risks, their ranking or prioritization, the resolution of those deemed significant and their monitoring through their applicable life. Risk management is a recent discipline that was first applied to natural disasters [5] , but in the last decade, has been extended to the fields of project management and financial policies, in which it is raising a growing interest [6] , [7] . Methods and disciplines that address risk management are becoming more highly accepted by companies, as those organizations which better understand the nature of risks (and can thus manage them more effectively) cannot only avoid unforeseen disasters, but can also operate with tighter margins and less contingency [8] .
In this paper we illustrate the risk-based, control oriented framework for decision-making in adaptive interventions by means of a hypothetical yet meaningful simulated intervention. The control system considers additional information about others factors that may affect the evolution of the patient state during the intervention period. Some additional manipulated variables are incorporated which represent mitigation actions that can be undertaken in order to reduce risk exposure. These actions can either increase the treatment dosage, or result in a switch to other treatment options if risks take place. The control methodology that executes these decisions is Model Predictive Control (MPC). Some of the reasons for the choice of MPC include its ease of handling of constraints, its ability to naturally incorporate a model representing the problem phenomena, and its ready extension to the multivariable case.
To demonstrate the effectiveness of the combined controltheoretic and risk management framework developed in this paper, we examine a hypothetical adaptive intervention patterned after the Fast Track program [9] , [10] . The longterm objective of this program is to prevent conduct disorders (among which is substance use) in at-risk children. While the core intervention components in Fast Track were fixed, a series of components were delivered adaptively. One of these was the frequency of home-based counseling visits, which was assigned to each family depending upon the level of parental functioning. The other adaptive component was reading tutoring, which was assigned only to children who were demonstrating academic difficulties.
A number of studies have put forth efforts to identify risk factors associated with behavioral health [11] . Notable among these is the Social Development Research Group (SDRG) at the University of Washington [12] , whose work has focused on prevention and treatment programs geared for youth. The Social Development Strategy (SDS) proposed by the SDRG focuses on identifying risk and protective factors that influence health and behavior in young people. The Communities that Care intervention developed by the SDRG aims at preventing significant problem behaviors that plague adolescence; these include delinquency, school dropout, substance abuse, and depression and anxiety. In this paper we rely on risks identified by the SDRG group in the formulation of our case study. This paper is organized as follows. Section II describes a hypothetical time-varying adaptive intervention (TVAI) inspired by the Fast Track and Communities that Care programs. The section presents a dynamic model representation of this process. Section III presents the proposed risk modeling approach, while Section IV describes the risk-based optimal control algorithm based on Model Predictive Control. A case study is presented and discussed in Section V, with some concluding remarks highlighted in Section VI.
II. SYSTEM DESCRIPTION
The hypothetical TVAI considered in this paper is inspired by (but not an exact description of) the Fast Track intervention developed by the Conduct Problems Prevention Research Group (CPPRG) [9] , [10] . Fast Track is a multiyear, multicomponent program designed to prevent conduct disorders in at-risk children. In addition to core intervention components delivered to all study participants some components were delivered adaptively. Suppose the dose of the intervention offered to each family is determined by two factors: a tailoring variable and clinical judgement. The tailoring variable is usually determined by a family functioning questionnaire completed by one of the parents. Based on this questionnaire, family functioning is determined to be very poor, poor, near threshold or at/above threshold. The general decision rule is as follows: families with very poor functioning are given weekly counseling; families with poor functioning are given biweekly counseling; families with below threshold functioning are given monthly counseling; and families at or above threshold are given no counseling. Family functioning is reassessed every three months, at which time, the intervention dosage can change. This goes on for three years, with twelve opportunities for a dose of family counseling to be assigned.
This adaptive intervention has previously been studied from a control perspective in [4] . In this context, the tailoring variable (parental function) is the controlled variable, while home counseling (the intervention component) is the manipulated variable. Disturbances were specified generically in [4] , but these will be defined more explicitly as risks in the ensuing section of the paper.
A. Dynamic modeling of an adaptive intervention
In this paper we rely on the work in [4] that uses a fluid analogy to describe the "open-loop" dynamics of the adaptive intervention:
where
is the frequency of counselor home visits and represents the manipulated variable. P F (t) is the parental function and represents the tailoring or controlled variable for the intervention.
is the intervention gain. D(t) is the disturbance or depletion signal, considered as a collective effect of multiple events. θ represents the time delay between the intervention and its actual effect on parental function.
Note that under ideal circumstances, the term D(t) will be zero. However, in this problem the response of the system will depend heavily on external factors. The following section describes how a risk management approach can be beneficial by providing a means to model these disturbances.
III. RISK MANAGEMENT IN ADAPTIVE INTERVENTIONS
The design of a TVAI is a process that involves considerable uncertainties, in part due to the nature of the measurements, which rely on clinical staff judgement and assessment instruments such as questionnaires. There is also variability resulting from variations between individuals (e.g., the same intervention may provide different results in two different individuals) and variation in an individual's response when examined at different times.
External risk factors may be considered as disturbances in the sense that can change the expected outcomes. Particular disturbances can be considered as beneficial in character (e.g., a new job or vacation time) as well as unfavorable (e.g., job loss, illness, etc.). If these disturbances are not taken into account, decision making on the control variable may not be as effective. Risk management is aimed at making decisions in systems where limited knowledge about the process, system complexity and the presence of uncertainties at critical points in time have a decisive role. In this paper, particular disturbances that could be identified a priori will be referred to as risks. Risk modeling for the simulated intervention examined in this paper is described in the ensuing subsections.
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A. Risk Modeling
In this work, the term risk is defined as an event that could take place and would affect the patient by causing impacts. Let R = {R 1 , · · · , R m } define the set of identified risks for a specific patient. Each risk is characterized by a probability of occurrence in each time period (P i (t)) and some initial impacts (II i ) which may affect the individual if the risk occurs and no mitigating actions are taken. The initial impacts can be expressed in terms of a variable decrease or increase proportional to the control variable, I(t), or, alternatively, as an absolute value change. Examples of the mathematical representation for these impacts is:
Once risk identification has been performed, the next step to undertake is the design of a strategic mitigation plan from a clinical point of view. That makes possible the impact reduction of the identified risks and hence, the adaptation of the treatment for each individual. In this way, each risk can be associated with a set of actions (A i ) that could mitigate these risks. Figure 1 shows an example of a risk-based structure (RBS) that illustrates the relationship between risks and actions in a possible strategic plan. Mitigating actions will reduce the initial impact of a risk, but usually, the system will incur additional costs as a result. Even if the impact is stochastic in nature (i.e., only assessed if the risk occurs), the costs associated with mitigating actions will be incurred regardless.
As it was previously mentioned, examples of mitigation actions can be the augmenting/decreasing of the visits frequency or other alternative appropriate switching that the clinical staff considers. Formally, every mitigation action is described by a set of three elements:
where p is the number of mitigation actions and the decision variable for the action (A i ) is denoted by u i . f i : → is a function that determine the risk impact reduction as a function of u in each unit time; thus, f i is the reduction of initial impact when the action (A i ) is applied. The cost of executing an action in an unit time is modelled by functions
→ . f and g functions can be linked to an additional parameter to state the period time considered for the reduction. In previous work [13] it was seen that the decision about a mitigation action could be an execute/do not execute decision. The intensity of the action has to be taken into account when deciding how to execute the action; that is, the decision will be taken depending on the value of the mitigation action control variable u i . Thereby,
Let u = [I u ] the decision variable vector. I is the decision variable from the original problem without considering risks and u = [u 1 , ..., u p ] is the decision variable vector that mitigates the risks. Therefore, the term D(t) meaning the disturbance presented in (1) can be described as follows:
where the number of risks is denoted by m. Terms RE i (u, t) models the effect of the risk R i at time t. This term is called "Risk Exposure" and it is defined as:
where P i (t) is the probability of the risk R i at instant t and II i denotes the initial impact of the risk R i affecting parental function. The sum of functions f represents the reduction of the initial impact by executing mitigation actions. The total cost of the mitigation action is:
where g j (u j ) is the cost of the mitigation action A j .
IV. OPTIMIZATION PROBLEM FORMULATION FOR MODEL PREDICTIVE CONTROL MPC is an optimal control strategy based on the explicit use of a dynamic model to predict the process output at future time instants [14] . The future time interval considered in the optimization is called prediction horizon (N ). The set of future control signals is calculated by optimizing a determined criterion or objective function that usually is quadratic. The predicted outputs depend on the known past inputs and outputs values up to instant t and on the future control signals. Only the control signal calculated for instant t is sent to the process whilst the next control signals are rejected. Some advantages that MPC presents over other methods include the relative ease of implementation, the ready extension to the multivariable case, and the natural addition of constraints in the optimization. MPC also represents a natural approach to address the modeling formulation involved in this work.
In this paper, the basic objective function of MPC has been extended to address the problem at hand. The objective is to minimize a multicriteria weighted function where the error between the predicted output and the reference, the control effort and the cost, are involved.
Equations (1), (2) and (3) can be rearranged and the parental function (P F (t)) can be expressed as the following 1-output, (p + 1)-input model:
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) is a (p + 1) × 1 polynomial vector and d(t) is an offset term including the value of impacts for the corresponding time period, not depending or control actions. z −1 is the backward shift operator and B(z −1 ) is time-varying and is calculated in each step; the model changes at each time instant as consequence of the patient state, risk occurrence and their probabilities. In order to simplify the instant to execute the mitigation actions, the first day of each revision period has been selected. The sample time has been considered one month and the total period is 36 months.
A. Constraint description
We have previously noted that MPC presents a great advantage over other methods in terms of constraint handling. The optimization problem associated with MPC is usually subject to constraints on the manipulated and controlled variables which can be expressed as:
In addition to upper and lower bounds on these signals, it is also possible to constrain their rates of change. Such constraint handling is particularly useful in insuring that intervention dosages do not drastically change between review intervals.
V. CASE STUDY
The considered hypothetical intervention is based on Fast Track program and data about risks and mitigation actions have been taken from SDRG's Communities that Care program. Both programs are focused on similar health and behavior problems to prevent conduct disorders in adolescence.
The first data to obtain is to identify the risks that can take place in the system. Thereby, consider the risk set R = {R 1 , · · · , R 7 } that in this hypothetical intervention has been identified for a particular patient. In practice, this set would be obtained based on the judgement of clinical staff and the results of a questionnaire completed by one of the parents. This process could be reassessed during each revision period. Table I contains the description of the risks including the occurrence probabilities and impacts on the parental functioning. Following risk identification, the next step to realize is the design of the plan to mitigate the risks. After-school recreation f 3 (u 3 ) = 4.1u 3 undertake for the mitigation. The RBS that relates risks and actions is illustrated in Fig. 1 . While for actions A 1 and A 2 a dosage level (i.e., the frequency of the activity) must be determined, A 3 will be executed when as deemed necessary. The intervention potency of action A 1 is assumed to be scaled and is defined according to:
Actions A 2 and A 3 are considered to compensate the depletion in parental function as consequence of the possible risks that could occur. These actions are denoted by the variables u 2 and u 3 , respectively. Mentoring is assumed to be scaled according to u 2 (weekly) = 3
After-school recreation is expressed as a boolean variable taking the values u 3 (t) = 1 or u 3 (t) = 0 in the case of requiring the activity or not, respectively. The system model is based on (1), as described in Section II. The parental function P F (t) is considered as normalized measurements, as described in [4] , with values ranging from 0 to 100%. Settings for the parental function thresholds are set to P F V eryP oor = 16.7% and P F P oor = 33%. The gain and delay considered are K I = 1.665 and θ = 0, respectively. Initially, the subject is considered to possess 0% parental function.
The process under analysis is a first-order linear system without dead time and therefore B(z −1 ) = B 0 (t)
(t) and d(t) are described.
P5(t) + P6(t) + P7(t) f2
The objective function is taken from (5) with β 1 = 1, β 2 = 1 and β 3 = 0, due to variables λ and δ are used to weight the move suppression and output error, respectively, and the cost is not considered. The constraints that have been stated are the following:
A. Experiments
This section describes four related experiments that were done to demonstrate how a risk-based MPC algorithm can be used to model a TVAI. In all four experiments the individual begins with parental function at 0, and the reference setpoint (parental function goal) is set to 50 percent.
The first experiment, represented in Figure 2 , simulates an adaptive intervention as described in the previous section. The top panel of this figure displays the outcome as a function of time in months. The magenta bold line represents the parental function through the trial period and revisions considering risks. The blue dashed line shows the evolution of the system in the case of no risk, in other words, the occurrence probabilities of the risks are set to 0. The solid red line is the reference to follow (P F Goal ). The green dotted line represents the non-mitigation case, in which risks are considered but no mitigating actions are executed. This line shows that when risks occur, the desired patient state will not be reached without mitigating actions. The lower three panels in Figure 2 represent the three mitigating actions. The magenta bold line represents the mitigating actions taken in response to risk, and the blue dashed line represents the actions when risks are not considered. Note that when there is no risk, actions A 2 and A 3 are not selected (there is no depletion), but action A 1 (home counseling visits) may be provided to a lower extent than in the case of risk. With this adaptive intervention the individual has some ups and downs in parental function, eventually reaching the reference setpoint at about 23 months.
In the previous experiment the controller relied on base tuning parameters (N = 1, δ = 0.01 and λ = 0.3). The second experiment, represented in Figure 3 , differs from the first in two ways: the horizon is increased to N = 5, and the penalty on the output error is increased (δ = 0.5). This version of the intervention settles at the setpoint much earlier, at 11 months.
In the third and fourth experiments, differences in individual reaction times to the intervention have been modeled. In the third experiment, represented in Figure 4 , the time delay in the dynamic response was changed from θ = 0, the value used in the first two experiments, to θ = 1, meaning that the delay consists of one revision period (three months). For this individual the intervention results in stabilization at the reference setpoint at about the same time, but thereafter there is a bit more variability about the setpoint as compared to the second experiment, in which the individual responds immediately. In the fourth experiment, represented in Figure 5 , the time delay in the dynamic response was increased to θ = 3, or three revision periods (nine months). For this individual there is a great deal of variability about the setpoint, and the outcome is more oscillatory compared to the previous three experiments.
VI. CONCLUSIONS
This paper describes a control-based methodology for decision-making in adaptive interventions meaningful to addressing prevention and treatment problems in behavioral health. The objective of the control system is to assign dosages of intervention components to achieve a desired 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeB01.4 Parental function and interventions to provide in the case of quarterly clinical revision and three revision periods delay in the first input (action A 1 ). patient state, taking into account explicitly modeled risks that can be identified prior to the intervention procedure. All adaptive interventions have as their goal increasing intervention potency and adherence while reducing waste, thereby producing more effective interventions than conventional fixed treatments. Risk-based MPC algorithms can provide scientists with tools for fine-tuning adaptive interventions to increase their efficacy and efficiency.
Risk modeling involves risk identification, assigning probabilities, and devising a strategic plan to mitigate risks; therefore, getting information from clinical staff and other trained personnel to generate these models is crucial to the success of this approach. Likewise, system identification methods that enable understanding the transient and delayed relationship between intervention dosages and outcomes is a necessary component to this work. In this paper, a hypothetical intervention was developed using data and information obtained from two real-life interventions associated with the prevention of substance use and other conduct disorders.
The presented approach provides recommendations on the actions to undertake in order to mitigate risks that could appear during each review period. Various experiments have been performed corresponding to different scenarios; these include changes in controller tuning and delays in the dynamic response of the interventions. This procedure can be considered as a helpful tool to assist clinicians in evaluating different dosage assignments before providing a definitive intervention to a patient.
