Analysis of within-species polymorphism data usually relies on population genetic models that assume two alleles at a locus (e.g., the infinite sites model). However, many problems of interest can be tackled more naturally by multiallele models. In this study, I construct a model that can accommodate an arbitrary number of alleles at a locus, mutational biases, and selective differences between each of the alleles. It is constructed by representing population dynamics by a Markov transition matrix and is based on the assumption that at most two variants exist at each polymorphic site. A likelihood-based method for inferring the selection and mutational parameters of the model is constructed and is shown to have high accuracy. I use this method to jointly infer preferred codons and mutational parameters in Drosophila melanogaster. Twenty-one codons are identified as preferred, 19 of which were found previously by methods that do not use polymorphism data. Interestingly, the selective difference between the fittest and the worst codons encoding the same amino acid is positively correlated with the number of synonymous codons for that amino acid, in agreement with previous analyses of interspecies data using phylogenetic models. The inferred mutation matrix is highly asymmetric, with C/T and G/A being the most common and constituting ;18% and ;19% of all mutation events, respectively. These results suggest that the new model provides a useful framework for analyzing polymorphism data sampled from multiallele systems.
Introduction
In evolutionary biology, many systems of interest contain multiple states or alleles. For example, a site in a DNA sequence must be in one of the four possible states, that is, A, T, G, or C; in a protein-coding region, a DNA triplet that encodes, say, leucine must be one of the six synonymous codons for leucine. The population genetics of these systems has been typically studied by models that assume two alleles at a locus, such as Kimura's infinite sites model (Kimura 1969 ) and Wright's two-allele model with reversible mutation (Wright 1949) . There are a number of reasons why two-allele models are widely used even though the system under investigation can be more naturally studied by multiallele models. First, two-allele models are arguably the best-studied models in population genetics (reviewed in Ewens 2004) . Many properties of these models have been established analytically, facilitating their application. In contrast, multiallele models are generally much more difficult to study, often involving advanced mathematical theories such as multidimensional diffusion approximations with few analytic solutions (e.g., Ewens 2004, Chap. 5) . Second, two-allele models may be adequate, as a first approximation, for some applications. For instance, it is reasonable to use the infinite sites model to analyze DNA-sequence data sampled from a species where the mutation rate is low (e.g., humans), because usually only 2-nt variants coexist at a polymorphic site. Third, compared with two-allele models, multiallele models generally have a much larger number of parameters and thus require large amounts of data to yield reliable results. However, even for much-studied model organisms such as Drosophila melanogaster, large-scale polymorphism data sets have not become available until recently (e.g., Ometto et al. 2005; Shapiro et al. 2007) .
Although two-allele models are well studied and can be adequate in certain contexts, they are inevitably highly simplified representations of complex underlying systems. Multiallele models that capture additional aspects of the system of interest are necessary to enhance our understanding of the mechanisms governing its evolution. For example, the population genetics of codon usage bias, the nonrandom use of synonymous codons encoding the same amino acid, has been commonly studied by the two-allele model of Li and Bulmer (Li 1987; Bulmer 1991; McVean and Charlesworth 1999) . However, 9 of the 18 amino acids having synonymous codons are encoded by more than 2 synonymous codons. Applying the Li-Bulmer model to the study of these amino acids is not straightforward-one solution is to treat codons that have been classified as preferred by multivariate analysis (Ikemura 1985; Shields et al. 1988; Sharp and Lloyd 1993; Akashi 1995; Duret and Mouchiroud 1999) collectively as the preferred ''allele,'' and the other codons collectively as the unpreferred ''allele'' (Kliman 1999; Maside et al. 2004; Comeron and Guthrie 2005; Cutter and Charlesworth 2006; Llopart et al. 2008 ). However, there may be selective differences between codons belonging to the preferred (or unpreferred) class, and a realistic multiallele model can help us dissect these differences.
As stated above, population genetic models with multiple alleles are usually difficult to study. However, some elegant models have been constructed and analyzed (e.g., Wright 1949; Kimura and Crow 1964; Ewens 1972; Watterson 1977; Muirhead and Wakeley 2009 ). More recently, much attention has been paid to inference problems, and useful computational and numerical methods have been published (e.g., Griffiths and Tavaré 1994; Donnelly et al. 2001; Stephens and Donnelly 2003; Desai and Plotkin 2008) . In order to be mathematically tractable, these models are often constructed under restrictive assumptions. For example, Wright's (1949) model (as implemented by Desai and Plotkin 2008) assumes that there is no mutational bias (mutational bias refers to the situation where the mutation rate from one allele to another allele is different from the mutation rate in the reverse direction); Griffiths and Tavaré's (1994) model assumes that all alleles are selectively equivalent; the models of Donnelly et al. (2001) and Stephens and Donnelly (2003) assume that the probability distribution of a mutant type does not depend on the type of the progenitor allele (i.e., parentindependent mutation). Conclusions drawn from these models are sensible only when they are applied to genetic systems in which the underlying assumptions are close approximations to reality. Given the complexity of biology, it is desirable to have a more general model which takes into account both mutational biases and realistic selective differences between alleles. Furthermore, with the vast amount of polymorphism data now being generated by next-generation sequencing technologies, parameter-rich multiallele models can provide a useful way to extract information from the data and tackle questions that cannot be easily studied using two-allele models.
Recent studies have shown that two-allele models in which population dynamics are represented by Markov transition matrices are flexible and easy to formulate (Keightley and Eyre-Walker 2007; Charlesworth 2009, 2010) . In this paper, I use the matrix-based approach to construct a multiallele model similar to that formulated previously by McVean and Charlesworth (1999) . The new model can accommodate an arbitrary number of alleles at a locus, mutational biases, and complex selective differences between alleles. It assumes that selection is additive, and the mutation rate is sufficiently low so that the infinite sites model applies. Other factors such as demographic changes can also be incorporated. A likelihood-based inference method for estimating the selection and mutational parameters follows naturally from the construction of the model, and simulations suggest that this method has high accuracy.
To illustrate the utility of the new method, I use it to jointly infer preferred-unpreferred codons and mutational parameters in D. melanogaster, using the polymorphism data set published by Shapiro et al. (2007) . This method differs from the traditional method, which relies on a single sequence from each gene and classifies codons as either preferred or unpreferred (Ikemura 1985; Shields et al. 1988; Sharp and Lloyd 1993; Akashi 1995; Duret and Mouchiroud 1999) , in that it uses polymorphism data to infer detailed selective differences between codons. The results show that selective differences between codons are complex and cannot be fully captured by assigning codons to only two classes, preferred or unpreferred. Nonetheless, the fittest codons inferred by the two approaches are similar. The mutational parameters estimated by the new method are also qualitatively similar to those estimated by phylogenetic methods (Petrov and Hartl 1999; Nielsen et al. 2007 ) and mutation accumulation experiments (Keightley et al. 2009 ). These results suggest that the new model provides a useful framework for analyzing polymorphism data sampled from multiallele systems, and important parameters can be inferred with reasonable reliability.
Materials and Methods

Model
The formulation is based on the matrix-based approach presented in a recent paper ). We will construct a four-allele model; models with different numbers of alleles can be formulated similarly. We focus on a diploid Wright-Fisher population (Ewens 2004 , Chap. 1) of a constant size N. We arbitrarily index the four alleles at an autosomal locus by 1, 2, 3, and 4. Let i and j 2 {1, 2, 3, 4}. We adopt the genic selection model and arbitrarily set the fitness of individuals homozygous for allele 4 (i.e., the 44 genotype) to unity. Write w ij as the fitness of an individual composed of allele i and allele j. According to the assumed selection model, we have
where s 4 5 0. The per-generation mutation rate from allele i to allele j is defined as u ij (i 6 ¼ j). We further define
We assume that the mutation rate is sufficiently low so that the infinite-sites model (Kimura 1969) applies. Under this model, at most two variants cosegregate at each polymorphic site. Let f i be the proportion of sites that are fixed for allele i in the population and f ij be the proportion of sites where alleles i and j cosegregate (i , j). We have
where f ij:k is the proportion of sites where allele i is represented k times. The following requirement must be satisfied:
At equilibrium, in each generation, the number of new mutations occurring at sites fixed for, say, allele 1 has to be equal to the number of polymorphic sites where allele 1 becomes fixed Zeng · doi:10 .1093/molbev/msq023
where p ðijÞ k;l is the probability that, at a polymorphic site where alleles i and j (i , j) cosegregate, the number of copies of allele i changes from k to l in one generation. Under the infinite-sites assumption, p ðijÞ k;l is independent of the mutational parameters
where
The other f i #s satisfy similar equations. On the other hand, the proportion of polymorphic sites segregating at a specific frequency, that is, f ij:k , satisfies
where d(m, n) is the Kronecker delta, which takes the value of 1 when m 5 n, and the value of zero otherwise. The first term on the right-hand side considers the dynamics of segregating variants, and the second term represents mutational input from fixed sites (Evans et al. 2007, eq. 2) . The equilibrium conditions that the f i 's and f ij:k 's satisfy (i.e., eqs. 5 and 7) define a linear system with 6 Â (2N À 1) þ 4 unknown variables and an equal number of equations. This system can be solved numerically. In the present implementation, these equations are solved by using an LU-decomposition method followed by one round of numerical improvement (Press et al. 1992, Chap. 2) . Note that, under the assumption of a constant population size and the genic selection model, the above model can also be implemented by extending the diffusion theory described in McVean and Charlesworth (1999) . The matrix representation is given here to show that it is computationally tractable. Furthermore, under the matrix representation, other complications such as changes in population size can be more easily incorporated (see supplementary Material online).
A Likelihood-Based Inference Method
Note that the above formulation considers the population as a whole. In practice, we need to deal with a sample taken from the population and use it to infer the parameters governing the evolution of the system. Consider a polymorphism data set composed of n haplotypes taken randomly from the population, denoted as
) is the number of sites that is fixed for allele i in the sample, and d ij:k (i , j and 1 , k , n) is the number of sites where alleles i and j cosegregate in the sample and allele i is represented k times. Under the diffusion limit of weak evolutionary forces, standard population genetics theory (Ewens 2004, Chap. 5) suggests that the properties of a sample are determined by the compound parameters c i 5 2Ns i (i 5 1, 2, 3) and h ij 5 4Nu ij (i , j). Let c be the vector composed of all the c i 's and all the h ij 's. For a given value of c, we can determine the equilibrium values of the f i 's and f ij:k 's by solving the linear equations described above. Under the ''conventional'' assumption of free recombination between sites (Sawyer and Hartl 1992; Akashi and Schaeffer 1997; Maside et al. 2004; Cutter and Charlesworth 2006; Keightley and Eyre-Walker 2007; Boyko et al. 2008; Desai and Plotkin 2008; Charlesworth 2009, 2010) , we can calculate the ln-likelihood that d 1 sites in the sample are fixed for allele 1 (and similarly for other d i 's)
For the d ij:k 's, we have
In equations (8) and (9), the dependence of the f i 's and f ij:k 's on c are suppressed for simplicity. The total ln-likelihood is
Maximum likelihood estimates (MLEs) of the parameters can be found by the simplex algorithm (Press et al. 1992, Chap. 10.4) . When implementing the model, N (or equivalently the size of the transition matrix) has to be specified so that the linear system defined by equations (5) and (7) can be determined. Ideally, we should use a value of N that is realistic for the organism under study (e.g., N should be ;10 6 for D. melanogaster). However, numerical methods for solving linear equations become very slow and less stable when N is large (e.g., N . 2,000). Fortunately, the fact that the properties of a sample are determined by the compound parameters c i and h ij provides the theoretical justification for ''scaling down'' the population size to give a tractable matrix size, provided that the c i and h ij values for the true population size are preserved. This rescaling method has been widely used in population genetics and has been shown to be highly effective (McVean and Charlesworth 2000; Tachida 2000; Comeron and Kreitman 2002; Keightley and Eyre-Walker 2007; Kaiser and Charlesworth 2009; Charlesworth 2009, 2010) . The results in supplementary table S1 and figure S1, Supplementary Material online, show that, even when N is as small as 10, the inference method provides accurate estimates of the parameters and hypotheses can be reliably tested.
A Simple Multiallele Model and Its Application · doi:10.1093/molbev/msq023 MBE Note that, because reversible mutation is explicitly considered in the model, we do not need to polarize ancestral and derived states using outgroup data, despite the fact that the model is constructed under the infinite sites assumption. This differs from some previous methods based on the same assumption (Sawyer and Hartl 1992; Akashi and Schaeffer 1997; Maside et al. 2004; Williamson et al. 2005) .
Inferring Preferred-Unpreferred Codons
To illustrate the utility of the above model, I used it to infer preferred-unpreferred codons using polymorphism data. In the implementation, K-fold (K 5 2, 3, 4, or 6) degenerate codons are modeled by corresponding K-allele models. In the K-allele models (using cysteine, isoleucine, valine, and arginine as examples of 2-, 3-, 4-, and 6-allele models), I assume that the alleles are connected by mutation in the way specified in figure 1. That is, mutations involve only single nucleotide changes. I treat the six codons encoding serine as a 4-fold degenerate codon family and a 2-fold degenerate codon family (a codon family consists of all synonymous codons encoding the same amino acid), because codons belonging to these two families differ from each other by at least two mutations, and in the data set, no polymorphic codon site has variants from both families. I further assume that a single mutation matrix (u ij , i 6 ¼ j, i and j 2 {U, C, A, G}) is shared by all codon families, resulting in 12 mutational parameters. Because there are 19 codon families (18 amino acids have synonymous codons, but codons encoding serine are split into two families), 40 selection coefficients are needed. Hence, the model has a total of 52 parameters.
When analyzing the D. melanogaster data (see below), I used the inference method described above to find the MLEs of the parameters and ran the simplex algorithm multiple times with random starting points. In all cases, the algorithm converged to the same region in the parameter space. To further ensure that the true MLEs have been found and to obtain credibility intervals (CIs) for the estimates, I implemented a Markov Chain Monte Carlo (MCMC) analysis (Gilks et al. 1996) . I assume that the parameters have independent and uniform prior distributions. Hence, the posterior distribution of the parameters is proportional to the likelihood.
PðcjDÞ}expfLðcjDÞg; ð11Þ
where L(cjD) is the ln-likelihood function given by equation (10). I used the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) to construct a Markov chain whose stationary distribution is given by equation (11). To propose a new candidate state, I randomly chose a parameter and augmented its current value by a random number sampled from the range (Àk, k), where k was a fixed value. Then I calculated the ln-likelihood for the candidate state. The candidate state was accepted with probability min½1; expfLðc candidate jDÞ À Lðc current jDÞg:
To obtain random samples from P(cjD), I first ran the MCMC for a burn-in of 2.5 Â 10 6 proposed changes, then took samples every 5 Â 10 4 proposed changes. The procedure was repeated several times to check for convergence.
In the output, the codons in each codon family were organized so that the fittest codon had a c value of zero, and suboptimal codons had positive c's. To determine whether the c value of a codon was statistically different from zero, I used a chi-square test with one degree of freedom (df) to compare the full model with 52 free parameters with the reduced model with the c value of interest fixed at zero. A Bonferroni procedure was used to correct for performing multiple tests on the same data FIG. 1. The K-allele models used to model K-fold degenerate codon families. Cysteine, isoleucine, valine, and arginine were used as examples of 2-, 3-, 4-, and 6-allele models. Double-arrowed lines represent reversible mutation between alleles. A single mutation matrix (u ij , i 6 ¼ j, i and j 2 {U, C, A, G}) was assumed to be shared by all codon families.
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The D. melanogaster Data Set
A D. melanogaster polymorphism data set was kindly provided by D. Turissini. This data set contains genes described in Shapiro et al. (2007) and some additional genes sequenced by the same research team. Following a previous study , only the ''strong-Z'' lines sampled from Zimbabwe were analyzed, in order to avoid complications caused by population bottlenecks and cryptic admixture events. The data were annotated using version 5.11 of the D. melanogaster-genome data (www.flybase.org). I excluded genes falling into repetitive regions and heterochromatic regions. In total, the data set contains 441 autosomal loci and 89 X-linked loci. For sequence fragments that overlap with multiple annotated coding sequences (CDSs), I used the CDS that provides the most protein-coding data. Codon sites where codons for two or more different amino acids are segregating and codon sites where more than two synonymous codons are segregating were discarded; both types of codon sites are very rare in the data set. Because of the large number of parameters in the model and the rarity of polymorphic sites, I pooled the autosomal and X-linked data to increase the reliability of the parameter estimates (even so UCA and UCU, both encoding serine, were found to cosegregate at only seven sites). However, the results obtained by analyzing this pooled data set may not be seriously biased, because, in African D. melanogaster, the X chromosome and the autosomes seem to have similar effective population sizes (e.g., Hutter et al. 2007) , and with weak selection, the genic selection model seems to be a good approximation (Kacser and Burns 1981; Garcia-Dorado and Caballero 2000).
Results and Discussion
In the Materials and Methods, a framework for modeling systems with multiple alleles has been constructed. Incorporating multiple alleles into the model requires a large number of parameters. For instance, a four-allele model has three selection parameters (c 1 , c 2 , c 3 ) and 12 mutational parameters (h ij , where i 6 ¼ j, and i, j 2 {1, 2, 3, 4}). The large number of parameters raises concern as to whether the data contains enough information for all the parameters to be reliably estimated. This issue has been investigated by computer simulations. Several examples are shown in table 1. In general, the inference method performs well-all parameters are estimated with relatively high accuracy, even in the complex case where the three selection parameters have different signs and there are mutational biases (i.e., j ij 5 h ji /h ij 6 ¼ 1; see the second set of results in table 1). In contrast to many previous methods constructed using the infinite sites model (Sawyer and Hartl 1992; Akashi and Schaeffer 1997; Maside et al. 2004; Williamson et al. 2005) , the proposed method does not require inferences of ancestral and derived states using outgroup data and is thus free from the complications caused by ancestral misidentification, which can result in unreliable inferences (Baudry and Depaulis 2003; Hernandez et al. 2007) .
Using diffusion theory, McVean and Charlesworth (1999) showed that, under an equilibrium two-allele model with reversible mutation (a special case of the multiallele model), the shape of the allele-frequency spectrum at polymorphic sites is independent of the mutational parameters (see their eq. 18). Based on this result, Cutter and Charlesworth (2006) proposed a maximum likelihood method for inferring c from polymorphic sites alone. Rather counterintuitively, simulations suggest that, under this model, incorporating monomorphic sites into the inference (i.e., eq. 10 in this paper) has a limited effect on fig. S2 , Supplementary Material online). However, this result is based on a very limited number of parameter combinations, and its validity warrants further investigation. For multiallele models, numerical calculations suggest that the shape of the allele-frequency spectrum at polymorphic sites is independent of the mutational parameters in the absence of mutational bias (i.e., j ij [ 1; fig. 2 ; supplementary figs. 3 and 4, Supplementary Material online). This is expected from the limiting case of Wright's stationary distribution for multiple alleles as scaled mutation rates tend to zero (Ewens 2004, p. 197) . When there are mutational biases (i.e., j ij 6 ¼ 1 for some i and j), the spectrum can be affected ( fig. 2 ; supplementary figs. 3 and 4, Supplementary Material online). As a consequence, if we use methods based on two-allele models (e.g., Cutter and Charlesworth 2006) to estimate the selective difference between a particular pair of alleles in a multiallele system, we may obtain biased results (supplementary figs. 5 and 6, Supplementary Material online).
The above results imply that, under a multiallele model with mutational biases, we cannot infer selection from polymorphic sites alone; this requires information on both monomorphic and polymorphic sites. Because the inference method makes use of both types of sites, the timescale of events represented by results obtained by the multiallele model may be longer than that represented by results obtained by models that make inference using only polymorphic sites. However, the difference between allelefrequency spectra observed under multiallele models and those predicted by McVean and Charlesworth's (1999) theory is usually moderate (supplementary figs. 3 and 4, Supplementary Material online). Simulations suggest that the selective differences between alleles estimated by the inference method proposed in this study and those estimated by methods relying solely on polymorphic sites (e.g., Cutter and Charlesworth 2006) are strongly positively correlated (supplementary figs. 5 and 6, Supplementary Material online), suggesting that, despite their rarity, segregating sites probably contribute disproportionally to the estimates of selection coefficients.
As an example of its utility, I used the new method to jointly infer preferred codons and mutational parameters. The traditional method for inferring preferred codons requires only one sequence from each gene, and defines preferred codons as those showing a statistically significant increase in frequency between genes with low and high codon usage (Ikemura 1985; Shields et al. 1988; Sharp and Lloyd 1993; Akashi 1995) , or between genes with low and high-expression levels (Duret and Mouchiroud 1999) . In contrast to the present approach, the traditional method does not model the effects of selection and mutation and makes no use of polymorphism data. It is of interest to see whether the preferred codons inferred by the two very different approaches are similar. To this end, I used the multiallele model to analyze the polymorphism data for the Zimbabwe population of D. melanogaster (Shapiro et al. 2007 ; see Materials and Methods and fig. 1 for details) . In the analysis, I assume that the population is at mutation-selection-drift equilibrium; this model seems to be sufficient to explain most of the observed patterns of synonymous polymorphism in this data set Charlesworth 2009, 2010) . Table 2 shows the scaled selection coefficients, c, inferred by the multiallele model for all synonymous codons. The results are organized so that the fittest codon in a family (a codon family consists of all synonymous codons encoding the same amino acid) has a c value of zero. I define preferred codons as those whose associated c values are not significantly different from zero at a significance level of 5% (after Bonferroni correction for multiple testing). In total, 21 codons are inferred to be preferred, all of which are C/G-ending. The traditional method, on the other hand, infers 22 preferred codons, 21 of which are C/G-ending, and one U-ending (table 2) . Overall, the two sets of preferred codons are very similar-19 codons are shared by the two sets. The most noticeable difference lies in the codon CGU, which encodes arginine. Under the multiallele model, the estimated c value for CGU is 1.44, significantly less fit than the fittest codon CGC (v 2 5 171.8, df 5 1, P % 0), whereas CGU was identified as preferred by the traditional method (Sharp and Lloyd 1993; Duret and Mouchiroud 1999) . However, also using the traditional method, other researchers have suggested that CGU should be unpreferred (1999) with c, the scaled selection coefficient, being 1.5. The black bars show the spectrum of polymorphic sites where alleles 1 and 2 cosegregate under a fourallele model with the following parameters: h ij 5 0.008 (i , j), j ij 5 1 (i , j), c 1 5 0, c 2 5 1.5, c 3 5 1. That is, there is no mutational bias, and the selective difference between alleles 1 and 2, as measured by the scaled selection coefficient, is 1.5. Finally, the gray bars were generated using a four-allele model with parameters: h ij 5 0.008 (i , j), j 12 5 j 14 5 j 24 5 2, j 13 5 j 23 5 j 34 5 1, c 1 5 0, c 2 5 1.5, c 3 5 1. In other words, the selective differences between alleles are identical in the two four-allele models, but mutational biases only exist in the latter model. Note that in all cases the heights of the bars of the same color sum up to unity.
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The above analysis show that preferred and unpreferred codons are clearly selectively different. To further establish the role of natural selection on codon usage, I used Drosophila simulans as an outgroup to polarize ancestral versus derived states for the polymorphic synonymous sites. Based on the 21 preferred codons inferred by the multiallele model, I found that unpreferred-to-preferred mutations are segregating at significantly higher frequencies than preferred-to-unpreferred mutations (45.0% vs. 37.9%; KruskalWallis test, P 5 5.17 Â 10 À5 ), supporting the inference of selection on codon usage in the Zimbabwe population of D. melanogaster.
On examining the results more closely, it is observed that only five families have G-ending codons as the fittest codons, but 14 have C-ending codons as the fittest, which deviates significantly from a 1:1 ratio (v 2 5 4.26, df 5 1, P 5 0.04). For each codon family, we can calculate c md , the maximum difference in c between codons. Aspartic acid has the smallest c md value of 0.39, whereas leucine has the largest c md value of 3.39. Furthermore, c md is significantly positively correlated with the sizes of the codon families (Kendall's s 5 0.80, P 5 2.29 Â 10 À5 )-6-fold degenerate families having the largest c md values, followed by 4-fold and then 3-fold families, with 2-fold families having the smallest c md values ( fig. 3 ). Among the 10 2-fold degenerate families, those with G-ending codons as the fittest codons tend to have larger c md values than other families (Kendall's s 5 0.62, P 5 0.04; table 2; fig. 3 ). The same trend holds, albeit not significantly, in 4-fold and 6-fold degenerate codon families: 1) valine is the only 4-fold degenerate amino acid with a G-ending codon as the fittest, and it has the largest c md among all 4-fold degenerate families; (2) leucine, with a G-ending codon as the fittest, has larger c md than arginine.
The positive correlation between c md and codon family size was reported previously by McVean and Vieira (2001) and Vicario et al. (2007) , although their results are not as strong as those shown in figure 3. Note that these previous results were obtained by using phylogenetic models to analyze data collected from different Drosophila species, whereas the results reported here are based on a population genetic model and data collected within D. melanogaster. However, the underlying cause of this correlation is not well understood. Some reasonable hypotheses have been shown to be incompatible with the data (McVean and Vieira 2001; Vicario et al. 2007 ). For example, Vicario et al. (2007) showed that there is no obvious relationship between the number of isoaccepting tRNAs for each amino acid and c md . Here, I test the following hypothesis: Because amino acids are not used randomly (Akashi and Gojobori 2002) , it is possible that amino acids with more synonymous codons are used more frequently in highly expressed genes. However, there is no consistent pattern: 1) The frequency of amino acids with two codons does not show any correlation with gene-expression levels, as measured by expressed sequence tag counts (Kendall's s 5 0.01, P 5 0.76); 2) for that with three codons, s 5 À0.14, P 5 1.5 Â 10
À4
; 3) four codons, s 5 0.19, P 5 1.5 Â 10
À7
; and 4) six codons, s 5 À0.20, P 5 3.4 Â 10
À8
. The lack of consistency suggests that the relationship between amino acid usage and geneexpression level is unlikely to be the explanation. Further, investigation on this issue is needed in the future to enhance our understanding of the nature of codon usage bias. 
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The multiallele model also allows us to estimate mutational parameters for the 4 nt U(T), C, G, and A using polymorphism data (table 3) . Previously, these parameters have been typically estimated by using between-species divergence data (Petrov and Hartl 1999; Singh et al. 2005; Nielsen et al. 2007 ) or mutation accumulation experiments (Keightley et al. 2009 ). Overall, the estimates obtained by different methods are qualitatively similar. For example, similarly to Nielsen et al. (2007) and Keightley et al. (2009) , the multiallele model suggests that C/T and G/A are the most common types of mutation, accounting for ;18% and ;19% of all mutation events per generation, respectively (table 3). The mutation rate from G/C/A/T is 1.93 times higher than that from A/T/G/C, predicting an equilibrium GC content of ;34%, very close to the value of 33% obtained by mutation accumulation experiments (Keightley et al. 2009 ) and the value of 35% obtained by analyzing putatively neutrally evolving ''dead on arrival'' transposable elements (Petrov and Hartl 1999; Singh et al. 2005) . Finally, the narrow CIs for the estimates suggest that these parameters can be reliably inferred by the present method.
Conclusion
In this study, I constructed a framework for studying systems with multiple alleles and an inference method for estimating the parameters governing the evolution of the system. To the best of my knowledge, this is the first multiallele population genetic model that can simultaneously estimate selective differences between alleles and a mutation matrix that accommodates mutational biases. Simulations and data analysis suggest that the model can handle large-scale data sets and can estimate the parameters with high accuracy. In general, the model can be used if the infinite sites model holds. As a rule of thumb, the infinite sites model should be a good approximation when the level of diversity per site is less than 0.05 (e.g., Desai and Plotkin 2008) , which is likely to be true for most eukaryotic species.
Although the analysis of the Shapiro et al. (2007) data set yields reasonable results, caution should still be exercised. First, the general agreement between results reported here and those obtained by phylogenetic models probably reflects the use of monomorphic sites in the inference procedures in both cases. The multiallele model and phylogenetic models should produce similar results if the evolutionary processes have been constant over time but will differ if there have been changes in mutational or selection parameters over time scales longer than those relevant to extant polymorphisms. The potential magnitude of these differences remains to be determined. Second, data from different genomic regions were pooled so as to have enough data to estimate all the parameters. In the future, with larger data sets, other important factors such as differences in gene expression level and variation in mutation rate should be incorporated into the model. In fact, recent studies suggest that models containing these important biological properties generally provide much better fit to the data (e.g., Comeron and Guthrie 2005; . Finally, when constructing the inference method, I made the unrealistic assumption that there is free recombination between sites. It is well-known that closely linked sites under selection can interfere with one another, resulting in socalled Hill-Robertson interference (HRI) (Hill and Robertson 1966; McVean and Charlesworth 2000; Comeron et al. 2008; Kaiser and Charlesworth 2009) . HRI may affect the reliability of the inference method. Fortunately, recent simulation studies suggest that methods assuming free recombination generally work quite well in practice (Bustamante et al. 2001; Williamson et al. 2005; Boyko et al. 2008) . In the present case, the analysis of the Shapiro et al. data set should be robust to violation of the free recombination assumption. First, only genes in euchromatic regions were analyzed, and genes falling into regions with extremely low recombination rates (i.e., heterochromatin) were excluded. Second, the gene fragments are scattered all over the genome. Third, many genes contain intron segments, which may reduce HRI between sites in coding regions. Nonetheless, our understanding of the effects of HRI on various methods that assume free recombination is still limited, and more research should be done in the future.
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Supplementary table S1 and figures S1-S6 are available at Molecular Biology and Evolution online (http://www.mbe .oxfordjournals.org/).
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