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ABSTRAKT
Në këtë punim diplome do të shqyrtohen mënyrat e ndryshme që përdoren për zhvillimin e
aplikacioneve, e sidomos do të shqyrtohen mënyrat dhe teknologjitë moderne që po përdoren dhe
që janë të preferueshme të përdoren në ditët e sotme. Lexuesi në fillim do të njoftohet me një hyrje
rreth mënyrave dhe teknologjive që përdoren për zhvillimin e aplikacioneve, pastaj do të njoftohet
me problemet dhe vështirësitë rreth zhvillimit të aplikacioneve e si mund t’i zgjidhim ato
probleme. Do të vazhdohet me shqyrtimin e literaturës për këto teknologji, dhe diskutimi më në
detaje rreth tyre. Do të flasim për të mirat e të këqijat e këtyre teknologjive, krahasimin mes disa
prej tyre e gjithashtu do të paraqiten edhe “praktikat më të mira” që përdoren kur kemi të bëjmë
me zhvillim të aplikacioneve. Në fund, është paraqitur edhe rezultati i fituar nga ky punim diplome,
ku si rezultat është arritur implementimi i një aplikacioni për biznesin e kafiterive, pra aplikacion
që ofron shërbime online për klientët e një kafiterie. Ky aplikacion është i bazuar dhe i ndërtuar
me këto teknologji.
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1. HYRJE
Në ditët e sotme, dinamika e zhvillimit të aplikacioneve ka ndryshuar shumë. Po kërkohet që
aplikacionet të kenë mundësi të ndryshojnë shpesh dhe të mos ketë vonesa në këto ndryshime. Po
kërkohet që aplikacionet të mos jenë të varura vetëm në një teknologji, pasi që shpesh po dalin
teknologji të reja që po ofrojnë lehtësi të ndryshme në aplikacione. Gjithashtu, me zhvillimin e
teknologjive dhe avancimeve të ndryshme që disa kompani kanë arritur t’i bëjnë në ofrimin e
shërbimeve të infrastrukturës kompjuterike e cila ndryshe njihet si “Cloud”, tashmë është mjaft e
popullarizuar ideja që të përdoret Cloudi. Këto kompani apo që ndryshe janë edhe “Cloud
Providers” (Ofrues të Cloud-it), po ofrojnë shërbime shumë cilësore të infrastrukturës
kompjuterike, kosto më të mirë dhe lehtësi për deployim e menaxhim më të mirë. Kjo është edhe
arsyeja që tashmë po preferohet që të përdoret Cloudi, ku edhe shumë kompani botërore kanë
zhvendosur infrastrukturën e aplikacioneve të tyre në Cloud.
E të gjitha këto kërkesa nuk kanë qenë aq të lehta për tu arritur pak kohë më parë kur shumica e
aplikacioneve janë zhvilluar duke u bazuar në një arkitekturë monolite e janë bërë deploy duke
përdorur makina virtuale (virtual machines). Andaj, për t’iu bërë zgjidhje këtyre kërkesave, në
ditët e sotme aplikacionet e mëdha janë duke u zhvilluar apo kanë filluar migrimin e aplikacioneve
në arkitekturën e mikroserviseve. Pos, kësaj pasi që thamë se po përdoret Cloudi me të madhe,
është duke u përdorur gjithashtu një teknologji tjetër që janë containers e konkretisht Docker
containers. Gjithashtu së bashku me containers në mënyrë që të e lehtësojë punën me containers,
është duke u përdorur edhe një teknologji tjetër që quhet Kubernetes.
Andaj, qëllimi i këtij punimi është shqyrtimi i të gjitha këtyre teknologjive dhe shqyrtimi i
mënyrave të zhvillimit e deployimit të aplikacioneve, duke filluar se si ka ndodhur zhvillimi dhe
deployimi i aplikacioneve në të kaluarën dhe si po ndodh tani duke përdorur mikroserviset,
containers dhe kubernetes. Gjithashtu, në fund të këtij punimi mund të shihni rezultatin e arritur
në kuadër të këtij punimi, rezultat i cili është një aplikacion i shkruar në Java 11, duke përdorur
frameworkun Quarkus, e është i bazuar në arkitekturën e mikroserviseve, e po ashtu përdoren edhe
Docker containers së bashku me Kubernetes për menaxhim të atyre containers.
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2. DEKLARIMI I PROBLEMIT
Mënyra se si zhvillohen dhe si bëhen deploy aplikacionet ka ndryshuar dhe po vazhdon të
ndryshojë. Me rritjen e e-shërbimeve gjithandej nëpër botë, kompanitë tashmë po investojnë
shumë në aplikacionet e tyre. Por, një gjë është e sigurt, se ato kompani po kërkojnë që aplikacioni
i tyre të jetë shumë funksional dhe të ketë mundësi të ndryshojë shpejt e pa vonesa. E si zgjidhje
për shumë prej këtyre kërkesave po përdoren arkitektura e mikroserviseve së bashku me Docker
dhe Kubernetes.

Andaj, tema kryesore e këtij punimi është shqyrtimi i mënyrave të zhvillimit të aplikacioneve dhe
shqyrtimi i mënyrave të ndryshme të deployimit, e në veçanti shqyrtimi më në detaje i
mikroserviseve, containers, Docker dhe në fund Kubernetes. Ky punim jep përgjigje të pyetjeve
në vazhdim:

1. Çka janë arkitektura monolite dhe mikroserviset?
2. Kur të përdoret arkitektura monolite?
3. Kur të përdoret arkitektura e mikroserviseve?
4. Dallimi në mes këtyre dy arkitekturave?
5. Si bëhet komunikimi në mikroservise?
6. Si të ballafaqohemi me dështimin e ndonjërit prej serviseve?
7. Menaxhimi i të dhënave në mikroservise dhe teknikat e querying të të dhënave?
8. Siguria në mikroservise?
9. Si bëhen deploy aplikacionet?
10. Dallimi në mes virtualizimit e containers?
11. Çka është Docker?
12. Çka është Kubernetes?
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3. SHQYRTIMI I LITERATURËS
Në këtë kapitull do të shqyrtojmë literaturën në lidhje me arkitekturën monolit, karakteristikat e
kësaj arkitekture, të mirat dhe të këqijat e arkitekturës monolit pastaj do flasim për arkitekturën e
mikroserviseve, karakteristikat e kësaj arkitekture, të mirat e të këqijat e mikroserviseve,
krahasimin me arkitekturën monolit, paternat apo standardet që ekzistojnë për ballafaqimin apo
evitimin e problemeve që mikroserviset i kanë. Dhe në fund do të flasim për mënyrën e deployimit
të aplikacioneve ku përfshihet virtualizimi, containers, dallimi mes virtualizimit dhe containers.
Pastaj do flasim për Docker, karakteristikat e Docker containers, vështirësitë që mund të hasen kur
kemi të bëjmë me Docker containers dhe në fund do të flasim pak për Kubernetes si një platformë
për orkestrimin e containers.

3.1. Arkitektura Monolit
Arkitektura monolit (monolite, monolitike), është modeli tradicional se si mund të dizajnohet një
softuer. Monolit, në këtë kontekst, do të thotë të gjitha në një vend. Sipas fjalorit të Kembrixhit,
mbiemri monolit do të thotë diçka shumë e madhe dhe e pandryshueshme [1].
Por, çka do të thotë “të gjitha në një vend”? Le të marrim shembull të thjeshtë se si do të dukej një
aplikacion për menaxhimin e një kafiterije i cili është i zhvilluar në Java dhe duke u bazuar në
arkitekturën monolit.

Figura 3.1: Shembull i një sistemi të një kafiterije duke u bazuar në arkitekturën monolit

Në figurën e mësipërme [Figura 3.1], shihet se si të gjitha serviset për menaxhimin e objekteve të
ndryshme siç janë p.sh. menaxhimi i klientëve, porosive, i pagesave dhe i barmenve të cilët i
përgatitin porositë janë të gjithë në një vend. Si të tilla, ato të gjitha kanë një databazë të caktuar
në këtë rast një SQL databazë, e po ashtu mund të kenë qasje edhe në librari të ndryshme të cilat
3

integrohen në sistem siç mund të jetë StripeAPI, i cili na mundëson të kryejmë transaksione dhe
pagesa. Këto servise mund të qasen nga klientët apo baristët (barmenve – ata që i përgatisin kafetë)
përmes ndonjë REST API të cilin mund ta ekspozojmë për qasje nga jashtë. Duke u bazuar nga
fakti se aplikacioni është i ndërtuar në JavaEE, atëherë të gjithë aplikacionin mund ta “paketojmë”
si një WAR file. Këtë WAR file pastaj e bëjmë deploy në ndonjë prej serverëve të aplikacioneve
për Java EE p.sh. Payara, OpenLiberty, Tomcat, WildFly etj. Pra, siç duket në fillim arkitektura
monolit është e thjeshtë dhe na ofron disa të mira.
3.1.1. Të mirat e arkitekturës monolit
Le t’i përmendim disa prej të mirave që kjo arkitekturë na i ofron dhe të flasim pak për secilën
prej tyre.
•

Programi më i lehtë për tu bërë debug
Pasi që i gjithë kodi është me një vend, sot IDE-të ofrojnë mekanizma që mund lehtë ta
bëjmë debug programin që është duke u ekzekutuar.

•

I lehtë për tu testuar
Testimi i komplet aplikacionit është i lehtë. P.sh. E2E (End-To-End) testimet që për qëllim
kanë testimin e aplikacionit në tërësi, janë të lehta për tu bërë pasi që i gjithë aplikacioni
është në një vend.

•

Cross-cutting concerns (Shqetësime ndër-sektoriale) më lehtë të menaxhueshme
Aspektet që kanë afektojnë të gjithë aplikacionin siç janë: logging, caching apo monitorimi
i performancës etj, janë lehtë të menaxhueshme.

•

I lehtë për tu bërë deploy
Siç u cek kur bëhet deploy aplikacioni, zakonisht ne bëjmë deploy vetëm një file apo një
folder p.sh. në rastin kur aplikacioni është i ndërtuar me Java EE, mjafton të bëhet deploy
WAR file.

•

I lehtë për tu programuar
Arkitektura monolite është mënyra standarde për të zhvilluar/programuar një aplikacion
andaj shumica e ekipeve të zhvilluesve të softuerit kanë njohuritë e mjaftueshme për ta
zhvilluar një aplikacion të tillë.

4

Nëse nisemi nga këto të mira apo benefite që na i ofron arkitektura monolit atëherë secilit mund
të i shkojë në mendje se kjo arkitekturë është më e duhura për zhvillim të aplikacioneve. Por,
shumica e këtyre të mirave që i përmendëm ekzistojnë në rastet kur aplikacioni është i vogël. Me
kalimin e kohës e me rritjen e aplikacionit atëherë edhe zhvillimi/programimi, testimi, deployimi
dhe shkallëzimi (scaling) do të bëhen më të vështira. Le të shohim pse ndodh kjo.
3.1.2. Të këqijat dhe vështirësitë e arkitekturës monolit
Kur aplikacionet janë të vogla zakonisht fillohen të zhvillohen nga ekipe të vogla të zhvilluesve të
softuerit. Edhe kodi burimor është më i vogël në fillim e i cili është i gjithi i vendosur në një vend
p.sh. në një git repository. Me rritjen e aplikacionit do duhej të rriteshin edhe ekipet e zhvilluesve
edhe repository në git do rritej e do rritej. Tash, edhe ndryshimet në kod janë më të vështira për
arsye se ka shumë kod në një vend, ekipet e zhvilluesve do ta kenë më të vështirë kuptimin e kodit
që është tashmë i shkruar, ata edhe do të kenë probleme me komunikimin ndër-ekipor. Ndryshimet
që mund të bëhen nga zhvilluesit ka gjasa që të jenë të gabueshme dhe duhet përsëri të rregullohen.
Procesi për re-deploy mund të jetë i ngadalshëm për arsye të ndryshme p.sh. krijimi i një WAR
file në Java EE mund të vonojë kur kodi është shumë i madh apo ka numër të madh të librarive të
përdorura, pastaj vendosja e atij fajlli në një server, startimi i atij fajlli nga serveri, e kështu me
radhë. Gjithashtu nëse ekipi i zhvilluesve dëshiron të aplikojë ndonjë teknologji tjetër p.sh. ndonjë
pjesë të aplikacionin dëshirojnë të eksperimentojnë me NodeJS ose me ndonjë framework tjetër
atëherë kjo është e pamundur në një aplikacion monolit. Shkallëzimi (scaling) gjithashtu është i
vështirë p.sh. ka mundësi që ndonjë modul i aplikacionit ka nevojë për vetëm pak RAM e ndonjë
tjetër për më shumë CPU e kështu me radhë. Nuk mund të bëhen scale veç e veç sepse aplikacioni
pra, është i pandarë. I gjithë aplikacioni në tërësi duhet të vendoset në serverë me performancë të
madhe pasi që modulet e aplikacionit monolit nuk mund ti ndajmë nëpër servera të ndarë. Kjo
pastaj vetëm se i shton shpenzimet e kompanisë për serverë me performanca të mëdha. Këto janë
disa nga vështirësitë apo të këqijat e arkitekturës monolit.
Kur arrihet në këso nivele të mëdha të aplikacionit dhe ka këso lloj mundimesh dhe gjithçka fillon
të ecë ngadalë, arrijmë në të ashtuquajturin “ferr monolit” (monolithic hell) që përmendet nga
autori Chris Richardson në librin e tij për arkitekturën e mikroserviseve [2].

Çdo ekip i zhvilluesve të softuerit dhe i IT-së tentojnë që aplikacionin sa më shpesh ta bëjnë update
për arsye të ndryshme: të rregullojnë ndonjë gabim (bug) në program, të e rrisin sigurinë, të
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provojnë t’i aplikojnë trendet apo standardet e fundit, të minimizojë shpenzimet e IT-së etj, prandaj
nëse aplikacioni është i madh e me arkitekturë monolite të gjitha këto janë të vështira për tu bërë
e për tu menaxhuar pa pasur ndikim tek klientët.
Pra, arkitektura monolite nuk qenka aq e mirë siç menduam në fillim prandaj për t’iu ikur të gjitha
këtyre vështirësive aplikacioni duhet të migrohet në arkitekturën e mikroserviseve.

3.2. Arkitektura e Mikroserviseve
Arkitektura e mikroserviseve apo thjesht mikroserviset, janë bërë shumë të popullarizuara viteve
të fundit. Kryesisht për arsye se ato na ofrojnë benefite të shumta e sidomos kur përdoren së bashku
me teknologjinë e containers dhe cloud-in apo cloud computing, benefite këto që do t’i diskutojmë
më në detaje në vazhdim.

Por çka janë mikroserviset? Ekziston lloj-lloj definicioni për mikroserviset, por besoj se për t’i
kuptuar më së miri ashtu siç edhe autori Chris Richardson i shpjegon në librin e tij [2], ku edhe ai
fillon ta jap definicionin e mikroserviseve bazuar në modelin e kubit tre-dimensional të
shkallëzimit apo “Scale Cube” siç e shpjegojnë autorët Martin L. Abbott dhe Michael T. Fisher në
librin e tyre “The Art of Scalability” [3].

Figura 3.2: Kubi tre-dimensional i shkallëzimit
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Tek [Figura 3.2] është paraqitur një kub tre-dimensional, me tri boshtet e tij: boshtin X, Y dhe Z.
Këto tri boshte paraqesin tri lloj mënyrash për ta shkallëzuar (scale) një aplikacion.

Boshti-X i kubit të shkallëzimit

Figura 3.3: Boshti-X i kubit tre-dimensional të shkallëzimit

Boshti-X tregon mënyrën më të shpeshtë se si bëhet shkallëzimi (scale) i një aplikacioni monolit.
Pra, klonimin e një instance të aplikacionin në N-instanca dhe çdo kërkesë që vjen në server
(request) do të japë të njëjtën përgjigje (response) pa marrë parasysh se në cilën instancë do të
shkojë kërkesa. Zakonisht, këto N-instanca qëndrojnë prapa një load balancer, ku çdo kërkesë që
vjen do të kalojë së pari nga load balancer e pastaj load balancer e shpërndan atë kërkesë nëpër
instanca të caktuara. Boshti-X është më i thjeshti për tu implementuar në shumicën e rasteve dhe
është një metodë shumë e mirë për ta ngritur kapacitetin dhe disponueshmërinë e aplikacionit [3]
[2]. Tek [Figura 3.3] është paraqitur se si duket një aplikacion kur shkallëzohet (scaling) duke
përdorur teknikën e boshtit-X.

Boshti-Z i kubit të shkallëzimit
Tek [Figura 3.4] është paraqitur se si duket aplikacioni kur shkallëzohet duke përdorur teknikën e
boshtit-Z. Siç mund të shihet në figurë edhe boshti-Z ka shumë instanca të aplikacionit, njëjtë sikur
edhe boshti-X. Por, për dallim nga boshti-X ku çdo instancë është identike dhe para tyre qëndron
një load balancer, tek boshti-Z instancat i ndajmë në grupe apo në bazë të ndonjë karakteristike të
kërkesave në server (requests). Kjo do të thotë se instancave jua ndajmë përgjegjësitë në bazë të
ndonjë atributi të caktuar p.sh. nëse kemi ndonjë databazë të përdoruesve atëherë mund t’i ndajmë
kërkesat që të shkojnë në instanca të caktuara në bazë të shkronjës që ju fillon emri i përdoruesve.
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Figura 3.4: Boshti-Z i kubit tre-dimensional të shkallëzimit

Pra, një instancë e caktuar është përgjegjëse për përdoruesit që emri ju fillon nga shkronja A-H
instanca tjetër nga I-R e kështu me radhë. Për tu arritur kjo atëherë vendoset një lloj routeri para
instancave që e kontrollon në rastin tonë emrin e përdoruesit dhe në bazë të shkronjës së parë atë
e dërgon në instancën e caktuar. Boshti-Z është një teknikë e mirë kur ka shumë përdorues që janë
duke u qasur në të njëjtën kohë në server [3] [2].

Boshti-Y i kubit të shkallëzimit
Boshti i tretë i kubit tre-dimensional është boshti-Y. Jo rastësisht e lashë boshtin-Y të fundit për ta
shpjeguar pasi ky bosht na jep një definicion për temën që jemi duke e shtjelluar pra temën për
arkitekturën e mikroserviseve.

Boshti-Y paraqet një ndarje të aplikacionit në bazë të punës që ai kryen, punë që në rastin e kodit
burimor (source code) të një aplikacioni është logjika e tij siç janë: metodat apo funksionet,
paketat apo packages në rastin e Java aplikacioneve e kështu me radhë. Pra, në boshtin-Y ne e
marrim aplikacionin monolit dhe e ndajmë atë nëpër servise të veçanta ku secili servis ka për
qëllim ta kryejë një punë të caktuar p.sh. një servis për autentifikimin e përdoruesve, një tjetër
për të dhënat e llogarisë së tij, ndonjë servis tjetër për menaxhimin e pagesave dhe
transaksioneve e kështu me radhë.
Nëse nisemi nga emri “Mikroserviset”, pra vërejmë se boshti-Y ka ngjashmëri. Andaj, mund të
themi se mikroserviset janë një arkitekturë që e ndan aplikacionin nëpër disa servise ku secili
servis kryen një funksion apo punë të caktuar. Pos kësaj, vërejmë se vetë fjala “Mikroserviset”
përpos që përmban fjalën “servis”, ajo përmban edhe parashtesën “mikro”, që na qon në mendje
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se këto servise duhet të jenë “të vogla”. Por, kuptimi i parashtesës “mikro” interpretohet në disa
mënyra. Disa thonë se serviset duhet të jenë “të vogla” në bazë të numrit të rreshtave të kodit,
disa të tjerë thonë se një servis duhet të jetë “i vogël” për nga koha e implementimit të tij.
Në rastin e kubit tre-dimensional, boshti-Y nuk e parasheh kuptimin e “mikro” serviseve, por,
vetëm na thotë se aplikacioni ndahet në bazë të funksionalitetit nëpër servise. Andaj, ky
definicion na mjafton pasi që në “aplikacionet e jetës reale” ka servise që janë shumë të vogla,
por ka edhe servise që janë shumë të mëdha për nga madhësia e tyre [2].

Tek [Figura 3.5] është paraqitur se si duket shkallëzimi duke përdorur teknikën e boshtit-Y.
Shohim se aplikacioni është ndarë nëpër servise në bazë të funksionalitetit. Çka është me rëndësi
mund të shohim se serviset pastaj mund ti shkallëzojmë edhe më tej duke përdorur teknika tjera
p.sh. shkallëzim përmes boshtit-X. Boshti-X përdoret në shumicën e rasteve për shkallëzim të
serviseve por mund të përdorim edhe teknikat e boshtit-Z e teknika të tjera [3] [2].

Figura 3.5: Boshti-Y i kubit tre-dimensional të shkallëzimit

Kjo, ishte një lloj hyrje e një lloj definicioni se çka paraqesin mikroserviset. Pasi që tash kemi
njohuri më shumë rreth mikroserviset, le të diskutojmë për të mirat e të këqijat që i kanë ato.
3.2.1. Të mirat e mikroserviseve
Do të fillojmë me listën e disa nga të mirave që i kanë mikroserviset dhe pastaj do t’i diskutojmë
më në detaje secilën nga to [2] [4] [5].
•

Serviset janë të pavarura për nga deploy-imi
Arsyeja kryesore pse mikroserviset janë të preferueshme është shpejtësia e krijimit të
versioneve të reja të aplikacionit. Pasi që, serviset janë të pavarura për tu bërë deploy, kjo na
mundëson që një servis të caktuar ne mund ta bëjmë update dhe ta bëjmë re-deploy atë pa pasur
nevojë që komplet aplikacionin ta bëjmë re-deploy siç është rasti me aplikacionet monolite, ku
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një update sado i vogël të jetë, ne duhet që ta bëjmë re-deploy aplikacionin në tërësi. Kjo na
jep shpejtësi shumë më të madhe të deployimit dhe iu mundëson ekipeve të zhvilluesve që sa
më shpejt të i ndreqin bugs apo të shtojnë opsione të reja në aplikacion. Kjo edhe është kërkesa
kryesore e një kompanie, ku kërkohet që aplikacioni të mos ketë gabime dhe sa më shpejtë të
mundësohen opsione apo funksione të reja në aplikacion.
•

Serviset janë të pavarura për nga shkallëzimi (scaling)
Serviset mund ti shkallëzojmë secilin veç e veç në bazë të nevojave që ato kanë. Kjo na
mundëson pra të kursejmë kohë dhe shpenzimet për IT, pasi që nuk është e domosdoshme ta
bëjmë scale komplet aplikacionin.

•

Ekipet e zhvilluesve janë të vogla dhe të pavarura
Ekipi për zhvillim të aplikacionit mund të ndahet nëpër ekipe të vogla, ku secilit ekip mund
t’iu ipet përgjegjësia e një servisi. Kjo ju mundëson atyre që ta kuptojnë kodin më mirë pasi
që edhe codebase është më i vogël e nuk ju duhet atyre të humbin kohë duke u munduar ta
kuptojnë kodin sikur në rastin e aplikacioneve monolite ku kodi është i madh e i gjithi i shkruar
në një vend. Gjithashtu ju mundëson ekipeve të kuptohen më mirë pasi që kur ekipet janë të
mëdha komunikimi është më i vështirë.

•

Serviset janë të vogla dhe më lehtë të menaxhueshme
Pasi që serviset janë relativisht të vogla ato janë edhe më lehtë te menaxhueshme kundrejt
aplikacioneve monolite. Më pak kod burimor i mundëson zhvilluesit ta kuptojë atë më mirë, ta
startojë një servis dhe ta testojë atë më shpejtë. Kjo pra, mundëson që të ketë përditësime
(updates) të aplikacionit më të shpeshta.

•

Ka izolim të fajit (fault isolation) më të mirë
Diçka që është shumë më e favorshme se në aplikacionet monolite është fakti i “fault isolation”
më të mirë tek mikroserviset. Kjo pasi që, nëse një servis i caktuar dështon për arsye të
ndryshme, atëherë vetëm ai servis ndalet por pa ndikuar në serviset tjera, për dallim nga
aplikacionet monolite ku vetëm një dështim i vogël mund të qojë komplet në ndaljen e sistemit.
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•

Më lehtë eksperimentimi dhe adaptimi me teknologji tjera
Kur folëm për aplikacionet monolite thamë se e keqe e tyre është edhe fakti se aplikacioni
duhet të jetë i tëri i shkruar me një teknologji, p.sh. nëse aplikacioni është në Java atëherë ai
duhet të përdorë gjithmonë Java e nuk mund të adaptojë teknologji tjera p.sh. NodeJS për
ndonjë qëllim të caktuar. Me mikroserviset kjo nuk ndodh, pasi që fakti se serviset janë të
ndara, ne mund të përdorim teknologji të ndryshme brenda secilit servis veç e veç. Gjithashtu,
fakti se mikroserviset janë relativisht të vogla, ri-shkrimi i tyre me teknologji tjetër është më i
lehtë dhe gjithashtu nuk e rrezikojmë aplikacionin në tërësi.

3.2.2. Të këqijat dhe vështirësitë e mikroserviseve
Pasi që pamë të gjithë ato të mira që mikroserviset na i mundësojnë, sot përdorimi i mikroserviseve
është shumë i madh. Kjo ka çuar në ndërtimin e shumë teknologjive tjera për menaxhimin e
mikroserviseve dhe lehtësimin e punës me to. Por, prapë se prapë kur i përdorim mikroserviset do
të përballemi me disa vështirësi që ato i kanë. Por, edhe për këto vështirësi fatmirësisht ekzistojnë
paterna dhe standarde të ndryshme se si të ballafaqohemi me to. Disa prej këtyre paternave do t’i
diskutojmë më vonë. Tash për tash, le t’i përmendim të këqijat e mikroserviseve [2] [4] [5] [6].
•

Kompleksiteti i sistemeve të shpërndara (distributed systems)
Nëse i shikojmë serviset një nga një do shohim se ato janë më të lehta për tu ndërtuar. Por,
nëse e shohim aplikacionin në tërësi me të gjitha serviset së bashku, ne do shohim një sistem
të shpërndarë apo distributiv (distributed system). Sistemet distributive janë komplekse dhe
zhvilluesit duhet ta kenë parasysh këtë. Tek aplikacionet monolite, komunikimi midis
komponentëve të ndryshëm bëhet më lehtë p.sh. në Java, thirrja e disa metodave të klasave të
ndryshme, pasi që i gjithë kodi është me një vend. Por, në mikroserviset apo sistemet
distributive kjo nuk është e mundur. Serviset, për komunikimin e tyre duhet të përdorin një
lloj të IPC (Interprocess Communication). Duke pasur parasysh këtë, duhet të jemi të
kujdesshëm që të marrim masa për plot probleme që mund të ndodhin kur përdoret IPC. Disa
nga këto masa do t’i përmendim më vonë. Gjithashtu, edhe debugimi i aplikacionit është më i
lehtë tek aplikacionet monolite për dallim nga sistemet distributive pasi që siç e përmendëm
tek aplikacionet monolite kodi është në një vend dhe nëse kemi një IDE të sofistikuar ajo
edhe më tej e lehtëson debugimin.
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•

Integriteti i të dhënave
Pjesa më e rëndësishme e një kompanie dhe aplikacionit të saj janë të dhënat. Tek aplikacionet
monolite ku e gjithë databaza është në një vend, na mundësohet që të gjitha transaksionet e
databazës (ACID transactions) t’i menaxhojmë më lehtë. Kur i përdorim mikroserviset, për t’i
përfituar të gjitha të mirat që ato i ofrojnë duhet që mos ta përdorim një databazë të vetme
(shared database) për të gjitha serviset. Kjo pasi që vetë mikroserviset ofrojnë që mos të kemi
varshmëri (dependencies) dhe çdo servis të jetë në një formë apo tjetrën “i izoluar” nga se çka
ndodh në servisin tjetër. Nëse përdoret një databazë e përbashkët atëherë ne do t’i bashkojmë
prapë në një mënyrë serviset apo “tightly coupling” me njëra tjetrën. Interpretimi i një
“databaze të vetme” nuk nënkupton që medoemos duhet që të ketë një “databazë fizike” për
çdo servis. Mund të përdoret një “databazë fizike” e vetme, por duhet të ketë një lloj ndarje
logjike të tabelave apo skemave në atë databazë, në mënyrë që çdo servis të ketë qasje vetëm
në të dhënat e saj.
Prandaj, kur kemi ndonjë funksion që duhet të modifikojë të dhëna nëpër servise të ndryshme,
duhet pasur kujdes se si do t’iu qasemi të dhënave në mënyrë që ta ruajmë integritetin e të
dhënave.

•

Ndarja e aplikacionit nëpër servise (dekompozimi)
Një prej vështirësive tjera në mikroservise është vetë fakti se si të ndahet një aplikacion nëpër
servise. Çfarë servise duhet t’i krijojmë? Cila punë kryhet nga cili servis?
Andaj, duhet të kemi kujdes se si i ndajmë serviset për arsye se nëse i ndajmë në mënyrë të
gabuar, mund të krijojmë një të keqe edhe më të madhe se vetë aplikacioni monolit. Mund ta
krijojmë atë që quhet “distributed monolith”, një sistem që është i pandashëm ndërmjet veti
edhe pse është i ndarë nëpër servise.

Këto pra ishin disa nga vështirësitë që mikroserviset i kanë. Edhe pse ka edhe tjera vështirësi
këto janë disa nga më kryesoret, por, fatmirësisht për shumë prej këtyre vështirësive që
ekzistojnë kur kemi të bëjmë me mikroservise, ekzistojnë teknologji, paterna apo standarde se
si duhet të veprojmë për t’i evituar. Do t’i përmendim disa nga to, që janë më të përhapura e
që edhe janë pjesë e aplikacionit përfundimtar që unë e kam zhvilluar në kuadër të kësaj teme
diplome.
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3.2.3. Paternat (Modelet) për dizajnim të mikroserviseve (Design patterns)
Në këtë kapitull do të flasim për disa nga paternat (modelet) që përdoren kur kemi të bëjmë me
mikroservise. Por, në fillim le të japim një definicion se çka nënkuptojmë me një paternë (model).

Një paternë (model) është një zgjidhje e ri-përdorshme për një problem që ndodh në një moment
të caktuar [2]. Mund të themi se një paternë është një lloj modeli se si mund ta zgjidhim një
problem të caktuar. Pra, zgjidhja e ndonjë problemi bëhet duke u bazuar në një model (paternë).
P.sh. nëse flasim për mikroserviset, një problem që e cekëm më herët është se si të ndahet një
aplikacion nëpër servise. Prandaj, për zgjidhjen e këtij problemi ekzistojnë paterna që do të na
ndihmojnë se si ta ndajmë aplikacionin nëpër servise.

Pasi që tash e dhamë një definicion se çfarë është një paternë, le të diskutojmë për paternat që
përdoren kur kemi të bëjmë me mikroservise. Aplikimin e këtyre paternave mund ta shihni edhe
në aplikacionin në kuadër të kësaj teme diplome. Ekziston një listë e gjatë e paternave por do t’i
përmendim vetëm disa prej tyre që janë si më kryesore dhe gjithashtu do diskutojmë nga pak për
to, por, për të parë më shumë detaje rreth tyre mund t’iu referoheni [2] [7].

Një prej problemeve që i përmendëm më herët është vetë fakti se mikroservset janë sistem
distributiv, andaj përmendëm komunikimin ndërmjet serviseve si një prej vështirësive. Le t’i
shohim paternat që ekzistojnë për komunikimin në mikroservise.
3.2.3.1. Paternat për komunikim në mikroservise
Mënyra se si e dizajnojmë sistemin tonë të komunikojë ndërmjet vete luan rol të madh se sa
funksional do të jetë sistemi ynë. Ekzistojnë metoda të ndryshme të komunikimeve IPC. Ato
kryesisht ndahen në komunikime sinkrone dhe asinkrone. Le të diskutojmë pak më shumë për
secilën prej tyre.
3.2.3.1.1. Komunikimet sinkrone
Zakonisht komunikimi më i lehtë për tu implementuar është komunikimi sinkron, ku çka ndodh
është thjesht një kërkesë nga një servis në servisin tjetër dhe pritje për përgjigje. Në shumicën e
rasteve, komunikimet sinkrone janë të bazuara në HTTP p.sh. REST ose gRPC. Le të marrim
shembullin ku i kemi dy servise si në [Figura 3.6]. Nëse bëjmë një REST komunikim nga servisi
A në B, atëherë servisi A pasi ta bëjë kërkesën tek servisi B, servisi A do të presë apo do të bllokojë
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derisa servisi B të kthejë përgjigje. E mira e komunikimeve sinkrone është thjeshtësia e
implementimit të tyre, por, ky komunikim rezulton në një “kapje” ndërmjet dy serviseve apo “tight
coupling”, për arsye se çka nëse servisi B është jo-funksional për një kohë?

Figura 3.6: Komunikimi sinkron ndërmjet dy serviseve

E në këtë rast servisi A, do të bllokojë përderisa të merr përgjigje nga servisi B ose zakonisht ka
një kohë që manualisht ia caktojmë, që nëse nuk merr përgjigje brenda asaj kohe, ta terminojë atë
lidhje. E prandaj, përderisa servisi A pret kjo d.m.th. që edhe klientët që përdorin aplikacionin do
të presin për një përgjigje. Kjo shkakton pakënaqësi tek klientët e aplikacionit. Po ashtu e metë e
këtij lloj komunikimi është fakti se ai ka relacionin një-një, ku një servis në rastin tonë ka mundësi
të bëjë një komunikim me vetëm një tjetër servis në të njëjtën kohë. Por, çka nëse atij i duhet të
dërgojë kërkesë në disa servise në të njëjtën kohë? Këtu, pastaj mund t’i përdorim komunikimet
asinkrone.
3.2.3.1.2. Komunikimet asinkrone
Lloji i tjetër i komunikimeve janë komunikimet asinkrone. Këto komunikime zakonisht janë të
bazuara në shkëmbimin e mesazheve (message based). Aplikacionet që janë të bazuara në
shkëmbimin e mesazheve zakonisht përdorin një “message broker” i cili shërben si ndërmjetësues
ndërmjet serviseve. Pra, kur dëshirojmë të komunikojmë në mënyrë asinkrone, duhet që ta
dërgojmë një mesazh prej servisit në ndërmjetësues apo në “message broker” dhe ti tregojmë se
ku dëshirojmë ta dërgojmë mesazhin, pastaj ky ndërmjetësues pasi që e pranon mesazhin, do e
dërgojë në destinacionin e caktuar.
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Figura 3.7: Komunikimi asinkron ndërmjet dy serviseve

Le të marrim shembullin e komunikimit ndërmjet serviseve A dhe B. Tash, kur servisi A dëshiron
të komunikojë me B, servisi A së pari do e krijojë një “mesazh” me një destinacion të caktuar ku
në shembullin tonë do e ketë destinacion servisin B dhe këtë mesazh do e dërgojë në message
broker. Kur message broker e pranon këtë mesazh ai do e shikojë destinacionin dhe do e dërgojë
në atë destinacion. Kur servisi B kthen përgjigje ai do e dërgoje tek brokeri pastaj brokeri tek
servisi A. Vërejmë se tash servisi A nuk bllokon ai thjesht e publikon një mesazh dhe kurdo që të
brokeri e kthen një mesazh tjetër ai duhet ta përpunojë atë. Po ashtu, tek komunikimet asinkrone
relacioni pos që mund të jetë një-një ai mund të jetë edhe një-shumë. Çka do të thotë se tash një e
më shumë servise mund të “dëgjojnë” në broker, pra nëse servisi A dëshiron ta dërgojë një mesazh
tek serviset B,C dhe D, të trija këto servise mund ta pranojnë atë mesazh dhe të kthejnë përgjigje
në broker.

Pasi që i përmendëm të dyja llojet e komunikimeve sinkrone dhe asinkrone, cilin lloj të
komunikimit duhet ta përdorim nëpër aplikacione? Përgjigja është, të dyja. Në një aplikacion me
mikroservise, nëse servisi do thirret edhe nga jashtë, pra, nga klientët, ai servis duhet ta ekspozojë
një API, i cili në shumicën e rasteve është REST pasi që është më i lehtë në përdorim. Por, nëse
servisi është pjesë e ndonjë skeme të serviseve që së bashku kryejnë një punë të caktuar, ai servis
duhet të komunikojë me një message broker. Pra, mund të themi se mënyra e komunikimit me
shkëmbim mesazhesh përdoret për komunikim të brendshëm të aplikacionit, ndërmjet serviseve të
ndryshme ndërsa për komunikim nga jashtë ekspozojmë një REST API. Por, duhet të theksohet se
nuk duhet medoemos të përdoret komunikimi asinkron brenda aplikacionit, ka shumë raste ku
servisi me servis komunikojnë në mënyrë sinkrone, qoftë përmes REST ose gRPC.
3.2.3.2. Ndërprerësi i qarkut (Circuit Breaker Pattern)
Kur përmendëm se si qasen klientët e një aplikacioni me arkitekturë të mikroserviseve thamë se
ata gjithmonë do të qasen nëpër servise përmes komunikimeve sinkrone të cilat zakonisht janë
REST APIs. Po ashtu, kur përmendëm komunikimet sinkrone thamë se problem me to është pritja
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apo bllokimi derisa pret përgjigje nga ndonjë servis dhe gjithashtu servisi i caktuar mund të jetë
jo-funksional për një kohë. Pra, mund të ndodhë që ka ndodhur ndonjë gabim në një prej serviseve
dhe ai servis është jo-funksional. Këto gabime duhet dhe zakonisht rregullohen shpejtë nga ekipet
e zhvilluesve apo IT-së. Por, çka të veprohet kur servisi vazhdon të jetë jo-funksional?

Figura 3.8: Komunikimi kur njëri prej serviseve është jo-funksional

Çka po ndodh tek [Figura 3.8], është rasti kur servisi A përmes një thirrje REST po tenton të marrë
një përgjigje nga servisi B. Për momentin në servisin B ka ndodhur ndonjë lloj errori apo diçka
tjetër dhe servisi është jo-funksional. Zakonisht kur bëhen thirrjet REST apo çfarëdo komunikimi
sinkron duhet të kemi parasysh që servisi tjetër mund të jetë jo-funksional, andaj duhet ta
modifikojmë që çdo kërkesë të presë për një kohë të caktuar, e nëse nuk ka përgjigje ta anulojë
atë. Në shembullin tek [Figura 3.8], kjo kohë është 1 sekondë. Për sa kohë që servisi B është jofunksional, çka do të ndodhë është se, servisi A për çdo kërkesë të tij duhet të presë minimum 1
sekondë për t’a marrë vesh se nuk ka asnjë përgjigje nga servisi B. Kjo mund të sjellë vonesa të
panevojshme sepse po e shohim se servisi B është jo-funksional. Gjithashtu, çka nëse po bëhen
mijëra kërkesa në aplikacionin tonë e ato duhet të kalojnë përmes kësaj skeme si tek [Figura 3.8].
Kjo do të sillte nga një vonesë 1 sekondë-she për secilën prej kërkesave.
Për ta anashkaluar këtë, përdoret paterni i Circuit Breaker apo “ndërprerësit të qarkut” [2] [8].
Paterni i ndërprerësit të qarkut parandalon dështimet e përsëritura [8]. Kjo do të thotë se nëse një
veprim ka dështuar dhe ai dështim po përsëritet shpesh, paterni i ndërprerësit të qarkut do ta
parandalojë ende pa e filluar atë veprim.
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Figura 3.9: Ndërprerësi i qarkut apo “Circuit Breaker”

Ndërprerësi i qarkut (Circuit Breaker), pra, bazohet në logjikën e një qarku elektrik. Kur qarku
është i hapur rryma nuk do të kalojë nëpër atë qark, kur qarku është i mbyllur rryma do të mund të
kalojë. Përpos këtyre dy gjendjeve, tek paterni i ndërprerësit të qarkut ekziston edhe gjendja
gjysmë e hapur e qarkut.

Tash, nëse ka shumë kërkesa që janë duke dështuar nga servisi A në B, kur arrin një numër i
dështimeve që ne e caktojmë, qarku do të hapet dhe do të rrijë i hapur për një kohë të caktuar se si
dëshirojmë ne. Kështu që do të kursejmë edhe cikle të CPU-së sepse servisi nuk do të bllokojë më
e gjithashtu nuk do të hapen më HTTP lidhje të panevojshme që e dimë se do të dështojnë.
3.2.3.3. Querying i të dhënave në Mikroservise
Le të flasim pak për të dhënat në databazë, selektimin dhe filtrimin e tyre. Kur të dhënat i kemi në
një SQL databazë, atëherë ne lehtë mund të bëjmë çfarë të duam me ato të dhëna siç është
selektimi, filtrimi, grupimi etj, e ajo bëhet me SQL queries. Nëse nisemi nga aplikacionet me
arkitekturë monolite atëherë querying është mjaft i lehtë pasi që të gjitha të dhënat i kemi me një
databazë të vetme. Por, kur folëm më herët për të dhënat në mikroservise thamë se nuk ekziston
një databazë e vetme por ekzistojnë databaza të ndara për servis. Pra, tash nuk mund të bëjmë
query e t’i grupojmë apo t’i filtrojmë të gjitha të dhënat pasi që ato i kemi të ndara nëpër databaza
të ndryshme. Le të marrim një shembull i cili edhe është i bazuar në aplikacionin e zhvilluar në
kuadër të kësaj teme diplome.
3.2.3.3.1. Kombinimi i të dhënave (API Composition Pattern)
Në aplikacionin tonë janë disa servise. Secili servis ka të dhëna të caktuara. Le të marrim një
shembull kur dëshirojmë të gjejmë detajet e një porosie. Për ta kompletuar këtë kërkesë ne duhet
të shkojmë në secilin prej servise ku ka të dhëna të porosisë dhe në fund t’i kombinojmë ato të
dhëna në një vend. Tek [Figura 3.10], shohim se si të dhënat e porosisë janë të shpërndara nëpër
servise të ndryshme.
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Le të fillojmë nga Orders Service pasi që klienti përmes një REST API që e ka të ekspozuar Orders
Service, i kërkon të gjitha detajet e një porosie të caktuar. Kur vjen kërkesa tek Orders Service ai
duhet që një nga një t’i thërrasë serviset e tjera dhe çdo e dhënë që kthehet nga serviset t’i bashkojë
me një vend dhe në fund ta kthejë përgjigjen me të gjitha detajet te klienti.

Figura 3.10: Të dhënat për porosi të shpërndara nëpër servise të ndryshme

Ta shkruajmë pak më detajisht p.sh. një metodë detajetPerPorosine(int id):

1. Vjen kërkesa në Orders Service për porosinë me id 10
2. Orders Service e thërret Finance Service përmes një REST API për të marrë të dhënat që
Finance Service posedon për porosinë me id 10. Kur Orders Service pranon të dhënat nga
Finance Service, ai i ruan ato të dhëna dhe fillon ta thërrasë servisin tjetër
3. Orders Service e thërret Barista Service përmes një REST API për të marrë të dhënat që
Barista Service posedon për porosinë me id 10. Kur Orders Service pranon të dhënat nga
Barista Service, ai i ruan ato të dhëna dhe fillon ta thërrasë servisin tjetër e kështu me radhë,
derisa sa kompleton detajet për porosi nga të gjitha serviset të cilat mbajnë të dhëna për
porosi.
Kjo lloj query që po ndodh njihet me emrin “API Composition pattern” [2]. Duke u nisur edhe nga
shpjegimi për shembullin që patëm, mund të vërejmë një lloj thjeshtësie të këtij paterni. Por, ky
patern ka edhe të këqijat e tij. Nëse e mendojmë pak më në detaje ne thamë më herët se
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mikroserviset janë sistem distributiv. Pra, çdo servis është i ndarë. Për të bërë një kombinim të të
dhënave (API Composition), siç e pamë përdoren komunikimet sinkrone. E kur folëm më herët
për komunikimet sinkrone i përmendëm edhe problemet që ato i kanë. Andaj, ka mundësi që kur
të thirret metoda detajetPerPorosine(int id) e fillojnë HTTP thirrjet nëpër REST APIs të serviseve
tjera, çka nëse ndonjëri prej serviseve është jo-funksional? Po ashtu, çka nëse në proces të thirrjeve
të serviseve, ndonjë e dhënë të ndryshojë në ndonjërin prej serviseve që ne veçse e kemi ruajtur të
dhënën dhe e kemi kombinuar atë në metodën detajetPerPorosine(). Këto pra paraqesin problemin
kryesor të një kompanie që është pakënaqësi tek klienti për arsye se për një funksion “të thjeshtë”
ai nuk do të mund të marrë përgjigjen që ai dëshiron. Pos këtyre problemeve, vetë fakti se çdo
servis jemi duke e pritur dhe të dhënat duke i kombinuar në memorie, kjo rrit shpenzimin e CPUsë apo memories e gjithashtu çdo HTTP thirrje mund të ketë vonesat e saj nëse kemi rrjet të dobët
(gjë e cila mund të përmirësohet me paternin e një API Gateway që edhe është aplikuar në
aplikacionin në kuadër të kësaj teme diplome).
Shohim se “API Composition pattern” ka problemet e veta që mund të ndodhin kur përdoret. Por,
përpos kësaj paterne ekziston edhe një lloj tjetër paterne për të bërë query e cila njihet me emrin
“CQRS pattern” apo “Command query responsibility segregation” [2] [9] [11].
3.2.3.3.2. Ndarja e përgjegjësisë së komandave dhe queries (Command and Query
Responsibility Segregation - CQRS Pattern)
Nëse nisemi nga emri i kësaj paterne shohim se ajo ka të bëjë diçka me ndarje të përgjegjësive. E
pikërisht ajo thotë t’i ndajmë përgjegjësitë për “komandat” dhe “queries”. Le ta ilustrojmë me
shembullin e mëhershëm për të parë detajet e një porosie. Por së pari të kuptojmë se çka janë
“komandat” dhe “queries”.
“Komandat” kanë për rol apo janë përgjegjëse për t’i modifikuar të dhënat. Nëse nisemi nga
akronimi CRUD (create, read, update, delete) komandat janë përgjegjëse për (CUD) pra vetëm për
modifikim. Ndërsa për lexim të të dhënave “R” (read), janë përgjegjëse “queries”. Domethënë, ne
duhet t’i ndajmë përgjegjësitë për modifikimin e të dhënave dhe leximin e tyre.
Kur kemi të bëjmë me CQRS, zakonisht ne e shtojmë edhe një servis tjetër që na mundëson të
bëjmë queries në të, servis i cili shërben vetëm për lexim të të dhënave nëpër servise tjera. Por si
ndodh kjo? Tek [Figura 3.11] është paraqitur se si duket kur përdorim CQRS.
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Tek [Figura 3.11] janë paraqitur serviset që ne i kemi në aplikacionin tonë. Secili prej këtyre
serviseve përmban pjesë të të dhënave për porosi. Kujtojmë se secili servis ka databazën e tij. Për
ta arritur CQRS, duhet që çdo komandë ta publikojmë në mënyrë asinkrone p.sh. në një message
broker dhe servisi që është për lexim t’i marrë ato komanda dhe t’i ruajë në një databazë që ai e
posedon.

Figura 3.11: Të dhënat për porosi që ruhen në një servis të veçantë duke përdorur evente

P.sh. kur një porosi modifikohet në një prej servise të caktuara, ai servis do ta publikojë një ngjarje
(event) në lidhje me atë porosi, dhe servisi për lexim do e kapë atë “event”, do e përpunojë dhe do
e ruajë atë informatë në databazën e tij.

Kur tani dëshirojmë të gjejmë detajet e një porosie ne bëjmë një kërkesë në REST APIn e
ekspozuar nga OrdersHistory Service dhe përgjigja tani është shumë më e shpejtë se në rastin me
“API Composition pattern”, pasi që tani mjafton që OrdersHistory Service ta lexojë databazën dhe
ta kthejë përgjigjen. Por, edhe CQRS paterni ka problemet e tij. Vetë fakti se na u shtohet një
servis, kjo qon në kompleksimin e arkitekturës tonë e po ashtu edhe fakti se përdoret një message
broker në mes kjo mund ndodh që të ketë vonesa të vogla deri në publikimin e eventit dhe pranimin
e tij nga servisi për lexim.

Këto ishin vetëm disa prej paternave që kanë të bëjnë me mikroserviset. Këto që unë i përmenda
janë disa si më kryesore që kanë të bëjnë me efikasitetin e aplikacionit dhe kënaqshmërine e
klientëve të një kompanie. Ekziston një listë e gjatë me paterna tjerë që përdoren me mikroserviset
por ato janë jashtë kufijve dhe qëllimit të kësaj teme diplome.
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3.2.3.4. Siguria e mikroserviseve
Siguria e aplikacionit është padyshim ndër aspektet kryesore që kompanive iu intereson. Andaj,
kur jeni zhvillues softueri duhet ta keni parasysh shumë edhe çështjen e sigurisë. Ne nuk do të
flasim për sigurinë në detaje sepse ajo është temë tjetër e është temë shumë e madhe. Ne do të
ndalemi se si t’i sigurojmë mikroserviset tona, komunikimet e sigurta ndërmjet tyre dhe sigurinë e
përdoruesve që e përdorin aplikacionin. Le t’i përmendim disa prej aspekteve kryesore që kanë të
bëjnë me sigurinë [2].
•

Autentifikimi
Autentifikimi ka të bëjë me identitetin e atij që po tenton të qaset në aplikacion. Shembull
mund të jetë një përdorues që përdor emailin dhe fjalëkalimin e tij në mënyrë që të
autentifikohet në sistem.

•

Autorizimi
Derisa autentifikimi ka të bëjë identitetin pra kush është ai që po dëshiron ta përdorë
aplikacionin, autorizimi ka të bëjë me rolet dhe a lejohet që ai ta bëjë një veprim të caktuar.
Nëse nisemi me shembullin e përdoruesit me emailin dhe fjalëkalimin e tij, nëse përdoruesi
autentifikohet me sukses, pas autentifikimit me sukses vjen pjesa e autorizimit ku kontrollohet
se a ka të drejte apo jo që ai përdorues ta kryejë ndonjë veprim të caktuar?

•

Komunikimi i sigurt
Këtu bëjnë pjesë protokollet e sigurisë, ku më së miri dhe mënyra se si duhet të jetë nëpër
aplikacione është që çdo komunikim qoftë ai komunikim i brendshëm, pra, serviset njëra me
tjetrën, qoftë komunikimet prej klientëve me aplikacionin, të kryhen duke përdorur protokollet
e sigurisë p.sh. TLS.

Një prej praktikave më të mira që të mundësohet autentifikimi, autorizimi dhe siguria e vetë
mikroserviseve është përdorimi i tokenave dhe i një API Gateway. Gjithashtu, duhet të ceket se
vetë natyra e mikroserviseve e po ashtu REST APIs është se ato janë totalisht “stateless”. Si të
tilla, ne duhet të përdorim ndonjë mënyrë që nuk do e cenojë këtë specifikë. Pra, në rastin e sigurisë
për të qenë mikroserviset stateless, duhet të ketë ndonjë mënyrë që secili mikroservis të jetë në
gjendje të kontrollojë masa të ndryshme të sigurisë pa komunikuar tërë kohën me ndonjë servis
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tjetër apo databazë. E si mundësi për stateless sigurinë ekzistojnë tokenat. Tokenat janë një lloj
ID-se apo identifikuesi. Në lidhje me tokenat, llojet e tokenave, si përdoren, si gjenerohen e shumë
më shumë rreth tyre, nuk do të diskutohet pasi që kjo temë është jashtë kufijve dhe qëllimit të kësaj
teme diplome. Ne do të flasim për një prej llojeve të tokenave që është më i përhapuri si mënyrë
për të siguruar mikroserviset në mënyrë “stateless”, e ai token quhet JWT (Json Web Token).
3.2.3.4.1. Përdorimi i JWT
Mikroserviset pra, siç e dimë janë të ndara. E kur vjen fjala te siguria, zakonisht për pjesën e
sigurisë ekziston një servis enkas që ka të bëjë me sigurinë e me aspektet e sigurisë siç mund të
jetë p.sh. autentifikimi. Por, nëpër servise tjera le që duhet secili servis të mund ta verifikojë
identitetin e dikujt (autentifikimin) por duhet të ketë mundësi edhe të lejojë apo ndalojë veprime
të caktuara për role të caktuara përdoruesish (autorizimin). E si të arrihet kjo? Pos kësaj, ne duam
që edhe në mënyrë shumë të shpejtë secili servis të jetë në gjendje t’i kryejë këto procese. Këtu
vjen në përdorim JWT ose Json Web Token [12]. Shembull se si duket një JWT:

eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJzdWIiOiIxMjM0NTY3ODkwIiwibmFtZSI6Ikpv
aG4gRG9lIiwiaWF0IjoxNTE2MjM5MDIyfQ.SflKxwRJSMeKKF2QT4fwpMeJf36POk6yJV_a
dQssw5c

Siç mund të shohim, JWT është një tekst në formë disi të parregullt apo të pakuptueshme, siç edhe
janë shumica e tokenave. Nëse e analizojmë ende më shumë do të vërejmë se tokeni është i ndarë
në tri pjesë, ku secila pjesë ndahet me simbolin e pikës. Këto tri pjesë quhen (nga radhitja):

1. Headeri
2. Payload (ose data)
3. Signature (Nënshkrimi)

Headeri përmban informata se çfarë tipi i tokenit është dhe çfarë algoritmi është përdorur për
nënshkrimin e atij tokeni. Payload (ose data) përmban pra, siç edhe emri e thotë, të dhëna në lidhje
me tokenin apo të dhëna që ne i vendosim. Këtu i shkruajmë të gjitha të dhënat që na nevojiten
p.sh. rolet e një përdoruesi, emailin e tij e kështu me radhë, e po ashtu përmban të dhëna në lidhje
me tokenin p.sh. kur është lëshuar ky token, deri kur ka afat të përdoret etj. Dhe pjesa e tretë e
tokenit është pjesa e nënshkrimit (signature). Duhet përmendur se JWT nga natyra nuk është i
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kriptuar por i enkoduar (por mund të jenë të kriptuar). Nëse JWT tokenin që morëm shembull më
herët e dekodojmë (p.sh. duke përdorur një online mekanizëm “jwt.io”), ne do të shohim këto të
dhëna si në figurën më poshtë, të dhëna të cilat janë në JSON format, prandaj edhe tokeni ka emrin
Json Web Token.

Figura 3.12: Rezultati i dekodimit të JWT

Kur dëshirojmë ta krijojmë një token, së pari e enkodojmë me enkodimin Base64 pjesën e headerit
dhe payload-it. Pos këtyre, në duhet të kemi një “secret key”. Me anë të këtij “secret key” (çelësi
sekret) dhe në bazë të algoritmit që është dhënë në header, ne e “nënshkruajmë” këtë token. Në
këtë mënyrë do e dimë se kush e ka lëshuar atë token, a e ka bërë vetë aplikacioni ynë apo është i
falsifikuar? Gjithashtu, kur një token të krijohet e të “nënshkruhet”, ai pra do t’i përfshin të trija
pjesët e tokenit ashtu siç janë. Nëse vetëm një pjesë sado e vogël p.sh. një rol në pjesën e Payloadit të ndryshohet, kur bëhet verifikimi i atij tokeni ai do të vërehet se është falsifikuar. Tokeni i
krijuar quhet access_token dhe pra siç edhe emri tregon ky token pastaj përdoret për qasje në
sistem, ku përmes tij ne autentifikohemi e autorizohemi nga serviset e aplikacionit. Jetëgjatësia e
access_tokenit duhet të jetë e vogël për arsye se kur lëshohet një token ne nuk kemi mundësi më
që të ndërhyjmë direkt në jetëgjatësinë e tij, andaj nëse rastësisht ka ndonjë shkelje të sigurisë
(security breach) në sistem, të gjithë tokenat duhet të skadojnë për një periudhë sa më të shkurtë.
Po ashtu, çka nëse një përdoruesi ia vjedhin access_tokenin e ai nuk ka njohuri? Po qe se periudha
është e shkurtë edhe sulmuesit shumë shpejt do t’i skadojë tokeni që ai ka vjedhur dhe duhet të ri-
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autentifikohet. Koha për skadimin e access_tokenit duhet të jetë disa minuta. Por, çka kur të
skadon, a duhet përdoruesi të ri-shkruajë prapë nga fillimi emrin e përdoruesit dhe fjalëkalimin e
tij? Jo, nuk është e nevojshme. Këtu hyjnë në përdorim tokenat që quhen refresh_token. Ky token
siç mund ta kuptoni edhe nga emri përdoret për të bërë refresh access_tokenat, pa pasur nevojë
prapë që përdoruesi t’i shkruajë emrin e përdoruesit dhe fjalëkalimin. Refresh_tokeni ka jetëgjatësi
më të madhe se access_tokeni. Refresh_tokeni duhet të ruhet jashtëzakonisht shumë sepse me këtë
refresh_token pra ne mund të ri-gjenerojmë prapë një access_token. Por, çka nëse refresh_tokenin
e një përdoruesi ia vjedh ndonjë sulmues? Atëherë ai (sulmuesi) do mund të ri-autentifikohej sa
herë të dojë në emër të përdoruesit që ai e ka sulmuar. Por, e mira e refresh_tokenave është se ato
mund të anulohen (revokohen) manualisht nga serveri.

Për të gjitha këto aspekte të sigurisë, implementimi i tyre krijon vështirësi. Prandaj, zakonisht
përdoret një platformë e cila është enkas për siguri p.sh. Keycloak, AWS Cognito etj. Në
aplikacionin që është zhvilluar në kuadër të kësaj teme diplome, është përdorur Keycloak si
mënyrë për autentifikimin e përdoruesve.

Për fund le të marrim një shembull se si ndodh autentifikimi dhe autorizimi në aplikacionin tonë
duke përdorur Keycloak.

1. Përdoruesi bën login duke përdorur një emër dhe një fjalëkalim.
2. Pasi që aplikacioni përdor një API Gateway, kur përdoruesi bën login kërkesa e tij do të
pranohet nga servisi me API Gateway. API Gateway, ashtu siç i pranon të dhënat ai do
kërkojë nga servisi tjetër që është Keycloak që ta verifikojë këtë përdorues. Nëse
përdoruesi autentifikohet me sukses, ne nuk kemi nevojë fare për krijim të tokenit, këtë
punë na e kryen vetë Keycloak-u. Pra, Keycloak neve do na e kthejë si përgjigje dy lloje të
tokenit. Një access_token dhe një refresh_token. Këta dy tokena ne do ia kthejmë
përdoruesit. Forma se si ruhen këta tokena tek përdoruesi në aplikacionin tonë, është forma
e cookies me disa flags të caktuar p.sh. httpOnly [13].
3. Përdoruesi pranon këta tokena dhe i ruan në cookies. Tash sa herë që përdoruesi komunikon
me API Gateway ai do i dërgojë këta tokena. Le të themi se përdoruesi dëshiron ta shohë
listën e porosive që ai i ka bërë.
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4.

API Gateway e pranon kërkesën për të parë porosi së bashku me tokenat ai do e vendosë
në një HTTP Header të quajtur “Authorization” access_tokenin dhe do bëjë një thirrje në
REST API të servisit të porosive (Orders Service).

5. Orders Service do e marrë tokenin në Authorization Header, dhe do shikojë se a është
tokeni valid. Ai këtë e bën duke përdorur “çelësin” me të cilin Keycloak përdor për të
krijuar tokenat. Këtë qelës Orders Service e ruan në memorie të cilin e merr nga Keycloak
Service në startim të aplikacionit dhe mund që kohë pas kohe ta rilexojë prapë. Ai do e
verifikojë nënshkrimin e këtij tokeni e nëse është valid do të vazhdojë edhe më tutje me
validime tjera p.sh. a ka skaduar ky token, po ashtu do të mund të kryejë procesin e
autorizimit duke shikuar rolet që gjenden në payload-in e tokenit e duke parë se a i ka rolet
e duhura për ta kryer atë veprim. Pra, vëreni se këtu gjithçka është “stateless”. Orders
Service nuk ka nevojë as për databazë të përdoruesve as për menaxhim të tyre as për thirrje
të Keycloak Service çdo herë që dikush dëshiron të kryejë ndonjë veprim.
3.2.3.5. Porta hyrëse (API Gateway Pattern)
Kur folëm për mënyrën se si qasen serviset e aplikacionit nga klientët thamë se zakonisht çdo
servis e ekspozon një REST API dhe përmes këtij API, klientët kanë mundësi të qasen. Por, kjo
mënyrë ka edhe disa probleme. Le të marrim shembull kur nevojitet që për ndonjë të dhënë të
duhet të thirren disa servise. P.sh. metoda detajetPerPorosine(int id) të cilën e diskutuam më herët.
Nëse do ishte përdorur “API Composition Pattern” për t’iu qasur këtyre të dhënave, atëherë forma
se si do të funksiononte një aplikacion në një shfletues (browser) p.sh. një SPA (Single Page
Application), është paraqitur tek [Figura 3.13]. Nëse përdoret kjo formë për të gjetur detajet e një
porosie, kjo do të kishte disa probleme dhe pakënaqësi tek klienti. Le t’i përmendim disa prej tyre
[2]:
•

Pakënaqësi tek klienti për arsye të vonesave të mundshme
Klienti p.sh. SPA në shfletues (browser), të gjitha këto thirrje të serviseve i bën me anë të
HTTP thirrjeve. E të gjitha këto HTTP thirrje kryhen përmes internetit. E kur përdoret interneti,
bandwithi është i vogël për shumicën e njerëzve e gjithashtu mund të ketë vonesa. Tek
aplikacionet monolite ne me anë të një kërkese (request) në server mund t’i marrim detajet e
një porosie. Kjo pra bëhet me vetëm një kërkesë që do të thotë se edhe nëse shpejtësia e
internetit është e vogël prapë se prapë përgjigja do përpunohet shpejt nga serveri e do të kthehet
më shpejtë. Por, kur disa servise thirren një pas një, e shpejtësia është e vogël? Mund ta merrni
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vet me mend se kjo do shkaktonte vonesë deri sa do të kompletonim të dhënat për detajet e një
porosie. Gjithashtu, për të gjitha këto, përgjegjës për logjikën e gjithë këtyre proceseve duhet
të jenë zhvilluesit e frontend-it. Kjo do t’iu sillte atyre kompleksitet dhe do t’iu humbte kohë,
kohë të cilën ata mund të merren duke zhvilluar një frontend që ka për qëllim një “ux - user
experience” sa më të mirë.

Figura 3.13: Qasja nëpër servise veç e veç nga ana e klientit përmes internetit

•

Vështirësitë për frontend zhvilluesit nga përditësimi i API-ve
Të marrim me mend kur më në fund, frontend zhvilluesit kanë përfunduar punën dhe kanë bërë
logjikën për thirrjen e çdo API të serviseve. Gjithçka po funksionon! Por, çka nëse një API
ndryshon? Kjo do të sillte një mos-funksionim të aplikacionit në browser deri në përditësimin
edhe të frontend aplikacionit nga zhvilluesit, ose në mënyrë që të mos ndodh kjo atëherë duhet
që të backend zhvilluesit të komunikojnë me frontend zhvilluesit sa herë që ata dëshirojnë të
përditësojnë API-në. Kjo do të sillte një vonesë në përditësimin e aplikacionit e një lloj “tight
coupling” ndërmjet zhvilluesve backend dhe atyre frontend, pasi që nuk guxon të ndryshohet
diçka pa u konsultuar ata në fillim.

•

Përdorimi i IPC të ndryshëm nga ana e serviseve
Ne përmendim që serviset qasen përmes REST API pra qasen përmes HTTP protokollit. Këtë
lloj protokolli ne mund ta bëjmë nga SPA në shfletues (browser) e po ashtu edhe ndonjë
protokoll tjetër p.sh. WebSocket. Po çka nëse serviset përdorin ndonjë protokoll tjetër ashtu
siç i përmendëm në kapitullin më herët kur folëm për IPC në mikroservise. Ka protokolle të
ndryshme që serviset mund t’i përdorin por që nuk janë të përkrahura nga klienti i cili mund të
jetë pra një SPA në browser.
26

Siç po shohim kjo mënyrë e qasjes nëpër servise mund të nxjerr disa probleme. Prandaj,
ekziston një paternë që quhet “API Gateway Pattern” ose “Porta Hyrëse”. Se si duket tash
komunikimi, është paraqitur tek [Figura 3.14].

Figura 3.14: Qasja nëpër servise nga ana e klientit përmes një API Gateway

Tash klienti nuk komunikon direkt me serviset, por, në vend të kësaj ai komunikon me një
servis që shërben si “dera kryesore” për qasje në aplikacion. Kjo mënyrë e komunikimit me
aplikacionin ka disa benefite. Le t’i përmendim disa prej tyre [2]:
•

Rrugëtimi i kërkesave (requests)
Kur përdoret API Gateway paterni, një prej mundësive që tash ekziston është mundësia për
rrugëtim të kërkesave. P.sh. në bazë të HTTP requestit dhe URL-së “gateway-i” do ta përcjellë
atë kërkesë në servisin e duhur. Kjo është edhe një lloj sigurie për arsye se tash klienti nuk e
din vendndodhjen e saktë të serviseve. Po ashtu, nëse klienti tenton të bëjë ndonjë kërkesë që
ka ndonjë URL që nuk ekziston si servis atëherë “gateway” e kontrollon dhe menjëherë do e
anulojë atë kërkesë.

•

Shpejtësia për kombinim të të dhënave (API Composition)
Kur nuk përdoret një “API Gateway”, pamë se si më herët kur duhet që për ndonjë dhënë të
caktuar p.sh. metodën detajetPerPorosine(), mund të ketë vonesa sepse çdo servis duhet të
thirret nga klienti duke shfrytëzuar internetin. Por, nëse përdorim “API Gateway” shpejtësia
do ishte shumë më e madhe në kthimin e përgjigjes. Për arsye se tash mjafton një kërkesë në
“API Gateway” nga klienti duke shfrytëzuar internetin dhe pastaj thirrja dhe “kompozimi i
API-ve” nëpër servise bëhet nga ana e “API Gateway”. E duhet pasur parasysh se këto thirrje
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tash bëhen në infrastrukturën e brendshme (LAN), e kur kërkesa bëhet në LAN kjo është shumë
më e shpejtë se përmes internetit.
•

Përdorimi i protokolleve të ndryshme
Gjithashtu, përmendëm më herët se kur nuk përdoret një “API Gateway”, problem mund të
jetë mos-përkrahja e protokolleve të ndryshme nga klienti e që serviset i përdorin. Kjo
eliminohet nëse kemi një “API Gateway” për arsye se tash ai të gjitha protokollet mund t’i
“përkthen” në protokolle që edhe klienti i kupton dhe i përkrah.

•

Siguria dhe Monitorimi
Kur përdoret një “API Gateway” atëherë kjo do të jetë “porta hyrëse” dhe e porta e vetme që
përdoret për tu qasur në aplikacion. Kjo na mundëson që përmes asaj “dere” ne të kontrollojmë
gjithçka nga autentifikimi, autorizimi e po ashtu mund të krijojmë mundësi tjera si limitimin e
numrit të kërkesave nga ndonjë klient e që ndryshe njihet me emrin “rate limiting”.
Gjithashtu, mund të mbledhim të dhëna të ndryshme p.sh. numërim të ngjarjeve të caktuara
(metrics), të krijojmë “logs” për të gjitha kërkesat, e kështu me radhë.
Shohim se përdorimi i “API Gateway pattern” ofron shumë të mira. Edhe pse tash shtohet puna
pasi që duhet të shtohet një servis e të mirëmbahet, kjo formë është forma e preferuar se si t’i
qasemi aplikacionit tonë të ndërtuar me mikrosevise.

3.3. Deployimi i aplikacioneve
Procesi i deployimit në terma të thjeshtë është të bërit të qasshëm aplikacionin tonë. Pra, një lloj
grumbullimi i gjithçka që ka të bëjë me aplikacionin dhe vendosjen e tij në një server dhe
mundësinë e qasjes së aplikacionit nga jashtë. E si ndodh deployimi i aplikacioneve apo më mirë
të pyesim se si ka ndodhur në të kaluarën e si po ndodh tani? Ne do japim disa shpjegime të shkurta
por nuk do të hymë shumë thellë në detaje.
3.3.1. Mënyra tradicionale
Në të kaluarën zakonisht ka pasur serverë fizik dhe aplikacionet kanë qenë, siç thamë monolite.
Një aplikacion monolit p.sh. në rastin e një JavaEE aplikacioni është “paketuar” si një fajll i vetëm
i cili është WAR fajll. Në serverin tonë fizik ne kemi instaluar të gjitha komponentat e nevojshme
që mundësojnë ekzekutimin e programit. P.sh. kemi instaluar një prej serverëve “logjik” për
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ekzekutimin e aplikacioneve JavaEE siç janë Tomcat, Glassfish etj. Pastaj, në njërin prej këtyre
serverëve p.sh. Glassfish ne kemi vendosur WAR fajllin dhe pastaj Glassfish ka mundësuar që të
qasemi në aplikacion. Serverin fizik e shpërndarjen e aplikacionit në internet e kanë menaxhuar
ekipi i IT-së. Kështu pak a shumë ka ndodhur në të kaluarën. Por, kjo nuk ka qenë e kënaqshme
me kërkesat e vazhdueshme e avancimet në IT. Kur kemi vetëm një aplikacion për server, pra,
relacionin një-një, ne humbasim kot resurse kompjuterike që ndoshta nuk i nevojiten aplikacionit.
Po ashtu, duhet të jetë vetëm një sistem operativ për server, që d.m.th. nuk mund të
eksperimentojmë me sisteme tjera operative. Nuk mund të ekzekutojmë me lehtësi më shumë se
një aplikacione në një server edhe pse kemi resurse të mjaftueshme të serverit. Ka edhe vështirësi
apo pamundësi tjera kur është përdorur kjo mënyrë e deployimit por nuk do i përmendim për arsye
se nuk është qëllim i kësaj teme diplome.
3.3.2. Virtualizimi
Problemet apo pamundësitë që hasen, kur si mënyrë e deployimit të aplikacioneve përdoren
serverët fizik, probleme të cilat disa prej tyre i përmendëm më herët, për zgjidhjen e tyre është
zhvilluar një teknologji e njohur me emrin “Virtualizim”. Virtualizimi është një teknologji që lejon
të krijohen shërbime të dobishme të IT-së duke përdorur burime që janë të lidhura me harduerin e
kompjuterit. Virtualizimi e mundëson të përdoret kapaciteti i plotë i një hardueri duke shpërndarë
resurset e saj midis shumë përdoruesve ose mjediseve [12].

Më herët thamë se në një server fizik është e mundur instalimi i vetëm një sistemi operativ. Epo,
nëse përdorim virtualizimin ne mund të instalojmë më shumë sisteme operative brenda një serveri
të vetëm. Po ashtu, thamë se më herët nuk mundemi që një aplikacioni t’ia caktojmë limitin e
resurseve kompjuterike. Me virtualizimin kjo është e mundshme. Në një server fizik të vetëm, krejt
çka duhet të bëjmë është të instalojmë një softuer të veçantë që mundëson virtualizimin. Ky softuer
quhet hypervisor. Pastaj, duke përdorur virtualizimin ne mund të instalojmë disa sisteme operative
dhe të gjitha resurset harduerike mund t’ua ndajmë atyre sistemeve në pjesë të caktuara ashtu se si
na konvenon. Ka dy lloje të hypervisors. Ekziston tipi 1 i hypervisor ose “type 1 hypervisor” ku
ky hypervisor instalohet direkt në harduer e po ashtu ekziston edhe tipi 2 i hypervisor ose “type 2”
ku ky hypervisor instalohet brenda një sistemi operativ. Tek [Figura 3.15] është paraqitur se si
duket virtualizimi duke përdorur type-1 hypervisor. Vërejmë se mbi një hypervisor mund të
instalojmë çfarëdo sistemi operativ e i cili është totalisht i izoluar nga sistemet tjera. Prapë se prapë,
si gati çdo teknologji tjetër pos të mirave që i ka edhe virtualizimi ka të këqijat e tij.
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Figura 3.15: Virtualizimi i një hardueri

Një prej problemeve kryesore është fakti se p.sh. kur përdoret type-2 hypervisor, vetë sistemi
operativ na shpenzon një pjesë të madhe të resurseve harduerike në mënyrë që vetëm të startojë,
pra, ende pa mundur të bëjmë deploy ndonjë aplikacion në të, ai sistem operativ veçse ka marrë
disa prej resurseve harduerike. Tash, paramendojeni se secili prej sistemeve operative do të marrë
resurse harduerike. Pos këtyre problemeve, është fakti se këto sisteme operative, secili prej tyre
duhet vazhdimisht të mirëmbahen, e në rastin kur ka shumë sisteme operative për tu mirëmbajtur
kjo paraqet një vështirësi për ekipet e IT-së.
3.3.3. Containers
Mënyrë tjetër për deployimin e aplikacioneve janë containers. Sot, teknologjia e containers është
e përhapur shumë dhe ndër më të preferuarat. Por pse, pse containers janë bërë mënyra më e
preferuar për deployimin e aplikacioneve? Çfarë i bën containers kaq të mira? Le të nisim me një
lloj shpjegimi se çka janë containers.

Containers nuk janë gjë e re, në fakt ideja prapa tyre është goxha e vjetër. Ideja rreth diçka të tillë
daton që nga viti 1979 kur në sistemet operative UNIX, është paraqitur termi “Jail”. “Jail” ishte
një emër që përdorej për një mjedis të veçantë që i limitonte resurset që një program mund t’i
përdorte. E që nga ajo kohë teknologjia e “Jail” vetëm ka vazhduar të evoluojë. Në vitin 2005
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ishte lansuar Sun’s Solaris 10 dhe Solaris Containers. Containers ishte e bazuar në idenë e “Jail”
por tash jo vetëm që i limitonte resurset por edhe do kishte mundësi të e izolonte një proces nga
gjithçka tjetër pos nëse ne ia lejojmë. Pra, themi se një container është një bashkësi e një apo më
shumë proceseve që janë të izoluar nga pjesa tjetër e sistemit. E që nga koha e Solaris Containers
e deri sot termi container përdoret për një mjedis të tillë të izolimeve dhe limitimeve të proceseve
[13].

Por, ndërtimi i containers ishte i vështirë dhe lehtë mund të qonte në gabime nëse nuk ndërtohej si
duhej. Ky ishte edhe problemi më i vështirë që kërkohej vazhdimisht nga komuniteti i IT-së të
zgjidhej. E për zgjidhjen e këtij problemi janë krijuar platforma të ndryshme që na mundëson të
krijojmë e t’i menaxhojmë lehtë containers p.sh. Docker, Podman etj. Por, më e përhapura dhe
zakonisht zgjedhja e parë është Docker. Në lidhje me Docker do të flasim pak më vonë. Tani për
tani të flasim edhe pak për containers. Çka në të vërtetë i bën containers aq të shpejtë në krahasim
me virtualizimin që folëm më herët? Sepse po themi se edhe containers mundësojnë izolimin e
proceseve dhe limitimin e resurseve sikurse dhe virtualizimi që e përmendëm më herët. Por, kur
folëm për virtualizimi thamë se duhet të ketë një hypervisor e mbi atë hypervisor pastaj duhet të
instalojmë sistemet operative (ose ndryshe quhen Guest OS), e pastaj në ato sisteme operative
instalohen aplikacionet tona. Kjo ishte një lloj mundimi (shih kapitullin për virtualizimin). E
pikërisht containers për dallim nga virtualizimi, ato nuk kanë nevojë për tjetër sistem operativ në
mënyrë që të instalojmë aplikacionet. Por, mjafton që të ketë një sistem operativ të instaluar në
harduer dhe pastaj një container engine p.sh. Docker dhe ajo container engine do të na mundësojë
të krijojmë containers duke përdorur po atë sistem operativ.

Figura 3.16: Dallimi mes virtualizimit me hypervisor dhe Docker
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Por, a janë containers të izoluara e efikase si virtualizimi? Po. Kjo është e veçanta dhe e mira,
sepse edhe pse përdorin vetëm një sistem operativ, containers janë po aq efikas sa virtualizimi.
Containers pra tash nuk kanë atë “overheadin” të “Guest OS” prandaj edhe koha e startimit të tyre
është shumë më e shpejtë se virtualizimi. Tek [Figura 3.16] është paraqitur se si duket dallimi
virtualizimi me hypervisor dhe se si duket teknologjia e containers që në këtë rast si container
engine është përdorur Docker. E përmendëm shpesh Docker, le të flasim pak për të.
3.3.4. Docker
Më herët përmendëm se teknologjia e containers në fillimet e saj ishte pak e vështirë. Ishte e
vështirë krijimi i containers, prandaj kishin filluar të ndërtoheshin programe që lehtësonin krijimin
e tyre. Një prej tyre ishte edhe Docker, e cila sot është platforma më e përhapur për të punuar me
containers. Docker ka edhe një definicion të saj se çka nënkupton një container: Një container
është një njësi standarde e softuerit që e paketon kodin e një aplikacioni dhe të gjitha varësitë e tij
(dependecies), në mënyrë që aplikacioni të funksionojë shpejtë dhe të jetë në gjendje të punojnë
në çfarëdo mjedisi [14]. Gjithashtu ata thonë, se me Docker eliminohet edhe problemi shumëvjeçar
për ekzekutimin e një programi që për të njëjtin program dikush thoshte “në kompjuterin tim po
punon” e dikujt nuk i funksiononte. E si e zgjidhi Docker këtë problem? Sigurisht, duke përdorur
teknologjinë e containers. Ata krijuan një program që mund të instalohet nëpër sistemet e
ndryshme operative. Sot, me anë të Docker ne mund të punojmë me containers pa marrë parasysh
a kemi sistem operativ Windows, MacOS, Linux. Por, pasi që containers janë të bazuara në
arkitekturën e Linux, ato nuk mund të punojnë direkt në një sistem operativ tjetër pos Linux p.sh.
në Windows. Por, se si Docker e zgjidhi këtë, nëse kemi një sistem operativ Windows, Docker do
e krijojë në prapaskenë një makinë virtuale (virtual machine) ku do e instalojë sistemin operativ
Linux. Vlen të përmendet se në Windows 10, Windowsi ka krijuar një teknologji të re të quajtur
WSL (Windows Subsystem for Linux) e cila mundëson ekzekutimin “native” të Linuxit. Docker
mund të përdorë edhe WSL për të krijuar container. Tani për tani teknologjia e WSL është në
versionin e dytë të saj (WSL 2). Kjo teknologji premton shumë dhe sigurisht që do vazhon të
avancohet, andaj tentohet që Docker ta përdorë WSL nëse jemi në Windows [15].
Sot, teknologjia e containers së bashku me Docker ka avancuar shumë dhe po përdoret gjithandej.
Edhe Cloud Providers në qendrat e tyre të të dhënave (datacenters) të tyre kanë filluar ta përdorin
Docker. Gjithashtu, sot, shumica e këtyre qendrave të të dhënave (datacenters), përdorin
virtualizimin. Por, e mira e Docker është se mund të integrohet në këto mjedise.
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Figura 3.17: Integrimi i Docker me infrastrukturën e virtualizuar

Tek [Figura 3.17] është paraqitur se si mund të integrohet Docker edhe me teknologjinë e
virtualizmit nëpër qendra të të dhënave (datacenters).

Në vazhdim do të shpjegojmë pak se si e bëjmë deploy aplikacionin tonë me një container duke
përdorur Docker, por duhet pasur parasysh se Docker është një teknologji shumë e madhe, prandaj,
mënyra se si Docker funksionin, e më shumë detaje rreth Docker është jashtë kufijve dhe qëllimit
të kësaj teme diplome.
3.3.4.1. Deployimi i aplikacionit duke përdorur Docker
Për ta bërë deploy një aplikacion çfarëdo qoftë ai, ne duhet të shkruajmë së pari një fajll që quhet
Dockerfile. Me anë të këtij fajlli, Docker engine e krijon një “image”. Në fund, për ta startuar një
container ne e përdorim atë “image”. Një Docker image është një paketë e lehtë (lightweight), e
pavarur dhe e ekzekutueshme që përfshin gjithçka që nevojitet për të ekzekutuar një aplikacion:
kodin, runtime apo mjedisin që nevojitet për ekzekutimin e atij kodi, pra, të gjitha mjetet dhe
libraritë e nevojshme të aplikacionit [14].
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Pra, në terma më të thjeshtë. të gjitha instruksionet se si e se çka nevojitet në mënyrë që aplikacioni
ynë të ekzekutohet, ne i mbështjellim në një “image”. E si i shkruajmë ne këto instruksione? I
shkruajmë me një fajll që quhet Dockerfile. Dockerfile mund të bazohet në Dockerfile tjetër, gjë
që na pakëson punën dhe kohën, pasi që ka shumë Dockerfiles të gatshëm që ne mund t’i përdorim.
Në shumicën e rasteve, përdoren Dockerfile të gatshëm e që mjafton që ta modifikojmë pak, në
mënyrë që ta përfshijë aplikacionin tonë dhe mënyrën se si ta startojë atë. Le të marrim shembull
një Dockerfile i cili përdoret për një prej serviseve të aplikacionit përfundimtar në kuadër të kësaj
teme diplome.

Figura 3.18: Shembull i një Dockerfile

Çdo Dockerfile fillon si në rreshtin e parë me komandën FROM. Kur fillon ndërtimi i “image”
bazuar në këtë Dockerfile, komanda FROM i thotë Docker engine-së, që së pari ta përdorë atë
“image” të caktuar, në rastin tonë “adoptopenjdk/openjdk11-openj9:alpine”. Këto “image” janë të
ruajtura në ndonjë regjistër (registry) në internet, të cilave mund t’iu qasemi. Në rastin tonë, kjo
image është e ruajtur në regjistrin zyrtar “Docker Hub”, që vetë Docker Inc. e mirëmban. Pastaj
shohim disa komanda tjera siç është ENV, që mundëson krijimin e variablave të mjedisit
(environment variables) në sistem, tani vjen komanda RUN, që thotë, ekzekutoje këtë komandë
brenda atij sistemi, në rastin tonë themi “mkdir” që është një linux komandë që mundëson krijimin
e një direktoriumi. Në aplikacionin tonë kemi përdorur një framework të quajtur Quarkus, i cili
është i krijuar me Java. Në Quarkus, për ta “mbështjellë” kodin mund të përdorim një JAR fajll.
Ky JAR fajll pra, pastaj përmes një JRE mund të startohet. Në mënyrë që containeri ynë ta ketë
brenda tij këtë JAR file, ne përmes komandës COPY, kopjojmë nga një source direktorium i
caktuar JAR fajllin dhe e vendosim atë brenda një direktoriumi të caktuar brenda containerit. Dhe
në fund, përmes komandës CMD themi që, sapo të startojë ky container me të gjitha instruksionet
lartë, menjëherë ta ekzekutoje komandën “java -jar”, që nga Java e dimë se shërben për startimin
e JAR fajllit. Pra java –jar “emri i fajllit”.
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Edhe tek Dockerfile duhet të kemi parasysh se ekziston një dokumentim më në detaje që flet për
mënyrën se si Docker engine i lexon këta fajlla. Por, ajo pjesë është jashtë kufijve dhe qëllimit të
kësaj teme diplome [16].
Le të vazhdojmë me ndërtimin e një “image” bazuar në këtë Dockerfile si më lart. Për ta bërë këtë,
ne hapim një terminal p.sh. PowerShell në Windows dhe të së pari ndryshojmë lokacionin se ku
ndodhemi brenda PowerShell (p.sh cd path/to/orders-service), pastaj, ekzekutojmë komandën
docker build si në vijim. Kjo i thotë Docker që merre këtë Dockerfile dhe bazuar në të, ndërtoje
një “image”. Nëse gjithçka shkon në rregull me ndërtimin e “image”, ne menjëherë mund ta
startojmë një container bazuar në atë image, me komandën docker run.
docker build –f /path/to/Dockerfile –t test/orders-service .
docker run -p 8080:8080 --name orders-service test/orders-service

Pra, deri tani diskutuam për mënyrën se si deployohet një aplikacion. Përmendëm se sot containers
duke përdorur Docker, është mënyra më e preferushme dhe më e shpejtë për ta bërë deploy e për
ta startuar një aplikacion. Deri këtu Docker është shumë në rregull. Por, puna vjen e vështirësohet
ende më shumë kur numri i containers është shumë i madh e ia vlen të përmendet se në aplikacione
të ndryshme të mëdha, numri i containers mund të arrijë shifra shumë të larta si qindra-mijëra
containers. E kur arrin puna aty, menaxhimi apo ndryshe njihet me termin orkestrimi i këtyre
containers nuk mund të bëhet vetëm me Docker. Për atë punë, na nevojitet një platformë që shërben
për orkestrimin e containers, e që më e popullarizuara është Kubernetes.
3.3.5. Kubernetes
Le ta nisim me një definicion se çka janë Kubernetes, definicion të cilin vet Google, autorët e
Kubernetes, e japin në ueb-sajtin zyrtar të dokumentimit të Kubernetes.

Kubernetes, i njohur gjithashtu si K8s, është një sistem open-source për automatizimin e
deployimit, shkallëzimit (scaling) dhe menaxhimit të aplikacioneve të kontejnerizuara
(containerized applications) [17].
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Pra, çka qenka sistemi Kubernetes? Me anë të Kubernetes, ne mund ta automatizojmë punën që ka
të bëjë me menaxhimin e containers p.sh. nuk kemi nevojë më që një nga një t’i startojmë
containers. Nëse ka ndonjë defekt në ndonjë prej containers, nuk është nevoja që ne manualisht ta
ndalim e ta ristarojmë prapë, por vetë Kubernetes e bën këtë punë, e kështu me radhë. Këto dy pika
që i përmenda janë shumë pak se çka në të vërtetë Kubernetes ofron. Kubernetes na mundëson
edhe shumë më shumë mundësi tjera që e lehtësojnë punën me containers. Kubernetes pra, është
një teknologji shumë e madhe e që shpjegimi në detaje të thella për të është jashtë kufijve dhe
qëllimit të kësaj teme diplome. Ne do të ndalemi me vetëm disa prej mundësive dhe komponentëve
që Kubernetes i ofron. Në aplikacionin përfundimtar, që është zhvilluar në kuadër të kësaj teme
diplome është përdorur edhe Kubernetes, përmes të cilit ne startojmë të gjitha containers e
nevojshëm për punën e aplikacionit, andaj le të flasim për disa prej termave që i kemi përdorur e
që janë pjesë e Kubernetes.

Figura 3.19: Arkitektura e Kubernetes

Tek [Figura 3.19], figurë e cila është marrë nga uebsajti zyrtar për dokumentim të Kubernetes,
është paraqitur se si duket arkitektura e Kubernetes. Gjithçka çka ka të bëjë brenda sistemit të
Kubernetes pra të gjitha komponentet e tij së bashku paraqesin atë që quhet “Kubernetes Cluster”.
Siç shihet edhe tek [Figura 3.19], Kubernetes ka shumë komponentë të ndryshme. Le të flasim pak
për disa prej tyre duke filluar me Nodes.

Një Node [18] është një maqinë virtuale apo fizike. Pra, një server fizik apo server me virtualizimet
e tij paraqet një Node. Brenda një Node përfshihen edhe komponentë tjerë siç janë: kubelet,
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container runtime dhe kube-proxy. Pra, brenda një Node ne duhet të instalojmë edhe një container
runtime në mënyrë që të punojmë me containers p.sh. Docker.

Për dallim nga më herët kur përmendëm se si containers ekzekutohen, Kubernetes nuk i ekzekuton
ato në mënyrë direkte, por i “mbështjellë” me diçka që quhet Pod. Një Pod [19] është njësia më e
vogël që mundemi ta bëjmë deploy dhe ta menaxhojmë në Kubernetes. Pra, ne nuk krijojmë më
direkt containers por në vend të saj ne krijojmë Pods. Ne mund të krijojmë Pods veç e veç duke u
bazuar në instruksione të nevojshme, por, Kubernetes na ofron një mënyrë edhe më të sofistikuar
që t’i japim instruksionet tona se si të ndërtohen Pods. Ajo mënyrë paraqet një komponentë tjetër
të Kubernetes, diçka që quhet Deployment [20]. Brenda një Deployment ne i japim të gjitha
instruksionet e nevojshme që nga forma e containerit tonë (image e të gjitha opsionet tjera në
mënyrë që të startojë një container), pastaj e cekim atë që quhet desired state apo gjendja që ne
dëshirojmë që Pod-i ynë ta ketë, e kështu me radhë. Në fund, le ta përmendim edhe mënyrën se si
iu qasemi aplikacionit tonë në Kubernetes. Thamë se aplikacionin tonë e bëjmë deploy si container,
por në rastin e Kubernetes e bëjmë në formë të Pod-it e kjo arrihet përmes instruksioneve që i
mbështjellim me një Deployment. Po ashtu, ne mundemi që një aplikacion ta shkallëzojmë (scale).
Pra, të krijojmë disa pods që secili prej tyre mund të jetë duke u ekzekutuar në secilin prej Nodes
që i kemi në dispozicion. Kur një pod të startohet atij pod-i do t’iu jepet një IP-adresë. E si do e
dimë ne atë IP-adresë në mënyrë që të komunikojmë me atë Pod. Po ashtu, nëse aplikacioni ka
disa pods, si të dimë pastaj të gjitha ato IP të atyre pods. Prandaj, në mënyrë që mos të kemi nevojë
direkt që ta shkruajmë IP-adresën e podit në mënyrë që të komunikojmë me atë, përdorim një
komponentë tjetër të Kubernetes, atë që quhet Service. Kubernetes na ofron një mënyrë abstrakte
për të ekspozuar një aplikacion që ekzekutohet në një grup të Pods, si një shërbim rrjeti (network
service). Me Kubernetes nuk ka nevojë të modifikoni aplikacionin tuaj për të përdorur një
mekanizëm të panjohur të zbulimit të shërbimit [21]. Service na mundëson një lloj DNS-i, që
bazuar në emrin e atij servisi ne duke përdorur atë emër të mund të komunikojmë me të gjitha Pods
që ai Service i ka në dispozicion.
Le t’i shohim të gjitha këto që i përmendëm se si duken në praktikë duke u bazuar në aplikacionin
që është zhvilluar në kuadër të kësaj teme diplome.
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Figura 3.20: Shembull i një Deployment duke përdorur YAML file

Për t’i krijuar komponentët e ndryshëm në Kubernetes ne mund të përdorim disa fajlla. Këta fajlla
quhen YAML fajlla. YAML fajllat paraqesin mënyrën se si dëshirojmë t’i konfigurojmë
komponentët e ndryshëm. [Figura 3.20] paraqet se si duket një YAML fajll për Deployment të
mikroservisit “Orders-Service”. Vërejmë se nuk kemi krijuar Pod askund manualisht. Vetë
Kubernetes, do i krijojë Pods bazuar në konfigurim që është dhënë në këtë fajll.
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Figura 3.21: Shembull i një Service duke përdorur YAML file

Le të shohim edhe një konfigurim tjetër që shkruhet në fajll, që paraqet konfigurimin e një Service.
[Figura 3.21] paraqet se si duket një Service që na mundëson që përmes emrit të këtij servisi ne të
qasemi në aplikacionin tonë. Vërejmë edhe disa porte që do i hapim për t’iu qasur aplikacionit
tonë. Tash, brenda clusterit brenda çdo Pod-i ne mund të komunikojmë me Pods që brenda tyre
përmbajnë aplikacionin e Orders Service, duke mos pasur nevojë për IP të Pod-it por vetëm me
emër të Service. Pra, mund t’iu qasemi p.sh. ndonjë REST API që ka të ekspozuar në këtë rast
Orders Service, nga Pods tjera duke bërë HTTP thirrje në adresën http://orders-service:8080.

3.4. Shembuj të ngjashëm të aplikacioneve
Shumë kompani globale tashmë kanë migruar infrastrukturën e tyre në Docker containers e
poashtu Kubernetes. E kur themi kompani globale ne kemi në mend kompani siç janë: Google,
Amazon, Uber, Udemy, Netflix, Reddit, Pinterest, e shumë kompani tjera me renome botërore.
Të marrim shembull dy prej tyre dhe të diskutojmë pak se si ata migruan në Docker containers dhe
Kubernetes. P.sh. nëse nisemi nga Pinteresti që aplikacioni i tyre me rreth 478 milionë përdorues
aktiv në muaj, e me shërbimet e tyre që i ofrojnë rreth 10 miliardë rekomandime, tashmë përdor
Kubernetes. Ata në fillim kishin infrastrukturën tradicionale e përdornin mënyrat e konfigurimit
manual. Me rritjen enorme të përdoruesve, në mënyrë për shërbime më cilësore, ekipet e
zhvilluesve dhe IT-së së tyre kishin si strategji në fillim që të kalonin nga makinat virtuale në
Docker containers. Pasi e bënë këtë tashmë containers ju kishin ndihmuar shumë, por, tash po
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bëhej e vështirë që të menaxhoheshin dhe konfiguroheshin manualisht ata containers. Prandaj,
strategjia tjetër që përdorën ishte përdorimi i Kubernetes. Tash, me containers dhe Kubernetes
ndryshimet e reja që dëshirojnë t’i shtojnë në aplikacion kryhen brenda minutash, për dallim nga
më herët kur për ndonjë ndryshim ju duheshin orë të tëra apo edhe ditë. Ekipet e tyre zvogëluan
punën e lodhshme të tyre në shkallë të madhe, duke larguar shumë konfigurime manuale.
Njëjtë ndodh edhe me rastin tjetër të kompanisë Reddit. Edhe Reddit si kompani shumë e madhe
me rreth 430 milionë përdorues aktiv në muaj, në fillim kishin pasur infrastrukturën tradicionale.
Edhe ata kishin probleme në konfigurim pasi konfigurimi duhet të bëhej manualisht, kishin
probleme në shkallëzim (scaling), e plot probleme tjera. Andaj, ekipet e zhvilluesve dhe IT-së së
tyre kishin planifikuar të migronin në containers dhe Kubernetes. Ata tashmë përdorin Kubernetes
duke ofruar shërbime cilësore përdoruesve të tyre, e duke pasur mundësi të shtojnë ndryshime të
reja në aplikacion në kohë minutash. [24].

Figura 3.22: Logo të Reddit dhe Pinterest
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4. METODOLGJIA
Si metodologji për hulumtimin dhe realizimin e këtij punimi, janë përdorur metoda të ndryshme.
Duke filluar nga shqyrtimi i literaturës, ku kemi bërë hulumtim të teknologjive të ndryshme, që
përdoren për zhvillim të aplikacioneve. Pastaj, është përdorur metoda e krahasimit ku janë
krahasuar komponentë të ndryshëm që përdoren nëpër aplikacione. Po ashtu, duke përdorur
metodën kualitative, kemi marrë të dhëna të ndryshme që kanë të bëjnë me praktikat më të mira
dhe më të preferuara që përdoren sot për zhvillim të aplikacioneve. Është bërë edhe procesi i
zhvillimit të aplikacionit, proces i cili është bërë në fund, pas gjithë shqyrtimit të literaturës,
krahasimit, analizimit të të dhënave dhe nxjerrjen e praktikave më të mira. Në procesin e zhvillimit
të aplikacionit, është bërë edhe një përmbushje e qëllimit kryesor të këtij punimi, ku të gjitha të
dhënat dhe materialet që i kemi shtjelluar janë përmbledhur në një aplikacion.
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5. REZULTATET
Në këtë kapitull do të flasim për rezultatet që janë arritur në këtë temë diplome. Si rezultat në
kuadër të kësaj teme diplome është i zhvilluar një aplikacion i bazuar në mikroservise e me të
gjitha teknikat e ndryshme që përmendën në këtë temë për mikroserviset. Çdo servis është i bërë
deploy duke përdorur Docker containers dhe po ashtu, për menaxhimin e këtyre containers është
përdorur teknologjia Kubernetes. Aplikacioni përmban sisteme të ndryshme që i përdorë siç janë:
MySQL, ActiveMQ, Keycloak, MongoDB. Të gjitha këto sisteme ekzekutohen nëpër containers.
Ndërsa sa i përket serviseve specifike të aplikacionit, ato të gjitha janë të shkruara në Java11 duke
përdorur frameworkun Quarkus. Po ashtu, duhet të ceket përdorimi i Minikube që është një singlenode Kubernetes cluster. I gjithë frontendi është zhvilluar është i zhvilluar me VueJS.

Së pari do të flasim se pse na duhet një aplikacion i tillë, pra, nevojën e një aplikacioni të tillë,
pastaj do të vazhdojmë me planifikimin e kërkesave të këtij aplikacioni që janë të shkruara në
formë të user stories dhe në fund do të paraqesim implementimin përfundimtar se si duket
aplikacioni kur të startojë. Pasi që aplikacioni është goxha i madh, kjo na pamundëson që të
shfaqim të gjitha detajet e tij. Prandaj, tek pjesa e implementimit mund të shihni vetëm pjesën pas
startimit të aplikacionit, pra, pjesët e ndryshme se si duket aplikacioni kur shfaqet në një shfletues
(browser) dhe si duken komponentët (në këtë rast Pods) e Kubernetes në një terminal.

5.1. Nevoja e aplikacionit
Le të marrim një shembull për ndonjë kafiteri që kanë vendosur që biznesin e tyre ta bëjnë edhe
online, pra, mundësinë për porosi online të kafeve nga klientët. Le të themi se në fillim aplikacioni
ka qenë me arkitekturë monolite. Por pastaj, me rritjen e numrit të klientëve dhe me nevojat që sa
më shpesh të shtohen funksione të reja në aplikacion, aplikacioni ishte migruar në mikroservise.
Por, gjatë përdorimit të mikroserviseve po dalin probleme të ndryshme në punën e aplikacionit.
Gjithashtu, aplikacioni përdor teknologjinë e containers, pra, serviset bëhen deploy si një container
duke përdorur Docker. Për orkestrim dhe menaxhim të këtyre containers përdoret Kubernetes. Por,
si të menaxhohen të gjitha këto teknologji dhe si të jetë në gjendje që ky aplikacion të funksionojë
si duhet edhe pas adaptimit të këtyre teknologjive? Si të bëhet menaxhimi i të dhënave? Si të
mbrohet siguria e aplikacionit? Si duhet që serviset të komunikojnë ndërmjet vete? Si të përdoret
“porta hyrëse” (API Gateway)?
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Ky aplikacion pra, zgjidh nevojën që tashmë kjo kafiteri ka për një aplikacion funksional dhe
modern, duke përdorur në mënyrën më të mirë mikroserviset, Docker containers dhe Kubernetes.

5.2. Planifikimi i kërkesave
Në vazhdim janë të paraqitura kërkesat e sistemit të cilat janë të paraqitura në formë të userstorieve. Do t’i përmendim user-storiet kryesore që janë ato të klientit dhe të baristit (baristi apo
barmeni që i përgatit kafetë).

User stories e klientit:
•

Si klient unë dua të kem mundësi ta shfletojë menu-në e kafiterisë e gjithashtu ta shohë
çmimin për çdo artikull në menu, e këtë ta bëjë edhe pa u qasur me llogari.

•

Si klient unë dua të mund të krijoj një llogari personale për të pasur qasje në sistem.

•

Si klient unë dua ta kem një shportë për blerje.

•

Si klient unë dua të shtoj artikuj me sasi të ndryshme nga menu-ja në shportë të blerjes.

•

Si klient unë dua të mund të fshij artikull nga shporta.

•

Si klient unë dua të bëj porosinë me të gjithë artikujt që i kam në shportë.

•

Si klient unë dua të mund të shoh përafërsisht kohën e përfundimit për porosinë time.

•

Si klient unë dua të shtoj disa llogari bankare të ndryshme.

•

Si klient unë dua të kem mundësi ta bëj pagesën duke zgjedhur llogari bankare të ndryshme
që unë i posedoj.

•

Si klient unë dua të shoh në mënyrë reale gjendjen e porosisë time.

•

Si klient unë dua të shoh historikun e të gjitha porosive që unë i kam bërë, duke filluar nga
porositë më të fundit për nga data.

•

Si klient unë dua të shoh të gjitha detajet e një porosie.

•

Si klient unë dua të shoh detajet e llogarisë sime.

•

Si klient unë dua të kem mundësi t’i ndërroj disa nga detajet e llogarisë sime.

User stories e barisitit:
•

Si barist unë dua të kem mundësi ta modifikoj menu-në e kafiterisë.

•

Si barist unë dua të pranoj apo të refuzoj porosi.
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•

Si barist unë dua të kem mundësi të modifikoj gjendjen e porosisë p.sh. pranimin, fillimin
e përgatitjes, përfundimin etj.
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5.3. Implementimi
Në vijim janë paraqitur rezultatet finale të ueb aplikacionit se si duket në shfletues (browser). Disa
nga figurat paraqesin pamjen e aplikacionit se si duket kur përdoruesi nuk është i qasur në sistem
(logged in) dhe si duket kur përdoruesi qaset me llogarinë e tij. Figurat 5.1 dhe 5.2 tregojnë se si
duket ballina dhe menu-ja e kafiterisë për përdoruesit që nuk janë të qasur në sistem.

Figura 5.1: Homepage

Figura 5.2: Menu-ja e kafiterisë për përdoruesit që nuk janë të qasur në sistem
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Figura 5.3: Forma për qasje në sistem

Për tu qasur si përdorues me llogari, në menu-në e navigimit klikohet butoni “SIGN IN” dhe na
hapet forma për qasje [Figura 5.3], apo nëse dëshirojmë të hapim llogari atëherë klikohet “SIGN
UP” ku pastaj hapet forma për krijim të llogarisë [Figura 5.4].

Figura 5.4: Forma për krijim të llogarisë
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Pas autentifikimit të llogarisë dhe qasjen e sukseshme në sistem, tani përdoruesi mund të shehë një
menu të navigimit ndryshe, ku faqja për shikimin e menu-së së kafiterisë [Figura 5.5] tash përmban
edhe një buton “Add to Cart” ndër çdo artikull. Ky buton mundëson që atë artikull ta shtojmë në
shportën për blerje [Figura 5.7].

Figura 5.5: Menu-ja e kafiterisë për përdoruesit që janë të qasur në sistem

Nëse klikojmë mbi foton e artikullit, atëhere shfaqet faqja për më shumë detaje të atij artikulli
[Figura 5.6].

Figura 5.6: Detajet e një artikulli
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Figura 5.7: Detajet e shportës për blerje

Siç u cek, kur të klikohet butoni “Add to Cart” për ndonjë artikull, ai artikull shtohet në shportën
për blerje. Për të parë se çfarë artikujsh kemi futur në shportë, ekziston një buton me formë të
shportës në anën e djathtë të menusë së navigimit, ku pasi të klikojmë hapet faqja me detajet e
artikujve që i kemi momentalisht në shportë [Figura 5.7].

Figura 5.8: Forma për ta bërë porosinë
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Për të filluar me porosinë e artikujve që i kemi në shportë atëherë klikohet butoni “Proceed to
Checkout” i cili shihet poshtë në anën e djathë [Figura 5.7], dhe pastaj hapet faqja siç shihet ne
vijim [Figura 5.8].
Për të filluar me procedurat për porosi, klikohet butoni “Place Order” [Figura 5.8]. Pas klikimit të
këtij butoni, nëse sistemi vërteton se porosia mund të vendoset, atëherë hapet faqja tjetër ku mund
të shohim në mënyrë reale se çka po ndodh me porosinë tonë [Figura 5.9].

Figura 5.9: Faqja për gjurmim të gjendjes së porosisë

Në këtë pamje [Figura 5.9] momentalisht shihet se porosia jonë është duke u përgatitur dhe shihet
se gjendjet që i ka kaluar janë me ngjyrë të gjelbër që do të thotë se për momentin gjithçka është

Figura 5.10: Dështimi i një porosie
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në rregull. Në qoftë se diçka nuk do të ishte në rregull, p.sh. nëse kartela që është përdorur për
blerje nuk do të kishte para të mjaftueshme atëherë ngjyra do të ishte e kuqe dhe do kishte një
mesazh se çfarë ka ndodhur. Këtë mund ta vëreni tek [Figura 5.10].
Për të parë historinë e porosive që i kemi bërë, klikojmë në butonin “MY ORDERS” që shihet në
menu-në e navigimit. Pas klikimit hapet faqja ku mund të shohim të listuara porositë tona me disa
detaje të porosisë [Figura 5.11].

Figura 5.11: Historia e porosive duke filluar nga 5 të fundit

Në çdo porosi shihet edhe kolona “Action” me 2 butona, butona këta që na mundësojnë ose të
gjurmojmë gjendjen e porosisë (duke klikuar butonin në formë syri) siç u cek më herët [Figura
5.9], ose të shikojmë (duke klikuar shigjetën)t ë gjitha detajet e porosisë [Figura 5.12].
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Figura 5.12: Detajet e një porosie

Për të bërë pagesën e porosisë përdoren pra llogaritë bankare ku përdoruesi që qaset në sistem
mund të shtojë llogari të ndryshme që ai i posedon. Për ti parë llogaritë bankare që i kemi në sistem,
klikohet butoni “MY BANK ACCOUNTS” në menu-në e navigimit dhe pastaj hapet faqja si në
vijim [Figura 5.13].

Figura 5.13: Lista e llogarive bankare
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Për të shtuar llogari bankare klikohet butoni “Add new bank account” siç shihet në figurën më
lartë [Figura 5.13]. Tek forma [Figura 5.14], plotësohen fushat e nevojshme dhe klikojmë butonin
“Add” për ta shtuar llogarinë.
Për të ndryshuar edhe ndonjë të dhënë të llogarisë së përdoruesit atëherë kjo bëhet duke klikuar

Figura 5.14: Forma për shtim të një llogarije bankare

butonin “MY PROFILE” në menu-në e navigimit. Më poshtë [Figura 5.15] është paraqitur kjo
faqe. Kur dëshirojmë t’i finalizojmë ndryshimet klikojmë butonin “Save Changes”.

Figura 5.15: Forma për ndryshim të detajeve të llogarisë së përdoruesit

52

Siç thamë më herët, përdoret Kubernetes për startimin dhe menaxhimin e containers. Për secilin
Deployment apo Service të Kubernetes duhet të krijohet një fajll (shih kapitullin për Kubernetes).
Të gjitha fajllat për Kubernetes unë i kam vendosur në një direktorium.

Figura 5.16: Direktoruimi me të gjitha fajllat për Kubernetes

Pasi që hapim terminalin dhe e ndryshojmë lokacionin se ku ndodhemi dhe vendosemi në
direktoriumin më lartë, ne thjesht mund të përdorim komandën kubectl apply për startimin e të
gjithë komponentëve të Kubernetes që janë të konfiguruar në fajllat në këtë direktorium.

Figura 5.17: Pamja e Pods, në një terminal

Tek [Figura 5.17], nëse ekzekutojmë komandën kubectl get pods mund të shohim se të gjitha pods
janë në statusin “running”. Kjo pra, ishte edhe një paraqitje se si duket një aplikacion me
mikroservise, Docker containers dhe Kubernetes.
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6. DISKUTIME DHE PËRFUNDIME
Përgjatë këtij punimi, pamë se për zhvillimin dhe deployimin e aplikacioneve përdoren mënyra të
ndryshme. Folëm për dy nga arkitekturat që bazohet ndërtimi i aplikacioneve, e të cilat janë
arkitektura monolite dhe mikroserviset. Pamë se dallim kryesor ndërmjet këtyre dy arkitekturave
është fakti se tek arkitektura monolite, i gjithë aplikacioni është në një vend ndërsa tek
mikroserviset, aplikacioni është i ndarë dhe i shpërndarë nëpër servise më të vogla. E pas
shqyrtimit të literaturës për këto dy arkitektura, themi se arkitektura monolite mund të përdoret
kur një aplikacion është më i vogël dhe nuk ka nevojë për ndryshime të shpeshta ndërsa kur
aplikacioni është më i madh dhe ka kërkesa të vazhdueshme për ndryshim dhe shtim të funksioneve
të reja, të përdoren mikroserviset. Gjithashtu, për mikroserviset diskutuam më në detaje. I cekëm
mënyrat e komunikimit sinkron dhe asinkron, ku themi se për komunikim të brendshëm (serviset
me njëra tjetrën) përdoret komunikimi asinkron, ndërsa për komunikim nga jashtë, pra, të klientëve
me aplikacionin përdoren komunikimet sinkrone. Diskutuam për problemin kur njëri prej
serviseve është jo-funksional ku si zgjidhje përdorim paternin e ndërprerësit të qarkut (Circuit
Breaker Pattern). Folëm për të dhënat në mikroserviseve. E duke u bazuar në atë themi se serviset
duhet të përdorin databaza të ndara. E kur databazat janë të ndara nëpër servise, për querying të të
dhënave duhet të përdoren dy nga teknikat: (API Composition) - Kombinimi i të dhënave dhe
(CQRS) - Ndarja e përgjegjësisë së komandave dhe queries. E pas shqyrtimit të sigurisë në
mikroserviseve the mënyrat e sigurisë, erdhëm në përfundim se: Pasi që serviset duhet të jenë “pa
memorie” (stateless) dhe duhet të jenë të shpejta në kryerjen e hapave të sigurisë, përdorimi i Json
Web Token (JWT) është një prej mënyrave më të mira që duhet të përdoret.
Gjithashtu, u diskutua për mënyrat e deployimit të aplikacioneve duke filluar nga mënyrat që janë
përdorur më parë dhe mënyrat që përdoren tash. Diskutuam për për mënyrat se si mund të izolohen
resurset kompjuterike duke përdorur virtualizimin dhe containers. Në veçanti folëm për përdorimin
e Docker containers. U pa se si Docker është mënyra më e mirë për deployimin dhe përdorimin e
containers. E për dallimin e virtualizimit dhe containers, duke u bazuar në shqyrtimin e literaturës
për këto dy teknologji, rezultuam në atë që, nëse aplikacioni ka nevojë për deployim shumë të
shpejtë përdorimi i Docker containers është mënyra më e mirë. Por, gjatë përdorimit të Docker
containers si teknikë e deployimit të aplikacionit, kur kemi shumë containers duke u ekzekutuar,
atëherë mund të ketë edhe probleme të ndryshme dhe vështirësi në menaxhim të atyre containers.

54

E për menaxhimin e këtyre problemeve duhet të përdoret një platformë për orkestrim të containers
e që më e popullarizuara është Kubernetes.

Prandaj, në bazë të hulumtimit erdhëm në përfundim se kërkesat e ndryshme të kompanive, që
kanë aplikacione të mëdha dhe nevojë që sa më shpejtë t’i ndryshojnë apo të shtojnë funksione të
reja në aplikacionet e tyre, mënyra më e mirë është përdorimi i arkitekturës së mikroserviseve së
bashku me Docker containers dhe Kubernetes.
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