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SELF JOININGS OF RIGID RANK ONE TRANSFORMATIONS
ARISE AS STRONG OPERATOR TOPOLOGY LIMITS OF
CONVEX COMBINATIONS OF POWERS
JON CHAIKA
The following result is a straightforward modification of [CE, Section 2] of the
first named author and A. Eskin, which is included for ease of future reference.
What is below is an edited version of that section due to some added (but straight-
forward to address) difficulties to make the assumptions be conjugacy invariant and
so hold for a residual set of measure preserving transformations. For connections
to the work of others see that paper.
Let ([0, 1],M, λ, T ), be an ergodic invertible transformation. We say it is rigid
rank 1 if there exist numbers nj and measurable sets Aj such that
(i) lim
j→∞
λ(
⋃nj−1
i=0 T
iAj) = 1,
(ii) The sets Aj , ..., T
nj−1Aj are pairwise disjoint.
(iii) lim
j→∞
λ(TnjAj∩Aj)
λ(Aj)
= 1
(iv) For all ε > 0 there exist metric balls of diameter at most ε, B
(j)
0 , ...B
(j)
nj−1 ⊂
[0, 1] such that
lim
j→∞
nj−1∑
i=0
λ(T iAj \B(j)i ) = 0.
Let
(1) Rk =
nk−1⋃
i=0
T iAk,
(2) Rˆk =
nk−1⋃
i=0
T i(Ik ∩ T−nkAk ∩ T nkAk),
R˜k =
nk−1⋃
i=0
T i(Ak ∩ T−nkAk ∩ T−2nkAk ∩ T nkAk ∩ T 2nkAk),
Then, Rk is the Rokhlin tower over Ak, Rˆk is the Rokhlin tower over Ak∩T−nkAk∩
T nkAk, and R˜k is the Rokhlin tower over
⋂2
i=−2 T
inkAk. We have
(3) Rˆk ⊃ {x : T ix ∈ Rk for all − nk < i < nk},
and
(4) R˜k ⊃ {x : T ix ∈ Rk for all − 2nk < i < 2nk}.
The research of J. Chaika was supported in part by NSF grants DMS-135500 and DMS-
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Heuristically one can think of Rk as the set of points we can control. Rˆk and R˜k
let us control the points for long orbit segments, which is necessary for some of our
arguments.
Lemma 0.1. lim
k→∞
λ(R˜k) = 1 = lim
k→∞
λ(Rk) = lim
k→∞
λ(Rˆk).
Proof. By the first condition in the definition of rigid rank 1 we have lim
k→∞
λ(Rk) =
1. By (2),
λ(Rˆk) ≥ λ(Rk)− nkλ(Ak \ (T nkAk ∪ T−nkAk)) ≥ λ(Rk)− 2nkλ(Ak \ T nkAk),
and thus by the fourth condition of the definition of rigid rank 1 by intervals,
lim
k→∞
λ(Rˆk)→ 1. Similarly, lim
k→∞
λ(R˜k) = 1. 
The operator Aσ and convergence in the strong operator topology.
Let σ be a self-joining of (T, λ). Let σx be the corresponding measure on [0, 1]
coming from disintegrating σ along projection onto the first coordinate. Note this
is a slight abuse, as we are identifying the measures on the fibers {x} × [0, 1] with
measure on [0, 1]. Define Aσ : L
2(λ)→ L2(λ) by Aσ(f)(x) =
∫
fdσx.
Recall that one calls the strong operator topology the topology of pointwise con-
vergence on L2(λ). That is A1, ... converges to A∞ in the strong operator topology
if and only if lim
i→∞
‖Aif −A∞f‖2 = 0 for all f ∈ L2(λ).
Theorem 0.2. Assume ([0, 1], T, λ) is rigid rank 1 and σ is a self-joining of
([0, 1], T, λ). Then Aσ is the strong operator topology (SOT) limit of linear combi-
nations, with non-negative coefficients, of powers of UT , where UT : L
2([0, 1], λ)→
L2([0, 1], λ) denotes the Koopman operator UT (f) = f ◦ T .
Given n ∈ Z, we obtain a self-joining of ([0, 1], T, λ) carried on {(x, T nx)}, J(n)
defined by
∫
X×X fdJ(n) =
∫
X
f((x, T nx))dµ. We call this an off-diagonal joining.
Corollary 0.3. (J. King [K]) Any self-joining of a rigid rank 1 transformation is a
weak-* limit of linear combinations, with non-negative coefficients, of off diagonal
joinings.
0.1. Proof of Theorem 0.2.
Lemma 0.4. For each 0 ≤ j < nk we have
(5) nk
∫
T jAk
σx(Rck)dλ(x) ≤ λ(Rˆck).
Remark. Note that nk is roughly λ(T
jAk)
−1.
Proof. Suppose 0 ≤ j < nk, and suppose x ∈ T jAk. From (4) we have T iRck ⊂ Rˆck
for all −nk < i < nk. We claim that
(6) σx(Rck) ≤ σT ℓx(Rˆck) for all −nk < ℓ < nk.
Indeed, σx(Rck) = σT ℓx(T ℓRck) ≤ σT ℓx(Rˆck), proving (6). Integrating (6) we get
(7)
∫
T jAk
σy(Rck)dλ(y) ≤
∫
T j+ℓAk
σz(Rˆck)dλ(z) for all −nk < ℓ < nk.
Since we can choose ℓ in (7) so that j + ℓ takes any value in [0, nk − 1] ∩ Z, we get
(8)
∫
T jAk
σy(Rck)dλ(y) ≤ min
0≤i<nk
∫
T iAk
σz(Rˆck)dλ(z).
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Now
nk−1∑
i=0
∫
T iAk
σy(Rˆck)dλ(y) ≤
∫
[0,1]
σy(Rˆck)dλ(y) = λ(Rˆck),
where the last estimate uses that σ has projections λ. So we obtain
(9) min
0≤i<nk
∫
T iAk
σx(Rˆck)dλ(x) ≤
1
nk
λ(Rˆck).
Now the estimate (5) follows from (8) and (9). 
We want to guess coefficients cj so that Aσ is close to
∑nk−1
j=0 cjU
j
T . The next
lemma comes up with a candidate pointwise version. Theorem 0.2 and Corollary 0.3
will follow because by Egoroff’s theorem this choice is almost constant on most of
the T ℓIk and the lemma after this (Lemma 0.6), which shows that they are almost
T invariant.
Lemma 0.5. Let x ∈ Rˆk∩T jAk where 0 ≤ j < nk. Define ci(x) = σx(T aiAk∩Rk)
where 0 ≤ ai < nk and i+ j ≡ ai (mod nk). For all 1-Lipschitz f we have
∣∣∣∣∣Aσf(x)−
nk−1∑
i=0
ci(x)f(T
ix)
∣∣∣∣∣ ≤ ε+ ‖f‖supσx(Rck)+
‖f‖supσx
( ∪nk−1i=0 (T iAk \B(k)i ))+ ‖f‖sup
∑
i:T ix/∈B(k)ai
σx(T
iAk).
Proof. First observe that
(10) |Aσf(x)−
nk−1∑
i=0
∫
T iAk
fdσx| ≤ ‖f‖supσx(Rck)
Now if f(T ℓx) ∈ B(k)i we have
|
∫
T iAk
fdσx − f(T ℓx)σx(T iAk)| ≤ ǫ‖f‖Lipσx(B(k)i ) + ‖f‖supσx(T iAk \B(k)i ).
By applying the above estimate if T ix ∈ B(k)ai and estimating trivially if it isn’t we
obtain
|
nk−1∑
i=0
∫
T iAk
fdσx−
nk−1∑
i=0
f(T ix)σx(T
aiAk)| = |
nk−1∑
i=0
∫
T iAk
fdσx−
nk−1∑
i=0
caif(T
ix)|
≤
nk−1∑
i=0
‖f‖supσx(T iAk \B(k)i ) + ‖f‖sup
∑
i:T ix/∈B(k)ai
σx(T
iAk) + ǫ‖f‖Lip
Combining this with (10) gives the lemma. 
Lemma 0.6. Suppose 0 ≤ ℓ < nk. If x ∈ T ℓAk and −ℓ ≤ i < nk − ℓ then
nk−1∑
j=0
|cj(x)− cj(T ix)| ≤ 2σx(R˜ck).
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Proof. Suppose 0 ≤ ℓ < nk, 0 ≤ j < nk, and −ℓ ≤ i < nk − ℓ. First note that if
0 ≤ m < nk and z ∈ TmAk = TmAk∩Rk then by (1), we have T sz ∈ Tm+sAk∩Rk
for all −m ≤ s < nk −m. Thus, if j + ℓ < nk and i+ j + ℓ < nk, we have
σT ix(T
i+j+ℓAk ∩Rk) = σx(T j+ℓAk ∩ T−iRk) = σx(T j+ℓAk ∩Rk).
This gives cj(x) = cj(T
ix) if j + ℓ < nk and i + j + ℓ < nk. By similar reasoning
we have that cj(x) = cj(T
ix) if j + ℓ ≥ nk and i+ j + ℓ ≥ nk.
Now lets assume that j + ℓ < nk and i+ j + ℓ ≥ nk. Then,
(11) cj(T
ix) = σT ix(T
i+j+ℓ−nkAk ∩Rk) = σx(T j+ℓ−nkAk ∩ T−iRk).
Also,
(12) cj(x) = σx(T
j+ℓAk ∩Rk).
Now because R˜k ⊂
⋂nk
i=−nk T
iRk, if z ∈ T i+j+ℓ−nkAk ∩ R˜k, then, z ∈ T j+ℓ−nkAk ∩
T−iRk, and z ∈ T j+ℓAk ∩ Rk. Therefore, the symmetric difference between
T j+ℓ−nkAk∩T−iRk and T j+ℓAk∩Rk is contained in the union of T i+j+ℓ−nkAk∩R˜ck
and T j+ℓAk ∩ R˜ck. Thus, in view of (11), and (12),
|cj(x) − cj(T ix)| ≤ σx(T j+ℓ+i−nkAk ∩ R˜ck) + σx(T j+ℓAk ∩ R˜ck).
The last case, where j + ℓ ≥ nk and 0 ≤ i + j + ℓ < nk gives analogous bounds.
So we bound
∑nk−1
i=0 |cj(x) − cj(T ix)| by 2
∑nk−1
i=0 σx(T
iAk ∩ R˜ck) ≤ 2σx(R˜ck) and
obtain the lemma. 
Let dM([0,1]) denote the Kantorovich-Rubinstein metric on measures. That is
dM([0,1])(µ, ν) = sup
{∣∣∣∣
∫
fdµ−
∫
fdν
∣∣∣∣ : f is 1-Lipschitz
}
.
Note, restricted to measures with total variation at most 1 it defines the same
topology as the weak-* topology (on this set). The next lemma is an immediate
consequence of the definition of dM([0,1]).
Lemma 0.7. If f is 1-Lipshitz and dM([0,1])(σx, σy) < ǫ then |Aσf(x)−Aσf(y)| <
ǫ.
We say 0 ≤ j < nk is k-good if there exists yj in T jAk so that at least 1 − ǫ
proportion of the points in T jAk have their disintegration is ǫ close to yj . That is
λ({x ∈ T jAk : dM([0,1])(σx, σyj ) < ǫ}) ≥ (1 − ǫ)λ(Ak).
Lemma 0.8. For all ǫ > 0 there exists k0 so that for all k > k0 we have
|{0 ≤ j < nk : j is k-good }| > (1 − ǫ)nk.
Proof. By Lusin’s Theorem there exists a compact set K of measure at least 1 −
ǫ2
8 so that the map y → σy is continuous with respect to the usual metric on
[0, 1] and the metric dM([0,1]) on measures. Because K is compact this map is
uniformly continuous and so there exists δ > 0 so that x, y ∈ K and |x − y| < δ
then dM([0,1])(σx, σy) < ǫ. We choose k0 so that for k > k0 there are Bˆ
(k)
i with
diam(Bˆ
(k)
i ) < δ and λ
(
[0, 1] \ ∪nk−1i=0 (T iAk ∩ Bˆ(k)i )
)
< ǫ
2
8 and λ([0, 1] \ Rk) < ǫ
2
4 .
(We can do this by Condition (i) and (iv) of rigid rank 1.) Let
η =
1
nk
|{0 ≤ j < nk : λ
(
T jAk ∩
(
Kc ∪ (B(k)j )c
))
> ǫλ(Ak)}|.
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Then, because the T jAk are disjoint and of equal size and
⋃nk−1
j=0 T
jAk = Rk, it is
clear that
ηǫ ≤ λ(K
c ∪ (∪nk−1i=0 T iAk \ Bˆ(k)i )c ∩Rk)
λ(Rk) ≤
ǫ2
4
1− ǫ24
<
ǫ2
2
,
and thus η < ǫ/2. This completes the proof of the lemma. 
Notation. Let
Vj = {x ∈ T jAk : σx
( ∪nk−1i=0 (T iAk \B(k)i )) > (1− ǫ)λ(Ak), σx(R˜ck) < ǫ
and
∑
i:T ix/∈B(k)ai
σx(T
iAk) < ǫ},
where 0 ≤ ai < nk is as in Lemma 0.5. If j is k-good let
Gj = {x ∈ T jAk : λ({y ∈ T jAk : dM(Y )(σx, σy) < 2ǫ}) > (1 − 2ǫ)λ(Ak)
That is, Vj is a subset of T
j(Ak) where Lemma 0.5 gives a strong estimate and
Gj is the subset of T
jAk that are almost continuity points of the map x → σx
(restricted to T jAk). We set Gj = ∅ if j is not k-good.
Lemma 0.9. For all ǫ > 0 there exists k1 so that for all k > k1 there exists
0 ≤ ℓ < nk and yk ∈ Vℓ so that
(13) |{−ℓ ≤ j < nk − ℓ : T jyk ∈ Gℓ+j ∩ Vℓ+j and j is k-good}| > (1− 13
√
ǫ)nk.
Proof. If j is k-good then
λ(Gj) > (1− ǫ)λ(Ak).
Let R∗k =
⋃nk−1
j=0 Gj . Notice that limk→∞
λ(∪nk−1i=0 T iAk) = lim
k→∞
λ(Rk) = 1 and so for
all large enough k (so that λ(Rk) is close to 1 and Lemma 0.8 holds) we have
λ(R∗k) ≥ (1− ǫ)2λ(Rk) > 1− 3ǫ.
By a straightforward L1 estimate, we have
nk−1∑
ℓ=0
λ({y ∈ T ℓAk : |{−ℓ ≤ j < nk−ℓ : Gj = ∅ or T jy 6∈ Gj+ℓ}| ≥ 12
√
ǫnk}) < 3
√
ǫ
12
=
√
ǫ
4
for all large enough k.
Now for the bound on Vj . Let fk(x) = σx(R˜ck). Let gk(x) = σx
( ∪nk−1i=0 (T iAk \
B
(k)
i )
)
. Let ai(x) ∈ [0, nk − 1] j + i ≡ ai(x) (modnk) where x ∈ T j(Ak) for
0 ≤ j < nk. Define
hk(x) =
∑
i:T ix/∈B(k)
ai(x)
σx(T
iAk).
By (i) we have
∫
fkdλ→ 0 and (iv) we have
∫
hkdλ,
∫
gkdλ→ 0. So by a straight-
forward L1 estimate (and the fact that fk, gk, hk are non-negative)
(14) λ({y : fk(y) < ǫ, gk(y) < ǫ and hk(y) < ǫ}) > 1− ǫ
4
for all large k. Therefore
∑nk−1
ℓ=0 λ({y ∈ T ℓAk : |{−ℓ ≤ j < nk − ℓ : T jy 6∈ Vj+ℓ}| ≥√
ǫnk}) <
√
ǫ
4 .

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Proof of Theorem 0.2. For each k large enough so that Lemmas 0.8 and 0.9 hold
and λ(Rck) < ǫ, let yk be as in the statement of Lemma 0.9 and in particular, it is
in T ℓAk for some 0 ≤ ℓ < nk.
Step 1: We show that for all 1-Lipschitz functions f with ‖f‖sup ≤ 1 we have
lim
k→∞
‖Aσf −
nk−1∑
i=0
ci(yk)U
i
T f‖2 = 0.
First, observe that because T jyk ∈ Vj+ℓ, for some ℓ and j, Lemma 0.5 and the fact
that ‖f‖sup ≤ 1 imply,
(15) |Aσf(T jyk)−
nk−1∑
i=0
ci(T
jyk)f(T
i+jyk)| < 4ǫ.
From Lemma 0.7 we have that if x satisfies
(16) dM(Y )(σx, σT jyk) < 2ǫ
then
|Aσf(x)−
nk−1∑
i=0
ci(T
jyk)f(T
i+jyk)| ≤ |Aσf(x)−Aσf(yk)|+
|Aσf(T jyk)−
nk−1∑
i=0
ci(T
jyk)f(T
i+jyk)| < 2ǫ+ 4ǫ = 6ǫ.
For any x satisfying (16),
|Aσf(x)−
nk−1∑
i=0
ci(T
jyk)f(T
ix)| ≤ |Aσf(x)−
nk−1∑
i=0
ci(T
jyk)f(T
i+jyk)|+
|
nk−1∑
i=0
ci(T
jyk)f(T
i+jyk)−
nk−1∑
i=0
ci(T
jyk)f(T
ix)| < 6ǫ+
ǫ +
∑
i:T ix/∈B(k)
ai(x)
σx(T
iAk) +
∑
i:T i+jyk /∈B(k)ai(yk)
σT j(yk)(T
iAk).
Now if x, T jyk ∈ Vℓ+j we have that this is at most 9ǫ. Let
Vˆ = ∪j∈[−ℓ,nk−ℓ):T jyk∈Vℓ+jVℓ+j .
By Lemma 0.6 we have
∫
Vˆ
|Aσf(x)−
nk−1∑
j=0
cj(yk)f(T
jx)|dλ(x) ≤ 9ǫ+ 2σyk(R˜ck) ≤ 9ǫ+ 2ǫ.
Since |Aσf(x)−
∑nk−1
j=0 cj(yk)f(T
jx)| ≤ 2 for all x, by Ho¨lder’s inequality
∫
Vˆ
|Aσf(x)−
nk−1∑
j=0
cj(yk)f(T
jx)|2dλ(x) ≤ 2 · 11ǫ.
Since yk satisfies the assumptions of Lemma 0.9, we have that
(17) λ({z : z /∈ Vyk or z does not satisfy (16)) < 13
√
ǫnkλ(Ak) + ǫ+ λ(Rc).
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Estimating trivially on V c we have
‖Aσf −
nk−1∑
j=0
cj(yk)f ◦ T j‖22 =
∫ 1
0
|Aσf(x)−
nk−1∑
j=0
cj(yk)f(T
jx)|2 dλ(x) ≤
≤ 2 · (13ǫ+ 13√ǫ).
Since ‖f‖sup ≤ 1 and ǫ is arbitrary this establishes Step 1.
Step 2: Completing the proof.
Step 1 establishes pointwise convergence for a subset of L2 with dense span.
Because the linear operators in our sequence have uniformly bounded L2 operator
norm (in fact bounded by 1) this gives pointwise convergence on all of L2; that is,
SOT convergence.

Proof of Corollary 0.3. Let δˆp denote the point mass at p. By the proof of the
theorem that there exists z (it is T jyk in the proof) so that
dM(Y )(σx,
nk−1∑
j=0
cj(z)δˆ(x,T ix)) < 8ǫ
for all x ∈ V . By (17) we may assume λ(V c) is as small as we want. The corollary
follows. 
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