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1. INTRODUCTION 
In [S], Richard Kadison characterized all linear isometric maps of one 
C*-algebra, d, onto another one, .!3. In case d and 93 are von Neumann 
algebras, his result assumes a particularly simple and pleasing form. Where 
should one look for generalizations of Kadison’s results? One possibility 
is to investigate isometries acting on reflexive operator algebras, which 
represent a natural generalization of von Neumann algebras. In this paper, 
we begin such a study by considering nest algebras, which in some sense 
lie at the “opposite pole” (among reflexive algebras) from von Neumann 
algebras. 
To fix terminology and notation, we will throughout the paper denote by 
S a complex, separable, infinite-dimensional Hilbert space. An operator is 
a continuous linear transformation on 2, and the set of all such is &9(X)). 
A projection on SF is a self-adjoint idempotent operator in a(X). There 
is an obvious correspondence between projections and their ranges, which 
are always norm-closed subspaces of 2”. It will from time to time be 
convenient to blur the distinction between a projection and its range; thus, 
we might speak of a projection as being invariant for an operator. 
A lattice 9 of projections (or subspaces) is a collection of projections 
closed under the operations A and v , where E A F is the projection 
whose range is (range E) n (rangeF) and E v F is the projection whose 
range is the closure of (range E) + (range F). A nest is a linearly ordered 
lattice, containing 0 and Z, that is strongly closed (hence complete as a lat- 
tice). An operator A leaves a projection E invariant in case EAE= AE, and 
we denote by S&Y 2’ the collection (A: EAE= AE for all EE 2). d&z 9 
is a weakly closed subalgebra of S?(X), containing constants. If 2 is a nest 
then JZ& 9 is called a nest algebra. 
If EE 2, we denote by Em the projection V{FE 2’: Fs E}. Clearly, 
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E- E 9, and, in case 9 is a nest, E- is the immediate predecessor of E, 
if such a thing exists; if not, EP = E. 
The most important tool in the study of nest algebras is the set of rank- 
one operators. If x, y E %, we let x* @ y be the rank-one operator defined 
by 
(x* 0 Y)Z = (z, xl Y, 
for ZEX. (The “*” represents the fact that we are really talking about a 
linear functional.) If A and B are operators, the equation 
A(x* 0 y)B= (B*x)* 0 (Ay) 
is easy to establish. 
The following result was first established by Ringrose [7]. 
THEOREM R. Let 9 be a nest. The operator x* @ y lies in 58e, 9 if, and 
only if, there exists a projection E E 9 such that y E E and x E Ei . 
Since we will be using Kadison’s results, we quote his central theorem 
here, with some of the wording changed to reflect current usage. 
THEOREM K. A linear bijective isometric map p of one P-algebra d 
onto another d’ is a Jordan isomorphism followed by left multiplication by 
a fixed unitary operator, viz., p(l). 
In Kadison’s terminology, a Jordan isomorphism (or “C*-isomor- 
phism”) is a linear map p such that, for any self-adjoint operator A, one 
has that p(A) is self-adjoint and that p(A”) = p(A)“. A Jordan isomorphism 
need not be an isomorphism in the usual algebraic sense, but, in the case 
of von Neumann algebras, a Jordan isomorphism is the direct sum of a 
*-isomorphism and a *-anti-isomorphism [S, Theorem lo]. 
Unlike C*-algebras, nest algebras cannot be decomposed as direct sums. 
To show what kind of behavior we expect from isometries of nest algebras, 
we present some examples. 
2. EXAMPLES 
EXAMPLE 1. Let the Hilbert space be two-dimensional, with an 
orthonormal basis {e 1, e,}, and let V= (0, [e,], I}. Then sBL$9 consists 
of 2 x 2 upper triangular matrices. Let w, , 02, and o3 be complex numbers 
of modulus 1, and let 
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Then q5 is an isometric map. Note that we can exhibit the action of 4 as 
$(A)= UAV, 
where U = (5* ,“,) and I/= (“;“I y). U and V are unitary, and U, U*, V, 
and V* all lie in G!& 9. We refer to this kind of isometry as a “diagonal 
unitary” isometry. 
EXAMPLE 2. The Hilbert space and the lattice are as in the previous 
example. Let 
Now there do not exist unitary operators U and V such that d(A) = UAV. 
However, suppose we define a map J: A? + X by J(pe, + vez) = fiei + Ve,. 
Then J is a conjugation (that is, an additive map such that J2 = Z, J(crx) = 
&Jx, and (Jx, y) = (Jy, x) for x, y E 2 and TV E @. Let 
0 1 
u= i ) 10’ 
Then 4 can be written 
#(A) = JU*A*UJ. 
Note that, in this case, neither U nor U* lies in J&‘&Z 3’. Furthermore, we 
see that if E, = [e,], then q5(E,) = Et. In other words, the image of 9 
under Q is Ypl = (El: EE S}. Nothing like this was true in the first 
example. We refer to this sort of isometry as a “flip”. 
EXAMPLE 3. Here is a three-dimensional version of the preceding “flip”: 
the map is 
This map can be decomposed as in Example 2. 
EXAMPLE 4. Let J? be separable and infinite-dimensional, with 
orthonormal basis {ei, e2, e3, . ..}. Let E, = span(e,, e2, . . . . e,} for n = 
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1, 2, . . . . Let 9 = (0, Zj u {E,: 1 <n < cc ). Then A&P 9 consists of upper 
triangular matrices 
. . . 
. . 
. . . 
Diagonal unitary isometries are possible here, but “flips” are not. Reason: 
The projections in 9’ are all finite-dimensional (except for the identity); all 
the complements are infinite-dimensional. It is not hard to see that this fact 
precludes any isometry from mapping 3 onto 9’. 
EXAMPLE 5. Let A? be separable, infinite-dimensional, with basis 
{ . . . . e-,,e-,,e,,e, ,,.. }. Let E,=span{ . . . . e,_,,e,}, and let A?= {O,Z)u 
{E,, : - co -CC n < co }. Then S&Y 9 consists of “two-way” upper triangular 
matrices, 
E-l,0 
El 
uo.0 
a-1,1 
x0.1 
Ml,1 
E-l.2 
ao.2 
al,2 
. . . 
We have indicated the (0,O)th entry of the matrix by a box. Let 4 be 
defined this way: The image of the above matrix under q5 is 
u-2, -2 
r 0 
a-2,-1 
[cII,LI 
a-2,0 
a-1,0 
@o,o 
E-2,1 
@-I,1 
ao, 1 
al,l 
. . . 
These two matrices are indistinguishable to the eye, except for the loca- 
tion of the box (which cannot affect the norm). Thus 4 is an isometry. Let 
W be the bilateral shift: We,= e,+l. Then b(A) = WA W*, for A E di!~ 8. 
Note that in this case, W* lies in &$Y, but W does not. Eschewing the 
cumbersome phrase “non-diagonal unitary,” we refer to this sort of 
isometry as a “slide.” Note that a slide can be imposed in Example 4, but 
the resulting isometry will not be surjective. In this paper, we consider only 
surjective isometries. 
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EXAMPLE 6. Here is an example of a “continuous flip.” Let 2 = 
L’(O, l), with Lebesgue measure, and let E, be the orthogonal projection 
onto the subspace of 2 consisting of all those functions whose support lies 
in [O,t]. Let 2’={(E,:Odtdl}. Then zR”9 is a continuous nest 
algebra. Let J be the obvious conjugation described by (@)(I) =f‘-TTj, for 
fe L*. Define a unitary self-adjoint operator U on L* by (Uf )(t) = S( 1 - t). 
Now let C$ be given by &A) = JUA*UJ. It is not hard to check that q5 is 
linear and maps && 2’ onto &‘@ 9. I$ is a flip because q&P) = 2’ ‘; to be 
precise, &E,) = E:- I for each t. 
3. THE MAIN THEOREM 
Our main theorem says that every linear surjective isometry of a nest 
algebra onto itself is the composition of isometries “like” those above. Here 
it is: 
MAIN THEOREM. Suppose that 2? is a nest and that 4: d&z .Y -+ Z&Y 2’ 
is a surjective linear isometric map. Then I$ can be decomposed as 
~$=qi~o&o~~, where: 
(a) q5, (A) = UA, where U is a fixed unitary operator and U, U* E 
Jzzegz 9.
(b) q53(A) = W*A W, where W is a fixed unitary operator and 
w, w* E aleg Y. 
(c) q& has one of the following two forms: 
(i) &(A) = V*AV, where V is unitary and V*YV= 9 (but V need 
not lie in 22Q Y). 
(ii) q&(A)= V*JA*JV, where V is unitary, J is a conjugation, 
V*Z’V=9’, and JE=EJfor each EEY. 
To bespecific, let J=q5;‘0#. Then either d(Y)=9 or $(2)=9’. In the 
first case, c(i) applies, and in the second case, c(ii) applies. 
Some remarks are in order. First, despite the appearance of the adjoint 
of A in c(ii), the conjugation “untwists” the map so that & is linear. 
Second, it is not hard to show that each of the maps dl, q&, & is indeed 
a surjective isometry mapping A&!?? 9 onto 2&~ 9. 
Since the proof is somewhat lengthy, we offer an overview here. Our plan 
is to “peel off” the maps dl, &, and & in a series of reductions. First, the 
unitary U is obviously #(I), so we first show that #(I) is a unitary in the 
diagonal of J&” 9. We then define &A) = U*b(A) = #*;’ 0 $(A) and 
observe that $ has all the properties of 4, and also that d(Z) =I. In the 
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second reduction, we consider the restriction of 4 to the diagonal 
9= (58e, dp)n (J&” 3)* and show that the action of qS19 can be 
mimicked by a map of one of the forms c(i) or c(ii). We then define &A) = 
4; ’ 0 &A), which h as the further property that T(D) = D for each DE 9. 
The action of I$ on rank-one operators is then copied by q$. Finally, we 
show that 4;’ 0 6 must be the identity. At each stage of the proof, we drop 
the decorative symbol and simply assume more and more restrictions on 4 
(e.g., 4(Z) = 0 
4. THE FIRST REDUCTION 
Our first task is to show that the image of the identity under an onto 
isometry of a nest algebra must be a unitary operator. In everything that 
follows, 9 will represent a nest and q5 will denote a linear surjective 
isometry of ~4& 9 onto JY& 9. 
LEMMA 1. Let Z represent the identity operator, let A =&I), and let 
E E 9 be a projection in 9, whose rank is at least two. Let x E E f . Then 
II-W = Ibll. 
Proof. We assume that (IxI( = 1. Let y be a vector in E such that 
llyll = 1 and (Ax, y) = 0; such a y exists because the range of E has dimen- 
sion at least 2. Then x* 0 y E J&Y 9 and there exists R E ~489 3’ such that 
d(R) =x* 0 y. Note that I(R(I = 1. For any complex number 1, we have 
IV+ W2 = llW+ Wl12 
= (IA+I(x*Oy)l(* 
= II(A+~(x*Oy))(A*+~(y*Ox))ll 
= IIAA* + )A)’ )lxl/’ y* 0 y + 2 Re A((Ax)* 0 y)II 
< 1 + IAl2 + 112 Re A((Ax)* 0 y)II. 
If u and u are orthogonal vectors, then (12 Re(u*@v)[l = (IuI( (Iu(I. (To see 
this, restrict attention to the span of u and u and v and write U* @v as a 
2 x 2 matrix.) Thus, for all complex 2, 
III+ 1RlI’ Q 1 + IAl + 111 IIAxll. (*) 
If R = H+ iK is the Cartesian decomposition of R, and if 13 = t is real, we 
have 
III+ tHll Q Il(Z+ tH) + itK(l = )(I+ tRI[; 
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whereas, if J. = it is purely imaginary, 
IIZ+tKl( < ll(Z+ tK)-itHI = I(I+IRII. 
Consequently, inequality (*) holds with R replaced by H or by K, and 1 
replaced by real t. 
Consider first the inequality 
III+ tHll* d 1 + t2 + ItI IlAxll. 
If y E o(H), then (1 + ty) E a(Z+ tH), and so, for all real t, 
(1+tyj2<1+t2+It llAx\l, or t2( 1 - y’) + I tl ((‘4x1( - 2ty a 0. 
By letting t + O+, we see that 2y < IJAxlJ, while if we let t -+ O- then we 
have 2y > -I(Ax(l. Thus, (yJ < 5 IlAxll and, since y might have been any 
point of g(H), 1) HII d i IIAxll. In like manner we show that II KJI < 5 JJAxll. 
But then 
1 = IIRII = Ilff+ 41 G IIHII + IIKII d IIMI. 
On the other hand, A, being the image of I by the isometry 4, has norm 
1, so it must be that IlAxll = 1 and we are done. 1 
If the nest 9 is such that the zero projection has no immediate suc- 
cessor, then there exist projections E, E 9 such that rank (E,) B 2 (in fact, 
rank( E,) = cc ) and E, L 0 in the strong operator topology. For any vector 
x, the above lemma shows that (IAE,Ixll = (I E,I xl\. But E,‘x + x (norm 
topology), so l\Axll = llxll. Thus, in this case, A is an isometry. We are left 
with the case that 0 has a successor, say F. Of course, F? = OL = Z, so if F 
has rank 2 or more, the lemma again shows that A is an isometry. Thus 
we may assume that F has rank 1. If x E F, then x* Ox E A! Y, by 
Theorem R, and the following lemma is relevant. 
LEMMA 2. IfA=~(Z)andifx*Ox~~~~~, then lIAxll=Ilxll. 
ProoJ We assume that 1(x(1 = 1. Since x* @Ax = A(x* Ox), the 
operator x* @Ax lies in J&Y 8, and there is an operator R in && 9 for 
which d(R) = x* @ Ax. For any complex I, 
I(Z+l~R(l*= (IA+A(x*@Ax)I\~ 
= ll(A +n(x*oAx))(A* +X((Ax)*Ox))ll 
= IIAA* + (2 Re A+ ~~~*)((Ax)*@Ax)il 
< 1 + 11Axl12 12 Re A+ 1421. 
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We proceed as in the previous lemma; by choosing 1. = -it purely 
imaginary, and by letting R = H +- iK and 6 G o(K), we find that 
)1+tSIZ<1+t2 IIAxl12, 
or 
((IAx~~~-c3~)t~-2&~0 for all real t, 
and it is easy to see that this condition implies that 6 =O. Thus, a(K)= 
(01, K= 0, and R is Hermitian. Now Iet y EC(R) and Iet L = t be real, and 
deduce that 
(1 + ry12 d 1 + llAx(12 12t + ?I, 
or 
2ty + t2y* < j\Ax(l2 (2t + tq. 
Choose t = -2 to get y* ,< y, which means that y 30 (and hence R is a 
positive operator). Finally, let t + O+ and conclude that y < ~[AxI[~, and, 
consequently, that jlR/j d /Ax[/? But l/RI/ = j(~$(R)jj = l/.x* 0 Ax/ = 
114l 114 = /lAxIt. Thus, Ii Axll < llAxilZ and it follows that \\AxI\ 3 1. On 
the other hand, l/Al] = 1, so IlAx]] = 1 and we are done. 
We return now to proving that A is an isometric operator. Recall that 
the only case left to consider is that 9 contains a rank-one projection F. 
Notice that for all XE FL, IlAx\i = \lxfI. The reason is that either F has 
an immediate successor (say, E_ = F and Lemma 1 applies because 
rank(E) 2 2), or it does not (in which case a version of the limiting 
argument employed after Lemma 1 applies). On the other hand, if XE F, 
Lemma 2 shows that llAxl[ = I[xI(. S mce rank(F) = 1 and F is invariant for 
A, it must be that Ax = ox, with IwI = 1. Use the decomposition Z= F-I- F’ 
to write A as the matrix 
A= 
However, (IA 11 = IlZll = 1, so B = 0 and, since .Z is an isometry, so is A. 
~OPOSITION 3. Zf 2’ is a nest and 4: s&” 9 -+ sf/g 3 is a surjectiue 
isometry, then @(I) is a unitary operator in ,01e, 9. 
Proof: We have shown that A = $(I) is an isometry. Let 9 .L be the nest 
{E~:EE~P} and observe that ~~~~‘=(~~~~P)*=(B*:BE~~~~}. 
Let 4* be the map defined on J&J? 9” by 4*(B*)= (4(B))*, for each 
BE G?$Z 8. Then 4* is a surjective isometry and so +4*(Z) is an isometric 
operator. But b*(Z)=&Z)* =A*; hence, A is unitary. 1 
580/86/1-11 
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Henceforth, we denote &I) by U. We know now that U is a unitary 
operator. It would be convenient to know that U is a diagonal unitary, that 
is, that U* E ~4~~ ~3’ as well. Unfortunately, nest algebras can contain non- 
diagonal unitary operators; the bilateral shift (and the obvious associated 
nest) provides an example, Nevertheless, it turns out that the image of the 
identity under the isometric map 4 must indeed be diagonal. We will 
require some preliminary results before we are in a position to prove this. 
It will be convenient to define a map 6 as follows: for any A E a?‘[9 9, 
&A) = U*qS(A). The range of 6 is the set U*(d& 9) = 
{ U*A: A E J@Z Z}; it is not yet clear that this set is an algebra (although 
the result “U* E ~$9 9” will eventually guarantee that it is). We employ 
the notation 9 for the diagonal of &‘&z 9; 9 = (JY&Z 9) n (&tP Y)* = 
(&@ 3’) n (&” .Y ‘) = {DE B(X): for every EE 9, D commutes with E}. 
9 is a von Neumann algebra. Since 9 contains 9, it contains the smallest 
von Neumann algebra that contains 9, which we denote by Y. It is easy 
to check that 9’ = Y and that Y is abelian, so that 9 is a von Neumann 
algebra with abelian commutant. The restriction of 4 to 9 is an isometry 
whose domain is a C*-algebra, and which maps the identity to itself. It 
follows by Lemma 8 of [S] that $1, preserves adjoints and thus that J(9) 
is a self-adjoint linear subspace of &&‘) = U*d = U*d& 2. 
LEMMA 4. Zf T and T* lie in J(d), then they lie in J(B). 
Proof. The hypothesis implies that the real and imaginary parts of T lie 
in J(d). Thus, it suffices to prove that if SE J(d) and if S is self-adjoin& 
then SE d(9). Let S= $(A). For all i E C, 11Z+ ,?A/( = \[&I+ AA)\\ = 
(IZ+iS/(. If l=it is purely imaginary, then )lZ+itA/(2= 1 + JltS1(2= 1 + 
t2 I(S(I 2. Now an argument such as the one in Lemma 2 shows that 
Im A = 0, that is, A is self-adjoint. Consequently, A E 9. 
LEMMA 5. q5(9)=9,&53)=9, and UE~. 
Proof If T~&d)n (d(d))*, the previous lemma says that Ted(g). 
Consequently, J(9) = d(d) n (J(d))* = U*d n d*U We assert that the 
right-hand side contains the set U*9. If DEB, then U*DE U*d clearly, 
and the fact that U*D = (UD*U)* U establishes the other inclusion. Thus, 
J(9) z U*9. On the other hand, d(9) = U*q5(9) and (U being unitary) 
we have d(9) 2 9. The same argument applied to the isometry 4 ~ ’ shows 
the reverse inclusion. Thus, d(9) = 9. Since 1~9, U = d(Z) E 9. Thus 
U*E& and so &9)=9. 1 
We are indebted to Ken Davidson for the proof of Lemma 5. 
Since J(9) = 9, the restriction of 8 to 9 maps the von Neumann 
algebra 9 onto itself, and it follows from Theorem 7 of [S] that Jr9 is a 
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Jordan isomorphism; that is, 4 preserves powers of self-adjoint elements, as 
well as preserving adjoints. 
COROLLARY. Let Y represent the von Neumann algebra generated by the 
lattice 9’. Then I(Y) = V. 
Proof By Theorem 5 of [S], $1, p reserves commutativity. Thus, if 
VE V and DE ~3, then V and D commute, and so do J(V) and J(D); it 
follows that J(V) c (d(s))’ = 9’ = *Y. On the other hand, if TE V then 
TEE = d(g), so there exists AE ~3 for which T= &A). Thus, &A) com- 
mutes with J(D) for all D E $3, and so AD = DA for all D E 9 (since & ’ ) 3 
also preserves commutativity). Thus A E V and we are done. 1 
Since u* E aI+ 9, u*(def 2) = dzzep Y and it follows that 
$: XI?? A?--) L&$ LZ is a surjective isometry, just like 4. Since the main 
theorem would be true of 4 if it were true of d, we now work exclusively 
with 6 and drop the “- ” symbol. Equivalently, we make: 
Reduction number one. We assume that i(Z) = I. 
5. THE SECOND REDUCTION 
We now begin the second reduction. Since dIy is a Jordan isomorphism 
whose domain is the von Neumann algebra F, Theorem 10 of [5] tells us 
that d/Y is the direct sum of a *-isomorphism and a *-anti-isomorphism. 
We will show that the “direct sum” is actually absent-that is, #IV is either 
an isomorphism or an anti-isomorphism. Moreover, this isomorphism can 
be extended to all of J;se, 3 and then “factored out” of 4 to leave us with 
an isometry $ whose restriction to Y is the identity map. 
LEMMA 6. Let R be an operator and suppose that there is a non-negative 
number M and a positive number N such that, for all complex 1 with /A[> N, 
we have ~(R+1Z~~*<M*+ (A[*. Then R=O. 
ProojI Choose x E 2, with J(x(I = 1. We have ((Rx + kxJI * ,< M* + /,I/ *, 
or 
or 2 Re X(Rx, x) <M*- llRxj/*. 
Choosing 1= t(Rx, x) for positive t, we get 
2t I(Rx,x)l*<M*- IIRxJ12 
whenever t 1 (Rx, x)1 > N. This is impossible unless (Rx, x) = 0. The fact 
that this equation holds for all x means that R = 0 [4, problem 2183. 
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Since (61 3 is a Jordan isomorphism, if P E G3 is a projection, so is d(P). 
We use the notation p to denote d(P). If E E dp, and if E- # E, then the 
projection (E - E-) is an atom of Y (meaning that if P E -Y- and 
P < (E- E- ), then either P = 0 or P = E- E_ ); moreover, any operator T 
for which T = (E - E _ ) T( E - E _ ) lies in &VP 2. Since the collection of all 
such operators is unitarily equivalent to the set of all bounded operators on 
the range of (E - E-), we shall (with only a slight abuse of notation) refer 
to this collection as a’( E - E _ ). 
LEMMA 7. Let P E 9 be a projection and suppose that TE s&g 9 and 
that T = PTP. Then q3( T) = Pq5( T)P. 
Proof. Because T= PTP, we have 
Ib,fdT)+@Il = //T+~P’Il =max{IlTll, VI>, 
for any A E C. Using the decomposition I= P + PL, we write d(T) as a 2 x 2 
operator matrix, 
so that c$( T) + AP’ = ( R~ 3 R,“:;~). Thus, for /AI 2 )I TI(, we have 
11~4+~112~1~12, 
and the fact that R, = 0 follows from the last lemma. 
Now we have 
so 
0 R2 
il( I 
2 
0 1 
~max{I(T((*, lA12) < IAl2 for III > /ITI/. 
It is easy to see that this inequality implies that R, = 0 (for instance: call 
the matrix A and look at A*A). Similarly, R, = 0 and we are done. 1 
COROLLARY. ~(&?(E-E~))=.!3(~-~~), where 8- =q4(E-). 
Lemma 7 considers an operator T whose matrix (with respect to the 
decomposition using P and P’) is diagonal, If the matrix is purely 
off-diagonal, the result is more complicated. 
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LEMMA 8. Let P E nY be a projection and let TE s4+ 2, with T= PTPI. 
Then we have 
Proof: We begin, as before, by writing q5( T) as a 2 x 2 matrix, using the 
decomposition I= p + P”: 
Then 
On the other hand, T, written using “I= P + Pl” is the matrix 
SO 
since SS* is a positive operator. Thus, 
II& +Al12< PI*+ lIdI 
and Lemma 6 tells us that RI = 0. Similarly, by considering I( T+ RPIII, we 
can show that R, = 0. 1 
We remark at this point that we cannot simiiarly make use of the 
matrices (z i) and (9 i), since those operators need not lie in z&!?? 2; the 
former matrix might do so if P were in 2, but we know only that BE$@. 
We have just proved that 
&T)= i3 ; , ( > 
192 
where 
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B=qqP)= :, ; ( 1 
Our intention now is to show that, if PE 2, then one of R2 and R, is 
the zero operator. Another way to say this is that the previous result is that 
qqT)=P(b(T)P+PqqT)~, 
and that, if P E 9, one of these terms must be absent. We maintain the 
convention that projections in P’ are called E, F, etc. We remark that, if 
EE Y and if T= ETE’, then automatically TEG@ 9, because 9 is a 
nest. 
PROPOSITION 9. Let E E Y and let ,!?= d(E). Then exactly one of the 
following holds: 
(a) For all T such that T= ETEI, 4(T) = &( T)l?‘I. 
(b) For all T such that T= ETE’, 4(T) = l?Lq5(T)i?. 
Proof: We assume that E # 0, Z, since otherwise there is nothing to 
prove. We first show that the result holds for certain rank-one operators. 
Let yeE and let xeE’, with (Ix(( = /I y(l = 1. Then (Ix* @ y(l = 1, x* @ y E 
s&” 9, and E(x* 0 y)E’ =x* 0 y. We know by the last lemma that 
$6(x* @ y) = E$b(x* @ y)zP + B’#(x* 0 y)E. 
A glance at 2 x 2 operator matrices shows that the norm of the right-hand 
side is the larger of the norms of the terms. Thus, one term (at least) must 
have norm one-for definiteness, say 11&5(x*@ y)B’II = 1. In this case we 
will show that g’qS(x* 0 y)g= 0, that is, that condition (a) obtains. In the 
other case (II,!?‘$(x* @ y)ElI = l), one aims for condition (b). 
Choose R E J&Z 5? so that d(R) = &(x* @I y)l?‘. We have 
lb* 0 Y + 4 = Ild(x* 0 Y) + MR)ll 
= I\(1 + 2) &(x* @ y)P + B’d(x* 0 y)BII 
=max(ll +II, d}, 
where we have denoted by d the norm of &‘qS(x* $3 y)g. Our goal is to 
prove that d=O. Now lIR(1 = II&(X* @ y)i”II = 1, so for any positive E, 
there exists a unit vector h with II Rhll’ > 1 - .s*. Then 
Il(x*Oy+1R)hl/*<max{(l +A/*,d*}, 
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or 
l(~,~)l2II~ll2+l~l2lIRh1l2+2ReI(x,h)(Rh,y),<max{Il+1~2,d2}, 
or 
~(x,h)~2+~j1~2(1-~2)+2Rei(x,h)(Rh,y)~max{~1+1)2,d2}. 
We drop the positive term 1(x, h)12 and denote Re(x, h)(Rh, y) by C(E). 
Assuming that II is real, we have 
A2(1 -s2)+2;Ic(s)<max{Il +A12, d*}. 
Note that C(E) depends on E, but that /c(s)1 d 1(x, h)J I(Rh, y)l < 1. Now 
suppose that I is negative and that 121 3 1 + d. We denote 1111 by t and have 
t2( 1 - &2) - 2X(&) 6 1 - 2t + t2 
or 
2t( 1 - C(E)) < 1 + &*t2, 
so 1 - C(E) < (1 + .s2t2)//2t, whenever t 2 1 + d. Now assume that E is chosen 
so that E < l/( 1 + d). Setting t = l/e we get 
0 < 1 - C(E) d E. 
Thus, C(E) + 1 as E -+ 0. Now let {h,) be a sequence of unit vectors such 
that (/ Rh, I( + 1. Denoting the corresponding c’s by c,, we have 
c, = Re(x, kJ(Rh,, Y) -+ 1 
and, since all the vectors involved are unit vectors, it must be that there 
exists a complex number o with 101 = 1 and 
h,+wx and Rh, -+ my. 
Consequently, Rx = y, and (I Rx/l = 1. It follows that there exists a number 
D with 0 <D 6 1 such that 
((x*Oy+ARl[ =max((l +II(, (AID). 
(Here is one way to see this: look at II V(x*@ y+AR)IJ, where V is any 
unitary operator for which Vy = x; write the resulting operators as 2 x 2 
matrices, using the decomposition Z= [x] @ [xl’.) 
So we have 
By looking at R near - 1, one sees easily that D = d= 0. 
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Now we know that, for each rank-one operator x* @ y for which 
x* @ y = E(x* @ y)El, either the condition of (a) or the condition of (b) 
holds. We now want to see that it is the same condition--either (a) or 
(btfor all rank-one operators. Suppose, on the contrary, that there are 
unit vectors x, u E EL and y, v E E such that 
and 
&(x* 0 yp =4(x* 0 y) 
EL&l* @ v)B= gqu* @ 0). 
What, then, of 4(x* @v)? It must satisfy either the first or the second 
condition. Say the first; then, for complex J., 
/Ix + h4ll = II(x + Au)* 0 VII 
= l~(x*@u)+x(u*ov)I/ 
= 114(x* 0 v) + @(u* 0 v)ll 
= II&(x* 0 v)P + w&d* @u)Ell 
= max{ 1, 1%1}. 
It is impossible that l\x+ Lull = max{ 1, \A\}-since neither x nor u is CL-SO 
this problem is settled. 
Now we know that one of the conditions-(a) or (b)-is satisfied by all 
suitable rank-one operators. For definiteness, let us say that (a) is satisfied. 
Suppose that TE J&” 2 and that T = ETE’ # 0. We know that d(T) = 
Er,f~( T)kl+ &‘I&T)E. Choose R E &‘tg Y such that 4(R) = 8’$( T)$ and 
choose unit vectors x E EL and y E E. 
We have, for any 2 E @, 
IIR + 4x* 0 ~111 = 114(R) + Mx* 0 Y)II 
1 
= (j&‘qb(T)i+ AE#(x* @ y),?‘l(l 
= maxi IIRII, I4 1. 
Thus, in particular, 
IlRx+~yll = ll(R+4x*Oy)bll Gmax{ IIRII, 14). 
By the argument of the previous paragraph, either y = 0 (false by choice of 
y) or Rx = 0. Since x was chosen arbitrarily from E-‘, we have REL = 0. 
By looking at adjoints we have 
lIR*+4~*Ox)ll =max{llRll~ 14) 
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and so, by the same reasoning, R*y = 0, that is, R*E = 0, or ER = 0. On 
the other hand, R E d’2” 9 so E’RE = 0 and we have 
R= ERE-k ERE’$ E’RE’. 
The conditions RE’ =0 and ER = 0 guarantee that all of the right-hand 
terms vanish. Consequently, R = 0, and so I?‘& T)I?= 0, as desired. Condi- 
tion (b) is, of course, handled in the parallel manner. 1 
We now want to restate the conditions (a) and (b) in a more familiar 
manner, and at the same time argue that if (a) holds for a particular E, 
then it holds throughout the nest Y-and likewise for (b). Suppose that, 
for a certain EE 2, condition (a) holds. Let A E d/q 2. Since E’AE = 0 
we have 
A = EAE+ EIAEi + EAE’. 
Note that each of the terms satisfies either the hypothesis of Lemma 8 or 
that of Lemma 7 (allowing P to be either E or El). We have 
Thus, l?‘qd(A)k=O, that is, #(A) leaves I? invariant. Since the range of 4 
is all of ZZ&!~ 2, ,!?.E 2&&(&y Y), that is, i?.~ 9 by the reflexivity of nests. 
So condition (a) really says that E.E dp for each E E 2. Likewise, condition 
(b) says that g’ E 2. Could the choice of (a) or (b) possibly depend on E? 
Suppose that E and Fare projections in 9, that neither is 0 or Z, and that 
I?, P’ E A?. Recall that 41 9 is a Jordan isomorphism, and therefore preser- 
ves order for self-adjoint elements. If E < F, then l? < k But it is impossible 
for one (non-zero) projection in a nest to be smaller than the orthogonal 
complement of another (non-zero) projection in the nest. Similarly, PC E 
is excluded. We have almost proved 
PROPOSITION 10. Let I$: d& 2 + d$ 2’ be a surjective isometry, with 
#(I) = I. Then either 
(i) 4(Z) = Y or 
(ii) &.Y)=Yi. 
Proof: What is shown above is that either d(9) E 2 or b(9) c 2 I. 
The same is of course true for +- ‘, and a consideration of the possible 
combinations completes the proof. 1 
We now claim that there is a spatially implemented isomorphism that 
agrees with 4 on the von Neumann algebra ^Y- generated by 9 (actually, 
on a possibly larger algebra). Since V is an abelian von Neumann algebra, 
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it is contained in a maximal abelian self-adjoint algebra (mass), A. Any 
operator in 4? commutes with all the projections in 9, and so 4? is con- 
tained in the diagonal 9 of &” Y. Since 41g is a Jordan isomorphism, 
and thus preserves adjoints and commutativity [S, Theorem 51, we know 
that I(&‘) is an abeban self-adjoint subspace. We assert that 4(&Z) is maxi- 
mally abelian. For, suppose that TE (4(d))‘. Then T E (4(V))’ = Y’ = 9 
(by Lemma 5). Since d(g)=%) (also Lemma 5) there exists DE 23 such 
that T= 4(D). This means that, for all A4 E A’, (b(D) and 4(M) commute. 
Now the inverse of # also preserves commutativity, so D and M commute, 
that is, DE A’ = A. Thus Ted(&) and if follows that (#(A))’ =#(A) 
and that 4(&z’) is a masa. 
Now the restriction of 4 to A is a Jordan isomorphism of abelian 
C*-algebras, and is thus a *-isomorphism of the mass’s A and $(A) [5, 
Theorem lo]. Any such isomorphism can be implemented by a unitary 
operator [Z, Chap. 3, Sect. 3, Proposition 3, Corollaire]. So we have some 
unitary V such that d(M) = Y*MV, for all ME &?. 
First, consider the case 4(Y) = .Y. Then V*.YV= 9, so VTV* = 9 
and we have H? dip=&@ VYY*) = I’(&& 2) V*. We define 4 by 
a;(T)= Vf#l(T)V* f or each TE ZXI& Y. Then we have shown that 4 maps 
&7~ Y onto s(aeB Y, and of course & is an isometric map. Moreover, if 
MEA’, 6((M) = Vcj(M) V* = V( V*MV) V* = M, so the restriction of $ to 
4 is the identity map. 
Next, look at the case i(Z) = Y L. Now, Vg’ V* = Y, so 
zZ& Y = &&( VY ’ V*) = V{&&Z .Y ‘) Y* = V(&&Z Z)*V*. We cannot 
simply define q(T) to be V$(T)*V*, for then the map 4 would fail to be 
linear. The usual way to turn a conjugate linear map into a linear one is 
to use a conjugation. We require a conjugation J so that J(&” g)J= 
&&” Y. Luckily, there is a representation theorem due to Arveson [I, 
Theorem 1.3.11 which shows us how to find .I. Let X be a compact metric 
space, with a finite Bore1 measure m, and a closed relation 6. The relation 
< is assumed to be transitive and symmetric, though not necessarily 
reflexive, and is called a partial order. A Bore1 subset I of X is said to be 
increasing if, whenever y d x and y E &, then x E 8. Each increasing subset 
8 gives rise to a projection P, acting on L2(X, m), whose range is the 
collection of L, functions with support in 8. The family 2(X, 6, m) of all 
such projections is a commutative subspace lattice. Arveson’s theorem is 
that any commutative subspace lattice (acting on a separable space) is 
unitarily equivalent to some Y’(X, 6, m). In our case, the lattice is a nest 
and the relation < can be chosen to be linear. Now define a conjugation 
J: L2(X, m) -+ L2(X, m) by Jf=f (the complex conjugate off). Clearly, the 
supports off and fare the same, so JP, J = P, for every increasing set 8. 
We now define (b,:&pYt”-t&/‘Y’ by 4, (T) = @(T)*.l. It is now easy 
to check that ++I is a linear isometry mapping ZZ&~ Y onto ~179 2 l. 
Furthermore, because (JAJ)* =JA*J for every operator A, we have 
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#I(~)=~, hV’)==e and 4, (V) = Y. Consequently, the reasoning 
that we already applied to 4IS can be used on #r 1 g. Thus, the restriction 
of d1 to the masa ~2’ is unitarily implemented, say by I’, : 4, (M) = V:MV,. 
Now define 6 by T(T) = V, 4, (T) I’:. The map 7 is a linear isometry, and 
6((M) = M for each ME A. Furthermore, $(~&g JZ) = V,~,(S&” dip) VT= 
v,(degA?)*v:= vl(~e~~~)v:=~e,(v,~‘v;ll)=~e,(v,~,(~)v:)= 
S&P 2. Thus, $ was produced from 4 and has the same properties as in the 
case &Y) = 2. We incorporate all this into a theorem. 
THEOREM 11. Let 4: SC&$ 9’ -+ s&$ 2 be a surjective isometric map, 
with d(I) = I. Let A be a mass containing 2. Then exactly one of the 
following holds: 
(i) 4(Y) = Y. In this case, there exists a unitary operator V such that 
V*6pV = 2, the map i(T) = Vq5( T) V* is a surjective isometry mapping 
&!g 9 onto &lg 2, and such that J(M) = M for each ME A. 
(ii) 4(Y) = .2? I. In this case. there exists a unitary operator V and a 
conjugation J such that V*49 V = 9 I, JEJ = E for each E E Y, and the map 
&T)= WP(T)*J) V * is a surjective isometry mapping SC+ 9 onto && 9, 
and such that q(M) = M for each ME X. 
We remark at this point that the first possibility is more likely than the 
second. There are always unitary isomorphisms mapping Y onto Y (the 
identity is a dull example), but, for a “randomly chosen” nest 58, it is 
unlikely that there is a unitary V such that V*$PV= Y ‘. Look, for 
instance, at the lattice in Example 4. 
Here is a second remark: In the first case of the theorem, it is possible, 
though not necessary, that V is a diagonal unitary in &1g 3 (see Exam- 
ple 5 for lack of necessity). In the second case, it is absolutely impossible 
that V is diagonal, or even that V is in d&z 8. 
A third remark: It is annoying that, even though 4 is the identity when 
restricted to A, it may not be the identity on all of s&” .5Z (see Example 1, 
with o1 = w3 = I ). Thus, we are not finished, but we can make a second 
reduction. From now on, we fix a masa .,+G! such that V c &! ~523. 
Obviously, if the main theorem is true of 7 it will be true of 4, and vice 
versa. 
Reduction Number Two. We assume that #(M) = M for each operator 
M in the masa JZ. 
This reduction is all right, because if the main theorem applies to the 
map 6 of Theorem 11, it obviously applies to 4. Note that, with this reduc- 
tion, possibility (b) of Proposition 9 is eliminated. Moreover, 8= E for 
each EE 9. 
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LEMMA 12. Let E E 2 and let BE z&p 9. 
(i) Zf B=BE then qb(B)=&B)E. 
(ii) Zf B = EB then 4(B) = Ed(B). 
(iii) IfB=BE’ then &B)=cj(B)El. 
(iv) ZfB=ElB then qi(B)=E’&B). 
ProojI Since BE s&p 2, E’ BE = 0. Thus, in case (i), B = EBE, while, 
in case (iv), B = EIBEI. In either case, Lemma 7 applies. 
Now, in case (ii), we have 
B=EB=EBEL+EBE, 
so 
because of Lemma 9(a). Left multiplication of this equation by E 
yields the result. Case (iii) follows by applying case (ii) to the 
map d*: J&&Z (9’) --) &g(Y’) defined by $*(A*) =4(A)* for all 
AES&~~‘. 1 
6. THE THIRD REDUCTION 
We begin our third reduction by showing that 4 preserves the property 
of being rank-one. Suppose that x* 0 y E z&” 3’; then there is a projection 
E E 9 for which x E E’ and y E E. We assume that IIx(( = 11 Uyll = 1. Then 
E(x* @ y)Ef =x* @ y, and, if Q = 4(x* @ y), Lemma 11 tells us that 
EQE$ = Q. 
Imagine what would happen if we knew that Q had a maximal unit 
vector, that is, a unit vector h for which \IQhll = l\Qll = 1. Because 
EQEl = Q, we know that Qh E E and we can assume that h E E f . Conse- 
quently, the rank-one operator h* 0 Qh E J&P Y (of the same norm as Q) 
so that there exists R E J&Y 3 with d(R) = h* @ Qh. (Note that, since we 
hope that Q is rank-one, we expect that Q = h* @ Qh and R=x*@ y.) 
Now, for any complex A, we have 
lllR+ x* 0 yll = Iln(h* 0 Qh) + Qll. 
Let U be a unitary operator (not necessarily in &lg 9) for which UQh = h. 
Then the right-hand side of the above equation is the same as 
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Iln(h* 0 h) + UQII. If we decompose the Hilbert space as [h] @ [h]‘, then 
our operators have the form 
and 
(since IIUQll = 1, its off-diagonal entries must be 0). Thus, Iln(h* 0 h) + 
UQli = max{ (1 + 21, llSl/ }, and so we have 
I(;IR+x*Oyll =max{ll +;I/, IISII}. 
However, we showed in the proof of Proposition 9 that this equality 
implies that JJSII = 0. Consequently UQ and Q must have rank one. So we 
will be done if we can show that Q has a maximal vector. 
We require two easy facts: 
Fact 1. If (; i) is a 2 x 2 self-adjoint matrix, with a > 0, then 
a b 
1( )I1 6 0 
+2+J&q@), 
Fact 2. If c and d are positive numbers, then ,/m’< c + d2/2c. 
This time, we take an “approximate” maximal vector for Q; to be 
precise, let E be a positive number less than l/36 and let h be a unit vector 
so that llQhj/2 = 1 -E. As before, we may assume that h E Ei , and so 
h* @ Qh E J&” L? and there exists some operator R E JZ~!P 9 such that 
d(R) = h* 0 Qh. Then IJRIl = I/h* @ Qhll = IlQhll = 6. Note that E is 
small, so we hope that h* @ Qh is close to Q, and thus that R is close to 
x* @ y. In particular, we prove the following claim, whose statement 
should explain the magical powers of the choice E < l/36. 
Assertion. I(& VII 2 I- 6 & 
ProoJ: For convenience, denote 1 -E by CL We know I/R/I = A, so 
there exists a unit vector k such that IIRkll* 3 M: - s2. Now let t be a positive 
real number. We have 
Ilx*Oy-~RI12= IIW*Oy-tR)I12= IIQ-@*OQh)l12 
= ll(Q* - t(Qh)* Oh)(Q - t@* 0 Qh))ll 
= IlQ*Q+ t2 IIQhll’(h*@h)-2t Re(h*OQ*Qh)ll 
B 1 + t Ilclt(h* 0 h) - 2 Re(h* @ Q*Qh)ll. 
Now choose a unit vector h’ orthogonal to h so that Q*Qh = ah +c@h 
(note that the coefficient of h is ~1, since (Q*Qh, h) = IlQhl/‘; the coefficient 
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of h’ is written as c$ for later convenience). By writing h* Oh and 
h* @ Q*Qh as 2 x 2 matrices in the basis {h, h’}, and using Fact 1, one sees 
that the right-hand side of the inequality is no greater than 
1 +f~((t-2)+J(t-2)~+4 l/31*), 
where we have assumed that t > 2, 
We also have 
lIx*Oy-tRll*>,Il(x*Oy-tR)kll* 
= I(k, x)12 + t2 lIRkl12 - 2t Re(x, k)(Rk, y) 
2 t2(u -Ed) - 2tB, 
where we have denoted Re(x, k)(Rk, y) by B. Putting these inequalities 
together yields 
t2(ol-c2)-2tB< 1 + ;at((t-2)+ (t-2)2+4 1b12). 
Using Fact 2 and simplifying we find that 
2t(cl- B) d 1 + c2t2 + r-2, 
which holds for all t > 2. Note that if t > 4, then t/(t - 2) < 2. Furthermore, 
we have c1= IlQhll*~ I(Q*Qh(12=~*(1 + IflIz), so that 1/112< l/cc- 1 =E/u, 
and 
2t(a - B) < 1 + c*t* + 2~. 
Now set t = l/s (remember E < l/36, so t > 36). 
We get 
the last inequality holding because E < l/36. 
Now B = Re(x, k)(Rk, y). All the displayed vectors have norm one, and 
l\Rll G 1, so l-3&< B< 1. We can replace k by wk, where 101 = 1, to 
ensure that (k, x) is real and positive. Let k = rx + k,, with k, i x. Since 
((Rk, y)( < 1, we know that (k, x) = r > I- 3.5 so (Ik,112 = 1 -Y* < 6.5. We 
have 
1 - 3.5 d Re r(Rk, y) = Re(r*(ICx, y) + r(Rk,, y)) 
< r2 Re( Rx, y) + r Ilk, II d Re(Rx, y) + 3 6, 
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and consequently [(Rx, y)l 3 1 - 3.5 - 3 4, and the assertion has been 
proved. 1 
Now recall that Q=QEl and thus that Q*Q= E’(Q*Q)E’. Suppose 
that IlQ*Qll is an accumulation point of c(Q*Q). Then, by the spectral 
theorem, if E > 0 we can find unit vectors hi, hz E E-L such that 
hi I h,, Qhl I Qh2, and (Q*Qhi, hi)= /IQhJ*> 1 -E, for i= 1,2. Because 
of the orthogonality we have ill.(hf@ Qhl) + (h, @ Qh2)ll = max{ 1, 111) for 
any complex A. Let R,EJ&” 8 be chosen so that &Ri) =h*@ Q/z;. We 
have 
MR,x, Y) + (&2x, Y)I G IW, + R2 II 
= lMh:O Qhl) + h:O Qh> II 
= maxi 1, )iI }. 
Let pi = (R,x, y). We know that 1 - 6 &< I ,u~I < 1. Set A = pZ/pi, so 
that 
From this it would follow that 
max 1, z b2(1-6&j. 
i I Ii 
Since 1 p2/,u1 I < l/( 1 - 6 &), the last inequality cannot hold for all E > 0, 
and we have obtained a contradiction. It follows that IlQ*Qll is not an 
accumulation point of a( Q*Q). 
Hence, IlQ*Qll is an eigenvalue of Q*Q, and the corresponding eigen- 
vector is the desired maximal vector for Q. 
We have proved 
LEMMA 13. q5 preserves the property of being rank-one. 
We next want to argue that the range of a rank-one operator completely 
determines the range of its image under 4, and likewise for the kernels. Let 
us put this another way: Let x* @ y E ~4?9 9, and let +4(x* @ y) = U* @ u. 
Then u is determined (up to a scalar multiple) by x alone, and v is deter- 
mined (up to a multiple) by y above. (Remember that the operator U* @v 
does not determine u and u uniquely, since (Au)* Q (A-%) = U* @u for any 
non-zero complex A. That is why the “scalar multiple” proviso is 
necessary.) 
We will argue that u is a function of x alone; the fact that v is a function 
of y will follow by considering adjoints. To fix ideas, we let E be a projec- 
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tionin~andreferto{x,z;y}asanE-tripleifxEE’,zEEt,andyEE. 
(This implies, of course, that x* @ y and z* 0 y E &Y 9.) Suppose that 
{x, z; y} is an E-triple, and let 4(x* 0 y) = U* 0 u, and #(z* 0 y) =f* 0 g. 
By Lemma 13, d((x + z)* @ y) = U* @ u t-f* 0 g is rank-one, and conse- 
quently one of the pairs {u, f } and {u, g} must be linearly dependent. By 
absorbing all scalar multiples into one of the factors, we have two 
possibilities: 
There exist vectors U, v, and f so that 4(x* 0 y) = U* @u and 
qqz*ky)=f.*@c. 
II. There exist vectors u, u, and g so that 4(x* 0 y)= U* 00 and 
qqz* 0 y) = u* 0 g. 
Possibility I says that the range of the images is the same, whereas II 
says the kernels are the same. We want to show that I always occurs. (Note 
that if z is a scalar multiple of x, then both I and II occur.) 
Suppose, on the contrary, that for some E-triple (x, z; y}, with x, z inde- 
pendent, possibility II occurs. Let w  E Ei , so that {x, w; y > is a new 
E-triple. If w  is a linear combination of x and z, then II holds. Suppose that 
w  is independent of x and z, and suppose that I holds for the new triple, 
that is, #(w*@y)=f*Ou. But now, u*Og+f*@u=d((z+ w)*@y) is 
rank-one, so either u is a scalar multiple off, or g is a multiple of v. The 
former implies that x is a multiple of w, while the latter implies that z is 
a multiple of x; since we have forbidden both these dependences, the new 
triple {x, w; y } must satisfy II. Arguing similarly, with obvious modifica- 
tions, we can show that varying the first or third vector in the triple cannot 
change condition II to condition I. Thus (for fixed E) condition II holds for 
all E-triples. 
Next, let E’ be another projection in 2’ and let {x’, z’; y’} be an 
E’-triple. The same reasoning as above shows that all E’-triples satisfy the 
same condition--either I or II. If E < E’, then E ~ d (E’) ~ and so the triple 
(x’, z’; y} is both an E-triple and an E’-triple, so all E/-triples would 
satisfy II. On the other hand, if E > E’, then {x, z; y’} is both an E-triple 
and an E’-triple, and again all E’-triples would satisfy II. 
We have just shown that if there is some projection E E 2 and some 
E-triple (x, z; y} satisfying II, then for every FE 9, every F-triple satisfies 
II. Therefore, to show that II never occurs (except in the trivial case where 
z is a scalar multiple of x), we need only exhibit one E-triple {x, z; y} for 
which II fails. This we proceed to do. 
Choose any two projections in 9, say 0 < E < F-c I. Choose vectors 
x E F- E, z E FL, y E E. Then {x, z; y} is an E-triple. Suppose that 
{x, z; y} satisfies II, that is, #(x*@y)=u*@u and d(z*@y)=u*@ g. 
Now F(x* @ y)F= x* 0 y, so, by Lemma 7, u E F. On the other hand, 
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F(z*@ y)F’ =z*@ y, so UE F’, by Proposition 9(a) (since 9(b) is no 
longer valid). But the non-zero vector u cannot lie both in F and in FL, so 
we are done. Let us summarize with a lemma. 
LEMMA 14. Let x* @ y lie in z&” dp, and let 4(x* @ y) = u* 6 v. Sup- 
pose that z* @ y and x* @ w  also lie in J&P 9. Then there exist vectors f and 
g such that 
qxz* 0 y) =.f* 0 u and &x*Qw)=u*Qg. 
Recall that the rank-one operator U* 0 v does not uniquely specify the 
vectors u and v. We would like to be able to choose u as a function of x 
in such a way that the map x H u is unitary. 
LEMMA 15. Let E E 9’. Then there exist operators U, and VE such that 
(i) U,:E+Eand V,:Ei+Ei; 
(ii) U, and V, are surjective isometric operators; 
(iii) whenever x E E! and y E E, then 4(x* @ y) = ( VEx)* @ (U, y). 
Proof: Fix any two vectors x0 E El and yO~ E, with (IxO(I = 1) y, I( = 1. 
Let 4(x,*@ yO) = u$@ v,, and choose uO, v. so that lIuo (/ = /Iv0 // = 1. Observe 
that Lemma 12 ensures that u. E El and a0 E E. By Lemma 14, if YE E, 
then there exists v E E such that #(x,*0 y) = $0 v, /I yJI = IIvII. The map 
y H v is thus linear, isometric, and onto (by consideration of 4-l). Define 
U: E -+ E by Uy = v; then, for all y E E, &$@ y) = z&3 Uy. Likewise, we 
find a unitary V: E A + E i such that for all x~Ef, 4(x* 0 y,) = 
( Vx)* @ vo. For x E El and y E E, Lemma 14 then guarantees the existence 
of vectors f and g so that 
and 
4(x* 0 Y) =f* 0 UY. 
Consequently, there exists a constant p such that 4(x*@ y)= 
p(( Vx)* @ Uy); we want to show that p = 1. Note that, as defined, ,u may 
depend on x and y, but that [~(x, y)l = 1 for all x, y. Furthermore, since 
U and V are continuous, ,u(x, y) is a jointly continuous function of x and 
y. Suppose that (x, x0) # 0. We have, for /I yI( = 1, 
Ilxo+~xll= lI(xo+~x)*oYll= Il4((xo+~x)*oY)II 
= Ilu,*Q uy + Ap(( vx)* 0 Uy)ll = Iluo + n/TV-XII. 
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On the other hand, the same computation with y, replacing y shows 
that Ilx,+Axll = llu,+ ilVxJI. Thus, for all complex 1, \lu,+ AfiVxll = 
IJu0 + dl/xJI. Consequently, if (uO, Vx) = (x0, x) #O, we have ~(x, y) = 1. 
The continuity of p then shows that ~(x, y) = 1 for all x E El- and y E E. 
PROPOSITION 16. There exist unitary operators U, I/E 9J(Z’) such that, if 
x* @ y E L&Y 9, then 4(x* 0 y) = ( Vx)* 0 (Vy). Furthermore, V and V lie 
in 63, the diagonal of d&z 9. 
Proof. The preceding lemma produces I/, and V, that do the required 
job on E’ and E, respectively. What we have to do now is to “fit together” 
these operators in a coherent way. Suppose that E and F are two projec- 
tions in 9 (such that none of E, F, E 5, or Fi is 0), with F < E. Choose 
any x~El and YEF. Then also XCF? and yeE. We have both 
~(x*@y)=(VEx)*O(UEy) and also &~*@y)=(V~x)*@(U~y). Thus, 
there exists a constant a(x, y), possibly depending on x and y, such that 
Icc(x, y)l = 1 and V,x =a(x, y) V,x and U,y=ol(x, y) V,y. The first 
equation shows that a(~, y) does not really depend on y (as long as y E F), 
and the second shows that 01(x, y) does not depend on x either (for 
x E Et ). Thus, we drop the “(x, y)” and refer to 01 as aFE, defined when 
F < E. For any y E F, then, we have V, y = clFE V, y. If we define clFE = &,,, 
then we can write V, y = aFE VE y for y E En F, and this equation holds 
whether E < F or F < E. Furthermore, if E, F, GE 9, then for y E En Fn G 
we have 
UEy=uEFUFy=aEFaFGUGy 
and also V,y = aEG V, y, so that aEG = aEFaFG. 
Now fix E, E 9, with E, E 5 # 0, and define pE= aEEO for every E E 9, 
with E, E 5 # 0. We have aEF = ccEEOaEO,= pE fiF = pE/pLF. Consequently, 
LuEY=PEu EFUFY = OJJFY. 
Define an operator V on the (non-closed) union of the ranges of all E E 9 
such that E, E 5 # 0 by Vy = FE VE y if y E E. The equation above shows 
that U is well defined. V is isometric and can be extended to all of X 
because of the fact that V( E E 9: E_ # Z} = Z, which is true for any 
completely distributive lattice (nests, in particular) [3, Lemma 1.33. 
V is unitary on Y? and V maps the range of E onto itself by construc- 
tion, for any E E 9 with E k # 0. Consequently, V commutes with all E E Y 
and so V E 9, the diagonal. 
For any x E E 5, y E E, we can now write 
d(x*oY)=(~,x)*O(U,Y) 
=(~Ex)*o(PEuY) 
=(/lEVEX)*@vy. 
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Define V, on the union of the ranges of all El such that E- #Z, by 
v, = pE VEX if XEE!. 
Then the equation above shows that V is well defined. V can be extended 
to a unitary on A? by the fact that V {Et : E_ #Z, E #O} = Z [3, 
Lemma 3.11. Finally, we must show that VE 22. Clearly, V maps the range 
of E- onto itself (even if E- = I!). 2’ is a nest and so, for any FE 9, 
F= A{E- : E> F}. It follows that V(ran F) = ran F and thus VEX. 1 
Suppose that EE Y and that E- #E. Then (using the notation of 
the Corollary to Lemma 7) &3(E- E-) c ,c4eg 2’. Moreover, 4 maps 
g(E- E-) onto itself, and U and V (which belong to 9) have unitary 
restrictions to (E-E-). By Theorem 10 of [S], the restriction of 4 to 
B(E-E-) is weakly continuous. Since, for every x, YE 
(E-E-), 4(x* 0 y) = (Vx)* @ (Uy) = U(x* 0 y) V*, it follows that, for all 
AELB(E-E-),&A)=UAV*. In particular, (E-E-)=U(E-E-)V*. 
Consequently, the restrictions to (E - E-) of U and V must be the same 
unitary operator, that is, Ux = I/x whenever x E (E-E-). We need to 
know more than this. 
LEMMA 17. U = V. 
Proof Choose any E, FEN, with O#F<E#Z. Let xeE-F, YEF, 
and ZGE’, and let /Ix/ = jJyl( = I(zI( = 1. Then VXEE-F, U~EF, VZER’, 
and Ux E E - F, and these vectors are all unit vectors as well. Set 
Q=E+x*@y+z*@y-z*@x 
and observe that each term on the right lies in GA+ 9. By a 
straightforward computation, we have 
QQ*=E+2y*@y+x*@x. 
Now +4(Q) = E + (Vx)* 0 Uy + (Vz)* @ Uy - (Vz)* @ Ux and a similar 
computation reveals that 
The norms of QQ* and of d(Q) b(Q)* must be equal. The norm of QQ* 
is easy to compute, since x, y E E and x 1 y. We need to look only at the 
subspace spanned by x and y, and it is easy to see that )I QQ* 1) = 3. On the 
other hand, II Uyjl = 1 and 
W(Q) &Q)*UYII = ll3Uy + (V- Wll. 
206 MOORE ANDTRENT 
Since Uy E F and (V- V)x E E-F, the latter norm will exceed 3 unless 
(I/- U)x = 0. Since x was arbitrarily chosen from E - F, we have that 
(V-U)(E-F)=O, whenever O#F<E#Z. 
Now let F be temporarily fixed, and consider two cases. First, if I_ = 1, 
then there exist projections E, E 9 such that E, #I and E, -+ I (strongly). 
Then (V - U)(E, - F) + (I/ - U)F’ strongly, so in this case 
(I’- U)F’ =O. 
In the second case, suppose 1- # I. Then ( V- U)(Z- - F) = 0, and, by 
the remarks preceding the lemma, ( V- U)(Z- I_ ) = 0. Thus, in either case, 
( I’- U) FL = 0, whenever F # 0. 
By similar reasoning near 0, we conclude that V= U. m 
Thus, there exists a unitary operator U such that 4(x* @ y) = 
U(x* 0 y) U* whenever x* 0 y E d&z 9’. Consider the isometry 4 defined 
by $(A) = U*q5(A) U. Then 6(x* 0 y) = x* 0 y whenever x* @ y E &” 9. 
Moreover, U E 9 and so, if E E 9, then J(E) = U*&E) U = VEU = 
U*UE = E, since 9 c 9’. It is not clear yet that q(M) = M for any M in 
the masa &‘, but that fact will be proved soon. For now, however, we note 
that any compact operator in dig 9 is the norm limit of sums of rank-one 
operators in the algebra, and we make 
Reduction Number Three. We assume that #(A) = A for all A E Y (the 
von Neumann algebra generated by Y), and that d(K)= K for any 
compact operator K in &$z 9. 
It should be noted at this point that we would now be done, if we knew 
that Q was weakly continuous. Compact operators are weakly dense in 
&& 9, and so weak continuity would tell us that &A) = A for all 
A E &!f 9. Unfortunately, no “weak” information is obvious from the 
“norm” fact that q5 is an isometry. 
As of Reduction Number 2, we assumed that d(M) = M for all M in the 
masa &Z. Now, in Reduction 3, we have assumed that q5 fixes every com- 
pact operator, but we seem to have lost the condition b(M) = M; now we 
know only that &A) = A for each A E V. What we want to show now is 
that nothing has been lost of the masa A; in fact, 4 can now be shown to 
fix each operator in 9. 
LEMMA 18. Let P be a projection in 9 (with P #O, I) and suppose that 
for some EE 9, we have both PlEfO and PLEA #O. Then qS(P)(P’E) =0 
and $(P)(PIEi) = 0. 
Proof. For convenience, we denote d(P) by Q. Let x and y be unit 
vectors such that 
XE PLEA and y E PIE = EP’. 
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Then x* 0 y E AZ&?? Y, and, for any complex A, 
IlQ+~(x*C3~)11~= llP+4x*O~)ll~ 
= (lP2+2 ReX((Py)*Ox)+ 1A12x*Ox/l 
= lIP+ IAl2 x*@xll (because Py = 0) 
=max(l, InI*} (because Px = 0). 
Thus, 
If we allow the operator on the left-hand side to act on x, and take the 
inner product with x, we arrive at 
IJQxll’+ 1112+2 Ref(Qx, y)<max(l, IAl’}. 
If we choose the argument of A correctly, the left side becomes greater than 
14*, which provides a contradiction, unless Qx=O. Since x was chosen 
arbitrarily in P’Ei, we have QP’E? =O, as desired. In a perfectly 
symmetrical way we show that Qy = 0, whence QP’E = 0. 1 
Now, still assuming that an E such as one described in the above lemma 
exists, we would have (QP’)E=O and (QP’)Ei =O. Since El > El, this 
is enough to show that QP’ = 0. On the other hand, the same argument 
applied to 4-l (using Lemma 12) shows that PQ’ = 0, which would suffice 
to prove that P= Q. Thus, we must show the existence of a projection 
EEZ such that P’EZO and PIE? #O. 
Suppose, on the contrary, that P# Z, 0 and that, for each EE 3, either 
PIE=0 or P’E’=O. Let F=V{EcdP: PIE=O}. Then P’F=O and, if 
Es F, it must be that PIE # 0, and consequently that PIEI- = 0. Now, it 
is well known that, in a nest algebra [6, Theorem 5.21, 
F=A {E-:EEY and E&FF)aA (E:EET and P~E.L=o}. 
Hence, F’<V{E?: EL.!? and P’E’=O}. But then P’F’=O and we 
would have PL = PLF+ PLFL = 0, contradicting the fact that P # I. 
Thus, an appropriate E must exist and we have 
PROPOSITION 19. 4(D) = D for all D E 9. 
Proof: We have proved that d(P) = P for all projections PE $3. But 
419 is an isometry of the von Neumann algebra $3 onto itself and is 
therefore a weakly continuous map on C3 [S, Theorem lo] which fixes all 
projections in ~3, and must therefore be the identity map on 9. 1 
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Not only does 4 fix diagonal operators, it fixes those that are completely 
non-diagonal. 
LEMMA 20. Suppose that A E J&+ dip and that, for some E E 9, A = 
EAEI. Then d(A) = A. 
Proof. First, if either E or El has finite rank, then A is compact, so 
g)(A) = A. So suppose that the ranks of both E and El are infinite. We note 
that if X is any operator at all, then EXE’ must lie in XZ&Z 9. 
Let UE 99(Z) be a unitary operator that maps the range of El onto the 
range of E, and vice versa. Now, if TE %?(EX), then TO 0 lies in g(2)), 
and the operator T= (TQO)U satisfies the equation T= ETEI, and thus 
TE &$z Y. By Lemma 7, the image 4(T) satisfies the same equation. Thus, 
E’#(T)U= E’E$(F) E’U=O, and also d(F) UE’= E#(T) ElUE’=O, 
since El UEI = 0. Consequently, 4(F) U has the form X@ 0. If we set 
+(T) = X, we see that $ is a linear isometric map of 9(EX) onto itself, 
and by [S, Corollary 111, is either a *-isomorphism or *-anti-isomorphism 
of &Y(E%‘). But I$ fixes compact operators; hence, so does $ and thus 
I,/I( T) = T for all T E %?(EZ). Since, for each A for which A = EAE I, there 
exists a EE ~(EY?) for which A = F, we also have #(A) = A. 
LEMMA 21. Let A E G?& 9’. Under the conditions of Reduction 3, we 
have ($(A)-A)E~. 
Proof. Let C = b(A) - A. Now for any E E 9, we have 
A= EAE+ E’AE’+ EAEl, 
and d(A) = q5(EAE) + &ElAE’) + #(EAEl). 
Since the last term equals EAE’, as we have just shown, we know that 
C=Q)(EAE)+#(ElAEl)-EAE-ElAE’ 
= Ed(EAE)E+ E%j(ElAEl)E’- EAE- EIAEI, 
by Lemma 12. Thus, we have 
ECEl=O for all E E Y. 
The adjoint of the above equation says that C* E dig 9, and hence that 
cE(de~Lqn(de~~)*=9. i 
The next lemma establishes that Reduction 3 is our final reduction, and 
completes the proof of the Main Theorem. 
LEMMA 22. Under the conditions of Reduction 3, 4 is the identity map. 
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ProoJ: As before, let &A) - A = C, so that &A) =A + C. Now CE 9, 
and the restriction of 4 to 9 is the identity map. Thus, 
4t4-4 1) = #(A I+ d(C) = A + 2C 
and so IIA+2Cll = I/A+ CII = IlAll, since 4 is an isometry. By induction we 
have I(A + nCIl = [IA I( for all integers n. This obviously requires that C = 0, 
and we are done. 1 
In closing, we note that certain results of this paper can be extended to 
wider classes of reflexive algebras. In particular, the last four lemmas can 
be replaced by a duality argument which generalizes readily. Eventually, we 
hope that a complete characterization of isometries for reflexive algebras 
with completely distributive lattices will be available. 
Note added in proof: J. Arazy and B. Sole1 have independently arrived at the same main 
theorem. 
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