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Introduction
Data Envelop Analysis (DEA) is a linear programming model and a non-parametric approach that evaluates relative technical e ciency of Decision-Making Units (DMUs) on the basis of multiple inputs and outputs by computing the ratio of weighted sum of their outputs to their inputs [1] . This technique has been used in many elds successfully with crisp values; however, in real application, there are inaccurate data similar to probabilistic, interval, ordinal, qualitative, or fuzzy data. Hence, some researchers have developed several theoretical frameworks of DEA model with data such as interval [1] . Although there are many models and techniques to solve such a problem, there is a new problem, that is, ranking the e cient DMUs with interval data. Thus, in some researches, DMUs were ranked by these ideal points [2, 3] . There are several models to rank DMUs with crisp data [4] . However, in all researches, ranking DMUs with interval data has been done using ranking approaches, such as AHP or TOPSIS or hybrid algorithm, to nd suitable weights in order to calculate crisp e ciency basis of interval inputs and outputs. Therefore, a new approach was conducted using data mining techniques, similar to clustering, to obtain these weights as a new model. Jahanshahloo et al. [5] focused on ranking DMUs using ideal points (ideal points are obtained by improving lower bounds of DMUs) by formulating the interval DEA model in order to achieve an e ciency interval including evaluations from both the optimistic and the pessimistic viewpoints. Wu et al. [3] presented a method for ranking the performance of DMUs, named cross-e ciency method, with interval data in the DEA model to calculate the interval of cross-e ciency values based on TOPSIS method. Akbarian [6] introduced a method for ranking all extreme and non-extreme DEAe cient DMUs based on the cross-e ciency and Analytic Hierarchy Process (AHP) methods. Jahanshahloo et al. [5] proposed a cross-e ciency model based on super-e ciency for ranking units through the TOPSIS approach. The proposed method was extended to interval data. One of the main drawbacks of the cross-e ciency method is that di erent optimal weights associated with the e ciency score of a given DMU may exist. In their work, a super-e ciency model was presented to overcome this problem.
The aim of this paper is to combine clustering method with AHP (Analytic Hierarchy Process) using Sexton method, which is considered to be the novelty of this work. The rest of this paper is structured as follows. In Section 2, an overview of the research techniques includes DEA model, interval DEA model, cross-e ciency matrix, and cluster analysis, to be discussed. In Section 3, a multi-step algorithm is introduced to compute the weights of the combination of lower and upper bound e ciencies of DMUs. Therefore, crisp e ciency, instead of the interval e ciency, is obtained. In Section 4, a case study about e ciency evaluation of a commercial bank branch in Iran is implemented to illustrate and validate the proposed method. Finally, the conclusion section is given at the end of the paper.
2. Overview of the research techniques 2.1. DEA models It is assumed that there are n DMUs to evaluate and index by j = 1; 2; ; n; each DMU is assumed to produce di erent s outputs from di erent m inputs. Let the observed input and output vectors of DMU j be X j = (x 1j ; x 2j ; ; x mj ) and Y j = (y 1j ; y 2j ; ; y mj ), respectively, where all components of vectors X j and Y j for all DMUs are non-negative, and each DMU has at least one strictly positive input and output. v i (i = 1; ; m) is the input weight of x vectors. y r (r = 1; ; s) is the output weight of y vectors. Weights of v i and y r are positive. In the previous section, DEA technique was de ned completely. In this part, existing models are described in relation to DEA. There are three commonly orientations for DEA model, which can be formulated as follows:
1. Model 1 is an input-oriented CCR model related to the minimizing level of the inputs in order to achieve a given level of the outputs. Therefore, the further the value of gets from unity, the more ideal the condition of the problem will be: (1) 2. Model 2 is an output-oriented CCR model concerned with the maximizing level of the outputs per given level of the inputs. Hence, the further the value of gets from unity, the more ideal the condition of the problem will be [7] [8] [9] : (2) 3. Base-oriented model, unlike the others, pertains to the optimal combination of the inputs and outputs. Consequently, this model has control over inputs as well as outputs, concluding the e ciency of input utilization and e ciency of output production [8] .
Interval DEA models
Entani and Tanaka [10] already proposed the interval DEA model to obtain the e ciency interval. The e ciency interval is represented by its upper and lower bounds. Instead of exact data, models with interval data will be applied in order to rank DMUs. Input-oriented model with interval data for upper and lower bound e ciencies is formulated, respectively, as follows:
Upper bound e ciency: 
The purpose of Models 3 and 4 is to raise the maximum e ciency in the interval state. Input and output vectors are individually considered as interval and Upper (U) and Lower (L) bounds. Two states are considered for each of input and output vectors: In the rst state, the input value is minimum and maximum such that X ij 2 [x L ij ; x U ij ]. In the second state, the output value is minimum and maximum such that Y rj 2 [y L rj ; y U rj ]. The purpose of Model 3 is to nd the best condition of unit under assessment, DMU p , which includes x ij(p) and y rj(p) vectors. In this model, the goal is to nd an increase in outputs and a decrease in inputs for the unit under assessment. On the contrary, for other units (j 6 = p), the purpose is to nd the worst condition, implying a decrease in outputs and an increase in inputs. In Model 4 (lower bound, L ), the objective is nding the worst condition for DMU p which consists of x ij(p) and y rj(p) . In this model, the target is to nd a decrease in outputs and an increase in inputs for the unit under assessment. Contrarily, for other units (j 6 = p), the purpose is to nd the best condition, implying a mean increase in outputs and a decrease in inputs.
Cross-e ciency matrix
Sexton et al. [11] introduced the cross-e ciency matrix in 1986. This approach aids us in evaluating e ciency of one DMU considering the optimal input and output weights of another DMU [9] . Matrix element, ij , of the Cross-E ciency Matrix (CEM) in the ith column and the jth row of CEM represents the e ciency of DMU i when evaluated with the optimal weights of DMU j , according to the following relationship:
It is expected that`good' DMU has several high values in its row.
Cluster analysis
Clustering is a popular data mining approach that deals with the separation of a set of objects from a useful set of mutually exclusive clusters in order that the similarity between the observations from the di erent clusters (i.e., subset) is low, whereas the similarity between the observations within each cluster is high [8] . Unlike decision trees which assign a class to an instance (supervised method), clustering procedures are applied when instances are divided into natural groups (unsupervised method). There are di erent ways of producing these clusters. The groups may be exclusive, that is, any instance belongs to only one group: 1. Probabilistic or fuzzy, i.e., an instance belongs to each group to a certain degree or probability (membership value); 2. Hierarchical group: There is a crude division of instances into groups at the top level, and each of these groups is re ned further up to individual instances [12] . In other literature, the overview of the two general approaches to clustering was provided: hierarchical clustering and partitional clustering (e.g., k-means, k-median). The hierarchical clustering could make clusters by one of the two methods: agglomerative or divisive. An agglomerative method assumes that each data point is its own cluster and, with each step of the clustering process, these clusters are combined to form larger clusters, which are eventually combined to form a single cluster [13] . A divisive method of the hierarchical clustering, on the contrary, commences with the single cluster including all data points within the sample and proceeds to divide it into the smaller dissimilar clusters. Unlike hierarchical clustering, kmeans clustering requires the number of resulting cluster, k, to be speci ed prior to analysis. Thus, kmeans clustering will produce di erent k clusters of the greatest possible distinction [8] .
Methodology
In this section, a multi-step algorithm is introduced to compute the weights of the combination of lower and upper bound e ciencies of DMUs so that the crisp e ciency can be obtained rather than the interval e ciency.
In the proposed algorithm, there are ve stages as follows:
1. Evaluating e ciency of DMUs: The DMU's performance is measured using DEA ( L ; U ) based on Eqs. (3) and (4). It is underlined that inputoriented model was applied, because, in the conducted research by Samoilenko et al. (2008) [13] , the most natural grouping of DMUs was provided by the results of that model using a Constant Return to Scale (CRS) criterion (i.e., CCR model); 2. Applying the cross-e ciency matrix: The e cient DMUs are prioritized according to CEF and Eq. (5).
The matrices are implemented as in Tables 1 and 2. 3. Cluster analysis of upper and lower bounds: The DMUs are clustered using the k-mean approach (indicators including outputs and inputs as the attributes): a. Clustering of DMUs with lower e ciency is done according to the data points of Table 3 ; b. Clustering of DMUs with upper e ciency is applied by the data points of Table 4 . 4. Obtaining the score for each cluster: The average relative e ciency of some clusters identi ed in the Table 1 . CEM for the lower e ciency of the DMU. Table 3 . Clustering with lower e ciency. Indicators Attributes As a result, the nal crisp e ciency of each DMU is calculated by computing Weighted Average (W.A.) of ( P n j=1 L 1j )=n and ( P n j=1 U 1j )=n. Therefore, more W.A. indicates more ranks for each DMU. The proposed algorithm is shown in Figure 1 [14] .
Numeric example and results

Data
The numerical example is taken into account, and this approach is applied to the selected commercial bank branch in Iran, used as interval data in the conducted research by Jahanshahloo and Hosseinzadeh Lot in 2009 [15] (reference of data). Each branch utilizes three inputs to generate ve outputs, and there are 20 branches. The three inputs are payable interest, personnel, and non-performing loans. The ve outputs of the bank include the total sum of four main deposits, other deposits, granted loans, received interest, and fee.
Implementation, results, and discussion
First, the cluster analysis is applied to the whole data including 20 bank branches. For this purpose, the k-means approach is employed according to the introduced approach of the conducted research by Samoilenko et al. in 2008 [13] ; hence, they de ned K max and Outlier as parameters, and then K max clusters was generated. Following the examination of the segmentation with K clusters, they were able to show that the current segmentation with K clusters does not provide the natural grouping of DMUs; if K > 1, there is at least one cluster that includes less than Outlier percentage of DMUs. Therefore, by decreasing the number of clusters, the previous examination is repeated in order to evaluate a new segmentation. Otherwise, they could access the best segmentation with K clusters. It should be noted that Outlier is an index to identify natural clustering. Moreover, a silhouette index introduced by Peter J. Rousseeuw in 1987 is considered so as to nd natural and quali ed clustering. Average silhouette width is inside the interval [ 1; 1] so that the value close to 1 indicates natural grouping and that close to 1 indicates incorrect clustering.
Parameters K max and Outlier are set to 5 and 10%; thus, with the average silhouette more than 0.5, we could come up with two solutions that disaggregate upper data and lower data into two and three clusters, respectively. Results of clustering are shown in Table 5 .
As discussed in the steps of algorithm, CCR (constant return to scale) and input-oriented models are applied in order to measure the relative e ciency of DMUs with interval data. Details are shown in Table 6 .
In addition, the average relative e ciencies of the two and three identi ed clusters of upper and lower data are calculated separately, and the results are shown in Table 7 . Table 6 . In this stage, a numerical scale is approximated considering the given score of each cluster (Tables 8  and 9 ). Therefore, the relative importance or the weight of each DMU for upper and lower e ciencies is obtained (Table 10) .
Finally, the crisp e ciency of each DMU is com- puted using the obtained relative weight and score concerning to upper and lower data in interval data (Table 11 ). The ranking process is implemented for the following parts separately:
1. DMU with the interval e ciency ( L = 1, U = 1); 2. DMU with the interval semi-e ciency ( L < 1, U = 1) or ( L = 1, U < 1);
3. DMU with the interval ine ciency ( L < 1, U < 1).
It is noted that the e cient value of DMUs is set according to results of the cross-e ciency matrix.
Conclusion
This paper studied the ranking methodology of DMUs with the interval data. There are several approaches to prioritizing DMUs using the combination of DEA and ranking techniques such as AHP or TOPSIS. In contrast, Data Mining (DM) techniques were applied, similar to cluster analysis, in order to investigate partitional data (DMUs) based on their attributes. Assigning the relative weights to DMUs with interval data (lower and upper) helped compute the weighted average of lower and upper data; however, the approximation of weights and suitable methodology to obtain these is an important problem. Therefore, clustering as a DM approach has the ability to explore appropriate relative importance for all DMUs that are similar to each other. On the other hand, the e ciency of DMUs was evaluated by applying DEA and was ranked using the CEM approach. The proposed 
