Given a symplectic surface (Σ, ω) of genus g ≥ 4, we show that the free group with two generators embeds into every asymptotic cone of (Ham(Σ, ω), dH), where dH is the Hofer metric. The result stabilizes to products with symplectically aspherical manifolds.
Introduction and statement of results
This paper combines ideas from geometric group theory and symplectic topology. Our goal is to study the coarse geometry of the group of Hamiltonian diffeomorphisms of a symplectic manifold, equipped with the Hofer norm. When the manifold is a symplectic surface of genus g ≥ 4, we show, using Hamiltonian Floer theory, that any asymptotic cone of this group contains a free subgroup with 2 generators. The same holds for a product of such a surface with a symplectically aspherical manifold.
The asymptotic cone
Given a metric space (X, d) with a chosen base point x 0 ∈ X, its asymptotic cone is a rescaling limit which informally results from looking at X from points further and further away from the basepoint. More precisely, given a non-principal ultrafilter U on N, we construct the asymptotic cone Cone U (X, d) as follows. The elements of Cone U (X, d) consist of equivalence classes of sequences (x j ) j∈N of points x j ∈ X such that the sequence of real numbers d(x 0 , x j )/j is bounded, where we identify (x j ) j∈N ∼ (y j ) j∈N whenever lim U d(x j , y j )/j = 0 The asymptotic cone is a metric space, with the metric given by the ultralimit d U ([(x j ) j∈N ], [(y j ) j∈N ]) = lim U d(x j , y j )/j. For example, Cone U (R n ) = Cone U (Z n ) = R n for every U, whereas Cone U (H) is a tree where every vertex has an uncountable degree.
Let G be a group equipped with a bi-invariant metric d, so that d(gh, g h) = d(g, g ) = d(hg, hg ) for all g, g , h ∈ G. It is easy to check that the asymptotic cone Cone U (G, d) is also a group, where the group operation is multiplication in each coordinate (see [CZ11, Proposition 3.3] ). Note that for this operation to be well defined it is crucial for the metric to be bi-invariant. The asymptotic cone construction was introduced by Gromov and is nowadays a standard object in geometric group theory, see for example [Gro93] and [CZ11] .
In this paper we consider the asymptotic cone in the context of symplectic geometry.
1 H : M → M of flows as above. The group Ham(M, ω) is equipped with a geometrically meaningful bi-invariant metric introduced by Hofer. The resulting metric group is an important object of study in symplectic geometry. For φ ∈ Ham(M, ω), we define the Hofer norm
where the infimum ranges over all functions H ∈ C ∞ (S 1 × M ) such that ϕ 1 H = φ. The Hofer norm was introduced by Hofer in [Hof90] , where it was proven to be non-degenerate for M = R 2n . Later, the non-degeneracy was generalized to all symplectic manifolds (see [Vit92] , [Pol93] , [LM95] ). From this norm we obtain a non-degenerate metric d H (φ, ψ) = φ • ψ −1 H , called the Hofer metric. The bi-invariance of the Hofer metric follows from the conjugation invariance of the Hofer norm.
Main results
The main result of this paper is the following theorem. Let F 2 = F V, H denote the (non abelian) free group on two letters. Theorem 1.1. Let (Σ, ω Σ ) be a closed symplectic surface of genus g ≥ 4 and let (M, ω M ) be a closed symplectically aspherical manifold. Then, for any nonprincipal ultrafilter U on N, there exists a monomorphism F 2 → Cone U (Ham(Σ× M ), d H ).
In the literature there are results related to abelian embeddings into Ham. See for example [Py08] and [Ush13] . As far as we know, our theorem is the first one considering non-abelian embeddings. To prove our result, we construct a sequence of homomorphisms Φ k : F 2 → Ham(Σ × M ) such that for any nontrivial word w ∈ F 2 we have Φ k (w) H → ∞ as k → ∞, with asymptotic growth linear in k. This allows us to construct the embedding Φ :
This map is clearly a group homomorphism. Injectivity follows from the above asymptotics. Indeed, for any nontrivial word w ∈ F 2 the linear growth of the Hofer norm implies that
Below, we will make extensive use of the following definition:
Definition 1.2. We will say that a word w ∈ F V, H is long if it is not conjugate to a power of V or H.
The induced norm on F V, H
We now discuss the geometry of the embedding Φ :
Consider the induced conjugation invariant norm c U ,Φ on F 2 obtained by pulling back the conjugation invariant norm on Cone U (Ham(Σ × M ), d H ) by the homomorphism Φ. Theorem 1.1 exhibits a major difference between the Hofer norm and the commutator length (and its induced norm) on the group of Hamiltonian diffeomorphisms, and boils down to the fact that c U ,Φ is indeed a norm, i.e c U ,Φ (w) > 0 for any nontrivial word w ∈ F 2 .
Banyaga proved [Ban97] that Ham(Σ × M ) is a simple group -hence its commutator subgroup equals the entire group. We can therefore define for any Hamiltonian diffeomorphism φ its commutator length CL(φ) as the smallest non negative integer k such that one can write
For a non-principal ultrafilter U, consider Cone U (Ham(Σ × M ), d CL ), the asymptotic cone with respect to the metric
as desired. This is in sharp contrast with the extremely non-abelian nature of
, exhibited by the fact that it contains a homomorphic embedding of F 2 .
For a long word w ∈ F V, H , define the quantity τ (w) as follows. Choose a word of the form H Mr V Nr · · · H M1 V N1 in the conjugacy class of w, with exponents N j , M j = 0 for all j = 1, . . . , r. Such a word is unique up to cyclic permutations (see Subsection 4.2). Set
Note that τ (w) > 0 for any long word.
Theorem 1.4. For the monomorphism Φ :
considered above, there exists a constant A > 0 such that for every non-principal ultrafilter U on N and for every long word w ∈ F 2 we have
This difference between the Hofer norm and the commutator length was already apparent in Khanevsky's work [Kha14] on simple commutators with arbitrarily large Hofer norm.
Earlier results
To prove the theorems stated above, we study the dynamics of Hamiltonian egg-beater maps, generalizing a construction of Polterovich and Shelukhin [PS14] . They work on a symplectic surface (Σ, ω) of genus g ≥ 4. One of the main results of their paper can be reformulated as follows:
For the specific word w = HV ∈ F 2 V, H one has Φ k (w) H → ∞ as k → ∞, where Φ k is the sequence of homomorphisms under consideration. In fact, Polterovich and Shelukhin prove a stronger result using refined invariants involving persistent homology and equivariance, which survives stabilization by a closed symplectically aspherical manifold.
Relation to other semi-norms
Let us consider two conjugation invariant norms that bound c U ,Φ from above. The first one is c(w) = lim sup
Another natural conjugation invariant norm on F 2 is word length with respect to the smallest conjugation-invariant set of generators containing V, H, V −1 and H −1 . Explicitly, if w ∈ F 2 = F V, H , set |||w||| to be the smallest non negative integer k such that one can write
where h j ∈ F V, H is any word and g j ∈ {V, H, V −1 , H −1 }. It is obvious that c U ,Φ (w) ≤ c(w) ≤ B|||w||| for some constant B > 0. Indeed, one can check that any conjugation invariant norm on F 2 is bounded from above by a constant times ||| · |||. Observe also that a word w is long if and only if |||w||| > 1.
The following observation was communicated to us by M. Khanevsky:
Consider the semi-norm η on F V, H which on a word
takes the value
This is the pullback of the l 1 norm on Z 2 by the abelianization homomorphism
One can use the energy-capacity inequality (see for example [Ush10] or [LM95] ) on the universal cover of the surface to prove that there exists a constant D > 0 such that c U ,Φ (w) ≥ D η(w) for all words w ∈ F V, H . For words such that η(w) > 0 the linear growth Φ k (w) H → ∞ as k → ∞ follows easily from this observation. Additionally, the inequality c U ,Φ ≥ Dη implies that the norms c U ,Φ are stably unbounded. Note, however, that this approach for proving linear growth of the Hofer norm fails whenever η(w) = 0, such as words in the commutator subgroup.
Idea of the proof
The construction of the homomorphism Φ k : F V, H → Ham(Σ × M ) is a modification of the construction of Hamiltonian egg-beater maps (see [PS14] , [FO92] ). Since the proof of the main theorem follows immediately from the proof for the case of a surface (Σ, ω) (i.e., when M is a point), let us explain the construction for this case. We construct two Hamiltonian diffeomorphisms of (Σ, ω), f V and f H , which are symplectic shear maps around two annuli C V , C H ⊂ Σ intersecting each other twice. We define Φ k by mapping V → f k V and H → f k H . For a long word w, we use a theorem of Usher [Ush13] , stating that the boundary depth of the Floer barcode is a lower bound for the Hofer norm. By a careful study of the dynamics of the Hamiltonian diffeomorphism Φ k (w), we can extract enough information about its filtered Floer complex to bound the boundary depth by an action gap from below and hence by Usher's theorem we get a lower bound for the Hofer norm of Φ k (w). Furthermore, the action gap is shown to be proportional to k, hence proving the linear growth of Φ k (w) H as k → ∞. For words conjugate to powers of H or V (which is the easy case), we give a proof using Floer homological spectral invariants.
The outline of the paper is the following: In Section 2 we set the stage, construct the egg-beater maps, state precisely the linear growth of the Hofer norm and derive Theorems 1.1 and 1.4. In Section 3 we give a brief recap of Floer theory. In Section 4 we carry out the computation of the fixed points of the egg-beater maps. Finally, in Section 5 we calculate the necessary Floer data to obtain the asymptotic bounds on the boundary depth.
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2 The Egg-beater map
Setup
We begin by describing the local model in which we will be working. Let L > 4 and take two copies C H and C V of the annulus C 0 = [−1, 1] × R/LZ (equipped with coordinates (x, [y]) and symplectic form dx ∧ dy). The squares
We define (C, ω 0 ) to be the symplectic surface with boundary obtained by gluing together C H and C V (see figure 1) via the symplectomorphism V H 0,1 : S V,0 S V,1 → S H,0 S H,1 given by
We consider symplectic embeddings (C, ω 0 ) → (Σ, ω), where (Σ, ω) is a symplectic surface, such that the induced maps π 0 (LC) → π 0 (LΣ) and π 1 (C) → π 1 (Σ) are injective and such that each component of ∂C separates Σ. Here and below we denote LX = C 0 (S 1 , X), the free loop space of a space X. For example, embed C symplectically into a large ball in (R 2 , dx ∧ dy), then embed the ball into (S 2 , ω) for some area form ω and finally attach a 1−handle to each of the four components of S 2 \ C to obtain a surface Σ of genus g = 4 with the required
The gluing of C H and C V embedding C → Σ. Up to some rescaling, this idea can be used to symplectically embed the region C into any surface (Σ, ω) of genus g ≥ 4. In Sections 4 and 5 below we will exploit the piecewise-linear nature of f 0 to study its dynamics explicitly. However, at the end of the day we wish to extract consequences about Hamiltonian diffeomorphisms. Therefore we will also consider C 0 −close smoothings f δ : C 0 → C 0 of f 0 as follows.
The shear map
Replace u 0 by a C 0 −close smoothing u δ ∈ C ∞ ([−1, 1], R) supported in (−1, 1) with the following properties (see figure 3) . 
The above conditions on u δ will help us show that the relevant dynamics of f t δ can be extracted from the dynamics of f t 0 for δ > 0 sufficiently small.
The egg-beater homomorphism
The Hamiltonian flows f t δ determine two Hamiltonian flows f t H,δ and f t V,δ of C, by shearing either the annulus C H ⊂ C or the annulus C V ⊂ C. We can extend these to the identity outside Σ to obtain Hamiltonian diffeomorphisms f t V,δ and f t H,δ of Σ. Note that indeed they are time-one maps of autonomous Hamiltonian flows since each component of ∂C separates Σ and hence the functions h H,δ and h V,δ inducing the flows can be extended to Σ by constants in a consistent way. Consider the sequence of homomorphisms
The image of a general word
In Section 5 we prove the following fact, from which Theorem 1.1 follows.
Theorem 2.1. Let w ∈ F V, H be any nontrivial word. Then there exist constants C = C(w) > 0 and k 0 = k 0 (w) such that
Remark 2.2. We shall see in the course of the proof of Theorem 2.1 that for a long word w, the constant C(w) is proportional to the quantity τ (w) defined in Section 1. Hence Theorem 1.4 also follows.
3 Preliminaries on Floer theory
Floer theory in a general class
Let (M, ω) be a symplectically aspherical closed manifold. Pick a free homotopy class α in π 0 (LM ), and denote by L α M the path-component of LM containing α. We call M α-atoroidal if for any loop ρ in L α M , where ρ is considered as a map from T 2 to M , we have
where c 1 denotes the first Chern class of (M, ω). Let H : S 1 × M → R be a smooth function. We use the convention that the corresponding Hamiltonian vector field X H is defined by the equation
We denote by x 0 = x(0) the corresponding fixed point of the time-one flow ϕ 1 H , where S 1 = R/Z. Suppose that M is α-atoroidal, and let P α (H) denote the set of 1-periodic orbits x(t) of H in the class α. Assuming that H is α-non-degenerate (i.e. that for each solution x(t) ∈ P α (H) the linearization of the time-one flow Dφ 1 H (x) : T x0 M → T x0 M does not have 1 as an eigenvalue), the set P α (H) is finite. As a vector space over Z/2Z, the Floer chain complex CF * (H) α associated with H and α is generated by the elements of P α (H).
Fix a choice of representative η α ∈ α and a trivialization of the symplectic bundle η * α T M . The grading on CF * (H) α is given by the Conley-Zehnder index relative to these choices, which is well defined by virtue of M being α-atoroidal. We choose the convention such that for C 2 −small Hamiltonians the Conley-Zehnder index agrees with the Morse index. The reader interested in further details can consult [PS14] . The differential on CF * (H) α is given by counting solutions u = u(s, t) : R × S 1 → M to the Floer equation
where J is a generic, time-dependent, 1−periodic, ω-compatible almost complex structure.
To be more precise, let x(t) and y(t) be two periodic orbits of index k and k − 1, respectively and let n(x, y) be the number (mod 2) of solutions u of (2) connecting x to y. It is well known that the number of solutions (up to a reparametrization in the s factor) is finite, so that n(x, y) is well-defined. The boundary operator for our chain complex is defined as
n(x, y)y.
It well known that for a generic ω−compatible almost complex structure J, we have ∂ H,α • ∂ H,α = 0 so that CF * (H) α is indeed a chain complex and its homology (denoted by HF * (M ) α and referred to as the total Floer homology) is an invariant of the manifold (M, ω) and the class α. In particular, HF * (M ) α is independent of the Hamiltonian function H. The following fact is then immediate by considering a small perturbation of the (degenerate) Hamiltonian H = 0.
Proposition 3.1. Let α be any non-contractible class, and assume (M, ω) is α-atoroidal. Then we have HF * (M ) α = 0.
A filtration for the chain complex is given by the action functional A H from LM to R. Define the action of a periodic orbit x ∈ P α (H) by
is a homotopy from the fixed representative η α ∈ α to x. Just as with the Conley-Zehnder index, A H (x) is well-defined by virtue of (M, ω) being α−atoroidal. Observe that a curve x : S 1 → M is an element of P α (M ) if and only if it is a critical point of A H .
One can extend the action functional to the whole CF * (H) α by setting
This allows us to define the filtration
The guiding principle is that, although the total Floer homology in a non-contractible class vanishes, the filtered Floer homology does not. Hence, geometric information can be extracted by studying the filtered Floer complex. For a more detailed discussion the interested reader can consult [PS14] .
Boundary depth
Given a class α ∈ π 0 (LM ) and an α-non-degenerate Hamiltonian H, M. Usher defined in [Ush11] a quantity called the boundary depth, denoted by β α (H), in terms of the associated filtered Floer chain complex. The boundary depth can be defined (see [Ush14, page 50]) as the maximal action difference between any boundary in CF * (H) α and its primitive of lowest action, that is
In the same paper, Usher shows that the quantity β α (H) is independent the auxiliary data of the complex (such as the choice of generic almost complex structure J). Moreover, he proves the following properties of the boundary depth:
1. Given two Hamiltonians H and H generating the same time-one flow, we have β α (H) = β α (H ). Therefore, we may define unambiguously β α (φ) for φ ∈ Ham(M, ω).
For any Hamiltonian diffeomorphism
3. Given two symplectic manifold (M, ω M ) and (N, ω N ), and denoting by α 0 ∈ π 0 (LN ) the trivial class, we have
Proofs of these properties can be found in [Ush13] . Item 2 is an obvious consequence of Corollary 1.5, which proves the same bound for the supremum of β α (φ) over all loop-classes α. Finally, item 3 follows from Theorem 8.5(b) (using the standard fact that the Hamiltonian Floer homology of any Hamiltonian diffeomorphism in the class α 0 is non-zero).
Spectral invariants in Floer homology
Here we simply recall some properties of spectral invariants in Hamiltonian Floer homology (see [Oh05; Sch00]) in our setting. Suppose that (N, Ω) is a closed, symplectically aspherical manifold. Then we have well defined invariants c(a, φ) for 0 = a ∈ H * (N ) and φ ∈ Ham(N ), which are 1-Lipschitz in the Hofer metric and satisfy the spectrality property c(a, φ) ∈ spec(φ) for any φ ∈ Ham(N ), where spec(φ) is the action spectrum of φ. Of special use to use will be the invariants
They satisfy the following non-degeneracy property:
Proofs of these properties, as well as further details, can be found in [Sch00] .
Fixed points of egg-beater maps
In this section we find all the fixed points of the egg-beater map in certain carefully chosen free homotopy classes. Throughout this section, we work on a symplectic surface (Σ, ω) of genus g ≥ 4 (that is, assume that M is a point).
Words and homotopy classes
Recall from Section 2 that our local model C ⊂ Σ was obtained by gluing two annuli C H and C V along the symplectomorphisms
By assumption the maps π 1 (C) → π 1 (Σ) and π 0 (LC) → π 0 (LΣ) are injective. This will allow us to carry out our topological analysis in the local model C instead of in the surface Σ without losing any information. By abusing notation, we will go back and forth between C and Σ whenever this is convenient. Let A ⊂ C be the region corresponding to the squares S V,0 , S H,0 and let B ⊂ C be the region corresponding to the squares S V,1 , S H,1 . Denote by γ 1 , γ 2 , γ 3 , γ 4 the paths in C (see figure 4) given by
Consider the concatenations γ a = γ 1 #γ 2 , γ b = γ 3 #γ 4 and γ c = γ 3 #γ 2 . These are loops in C based at (0, [0]) ∈ A. Denote by a, b, c the corresponding homotopy classes in π 1 (C, A). Here and below we use the contractible region A as our basepoint for the fundamental group.
Figure 4: The paths γ i
By contracting C onto a graph we see that π 1 (C, A) is isomorphic to F a, b, c . Recall that the natural map π 1 (C, A) → π 0 (LC) is surjective and establishes a bijection between conjugacy classes in π 1 (C, A) and elements of π 0 (LC). Informally, we write π 0 (LC) ∼ π 1 (C, A)/conj. Therefore we will think of homotopy classes based in A as words in a, b, c and free homotopy classes as words in a, b, c modulo conjugation.
We call a reduced word w ∈ F 2 V, H balanced if it has the form
with r ≥ 1 and N j = 0, M j = 0 for all 1 ≤ j ≤ r. Observe that any word in F V, H which is long in the sense of Definition 1.2 is conjugate to a balanced word. By the conjugation invariance of the Hofer norm this implies that we may assume that any long word is balanced.
Recall that a word in a free group is called cyclically reduced if all of its cyclic permutations are reduced, or equivalently, if it is reduced and does not begin and end with a letter and its inverse. It is well-known (see e.g. [Coh89] ) that conjugacy classes in a free group are classified by cyclically reduced words, up to cyclic permutations.
For the remainder of Section 4 and throughout Section 5 we fix a balanced word w ∈ F V, H as above.
Definition 4.1. We call a based homotopy class α ∈ π 1 (C, A)
F a, b, c, compatible with w if it is a cyclically reduced word of the form
where sign(m j ) = sign(M j ) and sign(n j ) = sign(N j ) for all 1 ≤ j ≤ r. We call a free homotopy class α ∈ π 0 (LC) F a, b, c, /conj compatible with w if it admits some representative α as above compatible with w.
Calculation of the fixed points
Recall our egg-beater homomorphisms Φ k defined in Section 2.3. To study the Floer complex of Φ k (w) in a compatible free homotopy class α, we first need to find all the fixed points of Φ k (w) in the class α. We will achieve this by finding the fixed points of a piecewise-linear version φ = φ k,w of Φ k (w) instead. Later we will prove that for k large φ and Φ k (w) have precisely the same fixed points. Explicitly, let f V = f V,0 and f H = f H,0 be the piecewise-linear egg beater maps about C V and C H . We define
Observe that Φ k (w) is a smoothing of φ. We will study the dynamics of the following explicit piecewise-linear Hamiltonian isotopy φ t = φ t k,w generating φ = φ k,w , where the pound sign means concatenation of isotopies.
Our goal is to find fixed points of φ in a fixed compatible free homotopy class α, to be specified later. That is, we seek solutions to the following system of equations.
[{φ
We begin by translating equation (10) from π 0 (LC) to π 1 (C, A). Given a fixed point z, we call the paths Proof. Let z ∈ C be a fixed point of φ such that [{φ 
Thus we express the class [φ t (z)] ∈ π 0 (LC) as the conjugacy class of the product l 0 · · · l 2r−1 ∈ π 1 (C, A), where we have
for some n j , m j ∈ Z, and ε j , ν j ∈ {0, 1}. Note the following observations:
· n j = 0 implies sign(n j ) = sign(N j ).
· m j = 0 implies sign(m j ) = sign(M j ).
· z 2j−1 ∈ B if and only if ε j = 0.
· z 2j ∈ B if and only if ν j = 0.
By hypothesis, [{φ t (z)}] π0(LC) is compatible with w. Therefore the product
νr is in the same conjugacy class as some word in F a, b, c compatible with w.
Since conjugacy classes are classified by cyclically reduced words up to cyclic permutation, we must have ε j = ν j = 0 and n j , m j = 0 for all j. The above observations imply that z j ∈ C H ∩ C V and z j / ∈ B, hence z j ∈ A for all j.
is compatible with w. This completes the proof.
Let α = a n1 b m1 · · · a nr b mr be any given representative of a compatible class α ∈ π 0 (L). Suppose that [{φ t (z)}] π0(LC) = α. Then, the based homotopy class [{φ t (z)}] π1(C,A) must be one of the classes
It follows that equations (9) and (10) are equivalent to the following systems of equations, indexed by 0 ≤ j ≤ r − 1,
such that α j is compatible with w. Fix now an integer k ∈ Z. We define a special compatible homotopy class α(k, w) ∈ π 1 (C, A) by setting
in (7). We denote by α(k, ω) ∈ π 0 (LΣ) the free homotopy class represented by α(k, w). By the special choice of α = α(k, w), all compatible α j coincide with α(k, w). We are therefore left with solving the following system of equations.
[φ t (z)] π1(C,A) = α(k, w).
This concludes the reduction from π 0 (LC) to π 1 (C, A).
Theorem 4.3. Given a balanced word w = H
, for large enough k ∈ Z, the system of equations [(14), (15)] admits exactly 2 2r solutions. Each of the 2 2r fixed points is non-degenerate.
Our starting observation is that by Lemma 4.2, the intermediate paths have well-defined classes in π 1 (C, A), which satisfy
With this in mind, we translate the sequence of intermediate points to the universal cover [−1, 1] × R of C 0 , and after a shift we write them explicitly as points in (−1, 1) × (−1, 1). Our convention is that we write the even intermediate points in terms of the coordinates on C V , and the odd ones in terms of the coordinates on C H .
We consider, for p ∈ Z, the map
Observe that r p leaves invariant the projection (−1, 1) × R → (−1, 1) × R/LZ. Recall the map V H 0 : S 0,V → S 0,H , which we now think of as a map
We will also use its inverse V H, given by 
where ε x = sign(x). With this language, if we write z j = (x j , y j ), 0 ≤ j ≤ 2r, for the lift of the intermediate points to (−1, 1) × (−1, 1), then the fixed point equation reads (x 2r , y 2r ) = (x 0 , y 0 ), where
Restricting attention to the even intermediate points, we write, for 1 ≤ j ≤ 2r,
so that the fixed point equation becomes
(x 2r , y 2r ) = (x 0 , y 0 ).
Note that for any (x, y) ∈ (−1, 1) × (−1, 1) satisfying 
We can simplify equation (17) if we denote ε j = sign(x j ), for 0 ≤ j ≤ 2r − 1. Define additionally
After plugging in our special choices for n j and m j defined by (13), we get
We can then simplify the right hand side of (17) to:
where
Observe that det A j = 1. Moreover, we note for future reference that
With these notations, equation (18) becomes
where A = A r · A r−1 · . . . · A 1 and
We will need to know the behaviour of A for large k. For this we denote
Lemma 4.4. Denote α j = −2LN j ε 2j+2 , β j = 2LM j ε 2j+1 and for i ≤ j, γ i,j = β j α j ...β i α i . Then for any 1 ≤ i < j ≤ r one has
To be precise, in the equation above we mean that each entry of A i,j is multiplied by a different term of the form 1 + O(1/k).
The proof of Lemma 4.4 is straightforward induction. With this in hand, we can proceed with the proof of the theorem.
Proof of Theorem 4.3. We claim that, for large enough k, we can find, for each ε = (ε 0 , . . . , ε 2r−1 ) ∈ {±1} 2r a solution to equations (17), (18) such that sign(x j ) = ε j for all 0 ≤ j ≤ 2r − 1. Indeed, suppose {(x 2j , y 2j )} r−1 j=0 is a solution with sign vector ε. As noted above, equation (18) can be rewritten as (25). We claim that, for large enough k, the matrix A − 1l is nonsingular. For this we use the fact that for every 2 × 2 matrix A with det A = 1 one has det(A − 1l) = 2 − trace(A). Using this, and the asymptotic expansion for A = A r provided by Lemma 4.4, we compute
In particular, for k large enough, this determinant is non-zero, and hence equation (25) has a unique solution (x 0 , y 0 ). Given the solution (x 0 , y 0 ), we form the sequence of intermediate points {(x j , y j )} 2r−1 j=0 using (17). We claim that they satisfy the following asymptotic form as k → ∞, for all 0 ≤ j ≤ r − 1:
In these equations the index of ε j is considered modulo 2r, and the indices of µ j are ν j are considered modulo p. Postponing the proof of these asymptotics for the moment, we deduce that the sequence {(x 2j , y 2j )} satisfy (19) and (20) and conclude that the full sequence {(x j , y j )} defines lifts of intermediate points corresponding to a fixed point (x 0 , y 0 ) solving equations (14) and (15). This proves that for any ε ∈ {±1} 2r there exists a unique solution, as asserted. Next, let us show that these fixed points are all non degenerate. Indeed, as a piece-wise affine map, we have
which we have seen to be non-degenerate for large enough k.
Therefore to complete the proof of Theorem 4.3 it remains to prove the asymptotic expansion (29). We begin with proving it for j = 0. By (25),
We note that if A is a 2 × 2 matrix with det A = 1 and (A − 1l) invertible, one has (A − 1l)
. Applying this to A, we rewrite (30) using (26) as
Let us analyze each of the r summands of the right hand side of (31). We begin with the summand corresponding to v j , for 1 < j < r. It has the form
We rewrite the first term in the nominator as
Now, using (24) and (27) we see that all entries of A j−1 are O(k 2r−2 ) (recall that j ≤ r − 1) and those of A −1
. Similarly, estimating A j+1,r using (27) and v j by its definition (23) we deduce that the entries of the nominator of (32) are O(k 2r−2 ). Finally, using (28) to estimate the denominator, we deduce that this entire summand is O 1/k 2 .
Next let us turn to the summand corresponding to v 1 . We first observe that by (24), the entries of A −1
. Next, we compute the second term using (27):
Again using (28) to estimate the denominator and recalling that by definition
Finally we turn to the term corresponding to v r . First we observe that, as before, the entries of v r are O(k 2 ). Next, using (27) and (24), we compute
Finally, using as above (28) for the denominator, and recalling that by definition γ 1,r = −γ 1,r−1 4L 2 M r N r ε 2r−2 ε 2r−1 , we obtain
Combining all these terms, we get
which is the required asymptotic (29) for j = 0 (recall our cyclic index convention).
The asymptotics for other values of j are proven similarly, once we observe that any even intermediate point (x 2j , y 2j ) satisfies
This concludes the proof of the asymptotic formula (29), and thus as explained, the proof of the theorem.
Floer theory of egg-beater maps
In this section we compute part of the Floer data of our egg-beater map in our chosen free homotopy class and use it to complete the proof of our main result. Since, as noted above, the proof follows from the case of a surface, we again work on a symplectic surface (Σ, ω) of genus g ≥ 4, and return to the general case only in Subsection 5.4.
Asymptotics for the action
In this subsection we compute asymptotic formulas for the actions of the fixed points provided by Theorem 4.3. We follow the notations of the previous section: we let z( ε) be the unique fixed point of φ in the compatible class α(k, w) ∈ π 0 (LΣ) with sign vector ε, where we take k sufficiently large. As a reference loop in the free homotopy class α(k, w) = a n1 b m1 · · · a nr b mr we take the loop
The result of our computation is as follows:
Proposition 5.1. The action of the fixed point z( ε) has the following asymptotic formula as k → ∞:
Proof. Recall that we are using the Hamiltonian isotopy {φ t } defined by (8). This isotopy is a concatenation of 2r Hamiltonian isotopies of shear maps of C V and C H , and hence the action A(z( ε)) is the sum of 2r terms, each corresponding to an intermediate path. Using the asymptotics (29) we compute, for example, the first summand to be
The other summands are computed similarly.
The Conley-Zehnder index
We derive a formula expressing the Conley-Zehnder indices of the periodic orbits given by Theorem 4.3. We continue with the notation z( ε) for the fixed point corresponding to the choice of signs ε = (ε 0 , ..., ε 2r−1 ) ∈ {±1} 2r as described above. Recall that our choice of Hamiltonian isotopy generating φ = φ k,w is given by (8). Moreover, we seek fixed points in the free homotopy class α(k, w), determined by (13), and as a reference loop in this class we take the loop η α determined by (33). Finally, our choice of framing along η α is as follows:
Observe that this choice defines a smooth framing by definition of the gluing diffeomorphism. With this preparation we state the main result of this section.
Theorem 5.2. Let z( ε) be a fixed point of Φ k (w) in the class α(k, w)with associated sign vector ε. Then for large enough k one has
This formula can be explained as follows. From the definition of the isotopy (8) it is easy to see that the linearized flow is a concatenation of 2r (degenerate) paths of symplectic shear matrices. We use the definition of the Conley-Zehnder index in terms of the Robbin-Salamon index, which is defined also for degenerate paths. Our normalization is chosen so that the Conley-Zehnder index of a periodic orbit corresponding to a critical point of a C 2 -small Morse function equals the Morse index. Explicitly, the Conley-Zehnder index on a 2n-dimensional manifold is n minus the Robbin-Salamon index. The index of a path of shear matrices is an easy and well-known computation, and so the bulk of the work is relating the index of the concatenation to the indices of the concatenated paths, for which we use results from [DDP08] . We begin by recalling some old notation and introducing some new notation.
· For a fixed point z of φ, we denote by z 0 , z 1 , z 2 , . . . , z 2r−1 , z 2r the corresponding intermediate points. Note that z 0 = z = z 2r .
· For our piecewise-linear homeomorphism
With this notation, the intermediate points are
and the loop γ z (t) = φ t (z) is
Using the framing (35) we can identify the linearized flows with the following symplectic matrices.
where ε V (p) is the sign of the x-coordinate of p, viewed in V (and similarly for ε H ). To abbreviate, we denote for α, β ∈ R,
Here and below all paths of matrices appearing below are parametrized by t ∈ [0, 1]. Denote also A(α) = A 1 (α) and B(β) = B 1 (β). We note that A t (α) is conjugate to B t (α). Thus setting α j = 2LkN j ε V (z 2j−2 ), β j = 2LkM j ε H (z 2j−1 ), using (37) we identify the linearized flow with the following path of symplectic matrices:
where we set
with B 0 = 1l. Denote further
For the initial step (j = 1),
and for any j ∈ N, we have the relation
Finally, set Γ l (t) = # l j=1 {Γ j (t)}, so that the RS-index of (38) is expressible as
We note that Γ l (1) = Γ l (1). Our desired concatenation formula is the following:
Lemma 5.3. For k sufficiently large,
Lemma 5.3 is an obvious corollary of the following two lemmas.
Lemma 5.4. If k is sufficiently large, then for all 1 ≤ l ≤ r one has
Lemma 5.5. If k is sufficiently large, then for all 1 ≤ j ≤ r,
Proof of Lemma 5.4
For a symplectic matrix P with 1l − P invertible, define the Cayley transform of P to be the symmetric matrix
Here J is the standard complex structure on R 2n C n . The proof of Lemma 5.4 is an application of the following result regarding concatenating non-degenerate paths of matrices, which combines Corollary 3.5 and Lemma 3.3 from [DDP08] .
Theorem 5.6. Let {P 1 (t)} [0,1] and {P 2 (t)} [0,1] be two non-degenerate paths of symplectic matrices based at 1l. Then
Here the signature sign Q of a quadratic form Q is taken to mean the number of negative squares minus the number of positive squares appearing in a diagonal form of Q.
Proof of Lemma 5.4. Proceed by induction on l. The case l = 1 is trivial by (39). For l > 1 we have, using relation (40), Theorem 5.6 and the inductive hypothesis,
). From here, we see that our proof is finished once we show that D = 0. Recalling that
we claim that both M Ψ l+1 (1) and M Γ l (1) have the following asymptotic form as k → ∞:
We only prove this formula for M Γ l (1) , as the proof for M Ψ l+1 (1) is similar and easier. First, in order to trace the exponential growth of k, for each j ∈ N, we will introduce a j and b j such that
and
By explicit computation, we have the following asymptotic expansion for Γ l (1), where we set c l := (−1) l b l a l ...b 1 a 1 for brevity:
Indeed, this is simply Lemma 4.4 (for the case i = 1, j = r) in different notation.
To be precise, in (45) we mean that each entry of Γ l (1) is multiplied by a different term of the form 1 + O(1/k). Using this asymptotic formula (and the fact that det Γ l (1) = 1, as it is a product of shear matrices), one readily computes that
As noted above, an identical argument shows that M Ψ l+1 (1) has this same asymptotic form, giving us
In particular, for k 1 we get det Q < 0, and so its eigenvalues have opposite signs. We deduce that sign Q = 0, and our proof is complete.
Proof of Lemma 5.5
The proof of Lemma 5.5 is an application of another theorem regarding concatenation, which applies this time to degenerate paths. Before stating this theorem, however, we must introduce yet more notation. (cf. Section 2.4 in [DDP08] ). For a fixed element ψ ∈ Sp(2), define
Now fixing an element ψ ∈ Sp 1 l (2) =: Sp 0 (2), we can define an operator on Sp ψ (2) by
For our purposes, we choose ψ to be the matrix
which is easily verified to be in Sp 0 (2). For our ψ, A(α j ) is in Sp ψ (2) for any j ∈ N when k is sufficiently large. Indeed, we have
of determinant 2 − ka j , which is clearly non-zero for k 1. Similarly, B(β j ) is in Sp ψ (2). With these further notations established, we may now state the aforementioned theorem, which combines Corollary 3.7 and Lemma 3.3 from [DDP08] .
Theorem 5.7. Let {P 1 (t)} [0,1] and {P 2 (t)} [0,1] be two paths of symplectic matrices based at 1l. If P 1 (1) and P 2 (1) are in Sp ψ (2), then
We recall that the signature sign M of M is the number of negative squares minus the number of positive squares.
Proof of Lemma 5.5. Start by setting
Then by Theorem 5.7, Lemma 5.5 follows if we can show that our Z is zero. By definition (46), we have (for sufficiently large k)
From here, it is easy to compute, for large enough k, 
Completing the computation
With Lemma 5.3 in hand, we have only to compute the Robbin-Salamon indices of the paths {A t (α j )}, {B t (β j )}. For this we quote [Gut14, p. 4.1.1], which computes for α j = 0,
which, in conjunction with the conjugation invariance of i RS , gives also
Combining this calculation with Theorem 5.3 and the definitions of α j and β j we obtain
Noting that ε V (z 2j ) = ε 2j and ε H (z 2j−1 ) = ε 2j−1 , we get finally:
This completes the proof of Theorem 5.2.
Floer data of the smooth egg-beater map
Up until this point, we have computed the Floer data for the non-smooth homeomorphism φ = φ k,w . In this section we compute the Floer data for the actual smoothed Hamiltonian diffeomorphism Φ k (w). For this section only, we denote by Φ k,δ :
Thus the egg beater homomorphism Φ k defined in section 2.3 is simply Φ k,1/k , and the non-smooth homeomorphism φ is just Φ k,0 (w). For our fixed balanced word w ∈ F 2 V, H , denote by H δ the Hamiltonian generating Φ k,δ (w) obtained by concatenating the δ-smoothed autonomous Hamiltonians.
Proposition 5.8. There exist δ 0 = δ 0 (w) and k 0 = k 0 (w) such that for 0 < δ < δ 0 and k > k 0 the fixed points of the smooth Hamiltonian diffeomorphism Φ k,δ (w) in the class α(k, w) coincide precisely with those of the homeomorphism Φ k,0 (w).
To begin with the proof of Proposition 5.8, we show that the asymptotic form we've proven for the fixed points can be easily shown to hold for any fixed points of a small enough smoothing.
Lemma 5.9. For small enough δ > 0, for any fixed point z of Φ k,δ (w) in the class α(k, w) its intermediate points satisfy the asymptotics (29). Moreover, for large enough k ∈ N, for every t we have H δ (t, ·) = H 0 (t, ·) in a neighbourhood of φ t (z).
This lemma follows immediately from the following estimate for the shear map f δ : C * → C * . Denote U = (−1, 1) × (−1, 1)/LZ ⊂ C * .
Lemma 5.10. Suppose (x, y) ∈ U is a point such that, for some N ∈ Z, k ∈ N and for n = k · sign(N ) one has f Therefore, for δ > 0 small enough (depending on N ), we get that 2δ < u δ (x) < 1 − 2δ. Since ||u δ − u 0 || < δ, this means that x is away from the subset U δ where u δ = u 0 . In particular, u δ (x) = u 0 (x) = 1 − |x|, and hence the bound becomes |x| = 1 − ν + O(1/k). Now, since we are using the concatenation Hamiltonian H δ and our class α(k, w) is determined by (13) and (22), the first claim in Lemma 5.9 follows. If follows that, for k ∈ N large enough (depending on w), each intermediate points (and hence its intermediate path) remains in the region of the annulus where H δ coincides with the appropriate shear Hamiltonian. This proves the second claim in Lemma 5.9. In particular, it follows that the computations of actions and indices we carried out for the non-smooth isotopy are valid also for the smoothed isotopy, for large enough k and small enough δ > 0. We summarize this in the following proposition.
Proposition 5.11. Let w = H Mr V Nr · · · H M1 V N1 be a balanced word. There exists k 0 = k 0 (w) such that for k > k 0 (w), Φ k (w) has exactly 2 2r fixed points in the class α(k, w), indexed by z( ε), ε ∈ {±1} 2r . The action and Conley-Zehnder index of the fixed point z( ε) are given by (34) and (36), respectively. Therefore, by definition (3), for large enough k we get the desired bound β α (Φ w (z)) ≥ ∆ ≥ Lk 4 min{|N j |, |M j |}.
By applying (4), we obtain the same lower bound on the Hofer norm of Φ k (w). This concludes the proof of Theorem 2.1 for all words w ∈ F 2 . Note also that for long words w, the lower bound given by the right hand side (51) is simply (L/4)τ (w) · k, thus proving Remark 2.2.
Proof for the case Σ × M . We first note that, denoting α 0 ∈ π 0 (LM ) the class of the constant loop, the manifold Σ × M is α × α 0 -atoroidal for any α ∈ π 0 (LΣ). The computations of of the fixed points and their actions and indices carry over to this case without change, except that the Conley-Zehnder indices of all fixed points are shifted by 1 2 dim M , which doesn't affect the arguments. We again consider separately two cases. First, when w is conjugate to V n or H n , for some n ∈ Z. Then the argument outlined above using spectral invariants applies verbatim to show that ||φ k,w × 1l M || H grows linearly in k. Next, for a long word w, we assume without loss of generality that w is balanced. Then using (3) we have β(φ k,w × 1l M ) ≥ β(φ k,w ) and thus grows linearly in k, whence so does ||φ k,w × 1l M || H .
