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Abstract
We consider a disaster response scenario where
emergency responders have to complete rescue
tasks in dynamic and uncertain environment with
the assistance of multiple UAVs to collect informa-
tion about the disaster space. To capture the un-
certainty and partial observability of the domain,
we model this problem as a POMDP. However, the
resulting model is computationally intractable and
cannot be solved by most existing POMDP solvers
due to the large state and action spaces. By exploit-
ing the problem structure we propose a novel online
planning algorithm to solve this model. Speciﬁ-
cally, we generate plans for the responders based
on Monte-Carlo simulations and compute actions
for the UAVs according to the value of informa-
tion. Our empirical results conﬁrm that our algo-
rithm signiﬁcantly outperforms the state-of-the-art
both in time and solution quality.
1 Introduction
First Responders (FRs) face major challenges in planning
search and rescue missions in the aftermath of major disas-
ters. In such domains, FRs have to perform rescue tasks (e.g.,
extinguishing a ﬁre or providing ﬁrst aid) to minimize loss
of life and costs (e.g., time or fuel costs). Thus, they have
to plan their path to the tasks (as these may be distributed in
space) and complete them, taking into account the status of
the current tasks (e.g., health of victims or building ﬁre) and
the environment (e.g., if a ﬁre or radioactive cloud is spread-
ing). Uncertainty in the environment (e.g., ﬁres spreading
or riots erupting) or in the responders’ abilities to complete
tasks (e.g., some may be tired or get hurt) means that plans
are likely to change continually to reﬂect the prevailing as-
sessment of the situation. However, information about the
tasks and the environment is often very limited [Fiedrich and
Burghardt, 2007; Wu and Jennings, 2014]. Hence, it is cru-
cial for the FRs to collect as much information as possible
while performing their tasks.
To support the work of FRs, Unmanned Aerial Vehicles
(UAVs) have been widely deployed for information gathering
in disaster response [Adams and Friedland, 2011]. They are
fast and can collect information with onboard sensors (e.g.,
photos with cameras). Crucially, they can be deployed in haz-
ardous environments (e.g., due to ﬁre or radioactive cloud)
and thus help gather information without putting people in
harm’s way. To date, UAVs have not been well integrated
with planning systems that explicitly model the uncertainty in
the environment and suggests courses of actions both for FRs
and UAVs [Adams and Friedland, 2011]. This is challeng-
ing because, on one hand, FRs need up-to-date information
from UAVs about the disaster site in order to better plan their
actions, while on the other hand, UAVs must predict where
FRs may move to next so they can concentrate on these loca-
tions for information gathering. Otherwise, UAVs may fail to
collect information critically required by FRs. It is therefore
essential to develop novel solutions that coordinate human-
UAV teams in disaster response.
Against this background, we develop a novel approach for
such human-agent collectives [Jennings et al., 2014] in disas-
ter response where a planner agent gathers information with
the assistance of UAVs and plans actions on behalf of FRs.
In more detail, we consider a scenario involving rescue tasks
distributed in a physical space over which a radioactive cloud
is spreading. Tasks need to be completed by the FRs before
the area is completely covered by the cloud. As FRs will die
from radiation exposure, they need to know the radioactiv-
ity levels at the task sites and along the paths to the tasks.
Crucially, such information should be collected by UAVs be-
fore FRs decide their next actions. We model this problem as
a Partially Observable Markov Decision Process (POMDP)
given that the environment is uncertain and only partial infor-
mation about the radioactive cloud is observable to the UAVs.
Although a POMDP provides a nice and coherent mathemat-
ical model that optimizes both actions for the UAVs and the
FR in a single framework, solving large POMDPs is usually
computationally demanding. As a result, our problem is in-
tractable for most existing methods. Therefore, we propose a
novel algorithm that combines planning and sensing based on
Monte-Carlo simulation and value of information to compute
policies both for FRs and UAVs. By so doing, we closely cou-
ple online planning (for FRs) with active sensing (for UAVs)
to achieve more effective rescue missions. Furthermore, our
algorithm is anytime and scalable for large domains. We em-
pirically evaluated our algorithm using a benchmark simula-
tor for disaster response and show that our algorithm outper-
forms the leading POMDP solver (i.e., POMCP) in the bench-
mark domain with faster runtime and better solution quality.
2 Related Work
Previous approaches for planning in disaster response typ-
ically assume the current state is fully observable to the
planner agent [Musliner et al., 2006; Wu et al., 2015a;
Ramchurn et al., 2015c; 2015a]. However, this assumption is
usually unrealistic for real-world applications. In early work
for disaster response, POMDPs have been used to make to-
ken coordination decisions for a team of agents [Xu et al.,
2005] but not for task planning and information gathering.
Most recently, [Wu et al., 2015b] proposed to boost the per-
formance for RoboCup Rescue simulation using POMDPs
but this approach requires predeﬁned macro-actions. There
are related work using POMDPs for UAV based applications
such as target search / detection / tracking [Geyer, 2008;
Chanel et al., 2013; Ramchurn et al., 2015b; Bernardini et al.,
2015], collision avoidance [Bai et al., 2012b] and path plan-
ning [Ragi and Chong, 2012]. In disaster response, POMDPs
were considered as a useful model for search and rescue op-
erations using UAVs [Waharte and Trigoni, 2010]. However,
none of them integrate information gathering with task plan-
ning to guide both FRs and UAVs in disaster response.
In the past decades, many approaches have been proposed
to solve POMDPs. Our work relates to the online plan-
ning literature where agents interleave planning with ex-
ecution in each decision step [Silver and Veness, 2010;
Wu et al., 2010; Somani et al., 2013] . Similar to our method,
problem structures are often exploited to efﬁciently solve
large POMDPs [Ong et al., 2010; Bai et al., 2012a]. How-
ever, it is worth noting that our goal in this paper is not to
propose a better method for general POMDPs. Instead, we
aim to introduce a subclass of POMDPs useful for common
disaster response scenarios and propose a novel algorithm
that is faster than the state-of-the-art to solve such problems.
In what follows, we will present our scenario and model and
discuss why this model is nontrivial and cannot be easily tack-
led by existing solvers.
3 Disaster Scenario
We draw upon previous work for the disaster scenario in
which a satellite leaks radioactive particles after having
crashed in a sub-urban area, causing damage to infrastructure
and injuring civilians as a result [Ramchurn et al., 2015c].
These particles are gradually spreading over the area, threat-
ening to contaminate food reserves and people. Hence, emer-
gency services are deployed to evacuate the casualties and
key assets before they are engulfed by the radioactive cloud.
Let G denote a grid overlaid on top of the disaster space,
and assume the satellite debris, casualties, assets, and actors
are located at various coordinates (x,y) ∈ G in this grid. The
radioactive cloud induces a radioactivity level l ∈ [0, lmax]
at every point that it covers. Since an FR in the disaster
space may receive radiation doses that may, at worst, be life-
threatening, we assign her a health level h ∈ [0,hmax] that de-
creases based on the radiation dose that she received from
the space. Given the invisibility of radiation, the informa-
tion about the radiation levels has to be collected by sensors
placed in the disaster space. As the radioactive cloud are also
likely to shift across the disaster space due to wind direction
and speed, UAVs are deployed, equipped with geiger coun-
ters and other sensors in order to loiter and monitor the state
of the cloud. Note that the information collected by UAVs is
uncertain due to the poor positioning of the sensors and the
variations in wind speed and direction.
In our settings, rescue tasks are performed by an FR work-
ing in the disaster space, guided by a planner agent. While
FRs execute tasks, the agent collects information about the
environment using UAVs, generates plans and communicates
its instructions directly to the FR. To capture the uncertainty
(e.g., the spread of the radioactive cloud) and partial observ-
ability (UAVs can only collect the information near their cur-
rent location) of the domain, we model this problem as a
POMDP which we present in the following section.
4 The POMDP Model
We model the aforementioned disaster response problem1 us-
ing Partially Observable Markov Decision Process (POMDP)
deﬁned as tupleM = 〈S,A,P,R,Ω,O,T 〉, where:
• S = SFR × SRC × SUAV is the state space where: SFR :=
{(x,y),h|(x,y) ∈ G,h ∈ [0,hmax]} are the variables for
the FR with her coordinates (x,y) in the grid G and her
health level h; SRC := {lx,y|lx,y ∈ [0, lmax],(x,y) ∈ G} are
the variables for the radioactive cloud with the radioac-
tive level lx,y for every cell (x,y) in G; and SUAV :=
{(x,y)i|(x,y)i ∈G, i∈ 1..n} are the variables for n UAVs
with the (x,y)i coordinate for UAV i.
• A = AFR × AUAV is the action space where: AFR and
AUAV are the action variables for the FR and the UAVs
respectively to move in the grid G.
• P(s′|s,a) = P(s′f r|s f r,src,a f r)P(s′rc|src)P(s′uav|suav,auav)
is the state transition function where: P(s′f r|s f r,src,a f r)
is the transition function for the FR as her next state s′f r ∈
SFR depends on her current state s f r ∈ SFR, the current
state of the radioactive cloud src ∈ SRC, and the action
taken by her a f r ∈ AFR; P(s′rc|src) is the transition func-
tion for the radioactive cloud as the next state s′rc ∈ SRC
only depends on the current state src ∈ SRC, not the ac-
tions of the FR and the UAVs; and P(s′uav|suav,auav) is
the transition function for the UAVs as their next state
s′uav ∈ SUAV depends on their current state suav ∈ SUAV
and their actions auav ∈ AUAV .
• R(s,a) = R(s f r,a f r) +R(suav,auav) is the reward func-
tion where: R(s f r,a f r) is the reward function for the FR
and R(suav,auav) is the reward function for the UAVs.
• Ω := {li|li ∈ [0, lmax], i ∈ 1..n} is the observation space
where li is the sensor reading of the radioactive level
recorded by UAV i at its current location.
• O(o|a,s′) = O(o|s′uav,s′rc) is the observation function
modeling the probability of the UAVs observing o ∈ Ω
(i.e., the sensor reading) given that the UAVs’ next state
is s′uav and the next state of radioactive cloud is s′rc.
1Our model generalizes to other disaster scenarios with the ra-
dioactive cloud being replaced by other uncertain event (e.g., ﬁre).
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Figure 1: Interactions between FRs, UAVs, and the environ-
ment.
• T is the horizon, i.e., the deadline of the tasks.
We assume that the FR and UAVs know their current loca-
tions using GPS and the FR can directly report her health level
when doing the tasks. Hence the states of the FR and UAVs
s f r,suav are fully observable2 to the planner agent. However,
the state of the radioactive cloud src is hidden to the agent
and therefore UAVs are deployed to collect information about
it. In our setting, each UAV can record the reading of the ra-
dioactive level at its current location and hence the state of the
radioactive cloud is partially observable to the planner agent.
At each time step, as shown in Figure 1, the planner agent
ﬁrst selects an action a f r for the FR and an action auav for the
UAVs. As received from the agent, the actions are executed
by the FR and the UAVs. This results a state transition in the
world and an observation o about the state of the radioactive
cloud src is received by the UAVs. After that, the UAVs send
back their current state and observation suav,o to the agent
and the FR also reports her current state s f r. Then, the agent
proceeds to the next time step and the process repeats until
the horizon T is reached. Thus, the goal is to ﬁnd actions that
ensure that UAVs gather as much information as possible to
maximize the number of tasks that the FR is able to complete
without being harmed by the cloud.
Given the POMDP, we must solve it and compute a policy
that maps belief states (i.e., distributions over states) to ac-
tions, i.e., π : Δ(S)→ A. In POMDPs, the quality of a policy
π is evaluated based on the value function V π(·). The objec-
tive of solving a POMDP is to ﬁnd the optimal policy π∗ in
the policy space that maximizes the expected value given the
initial belief state b0: π∗ = argmaxπ∈ΠV π(b0).
Although many techniques exist for solving POMDPs,
there are several challenges inherent in our problem that make
it nontrivial to be solved by them:
1. The state space of our problem is very large. Suppose
that the size of grid G is |G|, the number of health levels
is Nh and the number of radioactive levels is Nl . The size
of the overall state space isO(|G|Nh · |G|n ·N|G|l ). Due to
the huge state space of our problem, it is computation-
ally intractable for most existing POMDP solvers. This
is also known as “the curse of dimensionality”.
2. The action and observation spaces of our problem
are also very large. Both grow exponentially with the
number of UAVs. This makes existing approximate
POMDP algorithms inefﬁcient because the policy space
becomes huge given large number of actions and obser-
vations. This is also known as “the curse of history” in
2Information about the FR and UAVs is not the focus of the sens-
ing tasks in this paper but will be considered in future work.
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Figure 2: Online Planning with Active Sensing.
the POMDP literature [Kaelbling et al., 1998].
3. The transition function cannot be represented explic-
itly with probability values. Notice that the spreading
of the radioactive cloud involves a very complex phys-
ical process. Therefore, given the current state of the
radioactive cloud src and a next state s′rc, it is very dif-
ﬁcult to compute the transition probability P(s′rc|src) es-
pecially when the state space of the radioactive cloud is
huge. Fortunately, we can stochastically generate a next
state s′rc given src based on some physical rules. Thus,
approaches that require the use of transition probabilities
cannot be applied to our problem.
In the next section, we present our planning algorithm for
our POMDP formulation of the disaster response problem.
5 Online Planning Algorithm
To address the aforementioned challenges, we adopt an on-
line planning approach so that we only need to compute the
best action for the current belief state at each time step, in-
stead of the entire belief space. The key observation we make
is that the information gathering and task execution are two
processes in our problem, where the former one is performed
by the UAVs and the later one is accomplished by the FR.
Based on this, we divide the whole algorithm into two pro-
cedures, one for task planning and the other for information
gathering. However, these two procedures cannot be executed
completely separately because the FR needs the information
about the radioactive cloud in order to effectively plan her ac-
tion, while the UAVs must know which tasks will be taken by
the FR to actively collect information about those tasks.
To this end, we propose the OPAS algorithm — Online
Planning with Active Sensing. As shown in Figure 2, in each
time step, the FR computes a policy and speciﬁcs her action
and the UAVs use this policy to update their sensing action.
Notice that the UAVs’ actions are dependent on what policy is
chosen for the FR. In turn, for the FR, she can update and en-
hance the policy she computes based on information reported
by UAVs as they ﬂy over the areas chosen. Here, the key
procedures are: 1) How to compute the FR’s policy; 2) How
to choose the best sensing action for the UAVs; 3) How to
update the belief state of the radioactive cloud given the ob-
servation from the UAVs. In the following sections, we will
describe these procedures in detail.
Algorithm 1: Simulation-Based Task Planning
Input: The belief state of radioactive cloud brc(·)
1 s∗f r ← the current state of the FR, τ ← the current time step
2 repeat
3 bτrc ← brc,s f r ← s∗f r
4 for t ← τ to T do
5 foreach a f r ∈ AFR do
6 # Compute the Q value
7 Q(s f r,btrc,a f r)← R(s f r,a f r)+
8 ∑s′f r Pr(s
′
f r|s f r,btrc,a f r)V (s′f r,bt+1rc )
9 abestf r ← argmaxa f r Q(s f r,btrc,a f r)
10 # Update the value function
11 V (s f r,btrc)← Q(s f r,btrc,abestf r )
12 if s f r: tasks are completed or FR is dead then
13 Terminate the simulation
14 bt+1rc ← update the belief state based on btrc
15 s f r ∼ P(·|s f r,src,abestf r )
16 until it is timeout.
17 # Choose the best action for the FR
18 return a∗f r ← argmaxa f r Q(s∗f r,brc,a f r)
5.1 Simulation-Based Task Planning
To compute the policy for the FR, we ﬁrst get her current
state, which is fully observable by the agent. Starting from
the FR’s current state, several simulations are run for her dur-
ing planning. Speciﬁcally, for each possible action of the FR,
we compute the Q-values. After that, the best action for the
FR is selected and the value function is updated. This pro-
cess advances to the next time step with the new states draw-
ing from the transition model until the planning horizon is
reached or the process is terminated. We repeat the simu-
lation multiple times until it runs out of time for planning.
Finally, the best action for the FR is computed based on the
Q-values. The main process is outlined in Algorithm 1. In-
deed, this algorithm is analogy to RTDP-Bel [Geffner and
Bonet, 1998] for POMDPs, which converges to the optimal
policy given sufﬁcient number of simulations. Note that the
state of the radioactive cloud is independent of the actions of
the FR and the UAVs. Hence the belief state is updated based
on a Markov chain for the spreading process. By so doing,
the FR makes her decision based on the knowledge about the
radioactive cloud that is current available.
One remaining question is how to efﬁciently compute the
Q-values in the algorithm. Typically, this is done using the
Bellman equation as:
Q(s f r,brc,a f r) = R(s f r,a f r)+ ∑
s′f r∈SFR
Pr(s′f r|s f r,brc,a f r)·
V (s′f r,b
′
rc)
(1)
However, this equation requires to enumerate all possible
states of the FR and the radioactive cloud. Given that our state
space is very large, the computation of the exact Q-values will
be intractable. To address this, we approximate the Q-values
with Monte-Carlo simulations. The basic idea is to repeatedly
draw K state samples based on the transition model given the
Algorithm 2: Information-Based Active Sensing
Input: The belief state brc(·), the value function V (s f r, ·)
1 s f r,suav ← the current states of the FR and the UAVs
2 foreach auav do
3 Q(brc,suav,auav)← 0
4 for k = 1 to K do
5 # Simulate the action execution
6 src ∼ brc(·),s′rc ∼ P(·|src)
7 s′uav ∼ P(·|suav,auav),o ∼ O(·|s′uav,s′rc)
8 b′rc ← update the belief state brc with o
9 # Compute the value of information
10 Vin f o ←‖V (s f r,b′rc)−V (s f r,brc)‖
11 Q(brc,suav,auav)← Q(brc,suav,auav)+Vin f o
12 Q(brc,suav,auav)← R(suav,auav)+Q(brc,suav,auav)/K
13 # Choose the best action for the UAVs
14 return a∗uav ← argmaxauav Q(brc,suav,auav)
current states and the action. Then, the expected value is es-
timated by the mean value of the samples as:
Q(s f r,brc,a f r)≈ R(s f r,a f r)+ 1K
K
∑
k=1
V (skf r,s
k
rc) (2)
where skf r,s
k
rc are the k-th sample drawn from the transition
function: (skf r,s
k
rc)∼ P(·, ·|s f r,src,a f r) where src ∼ brc(·).
5.2 Information-Based Active Sensing
We choose the sensing action for the UAVs based on the Value
of Information (VoI) [Howard, 1966] — a well-known con-
cept for information theory. Speciﬁcally, given that the FR’s
state is s f r, we deﬁne the VoI as the difference in value for the
belief states before and after some sensing action:
V
sf r
in f o(brc,b
′
rc) := ‖V (s f r,b′rc)−V (s f r,brc)‖ (3)
where brc is the current belief state about the radioactive
cloud and b′rc is the belief state after the UAVs taking some
sensing action. Intuitively, if the likelihood of some states
of the radioactive cloud changes signiﬁcantly and the ex-
pected values of the FR regrading of these states are large,
the sensing action of the UAVs is considerably informative. If
the sensing action makes no difference to the FR’s expected
value, then this action is not informative because the informa-
tion collected by the UAVs is not useful for the FR’s decision.
Given an action for the UAVs, there will be many possible
observations obtained by them and each observation corre-
sponds to a new belief state. Therefore, the VoI of the UAVs
taking action auav in state suav is computed as:
V
sf r
in f o(brc,suav,auav) = ∑
o∈Ω
Pr(o|brc,suav,auav)Vsf rin f o(brc,borc)
where borc is the new belief state given brc,auav,o and
Pr(o|brc,suav,auav) = ∑
s′uav∈SUAV
∑
s′rc∈SRC
O(o|s′uav,s′rc)·
∑
src∈SRC
P(s′rc|src)P(s′uav|suav,auav)brc(src)
(4)
Algorithm 3: Alternative Maximization for Sensing
1 a∗uav ← a random action in AUAV , Q∗uav ←−∞
2 repeat
3 ε ← 0, θ ← sample a set of waypoints based on Q
4 foreach UAV i ∈ 1..n in a random order do
5 auav ← a∗uav # The current best action
6 foreach (x,y) ∈ θ and (x,y) is reachable by UAV i do
7 auav[i]← set the target of UAV i as (x,y)
8 Quav ← compute the expected value of auav
9 if Quav > Q∗uav then
10 ε ← ε+(Quav−Q∗uav) # Residual
11 a∗uav ← auav,Q∗uav ← Quav
12 until ε is sufﬁciently small or it is timeout.
13 return a∗uav # The best action for the UAVs
Proposition 1. Given the optimal value function for the FR,
the sensing action that maximizes the VoI is the optimal action
for the UAVs in the POMDP.
The proof is omitted due to limit of space but can be done
by showing that the sensing action that maximizes the VoI is
also the action that maximizes the Bellman equation. Thus, it
is the optimal action for the UAVs in the POMDP. Intuitively,
the most informative action is also the optimal one for the
UAVs because the their only task is to sense the environment
and gather the information that is most useful for the FR.
In order to compute the VoI of each sensing action and se-
lect the most informative one, we propose an active sensing
algorithm shown in Algorithm 2. Firstly, we read the current
state of the FR and the UAVs. Then, we estimate the VoI
for each sensing action. As aforementioned, the state space
about the radioactive cloud is very large. Therefore, we esti-
mate the expected value using simulations. Speciﬁcally, we
draw a sample of the state from the current belief state and
run the simulation with the sensing action chosen. After the
simulation, an observation given the states and the sensing
action is obtained. Then, we use the observation to update
the belief state and compute the new one. Given the two be-
lief states, the VoI is computed using Equation 3. We average
the VoI over several simulation samples and add it with the
immediate reward of the sensing action:
Qsf r(brc,suav,auav)≈R(suav,auav)+ 1K
K
∑
k=1
V
sf r
in f o(brc,b
ok
rc ) (5)
where bo
k
rc is the k-th belief state given o
k drawn from the
probabilities: ok ∼ Pr(·|brc,suav,auav). At this point, we ob-
tain an approximate value of the sensing action and accord-
ingly the sensing action with the maximum value is selected.
However, it is costly to consider the value of every sensing
action because the action space for the UAVs is very large. To
address this, we propose a local search algorithm to ﬁnd the
best sensing action using alternative maximization. The main
procedure is outlined in Algorithm 3. Starting with a random
sensing action, we sample a set of waypoints along the possi-
ble path of the FR as shown in Figure 3. Then, for each UAV
in a random order, we generate a sensing action by assigning
its location to each waypoint. After that, we compute the ex-
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Figure 3: UAV Sensing Based on FR’s Waypoints
pected value of this sensing action and choose it as the best
action if it has larger expected value than the previous one.
To sample a set of waypoints, we simulate the movement of
the FR by selecting the best action based on the Q-value com-
puted by Algorithm 1 and collect the waypoints of the FR in
the simulation. We use the same method to compute the ex-
pected value for each sensing action as in Algorithm 2. We
next consider how to represent the beliefs of the planner.
5.3 Particle-Based Belief Updating
Now, a typical method to represent the belief state is to deﬁne
a probability distribution over all possible states and update
it according to the Bayesian rule. Unfortunately, the state
space of the radioactive cloud is very large. Therefore, we
use a set of weighted state particles to represent the belief
state: brc ≈
{
(s1rc,w
1), · · · ,(snrc,wn)
}
s.t. ∑nk=1wk = 1 where
the weights sum to one. Notice that the particle-based be-
lief representation has been widely used in many state-of-
the-art POMDP solvers to tackle problems with large state
space [Thrun, 1999; Silver and Veness, 2010]. When sam-
pling a state from the belief state, it selects a state particle
from the particle set with the probability of its weight.
To update the belief state given an sensing action and an
observation from the UAVs, we ﬁrst draw a state of the ra-
dioactive cloud from the current belief state. Next, we sim-
ulate the process and obtain the next state of the radioactive
cloud and the UAVs. Then, we add the new state of the ra-
dioactive cloud to the new particle set representing the new
belief state with the weight based on the observation function
conditioning on the observation. When a sufﬁcient number of
new particles have been collected, we normalize the weights
of the new particles and return the set as the new belief state.
6 Empirical Evaluation
To evaluate our algorithm, we extended an existing bench-
mark simulator used to develop prototypes for real-world
studies [Ramchurn et al., 2015c]. Speciﬁcally, the disaster
space is overlaid by a 55×50 grid with obstacles (e.g., build-
ings, walls, water pools, etc.) and the radioactive clouds. We
consider a single FR and a group of UAVs for the response
tasks, where the FR must move to the task locations and com-
plete the tasks before the resources are engulfed by the ra-
dioactive cloud. Here, a system state consists of: the FR’s
(x,y)-coordinate in the grid and her health level, the radioac-
tive level for each cell of the grid, and the UAVs’ coordinates.
For the actions, the FR can move either one of the 8 neigh-
boring cells (unless the cell is occupied by an obstacle) or just
stay in her current cell and each UAV can move to any cell in
the 10×10 sub-grid centered with its current location. For
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Figure 4: Experimental Results
the transition function and the reward function, we adopt the
same settings as in [Ramchurn et al., 2015c]. An observation
is deﬁned as a set of sensory readings from the UAVs about
the radioactive levels at their current coordinates. To simu-
late the noisy sensors, random Gaussian noises are added to
the sensory readings.
Due to the large state and action space, there are few ex-
isting algorithms that can solve our problem. Among them,
POMCP [Silver and Veness, 2010] is currently the leading
solver for large POMDPs. Particularly, POMCP only requires
a black-box simulator, which ﬁts our domains. Therefore,
we compared our approach with POMCP and used the same
problem instances generated by the simulator. To simplify the
tests, we ﬁxed the locations of the radioactive sources but ran-
domized the start location of the FR and the task locations to
generate different problem instances. We used the same ran-
dom seeds so the problem instances for each algorithm were
identical. Due to the stochastic nature of our problem, we ran
each algorithm 1000 times until the results are statistically
meaningful and recorded the mean and standard deviation of
the runtime per step and the accumulated rewards obtained
from the tests. A machine with a 3.50GHz Intel Core i7 CPU
and 8GB RAM was used to produce the results.
Figure 4 summarizes our experimental results. As afore-
mentioned, both OPAS and POMCP are online planning al-
gorithms. Therefore, they must be able to complete the plan-
ning process and compute the action with limited amount of
time in each decision step to vary the number of simulations
allowed. In Figure 4(a), we show the performance of OPAS
and POMCP given different time per decision step (x-axis).
These results were obtained by varying the number of simu-
lations allowed in each algorithm. The performance is evalu-
ated based on the mean of the values (y-axis) in multiple runs.
As we can see from the ﬁgure, OPAS converged much faster
than POMCP. Moreover, it achieved much larger value than
POMCP given the same amount of time per step. In our tests,
we observed that POMCP got stuck in a local optima with the
value of about 50. Note that the runtime of both OPAS and
POMCP grows linearly with the number of simulations.
For reasons of presentation, the standard deviations for
POMCP are omitted in Figure 4(a) because they are large.
This is not surprising because the FR guided by POMCP was
killed by the radioactive cloud in the runs of some challeng-
ing problem instances. In such cases, the runs terminated
with a penalty of -100. In contrast, the performance of OPAS
was very stable (with the standard deviation about 6) even for
those challenging problem instances. Note that we tested both
methods with the same set of problem instances. We observed
that the FR guided by OPAS kept alive across all runs in the
experiments, which is crucial for disaster response tasks. As
in Algorithm 1, we use a conservative strategy where the FR’s
policy is computed with the information currently available.
Figures 4(b) and 4(c) illustrate the performance of OPAS
and POMCP in runtime and value respectively with differ-
ent numbers of UAVs. As shown in Figure 4(b), the runtime
of both algorithms grows linearly with the number of UAVs
and OPAS ran faster than POMCP with the same number of
UAVs. This conﬁrms the scalability of OPAS for problems
with many UAVs. It is interesting to see from Figure 4(c)
that the values of both algorithms decreased with more UAVs.
This indicates that there may be redundancy in the informa-
tion collected by the UAVs. With more UAVs, there are more
costs to run them but the beneﬁt in the sense of information
value is limited. Generally, the best number of UAVs depends
on the speciﬁc problem at hand. In the problem instances we
chose, 2 UAVs seem sufﬁcient for collecting the information
about the radioactive cloud. It is worth noting that, with dif-
ferent numbers of UAVs, OPAS produced better values than
POMCP though they shared similar trend. With more UAVs,
the standard deviation of OPAS grows because there is more
diversity over the runs in the choice of the UAVs’ actions
with larger action space. Again, the standard deviations of
POMCP were omitted for reasons of presentation.
7 Conclusion
In this paper, we proposed a novel approach that integrated
online planning with action sensing for guiding an FR, as-
sisted by UAVs in disaster response. In more detail, we mod-
eled the problem as a POMDP and proposed a novel algo-
rithm to efﬁciently solve this model. In particular, we pre-
sented a novel model based on POMDPs for planning and
sensing in disaster response capturing both uncertainty and
partial observability of that domain. To solve the model, we
proposed an online planning algorithm that is anytime and
scales well based on Monte-Carlo simulation and the concept
of value of information. Results from our experiments con-
ﬁrmed the scalability and advantage of our algorithm in the
benchmark domain comparing to the leading POMDP solver
(i.e., POMCP). Future work will look at conducting ﬁeld-
trials of our approach using human FRs and physical UAVs.
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