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Abstract
Spatial data are usually described through a vector model in which geometries are rep-
resented by a set of coordinates embedded into an Euclidean space. The use of a finite
representation, instead of the real numbers theoretically required, causes many robustness
problems which are well-known in literature. Such problems are made even worst in a dis-
tributed context, where data is exchanged between different systems and several perturbations
can be introduced in the data representation. In this context, a spatial dataset is said to be
robust if the evaluation of the spatial relations existing among its objects can be performed in
different systems, producing always the same result.
In order to discuss the robustness of a spatial dataset, two implementation models have
to be distinguished, since they determine different ways to evaluate the relations existing
among geometric objects: the identity and the tolerance model. The robustness of a dataset
in the identity model has been widely discussed in [Belussi et al., 2012, Belussi et al., 2013,
Belussi et al., 2015a] and some algorithms of the Snap Rounding (SR) family [Hobby, 1999,
Halperin and Packer, 2002, Packer, 2008, Belussi et al., 2015b] can be successfully applied in
such context. Conversely, this problem has been less explored in the tolerance model. The
aim of this paper is to propose an algorithm inspired by the ones of SR family for establishing
or restoring the robustness of a vector dataset in the tolerance model. The main ideas are
to introduce an additional operation which spreads instead of snapping geometries, in order
to preserve the original relation between them, and to use a tolerance region for such opera-
tion instead of a single snapping location. Finally, some experiments on real-world datasets
are presented, which confirms how the proposed algorithm can establish the robustness of a
dataset.
Keywords. Topological relations, Robustness, Tolerance vector model
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1 Introduction
Spatial data can often be described as a set of geometric objects. As sets of objects, they are
characterized not only by their geometric extent, but also by the spatial relations involving an
object and the surrounding ones. Among the others, topological relations are a fundamental
formal tool for describing the interaction among such objects, retrieving information of interest for
the user, in querying or processing activities, or for supporting the evaluation of the data quality,
in validation activities [Rodŕıguez et al., 2010, Pelagatti et al., 2009].
Many abstract models have been defined in literature for describing the semantics of topological
relations between objects embedded in a Euclidean space. In particular, they have been described
using the 9-intersection matrix approach [Egenhofer and Franzosa, 1991] or other axiomatic ap-
proaches [Praing and Schneider, 2009]. At the same time, several computational geometry algo-
rithms have been implemented for their evaluation. Unfortunately, these algorithms are based on
a discrete vector representation of spatial data (i.e., floating-point numbers), instead of the contin-
uous one theoretically required. This can cause some robustness problems that have been deeply
analyzed for instance in [Belussi et al., 2012, Belussi et al., 2013, Belussi et al., 2015a, Chen, 2001,
Hobby, 1999, Thompson and van Oosterom, 2006]. The problem due to the use of a finite number
representation in the algorithm implementation is made even worse in a distributed context, such
as a Spatial Data Infrastructure (SDI), in which some data perturbations can occur during the
exchange of spatial datasets between different systems [Belussi et al., 2012, Belussi et al., 2013,
Belussi et al., 2015a, Belussi et al., 2015b].
A geometric dataset is said to be robust if it can be processed by the same algorithm in different
systems always producing the same result, independently form the discrete representations adopted
by such systems. In [Belussi et al., 2012, Belussi et al., 2015a] a set of rules have been proposed
which can be applied to a vector dataset in order to increase its robustness w.r.t. topological
relation evaluation. However, these rules can be applied only in an implementation model in
which equality between geometric primitives (i.e, vertices and segments) requires that they are
bitwise identical. This model is referred to as identity model in the paper. Conversely, this paper
concentrates on another kind of model in which equality is evaluated using a tolerance value,
called here tolerance model. The motivation for adopting a tolerance model reflects the inability
to represent each primitive with unlimited spatial accuracy. Therefore, in the tolerance model
two vertices might be not identical even if they represent the same location. This requires the
introduction of a new equality test, so that all vertices within a given distance, depending on the
tolerance value, are considered as the same one.
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A preliminary study about the robustness in a tolerance model has been done in [Belussi et al., 2013]
where the authors define a set of robustness rules and discuss the problems of existing algorithms in
establishing or restoring the robustness of a dataset in a tolerance model. The authors concluded
by highlighting the need for an algorithm specifically tailored for the tolerance model, giving some
hints about its characteristics.
The aim of this paper is to propose an algorithm, called Tolerance-based Snap Rounding (TSR),
for establishing or restoring the robustness of a spatial dataset in a tolerance model. This algorithm
is inspired by the ones of the Snap Rounding (SR) family [Hobby, 1999, Halperin and Packer, 2002,
Packer, 2008, Belussi et al., 2015b] but tries to overcome their limitations when applied in a toler-
ance context. In particular, TSR tries not to collapse points into a single location and is based on
the notion of cluster. At the end of the paper an evaluation of the algorithm effectiveness, when
applied on a real dataset, is also presented.
The remainder of the paper is organized as follows: Sec. 2 illustrates a situation which exem-
plifies the robustness problem that is considered in this paper. Sec. 3 summarizes some related
results presented in literature. Sec. 4 formalizes the tolerance vector model, that is adopted in
this paper for dealing with geometric objects, and the characteristics of the addressed robustness
problem. Sec. 5 describes in detail the TSR algorithm, while Sec. 6 presents some experimental
results collected w.r.t. a real-world case. Finally, Sec. 7 summarizes the results and proposes some
future work.
2 Motivating Example
Let us consider the spatial dataset illustrated in Figure 1 containing some instances of two feature
types: road links (linestrings) and road nodes (points). In the figure a red circle highlights a
situation in which a road link touches another one. The zoom in the box on the right reveals that
such relation (touches) is valid only by considering a given tolerance value t which is represented
by the green circle centered in the link endpoint.
Given such situation, let us assume that the dataset is transferred from a system S1 to another
system S2 introducing a perturbation p which moves the link endpoint away from the other touched
link. If the distance between this endpoint and the other link becomes greater than t, in S2 the
relation between the two links will be evaluated as a crosses relation instead of a touches.
This data perturbation is due to an exchange between different systems and can be deter-
mined starting from the performed conversions between different formats and precisions of number
representation. For instance, the GML language [Open Geospatial Consortium (OGC), 2012], an
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OGC and ISO standard for the exchange of spatial data, adopts a decimal encoding of coordinates
represented as character strings, and the conversion from and to the floating point representation
adopted by current GIS or spatial database systems can introduce perturbations. Moreover, in
order to reduce the size of datasets, the number of decimal positions in the decimal representation
of coordinates might also be reduced by a näıve user with respect to the one that would be required
in order to keep the original precision.
The aim of this paper is to propose an algorithm which makes a dataset robust w.r.t. the
evaluation of topological relations among its geometric objects. Section 4 will clarify what means
establishing the robustness of a non-ambiguous dataset in a tolerance vector model, or restoring
its robustness after a perturbation occurred during a system transfer.
In the motivating example proposed here, the TSR algorithm will be applied both at the
beginning on system S1 to make the original dataset robust, and after any transfer to other
systems, such as on system S2. Indeed, after a perturbation the dataset could loose robustness,
so that subsequent perturbations may lead to a loss of the original topological content and neither
the topology, nor the robustness could be recovered.
3 Related Work
Geometric algorithms are usually defined under the simplified assumption that computations are
performed with an infinite-precision arithmetic which cannot be actually provided by the adopted
computer representation. This assumption raises great difficulties in ensuring robustness. In recent
years several techniques have been proposed in order to overcome these issues. For instance, the
Exact Geometric Computation model [Chen, 2001] provides a method for making the evaluation
of geometric algorithms robust. This can be achieved by representing the underlying mathematical
objects in an exact manner through the use of algebraic numbers which allow to perform compu-
tations without errors. By definition, an algebraic number is the root of an univariate polynomial
with integer coefficients. For instance, the number
√
5 has no finite representation, but it can be
represented exactly as the pair (X2 − 5, [1, 4]), interpreted as the root of the polynomial X2 − 5
lying in interval [1, 4]. These techniques have made many progresses so that for certain problems
the introduced performance penalty is acceptable. However, when the computation is performed
on curved objects (they can be approximated in linear geometry thought linestrings having many
vertices) or in three-dimensional space, the overhead is still large.
An alternative approach has been proposed, which is called Controlled Perturbation (CP) [Halperin, 2010]
and belongs to the family of Finite-Precision Approximation techniques. This method proceeds by
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perturbing the input slightly but in a controlled manner such that all predicates used by the algo-
rithm are guaranteed to be evaluated correctly with floating-point arithmetic of a given precision,
and the degeneracies are removed. The algorithms of the Snap Rounding approach [Hobby, 1999,
Halperin and Packer, 2002, Packer, 2008] belong to the same family of Finite-Precision Approx-
imation techniques where you find CP. However, they are mainly based on the application of
some rounding algorithms that convert an arbitrary-precision arrangement of segments into a
fixed-precision representation. In [Belussi et al., 2015b] the authors propose a variant of the SR
algorithm which tries to preserve the original relation between objects by introducing an additional
operation that spreads or snaps vertices based on the original characteristics of the arrangement.
However, all these solutions clash with the fundamental idea of the tolerance model, since all equal
primitives are collapsed into the same one and the tolerance notion become useless.
In the geographical field, several robustness rules have been proposed in order to solve the
mentioned problems, and they are to some extent applied by real systems. The most important
one is based on the identification of common geometric primitives between different objects. These
common primitives can be either stored once and referred to by the objects (topological struc-
tures [Egenhofer et al., 1990, Theobald, 2001]) or repeated identically in all objects which share
them. A GIS topology is a set of rules that models how points, lines and polygons share coincident
geometries, for instance imposing that adjacent features will have a portion of common bound-
ary. A topological data model manages spatial relationships by representing spatial objects as an
underlying graph of topological primitives: nodes, faces and edges.
The identification of coincident geometries can be performed in two distinct ways: by requiring
the bitwise equality between coordinates (identity model) or by considering a tolerance value during
the tests (tolerance model). Some available GIS tools, such as PostGIS [OSGeo, 2014] and JTS
Topology Suite [Vivid Solutions, 2014], use the first model for implementing topological relations,
while other ones, such as ESRI ArcGIS [ESRI, 2014], apply the second approach for topology
construction. In particular, the term cluster tolerance is used to identify the distance range below
which all vertices are considered identical or a vertex is considered to belong to a segment. Notice
that in ArcGIS the clustering step implies the replacement of coincident vertices with a single
representative point, determined considering the position of the original vertices and an assigned
weight [ESRI, 2010]. Conversely, the tolerance model considered in this paper does not include a
replacement of original vertices, but only the definition of equality clusters.
In [Pullar, 1993] the author examines the flaws in applying a tolerance paradigm when per-
forming a spatial overlay operation and describes the conditions needed to safely evaluate point
coincidence. For this purpose, he defines the concept of epsilon point as a tuple (x, y, ε) represent-
8
Establishing Robustness in a Tolerance-Based Vector Model A. Belussi et al
ing a xy-coordinate and a tolerance radius ε. Since this work deals with the integration of multiple
thematic layers into a single one, it deals with several different ε tolerance values. Conversely, in
the case considered in this paper, it is sufficient to assume a single tolerance value t for all points,
since we suppose to consider datasets with homogeneous quality and subject to the same type of
perturbation.
4 Problem Formalization
This section formalizes the tolerance vector model considered in this paper and the characteristics
of the addressed robustness problem. In particular, it defines the topological relations of interest
in presence of tolerance and it summarizes the required robustness rules. Some definitions and
propositions are taken from a previous work [Belussi et al., 2013] but are reported and sometimes
enriched here in order to better formalize the problem.
4.1 Tolerance Vector Model
The tolerance model is characterized by a reference tolerance threshold t used to define the re-
lation existing between two primitives. As a general idea, the equality between two objects does
not require that they are bitwise identical. The tolerance threshold is chosen according to the
application context and usually is correlated to the absolute positional accuracy of the primitives
collected in the considered datasets.
This paper considers only datasets which can be described through two types of geometric
primitives: point and segment, embedded into a 2D Euclidean space. Given such space, the set of
all points is denoted as P , while the set of all segments is denoted as S.
Definition 1 (Vertex). A vertex v ∈ R2 is a pair of real numbers representing a 2D coordinate
v = (x, y), where x, y ∈ R.
Definition 2 (Point). A point p ∈ P is a geometric object represented by a single vertex v ∈ R2.
Definition 3 (Segment). A segment s ∈ S is a geometric object obtained by the linear interpolation
between a pair of vertices (v1, v2), where v1 is called start node and v2 end node.
Given a segment s ∈ S, its start and end points are denoted by the functions s.start and s.end,
respectively. In the following, the set of all points and segment end-points contained in a dataset D
are generically called vertices of D and denoted as D.V . Similarly, the set of points (segments) of
D are denoted D.P (D.S). The dataset D can be used for the representation of geometric objects
that can be obtained through a composition of geometric primitives (points and/or segments). In
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other words, we can represent in D a set of Linestring and/or a set of Polygon objects (geometric
types of the OGC Standards), since they can be represented as a collection of segments satisfying
certain properties. This observation is crucial in order to determine the topological properties
of primitives that must become robust for preserving the relations among the geometric objects
contained in D.
As stated in [Belussi et al., 2013], the topological relation existing between two points p1, p2 ∈
P , or between a point p ∈ P and a segment s ∈ S, or between two segments s1, s2 ∈ S can be
determined in the tolerance model using the three predicates in Definition 5, where the following
distance function is used.
Definition 4 (Distance). The function distance(g1, g2) computes the distance between two geo-
metric primitives g1, g2 as follows 1:
distance(g1, g2) = min({EuclideanDistance(p1, p2) | p1 ∈ g1, p2 ∈ g2})
Definition 5 (Critical predicates). The tolerance model is characterized by the following critical
predicates. In the definitions t is the tolerance threshold and the distance function is the one above
defined:
• given p1, p2 ∈ P, equal(p1, p2)⇔ distance(p1, p2) ≤ t.
• given p ∈ P and s ∈ S, belongsTo(p, s)⇔ distance(p, s) ≤ t.
• given p ∈ P and s ∈ S, leftOf(p, s) (or rightOf(p, s)) ⇔ v lies in the left region2 induced by
s (or in the right region induced by s) ∧ distance(p, s) > t.
Notice that the condition belongsTo(p, s) does not exclude that p is equal to one end-point of
s. In other words, given p ∈ P , if ∃s ∈ S : equal(p, s.start) ∨ equal(p, s.end), then belongsTo(p, s).
Moreover, in order to simplify the notation, the following derived critical predicates are introduced.
Definition 6 (Derived critical predicates). The following derived critical predicates can be useful
for testing topological relations.
• given p ∈ P and s ∈ S, separate(p, s)⇔ ¬leftOf(p, s) ∧ ¬rightOf(p, s) ∧ ¬belongsTo(p, s).
• given s1, s2 ∈ S, intersect(s1, s2)⇔ ∃p ∈ s1, belongsTo(p, s2), where p ∈ s1 denotes any point
inside the segment s1. It is trivial to prove that the symmetric definition is equivalent.
1This function returns the distance between the geometries that are stored in the dataset, while a function that
estimates the effective distance among the real objects that are represented by those geometries has not been defined
in the proposed model.
2The left (right) region induced by s is the set of points belonging to the half-plane on the left (right) of s and
having a orthogonal projection on s
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Figure 2 shows the regions defined by a segment s in which the different predicates are true.
The predicates in Definitions 5 and 6 are said to be critical because their evaluation can produce
different results in different systems. In particular, the computation of the distance between two
points or a point and a segment, when it is very closed to the tolerance value t, can produce
different results in different systems, thus different evaluations of the predicates. Such problem,
which is the core of the robustness issue, is formalized and treated in more details in Section 4.3.
Proposition 1. In a tolerance vector model characterized by a tolerance threshold t, the topological
relations of the 9-intersection model [Egenhofer and Franzosa, 1991] between two points, a point
and a segment and two segments can be redefined using only the predicates introduced in Definition 5
and the predicate intersect(s1, s2) of Definition 6.
Proof. Table 1 illustrates for each topological relation and for each combination of geometric prim-
itives the expression that can be used for testing the relation on the geometries representing the
primitives. Each expression uses only the predicates introduced in Definition 5 and the predicate
intersect(s1, s2) of Definition 6.
From Table 1 it is clear that the predicates equal(p1, p2) and belongsTo(p, s) have to be main-
tained in order to preserve the topological relations in a dataset D. The following proposition
shows the need to preserve also leftOf(p, s) and rightOf(p, s) predicates.
Proposition 2. In a tolerance vector model characterized by a tolerance threshold t, the predi-
cates leftOf(p, s) and rightOf(p, s) have to be preserved in order to preserve the topological rela-
tions between two segments and the topological relations between a point/segment and a polygon.
In particular, the transitions leftOf(p, s) → rightOf(p, s), the opposite one and the transitions
from leftOf(p, s) or rightOf(p, s) towards belongsTo(p, s) have to be avoided, while the transitions
leftOf(p, s)→ separate(p, s), rightOf(p, s)→ separate(p, s) and the opposite ones can be admissible.
Proof. When p is the end point of a segment s1, changing its relative position with respect to
another segment s2 (i.e., transitions leftOf(p, s2)→ rightOf(p, s2) or the opposite one) can change
the relation between s1 and s2; for instance, a disjoint(s1, s2) can change into crosses(s1, s2) or
vice versa. Considering a point p and a polygon pg, changing the relative position of p w.r.t. a
segment s of the polygon boundary can change the relation between p and pg; i.e., a disjoint(p, pg)
can change into in(p, pg) or vice versa. The same can happen between a segment s and a polygon
pg; for instance a disjoint(s, pg) can change into cross(s, pg) or vice versa. Finally, the transition
leftOf(p, s) (or rightOf(p, s)) → belongsTo(p, s) can change the relation between a point p and a
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segment s from disjoint(p, s) to in(p, s) (or touches(p, s)); the same holds for the relation between
a point and a polygon.
Regarding the transitions leftOf(p, s) → separate(p, s), rightOf(p, s) → separate(p, s) and the
opposite ones, they are admissible, provided that the point p remains in the same half-plane defined
by the segment s. In this way, p will remain outside/inside the polygon or the segment, whose
end point is p, or it will remain in disjoint/cross with the other segment/polygon. However, for
the relation preservation between a point/segment and a polygon, this condition is not sufficient;
indeed, in order to obtain the preservation of the relation, the whole set of segments si composing
the polygon boundary must preserve the predicates leftOf(p, si) or rightOf(p, si) admitting only
transitions towards separate(p, si) but remaining in the same half-plane defined by si.
Notice that in order to ensure the transitivity of the equality relation, some form of clustering
is needed among vertices. In other words, this property can be guaranteed only by subdividing
vertices into clusters such that all vertices belonging to the same cluster are considered equals,
while vertices assigned to different clusters are considered not equal. The problem of determine
point coincidence inside a tolerance vector model is extensively treated in the following section.
However, the relation definition given in the Table 1 is independent from the clustering. Sec-
tion 5 will discuss how it is possible to maintain such independence.
Definition 7 (Topological consistent dataset). In a tolerance model, a dataset D is said to be
topological consistent if and only if ∀p1, p2 ∈ D.P , ∀s ∈ D.S, equal(p1, p2)∧ cp(p1, s) =⇒ cp(p2, s),
where cp denotes one of the following critical predicates: belongsTo(p, s), leftOf(p, s)∨separate(p, s)
and rightOf(p, s) ∨ separate(p, s).
4.2 Point Coincidence in Tolerance Vector Model
In a tolerance model, when the distance between two objects is below a certain tolerance value,
they are classified as coincident. However, a näıve application of the tolerance paradigm can cause
some problems, due to the transitivity of the equivalence relation. Simply assuming that if p1 = p2
and p2 = p3, implies p1 = p3 can lead in the worst case scenario to collapse all objects into a single
point [Milenkovic, 1988].
Two geometrical criteria are imposed in order to define the coincidence between points in a
tolerance model: creep no point is moved more than t, and shrounding no points are left within a
distance t [Pullar, 1993]. In other words, in order to ensure the transitivity of the equality relation,
some form of clustering is needed among vertices.
The best way to solve the coincidence relation between points in a tolerance model, is to use the
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point clustering problems in order to identify a set of equivalence classes. The clustering problem
is defined as the grouping of similar objects, such that objects inside the same cluster are similar to
each other, while objects from different clusters are dissimilar. In our case, the objects are points
and the similarity between them is defined using the Euclidean distance measure.
The clustering is also chosen to maximize the separation criteria by stipulating that coincident
points minimize some measure of dissimilarity. Minimizing the dissimilarity is interpreted as
minimizing the sum of the squared length from cluster points to their center. This is called a sum
of squared error clustering [Duda and Hart, 1973] and is closely related to finding the medians of
a graph (p-median problem) [Christofides, 1975].
Definition 8 (Euclidean p-median problem). Given a set X = {p1, p2, . . . , pn} of n points (x, y),
find a set X ′ of m points {p′1, p
′
2, . . . , p
′






where dist() is the Euclidean distance between points and the points in X ′ represents the cluster
centers. In other words, the problem wishes to minimize the sum of the radii that enclose points
of X by circles located at centers of X ′.
The Euclidean p-median problem can be re-stated using the concept of distance threshold as
follows [Pullar, 1993].
Definition 9 (Distance constrained Euclidean p-median problem). Given a set X = {p1, p2, . . . , pn}
of n points with a distance threshold t, the distance constrained Euclidean p-median problem finds





{dist(p′r, pi)} < t
and
∀r, s ∈ {1, . . . ,m}dist(p′r, p
′
s) > 2t
The first equation minimizes the sum of the radii that enclose points of X by circles located at
cluster centers of X ′, requiring that the distance between each point of X and its cluster center
is less than the tolerance threshold. Conversely, the second equation additionally stipulates that a
minimum separation is maintained between cluster centers.
Given the solution to the constrained clustering, any two points pi, pj clustered together are
considered part of the same equivalence class based on the relation pi is coincident-to pj . Since
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coincidence is an equivalence relation, then by definition the relation is reflexive, symmetric and
transitive. Existing clustering algorithms will be briefly discussed in Section 5.1.
4.3 Non-Ambiguous Datasets
The predicates in Definitions 5 and 6 are said to be critical, because their evaluation can pro-
duce different results in different systems. This problem is due to two main factors: the discrete
representation adopted by such systems and the perturbations that can be introduced during the
exchange of data among different systems, such as an SDI context.
As regards to the first aspect, the existence of robustness problems in the execution of compu-
tational geometry algorithms which use finite numbers (e.g. floating point) for the representation
of coordinates in the Euclidean space, instead of the real numbers theoretically required, is well
known and is captured by the following definition.
Definition 10 (Numerical weakness). The numerical weakness of a set of implementations of a
given algorithm on different machines is the largest distance between two points or a point and a
segment such that the evaluation of the algorithm can produce different results [Belussi et al., 2013].
For example, we can consider different implementations of the leftOf(p, s) predicate and con-
clude that the numerical weakness of this set of implementations is 10−12 since when the distance
between p and s is greater than this threshold the results produced by all the implementations are
all the same.
Many techniques have been proposed in literature [Chen, 2001, Halperin and Packer, 2002,
Hobby, 1999] for reducing or eliminating the numerical weakness in algorithm implementation.
Therefore, in a given context, it is possible to assume that the numerical weakness is less than a
given value w.
Definition 11 (Topological interpretation). The topological interpretation of a geometric dataset
is the evaluation of all possible critical predicates between the primitives of a given dataset D
[Belussi et al., 2013].
Recall that, given p1, p2 ∈ D.P and s ∈ D.S the critical predicates are: equal(p1, p2), belongsTo(p1, s),
leftOf(p1, s) ∨ separate(p1, s) and rightOf(p1, s) ∨ separate(p1, s).
Definition 12 (Topologically non-ambiguous dataset). A dataset D is topologically non-ambiguous
if and only if different predicate implementations on different machines always produce the same
topological interpretation on D.
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Proposition 3. Given a dataset D and a context characterized by a numerical weakness w, if D
satisfies the following rules, then it is non-ambiguous in the tolerance model [Belussi et al., 2013]:
1. ∀p1, p2 ∈ D.P (equal(p1, p2)⇒ distance(p1, p2) ≤ t− w)
2. ∀p1, p2 ∈ D.P (¬equal(p1, p2)⇒ distance(p1, p2) > t + w)
3. ∀p ∈ D.P , ∀s ∈ D.S (belongsTo(p, s)⇒ distance(p, s) ≤ t− w)
4. ∀p ∈ D.P , ∀s ∈ D.S (¬belongsTo(p, s)⇒ distance(p, s) > t + w)
Proof. Suppose that D satisfies all rules. Since D satisfies rule 1, if two vertices p1, p2 are equal,
than it holds that distance(p1, p2) < t − w, and this guarantees that in a context of numerical
weakness w, distance(p1, p2) < t is always evaluated to true by all implementation of the predicate
equal. The satisfaction of rule 2 by D allows us to apply a similar reasoning to the case in which
p1, p2 are not equal, thus proving that the equal(p1, p2) predicate is always evaluated to false, thus
it is non-ambiguous.
Moreover, since D satisfies rule 3, if a vertex p belongs to a segment s, then it is true
that distance(p, s) < t − w, and this guarantees that in a context of numerical weakness w,
distance(p, s) < t is always evaluated to true by all implementation of the predicate belongsTo. In
a similar way, by exploiting the satisfaction of rule 4, it can be proved, for the case in which p does
not belong to s, that distance(p, s) > t is non-ambiguous, thus concluding that the belongsTo(p, s)
predicate is non-ambiguous. Finally, rule 4 also guarantees that the leftOf(p, s) ∨ separate(p, s)
(rightOf(p, s) ∨ separate(p, s)) predicate is non-ambiguous, indeed the condition distance(p, s) >
t + w, when ¬belongsTo(p, s), ensures that it cannot be evaluated to true in any implementation.
Therefore, possibly p can only shift outside the left region induced by s, thus degenerating the
leftOf predicate into a separate predicate.
This paper concentrates on the second problem, related to the data perturbation that can occur
during exchange activities, which is formalized in the following section.
4.4 Robust Datasets
During a data exchange in a distributed context, such as an SDI, some perturbations can be
introduced in the data. This phenomenon can be described formally as follows.
Definition 13 (δ-perturbation). Given a number δ ∈ R, a δ-perturbation of a dataset D is a
copy of D where each coordinate of its geometries is arbitrarily modified by an amount ε < δ
[Belussi et al., 2013].
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Definition 14 (δ-robust dataset). A dataset D is δ-robust if and only if the same topologi-
cal interpretation is produced by different algorithm implementations on any δ-perturbation of D
[Belussi et al., 2013].
The perturbations considered in this paper can be arbitrarily applied to each coordinate of
a geometric primitive. In particular, two kinds of perturbations can be distinguished: conserva-
tive perturbation and non-conservative perturbation. A conservative perturbation ensures that the
equality classes induced by clustering are preserved, namely vertices that are equal before a pertur-
bation remains equal also after the perturbation. Conversely, in a non-conservative perturbation,
changes applied to equal vertices can produce vertices that are no longer equal. In the following,
only conservative perturbations are considered.
In order to make a dataset robust with respect to conservative perturbations, the following two
rules are introduced.
Definition 15 (TME rule). The tolerance model equality rule (TME) requires that the maximum
distance (maxd) between two equal vertices (i.e., points or segment end-points) is less than (t−2δ):
maxd < t− 2δ [Belussi et al., 2013].
Notice that the coefficient 2 is needed because two primitives can move away from each other
in opposite directions.
Definition 16 (TMD rule). The tolerance model disjointness rule (TMD) requires that the mini-
mum distance (mind) between two points, or between a point and a segment is greater than (t+2δ):
mind > t + 2δ [Belussi et al., 2013].
As for the previous case, the coefficient 2 is needed, because two primitives can move close in
opposite directions. In the following a pair of primitives satisfying the TMD rule are said to be
well-separated.
Proposition 4. Given a dataset D, a necessary condition to satisfy TME is that t > 2δ.
Proof. If t ≤ 2δ, rule TME requires that maxd = 0, since the distance between two primitives
cannot be a negative value. This corresponds to a degeneration of the equality condition to the
one required by the identity model: two primitives are equal if they are bitwise identical. This
is not acceptable in a tolerance model, thus t > 2δ is a necessary condition to apply the TME
rule.
Proposition 5. Given a dataset D, if it satisfies TME and TMD rules, then it is δ-robust in the
tolerance model.
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Proof. The proof is similar to the one presented for Proposition 3, where the rule TME preserves
the equal(v1, v2) predicate and the belongsTo(v, s) predicate when they are true, while TMD rule
preserves the same predicates when they are false and guarantees the δ-robustness of the leftOf(v, s)
(rightOf(v, s)) predicate.
Therefore, given Propositions 4 and 5, the tolerance model with tolerance threshold t can
guarantee the δ-robustness of a dataset D only for values of δ that satisfy the condition δ < t/2.
5 Algorithm for Robust Datasets
This section presents an algorithm for establishing or restoring robustness of a dataset in a
tolerance-based vector model. This algorithm is inspired by the ones of the Snap Rounding (SR)
family [Hobby, 1999, Halperin and Packer, 2002, Packer, 2008]. However, while they do not con-
sider a tolerance value but aim to establish an identity between equal primitives, the algorithm
proposed in this paper tries to introduce the concept of tolerance during the performed operations.
For this reason, it is called Tolerance-based Snap Rounding (TSR). Another difference between SR
algorithms and TSR is that while the first ones do not necessarily preserve the original relations
between primitives, since they collapse all geometries that are not well-separated, TSR tries to
preserve the original relation as much as possible, similarly of what done by [Belussi et al., 2015b]
in the identity model.
TSR uses a terminology similar to the one of SR which is summarized by the following definition.
In particular, in a tolerance model the concept of arrangement is weakened, since equality is based
on the tolerance concept rather than on the identity one. Moreover, the dataset considered in this
paper contains also points besides to segments.
Definition 17 (Weak-arrangement). Let D a dataset composed of a collection of segments and a
collection of points in the plane. The weak-arrangement A of D is the decomposition of the plane
into vertices, edges and faces induced by the geometries:
• A vertex of A is a segment end-point, a tolerance-intersection between two segments, or a
point. Notice that segment intersections are computed w.r.t. the given tolerance value. The
set of vertices in an arrangement are denoted as A.V.
• An edge of A is a connected set of points belonging to one segment of D.S. Each edge starts
and ends at vertices of the arrangement. The set of edges in A are denoted as A.E.
• A face of A is a subset of points of the plane not contained in any segment of D.S.
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The following subsections illustrate in detail each phase of the TSR algorithm.
5.1 Clustering Techniques
Given a dataset D containing a set of points and a set of segments, a preliminary clustering phase
has to be applied on its vertices V , in order to identify those that are equal w.r.t. the chosen
tolerance t.
Several different algorithms have been defined in literature for clustering spatial data [Chandra. E, 2011].
The criteria for deciding upon a particular one depend on the specific application, since many of
them have been defined in the context of spatial data mining.
In general, clustering techniques can be classified into three main categories: partitional clus-
tering, hierarchical clustering and locality-based clustering. In partitional clustering objects are
subdivided into clusters such that objects in a cluster are more similar to each other than they
are to objects in other clusters. These algorithms use the concept of k-medoids, representative
objects whose average dissimilarity to all the objects in the cluster is minimal (e.g., CLARANS
[Ng and Han, 1994]), or the concept of k-means, namely the definition of some objective function
which represents the belonging to a particular cluster (e.g., DENCLUE [Hinneburg and Keim, 1998]).
The hierarchical clustering algorithms are based on the definition of some hierarchical data
structures that are used to build clusters through a sequence of incremental steps. An example
of this kind of algorithms is BIRCH [Zhang et al., 1996] which uses an hierarchical data structure
called CF-tree (Clustering-Feature tree) to dynamically and incrementally cluster the data points
in a way similar to the construction of a spatial index.
Finally, locality-based clustering groups objects based on their local relationships. For instance,
density-based algorithms rely on the density of objects (e.g., DBSCAN [Ester et al., 1996]), while
random-distribution algorithms assume that points inside the cluster are uniformly distributed
(e.g. DBCLASD [Xu et al., 1998]).
This paper considers the family of partitional clustering algorithm known as k-means, where
the objective function is defined in terms of the Euclidean distance as reported in Definition 9.
In particular, the k-means algorithm [MacQueen, 1967] is based on a general iterative scheme for
finding local optimum minimum solution: it starts by locating each point in a cluster by itself,
and then repeatedly combines two “nearest” cluster into one. There are several different versions
of the k-means algorithm; one of these is the Lloyd’s algorithm [Kanungo et al., 2002], which uses
scalar data and assumes that each cluster is represented by its centroid, namely the average across
all points in the cluster.
The k-means algorithm initializes the k clusters by picking one point per cluster, for instance
18
Establishing Robustness in a Tolerance-Based Vector Model A. Belussi et al
by randomly choosing k points, or by randomly selecting the first one and then choosing the other
ones as far as possible from the selected. Given any set X ′ of k cluster centers, for each center
p′ ∈ X ′, let V (p′) denotes its neighbourhood, that is the set of points for which p′ is the nearest
neighbour. At each algorithm iteration, the points are placed in the cluster whose current centroid
is the nearest and the point p′ is moved to the centroid of V (p′) (E-step). Then V (p′) is updated
by recomputing the distance from each point to its nearest center (M-step). The procedure is
executed till the value of the objective function remains the same for the next iteration.
The Lloyd’s algorithm converges rapidly but speed often comes at cost of quality. In general,
the quality of the result depends upon the initial centroids [Yuan et al., 2004]. For instance, the
choose of the initial centroids have to consider the distribution of the points.
Many other heuristics have been defined for the implementation of the k-means algorithm
which try to combine the speed of Lloyd’s with a greater quality of the solution. However, the
TSR algorithm proposed in this paper is orthogonal to the specific implementation of the clustering
method, so it is left to the reader the analysis of the various alternatives [Chandra. E, 2011]. This
paper simply assumes that a preliminary clustering phase has been performed on D producing
a set of clusters C. Moreover, in order to preserve the tolerance-intersection existing between
two segments, an additional vertex has to be added inside each segment, which represent such
intersection point. These two vertices will be placed inside the corresponding segment, at a distance
less than or equal to t from each other, in a way they will belong to the same cluster (i.e., they
are considered as the same point).
5.2 Vertex Gathering
In a tolerance model, in order to ensure the transitivity property of the equality relation, two
different strategies can be applied: (1) use the notion of cluster in the definition of the topological
relations, or (2) ensure that the primitives belonging to the same cluster are at a distance less than
or equal to t, while primitives belonging to different clusters are at a distance greater than t. This
paper considers the second option because it allows one to maintain the definition of topological
relations independent from the notion of cluster and does not require to store the found clusters.
Therefore, given the set of clusters C, an additional phase is necessary which brings together the
vertices of a given cluster and turns away vertices that belong to different clusters.
Figure 3 illustrates two adjacent clusters containing several vertices. Each cluster is represented
by a circle with ray t. Notice that vertices v3 and v4 are at distance less than t but the clustering
process has determined that they belong to two different clusters, because their nearest centroids
are different. In order to ensure that any vertex of the first cluster is placed at a distance greater
19
Establishing Robustness in a Tolerance-Based Vector Model A. Belussi et al
than t from any vertex of the second cluster, and at distance less than or equal to t from any
vertex of the same cluster, they have to be moved inside the gray region which is a circle with
ray t/2 centered in the middle of the cluster. This region will be called cluster kernel, while the
overall region with ray t will be called cluster support. The movement will be proportional to the
original distance of the vertex from the pixel center: i.e., the more a vertex is close to the support
boundary, the more will be moved towards the kernel, so that at the end of this adjustment it is
guaranteed that all vertices are inside the cluster kernel.
The choice to move vertices proportionally towards the cluster center, instead of just snap to the
center, has been made in order to preserve the nature of the tolerance model. A snapping technique
similar to SR will instead collapse all equal points into a single one, transforming a tolerance model
into an identity one. Moreover, the proposed algorithm tries to reduce the difference between the
original dataset and its robust transformation.
This operation is formalized by the procedure Gathering in Algorithm 1, in which function
Approaching, illustrated in Algorithm 2, determines the new vertex position. In order to make
the dataset robust, besides to non-ambiguous, it is sufficient to build a kernel using a ray t/2 −
δ; function Approaching shifts vertices supposing to build a kernel with this ray. Finally, in
Algorthim 1 function replace-vertex () applied to a weak-arrangement A substitutes all occurrences
of a vertex v with another vertex v′, included when it is used in edge definitions.
Algorithm 1 Gathering operation performed on vertices of a weak-arrangement A, given a set
of clusters C, a tolerance threshold t and a desired robustness level δ. It produces as output a
modified arrangement A∗.
1: procedure Gathering(C,A, t, δ)
2: A∗ ← A
3: for c ∈ C do
4: for v ∈ c do
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Algorithm 2 Approaching operation performed on a vertex v belonging to a cluster c, given a
tolerance threshold t and a desired robustness level δ. It produces as output an updated vertex v′
which lies in the kernel of c.
1: procedure Approaching(v, c, t, δ)
2: v′ ← v
3: v′.x = c.kernel.x + (v.x− c.kernel.x) ∙ (t/2− δ)/t
4: v′.y = c.kernel.y + (v.y − c.kernel.y) ∙ (t/2− δ)/t
5: return v′
6: end procedure
Figure 3 shows an example of application of the Gathering procedure to two adjacent clusters:
vertices are moved towards the cluster center, so they are all contained in the cluster kernel,
included vertices v1, v2, v3 and v4 which are originally outside it.
After the application of the Gathering procedure the following conditions are satisfied and
the relations among vertices can be considered non-ambiguous and robust:
• ∀v1, v2 ∈ V , equal(v1, v2) =⇒ distance(v1, v2) ≤ t− 2δ.
• ∀v1, v2 ∈ V ,¬equal(v1, v2) =⇒ distance(v1, v2) > t + 2δ.
This gathering operation allows to define relations between vertices which does not depend
on the clustering algorithm. In other words, operations on geometric primitives are defined only
considering the tolerance threshold t and not the cluster to which each involved vertex belongs to.
Proposition 6. Given a weak-arrangement A for a dataset D, the application of Algorithm 1
produces a modified arrangement A∗, such that:
∀v1, v2 ∈ A
∗.V : equal(v1, v2) ∨ v1, v2 are well-separated.
and the relation equal is robust.
Proof. After the application of Algorithm 1 all vertices in A∗.V are contained inside the cluster
kernels. Indeed, the vertices inside the kernel of a cluster c centered in (c.kernel.x, c.kernel.y)
satisfies the condition X2 + Y 2 < (t/2 − δ)2, where X and Y are the coordinates of the vertex
w.r.t. the kernel center. After the application of the procedure Approaching to a vertex v such
coordinates are (Δx ∙ (t/2− δ)/t, Δy ∙ (t/2− δ)/t)3; by substituting them in the condition above,
we obtain Δ2x + Δ
2
y < t
2, which is always satisfied in the weak-arrangement A considering two
3Δx = v.x − c.kernel.x, Δy = v.y − c.kernel.y
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vertices belonging to the same cluster k. Therefore, given two vertices v1, v2 ∈ V , if v1, v2 belongs
to the same kernel k, then their distance mind is less than 2(t/2−δ), thus the relation equal(v1, v2)
is non-ambiguous, since mind is less than t. Moreover, equal(v1, v2) is robust, since mind is less
than (t − 2δ). Conversely, if v1, v2 belongs to two different kernels k1 and k2, then their distance
is greater than 2(t/2 + δ), thus they are well-separated.
5.3 Segment Restore
The Gathering procedure described in the previous section allows to obtain a dataset whose
vertices are equal or are well separated and assures that these relations are non-ambiguous and
robust. Anyway, in order to make robust the dataset, also each vertex and each non-incident seg-
ment shall be well separated. Therefore, another phase is necessary which approaches or separates
a segment from a vertex, in order to make non-ambiguous and robust also the belongsTo relation.
Algorithm 3 Restore procedure applied to a weak-arrangement A and a set of clusters C. It
produces a modified weak-arrangement A∗ which is well-separated.
1: procedure Restore(A, C)
2: A∗ ← A
3: K ← Critical-Clusters(A∗, C)
4: while K 6= ∅ do
5: for c ∈ K do
6: for e ∈ c.inter-edges do
7: v ← Choose-Vertex(c, e,A)
8: {e1, e2} ← e.split-edge(e, v)









Such phase is represented by the procedure Restore in Algorithm 3. Its while cycle (rows
4-14) will be repeatedly performed, until all vertices and all segments become well separated. The
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main idea is the following one: for each segment s ∈ S, which passes through a cluster c containing
other vertices without passing through its kernel, an additional vertex v is introduced in order to
split s into two segments that pass through the cluster kernel or outside it, on the basis of the
relation between their original segment and the cluster.
At this regards, each edge e ∈ E of an arrangement A maintains a reference to the segment
from which it has been generated, represented by the property e.os. A collection of edges which
have been generated from the same original segment s will be referred in the following as chain.
The procedure Restore is based on the detection of the clusters that show a non robust
relation with an edge of the arrangement. Such clusters are called critical clusters.
Algorithm 4 Critical-Clusters procedure which determines which clusters in C are critical
w.r.t. the edges of a weak-arrangement A.
1: procedure Critical-Clusters(A, C)
2: K ← ∅
3: for c ∈ C do
4: for e ∈ E do
5: if e.intersect(c) ∧ ¬e.intersect(c.kernel) then
6: c.inter-edges.add(e)






Definition 18 (Critical cluster). Given a weak-arrangement A and a set of clusters C induced by
a tolerance value t, a cluster c ∈ C is said to be critical if and only if ∃e ∈ E such that e intersects
c.support \ c.kernel, namely it intersects the cluster support without passing through its kernel.
Figure 5.a illustrates an example of cluster which is traversed by two edges one of which
intersects it without passing trough its center. This is a critical since it produces a not-robust
situation: the above edge cannot be considered neither well-separated nor coincident with the
vertices in the cluster.
Given a weak-arrangement A and a set of clusters C for it, the Restore procedure in Algo-
rithm 3 determines the set of all critical clusters K and iterates through them in order to solve
such critical situations. In particular, for each cluster c ∈ K, it re-routes each edge e which
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intersects it, by adding a new vertex v and splitting e into two edges e1 and e2. Procedure
Critical-Clusters() determines which clusters of C are critical w.r.t. the edges of A and popu-
lates the property c.inter-edges containing for each cluster c the set of edges in E that intersects c
without passing through its kernel.
The choice of the vertex v performed during the Restore procedure is a critical point of
the algorithm, because it has to solve the current critical situation. Such choice is performed
by the Choose-Vertex() procedure illustrated in Algorithm 5. First of all two situation can
be distinguished: (a) the original segment e.os passes through the cluster c, or (b) the original
segment e.os passes outside c.
Algorithm 5 Choose-Vertex procedure which takes as input a critical cluster c, an edge e, a
set of all clusters C, and returns a vertex v for re-routing the edge e outside the cluster c.
1: procedure Choose-Vertex(c, e, C)
2: if e.os.intersects(c.support) then
3: v ← Closer-Vertex(c, e)
4: else
5: dmin ← +∞; v ← ⊥
6: U ← Useful-Clusters(c, e)
7: if U 6= ∅ then
8: v ← Closer-Useful-Vertex(U, e, c)
9: end if
10: if U = ∅ ∨ v = ⊥ then
11: F ← Free-Cell(c, C)
12: if F 6= ∅ then
13: v ← Closer-Useful-Vertex(F, e, c)
14: else






In case (a) the chain produced by splitting e has to pass through the cluster kernel for main-
taining the original relation. This case is treated by rows 2-3 of Algorithm 5 where the procedure
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Closer-Vertex() identifies an appropriate vertex v of the cluster kernel for performing the split.
In particular, the main idea is to choose a location inside the kernel that maintain minimum the
distance between the new potential chain and its original segment. 4 Therefore, in order to im-
plement such idea while simplifying the choice process, the procedure Closer-Vertex() returns
one of the existing vertices inside the cluster c that minimize the distance between the new chain
and its original segment, as illustrated in Algorithm 6.
Let us consider the situation in Figure 5.a where edge e passes through a critical cluster without
passing through its center. Its original segment is identified by the dashed line above which also
traverses the cluster. Procedure Closer-Vertex() tests the three vertices in the cluster in order
to find the one that minimizes the distance between the potential chain obtained by splitting e
and its original segment. The situation produced for e by the Restore procedure is the one in
Figure 5.b.
Algorithm 6 Closer-Vertex procedure which chooses the best vertex of the cluster c for re-
routing the edge e. It returns the vertex inside c that minimizes the distance between the new
chain and the original segment of e. Notation 〈e1, e2〉 represents a chain composed by two edges
e1 and e2.
1: procedure Closer-Vertex(c, e)
2: d← >; v ← ⊥;
3: for x ∈ c do
4: {e1, e2} ← split e at x;
5: y ← distance(〈e1, e2〉, e.os);
6: if y < d then





In case (b) a new vertex v has to be added outside c so that the chain obtained by splitting e
in v does not pass through c any more. For dealing with this case we introduce the definition of
cluster frame.
Definition 19 (Cluster frame). Given a weak-arrangement A and a cluster c ∈ C induced by
a tolerance value t, the cluster frame of c is the set of clusters nearby c and is computed in the
4The distance between the potential chain and its original segment is computed as the average distance between
the endpoints of the chain edges and the original segment.
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following way. A 9-cell grid g is build around c such that the central cell contains c and each cell
has a side length of 2t. The frame of c (denoted as c.frame) is the set of clusters that intersects
the grid cells built around the cluster c.
Figure 4 illustrates an example of cluster frame for a cluster c which is contained at the grid
center. The cluster frame of c is represented by all clusters which intersect the grid even if they
are not completely contained in a cell.
Again two cases can be distinguished: (b1) there exists a cluster x ∈ c.frame such that e.os
passes through x while e does not, or (b2) there are not clusters in c.frame such that only the
original segment e.os passes through it. Procedure Useful-Clusters() illustrated in Algorithm 7
returns the set of clusters of c.frame which are intersected only by the original segment and not
by e. This second condition is necessary in order to exclude the clusters to which the edge e has
already been anchored by the initial procedure Gathering() or by previous execution of the while
cycle in the procedure Restore().
Algorithm 7 Useful-Clusters procedure which identifies among all clusters in the frame of c
the ones that intersect the original segment of e but do not intersect e.
1: procedure Usefull-Clusters(c, e)
2: U ← ∅;
3: for c ∈ c.frame do
4: if e.os.intersects(c) ∧ ¬e.intersects(c) then





Case (b1) is represented by rows 7-9 in Algorithm 5. In particular, the clusters identified
by Useful-Clusters() can be used for re-routing the edge outside c. The procedure Closer-
Useful-Vertex() reported in Algorithm 9 searches for clusters in the set U of useful ones those
whose centroid moves the potential new chain outside c, and among all candidate centroids chooses
the one that minimizes the distance from the original segment. Figure 6 shows an example of
situation b1: the original segment represented by the dashed line passes through a cell which
contains a cluster while the edge does not. The chain obtained by adding a vertex at this cluster
center does not pass through the central cluster any more.
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Algorithm 8 Free-Cell procedure which determines the cells in the frame of c which do not
contain any cluster and returns as candidate vertices their center points.
1: procedure Free-Cell(c, C)
2: F ← Grid-Cells-Around(c)
3: for f ∈ F do
4: for k ∈ c.frame do
5: if k.intersect(f) then





11: for f ∈ F do




If no vertices can be found by the procedure Closer-Useful-Vertex() or there are no useful
clusters (case b2), a new cluster has to be build around c, as explained by rows 10-18 in Algorithm 5.
Procedure Free-Cell() determines the cells of the grid around c that are not occupied by any
other cluster. In particular, function Grid-Cells-Around() returns the grid cells around a
particular cluster. Given such cells those that are occupied by a cluster in c.frame will be removed.
The remaining free cells are candidate for accommodating a new cluster containing only the vertex
v. Procedure Closer-Useful-Vertex() is applied in this case by considering the center of the
cells in F as candidate vertex v and it verifies if any of these is able to move the chain outside c.
Among all candidate clusters, it chooses as result vertex the center that minimizes the distance
from the original segment. Figure 7 illustrates an example of this situation where there are no
useful clusters around c. Procedure Free-Cells returns cells 1, 2 and 3: cell 3 is not useful
for re-routing e outside the cluster, while between cell 1 and 2, the last one is chosen because it
produces a smaller distance from e.os.
Finally, in case no free cell exists that moves the chain outside the cluster c, the algorithm
chooses the vertex v as in case (a) (line 15 of Algorithm 5), because there is no possibility to
reroute e without passing through an existing cluster. In real cases, geometric primitives are
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usually not particularly dense, thus latter case, which modifies the original relations, rarely occurs.
Algorithm 9 Closer-Useful-Vertex procedure which chooses among all useful clusters in U
the one which re-routes e outside c and minimizes the distance between the new potential chain
and the original segment of e. Notation 〈e1, e2〉 represents a chain composed by edges e1 and e2.
1: procedure Closer-Useful-Vertex(U, e, c)
2: d← +∞; v ← ⊥;
3: for u ∈ U do
4: {e1, e2} ← split e at u.centroid
5: if ¬e1.intersect(c) ∧ ¬e2.intersect(c) then
6: x← distance(〈e1, e2〉, e.os)
7: if x < d then







The TRS algorithm is illustrated in Algorithm 10. It starts by gathering the vertices contained
in the arrangement A built from the input dataset D in order to make them well-separated, and
then applies the Restore procedure to establish or restore the dataset robustness.
Proposition 7. Given a weak-arrangement A for a dataset D, the application of Algorithm 10
produces a modified arrangement A∗, which corresponds to a robust dataset.
Proof. Algorithm 10 firstly applies the Gathering() procedure which makes coincident points at
a distance less than t− 2δ (TME rule for points) and different points well-separated at a distance
grater than t + 2δ (TMD rule for points).
Secondly, it applies the procedure Restore() which terminates when no critical clusters can
be found. Therefore, any segment s which passes through an existing cluster, will pass through its
kernel; namely, any coincident vertex and segment has a distance less than or equal to t−2δ (TME
rule for point/segment). Conversely, the same procedure Restore() guarantees that vertices and
segments belonging to two different clusters are at a distance greater than t + 2δ (TMD rule for
point/segment).
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As proved in Proposition 5, if a dataset satisfies rules TME and TMD, it is δ-robust in the
tolerance model.
Algorithm 10 The Tsr algorithm applied to a weak-arrangement A with a tolerance value t. It
produces a modified arrangement A∗ which corresponds to a robust dataset.
1: procedure Tsr(C,A, t, δ)
2: A1 ← Gathering(C,A, t, δ)
3: A∗ ← Restore(A1, t)
4: return A∗
5: end procedure
Proposition 8. The Tsr algorithm has a complexity of O(n3 log n) in the worst case scenario
where n is the number of vertices in the arrangement A.
Proof. The Tsr algorithm firstly performs a Gathering() phase which iterates for all clusters
in the set C and then for each vertex in the cluster it performs an approaching to the cluster
center. The Approaching() procedure takes a constant time to be performed, therefore the
overall Gathering() procedure takes an O(n) time.
Procedure Restore() firstly determines the set of critical clusters through the procedure
Critical-Clusters(). This procedure iterates for all clusters in C and for each of them finds the
set of edges which intersect it without passing through its center. This is the most time consuming
operation, because in the worst case scenario the number of clusters is O(n) while the number of
edges is O(n2), thus the complexity of the procedure Critical-Clusters() is O(n3). This com-
plexity can be reduced by optimizing Critical-Clusters(); this can be done by using a plane
sweep algorithm, which reduces the number of tests to be performed to O(m log m) where m is the
number of edges, namely O(n2 log n).
Given the set of critical clusters K which have a worst case cardinality of O(n), the Restore
procedure iterates for each critical cluster and solves the corresponding critical situation. The pro-
cedure Choose-Vertex() performs different operations based on the specific situation: in case
(a)5 the procedure Closer-Vertex has a complexity of O(h) where h is the number of vertices in a
cluster c; in case (b1) and (b2) the procedure firstly determines the set of useful clusters, where pro-
cedure Useful-Clusters() has a complexity of O(l) where l is the number of clusters in c.frame.
Secondly, in case (b1), if there are some useful clusters, procedure Closer-Useful-Vertex()
determines the closer vertex by iterating through the set of useful clusters. In the worst case where
all clusters in c.frame are useful, it has a complexity of O(l). Conversely, if there are no useful
clusters or in case (b2), procedure Free-Cell() is performed, it has a complexity of O(9l) = O(l)
5see the discussion about the procedure Choose-Vertex() in Section 5.3
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where l is again the number of clusters in c.frame. Given the set F of Free-Cell() the resulting
vertex v is chosen with a complexity of O(l) in case F is not empty, or O(h) in case F is empty.
Therefore, the overall complexity of the main loop (rows 4-14) inside the Restore() procedure is
O(n) ∙max{O(h), O(l)+max{O(l), O(h)}} + O(n2 log n). In the worst case, the number of vertices
in the cluster c can be n, but in this case the number of clusters cannot be n; more specifically, if
the cardinality of the cluster c is k, the total number of clusters can be at most O(n−k +1). Any-
way, the complexity of the main loop is dominated by the complexity of the Critical-clusters()
procedure, thus it is again O(n2 log n).
The finally aspect to consider, is the number of times the main loop of the Restore() procedure
is performed. In the worst case scenario, there are a cluster of each vertex, each cluster is critical
and only one critical cluster is solved during a loop iteration. In this case, the main loop is
performed O(n) times producing an overall complexity of O(n3 log n).
Notice that, the configuration that produces the worst case for complexity is quite impossible,
because if a cluster is built for each vertex, then the dataset is sparse and there will be very
few critical clusters. Conversely, if the dataset is dense, producing many critical situations, the
number of clusters is low. The experiments illustrated in the following section demonstrates that
the algorithm can be applied to real datasets with acceptable execution times.
6 Implementation and Experiments
The Tsr algorithm proposed in the previous section has been tested on a real-world dataset
describing the road network of some valleys in the Alpine region of Northen Italy. In particular, it
contains 12,262 linestrings, representing road links.
The main aim of these tests was to verify that the introduction of some perturbations on the
original dataset can modify the topological relations initially computed, while if the dataset is made
robust with the Tsr algorithm the existing topological relations do not change even in presence
of perturbations. For this reason, the topological relations with tolerance presented in Section 4
have been implemented in PostGIS [OSGeo, 2014], then the relations existing between any pair
of linestring with intersecting MBR have been computed with a tolerance of 10−2 (in accordance
with the metric accuracy of the dataset), producing the 29,343 relations summarized in Table 2.
The original dataset DS has then been modified by introducing a random perturbation. In
particular, four different perturbations have been applied with δ equals to 10−6, 10−5, 10−4 and
10−3, producing four corresponding datasets DSp6 , DSp5 , DSp4 and DSp3 . The upper bound 10
−3
for the perturbation range satisfies the condition mentioned at the end of Section 4.4 for which t
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must be greater than 2δ, while the lower bound 10−6 has been chosen since perturbing with lower
value of δ does not alter the relations among linestrings.
Given such datasets, the set of existing topological relations has been computed again for each of
them, as in the previous test, in order to check which relations (of the 29,343 relations computed on
DS ) have been changed. Table 3 shows the differences between the topological relations computed
on DS and the ones computed on DSp6 , DSp5 , DSp4 and DSp3 , respectively. The first column
identifies the kind of transformation: r1 → r2 means that an r1 relation in the original dataset DS
has become an r2 relation in the perturbed dataset DSpx . The obtained transformations regard
the relations: overlaps (ov), touches (tc), crosses (cr) and disjoint (dj ).
An implementation of the algorithm has been developed in Java 7u51 using the Java Topology
Suite API [Vivid Solutions, 2014] for performing the required geometric operations, and have been
executed on an machine with an Intel i7 4770K processor and 16GB of RAM. This implementation
uses a fixed grid with cell side of 2t in order to perform the initial clustering and represents a
preliminary experimentation of the algorithm applicability: it can be further improved by using
more sophisticated clustering techniques and data structures. In particular, the performed experi-
ments reveal that the applied clustering techniques determines the number of different topological
relations between the original dataset DS and its robust version DSδ. As explained in Section 5.1,
the quality of the result depends upon the initial centroids and their choice has to consider the
distribution of points. Moreover, notice that modifications on the tolerance value t will affect
the result of the initial clustering phase and eventually the amount of identified critical clusters,
namely smaller values of t could produce more critical situations because vertices or segments that
are very near to each other are considered to be separate instead of coincident.
Anyway, the aim of the performed tests was to verify that Tsr establishes or restores the ro-
bustness of a dataset independently from the quality or nature of the clustering process. Therefore,
given the original dataset DS described above, the Tsr algorithm has been applied considering
the mentioned perturbation values, producing four datasets which are robust w.r.t. a maximum
perturbation of the corresponding entity, called DSδ6 , DSδ5 , DSδ4 and DSδ3 respectively. Notice
that, the maximum admissible perturbation value is used by the algorithm in order to determine
the cluster kernel; therefore, the amount of movement induced by the Gathering and Reroute
procedures can be different in the four cases.
Table 4 contains some interesting information about the Tsr execution for each considered
perturbation value δ. In particular, the number of input road links, the number of clusters and
of critical clusters contained in the original dataset, the number of iterations performed by the
algorithm and the number of produced segments. In the four cases the Restore() procedure
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performs only three iterations of the main loop to obtain the result, even if the number of clusters
is about two hundred thousand, confirming that the provided complexity analysis represents a
worst-case scenario that rarely occurs. Similarly, the number of critical clusters is an order of
magnitude less than the number of total original clusters.
Finally, the four robust datasets, DSδ6 , DSδ5 , DSδ4 and DSδ3 , obtained from Tsr, have been
perturbed, each one with the corresponding admissible maximum perturbation and the set of
topological relations has been computed again in order to verify that the algorithm ensures the
robustness of the dataset. The tests confirm that all relations computed on each robust dataset
DSδx are maintained even in presence of perturbations, namely in its perturbed version DSδxpx .
7 Conclusion
This paper deals with the potential robustness problems affecting a spatial dataset that is ex-
changed between different systems. In particular, it considers a vector representation of geometric
primitives based on a tolerance model, namely a model in which equality is based on a tolerance
threshold rather than on the identity between geometric primitives. Given the results presented in
[Belussi et al., 2013] about the applicability of existing algorithms for establishing the robustness
of a dataset in the tolerance model, this paper proposes a new algorithm for this purpose, which
is called Tolerance-based Snap Rounging (TSR) and has been inspired by the ones of the Snap
Rounding (SR) family.
Two key ideas differ TSR from SR algorithms: (1) in order to preserve as much as possible
the original relation between two primitives, an additional operation is added to the snapping one,
which moves away primitives that are initially disjoint, and (2) a tolerance region is considered
during the snapping or spreading operation, instead of a single location (pixel), as usually done in
the SR approach.
A preliminary implementation of the algorithm has been developed in order to test the applica-
bility of the technique on a real-world dataset which was initially not-robust. The obtained results
encourage the development of a more sophisticated implementation as a future work. In particu-
lar, the possible improvements regard both the applied clustering technique and the use of more
efficient data structures for reducing the overall complexity. The performed experiments reveal
that the applied clustering algorithm influences the number and kind of topological relations that
are preserved between the original dataset and its robust version. Therefore, it has to be chosen
very carefully considering both the geometric and semantics dataset characteristics. At the same
time the development of particular data structures can reduce the complexity of the operations
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performed at any iteration in order to identify the set of critical clusters and choose the useful
splitting vertex.
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Figure 1: Example of dataset S1 in which topological relations are evaluated using a tolerance
approach.
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Figure 2: Regions defined by a segment s for the predicates leftOf(p, s), rightOf(p, s) and
separate(p, s).
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Figure 3: Example of application of the Gathering procedure to two adjacent clusters. Vertices in
the same cluster will be moved inside the gray region, called cluster kernel, in a position identified
by the red points, which is proportional to their original distance from the cluster center.
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Figure 4: Example of frame for a cluster c placed at the center of the grid. The clusters composing
the frame of c are those highlighted in red. Notice that a cluster belongs to the cluster frame even
if it is not completely contained in a grid cell.
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Figure 5: (a) Example of critical cluster: the solid edge e passes through a cluster without passing
through its kernel. This produces a not-robust situation since the edge is neither well-separated
nor coincident with the cluster vertices. The dashed line represents the original segment for the
edge e. (b) Result of application of the Reroute() procedure to edge e: since the original segment
passes through the cluster, then case (a) occurs and the edge e has to be splitted by adding a new
vertex v inside the cluster kernel.
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Figure 6: (a) Example of critical cluster: the solid edge e, produced at a certain stage of the Tsr
algorithm, passes through a cluster without passing through its kernel. The dashed line represents
the original segment for the edge e. (b) Result of application of the Reroute() procedure to edge
e: since the original segment does not pass through the cluster but there exists a useful cluster
such that e.os passes through it while e does not, case (b1) occurs and the edge e has to be splitted
by adding a new vertex v at this cluster centroid.
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Figure 7: Example of critical cluster: the solid edge e, generated at a given stage of the Tsr
algorithm, passes through a cluster without passing through its kernel. The dashed line represents
the original segment for the edge e. The red line represents the result of the application of the
Reroute() procedure to edge e: since there are no useful clusters, then case (b2) occurs. Procedure
Free-Cells() returns cells 1, 2 and 3: cell 3 is not useful for re-routing e outside the cluster, while
between cell 1 and 2, the last one is chosen because it produces a smaller distance from e.os.
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Figure 8: Real-world dataset considered during the experiments.
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Table 1: Possible topological relations between two point p1, p2 ∈ P , or a point p ∈ P and a
segment s = (v1, v2) ∈ S, or two segments s1 = (v1, v2), s2 = (u1, u2) ∈ S. The table assumes that
the segment vertices are ordered: ∀s = (v1, v2) ∈ S, v1.x < v2.x ∨ (v1.x = v2.x ∧ v1.y ≤ v2.y).
p1, p2 ∈ P p ∈ P , (v1, v2) ∈ S (v1, v2), (u1, u2) ∈ S
dj ¬equal(p1, p2) ¬belongsTo(p, s) ¬intersect(s1, s2)
in – belongsTo(p, s)∧ belongsTo(v1, s2)∧
¬equal(p, v1)∧ belongsTo(v2, s2)∧
¬equal(p, v2) ¬(equal(v1, u1)∨
equal(v2, u2))
ct – – in(s2, s1)
eq equal(p1, p2) – equal(v1, u1) ∧ equal(v2, u2)
ov – – (in(v1, s2) ∨ in(u2, s1))∧
(in(u1, s1) ∨ in(v2, s2))∧
¬eq(s1, s2)






tc – equal(p, v1)∨ belongsTo(v1, s2)∨
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Table 2: Topological relations computed on the 29,343 pair of linestrings with intersecting MBR
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Table 3: Changes between the topological relations computed on the original not-robust dataset
DS and the ones computed on its corresponding perturbed versions DSp6, DSp5, DSp4 and DSp3,
for values of δ between 10−6 and 10−3.
Change δ = 10−6 δ = 10−5 δ = 10−4 δ = 10−3
ov→ tc – – 7 50
ov→ cr – – 1 4
tc→ ov – 2 5 58
tc→ dj – 2 12 162
tc→ cr – – 3 34
dj→ tc – 3 17 170
cr→ ov – – 1 3
cr→ tc – – 5 27
total 0 7 51 508
(0.00%) (0.02%) (0.17%) (1.73%)
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Table 4: Interesting information about the Tsr execution on the original dataset considering
different perturbation values δ. Column #LS contains the number of linestrings contained in the
input dataset, #CL contains the number of initial clusters, #CCL contains the number of initial
critical clusters, #IT reports the number of main-loop iterations performed by Restore, and
#Edges the number of segments contained in the resulting dataset.
p #LS #CL #CCL #IT #Edges
10−6 12,262 198,427 18,331 3 229,008
10−5 12,262 198,427 18,355 3 229,039
10−4 12,262 198,427 18,549 3 229,345
10−3 12,262 198,427 20,287 3 231,838
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