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m = n ∧Ed Courant e´lectrique de surface
mi+r =mi +mr Courants e´lectriques incident et re´fle´chi
= n ∧Ei + n ∧Er
j = n ∧Hd Courant magne´tique de surface
ji+r = ji + jr Courants e´lectriques incident et re´fle´chi
= n ∧Hi + n ∧Hr
ω Pulsation e´lectromagne´tique
λ Longueur d’onde e´lectromagne´tique
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Notations utilise´es viii
µ0 Perme´abilite´ du vide
µ Perme´abilite´ d’un milieu isotrope
ǫ0 Permittivite´ du vide
ǫ = ǫ0ǫr Permittivite´ d’un milieu isotrope
ǫr Permittivite´ relative d’un mate´riau
η0 =
√
µ0
ǫ0
Impe´dance du vide
ρ Densite´ volumique de charge e´lectrique d’un milieu isotrope
ρ∗ Densite´ volumique de charge magne´tique d’un milieu isotrope
z = h(x, y) Hauteur de la surface
J Courbure moyenne de la surface h
K0 = k0 − q0zˆ Vecteur d’onde incident dans le vide
K0 Nombre d’onde dans le vide
K = k+ qzˆ Vecteur d’onde diffracte´ dans le vide
K = K0ǫr Nombre d’onde dans le milieu diffractant
θ0 Angle d’incidence
θ Direction du champ diffracte´
uH = zˆ ∧ k0|k0| Vecteur unitaire base de la polarisation H
uV =
K0
|K0| ∧ uH Vecteur unitaire, base de la polarisation V
G0 Fonction de Green, solution de (∆ +K
2
0 )G0 = −δ(r− r′) ve´rifiant une condition d’ondes
M0,P0 Ope´rateurs inte´graux 3D dans le vide
M,P Ope´rateurs inte´graux 3D dans un milieu isotrope
Z Ope´rateur approximation d’impe´dance 3D
S0, K0, K′0, T0, Ta, Tb, T ′b Ope´rateurs inte´graux 2D dans le vide
Ψ Inconnue scalaire du proble`me de diffraction 2D
H10 , H
1
1 Fonctions de Hankel de premie`re espe`ce
N Nombre de mailles du proble`me de diffraction
Introduction
L’environnement marin est de plus en plus largement exploite´ pour ses ressources, et utilise´ pour le
transport, mais reste paradoxalement mal compris. La description statistique pre´cise de la surface
de mer est un sujet de recherche hydrodynamique encore largement ouvert [2]. Les mode`les existants
peinent a` reproduire la complexite´ des me´canismes a` l’œuvre dans la ge´ne´ration des vaguelettes
par le vent, sans meˆme parler de phe´nome`nes comme les vagues sce´le´rates, qui constituent de re´els
dangers pour les navires et les infrastructures (plateformes).
Les ondes e´lectromagne´tiques, a` diverses gammes de fre´quences, sont irremplac¸ables pour l’e´tude a`
distance de la surface marine. Elles permettent en particulier de de´tecter certaines cibles (radars),
et de recueillir a` distance nombre d’informations sur l’e´tat de la mer ou de l’atmosphe`re (vitesses de
vent, hauteurs de vagues, salinite´, courants). Pour cela, par manque de mode`le physique, on se base
en ge´ne´ral sur des mode`les empiriques qui montrent pourtant leurs limites devant le grand nombre
de parame`tres a` prendre en compte.
La compre´hension des interactions entre les ondes e´lectromagne´tiques et la surface de la mer est donc
un enjeu e´conomique, militaire et scientifique. Une difficulte´ particulie`re est rencontre´e dans le cas des
radars coˆtiers ou embarque´s sur des navires de surface : l’incidence rasante. La propagation presque
paralle`le a` la surface de la mer favorise des phe´nome`nes complexes comme le conduit (ducting)
[3], l’ombrage ou la diffusion multiple qui rendent les mode`les simples de diffraction caducs. Le
faible niveau de re´trodiffusion conduit fre´quemment a` des erreurs d’estimation de plusieurs ordres
de grandeur, et donc par exemple des hypothe`ses trop optimistes au moment de la conception
d’antennes radar [4].
Un bon exemple d’interaction complexe en incidence rasante ayant des conse´quences pratiques po-
tentiellement importantes est l’apparition intermittente de forts e´chos radar, appele´s ge´ne´ralement
sea spikes. Ce phe´nome`ne a lieu essentiellement en polarisation horizontale et pour une incidence
de plus de 85◦, et se manifeste par de brefs pics radars pouvant de´passer la moyenne de plus de 20
dB, et ne durant que quelques secondes. Ces caracte´ristiques les rendent difficilement distinguables
d’e´chos radar lie´s a` des objets artificiels [5].
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Ces pics font l’objet d’une recherche importante depuis les anne´es 1950 [6], [7], mais leur explication
reste encore largement au stade des hypothe`ses [8], [9], [10]. On lie ge´ne´ralement leur pre´sence a`
l’e´cume et au de´ferlement, mais leur pre´sence a e´te´ rapporte´e meˆme dans le cas de mers tre`s calmes.
La difficulte´ de maitriser les conditions expe´rimentales pour des e´tudes de terrain renforce l’inte´reˆt
des simulations nume´riques.
Une autre gamme de difficulte´s est la complexite´ de la surface de la mer, en particulier son caracte`re
multi-e´chelles qui oblige a` prendre en compte les vagues dont la longueur d’onde est au moins de
l’ordre de grandeur de la longueur d’onde e´lectromagne´tique. En fonction de la fre´quence radar,
les vagues de capillarite´ peuvent eˆtre importantes ou non. De ce fait, beaucoup de me´thodes ap-
proche´es ne traitent de fac¸on satisfaisante qu’une partie du spectre de rugosite´s, et ne sont donc pas
globalement satisfaisantes.
Cette e´tude s’inscrit dans le domaine de la mode´lisation de la diffraction e´lectromagne´tique par la
surface oce´anique aux fre´quences microondes, lesquelles sont tre`s utilise´es en te´le´de´tection notam-
ment. Elle vise a` ame´liorer la connaissance de l’influence de l’incidence rasante sur la diffraction, en
achevant une me´thode de diffraction rigoureuse, e´tudiant des mode`les approche´s adapte´s, ainsi que
le comportement des spectres Doppler aux angles rasants.
Le pre´sent manuscrit en rend compte, et se compose de trois parties. Une me´thode de calcul rigoureux
de la diffraction d’ondes e´lectromagne´tiques par des surfaces rugueuses comme la surface oce´anique
est tout d’abord pre´sente´e. Elle s’appuie sur une re´solution nume´rique d’e´quations inte´grales de
frontie`re repre´sentant le proble`me de diffraction. Elle n’est pas limite´e dans le choix de l’angle
d’incidence, et est capable de prendre en compte la conductivite´ finie de la surface. Les calculs
the´oriques sont de´taille´s, et les proble´matiques nume´riques expose´es. Dans le cadre de la me´thode
des moments, on e´tudie diffe´rentes me´thodes pour le calcul d’un ope´rateur inte´gral hyper-singulier
applique´ aux composantes tangentielles du champ e´lectromagne´tique sur la surface.
L’algorithme de calcul du champ diffracte´ est ensuite valide´ en le comparant a` la me´thode perturba-
tive dans des situations ou` cette dernie`re est valide. Il est e´galement utilise´ pour mieux de´terminer
les conditions d’application de certaines me´thodes approche´es de diffusion simple aux angles rasants.
Il permet ensuite d’envisager une ame´lioration de la me´thode a` deux e´chelles GOSSA, en corrigeant
son comportement en incidence rasante. On obtient ainsi un algorithme de calcul de section effi-
cace du champ diffracte´ rapide et pre´cis, sur une large gamme de fre´quences et de vitesses de vent.
Le degre´ de pre´cision de la me´thode est e´value´ en fonction des configurations : e´tat de mer, angle
d’incidence, fre´quence e´lectromagne´tique.
On s’inte´resse dans la dernie`re partie a` la simulation des spectres Doppler fre´quemment mesure´s en
mer, qui sont une signature du mouvement des vagues. On e´tudie la forme de ces spectres lorsque
l’incidence est rasante. On montre en particulier que ces spectres sont fortement lie´s aux de´tails de
la forme de la surface de mer, le choix du mode`le de surface dans les simulations est donc crucial.
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Les contributions respectives de l’e´lectromagne´tisme et de l’hydrodynamique aux spectres Doppler
sont discute´es.
Chapitre 1
Formalisme inte´gral de frontie`re
Dans cette e´tude, on utilise un formalisme inte´gral de frontie`re pour re´soudre le proble`me de diffrac-
tion, c’est-a`-dire que l’on re´sout un syste`me d’e´quations inte´grales bidimensionnelles lie´es a` l’interface
de deux milieux homoge`nes. Ceci a notamment pour avantage de re´duire le nombre de dimensions du
proble`me, puisqu’il n’est plus ne´cessaire de conside´rer le volume. Les diffe´rents points de la frontie`re
entre les deux milieux sont relie´s par la fonction de Green, solution e´le´mentaire de l’e´quation de Helm-
holtz pour le vide ve´rifiant une condition d’ondes sortantes. Nous faisons ici le choix de de´velopper
les calculs menant a` ces e´quations inte´grales, pour permettre au lecteur non familier de ce formalisme
d’en comprendre l’origine. Il en re´sulte par contre quelques pages de calculs un peu fastidieux, que
le lecteur non inte´resse´ pourra aise´ment ignorer.
1.1 Calculs analytiques
1.1.1 Hypothe`ses, e´quations de Maxwell
On commence par de´crire les notations qui seront utilise´es dans tout le document. ∇ est le vecteur
habituel des de´rive´es partielles en coordonne´es carte´siennes ( ∂
∂x
, ∂
∂y
, ∂
∂z
). On notera ∇R quand la
de´rivation se fera par rapport aux coordonne´es du point d’inte´gration x, et ∇R′ lorsque la de´rive´e
sera par rapport au point d’observation x′. On se place en re´gime harmonique, avec une de´pendance
temporelle en e−iωt.
On conside`re que le milieu est line´aire, homoge`ne et isotrope : la permittivite´ ǫ et la perme´abilite´ µ
sont scalaires. Il peut exister des densite´s de charge magne´tique ρ∗ et de courant magne´tique J∗.
Dans ces conditions, les e´quations de Maxwell s’e´crivent comme suit, pour un champ e´lectromagne´tique
(E,H) [11] :
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Figure 1.1: Configuration ge´ome´trique pour de´termination d’une e´quation inte´grale.
∇ · E = ρ
ǫ
∇R ·H = ρ
∗
µ
∇R ∧E = iωµH− J∗
∇R ∧H = −iωǫE+ J
Notons la dualite´ de ces e´quations, invariantes par la transformation
E↔ H, ǫ↔ −µ, J↔ −J∗, ρ↔ −ρ∗
proprie´te´ que l’on pourra utiliser par la suite.
Mentionnons e´galement les relations de continuite´ ∇R · J = iωρ et ∇R · J∗ = iωρ∗.
On obtient de`s lors les e´galite´s suivantes, classiques :
∇R ∧∇R ∧E−K2E = iωµJ−∇R ∧ J∗
∇R ∧∇R ∧H−K2H = ∇R ∧ J+ iωǫJ∗
1.1.2 The´ore`me de Green vectoriel
On se place dans la configuration de la figure 1.1. Pour un volume ferme´ V entoure´ par une surface
S, et une fonction vectorielle A, le the´ore`me de la divergence nous indique que
∫
V ∇R ·Adv =
− ∫SA · nds, n e´tant oriente´e vers l’inte´rieur.
On applique ce re´sultat a` la fonction vectorielle P ∧∇R ∧Q, P etQ e´tant deux fonctions vectorielles
de classe C2 : ∫
V
∇R · (P ∧∇R ∧Q)dv = −
∫
S
(P ∧∇R ∧Q) · nds
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On de´veloppe la divergence dans le membre de gauche :
∫
V
(∇R ∧P · (∇R ∧Q)−P · ∇R ∧∇R ∧Q)dv = −
∫
S
(P ∧∇R ∧Q) · nds (1.1.1)
On peut intervertir P et Q :
∫
V
(∇R ∧Q · (∇R ∧P)−Q · ∇R ∧∇R ∧P)dv = −
∫
S
(Q ∧∇R ∧P) · nds
Puis effectuer la diffe´rence des deux dernie`res e´galite´s :
∫
V
(Q.∇R ∧∇R ∧P−P · ∇R ∧∇R ∧Q)dv = −
∫
S
(P ∧∇R ∧Q−Q ∧∇R ∧P) · nds (1.1.2)
Ce re´sultat est une des formes du the´ore`me de Green vectoriel [12]. Notons que si l’on choisit
P = Q = E dans l’e´quation 1.1.1 on retrouve exactement le the´ore`me de Poynting.
1.1.3 Equation inte´grale
Nous allons partir du re´sultat pre´ce´dent, ge´ne´ral, pour obtenir les e´quations inte´grales que nous
utiliserons pour le calcul du champ diffracte´. Il est fait le choix de de´tailler les calculs y menant,
dans le but de permettre au lecteur non familier des e´quations inte´grales de se faire une ide´e de la
de´marche. L’alternative est d’admettre le re´sultat menant aux e´quations 1.1.6 et 1.1.7, ou encore de
prendre le temps de parcourir les ouvrages de re´fe´rence sur le sujet. Je donne pour cela quelques
re´fe´rences importantes : [13] pour l’article de re´fe´rence, datant de 1939, [14] et [15] pour deux
excellents ouvrages du domaine, ou encore [16].
Ici, on choisit de se placer dans les conditions du vide (K = K0, ǫ = ǫ0, µ = µ0), et on pose P = E
et Q = G0a =
eiK0r
4πr a, ou` a est un vecteur unite´ de direction arbitraire. G0 est la fonction de Green
du vide, r est la distance entre un point d’observation x′ et le point courant sur la surface ou le
volume x, c’est a` dire que l’on doit supposer pour le moment que x′ est en dehors de V pour e´viter
la singularite´. On obtient directement les relations suivantes :
∇R ∧Q = ∇RG0 ∧ a
(a constant implique ∇R ∧ a = 0)
∇R ∧∇R ∧E = K20E+ iωµ0J−∇ ∧ J∗
On veut de´sormais prouver ∇R ∧ (∇R ∧Q) = K20G0a +∇R(a · ∇RG0).
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On calcule
∇R ∧ (∇R ∧Q) = (∇R · a)∇RG0 − (∇R · (∇RG0))a + (a · grad)∇RG0 − (∇RG0 · grad)a
On peut d’autre part calculer
K20G0a+∇R(a · ∇RG0) = K20G0a+a∧(∇R∧∇RG0)+∇RG0∧(∇R∧a)+(a · grad)∇RG0+(∇RG0·grad)a
On conclut ∇R ∧ (∇R ∧ Q) = K20G0a + ∇R(a · ∇RG0) en comparant les deux expressions et en
remarquant que :
∇R(∇RG0) = ∆G0 = 1
4πr2
d
dr
(r2
d(e
iK0r
r
)
dr
) = −K20G0
On injecte ces relations dans 1.1.2 :
∫
V
(
G0a · (K20E+ iωµ0J−∇R ∧ J∗)−E · (K20G0a +∇R(a · ∇RG0))
)
dv =
−
∫
S
(
E ∧ (∇RG0 ∧ a)−G0a ∧ (iωµ0H− J∗)
)
· nds
Les termes en K20G0a · E se simplifient, et on utilise la relation ∇R(fa) = a · ∇Rf + f∇Ra, pour
trouver :
∫
V
(
iωµG0a · J−G0a · (∇R ∧ J∗)−∇R ·
[
(a · ∇RG0)E
]
+ (a · ∇RG0)∇R ·E
)
dv =
−
∫
S
(
E ∧ (∇RG0 ∧ a)−G0a ∧ (iωµ0H− J∗)
)
· nds
Nous allons transformer plusieurs des termes de l’e´quation ci-dessus se´pare´ment :
1) Le the´ore`me de la divergence permet d’e´crire :
∫
V
(−∇R[(a · ∇RG0)E])dv =
∫
S
(a · ∇RG0)(E · n)ds
2) On traite a` pre´sent le terme (E ∧ (∇RG0 ∧ a)) · n :
(E ∧ (∇RG0 ∧ a)) · n = (E · a)(∇RG0 · n)− (E · ∇RG0)(a · n)
Or,
((n ∧E) ∧∇RG0) · a = −(∇RG0 ∧ (n ∧E)) · a = −(∇RG0 ·E)(n · a) + (∇RG0 · n)(E · a)
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Donc
(E ∧ (∇RG0 ∧ a)) · n = ((n ∧E) ∧∇RG0) · a
3) −iωµ0G0[a ∧H] · n = iωµ0G0(n ∧H) · a (produit mixte)
4) G0(a ∧ J∗) · n = −G0(n ∧ J∗) · a (idem)
On obtient finalement :
∫
V
(
iωµ0G0(a · J) + (a · ∇RG0) ρ
ǫ0
−G0(∇R ∧ J∗) · a
)
dv =∫
S
(
a · ((n ∧E) ∧∇RG0) + iωµ0G0(n ∧H) · a + (E · n)(∇RG0 · a)− a · (n ∧ J∗)G0
)
ds (1.1.3)
Le vecteur a est commun a` tous les termes et de direction arbitraire, on peut donc en de´duire :
∫
V
(
iωµ0G0J+
ρ
ǫ0
∇RG0 −G0(∇R ∧ J∗)
)
dv =
−
∫
S
(
(n ∧E) ∧∇RG0 + iωµ0G0(n ∧H) + (E · n)∇RG0 −G0(n ∧ J∗)
)
ds (1.1.4)
1.1.4 Traitement de la singularite´ et passage a` un volume infini
On rappelle que a` ce stade, du fait de la singularite´ dans la fonction G0, le point d’observation r
′
est ne´cessairement en dehors du volume V et de sa surface S. Pour obtenir une e´quation inte´grale
de surface, il faudrait cependant que le point d’observation rejoigne la surface. Cette ope´ration est
de´licate, le lecteur se re´fe`rera utilement a` un ouvrage classique [12].
Le cas x′ ∈ S se traite en de´composant la surface S en plusieurs parties : on retranche tout d’abord
une petite sphe`re de rayon r0 autour de r
′ et on la traite a` part. Faisant tendre ce rayon r0 vers 0,
on obtient une contribution de 12E(x
′) pour x′ ∈ S et S re´gulie`re.
Donc
∫
V
(
iωµ0G0J+
ρ
ǫ0
∇RG0 −G0(∇R ∧ J∗)
)
dv =
−
∫
S
(
(n ∧E) ∧∇RG0 + iωµ0G0(n ∧H) + (E · n)∇RG0 −G0(n ∧ J∗)
)
ds+
1
2
E(x′) (1.1.5)
On peut faire tendre la part de la surface qui n’est pas en contact avec la matie`re vers l’infini.
L’inte´grale sur cette surface, pour peu que l’on e´tudie un objet borne´, va correspondre en fait
exactement au champ incident (la partie correspondant au champ diffracte´ disparait lorsque l’on
fait tendre cette surface vers l’infini, de par la condition d’ondes sortantes). On trouve une e´quation
Chapitre 1 Formalisme inte´gral de frontie`re 9
appele´e Electric Field Integral Equation (EFIE), ou` l’on a renomme´ la surface restante S :
1
2
E(x′) = Einc(x′) +
∫
V
(
iωµ0G0J+
ρ
ǫ0
∇RG0 +G0(∇R ∧ J∗)
)
dv
−
∫
S
(
(n ∧E) ∧∇RG0 + iωµ0G0(n ∧H) + (E · n)∇RG0 −G0(n ∧ J∗)
)
ds (1.1.6)
De par la dualite´ des e´quations de Maxwell, on peut obtenir la meˆme e´quation en champ magne´tique,
ou Magnetic Field Integral Equation (MFIE) :
1
2
H(x′) = Hinc(x′) +
∫
V
(
iωǫ0G0J
∗ +
ρ∗
µ0
∇RG0 −G0(∇R ∧ J)
)
dv
−
∫
S
(
(n ∧H) ∧∇RG0 − iωǫ0G0(n ∧E) + (H · n)∇RG0 +G0(n ∧ J)
)
ds (1.1.7)
Des e´tudes importantes sur l’EFIE et la MFIE peuvent eˆtre trouve´es dans [12] et [17].
Dans toute la suite, on conside`re que la surface S est entoure´e de vide, et donc que les termes
volumiques sont nuls. De plus les densite´s de charge magne´tique ρ∗ et de courant magne´tique J∗
sont ne´glige´es.
Pour diminuer le nombre d’inconnues, il est de plus commode de supprimer les composantes nor-
males des champs dans les e´quations ci-dessus. Ceci est possible en prenant le rotationnel des deux
e´quations, puisque les termes comportant les composantes normales sont proportionnels au gradient
de la fonction de Green. On obtient :
1
2
H(x′) = Hinc(x′) +
∫
S
(
∇R ∧ [G0(n ∧H)]
)
ds− i
ωµ0
∫
S
(
∇R ∧∇R ∧ [G0(n ∧E)]
)
ds (1.1.8)
ou` l’on a notamment utilise´ l’e´galite´ ∇RG0 ∧ (n ∧E) = ∇R ∧ [G0(n ∧E)]. L’autre e´quation est
obtenue de meˆme.
1
2
E(x′) = Einc(x′) +
∫
S
(
∇R ∧ [G0(n ∧E)]
)
ds− i
ωǫ0
∫
S
(
∇R ∧∇R ∧ [G0(n ∧H)]
)
ds (1.1.9)
Pour exprimer ces e´quations de manie`re compacte, on utilisera les ope´rateurs inte´graux introduits
par Martin et Ola dans [17] :
M0 cr = nr ∧
(
∇R ∧
∫
S
G0(|r− r′|)cr′dS
)
(1.1.10)
P0 cr = nr ∧
(
∇R ∧
(∇R ∧
∫
S
G0(|r− r′|)cr′dS
))
(1.1.11)
ou` cr est une densite´ surfacique. On utilisera e´galement une autre forme de P0 :
P0 cr = nr
∫
S
(
K20G0(|r− r′|)cr′ +∇RG0(|r− r′|)Div cr′
)
dS (1.1.12)
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ou` Div repre´sente la divergence de surface. Elle s’applique sur un vecteur c(x, y) de´fini sur la surface
z = h(x, y) et est de´finie de la fac¸on suivante : si c est la composante tangentielle d’un champ
vectoriel A, on a [18] :
c(x, y) = n ∧A(x, y, h(x, y)) Div c = −n · rotA = 1
φ
(
∂(φcx)
∂x
+
∂(φcy)
∂y
)
(1.1.13)
Les e´quations pre´ce´dentes, apre`s multiplication a` gauche par le vecteur normal n, prennent la forme
simple
(
1
2
+M0
)
(n ∧E) + i
ωε0
P0 (n ∧H) = n ∧Einc (1.1.14)(
1
2
+M0
)
(n ∧H)− i
ωµ0
P0 (n ∧E) = n ∧Hinc (1.1.15)
1.1.5 Plan localement de´forme´ pour l’incidence rasante : ge´ome´trie
Les proble`mes de diffraction, pour pouvoir eˆtre re´solus nume´riquement, doivent eˆtre de taille finie.
Cela impose a priori que l’empreinte du champ incident sur la surface soit borne´e, de telle sorte
que les bords ne soient pas e´claire´s. Sous cette hypothe`se, on peut utiliser une des deux e´quations
(1.1.14) et (1.1.15) (pas les deux, elles sont the´oriquement e´quivalentes). Par exemple, si la surface
est infiniment conductrice, la composante tangentielle du champ e´lectrique n ∧E est nulle et donc
l’e´quation (
1
2
+M0
)
(n ∧H) = n ∧Hi
permet tout a` fait de re´soudre le proble`me de diffraction. Elle est tre`s utilise´e en raison de sa
simplicite´ et de la faible singularite´ du noyau de l’ope´rateur M0.
Classiquement, le champ incident est mode´lise´ par un faisceau gaussien [19], ce qui impose pour-
tant une condition limitante : en conse´quence du principe d’incertitude d’Heisenberg, le faisceau ne
peut pas eˆtre arbitrairement fin. Cela exclut l’incidence rasante puisque l’aire A de l’empreinte du
faisceau deviendrait infinie lorsque l’angle d’incidence moyen du faisceau se rapprocherait de 90◦
(comportement A ∼ θ−3g , ou` θg est l’angle rasant, comple´mentaire de l’angle d’incidence). Il est donc
ne´cessaire de changer de formalisme, celui qui est utilise´ ici s’appelle le plan localement de´forme´, et
a e´te´ publie´ pour la premie`re fois en 2008 par Spiga et al [20].
La ge´ometrie du proble`me est indique´e en figure 1.2. La surface est suppose´e repre´sentable par une
e´quation carte´sienne z = h(x, y), ou` h est deux fois continument de´rivable et l’axe z est dirige´ vers
le haut. Les rugosite´s sont concentre´es dans une de´formation locale du plan, on a donc h(x, y) = 0
a` l’exte´rieur de cette partie rugueuse. La zone de transition entre la rugosite´ et la partie plane est
cre´e´e par la multiplication de la hauteur h(x, y) par une fonction de Hanning tendant rapidement
vers ze´ro, ce qui assure le lissage [20].
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Figure 1.2: Ge´ome´trie du proble`me de diffraction par le plan localement de´forme´.
On se´pare ensuite le champ re´fle´chi par la surface en deux termes. Le premier terme est le champ
spe´culairement re´fle´chi par le plan moyen z = 0, une onde plane connue analytiquement a` l’aide
des coefficients de Fresnel. Si E est le champ total, Ei l’onde plane incidente et Er l’onde plane
re´fle´chie par le plan moyen, le dernier terme est Ed = E−Ei −Er qui est la contribution de
la partie rugueuse. Ed est l’inconnue de notre proble`me nume´rique : on voit que la configuration
ge´ome´trique du plan localement de´forme´ a permis de borner le proble`me tout en utilisant une onde
plane incidente, puisque Ed est la contribution d’une surface finie et que les effets de bord ont e´te´
e´vite´s graˆce au choix de cette nouvelle inconnue.
Les coefficients de re´flexion sont dans le cas infiniment conducteur rH = −1 et rV = +1 (coefficients
de Fresnel), et dans le cas fortement conducteur (approximation d’impe´dance de´finie plus loin)
rH =
cos θ0−√ǫr
cos θ0+
√
ǫr
et rV =
ǫr cos θ0−√ǫr
ǫr cos θ0+
√
ǫr
. Les champs incident et re´fle´chi dans les deux cas de polarisation
s’e´crivent comme suit :
Polarisation H Polarisation V
EiH = E0 exp[i(k0 − q0zˆ)·r)]uH EiV = E0 exp[i(k0 − q0zˆ)·r)]uV
ErH = E0rH exp[i(k0 + q0zˆ)·r)]uH ErV = E0rV exp[i(k0 + q0zˆ)·r)]uV
ou` uH = zˆ ∧ k0|k0| et uV =
K0
|K0| ∧ uH (uH, uV et 1K0K0 forment une base orthonorme´e).
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1.1.6 Modification des e´quations inte´grales pour le plan localement de´forme´
Dans le cadre du plan localement de´forme´, les inconnues de surface sont n ∧Ed = n ∧E− n ∧Ei − n ∧Er
, et n ∧Hd = n ∧H− n ∧Hi − n ∧Hr. Il est de`s lors ne´cessaire de de´river de nouvelles e´quations
inte´grales. On rappelle les e´quations en champ total obtenues pre´ce´demment :
(
1
2
+M0
)
(n ∧E) + i
ωε0
P0 (n ∧H) = n ∧Ei (1.1.16)(
1
2
+M0
)
(n ∧H)− i
ωµ0
P0 (n ∧E) = n ∧Hi (1.1.17)
Ces e´quations sont e´galement valables dans le cas particulier de l’interface fantoˆme, ou` les deux
milieux sont identiques. L’interface n’en est alors pas re´ellement une. Le champ total est dans ce cas
e´gal au champ incident, d’ou` les nouvelles e´quations :
(
1
2
+M0
)
(n ∧Ei) + i
ωε0
P0 (n ∧Hi) = n ∧Ei (1.1.18)(
1
2
+M0
)
(n ∧Hi)− i
ωµ0
P0 (n ∧Ei) = n ∧Hi (1.1.19)
On peut de meˆme conside´rer une onde plane incidente montante, e´gale au champ Er qui serait
re´fle´chie par le plan moyen dans le cas pre´ce´dent. Celui-ci ve´rifie quant a` lui les meˆmes e´quations
mais sans second membre :
(
1
2
+M0
)
(n ∧Er) + i
ωε0
P0 (n ∧Hr) = 0 (1.1.20)(
1
2
+M0
)
(n ∧Hr)− i
ωµ0
P0 (n ∧Er) = 0 (1.1.21)
La comparaison des e´quations 1.1.18 et 1.1.19 d’une part, et 1.1.20 et 1.1.21 d’autre part, peut a
priori choquer, en raison de l’apparente dissyme´trie. En re´alite´ la syme´trie entre les deux cas est
bien pre´sente : l’onde plane du champ re´fle´chi se propage vers le haut, ce qui devrait imposer de
conside´rer la normale oppose´e a` celle pre´ce´demment de´finie, −n. Puisqu’on a garde´ n, un signe −
est apparu dans tous les termes de l’e´quation, ainsi que dans l’expression des ope´rateurs, et le second
membre n ∧Er est venu se combiner avec le premier pour changer le signe − dans le −12 +M0 que
l’on aurait du e´crire. D’ou` l’absence de second membre dans les e´quations en champ re´fle´chi.
On soustrait ensuite les deux dernie`res paires d’e´quations a` la premie`re pour obtenir deux nouvelles
e´quations dont les inconnues sont les composantes tangentielles du champ diffracte´ qui nous inte´resse,
E−Ei −Er = Ed et H−Hi −Hr = Hd :
(
1
2
+M0
)
(n ∧Ed) + i
ωε0
P0 (n ∧Hd) = 0 (1.1.22)(
1
2
+M0
)
(n ∧Hd)− i
ωµ0
P0 (n ∧Ed) = 0 (1.1.23)
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A noter toutefois que ces e´quations sont e´quivalentes, on ne peut pas re´soudre ce syste`me a` deux
fonctions inconnues en l’e´tat sans une e´quation supple´mentaire, qui n’est autre que la condition aux
limites sur la surface.
On notera de´sormais les courants surfaciques inconnus n ∧Ed =m et n ∧Hd = j.
1.1.7 Cas infiniment conducteur
Dans le cas infiniment conducteur, on a sur la surface n ∧E = 0, d’ou` m = −n ∧Ei − n ∧Er qui
n’est donc plus inconnue. On utilise l’e´quation
(
1
2
+M0
)
(n ∧Hd) = − i
ωµ0
P0 (n ∧ (Ei +Er)) (1.1.24)
pour que l’ope´rateur P0, fortement singulier, porte sur un champ analytiquement connu. Cela va
nous permettre de traiter la singularite´ de fac¸on analytique pour la plus grande part, pour ame´liorer
la pre´cision du calcul nume´rique.
1.1.8 Cas fortement conducteur
Si la conductivite´ n’est pas infinie, l’expression de m n’est plus connue puisque n ∧E n’est pas
nulle. En mode´lisant le milieu infe´rieur comme un die´lectrique semi-infini de permittivite´ (complexe)
relative ǫr a` la fre´quence ω, les composantes tangentielles des champs, n ∧E et n ∧H, satisfont
e´galement les e´quations inte´grales suivantes :
(
1
2
−M
)
(n ∧E)− i
ωε0ǫr
P (n ∧H) = 0 (1.1.25)(
1
2
−M
)
(n ∧H) + i
ωµ0
P (n ∧E) = 0 (1.1.26)
Les ope´rateurs M et P ont la meˆme expression que M0 (1.1.10) et P0 (1.1.11), si ce n’est que la
permittivite´ du vide ǫ0 est remplace´e par la permittivite´ ǫ0ǫr, et que le nombre d’onde K0 doit eˆtre
remplace´ par K0
√
ǫr notamment dans l’expression de la fonction de Green. Le changement de signe
provient du fait que par rapport au volume conside´re´, ici le volume conducteur, la normale n est
oriente´e dans le sens oppose´ au pre´ce´dent. On peut alors re´soudre le syste`me en exprimant n ∧E en
fonction de n ∧H :
n×E = Zn×H Z = i
ωε0εr
(
1
2
−M)−1P (1.1.27)
ou` l’on a introduit un nouvel ope´rateur Z, e´tudie´ dans [21] ou [22]. L’inconnue m est devenue une
fonction de j.
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Si l’on note mi+r = n ∧ (Ei +Er) et ji+r = n ∧ (Hi +Hr), on peut simplement utiliser m =
n×E−mi+r et j = n×H− ji+r dans (1.1.26) et (1.1.27). En utilisant les proprie´te´s des ope´rateurs
inte´graux de´montre´es dans [23]
MP + PM = 0 1
4
−M2 = P
2
k2
(1.1.28)
il devient possible de combiner ces dernie`res e´quations avec (1.1.23) pour aboutir a` une e´quation
inte´grale non singulie`re
(
1 +M0 −M+ P0 − P
iωµ0
Z
)
j =
−iP0
ωµ0
(
mi+r − Zji+r
)
(1.1.29)
qui devra eˆtre re´solue nume´riquement par la me´thode des moments.
Dans toute la suite, nous utiliserons l’e´quation (1.1.29) pour la re´solution rigoureuse du proble`me
de diffraction, puisqu’elle permet de prendre en compte la conductivite´ de la surface et de traiter les
deux cas de polarisation principaux (polarisations H et V). Elle est adapte´e a` la surface de la mer,
tre`s conductrice en microondes.
1.1.9 Amplitude du champ diffracte´
De´finitions
De fac¸on ge´ne´rale, pour une onde plane incidente de vecteur d’onde K0 = k0 − q0z, on peut
repre´senter le champ diffracte´ au-dessus de la surface (z > max h(x, y)) par une superposition d’ondes
planes sortantes (de´veloppement de Rayleigh) :
Ed(r) =
∫
R2
dk
2πq
S(k,k0)e
ik·r+iqzE0 (1.1.30)
ou` S(k,k0) est le tenseur dyadique de diffraction, et E0 est le vecteur amplitude du champ incident.
Si l’on de´compose le champ diffracte´ sur la base des polarisations horizontale et verticale, il s’agit
en fait d’une matrice S(k,k0) :
S(k,k0) =

SV V (k,k0) SV H(k,k0)
SHV (k,k0) SHH(k,k0)

 (1.1.31)
ou` le premier indice correspond au champ diffracte´, et le second au champ incident. Quelle que soit la
me´thode de re´solution du proble`me de diffraction utilise´e, son objectif est de calculer les coefficients
de la matrice de polarisation, qui sont la fac¸on habituelle de caracte´riser la valeur du champ diffracte´.
En particulier, on est ge´ne´ralement inte´resse´ par le champ lointain (R = |R| tend vers +∞). Dans ce
cas, le champ a une structure locale d’onde sphe´rique, et les coefficients de la matrice de diffraction
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pour une direction donne´e donnent directement l’amplitude du champ :
Ed(RKˆ) =
eiKR
iR
S(k,k0)E0 (1.1.32)
Cette expression inclut la variation spatiale du champ. En pratique, on pre´fe`re en te´le´de´tection s’en
affranchir en utilisant la notion de surface e´quivalente radar normalise´e, ou NRCS (”Normalized
Radar Cross Section”). Son expression est
σ0αβ(k,k0) = lim
A→+∞
lim
R→+∞
4πR2
〈∣∣Ed(RKˆ) · uˆβ(k)∣∣2〉
A|E0 · uˆα(k0)|2 (1.1.33)
α et β correspondent a` H (polarisation horizontale) ou V (polarisation verticale), dans l’ordre de´fini
juste au-dessus. A est l’aire de la surface rugueuse e´claire´e, et 〈〉 une moyenne d’ensemble. Cette
section efficace est dite totale puisqu’elle comprend le champ cohe´rent et incohe´rent. Si l’on est
inte´resse´ par la partie incohe´rente, il faut par de´finition retrancher au champ Ed sa valeur moyenne
〈Ed〉 dans le calcul. La diffe´rence est concentre´e dans le pic spe´culaire, ou` le champ cohe´rent a un
grand roˆle. On peut donc tout a` fait prendre l’une ou l’autre formule lorsque l’on s’inte´resse a` la
section efficace re´trodiffuse´e, qui plus est en incidence rasante. La NRCS s’e´crit plus simplement en
fonction des coefficients de la matrice de diffraction :
σ0αβ(k,k0) = lim
A→+∞
4π
〈∣∣Sαβ(k,k0)∣∣2〉
A
(1.1.34)
Des simulations nume´riques ne permettent e´videmment pas de faire tendre l’aire de la surface e´claire´e
vers l’infini, les surfaces simule´es nume´riquement sont ne´cessairement assez petites. La solution est
de ge´ne´rer un grand nombre de ces surfaces, et de moyenner sur ces surfaces (simulation de Monte-
Carlo). L’e´tude sur l’e´quivalence de ces deux approches au regard du calcul de la NRCS a e´te´ faite
notamment dans un article de Sentenac et Saillard [24].
Calcul de la section efficace
Une fois les courants de surface connus, par le biais de l’e´quation inte´grale, le champ diffracte´ peut
eˆtre calcule´ en utilisant la formule dite de Weyl ([25],[26]) :
S±αβ(k,k0) =
1
4π
∫
S
(
−K±∧(n ∧E(r′))+ 1
ωǫ0
K±∧(K±∧(n ∧H(r′)))
)
exp(−iK± ·r′)dS′ (1.1.35)
ou` K± = k± qzˆ est le vecteur d’onde de l’onde diffracte´e, le + indiquant que l’onde se propage dans
le sens des z positifs et le − vers les z ne´gatifs. Notons que de`s lors que la surface est infiniment ou
fortement conductrice, le champ est the´oriquement nul pour z < h(x, y) ce qui impose S−αβ(k,k0) = 0.
Cette e´galite´ est appele´e the´ore`me d’extinction [14] et sera beaucoup utilise´e par la suite pour e´valuer
la pre´cision des re´sultats nume´riques.
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1.2 Imple´mentation nume´rique
Les calculs analytiques de la premie`re partie de ce chapitre ont permis d’aboutir a` des e´quations
inte´grales, qui ne peuvent cependant eˆtre re´solues de manie`re purement analytique. Pour pouvoir ef-
fectivement calculer le champ diffracte´ dans une direction donne´e, il est ne´cessaire de discre´tiser
les fonctions continues et de transformer l’e´quation en un langage traitable par un ordinateur,
ge´ne´ralement une e´quation matricielle. Il existe plusieurs techniques pour cela, citons notamment la
Me´thode Multipolaire Rapide [27] (FMM pour Fast Multipole Method), la me´thode C ou Curvilinear
Coordinate Method ([28], [29], [30]) ou bien suˆr la me´thode des e´le´ments finis [31]. Une revue de
diffe´rentes me´thodes nume´riques s’appliquant a` la diffraction des ondes e´lectromagne´tiques se trouve
par exemple ici [32].
Les re´sultats nume´riques de cet ouvrage ont e´te´ quant a` eux obtenus par la me´thode des moments.
Dans le cas 3D, la matrice ne pouvant eˆtre inverse´e directement (ni meˆme stocke´e en me´moire
vive), on utilise un algorithme ite´ratif de re´solution du syste`me line´aire pour l’obtention rapide de
la solution. Nous allons passer en revue les de´tails de l’imple´mentation. Les pre´cisions concernant la
ge´ne´ration des e´chantillons de surface seront donne´es au chapitre 2, ce qui nous permet dans cette
partie de se concentrer sur l’algorithme de diffraction proprement dit. Ainsi, le concept de spectre
de surface n’est explique´ qu’au chapitre 2, alors que des surfaces de mer sont utilise´es pour le test
de l’imple´mentation nume´rique au chapitre 1. Cette organisation m’a semble´ pre´fe´rable en ce qu’elle
e´vitait de me´langer des conside´rations trop diffe´rentes.
1.2.1 Me´thode des moments : principe
La me´thode des moments est la technique nous permettant de transformer l’e´quation inte´grale en
une e´quation matricielle manipulable par ordinateur. Le lecteur inte´resse´ par la the´orie en de´tail
pourra se reporter par exemple au livre de Harrington [33], a` un article de Poggio et Miller [12] ou
encore a` un ouvrage de Tsang fournissant un guide pas a` pas pour l’imple´mentation de la me´thode
des moments pour les proble`mes 2D [16].
Les e´quations obtenues pre´ce´demment sont de la forme
F (x) =
∫
S
K(x,x′)G(x′)dS′ (1.2.36)
ou` G(x′) est l’inconnue du proble`me que l’on cherche a` de´terminer, pour nous le courant e´lectrique
sur la surface de la mer. K(x,x′) est le noyau de l’e´quation Les variables x et x′ sont lie´es a` la
surface S, elle-meˆme de´compose´e en N = NxNy e´le´ments de surface. L’e´quation 1.2.37 s’e´crit donc
sur les N surfaces Sj :
F (x) =
N∑
j=1
∫
Sj
K(x,x′)G(x′)dS′ (1.2.37)
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On de´veloppe ensuite la fonction inconnue sur une base de fonctions appele´es fonctions de base, ici
les fonctions constantes par morceaux valant 1 sur une des mailles et 0 ailleurs :
G(x) =
N∑
j=1
λjGj(x) (1.2.38)
Il faut enfin utiliser des fonctions test pour obtenir le syste`me line´aire recherche´. Nous utilisons ici
les distributions de Dirac aux centres des mailles, aboutissant a` l’e´galite´ suivante :
F (xi) =
N∑
j=1
( ∫
Sj
K(xi,x
′)Gj(x′)dS′
)
λj (1.2.39)
Cette dernie`re e´galite´ est strictement a` l’e´quation matricielle AX = B, ou` B est le vecteur des N
valeurs de F aux points xi, X celui des valeurs de G aux points xj, et ou` A est une matrice dont les
coefficients valent Aij =
∫
Sj
K(xi,x
′)Gj(x′)dS′.
Il faut ensuite re´soudre le syste`me, pour obtenir les valeurs de X qui sont l’objet du proble`me. Le
proble`me ici est la taille de ce syste`me : N est typiquement de l’ordre du million, ce qui exclut toute
inversion directe de la matrice A (de taille N x N). Il n’est souvent meˆme pas possible de la stocker
entie`rement en me´moire. Des algorithmes nume´riques adapte´s sont donc ne´cessaires. Nous utilisons
pour les calculs nume´riques pre´sente´s dans cette the`se l’algorithme SMFSIA - CAG 3D, dans sa
version Multilevel [34].
1.2.2 Expression de l’ope´rateur Z
Si la conductivite´ est forte (surface de la mer ou sols tre`s humides pour des microondes, me´taux
en optique...), il est possible de faire une approximation simplificatrice. L’e´paisseur de peau e´tant
beaucoup plus faible que la longueur d’onde e´lectromagne´tique dans l’air λ = 2π/K0, on peut
conside´rer que les interactions dans le milieu conducteur sont restreintes a` de tre`s courtes distances.
Il est alors le´gitime d’assimiler les ope´rateurs dans le milieu conducteur a` des ope´rateurs locaux, ce qui
simplifiera nettement les calculs nume´riques puisque les matrices correspondantes seront diagonales
plutoˆt que pleines. C’est le cas en particulier de l’ope´rateur impe´dance, Z.
Ce dernier a fait l’objet de plusieurs e´tudes [21], [22]. Les ope´rateurs inte´graux de surface, comme
M0, P0, Z... s’appliquent sur des vecteurs tangents a` la surface, re´sultant en d’autres vecteurs
tangents. Or, un vecteur c tangent a` la surface ve´rifie n · c = 0 ou` φn = −∂h
∂x
xˆ − ∂h
∂y
yˆ + zˆ et φ =√
1 + (∂h
∂x
)2 + (∂h
∂y
)2, ses composantes carte´siennes sont donc lie´es par la relation cz =
∂h
∂x
cx +
∂h
∂y
cy.
Ceci signifie que nous pouvons repre´senter ces ope´rateurs par des matrices 2 × 2, et donc e´crire la
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condition aux limites de frontie`re n ∧E = Zn ∧H sous la forme

xˆ · (n ∧E)
yˆ · (n ∧E)

 =

Z11 Z12
Z21 Z22



xˆ · (n ∧H)
yˆ · (n ∧H)

 (1.2.40)
dans laquelle l’expression de l’impe´dance de surface a e´te´ de´crite dans [22] :

Z11 Z12
Z21 Z22

 = η0
φ
√
εr

 0 −1
+1 0




(
1− i J
2K0
√
εr
)1 +
(
∂h
∂x
)2
∂h
∂x
∂h
∂y
∂h
∂x
∂h
∂y
1 +
(
∂h
∂y
)2

+ i
K0
√
εr

 ∂2h∂x2 ∂2h∂x∂y
∂2h
∂x∂y
∂2h
∂y2




(1.2.41)
J est la courbure moyenne :
J =
1
φ3
{(
1 +
(
∂h
∂y
)2) ∂2h
∂x2
− 2∂h
∂x
∂h
∂y
∂2h
∂x∂y
+
(
1 +
(
∂h
∂x
)2) ∂2h
∂y2
}
(1.2.42)
Cette condition aux limites de´termine l’expression des coefficients de re´flexion, qui diffe`rent signifi-
cativement des coefficients de Fresnel :
rH =
cos θ0 −√ǫr
cos θ0 +
√
ǫr
rV =
ǫr cos θ0 −√ǫr
ǫr cos θ0 +
√
ǫr
(1.2.43)
De ces coefficients de´coule directement l’amplitude du champ re´fle´chi (Er,Hr). Ils ont de plus la
valeur permettant d’assurer la nullite´ du second membre de l’e´quation inte´grale, via le termemi+r−
Zji+r, hors de la partie rugueuse de la surface. On peut le ve´rifier simplement en effectuant le calcul
dans le cas d’une onde plane incidente, polarise´e horizontalement dans le plan (xOz) arrivant en un
point ou` la surface est plane (h = 0). L’expression de l’impe´dance de surface (1.2.41) se simplifie
pour un plan horizontal

Z11 Z12
Z21 Z22

 = η0√
εr

 0 −1
+1 0

 zˆ ∧E = η0√
εr
zˆ ∧ (zˆ ∧H) (1.2.44)
on obtient la condition aux limites dite de Leontovich de´crite dans le livre de Landau de 1960 [35].
Les courants incident et re´fle´chi se de´duisent facilement des e´quations de Maxwell :
mi+r = −E0eiK0 sin θ0x(1 + rH)xˆ (1.2.45)
ji+r =
−E0K0
ωµ0
cos θ0(1− rH)eiK0 sin θ0xyˆ (1.2.46)
Zji+r = −E0eiK0 sin θ0x cos θ0√
ǫr
(1− rH)xˆ (1.2.47)
Finalement, l’e´quation mi+r = Zji+r est e´quivalente a`
√
ǫr(1 + rH) = cos θ0(1 − rH) qui est vraie
e´tant donne´e l’expression des coefficients de re´flexion (1.2.43).
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Une e´tude de l’approximation d’impe´dance de´crite ici peut eˆtre trouve´e dans le livre de Senior de
1995 [36].
1.2.3 Discre´tisation
Nous re´solvons donc l’e´quation (1.1.29) par la me´thode des moments [37]. La composante jz =
∂h
∂x
jx +
∂h
∂y
jy sera de´duite de jx et jy apre`s re´solution, ces dernie`res seront donc les seules inconnues
nume´riques. On projette l’e´quation vectorielle sur les directions xˆ and yˆ, ce qui aboutit a` un syste`me
de deux e´quations scalaires couple´es. Les coordonne´es x et y sont utilise´es pour parame´triser la
surface rugueuse. La surface e´le´mentaire s’e´crivant dS = φdx dy, les inte´grales de surface se re´duisent
a` des doubles inte´grales, limite´es a` une portion rectangulaire de R2 qui comprend la partie rugueuse
et une partie plane autour, configuration ge´ome´trique de la figure (1.2). Le but e´tant de permettre
la de´croissance des courants de surface pour e´viter les effets de bord inde´sirables.
Ce domaine nume´rique est maintenant de´coupe´ en une grille re´gulie`re, on utilise pour cela des
e´le´ments carre´s. Puisque cela rend le calcul nume´rique plus simple, les inconnues nume´riques seront
les fonctions φjx et φjy, plutoˆt que jx et jy, (comme dans d’autres travaux, par exemple [16, p.281]).
On choisit des fonctions de base d’ordre 1, c’est a` dire que l’on fait l’hypothe`se que ces fonctions in-
connues, φjx et φjy, sont correctement repre´sente´es par des constantes sur chacun des e´le´ments carre´s
de surface. Les fonctions test seront quant a` elles d’ordre ze´ro (distributions de Dirac), ce qui corres-
pond a` utiliser la valeur des termes excitateurs au centre de chaque e´le´ment de surface seulement.
On obtient un syste`me line´aire AX = B, ou` la matrice A est pleine. Si N est le nombre d’e´le´ments,
le syste`me est d’ordre Ninc = 2N , et peut eˆtre re´solu avec un couˆt en O(N
2), tant en espace me´moire
requis qu’en temps de calcul. Pour nos surfaces bidimensionnelles, N varie ge´ne´ralement entre 250
000 et 4 000 000 ce qui est conside´rable pour une formulation a` matrices pleines. Des techniques
d’acce´le´ration nume´rique sont absolument ne´cessaires, nous utilisons la me´thode SMFSIA-CAG 3D
dont les de´tails se trouvent dans [34]. Cela aboutit a` un temps de calcul en O(N logN) et un espace
me´moire ne´cessaire en O(N). Pour les de´tails de l’imple´mentation, je renvoie a` [38].
Les ope´rateurs M0, M, et P0 − P du membre de gauche de l’e´quation (1.1.29) e´tant faiblement
singuliers, le choix de fonctions de base et de fonctions test mentionne´, bien que relativement rudi-
mentaire, ne pose pas de proble`me. Par contre, l’ope´rateur P0 est hyper-singulier, avec une inte´grale
de la divergence de surface du courant e´lectrique a` prendre au sens de la valeur principale de Cauchy
([39]). Le calcul du second membre de (1.1.29) n’est donc pas e´vident. Nous donnons ici la formule
utilise´e dans l’algorithme, mais cet ope´rateur hyper-singulier sera e´tudie´ de manie`re beaucoup plus
de´taille´e dans la partie suivante.
On rappelle la formule de la divergence de surface d’un vecteur c(x, y) :
c(x, y) = n ∧A(x, y, h(x, y)) Div c = −n · rotA = 1
φ
(
∂(φcx)
∂x
+
∂(φcy)
∂y
)
(1.2.48)
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ou` c est la composante tangentielle issue du champ vectoriel A. Cela nous permet de de´velopper :
Div(mi+r − Zji+r) = Divmi+r −Div(Zji+r) (1.2.49)
Divmi+r = −n · rot (Ei +Er) = −iωµ0n · (Hi +Hr) = −iωµ0Hen (1.2.50)
Div(Zji+r) =
1
φ
(
∂
∂x
[Z11φj
i+r
x + Z12φj
i+r
y ] +
∂
∂y
[Z21φj
i+r
x + Z22φj
i+r
y ]
)
(1.2.51)
≃ 1
φ
(
Z11
∂φji+rx
∂x
+ Z12
∂φji+ry
∂x
+ Z21
∂φji+rx
∂y
+ Z22
∂φji+ry
∂y
)
(1.2.52)
Une e´tude nume´rique nous a permis de constater que l’influence des de´rive´es spatiales des compo-
santes de Z e´tait ne´gligeable, cela nous a permis de ne pas en tenir compte dans l’e´valuation de
(1.2.51), d’ou` l’expression simplifie´e (1.2.52).
Pour l’e´valuation du second membre, −i
ωµ0
P0
(
mi+r − Zji+r), Hen, ji+rx , ji+ry et leurs de´rive´es spatiales
sont e´value´es analytiquement pour une onde plane avec une polarisation et un angle d’incidence
donne´s, puis exprime´es comme des constantes sur chaque e´le´ment de surface. L’e´valuation du vecteur
B du syste`me line´aire peut de`s lors eˆtre obtenue apre`s deux produits matrice-vecteur, ce qui devrait
demander O(N2) ope´rations, mais la technique Multilevel Canonical Grid permet de re´duire cela a`
un couˆt me´moire en O(N) et un nombre d’ope´rations en O(N logN).
Une fois que les inconnues du proble`me, les courants e´quivalents m et j, ont e´te´ de´termine´s par
re´solution ite´rative du syste`me line´aire pour une rugosite´ et un champ incident donne´s, l’e´tape
suivante est le calcul du champ diffracte´. La quantite´ the´orique a` calculer est S+βα(k). Cependant,
le the´ore`me d’extinction e´tablit que S−βα(k) = 0 quelle que soit la direction et la polarisation, ce
qui nous permet d’utiliser en re´alite´ pour les calculs nume´riques la combinaison dite de Tatarskii
[40], introduite pour la polarisation HH et surface infiniment conductrice dans [20] : Sdifβα (k) =
S+βα(k)− S−βα(k). L’amplitude du champ diffracte´ s’e´crit de`s lors :
SdifV α(k) =
1
2π
∫ {
i sin (qh(r))
(
kzˆ · η0jR −K0hˆ ·mR
)
+q cos (qh(r))kˆ · η0jR
}
e−ik·r dΣ (1.2.53)
SdifHα(k) =
1
2π
∫ {
i sin (qh(r))
(
kzˆ ·mR +K0hˆ · η0jR
)
+q cos (qh(r))kˆ ·mR
}
e−ik·r dΣ (1.2.54)
Ces deux expressions sont the´oriquement tout a` fait e´quivalentes au re´sultat que l’on obtiendrait
en calculant seulement S+αβ(k) par l’e´quation 1.1.35, tout en ayant de plus l’avantage d’ame´liorer la
pre´cision nume´rique des re´sultats, en forc¸ant le comportement du champ et de la section efficace aux
directions rasantes de diffraction ([41]).
Anticipant la partie sur l’imple´mentation nume´rique, je mets ici dans la figure 1.3 un exemple
montrant l’influence des diffe´rentes formulations. Il s’agit d’un diagramme bistatique ge´ne´re´ par une
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Figure 1.3: Champ bistatique ge´ne´re´ par une onde plane de fre´quence 1.25 GHz e´clairant une
surface de mer (spectre d’Elfouhaily, 3 m/s) a` un angle d’incidence de 24◦. Polarisation HH.
onde plane de fre´quence 1.25 GHz e´clairant a` une incidence de 24◦ une surface de mer ge´ne´re´e a`
l’aide d’un spectre d’Elfouhaily a` 3 m/s, dans le cas de la polarisation HH. On voit une bonne
se´paration des courbes S+ et S−, signe d’un calcul nume´rique pre´cis, et e´galement que la courbe
correspondant a` la formulation Sdif = S+−S− tend vers ze´ro sur les bords du diagramme bistatique.
Ce comportement peut eˆtre obtenu e´galement avec la formulation S+ a` la limite lorsque la taille
de la surface et le nombre d’inconnues par longueur d’onde tendent vers l’infini, d’ou` l’avantage
nume´rique de la formulation de Tatarskii S+ − S−.
1.2.4 Tests de pre´cision nume´rique
Nous donnons ici les re´sultats de tests de pre´cision nume´rique, pour valider l’algorithme de me´thode
des moments. Nous fournissons un test de convergence en nombre de points par longueur d’onde,
ve´rifions l’e´galite´ des polarisations croise´es, HV et VH, en re´trodiffusion, et ve´rifions le the´ore`me
d’extinction, qui pre´voit la nullite´ de S−βα(k).
La premie`re surface conside´re´e est ge´ne´re´e a` l’aide d’un spectre en loi de puissance : la densite´ spec-
trale est ψ(ks) = 4.10
−3k−4s , ou` le nombre d’onde ks varie entre K0/15 et 4K0. Les e´chelles beaucoup
plus petites que la longueur d’onde sont donc ne´glige´es, e´tant donne´ qu’elles n’ont pas d’impact sur
le champ diffracte´. La permittivite´ complexe est de ǫr = 73.5+61i, une valeur typique pour l’eau de
mer en bande L (1.25 GHz) obtenue avec le mode`le [42] en choisissant comme parame`tres 15◦C de
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Figure 1.4: Diagramme bistatique de section efficace (NRCS) en polarisations VV, HH, HV et VH
a` une incidence de 89◦ pour une surface rugueuse a` spectre en loi de puissance tronque´ entre K0/15
et 4K0. La permittivite´ est ǫr = 73.5 + 61i. Deux niveaux de discre´tisation sont conside´re´s, a` 10 et
15 points par longueur d’onde e´lectromagne´tique dans le vide.
tempe´rature de surface et une salinite´ de 35 psu. La surface est un carre´ de coˆte´ 50λ, ou` λ = 24 cm
est la longueur d’onde du radar. Du fait du mode`le du plan localement de´forme´, la surface re´ellement
rugueuse est plus petite, ici un carre´ de 45λ de coˆte´ comprenant une bande correspondant a` la zone
de transition de 3.75λ. Ici comme dans la suite de la the`se, les calculs de champ diffracte´ et de section
efficace sont des simulations Monte-Carlo re´alise´es avec 96 e´chantillons.
Nous commenc¸ons par ve´rifier le niveau de discre´tisation ne´cessaire en incidence rasante, en se
plac¸ant pour cela a` 89◦ d’incidence. La figure 1.4 montre le diagramme bistatique dans les quatre
polarisations, pour une discre´tisation de 10 et 15 points par longueur d’onde. Ce re´sultat montre que
meˆme a` une incidence tre`s rasante, 10 points par longueur d’onde sont suffisants pour repre´senter
correctement la surface de la mer. Ceci est vrai meˆme lorsque le niveau du champ est faible, c’est
a` dire en HH pour les angles proches de la re´trodiffusion et en polarisation croise´e. Le niveau de
discre´tisation ainsi que la fre´quence de coupure haute fre´quence a` 4K0 ont e´te´ conserve´es pour tous
les calculs de champs diffracte´s par la me´thode des moments sur surface 2D.
Nous pre´sentons ensuite un diagramme monostatique re´alise´ avec la meˆme surface. Le pas angulaire
est de 5◦ entre 0◦ (incidence normale) et 80◦, puis de 1◦ jusqu’a` 89◦, et le dernier degre´ est encore
discre´tise´ avec dix points. Les re´sultats sont en figure 1.5 et montrent en particulier que le the´ore`me
de re´ciprocite´ est respecte´. Celui-ci requiert l’e´galite´ des polarisations croise´es en re´trodiffusion [43],
et n’est pas automatiquement ve´rifie´ par la me´thode des moments : c’est donc un bon test nume´rique
vu le faible niveau du champ diffracte´, en particulier en incidence rasante.
Un autre test de performance nume´rique tre`s utilise´ utilise le the´ore`me d’extinction. On peut compa-
rer les champs bistatiques ge´ne´re´s avec les formulations S+ et S− pre´sente´es au paragraphe pre´ce´dent.
Plus l’e´cart entre les deux courbes est grand, plus la pre´cision du calcul nume´rique est grande. Les
figures 1.6 et 1.7 montrent les re´sultats de ce test sur une surface de mer (spectre Elfouhaily, 3 m/s)
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Figure 1.5: Diagramme monostatique de section efficace (NRCS) en polarisations VV, HH, HV et
VH pour une surface rugueuse a` spectre en loi de puissance (coupures K0/15 et 4K0) et permittivite´
ǫr = 73.5 + 61i.
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Figure 1.6: Champ bistatique ge´ne´re´ par une onde plane de fre´quence 1.25 GHz e´clairant une
surface de mer (spectre d’Elfouhaily, 3 m/s) a` un angle d’incidence de 24◦. Polarisations HH et VV.
e´claire´ avec une incidence de 24◦ par une onde plane de fre´quence 1.25 GHz. On voit que dans les
quatre cas de polarisation, l’e´cart entre les courbes S+ et S− est grand, ce qui montre que la bonne
pre´cision du calcul nume´rique.
L’expe´rience acquise au fil des calculs nume´riques nous conduit a` penser que le the´ore`me d’extinction
et donc l’e´cart entre les courbes S+ et S− est un bon crite`re de pre´cision pour les calculs nume´riques.
Nous l’avons donc largement utilise´ dans la suite.
1.2.5 Importance de la prise en compte de la conductivite´
Les nouveaux de´veloppements sur l’algorithme de me´thode des moments effectue´s lors de cette
the`se permettent en particulier de prendre en compte la conductivite´ finie de la surface. Cette
conductivite´ est prise en compte par une approximation d’impe´dance, les calculs ont e´te´ de´taille´s
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Figure 1.7: Champ bistatique ge´ne´re´ par une onde plane de fre´quence 1.25 GHz e´clairant une
surface de mer (spectre d’Elfouhaily, 3 m/s) a` un angle d’incidence de 24◦. Polarisations croise´es.
notamment au de´but de la partie traitant de l’imple´mentation de l’algorithme. Ceci est absolument
fondamental en polarisation VV, dans la mesure ou` l’approximation de surface infiniment conductrice
n’est absolument pas valable en incidence rasante. Pour s’en convaincre, comparons dans la figure
1.8 les courbes monostatiques dans les cas infiniment conducteur et approximation d’impe´dance, en
utilisant toujours la meˆme surface a` spectre en loi de puissance.
Ces courbes confirment que l’influence de la conductivite´ sur la section efficace en polarisation HH
est ne´gligeable. La diffe´rence entre les deux courbes, de 1.5 dB en incidence normale, diminue jusqu’a`
moins d’un dixie`me de dB pour une incidence supe´rieure a` 80◦. On observe un comportement tre`s
diffe´rent en polarisation VV, ou` la diffe´rence entre les deux courbes augmente avec l’incidence. Elle
est faible proche de l’incidence normale (1.5 dB), mais augmente sensiblement a` partir de 60◦, vaut 5
dB a` 80◦ et augmente ensuite e´norme´ment dans les derniers degre´s, puisque la courbe tend vers une
limite finie dans le cas infiniment conducteur, au lieu d’un comportement en O(q40) qui devrait eˆtre
observe´ ([44],[41]). Ce mauvais comportement est duˆ a` la non prise en compte de l’angle de Brewster
dans la cas infiniment conducteur. Mathe´matiquement, on peut dire que les limites de l’amplitude
re´trodiffuse´e lorsque la conductivite´ devient infinie et lorsque l’angle d’incidence devient rasant ne
commutent pas. Appliquer d’abord la limite infiniment conductrice empeˆche donc de retrouver la
limite pre´vue par la the´orie physique lorsque l’angle d’incidence tend vers 90◦.
On s’aperc¸oit e´galement en regardant les deux graphiques que le mode`le infiniment conducteur n’est
pas approprie´ pour le calcul des polarisations croise´es HV et VH : l’erreur est toujours d’au moins
2 dB et la section efficace ne tend pas vers ze´ro assez vite.
1.2.6 Pre´cision du calcul en polarisation HH
Le code de calcul de diffraction tridimensionnelle rencontre des proble`mes de pre´cision en polarisation
HH, contrairement a` la polarisation VV. Nous allons pre´ciser ici les difficulte´s rencontre´es, avant
d’e´tudier en de´tail l’ope´rateur P′ dans la partie suivante, a` la recherche d’une solution.
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Figure 1.8: Diagramme monostatique des sections efficaces normalise´es pour une surface rugueuse
2D a` spectre en loi de puissance. Comparaison entre les cas parfaitement conducteur et approximation
d’impe´dance avec permittivite´ ǫr = 73.5 + 61i.
Comme pre´ce´demment indique´, on utilise pour les calculs de champs lointain la combinaison de
Tatarskii, c’est-a`-dire que l’on calcule la quantite´ S+ − S− de´finie dans l’e´quation 1.3 en lieu et
place de S+ puisque S− est the´oriquement nul. Nous pouvons utiliser cela pour ve´rifier la pre´cision
des calculs nume´riques, en trac¸ant sur le meˆme graphe S+ et S−. Plus la diffe´rence entre les deux
courbes est grande, meilleur est le calcul. Inversement, observer deux courbes tre`s proches l’une de
l’autre est un signe que le re´sultat du calcul n’est pas fiable.
Pour une surface complexe, le calcul est pre´cis a` faible incidence, mais a` partir d’une incidence
mode´re´e, de l’ordre de 60◦, le the´ore`me d’extinction n’est plus respecte´ nume´riquement et la pre´cision
du calcul devient mauvaise. La figure 1.9 montre cela pour le cas d’un e´chantillon de surface
oce´anique.
Il s’ave`re que le parame`tre de´terminant pour la pre´cision du calcul est la pre´sence ou non de grandes
longueurs d’onde spatiales (par rapport a` la longueur d’onde e´lectromagne´tique) dans l’e´chantillon
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Figure 1.9: Test de la pre´cision nume´rique en polarisation HH : champ diffracte´ par une surface
oce´anique a` diffe´rentes incidences. Spectre Elfouhaily 3 m/s, fre´quence 1.25 GHz.
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Figure 1.10: Test de la pre´cision nume´rique en polarisation HH : champ diffracte´ par une surface
oce´anique pour diffe´rentes fre´quences de coupures spatiales. Spectre Elfouhaily 3 m/s, fre´quence 1.25
GHz, incidence 80◦.
de surface. Pour montrer cela, nous conside´rons une surface dont le spectre est coupe´ au niveau
des basses fre´quences. Cela limite donc la longueur d’onde de la plus grande vague. On s’aperc¸oit
(figure 1.10) que la limite se trouve autour de K0/16 : nous avons constate´ que l’imple´mentation de
notre me´thode rigoureuse n’est pre´cise en polarisation HH qu’a` condition que la surface n’ait pas
de longueur d’onde supe´rieure ou e´gale a` 16 longueurs d’onde e´lectromagne´tique. Une tentative de
re´solution de ce proble`me nume´rique sera propose´e dans la prochaine partie.
1.2.7 Sur le temps de calcul
Les calculs nume´riques tridimensionnels pre´sente´s dans ce document ont e´te´ re´alise´s a` l’aide d’un
serveur de calcul disposant de 64 noeuds et de 1 000 Go de me´moire vive (RAM). Le tableau 1.1
donne le temps de calcul ne´cessaire pour un e´chantillon ainsi que le nombre de surfaces qu’il est
possible de calculer en paralle`le, ce dernier nombre e´tant limite´ par la me´moire vive disponible
plutoˆt que le nombre de processeur. Comme l’inconnue (le courant e´lectrique) a deux composantes,
si Ninc est le nombre d’inconnues du calcul e´lectromagne´tique, le nombre de mailles de la surface
carre´e est Ninc/2. Le coˆte´ du carre´ est de ce fait constitue´ de
√
Ninc/2 points, valeur indique´e dans
le tableau. Le temps de calcul d’un graphe monostatique de´pend ensuite du nombre d’e´chantillons
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√
Ninc/2 Tps calcul Paralle´lisme
256 170 s 64
512 750 s 64
768 1930 s 32
1024 3670 s 16
1280 5720 s 8
Table 1.1: Temps de calcul et nombre de calculs paralle`les possibles en 3D
Vent (m/s) Vague de pic (m) Nmin
3 8.2 656
4 14.5 1160
5 22.7 1816
6 32.7 2616
7 44.5 3560
Table 1.2: Longueur d’onde de pic (spectre d’Elfouhaily) et nombre de points minimum d’une
simulation e´lectromagne´tique si f = 1.2 GHz, en fonction de la vitesse du vent.
(ge´ne´ralement 96) et de la discre´tisation angulaire (de l’ordre de 20 points). On aboutit ainsi a` un
ordre de grandeur de 10 jours de calcul pour un graphe monostatique correspondant a` une surface
carre´e d’une centaine de longueurs d’onde de coˆte´.
Dans le cas de la surface de la mer, il est ne´cessaire que la surface nume´rique soit suffisamment grande
pour correctement repre´senter les grandes e´chelles de surface. Le crite`re que nous avons retenu est
de ge´ne´rer des surfaces au moins 2.5 fois plus grandes que la longueur d’onde de pic (correspondant
au maximum du spectre de mer). Si l’on conside`re ensuite que la discre´tisation ne doit pas descendre
en dessous de 8 points par longueur d’onde, et que l’on choisit λ = 0.25m (fre´quence de 1.2 GHz),
on peut de´terminer une taille minimum de surface en fonction de la vitesse du vent, taille indique´e
dans le tableau 1.2.
Dans la pratique, on choisira comme nombre de points la puissance de 2 supe´rieure. On voit que les
temps de calcul malgre´ la puissance du serveur de calcul restent grands, une fac¸on d’ame´liorer cet
e´tat de fait pourrait eˆtre l’utilisation de processeurs GPU pour des calculs massivement paralle`les.
Certains auteurs font e´tat d’une acce´le´ration d’un facteur 10 [45].
1.3 Etude de l’ope´rateur hyper-singulier
L’ope´rateur P0 comporte deux de´rivations, ce qui le rend fortement singulier puisque la de´rive´e
seconde de la fonction de Green a un comportement en O(1/R3) au voisinage de la singularite´. La
section pre´ce´dente a montre´ les proble`mes de pre´cision que cela posait en polarisation H, proble`mes
que l’on ne parvient pas a` re´soudre par un traitement nume´rique. On s’applique donc a` reformuler
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l’expression analytique de l’ope´rateur, et reporter autant que possible les de´rivations sur les champs
Ei et Er. L’e´tude est mene´e en deux temps : d’abord dans une configuration 2D, plus facile a` e´valuer.
Les re´sultats seront ensuite applique´s au proble`me 3D.
1.3.1 Cas 2D, surfaces infiniment conductrices en polarisation H
En 2D, le proble`me de diffraction est scalaire, on se place en polarisation H puisque c’est elle qui
pose proble`me dans le cas 3D. On a vu que la conductivite´ n’avait pas de ve´ritable influence en
polarisation H, les surfaces seront donc parfaitement conductrices pour simplifier. Ψd repre´sente le
champ e´lectrique diffracte´, connu sur la surface puisque le champ total Ψ y est nul. L’inconnue du
calcul nume´rique est la de´rive´e normale du champ e´lectrique, ∂Ψ
d
∂n
.
On de´finit les ope´rateurs suivants, e´quivalents a` ceux rencontre´s en 3D. En particulier, T0 est
l’e´quivalent de l’ope´rateur hyper-singulier P0, c’est lui que l’on va essayer d’exprimer sous une forme
plus adapte´e aux calculs nume´riques.
S0Ψ(r) =
∫
G0(r, r
′)Ψ(r′)dx′
K0Ψ(r) =
∫
(gradG0(r, r
′) · n)Ψ(r′)dx′
K′0Ψ(r) =
∫
(gradG0(r, r
′) · n′)Ψ(r′)dx′
T0Ψ(r) =
∫
(n · gradgradG0(r, r′) · n′)Ψ(r′)dx′
La dernie`re inte´grale est a` comprendre au sens de la partie finie d’Hadamard [39]. On dispose en 2D
des e´quations inte´grales suivantes pour le mode`le du plan localement diffe´rent :
S0 ∂Ψ
d
∂n′
= (K′0 +
1
2
)(Ψi +Ψr) (1.3.55)
(K0 + 1
2
)
∂Ψd
∂n′
= T0(Ψi +Ψr) (1.3.56)
(gradΨd · n′) = ∂Ψd
∂n′
n’est autre que la de´rive´e normale du champ diffracte´, c’est a` dire notre
inconnue.
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La fonction de Green s’exprime en 2D G0(r, r
′) = + i4H
1
0 (K0|r− r’|), H10 e´tant la fonction de Hankel
[46] du premier type a` l’ordre 0. G0 est solution de l’e´quation (∆2D +K
2
0 )G0 = −δ(r− r′) ve´rifiant
une condition d’ondes sortantes. Son comportement lorsque r tend vers r’ est donne´ par l’e´quivalence
G0(r, r
′) ∼ − 12π ln |r−r’|2 , la fonction est donc inte´grable au voisinage de la singularite´. Tout ope´rateur
dont le noyau est proportionnel a` G0, comme dans le membre de gauche de l’EFIE, ne pose donc
aucun proble`me de calcul.
Les termes (gradG0(r, r
′)·n′) et (gradG0(r, r′)·n), noyaux respectifs de K′0 et K0 que l’on rencontre
dans les deux e´quations, paraissent plus proble´matiques au voisinage de la singularite´. Il n’en est
en re´alite´ rien, puisque la singularite´ de gradG0(r, r
′) est compense´e par le produit scalaire avec la
normale. On note R la distance entre le point source et le point observation :
R = |r− r′| =
√
(x− x′)2 + (h(x)− h(x′))2 ∼
√
1 + h′(x)2|x− x′|
Le calcul donne
(gradG0(r, r
′)·n′) = − iK0
4
H11 (K0R)
(x− x′)(−h′(x′)) + h(x)− h(x′)
R
∼ −iK0
8R
H11 (K0R)h
′′(x)(x−x′)2
La dernie`re e´galite´ provient d’un de´veloppement de Taylor de la surface a` l’ordre 2, il est donc
ne´cessaire que la surface soit suffisamment re´gulie`re. La fonction de Hankel a` l’ordre 1 a pour
e´quivalent H11 (K0R) ∼ − 2iπK0R autour de 0. On en tire l’e´quivalent final, pour constater que la
singularite´ n’apparait plus :
(gradG0(r, r
′) · n′) ∼ − 1
4π
h′′(x)
1 + h′(x)2
Rappelons que le terme diagonal de la matrice, en plus de cette expression multiplie´e par la longueur
∆x de la maille, comprend aussi une partie principale valant 12 et correspondant a` la discontinuite´
au passage de la surface. Une expression similaire est obtenue pour (gradG0(r, r
′) ·n). On s’aperc¸oit
donc que l’EFIE et le membre de gauche de la MFIE ne contiennent qu’une singularite´ logarithmique
dans le pire des cas.
Ce n’est pas le cas du second membre de la MFIE, du fait du noyau de l’ope´rateur T0. Son compor-
tement est en O( 1
R2
) autour de la singularite´, le terme diagonal doit donc eˆtre traite´ avec grande
pre´caution, en inte´grant au sens de la partie finie de Hadamard. Il se pose e´galement le proble`me
des termes proches de la diagonale, ou` l’approximation habituelle a` l’ordre 1 peut ne plus suffire. Le
traitement nume´rique direct est complexe et ne fournit pas de re´sultats satisfaisants. Heureusement,
un pre´-traitement analytique de l’e´quation est possible afin de reformuler l’e´quation en une version
compatible avec les calculs nume´riques.
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1.3.2 Traitement de l’ope´rateur T0
Le but est ici de reporter les de´rivations de la fonction de Green, causes de calculs difficiles, sur
les champs incident et re´fle´chi que l’on connait analytiquement. Le de´veloppement analytique e´tait
de´ja` fait par Ne´de´lec [47] mais n’avait pas e´te´ utilise´ pour des simulations nume´riques. On repart de
l’e´quation (1.3.56), valable au sens de la partie finie :
1
2
(gradΨd ·n)+
∫
(gradG0(r, r
′) ·n)(gradΨd ·n′)dx′ =
∫
(n ·grad gradG0(r, r′) ·n′)(Ψi+Ψr)dx′
La premie`re reformulation de la MFIE est obtenue en de´veloppant le double gradient et en utilisant
l’e´quation de´finissant la fonction de Green. On parvient apre`s calcul a` une formulation ou` une des
deux de´rivations a e´te´ reporte´e sur les champs connus :
1
2
(gradΨd · n) +
∫
(gradG0(r, r
′) · n)(gradΨd · n′)dx′ =
k2
∫
G0(r, r
′)(n · n′)(Ψi +Ψr)dx′ +
∫
(gradG0(r, r
′) · t) d
dx′
[Ψi +Ψr]dx′ (1.3.57)
Il s’agit bien d’une reformulation de l’ope´rateur T0. De´finissons trois nouveaux ope´rateurs :
TaΨ(r) = k2
∫
G0(r, r
′)(n · n′)Ψ(r′)dx′
TbΨ(r) =
∫
(gradG0(r, r
′) · t)Ψ(r′)dx′
T ′bΨ(r) =
∫
(gradG0(r, r
′) · t′)Ψ(r′)dx′
L’ope´rateur T0 s’e´crit maintenant T0Ψ = TaΨ + Tb ∂Ψ∂t On voit l’inte´reˆt d’une telle formulation. Le
termeK2G0(r, r
′)(n·n′), noyau de Ta, n’a qu’une singularite´ logarithmique, il ne pose aucun proble`me
de calcul. Le terme restant a vu sa singularite´ diminuer, il n’est plus qu’en O( 1
R
) et correspond a` une
inte´grale calculable au sens de la valeur principale de Cauchy. On verra que cette formulation permet
aux calculs nume´riques de converger meˆme si la pre´cision de la solution est encore a` ame´liorer, ce
que l’on se propose de faire ci-dessous.
De´finissons les fonctions γ et g
γ(x, x′) = G0((x, h(x)), (x′ , h(x′))) = g(R)
On ve´rifie aise´ment que
(gradG0(r, r
′) · t) = ∂
∂x
γ(x, x′)
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Il n’est pas possible, malgre´ cela, d’inte´grer directement par parties le terme
∫
∂
∂x
γ(x, x′) d
dx′
[Ψi +
Ψr]dl′, puisque la de´rivation de la fonction de Green est par rapport a` la variable x et non x’.
Cependant, montrons que la somme des de´rive´es de γ par rapport a` x et x’ a des proprie´te´s de
re´gularite´ inte´ressantes. On utilise la formule de de´rivation des fonctions compose´es :
∂γ
∂x
+
∂γ
∂x′
= g′(R)
(x− x′) + h′(x)(h(x) − h(x′))
R
+ g′(R)
(x′ − x) + h′(x′)(h(x′)− h(x))
R
∂γ
∂x
+
∂γ
∂x′
= g′(R)
(h′(x)− h′(x))(h(x) − h(x′))
R
Sachant que l’expression de g′(R) est donne´e par
g′(R) = − iK0
4
H11 (K0R) = O(
1
R
)
Apre`s de´veloppement de Taylor de la surface a` l’ordre 2, on trouve que la somme des de´rive´es tend
vers la valeur finie h
′′(x)h′(x)
2π(1+h′(x)2) et qu’elle ne comporte donc pas de singularite´.
On reprend de`s lors le traitement du terme proble´matique :
∫
∂
∂x
γ(x, x′)
d
dx′
[Ψi+Ψr]dx′ =
∫
[
∂
∂x
γ(x, x′)+
∂
∂x′
γ(x, x′)]
d
dx′
[Ψi+Ψr]dx′−
∫
∂
∂x′
γ(x, x′)
d
dx′
[Ψi+Ψr]dx′
On peut cette fois inte´grer par parties :
∫
∂
∂x′
γ(x, x′)
d
dx′
[Ψi +Ψr]dx′ =
[
γ
d
dx
[Ψi +Ψr]
]− ∫ γ(x, x′) d2
dx′2
[Ψi +Ψr]dx′
Le terme entre crochets est nul puisque la perturbation de la surface est comprise entre deux valeurs
finies de x, et que Ψi +Ψr est nul pour une hauteur nulle. On arrive enfin a` la formulation finale de
la MFIE :
∫
(gradG0 · n)(gradΨd · n′)dx′ =
K20
∫
G0(n · n′)(Ψi +Ψr)dx′ +
∫
(gradG0 · (t + t′)) d
dx′
[Ψi +Ψr]dx′ +
∫
G0
d2
dx′2
[Ψi +Ψr]dx′
(1.3.58)
On peut l’e´crire en termes d’ope´rateurs
(K0 + 1
2
)
∂Ψd
∂n
= T0(Ψi +Ψr) = Ta(Ψi +Ψr) + (Tb + T ′b )
d(Ψi +Ψr)
dx
+ S0 d
2(Ψi +Ψr)
dx2
(1.3.59)
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On voit avec ce qui pre´ce`de que cette e´quation ne comprend aucune singularite´ non inte´grable,
l’ope´rateur T0 a bien e´te´ de´compose´ en plusieurs ope´rateurs dont les singularite´s sont logarithmiques
dans le pire des cas. On s’attend donc a` ce qu’elle permette des calculs nume´riques aise´s et pre´cis,
ce que nous allons ve´rifier dans la partie suivante.
1.3.3 Comparaison des re´sultats sur diffe´rentes surfaces
Sur diffe´rentes surfaces, on compare les re´sultats en fonction de l’e´quation inte´grale utilise´e. On
effectue les tests d’interface fantoˆme, de conservation de l’e´nergie, et on compare le champ diffracte´
obtenu avec les diffe´rentes e´quations. Nous utilisons comme re´fe´rence les calculs effectue´s a` partir
de l’EFIE (e´quation 1.3.55), puisque cette technique a e´te´ valide´e depuis des anne´es et peut servir
de re´fe´rence. Les singularite´s y sont faibles et la pre´cision bonne. Les deux e´quations ve´ritablement
teste´es sont la premie`re reformulation de la MFIE (e´quation (1.3.57)), qui comprend des singularite´s
d’ordre 1 dans le pire des cas, et la deuxie`me (e´quation (1.3.58)) ou` les singularite´s sont au plus
logarithmiques.
Le test de l’interface fantoˆme consiste a` conside´rer que le milieu au-dessous de la surface a les
meˆmes proprie´te´s qu’au-dessus, les champs incident et re´fle´chi ne sont donc pas perturbe´s, comme
si la surface n’existait pas. D’ou` le terme ”d’interface fantoˆme”. Le champ diffracte´ est alors nul, et
on obtient des e´quations comportant les matrices calcule´es, le champ incident et ses de´rive´es.
Les e´quations que l’on obtient pour le test de l’interface fantoˆme sont les suivantes, correspondant
respectivement a` l’EFIE, la premie`re reformulation de la MFIE, et la seconde :
Ψi = (K′0 +
1
2
)Ψi + S0∂Ψ
i
∂n
(1.3.60)
∂Ψi
∂n
= (K0 + 1
2
)
∂Ψi
∂n
− TaΨi − Tb∂Ψ
i
∂t
(1.3.61)
∂Ψi
∂n
= (K0 + 1
2
)
∂Ψi
∂n
− TaΨi − (Tb + T ′b )
∂Ψi
∂t
− S0 ∂
2Ψi
∂t2
(1.3.62)
Le test se fait en calculant la norme de la diffe´rence des vecteurs correspondant aux deux membres
de chaque e´quation. Plus le re´sultat est petit, meilleure est la pre´cision de l’e´quation, et donc la
repre´sentation de l’ope´rateur T0.
La surface et le milieu infe´rieur sont infiniment conducteurs pour les tests suivants. On ve´rifie
syste´matiquement la conservation de l’e´nergie en calculant le flux a` travers la surface de l’onde
incidente et de l’ensemble onde re´fle´chie et onde diffracte´e. Compte tenu de la non line´arite´ de
l’e´nergie, il n’est pas possible de calculer se´pare´ment la contribution de l’onde diffracte´e. Le bilan
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Figure 1.11: Test de l’interface fantoˆme, surface gaussienne et incidence mode´re´e (45◦)
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Figure 1.12: Conservation de l’e´nergie, surface gaussienne en incidence mode´re´e (45◦)
e´nerge´tique se fait en comparant l’e´nergie de l’onde incidente d’une part et de la somme de l’onde
re´fle´chie par le plan moyen et de l’onde diffracte´e par les rugosite´s d’autre part.
On donne e´galement le calcul de l’intensite´ effectue´ en champ lointain, en inte´grant sur la direction
d’observation. Ce dernier re´sultat est cependant moins significatif, puisque le palier que l’on observe
est probablement duˆ au fait que le nombre de directions conside´re´es n’augmente pas avec N (1
direction par degre´ angulaire, donc 180).
Surface gaussienne fortement rugueuse en incidence mode´re´e
On commence par une rugosite´ plus simple que celle de la surface oce´anique. Il s’agit d’une surface
monoe´chelle dont le spectre de rugosite´s est une gaussienne. Les parame`tres sont les suivants : 2048
points pour 128 longueurs d’onde, incidence mode´re´e (45◦), hauteur quadratique moyenne de 0.25 λ
pour une longueur de corre´lation de 0.5 λ. Les re´sultats, sur les figures 1.11, 1.12 et 1.13, montrent un
bilan e´nerge´tique le´ge`rement meilleur pour la formulation moins singulie`re, mais aucune diffe´rence
notable dans les champs diffracte´s. A ce stade, les trois e´quations semblent eˆtre tout autant fiables
pour le calcul du champ diffracte´.
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Figure 1.13: Champs diffracte´s par une surface gaussienne infiniment conductrice en incidence
mode´re´e (45◦)
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Figure 1.14: Conservation de l’e´nergie, surface gaussienne en incidence rasante
Surface gaussienne fortement rugueuse en incidence rasante
Il s’agit ici de la meˆme surface, mais on se place cette fois en incidence rasante (89◦).
Les re´sultats en incidence rasant, figures 1.14 et 1.15, montrent cette fois une diffe´rence dans la valeur
du champ diffracte´, l’e´quation plus singulie`re (MFIE 1) s’e´loignant des deux autres. Cette diffe´rence
est le´ge`re pour la plupart des directions de diffraction, mais tre`s significative en re´trodiffusion (plu-
sieurs dB), qui est e´videmment le cas le plus fre´quent. On voit ici l’inte´reˆt de la formulation moins
singulie`re, qui permet d’obtenir la section efficace pre´dite par l’e´quation de re´fe´rence. Il reste a`
ve´rifier que ce re´sultat s’e´tend aux cas de surfaces oce´aniques, plus complexes.
Surface oce´anique en incidence mode´re´e
La surface adopte´e est ici issue d’un mode`le line´aire relativement simple de surface oce´anique (spectre
d’Elfouhaily [40] a` 5 m/s). L’incidence est mode´re´e (45◦), et la surface est de 256 longueurs d’onde.
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Figure 1.15: Champs diffracte´s par une surface gaussienne infiniment conductrice en incidence
rasante
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Figure 1.16: Test de l’interface fantoˆme, surface oce´anique en incidence mode´re´e (45 ◦)
Les parame`tres de rugosite´ sont une hauteur quadratique moyenne de 0.31λ et une pente quadratique
moyenne de 0.12. Pour les calculs de champs diffracte´s, le nombre de points utilise´ est 2048.
Les re´sultats, en figure 1.16, 1.17 et 1.18, montrent que la formulation faiblement singulie`re a toujours
l’avantage pour ce qui est du bilan e´nerge´tique et de la pre´cision nume´rique, mais que les champs
diffracte´s sont sensiblement identiques.
Surface oce´anique en incidence rasante
Il s’agit de la meˆme surface, seule l’incidence a change´, pour passer a` 89◦.
Les re´sultats, figures 1.19 et 1.20, montrent la grande diffe´rence entre les deux formulations de la
MFIE pour le calcul du champ diffracte´. Cette divergence est comple`tement re´dhibitoire pour des
calculs de champ re´trodiffuse´, tandis que la MFIE avec deux de´rivations reporte´es donne entie`re
satisfaction en permettant de retrouver le champ diffracte´ exact de l’EFIE.
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Figure 1.17: Conservation de l’e´nergie, surface oce´anique infiniment conductrice en incidence
mode´re´e (45◦)
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Figure 1.18: Champs diffracte´s par une surface oce´anique infiniment conductrice en incidence
mode´re´e (45 ◦)
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Figure 1.19: Conservation de l’e´nergie, surface oce´anique infiniment conductrice en incidence ra-
sante
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Figure 1.20: Champs diffracte´s par une surface oce´anique en incidence rasante
Au vu de cette e´tude 2D, la pertinence du report analytique des de´rivations sur les champs incident
et re´fle´chi est claire, cela permet re´ellement de re´soudre le proble`me de pre´cision de la MFIE en 2D.
Voyons maintenant ce qu’il en est pour le proble`me tridimensionnel.
1.3.4 Reformulation de l’ope´rateur hypersingulier dans le cas 3D
Nous commenc¸ons par le cas infiniment conducteur, et repartons donc de l’e´quation (1.1.24) :
(
1
2
+M0
)
(n ∧Hd) = − i
ωµ0
P0 (n ∧ (Ei +Er)) (1.3.63)
et de l’expression de l’ope´rateur P0 (1.1.12) :
P0 cr = nr ∧
∫
S
(
k20G0(|r− r′|)cr′ +∇RG0(|r− r′|)Div cr′
)
dS (1.3.64)
Nous allons reformuler cet ope´rateur de la meˆme fac¸on que dans le cas 2D. Il se se´pare naturellement
comme l’on voit en deux ope´rateurs distincts que l’on peut expliciter :
P0 n ∧Ei+r = P10n ∧Ei+r + P20n ·Hi+r (1.3.65)
ou` les ope´rateurs P10 et P20 s’e´crivent simplement
P10n ∧Ei+r(r) = K20n ∧
∫
S
G0(|r− r′|)n′ ∧Ei+r(r′)dS′ (1.3.66)
P20 nˆ ·Hi+r(r) = −iK0ηn ∧∇R
∫
S
G0(|r− r′|)n′ ·Hi+r(r′)dS′ (1.3.67)
Chapitre 1 Formalisme inte´gral de frontie`re 38
Il s’agit donc de traiter l’ope´rateur P20 , qui est encore trop singulier. De´finissons les deux grandeurs
mi+r = φn ∧ (Einc +Eref ) ℓi+r = φn · (Hinc +Href) (1.3.68)
m est un vecteur tangent et ℓ un scalaire. On rappelle que φ =
√
1 + p2 + q2 avec p = ∂h
∂x
et q = ∂h
∂y
.
La distance entre le point courant et le point d’observation peut eˆtre note´e R = |r− r′|. Les deux
parties de l’ope´rateur sont rede´finies pour porter sur mx, my et ℓ :
P10

 mx
my

 (x, y) = K20

 0 −1
1 0

 ∫∫
R2
G0(|r− r′|)

 1 + pp′ pq′
qp′ 1 + qq′



 mx
my

 (x′, y′)dx′dy′
(1.3.69)
P20 ℓ(x, y) = −iωµ0
∫∫
R2
iK0R− 1
R2
G0(|r− r′|)

 −(y − y′)− q(z − z′)
+(x− x′) + p(z − z′)

 ℓ(x′, y′)dx′dy′
(1.3.70)
On reformule l’ope´rateur P20 a` l’aide du the´ore`me de Stokes sur une surface S :
∫
S
n ∧∇RAdS =
∮
∂S
Adℓ (1.3.71)
Ce the´ore`me est valable pourA un champ scalaire, mais aussi pour une densite´ surfacique ; le gradient
est alors a` prendre au sens du gradient de surface.
Ce the´ore`me est applique´ sur le champ A(r′) = G0(|r− r′|)φ′n′ ·H(r′), suppose´ nul sur le bord ∂S
de la surface, pour obtenir l’expression :
P20n ·H(r) =− iωµ0
∫
S
(
n− φ′
φ
n′
)
∧∇R G0(r− r′|)n′ ·H(r′)dS′ (1.3.72)
− iωµ0 1φ
∫
S
G0(r− r′|)n′ ∧∇R′
(
φ′n′ ·H(r′)) dS′ (1.3.73)
Ainsi P20 peut a` son tour eˆtre de´compose´ en deux parties P20 = P30 + P40 . Si ces parties sont bien
faiblement singulie`res, elles ne sont plus tangentes a` la surface au point d’observation r. Apre`s
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projection sur ce plan,
P20 ℓ(x, y) = P30 ℓ(x, y) + P40

 ∂xℓ
∂yℓ

 (x, y) (1.3.74)
P3ℓ(x, y) = −iωµ0 1
φ2
∫∫
R2
ikR− 1
R2
G0(|r− r′|)



 p
q

 ((q − q′)(x− x′)− (p− p′)(y − y′))
(1.3.75)
+

 0 −1
1 0



 1 + p2 pq
pq 1 + q2



 p− p′
q − q′

 z − z′)

 ℓ(x′, y′)dx′dy′ (1.3.76)
P40

 ∂xℓ
∂yℓ

 (x, y) = −iωµ0
∫∫
R2
G0(|r− r′|)



 0 −1
1 0

+ 1
φ2

 p
q

 [ −(q − q′) (p− p′) ]



 ∂xℓ
∂yℓ

 (x′, y′)dx
(1.3.77)
Le cas fortement conducteur se traite de la meˆme fac¸on, a` la seule diffe´rence que l’ope´rateur P′
s’applique a` une quantite´ le´ge`rement plus complique´e, puisque l’e´quation est la suivante :
{
(1 +M0 −M)− iP0 −P
K0η0
Z
}
n ∧Hdif = −i
K0η0
P0{n ∧ (Einc +Eref)− Zn ∧ (Hinc +Href)}
(1.3.78)
Il faut donc remplacer les de´rive´es de n ∧ (Einc +Eref ) par les quantite´s e´quivalentes issues du
second membre de l’e´quation ci-dessus.
Rappelons que les ope´rateursM0−M et P0−P que l’on voit dans le membre de gauche de l’e´quation
n’ont qu’une faible singularite´ (les singularite´s des diffe´rents ope´rateurs se compensent lorsqu’on en
fait la diffe´rence).
1.3.5 Imple´mentation de l’e´quation a` deux de´rivations reporte´es et comparaison
avec le cas 2D
L’e´quation a e´te´ imple´mente´e dans le code tridimensionnel, avec de´composition de l’ope´rateur P0 en
P10 , P30 et P40 . Nous nous plac¸ons dans le cas de la surface oce´anique e´tudie´e en 2D, a` 89◦ d’incidence,
et allons de´terminer si la reformulation a ame´liore´ la pre´cision du calcul. Le the´ore`me d’extinction,
donc la se´paration entre les courbes correspondant a` S+ et S−, va nous servir de principal indicateur
pour cela. Les re´sultats sont dans la figure 1.21 pour la polarisation HH, et en figure 1.22 pour la
polarisation VV.
Les courbes en polarisation V, avec une bonne extinction dans le cas de la formulation a` 3 termes,
montrent que l’imple´mentation est re´ussie. Nous voyons par contre que, malheureusement, le proble`me
en polarisation H n’a pas disparu, la se´paration e´tant meˆme encore plus mauvaise.
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Figure 1.21: Influence de la reformulation de l’ope´rateur P0 en polarisation H, surface fortement
conductrice
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Figure 1.22: Influence de la reformulation de l’ope´rateur P0 en polarisation V, surface fortement
conductrice
On se souvient que la formulation a` 3 termes dans le cas 2D avait pourtant permis d’obtenir une
excellente imple´mentation de la MFIE. Pour comprendre cela, on rend une surface invariante selon
l’axe (Oy), on effectue le calcul de diffraction 3D, et on fait le calcul 2D sur la meˆme surface.
Les re´sultats sont ci-dessous, on compare tout d’abord la formulation 3D a` 2 termes (ope´rateur P0
de´fini par l’e´quation 1.3.64) avec la MFIE 2D avec 1 seule de´rivation reporte´e (e´quation 1.3.57). La
comparaison se fait ensuite entre la formulation 3D a` 3 termes (ope´rateur P0 de´fini par l’e´quation
1.3.74) avec la MFIE 2D a` 2 de´rivations reporte´es (e´quation 1.3.59).
On voit (figure 1.23) que la situation est tre`s similaire : les champs diffracte´s (S+) se ressemblent
beaucoup, et le the´ore`me d’extinction est respecte´ de fac¸on assez semblable, c’est a` dire mal. Les
champs diffracte´s dans les cas 2D et 3D sont sensiblement identiques, comme le montre la figure
1.24.
Nous ve´rifions donc qu’il s’agit bel et bien du meˆme calcul e´lectromagne´tique.
Dans les deux cas, on reporte maintenant deux de´rivations sur les champs incident et re´fle´chi, ce qui
donne la figure 1.25. Le verdict est clair, dans le cas 2D le report de la seconde de´rivation sur les
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Figure 1.23: Comparaison des codes 2D et 3D : e´quations avec une de´rivation reporte´e sur le champ
incident.
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Figure 1.24: Comparaisons des champs diffracte´s 2D et 3D pour la meˆme surface.
champs incident et re´fle´chi permet de respecter le the´ore`me d’extinction, ce qui n’est pas du tout le
cas pour l’e´quation 3D.
1.3.6 Conclusion
L’approche du plan localement de´forme´ a e´te´ applique´e au cas de la diffraction des ondes e´lectromagne´tiques
par des surfaces rugueuses bidimensionnelles de forte conductivite´. Dans le cas de la polarisation
incidente verticale et en incidence rasante, la prise en compte de la conductivite´ finie est indispen-
sable et les tests nume´riques prouvent la pre´cision des calculs avec la me´thode des moments en
co-polarisation et polarisation croise´e. Cette dernie`re polarisation croise´e est inte´ressante meˆme aux
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Figure 1.25: Comparaison des formulations 2D et 3D : e´quations avec deux de´rivations reporte´es
sur le champ incident.
plus faibles incidences car elle est calcule´e pour un champ incident qui est une onde plane plutoˆt
qu’un faisceau.
L’approche du plan localement de´forme´ implique ne´cessairement la discre´tisation d’un ope´rateur
hyper singulier. Pour cet ope´rateur, plusieurs formulations ont e´te´ teste´es. Dans le cas de la po-
larisation H, quelle que soit la formulation, le calcul n’est pas satisfaisant de`s lors que l’incidence
est supe´rieure a` 60◦ et que de grandes e´chelles de surface (longueur d’onde supe´rieure a` 15 fois la
longueur d’onde e´lectromagne´tique) sont pre´sentes. Ce de´faut est associe´ au calcul tridimensionnel
et n’est pas pre´sent dans les simulations bidimensionnelles.
Du point de vue de la diffraction microondes par la surface oce´anique, l’algorithme pre´sente´ ici est
e´galement limite´ en taille de surface par la charge nume´rique. Les hautes fre´quences (bande X a` 10
GHz et au-dela`) tout autant que les e´tats de mer importants semblent inaccessibles en l’e´tat. Le
simulateur peut toutefois eˆtre applique´ sur la partie hautes fre´quences du spectre pour y tester les
performances des mode`les approche´s. Les mode`les empiriques ne peuvent toutefois eˆtre e´tudie´s de
cette fac¸on.
Dans la partie suivante, nous allons appliquer cet algorithme a` l’e´valuation de la section efficace
de la mer en microondes, dans le cas d’une fre´quence e´lectromagne´tique mode´re´e et d’un faible
e´tat de mer pour e´viter la surcharge nume´rique. Dans cette configuration, il est possible d’e´tudier
certaines me´thodes approche´es et mode`les empiriques fre´quemment utilise´s dans la communaute´.
Une me´thode approche´e en particulier, nomme´e GOSSA, est e´tudie´e et choisie pour des applications
pratiques comme l’estimation de l’e´cho radar ge´ne´re´ par un radar avec prise en compte du diagramme
d’antenne entier.
Chapitre 2
Section efficace radar de l’oce´an
Un radar mesure une puissance re´trodiffuse´e par la cible (dans le cas ge´ne´ral d’une configuration
monostatique). Cette mesure n’est cependant pas pratique a` utiliser : elle ne caracte´rise pas la
cible puisqu’elle de´pend directement de la distance a` celle-ci. De ce fait, la quantite´ pertinente
pour la te´le´de´tection est la section efficace normalise´e σ0. Elle est relie´e a` la puissance e´le´mentaire
re´trodiffuse´e par l’e´quation du radar [4] :
dPr(x, y) =
PeAeGa(α)σ
0(θ)
(4π)2R4
dxdy (2.0.1)
ou` :
- R est la distance entre l’e´metteur et la cible
- Pe est la puissance globale e´mise par le radar
- Ae est l’aire efficace du re´cepteur
- Ga(α) est le gain de l’antenne dans la direction α par rapport a` un rayonnement isotrope, α
e´tant mesure´ entre la direction de l’antenne et la cible
- σ0(θ) est la section efficace re´trodiffuse´e normalise´e sous une incidence θ.
Notons toutefois que, si la NRCS ne de´pend pas de la distance a` la cible, elle de´pend cependant de
l’angle sous lequel celle-ci est vue (et de l’angle vers le re´cepteur s’il est diffe´rent de l’e´metteur).
2.1 Quelques conside´rations sur les donne´es expe´rimentales et mode`les
empiriques re´pandus
Pour la conception d’une antenne, ou son inte´gration dans un syste`me complet dont il faut pre´voir
les performances, il est ne´cessaire d’estimer l’intensite´ du rayonnement radar dont l’environnement
marin sera responsable. Dans la pratique, les industriels utilisent pour cela des mode`les empiriques
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fonde´s sur d’anciennes e´tudes expe´rimentales. J’ai moi-meˆme pu le constater pour des organismes
comme DCNS, Thales, ou encore l’Onera, qui n’utilisent ge´ne´ralement pas de me´thodes de calcul de
clutter de mer dans les e´tudes de conception de syste`mes radar.
Les e´tudes expe´rimentales sont pre´fe´re´es aux mode`les nume´riques pour des raisons de simplicite´,
meˆme si les limites et erreurs de ces mode`les empiriques ne sont pas bien connues. Nous allons
pre´senter les principaux mode`les empiriques utilise´s et pre´ciser certaines de ces limites.
2.1.1 Donne´es expe´rimentales de re´fe´rence : e´tude de Nathanson
Il existe bon nombre d’e´tudes expe´rimentales partielles, limite´es en ge´ne´ral a` une ou quelques confi-
gurations particulie`res. Parmi ces e´tudes, une sort nettement du lot de par le nombre de condi-
tions expe´rimentales couvertes, et la contribution de nombreux chercheurs du domaine sur plusieurs
de´cennies. Ces donne´es ont e´te´ rassemble´es par Nathanson depuis les anne´es 60, et ont e´te´ publie´es
notamment dans les diffe´rentes e´ditions de son livre Radar Design Principles [4] (p. 274 et suivantes),
des ajouts et des corrections e´tant faits a` chaque e´tape.
Description de la mer
Une e´tude radar sur la mer doit pre´ciser les conditions de cette dernie`re, qui influencent fortement
les re´sultats. De fac¸on ge´ne´rale, plus le vent est fort, plus la mer est agite´e et plus l’e´cho radar
sera grand. La relation entre le vent et la hauteur des vagues n’est pas simple, puisque cela de´pend
notamment du temps pendant lequel le vent a souﬄe´. De plus, la pre´sence e´ventuelle de houle,
c’est-a`-dire d’une agitation qui a e´te´ cre´e´e ailleurs puis s’est propage´e, ajoute une e´le´vation qui n’a
pas de rapport avec les conditions instantane´es de vent.
Ceci e´tant, en mettant de coˆte´ la possibilite´ d’une houle venant de l’exte´rieur de la zone conside´re´e,
il est possible de caracte´riser le lien entre les conditions de vent et l’e´tat de la mer. Nathanson inclut
dans son livre [4] p.270 une table comple`te de correspondances, reprise du nume´ro de mai 1964 de
la revue Undersea Technology. Le concept le plus utilise´ et qui nous inte´ressera est celui d’e´tat de
mer (Sea State, abre´ge´ SS, en anglais), un entier de 0 a` 8 caracte´risant les types de mer entre mer
d’huile (e´tat de mer 0) et forte tempeˆte (e´tat de mer 8). Les diffe´rents e´tats de mer, en supposant
que le vent souﬄe depuis longtemps a` une vitesse constante, peuvent eˆtre relie´s a` cette vitesse par
la correspondance de la figure 2.1.
Donne´es de Nathanson
Elles couvrent les e´tats de mer 0 a` 6, donc un spectre allant de la mer d’huile a` un de´but de tempeˆte.
Les valeurs de section efficace normalise´e (NRCS) sont fournies pour les polarisation HH et VV,
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Etat de mer Vitesse v du vent (m/s)
0 v < 1
1 1 < v < 3
2 3 < v < 6
3 6 < v < 8
4 8 < v < 10
5 10 < v < 12
6 12 < v < 15
7 15 < v < 21
8 v > 22
Figure 2.1: Correspondance entre e´tats de mer et vitesse de vent.
pour les bandes de fre´quence UHF (0.5 GHz), L (1.25 GHz), S (3 GHz), C (5.6 GHz), X (9.3 GHz),
Ku (17 GHz) et Ka (35 GHz). Les angles d’incidence disponibles sont 30◦, 60◦, 80◦, 87◦, 89◦, 89.7◦
et 89.9◦. Un seul chiffre est donne´ pour chaque condition expe´rimentale : il s’agit d’une moyenne sur
toutes les directions de vent.
Cette base de donne´es est remarquable et sans e´quivalent, tout en souffrant d’un certain nombre de
de´fauts. Peu d’angles d’incidence et de fre´quences sont disponibles, et encore la valeur de la NRCS
pour nombre des conditions expe´rimentales liste´es ci-dessus manque. Pour comparer le re´sultat
d’une expe´rience a` cette base de donne´es, il faut donc en ge´ne´ral faire une extrapolation force´ment
hasardeuse. De plus, l’incertitude sur les valeurs de NRCS renseigne´es est loin d’eˆtre ne´gligeable :
Nathanson indique pour certains cas que des erreurs jusqu’a` 8 dB sont loin d’eˆtre improbables.
De ce fait, ces donne´es servent plutoˆt de point de re´fe´rence pour tester un mode`le, elles donnent
l’allure de la courbe et une indication de l’ordre de grandeur attendu plutoˆt qu’elles ne permettent
une comparaison pre´cise avec un autre re´sultat expe´rimental.
2.1.2 Mode`le du Georgia Institute of Technology (GIT)
Aucune expe´rience, meˆme les dizaines de campagnes de mesures re´colte´es par Nathanson, ne peut
pre´tendre a` l’exhaustivite´. D’un point de vue pratique, un mode`le empirique est ne´cessaire, qui
re´ponde a` la plus grande gamme possible de conditions expe´rimentales. Ceci a e´te´ essaye´ de`s les
anne´es 1950, par des chercheurs de l’Institut Technologique de Recherche de Ge´orgie, aux Etats-
Unis [48].
L’objectif du programme e´tait de de´terminer l’e´cho de mer moyen aux faibles angles rasants en fonc-
tion de la fre´quence du radar, la polarisation, la re´solution en distance du syste`me, et les conditions
de mer et de vent. On peut trouver une confirmation que le sujet est difficile dans le compte-rendu
qu’en donne Long, un des participants, dans son livre [5] : ”It soon became obvious that there were
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more variables than could be handled systematically, because one rarely (or never) could duplicate
the same operating conditions”.
De fait, la pertinence de la notion meˆme de moyenne (NRCS) peut eˆtre discute´e : les points de mesure
a` une condition expe´rimentale fixe´e s’e´talent fre´quement sur plus de 40 dB [49], figure reproduite
dans le livre de Long [5, p. 400].
L’expression de la section efficace finalement retenue est propose´e pour une fre´quence entre 1 et 10
GHz (bande L a` bande X) et un angle rasant θ entre 0 et 10◦. L’expression de σ0HH est la suivante :
σ0HH = 10 log[3.9 × 10−6λθ0.4AiAuAw] (2.1.2)
ou` λ est la longueur d’onde e´lectromagne´tique en me`tres, θ l’angle rasant en radians,Ai = σ
4
φ/(1+σ
4
φ),
σφ = (14.4λ+ 5.5)θhav/λ, hav est la hauteur moyenne des vagues en me`tres, Au = exp[0.2 cos φ(1−
2.8θ)(λ+0.015)−0.4], φ l’angle en radians entre la direction d’antenne et la direction du vent, Aw =
[1.94Vw/(1 + Vw/15.4)]
qw , qw = 1.1/(λ + 0.015)
0.4.
On conside`re souvent (et ce sera le cas dans nos simulations) que la mer est totalement de´veloppe´e,
c’est a` dire que le vent a souﬄe´ depuis assez longtemps pour amener la composition des vagues a` un
e´tat d’e´quilibre. Dans ce cas, Vw = 8.67h
0.4
av , ou` Vw est en m/s et hav en me`tres. Nous utilisons cette
relation dans les simulations pre´sente´es utilisant le mode`le GIT.
En polarisation VV, la formule entre 1 et 3 GHz est
σ0V V = σ
0
HH − 1.73 ln(hav + 0.015) + 3.76 ln(λ) + 2.46 ln(θ + 0.0001) + 22.2 (2.1.3)
tandis qu’entre 3 et 10 GHz,
σ0V V = σ
0
HH − 1.05 ln(hav + 0.015) + 1.09 ln(λ) + 1.27 ln(θ + 0.0001) + 9.7 (2.1.4)
Il est a` noter que le mode`le du GIT et les donne´es de Nathanson sont tre`s utilise´s, mais ne s’accordent
pas syste´matiquement. L’accord est bon pour de forts e´tats de mer et de hautes fre´quences, mais
l’e´cart grandit au fur et a` mesure que l’e´tat de mer et la fre´quence diminuent. L’e´cart atteint ainsi
plus de 30 dB en bande L et en e´tat de mer 2, comme le montre la figure 2.2. Plus de comparaisons
sont faites dans [50].
Le mode`le GIT a e´te´ e´tendu plus tard pour des fre´quences jusqu’a` 100 GHz [48].
2.1.3 Mode`le du Naval Research Laboratory (NRL)
Comme on a vu, le de´saccord entre les donne´es de Nathanson et le mode`le du GIT est parfois
grand, notamment a` des fre´quences et e´tats de mer faibles. Or, le mode`le du GIT est empirique
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Figure 2.2: Comparaisons des valeurs de sections efficaces obtenues expe´rimentalement par Na-
thanson et pre´dites par le mode`le GIT en bande L (1.25 GHz)
et ne tire sa le´gitimite´ que des mesures expe´rimentales, et les donne´es de Nathanson sont toujours
conside´re´es comme la base de donne´es de re´fe´rence. Des interrogations sont souleve´es, et Nathanson
reconnait lui-meˆme que ces mesures sont tre`s approche´es, mais cette synthe`se de plusieurs dizaines
de campagnes de mesures s’e´talant sur deux de´cennies n’a pas d’e´quivalent. Il est donc logique de
vouloir proposer un mode`le empirique plus proche des donne´es.
C’est ce qu’ont fait les chercheurs du Naval Research Laboratory (NRL) a` Washington DC, dans une
publication re´cente (2012) [50]. Le parti pris est diffe´rent de celui du GIT : une formule ge´ne´rale de
la NRCS σ est propose´e, et 5 parame`tres ci pour chacun des deux cas de polarisation sont de´termine´s
par la minimisation de l’e´cart aux donne´es de Nathanson.
La formule empirique qu’ils ont propose´e est la suivante :
σH,V = c1 + c2 log10 sinα+
(27.5 + c3α) log10 f
1 + 0.95α
+ c4(1 + SS)
1
2+0.085α+0.033SS + c5α
2 (2.1.5)
ou` α est l’angle rasant, comple´mentaire de l’angle d’incidence, f la fre´quence, SS l’e´tat de mer entre
0 et 6.
La publication ne pre´cise cependant pas la fac¸on dont cette formule a e´te´ obtenue, ainsi que les
coefficients 0.085, 0.033 etc, qui re´sultent vraisemblablement d’une autre optimisation.
Cette formulation, par construction, colle bien aux donne´es de Nathanson, bien mieux que le mode`le
du GIT. On peut donc la voir comme une extrapolation de ces donne´es, qui a l’avantage de fournir
une fonction continue des diffe´rentes variables (incidence, fre´quence) pour tout e´tat de mer et cas
de polarisation.
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Figure 2.3: Comparaisons des valeurs de sections efficaces obtenues par la me´thode des moments
et les mode`les empiriques en polarisation HH a` 1.25 GHz (bande L)
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Figure 2.4: Comparaisons des valeurs de sections efficaces obtenues par la me´thode des moments
et les mode`les empiriques en polarisation VV a` 1.25 GHz (bande L)
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Figure 2.5: Comparaisons des valeurs de sections efficaces obtenues par la me´thode des moments
et les mode`les empiriques en polarisation HH a` 0.5 GHz (UHF)
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Figure 2.6: Comparaisons des valeurs de sections efficaces obtenues par la me´thode des moments
et les mode`les empiriques en polarisation VV a` 0.5 GHz (UHF)
2.1.4 Comparaisons et discussion des diffe´rents mode`les
Les deux mode`les empiriques, ainsi que les donne´es de Nathanson, ont e´te´ compare´s avec nos calculs
de me´thode des moments dans deux configurations ou` le calcul rigoureux e´tait possible : bande L
(24 cm de longueur d’onde) et mer agite´e par un vent de 3 m/s en figures 2.3 et 2.4, et ondes UHF
(60 cm de longueur d’onde) avec un vent de 5 m/s en figures 2.5 et 2.6. A noter que dans le cas du
mode`le GIT, la fre´quence 0.5 GHz est a priori en dehors du domaine de validite´ indique´ (1-10 GHz),
la courbe correspondante est donc a` conside´rer avec pre´caution.
L’e´chelle des abscisses choisie est logarithmique pour mettre en avant les grands angles d’incidence, ou
faibles angles rasants. Des vents de 3 et 5 m/s correspondent a` des e´tats de mer 1 et 2 respectivement,
les e´tats de mer 2 et 3 ont e´te´ e´galement indique´s puisque la de´finition des e´tats de mer recouvre
tout une gamme de conditions de mer diffe´rentes.
Comme ces configurations correspondent a` un vent faible et des fre´quences peu e´leve´es, le mode`le GIT
sous-estime grandement la section efficace pour les angles rasants. Ce re´sultat a de´ja` e´te´ mentionne´
[50], nos calculs le confirment clairement. Si l’on prend comme re´fe´rence les donne´es de Nathanson, et
donc le mode`le NRL qui les suit, on voit que, en polarisation VV, nos calculs de me´thode des moments
reproduisent le bon comportement. L’accord avec les donne´es expe´rimentales en polarisation HH est
nettement moins clair pour les grands angles d’incidence (notamment la plage 80-90◦).
Les comparaisons montrent que notre me´thode des moments a tendance a` surestimer la section
efficace par rapport aux mesures expe´rimentales. Ceci est notamment duˆ au fait que les mesures de
Nathanson sont des moyennes sur toutes les directions de vent, tandis que nos simulations sont faites
en configuration upwind ou` le retour radar est plus fort. Ceci explique un de´calage de plusieurs dB.
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2.2 Etude des conditions de validite´ de certaines me´thodes ap-
proche´es
Le proble`me de diffraction par la surface de la mer est difficile a` re´soudre de fac¸on rigoureuse, c’est-
a`-dire en re´solvant les e´quations de Maxwell. Les e´quations inte´grales de´taille´es dans la premie`re
partie de ce manuscrit en sont un exemple, dont on voit le principal de´faut : la (tre`s) lourde charge
nume´rique des calculs qui les utilisent. Une autre approche consiste en l’utilisation d’hypothe`ses
simplificatrices, permettant d’obtenir une expression plus explicite de la section efficace. Il est alors
ne´cessaire de ve´rifier et valider la pertinence de ces hypothe`ses, sans quoi la pre´cision des re´sultats
n’est pas garantie, mais ces me´thodes dites approche´es permettent ge´ne´ralement de gagner plusieurs
ordres de grandeur sur le temps de calcul et la me´moire requise.
Il existe de nombreuses me´thodes approche´es, aucune ne pouvant pre´tendre s’appliquer dans toutes
les conditions. En fait, leurs domaines de validite´ sont tre`s diffe´rents, et leur complexite´ a` imple´menter
et utiliser est variable. Une e´tude assez exhaustive de ces me´thodes approche´es est faite dans un
article de Elfouhaily et Gue´rin de 2004 [51]. Dans cette partie, nous allons e´tudier certaines des
me´thodes approche´es les plus utilise´es, dans les conditions particulie`res de l’incidence rasante, point
assez peu connu.
L’incidence rasante pose des proble`mes spe´cifiques, en augmentant l’influence des phe´nome`nes com-
plexes comme la diffusion multiple. Une approche populaire pour prendre cela en compte est l’uti-
lisation de fonctions d’ombrage, approche de´veloppe´e depuis les anne´es 1960 [52], [53]. La validite´
des techniques a` base de fonctions d’ombrage dans le cas des surfaces rugueuses est discute´e [54],
[55]. L’e´tude de Spiga [44] avait montre´ la difficulte´ de corriger les mode`les a` deux e´chelles a` l’aide
de fonctions d’ombrage. De ce fait, je m’attacherai a` d’autres techniques et n’e´tudierai donc pas les
fonctions d’ombrage en de´tail.
2.2.1 Mode´lisation line´aire de la mer
Une simulation nume´rique de l’e´cho radar de la mer est un proble`me double : il faut mode´liser,
caracte´riser la surface de la mer, tout autant que le proble`me de diffraction. Nous nous inte´ressons
tout d’abord a` la mode´lisation de la mer, les diffe´rentes me´thodes de calcul du champ diffracte´ seront
de´taille´es dans les paragraphes suivants.
Une surface de mer est classiquement repre´sente´e par une superposition de sinuso¨ıdes qui e´voluent
dans le temps suivant une relation de dispersion ω(k), et dont les amplitudes sont ale´atoires et re´gies
par un spectre de mer Γ(k). La hauteur de la surface ηt(r) = ηt(x, y) a` un instant donne´ et dans un
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syste`me orthonormal de coordonne´es (x, y, z) s’e´crit de la fac¸on suivante :
ηt(r) = Re
∫ +∞
−∞
At(k)e
ik·rdk, (2.2.6)
Les amplitudes dans l’espace de Fourier ne sont pas corre´le´es. Cela correspond a` un mode`le line´aire,
dans lequel les vagues n’interagissent pas les unes avec les autres, et se propagent de manie`re
inde´pendante. D’ou` la formule :
〈At(k)At(k′)〉 = Γ(k)δ(k − k′) (2.2.7)
D’un point de vue nume´rique, de telles surfaces peuvent eˆtre ge´ne´re´es en utilisant la formule suivante :
ηt(r) = Re
∑
k
At(k)e
ik·r At(k) = γ(k)
√
2Γ(k)δkxδkye
−iω(k)t (2.2.8)
Les variables ale´atoires gaussiennes complexes circulaires γ(k) sont inde´pendantes et les pas de
discre´tisation δkx = 2π/Lx et δky = 2π/Ly sont relie´s aux dimensions Lx et Ly de la surface.
La somme (2.2.8) est calcule´e de manie`re efficace par algorithme de transforme´e de Fourier rapide
(FFT) : ηt = Re FI [At]. Ceci permet de ge´ne´rer une surface line´aire de N = NxNy points avec une
complexite´ raisonnable en O(N logN) ([56], [34], [16]).
Dans une direction donne´e, les vagues se propageant en avant et en arrie`re ont ge´ne´ralement des
amplitudes diffe´rentes : le spectre oce´anique ΓNS(k) n’est pas centro-syme´trique. Cette asyme´trie
des vagues est une proprie´te´ importante a` prendre en compte pour l’e´tude des spectres Doppler,
notamment la diffe´rentiation des configurations dans le sens du vent ou contre le vent (upwind
/ downwind). Un spectre ”syme´trise´”, ou` les nombres d’onde suivent une distribution Γ(k) =
1
2
(
ΓNS(k) + ΓNS(−k)
)
est par contre utilise´ fre´quemment pour des calculs de section efficace [57],
ce que nous allons faire dans ce chapitre.
Pour les surfaces oce´aniques pre´sente´es dans la suite, nous utiliserons essentiellement le spectre dit
d’Elfouhaily [57]. Il en existe d’autres, on peut citer notamment celui de Kudryavtsev s’attachant
particulie`rement aux vagues de capillarite´[58], et celui publie´ re´cemment par Bringer et Gue´rin [59].
Comme indique´ le mode`le de surface a` ce stade est line´aire, ce qui ne correspond pas a` la complexite´
de la surface re´elle. Pour les calculs de section efficace et donc le pre´sent chapitre, nous choisissons
cependant de nous en contenter, puisque nous comparons essentiellement des ordres de grandeur de
sections efficaces pre´dites par les diffe´rents mode`les. Nous aborderons les effets non line´aires dans
le chapitre 3, dans la mesure ou` ils sont absolument incontournables pour une simulation re´aliste
d’effet Doppler.
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2.2.2 Approximation de Kirchhoff et limite hautes fre´quences, optique physique,
optique ge´ome´trique
Lorsque l’on s’inte´resse a` une simplification physique du proble`me de diffraction, une ide´e e´merge
assez naturellement, celle de conside´rer que si la surface est suffisamment lisse, chaque point va
re´fle´chir le champ comme le ferait le plan tangent. Cela correspond a` faire l’hypothe`se que la courbure
de la surface, de facto ne´glige´e dans cette approximation, est faible.
L’amplitude diffracte´e dans l’approximation de Kirchhoff s’e´crit de la fac¸on suivante :
S(k,k0) =
1
q + q0
∫
K(k0,∇h)e−i(q+q0)h(r)e−i(k−k0)·rdr (2.2.9)
ou` K est la dyade de Fresnel dans le repe`re local du plan tangent. Cette me´thode est adapte´e aux sur-
faces dont les ondulations sont relativement faibles : plus le changement de pente est brusque, moins
bonne sera l’approximation. Du point de vue de l’incidence rasante, l’approximation de Kirchhoff ou
du plan tangent n’est cependant pas correcte.
L’approximation de Kirchhoff en elle meˆme est une me´thode puissante mais ge´ne´ralement difficile a`
mettre en oeuvre, l’inte´grale de l’e´quation 2.2.9 est oscillante et de´licate a` e´valuer nume´riquement.
La dyade K est souvent re´duite dans le cas d’une approximation hautes fre´quences par une matrice
qui ne de´pend plus du gradient de la surface :
K =

(K2 + qq0)kˆ · kˆ0 − kk0 K(q + q0)(kˆ0 ∧ kˆ) · zˆ
K(q + q0)(kˆ0 ∧ kˆ) · zˆ −
[
(K2 + qq0)kˆ · kˆ0 + kk0
]

 (2.2.10)
On rappelle que les quatre coefficients des matrices S comme K correspondent aux quatre cas de
polarisations incidente et diffracte´e. Une telle matrice s’applique sur le champ incident de´compose´
sur la base des vecteurs de polarisations incidente et re´fle´chie.
On obtient la me´thode dite de l’optique physique, parfois de´nomme´e Approximation de Kirchhoff
Hautes Fre´quences (KA-HF pour high-frequency Kirchhoff Approximation). L’expression de l’ampli-
tude de diffraction est alors :
S(k,k0) =
K(k0)
q + q0
∫
e−i(q+q0)h(r)e−i(k+k0)·rdr (2.2.11)
L’optique ge´ome´trique est une version encore plus simplifie´e, qui correspond physiquement aux rayons
lumineux et aux re`gles de re´flexion de Snell-Descartes. On peut ainsi obtenir une expression directe
pour la section efficace, qui de´pend fort logiquement de la fonction P de densite´ de probabilite´ des
pentes de la surface :
σ0 =
∣∣∣∣K(k,k0)(q + q0)2
∣∣∣∣P(− k− k0q + q0
)
(2.2.12)
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Figure 2.7: Section efficace normalise´e obtenue par la me´thode des moments (MoM), l’optique
ge´ome´trique (GO) et l’optique physique (PO). Bande L (1.25 GHz), polarisation HH, vent de 3 m/s.
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Figure 2.8: Section efficace normalise´e obtenue par la me´thode des moments (MoM), l’optique
ge´ome´trique (GO) et l’optique physique (PO). Bande L (1.25 GHz), polarisation VV, vent de 3 m/s.
L’optique physique permet de calculer une bonne approximation de la section efficace de la mer, mais
seulement pour des incidences faibles. Elle ne permet pas de rendre compte de la brusque diminution
de la section efficace aux faibles angles rasants. Quant a` l’optique ge´ome´trique, l’approximation est
passable jusqu’a` 20◦ environ, puis cette me´thode devient totalement incapable de fournir un angle de
grandeur correct de la section efficace. Ces re´sultats sont illustre´s par les figures 2.7 et 2.8, ou` l’on voit
les re´sultats de calculs en bande L avec un vent de 3 m/s. Dans ce cas particulier, l’approximation de
Kirchhoff semble correcte jusqu’a` une incidence de 80◦, notamment en polarisation VV. En ge´ne´ral,
l’erreur avec cette me´thode est syste´matique a` partir d’une incidence de 50 ou 60◦.
2.2.3 Me´thode perturbative : Small Perturbation Method (SPM)
Dans le cas d’une surface dont les rugosite´s sont faibles, le champ diffracte´ peut eˆtre calcule´ par une
me´thode perturbative. C’est la hauteur elle-meˆme de la surface qui est conside´re´e comme un petit
parame`tre par rapport auquel on va de´river des expressions du champ diffracte´ a` diffe´rents ordres
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Figure 2.9: SPM et Me´thode des Moments. Bande L (1.25 GHz), vent de 3 m/s, polarisation HH
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Figure 2.10: SPM et Me´thode des Moments. Bande L (1.25 GHz), vent de 3 m/s, polarisation VV
d’approximation. Cela donne l’expression suivante [51] :
S(k,k0) =
1
q + q0
B(k,k0)δ(k − k0)−iB(k,k0)h(k − k0)−(q+q0)
∫
B2(k,k0; ξ)h(k − ξ)h(ξ − k0)dξ
(2.2.13)
La me´thode peut eˆtre ensuite de´veloppe´e a` diffe´rents ordres, l’ordre 1 e´tant le plus utilise´. Dans la
litte´rature re´cente, on peut notamment citer un de´veloppement a` l’ordre 4 [60].
La condition de validite´ de SPM est a priori K0h(r) << 1. Cependant, il n’e´tait pas clair que
cette me´thode donnerait de re´sultats satisfaisants dans le domaine des faibles angles rasants. C’est
pourtant bien le cas, comme le montrent les figures 2.9 et 2.10, ou` les angles rasants ont e´te´ mis
en avant de par l’e´chelle logarithmique (l’angle rasant en abscisse est le comple´mentaire de l’angle
d’incidence). On voit en particulier que la me´thode des moments et SPM 1 s’accordent presque
parfaitement en polarisation VV.
SPM et l’approximation de Kirchhoff couvrent des domaines de validite´ tre`s diffe´rents.
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SPM est une me´thode simple (dans sa version au premier ordre) et tre`s utile, dont la limitation
principale est de n’eˆtre valable que pour de faibles rapports hauteur quadratique moyenne de la
surface sur longueur d’onde e´lectromagne´tique. On peut quand meˆme remarquer que cette condition
est force´ment remplie lorsque la longueur d’onde devient tre`s grande : SPM sert ge´ne´ralement de
re´fe´rence pour d’autres me´thodes dans le domaine des basses fre´quences.
Notons toutefois que SPM a` l’ordre 1 ne pre´dit aucune polarisation croise´e (HV et VH) dans le plan
d’incidence, et que les ordres supe´rieurs ne´cessitent des calculs autrement plus de´licats.
2.2.4 Approximation des faibles pentes (SSA)
Une me´thode puissante a e´te´ propose´e par Voronovich en 1985 [61] [62], avec le but affiche´ de concilier
les points forts de SPM et de l’approximation de Kirchhoff. Contrairement a` beaucoup d’autres
approximations, l’expression de l’amplitude de diffraction n’est pas obtenue par de´veloppement par
rapport a` un petit parame`tre bien de´termine´, il s’agit en fait d’une se´rie de fonctions de´pendant de
la rugosite´ de la surface. Le nom de cette me´thode vient du fait que des arguments dimensionnels ont
pousse´ Voronovich a` faire correspondre aux diffe´rentes ite´rations des ordres des pentes de la surface
rugueuse, meˆme s’il a e´te´ montre´ plus tard que le de´veloppement fonctionnel de SSA ne peut pas
eˆtre reformule´ a` l’aide de puissances d’un parame`tre particulier [37].
L’expression de l’amplitude diffracte´e dans l’approximation SSA au second ordre est [51]
S(k,k0) =
1
q + q0
∫
e−i(q+q0)h(r)e−i(k−k0·r)
(
B(k,k0)− i(q+q0)
∫
M(k,k0; ξ)h(ξ)e
iξ·rdξ
)
dr (2.2.14)
avec
M(k,k0; ξ) =
1
2
(B2(k,k0;k− ξ) + B(k,k0;k0 + ξ)− B(k,k0)) (2.2.15)
B et B2 sont respectivement les noyaux aux premier et second ordre de SPM. L’expression 2.2.14
est la formule au second ordre, le premier ordre que nous utilisons beaucoup plus correspond a` la
premie`re inte´grale seule. De fac¸on ge´ne´rale, SSA 1 permet un tre`s bon calcul des co-polarisations,
tandis que SSA 2 est pre´cise meˆme pour les polarisations croise´es.
Nous avons pu utiliser la me´thode des moments pour tester la validite´ de l’approximation SSA 2 aux
faibles angles rasants, approximation qui s’est re´ve´le´e tout a` fait valide meˆme dans les conditions
de l’incidence rasante, dans les 4 cas de polarisation. Les calculs avec SSA 2 ont e´te´ re´alise´s par
Joel Johnson de la Ohio University, aux Etats-Unis, qui utilise des conditions aux limites de surface
pe´riodique [63]. La pertinence de l’approximation SSA 2 est illustre´e par la figure 2.11 ou` l’on voit
la parfaite co¨ıncidence des courbes issues des deux me´thodes, a` une incidence de 89◦. On a utilise´
pour cette simulation un spectre en loi de puissance S(K) = 4 × 10−3K−4 tronque´ entre K0/64 et
2K0. La surface est carre´e de 1024 points de coˆte´, a` 10 points par longueur d’onde, et fortement
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Figure 2.11: Comparaisons SSA 2 - MoM incidence 89◦ coupure basse fre´quence K0/16
conductrice avec ǫr = 39.7 + 40.2i. Les simulations Monte Carlo sont re´alise´es en moyennant sur 96
e´chantillons.
Il est inte´ressant de constater que les courbes des deux polarisations croise´es se se´parent nettement.
SSA 2 et la me´thode des moments font partie des rares me´thodes permettant d’obtenir ce re´sultat,
la plupart des me´thodes de diffraction ne sont pas capables de les diffe´rencier. Rappelons que le
the´ore`me de re´ciprocite´ ne pre´dit l’e´galite´ des sections efficaces des deux polarisations croise´es que
dans le cas de la re´trodiffusion, qui ne repre´sente qu’un point du diagramme bistatique.
Cet accord se ge´ne´ralise a` d’autres types de surfaces, meˆme si l’on retrouve les difficulte´s de la
me´thode des moments lorsque de grandes e´chelles apparaissent. On peut le voir sur les figures 2.12
et 2.13 ou` l’on a divise´ par deux puis quatre la fre´quence basse de coupure. L’accord en polarisation
VV reste tre`s bon, tandis que les courbes en polarisation HH se se´parent nettement, les polarisations
croise´es e´tant un cas interme´diaire. En fonction de l’incidence et avec une fre´quence de coupure a`
K0/64, le de´saccord en polarisation HH apparaˆıt entre 50 et 60
◦ et grandit avec l’incidence.
2.2.5 Conclusion sur les me´thodes approche´es
Cette partie apporte essentiellement deux re´sultats nouveaux. Tout d’abord, nous avons ve´rifie´ que
le crite`re de validite´ de SPM (faibles hauteurs) est valable en re´trodiffusion meˆme dans le cas de
notre surface de mer en incidence rasante et pour les deux cas de co-polarisations, pour une surface
de´nue´e de grandes e´chelles. Ceci vient plutoˆt en contradiction avec les re´sultats de Spiga pour les
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Figure 2.12: Comparaisons SSA 2 - MoM incidence 89◦ coupure basse fre´quence K0/32
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Figure 2.13: Comparaisons SSA 2 - MoM incidence 89◦ coupure basse fre´quence K0/64
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surfaces gaussiennes [20], et apparait comme une spe´cificite´ de la partie hautes fre´quences du spectre
oce´anique.
SPM 1 ne peut cependant pas calculer de polarisations croise´es. Celles-ci sont calcule´es correctement
a` l’aide du mode`le SSA 2, comme l’ont montre´ les comparaisons avec la me´thode des moments
en incidence rasante. C’est a` notre connaissance la premie`re fois qu’une me´thode approche´e de
diffraction tridimensionnelle est prouve´e pre´cise en incidence rasante pour les 4 cas de polarisation.
Le de´faut notable de SSA 2 paraˆıt eˆtre sa relative complexite´ a` de´velopper, et son temps de calcul
non ne´gligeable [64].
2.3 Un mode`le approche´ efficace : GOSSA
Une des principales difficulte´s du proble`me de diffraction des ondes radar par la surface de la mer
aux fre´quences microondes est l’e´ventail des fre´quences spatiales repre´sente´es dans le spectre des
hauteurs. Les basses fre´quences (compare´es a` la fre´quence e´lectromagne´tique) ont une influence sur
l’e´cho de mer, de meˆme que les hautes fre´quences. De ce fait, les approximations basses ou hautes
fre´quences ne permettent pas un calcul pre´cis. Une ide´e logique est de traiter diffe´remment les
basses et les hautes fre´quences, chacune des deux parties recevant un traitement lui e´tant adapte´.
Ces techniques ont e´te´ appele´es mode`les a` deux e´chelles [65],[66],[67],[68].
Une question restait cependant de´licate : comment choisir la limite entre les basses et les hautes
fre´quences ? Les diffe´rents mode`les e´taient de ce fait de´pendants du choix arbitraire d’une fre´quence
de coupure, la sensibilite´ a` ce parame`tre e´tait ge´ne´ralement grande. D’autres mode`les plus avance´es
ont e´te´ propose´s plus tard pour traiter la surface oce´anique a` n’importe quelle fre´quence. Elles sont
passe´es en revue dans l’article de Gue´rin et Elfouhaily de 2004 pre´ce´demment cite´ [51], et sont
ge´ne´ralement complexes a` mettre en oeuvre et exigeantes en temps de calcul.
GOSSA, propose´ par Soriano et Gue´rin en 2008 [69], reprend l’ide´e de traitements diffe´rents des
basses et hautes fre´quences, mais avec une attention toute particulie`re porte´e a` l’inde´pendance a` la
fre´quence de coupure. Cette me´thode combine l’optique ge´ome´trique (GO) pour traiter les basses
fre´quences spatiales de la surface de mer et l’approximation faibles pentes (SSA) pour les hautes
fre´quences. SSA est pre´fe´re´e a` SPM (habituellement employe´e dans les mode`les a` deux e´chelles)
parce que son domaine de validite´ est plus grand. Elle pre´sente l’avantage d’eˆtre pre´cise jusqu’a` une
grande incidence (typiquement 85 a` 89◦), facile a` imple´menter, et de permettre des calculs rapides.
Nous allons e´tudier ses performances en incidence rasante et voir comment les ame´liorer.
Chapitre 2. Section efficace radar de l’oce´an 59


Figure 2.14: Basses et hautes fre´quences spatiales pour GOSSA
2.3.1 Pre´sentation de la me´thode
GOSSA est un mode`le a` deux e´chelles, les composantes basses fre´quences de la surface de mer
rec¸oivent donc un traitement diffe´rent des hautes fre´quences. Tout d’abord, les grandes e´chelles sont
ge´ne´re´es par un tirage ale´atoire de facettes planes adjacentes de meˆme aire projete´e sur l’horizontale
A. Une hypothe`se essentielle est faite ici : les facettes rayonnent de manie`re cohe´rente et sans
couplage. On suppose e´galement qu’il n’y a pas de couplage entre les rayonnements duˆs aux basses
fre´quences et aux hautes fre´quences.
Un e´cho radar sur les facettes planes est calcule´ en utilisant la me´thode de l’optique ge´ome´trique.
Les hautes fre´quences sont ensuite ajoute´es aux facettes dans la direction de la normale n, c’est a`
dire que les petites vagues sont ve´ritablement ”porte´es” par les grandes. Voir la figure 2.14 pour une
configuration 2D. La contribution de la partie rugueuse est alors calcule´e avec SSA 1.
La section efficace normalise´e incohe´rente calcule´e par GOSSA s’e´crit de la fac¸on suivante [69] :
σ(K,K0) = 〈σSSA1(K,K0;n)〉L
+
(
1− e−((q+q0)σL)2)× e−Q2σ2s ∣∣R(K+K0
2
; Qˆ
)∣∣2 Q4
4(q + q0)4
P
(− qH/(q + q0)) (2.3.16)
ou` :
- Q = QQˆ = K−K0 = (q + q0)zˆ+ k− k0
- qH = k− k0
- σL est la hauteur quadratique moyenne des facettes (partie basses fre´quences de la surface)
- σS est la hauteur quadratique moyenne de la partie hautes fre´quences de la surface
- R est l’ope´rateur de re´flexion spe´culaire (incluant les coefficients de Fresnel)
- P est la fonction densite´ de probabilite´ des pentes de la surface
Cette formule permet bien de retrouver l’optique ge´ome´trique s’il n’y a pas de hautes fre´quences
(σs = 0) ou encore dans le cas d’un large parame`tre de Rayleigh ((q+q0)σL ≫ 1). Inversement, si les
basses fre´quences disparaissent, on retrouve l’expression de SSA 1, la fonction densite´ de probabilite´
des pentes se re´duisant a` un dirac.
Chapitre 2. Section efficace radar de l’oce´an 60
0 10 20 30 40 50 60 70 80 90
−140
−120
−100
−80
−60
−40
−20
0
20
40
Angle monostatique (°)
Se
ct
io
n 
ef
fic
ac
e 
no
rm
al
isé
e 
(dB
)
 
 
HH GOSSA
HH MoM
VV GOSSA
VV MoM
Figure 2.15: GOSSA et Me´thode des Moments, bande L (1.25 GHz), vitesse de vent 3 m/s
GOSSA donne de bons re´sultats en polarisation V [70], pour les fre´quences teste´es entre 1 et 10
GHz. En polarisation H, la section efficace pre´dite e´tait trop faible aux grands angles d’incidence,
sans doute par manque de prise en compte d’effets non surfaciques (e´cume, de´ferlement...). Un terme
correctif pre´dit par Kudryavtsev ([71], [72]) inspire´ de travaux ante´rieurs ([73], [74]) a de ce fait e´te´
ajoute´ en 2008 [44], menant a` des niveaux re´alistes.
2.3.2 Comportement aux faibles angles rasants
GOSSA et la me´thode des moments sont compare´es sur la surface oce´anique en bande L (1.25 GHz),
sur la figure 2.15. On voit que la section efficace calcule´e avec GOSSA est pre´cise en polarisation VV
jusqu’a` une incidence de 87◦ environ, mais ne parvient pas a` rendre compte de la brutale diminution
en incidence rasante, observe´e tant par les donne´es expe´rimentales que les me´thodes rigoureuses. En
polarisation HH, les courbes correspondant aux deux me´thodes divergent au-dela` de 50◦ d’incidence,
mais il n’est pas possible d’en tirer de conclusion pre´cise du fait des difficulte´s nume´riques de la
me´thode des moments pour cette polarisation.
Nous allons essayer de modifier l’expression de la section efficace calcule´e par GOSSA pour ame´liorer
le comportement en incidence rasante. Tout d’abord, il est important de comprendre pourquoi
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GOSSA en incidence rasante ne produit pas la diminution brutale de la section efficace pourtant
obtenue avec SSA ou SPM.
Le terme dominant en rasant dans l’expression 2.3.16 est 〈σSSA1(K,K0;n)〉L. Le comportement de
SSA est modifie´ par la moyenne sur les basses fre´quences, en particulier en ce qui concerne l’om-
brage ge´ome´trique. Les hautes fre´quences e´tant porte´es par la pente des facettes basses fre´quences,
l’ombrage local apparait de`s lors que la somme des pentes basses et hautes fre´quences de´passe une
incidence effective supe´rieure a` 90◦. Le crite`re d’ombrage ge´ome´trique local est K0 · n > 0, soit en
laissant de coˆte´ un moment la pente sur l’axe (Oy) − cos θi−h′(x) sin θi > 0 ou encore h′(x) < −1tan θi .
C’est a` dire que les pentes basses fre´quences qui contribuent re´ellement au champ re´trodiffuse´ ve´rifient
la relation h′(x) > −1tan θi .
Ceci exclut donc toute pente ne´gative en incidence rasante (tan θi tend alors vers +∞), causant une
surrepre´sentation des pentes basses fre´quences positives, ces dernie`res ge´ne´rant moins d’ombrage (cf.
figure 2.16). Cette situation est la cause de la faible diminution de la section efficace en incidence
rasante.
Pour empeˆcher cela et retrouver le comportement de SSA en incidence rasante, nous allons repasser
en 3D et modifier le tirage des basses fre´quences utilise´ dans le terme 〈σSSA1(K,K0;n)〉L. Plus
pre´cise´ment, c’est la loi de probabilite´ d’un couple de pentes (sx, sy) qui va changer, initialement
une gaussienne de formule :
fBF (sx, sy) =
e
− 1
2
[( sx
σAW
)2+(
sy
σCW
)2]
2πσAWσCW
(2.3.17)
ou` σAW et σCW sont respectivement les e´cart-types des pentes basses fre´quences dans le sens du
vent (along-wind) et perpendiculairement a` cette dernie`re (cross-wind). Notre tirage de pentes basses
fre´quences ne retient que des valeurs infe´rieures a` 2.5 e´cart-types en valeur absolue, ce qui aboutit
a` une re´partition des pentes possibles en ellipse centre´e sur O dans le plan (sx, sy), comme illustre´
sur la figure 2.16.
Le crite`re d’ombrage en 3D, pour un angle φ0 entre le plan d’incidence et la direction du vent, s’e´crit
sx cosφ0+ sy sin φ0 > − 1tan θi . Dans le plan (sx, sy) la se´paration entre les domaines d’ombrage et de
non-ombrage est une droite d’e´quation sy = asx + b avec a = −1/ tan φ0 et b = −1/(sin φ0 tan θ0),
droite que l’on a e´galement repre´sente´e sur la figure 2.16.
Pour garder une distribution de pentes syme´triques et du coup retrouver la limite de SSA en rasant,
nous choisissons de re´duire du meˆme facteur les e´cart-types σAW et σCW , pour permettre de garder
l’ellipse des pentes potentiellement choisies hors du domaine de l’ombrage ge´ome´trique. Cette valeur
s’obtient simplement en parcourant l’ellipse et en cherchant le point le plus e´loigne´ de la zone de
non-ombrage. Finalement, σAW et σCW sont multiplie´s par le facteurM dont l’expression est donne´e
ci-dessous :
M = tan(
π
2
− θi)/( max
α∈[0,2π]
2.5σAW cosα cosφ0 + 2.5σCW sinα sinφ0) (2.3.18)
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Figure 2.16: Fre´quences spatiales de la surface de la mer et ombrage ge´ome´trique
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Figure 2.17: Modification du tirage des basses fre´quences de la surface de la mer pour e´viter
l’ombrage ge´ome´trique et retrouver la limite SSA en incidence rasante.
Ceci est repre´sente´ dans la figure 2.17.
A la limite de l’incidence rasante, la fonction de distribution des pentes devient de`s lors une dis-
tribution de Dirac, et seule la pente nulle intervient dans le calcul du terme mentionne´ ci-dessus,
le ramenant au calcul par SSA 1 de la diffraction sur les hautes fre´quences spatiales seules, pose´es
sur un plan horizontal. Cette manipulation est arbitraire, la distribution des pentes utilise´e dans la
formule ne correspond plus a` la re´alite´ de la surface, mais cela a l’avantage de retrouver le compor-
tement de SSA en incidence rasante, avec la brusque diminution de la section efficace qui manquait
auparavant.
Les figures 2.18 et 2.19 montrent le changement de comportement, et malgre´ un de´calage d’une
dizaine de dB en polarisation HH dans les derniers degre´s, la courbe avec le changement de compor-
tement en rasant est infiniment plus proche de la courbe de re´fe´rence, obtenue avec la me´thode des
moments. On voit e´galement que l’ajout du terme d’e´cume de Kudryavtsev empeˆche la de´croissance
brutale en rasant, on obtient un palier.
En bande L, la correction apporte´e au comportement rasant permet donc de retrouver un niveau de
section efficace re´aliste quel que soit l’angle d’incidence. Nous allons chercher maintenant a` e´tendre
cette e´tude a` d’autres fre´quences (jusqu’a` la bande X, 10 GHz) et d’autres vitesses de vents (jusqu’a`
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Figure 2.18: Comparaison de GOSSA avec et sans prise en compte de l’e´cume, avec et sans modi-
fication du comportement en rasant. Polarisation HH, bande L (1.25 GHz)
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Figure 2.19: Comparaison de GOSSA avec et sans prise en compte de l’e´cume, avec et sans modi-
fication du comportement en rasant. Polarisation VV, bande L (1.25 GHz)
14 m/s). La me´thode des moments ne pourra plus servir de re´fe´rence, nous nous contenterons des
donne´es de Nathanson et de SPM.
Une autre approche serait de plaquer un mode`le purement empirique pour forcer le comportement en
rasant. Ainsi, il est possible de noter les angles d’incidence a` partir desquels la section efficace plonge
[3], ou d’utiliser un facteur multiplicatif ayant le bon comportement en rasant, du type θ4/(1 + θ4).
2.3.3 Comparaisons entre GOSSA et les donne´es de Nathanson
Une e´tude syste´matique a e´te´ re´alise´e, comprenant 4 bandes de fre´quences allant de la bande L
(1.25 GHz) a` la bande X (9.3 GHz), et les e´tats de mer 1 a` 6, pour se replacer dans les conditions
de Nathanson. Avec deux polarisations, cela correspond a` 48 conditions expe´rimentales diffe´rentes,
l’inte´gralite´ des graphes a e´te´ place´e en annexes. Nous nous contenterons dans cette partie des
re´sultats ge´ne´raux que l’on peut tirer de l’e´tude. Les quatre formulations de GOSSA (avec et sans
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terme d’e´cume de Kudryavtsev, avec et sans modification du comportement en rasant) sont teste´es.
Une remarque importante : GOSSA et SPM sont calcule´s en configuration upwind, alors que les
donne´es de Nathanson sont moyenne´es sur toutes les directions de vent. Ceci induit un de´calage
d’environ 3 dB, conduisant GOSSA a` surestimer un peu la section efficace.
Au sujet du diffuseur isotrope de Kudryavtsev, celui-ci n’a de sens qu’en polarisation HH. Il impose
un niveau de re´trodiffusion qui n’est confirme´ par aucune observation expe´rimentale.
Les performances de GOSSA de´pendent beaucoup plus de la fre´quence e´lectromagne´tique que de la
vitesse du vent. Par exemple, GOSSA sans modification donne de tre`s bons re´sultats en polarisation
V et en bande X, quelle que soit la vitesse du vent, mais ces re´sultats sont beaucoup moins pre´cis pour
d’autres bandes de fre´quences, pour lesquelles la` encore la vitesse de vent influe peu. En polarisation
H, la de´pendance en fre´quence de la formule du diffuseur isotrope de Kudryavtsev parait mauvaise :
a` 5 m/s, entre la bande L et la bande X, les donne´es expe´rimentales augmentent de 30 dB, le niveau
du diffuseur isotrope de 10 dB seulement.
La modification de GOSSA en rasant n’est re´ellement utilisable qu’en polarisation V, elle donne une
bonne pre´cision aux simulations en bande L, mais est de moins en moins adapte´e quand la fre´quence
augmente. En bande X, il est nettement pre´fe´rable de ne pas l’utiliser. En polarisation V, GOSSA
sans modification est globalement un majorant de la section efficace mesure´e expe´rimentalement.
Avec le terme de diffusion isotrope de Kudryavtsev en polarisation H, la section efficace tend vers
une valeur finie en rasant. Ceci refle`te assez bien la tendance des donne´es expe´rimentales dans la
plage 80◦-89◦, mais n’est plus adapte´ dans le dernier degre´. De fac¸on ge´ne´rale, la section efficace
mesure´e expe´rimentalement diminue a` nouveau dans ce dernier degre´, a` tel point que GOSSA seul
est souvent un meilleur estimateur de la section efficace a` une incidence de 89.9◦ que la version avec
le diffuseur isotrope (surtout en bandes S et C).
On peut dresser un tableau de la meilleure version de GOSSA selon les conditions expe´rimentales,
voir les figures 2.20 et 2.21.
2.3.4 Comparaison avec des donne´es expe´rimentales : collaboration avec l’ONERA
Dans le cadre d’une collaboration avec l’ONERA, j’ai pu obtenir quelques mesures expe´rimentales
re´centes (2012). Il s’agit de donne´es SAR polarime´triques en bande X acquises par le capteur
ae´roporte´ SETHI de l’ONERA, dans le cadre d’une campagne de mesures expe´rimentales finance´e
par le CNES. Les conditions expe´rimentales disponibles sont : e´tat de mer 3, incidences 60◦, 70◦,
80◦, polarisations HH, VV et HV, et plusieurs directions radar par rapport a` la direction du vent.
On utilise la forme de base de GOSSA (sans modification du comportement en rasant), avec le
diffuseur isotrope de Kudryavtsev en polarisation HH puisque l’on a vu que c’e´tait ne´cessaire pour
cette polarisation.
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L (1.25 GHz) S (3 GHz) C (5.3 GHz) X (9.3 GHz)
SS 1 Avec. + 10 dB Avec. + 10 dB -> 89◦, Indiffe´rent. Sans.
- qqs dB ensuite. grande erreur en rasant. Bonne pre´cision.
SS 2 Avec. + qqs dB Avec. + 10 dB -> 89◦, Indiffe´rent. Sans.
- qqs dB ensuite. grande erreur en rasant. Bonne pre´cision.
SS 3 Avec. Bonne Avec. + qqs dB -> 89◦, Indiffe´rent. Sans.
pre´cision. - qqs dB ensuite. grande erreur en rasant. Bonne pre´cision.
SS 4 Avec. Bonne Avec. + qqs dB -> 89◦, Indiffe´rent. Sans.
pre´cision. - qqs dB ensuite. grande erreur en rasant. Bonne pre´cision.
SS 5 Avec. Bonne Avec. + qqs dB -> 89◦, Indiffe´rent. Sans.
pre´cision. - qqs dB ensuite. grande erreur en rasant. Bonne pre´cision.
SS 6 Avec. + qqs Peu clair. Indiffe´rent. Sans.
dB en rasant. grande erreur en rasant. Bonne pre´cision.
Figure 2.20: Meilleure version de GOSSA en polarisation VV : avec ou sans modification du
comportement en rasant. Indication de pre´cision.
L (1.25 GHz) S (3 GHz) C (5.3 GHz) X (9.3 GHz)
SS 1 Pas assez de GOSSA seul. Diff. Iso. -> 89◦ Diff. Iso. -> 89◦
donne´es. - 10 dB environ. grande erreur en rasant. + 20-30 dB ensuite.
SS 2 GOSSA seul. Diff. Iso. -> 89◦ Diff. Iso. -> 89◦ Diff. Iso. -> 89◦
Bonne pre´c. puis GOSSA seul. GOSSA seul a` 89.9◦ + 20 dB ensuite.
SS 3 GOSSA seul, Diff. Iso. -> 89◦ Diff. Iso. -> 89◦ Diff. Iso. -> 89◦
fit correct. puis GOSSA seul. GOSSA seul a` 89.9◦ + 10-20 dB ensuite.
SS 4 GOSSA seul, Diff. Iso. -> 89◦ Diff. Iso. -> 89◦ Diff. Iso. -> 89◦
-10 dB environ. puis GOSSA seul. GOSSA seul a` 89.9◦ + 10-20 dB ensuite.
SS 5 GOSSA seul, Diff. Iso. -> 89◦ Diff. Iso. -> 89◦ Diff. Iso. -> 89◦
-10 dB environ. puis GOSSA seul. GOSSA seul a` 89.9◦ + 10 dB ensuite.
SS 6 Pas assez de Peu clair. Pas de Diff. Iso.
donne´es. donne´es. Bonne pre´cision.
Figure 2.21: Meilleure version de GOSSA en polarisation HH : avec ou sans diffuseur isotrope de
Kudryavtsev. Indication de pre´cision.
Les mesures devraient eˆtre encadre´es par deux cas extreˆmes : une vitesse de vent de 6 m/s et une
configuration crosswind devrait donner un minorant de la section efficace mesure´e, tandis que la
situation d’un vent de 8 m/s en configuration upwind devrait fournir un majorant. Je trace ces deux
courbes sur la figure 2.22 en y ajoutant les mesures dans 3 cas : upwind, crosswind, et moyenne sur
toutes les directions de vent mesure´es.
On voit que les points expe´rimentaux ne se situent pas tous entre les deux courbes comme ce devrait
eˆtre le cas ide´alement, mais que le niveau est bon a` une pre´cision de 3 dB maximum (sauf pour le
point VV crosswind 80◦, ou` le de´calage est de 5 dB), et que la forme de la courbe correspond.
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Figure 2.22: Comparaison de la section efficace pre´dite par GOSSA et des mesures expe´rimentales
de l’ONERA. Bande X (9.5 GHz), e´tat de mer 3.
A noter que pour les meˆmes conditions expe´rimentales (bande X, e´tat de mer 3), les mesures rap-
porte´es par Nathanson sont proches du minimum des mesures Onera, correspondant a` la confi-
guration crosswind alors que les donne´es de Nathanson sont cense´es eˆtre moyenne´es sur toutes les
directions de vent. Ces donne´es indiquent en effet -34 dB en HH / 60◦ d’incidence, -37 dB en HH/80◦
d’incidence, et -26 dB en VV / 60◦, -32 dB en VV / 80◦.
2.3.5 Conclusion sur l’utilisation de GOSSA pour la diffraction sur la surface de
la mer
GOSSA est un mode`le relativement simple a` imple´menter, permettant des calculs rapides de sec-
tion efficace dans le cas des co-polarisations. Il a l’avantage pour la communaute´ de capitaliser sur
l’expe´rience des mode`les a` deux e´chelles, tre`s utilise´s et appre´cie´s. D’un point de vue nume´rique,
l’inte´grale de Kirchhoff n’est a` calculer que sur la partie hautes fre´quences du spectre, ce qui est
beaucoup plus simple que dans le cadre des mode`les dits unifie´s.
Du fait de cette moindre complexite´ nume´rique, GOSSA est un mode`le robuste, dans le sens ou` la
section efficace qu’il pre´dit est ge´ne´ralement un bon ordre de grandeur de la valeur re´elle. Avec les
ajouts du terme de diffusion isotrope et de la modification du comportement en rasant pour certaines
bandes de fre´quences, il permet de retrouver les donne´es expe´rimentales avec une bonne pre´cision.
Il peut permettre de calculer une partie des polarisations croise´es dans le plan d’incidence, donnant
ainsi un minorant de la section efficace a` laquelle on peut s’attendre.
Au niveau des ame´liorations a` apporter, il serait bon de prendre en compte le caracte`re non gaussien
de la surface oce´anique (termes de skewness et kurtosis) pour permettre de distinguer les configu-
rations upwind et downwind [75], [76], [77]. Les comparaisons avec les donne´es de Nathanson font
apparaitre des niveaux de performance sensibles a` la fre´quence e´lectromagne´tique plutoˆt qu’a` la
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Figure 2.23: Configuration ge´ome´trique.
vitesse du vent. Pour pallier a` ce de´faut, la de´pendance du terme de diffusion isotrope a` la fre´quence
doit eˆtre revue.
2.4 Estimation avec GOSSA de l’e´cho de mer global
De fac¸on pratique, la quantite´ qui inte´resse directement l’ope´rateur radar ou le concepteur de radar
n’est pas la section efficace de la mer, mais l’intensite´ de l’e´cho duˆ a` toute la surface e´claire´e. Il est
donc ne´cessaire de prendre en compte la forme entie`re du diagramme d’antenne, pour savoir la fac¸on
dont la mer est e´claire´e, et d’inte´grer sur toute la surface. On peut ainsi pre´voir la geˆne globale du
fait de l’interaction entre l’antenne et la mer. C’est ce que l’on se propose de faire dans cette section,
en utilisant le mode`le GOSSA (la version avec le diffuseur isotrope en HH, pour eˆtre suˆr de ne pas
sous-estimer l’e´cho radar).
2.4.1 Description du proble`me, ge´ome´trie
Le champ e´lectrique est e´mis par une antenne ponctuelle place´e en un point H suppose´ fixe, de
coordonne´es (0, 0, h). Dans cet exemple simplifie´, le diagramme d’antenne est suppose´ invariant par
re´volution autour de l’axe d’e´mission de l’antenne, a` savoir l’axe (Ox). On ne´gligera la hauteur des
points M(x, y) responsables du rayonnement re´trodiffuse´.
Deux angles caracte´risent de`s lors le proble`me : l’angle d’incidence θ et l’angle α entre la direction
principale d’e´mission de l’antenne et le point M. La somme des angles θ et α ne vaut π/2 que si la
coordonne´e y du point courant est nulle.
Ces angles θ et α s’expriment en fonction des coordonne´es du point courant a` l’aide des relations
suivantes :
cosα =
x
R
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cos θ =
h
R
ou` R =
√
x2 + y2 + h2.
On se place pour cet exemple dans la configuration suivante : le radar est suppose´ a` 30 m du sol (h
= 30), il est en bande X (8 GHz). La vitesse du vent est prise e´gale a` 14 m/s, et l’on a pris la valeur
de la section efficace correspondant a` la configuration upwind, pour obtenir un majorant.
2.4.2 Equation du radar
La puissance e´le´mentaire e´mise par une surface e´le´mentaire autour du point M(x, y, 0) est donne´e
par l’e´quation du radar [4] :
dPr(x, y) =
PeAeGa(α)σ
0(θ)
(4π)2R4
dxdy
ou` :
- Pe est la puissance globale e´mise par le radar
- Ae est l’aire efficace du re´cepteur
- Ga(α) est le gain de l’antenne dans la direction α par rapport a` un rayonnement isotrope
- σ0(θ) est la section efficace re´trodiffuse´e normalise´e sous une incidence θ, suppose´e inde´pendante
de la direction du vent pour simplifier le proble`me.
Ici, les quantite´s Pe et Ae ne nous inte´ressent pas, puisqu’elles n’interviennent pas dans la propaga-
tion. Nous calculons par contre la quantite´
I =
∫ +∞
x=0
∫ +∞
y=−∞
Ga(α)σ
0(θ)
(4π)2R4
dxdy
qui mesure la puissance retournant au radar due aux vagues dans le demi plan dans la direction du
radar. Les angles α et θ s’exprimant en fonction des coordonne´es x et y, on peut proce´der a` une
inte´gration nume´rique sous Matlab.
2.4.3 Exemples de diagramme d’antenne, de re´partition de l’e´nergie incidente
et re´trodiffuse´e
On peut tracer la re´partition de l’e´nergie incidente, la quantite´ Ga(α)/(4πR
2) en fonction de x et
de y. Le diagramme obtenu, exprime´ en dB, est en figure 2.25.
On voit que l’intensite´ sur l’axe (Ox) augmente plutoˆt avec la distance, malgre´ le facteur 1/R2 :
c’est la conse´quence de la forme du diagramme d’antenne, qui e´claire vers l’horizon.
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Figure 2.24: Gain de l’antenne et NRCS en fonction des angles α et θ
Figure 2.25: Energie incidente sur la surface (dB).
Lorsque l’on trace par contre la contribution surfacique au rayonnement rec¸u par l’antenne apre`s
re´trodiffusion, donc la quantite´Ga(α)σ
0(θ)/(4πR2)2, on obtient un diagramme sensiblement diffe´rent,
repre´sente´ en figure 2.26.
On voit que c’est la surface proche de l’antenne qui renvoie la part la plus significative de l’e´nergie
e´mise, ce qui signifie que la plus forte valeur de σ0 et la plus faible valeur de la distance R l’emportent
sur la forte valeur du gain Ga.
Cependant, plus l’angle d’incidence θ est grand, plus l’aire de la surface e´claire´e sous cette incidence
est importante. Pour ve´rifier l’importance des derniers degre´s, on calcule l’intensite´ re´trodiffuse´e par
la mer jusqu’a` un certain angle d’incidence θmax, c’est a` dire la quantite´ :
I(θmax) = 2
∫ Rmax
x=0
∫ √R2max−x2
y=0
Ga(α)σ
0(θ)
(4π)2R4
dxdy
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Figure 2.26: Intensite´ re´trodiffuse´e cumule´e
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Figure 2.27: Intensite´ rec¸ue cumule´e, depuis le bateau jusqu’a` un certain angle d’incidence
ou` Rmax est le rayon du cercle correspondant a` l’incidence θmax, c’est a` dire Rmax = h tan(θmax).
Le re´sultat est trace´ dans la figure 2.27 : on voit que l’intensite´ re´trodiffuse´e est due en tre`s grande
majorite´ a` la surface proche du radar.
2.4.4 Influence de la hauteur du re´cepteur, de la fre´quence et de la vitesse du
vent
On peut maintenant prendre en compte la diffe´rence de hauteur entre l’e´metteur et le re´cepteur de
l’antenne, situe´s sur l’axe (Oz). On n’est plus exactement en re´trodiffusion : si on appelle h1 et h2
les hauteurs respectives de l’e´metteur et du re´cepteur, ainsi que θ1 et θ2 les angles entre (Oz) et les
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Figure 2.28: Configuration ge´ome´trique pre´cise´e.
droites (H1M) et (H2M) respectivement, on obtient la relation suivante :
tan θ2 =
h1
h2
tan θ1
Cela nous permet de de´terminer l’angle de diffraction pertinent.
On peut maintenant tracer la courbe de l’intensite´ re´trodiffuse´e cumule´e en fonction de la hauteur
du re´cepteur. On obtient le re´sultat suivant, en figure 2.29 :
Ce re´sultat est inte´ressant : il montre que 90 % de la puissance rec¸ue est lie´e a` la surface vue a` une
incidence de moins de 30◦, c’est a` dire une distance d’a` peine quelques dizaines de me`tres du navire.
Ce re´sultat est confirme´ par les avis de radaristes que j’ai pu recueillir, pour lesquels il e´tait clair
que la mer n’avait une importance que dans le premier kilome`tre au maximum.
On peut se poser la question de l’influence de la fre´quence de l’onde incidente, ou de la vitesse du
vent. Pour cela, on garde le meˆme diagramme d’antenne, et on utilise deux fre´quences diffe´rentes
(1.25 GHz, bande L, et 8 GHz, bande X), avec deux vitesses de vent, 4 et 14 m/s. Les re´sultats de la
figure 2.30 montrent que le comportement observe´ pre´ce´demment se ge´ne´ralise a` d’autres fre´quences
et vitesses de vent. A noter que d’autres calculs plus complets ont e´te´ faits, avec des diagrammes
d’antenne plus re´alistes notamment, mais qui ne peuvent pas eˆtre communique´s pour des raisons de
confidentialite´.
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Figure 2.29: Influence de la hauteur du re´cepteur sur l’intensite´ rec¸ue cumule´e (e´metteur a` 30m)
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Figure 2.30: Intensite´ cumule´e au niveau du re´cepteur
Chapitre 2. Section efficace radar de l’oce´an 73
Conclusion
Une conclusion importante de cette e´tude est de montrer que la valeur exacte de la section efficace en
incidence rasante n’a que tre`s peu d’influence sur le calcul de l’intensite´ re´trodiffuse´e du clutter marin,
puisque la grande distance de la surface e´claire´e a` l’antenne atte´nue conside´rablement le signal. Ces
calculs confirment de plus l’inte´reˆt de positionner le re´cepteur radar le plus haut possible, cela limite
le bruit des mesures lie´ au clutter de mer, en particulier la partie lie´e a` la surface de mer proche du
navire. Ces conclusions sont valables tant en bande L qu’en bande X, pour des vents faibles comme
des vents plus forts.
Chapitre 3
Spectres Doppler oce´aniques en
microondes
L’intensite´ re´trodiffuse´e n’est pas la seule quantite´ pertinente en te´le´de´tection. Du fait du mouvement
des vagues, le champ re´trodiffuse´ n’a pas tout a` fait la meˆme fre´quence que le champ incident : c’est
le bien connu effet Doppler. Les de´calages Doppler observe´s sont typiquement de l’ordre de quelques
Hertz par mer calme jusqu’a` quelques dizaines de Herz par tempeˆte, dans le cas d’une fre´quence de
l’onde incidente de 1 a` 10 GHz.
Cette quantite´ pouvant eˆtre relie´e a` la vitesse de la cible, c’est une information extreˆmement utile
pour e´tudier les courants marins, ou la vitesse d’un navire ou d’un avion. Nous nous y inte´ressons
par une e´tude nume´rique 2D, dans le cadre spe´cifique de l’incidence rasante.
3.1 Mode´lisation faiblement non line´aire de la surface oce´anique
Les spectres de mer et la ge´ne´ration de surfaces line´aires, pour lesquels les vagues de diffe´rentes
longueurs d’onde n’interfe`rent pas, ont e´te´ pre´sente´s dans le chapitre 2. Il faut maintenant prendre
en compte des aspects non line´aires des mode`les de vagues, point fondamental pour le calcul d’un
effet Doppler re´aliste, comme nous allons le voir dans les paragraphes suivants. Ces caracte´ristiques
non line´aires sont moins fondamentales pour le calcul de la section efficace, puisqu’elles ne modifient
sa valeur qu’a` la marge (maximum quelques dB). De plus, les mode`les dont nous disposons et que
nous allons pre´senter sont faiblement non line´aires et n’ont qu’une influence ne´gligeable sur la valeur
de la section efficace, ce qui nous a conduit a` ne les introduire que maintenant.
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3.1.1 Mode`le Creamer
Les vagues interagissent les unes avec les autres, cre´ant entre autres des diffe´rences entre les creˆtes
des vagues, tre`s pentues, et les creux beaucoup plus lisses. Pour cela, le formalisme hamiltonien [78]
est un outil fre´quemment utilise´, dans sa formulation re´cente par Creamer et al. [79]. Ce mode`le
est base´ sur une transformation nonline´aire de la surface line´aire, via une transforme´e de Riesz
(correspondant a` une transforme´e de Hilbert en 1D) :
Dt(r) = Re
∫ +∞
−∞
i
k
k
At(k)e
ik·rdk (3.1.1)
Nous avons repris les notations introduites au paragraphe 2.2.1. La surface nonline´aire η˜t s’e´crit
comme la transforme´e de Fourier des amplitudes spectrales modifie´es :
η˜t(r) = Re
∫ +∞
−∞
A˜t(k)e
ik·rdk, (3.1.2)
ou`
A˜t(k) =
∫
exp(−ik ·Dt(r)) − 1
k
e−ik·rdk (3.1.3)
L’e´quation 2.2.8 est ensuite toujours valable. Cependant, l’expression de l’amplitude des composantes
de Fourier (3.1.3) empeˆche de la calculer par FFT, re´sultant en une augmentation de la complexite´ :
la ge´ne´ration d’un e´chantillon de surface nonline´aire se fait a` un couˆt nume´rique en O(N2).
3.1.2 Mode`le Choppy
Pour reme´dier a` cette augmentation de la charge nume´rique, ve´ritablement proble´matique pour
e´tudier de larges surfaces 2D, un autre mode`le faiblement nonline´aire a e´te´ propose´ re´cemment [80],
s’inspirant d’un article de Pierson de 1964 [81]. Il a e´te´ appele´ Choppy Wave Model (CWM) de
par les vagues tempe´tueuses (choppy, en anglais) qu’il ge´ne`re. Comme pour le mode`le Creamer, on
part d’une surface line´aire de re´fe´rence, et on utilise une transforme´e de Riesz. Cependant, plutoˆt
que modifier la hauteur de la surface, la surface Choppy est obtenue par une transformation des
coordonne´es horizontales. Etant donne´es une surface line´aire ηt et sa transforme´e de Riesz Dt, la
surface Choppy η˜ est implicitement de´finie par :
η˜t(r+Dt(r)) = ηt(r) (3.1.4)
Par construction, la surface Choppy est e´chantillonne´e sur une grille irre´gulie`re, puisque les points
r +Dt(r) constituent un maillage irre´gulier du plan. Par contre, les fonctions ηt et Dt, et donc la
surface η˜t, peuvent eˆtre ge´ne´re´es efficacement par FFT, avec un couˆt en O(N logN). Cette efficacite´
nume´rique est tre`s appre´ciable, notamment pour les surfaces 2D, et rend la simulation de spectres
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Doppler 3D avec surfaces nonline´aires envisageable, une taˆche pour laquelle la complexite´ du mode`le
Creamer est prohibitive.
Les de´rive´es successives de la surface Choppy, c’est-a`-dire les pentes et les courbures, peuvent eˆtre
obtenues a` partir de leurs e´quivalents line´aires. Elles satisfont en effet une e´quation implicite exprime´e
a` l’aide de la surface line´aire de re´fe´rence ηt et du de´placement Dt. On peut donner leur expression
dans le cas 1D des calculs Doppler de cette partie (les de´rive´es spatiales sont repre´sente´es par une
apostrophe) :
η˜t(x+Dt(x)) = ηt(x) (3.1.5)
η˜′t(x+Dt(x)) =
η′t(x)
1 +D′t(x)
(3.1.6)
η˜
′′
t (x+Dt(x)) =
η
′′
t (x)(1 +D
′
t(x)) − η′t(x)D′′t (x)
(1 +D′t(x))3
(3.1.7)
3.1.3 Mode`le Choppy ame´liore´
Le mode`le CWM a e´te´ obtenu comme on l’a vu par un de´veloppement au premier ordre en coor-
donne´es lagrangiennes. La solution monochromatique des e´quations line´arise´es est bien connue : ce
sont les vagues de Gerstner [82] qui ont servi de base au mode`le. Une expression en coordonne´es
eule´riennes montre que l’on obtient un profil de vagues faiblement non line´aire. Il a e´te´ montre´ que
le re´sultat e´tait cohe´rent avec le de´veloppement perturbatif habituel au second ordre dans le cas de
spectres e´troits [83].
La situation est diffe´rente pour les larges spectres de mer, ou` des contributions au second ordre
manquent dans le mode`le CWM. Une ame´lioration a e´te´ re´cemment propose´e en poussant le de´velop-
pement en coordonne´es lagrangiennes au second ordre, mode`le appele´ C2WM et qui sera publie´ dans
un article prochain par Gue´rin et Nouguier. Ceci permet la cohe´rence avec le de´veloppement eule´rien
au second ordre, dans un domaine de validite´ beaucoup plus large, et permet notamment de rendre
compte de l’asyme´trie avant-arrie`re des vagues.
Notons que lorsque l’on se restreint au cas unidimensionnel de notre e´tude, ou` les surfaces sont
mode´lise´es par une somme discre`te d’harmoniques libres se de´plac¸ant dans une seule direction,
C2WM se re´duit en fait au de´veloppement lagrangien au second ordre obtenu de`s 1961 par Pierson
[84] : ce sera un des mode`les de surface que nous utiliserons, plus proche de la re´alite´ que CWM
seul. Par rapport a` ce dernier mode`le, la formulation de Pierson introduit un terme de de´placement
vertical, du second ordre lorsque l’on repasse en coordonne´es eule´riennes. Ce terme vertical peut
s’e´crire, en utilisant les notations introduites pre´ce´demment :
z2(x, t) = Re
∫ +∞
−∞
∫
k′>k
At(k)A
∗
t (k
′)
g
ω2(k)ei(k−k
′)zdk dk′ (3.1.8)
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Figure 3.1: Diffe´rences des mode`les de surfaces : hauteurs. Spectre d’Elfouhaily, vitesse de vent 5
m/s, discre´tisation de 20 points par me`tre.
Le de´placement horizontal est e´galement modifie´, par l’ajout du terme connu sous le nom de de´rive
moyenne de Stokes. Comme le note Pierson, cela correspond a` une vitesse dite de Stokes U¯ s’e´crivant
U¯ =
∫ +∞
−∞
||At(k)||2kω(k)dk (3.1.9)
Ceci correspond a` une advection horizontale constante de la surface, qui ne peut pas eˆtre ignore´e
puisqu’elle introduit un terme dans le de´calage Doppler, dont l’expression est simplement
∆fStokes =
2U¯
λEM
sin(θ0) (3.1.10)
ou` θ0 est l’angle d’incidence de l’onde e´lectromagne´tique. A noter que ce terme d’advection n’est
qu’une partie du de´placement horizontal au second ordre lagrangien pre´dit par Pierson, mais l’autre
partie est ne´glige´e puisque ne´gligeable au second ordre en coordonne´es eule´riennes.
3.1.4 Comparaison des diffe´rents mode`les de surface
Les diffe´rents mode`les produisent des profils de hauteurs tre`s proches, comme le montre la figure
3.1 ou` l’on a repre´sente´ les 4 mode`les de´crits pre´ce´demment. Le pic ge´ne´re´ par le mode`le line´aire
est un peu plus large que les autres, l’effet des nonline´arite´s est bien d’accentuer les creˆtes et au
contraire d’aplanir les creux. On voit notamment sur le zoom que les diffe´rents mode`les nonline´aires
sont extreˆmement proches, et que le mode`le Creamer est celui qui produit la creˆte la plus e´troite.
La correction du deuxie`me ordre a` Choppy le rapproche du profil Creamer comme annonce´. Cet
exemple montre que le terme dominant dans la correction nonline´aire est celui pris en compte par
le mode`le Choppy 1 : Choppy 2 et Creamer n’apportent qu’une faible correction supple´mentaire.
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Si les profils de surface sont tre`s proches, les diffe´rences sont plus marque´es au niveau des distributions
statistiques des pentes et des courbures. Dans le cas line´aire, celles-ci sont des gaussiennes, avec donc
une de´croissance en loi exponentielle de la probabilite´ lorsque la valeur absolue de la pente augmente.
La comparaison avec la surface non line´aire est faite en de´tail dans la the`se de Fre´de´ric Nouguier
[85], et montre une nette surrepre´sentation des pentes extre`mes par rapport a` la surface line´aire. La
de´croissance suit une loi de puissance et non exponentielle.
3.1.5 Etude nume´rique 2D
Adaptation de la me´thode des moments aux surfaces Choppy
Dans sa formulation habituelle, telle que nous l’avons utilise´e dans les premie`res parties, la me´thode
des moments utilise une grille re´gulie`re pour repre´senter la surface rugueuse. Ceci est tout a` fait
adapte´ a` la surface line´aire ainsi qu’au mode`le Creamer, pour lesquels nous disposons d’une ex-
pression explicite de la hauteur pour chaque point de la grille. Ceci n’est plus le cas pour les sur-
faces Choppy, dont les points d’e´chantillonnage sont de´cale´s horizontalement, re´sultant en une grille
irre´gulie`re. D’ou` la ne´cessite´ d’une adaptation des e´quations de la me´thode des moments.
Comme pre´ce´demment e´voque´, les calculs Doppler pre´sente´s sont restreints a` des surfaces 1D, ce
qui correspond a` une invariance dans une direction, ici selon l’axe (Oy). La hauteur est η(x) et la
surface est conside´re´e fige´e a` chaque pas de temps puisque les ondes radio se propagent bien plus
rapidement que les vagues [86]. La de´pendance au temps de la hauteur et du de´placement horizontal
D(x) sera donc ne´glige´e dans la suite.
Nous nous plac¸ons dans la configuration TE (ou polarisation H selon des notations pre´ce´dentes),
le champ e´lectrique est polarise´ horizontalement dans la direction d’invariance, donc E = E(x, z)yˆ.
Le proble`me de diffraction est de`s lors scalaire, puisque seule une composante du champ est incon-
nue. L’onde incidente est monochromatique a` la fre´quence ωe, avec une de´pendance au temps en
e−iωet. Nous conside`rerons que les surfaces sont parfaitement conductrices, ce qui est une bonne
approximation en polarisation H pour la surface de la mer fortement conductrice en microondes.
Puisque le domaine rasant nous inte´resse particulie`rement, le mode`le du plan localement de´forme´
est absolument requis. Pour aider le lecteur a` appre´hender les diffe´rences entre le cas des surfaces
re´gulie`res et des surfaces Choppy, le formalisme est rappele´ ici.
Grille re´gulie`re (surfaces line´aires et Creamer)
Une onde plane incidente Ei(x, z) = eiK0·R = ei(k0x−q0z) e´claire depuis le haut une surface ru-
gueuse z = η(x) qui se´pare l’air et l’eau de mer. On note Ke = K0 =
ωe
c
= 2π
λ
le nombre d’onde
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e´lectromagne´tique et on de´compose le vecteur d’onde K0 en ses composantes horizontale et ver-
ticale K0 = k0xˆ − q0zˆ. Celles-ci sont e´videmment relie´es a` l’angle d’incidence θ0 par les relations
k0 = Ke sin θ0 et q0 = Ke cos θ0. Le champ re´fle´chi par le plan moyen est E
r(x, z) = −ei(k0x−q0z),
tandis que le champ total est E = Ei + Er + Ed, Ed e´tant la contribution des seules rugosite´s. La
surface e´tant infiniment conductrice, on a directement la relation
−Ed(x, η(x)) = Ei(x, η(x)) + Er(x, η(x)) = U(x) (3.1.11)
L’inconnue est comme toujours le courant e´lectrique de surface J yˆ, qui correspond a` la discontinuite´
tangentielle du champ magne´tique a` la surface. Son amplitude J est proportionnelle a` la de´rive´e
normale du champ e´lectrique a` la surface, c’est a` dire :
J(x) =
1√
1 + η′(x)2
i
ωeµ0
(∂E
∂z
(x, η(x)) − η′(x)∂E
∂x
(x, η(x))
)
(3.1.12)
ou` µ0 est la perme´abilite´ magne´tique du vide. Le courant de surface est de´compose´ de la meˆme fac¸on
que le champ e´lectrique, J = J i + Jr + Jd. Il est pratique d’introduire la fonction
V (x) = −iωeµ0
√
1 + η′(x)2Jd(x) =
∂E
∂z
(x, η(x)) − η′(x)∂E
d
∂x
(x, η(x)) (3.1.13)
qui sera notre inconnue nume´rique. L’e´quation EFIE s’e´crit ([87] [16]) :
i
4
∫
H+0 (KeR)V (x
′)dx′ =
1
2
U(x) +
∫
iKe
4R
H+1 (KeR)[∆η − η′(x)∆x]U(x′)dx′ (3.1.14)
ou` H+0 et H
+
1 sont les fonctions de Hankel d’ordre ze´ro et un respectivement, R =
√
(∆x)2 + (∆η)2
est la distance d’inte´raction [16] entre deux points se´pare´s par une distance d’abscisse ∆x = x−x′ et
une diffe´rence de hauteur ∆η = η(x)− η(x′). La fonction U(x) est nulle sur les plateaux, aux bords
de la zone rugueuse, ce qui permet de re´soudre nume´riquement l’e´quation inte´grale 3.1.14. Celle-ci
est discre´tise´e sur une grille re´gulie`re de pas δx et transforme´e en un syste`me line´aire AX = BC,
ou` les vecteurs X et C sont constitue´s des valeurs des fonctions respectives V et U aux points de la
grille, et A et B sont deux matrices (pleines) aux coefficients complexes suivants :
Aii =
iδx
4
(
1 + i
2
π
ln(
γKe
4e
δx)
)
(3.1.15)
Ai6=j =
i
4
H+0 (KeRijδx (3.1.16)
Bii =
1
2
− δx
4π
( η′′(xi)
1 + η′(xi)2
)
(3.1.17)
Bi6=j =
iKeδx
4Rij
H+1 (KeRij)[η(xi)− η(xj)− η′(xi)(xi − xj)] (3.1.18)
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On a note´ xi = (i −N/2)δx, i = 1 . . . N et Rij =
√
(xi − xj)2 + (η(xi)− η(xj))2. Les termes diago-
naux ont rec¸u un traitement spe´cifique pour l’inte´gration de la singularite´, comme de´taille´ dans [16,
p. 158]. Les valeurs de Jd(x) et donc J(x) aux points de la surface sont obtenues apre`s re´solution
nume´rique du syste`me line´aire. Le champ diffracte´ lointain dans la direction θs est obtenu par
discre´tisation de l’inte´grale suivante :
S(θs) =
1
4π
∫ (
{V (x) + iKeU(x)[sin θsη′(x)− cos θs]}e−iKe(x sin θs+η(x) cos θs)
)
dx (3.1.19)
Cette proce´dure s’applique tant aux surfaces line´aires qu’aux surfaces Creamer, la seule diffe´rence
e´tant les valeurs des hauteurs et de leurs de´rive´es.
Grille irre´gulie`re (surfaces Choppy)
Comme indique´, les surfaces ge´ne´re´es par le mode`le CWM sont par construction e´chantillonne´es
sur une grille irre´gulie`re. Cela ne´cessite une adaptation de la me´thode des moments (MoM) qui
est utilise´e habituellement sur des grilles re´gulie`res. Il n’est pas possible de simplement calculer les
valeurs de hauteurs sur une grille re´gulie`re par interpolation, cela introduirait artificiellement des
hautes fre´quences spatiales dans le spectre des hauteurs.
La difficulte´ pour l’adaptation de la MoM re´side dans le fait que les hauteurs des surfaces Choppy
(η¯, η¯′) et leurs de´rive´es ne sont de´finies qu’implicitement a` travers la transformation ge´ome´trique
d’une surface line´aire de re´fe´rence (η,η′, etc). Si l’on disposait de leurs expressions explicites, il
ne serait pas de ne´cessaire de changer l’e´quation inte´grale, ni les coefficients des matrices. Ici, un
changement de variables est ne´cessaire : x devient x + D(x), dans le but d’utiliser les expressions
(3.1.5), (3.1.6) et (3.1.7). C’est ce changement de variables qui est la cause du changement de
l’e´quation inte´grale et des coefficients des matrices du syste`me line´aire.
Apre`s changement de variables, les densite´s de surface U et V sont de´finies par
U(x) = Ei(x+D(x), η(x)) + Er(x+D(x), η(x)) (3.1.20)
V (x) =
∂Ed
∂z
(x+D(x), η(x)) − η
′(x)
1 +D′(x)
∂Ed
∂x
(x+D(x), η(x)) (3.1.21)
et l’e´quation inte´grale EFIE devient :
i
4
∫
H+0 (keR)V (x
′)(1+D′(x′))dx′ =
1
2
U(x)+
∫
ike
4R
H+1 (k0R)[∆η−
η′(x)
1 +D′(x)
(∆x+∆D)]U(x′)(1+D′(x′))dx′
(3.1.22)
La distance d’inte´raction s’e´crit maintenant R =
√
(∆x+∆D)2 + (∆η)2, ∆D = D(x)−D(x′) e´tant
la diffe´rence entre les de´placements horizontaux des points du mode`le Choppy. Il est important
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de constater a` ce stade que graˆce au changement de variable, ce sont maintenant les hauteurs de
la surface line´aire, η(x), et non leurs e´quivalents Choppy, qui interviennent dans les expressions
(3.1.20), (3.1.21) et (3.1.22). De ce fait, l’e´quation peut maintenant eˆtre discre´tise´e sur une grille
re´gulie`re puisque l’on dispose des expressions explicites en tout point des quantite´s apparaissant
maintenant dans l’e´quation inte´grale.
Cela me`ne aux nouveaux coefficients des matrices A et B :
Aii =
iδx(1 +D′(xi))
4
(
1 + i
2
π
ln
(γKe
4e
δxi(1 +D
′(xi)
))
(3.1.23)
Ai6=j =
i
4
H+0 (KeRij) (1 +D
′(xi))δx (3.1.24)
Bii =
1
2
− δx
4π
(η′′(xi)(1 +D′(xi))− η′(xi)D′′(xi)
(1 +D′(xi))2 + η′(xi)2
)
(3.1.25)
Bi6=j =
iKeδx
4Rij
H+1 (KeRij) [η(xi)− η(xj)−
η′(xi)
1 +D′(xi)
(xi +D(xi)− xj −D(xj))](1 +D′(xi)),
(3.1.26)
ou` nous avons note´ Rij =
√
(xi +D(xi)− xj −D(xj))2 + (η(xi)− η(xj))2. Ces modifications des
coefficients Aij et Bij peuvent eˆtre vues comme une correction compensant les changements des
hauteurs et de leurs de´rive´es entre le mode`le line´aire et Choppy, nous permettant de discre´tiser
correctement l’EFIE avec le mode`le Choppy. En d’autres termes, sous cet angle on utilise toujours la
surface line´aire, mais avec des nouveaux termes marquant la transformation de cette surface line´aire
dans le mode`le Choppy.
L’amplitude du champ diffracte´ lointain est de`s lors obtenue en e´valuant nume´riquement (sur une
grille re´gulie`re) l’inte´grale suivante :
S(θs) =
1
4π
∫ (
{V (x) + iKeU(x)[sin θs η
′(x)
1 +D′(x)
− cos θs]}e−iKe((x+D(x)) sin θs+η˜(x) cos θs)(1 +D′(x))
)
dx.
(3.1.27)
Quant au mode`le Choppy ame´liore´, il ne ne´cessite pas de nouveau changement de variable, car il
consiste seulement en l’addition d’un terme du second ordre a` la hauteur (η(x) devient η(x)+η2(x))
et ses de´rive´es. Le terme de Stokes est un ajout direct au de´calage Doppler et n’a pas besoin d’entrer
en compte dans le calcul de l’e´quation inte´grale.
3.1.6 Simulations nume´riques de spectres Doppler en incidence rasante
La me´thode des moments a e´te´ applique´e a` chaque mode`le de surface (line´aire, Creamer, Choppy,
Choppy ame´liore´) pour calculer le champ diffracte´ par la surface en mouvement. Comme la surface
doit eˆtre e´chantillonne´e a` 10 points par longueur d’onde e´lectromagne´tique, et dans le meˆme temps
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eˆtre assez longue pour inclure des e´chelles de longueur au moins aussi longues que la vague de pic,
le nombre d’inconnues grandit e´norme´ment avec la bande de fre´quence et la vitesse du vent.
De ce fait, nous choisissons de nous restreindre au cas de la bande L (λEM = 23 cm) et de vents
faibles (3 a` 7 m/s). Pour faciliter les comparaisons avec des e´tudes pre´ce´dentes [1], nous utilisons le
spectre de Pierson-Moskowitz replie´ :
Γ(k) =
α
2k3
exp− βg
2
k2U4
, k > 0 (3.1.28)
ou` U est la vitesse du vent a` une hauteur de 19.5 m, g = 9.81ms−2 est la constante de gravite´,
α = 8.10 × 10−3 et β = 0.74 sont des constantes sans dimensions. Γ(k) est nul si k est ne´gatif ou
nul : ce spectre correspond en fait a` une situation fictive ou` toutes les vagues vont dans la meˆme
direction. Connaissant le spectre de mer, la hauteur η(x) peut eˆtre ge´ne´re´e efficacement par FFT
(relation 2.2.8).
Dans toutes les simulations pre´sente´es, le pas d’e´chantillonnage est δx1 =
λEM
10 = 2.3 cm. L’e´volution
dans le temps des e´chantillons de surface est de´termine´e en utilisant la relation de dispersion des
vagues de gravite´-capillarite´ ω(k) =
√
gk(1 + k2/k2m) ou` km est le pic de gravito-capillarite´, valant
363.2 rad/m. La surface est e´chantillonne´e sur Nt = 256 pas de temps espace´s de δt = 25 ms. Pour
chacun des Nr = 96 e´chantillons, une se´rie temporelle des amplitudes diffracte´es est calcule´e en
conside´rant la surface gele´e a` chaque pas de temps, puis un spectre Doppler est calcule´ en prenant
le carre´ du module de la transforme´e de Fourier de cette se´rie temporelle. Le re´sultat final est la
moyenne de ces Nr spectres Doppler, ope´ration permettant de lisser les fluctuations.
On pre´sente tout d’abord des calculs dans une configuration particulie`re : vent de 3 m/s, incidence
de 89◦. La longueur d’onde de pic (maximum du spectre des fre´quences spatiales) correspondante
est 8.2 m et les moyennes quadratiques (rms) des hauteurs et des pentes sont respectivement 4.8
cm et 0.137. La longueur de la surface est fixe´e a` 23.6 m, ce qui permet d’inclure au moins deux
vagues de pic. La figure 3.2 compare les spectres Doppler Ψ(f) correspondant aux diffe´rents mode`les
de surface. Les spectres ont e´te´ normalise´s de telle fac¸on que
∫
Ψ(f)df = 1. On retrouve sur la
figure les caracte´ristiques connues des spectres Doppler aux faibles angles rasants, notamment un
de´calage significatif et un e´largissement du pic lorsque les nonline´arite´s hydrodynamiques sont prises
en compte. Les spectres des diffe´rentes surfaces nonline´aires sont diffe´rents mais assez proches les
uns des autres : CWM et C2WM produisent des diffuseurs moins rapides que le mode`le Creamer,
mais C2WM s’en approche beaucoup.
Lorsque les vagues se de´placent dans une seule direction, comme c’est le cas ici, le de´calage Doppler
moyen fc peut eˆtre de´fini comme le premier moment de la distribution :
fc =
∫
fΨ(f)df
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Figure 3.2: Spectres Doppler en microondes (bande L) a` une vitesse de vent de 3 m/s et un angle
d’incidence de 89◦, pour diffe´rents mode`les de surface.
Dans le cas des microondes, cette quantite´ est connue (cf. [88]) pour avoir une de´pendance a` l’angle
d’incidence θi non triviale. fc est syste´matiquement plus grande que la quantite´ fB(θi) pre´dite par
la the´orie de Bragg classique pour les vagues libres,
fB(θi) =
1
2π
√
gkB(θi)(1 + (kB(θi)/km)2)
ou` kB(θi) = 2k0 sin θi est le nombre d’onde de Bragg. La figure 3.3 montre le de´calage Doppler moyen
obtenu dans nos simulations avec le mode`le Creamer a` diffe´rents angles d’incidence et vitesses de
vent. On a superpose´ les valeurs qu’avaient obtenu Toporkov et Brown dans leur e´tude de re´fe´rence,
on constate un excellent accord sur toute la plage de leurs mesures (0-85 degre´s). Le mode`le du
plan localement de´forme´ nous a permis de prolonger le diagramme jusque dans les derniers degre´s
d’incidence (85-90) sans augmenter le nombre d’inconnues nume´riques.
Cette investigation aux angles d’incidence extreˆmes montre une e´volution caracte´ristique du de´calage
Doppler moyen sugge´re´e par des e´tudes pre´ce´dentes, en l’occurence une monte´e brusque autour de
83 degre´s d’incidence, a` des niveaux augmentant avec la vitesse du vent. Une saturation apparait
dans les tout derniers degre´s, le de´calage Doppler moyen atteint un plateau.
Des simulations e´quivalentes ont e´te´ conduites avec le mode`le Choppy. La figure 3.4 montre la
de´pendance en incidence du de´calage Doppler moyen des mode`les Creamer et Choppy pour un vent
de 3 m/s, qui s’ave`re tre`s similaire meˆme si dans le cas Choppy les de´calages Doppler sont un peu
plus faibles.
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Figure 3.3: De´calage Doppler moyen simule´ en bande L, en fonction de l’angle d’incidence et en
utilisant le mode`le de surface Creamer. Sont indique´es les valeurs de re´fe´rence de l’e´tude par Toporkov
et Brown (TB) [1]
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Figure 3.4: De´calage Doppler moyen en bande L, calcule´ par la me´thode des moments, en fonction
de l’angle d’incidence pour diffe´rents mode`les de surface (la vitesse de vent est fixe´e a` 3 m/s).
Chapitre 3. Spectres Doppler oce´aniques en microondes 85
0 20 40 60 80
−2
0
2
4
6
8
10
Angle d’incidence (degrés)
D
éc
al
ag
e 
Do
pp
le
r m
oy
en
 (H
z)
 
 
MOM Creamer
WCA Creamer
MOM linear
Bragg
Figure 3.5: De´calage Doppler moyen en bande L (1.25 GHz, spectre d’Elfouhaily, vitesse de vent 5
m/s). Influence de la non line´arite´ de la surface et du mode`le de diffraction.
3.2 Interpre´tation et importance du mode`le de surface
Une caracte´ristique notable des courbes de la figure 3.3 est la pre´sence d’une augmentation tre`s
brutale du de´calage Doppler moyen dans les derniers degre´s d’incidence de`s lors qu’un mode`le de
surface non line´aire et qu’une formulation e´lectromagne´tique rigoureuse sont utilise´s. La figure 3.5
en te´moigne : le fort de´calage Doppler (plus de 9 Hz en incidence rasante) n’est obtenu que par
la conjonction de l’incidence rasante, de la non line´arite´ de la surface, et du mode`le rigoureux de
diffraction. Le mode`le de diffraction WCA, pour Weighted Curvature Approximation, est une bonne
me´thode approche´e mais qui ne prend pas en compte la diffusion multiple, laquelle semble ne´cessaire
pour obtenir une valeur de de´calage Doppler re´aliste. Nous allons taˆcher dans la suite de discuter
l’importance des diffe´rentes facteurs que nous venons d’e´voquer.
Une publication de Nouguier et al [88] avait montre´ que l’ajout de nonline´arite´s hydrodynamiques
dans le mode`le de mer influence le de´calage Doppler moyen mais aussi, et de fac¸on plus marque´e, la
largeur du spectre Doppler. Un mode`le e´lectromagne´tique asymptotique, en l’occurence le mode`le
WCA (Weighted Curvature Approximation), a e´te´ utilise´, qui ne´glige les interactions e´lectromagne´tiques
complexes comme les re´flexions multiples. Dans ce cadre, on explique les diffe´rences des de´calages
Doppler par la modulation et l’advection des vagues de Bragg (courtes) par les longues vagues. De
la meˆme fac¸on, la me´thode des moments utilise´e dans la figure 3.4 illustre l’influence grandissante
des nonline´arite´s hydrodynamiques lorsque l’incidence devient rasante.
Cependant, comme avaient montre´ Nouguier et ses coauteurs ([88], figure 7), les nonline´arite´s hydro-
dynamiques ne sont pas le contributeur principal au de´calage Doppler exalte´, particulie`rement aux
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Figure 3.6: Module du courant de surface normalise´, en incidence faible et rasante, trace´ avec le
profil de surface. Aux grands angles d’incidence (≥ 80◦), le courant de surface est exalte´ sur les creˆtes
et atte´nue´ sur les creux, mais n’e´volue plus lorsque l’incidence devient rasante. Le radar est en bande
L.
grands angles d’incidence. En effet, WCA, meˆme en utilisant le mode`le de surface nonline´aire Crea-
mer, n’est pas capable de reproduire l’augmentation brutale dans les dix derniers degre´s d’incidence,
ce qui montre que des phe´nome`nes e´lectromagne´tiques complexes sont en jeu.
A la lumie`re de ces re´sultats nume´riques, il est logique de supposer que les diffuseurs rapides res-
ponsables des forts de´calages Doppler sont essentiellement dus aux interactions e´lectromagne´tiques
complexes plutoˆt qu’a` des particules d’eau a` grande vitesse horizontale, phe´nome`ne qui a e´te´ e´voque´
par de nombreux auteurs comme une conse´quence du de´ferlement. Puisque nos simulations pro-
duisent ces grands de´calages Doppler tout en ne prenant pas en compte le de´ferlement, nous sommes
incline´s a` penser que ce dernier n’est pas une condition ne´cessaire a` l’apparition des diffuseurs rapides.
Nous nous inte´ressons maintenant a` l’influence e´ventuelle de l’ombrage ge´ome´trique, qui a e´te´ e´voque´
dans des e´tudes pre´ce´dentes (par exemple [89]) comme un me´canisme probable de la monte´e brutale
du de´calage Doppler aux faibles angles rasants, en re´duisant l’influence des vitesses orbitales ne´gatives
dans les creux des vagues. Hypothe`se a contrario rejete´e par des observations re´centes ([90]), tendant
a` montrer que l’ombrage ge´ome´trique ne joue aucun roˆle dans le rayonnement microonde de la surface
de la mer. Nos re´sultats nume´riques sont cohe´rents avec cette dernie`re hypothe`se.
En particulier, la figure 3.6 montre l’e´volution du courant de surface avec l’angle d’incidence pour un
e´chantillon de profil de surface fige´. On en trace le module, normalise´ par la valeur sur les plateaux
(partie plane sur les bords) de l’e´chantillon. Le profil de surface correspondant est donne´ pour les
meˆmes abscisses, et sur celui-ci les parties visibles pour une incidence de 89◦, au sens de l’optique
ge´ome´trique, sont marque´es de points verts.
Cette figure montre tout d’abord la forte augmentation du courant de surface sur les creˆtes aux tre`s
grands angles d’incidence, et, ensuite, la stabilisation de ce meˆme courant a` partir de 80◦. Aucun
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Figure 3.7: De´calage Doppler moyen sature´ en bande L en fonction de la vitesse du vent pour
diffe´rents angles d’incidence et mode`les hydrodynamiques.
changement ou presque sur la forme du courant de surface n’est observe´ entre 80◦ et 89◦. Ceci est
tre`s diffe´rent des pre´dictions de l’optique ge´ome´trique, ou` l’ombrage direct est presque inexistant
a` 80◦, mais tre`s prononce´ a` 89◦. De plus, cette grande augmentation du courant de surface sur les
creˆtes semble inde´pendante de l’ombrage ou non de ces meˆmes creˆtes.
Notre interpre´tation est que l’augmentation du de´calage Doppler aux faibles angles rasants est le
re´sultat de forts effets de pointe sur les creˆtes plutoˆt que d’ombrage des creux de vagues. Ceci est
cohe´rent avec l’observation que les mode`les hydrodynamiques non line´aires, qui produisent des creˆtes
plus prononce´es, produisent des de´calages Doppler plus forts que leurs e´quivalents line´aires. On peut
e´galement noter que les parties visibles au sens de l’optique ge´ome´trique sont quasiment identiques
pour les surfaces line´aires et non line´aires puisque les faibles non line´arite´s hydrodynamiques ont
peu d’impact sur la distribution des hauteurs (mais plus d’influence sur les pentes et les courbures).
A de´faut d’une explication quantitative des phe´nome`nes responsables du niveau du de´calage Doppler
moyen aux faibles angles rasants, j’ai proce´de´ a` une e´tude nume´rique de sa valeur limite (le plateau
atteint a` 89.9◦). La figure 3.7 montre cette dernie`re quantite´ en fonction de la vitesse du vent pour
les mode`les Creamer et CWM. Le de´calage Doppler supple´mentaire par rapport a` la valeur plancher
(correspondant a` la diffraction de Bragg) a une de´pendance en vent en loi de puissance, avec un
exposant de 1.8. Les amplitudes sont le´ge`rement diffe´rentes suivant le mode`le.
Cette de´pendance presque quadratique tend a` sugge´rer une relation line´aire en fonction de la hauteur
moyenne des vagues. La figure 3.8 montre cette e´volution de la limite du de´calage Doppler moyen
en fonction de la hauteur significative (de´finie comme quatre fois la hauteur quadratique moyenne),
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et met en e´vidence un bon accord avec cette loi line´aire. La valeur constante pre´dite par la the´orie
de Bragg est indique´e sur la figure pour re´fe´rence.
Conclusion
Dans ce chapitre ont e´te´ pre´sente´es les premie`res simulations de spectres Doppler oce´aniques mi-
croondes, avec un mode`le e´lectromagne´tique rigoureux et en incidence rasante (supe´rieure a` 85◦). Il
est possible pour la premie`re fois de calculer la valeur de la saturation du de´calage Doppler moyen
lorsque l’angle rasant tend vers ze´ro. La prise en compte du caracte`re non line´aire de la surface
oce´anique est ici primordiale ; nous avons utilise´ et compare´ plusieurs mode`les de mer faiblement
non line´aires. Cette valeur de saturation est tre`s supe´rieure a` la fre´quence de Bragg, et augmente
comme le carre´ de la vitesse du vent.
L’importance respective des phe´nome`nes hydrodynamiques et e´lectromagne´tiques est un sujet com-
plexe toujours ouvert, qui ne´cessitera des e´tudes en 3D lorsque les capacite´s nume´riques le permet-
tront. Si la question de la prise en compte d’effets hydrodynamiques d’ordre supe´rieur peut se poser,
nous avons pu montrer avec le mode`le e´lectromagne´tique rigoureux que le traitement ge´ome´trique
de l’ombrage ne peut rendre compte du comportement observe´ dans les derniers degre´s d’incidence.
Un autre point qui me´riterait une investigation plus pousse´e est la re´partition statistique des valeurs
des sections efficaces en incidence rasante. On constate en effet qu’en trac¸ant un histogramme de ces
valeurs a` diffe´rentes incidences, la forme de la distribution, parfaitement exponentielle a` incidence
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Figure 3.9: Re´partition statistique de la section efficace et comparaison a` une distribution expo-
nentielle de meˆme e´cart-type.
faible, s’en e´carte fortement en incidence rasante. La figure 3.9 le montre, pour laquelle on a utilise´
les valeurs de section efficace obtenues pour les calculs Doppler pre´ce´dents.
Conclusion et perspectives
Le mode`le rigoureux de diffraction tridimensionnelle base´ sur le plan localement de´forme´ a e´te´
e´tendu aux quatre polarisations fondamentales, et au cas de la conductivite´ finie par le mode`le
de l’approximation d’impe´dance. Il en re´sulte un outil nume´rique complet, permettant d’estimer
l’e´cho radar sur une surface de mer re´aliste, pour toute polarisation et incidence. L’originalite´ de la
me´thode reste la possibilite´ de choisir un angle d’incidence arbitraire : le proble`me de l’incidence
rasante, ge´ne´ralement trop complexe pour les me´thodes existantes, trouve la` une solution adapte´e.
La limitation principale est la lourdeur de la charge nume´rique, meˆme si certaines difficulte´s nume´riques
subsistent en polarisation HH lorsque de grandes e´chelles spatiales sont pre´sentes dans la surface
e´tudie´e. Une reformulation de l’ope´rateur hyper singulier a` l’origine de ces difficulte´s est e´tudie´e,
mais cette technique, fonctionnelle en deux dimensions, ne parvient pas a` corriger l’erreur dans le
cas du proble`me tridimensionnel.
Cette me´thode de calcul du champ diffracte´, en conjonction avec une mode´lisation nume´rique de
la surface de la mer, a permis de pre´ciser les performances de diffe´rents mode`les empiriques et
me´thodes approche´es pour estimer la section efficace de la mer aux fre´quences microondes. En
particulier, la me´thode perturbative SPM 1 semble fournir un bon ordre de grandeur dans le cas
des co-polarisations, tandis que la validite´ de l’algorithme SSA 2 est montre´e meˆme dans le cas de
l’incidence rasante et des polarisations croise´es, sur les cas particuliers que la charge nume´rique nous
permet d’e´tudier. Le mode`le a` deux e´chelles GOSSA est adapte´ a` l’incidence rasante par le biais
d’une modification des grandes e´chelles de longueur prises en compte pour l’advection des petites
vagues. Si cette modification empirique e´corne la justification physique du mode`le, elle permet une
bien meilleure pre´cision notamment en bande L.
Le comportement des spectres Doppler en incidence rasante a fait l’objet d’une e´tude nume´rique
conse´quente, mettant en e´vidence une valeur de saturation du de´calage Doppler moyen aux angles
rasants, valeur qui a e´te´ relie´e a` la vitesse du vent et a` la hauteur quadratique moyenne de la
surface de mer. Une forte interde´pendance des phe´nome`nes hydrodynamiques et e´lectromagne´tiques
est constate´e, sujet ge´ne´rant actuellement un domaine de recherche tre`s actif [90], [91], [92].
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Une perspective naturelle serait d’e´tendre les calculs de spectres Doppler aux surfaces bidimen-
sionnelles. Cela permettrait de confirmer et prolonger l’e´tude du chapitre 3 tout en utilisant l’outil
nume´rique acheve´ lors de cette the`se. La charge nume´rique est lourde, mais cela a de´ja` e´te´ fait au
MIO en mode´lisant le champ incident par un faisceau gaussien [93] et les capacite´s de calcul aug-
mentent. Le mode`le Choppy serait potentiellement d’une grande utilite´ pour prendre en compte les
ne´cessaires nonline´arite´s avec un couˆt nume´rique raisonnable.
L’essentiel de la difficulte´ est en re´alite´ au niveau de l’imple´mentation : le mode`le Choppy ge´ne`rera
des grilles de surfaces non re´gulie`res, il faudra adapter la me´thode des moments comme lors de l’e´tude
2D. Cela devrait s’ave´rer nettement plus complexe en 3D, dans la mesure ou` cela remet en cause les
techniques nume´riques utilise´es pour inverser le syste`me line´aire. De plus, la difficulte´ nume´rique en
configuration HH devra pre´alablement eˆtre re´solue, puisque cette polarisation est la plus importante
pour les calculs d’effet Doppler.
De ce fait, il n’apparait pas certain que l’algorithme de diffraction 3D existant puisse servir a` court
terme pour des calculs de spectres Doppler. Il sera par contre inte´ressant de l’utiliser pour des calculs
de section efficace, notamment sur des spectres de mer tronque´s, pour effectuer plus de comparaisons
avec des mesures expe´rimentales et d’autres mode`les de diffraction. Une autre possibilite´ est de
mode´liser le de´ferlement [94], actuellement non pris en compte.
Annexe A
GOSSA en incidence rasante : e´tude
syste´matique
A.1 Comparaison en polarisation VV avec les donne´es de Nathan-
son et SPM
Quatre bandes de fre´quences sont e´tudie´es : bande L (1.25 GHz), bande S (3 GHz), bande C (5.6
GHz), bande X (9.3 GHz). On repre´sente dans des diagrammes monostatiques les sections efficaces
calcule´es par les algorithmes GOSSA et SPM, ainsi que les donne´es de Nathanson, le tout pour les po-
larisations HH et VV. L’e´chelle en incidence est logarithmique pour permettre d’e´tudier pre´cise´ment
le comportement en incidence rasante. Les e´tats de mer 1 a` 6 sont repre´sente´s, la correspondance
retenue est donne´e par le tableau A.1 (on fait l’hypothe`se d’une mer comple`tement de´veloppe´e, donc
que le vent a souﬄe´ depuis une grande dure´e).
L’e´tude sert principalement a` e´tudier le comportement des diffe´rentes versions de l’algorithme
GOSSA, et d’appre´cier l’inte´reˆt de l’ajout du terme de diffusion isotrope de Kudryavtsev (”DiffIso”
dans la le´gende Matlab) et de la modification du comportement en incidence rasante (”forc¸age” dans
la le´gende Matlab).
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Etat de mer Vitesse de vent correspondante
1 3 m/s
2 5 m/s
3 7 m/s
4 9 m/s
5 11 m/s
6 14 m/s
Table A.1: Correspondance retenue entre e´tat de mer et vitesse de vent.
A.2 Comparaison en polarisation HH avec les donne´es de Nathan-
son et SPM
Il s’agit de la meˆme e´tude, mais en polarisation HH cette fois.
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Figure A.5: Etude Polarisation HH Bande L
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Figure A.7: Etude Polarisation HH Bande C
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Figure A.8: Etude Polarisation HH Bande X
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