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1. Introduction
We consider the Cauchy problem for the quadratic derivative nonlinear Schrödinger equation{
iut + 12uxx = ∂x|u|2, x ∈ R, t > 1,
u(1, x) = u1(x), x ∈ R
(1.1)
in the case of odd initial data u1(x). In general, the quadratic type nonlinearities in the one-dimensional case are considered
to be subcritical ones with respect to the large time asymptotic behavior of solutions. For example, if we replace ∂x|u|2
by |u|u, then in [1] it was shown that the solutions are not asymptotically free. Different types of the quadratic nonlinear-
ities, including derivatives of the unknown function were considered previously and asymptotics of solutions were shown
(see papers [2,3]). In [2] we considered the nonlinear Schrödinger equation{
iut + 12uxx = λ(ux)2 + μu2x , x ∈ R, t > 1,
u(1, x) = u1(x), x ∈ R
with λ,μ ∈ C. We applied a method similar to that of normal form used in [7] to translate the original equation with
quadratic nonlinearity to the another equation with critical cubic nonlinearity
L0
(
u − μ
2
u2 − λG(u,u)
)
= −μu(L0u) + 2λG(L0u,u)
= −λμu(ux)2 − λμuu2x + 2|λ|2G
(
u,u2x
)+ 2λμG(u,u2x),
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asymptotics of small solutions which has an additional logarithmic oscillation. We note that if
∫
u(t, x)dx = 0 in (1.1), then
by introducing a new variable v = ∫ x−∞ u dx, we have for v{
ivt + 12 vxx = |vx|2, x ∈ R, t > 1,
v(1, x) = v1(x) =
∫ x
−∞ u1(x)dx, x ∈ R.
Therefore even if
∫
u1(x)dx = 0, the problem is different from the one considered in [2]. In paper [3] we studied the
quadratic nonlinear Schrödinger equation{
iut + 12uxx = t−α |ux|2, x ∈ R, t > 1,
u(1, x) = u1(x), x ∈ R
with α ∈ (0,1). Heuristically the solution should have a quasilinear character if α ∈ ( 12 ,1). However we showed that the
asymptotics of solutions does not have a quasilinear character for all range α ∈ (0,1) due to the special structure of the
nonlinear term. For the case α ∈ [ 12 ,1) we proved that if the initial data u1 ∈ H3,0 ∩ H2,2 are small then the solution has a
slow time-decay as t− α2 . And the derivative ux of the solution has a quasilinear behavior t−
1
2 as t → ∞. When α ∈ (0, 12 ), if
we assume that the initial data u0 are analytic and small, then the same result as that of the case α ∈ [ 12 ,1) holds.
In paper [4] by using the method similar to the normal forms and the transformation of paper [6] we proved the global
existence and large time asymptotics of solutions to the Cauchy problem for the quadratic nonlinear Schrödinger equation{
iut + 12uxx = ∂xu2, x ∈ R, t > 1,
u(1, x) = u1(x), x ∈ R.
(1.2)
For small initial data e
i
2 x
2
u1 ∈ Y = {φ ∈ L∞, φ′ ∈ H1,1}, we proved that the large time asymptotic behavior of solution is
deﬁned by the self-similar solution in the region |x| C√t and in the far region |x| > √t it has rapidly oscillating structure
similar to that of the cubic nonlinear Schrödinger equations. More precisely, there exist unique functions H j and B j ∈ L∞
(B j are real-valued), j = 1,2, such that the following asymptotic formula is valid
u(t, x) = 1√
t
e
i
2t x
2
Ψ
(
x√
t
)
+ 1√
t
e
i
2t x
2
2∑
j=1
H j
(
x
t
)
exp
(
iB j
(
x
t
)
log
1+ |x|√
t
1+ |x|t
)
+ O (t− 12−)
for t → ∞ uniformly with respect to x ∈ R, where  > 0. Here we denote by 1√
t
e
i
2t x
2
Ψ ( x√
t
) a self-similar solution of the
quadratic nonlinear Schrödinger equation (1.2) such that the total mass
1√
t
∫
R
e
i
2t x
2
Ψ
(
x√
t
)
dx =
∫
R
u1(x)dx.
If
∫
R u1(x)dx = 0, then the problem (1.2) will be{
ivt + 12 vxx = v2x , x ∈ R, t > 1,
v(1, x) = v1(x) =
∫ x
−∞ u1(x)dx, x ∈ R.
Therefore the problem considered in [4] is the same as that of [2] in this case.
Before stating the main result of the present paper we give some notations. We use the following factorization formulas
for the free Schrödinger evolution group U(t)F−1 = M(t)DtV(t), and FU(−t) = iV(−t)E(−t)D 1
t
. Here we denote M(t) =
e
i
2t x
2
, E(t) = e it2 ξ2 , a dilation operator (Daφ)(x) = 1√iaφ(
x
a ) and V(t) = FM(t)F−1. Note that D 1t M(t) = E(t)D 1t . The direct
Fourier transform φˆ(ξ) of the function φ(x) is deﬁned by
Fφ = φˆ = 1√
2π
∫
R
e−ixξ φ(x)dx,
then the inverse Fourier transformation is given by
F−1φ = 1√
2π
∫
R
eixξ φ(ξ)dξ.
Denote the usual Lebesgue space Lp = {φ ∈ S′; ‖φ‖Lp < ∞}, where the norm ‖φ‖Lp = (
∫
R |φ(x)|p dx)1/p if 1  p < ∞ and‖φ‖L∞ = supx∈R |φ(x)| if p = ∞. Weighted Sobolev space is
Hm,k = {φ ∈ S′: ‖φ‖Hm,k ≡ ∥∥〈x〉k〈i∂〉mφ∥∥ 2 < ∞},L
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confusion. Different positive constants we denote by the same letter C .
Our aim is to prove the following result.
Theorem 1.1. Let the initial data u1 ∈ H2 ∩ H0,2 be odd functions and the norm ‖u1‖H2 + ‖u1‖H0,2 be suﬃciently small. Then there
exists a unique global solution u of the Cauchy problem (1.1) such that u ∈ C([0,∞);H2 ∩ H0,2). Moreover there exists a unique
modiﬁed ﬁnal state W+ ∈ L2 ∩ L∞ such that the following asymptotics for t → ∞ is valid
u(t) = 1√
it
W+
( ·
t
)
exp
(
ix2
2t
+ i
∣∣∣∣W+( xt
)∣∣∣∣2 log t)+ O (t− 12−ν), (1.3)
where ν ∈ (0, 14 ).
For the convenience of the reader we now brieﬂy explain the main point of the proof. In the same way as in paper [6]
we change the variables u(t, x) = t− 12 Ev(t, ξ), E = e it2 ξ2 and ξ = xt in Eq. (1.1). As we know the estimates of the norm‖vξ‖L2 = ‖xU(−t)u‖L2 play the crucial role in obtaining the global existence and large time asymptotics of solutions to
nonlinear Schrödinger type equations. In order to ﬁnd the estimates of the norm ‖vξ‖L2 we use the transformation similar to
the normal forms. To explain our method we denote Φ = exp(− ∫ x−∞ u dx). Assuming that u ∈ L1, we obtain Φ−1∂xΦ = −u
and in view of Eq. (1.1) we get
Φ−1
(
i∂t + 1
2
∂2x
)
Φ = |u|2 + 1
2
u2 − ux.
Hence
Φ−1
(
i∂t + 1
2
∂2x
)
(uΦ) =
(
i∂t + 1
2
∂2x
)
u + uxΦ−1∂xΦ + uΦ−1
(
i∂t + 1
2
∂2x
)
Φ = |u|2u + 1
2
u2u.
Thus for the new dependent variable (uΦ) we obtain a cubic nonlinear Schrödinger equation(
i∂t + 1
2
∂2x
)
(uΦ) = |u|2(uΦ) + 1
2
u2(uΦ). (1.4)
In the same way as in paper [6] we change the variables
(uΦ)(t, x) = t− 12 (Eϕ)(t, ξ), u(t, x) = t− 12 (Ev)(t, ξ),
E = e i2 tξ2 , ξ = xt , and we put
Ψ (t, ξ) = exp
( x∫
−∞
u(t, y)dy
)
= exp
( x∫
−∞
t−
1
2 (Ev)
(
t,
y
t
)
dy
)
= exp
( ξ∫
−∞
t
1
2 (Ev)(t, η)dη
)
,
then
Φ(t, x) = Ψ −1(t, ξ).
We also have the relation v(t, ξ) = (ϕΨ )(t, ξ) since
v(t, ξ) = t 12 uE = t 12 uΦΦ−1E = t 12 t− 12 (Eϕ)Φ−1E = ϕΦ−1 = (ϕΨ )(t, ξ).
Hence Eq. (1.1) is transformed to the following form
Lv = t− 32 E∂ξ |v|2 (1.5)
and for Eq. (1.4) we ﬁnd
Lϕ = t−1|v|2ϕ + 1
2
t−1E 2v2ϕ, (1.6)
where
L = i∂t + 1 ∂2ξ .2t2
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‖ϕ‖ZT = sup
t∈[1,T ]
(∥∥ϕ(t)∥∥L∞ + (∥∥1− Ψ (t)∥∥L∞)+ ∥∥ϕ(t)∥∥L2).
We introduce the operator
I(ϕ) = g = ϕξ + t 12
∑
k=−2,1
2i
k
Ek AkbkNk
with N−2 = v2ϕ , N1 = |v|2vϕ , b−2 = −it 12 ξ , b1 = 1, and Ak = (1+ (1+ k)itξ2)−1. Then we have (3.5) which is the funda-
mental equation to get a priori estimates of solutions in ‖ · ‖YT deﬁned by
‖ϕ‖YT = sup
t∈[1,T ]
(
t−γ ‖ϕξ‖L2 + t−
1
2−γ
∥∥∂ξI(ϕ)∥∥L2),
where γ ∈ (0, 14 ). Our proof also depends on the a priori estimate of ϕ(t) in L∞ norm. In order to get the desired estimate
we need to take into account the oscillating properties of the nonlinearity.
The rest of the paper is organized as follows. In Section 2 we give some preliminary estimates of the solutions. Section 3
is devoted to the estimates of the derivatives of the solution ϕ . In Section 4 we estimate the uniform norm of the solution ϕ .
Finally Theorem 1.1 is proved in Section 5.
2. Transformation
First we note that by the usual contraction mapping principle the local existence of solutions of (1.1) follows (see [5]).
Theorem 2.1. Assume that the initial data u0 ∈ H2 ∩ H0,2 and ‖u0‖H2 + ‖u0‖H0,2 = ε˜0 is small. Then there exists a time T =
O (ε˜
− 23
0 ) > 1 and a unique solution u ∈ C([0, T ];H2 ∩H0,2) of the Cauchy problem{
iut + 12uxx = ∂x|u|2, x ∈ R, t > 1,
u(0, x) = u0(x), x ∈ R
satisfying the estimate
sup
t∈[0,T ]
(∥∥u(t)∥∥H2 + ∥∥u(t)∥∥H0,2) ε˜ 130 .
From Theorem 2.1, we may assume that∥∥u(1)∥∥H2 + ∥∥u(1)∥∥H0,2  ε˜ 130 = ε0
and so we now consider problem (1.1) for t  1.
Denote B ≡ 〈ξ√t 〉−1. First we prove the following estimate.
Lemma 2.1. Let ϕ ∈ H1 be an odd function. Then the estimate
‖Bϕ‖L2  Ct−
1
2 ‖ϕξ‖L2
is true for all t  1.
Proof. Since ϕ is an odd function, we have ϕ(0) = 0 which implies
ξ−1ϕ(ξ) = ξ−1(ϕ(ξ) − ϕ(0))= ϕξ (θξ), 0< θ < 1.
Hence∥∥ξ−1ϕ(ξ)∥∥2L2  C‖ϕξ‖L2 .
Therefore
‖Bϕ‖L2 =
∥∥∥∥ 1(1+ ξ2t)1/2 ϕ
∥∥∥∥
L2
 Ct− 12
∥∥ξ−1ϕ∥∥L2  Ct− 12 ‖ϕξ‖L2 .
Lemma 2.1 is proved. 
We next estimate the function Ψ ≡ exp(√t ∫ ξ Ev dη).−∞
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‖ϕ‖YT + ‖ϕ‖ZT  Cε,
with some small ε > 0. Then the estimates
‖Ψ ‖L∞  exp
(
Cεtγ−
1
4 ‖Ψ ‖L∞ + Cε2t2γ− 12 ‖Ψ ‖2L∞
)
,∥∥|Ψ |2 − 1∥∥L∞  Cεtγ− 14
are true and∥∥B(Ψ − 1)∥∥L∞  Cεtγ− 14
for all t ∈ [1, T ].
Proof. By the identity E = A0
∫ ξ
−∞(ξ E) with A0 = (1+ itξ2)−1 we integrate by parts
√
t
ξ∫
−∞
(Ev)dξ = √tξ A0Ev − 2
√
t
ξ∫
−∞
(
E A0(A0 − 1)v
)
dξ
− √t
ξ∫
−∞
(ξ A0EϕξΨ )dξ − t
ξ∫
−∞
(
ξ A0|v|2
)
dξ. (2.1)
Since
√
t|ξ |B  C , by estimate ‖Bϕ‖L2  Ct−
1
2 ‖ϕξ‖L2 of Lemma 2.1 we have for the last summand
t
∥∥∥∥∥Re
ξ∫
−∞
(
ξ A0|v|2
)
dξ
∥∥∥∥∥
L∞
= t
∥∥∥∥∥12
ξ∫
−∞
(
ξ(A0 + A0)|v|2
)
dξ
∥∥∥∥∥
L∞
= t
∥∥∥∥∥Re
ξ∫
−∞
(
ξ |A0|2|v|2
)
dξ
∥∥∥∥∥
L∞

√
t
∥∥∥∥∥
ξ∫
−∞
B3|v|2 dξ
∥∥∥∥∥
L∞
 C
√
t‖B‖L∞‖Ψ ‖2L∞‖Bϕ‖2L2  Ct−
1
2 ‖Ψ ‖2L∞‖ϕξ‖2L2 .
We have |ϕ(ξ)|√|ξ |‖ϕξ‖L2 so that ‖Bϕ‖L∞  Ct−
1
4 ‖ϕξ‖L2 . Then by (2.1)∥∥∥∥∥Re√t
ξ∫
−∞
(Ev)dξ
∥∥∥∥∥
L∞
 C‖Ψ ‖L∞‖Bϕ‖L∞ + C
√
t‖Ψ ‖L∞‖B‖L2‖Bϕ‖L2
+ C‖Ψ ‖L∞‖B‖L2‖ϕξ‖L2 + Ct−
1
2 ‖Ψ ‖2L∞‖ϕξ‖2L2
 Cεtγ− 14 ‖Ψ ‖L∞ + Cε2t2γ− 12 ‖Ψ ‖2L∞ .
Therefore we obtain
‖Ψ ‖L∞ 
∥∥∥∥∥exp
(
Re
√
t
ξ∫
−∞
Ev dξ
)∥∥∥∥∥
L∞
 exp
(
Cεtγ−
1
4 ‖Ψ ‖L∞ + Cε2t2γ− 12 ‖Ψ ‖2L∞
)
.
In particular we have
∥∥|Ψ |2 − 1∥∥L∞ =
∥∥∥∥∥exp
(
2Re
√
t
ξ∫
−∞
Ev dξ
)
− 1
∥∥∥∥∥
L∞
 C
√
t
∥∥∥∥∥Re
ξ∫
−∞
Ev dξ
∥∥∥∥∥
L∞
 Cεtγ− 14 + Cε2t2γ− 12 .
We now consider
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∥∥∥∥∥B
ξ∫
−∞
ξ A0|v|2 dξ
∥∥∥∥∥
L∞
 C
√
t‖Ψ ‖2L∞‖ϕ‖L∞
∥∥∥∥∥B
ξ∫
−∞
B|ϕ|dξ
∥∥∥∥∥
L∞
 C
√
t
∥∥B√|ξ |∥∥L∞‖Ψ ‖2L∞‖ϕ‖L∞‖Bϕ‖L2
 Ct− 14 ‖Ψ ‖2L∞‖ϕ‖L∞‖ϕξ‖L2 .
Hence
∥∥B(Ψ − 1)∥∥L∞  C√t
∥∥∥∥∥B
ξ∫
−∞
Ev dξ
∥∥∥∥∥
L∞
 C‖Ψ ‖L∞‖Bϕ‖L∞
+ C√t‖Ψ ‖L∞‖B‖L2‖Bϕ‖L2 + C‖Ψ ‖L∞‖B‖L2‖ϕξ‖L2
+ Ct− 14 ‖Ψ ‖2L∞‖ϕ‖L∞‖ϕξ‖L2  Cεtγ−
1
4 .
Lemma 2.2 is proved. 
3. Estimates for the derivatives
We next prove the following result.
Lemma 3.1. Let v1 ∈ H2 be an odd function, and ‖v1‖H2  ε0 , where ε0 > 0 is small. Suppose that the solutions ϕ ∈ C([1, T ];H2)
of (1.5) satisfy the estimate ‖ϕ‖ZT < ε, where ε = ε
2
3
0 . Then
‖ϕ‖YT < ε.
Proof. We prove the estimate of the lemma by the contradiction. We assume that there exists a maximal time T˜ ∈ (1, T ]
such that
‖ϕ‖YT˜  ε. (3.1)
Since v = ϕΨ with Ψ ≡ exp(√t ∫ ξ−∞ Ev dξ) we have
vξ = ϕξΨ +
√
t E|v|2, vξ = ϕξΨ +
√
tE|v|2, (3.2)
then differentiating Eq. (1.6) we ﬁnd
Lϕξ =
∑
k=−2,1
Ekt−
1
2 bkNk + 2t− 12 E|v|2vϕ + 2t−1|v|2ϕξ
+ t−1ϕvΨϕξ + 1
2
t−1E 2v2ϕξ + t−1E 2ϕvΨϕξ , (3.3)
where N−2 = v2ϕ , N1 = |v|2vϕ , b−2 = −it 12 ξ , b1 = 1.
By a direct calculation we have
L(Ekφk)= ik2t Ak Ekφk + ikt−1Ekξ∂ξφk + EkLφk (3.4)
with Ak = (1 + (1 + k)itξ2)−1. To exclude the ﬁrst term on the right-hand side of (3.3) we use identity (3.4) choosing
φk = t 12 akNk , and ak = 2ik Akbk , we get for g = ϕξ + t
1
2
∑
k=−2,1 EkakNk
Lg =
∑
k=−2,1
EkL(t 12 akNk)+ t− 12 ∑
k=−2,1
ikEkξ∂ξ (akNk) + R1 + R2, (3.5)
where
R1 = t−1v(2vg + ϕΨ g) + 1
2
t−1E 2v(vg + 2ϕΨ g)
and
R2 = 2t− 12 E|v|2vϕ − t− 12
∑
k=−2,1
(
2EkakNk|v|2 + 12 E
k−2akNkv2
)
− t− 12
∑ (
E−kakNkϕvΨ + E−2−kakNkϕvΨ
)
.k=−2,1
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t−
1
2
∑
k=−2,1
ikEkξ∂ξ (akNk) = t− 12
∑
k=−2,1
Ekikξ
(
(ak)ξNk + ak∂ξNk
)
,
and by applying the identity L(ψχ) = χLψ + 1
t2
ψξχξ + ψLχ , we ﬁnd∑
k=−2,1
EkL(t 12 akNk)= ∑
k=−2,1
Ek
(L(t 12 ak)Nk + t− 32 (ak)ξ ∂ξNk + t 12 akLNk).
Therefore by (3.5) we obtain
Lg = R1 + R2 +
∑
k=−2,1
Ek
(
t−
1
2 qkNk + t−1sk∂ξNk + t 12 akLNk
)
, (3.6)
where qk = ikξ(ak)ξ + t 12 L(t 12 ak) and sk = ikt 12 ξak + t− 12 (ak)ξ . In view of (3.2) and ϕξ = g − t 12 ∑l=−2,1 ElalNl we ﬁnd
∂ξNk = Nkv vξ + Nkv vξ + Nkϕϕξ
= (NkvΨ + Nkϕ)g + NkvΨ g +
√
tENkv |v|2 +
√
t Sk1, (3.7)
where
Sk1 = ENkv |v|2 −
∑
l=−2,1
ElalNl(NkvΨ + Nkϕ) −
∑
l=−2,1
E−lalNlNkvΨ .
Therefore substitution of (3.7) into (3.6) yields
Lg =
4∑
j=1
R j + t 12
∑
k=−2,1
EkakLNk, (3.8)
where
R3 = t−1
∑
k=−2,1
Eksk
(
(NkvΨ + Nkϕ)g + NkvΨ g
)
and
R4 = t− 12
∑
k=−2,1
Ek+1skNkv |v|2 + t− 12
∑
k=−2,1
Ek(qkNk + sk Sk1).
By the identity Lψ = −Lψ + 1
t2
ψξξ we obtain for k = −2,1
LNk = NkϕLϕ + NkvLv + t−2Nkv
(
vξξ − t2Lv
)+ t−2Sk2,
where
Sk2 = 12Nkϕϕϕ
2
ξ + Nkϕvϕξ vξ + Nkϕvϕξ vξ +
1
2
Nkvv v2ξ + Nkvv |vξ |2 +
1
2
Nkvv vξ 2.
Then by Eqs. (1.5) and (1.6) we ﬁnd
LNk = t−1Nkϕ |v|2ϕ + 12 t
−1E 2Nkϕϕv2 + t− 32 ENkv∂ξ |v|2
+ iξt− 12 ENkv |v|2 + t−2Nkv∂ξ
(
vξ −
√
tE|v|2)+ t−2Sk2.
Hence in view of relations (3.2) and ϕξ = g − t 12 ∑l=−2,1 ElalNl we have
LNk = t−2NkvΨ gξ + iξt− 12 ENkv |v|2 + t−2Sk2 + t−1Sk3 + t− 32 Sk4, (3.9)
where
Sk3 = |v|2(Nkϕϕ + Nkv v) + 12 E
2v2(Nkϕϕ + 2Nkv v)
−
∑
l=−2,1
(
El−1alNlNkv vΨ + E−1−lalNlNkv vΨ + E1−lalNlNkv vΨ
)
−
∑
E−lNkvΨ
(
slNl + al
(
ENlv |v|2 + Sl1
))
l=−2,1
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Sk4 = ENkv (vΨ g + vΨ g ) + ENkv vΨ g −
∑
l=−2,1
E−lalNkvΨ
(
(NlvΨ + Nlϕ)g + NlvΨ g
)
.
Substitution of identity (3.9) into (3.8) yields
Lg =
∑
k=−2,1
Ekt−
3
2 akNkvΨ gξ +
6∑
j=1
R j, (3.10)
where
R5 = t−1
∑
k=−2,1
Ekak
(
t−
1
2 Sk2 + Sk4
)
and
R6 =
∑
k=−2,1
Ek+1iξakNkv |v|2 + t− 12
∑
k=−2,1
Ekak Sk3.
Note that
2t−
1
2 E|v|2vϕ + t− 12
∑
k=−2,1
Ek+1skNkv |v|2 +
∑
k=−2,1
Ek+1iξakNkv |v|2
= −2t− 12 ξ(A−2)ξ E|v|2vϕ + E2t− 12
(
s1 + it 12 ξa1
)N1v |v|2.
Hence
R2 + R4 + R6 = t− 12
∑
k=−2,1
Ek(qkNk + sk Sk1 + ak Sk3)
− t− 12
∑
k=−2,1
(
2EkakNk|v|2 + 12 E
k−2akNkv2
)
− t− 12
∑
k=−2,1
(
E−kakNkϕvΨ + E−2−kakNkϕvΨ
)
− 2t− 12 ξ(A−2)ξ E|v|2vϕ + E2t− 12
(
s1 + it 12 ξa1
)N1v |v|2.
To estimate the L2-norm of g we apply the energy method to (3.10)
d
dt
‖g‖2L2 = Ct−
3
2 Re
∑
k=−2,1
∫
R
EkakNkvΨ gξ g dξ
+ C‖g‖L2
∑
j=1,3,5
‖R j‖L2 + C‖g‖L2‖R2 + R4 + R6‖L2 . (3.11)
Denote B = 〈√tξ〉−1. Collecting the following estimates
|a−2| C B, |a1| C B2, |s−2| C,
|s1| C B, |q−2| C B, |q1| C B2,
‖v‖L∞  Cε, ‖ϕ‖L∞  Cε, ‖Bv‖L2  Cεtγ−
1
2 ,
‖g‖L2  Cεtγ , ‖vξ‖L∞  Cεtγ+
1
4 + Cε2√t, ‖Bvξ‖L2  Cεtγ ,
we ﬁnd
‖R1‖L2 + ‖R3‖L2  Ct−1‖v‖2L∞‖g‖L2  Cε3tγ−1,
t−
3
2 ‖BSk2‖L2  Ct−
3
2 ‖v‖L∞‖vξ‖L∞
(‖ϕξ‖L2 + ‖Bvξ‖L2) Cε3tγ−1,
t−1‖Sk4‖L2  Ct−1‖v‖2L∞‖g‖L2  Cε3tγ−1,
‖R5‖L2  C
(
t−
3
2 ‖BSk2‖L2 + t−1‖Sk4‖L2
)
 Ct−1‖v‖2L∞‖g‖L2 + Ct−
3
2 ‖v‖L∞‖vξ‖L∞
(‖ϕξ‖L2 + ‖Bvξ‖L2)
 Cε3tγ−1,
t−
1
2 ‖sk Sk1‖L2 + t−
1
2 ‖ak Sk3‖L2  Ct−
1
2 ‖v‖2L∞‖Bv‖L2  Cε3tγ−1,
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‖R2 + R4 + R6‖L2  Ct−
1
2 ‖v‖2L∞‖Bv‖L2  Cε3tγ−1.
Then we get form (3.11)
d
dt
‖g‖L2  Cε2t−
3
2 ‖gξ‖L2 + Cε3tγ−1  Cε3tγ−1.
Hence integrating with respect to time yields∥∥g(t)∥∥L2  ε0 + Cε3tγ . 
4. Estimates in the norm ZT
We deﬁne the evolution operator
V(t)φ = FM(t)F−1φ =
√
it√
2π
∫
R
e−
it
2 (ξ−η)2φ(η)dη,
then V(−t)Lφ = i∂t(V(−t)φ). Note that ‖V(t)φ‖L2 = ‖φ‖L2 and the estimates are valid ‖V(t)φ‖L∞  C
√
t‖φ‖L1 ,∥∥(V(t) − 1)φ∥∥L2 = ∥∥(e iξ22t − 1)φˆ∥∥L2  Ct− 12 ‖φξ‖L2 (4.1)
and ∥∥(V(t) − 1)φ∥∥L∞  C∥∥∂ξ (V(t) − 1)φ∥∥ 12L2∥∥(V(t) − 1)φ∥∥ 12L2
 Ct− 14 ‖φξ‖L2 . (4.2)
In the next lemma we obtain the estimates of the function w(t) = V(−t)ϕ(t) in the norm L∞ .
Lemma 4.1. Let ϕ1 ∈ H2 be an odd function, and ‖ϕ1‖H2  ε0 , where ε0 > 0 is suﬃciently small. Then the solutions ϕ ∈ C([1, T ];H2)
of (1.6) satisfy the estimate
‖ϕ‖ZT < ε,
where ε = ε
1
3
0 .
Proof. We prove the estimate of the lemma by the contradiction. We assume that there exists a maximal time T˜ ∈ (1, T ]
such that
‖ϕ‖ZT˜  ε. (4.3)
To exclude the second term on the right-hand side of (1.6) we use identity (3.4) choosing k = −2 and φ−2 = − i2 A−2v2ϕ ,
we get for the new function f = ϕ − E 2i A−2N−2
L f = t−1|v|2ϕ + R15 + R16, (4.4)
where R15 = −t−1E 2ξ∂ξ (A−2v2ϕ) and R16 = − i2 E 2L(A−2v2ϕ). By a direct computation via (3.2) we ﬁnd
R15 = −2t−1Et 12 ξ A−2vϕ|v|2 + R17 (4.5)
with
R17 = −t−1E 2ξ(A−2)ξ v2ϕ − t−1E 2ξ A−2v2ϕξ − 2t−1E 2ξ A−2vϕξϕΨ .
Also by the identity Lψ = −Lψ + 1
t2
ψξξ we obtain
L(v2ϕ)= v2Lϕ + 2t−2vϕ(vξξ − t2Lv )+ 2t−2vϕξ vξ + t−2ϕvξ 2,
then in view of (3.2) we ﬁnd
L(v2ϕ)= 2iξt− 12 E|v|2vϕ + t−1|v|2v2ϕ + 1
2
t−1E 2v4ϕ + t−1E2|v|4ϕ
+ 4t− 32 E|v|2ϕϕξΨ + 2t− 32 E|v|2vϕξ + 2t−2v|ϕξ |2Ψ + t−2ϕϕξ 2Ψ 2 + 2t−2vϕϕξξΨ .
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R16 = t− 12 ξ A−2E|v|2vϕ + R18 + R19, (4.6)
where
R18 = −it− 32 E(A−2)ξ |v|2vϕ − i
2
t−1A−2|v|4ϕ − i
4
t−1E4A−2v4ϕ
− i
2
E 2L(A−2)v2ϕ − i
2
t−1E 2A−2|v|2v2ϕ
and
R19 = −it− 32 E A−2|v|2vϕξ − i
2
t−2E 2(A−2)ξ v2ϕξ
− it−2E 2(A−2)ξ vϕϕξΨ − 2it− 32 E A−2|v|2ϕϕξΨ
− it−2E 2A−2v|ϕξ |2Ψ − i
2
t−2E 2A−2ϕϕξ 2Ψ 2 − it−2E 2A−2vϕϕξξΨ .
By (2.1) we have by integration by parts
√
t
ξ∫
−∞
(Ev)dξ = bEv + r,
where we denote b = √tξ A0 and
r = −2√t
ξ∫
−∞
(
E A0(A0 − 1)v
)
dξ − √t
ξ∫
−∞
(ξ A0EϕξΨ )dξ − t
ξ∫
−∞
(
ξ A0|v|2
)
dξ.
We have the identities
Ψ = exp
(√
t
ξ∫
−∞
(Ev)dξ
)
= erebEv ,
and Ψ = erebEv . Therefore
|v|2 = |ϕ|2e2Re rebEv+bEv
= |ϕ|2e2Re r + bE|ϕ|2ϕer+2r + bE|ϕ|2ϕe2r+r + R˜20,
where
R˜20 = |ϕ|2e2Re r
(
ebEv+bEv − 1− bEv − bEv)
+ bE|ϕ|2ϕer+2r(ebEv − 1)+ bE|ϕ|2ϕe2r+r(ebEv − 1).
Hence
t−1|v|2ϕ = t−1|ϕ|2ϕe2Re r + t−1bE|ϕ|4e2r+r + R20, (4.7)
where
R20 = t−1bEϕ|ϕ|2ϕer+2r + t−1ϕR˜20.
Substitution of (4.5), (4.6) and (4.7) in to (4.4) yields
L f = t−1|ϕ|2ϕe2Re r + t−1bE|ϕ|4e2r+r − t−1Et 12 ξ A−2|v|2vϕ +
20∑
j=17
R j . (4.8)
We have
t−1bE|ϕ|4e2r+r − t−1Et 12 ξ A−2|v|2vϕ = R21,
where
R21 = −t− 12 Eξ A−2|ϕ|4e2r+r
(
e2bEv+bEv − 1),
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L f = t−1| f |2 f e2Re r +
22∑
j=17
R j, (4.9)
where
R22 = t−1|ϕ|2ϕe2Re r − t−1| f |2 f e2Re r .
We now apply the operator V(−t) to the both sides of (4.9) to get for w(t) = V(−t) f (t)
iwt(t) = t−1
∣∣w(t)∣∣2w(t)e2Re r + V(−t) 22∑
j=17
R j + R23, (4.10)
where
R23 = t−1V(−t)
(|ϕ|2ϕe2Re r)− t−1∣∣w(t)∣∣2w(t)e2Re r .
We have the estimates∥∥V(−t)R17∥∥L∞  Ct 12 ‖R17‖L1
 Ct−1‖ϕ‖L∞‖Bϕ‖L2
(
t
1
2 ‖Bϕ‖L2 + ‖ϕξ‖L2
)
 Cε3t2γ− 32 ,∥∥V(−t)R18∥∥L∞  Ct− 12 ∥∥B2v5∥∥L1  Ct− 12 ‖ϕ‖3L∞‖Bϕ‖2L2  Cε5t2γ− 32 ,∥∥V(−t)R19∥∥L∞  Ct−1∥∥B2|ϕ|3ϕξ∥∥L1 + Ct− 32 ∥∥B2ϕ|ϕξ |2∥∥L1 + Ct− 32 ∥∥B2ϕ2ϕξξ∥∥L1
 Cεt−1‖Bϕ‖L2‖ϕξ‖L2 + Cεt−
3
2 ‖ϕξ‖2L2 + Cεt−
3
2 ‖Bϕ‖L2‖ϕξξ‖L2
 Cε3t2γ− 32 ,
t−1
∥∥V(−t)ϕR˜20∥∥L∞  Ct− 12 ∥∥B2v5∥∥L1  Ct− 12 ‖ϕ‖3L∞‖Bϕ‖2L2  Cε5t2γ− 32 .
Next using the identity for all β ∈ R, β = −1
V(−t)(Eβφ)=√ it
2π
∫
R
e
it
2 (ξ−η)2+ it2 βη2φ(η)dη
=
√
t
2π i
E
β

∫
R
e
it
2 (
ξ
 −ζ )2φ(ζ )dζ = √iE β DV(t)φ,
where  = 1+ β and Dφ(ξ) = 1√
i
φ(
ξ
 ), taking β = 1 we ﬁnd
t−1
∥∥V(−t)(Ebϕ|ϕ|2ϕer+2r)∥∥L∞ = t−1∥∥E 12 D2V(2t)(bϕ|ϕ|2ϕer+2r)∥∥L∞
 Ct−1
∥∥bϕ|ϕ|2ϕer+2r∥∥L∞ + Ct− 54 ∥∥∂ξ (bϕ|ϕ|2ϕer+2r)∥∥L2  Cε4tγ− 54 .
Hence
t−1
∥∥V(−t)R20∥∥L∞  Cε4tγ− 54 .
Next we get estimates∥∥V(−t)R21∥∥L∞  Ct− 12 ∥∥B2|ϕ|5∥∥L1  Ct− 12 ‖ϕ‖3L∞‖Bϕ‖2L2  Cε5t2γ− 32
and ∥∥V(−t)R22∥∥L∞  Ct− 12 ∥∥(|ϕ|2ϕ − | f |2 f )e2Re r∥∥L1
 Ct− 12 ‖ϕ‖3L∞‖Bϕ‖2L2  Cε5t2γ−
3
2 .
Finally we have for R23 = t−1V(−t)(|ϕ|2ϕe2Re r) − t−1|w(t)|2w(t)e2Re r
‖R23‖L∞  t−1
∥∥(V(−t) − 1)(|ϕ|2ϕe2Re r)∥∥L∞ + t−1∥∥(|ϕ|2ϕ − |w|2w)e2Re r∥∥L∞
 Ct− 54
∥∥∂ξ (|ϕ|2ϕe2Re r)∥∥L2 + Cε2t−1∥∥B2ϕ3∥∥L∞ + Cε2t− 54 ‖ fξ‖L2
 Cε2t− 54 ‖ϕξ‖L2 + Cε2t−
3
4 ‖Bϕ‖L2  Cε3t2γ−
3
2 .
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iψt = exp
(
i
t∫
1
dτ
τ
|w|2e2Re r
)(
V(−t)
22∑
j=17
R j + R23
)
≡ R24, (4.11)
where the estimate of the remainder term is
‖R24‖L∞  Cε3t3γ− 54 .
Then integrating in time we see that ‖ψ(t)‖L∞  ε0 + Cε3 for all t  1. Therefore we get
‖ϕ‖L∞  2ε0 + Cε3 + Cεtγ− 14 < ε.
Thus we have ‖ϕ‖ZT˜ < ε. This contradiction proves the estimate of the lemma. Lemma 4.1 is proved. 
5. Proof of Theorem 1.1
By Lemma 3.1 a priori estimate of ‖ϕ‖YT is shown. On the other hand Lemma 4.1 states the a priori estimate of ‖ϕ‖ZT .
It is easy to see that supt∈[1,T ] ‖ϕ(t)‖H0,2  C supt∈[1,T ] ‖u(t)‖H2  Cε since by Lemmas 3.1 and 4.1 we have the estimate∥∥u(t)∥∥L∞  Ct− 12 ∥∥FMU(−t)u(t)∥∥L∞  Ct− 12 (‖ϕ‖L∞ + t− 14+γ ‖ϕξ‖L2).
Therefore the global existence of solution u ∈ C([1,∞);H2 ∩H0,2) of the Cauchy problem (1.1) satisfying a priori estimate
‖ϕ‖Y∞ + ‖ϕ‖Z∞ + sup
t∈[1,∞)
∥∥ϕ(t)∥∥H0,2  3ε
follows by a standard continuation argument from Lemmas 3.1, 4.1 and the local existence Theorem 2.1.
Now we turn to the proof of the asymptotic formula (1.3) for the solution u of the Cauchy problem (1.1). By (4.11) for
the new dependent variable ψ = w exp(i ∫ t1 dττ |w|2e2Re r) and w(t) = V(−t)ϕ(t), we get
iψt = R24, (5.1)
where R24 satisﬁes the estimate
‖R24‖L∞  Cε3t3γ− 54 .
Integrating (5.1) in time, we obtain
∥∥ψ(t) − ψ(s)∥∥L∞  Cε3
t∫
s
τ
3
2 γ− 54 dτ  Cε3s−ν,
for any t > s > 0, where ν ∈ (0, 14 ). Therefore there exists a unique ﬁnal state ψ+ ∈ L2 ∩ L∞ such that∥∥ψ(t) − ψ+∥∥L∞  Cε3t−ν, ∥∥e2Re r − 1∥∥L∞  Cε3t−ν (5.2)
for all t > 0. We write the identity
t∫
1
∣∣w(τ )∣∣2e2Re r dτ
τ
=
t∫
1
∣∣w(τ )∣∣2e2Re r dτ
τ
= |ψ+|2 log t + Ω(t). (5.3)
For the asymptotics in time of the remainder term Ω(t) we have
Ω(t) − Ω(s) =
t∫
s
(∣∣ψ(τ )∣∣2e2Re r − ∣∣ψ(t)∣∣2e2Re r)dτ
τ
+ (∣∣ψ(t)∣∣2e2Re r − |ψ+|2) log t
s
.
By (5.2) we obtain∥∥Ω(t) − Ω(s)∥∥L∞  Cε3s−ν,
for any t > s > 0, with some ν ∈ (0, 14 ). Hence there exists a unique real-valued function Ω+ ∈ L2 ∩ L∞ such that∥∥Ω(t) − Ω+∥∥ ∞  Cε3t−ν (5.4)L
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(
i
t∫
1
∣∣ψ(τ )∣∣2e2Re r dτ
τ
)
− exp(i(|ψ+|2 log t + Ω+))
∥∥∥∥∥
L∞
 Cε3t−ν
for all t > 0. Thus we get the large time asymptotics∥∥∥∥∥ϕ − ψ exp
(
i
t∫
1
∣∣ψ(τ )∣∣2e2Re r dτ
τ
)∥∥∥∥∥
L∞
= ‖ϕ − w‖L∞  Cε3t−ν,
∥∥∥∥∥ψ exp
(
i
t∫
1
∣∣ψ(τ )∣∣2e2Re r dτ
τ
)
− ψ+ exp
(
i
(|ψ+|2 log t + Ω+))
∥∥∥∥∥
L∞
 Cε3t−ν .
Therefore∥∥ϕ − W+ exp(i|W+|2 log t)∥∥L∞  Cε3t−ν
with W+ = ψ+ exp(iΩ+). Using the factorization of U(t) we have
u(t)Φ(t) = M(t)D(t)ϕ(t)
= M(t)D(t)w(t) + M(t)D(t)(V(t) − 1)w(t)
with M(t) = e i2t x2 and the dilation operator (D(t)φ)(x) = 1√
it
φ( xt ), from which it follows that∥∥u(t)Φ(t) − M(t)D(t)(W+ exp(i|W+|2 log t))∥∥L∞

∥∥u(t)Φ(t) − M(t)D(t)w(t)∥∥L∞ + ∥∥M(t)D(t)(w(t) − (W+ exp(i|W+|2 log t)))∥∥L∞
 Ct− 12
∥∥(V(t) − 1)w∥∥L∞ + Ct− 12 ∥∥w − W+ exp(i|W+|2 log t)∥∥L∞  Cεt− 12−ν .
This completes the proof of asymptotics (1.3). Theorem 1.1 is proved.
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