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Abstract
We introduce a new procedure for generating the binomial random graph/hypergraph models,
referred to as online sprinkling. As an illustrative application of this method, we show that
for any fixed integer k ≥ 3, the binomial k-uniform random hypergraph Hkn,p contains N :=
(1 − o(1))
(
n−1
k−1
)
p edge-disjoint perfect matchings, provided p ≥ log
C n
nk−1
, where C := C(k) is an
integer depending only on k. Our result for N is asymptotically optimal and for p is optimal up
to the polylog(n) factor. This significantly improves a result of Frieze and Krivelevich.
1 Introduction
Since its introduction in 1960 [4], the Erdo˝s-Re´nyi random graph/hypergraph model has been one
of the main objects of study in probabilistic combinatorics. Given p ∈ [0, 1] and k ∈ N, the random
k-uniform hypergraph model Hkn,p is defined on a vertex set [n] := {1, . . . , n}, obtained by picking
each k-tuple e ∈
([n]
k
)
to be an edge independently with probability p. The case k = 2 reduces to the
standard binomial graph model, denoted as Gn,p.
A useful technique in the theory of random graphs is the multiple exposure technique (also referred
to as sprinkling). Given p1, . . . , pℓ ∈ [0, 1] for which
∏ℓ
i=1(1 − pi) = 1 − p, one can easily show that
a hypergraph Hkn,p has the same distribution as a union of independently generated hypergraphs
H = H1 ∪ . . .∪Hℓ, where for each i, Hi = H
k
n,pi (for more details, the reader is referred to [3], [8] or
[16] for a more relevant approach). Indeed, note that the probability for a fixed k-tuple e ∈
([n]
k
)
to
not appear in ∪iE(Hi) is exactly
∏ℓ
i=1(1 − pi) = 1 − p, and clearly, all the choices are being made
independently.
The power of this technique comes from the ability to “keep some randomness” in cases where an
iterative approach is convenient. A typical scenario in applications is to expose Hkn,p in stages, where
in each stage, a hypergraph Hi = H
k
n,pi is being generating, independently at random from all the
previously exposed hypergraphs. Our goal is to show that in each stage j, the current hypergraph
∪i≤jHi gets closer to a target graph property P, until in stage ℓ it satisfies it. This technique
has became standard over the years and is being used in almost every paper dealing with random
graphs/hypergraphs (for a very nice and classical example, the reader is referred to [2] and [14]).
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In this paper we want to consider a slightly different perspective of the sprinkling method, which
gives it a bit more power. Before describing it, let us have a closer look at the way a hypergraph
Hkn,p is being generated. By definition, for every k-tuple e ∈
([n]
k
)
, we query whether e ∈ E(H) with
probability p, independently at random. A natural question arises is:
Question 1.1. Does the order of the edge queries matter ?
Clearly, the answer is “no”, as long as all the queries are being made independently at random,
and this observation serves as the basis for our technique.
Our goal is to create a randomized algorithm that whp (with high probability, that is, with
probability tending to 1 as n tends to infinity) finds a large structure S in Hkn,p. We aim to find the
target structure as a subgraph of the “online generated” random hypergraph H. That is, during the
execution of the algorithm, a random hypergraph is generated and the target structure is constructed
together step by step. We refer to this technique as online sprinkling.
The way the algorithm works is as follows: in each time step i of the algorithm, a subset Ei ⊆
([n]
k
)
is being chosen according to some distribution. Then, we query every edge in Ei (independently)
with some probability pi, which is also being chosen according to some distribution. All the chosen
edges will be part of the randomly generated hypergraph.
For each k-tuple e ∈
([n]
k
)
, let
ω(e) = 1−
∏
i:e∈Ei
(1− pi)
be the weight of e at the end of the algorithm. Note that ω(e) is a random variable (as our algorithm
is a randomized one), and corresponds to the probability for e to appear in the hypergraph obtained
at the end of the algorithm. Clearly, if ω(e) ≤ p for each k-tuple e, then the resulting hypergraph
can be coupled as a subgraph of Hkn,p.
The power of this approach comes from the flexibility in defining the sets Ei and the edge-
probabilities pi. By selecting these sets and probabilities properly, we can govern the process towards
our goal.
As an illustrative example for this approach, we examine the problem of finding edge-disjoint
copies of some given structure S in Hkn,p. In particular, in this paper we consider only the case
where S is a perfect matching and k ≥ 3, as here, many technical issues that may appear for other
structures S or for the case k = 2 will become trivial (more complicated applications will appear in
followup papers).
The problem of finding the threshold behavior for the appearance of a perfect matching in a
random hypergrpah is notoriously hard and is a central problem in probabilistic combinatorics,
known as Shamir’s Conjecture. The main difficulty is the lack of general tools such as the classical
theorem by Hall (see e.g.,[17]) for finding perfect matchings. This problem was solved by Johansson,
Kahn and Vu [9], who showed that a perfect matching typically appears in Hkn,p as soon as p ≥
C logn
nk−1
(note that n must be divisible by k, as otherwise a perfect matching cannot exist). Once Shamir’s
Conjecture has been settled, it is thus natural to ask for edge-disjoint perfect matchings covering
“most” of the edges. This problem has been considered by Frieze and Krivelevich in [6], where
they showed, among other things, that one can pack “most” of the edges of a typical Hkn,p with
perfect matchings, as long as p > log2 n/n. Moreover, they showed that there embedding can be
applied on a pseudorandom model with the same density. Considering only the random model, in
the following theorem we significantly improve their result to the optimal (up to a polylog(n) factor)
edge-probability.
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Theorem 1.2. Let k ≥ 3 be a positive integer and let p ≥ log
5k n
nk−1
. Then, whp Hkkn,p contains
t := (1− o(1))
(kn−1
k−1
)
p edge-disjoint perfect matchings.
Remark 1.3. We would like to give the following remarks:
• The case k = 2 is a bit more complicated to handle using our technique, and in fact better tools
are known for this case (generalizations of Hall’s Theorem for finding “many” edge-disjoint
perfect matchings). For a non-trivial example of applying the “online sprinkling” technique for
graphs, the reader is referred to [5].
• Our p is optimal up to a polylog(n) factor and t is asymptotically optimal. In fact, as we explain
bellow, our proof strategy will always yield a lost of some log’s in p, and therefore we do not
put any effort in optimizing its power. Even though, we believe that the same conclusion should
hold for every edge-probability p which is asymptotically larger than the threshold behavior.
• Our proof heavily relies on the ability to embed one perfect matching (that is, on the result from
[9]), and does not provide an alternative proof for that.
For some technical reasons, it will be more convenient for us to work in a k-partite model.
Let Hkn×k,p be a random k-partite, k-uniform hypergraph, with parts V1, . . . , Vk, each of which of
size n, obtained by adding each possible k-tuple e ∈ V1 × V2 × . . . Vk as an edge with probability
p, independently at random. We prove the following, seemingly weaker, statement about finding
edge-disjoint perfect matchings in Hkn×k,p, and then show how to to derive Theorem 1.2 in a quite
straightforward way.
Theorem 1.4. Let k ≥ 3 be a positive integer and let p ≥ log
4k n
nk−1
. Then, whp a hypergraph Hkn×k,p
contains (1− o(1))nk−1p edge-disjoint perfect matchings.
Organization of the paper. In Section 2 we provide with a brief outline of the general strategy
for proving Theorem 1.4, explaining the difficulties one may run into while using the “online sprin-
kling” technique. In Section 3 we show how to derive Theorem 1.2 from Theorem 1.4. In Section
4 we present some tools and auxiliary lemmas to be used in the proof of Theorem 1.4. Lastly, in
Section 5 we prove our main result, namely Theorem 1.4.
2 A general outline
Our proof, in large, is divided into two main phases. In Phase 1 we wish to find the “correct
number” of edge-disjoint matchings which are not complete, where in Phase 2 we wish to “complete”
each of which into a perfect matching in an edge-disjoint way (and this will be done using the
Johansson, Kahn and Vu’s result [9]). So far, our proof strategy is not new, and in fact the exact
same strategy has been used in many papers during the years (perhaps the most impressive recent
result obtained by a similar outline is the one of Keevash [10], where he solved a problem from the
19th century). The main idea behind it is that, usually, it is much easier to find “almost spanning”
structures than “spanning” ones, and if one can embed the almost spanning substructure “nicely”
then there is a hope to complete it to desired spanning structure. Bellow, we give a brief description
of each of the two phases, and explain the difficulties we should overcome during the formal proof.
Phase 1. The way we handle the “almost spanning structure” is more or less identical to the
“nibbling” idea, introduced by Ajtai-Komlos-Szemere´di [1] and Ro¨dl [15]. Roughly speaking, we
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split Phase 1 into N Rounds, where each round is being further divided into Steps. In each Round i,
our goal is to find a “large” matching Mi. In order to do so, we start with an empty matching Mi0,
and in each Step j, we extend the current matching Mi(j−1) by a “bit”, while exposing edges which
are vertex disjoint to Mi(j−1). Note that the rounds run independently, while completely ignoring
the history. We later show (Lemma 5.3) that if p is not too large, then this procedure gives us
edge-disjoint matchings whp (we then show how to deal the case where p is large).
Let us focus in one round. The main observation here is that if we expose edges with “relatively
small” probability, then one can easily show (Lemma 5.4) that “most” of them form a matching
(edges which are overlapped with other edges will be just ignored). It is worth mentioning that
the nibbling approach is typically being applied in a deterministic setting where a “nicely behaved”
(hyper)graph is given. Then, by sampling “not too many” edges, one can easily show that most of
them form a matching. Therefore, most of the work is focused in showing that the remaining set of
edges is still “nicely behaved”. In our setting, as we expose the hypergraph in an online fashion, we
will obtain it for free.
A crucial point during this phase, is that, as we show, due to symmetry, each Mi is actually a
matching chosen uniformly at random. Letting Ui := V (H) \ ∪Mi, we obtain N sets (Ui)
N
i=1, each
of which is a random subset chosen according to a uniform distribution. This fact will be useful in
Phase 2.
The main problem in Phase 1 is to show that no edge has accumulated “too much” weight.
Namely, let p1, . . . , ps to denote all the edge-probabilities used during the algorithm in order to
“expose” a particular k-tuple e, we wish to show that 1−
∏s
i=1(1− pi) ≤ (1− ε/2)p. Assuming this,
we obtain a natural coupling between the hypergraph which has been generated in this phase and a
subhypergraph of Hn,(1−ε/2)p.
Phase 2. In this phase our goal is to complete the matchings into perfect matchings in an edge-
disjoint way. To this end, for each 1 ≤ i ≤ N , we expose all the k-tuples in Ui with probability q =
log2 n
|Ui|k−1
. Then, the main result of [9] ensures us a perfect matching in Ui whp (for all i simultaneously).
Note that as |Ui| is going to be relatively small (some natural restriction apply during the proof),
it follows that one cannot hope to get the “correct” edge-probability from our proof and there will
always be a lose of few logs. Now, adding such a matching to Mi yields a perfect matching of H. It
thus remain to show that the matchings are disjoint (Lemma 5.3) and that none of the “new added”
edges accumulated more than a weight of (say) εp/3. Assuming that, there is a natural coupling
between the “new” hypergraph and a subhypergraph of Hkn,εp/3, and therefore the union of the two
hypergraphs generated in both phases, has the same distribution as a subgraph of Hkn,p. This will
complete the proof.
3 Derivation of Theorem 1.2
Proof. Let t = log1.5 n, and take t partitions [kn] := V
(i)
1 ∪ . . . ∪ V
(i)
k with parts of size precisely n,
independently, uniformly at random. For each k tuple e ∈
([kn]
k
)
, let us define the set of relevant
partitions for e as Re := {i ≤ t : e ∩ V
(i)
j 6= ∅ for all j ≤ k}. Note that
Pr [i ∈ Re] = k!/k
k = Θ(1),
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and that for i 6= j, the events “i ∈ Re” and “j ∈ Re” are independent. Therefore, by Chernoff’s
bounds one obtains that with probability 1− e−Θ(t)
Re = (1 + o(1))(k!/k
k)t =: r
holds for every k ∈
([kn]
k
)
.
Now, expose all the k-tuples with probability p, independently at random, and for each tuple
e ∈ E(H), let f(e) ∈ Re be a uniformly random element. For each i ≤ t, let Hi be the k-partite
hypergraph with parts V
(i)
1 × . . .×V
(i)
k obtained by taking all the edges Ei := {e ∈ E(H) : f(e) = i},
and note that Hi = H
k
n×k,(1−o(1))p/r (although for i 6= j Hi and Hj are not independent!) and that
for i 6= j, E(Hi) ∩ E(Hj) = ∅.
Fixing an i, by Theorem 1.4 it follows that whp Hi contains m = (1− o(1))n
k−1p/r edge-disjoint
perfect matchings. Therefore, by applying Markov’s inequality, we obtain that for all but o(t) many
indices 1 ≤ i ≤ t, Hi contains m edge-disjoint perfect matchings.
All in all, we obtain that whp H contains at least (t − o(t))m = (1 − o(1))
(n−1
k−1
)
p edge-disjoint
perfect matchings as required. This completes the proof.
4 Tools
In what follows, we present some tools that will be useful in our proofs.
4.1 Threshold for containing a perfect matching
A key ingredient in our proof is the following k-partite version of the main result in [9] which is
obtained by a straightforward modification of its proof (a full proof can be found in [7]).
Theorem 4.1. Let k be a positive integer and let p = ω
(
logn
nk−1
)
. Then, with probability at least
1− n−ω(1), a hypergraph Hkn×k,p contains a perfect matching.
4.2 Sum of independent random variables
We make use of the following concentration result from [11] (Theorem 2.5).
Theorem 4.2. Let X1, . . . ,Xt be independent random variables, with ak ≤ Xk ≤ bk for each k, for
suitable ak and bk. Let St :=
∑
Xk and let µ := E[St]. Then, for each λ ≥ 0,
Pr [|St − µ| ≥ λ] ≤ 2e
−2λ2/
∑
(bk−ak)
2
.
4.3 Talagrand’s inequality
We also use the following version of Talagrand’s inequality [13] (we remark that in fact, stronger
versions exist, see e.g. [12], with weaker assumptions on the constants in the bounds bellow, but the
following version suffices for our needs).
Theorem 4.3. Let X be a non-negative random variable, not identically 0, which is determined by
n independent trials T1, . . . , Tn, and satisfying the following for some c, r > 0:
(i) changing the outcome of any one trial can affect X by at most c, and
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(ii) for any s, if X ≥ s then there is a set of at most rs trials whose outcomes certify that X ≥ s.
Then for any 0 ≤ t ≤ E(X),
Pr
[
|X − E(X)| > t+ 60c
√
rE(X)
]
≤ 4 exp
(
−
t2
8c2rE(X)
)
.
5 Proof of Theorem 1.4
In this section we prove the following, seemingly weaker statement. Then, we show how to derive
Theorem 1.4 by a simple application of Markov’s inequality.
Theorem 5.1. Let k ≥ 3 be a positive integer and let log
4k n
nk−1
≤ p ≤ log20k /nk−1. Then, whp a
hypergraph Hkn×k,p contains (1− o(1))n
k−1p edge-disjoint perfect matchings.
Proof of Theorem 5.1. Let p be as in the assumption of the theorem. Let ε > 0, and let δ > 0 be a
sufficiently small constant. Let β = 10kδ2, α = 1
log3 n
, and ℓ be an integer such that (1− δ+ β)ℓ = α
(we omit flooring and ceiling signs as all of our proofs are asymptotic and this will not harm our
calculations).
We describe a randomized algorithm for generating a subhypergrpah H ′ of Hkn×k,p which consists
of N := (1 − ε)nk−1p edge-disjoint perfect matchings M0, . . . ,MN−1. Moreover, we show that the
algorithm succeeds with a sufficiently high probability, as required in the statement. As described
in the outline (Section 2), our algorithm is divided into the following two main phases.
Phase 1. Building N edge-disjoint matchings, each of which of size (1− α)n.
Phase 2. Completing each of the matchings into a perfect matching, keeping all of them edge-
disjoint.
5.1 Phase 1.
Phase 1. is in fact the heart of the proof and contains all the ideas which are needed for us. We
divide Phase 1 into N rounds, where in each round i we find a matching Mi which does not use
edges from
⋃
j<iMj. For 0 ≤ i ≤ N − 1, round i is divided into ℓ steps, and for every i and j we
refer to the j-th step of the i-th round as time step ij. In each time step ij we form a matching
Mij by adding a small “bite” to a previous matching Mi(j−1), until a matching Mi := Miℓ of size
(1 − α)n is obtained. Initially, we set j = −1 and for every 0 ≤ i < N we set Mij := ∅. In order to
build the Mijs we expose “relevant” edges with a carefully chosen probability qij (to be determined
throughout the algorithm).
Before giving a formal description of the algorithm we introduce some useful notation. An edge
e ∈ V1× . . .×Vk is called relevant at time step ij if e∩V (Mi(j−1)) = ∅. That is, if none of its vertices
is incident with an edge of Mi(j−1) (note that we completely ignore the fact that few of those edges
may belong to other matchings). In each time step ij, for every 1 ≤ m ≤ k, let U ijm := Vm\V (Mi(j−1))
be the subset of the uncovered vertices of Vm and observe that all these sets are of the exact same
size nj := n − |Mi(j−1)|. Let Rij denote the set of all relevant edges at time step ij, and note that
Rij corresponds to a complete k-partite hypergraph with U
ij
1 . . . U
ij
k as its parts.
The algorithm For i = 0, 1 . . . , N − 1 and j = 0, . . . , ℓ − 1 do the following. Randomly assign
edges of Rij with color ij, independently, with probability qij := δn
−(k−1)
j (note that an edge can be
6
assigned with more than one color). Among all the edges colored ij, choose a matching M of size
exactly (δ−β)nj , uniformly at random. Then, update Mij :=Mi(j−1) ∪M . If such a matching does
not exist, then the algorithm reports an error and terminates.
Before we analyze to algorithm, let us make the following easy observation:
Observation 5.2. Throughout the algorithm, assuming that it does not terminate, for every 0 ≤
j ≤ ℓ− 1 we have nj = (1− δ + β)
jn.
Proof. Since for every j ≤ ℓ − 1, in time step ij we enlarge Mi(j−1) by (δ − β)nj, it follows that
nj+1 = nj − (δ − β)nj = (1− δ + β)nj. The observation now follows by a simple induction.
First, we show that if the algorithm does not terminate, then whp all the obtained matchings are
edge-disjoint.
Claim 5.3. All the Mi-s are edge disjoint whp.
Proof. Recall that for each i, Mi is formed by edges which are colored ij for some j ≤ ℓ and that in
each time step ij an edge is colored ij with probability qij ≤ p. Moreover, note that if at the end
of the process each edge is assigned with at most one color, then clearly the matchings are disjoint.
Therefore, it will be enough to show that the probability for the existence of an edge e ∈ V1× . . .×Vk
which is being assigned at least two colors is o(1).
To this end, observe that since (1 − δ + β)ℓ = α, since δ and β are constants and α = 1/ log3 n,
it follows that ℓ = O(log log n). Moreover, there are T := Nℓ = O(nk−1p log log n) = polylog(n)
many time steps (recall that we assume an upper bound on p), where in each time step ij, we color
edges with probability qij ≤ p (Observation 5.2), and the time steps are independent. Therefore, the
probability that there exists an edge which is being colored at least twice is at most
nkT 2p2 =
nkpolylog(n)
n2k−2
=
polylog(n)
nk−2
.
Since k ≥ 3, the result follows.
Note that this is the only place where we use the fact that k ≥ 3. For k = 2 there are few overlapps
between the matchings and it requires a bit more careful treatment. For an example illustrating how
to deal with it, the reader is referred to [5].
Second, we show that whp the algorithm described above does not terminate and that the sets
Um as defined in the algorithm enjoys a uniform distribution.
Claim 5.4. For every 0 ≤ i ≤ N − 1 and j < ℓ, at time step ij, with probability 1− n−ω(1) we have
a matching of size at least (δ−β)nj . Moreover, by picking such a matching M uniformly at random,
for every 1 ≤ m ≤ k we have that M ∩ U ijm is a subset of U
ij
m of size (δ − β)nj, chosen according to
a uniform distribution.
Proof. In order to prove the first part of Claim 5.4 we make use of Theorem 4.3. Note that in each
time step ij, the color class ij (that is, the set of all edges which have been colored ij during the
algorithm) is distributed as Hknj×k,qij , with qij =
δ
nk−1j
and nj ≥ αn. Therefore, it is enough to show
that the probability for H ′ = Hk
m×k,δ/mk−1
not to have a matching of size (δ − β)m is m−ω(1), for
every m ≥ αn.
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Let X be the random variable corresponds to the size of the maximal matching we have in H ′,
and let Te, e ∈ Rij be independent indicator random variables for the events “e ∈ E(H
′)”. Note that
X is determined by the Te-s and that it trivially satisfies (i) and (ii) of Theorem 4.3 with respect to
c = r = 1. Therefore, we have
Pr
[
|X − E(X)| > t+ 60c
√
rE(X)
]
≤ 4 exp
(
−
t2
8c2rE(X)
)
. (1)
Now, for each e ∈ Rij we say that e is an isolated edge in H
′ if e ∈ E(H ′) and all the vertices in
e have degree exactly 1 in H ′. Therefore, we have
Pr [e is isolated] =
δ
mk−1
(1−
δ
mk−1
)m
k−(m−1)k
≥
δ
mk−1
(
1−
δ
mk−1
(mk − (m− 1)k)
)
=
δ
mk−1
(
1−
δ
mk−1
(kmk−1 +O(mk−2))
)
≥ (δ − β/2)m−(k−1),
where here we made use of the facts (1 − x)n ≥ 1 − nx for all x > −1 and mk − (m − 1)k =
kmk−1 +O(mk−2).
All in all, we obtain that
E(X) ≥ (δ − β/2)m.
The result now easily follows by plugging this estimate into (1) with (say) t = βE(X)/10, using the
fact that m ≥ αn = n/ log3 n.
For the second part of the claim, note that one can relabel the vertices of each U ijm according
to a permutation πm : U
ij
m → U
ij
m , chosen uniformly, independently at random. Then, after picking
the desired matching M , one can assign each vertex v with the “original” label by applying π−1m (v).
Clearly, this procedure gives as a uniformly chosen subset of U ijm , for every m, as desired.
For every i, let us denote by Ui := V1 × . . . × Vk \ V (Mi), to be the set of all vertices which are
uncovered by the matching Mi. Observe that Ui := S1 × . . .× Sk for some Sj ⊆ Vj , each of which is
of size exactly αn. The following claim which follows almost immediately from Claim 5.4 and will
serve us in Phase 2.
Claim 5.5. At the end of the algorithm, whp we have that for every e ∈ V1 × . . . × Vk, the number
of indices i for which e ∈ Ui is at most 2α
kN .
Proof. Let e ∈ Ui, where Ui := S1 × . . . × Sk as described above. By Claim 5.4, we conclude that
each of the Sm, 1 ≤ m ≤ k, is a subset of Vm of size precisely αn, chosen uniformly, independently at
random. Therefore, the probability for e ∈ Ui is α
k, and the expected number of is for which e ∈ Ui
is αkN . Since the rounds run independently, by Chernoff’s bounds we obtain that the probability of
e to be in more than 2αkN such Uis is at most
e−Θ(α
kN) = e−Θ(α
knk−1p) = o(n−k).
Note that here we make use of the fact that p = logC n/nk−1, where C depends on k. Therefore, by
taking the union bound over all possible e ∈ V1 × . . .× Vk, we obtain the desired.
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To conclude, letH ′ be the hypergraph consisting of all the edges which have received any color dur-
ing the algorithm. We show that indeed H ′ can be coupled as a subhypergraph of H = Hkn×k,(1−ε/2)p.
To this end, it will be convenient to introduce some notation. For every e ∈ V1 × . . . × Vk, let us
define R(e) := {ij : e ∈ Rij} (note that R(e) is a random variable, and that for every i, j, at the
beginning of time step ij it is already known whether ij ∈ R(e) or not). Observe that for each
ij ∈ R(e), at time step ij we try to assign e with the color ij, with probability qij, independently
at random. Let γ > 0 be a sufficiently small constant (to be determined later), since the proba-
bility of e not being colored with any color, conditioned on R(e), is 1 − qe :=
∏
ij∈R(e)(1 − qij), it
follows that Pr [e ∈ E(H ′)] = qe ≤ (1 + γ)
∑
ij∈R(e) qij (here we use the fact that (Nℓ)
2p = o(1), as
p ≤ log20k n/nk−1). Therefore, in order to show that one can generate H ′ ⊆ H, all we need to show
is that by following our algorithm, whp we have qe ≤ (1 − ε/2)p for every e. This is done in the
following (quite) technical claim.
Claim 5.6. With probability 1− n−ω(1) we have that qe ≤ (1− ε/2)p for every e ∈ V1 × . . . × Vk.
Proof. For every 0 ≤ i ≤ N − 1 and e ∈ V1 × . . .× Vk consider the random variable
ωi(e) =
∑
j:ij∈R(e)
qij,
and observe that
qe ≤ (1 + γ)
∑
i
ωi(e).
Moreover, by the description of the algorithm it follows that
qij ≤ δ/(αn)
k−1 = δ log3k−3 n/nk−1
for every i and j, and therefore (deterministically) we have
ωi(e) ≤ ℓδ log
3k−3 n/nk−1 ≤ log3k−2 n/nk−1.
In order to complete the proof we need to show two things. First, we show that E(ωi(e)) ≤
(1 − γ)n−(k−1) (and therefore, we obtain E(qe) ≤ (1 − γ
2)n−(k−1)N ≤ (1 − ε)p). Then, using
standard concentration bounds, we show that with probability 1− n−ω(1) we have qe ≤ (1− ε/2)p.
Estimating E(ωi(e)). Note that ij ∈ R(e) if and only if e is relevant at time step ij, and that
by Claim 5.4 we observe that at each time step ij of the algorithm, any vertex v ∈ Um is being
“matched” with probability δ−β, where vertices from different Um-s are independent. Therefore, at
each time step, the probability for a relevant e to stay relevant is (1− δ+β)k, and the probability for
not staying relevant is 1− (1− δ+ β)k, which is roughly k(δ− β) (recall that δ is sufficiently small).
Now, for each j ≤ ℓ − 1, let us denote by Aj the event “j is the maximal index for which e is
relevant at time step ij”, and observe that
E(ωi(e)) =
ℓ−1∑
j=0
Pr [Aj]
j∑
s=0
qis
=
ℓ−1∑
s=0
qis
ℓ−1∑
j=s
Pr [Aj] . (2)
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Note that
∑ℓ−1
j=sPr [Aj ] is the probability for an edge to be relevant at least s steps, and therefore
is equal to (1− δ + β)ks. Combining it with (2), we get that
E(ωi(e)) =
ℓ−1∑
s=0
qis(1− δ + β)
ks.
Recalling that qis = δ/n
k−1
s , and that ns = (1− δ + β)
sn (Observation 5.2), we obtain that
E(ωi(e)) =
ℓ−1∑
s=0
δ
(1− δ + β)s(k−1)nk−1
(1− δ + β)sk
=
δ
nk−1
ℓ−1∑
s=0
(1− δ + β)s
=
δ
nk−1
1− (1− δ + β)ℓ
δ − β
.
(The second equality is just the sum of a geometric series.)
Now, since δ is a sufficiently small constant, since β/δ tends to zero with δ, and by the way we
chose ℓ, we obtain that the right hand side in the above equality is at most (1−γ)n−(k−1). Therefore,
we obtain that
E(qe) ≤ (1 + γ)
∑
i
E(ωi(e)) ≤ (1− γ
2)n−(k−1)N ≤ (1− ε)p.
Showing that qe ≤ p with a sufficient probability. Consider the random variables ωi(e),
0 ≤ i ≤ N − 1 and observe that they are mutually independent. Moreover, as noted above, 0 ≤
ωi(e) ≤ log
3k−2 n/nk−1 for every i. Now, let ω∗ =
∑N−1
i=0 ωi(e) and recall that E(ω
∗) ≤ (1− ε)p. By
applying Theorem 4.2 to ω∗ we obtain
Pr [|ω∗ − E(ω∗)| ≥ εp/2] ≤ 2 exp
(
−
0.5ε2p2
N log6k−4 nn−2(k−1)
)
≤ 2 exp
(
−
0.5ε2pnk−1
(1− ε) log6k−4
)
= n−ω(1).
Taking the union bound over all possible e ∈ V1 × . . . × Vk we obtain the desired. This completes
the proof of the claim.
5.2 Phase 2.
In this phase, we want to show that one can complete each of the Mis from Phase 1. into a
perfect matching in an edge-disjoint way. To this end, let Ui, 0 ≤ i ≤ N − 1 denote the set of all
vertices which are uncovered by Mi, and let q = log
5 n/nk−1. Observe that |Ui| = kαn = kn/ log
3 n,
and that q = ω(log |Ui|/|Ui|
k−1). For every i, let us expose all the k-tuples e ∈ Ui, with probability
q, independently at random, and denote the resulting graph as Hi. Clearly, Hi = H
k
|Ui|,q
. Now, by
applying Theorem 4.1 to Hi and by taking the union bound over all i, it follows that Hi contains
a perfect matching Qi for all i. Let Mi := Mi ∪ Qi, and observe that each of the Mis is a perfect
matching of H.
In order to complete the proof, we need to show:
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1. all the Mis are edge-disjoint, and
2. no edge accumulated a weight of more than εp/3.
1. follows in a similar way as in Claim 5.3. For 2., note that by Claim 5.5 we have that no edge
belongs to more than 2αkN many Uis. Therefore, since we expose edges of Uis with probability q,
every edge accumulates a weight of at most 2αkNq = 2nk−1p log5 n/ log3k nk−1 = o(p), as desired.
This completes the proof of Theorem 5.1.
5.3 Derivation of Theorem 1.4
In this section we show how to derive Theorem 1.4 from Theorem 5.1.
Let p ≥ log20k n/nk−1 and let r ∈ N be an integer for which log
4k n
nk−1
≤ p/r ≤ log
20k n
nk−1
. Now,
expose the edges of Hkn×k,p, and for each exposed edge, immediately assign with a color from [r],
independently, uniformly at random.
Observe that for each color class i ∈ [r], the corresponding hypergraph Hi is distributed as
Hkn×k,p/r and that for every i 6= j, E(Hi) ∩ E(Hj) = ∅. Therefore, by applying Theorem 5.1 to
Hi, with probability 1− o(1) Hi contains (1 − o(1))n
k−1p/r edge-disjoint perfect matchings. Using
Markov’s inequality we obtain that whp for r− o(r) hypergraphs Hi, the above holds, and therefore,
H = ∪Hi contains (1− o(1)rn
k−1p/r = (1− o(1))nk−1p edge-disjoint perfect matchings as desired.
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