This paper deals with the problem of regional observability of hyperbolic systems in the case where the subregion of interest is a boundary part of the system evolution domain. We give a definition and establish characterizations in connection with the sensor structure. Then we show that it is possible to reconstruct the system state on a subregion of the boundary. The developed approach, based on the Hilbert uniqueness method (Lions, 1988) , leads to a reconstruction algorithm. The obtained results are illustrated with numerical examples and simulations.
Introduction
The study of dynamical spatiotemporal systems has generated wide literature with applications in fields such as ecology, pollution control, population dynamics as well as many others. A wide portion of the literature is devoted to the problem of the analysis and control partial differential equations, and many notions have been studied and explored. Numerous works have been devoted to the observation problem in the whole domain, see (Gilliam and Martin, 1988; Kobayashi, 1980) . But some delicate problems need to be studied only in some subregion of the system evolution domain. This is the subject of the regional control theory of distributed parameter systems (DPSs), which was pioneered by El Jai and his co-workers since the 1990s and consists in studying notions related to control and observation only on a subregion of the system evolution domain. The reader may find interesting developments of these topics for parabolic and hyperbolic systems, see (Amouroux et al., 1994) , when the subregion is interior to the system domain; one also finds examples for a system which is not observable (controllable) within the whole domain Ω but observable (controllable) in a subregion ω ⊂ Ω. An extension of these results to a boundary subregion for parabolic systems was then discussed in (Zerrik et al., 2002) .
There are many applications of these notions and an interesting one may be the problem of determining laminar boundary flux conditions developed in a steady-state by a vertical heated plate and consists of the study of the thermal transfer by natural convection generated by a uniformly heated plate located in a small enclosure. Inside that enclosure, differences in the wall surface produce natural convection movements. The heat exchanger maintains a prescribed temperature on the back face of the plate by means of hot water circulation. All the faces of this active wall are insulated except for the front face. The objective is to find the unknown boundary convective condition on a part of the front face of the active plate using measurements given by internal thermocouples, see (Aparron, 1963 ) for more details.
There is an extensive literature on the exact and approximate regional observability problem for linear pa-rabolic systems, but very little has been done for hyperbolic ones. Recently, regional observability for hyperbolic systems has been introduced in the internal case and the developed theory leads to interesting results performed through numerical examples and simulations (Zerrik et al., 2007) .
Here we are interested in the regional observability of hyperbolic systems where the subregion target is a part of the boundary of the system evolution domain. We establish results which are extensions of those given in (Zerrik et al., 2002) to a class of hyperbolic systems. This is the aim of this paper, which is organized as follows: In Section 2 we introduce definitions and properties of regional observability and show that regional observability implies boundary one. In Section 3 we characterize the sensor which ensures regional boundary observability. In Section 4 we give two approaches for regional reconstruction: the first one is direct and based on pseudoinverse techniques and the second one uses an extension of the Hilbert uniqueness method. In the last section we give an example of hyperbolic systems in a two-dimensional case which illustrates the obtained results through numerical simulations.
Regional observability
Let Ω be an open bounded subset of R n , with a boundary ∂Ω which is regular enough. For T > 0, we set Q = Ω×]0, T [, Σ = ∂Ω×]0, T [ and we consider a system described by the equation
where A is the elliptic differential operator of the second order given by
We assume that
and there exists α > 0 such that
where
is the conormal derivative of the operator A, and η i stands for the i-th component of the conormal η to ∂Ω. We consider the state space
as the observation space. The system (1) is augmented with the output
where C : H 2 (Ω) −→ R q is the observation operator, q indicates the number of the sensors considered, see (El Jai and Pritchard, 1988) .
Let the operator
This operator generates a semigroup (S(t)) t≥0 . Denotingȳ = (y, ∂y/∂t), the system (1) may be written in the following form:
whereȳ 0 = (y 0 , y 1 ) and the output function (2) takes the formz
for C = (C, 0). Then the system (3) admits a unique solution given byȳ
Using (4), we obtain
Let w m be the basis of eigenfunctions of the operator A and λ m be the associated eigenvalues with multiplicities r m . Then the semigroup (S(t)) t≥0 generated by the Sensors and boundary state reconstruction of hyperbolic systems 229 operator A is given by
Consider a regular boundary portion Γ of ∂Ω with a positive measure and let ω an open part of Ω with a regular boundary ∂ω such that Γ ⊂ ∂Ω ∩ ∂ω. Then one can consider restriction operators defined by
and the trace operator 1. The system (1) augmented with (2) is said to be exactly (resp. weakly) observable in ω if
2. The system (1) augmented with (2) is said to be exactly (resp. weakly) observable on
Remark 1. If the system is exactly (resp. approximately) observable in ω, then it is exactly (resp. approximately) observable in every subset ω 1 ⊂ ω.
Problem. Given the system (1) augmented with the output (2), is it possible to reconstruct the initial state of the system (1) on Γ?
From the above definitions we have the following.
Proposition 1. If the system (1) augmented with (2) is exactly (resp. weakly) observable in ω, then it is exactly (resp. weakly) observable on Γ.
Proof. (Part 1) Let us show that if the system (1) is exactly observable in ω then it is exactly observable on Γ. For this purpose, it is sufficient to show that
. Applying the trace theorem, there exists a continuous harmonic operator
which yields
Since the system (1) is exactly observable in ω, there exists z 1 ∈ O such that
and then
which means that the system (1)- (2) is exactly observable on Γ.
(Part 2) We must now show that
which gives
Then the system (1) is weakly observable on Γ.
Proposition 2.
We have the equivalence between the following statements: 1. The system (1)- (2) is exactly observable on Γ.
There exists c > 0 such that
Proof. The proof uses the following general results (see (Avdonin and Ivanov, 1978) ). Let E, F, and G, be reflexive Banach spaces and f ∈ L(E, G), g ∈ L(F, G). Then we have the equivalence between the statements below:
2. There exists c > 0 such that ||f
We set
and g = H, and obtain the inequality (8).
Characterization of Γ-strategic sensors
In this section, we shall characterize sensors which ensure approximate regional boundary observability in a portion Γ of the boundary ∂Ω. Let us reconsider the system (1) with measurements given by
Definition 2. A sequence of sensors (D i , f i ) 1≤i≤q is said to be Γ-strategic if the observed system is weakly observable on Γ, which is equivalent to Ker(Kγ *
We define the restriction operators 
Proposition 3. If the observation time T is large enough, the sequence of sensors (D
Since z *
Consider
Using (10), we obtain
which shows that rank G m0 = r m0 . Similar results can be obtained if we take z * 1 = 0. (Necessity) Conversely, we show that if the system (1)- (9) is weakly observable on Γ, then
Suppose that there exists m 0 ≥ 1 such that rank G m0 = r m0 , that is, there exists 
Since G m 0 z m0 = 0 and using (10)-(12), the system is not weakly observable on Γ which contradicts the above assumption.
Remark 2. The choice of q = 1 can be sufficient to ensure the system observability. Indeed, we can show that by means of a weak perturbation of the boundary of the system domain Ω, the multiplicity of the eigenvalues may be reduced to one.
In the following, we shall give two approaches which enable the reconstruction of the initial conditions on the boundary part Γ of ∂Ω. 
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Let ε be the observation error between the output functionz and the observation model given by
where ε is to be meant as a function of the initial state and its components. Consider the following optimization problem: 
Proof. We have
and
which shows that the operator RR * is invertible.
Solution of the problem (13) can be implemented using the followings steps:
Step 1: We minimize ε(ȳ in Ω, 0 on ∂Ω, we obtain the following problem:
Consider the Lagrangian operator defined by
.
Then the condition
Since the system (1) is observable in Ω, (
exists (Amouroux et al., 1994) , which allows us to writē
where M and R are given by (14). Consequently,
Then the minimum is given by the following equivalent problem:
where B and ν are given by (14).
Step 2: We minimize ε(ȳ
3 ) with respect toȳ 0 * 2 , as in the first step, by developing (16). We obtain the following problem:
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The Lagrangian is given by
Then the condition
We obtain
The minimum is then given by the equivalent problem
where Ψ and D are given by (14).
Step 3: The solution of the problem (13) 
Since the operator (18) is strictly convex, thenỹ 0 * 1 is unique.
Hilbert uniqueness method approach.
The subject of this section is to update the Hilbert uniqueness method developed by Lions (1988) to the case of regional observability of following hyperbolic system:
where Δ is the Laplacian operator and we assume that (19) is augmented with the output function
where f ∈ L 2 (D). We consider the following decomposition:
In the sequel, without loss of generality, we assume that the eigenfunctions (w m ) m≥1 of the operator Δ associated with the eigenvalues are simple.
Consider the set
admits a unique solution
(see (Lions and Magenes, 1968) ). We define a semi-norm on G by
and we consider the retrograde system
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which admits a unique solution
(see (Lions and Magenes, 1968) ). Let the operator Λ be defined by
where P = χ * ω χ ω and χ * ω is the adjoint operator of χ ω .
Consider the system
then the observability problem for the system (19) in the subregion ω amounts to solving the equation 
Proof. (Part 1) We show that if the sensor (D, f ) is ω-strategic, then the formula (22) defines a seminorm on G. Indeed,
where (S(t)) t≥0 is the semigroup generated by 0 I Δ 0 . Then we have
Since the system (1) is weakly ω-observable, we have
Consequently, ϕ 0 = ϕ 1 = 0. Thus (22) is a norm.
(Part 2) LetĜ be the completion set of G with respect to the norm (22) equipped with the associated inner product ·, · Ĝ andĜ * be its dual. We show that Λ is an isomorphism fromĜ ontoĜ * . Indeed,
On the other hand, multiplying (23) by ϕ (the solution to (21)) and integrating the result by part, we obtain
Using Green formulae, we have
On the other hand, we have
Thus
Let us consider (φ 0 ,φ 1 ) ∈ G andφ(t) the associated solution to (21).
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Integrating by part and using Green formulae, we obtain
which ensures a unique extension of Λ to a bounded linear operator. From (31) and (32) it follows that Λ is an isomorphism fromĜ ontoĜ * .
Remark 3. If the system (19) is observable by one internal pointwise sensor, we show by the same techniques as in the zonal case that the operator Λ is an isomorphism.
Numerical approach
Here we consider the system (19) and assume that the initial conditions y 0 and y 1 are sufficiently regular so that (19) has a regular state (Lions, 1968) , and that measurements may be obtained by a pointwise sensor (b, δ b ) given by z(t) = y(b, t), t ∈]0, T [.
The objective is to reconstruct the initial conditions y 
Conclusion
In this paper the question of how to reconstruct the system state and speed on a part of the boundary of the evolution domain has been considered. We explored two approaches: the first using optimization techniques and the second employing a link between the internal and boundary approaches to reconstruct the boundary state on Γ.
The obtained results were verified via a numerical example and simulations. The extension to semilinear systems is of great interest and this problem is currently studied.
