Introduction
There are many areas in microfluidic applications that involve manipulation of particles in a controllable manner. In the design of microscale devices for cell sorting, cell analysis or cell removal from a sample, it is important to predict the motion of the individual particles in response to the local flow conditions (see, for example, [1, 19, 22] ). More recently, focus has shifted toward fabricating self-assembled structures using paramagnetic particles carried by liquids in microchannels [3, 7] . The ability to form supraparticle structures and precisely control their arrangement and motion externally by magnetic fields could lead to many new novel applications such as micro-optical filters and gratings, but also to new materials and new micro-and nanofabrication protocols [6, 7, 21] . Simulation of such particulate microflows could play an important role in the development and active control of dynamically reconfigurable self-assembled structures. Colloidal micropumps and colloidal microvalves are already in existence and have been used for active microfluidic control. For example, in [20] latex microspheres were manipulated by optical traps to pump fluids-these devices are about the size of a human red blood cell; the first simulation and optimization study of such colloidal micropumps was presented in [11] .
Magnetorheological (MR) fluids, that is suspensions which exhibit sensitivity to magnetic fields, are fluids with more than just viscosity as their main property. MR fluids can dynamically change their optical properties, anisotropy, mechanical rigidity, electronic properties-often in a reversible way.
The applications are many but perhaps the most exciting ones are based on self-assembly of magnetic colloidal particles into chains or columnar structures [3, 6, 12] . In [3] , self-assembled magnetic matrices were developed for DNA separation chips. Compared to other separation media, suspensions of paramagnetic particles have several advantages: they have a low viscosity in the absence of a magnetic field, their pore size can be tuned (from 1 to 100 µm), and they do not require sophisticated microlithography.
The behavior of particles interacting through induced magnetic fields is complex and their dynamics is not well understood. For example, the long-range nature of the particle interaction can persist even when they form chains or columns; the range of the interaction depends sensitively on the chain length. While there has been some progress toward understanding the dynamics of magnetic chains and columns, thanks to careful experimental studies [6, 12, 17] , the full potential of MR fluids has not been realized in microsystems involving mechanical (e.g. pumping, valving, mixing) or biological and chemical (sorting, separation, reaction) applications.
In [5] , we simulated for the first time the dynamics of MR fluids in an unbounded medium and the corresponding formation of self-assembled chains.
However, as was demonstrated in the experiments of [7] , in confined microgeometries the patterns formed depend not only on the strength of the magnetic field but also on the shape of the domain. In micropipes, in particular, chains are formed across the diameter if the magnetic field is perpendicular to the axis of the pipe and the number of beads is relatively small. However, for a large number of paramagnetic beads several short chains may be formed remaining parallel to the magnetic field. In the current work, we investigate such pattern formation, first in the absence of net flow, and subsequently at increasing values of the flowrate. In the next section we discuss issues associated with physical models of forces and their interaction, and subsequently present results of self-assembled chaining in triangular microducts and in micropipes. The effect of net flow on the self-assembled chaining in micropipes is also presented.
Physical modeling
In order to determine the mechanics of paramagnetic microparticles in different flow configurations we need first to characterize the particles and the forces that act on them. The primary forces arise from the imposed magnetic field, Brownian motion, fluid forces and contact forces due to elastic collisions. For a typical particle radius a of 1 µm in a microchannel device the fluid forces and fluid flow are dominated by viscous effects. Fluid inertia is generally not significant and the flow may be represented well by a Stokes flow with an effectively zero Reynolds number. In the absence of a magnetic field the particles form a colloidal suspension, stabilized against permanent aggregation by addition of surfactants or surface treatment of the particles. Brownian motion tends to disperse the particles but they aggregate to form chains once a magnetic field is applied.
Magnetic forces
Typical paramagnetic particles, such as those used by Hayes et al [7] , consist of iron oxide crystals dispersed in a polymer matrix. The particles readily acquire a magnetic dipole moment when placed in a magnetic field but exhibit no significant hysteresis or residual magnetization when the field is removed. For an isolated paramagnetic particle in a uniform external magnetic field of strength H 0 , the induced magnetic dipole moment m is
where χ is the effective magnetic susceptibility of the particle [8] .
In a suspension of particles, the dipole moment of particle j is given by
with B j the local flux density for particle j . This is the sum of the external and induced flux density from the other particles, computed from:
where r ij is the vector from the center of particle i to j, r ij = Y j − Y i . The above equations lead to a 3N × 3N linear system in terms of the components of m for all of the particles. The flux density B 0 of the external magnetic field is µ 0 H 0 , where µ 0 is the magnetic permeability of free-space.
The interaction force between the magnetic dipoles is determined by the local gradient of the flux density. For particle j , the force is
where ∇B j is the local gradient of B as given by equation (3) .
In the experiments of [3, 6, 7] , the effective magnetic susceptibility χ ∼ 1, and the contribution from the external magnetic field is the dominant factor in determining the dipole moments m j . The uniform external field however produces no force on a particle; the forces are due solely to the magnetic dipole moments of the other particles and vary as r ij −4 .
Contact forces
For particles contacting a wall, an elastic collision model is used to simulate the repulsion forces at contact. A similar model is required for collisions between approaching particles. When particles move toward each other, especially as magnetic forces pull particles together rapidly, a collision model is used to prevent the particles from penetrating into each other. The collision model is a short-range repulsion force based on the inter-particle distance so as to 'mimic' a simple elastic collision effect. The repulsion force on particle j from particle k is specified as:
for r jk < 2.1a and is zero otherwise. The force acts along the line of centers and acts in equal and opposite pairs, i.e., F jk = −F kj . When the gap between two particle surfaces is 5% of the diameter or less, the repulsion force is activated on both particles to prevent overlapping. The force drops smoothly to zero at the cut-off distance.
In principle, purely viscous lubrication forces will prevent the overlap of particles in low Reynolds number suspensions [4] . In practise, the accurate simulation of such short-range hydrodynamic interactions requires a very short numerical time-step, as well as high spatial resolution, making such simulations very costly. The parameterization of these shortrange effects by a model such as (5) is often sufficient; a detailed discussion of such models is given by [2] .
In the present context, once two paramagnetic particles are aligned with the field and separated by a gap that is a fraction of the particle radius the process of aggregation is rapid. The details of the contact force then have a secondary effect. The repulsion force at contact must balance the magnetic force of attraction between particles. For this reason we employ a steeper cubic-power model in (5) as opposed to the squarepower model in [2] . The strength of the repulsion force is set by the values of C 1 and C 2 . In the present series of simulations the numerical values are C 1 = 1.02 and C 2 = 0.011. These values are sufficient to balance the typical magnetic force at contact between two particles, within the range 0.98 r/2a 1.02.
A collision model of the same type is employed for particles contacting a wall. This force acts only on the individual particle and is computed as:
where Z i is the coordinate of the contact point at a wall, and r is the distance from the center of particle j to the contact point. The cut-off distance for the wall force-barrier is r = 1.05a. The contact point is found by checking the grid points on the wall and selecting the point closest to the center of the particle. Further details of the contact forces are given in [10] .
Brownian motion
At the submicron scale Brownian motion should be taken into account. The dynamics of Brownian suspensions has been reviewed in [18] . Based on the Langevin equation for the fluctuating particle motion and Stokes flow for the sphere, the self-diffusion for a Brownian spherical particle is given by the Stokes-Einstein diffusion coefficient:
where k B is Boltzmann's constant, T is the absolute temperature and η is the fluid viscosity. In order to simulate the effect of Brownian motion, we employ a random 'white-noise' force of zero mean of the form
R d is a random Gaussian vector of zero mean and unit variance, and dt is the time step for numerical integration in the Lagrangian description of the particle motion.
In the present study, where the action of the magnetic forces is strong, Brownian motion is only significant where the beads are far apart or when the field is removed and the particles return to a random, dispersed state. In view of the weak effect of Brownian motion, it is appropriate to neglect the possible cross-correlations in the Brownian forces acting on different particles.
Fluid forces
The hydrodynamic interactions between particulate and fluid phases take place at low Reynolds number, so there is a longrange interaction as the disturbance velocity diminishes slowly, i.e., proportional to r −1 . This two-way coupling effect is described here by the force coupling method (FCM) developed by Maxey et al [13, 15] . In the FCM formulation, the sum of the external forces on each particle, originating from the magnetic dipole, elastic collisions (including geometry restriction) and Brownian motion, is exerted on the ambient fluid and the fluid responds to the particles with the associated drag. All the aforementioned forces are included into the force monopole term of each particle in the source term given by equation (11) . The equations of motion for unsteady Stokes flow are:
where ρ and p are the fluid density and pressure, respectively. The source term f k (x, t) represents the sum of the two-way coupling source terms from each spherical particle k (k N) centered at Y (k) (t). For a single particle we have
where both (σ 1 , x) and (σ 2 , x) are Gaussian distribution functions of the form
The values of σ 1 , σ 2 are directly related to the particle radius a, with a/σ 1 = π 1/2 and a/σ 2 = (6 √ π) 1/3 as given in [13] . The first term in equation (11) is a finite force monopole of strength F k while the second term is a force dipole of strength G k ij for particle k. The monopole strength is set by the sum of the external forces, such as forces due to the magnetic field or gravity, acting on the particle as well as the inertia of the particle. Additionally, contact forces among particles or between a particle and a wall are also included into F k . If m P is the mass of the particle k and m F is that of the displaced fluid, the monopole strength for particle k is
Here F k M denotes the magnetic force given by (4), F k B is the force due Brownian motion given by (8) and F k C is the sum of the contact forces given by (5) and (6) . The velocity of each particle V(t) is evaluated from a volume integral of the local fluid velocity with the monopole Gaussian distribution function for that particle as
The angular velocity of the particle is computed by a local volume average of the vorticity ω(x, t) with the dipole Gaussian distribution function for that particle as
The new position of each particle is calculated from
The force dipole coefficients G k ij for particle k consist of a symmetric stresslet term and an antisymmetric torque term. The torque is zero since the magnetic dipole moment of the paramagnetic particle m k is parallel to local magnetic flux density B k (see (2) ). The stresslet is determined through an iterative procedure so as to ensure that the overall volume integral of the rate of strain, weighted by the dipole Gaussian distribution function, for each particle is zero.
A spectral/hp element method has been used to solve for the primitive variables u, p in the Navier-Stokes equations, and further details can be found in [9] . In the present context the particles are approximately neutrally buoyant and the inertial terms in (13) are negligible. The unsteady Stokes flow equation (9) allows the capture of short term transients where particles move rapidly and the time scale for the viscous diffusion of vorticity is no longer very short. These may modify the fluid forces on the particles and their response through Basset history effects. More generally, the particle velocities are small and the computed flow is a quasi-steady Stokes flow. The numerical time step in the simulations is set to be dt = 0.01 and the Stokes equations (9) are solved with ρ = 1 and η = 1. Lengths are given in terms of a reference length scale L 0 that is comparable to a particle radius. The corresponding viscous time scale ρL 0 2 η is used in presenting the results and the corresponding velocity scale V * is η/(ρL 0 ).
All the simulations are three-dimensional and they were performed on a single CPU Linux PC. A typical simulation, such as that described in the following section for a set of 16 particles in a triangular duct took an average of 9.5 s per time step using an Intel 2.4 GHz Xeon processor.
Simulation results
When magnetic dipole and hydrodynamic interactions as well as inter-particle collisions are the dominant mechanisms, particles aggregate into chains parallel to the direction of the external magnetic field. We demonstrate the competing effects of these force interactions and the importance of geometric constraints in the pattern selection process. First, we simulate pattern formation in triangular microducts and micropipes without any net flow and subsequently we include the effects of net flow in the micropipe simulations. These were configurations considered in the experiments reported by Hayes et al [7] , although experiments were only conducted for micropipes. In these experiments the micropipe diameter was 20 µm and the particles were 1-2 µm in diameter. We use these experiments to compare typical values of the physical parameters involved.
Particles in a triangular duct
Here we consider the effect of a duct with a right-angle triangular cross-section. The two right edges of the crosssection are along the x and y directions and are 20 and 11.6 in length, respectively, relative to the reference length scale L 0 . The length of the duct in z is 10. Periodic boundary conditions are imposed along the z-direction while no-slip boundary conditions are specified on the other surfaces of the duct. First, we introduce eight spherical particles of radius a = 0.8L 0 inside the duct. A magnetic field in the horizontal (x-direction) is then applied. Figure 1 shows the evolution of the coordinates of the eight particles with time. We observe that the particles aggregate in both y and z directions into a line parallel to x-axis, i.e. along the direction of the magnetic field. The particle velocities are generally small, with numerical values of O(10 −2 ), except for the short intervals where a particle is within one radius of a chain and then joins onto the chain. Figure 2 shows four snapshots of the entire aggregation process.
Initially, the particles are dispersed inside the duct and seeded about the plane z = 5 so that 4.5 < Y 3 < 5.5. After being exposed to the external magnetic field, particles form pairs first and then triplets. The initial aggregation is governed by a balance of the magnetic force interaction between pairs of particles, the fluid (Stokes) drag force and possibly Brownian motion. The effect of Brownian motion may be characterized by comparing the potential energy U of the magnetic interaction between two dipoles and the thermal energy k B T . For two magnetic dipoles of equal strength m the magnetic force (4) can be written as F = −∇U , with
where r is the position vector of the particle relative to the other. As in open suspensions of paramagnetic particles [17] the magnetic force at contact must be stronger than the effects of Brownian motion for aggregation to occur. The non-dimensional parameter λ defined as U max /k B T or
must satisfy λ > 1 for aggregation to occur. , corresponding approximately to a flux density B 0 of 50 mT (500 gauss) as in [7] , the value of λ is 8.7 × 10 4 for a particle of radius a = 0.8 µm and χ = 1 at T = 300 K. Even for weaker magnetic fields aggregation will readily occur. Brownian motion provides an initial agitation if the particles are dispersed, at very low concentrations, that can initiate aggregation in an open suspension. In the confined geometry of the triangular duct the initial separation of the particles is typically 4 − 5a and the effect of magnetic forces is always large compared to the effect of Brownian motion. In the present simulations Brownian motion had no significant effect once the magnetic field was applied and a value of λ = 5×10 6 was used.
The initial aggregation then depends on the magnetic attraction between the particles and the viscous drag forces. The magnetic potential (17) can be used to estimate the motion of two particles separated by an initial distance R parallel to the applied magnetic field. Using a simple Stokes drag law, the time for the two particles to aggregate is
where the magnetic force between the particles at contact F max is
The time scale t c depends strongly on the initial separation.
For the results shown in figure 1 this time scale t c is 0.0853{(R/2a) 5 −1}. If R = 5a this corresponds to t c = 8.24.
Pairings of particles not aligned with the magnetic field will take longer. This is consistent with the results shown where two particle pairings occur within t < 10. In a physical experiment, such as [7] , the pairings described here would occur very rapidly within 10 ms or less. There is no specific experimental measurement of this except that pairing and chain formation is observed to occur almost instantaneously once the magnetic field is applied. By contrast, a time scale t * B was proposed by [17] (see also [5] ), for the onset of aggregation and self-assembly in an open suspension. This is based on a balance U(r c ) ∼ k B T for some 'capture' radius r c . For the present geometry of the triangular duct, r c is larger than the dimensions of the duct and this time scale is not relevant.
In the last two snapshots of the aggregation process, five particles at a higher position form into a chain parallel to the magnetic field direction. That is the length of the chain allowed by the triangular duct at that height. A triplet at a lower position, although parallel to the magnetic field direction, has about 1.5 diameters horizontal offset and about 2 diameters vertical offset from the major chain consisting of five particles. Due to the magnetic dipole repulsion and attraction mechanisms, particles tend to queue up in a line to minimize the magnetic potential energy in the system. However, the limit of the geometry will not let the triplet go up to join the five-particle chain. As a compromise between energies, the five-particle chain moves down to exactly the right height such that the triplet can shift to the right and go up to join into one chain parallel to the magnetic field direction at y = 3.8. In this second stage, the hydrodynamic forces are strongly dependent on the chain structure and the geometry, with a larger resistance to the lateral motion of the chains.
A similar simulation with 10 particles also leads to a single chain formed but at a lower height with the corresponding aggregation time greater by about 20% than the 8-particle simulation. However, a simulation with 16 particles revealed the formation of two horizontal chains as shown in figure 3 . The chains repel each other in the vertical direction due the magnetic forces. The lower chain, consisting of nine particles, comes to rest on the lower boundary; the duct size would allow for at most 11 particles to form a chain at this position. The upper chain of seven particles comes to rest at y = 5.2.
The number of particles in each chain depends on the initial conditions. A second initial configuration, with the initial vertical coordinate of half the particles shifted by 0.4, results in two chains of length 6 and 10 particles. A comparison of the initial and final configurations of these two different cases is shown in figure 4 . The upper set of results corresponds to those shown in figure 3 . The final stage shown is at t = 1400 and for t = 0-1000 there is a continuing slow adjustment with chains aligned finally in the same z-plane. The lower chain also comes to rest in the lower right corner. The lower set of results for the second set of initial conditions results in a chain of six particles, two of which form a 'defect' in the middle of the chain. More details are provided in figure 5 which shows the early time evolution of the particle coordinates for these two cases.
Particles in a pipe
3.2.1. Zero net flow. We now consider 10 particles of radius a = 0.9L 0 randomly placed inside a pipe of radius R = 10L 0 . The length of the pipe is 15L 0 . Periodic boundary conditions are imposed along the z-direction, and no-slip boundary conditions are specified on the pipe inner surface. A horizontal (x-direction) magnetic field is applied here and the magnitude of the magnetic force is set so that λ = 7.5 × 10 6 and Brownian motion has little effect once the field is applied. Figure 6 shows six snapshots of the entire aggregation process. Upon exposure to the external magnetic field, the particles form successive pairs first, then triplets, and so on. Finally, these particles form a straight line parallel to the direction of the external magnetic field. Upon switching the direction of the magnetic field, we observed that the particles separate and then aggregate again forming a new chain parallel to the new direction of the external magnetic field (not shown here).
In order to examine the effect of packing, we now present simulation results for 20 particles of the same size as before. Figure 7 shows four snapshots of the chaining process. We see that 20 particles lead to the formation of three stable chains instead of a single chain as in the case of 10 particles. As for the triangular duct, these separate chains repel each other and reach eventually an equilibrium configuration. The precise number of particles in each chain varies with the initial particle positions.
Non-zero net flow.
Next we study the effect of a net flow on the pattern formation of the aforementioned case with 10 paramagnetic particles. Here we focus on the relative importance of the magnetic force compared to the imposed external force from the pressure-driven shear flow. We neglect the effect of Brownian motion in these simulations as the imposed magnetic field is very large. First, we vary the value of the pressure gradient for a fixed strength of the magnetic force. Then, we vary the magnetic force at a fixed value of the pressure gradient. In each simulation, we integrate the equations in time over t = 30 (convective units), and we investigate what types of chains, if any, have been formed. Initially, we place the beads randomly in the pipe, with 1.1 Y 3 1.8 and we start from zero flow. Thus the beads will be subjected to a developing flow, from a plug-like to an almost parabolic profile by the end of the simulation.
For convenience in identifying the two changing parameters we define C M , characterizing the strength of the magnetic forces, by
C M may be viewed as a velocity scale associated with the magnetic forces between particles near to contact. The pressure gradient driving the flow is characterized by , which we define as R 2 (−dp/dz)/(4ηV * ). In this way the value of is the ratio of the centerline velocity for the corresponding, fully developed Poiseuille flow to the reference velocity scale V * . In the following simulations we employ very strong magnetic fields in order to accelerate the chaining process, otherwise the entire chain drifts outside the computational domain.
In figure 8 we plot the trajectories of the ten particles for the case of C M = 550 and = 0.025. The Y-axis is across a diameter, the flow is along the z-axis and the magnetic field is aligned with the x-axis. We see from the plot of Y-trajectories that six of the particles have formed a chain around the center of the pipe but two pairs on the top and bottom of the crosssection do not participate in the chaining process, at least for the time interval of simulation performed here. However, if we increase the pressure drop by a factor of 10, we observe that all particles chain together at about time t ≈ 45 (convective units) and form a stable chain as in the case of zero net flow. As we increase further the value of pressure drop to = 0.75 we observe a similar picture, but now complete chaining takes place somewhat earlier, i.e. at time t ≈ 30. The same picture emerges at even higher values of = 1.25 as seen in figure 9 where complete chaining occurs at time t ≈ 25. However, at values of 1.50 a transition (or optimal value) is observed, beyond which particles located further away from the main self-assembled structure are initially attracted to it, although they do not finally link to it, but they instead move toward the pipe wall. So in summary, for the case of constant C M = 550 but variable we conclude that:
• In the regime < 1.5, increasing the values of reduces the time to self-assemble.
• In the regime > 1.5, increasing the values of causes repelling of some particles by the formed chain. The presence of a shear flow creates relative motion between particles that can enhance initial aggregation. If the shear flow is too strong, then particles may separate again before magnetic forces can 'capture' the particles; local pairing may still occur.
Next, we set the value of pressure drop to = 0.025 and vary the magnetic field as C M = 100, 300, 500 and 550. In none of these cases did we observe complete chaining within the simulation time of t = 40 convective units. However, we observed that at smaller values, e.g. C M = 100, there was a trend toward full chaining as shown in figure 10 .
We now turn our attention to the velocity field and consider how it is disturbed by the induced flow due to the dynamic selfassembly of the paramagnetic beads. In figure 11 we plot the streamwise velocity contour through the center of the plane (z-y-plane) and the cross-flow velocity at the exit of the pipe after complete chaining has taken place. We see that indeed the velocity field has been modified substantially due to the presence of the beads and there is a secondary flow consisting of three loops at the exit of the pipe; at z = 7.5 (half the length of the pipe) only two loops are present (not shown here). The chain is moving at a speed that is just slightly larger than the bulk velocity.
Of fundamental and practical interest is the issue of stability of these self-assembled structures, especially in the presence of strong net flow. Due to strong drifting of the chains in the presence of net flow, the self-assembled structures leave the computational domain in many instances before complete chaining has taken place. To this end, we used very strong magnetic fields to accelerate the chaining process.
This makes the magnetic forces much greater than the shear forces and thus the chains remain straight. However, for magnetic and shear forces of the same magnitude we expect some bending and possible fragmentation of the chains. This situation, unfortunately, was difficult to achieve in the current simulations.
The non-dimensional parameter that characterizes the chain stability is the Mason number Ma, defined as the ratio of viscous shearing forces acting on the chain to magnetic forces binding the chain [14, 16] . In the context of a shear flow in a pipe the viscous shear force on a particle is 6πa
2 ηβ, where a typical shear rate β is /R. When compared to the magnetic force between two particles in contact, see section 2.1, this gives
In the pipe flow described here Ma is proportional to ( a)/(C M R) and Ma 1. In the experiments of [7] , where the magnetic flux density was 50 mT and χ ∼ 1, the typical flow velocity in a tube of diameter 20 µm was about 10 µm s −1 . This gives a Mason number of 0.18 × 10 −4 for a water-based fluid. Thus in many applications we can expect the Mason number to be indeed small. An interesting feature of (22) is that for paramagnetic beads within a Stokes flow regime the Mason number is independent of the particle size.
Summary
We have simulated self-assembled structures in triangular microducts and in micropipes following the experimental work of [7] . Specifically, we simulated magnetorherological fluids formed by suspensions of paramagnetic particles of diameter between 1.6 and 1.8L 0 . These particles self-assemble tail-toend, first to form pairs and then aggregate into chains tangential to the direction of the external magnetic field. Estimates for the time scale of these processes have been given. Dynamic selfassembly is not a well-understood process, and the current study identifies and models all relevant interactions present, including Brownian motion. The results demonstrate the strong influence of channel shape on the final structure. The initial particle distribution is a factor too in determining the length of the separate chains. We have also considered the stability of the chains in the presence of shear flow.
From the application standpoint, dynamic self-assembly can be exploited in order to develop reconfigurable microdevices and nanodevices for mixing, pumping and valving but also for fabricating new porous materials with specific porosity, DNA separation chips, etc. By comparison with the aggregation of paramagnetic beads to form chains in open, unbounded suspensions [5] , there is a lack of quantitative experimental measurements of chain development in confined microchannels. Our present simulations are in qualitative agreement with the limited experimental results available at present. Further experiments in this area would be welcome.
