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Abstract
We study the isotropic XY chain with a transverse magnetic field acting on a single site
and analyse the long time behaviour of the time-dependent state of the system when a periodic
perturbation drives the impurity. We find that for high frequencies the state approaches a
periodic orbit synchronised with the forcing and provide the explicit rate of convergence to the
asymptotics.
MSC: 82C10, 37K55, 45D05, 34A12.
1 Introduction
Frequently time-dependent Hamiltonians provide a fair effective description of otherwise compli-
cated physical systems. In particular the interaction of a quantum system with a classical electro-
magnetic field typifies non-autonomous quantum mechanical models. Time-periodic perturbations
correspond to monochromatic radiation and constitute the basic case to analyse.
In this paper we study the isotropic XY quantum spin chain with a periodically time-dependent
transverse external field acting only in one site, namely the κ-th. The Hamiltonian operator reads
HN (t) = −g
N−1∑
j=1
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)− (V0 + hV (ωt))σzκ . (1.1)
Here 1 < κ < N is fixed once and for all, σx, σy, σz denote the Pauli matrices, g, h, ω > 0 are
three parameters ruling respectively the strength of the spin-spin coupling, the magnitude of the
external field and its frequency. We assume that V (ωt) is a real analytic function with period 2π/ω
and zero mean, i.e.
V (ωt) =
∑
n∈Z
einωtVn , |Vn| ≤ C0e−σ|n| . (1.2)
For any time t the Hamiltonian is a self-adjoint operator on the tensor product of 1/2-spin vector
spaces Hj = C2, each spanned by the vectors spin up and spin down: HN :=
⊗N
j=1Hj = C2
⊗N
.
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The corresponding matrix algebra of 2 × 2 matrices GL2(C) is spanned by the Pauli matrices
σx, σy, σz plus the identity 1. As usual the thermodynamic limit for the system is performed in the
Fock space, defined as F :=⊕N HN . We assume for simplicity free boundary conditions.
Our main result is that, if the frequency is sufficiently high, the state of the system approaches
a periodic orbit with the same period of the perturbation. It will be stated precisely below.
The analysis of this model was begun in [ABGM70, ABGM71.a, ABGM71.b]. The Hamiltonian
(1.1) can be conveniently written in terms of quasi-free fermions via a Jordan-Wigner transforma-
tion, i.e. 
σxj = (c
†
j + cj)
⊗j−1
k=1(−σzk)
σyj = −i(c†j − cj)
⊗j−1
k=1(−σzk)
σzj = 2c
†
jcj − 1
followed by a Fourier transform (from Z∩[−N,N ] to the N -th cyclotomic group Z(N)). It becomes
HN (t) = −
∑
q,p∈Z(N)
[
g cos pδqp + (V0 + hV (ωt))
1
N
eiκ(q−p)
]
a†qap (1.3)
where δqp is the Kronecker delta and a
†, a satisfy the canonical anti-commutation relations
[ap, aq]+ = 0,
[
a†p, aq
]
+
= δpq .
The equilibrium property of such a system are well understood, as the N-body state is determined
by the single particle. The Hamiltonian was diagonalised in [ABGM70, ABGM71.a]. Let h¯ be the
magnitude of the field at fixed time and
HNq,p := g cos qδqp +
h¯
N
ei(q−p)κ ,
be the Laplacian on Z with a rank-one perturbation. HN is the second quantisation of HN . Then
as N →∞
spect[HN ] −→ [−g, g] ∪
g sign(h¯)
√
1 +
h¯2
g2
 . (1.4)
As we will see below, the dynamical properties of the model are still determined by the one
particle state, but the action of the rest of the chain adds an additional (linear) term in the one-
particle Schro¨dinger equation.
Our work stems from the analysis performed in [ABGM71.b]. There the authors investigated the
motion of the impurity with various time-dependent external fields. In particular they computed
the magnetisation of the perturbed spin at the first order in h, with V (ωt) = cosωt, observing a
resonance (i.e. a divergence) in ω = 2g.
We will see that such divergences appear in any order of the (formal) expansion in h. They
must be controlled by an appropriate renormalisation. We can already foresee where the problem
is by looking at the spectrum. For V0 6= 0 we are essentially perturbing the isolated eigenvalue.
Note that the spectral gap between the band and the eigenvalue is approximately V0g (V0+hV (ωt)).
Therefore if h is small enough we have no crossing of eigenvalues, hence no resonances. When
V0 = 0 the perturbation could move energy levels within the band. However, if ω is sufficiently
high we are able to treat the resonances.
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In the rest of this introduction we will introduce our set up, state the main result and link it to
some literature on the topic.
1.1 One-particle reduction
Now we briefly show how to reduce the dynamics of the N -body problem to a one-body Schro¨dinger
equation with memory, adopting the scheme of [ABGM71.b] (for more details, we refer to [G15]).
The starting point is the representation (1.3). Obviously for t′ 6= t′′ one has [HN (t′), HN (t′′)] 6=
0, which implies a non-trivial dynamics. At fixed N , the solution of the Heisenberg equations
d
dt
aq(t) = [aq(t),−iH(t)], q ∈ Z(N). (1.5)
is given by a one-parameter semigroup of Bogoliubov transformations, namely
aq(t) =
1
N
∑
p
Aqp(t)ap , (1.6)
where the matrix Aqp(t) solves the following ODE (obtained by matching (1.5) and (1.6))
iA˙qp(t) =
1
N
∑
q′
Aqq′ (t)
[
g cos pδpq′ + (V0 + hV (ωt))
1
N
eiκ(q
′−p)
]
, Aqp(0) = δqp .
Fix t0 ∈ R as the initial time; then the following change of variables will be convenient:
Ψj,q(t) := e
ig cos q(t−t0) 1
N
∑
p∈Z(N)
eipjAqp(t) , j ∈ Z ∩ [−N/2, N/2] .
Obviously, the Aqp are equivalent to the Ψj,q. Moreover, as we are dealing with quasi-free fermions,
the functions {Ψj,q(t)}j∈Z completely specify the state of the system at any time t. For any finite N ,
the {Ψj,q(t)}j∈Z for all times are trivially given by the standard existence and uniqueness theorem
for ODEs. As N → ∞, after some manipulations and using Duhamel formula we arrive at the
following set of equations
Ψj(q; t) = 1− ieiq(j−κ)
∫ t
t0
dt′Jj−κ(g(t− t′))(V0 + hV (ωt))Ψκ(q; t′) , j ∈ Z , q ∈ T := R/(2πZ) .
(1.7)
For k ∈ Z, Jk(t) denotes the Bessel function of first kind and k-th order:
Jk(t) :=
1
2π
∫ π
−π
dxeixk+i cos xt .
In order to be as self-consistent as possible, many properties of Bessel functions used in the paper
are proved in Appendix A.
Since the state of the system is completely determined by Ψκ(q; t), henceforth we agree to refer
to the solution of the following integral equation (with the change of variable ξ := cos q)
ψˆ(ξ, t) := Ψκ(q(ξ); t)
3
and
ψˆ(ξ, t) = 1− i
∫ t
t0
dt′J0(g(t− t′))eigξ(t−t
′)(V0 + hV (ωt
′))ψˆ(ξ, t′) , ξ ∈ [−1, 1] (1.8)
as the state of the chain. This integral equation comes from the Schro¨dinger equation on Z of the
Floquet type
i∂tψ(x, t) = −g∆ψ(x, t) +HF (t, t0)ψ(x, t) , ψ(x, 0) = δ(x) , (1.9)
passing to the Fourier side on the spatial variables. Here ∆ is the Laplacian on Z and HF (t, t0) is
HF (t, t0)ψ(x, t) := (V0 + hV (ωt))ψ(x, t) − gV0
∫ t
t0
dt′J1(g(t− t′))ei∆(t−t
′)ψ(x, t′)
− gh
∫ t
t0
dt′J1(g(t− t′))ei∆(t−t
′)V (ωt′)ψ(x, t′) .
Therefore the many-body problem reduces to a one-body Schro¨dinger equation with a memory
term. Since the Duhamel representation in the momentum space is much simpler, we will only
deal with it for the rest of the paper. Remarkably, this kind of equations appeared already in the
original studies by Volterra [V13], who called them heredity equation. They model quite a vast
variety of physical phenomena, from elasticity theory to electromagnetism.
Let us spend few words on the notations. With a little abuse of notation, since throughout the
paper we operate in the Fourier (spatial) space, we will systematically omit ·ˆ to indicate spatial
Fourier transformations. Therefore we convey that ψ(ξ, t) for [−1, 1] ∋ ξ = cos q, q ∈ [−π, π], is
the Fourier coefficient of ψ(x, t), x ∈ Z. The Fourier and Hilbert transform F and H will be
employed. According to the standard definitions
F [f ](τ) :=
∫
R
dt√
2π
eiτtf(t) , H [f ](t) :=
1
π
p. v.
∫
R
dt′
f(t− t′)
t′
, (1.10)
where p. v. denotes the Cauchy principal value. χ(·) always indicates the indicator function of a set
(subset of R). We write X . Y when there is a constant C such that X 6 CY .
1.2 Main result
It is convenient to introduce the Volterra type operator for any t > t0 and ξ ∈ [−1, 1]
Wt0f(ξ, t) :=
∫ t
t0
dt′J0(g(t− t′))eigξ(t−t
′)(V0 + hV (ωt
′))f(ξ, t′) . (1.11)
This can be regarded as a linear map from L2ξCt([−1, 1]× [t0, t]) into itself. For any t0 finite it is
an integral operator with smooth kernel on a finite interval, hence compact. We rewrite (1.8) as
(1+ iWt0)ψ(ξ, t) = 1 . (1.12)
Therefore by the standard Volterra’s theory [V13] (for a modern exposition, see for instance [EN00])
we obtain the existence of a unique solution for finite time, i.e. as t − t0 < ∞. We denote this
one-parameter family of functions with ψt0(ξ, t).
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The operator Wt0 has a formal limit as t0 → −∞, which we denote by W∞, defined through
W∞f(ξ, t) :=
∫ t
−∞
dt′J0(g(t− t′))eigξ(t−t
′)(V0 + hV (ωt
′))f(ξ, t′) . (1.13)
W∞ is an unbounded operator on L2ξCt([−1, 1] × R), mapping periodic functions of frequency ω
into periodic functions of frequency ω. Thus the formal limit of (1.12) is
(1+ iW∞)ψ(ξ, t) = 1 . (1.14)
We will show that this equation has a periodic solution with frequency ω, under some conditions
on g, ω, h and denote such a solution by ψ∞(ξ, t). We will work in two different regimes, namely
(a) The non-degenerate case: V0 6= 0.
(b) Moderately resonant regime: V0 = 0 and there is ε > 0, such that
g
ω
≤ 1
2
− ε . (1.15)
Our main result is the convergence as t0 → −∞ of the family {ψt0(ξ, t)}t0∈R to a function
ψ∞(ξ, ωt), which is a periodic solution of (1.14) with frequency ω. More precisely we have
Theorem. Let h≪ ω and assume either (a) or (b). Then there exists a periodic solution of (1.14)
with frequency ω analytic in h, whose Fourier transform ψ∞(x, ωt) ∈ L2xC∞t (Z×R). Moreover, let
ψt0(x, t) be the unique solution of (1.9). It holds
ψt0(x, t) = ψ∞(x, ωt) +O
(
1√
t− t0
)
.
1.3 Discussion and summary
This class of problems was intensely studied in the past. Two approaches were mainly adopted, both
having classical counterparts. In one of them, introduced by Howland and Yajima in [Y77, H79],
time is promoted as an additional space coordinate τ ∈ [0, t] (as in the contact geometry of the
extended phase space with time and energy in classical mechanics.). This permits to study directly
the spectral properties of the Floquet operator
i
d
dτ
−H(τ)
in L2[0, t]×H, where H is the Hilbert space of the system at fixed time. Therefore one can develop
the theory in parallel with the one for periodic Scho¨dinger operators. This idea has been exploited
in many other papers, as for instance [BdSPW15, BdSP15, BdSPMS14], dealing with open quantum
systems, in a set up similar to ours. The second technique, first used by Bellissard in [B85], is based
on KAM algorithm and have been much developed in the past decades in different contexts, and in
particular for time-dependent Schro¨dinger equations (see e.g. [BG01, EK09, ADRH15.b]).
Here we are using none of these methods, as our analysis is chiefly based on a renormalisation of
the Neumann series. Of course there is much overlap among these three approaches. Nonetheless
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we cannot use KAM reducibility for our problem. The technical reason is that, in the more difficult
case of zero-average forcing term, we deal with perturbations of the identity (bear in mind (1.14)).
This trivialises the homological equation at each KAM step. Moreover we emphasise that all the
aforementioned papers (except [EK09]) deal with perturbation of the discrete spectrum, while we
have the Laplacian on Z. This constitutes a major issue to cope with in our work.
A striking feature of the solution we find is that even if the external field has zero average,
the system approaches a time-periodic state with non-zero average (see Remark 2.5). The lack of
ergodicity of this sort of models is of much interest in non-equilibrium statistical physics and it
received attention by old and new works [ABGM71.b][L71][R73][LLMM15]. In any case, since we
deal with high frequency, we are not able to establish whether or not the limits t0 → −∞ and
ω → 0 commutes. So the question remains in the realm of conjectures.
The high-frequency assumption appears also in other works on related problems [ADRH15.a,
ADRH15.b, BDP15, BdSPMS14]. From a mathematical viewpoint the main issue at low frequencies
is that, as ω is smaller than the width of the continuous spectrum, a finite but arbitrary large number
of harmonics are resonant with the chain [G13]. The study of this more delicate regime requires
some new idea.
The paper is organised as follows. In Sections 2 and 3 we prove the main theorem. The strategy
of our proof consists of two steps. First in Section 2 we find a periodic solution of (1.14), analytic
in h. This is achieved by expanding the resolvent of the operator W∞ in powers of h/ω. The case
V0 6= 0 is simpler. When the potential has zero average, the oscillating eigenvalue crosses the band,
giving rise to resonances. We take care of these by an appropriate renormalisation. This part of
our analysis is much in the spirit of trees formalism, first developed for KAM theory in [E96]. The
linearity of the problem allows us to deal with linear trees, which we call reeds. In Section 3 we show
that the solution of (1.12) approaches the periodic solution constructed in Section 2 as t0 → −∞.
We give the explicit rate of convergence, which is determined by the asymptotic behaviour of the
Bessel function J0. The non-degenerate case is easier to treat and the proof, long but direct, is
only sketched. The moderately resonant regime is more delicate and is presented in detail. Indeed
in that case the resonances give two possible bad effects that we have to avoid: first, as in Section
2, the single terms of the expansions can be divergent; second even if regularised, the resonances
could in principle kill the desired decay in time, which depends indeed on the time oscillations.
We attach two appendices, whose results are heavily employed in Section 3. In Appendix A many
useful oscillatory integrals are explicitly computed; in Appendix B we present a separate proof of
the main theorem as h = 0.
Acknowledgements We thank G. Gallavotti for suggesting the problem and G. Gentile, A.
Giuliani and B. Schlein for some stimulating discussions. This paper has been written as L.C. was
Canada Research Chair Postdoctoral fellow at McMaster University. L.C. was partly supported
by the NSF grant DMS-1500943. G.G. was supported by the Swiss National Science Foundation
through the grant “Effective equations from quantum dynamics”.
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2 The asymptotic solution
Now we concentrate on the solution of (1.14). It will be helpful to set
α :=
g
ω
, γ :=
h
ω
,
although will use this notation only in this section. We want to prove the following result.
Proposition 2.1. Let γ small enough, and either (a) or (b) hold. Then there exists a periodic
solution to (1.9) with frequency ω analytic in γ.
2.1 Formal set up
Let us consider the change of variables ϕ := ωt, so that equation (1.9) (in spatial Fourier variables)
becomes
i∂ϕψ(ξ, ϕ) =− αξψ(ξ, ϕ) + (V0 + γV (ϕ))ψ(ξ, ϕ)
− α
∫ ϕ
−∞
dϕ′J1
( g
ω
(ϕ− ϕ′)
)
ei
ξ
ω
(ϕ−ϕ′)(V0 + γV (ϕ′))ψ(ξ, ϕ′) ,
(2.1)
and (1.14) becomes
ψ(ξ, ϕ) = 1− i
∫ ϕ
−∞
dϕ′J0 (α(ϕ− ϕ′)) eiαξ(ϕ−ϕ
′)(V0 + γV (ϕ
′))ψ(ξ, ϕ′) . (2.2)
Set
jk = j(k + αξ) :=
χ({ξ : |k + αξ| ≤ α})− iχ({ξ : |k + αξ| > α})√|(αξ + k)2 − α2| (2.3)
and note that each jk is singular for αξ + k ± α = 0.
Remark 2.2. Once α is fixed there is ε > 0 such that, for all k with |k| ≥ 2α+ ε one has
|jk(ξ)| ≤ 1√
2αε+ ε2
, (2.4)
uniformly in ξ. In particular, in the moderately resonant regime (1.15) the only divergence is for
k = 0, as we have
j0(ξ) =
1√
α2(1− ξ2) (2.5)
while
|jk(ξ)| =
∣∣∣∣∣ −i√(αξ + k)2 − α2
∣∣∣∣∣ ≤ 1√2ε , k 6= 0 . (2.6)
Let us now compute the asymptotic solution as a formal power series in γ
ψ =
∑
k≥0
γkψk , (2.7)
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where
ψ0 := 1 ,
ψk := W∞[ψk−1] .
(2.8)
Since the image via W∞ of a periodic function is periodic, each term of the series is a periodic
function of ϕ, so we can consider its Fourier expansion also in time. Using the fact that
(W∞u)k = jk
∑
n∈Z
Vk−nun , (ψ0)k = δ0,k ,
by direct computation we obtain
ψ1(ϕ) =
∑
n1∈Z
jn1Vn1e
in1ϕ ,
...
ψk(ϕ) =
∑
n1,...,nk∈Z
( k∏
i=1
jµiVni
)
eiµkϕ ,
(2.9)
where we denoted
µi = µ(n1, . . . , ni) :=
i∑
j=1
nj . (2.10)
In this way we obtained that the formal power series
ψ˜(ξ, ϕ; γ) : =
∑
µ∈Z
eiµϕψµ(ξ; γ) =
∑
µ∈Z
eiµϕ
∑
N > 0
(−iγ)NψN,µ(ξ)
=
∑
µ∈Z
eiµϕ
∑
N > 0
∑
n1,...,nN∈Z
µN=µ
(−iγ)N
( N∏
i=1
jµi(ξ)Vni
)
,
(2.11)
solves (1.9) at each order γ. Thus the uniform convergence of the series (2.11) for γ small enough
will provide a well defined solution of (1.9). To achieve this goal we shall present a graphical
representation for the coefficients ψN,µ in (2.11) and use such representation as a tool to simplify
the computations leading to the appropriate bounds, which in turn entail the convergence of the
series.
2.2 Reeds expansion
Here we introduce the graphical formalism which will allow us to deduce the convergence of the
formal series (2.11); such formalism has been used plenty of times both in theoretical and mathe-
matical physics. In the context of KAM theory it was originally introduced by Gallavotti in [G94],
inspired by a pioneering result obtained by Eliasson in [E86] (published in [E96]) and thereafter
has been used in many other related papers; see [Ge10] for a review.
Since our problem is linear, we deal with linear trees, or reeds.
An oriented tree is a graph with no cycle, such that all the lines are oriented toward a single
point (the root) which has only one incident line (called root line). All the points in a tree except
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the root are called nodes. A reed is a linear tree, i.e. a tree in which each node has exactly two
incident lines. Note that in a reed the orientation induces a natural total ordering () on the set
of the nodes N(ρ). Moreover, since a line ℓ may be identified by the node v which it exits, we have
a natural total ordering also on the set of lines L(ρ).
Given a reed ρ we associate labels with each node and line as follows. We associate with each
node v a mode label nv ∈ Z and with each line ℓ a momentum µℓ ∈ Z with the constraint
µℓ =
∑
v≺ℓ
nv . (2.12)
Note that (2.12) above is a reformulation of the constraint (2.10). We call order of a reed ρ the
number of nodes with non-zero mode in it and total momentum of a reed the momentum associated
with the root line. ΘN,µ denotes the set of reeds of order N and total momentum µ.
We then associate with each node v a node factor
Fv = Vnv (2.13)
and with each line ℓ a propoagator
Gℓ = jµℓ(ξ) , (2.14)
so that we can associate with each reed ρ a value as
Val(ρ) =
( ∏
v∈N(ρ)
Fv
)( ∏
ℓ∈L(ρ)
Gℓ
)
. (2.15)
For any ρ ∈ ΘN,µ we can rewrite (2.15) as
Val(ρ) =
N∏
i=1
FviGℓi , (2.16)
where vi, ℓi are the i-th node and line respectively. Clearly
ψN,µ =
∑
ρ∈ΘN,µ
Val(ρ) . (2.17)
2.3 The renormalisation procedure
We pass now to illustrate the renormalisation separately for the two regimes.
2.3.1 The non-degenerate case
By Remark 2.2 the only dangerous reeds are those containing a line ℓ with momentum |µℓ| ≤ 2α
since otherwise the propagators are easily bounded: we call singular lines such lines and regular
the others. Since the average of the potential is not zero we may have two lines carrying the same
momentum attached to the same node (having zero mode by the conservation law (2.12)): in this
case we say that the two lines are connected. Let ΘRN,µ denote the set of renormalised reeds i.e.
reeds in which no pair of connected lines appear. We define
jRµ (ξ) :=
jµ(ξ)
1− iV0jµ(ξ) (2.18)
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and for any ρ ∈ ΘRN,µ let us define the renormalised value of ρ as
ValR(ρ) :=
N∏
i=1
FviGRℓi , (2.19)
where
GRℓi = jRµ (ξ) . (2.20)
We easily see that formally
jRµ (ξ) = jµ(ξ)
∑
p≥0
(−iV0jµ(ξ))p ,
and since for a renormalised reed the order coincides with the number of nodes (and hence lines),
setting
ψRµ (ξ; γ) :=
∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,µ
ValR(ρ) (2.21)
formally we have
ψµ(ξ; γ) = ψ
R
µ (ξ; γ) .
The advantage is that for the propagators (2.18) we have the bound
|jRµ (ξ)| ≤

1√
2αε+ ε2
|µ| ≥ 2α+ ε,
|V0|−1 |µ| < 2α+ ε.
(2.22)
Therefore
|ValR(ρ)| =
( ∏
v∈N(ρ)
|Fv|
)( ∏
ℓ∈L(ρ)
|Gℓ|
)
≤
(
C0e
−σ∑v∈N(ρ) |nv|
)( ∏
ℓ∈L(ρ)
|Gℓ|
)
≤ CN0 C−N1 e−σ
∑
v∈N(ρ) |nv | ≤ (C0C−11 )Ne−σ|µ| ,
(2.23)
which implies
|ψRµ (ξ; γ)| ≤
∑
N≥1
γN (C0C
−1
1 )
Ne−σ|µ|/2 (2.24)
and we see that there is a constant C1 > 0 such that the series above converges for
γ ≤ C−10 C1 . (2.25)
This means that the function
ψR(ϕ; ξ, γ) :=
∑
µ∈Z
eiµϕψRµ (ξ; γ) , (2.26)
is well defined, uniformly bounded for ξ ∈ [−1, 1] and γ satisfying (2.25) and analytic for ϕ ∈ T.
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2.3.2 The moderately resonant regime
Anew by Remark 2.2 the only dangerous reeds are those containing a zero-momentum line, thus
we need to provide a suitable renormalisation only for such reeds. We say that a line ℓ is regular
if µℓ 6= 0, otherwise it is singular. Since V0 = 0, the order coincides with the number of nodes
and moreover two singular lines cannot be connected; however it is possible that there is only one
regular line between two singular lines: in such a case we shall say that the two singular lines are
consecutive. Given two consecutive singular lines ℓ1, ℓ2 we call link the line ℓ between ℓ1 and ℓ2,
and we say that the link has size n ≥ 1 if |µℓ| = n. Note that by the conservation law (2.12) a link
can have only momentum µℓ 6= 0.
For all n ∈ Z \ {0} set
jn(ξ) := jn(ξ) + j−n(ξ) . (2.27)
Given a reed ρ with a link ℓ0 of size n, let ρ
′ be the reed obtained by exchanging the modes
of the nodes ℓ0 enters and exits respectively, so that µℓ0 is replaced with −µℓ0 ; note that this
replacement effects only the propagator of the link, while the product of all the node factors and
the other propagators is the same. In other words we have
Val(ρ) + Val(ρ′) =
( ∏
v∈N(ρ)
Fv
)( ∏
ℓ∈L(ρ)\{ℓ0}
Gℓ
)(
jµℓ0 (ξ) + j−µℓ0 (ξ)
)
=
( ∏
v∈N(ρ)
Fv
)( ∏
ℓ∈L(ρ)\{ℓ0}
Gℓ
)
jn(ξ) .
(2.28)
If we perform this procedure for all reeds, we can rewrite (2.17) as
ψN,µ =
∑
ρ∈Θ∗
N,µ
Val∗(ρ) , (2.29)
where Θ∗N,µ is the set of reeds with order N and total momentum µ in which the links have only
positive momentum and their propagators are replaced by jn(ξ) in (2.27). We are now ready to
perform the renormalisation procedure.
Denote by ΘRN,µ the set of reeds in which no link appears, set j
R0
0 (ξ) := j0(ξ) and for n ≥ 1
define recursively
jRn0 (ξ) :=
j
Rn−1
0 (ξ)
1 + γ2|Vn|2jn(ξ)jRn−10 (ξ)
. (2.30)
Remark 2.3. Note that
jRn0 (ξ) =
j0(ξ)
1 + γ2(
∑n
p=1 |Vp|2jp(ξ))j0
so that we can define
jR0 (ξ) = lim
n→∞
jRn0 (ξ) =
j0(ξ)
1 + γ2(
∑
p≥1 |Vp|2jp(ξ))j0(ξ)
. (2.31)
Since γ2(
∑
p≥1 |Vp|2jp(ξ)) is purely imaginary while j0(ξ) is real, the limit in (2.31) is well defined
and moreover using (2.6) one has
|jR0 (ξ)| ≤ (γ2
∑
p≥1
|Vp|2|jp(ξ)|)−1 ≤
√
2ε
γ2‖V ‖2L2
. (2.32)
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For any ρ ∈ ΘRN,µ let us define the renormalised value of ρ as
ValR(ρ) =
N∏
i=1
FviGRℓi , (2.33)
where
GRℓi =
{
jµℓi (ξ), µℓi 6= 0 ,
jR0 (ξ), µℓi = 0 .
(2.34)
Remark 2.4. Note that by construction in a renormalised reed with N nodes one can have at most
N/3 lines carrying zero-momentum: indeed between two zero-momentum line there must be at least
two nonzero-momentum lines.
As in the non-degenerate case, setting
ψRµ (ξ; γ) :=
∑
N≥1
(−iγ)N
∑
ρ∈ΘR
N,µ
ValR(ρ)ψ0(ξ) , (2.35)
it is, again formally
ψµ(ξ; γ) = ψ
R
µ (ξ; γ) .
Moreover, using Remark 2.4 we have
|ValR(ρ)| =
( ∏
v∈N(ρ)
|Fv|
)( ∏
ℓ∈L(ρ)
|Gℓ|
)
≤
(
C0e
−σ∑v∈N(ρ) |nv|
)( ∏
ℓ∈L(ρ)
|Gℓ|
)
≤ e−σ
∑
v∈N(ρ) |nv|
( √
2ε
γ2‖V ‖2L2
)N/3(
1√
2ε
)2N/3
≤
(
C0
C2(2ε)1/6
)N
γ−2N/3e−σ|µ| ,
(2.36)
which implies that there exists a constant C2 > 0 such that
|ψRµ (ξ; γ)| ≤
∑
N≥1
γN/3
(
C0
C2(2ε)1/6
)N
e−σ|µ|/2 (2.37)
and we see that the series above converges for
γ ≤ (C−10 C2(2ε)6)3 . (2.38)
This means that the function
ψR(ϕ; ξ, γ) :=
∑
µ∈Z
eiµϕψRµ (ξ; γ) , (2.39)
is well defined, uniformly bounded for ξ ∈ [−1, 1] and γ satisfying (2.38) and analytic for ϕ ∈ T.
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2.4 The asymptotic solution
From the previous discussion we obtained the convergence of the series
ψR(ϕ; ξ, γ) :=
∑
µ∈Z
eiµϕψRµ (ξ; γ) (2.40)
in both the non-degenerate case and the perturbative regime. We complete our proof of Proposition
2.1 showing that the function ψR(ϕ; ξ, γ) is in fact a solution of the equation (2.2). This is essentially
a straightforward computation.
First we notice that the difference between (2.21) and (2.35) is only in the definition of the set
ΘRN,µ and the explicit expression of the renormalised propagators. Indeed using either (2.21) or
(2.35) (depending on the case) into (2.2) we get[ ∫ ϕ
−∞
dϕ′J0 (α(ϕ− ϕ′)) eiαξ(ϕ−ϕ
′)(V0 + iγV (ϕ
′))ψR(ϕ′; ξ, γ)
]
µ
=
∑
N≥0
(−iγ)N
∑
ρ∈ΘR
N,µ
ValR(ρ)ψ0(ξ)
= ψ0(ξ)−
∫ ϕ
−∞
dϕ′J0 (α(ϕ − ϕ′)) eiαξ(ϕ−ϕ
′)(V0 + iγV (ϕ
′))×
×
∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,µ
ValR(ρ)ψ0(ξ)
=
(
1 +
∑
N≥1
(−iγ)N
∫ ϕ
−∞
dϕ′J0 (α(ϕ− ϕ′)) eiαξ(ϕ−ϕ
′)(V0 + iγV (ϕ
′))×
×
∑
ρ∈ΘR
N,µ
ValR(ρ)
)
ψ0(ξ) ,
(2.41)
which means that the coefficients must satisfy∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,µ
ValR(ρ) =
=
∑
N≥1
(−iγ)N
∫ ϕ
−∞
dϕ′J0 (α(ϕ − ϕ′)) eiαξ(ϕ−ϕ
′)(V0 + iγV (ϕ
′))
∑
ρ∈ΘR
N−1,µ
ValR(ρ) .
(2.42)
On the other hand the r.h.s. in (2.42) equals∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,µ
ValR(ρ)
where Θ
R
N,µ is the set of reeds whose root line may exits a zero-mode node (in the non-degenerate
case) or the line immediately preceding the root line may be a link (in the perturbative regime).
We study separately the two cases.
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2.4.1 The non-degenerate case.
In this case the root line of a reed has to be renormalised only if it exits a zero-mode node.
Concerning the case |µ| < 2α+ ε, equation (2.42) reads
ψRµ (ξ; γ) =
∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,µ
ValR(ρ) . (2.43)
Let us split
Θ
R
N,µ = Θ˜
R
N,µ ∪ ΘˆRN,µ (2.44)
where ΘˆRN,µ is the set of reeds such that the root line exits a node carrying zero mode and Θ˜
R
N,µ
are all the others reeds in Θ
R
N,µ: note that if ρ ∈ Θ˜RN,µ then all the lines in ρ are renormalised.
Therefore we have∑
N≥1
(−iγ)N
∑
ρ∈Θ˜RN,µ
ValR(ρ) = −iγjµ(ξ)
∑
Vµ1ψ
R
µ2(ξ; γ) (2.45)
and ∑
N≥1
(−iγ)N
∑
ρ∈ΘˆR
N,0
ValR(ρ) = −iγj0(ξ)
∑
µ∈Z\{0}
(iγ)2Vµj−µ(ξ)V−µψRµ (ξ; γ) , (2.46)
so that summing together (2.49) and (2.50) we obtain ψR0 (ξ; γ).
2.4.2 The moderately resonant regime.
In this case the root line of a reed has to be renormalised only if it carries zero momentum, thus
for µ 6= 0 we see immediately that (2.42) holds.
Concerning the case µ = 0, equation (2.42) reads
ψR0 (ξ; γ) =
∑
N≥1
(−iγ)N
∑
ρ∈ΘRN,0
ValR(ρ) . (2.47)
Let us split
Θ
R
N,0 = Θ˜
R
N,0 ∪ ΘˆRN,0 , (2.48)
where Θ˜RN,0 is the set of reeds in which no link appears while Θˆ
R
N,0 are the reeds such that the line
immediately preceding the root line is a link. Therefore we have∑
N≥1
(−iγ)N
∑
ρ∈Θ˜R
N,0
ValR(ρ) = −iγj0(ξ)
∑
µ∈Z\{0}
V−µψRµ (ξ; γ) (2.49)
and ∑
N≥1
(−iγ)N
∑
ρ∈ΘˆRN,0
ValR(ρ) = −iγj0(ξ)
∑
µ∈Z\{0}
(iγ)2Vµj−µ(ξ)V−µψRµ (ξ; γ) , (2.50)
so that summing together (2.49) and (2.50) we obtain ψR0 (ξ; γ).
This concludes the proof of Proposition 2.1.
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Remark 2.5. As anticipated in the introduction, the solution in the moderately resonant regime
exhibits a non-zero mode even though the forcing has vanishing average, as it can be directly verified
by (2.47). Since Θ
R
N,0 is non empty as N > 2, the average of the solution is O
(
h2
ω2
)
.
3 Finite time analysis
To conclude the proof of Theorem 1.2, we need to show that the solution for finite t0 is asymptotic
as t0 →∞ to ψ∞(ξ, t). More precisely, the goal of this section is to prove the following proposition.
Proposition 3.1. For any t ∈ R, ξ ∈ [−1, 1] one has
lim
t0→−∞
√
t− t0|ψ∞(ξ, t)− ψt0(ξ, t)| <∞. (3.1)
We need some preliminary considerations. It is convenient to define
∆t0(t, ξ) := ψ∞(ξ, t)− ψt0(ξ, t) . (3.2)
Note that as a difference of two analytic functions, ∆ is analytic in h. Thus there is a sequence of
functions {∆k}k∈N0 such that
∆ =
∑
j > 0
(ih)j∆j . (3.3)
Combining (1.12) and (1.14) we get
(1+ iW∞)ψ∞(ξ, t) = (1+ iWt0)ψt0(ξ, t) ,
thus ∆t0(t, ξ) satisfies
(1+ iWt0)∆t0(ξ, t) = −iq[0](ξ, t, t0, ω) , (3.4)
with
q[0](ξ, t, t0, ω) :=
∫ t0
−∞
dτJ0(g(t− τ))eiξ(t−τ)(V0 + ihV (τ))ψ∞(ξ, τ) . (3.5)
Let us now look at q[0](t, t0, ξ, ω). Expanding in Fourier series we get
q[0](t, t0, ξ, ω) = V0
∑
k∈Z
ψˆke
iωkt
∫ ∞
t−t0
dτJ0(gτ)e
i(ξ−ωk)τ
+ h
∑
µ,k∈Z
ψˆµVˆke
iω(µ+k)t
∫ ∞
t−t0
dτJ0(gτ)e
i(ξ−ω(µ+k))τ
=
∑
n∈Z
(
V0ψˆn + h(ψˆ
∞ ∗ Vˆ )n
)
eiωnt
∫ ∞
t−t0
dτJ0(gτ)e
i(ξ−ωn)τ .
Therefore the function q[0](t, t0, ξ, ω) can be written as
q[0](t, t0, ξ, ω) =
∑
n∈Z
eiωntq[0]n (t, t0, ξ, ω) , (3.6)
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with
q[0]n (t, t0, ξ, ω) :=
(
V0ψn + h(ψ∞ ∗ Vˆ )n
)∫ ∞
t−t0
dτJ0(gτ)e
i(ξ−ωn)τ . (3.7)
We first study the decay properties of q[0](ξ, t, t0, ω).
Lemma 3.2. There exists a bounded function r˜(t, t0, ξ, ω) such that
− iq[0]n (t, t0, ξ, ω) = (ψ∞,n − δn0ψ0)
[ ∑
σ=±1
ei(ξ−ωn+σ)(t−t0)r˜(t, t0, ξ, ω)√
t− t0
+O
(
1
t− t0
)]
. (3.8)
Proof. By (3.7) we see that apparently the integral on the r.h.s. may have some divergences, but
these are in fact suppressed by ψ∞. Indeed we observe
δn0 = ψ∞,n +
(
iV0ψn + ih(ψ∞ ∗ Vˆ )n
)∫ ∞
0
dτJ0(gτ)e
i(ξ−ωn)τ .
Both the terms of this equality are finite uniformly in ξ. In fact the r.h.s. is regular for all ξ ∈ [−g, g]
except a finite set of values In(ω). Thus we can write for any ξ ∈ [−1, 1] \ In(α)
iV0ψn + ih(ψ ∗ Vˆ )n = −(ψ∞,n − δn0)
(∫ ∞
0
dτJ0(gτ)e
i(ξ−ωn)τ
)−1
.
Now we plug the last equality into (3.7) obtaining
− iq[0]n (t, t0, ξ, ω) = (ψ∞n − δn,0)
∫∞
t−t0 dτJ0(gτ)e
i(ξ−ωn)τ∫∞
0 dτJ0(gτ)e
i(ξ−ωn)τ . (3.9)
This is a well defined expression for ξ ∈ (−g, g). Moreover, thanks to (A.11) and (A.17), we can
extend by continuity to ξ ∈ In(α), obtaining (3.8).
Remark 3.3. Since ψ∞ is analytic, all the q
[0]
n are exponentially small in n. Therefore we readily
get the overall decay
q[0](t, t0, ξ, ω) = O
(
1√
t− t0
)
.
The non-degenerate case can be discussed as follows. Set
W˜t0f :=
∫ t
t0
dt′J0(g(t− t′))eigξ(t−t
′)V (ωt′)f(ξ, t′) ,
so that, using (B.1), we get Wt0 = iV0W¯t0 + ihW˜t0 . By (3.9), also q
[0] is analytic in h, with
q[0] =
∑
j > 0
(ih)jq[0],j . (3.10)
The last equality must be understood as a definition of the q[0],j, with each of these functions
decaying for large t0 according to Lemma 3.2.
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Plugging (3.3) and (3.10) into (3.2) and using the resolvent identity (which can be directly
verified to hold for h small enough) we get the following sequence of equations{
(1+ iV0W¯t0)δ
0 = q[0],0 ,
(1+ iV0W¯t0)δ
k = q[0],k − iW˜t0∆k−1 , k > 1 .
(3.11)
The study of these equations can be carried out in analogy to what was done in Appendix
B (from (B.5) onward), with the aid of the forthcoming analysis of the moderately resonant case
to control the operator W˜t0 . However a detailed exposition would bring fairly long computations
bearing nothing new with respect to Section 2 and we prefer to omit it. The conclusion is that
∆k = O
(
1√
t−t0
)
for all k ≥ 1, therefore also ∆ is so. This proves Proposition 3.1 in the non-
degenerate case.
Let us now discuss in detail the case V0 = 0. Since Wt0 is compact for any finite t0, we can
invert (3.4) by Neumann series:
∆t0(ξ, t) = (1+ iWt0)
−1(−ihq[0](ξ, t, t0, ω)) = −
∑
k > 0
(ih)k+1W kt0q
[0](ξ, t, t0, ω) . (3.12)
We set for brevity
q[k](ξ, t, t0, ω) :=W
k
t0q
[0](ξ, t, t0, ω) .
The same decomposition of q[0](ξ, t, t0, ω) is extended to any q
[k](ξ, t, t0, ω) by a similar calculation.
Lemma 3.4. For any k > 0. Then
q[k](ξ, t, t0, ω) =
∑
n∈Z
einωtq[k]n (ξ, t, t0, ω) ,
with the functions q
[k]
n (ξ, t, t0, ω) for k > 1 recursively defined as
q[k]n (ξ, t, t0, ω) :=
∫ t−t0
0
dt′J0(gt′)ei(ξ−ωn)t
′
(Vˆ ∗ q[k−1])n(t− t′, t0, ξ, ω) .
Proof. We apply Wt0 to q
[0] and get
q[1](ξ, t, t0, ω) =
∫ t−t0
0
dt′J0(gt′)eiξt
′
V (t− t′)q[0](ξ, t− t′, t0, ω)
=
∑
n,m∈Z
eiω(n+m)t
∫ t−t0
0
dt′J0(gt′)ei(ξ−ω(n+m))t
′
Vˆmq
[0]
n (ξ, t− t′, t0, ω)
=
∑
n∈Z
eiωnt
∫ t−t0
0
dt′J0(gt′)ei(ξ−ωn)t
′
(Vˆ ∗ q[0])n(ξ, t− t′, t0, ω) . (3.13)
In the same way we get the proof for all k > 1.
Lemma 3.5. One has
q[k+1]n (t, t0, ξ, ω) =
∑
m∈Z
σ,σ′=±1
(Vˆ ∗kψ∞)mVˆn−mei(ξ−ωn+σ
′)(t−t0)fσ′(ω(n−m)t′+σ, t−t0)+O
(
1
t− t0
)
.
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Proof. We perform the proof by induction on k. For k = 1 we use (3.8) into (3.13) and we get
q[1]n (t, t0, ξ, ω) =
∫ t−t0
0
dt′J0(gt′)ei(ξ−ωn)t
′
(Vˆ ∗ q[0])n(ξ, t− t′, t0, ω)
=
∑
m∈Z
σ=±1
(Vˆ ∗ ψ∞)mVˆn−mei(ξ−ωm+σ)(t−t0)
∫ t−t0
0
dt′
J0(gt
′)√
t− t′ − t0
e−i(ω(n−m)t
′+σ)t′
+ O
(
1
t− t0
)
=
∑
m∈Z
σ,σ′=±1
(Vˆ ∗ ψ∞)mVˆn−mei(ξ−ωn+σ
′)(t−t0)fσ′(ω(n−m)t′ + σ, t− t0) (3.14)
+ O
(
1
t− t0
)
.
Here the oscillatory integral is estimated by Lemma A.6. Note that the phase factor in (3.14)
is the same as the one appearing in (3.8). Therefore an analogous argument for k > 2 (in virtue of
Lemma 3.4) proves that if
q[k]n (t, t0, ξ, ω) =
∑
m∈Z
σ,σ′=±1
(Vˆ ∗k−1ψ∞)mVˆn−mei(ξ−ωn+σ
′)(t−t0)fσ′(ω(n−m)t′+σ, t− t0)+O
(
1
t− t0
)
then
q[k+1]n (t, t0, ξ, ω) =
∑
m∈Z
σ,σ′=±1
(Vˆ ∗kψ∞)mVˆn−mei(ξ−ωn+σ
′)(t−t0)fσ′(ω(n−m)t′+σ, t−t0)+O
(
1
t− t0
)
.
Therefore the assertion follows.
Proof of Proposition 3.1. We want to prove that |∆| = O
(
1√
t−t0
)
. We will use the decomposition
(3.12) which gives
∆ = ih
∑
k > 0
(ih)kq[k].
The boundedness of each q[k](t, t0, ξ, ω) is given by the analyticity property of V and ψ∞. Moreover
a standard convolution estimate gives
|q[k](t, t0, ξ, ω)| . Ck0 ,
uniformly in ω, ξ. This yields the convergence of the series (3.4) at fixed t, t0 for h sufficiently small
as in Proposition 2.1 (see (2.38)). Finally, the terms in which ω(n −m)t′ + σ is equal to ±1 are
vanishing since Vˆ0 = 0. So, having in mind Lemma A.6 we get the desired behaviour O
(
1√
t−t0
)
of
each q[k] and hence of ∆, uniformly in ω, ξ.
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A Some oscillatory integrals
In this appendix we present explicit computations of some one-dimensional oscillatory integrals
which are used in the paper. Recall the definition of the Fourier and Hilbert transforms F and
H in (1.10). To lighten the notation, we convey henceforth that every time 1t appears, it will be
understood in the sense of principal value.
We start by recalling the following elementary identity holding for any a > 0:∫ a
0
dteiτt =
sin aτ
τ
+ i
1− cos aτ
τ
. (A.1)
Set for brevity
sinc τ :=
sin τ
τ
, cosc τ :=
1− cos τ
τ
,
and recall that t−1 − cosc(at) − i sinc(at) = e−iatt tends to ∓iπδ(t) as a → ±∞ in the sense of
distributions. Moreover as a→∞ (A.1) gives the Fourier transform (modulo a factor √2π) H>(τ)
of the Heaviside function χ(t > 0), that is
H>(τ) :=
∫ ∞
0
dt
2π
eiτt =
1
2
δ(τ) +
i
2πt
, (A.2)
where the above equality must be obviously understood in a weak sense. Let us denote
H<(τ) := F [1{t<0}](τ), H≷a (τ) := F [1{t≷0}](τ) (A.3)
and note that H<(τ) = H>(−τ) andH≷a (τ) = eiτaH≷(τ). A worth feature of the Hilbert transform
is that it acts as a Fourier multiplier:
H [eiτt] =
√
2
π
eiτt
(
F
[
1
(·)
]
(τ)
)∗
= −ieiτt sign τ , (A.4)
since we choose
F
[
1
(·)
]
(τ) = i
√
π
2
sign τ .
as normalizing factor. Using the notation of Section 2 we set fa := fe
−iat. Our first result is the
following.
Lemma A.1. Let f ∈ L1loc(R), a ∈ R. We have
H
[
e−iat
t
f(t)
]
= − i√
2πt
(F [f ] ∗ sign)(a)− πeiatδ(t)f(t) +
(
e2iat
t
)
H [fa] . (A.5)
Proof. First we note that
F
[
e−ia(·)
(·)
]
(τ) = i
√
π
2
sign(τ + a) .
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Then
−H
[
e−iat
t
f(t)
]
= −
√
π
2
∫
R
dτ√
2π
∫
R
dτ ′√
2π
i sign(τ + a)F [f ](τ ′)H
[
e−i(τ+τ
′)t
]
=
√
π
2
∫
R
dτ√
2π
∫
R
dτ ′√
2π
sign(τ + a) sign(τ + τ ′)F [f ](τ ′)e−i(τ+τ
′)t .
We split the integral into several pieces with definite sign
−
√
2
π
H
[
e−iat
t
f(t)
]
=
∫ +∞
a
dτ ′√
2π
F [f ](τ ′)
∫ ∞
−a
dτ√
2π
e−i(τ+τ
′)t +
∫ +∞
a
dτ ′√
2π
F [f ](τ ′)
∫ −τ ′
−∞
dτ√
2π
e−i(τ+τ
′)t
−
∫ ∞
a
dτ ′√
2π
F [f ](τ ′)
∫ −a
−τ ′
e−i(τ+τ
′)t +
∫ a
−∞
dτ ′√
2π
F [f ](τ ′)
∫ −a
−∞
dτe−i(τ+τ
′)t
+
∫ a
−∞
dτ ′√
2π
F [f ](τ ′)
∫ ∞
−τ ′
dτe−i(τ+τ
′)t −
∫ a
−∞
dτ ′√
2π
F [f ](τ ′)
∫ −τ ′
−a
e−i(τ+τ
′)t
=
∫ +∞
a
dτ ′F [f ](τ ′)e−iτ
′t
(
2eiatH< + eiτ
′t(H> −H<)
)
+
∫ a
−∞
dτ ′F [f ](τ ′)e−iτ
′t
(
2eiatH> − eiτ ′t(H> −H<)
)
.
Using (A.2) we have
2eiatH<
∫ +∞
a
dτ ′F [f ](τ ′)e−iτ
′t + 2eiatH>
∫ a
−∞
dτ ′F [f ](τ ′)e−iτ
′t
=
√
2πeiatδ(t)f(t) − 1
π
p. v.
(
eiat
τ
, ·
)∫
R
dτ ′F [f ](τ ′)e−iτ
′ti sign(τ ′ − a)
=
√
2πeiatδ(t)f(t) −
√
2
π
1
π
p. v.
(
eiat
t
, ·
)(
f ∗ e
ia(·)
(·)
)
(t) .
Furthermore ∫ +∞
a
dτ ′F [f ](τ ′)(H> −H<)−
∫ a
−∞
dτ ′F [f ](τ ′)(H> −H<)
= p. v.
(
i
πt
, ·
)
(F [f ] ∗ sign)(a) .
Recollecting all the terms we obtain (A.5).
Remark A.2. Formula (A.5) has two interesting upshots:
i) as a→ ±∞ the second and the third summand vanish and we recover
H [δf ](t) = ± p. v. f(0)
πt
, (A.6)
which can be obtained by the very definition of Hilbert transform.
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ii) as a = 0 we get
H
[
f
(·)
]
(t) = p. v.
H [f ]−H [f ](0)
t
− πδ(t)f(t) . (A.7)
If f(t) is constant (say f = 1) then
H
[
1
(·)
]
(t) = −πδ(t) . (A.8)
Finally from (A.7) using (A.8) we obtain
H
[
f(0)− f
(·)
]
(t) = −π(f(0)− f(t))δ(t) + p. v. H [f ](0)−H [f ](t)
t
. (A.9)
As t → 0 the last equation gives the usual derivation rule of the Hilbert transform H [f ]′ =
H [f ′] (see for instance [K09]).
Now we pass to examine some integrals involving the Bessel function J0, defined through
J0(x) =
∫ π
−π
dθ
π
ei cos θx . (A.10)
We have
Lemma A.3. Let a, τ ∈ R. It holds∫ ∞
0
dtJ0(t)e
iτt =
χ(|τ | 6 1) + iχ(|τ | > 1)√
|1− τ2| , (A.11)∫ a
0
dtJ0(t)e
iτt =
∫ τ+1
τ−1
dx
π
a sinc(ax)√
1− (x − τ)2 + i
∫ τ+1
τ−1
dx
a cosc(ax)√
1− (x − τ)2 . (A.12)
Remark A.4. Note that the r.h.s. of (A.11) is not an integrable function and the above formula
cannot be interpreted as a Fourier transform. Indeed the Fourier transform takes into account only
the real part of (A.11), namely
J0(t) =
∫ 1
−1
eitτ dτ√
1− τ2 , F [J0] =
√
2
π
χ(|τ | < 1)√
1− τ2 .
Proof. Let us compute∫ ∞
0
dtJ0(t)e
iτt =
∫ π
−π
dθ
π
∫ ∞
0
dteit(τ+cos θ)
=
∫ π
−π
dθ
(
δ((τ + cos θ)) + p. v.
(
i
(τ + cos θ)
,
1
π
))
=
χ(|τ | 6 1)√
1− τ2
∫ π
−π
δ(θ − arccos τ) + δ(θ + arccos τ) (A.13)
+
i
π
p. v.
∫ τ+1
τ−1
1
x
√
1− (x− τ)2 . (A.14)
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The summand (A.13) is different from zero only if |τ | 6 1, where it is
2
χ(|τ | 6 1)√
1− τ2 ,
while (A.14) gives
i
π
p. v.
∫ τ+1
τ−1
1
x
√
1− (x− τ)2 = −
χ(|τ | 6 1)√
1− τ2 + i
χ(|τ | > 1)√
τ2 − 1 .
As for a <∞, comparing (A.1) and (A.2), we see that we can proceed likewise, simply replacing
respectively the Dirac δ-function and the principal value with sinc and− cosc and (A.12) follows.
Of course we can compute the value of any integral of the form∫ b
a
dtJ0(αt)e
iτt =
1
α
∫ αb
αa
dtJ0(t)e
i τ
α
t
by straightforward algebraic manipulations. In particular we can obtain the asymptotic behaviour
of some integrals useful in this paper. To this purpose, we recall the asymptotic expansion of J0
(see [GR07], 8.451 1)
J0(t) =
∑
j > 0
[
Jj+
eit
tj+1/2
+ Jj−
e−it
tj+1/2
]
, (A.15)
Jj± :=
(−1)[j/2]
2j+1
√
π
Γ(j + 1/2)
j!Γ(−j + 1/2)
(
1± i(−1)j) . (A.16)
We have the following result.
Lemma A.5. Let a > 0, τ ∈ R. One has∫ ∞
a
dtJ0(t)e
iτt =
1√
a
[
eiτa√
|1− τ2|
(
1− i
2
)(
eia
√
|1− τ | − e−ia
√
|1 + τ |
)
+ r(τ, a)
]
+O
(
1
a
√
1− τ2
)
,
(A.17)
where r(τ, a) is uniformly bounded in τ and a.
Proof. Since a > 0 we can use (A.15), (A.16), so that we have to evaluate integrals of the form∫ ∞
a
dt
ei(τ±1)t
tj+
1
2
, j > 0 .
We see immediately that for j > 1 there all these integrals are finite for any τ and one has∫ ∞
a
dt
ei(τ±1)t
tj+
1
2
= O
(
1
aj−
1
2
)
, τ -uniformly .
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Thus we set
r(τ, a) :=
∑
j > 1,
σ=±1
Jjσ
∫ ∞
a
dt
ei(τ+σ)t
tj+
1
2
(A.18)
and because of the rapid decay the Jjσ, we can readily check that it is bounded in τ, a.
So we are left with
R(a, τ) :=
1√
π
(
1 + i
2
∫ ∞
a
dt
ei(τ+1)t√
t
+
1− i
2
∫ ∞
a
dt
ei(τ−1)t√
t
)
. (A.19)
To check (A.17), we can use the explicit representation of the last integrals in terms of Fresnel
functions. Setting
s±(τ) := sign(τ + 1)
and using the asymptotic expansion of C(x) and S(x) (see [GR07], 8.255), we obtain
∫ ∞
a
dt
ei(τ±1)t√
t
=
√
2π
|τ ± 1|
(
1 + is(τ)
2
− C(
√
a|τ ± 1|)− is±(τ)S(
√
a|w ± 1|)
)
=
−is±(τ)√
a
eia(τ±1)√
|τ ± 1| + O
(
1
a
√
|τ ± 1|
)
. (A.20)
Note that for τ → ±1, C(
√
a|τ ± 1|), S(
√
a|τ ± 1|)→ 0 and then the integral diverges as |τ ±1|− 12 .
Thus we have
R(a, τ) =
eiτa√
a
√
|1− τ2|
(
1− i
2
)(
eia
√
|1− τ | − e−ia
√
|1 + τ |
)
+O
(
1
a
√
|1− τ2|
)
,
whence (A.17) follows.
Lemma A.6. Let a > 0, τ ∈ R. Then∫ a
0
dtJ0(t)
eiτt√
a− t =
∑
σ=±1
ei(τ+σ)a√
a
fσ(τ, a) +O
(
1
a
)
, (A.21)
where f is a bounded function for τ + σ 6= 0 and such that limτ→±1 fσ(τ, a) = π
√
a.
Proof. Choose any b ∈ (0, a) and split∫ a
0
dtJ0(t)
eiτt√
a− t =
∫ b
0
dtJ0(t)
eiτt√
a− t +
∫ a
b
dtJ0(t)
eiτt√
a− t . (A.22)
For the first integral in the r.h.s. we use (A.10) to get∫ b
0
dtJ0(t)
eiτt√
a− t =
∫ π
−π
dθ
π
ei(τ+cos θ)a
∫ a
a−b
dt
e−i(τ+cos θ)t√
t
=
1√
a
∫ π
−π
dθ
π
1− ei(τ+cos θ)
τ + cos θ
+ bO
(
1
a
)
,
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which is finite uniformly in τ .
Concerning the second integral in the r.h.s. of (A.22), we can use again the asymptotic expansion
of J0. We have to look at terms of the form∫ a
b
dt√
a− t
ei(τ±1)t
tj+
1
2
.
We set:
u1(a, τ) :=
∑
j > 1
σ=±1
Jjσ
∫ a
b
dt√
a− t
ei(τ+σ)t
tj+
1
2
,
u2(a, τ) :=
∑
σ=±1
J0σ
∫ a
b
dt√
a− t
ei(τ+σ)t√
t
,
so that ∫ a
0
dtJ0(t)
eiτt√
a− t = u1(a, τ) + u2(a, τ) +O
(
1√
a
)
.
It is easily verified that as j > 1 each term is O
(
1√
a
)
uniformly in τ . Therefore
sup
τ
|u1(τ, a)| <∞ ∀ a > 0 , lim
a→∞
√
a|u1(τ, a)| <∞ ∀ τ ∈ R .
For j = 0 we have a different behaviour determined by τ : as τ 6= ±1 the oscillations still give a
decay as a−
1
2 , but as τ = ±1 we get a finite contribution as a → ∞ and the explicit value of the
integral is π. This concludes the proof.
Finally we compute a combination of Hilbert and Fourier transform applied to J0.
Lemma A.7. It holds
H [F [J0]](τ) =
√
2
π
χ(|τ | > 1)√
τ2 − 1 . (A.23)
Proof. The computation is simple as it uses only (A.4) and the parity of J0. We have
H [F [J0]](τ) =
∫
R
dt√
2π
J0(t)H [e
iτt] = −i
∫
R
dt√
2π
J0(t) sign τ
=
√
2
π
∫ ∞
0
dtJ0(t) sin(τt) =
√
2
π
χ(|τ | > 1)√
τ2 − 1 .
As a byproduct of (A.23), since H 2 = −1, we have
H
[∫ ∞
0
dtJ0(t)e
iτt
]
(τ) = −iH
[∫ ∞
0
dtJ0(t)e
−iτt
]
(τ) . (A.24)
This concludes the proof.
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B Constant magnetic field
Here we analyse the situation in which h = 0 but V0 6= 0. As it is pointed out in [G15], the existence
and uniqueness of the solution for all times is given by the well established theory of time-dependent
Schro¨dinger operators (see for instance [N69]). Here we sketch a direct proof providing explicit rates
of convergence to the limiting dynamics.
Throughout this section 1/τ will be always intended in the sense of principal value, even when
not explicitly written. We set for brevity J˜(t; ξ) := J0(gt)e
iξt,
W¯t0f :=
∫ t
t0
dt′J˜(g(t− t′))f(ξ, t′) , W¯ f :=
∫ t
−∞
dt′J˜(g(t− t′))f(ξ, t′) ,
W¯ ct0 := W¯ − W¯t0 .
(B.1)
Note that W¯ is a one-side convolution. The asymptotic equation (1.14) in this case reads
(1+ iV0W¯t0)ψ(ξ, t) = 1 . (B.2)
Solving this equation is equivalent to solve the following sequence of integral equations (we are
simply using the resolvent identity (see e.g. [HP57], sect. 4.8) with the reminder that can be
verified to vanish as t− t0 →∞){
ψ0(ξ, t) = (1 + iV0j(ξ, 0))
−1 ,
(1+ iV0W¯ )ψk(ξ, t) = iV0W¯
c
t0ψk−1(ξ, t) , k > 1 .
(B.3)
Therefore we want to prove that for any k > 1 W ct0ψk−1 satisfies (B.7) and ψk is O
(
1√
t−t0
)
.
A central object of the analysis is
j(ξ, τ) :=
∫ ∞
0
J0(gt
′)ei(gξ+τ)t
′
=
χ(|gξ + τ | < g) + iχ(|gξ + τ | > g)√
g2 − (gξ + τ)2
(recall (A.11)). It is worth to stress that this is not the Fourier transform of J˜(t; ξ), but rather of
J˜(t; ξ)χ(t > 0), since
J (τ, ξ) := F [J˜(t; ξ)](τ, ξ) =
√
2
π
ℜ[j(ξ, τ)] , J (0, ξ) =
√
2
π
j(ξ, 0) . (B.4)
It is useful to write it as t0 →∞ for generic source terms:
(1+ iV0W¯ )ψ(ξ, t) = g(ξ, t) . (B.5)
By Fourier transform (B.5) becomes an algebraic relation:
(1 + iV0j(ξ, τ))F [ψ] = F [g] (B.6)
We notice that the operator 1+ iV0j(ξ, τ) is bounded and it vanishes at τ = gξ±
√
g2 + V 20 . Thus
the following result is achieved by simple Fourier inversion
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Proposition B.1. Assume∫
|F [g](ξ, τ)| <∞ ,
∫ |F [g](ξ, τ)|
|(τ − gξ +
√
g2 + V 20 )(τ − gξ −
√
g2 + V 20 )|
<∞ , (B.7)
uniformly in ξ ∈ [−1, 1]. Then there is a unique ψ(t; ξ) ∈ L2ξCt([−1, 1]×R) solving (B.5).
If (B.7) is not satisfied, but F [g](ξ, τ) = H>t0 ∗ f for f ∈ L1(R), where H> is defined in (A.2),
then there is a unique ψ(t; ξ) ∈ L2ξCt([−1, 1]× (t0,∞)) solving (B.5).
Remark B.2. For any ψ0(ξ) ∈ L2[−1, 1] and ξ0 ∈ [−1, 1], the function g(ξ, t) = eigξ0tψ0(ξ) satisfies
(B.7) (with possibly ξ0 = ξ), as F [g] = ψ0(ξ)δ(gξ0 − τ), and |ξ − ξ0| < 1 while
√
1 +
V 20
g2 > 1. In
particular the solution to (1.14) for h = 0 is given by
ψ0(ξ) =
1
1 + iV0j(ξ, 0)
.
Now let us denote χ
≷
t0(x) := χ(x ≷ t0) and
(W¯ ct0f)(ξ, t) :=
∫ ∞
t−t0
J˜(ξ, t′)f(t− t′)dt′ = χ>t0(t)(J˜ ∗ (fχ<t0))(t, ξ) . (B.8)
Note that
H>(τ) =
1
2
δ(τ) +
i
2π
p. v.
(
1
τ
, ·
)
, (B.9)
H<(τ) =
1
2
δ(τ) − i
2π
p. v.
(
1
τ
, ·
)
(B.10)
and
H≷ t0(τ) = e
iτt0H≷(τ) ,
where δ(τ) is the Dirac δ-function.
We set ft0 := e
−iτt0f and use the formula
(H
≷
t0 ∗ f) =
1
2
(
f ± ieiτt0H [ft0 ]
)
, (B.11)
where H [f ] is the Hilbert transform of f . The following lemma is crucial for the next computations.
Lemma B.3. We have
F [(W¯ ct0f)](ξ, τ) =
1
4
[JF [f ] + eiτt0H [JH [F [f ]t0 ]
+ ieiτt0 (H [JF [f ]t0 ]− JH [F [f ]t0 ])]
]
. (B.12)
Moreover there exist F,G,H linear functionals in L1loc(R), such that for any g ∈ L1loc(R) the
following holds:
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i) for F [f ](τ) = g(τ)δ(τ), defining
G[g](ξ, τ) := ig(0)
√
2
π
(j(ξ, 0)− j(ξ, τ)) (B.13)
H [g](ξ, τ) := (J (ξ, τ)g(τ) − J (ξ, 0)g(0)) + g(0)(J (ξ, 0)− J (ξ, τ))) (B.14)
and we have
F [(W¯ ct0f)](ξ, τ) =
eiτt0
4τ
G[g](τ) +
δ(τ)
4
H [g](τ) . (B.15)
ii) for F [f ](τ) = g(τ) e
iτt0
τ we have
F [(W¯ ct0f)](ξ, τ) =
eit0τ
4τ
F [g](τ)
with
F [g](ξ, τ) := πτδ(τ)J (ξ, τ)(H [g](τ)−H [g](0)) + J (ξ, τ)g(τ) − J (ξ, 0)g(0)
+ H [g](0)(H [J ](0)−H [J ](τ)) + H [JH [g]](τ) −H [JH [g]](0)
+ iJ (ξ, τ)(H [g](τ)−H [g](0)) + iH [J g](τ) −H [J g](0) .
(B.16)
Proof. To obtain (B.12) it suffices to note that
F [(W¯ ct0f)](ξ, τ) = H
>
t0(τ) ∗
[J (ξ, τ)(H<t0 ∗F [f ])(ξ, τ)] ,
and then apply repeatedly (B.11). Then, bearing in mind (A.6) and (A.8), starting by (B.12) a
straightforward computation gives
F [(W¯ ct0f)](ξ, τ) =
1
4
(
δ(τ)(J (ξ, τ)g(τ) − J (ξ, 0)g(0)) + ig(0)e
iτt0
τ
(J (ξ, 0)− J (ξ, τ))
− g(0)eiτt0H
[J (ξ, 0)− J (ξ, τ)
τ
])
. (B.17)
Now we use (A.9) and Lemma A.7 to get (B.15):
F [(W¯ ct0f)](ξ, τ) =
δ(τ)
4
(J (ξ, τ)g(τ) − J (ξ, 0)g(0)) + δ(τ)
4
πg(0)(J (ξ, 0)− J (ξ, τ)))
+
ig(0)
4
eiτt0
τ
(J (ξ, 0)− J (ξ, τ)) − g(0)
4
eiτt0
τ
(H [J ](0)−H [J ](τ))
=
δ(τ)
4
(J (ξ, τ)g(τ) − J (ξ, 0)g(0)) + δ(τ)
4
πg(0)(J (ξ, 0)− J (ξ, τ)))
+
ig(0)
4
eiτt0
τ
(J (ξ, 0)− J (ξ, τ)) + g(0)
4
eiτt0
τ
√
2
π
χ(|τ + gξ| > g)√
(gξ + τ)2 − g2 . (B.18)
By (B.4) the latter line is equal to H [g](ξ, τ).
Finally, once again starting from (B.12) we obtain the form of F [g] in (B.16) by a direct com-
putation which uses anew (A.8) and (A.6).
27
For k > 1 let us set υk(ξ, τ) := iV0F [(W¯
c
t0ψk−1)](ξ, τ) so that (B.3) becomes
F [ψk](ξ, τ) =
υk(ξ, τ)
1 + iV0j(ξ, τ)
. (B.19)
Since F [ψ0] = δ(τ)ψ0(ξ), a simple iteration of the previous lemma yields
υ1(ξ, τ) = (iV0)
eiτt0
τ
ψ0(ξ)
4
G[1](τ) ,
υ2(ξ, τ) = (iV0)
2 e
iτt0
τ
ψ0(ξ)
4
F
[
G[1]
1 + iV0j
]
(τ) ,
υ3(ξ, τ) = (iV0)
3 e
iτt0
τ
ψ0(ξ)
4
F
F
[
G[1]
1+iV0j
]
1 + iV0j
(τ)
 (τ) ,
υ4(ξ, τ) = (iV0)
4 e
iτt0
τ
ψ0(ξ)
4
F

F
[
F
[
G[1]
1+iV0j
]
1+iV0j
(τ)
]
1 + iV0j
 (τ) ,
...
The nested structure coming out the iterative scheme is clear. Now we wish to invert formula (B.19)
to obtain the ψk. The next result completes the study of the unperturbed solution.
Lemma B.4. For any k > 1 one has ψk(ξ, t) = O
(
1√
t−t0
)
.
Proof. We want to prove the lemma by induction on k. For k = 1 a direct computation yields∫
R
dτ√
2π
υ1e
itτ
1 + iV0j(ξ, τ)
= iV0(1 + iV0j(ξ, 0))
ψ(ξ)
4
√
2
π
∫
R
dτ√
2π
eiτ(t−t0)
τ
(
j(ξ, τ)
1 + iV0j(ξ, τ)
− j(ξ, 0)
1 + iV0j(ξ, 0)
)
.
Then we have
j(ξ, τ)
1 + iV0j(ξ, τ)
− J (ξ, τ)
1 + iV0J (ξ, τ) = iH
[ J (ξ, τ)
1 + iV0J (ξ, τ)
]
. (B.20)
The above identity can be proven first noting that
j(ξ, τ)
1 + iV0j(ξ, τ)
− J (ξ, τ)
1 + iV0J (ξ, τ) =
j(ξ, τ) − J (ξ, τ)
1 + iV0(j(ξ, τ) − J (ξ, τ)) .
Then writing explicitely
J (ξ, τ)
1 + iV0J (ξ, τ) =
χ(|τ + gξ| < g)√
g2 − (τ + gξ)2 + iV0
, (B.21)
j(ξ, τ) − J (ξ, τ)
1 + iV0(j(ξ, τ)− J (ξ, τ)) =
χ(|τ + gξ| > g)√
g2 − (τ + gξ)2 + iV0
, (B.22)
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we see that (B.20) follows by direct computation using (B.21) and (B.22) (see [K09], vol. 2). Note
that (B.21) is in L1, but its Hilbert transform is not. Nevertheless one has
j(ξ, τ)
1 + iV0j(ξ, τ)
=
(
H> ∗ J
1 + iV0J
)
(τ) .
Thus
F
−1
[
j(ξ, τ)
1 + iV0j(ξ, τ)
]
= χ(t > 0)F−1
[ J (ξ, τ)
1 + iV0J (ξ, τ)
]
,
and the second factor in the product on the r.h.s. is continuos, so the r.h.s. is continuous in R+.
Moreover
ψ1(ξ, t) = iV0(1 + iV0j(ξ, 0))
ψ(ξ)
4
√
2
π
F
−1
[
1
τ
(
j(ξ, τ)
1 + iV0j(ξ, τ)
− j(ξ, 0)
1 + iV0j(ξ, 0)
)]
(t− t0)
=
iV0
4
∫ ∞
0
dt′√
2π
sign(t− t0 − t′)F−1
[ J (ξ, τ)
1 + iV0J (ξ, τ)
]
(t′)
− iV0
4
∫ ∞
0
dt′√
2π
F
−1
[ J (ξ, τ)
1 + iV0J (ξ, τ)
]
(t′)
=
iV0
2
∫ ∞
t−t0
dt′√
2π
F
−1
[ J (ξ, τ)
1 + iV0J (ξ, τ)
]
(t′)
and the latter integral has a decay of order O
(
1√
t−t0
)
uniformly in ξ ∈ [−1, 1] because of (B.21).
From the last chain of equalities we deduce
F [ψ1](τ) = H
<
t0
J (ξ, τ)
1 + iV0J (ξ, τ) .
Therefore we assume inductively that there are two real constants ak, bk (a more precise computation
determines bk = V
k
0 ) such that
F [ψk](τ) = H
<
t0
χ(|τ | < ak)√
a2k − τ2 + ibk
,
which entails ψk(ξ, t) = O
(
1√
t−t0
)
. We set ςk(ξ, τ) := τe
−iτt0F [ψk](ξ, τ), so
υk+1(ξ, τ) = (iV0)
k+1 e
iτt0
τ
ψ0(ξ)
4
F [ςk](ξ, τ) .
Using (B.16), after some straightforward manipulations we obtain
F [ςk](τ) = J (ξ, τ)ςk(ξ, τ) + iH [J ςk](τ) − (J (ξ, τ)ςk(0) + iH [J ςk](0))
=
(
H> ∗ J ςk
)
(τ) − (H> ∗ J ςk) (0) ,
with J (ξ, τ)ςk(ξ, τ) ∈ L1(R) and locally it behaves as 1/
√
τ . Hence we are exactly in the same
situation as in the case k = 1 and an analogue computation yields ψk+1(ξ, t) = O
(
1√
t−t0
)
, for any
ξ ∈ [−1, 1].
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