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Abstract
My thesis gives an introduction to functional analysis with main focus on
spectral analysis. The main focus is the spectral analysis of a very special
quasi-periodic discrete Schro¨dinger operator called the almost Mathieu op-
erator, and the spectrum differences between itself, the continuous, and the
discrete non-ergodic Schro¨dinger operators. In the text it is shown that the
almost Mathieu operator is an ergodic bounded self-adjoint operator. Fur-
thermore it is shown that the operator satisfies the Herman estimate, Aubry
duality, and Anderson localization. Spectral analysis of fundamental and
essential Schro¨dinger operators is given in order to outline the introduced
spectral theory and in the scope to compare and discuss main differences
between the almost Mathieu operator and the non-ergodic Schro¨dinger op-
erators.
Resume´
Dette speciale giver en introduktion til funktionsanalyse med særligt fokus
p˚a spektralanalyse. Det primære fokus er spektralanalysen af en meget
speciel, delvis periodisk, diskret Schro¨dinger operator kaldet ’almost Math-
ieu’ operatoren, samt spektralforskellene mellem den, de kontinuerte- og
diskrete, ikke ergodiske Schro¨dinger operatorer. Det vises, at ’almost Math-
ieu’ operatoren er en ergodisk begræset selvadjugeret operator. Endvidere
vises, at operatoreren opfylder Herman estimate, Aubry duality og Ander-
sons lokalisation. Der udføres spektralanalyse af fundamentale og essentielle
Schro¨dinger operatorer for at anvende den introducerede spektralteori og
med henblik p˚a at sammenligne og diskutere de primære forskelle mellem
almost Mathieu operatoren og de ikke ergodiske Schro¨dinger operatorer.
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List of symbols and notation remarks
(X, τ) is a topological space.
(X, d) is a metric space.
Br(x0) = {x | x ∈ X ∧ d(x0, x) < r}.
Kr(x0) = {x | x ∈ X ∧ d(x0, x) = r}.
d(x0, x) is the distance function on the metric space.
M is a σ-algebra.
H is a Hilbert space.
MH is a linear manifold in H and the domain of the operator H.
L(X) the set of all bounded linear operators on the space X.
I the identity operator.
A is the closure of the set A.
Ac is the complement of the set A.
H∗ is the adjoint of the operator H.
L and L∗ are respectively the right- and the left shift operator.
∆ is the Laplacian operator.
σ(H) is the spectrum of the operator H.
SCO is an abbreviation for Schro¨dinger operator(s).
DSCO is an abbreviation for discrete Schro¨dinger operator(s).
AMO is an abbreviation for almost Mathieu operator.
OPRL is an abbreviation for orthogonal polynomials on the real line
iff is an abbreviation for if and only if
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1 Introduction
Spectral theory is the study of the relations of fundamental parameters of
an object and its spectral characteristics such as its eigenvalues. The main
goal of spectral theory is shortly described as an attempt to classify all linear
operators. I shall restrict myself to spectral theory on Hilbert spaces. I shall
introduce spectral theory and apply this to the general Schro¨dinger operator
and the almost Mathieu operator, a special case of the discrete Schro¨dinger
operator.
1.1 Problem definition
What are the main differences between the spectrum of Schro¨dinger opera-
tors and the spectrum of the almost Mathieu operator?
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2 Theory
The reading of my thesis implies basic mathematical knowledge and knowl-
edge of concepts such as metric space, topological space, topology, elemen-
tary set theory and so forth. In this section I shall present all the necessary
theory which is not presupposed knowledge in order to deal with the main
focus of this text. If, however, the reader should lack some knowledge I
recommend looking at [1], [2], [4], [5] and [7].
2.1 Set theory
It is assumed that concepts such as ”set”,”subset”, ”collection”, ”union”
and so forth are familiar to the reader. As stated above I will only deal with
theory that is not basic knowledge in order to understand and deal with the
spectrum of operators.
Cantor set
The Cantor set is introduced since the spectrum of the almost Mathieu op-
erator is a Cantor set and therefore necessary:
The most common Cantor set is a set of numbers achieved by successfully
splitting the interval [0,1] up by removing the open middle third, infinitely
many times. Let S be the subset of [0, 1] such that S = {(13 , 23) ∪ (19 , 29) ∪
(79 ,
8
9) ∪ ( 127 , 227) ∪ ...} The Cantor set is then defined as C = [0, 1]S.
The Cantor set can be shown to be an uncountable set:
if we write every element of the Cantor set in its ternary expansion (base
3 decimal expansion) it does not contain 1’s hence if c ∈ C then it can be
written as c = 0, α11α12..., where αij = {0, 2}. This can be proved, see e.g.
[3] but let us for simplicity illustrate why intuitively. It must be true simply
because we remove the middle third successfully. By first step we remove
the middle third thus we remove all numbers between (13 ,
2
3) which are all
the numbers written in ternary expansion consisting of 1’s, except 13 which
is written as 13 = 0.1 however like certain numbers in base 10 can be written
with trailing 9’s instead, such as 0.99 = 1, then so can 13 = 0.1 = 0.22,
and hence all numbers left by removing the first middle third consist only of
0.0γγγ or 0.2γγγ, where γ = {0, 1, 2}. This progress repeats itself, next step
removes all numbers of the form 0.01γγγ... and 0.21γγγ, leaving numbers
whose two first digits are restricted from 1’s. Repeating this infinitely many
times results in numbers restricted from 1’s in the ternary expansion.
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Now in a similarly way of proving that the set of real numbers are un-
countable, we start by assuming that the Cantor set is countable. Since
C = {c1, c2, ...} let us look at the ternary expansion of each of those mem-
bers. We can write all its members in the following way:
c1 = 0, α11α12...
c2 = 0, α21α22...
...
ci = 0, αi1αi2...
where αij = {0, 2} in base 3 expansion as argued.
Let x = 0, β1β2... where
βi = 0 if αii = 2
and
βi = 2 if αii = 0
Then x 6= c1 since β1 6= α11, x 6= c2 since β2 6= α22 and so forth. This
implies that x /∈ C but there is a contradiction; since βi ∈ {0, 2} for each i,
and by the previous argument, every Cantor member has no 1’s in a 3 base
expansion, thus it must be true that x ∈ C hence C is uncountable. 
What is left after the infinitely many steps is merely dust. The iterative
process can be considered as a fractal. The Hausdorff dimension is defined
as log(N)log() , where N is the number of new sticks, and  is the scaling factor.
Hence by using the definition of the Cantor set, N = 2 and  = 3 which
gives the Cantor fractal dimension: D = log(2)log(3) ≈ 0.63 which in the literature
is described as dust, since a point has dimension 0 and a line has dimension 1.
Example:
The cantor set contains no isolated points [10].
Example:
The Cantor set is closed. It is closed by definition iff its complement is
open. Since by definition the Cantor set consists of numbers in [0, 1]S,
then the complement is ([0, 1]S)c = R[0, 1] ∪ S. This set is open since
R[0, 1] is open simply because the complement is (R[0, 1])c = [0, 1] is
closed, and S is by definition a countable union of open sets. Hence both S
and R[0, 1] ∪ S are open sets. 
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It can be shown that the Cantor set consists entirely of boundary points.
Example: Since the Cantor set consists entirely of boundary points, then
C = C and its interior of its closure is empty, Co = ∅. Hence the Cantor set
is nowhere dense. 
Example:
The cantor set is disconnected. See [3] for a proof.
Example:
The Cantor set is closed as previously shown and bounded since its a subset
of [0, 1]. Hence the Cantor set is a compact set. Thus as shown in this text
the Cantor set is a disconnected uncountable nowhere dense compact set.
Thus the Cantor set possesses the property of being uncountable like the set
of real numbers, but disconnected like the set of integers.
Generic numbers
Generic numbers are introduced since the spectrum of the almost Mathieu
operator, in a specific case, requires this knowledge:
A number is called generic iff it is a member of a generic set. A generic
set is an open and dense set.
Example:
The set R \ C is open and dense, hence generic.
Liouville numbers
Liouville numbers are introduced since the spectrum of the almost Mathieu
operator, in a specific case, requires this knowledge:
Numbers can be represented as simple continued fractions instead of deci-
mals. Simple continued fractions are of the form;
[a0, a1, ...] = a0 +
1
a1 +
1
a2 +
1
a3 + · · ·
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where the an’s are called cfers, a0 ∈ Z and an ∈ Z with an > 0 ∀n ∈ N. All
irrational numbers, x, have infinite many cfers hence x = [a0, a1, ...] while
rational numbers r have 1 + N finite many cfers hence r = [a0, a1, ...aN ].
Thus if one chooses to truncate an infinite continued fraction one would
get a rational number. This rational number is an approximation of the
irrational number. Hence a method to approximate irrational numbers by
rational numbers is due to simple continued fractions. Let pnqn be a ratio-
nal number written as a finite simple continued fraction where p0 = a0,
p1 = a1a0 + 1, pn = anpn−1 + pn−2 (2 ≤ n ≤ N) and q0 = 1, q1 = a1,
qn = anqn−1 + qn−2 (2 ≤ n ≤ N). Then it can be shown for any irrational
number x = [a0, a1, ...], that |x− pnqn | < q−2n .
Now an irrational number, α ∈ R/Q is called Liouville if there exists a
sequence of rational numbers pkqk with qk → ∞ such that |α −
pk
qk
| < k−qk ,
k ∈ Z. Liouville showed that such numbers are transcendental.
Isolated points
Isolated points are introduced in order to understand the definition of dis-
crete spectrum and hence essential spectrum:
A point x0 of a set A is said to be isolated iff x0 | ∃r > 0 : Br(x0)∩A = {x0}.
2.2 Measure theory
In this section we present the idea of a measure, measure space, measure
decomposition, Lebesgue integral and so forth. Thus concepts necessary in
order to understand the context of this text such as spectrum decomposition,
almost everywhere, absolutely continuous, mutual singular and so on. First,
however, we shall deal with a special topological space, the Hausdorff space
which is used in this text to prove that every metric space is a Hausdorff
space, that every Hilbert space is a Hausdorff space and in the understand-
ing of spectral measures:
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Hausdorff space
A topological space (X, τ) is called a Hausdorff space iff for each distinct
pair n, m of points of X, neighbourhoods N and M of n and m respectively
exist, such that N ∩M = ∅.
Example:
Every metric space (X, d) is a Hausdorff space.
We must show that for every two members in X, neighbourhoods exist that
are disjoint from each other. If x, z ∈ X and x 6= z then by definition
d(x, z) > 0. Let us place an open ball with radius  around each point.
Suppose B(x) and B(z) are not disjoint. Put  =
d(x,z)
2 and introduce a
point y such that y ∈ B(x) and y ∈ B(z). Then clearly d(x, y) <  and
d(z, y) = d(y, z) < . Hence d(x, y) + d(y, z) < 2 = d(x, z) which is a con-
tradiction according to one of the properties in the definition of the metric
space. Hence we have proved that two disjoint neighbourhoods always exist
around two arbitrary distinct points in the metric space. Thus, by defini-
tion, every metric space is a Hausdorff space. 
Locally bounded:
This mathematical concept is defined in order to give the reader the neces-
sary knowledge to understand theorem 38.
A function on a topological space, (X, τ), is locally bounded iff for any
x0 ∈ X there is a neighbourhood N of x0 such that f(N) is a bounded set.
2.3 Measurable spaces
Let X be a non-empty set. A collection of subsets M of X is called a σ-
algebra in X iff the following is true:
i) X ∈M
ii) if A ∈M, then Ac ∈M
iii) If A =
⋃∞
n=1An and if An ∈M for n = 1, 2, 3, ... then A ∈M
If M is a σ-algebra in X, then (X,M) is a measurable space. The ele-
ments of the σ-algebra are called measurable sets. If (X,M) is a measurable
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space, (Y, τ) is a topological space, and f is a mapping of X into Y , then f
is said to be measurable provided that f−1(V ) is a measurable set in X for
every open set V in Y .
By applying DeMorgan’s law on property iii) and in the light of ii) we
have (
⋃∞
n=1A
c
n)
c =
⋂∞
n=1An. Thus the σ-algebra is not only closed under
countable union but also closed under countable intersection.
Now that we have defined a measurable space and measurable functions
it would be satisfactory to show an important theorem which states that
continuous functions of continuous functions are continuous and continuous
functions of measurable functions are measurable:
Theorem 1 [4]:
Let Y and Z be topological spaces, and let g : Y → Z be continuous.
a) If X is a topological space, if f : X → Y is continuous, and if h = g ◦ f
then h : X → Z is continuous.
b) If X is a measurable space, if f : X → Y is measurable, and if h = g ◦ f ,
then h : X → Z is measurable.
Borel set
Borel sets are defined as it is necessary in order to define Borel measure,
Lebesgue measure, pure points, continuous measure, projection-valued mea-
sures, spectral measures and Fσ, Gδ etc.:
A σ-algebra corresponding to a collection of subsets is not necessarily unique.
In fact a unique smallest σ-algebra corresponding to any collection of sub-
sets always exists.
Theorem 2 [4]:
If F is any collection of subsets of X, there exists a smallest σ-algebra M∗
in X such that F ⊆M∗
Thus if X is a topological space with a collecting τ , then according to
Theorem 2, a smallest σ-algebra exists. This σ-algebra is called the Borel
σ-algebra and denoted B. The Borel sets are defined as the members of
B. Since τ is the collection of all open subsets then, by the definition of
a σ-algebra, the closed sets are also Borel sets. Because the complement
of an open set is closed. Furthermore by the definition of a σ-algebra all
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countable unions of closed sets and all countable intersections of the open
sets are also Borel sets. These are denoted respectively Fσ and Gδ.
Measures
A Measure µ is a positive function from a σ-algebra into the extended real
line [0,∞]. Thus µ : M → [0,∞]. Furthermore it is countably addic-
tive, hence if {Ai} is a disjoint countable collection of members of M, then
µ(
⋃∞
n=1Ai) =
∑∞
n=1 µ(Ai). To avoid trivialities it is required that µ(A) <∞
for at least one A ∈M.
Measures possess certain properties which are stated in the following Theo-
rem:
Theorem 3 [4]:
Let µ be a measure on a σ-algebra M. Then
a) µ(∅) = 0.
b) µ(A1 ∪ . . .∪An) = µ(A1) + . . .+ µ(An) if A1, ..., An are pairwise disjoint
members of M.
c) A ⊆ B ⇒ µ(A) ≤ µ(B) if A ∈M, B ∈M.
d) µ(An)→ µ(A) as n→∞ if A =
⋃∞
n=1An, An ∈M and A1 ⊆ A2 ⊆ A3 ⊆
. . .
e) µ(An)→ µ(A) as n→∞ if A =
⋂∞
n=1An, An ∈M, A1 ⊇ A2 ⊇ A3 ⊇ . . .
and µ(A1) is finite.
Complete measure
The concept of complete measure is defined in order to introduce Lebesgue
measure such that the reader gains sufficient knowledge in order to under-
stand theorem 4:
Let (X,M, µ) be a measure space, let M∗ be the collection of all E ⊆ X
for which sets A and B exist such that A ⊆ E ⊆ B and µ(B − A) = 0,
and define µ(E) = µ(A) in this situation. Then M∗ is a σ-algebra, and µ is
a measure on M∗. This measure, µ, is called complete since all subsets of
measure 0 is now measurable [4].
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Absolutely continuous
Let M be a σ-algebra, and let A ∈M. Define a measure µ on M and another
measure m on M. Then we say the measure µ is absolutely continuous with
respect to the measure m iff ∀A ∈M : µ(A) = 0⇒ m(A) = 0.
Mutual singular: Mutual singular measures are basically the opposite
property of absolutely continuous. Thus if µ ∧ m are measures on a σ-
algebra M of some set X then we say µ ∧ m are mutually singular iff ∃
A ∈M such that µ(A) = 0 and m(X \A) = 0.
There are many kinds of measures. However, in this text, we are only con-
cerned with the regular Borel measure and a special kind of such a measure
namely the Lebesgue measure.
2.4 Borel Measure
A Borel measure is a measure defined on a Borel σ-algebra B, in a locally
compact Hausdorff space Y . If this measure denoted µB is positive (µB ≥ 0)
then a subset E ⊆ Y is called outer regular iff;
For every E ∈M, we have µB(E) = inf{µ(V )|E ⊆ V, V open}
and inner regular iff;
µB(E) = sup{µ(C)|C ⊆ E, C compact} holds for every open set E, and
every E ∈M with µB(E) <∞.
If every element of the Borel σ-algebra is both outer regular and inner reg-
ular then the measure is called regular.
2.5 Lebesgue Measure
A Lebesgue measure denoted m, is a regular Borel measure defined on an
Euclidean space Rk. The Lebesgue measure is zero at a single point. Let
us define the Lebesgue measure with all its properties. This is done in a
theorem. However, before doing so we need to introduce the concept of a
k-cell in the Euclidean space:
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k-cell:
Assume the k-dimensional Euclidean space Rk whose members are given by
the k-tuple x = (v1, v2, ..., vk). Then a k-cell is the set of all points of the
form W = {x|ai ≤ vi ≤ bi, 1 ≤ i ≤ k} or by replacing all ≤ by <. Thus
e.g. a 1-cell on the real line R is the interval [a, b] or (a, b). The volume of
a k-cell is given by vol(W ) =
∏k
i=1(bi − ai).
Theorem 4 [4]:
There exists a positive complete measure m defined on a σ-algebra M in Rk,
with the following properties:
a) m(W ) = vol(W ), for every k-cell W.
b) M contains all Borel sets in Rk; more precisely, E ∈ M if and only if
there are sets A and B ⊆ Rk such that A ⊆ E ⊆ B, A is an Fσ, B is a Gδ
and m(B −A) = 0. Also, m is regular.
c) m is translation-invariant, i.e., m(E + x) = m(E) for every E ∈ M and
every x ∈ Rk.
d) If µ is any positive translation-invariant Borel measure on Rk such that
µ(K) < ∞ for every compact set K, then there is a constant c such that
µ(E) = c ·m(E) for all Borel sets E ⊆ Rk.
e) To every linear transformation T of Rk into Rk corresponds a real number
∆(T ) such that m((T (E)) = ∆(T )m(E) for every E ∈ M. In particular,
m(T (E)) = m(E) when T is a rotation.
The members of M are the Lebesgue measurable sets in Rk; m is the
Lebesgue measure on Rk.
Measure decomposition
We shall introduce measure decomposition since it is of paramount impor-
tance in order to understand spectrum decomposition:
We are able to decompose a given measure ν into two measures. One which
is almost continuous with respect to some measure µ and the other mutually
singular with µ. This is called the Lebesgue decomposition theorem.
Theorem 5 [5]:
Let µ, ν be two measures on a measure space (X,M). Then ν can be written
uniquely as ν = νac + νsing where µ and νsing are mutually singular and νac
is absolutely continuous with respect to µ.
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This theorem can be restated for a measure space where ν is a regular
Borel measure and µ is the Lebesgue measure in the following way:
Theorem 6 [ [5]:
Let µ be a regular Borel measure. Then µ = µac+µsing in a unique way with
µac absolutely continuous w.r.t. Lebesgue measure and with µsing singular
relative to Lebesgue measure.
It turns out, however, that it is also possible to decompose a regular Borel
measure in another way. Before presenting this we need to define what is
meant by a pure point regular Borel measure and continuous regular Borel
measure:
Denote the set of all Borel sets X. The set of all pure points of a regu-
lar Borel measure µ is given by P (X) = {x|µ({x}) 6= 0}. Define the pure
point measure as µpp(X) =
∑
x∈P∩X [µ({x})] = µ(P ∩X). And define the
continuous measure by µcont = µ−µpp. This measure is positive (µcont ≥ 0)
and defined such that µcont({p}) = 0 ∀ p. Hence µcont has no pure points,
and µpp has only pure points. Thus a regular Borel measure µ is called
a continuous measure if it has no pure points. A regular Borel measure is
called a pure point measure if µ(X) =
∑
x∈X µ(x) for any Borel set X. Thus:
Theorem 7 [5]:
Any regular Borel measure µ can be decomposed uniquely into a sum µ =
µpp + µcont where µcont is continuous and µpp is a pure point measure.
Now if we combine theorem 6 and theorem 7 we get the important de-
composition of a regular Borel measure. Any regular Borel measure can be
decomposed such that
µ = µpp + µac + µsing (1)
where µpp is pure point, µac is absolutely continuous with respect to Lebesgue
measure and µsing is continuous and singular relative to the Lebesgue mea-
sure.
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2.6 Lebesgue integral
The Lebesgue integral is introduced in order to give the reader the necessary
knowledge in order to understand concepts such as almost everywhere and
projection-valued measures hence spectral measures and thus the spectral
theorem:
The classic Riemann integral only allows a relatively small set of functions to
be integrable. This set of integrable functions can be expanded by improv-
ing the method of integration. This was done by Lebesgue who formulated
how to integrate by using measures instead. Whenever the Riemann integral
exists though it is equal to the Lebesgue integral and hence the Riemann
integration is still valid.
Simple functions
A simple function is a complex valued function on a measurable space
(X,M), whose range consists of finite many points. Among these are the
non-negative functions. Their range is a finite subset of [0,∞). If α1, ..., αn
are distinct values of the simple function s, and if Ai = {x | s(x) = αi} then
we define s : X → [0,∞) as:
s =
∑n
i=1(αi · 1Ai), where 1Ai(x) =
{
1 if x ∈ Ai
0 if x /∈ Ai
Lebesgue integration of positive functions
Let M be a σ-algebra of a set X and µ a measure on M. If s : X → [0,∞)
is a measurable simple function of the form s =
∑n
i=1[αi · 1Ai ] and if E ∈M
then we define the integral of a simple positive function as:∫
E sdµ =
∑n
i=1[αiµ(Ai ∩ E)].
Take an arbitrary measurable function f : X → [0,∞] and E ∈ M with
measure µ, then we are able to define the Lebesgue integral as:∫
E fdµ = sup{x|x =
∫
E sdµ : 0 ≤ s ≤ f},
where the left hand side of the above equation is the Lebesgue integral.
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The Lebesgue integral can be described rather more intuitively. The stan-
dard definition of the Riemann integral consists of dividing the domain of a
function f into finer and finer pieces. For functions which are not Riemann
integrable this cannot be done. One simple modification is to divide the
range into finer and finer pieces. This method depends more on the func-
tion which allows us to include more functions as being integrable. We are
thus interested in the sets associated with its range hence f−1[a, b] and a way
to determine its size. This is where measure comes into the picture. Since
not all sets are measurable, we shall restrict our functions by demanding
that the sets f−1[a, b] are measurable.
For a positive function f ≥ 0 we can then define∑n(f) = ∑∞m=0 mn µ(f−1[[mn , m+1n )]).
If we divide this range into finer pieces, then
∑
2n(f) ≥
∑
n(f) such that
limn→∞
∑
2n(f) exists. This limit is defined as the Lebesgue integral [5].
Almost everywhere
When dealing with the Lebesgue integral of two measurable functions the
following statement
∫ |f − g|dµ = 0 does not necessarily imply f = g, since
the functions may differ at a few points. In order to fix this we need to
introduce the concept of almost everywhere.
Let P (x) be a property, µ some measure on a σ-algebra M. Then we say
that the property P (x) holds almost everywhere (a.e.) if N = {X|P (x) is
false} is a subset of a set of measure zero. Hence P (x) holds a.e. on E ∈M
iff there exists an N ∈ M such that µ(N) = 0, N ⊂ E, and P (x) holds at
every member E \N .
A function f ∈ L1 iff ∫ |f |dx < ∞. We say that two functions f, g ∈ L1
are equivalent iff f(x) = g(x) a.e.
2.7 Linear space
It is assumed that the reader knows what a Linear space is, however it is
convenient to repeat the concept on the road towards defining inner product
spaces and normed linear spaces such that Banach spaces and Hilbert spaces
can be defined:
A set L is a commutative group under addition with zero element o, iff
18
for every ordered pair (x,y) of elements of L associated with an operation
called the sum such that x+ y ∈ L, the following conditions are true:
Let x, y, z ∈ L. Then L is a commutative group under addition with zero
element o iff:
i) (x+ y) + z = x+ (y + z)
ii) x+ o = o+ x = x
iii) ∀ x ∈ L ∃ an element x−1 such that x+ x−1 = x−1 + x = o
iv) x+ y = y + x
A set L is called a linear space (or vector space) over a field F iff L is a
commutative group under addition and if a multiplication of an element of
L, with an element of the field F called the scalar, is defined such that the
following conditions are true
Let x, y ∈ L, and a, b ∈ F. Then the above mentioned conditions are:
i) a(bx) = (ab)x
ii) 1 · x = x
iii) a(x+ y) = ax+ ay
iv) (a+ b)x = ax+ bx
It is quite clear that a linear space can be real or complex depending on
the field.
Example:
The real line, R, is a linear space over the field R, since all of the above-
mentioned conditions are trivially fulfilled. In fact any Euclidean space Rn
is a linear space over R.
2.8 Inner product space
Inner product space is introduced in order to define Hilbert spaces:
A linear space L over F is called an inner product space over F iff for every
ordered pair (f, g) of elements of L an inner product 〈f, g〉 ∈ F, and a scalar
a ∈ F exist such that the following is true:
i) 〈f + h, g〉 = 〈f, g〉+ 〈h, g〉, f, g, h ∈ L
ii) 〈af, g〉 = a〈f, g〉
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iii) The conjugated 〈f, g〉 = 〈g, f〉 (the bar means complex conjugation)
iv) 〈f, f〉 ≥ 0
v) 〈f, f〉 = 0 iff f = o
Note that it follows from iii) and implied by iv) that 〈f, f〉 ∈ R. By condi-
tion iv) we introduce the norm ||f ||2 of an element f ∈ L as ||f ||2 =
√〈f, f〉.
The introduced norm fulfils the following properties:
Theorem 8 [1]:
i) ||f ||2 ≥ 0
ii) ||f ||2 = 0 iff f = o
iii) ||af ||2 = |a| · ||f ||2
iv)||f + g||2 ≤ ||f ||2 + ||g||2
It follows from condition iv) that ∀f, g, h then ||f−h||2 ≤ ||f−g||2+||g−h||2.
Example:
Let f, g be elements of some inner product space. If we define the distance
between f and g as d(f, g) = ||f − g||2, then all the required properties of
a metric space are fulfilled. Thus according to the definitions every inner
product space is a metric space.
Example:
The Euclidean space Rn is equipped with the Euclidean norm ||x||2 =√∑n
i=1(xi)
2. Thus it is an inner product space and hence a metric space.
2.9 Normed linear space
Normed linear space is introduced in order to define Banach spaces:
A linear space L over a field F is called a normed linear space over F iff
for every f ∈ L a unique number ||f || ∈ R called the norm of f exist such
that the following is true:
i) ||f || ≥ 0
ii) ||f || = 0 iff f = o
iii) ||af || = |a| ||f ||
iv) ||f + g|| ≤ ||f ||+ ||g||.
Hence by theorem 8 every inner product space is a normed linear space.
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2.10 Complete metric space
The concept of a complete metric space is introduced in order to define Ba-
nach spaces and Hilbert spaces:
A metric space (X, d) is complete iff every Cauchy sequence in X converges
to some element in X.
Example:
Every Euclidean space Rn is a complete space. This is a well-known fact
from real analysis [7].
2.11 Banach space
The Banach space is defined in order to give another definition of the Hilbert
space and in order to introduce some extremely important theorems which
describe the boundedness of operators:
A Banach space B is defined as a complete normed linear space over a field F.
Next, we would like to introduce a very important consequence of linear
operators on Banach spaces. In order to introduce this however we need a
couple of theorems:
Theorem 9 [4]:
For any linear functional Λ of a normed linear space X into a normed linear
space Y , each of the following three conditions implies the other two:
a) Λ is bounded
b) Λ is continuous
c) Λ is continuous at one point of X.
The following theorem has an important corollary which is the consequence
we sort out to show. It is very useful in order to determinate whether a
given operator is bounded or not.
Theorem 10 [5]:
Let X and Y be Banach spaces and T a linear map of X into Y . Then T is
bounded if and only if the graph of T is closed.
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Corollary of theorem 10 [5]:
Let A be an anywhere defined linear operator on a Hilbert space H with
〈x,Ay〉 = 〈Ax, y〉 for all x and y in H. Then A is bounded.
LP and `P -spaces:
The concepts of Lebesgue spaces (LP and `P ) are introduced since it is the
main spaces in which the operators we deal with act.
Let (X,M) be a measure space with measure µ and 1 ≤ p < ∞. Then
LP is defined as the set of all measurable functions whose P th power is
Lebesgue integrable given by: LP = {f | ||f ||P = [
∫
X |f(x)|Pdµ]
1
P <∞}. It
is proved in [5] that LP is a Banach space.
In a similar way if the measure µ is a counting measure on N then `P is
the set of all functions: `P = {x | ||x||P = (
∑∞
n=1 |xn|P )
1
P < ∞}, where
x = {xn}∞n=1. `P is a Banach space [5].
A counting measure is defined as follows: If for any E ⊂ X where X is
any set, define µ(E)=∞ if E is an infinite set, and let µ(E) be the cardinal
of E if E is finite.
Now since `P is a Banach space it is, by definition, a complete normed
linear space over some field F. The Banach space over the field C, from the
set of integers Z is denoted as `P (Z). This set is `P (Z) = {x : Z → C |
||x||P = (
∑∞
n=−∞ |xn|P )
1
P <∞}. The same notation is used for LP .
2.12 Hilbert spaces
The concept of Hilbert spaces are introduced since it is the regime of the
operators dealt with herein.
A Hilbert space denoted H is defined as a complete inner product space over
a field F. Now since we showed that any inner product space is a normed
linear space, a Hilbert space can equivalently be defined as a Banach space
with respect to the introduced norm ||f ||2 =
√〈f, f〉. Hence every Hilbert
space is a Banach space, but the converse is of course not necessarily true.
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Example:
We have previously showed that an inner product space is a metric space.
Hence a Hilbert space can be defined as a complete metric space. Further-
more we have shown that all metric spaces are Hausdorff spaces. Hence all
Hilbert spaces are Hausdorff spaces.
Example:
We have defined every Hilbert space as a complete metric space. And we
have argued that every Euclidean space with the Euclidean norm is a com-
plete metric space. Hence every Euclidean space associated with the Eu-
clidean norm is a Hilbert space.
L2 and `2-spaces:
Since LP is a Banach space, then L2 is a Hilbert space. Similarly `2 is a
Hilbert space. Furthermore both `2 and L2 are infinite dimensional Hilbert
spaces [1].
Separable spaces
A Topological space H is called separable iff H contains a countable every-
where dense subset.
Example:
The real line, R, is separable: Consider the set of all rational numbers. It is
shown in real analysis that the set of rational numbers are countable. The
closure of the set of rational numbers is the set of real numbers. Thus the
real line is separable, since the rational numbers are countable and every-
where dense. In a similar way one can show that the Euclidean space is
separable. It can furthermore be shown that `2 and L2 are separable [1].
Geometry of Hilbert spaces
Any Hilbert space, unlike the general Banach space, got certain geometric
properties which we shall outline here. The geometric properties are used
later in this text in order to understand Orthogonal projection operators,
spectral measures and so forth:
Subspaces
A non-empty subset M of H is called a linear manifold iff f + g ∈ M ∀
f, g ∈ M and af ∈ M ∀ f ∈ M and all a ∈ F. A closed manifold is called a
23
subspace. The closure of an arbitrary linear manifold of H is hence also a
subspace. A subspace of a Hilbert space, H, is said to be closed subspace iff
its complement is open.
Orthogonality
Two members x, y of an inner product space X are orthogonal iff 〈x, y〉 = 0.
Orthogonality is denoted x ⊥ y. Two subsets A,B are called mutually or-
thogonal iff all members of A are orthogonal to all members of B.
There are many ways to obtain subspaces of a Hilbert space. We shall
only present one however:
A member x of a Hilbert space H is orthogonal to a subset U ⊂ H iff x
is orthogonal to all y ∈ U. The set U⊥ = {x ∈ H | x ⊥ U} is called the
orthogonal complement of U since U⊥ = H \ U.
Theorem 11 [1]:
If U is a subset of H, then U⊥ is a subspace.
One of the most important theorems, in this section, is the so-called projec-
tion theorem;
Theorem 12 [5]:
Let H be a Hilbert space, m a closed subspace. Then every x ∈ H can be
uniquely written as x = z + w, where z ∈ m and w ∈ m⊥
Clearly, any Hilbert space consists of a basis and:
Theorem 13 [1]:
Any two bases of a separable Hilbert space H have the same cardinal number.
Next we would like to define what is meant by the dimension of any Hilbert
space.
Theorem 14 [1]:
The cardinal number of a basis of a Hilbert space H is called the dimension
of H.
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Isomorphisms
Let A be a mapping from a linear manifold M in a Hilbert space H into
another Hilbert space H′ such that A : M → H′. This mapping is called
isometric iff for all x ∈ M and all g ∈ M 〈Af,Ag〉 = 〈f, g〉. A linear iso-
metric mapping (hence bijective) of H onto H′ is called an isomorphism of
H. An isomorphism of H onto itself is called an automorphism. Separable
Hilbert spaces have a very important property, which allows us to consider
`2 in case we are working in another infinite separable Hilbert space.
Theorem 15 [1]:
If two separable Hilbert spaces H and H′ have the same (finite or infinite)
dimension, then there exists a one-to-one linear mapping U : f → Uf of H
onto H′ such that for all f ∈ H, all g ∈ H, and all λ ∈ C the following:
〈Uf,Ug〉 = 〈f, g〉, in particular ||Uf || = ||f ||.
Two Hilbert spaces H and H′ are called isomorphic if an isomorphism exists
from one space onto the other. Thus:
Corollary 1 of theorem 15 [1]:
Every Separable infinite-dimensional Hilbert space is isomorphic with `2.
Corollary 2 of theorem 15 [1]:
Two separable Hilbert spaces are isomorphic iff they have the same dimen-
sion.
Direct sum
The concept of direct sum is introduced since it is extremely important in
order to understand the spectral theorem etc.:
Suppose H1 and H2 are Hilbert spaces. Then the set of all ordered pairs
(x, y) ∈ H1 × H2 is a Hilbert space H with an inner product
〈(x1, y1), (x2, y2)〉 = 〈x1, x2〉H1 + 〈y1, y2〉H2 .
Thus H is the direct sum of the spaces H1 and H2 and is denoted H = H1⊕H2.
If µ1 and µ2 are both regular Borel measures on R and µ = µ1 + µ2, then
L2(R, dµ) is isomorphic to L2(R, dµ1)⊕ L2(R, dµ2) and hence by Corollary
1 of theorem 15 also isomorphic to `2(R).
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2.13 Linear Operators
We introduce linear operators since it is the operators we deal with in this
text and do spectral analysis on. Boundedness, self-adjointness and differ-
ent kinds of operators are introduced here in order to analyse the almost
Mathieu and other Schro¨dinger operators.
The term operator, say O, on a Hilbert space H will be defined throughout
this text as a linear mapping whose domain is a linear manifold denoted MO
in H. This is in particular fulfilled if O is defined on some subspace of H or
on the entire space. Thus throughout this text we shall call linear operators
for operators. An operator O with domain MO ⊂ H into a Hilbert space H
is called an operator in H. A mapping of H into H (MO = H) is called an
operator on H.
Bounded operators
The operator norm of an operator O will be denoted ||O||. Now an operator,
O, in a Hilbert space is bounded iff ∃ c ≥ 0 : ∀ f ∈ H ||Of || ≤ c||f ||. If O is
bounded and the domain is non-trivial then the smallest such real number,
C, is called the norm of O, and is defined as ||O|| = supf∈M,||f ||=1 ||Of ||.
An operator is called unbounded iff supf∈M,||f ||=1||Of || = ∞. The opera-
tor norm of a finite matrix, A, is defined by the square-root of the largest
eigenvalue of A∗A. Hence if A is a finite matrix, then ||A||2 = max{|λ| |
det(A∗A− Iλ) = 0}.
Since any operator is defined as a linear mapping in this text and know-
ing that a Hilbert space is a Banach space, then an operator is bounded
if it is continuous by theorem 9. However, it is much easier to show that
an operator is bounded, thus continuous, by using the Corollary of theorem
10. This Corollary states that any operator which is everywhere defined
on a Hilbert space and symmetric is bounded. Which is extremely useful
in the quantum mechanics where the operators are self-adjoint (and hence
symmetric) but not bounded hence not everywhere defined.
Adjoint operators
For every bounded operator on H ∃ an bounded operator O∗ called the ad-
joint operator such that ∀ f, g ∈ H, the following is always true: 〈Of, g〉 =
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〈f,O∗g〉. The norm of O∗ is equal to the norm of O thus ||O|| = ||O∗||. The
adjoint fulfils the following rules:
Theorem 16 [1]:
Let A and B be bounded operators on H, and λ ∈ C. Then
a) A∗∗= A
b) (λA)∗ = λA∗
c) (A+B)∗ = A∗ +B∗
d) (AB)∗ = B∗A∗
e) If A is invertible, then so is A∗ and (A∗)−1 = (A−1)∗.
Normal operators
A bounded operator O on H is normal iff OO∗ = O∗O.
Theorem 17 [1]:
A bounded linear operator O on H is normal iff ||Of || = ||O∗f || ∀ f ∈ H.
Symmetric operators
First we need to explain what we mean by an operator being contained in
another operator. An operator O in H is contained in an operator O′ in
H iff the domain of O is contained in the domain of O′ hence O ⊆ O′ iff
MO ⊆MO′ and Of = O′f ∀ f ∈MO.
An operator O in H such that MO = H is called symmetric iff O ⊆ O∗.
If O is symmetric then 〈Of, g〉 = 〈f,Og〉 ∀ f, g ∈ H.
Self-adjoint operators
An operator (bounded or not), O, on H, is called self-adjoint (Hermitian) iff
O is symmetric and O = O∗. All self-adjoint operators are normal opera-
tors. In general all self-adjoint operators are symmetric but the converse it
not necessarily true.
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Invertible operators
A bounded operator, O, on H is called invertible iff there exists a bounded
operator O−1 on H called the inverse of O, such that OO−1 = O−1O = I,
where I is the identity operator.
Isometric operator
An operator, O, on H is isometric iff ||Of || = ||f || ∀ f ∈ H. Hence it pre-
serves distance as its name suggests.
Unitary operators
A bounded operator, O, is unitary iff O∗ = O−1 Hence iff OO∗ = O∗O =
O−1O = OO−1 = I. Thus a unitary operator O satisfies 〈Of, g〉 = 〈f,O−1g〉.
Theorem 18 [1]:
A bounded operator O on H is unitary iff it is an automorphism.
Hence unitary operators are invertible isometric operators. All unitary op-
erators are also, by definition normal operators.
Let A and B be operations. If ∃ an unitary operator such that UAU−1 = B,
then we say A and B are unitary equivalent.
Closed operators
An operator, O, in H is said to be closed iff for every sequence {fn}∞n=1 ⊂MO
the existence of both limits f = limn→∞ fn and g = limn→∞Ofn implies
f ∈M ∧ Of = g.
Theorem 19 [1]:
A bounded operator O in H is closed iff MO is closed and hence a subspace
of H.
A self-adjoint operator in a Hilbert space is always closed:
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Theorem 20 [1]:
Every self-adjoint operator in H is closed.
Projection operators
If m is a closed subspace of a Hilbert space H, then theorem 12 tells us that
every vector x ∈ H can be decomposed such that x = y+z, where y ∈ m, z ∈
m⊥. We define the projection onto m to be the mapping P : x 7→ y.
An operator P is a projection iff P is bounded and P 2 = P (Idempotent).
If P is self-adjoint, then P is called an orthogonal projection.
If P is an orthogonal projection, then ∀x ∈ H we have ||Px||2 = 〈Px, x〉 =
〈x, Px〉 since ||Px||2 = 〈Px, Px〉 = 〈P 2x, x〉 = 〈Px, x〉 = 〈x, Px〉. 
Ergodic operators
Let (Ω, P ) be a probability space. A measure-preserving bijection T : Ω→ Ω
is called ergodic iff any T invariant measurable set A ⊆ Ω has either
P (A) = 1 ∨ P (A) = 0. By a dynamically defined potential we denote a
family Vω(n) = f(T
nω), ω ∈ Ω, where the function f : Ω → R is measur-
able [16]. Then the corresponding family of operators denoted Hω is called
an ergodic family. An important case of such families are the almost periodic
operators. Here Ω = Tn, a n-dimensional torus and T is an irrational rota-
tion. In this text, however, we will only deal with the discrete quasi-periodic
case which is the one dimensional case of the discrete almost periodic oper-
ators. The discrete quasi-periodic Schro¨dinger operators we are concerned
with have the form (Hωψ)(n) = ψ(n+ 1) +ψ(n− 1) + V (nα+ ω)ψ(n) with
potential V : Z → R. In this quasi-periodic case we have Ω = T = S1, the
unit circle, and T is an irrational rotation over an angle α /∈ 2piQ. It was
shown in Pastur’s theorem that the spectrum of ergodic operators, Hω, are
not random see theorem 37 page 38.
We shall introduce the concept of spectrum and its decomposition shortly.
However, first we shall introduce some extremely useful operators.
Useful operators
In order to give a deeper understanding of operators we shall introduce some
useful operators on the Hilbert space.
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The right- and left-shift operator
Let us consider a bounded operator L on the Hilbert space `2 defined by
La = L{an}∞n=1 = {an−1}∞n=1 for a = {an}∞n=1, a0 = 0. Thus the oper-
ator L shifts all the members an to the right. Hence L{a1, a2, ..., an} =
{0, a1, a2, ..., an−1}. L is called the right-shift operator.
The right-shift operator has, like every other bounded operator, an adjoint
operator L∗. This bounded operator is called the left-shift operator, and
shift the elements to the left. Hence L∗{b1, b2, ..., bn} = {b2, ..., bn+1}. Both
the left- and right-shift operators are not normal operators. The right-shift
operator is an isometric operator, however the left-shift operator is not. It
can be shown that the operator A = L+ L∗ in `2 is a bounded self-adjoint
operator:
By theorem 16 a) and c) then A∗ = L∗ + L∗∗ = L∗ + L = A. Hence A
is self-adjoint. Since L and L∗ are bounded, A is bounded.
The multiplication operator
Suppose −∞ ≤ a ≤ b ≤ ∞ and define an operator M in L2(a, b) on the
linear manifold MM = {f ∈ L2(a, b) | xf ∈ L2(a, b)}. If Mf = xf then
M is called a multiplication operator, and MM = L2(a, b). The multipli-
cation operator is self-adjoint. The multiplication operator is bounded and
MM = L2(a, b) iff the interval ]a, b[ is finite. Hence the multiplication oper-
ator is bounded in L2(a, b) iff −∞ < a < b <∞
The differentiation operator
In order to introduce the differential operator we first need to define what
almost continuous functions are. A complex function f defined on some
interval I = [a, b] is absolutely continuous on I if ∃ δ > 0 ∀  > 0 such that∑n
i=1 |f(βi) − f(αi)| <  for any n and any disjoint collection of segments
(α1, β1), ..., (αn, βn) ∈ I with lengths satisfying
∑n
i=1(βi − αi) < δ. An ab-
solutely continuous function is thus continuous for n=1. Hence the set of all
absolutely continuous functions contains the set of all continuous functions.
Now we are ready to define the differential operator:
Suppose −∞ < a < b < ∞ and define an operator D in L2(a, b) over C
on a the linear manifold MD = {f ∈ L2(a, b) | f is absolutely continuous
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on [a, b], f ′ ∈ L2(a, b), f(a) = f(b) = 0}. where f ′ denotes the derivative
of an absolutely continuous function. If Df = if ′ then D is called a dif-
ferentiation operator, and MD =  L2(a, b). The differentiation operator is
unbounded and symmetric.
The differential operator is differently defined on L2(−∞,∞) though:
Let the differentiation operator D in L2(−∞,∞) be defined on a linear
manifold MD = {f ∈ L2(−∞,∞) | f is absolutely continuous on every fi-
nite interval [a, b](−∞ < a < b <∞), f ′ ∈ L2(−∞,∞)} by Df = if ′. Then
MD = L2(−∞,∞) and D is unbounded and self-adjoint.
Theorem 21 [1]: The differentiation and the multiplication operator in
L2(−∞,∞) are equivalent.
An operator A in a Hilbert space H and an operator A′ in the Hilbert space
H′ are said to be equivalent iff ∃ an isomorphism (or an automorphism if
H = H′) U , such that A′ = UAU−1. Hence since the differentiation D and
the multiplication operator M are equivalent in L2(−∞,∞) they are unitary
equivalent. Thus ∃ U ⇒ D = UMU−1.
2.14 Spectrum
An operator, O, behaves quite interestingly at certain values (real of com-
plex). These values are important in order to fully understand a given
operator and classifying it. The set of these values is called the operator’s
spectrum. All the numbers which are not in the spectrum are called regular
values. The spectrum of an operator, O, is denoted σ(O). In a Hilbert space,
H, the spectrum is the set σ(O) = {λ ∈ C | (O−λI) is not invertible}. Thus
if the operator (A− λI)−1 is not one-to-one. Iff the operator (A− λI)−1 is
one-to-one and (A− λI)−1 is a bounded linear operator defined on all of H
then λ is a regular value.
Thus we look for numbers, λ, such that (O − λI) is not invertible or λ
such that (O − λI)−1 exists but is unbounded. According to basic linear
algebra, eigenvalues fulfil the first condition since if λ is an eigenvalue then
(O − λI) is not injective. The next theorem shows that this is in fact also
true for an arbitrary operator in H, as one would expect.
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Theorem 22 [1]:
Let A be an operator in H. A complex number λ 6= 0 is an eigenvalue of A
iff the operator (A− λI) is not one-to-one.
Hence if λ is an eigenvalue of the operator then (A − λI) is not invert-
ible as suggested. Thus all eigenvalues are in the spectrum. These values
however are not the only values in the spectrum. As defined above if ∃ λ ⇒
(A− λI)−1 exists, but unbounded then λ ∈ σ(A):
Theorem 23 [1]:
Let A be an operator in H. The following statements are equivalent:
a) The complex number λ is an eigenvalue of A or (if λ is not an eigenvalue
of A) (A− λI)−1 exists and is unbounded.
b) There exists a sequence of unit vectors {fn}∞n=1 ⊆M such that
limn→∞(A− λI)fn = o.
Thus if A is an operator in an infinite H then a complex number, λ, is
called a generalized eigenvalue of A iff there exists a sequence of unit vec-
tors {fn}∞n=1 ⊆M such that limn→∞(A− λI)fn = o.
Theorem 23 tells us that if (A − λI)−1 exists and is unbounded then λ is
a generalized eigenvalue, and generalized eigenvalues are considered equiv-
alent to eigenvalues hence they are in the spectrum. Let us call the set of
eigenvalues and generalized eigenvalues the extended eigenvalues. Thus we
have shown, in general, that the spectrum of an operator in H consists of
extended eigenvalues. The extended eigenvalues are however not the only
values the spectrum consists of. If an operator is invertible in H then its
range is all of H. Since the entire space is dense by definition, then the range
of an invertible operator is dense. Let us look at a necessary condition such
that an operator is invertible.
Theorem 24 [6]: An operator, O, on H is invertible iff its image is dense
in H and ∃ α > 0 such that ∀ v ∈ H then ||Ov|| ≥ α||v||. Hence bounded
from below.
If we can find a value, λ, such that the range of (O − λI) is nowhere dense
then (O − λI) is not invertible and hence this λ must be in the spectrum.
We have thus shown that the spectrum of an operator, O, in H is consist-
ing of two sets. One set consists entirely of extended eigenvalues and the
other consisting of values, which are not eigenvalues, such that the range
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of (O − λI) is nowhere dense. These sets are respectively called the point
spectrum and the residual spectrum. Thus the entire spectrum consists of:
Point spectrum = {λ | λ is an extended eigenvalue}
and
Residual spectrum = {λ | image(O−λI) is not dense, λ /∈ point spectrum }.
It can be shown that the spectrum of a self-adjoint operator in H, thus
unbounded by corollary of theorem 10, consists entirely of generalized eigen-
values by the following theorem:
Theorem 25 [1]:
The spectrum of a self-adjoint operator in H consists of generalized eigen-
values.
If, however, the operator is unitary then the spectrum always consists of
generalized eigenvalues
Theorem 26 [1]:
The spectrum of a unitary operator U consists of generalized eigenvalues.
2.15 The Spectrum of bounded operators
Let us investigate the properties of the spectrum. Let us denote the set of
all bounded operators on a space X as L(X). Then;
Theorem 27 [5]:
Let X be a Banach space, T ∈ L(X). Then the spectrum of T is not empty.
The spectrum of a bounded operator, O, is contained in a circle of radius
||O|| in the complex plane about the point 0. This is stated in a corollary
to the following theorem:
Theorem 28 [1]:
If A is a bounded linear operator on H and if ||A|| < 1, then (I − A) is
invertible (invertible operator) and (I −A)−1 = ∑∞k=0Ak.
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Corollary to theorem 28 [1]:
If A is a bounded linear operator on H and if |λ| > ||A||, then λ is a regular
value of A and (A−λI)−1 = − 1λ
∑∞
k=0(
A
λ )
k. Consequently σ(A) is bounded.
Theorem 29 [1]:
The set of regular values of a linear operator A in H is open. The spectrum
σ(A) is closed.
Thus if A is a bounded operator then, by theorem 29 and Corollary to
theorem 28, σ(A) = B||A||(0)
⋃
K||A||(0).
Theorem 30 [9]:
Let A be self-adjoint. Then inf σ(A) = infψ∈MA,||ψ||=1〈ψ,Aψ〉 and
supσ(A) = supψ∈MA,||ψ||=1〈ψ,Aψ〉.
A self-adjoint bounded operator does not have a residual spectrum (hence
empty), and all its eigenvalues are real. This is shown in the following very
important theorem:
Theorem 31 [5]:
Let T be a self-adjoint operator on a Hilbert space H. Then,
(a) T has no residual spectrum
(b) σ(T ) is a subset of R
(c) Eigenvectors corresponding to distinct eigenvalues of T are orthogonal.
Thus by Corollary to theorem 28 the spectrum is bounded, by theorem
31 the spectrum is a subset of R and closed by theorem 29. Hence the spec-
trum of any self-adjoint operator is compact.
2.16 Spectral measures
Let A be a bounded self-adjoint operator throughout this subsection and
let ψ ∈ H. Then f 7→ 〈ψ, f(A)ψ〉 is a positive linear functional on C(σ(A))
the family of all continuous complex-valued functions on the compact Haus-
dorff space σ(A). According to [5], a unique measure µψ on the compact set
σ(A) exists such that 〈ψ, f(A)ψ〉 = ∫σ(A) f(λ)dµψ. The measure µψ is called
the spectral measure associated with ψ. The spectral measure can also be
defined in terms of orthogonal projections, called a projection-valued mea-
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sure. Let B(R) be the set of Borel sets of R, and L(H) be the set of all
bounded operators from H into itself H. Then a projection-valued measure
is a orthogonal projection defined as the map P : B(R)→ L(H), Ω 7→ P (Ω)
satisfying
i) P (R = I ∧ P (∅) = 0.
ii) If Ω =
⋃∞
n Ωn with Ωn ∩ Ωm = ∅ for n 6= m, then
∑
n P (Ωn)ψ = P (Ω)ψ
for every ψ ∈ H.
iii) P (Ω1)P (Ω2) = P (Ω1 ∩ Ω2)
The family of projections fulfilling the aforementioned is called a projection-
valued measure. It is clear that we can integral with respect to such a
projection-valued measure. For every simple function f , we set P (f) =∫
R f(λ)dP (λ) =
∑n
j=1 αjP (Ωj). Then 〈φ, P (f)ψ〉 =
∑n
j=1 αjµφ,ψ(Ωj) shows
that 〈φ, P (f)ψ〉 = ∫R f(λ)dµφ,ψ(λ) [9]. Now:
Theorem 32 [18]:
If X is a set, Ω is a σ-algebra of subsets of X, and H is a Hilbert space, a
spectral measure for (X,Ω,H) is a function E : Ω→ L(H) such that
(a) For each 4 in Ω, E(4) is an orthogonal projection.
(b) E(∅) = 0 and E(X) = 1.
(c) E(41
⋂42) = E(41)E(42) for 41 and 42 in Ω.
(d) If {4n}∞n=1 are pairwise disjoint sets from Ω, then E(
⋃∞
n=14n) =∑∞
n=1E(4n).
By comparing the definition of projection-valued measures and theorem 32,
it is clear that any spectral measure is a projection-valued measure.
Now that we have defined spectral measures we can define the spectrum
of a self-adjoint operator with respect to these. Let {µ}Nn=1 be a family of
measures, then the support of {µ} is the complement of the largest open set
B with µn(B) = 0 ∀ n such that supp{µ}Nn=1 =
⋃N
n=1 supp(µn). Now let A
be a self-adjoint operator and {µ}Nn=1 a family of spectral measures. Then
σ(A) = supp{µ}Nn=1. We are now nearly ready to introduce the spectral
theorem and the spectrum decomposition. First, however, we need some
definitions.
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A vector ψ ∈ H is called a cyclic vector of the operator A iff finite lin-
ear combinations of the elements {Anψ}∞n=0 are dense in H. Equivalently,
an operator A on H has a cyclic vector ψ iff {Ajψ}∞j=0 spans H.
Lemma [5]:
Let A be a self-adjoint operator on a separable Hilbert space H. Then there
is a direct sum decomposition H = ⊕Nn=1Hn with N = 1, 2, ..., or ∞ so that;
(a) A leaves each Hn invariant, that is, ψ ∈ Hn implies Aψ ∈ Hn.
(b) For each n, there is a φn ∈ Hn which is cyclic for A  Hn, e.i. Hn =
{f(A)φn | f ∈ C(σ(A))}.  denotes that the domain of A is restricted to Hn.
We are now ready to present the spectral theorem, which is a very impor-
tant theorem when dealing with the spectrum of any bounded self-adjoint
operator. It essentially describes under what conditions an operator is di-
agonalizable such that the operator can be modelled by a multiplication
operator;
Theorem 33 (spectral theorem) [5]:
Let A be a bounded self-adjoint operator on H, a separable Hilbert space.
Then, there exist measures {µn}Nn=1 (N = 1, 2, ... or ∞) on σ(A) and
a unitary operator U : H → ⊕Nn=1L2(R, dµn) so that (UAU−1ψ)n(λ) =
λψn(λ). Where we write an element ψ ∈ ⊕Nn=1L2(R, dµn) as a N-tuple
(ψ1(λ)), ..., ψn(λ)).
The spectral theorem basically tell us that every bounded self-adjoint op-
erator on a separable Hilbert space is diagonalizable. Hence any bounded
self-adjoint operator A is unitary equivalent with the multiplication opera-
tor. The spectral theorem can be illustrate pictorially:
The measures dµn are spectral measures, they are just dµψ for suitable
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ψ.
2.17 Spectrum decomposition
We are now, finally, ready to decompose the spectrum of a bounded self-
adjoint operator. This is our main result of the theory section. Recall
that any regular Borel measure µB can be decomposed into µB = µpp +
µac + µsing with respect to the Lebesgue measure. These are mutually
singular. Thus by subsection 2.12, the Hilbert space L2(R, dµ) is isomor-
phic to L2(R, dµpp), L2(R, dµac) and L2(R, dµsing). Hence we may write
L2(R, dµ)=L2(R, dµpp) ⊕ L2(R, dµac) ⊕ L2(R, dµsing). Let A be a bounded
self-adjoint operator on H, Let Hpp = {ψ | µψ is pure point}, Hac = {ψ | µψ
is absolutely continuous} and Hsing = {ψ | µψ is continuous singular}. Then
by using the above lemma and theorem 33 we get:
Theorem 34 [5]:
H = Hpp⊕Hac⊕Hsing. Each of these subspaces is invariant under A. A  Hpp
has complete set of eigenvectors, A  Hac has only absolutely continuous
spectral measures and A  Hsing has only continuous singular spectral mea-
sures.
The spectrum of a bounded self-adjoint operator A can then be decomposed
into the pure point, continuous, absolutely continuous and continuous sin-
gular spectrum:
σpp(A) = {λ | λ is an eigenvalue of A}
σcont(A) = σ(A  Hcont = Hsing ⊕ Hac)
σac(A) = σ(A  Hac)
σsing(A) = σ(A  Hsing)
Proposition [5]:
σcont(A) = σ(A)ac
⋃
σ(A)sing and σ(A) = σ(A)pp
⋃
σ(A)cont.
If we look at theorem 31, theorem 23, the definition of the pure point
spectrum, and the above proposition then it is clear that the absolutely
continuous and the continuous singular spectrum consist entirely of gener-
alized eigenvalues. Thus if we consider a bounded self-adjoint operator on a
finite separable Hilbert space, then the spectrum must consist purely of the
pure point spectrum.
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In certain cases e.g. quantum mechanics it is, however, quite useful to
introduce another spectrum decomposition, the essential spectrum and the
discrete spectrum. Assume A is a self-adjoint operator. Then the discrete
spectrum σdisc(A) is defined by the following theorem:
Theorem 35 [5]:
λ ∈ σdisc iff both of the following hold:
(a) λ is an isolated point of σ(A)
(b) λ is an eigenvalue of finite multiplicity, i.e., {ψ | Aψ = λψ} is finite
dimensional.
The essential spectrum of A, σess(A) is defined as:
Theorem 36 [5]:
λ ∈ σess iff one or more of the following holds:
a) λ ∈ σcont(A)
b) λ is a limit point of σpp
c) λ is an eigenvalue of infinite multiplicity.
The essential spectrum is also defined as the complement of the discrete
spectrum, σess(A) = σ(A) \ σdisc(A). The essential spectrum is closed [5].
As mentioned earlier it is shown in Pastur’s theorem that the spectrum
of ergodic operators are not random:
Theorem 37 [16]: There exists a set Ω0 ⊂ Ω and Σ, Σpp, Σac, Σsc ⊂ R
such that for all ω ∈ Ω0 we have σ(Hω) = Σ, σα(Hω) = Σα, α = pp, ac, sc.
Spectrum of unbounded operators
The spectrum of unbounded operators is the same as the spectrum of bounded
operators. Hence the spectrum of unbounded operators consist of the point
spectrum and the residual spectrum. There is a corresponding spectral the-
orem of unbounded self-adjoint operators. Thus we are able to decompose
the spectrum of an unbounded self-adjoint operator into the pure point, con-
tinuous, almost continuous and continuous singular spectrum. Hence also
the essential and discrete spectrum.
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3 The Schro¨dinger equation
In this section we introduce the Schro¨dinger operators, in particular the
Hamiltonian operator, and its spectrum. We introduce SCO as an abbrevi-
ation of Schro¨dinger operators.
Quantum mechanics is basically about solving the Schro¨dinger equation.
The Schro¨dinger equation is the most fundamental equation in quantum
mechanics. The n-dimensional Schro¨dinger equation is defined as i~ δΨδt =
− ~22m∆Ψ + VΨ, where V is a potential function, only depending on the po-
sition, ∆ is the Laplacian, and Ψ is called a wave function. This equation
can be written in terms of an operator as i~ δΨδt = HΨ. H is called the
Hamiltonian, and depends on the given system and the Hilbert space it acts
in. Notice that the Schro¨dinger equation is dependent of time. We are able
to split this partial differential equation into two differential equations, by
separation of variables, since the potential function is not a function of time.
One equation which is time dependent and one which is time-independent.
The time-independent Schro¨dinger equation is the most important one since
the time-dependent is quite trivial to solve. The time-independent equation
is − ~22m∆Ψ + VΨ = EΨ, where E is the total energy of the system. The
system consists in general of states which are eigenfunctions associated to its
eigenvalue. Hence the time-independent Schro¨dinger equation can be writ-
ten for the nth state as − ~22m∆Ψn+VΨn = EnΨn, where Ψn is the nth state
associated to its eigenvalue En. The time-independent Schro¨dinger equation
is generally written in terms of the Hamiltonian operator thus HΨn = EΨn.
The Hamiltonian thus depends on the Schro¨dinger equation of the system.
The eigenvalues of the Hamiltonian represents the energy level of the nth
state. Hence it is physically meaningless if the eigenvalues are complex val-
ues. For this reason the Hamiltonian operator is required to be self-adjoint.
Fundamental axioms of Quantum mechanics [8]:
i) Wave functions live in separable Hilbert spaces. Mostly L2, depending on
the system.
ii) Observables are represented by self-adjoint operators.
iii) Determinate states are eigenfunctions of H
iv) Wave functions are normalizable.
v) The eigenfunctions of an observable operator are complete: Any function
in Hilbert space can be expressed as a linear combination of them.
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3.1 The Hamiltonian operator
It can be shown that the Hamiltonian operator H = − ~22m∆ + V in L2 is
an unbounded self-adjoint operator [5], which is in accordance with axiom
ii). Recall the Corollary of theorem 10: any operator which is everywhere
defined and symmetric is bounded. Hence the Hamiltonian in L2 cannot
be defined on the entire Hilbert space. Now Since L2 is the most common
Hilbert space of quantum mechanics, let us define some familiar concepts of
this space.
Inner product
The inner product of the Hilbert space L2 is defined as 〈f, g〉 = ∫∞−∞ f∗gdx,
where ∗ is the complex conjugated.
Normalization
A wave function Ψ(x, t) ∈ L2 is normalized iff ∫∞−∞ |Ψ|2dx = 1. Hence nor-
malization is defined by 〈Ψ,Ψ〉 = 1.
Orthogonal
Two functions in the Hilbert space L2 are orthogonal iff
∫
Ψm(x)
∗Ψn(x)dx =
0 whenever n 6= m.
Orthonormal
Two orthogonal functions in the Hilbert space L2 are orthonormal iff
∫
Ψm(x)
∗Ψn(x)dx =
δn,m where δn,m =
{
0 if m 6= n
1 if m = n
.
3.2 Schro¨dinger operators
Any self-adjoint operator given by −k∆ + V , where k ∈ R and V is real,
is called a SCO. In general the Hamiltonian operator is such a SCO. Now,
since the constant k in −k∆ + V does not affect the boundedness, the self-
adjointness nor the spectrum of the operator it is common to set k = 1 hence
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m ≡ 12 and ~ ≡ 1 in the case of the Hamiltonian. Hence, from now on, we
shall define the SCO as −∆ + V . It is clear that the Laplacian operator ∆
on L2(Rd) is unbounded since the differential operator is unbounded. Hence
every SCO on L2(Rd) is self-adjoint and unbounded. If the SCO is discrete
on `2(Z) then it is written as (Hu)(n) = u(n+ 1) + u(n− 1) + V u(n) [16].
Thus (−∆u)(n) ≡ u(n + 1) + u(n − 1) and hence −∆ ≡ L + L∗ which we
showed earlier was bounded and self-adjoint. Hence every DSCO is bounded
and self-adjoint. A more detailed proof will be given later in the case of the
almost Mathieu operator. We shall denote discrete SCO by DSCO.
Remark: The usual continuum negative Laplacian operator−∆ = −∑j [∂2/∂2xj ]
is replaced by the analogue discrete laplacian operator, ∆d on `
2(Zd) by:
(−∆du)(n) = −
∑
k∈Zd,|k|=1[u(n + k)], n ∈ Zd, where |k| = |k1| + ... + |kd|
is the graph distance on Zd. However, if one calculate the analogue Lapla-
cian, one would find a more appropriate difference approximation given by
−∆d+2d. This 2d shift is, however, neglected since it is trivial [19]. We shall
thus, throughout this text, denote the discrete laplacian as −∆d = −∆ =
−∑k∈Zd,|k|=1[u(n+k)], n ∈ Zd which is, as previously argued, −∆ = L+L∗
on `2(Z).
Before dealing with the spectrum of the SCO on L2 we need to introduce
some definitions:
A quadratic form is a map q : Q(q) × Q(q) → C, where Q(q) is a dense
linear subset of H called the form domain, such that q(., ψ) is conjugated
linear and q(φ, .) is linear for φ, ψ ∈ Q(q).
Define L(Rn)∞ as the space of all bounded functions (L∞), such that ∀ > 0
∃ K ⇒ ∀x ∈ Rn \K V (x) < . K is a compact set.
A measurable function V is a Rollnik potential iff ||V ||2R ≡
∫
R3
|V (x)||V (y)|
|x−y|2 d
3xd3y <
∞. The set of Rollnik potentials is denoted R.
The support of a function f : X → Cn is the set supp(f)= {x ∈ X|f(x) 6= 0}.
A multiplication operator is called an Agmon potential iff
V (x) = (1 +x2)−0.5−W (x) for some  > 0, where W is a relatively compact
perturbation of −∆.
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Now that we have introduced the required definitions we can continue. if
V (x) → ∞ as |x| → ∞, then the spectrum of −∆ + V on L2(Rn) is given
by the following theorem:
Theorem 38 [11]:
Let V be a locally bounded positive function with V (x) → ∞ as |x| → ∞.
Define −∆ + V on L2(Rn) as a sum of quadratic forms. Then −∆ + V has
purely discrete spectrum.
Another interesting theorem is:
Theorem 39 [11]:
Let H = −∆ + a · x+ V on L2(Rn). Then:
(a) if a = 0, n = 3, V ∈ R+ L∞ , then σess(H) = [0,∞).
(b) if a = 0, V ∈ Lp + L∞ where p ≥ max{n/2, 2} if n 6= 4, p > 2 if n = 4,
then σess(H) = [0,∞).
(c) if a 6= 0, V = V1 + V2 where V1 ∈ Lp (p as above) has compact sup-
port and V2 ∈ L∞ goes to zero at infinity, then σ(H) = σess(H) = (−∞,∞).
Notice that the requirement V (x) in condition (b) theorem 39, is equiva-
lent to V (x) → 0 as x → ∞. It is shown in [11] that the SCO fulfilling
theorem 39 (b) has an Agmon potential and hence empty singular continu-
ous spectrum according to the following theorem:
Theorem 40 [11]:
Let V be an Agmon potential and let H = H0 + V where H0 = −∆. Then:
σsing(H) = ∅.
Now let us consider the DSCO, that is −∆ + V on `2(Zd), d ∈ N. It
can be shown that certain DSCO with a n-dimensional periodic potential
V : Zn → R, d > 1, d ∈ N has purely absolutely continuous spectrum:
Theorem 41 [11]:
Let V be a periodic potential on Zn whose Fourier series coefficients are in
`β where β < n−1n−2 if n ≥ 3, β = 2 if n = 2, 3. Then −∆ + V has purely
absolutely continuous spectrum.
Next we would like to show something similar for d = 1. In order to do
so, however, we need to consider more theory: It turns out that DSCO on
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`2(Z+) is a special case of orthogonal polynomials on the real line, usually
denoted OPRL [13]. We shall use this fact and OPRL as a general intro-
duction to the fact that DSCO can be written as a Jacobi matrix. Let µ be
a probability measure on R. Suppose µ has bounded support [a, b] which
is an infinite set. This implies that 1, x, ..., xn are linear independent since∫ |P (x)|2dµ = 0 implies that µ is supported on the zeroes of P . We can then
use the Gram-Schmidt process on the basis 1, x, ..., xn such that we get a
set of orthogonal monic polynomials spanning the very same Hilbert space.
Monic polynomials are polynomials with leading coefficient equal to one.
If we divide every element in this set with its own norm we of course get
an orthonormal basis consisting of orthonormal monic polynomials. Now
given a monic polynomial of order k, Pk, and the sequence {Pj}k+1j=0 spans
polynomials of degree at most k + 1, then xPk = Pk+1 +
∑k
j=0(Bk,jPj),
Bk,j = 〈Pj , xPk〉/||Pj ||2. We can now use the self-adjointness of P , if dµ on
R, hence 〈Pj , xPk〉 = 〈xPj , Pk〉. Now by orthogonality and xPj = Pj+1
then iff j < k − 1 then 〈xPj , Pk〉 = 0 thus by self-adjointness and or-
thogonality iff j = k − 1 then 〈Pk−1, xPk〉 = 〈xPk−1, Pk〉 = ||Pk||2. For
{aj}∞j=1 and {bj}∞j=1, this leads to the three-term recursive relationship,
xPN = PN+1 + bN+1 + a
2
NPN−1, where bN ∈ R and aN = ||PN ||/||PN−1||.
Since ||P0|| = 1 we must have ||PN || = aNaN−1...a1 which implies pn ≡
Pn/(a1 · .... · an) obeys xpn = an+1pn+1 + bn+1pn + anpn−1 [13].
This three-term recursive relationship can be written as = x[p0(x), p0(x), ...]
T =
J [p0(x), p1(x), ...]
T or shorthand J p = xp, where
J =

b1 a1 0 0 0 . . .
a1 b2 a2 0 0
. . .
0 a2 b3 a3 0
. . .
0 0 a3 b4 a4
. . .
...
. . .
. . .
. . .
. . .
. . .

,
is the two-sided Jacobi matrix. This relationship, J p = xp, is called the
Jacobi difference expression, a second order difference expression, which is
the discrete version of the second order differential equation. It can be
shown that Jacobi matrices are bounded and self-adjoint iff bn ∈ R and
an = an [12]. Furthermore it can be shown that any DSCO on `
2(Z) can be
written in such a relation [15]. In this case, DSCO on `2(Z), an ≡ 1 ∀n ∈ Z
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and bn represents the potential energy at n, a discretization of the physical
potential b(x) which generates a force giving by F (x) = −b′(x). Thus the
sequence b = {bn}n∈Z represents the potential of the DSCO. Next, we would
like to define what we call transfer matrices and fundamental matrices.
Suppose Z is some subset of Z. Then s(Z) is the set of all complex-valued
functions on Z. Whenever n ∈ Z, a ∈ C and u, v ∈ s(Z) we have the linear
terms (u + v)(n) = u(n) + v(n) and (au)(n) = au(n). We define the linear
Jacobi as J : s(Z) → s(Z). For a given Jacobi matrix J , z ∈ s(Z), n0 ∈ Z
and a, b ∈ C then the inhomogeneous Jacobi difference expression is given
by Ju = zu where u(n0) = a, u(n0 + 1) = b is the initial value problem for
J and z at n0. A sequence, u, which satisfies the above is a solution of the
initial value problem. Let J be an infinite two-sided Jacobi matrix given by
J =

. . .
. . . 0 0 0 . . .
. . . b1 a1 0 0
. . .
0 a1 b2 a2 0
. . .
0 0 a2 b3 a3
. . .
...
. . .
. . .
. . .
. . .
. . .

and u =

...
u−1
u0
u1
...

where an ∈ C/{0}, bn ∈ C/{0} ∀n ∈ Z.
Define the transfer matrices associated with J as Tn =
(
0 1
− anan+1 z−bnan+1
)
.
The sequence u ∈ s(Z) solves the inhomogeneous difference equation Ju =
zu iff
(
un
un+1
)
= Tn
(
un0
un0+1
)
∀n ∈ Z. This is fairly easy to show by solving
the three-term recursive relationship Jun = an+1un+1+bnun+anun−1 = zu0
and using un = un. Notice Tn is invertible, since
an
an+1
6= 0 ⇒ det(Tn) 6= 0.
The inverse can be calculated as:
T−1n =
(
z−bn
an−1 −
an+1
an
0 1
)
and(
un−1
un
)
= T−1n
(
un0
un0+1
)
∀n ∈ Z.
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Now define the fundamental matrix by
Mn =

Tn · ... · T1 n > n0
I n = n0
T−1n+1 · ... · T−10 n < n0
then Ju = zu iff
(
un
un+1
)
= Mn
(
un0
un0+1
)
∀n ∈ Z.
So far we have shown that any OPRL and any DSCO on `2(Z) can be
written as a two-sided Jacobi operator, and the solution of the three-term
recursive equation is given by the fundamental matrix. It turns out that Ja-
cobi matrices correspond to symmetric operators which have a cyclic vector:
Theorem 42 [13]:
Fix N . There is a one-one correspondence among each of
i) Jacobi parameters {aj}N−1j=1 ∪ {bj}Nj=1 with bj ∈ R and aj > 0.
ii) Trivial measures of the form dρ =
∑N
j=1 ρjδxj where
∑N
j=1 ρj = 1 holds
and ρj > 0.
iii) Unitary equivalence classes of symmetric N ×N matrices A with a dis-
tinguished cyclic vector, ϕ.
Furthermore we can show that any two-sided Jacobi with coefficients an → 1
and bn → 0 has σess(J) = [−2, 2] as stated in the following theorem:
Theorem 43 [13]:
Let J be a Jacobi matrix with Jacobi parameters {an, bn}∞n=1. If an → 1
and bn → 0 then σess(J) = [−2, 2].
We are now ready to show that the spectrum of any discrete periodic Jacobi
operator with one dimensional periodic potential, d = 1, has purely abso-
lutely continuous spectrum. Hence every one-dimensional periodic DSCO
has purely absolutely continuous spectrum. If the potential of the DSCO is
periodic, then so is the bn coefficients of the Jacobi matrix. The solutions
of the Jacobi difference expression where J is periodic are called Floquet
solutions (physicists call them Bloch solutions). Now given a two-sided se-
quence with some period p > 0 in Z, such that an+p = an and bn+p = bn,
then the Jacobi matrix is periodic. The spectrum of a periodic two-sided
Jacobi matrix is given by the following theorem:
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Theorem 44 [13]:
A periodic two-sided Jacobi matrix has purely absolutely continuous spec-
trum.
Hence by theorem 41 and theorem 44, we have shown that ∀ d ∈ N any peri-
odic DSCO on `β(Zd), where β is given in theorem 41, has purely absolutely
continuous spectrum. Furthermore the essential spectrum of a non-periodic
DSCO H on `2(Zd) depends on d:
Theorem 45 [14]:
If lim|n|→∞ V (n) = 0 then σess(H) = [−2d, 2d]. The converse is only true iff
d ≤ 2. Hence iff d ≤ 2 and σess(H) = σac(H) = [−2d, 2d] then V (n)→ 0 as
n→∞.
Notice that theorem 45 (of course) is in accordance to theorem 43 in the
case of d = 1 and hence a more general theorem. However it is much more
difficult to deal with almost periodic DSCO. In section 4 we deal with the
almost Mathieu operator denoted AMO, which is a quasi-period operator.
DSCO, in particular periodic and almost periodic operators, are extremely
useful in solid state physics. They serve as models of disordered systems,
such as glasses and other non-crystallines (amorphous).
Spectrum of the Hamiltonian
Since the Hamiltonian, H, is a self-adjoint operator then, according to theo-
rem 31, H has no residual spectrum and thus only consists of the point spec-
trum. The spectrum in quantum mechanics falls into two categories. Either
the spectrum is discrete in the sense that it consists of discrete eigenvalues
or the spectrum is continuous in the sense that it consists of continuous
extended eigenvalues.
Discrete spectrum
If the spectrum of the Hamiltonian operator, or any other SCO, is discrete
then all the above-mentioned axioms are true.
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Example:
Let H : Rn → Rn, n <∞, be a bounded n× n hermitian (thus self-adjoint)
matrix on Rn. Write the n-dimensional Schro¨dinger equation for the mth
state as i~ δψmδt = Hψm. Then H is a Hamiltonian operator. R
n is a sepa-
rable Hilbert space and thus all the conditions of theorem 33 are fulfilled.
Hence we can decompose its spectrum. Since H is bounded, self-adjoint,
and on a finite Hilbert space it consists entirely of real eigenvalues. Thus
by theorem 31, theorem 34, and the proposition then σ(H) = σpp(H). Thus
from classic linear algebra the spectrum consists of n real eigenvalues and
the system has m ≤ n states (eigenvectors).
Example:
Define the Hamiltonian as H = −∆ + ω2x2, ω > 0 in L2(R3). This system
is called the harmonic oscillator with domain MH = span{xa exp−x
2
2 | a ∈
N3 ∪ {0}} ⊆ L2(R3). It has discrete spectrum and:
Theorem 46 [9]:
The harmonic oscillator H is essentially self-adjoint on MH and has an or-
thonormal basis of eigenfunctions ψn1,n2,n3 = ψn1(x1)ψn2(x2)ψn3(x3), with
ψnj(xj) =
1√
2nn!
(ωpi )
1
4Hn(
√
ωxj)e
−ωx
2
j
2 . The spectrum is given by
σ(H) = σpp(H) = {(2n+ 3)ω | n ∈ N ∪ {0}}.
Where Hn(x) = e
x2
2 (x− ddx)ne−
x2
2 is the Hermite polynomials.
Example:
Given τφ = −φ′′, let A be an operator such that Aφ = τφ = −φ′′,
MA = {φ ∈ L2(0, 2pi) | φ ∈ AC1[0, 2pi], φ(0) = φ(2pi), φ′(0) = φ′(2φ)},
where AC1 is the set of all first derivative absolutely continuous functions.
Then:
Theorem 47 [9]:
The operator A defined above is self-adjoint. Its spectrum is purely discrete,
that is σ(A) = σdisc(A) = {m2 | m ∈ Z}.
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Continuous spectrum
If we are given a Hamiltonian operator or a SCO in L2(Rn), such that its
spectrum is continuous, then like the case of discrete spectrum, the spec-
trum is a point spectrum. It can be proved in general that if the spectrum
is continuous then the classic normalization fails. Thus the eigenvectors
are not normalizable, they are not in Hilbert space, and they do not repre-
sent possible physical states [8]. This is nevertheless fixed due to the fact
that the eigenvalues are restricted to being real. Real eigenvalues have,
what physicists call, Dirac orthonormalizable eigenvectors which is a special
kind of normalization [8]. This Dirac orthonomalization makes the eigenvec-
tors complete in the sense that any function can be expressed as a Fourier
transform of them, instead of a linear combination. Thus all the axioms of
quantum mechanics except i) are fulfilled if the Hamiltonian has continuous
spectrum.
Example:
Suppose the potential V = aδ(x), a is some constant, and δ(x) is the
Dirac delta function; δ(x) = 0∀x 6= 0 and δ(x) = ∞ x = 0 such that∫∞
−∞ f(x)δ(x)dx = f(0).
The one dimensional time-independent Schro¨dinger equations is thus− ~22m d
2Ψ
dx2
+
aδ(x)Ψ = EΨ. Thus the Hamiltonian operator is H = − ~22m d
2
dx2
+aδ(x). The
general normalization (classic or Dirac orthonormalization) of the general
Schro¨dinger equation i~ δΨδt = − ~
2
2m∆Ψ+VΨ fails iff Ψ and its second deriva-
tive have the same sign. This is simply because if they have the same sign
then Ψ(x) curves away from the x-axis and cannot turn around. Hence the
requirement of normalization limx→±∞Ψ(x) = 0 fails unless Ψ is trivially
zero. Let us Consider the state of the system we just described. If the
state is bounded, E < 0, then the general normalization of the Schro¨dinger
equation fails. Thus there is no bounded state. If, however, the state is
a scattering, E > 0, then the above- mentioned normalization condition
is fulfilled. It can be shown that the state Ψn is not classic normalizable
since
∫∞
−∞Ψ
∗
nΨndx diverges [8]. However it is instead Dirac orthonomaliz-
able. Thus the operator is not in L2 but the rest of the axioms of quantum
mechanic are fulfilled. Hence its spectrum is continuous. In general it can
be shown that bounded states are associated with discrete spectrum and
scattering states are associated with continuous spectrum [8].
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Example:
Let k = 1 and V = 0 in the Hilbert space L2(Rn). This Hamiltonian is
called the free SCO. It is just the negative Laplacian operator. Its spectrum
is stated in the following theorem:
Theorem 48 [9]:
The free SCO H0 is self-adjoint and its spectrum is characterized by σ(H0) =
σac(H0) = [0,∞), σsing(H0) = σpp(H0) = ∅.
As a reference the spectrum of the discrete free SCO H0 on `
2(Zd) is abso-
lutely continuous by theorem 44 and:
Theorem 49 [14]:
Let H0 be the free Schro¨dinger operator on `
2(Zd). Then
σ(H0) = σess(H0) = σac(H0) = [−2d, 2d].
Example:
One can show that the hydrogen atom has both bounded and scattering
states. Thus the Hamiltonian associated with the hydrogen atom has a dis-
crete spectrum of bounded states and a continuous spectrum of scattering
states. In order to deal with these two cases, we need a couple of theorems:
Theorem 50 [9]:
Let V be real-valued and V ∈ L∞∞(Rn) if n > 3 and V ∈ L∞∞(Rn) +L2(Rn))
if n ≤ 3. Then V is relatively compact with respect to H0. In particu-
lar, H = H0 + V , MH = H2(Rn), is self-adjoint, bounded from below and
σess(H) = [0,∞).
Where the space H2(Rn) = {f ∈ L2(Rn) | |p|2fˆ(p) ∈ L2(Rn)}, fˆ is the
Fourier transform fˆ(p) = 1
(2pi)n/2
∫
Rn exp
−ipx f(x)dnx, is called a Sobolev
space, and L∞∞(Rn) is the Lebesgue space of bounded functions vanish-
ing at ∞. Now, in the scattering case, V ∈ L∞∞((0,∞)) + L2(0,∞) and
MH = H2(Rn) [9] thus theorem 50 holds. Hence it has essential spectrum,
σess(H) = [0,∞) (F).
In the case of bounded states one can show that the spectrum of the Hamil-
tonian is pure point, σpp(H) = {En | En = −[ m2~2 ( e
2
4pi0
)2] 1
n2
, n ∈ N}
() [8]. Thus the spectrum ∀E of the Hamiltonian of the hydrogen atom is
σ(H) = σpp(H) ∪ σess(H), where σess(H) is (F) and σpp(H) is ().
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4 The almost Mathieu operator
The almost Mathieu operator (AMO) is a DSCO. To be more specific it is a
discrete quasi-periodic operator on `2(Z). Since it is a DSCO, it is bounded
and self-adjoint, we would, however, like to prove this by corollary of the-
orem 10 in order to show how to use this corollary to show boundedness.
The AMO is defined as:
(Hλ,αω ψ)(n) = ψ(n+ 1) + ψ(n− 1) + 2λ cos[2pi(ω + nα)]ψ(n).
The potential function V : Z → R, V (n) = 2λ cos[2pi(ω + nα)]ψ(n) is
clearly bounded. In order for this operator to behave quasi-periodic α has
to be irrational such that the rotation is irrational, and λ 6= 0. Thus λ 6= 0
and α ∈ R \ Q. ω is called the phase, α the frequency and λ the cou-
pling. By the periodicity of the cosine we consider α, ω ∈ T = R/Z. Since
cos(x+pi) = −cos(x) we notice that Hλ,αω = H−λ,αω+ 1
2
hence we shall only con-
sider λ > 0, ω ∈ T and irrational α ∈ T. Thus, by definition, the AMO is an
ergodic operator. Before presenting the spectrum of the AMO, I would like
to actually prove, by the Corollary of theorem 10, that the AMO is indeed
bounded and self-adjoint:
The Hilbert space `2(Z) = {a : Z → C | ∑∞n=−∞ |an|2 < ∞}, has inner
product defined as 〈a, b〉 = ∑∞n=−∞ anbn, where a, b ∈ `2(Z) and an is the
complex conjugated. In order to show that Hλ,αω is bounded and self-adjoint
we first need, according to the corollary of theorem 10, to show that Hλ,αω is
everywhere defined and symmetric. Thus we can split the proof up in three:
i) Show that Hλ,αω ψ ∈ `2(Z) ∀ ψ ∈ `2(Z), so that Hλ,αω is everywhere defined.
ii) Given i) we need to show that Hλ,αω is symmetric i.e. 〈Hλ,αω a, b〉 =
〈a,Hλ,αω b〉 ∀ a, b ∈ `2(Z).
iii) Given i) we need to show that Hλ,αω is self-adjoint i.e. H
λ,α
ω = (H
λ,α
ω )∗.
i) Notice that for ψ ∈ `2(Z), (Hλ,αω ψ)(n) can be written as (Hλ,αω ψ)(n) =
(Aψ)(n)+(Bψ)(n)+(Cψ)(n), where A is the left shift operator and B = A∗
is the right shift operator and C = 2λ cos[2pi(ω + nα)], since (Aψ)(n) =
ψ(n+1), (Bψ)(n) = ψ(n−1) and (Cψ)(n) = 2λ cos[2pi(ω+nα)]ψ(n). Hence
it suffices to show that Aψ, Bψ, Cψ ∈ `2(Z) i.e. ∑∞n=−∞ |ψ(n + 1)|2 < ∞,∑∞
n=−∞ |ψ(n − 1)|2 < ∞,
∑∞
n=−∞ |2λ cos[2pi(ω + nα)]ψ(n)|2 < ∞. Given
that ψ ∈ `2(Z) this is trivially fulfilled.
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ii) Let x(n), x(n + 1) and y(n), y(n + 1) be written as xn, xn+1 and yn,
yn+1 throughout the rest of this proof. Let x, y ∈ `2(Z). Now consider the
following inner products:
〈Hλ,αω x, y〉 =
∑∞
n=−∞[(xn+1 + xn−1 + 2λ cos[2pi(ω + nα)]xn)yn] and
〈x,Hλ,αω y〉 =
∑∞
n=−∞[xn(yn+1 + yn−1 + 2λ cos[2pi(ω + nα)]yn)].
We have 〈Hλ,αω x, y〉 = 〈x,Hλ,αω y〉 iff:∑∞
n=−∞(xn+1 · yn) =
∑∞
n=−∞(xn · yn−1) (4)
∧∑∞
n=−∞(xn−1 · yn) =
∑∞
n=−∞(xn · yn+1) ().
Set n + 1 = m. Then xn+1 · yn = xm · ym−1. Hence
∑∞
n=−∞(xn+1 · yn) =∑∞
m=−∞(xm · ym−1) (∗). Compare (∗) with (4).
For () set n − 1 = m ⇒ ∑∞n=−∞(xn−1 · yn) = ∑∞m=−∞(xm · ym+1) (♦).
Compare (♦) with ().
If summing from −∞ to ∞ we are completely free to index such a sum
by m = n − 1 or m = n + 1 and get one and the same sum. Hence we
have proved that Hλ,αω ψn = Aψn + Bψn + Cψn fulfils the conditions in the
corollary of theorem 10. Hence the AMO is bounded and symmetric. 
iii) Now given i) and A∗ = B, B∗ = A and C is real hence C∗ = C then
Hλ,αω = (H
λ,α
ω )∗. Hence the AMO is self-adjoint. 
The Spectrum of the AMO is given in the following theorem, which summa-
rize the results of many authors achieved over a period of about thirty years:
Theorem 51 [10]:
(a) Metal-insulator transition: If λ < 1, then for every α and every ω, the
spectrum is purely absolutely continuous.
(b) If λ = 1, then for every α and all but countable many ω, the spectrum
is purely singular continuous.
(c) If λ > 1, then for almost every α and almost every ω, the spectrum is
pure point and the eigenfunctions decay exponentially.
(d) If λ > 1, then for generic α and every ω, the spectrum is purely singular
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continuous.
(e) If λ > 1, then for every α and generic ω, the spectrum is purely singular
continuous.
(f) The Ten Martini problem: The spectrum of Hλ,αω is a Cantor set.
By theorem 51 a) and c) we see that there is a transition in the spectrum
from purely absolutely continuous to pure point with exponentially decay-
ing eigenfunctions. As earlier described almost periodic operators serve as
models in solid state physics. Such a transition in the model’s spectrum
is interpreted, in physics, as a transition from being a conducting metal to
being an isolator. Let us define what a physicist means by a conductor and
an isolator:
A good conductor of electricity (metals) are those solids whose uppermost
occupied band is not completely filled.
An Isolator is substances whose uppermost valence band is completely filled
and separated by an energy gab of a few eV (electron volts) from the next
empty band. This is illustrated as:
The transition from a conductor to an isolator is why the spectrum, and
hence the coupling λ, the frequency, and the phase, α, ω, of the AMO, is of
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such interest in solid state physics. It is quite clear from theorem 44 that
the operator Hλ,αω has purely absolutely continuous spectrum for α ∈ Q or
λ = 0, since then the potential function V : Z→ R is periodic.
Beside theorem 51 the spectrum of the almost Mathieu operator depends
on number theory. This will be apparent in the next few theorems.
Theorem 52 [10]:
Suppose α ∈ T is Liouville. Then, for every λ and ω, Hλ,αω has purely con-
tinuous spectrum.
Theorem 53 [10]:
For every λ and α, Hλ,αω has purely continuous spectrum for generic ω.
Theorem 54 [10]:
Given λ and α, there is a dense Gδ set of ω’s for which H
λ,α
ω has purely
continuous spectrum.
We would like to prove theorem 52. However in order to prove this the-
orem We shall need the following definition and theorem:
A bounded potential V : Z → R is called Gordon potential if there are
positive integers qk →∞ such that
∀C > 0: limk→∞ max1≤n≤qk |V (n)− V (n± qk)|Cqk = 0
Theorem 55 [10]:
Suppose V is a Gordon potential. Then, the operator H = ∆+V has purely
continuous spectrum. More precisely, for every E ∈ R and every solution of
Hu = Eu, we have lim|n|→∞ sup ||
(
un+1
un
)
|| ≥ 12 ||
(
u1
u0
)
||.
Proof of theorem 52 [10]:
If we can show that the potential of the AMO, V , is a Gordon poten-
tial then by theorem 55 we have proved theorem 52. Let α be a Liou-
ville number and pkqk the associated rational approximation. Let C > 0.
Since |cos(x) − cos(y)| ≤ |x − y| we have max1≤n≤qk |2λ cos[2pi(ω + nα)] −
2λ cos[2pi(ω + (n ± qk)α)]|Cqk ≤ 4λpi|qkα|Cqk . Now by the Liouville condi-
tion we have limk→∞ αqk = 0. Thus V (n) = 2λ cos[2pi(ω+nα)] is a Gordon
potential. 
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Herman Estimate:
Since the AMO is discrete and on `2(Z) it fulfils the three-term recursive
relation and can thus be written as a Jacobi difference expression with
quasi-periodic coefficient bn and an ≡ 1. If we are studying the time-
independent Schro¨dinger equation then its three-term recursive relation is
u(n+ 1) + u(n− 1) + 2λ cos[2pi(ω+ nα)]u(n) = Eu(n). For n0 = 0 then the
transfer matrices Tn, n ≥ 1 are
Tn =
(
0 1
−1 E − 2λ cos[2pi(ω + nα)]
)
.
The fundamental matrix isMn = Tn·...T1 and u solves the equation Ju = Eu
iff
(
u(n)
u(n+ 1)
)
= Mn
(
u(0)
u(1)
)
∀n ∈ Z.
To measure the growth on an exponential scale we introduce the Lyapunov
exponent as γ(E) = limn→∞ 1n
∫
T log(||Mn||)dω.
Notice that the determinant of Tn is one and hence the determinant of
Mn is equal to one by elementary linear algebra. Furthermore by linear al-
gebra, the determinant of a matrix is equal to the product of its eigenvalues.
Thus, by the definition of the operator norm of a finite matrix and the def-
inition of the determinant of a matrix, the norm of Mn is at least one since
sup||v||=1 ||Mnv|| = ||λv|| = |λ| · ||v|| = |λ|. Now since the norm of Mn is at
least one then clearly γ(E) ≥ 0. Herman showed the following importance:
Theorem 56 [10]:
We have γ(E) ≥ log(λ).
It can furthermore be shown that if γ(E) > 0 then there is a one dimensional
subspace of
(
u(0)
u(1)
)
for which the norm of
(
u(n+ 1)
u(n)
)
decays like e−γ(E)n
as n → ∞ and all linear independent initial conditions yield eγ(E)n [10].
Hence the Herman estimate suggests that there are exponentially decaying
solutions of the time-independent Schro¨dinger equation whenever λ > 1.
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Anderson localization:
P. Anderson won the Nobel prize by showing that for sufficiently strong
random independent potentials of the whole lattice there is only pure point
spectrum and the eigenfunctions decay exponentially. This is called the An-
derson localization. The Anderson localization of the AMO is given iff the
following three conditions are fulfilled [16]:
i) λ > 1
ii) α satisfies a Diophantine condition; |sin(pijα)| ≥ c(α)|j|r(α) , for some c(α) >
0, 1 < r(α) <∞
iii) The phase ω is non-resonant: ω /∈ {ω | | sin[2pi(ω + kα/2)]| ≤ e−k
1
2r(α)
for infinitely many k ∈ Z}.
It is quite clear from condition i) and the Herman estimate that the eigen-
functions are decaying exponentially. Thus:
Theorem 57 [10]:
Suppose λ > 1, α ∈ T is Diophantine, and ω ∈ T is non-resonant. Then,
the AMO Hλ,αω has pure point spectrum with exponentially decaying eigen-
functions.
Aubry duality:
The Aubry duality is a method in which we look at the spectrum of the
difference expression of the discrete operator and the spectrum of its dual
difference expression. Let us consider the almost Mathieu operator. The
dual difference equation is defined as:
u¯(n+ 1) + u¯(n− 1) + 2λ−1cos[2pi(ω¯ + nα)]u¯(n) = (λ−1E)u¯(n) [10].
Now the following theorem;
Theorem 58 [10]:
(a) Suppose u ∈ `(Z) is a solution of the difference expression of the almost
Mathieu operator. Consider its Fourier transformation uˆ(θ) =
∑
m∈Z u(m)e
i2pimθ.
Then, given any ω¯ ∈ T, the sequence u¯defined by u¯(n) = uˆ(ω¯ + nα)ei2pimθ
is a solution of its dual difference equation.
(b) Suppose u ∈ `2(Z) is a solution of the difference expression of the almost
Mathieu operator. Then, for ω¯ from a full-measure subset of T, the sequence
u¯ = uˆ(ω¯ + nα)ei2pimθ is a solution of its dual difference expression.
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leads to a spectrum duality of the almost Mathieu operator in the following
way:
Theorem 59 [10]:
(a) If Hλ,αω has pure point spectrum for almost every ω ∈ T, then Hλ
−1,α
ω
has purely absolutely continuous spectrum for almost every ω ∈ T
(b) if Hλ,αω has some point spectrum for almost every ω ∈ T, then Hλ
−1,α
ω
has some absolutely continuous spectrum for almost every ω ∈ T.
Another consequence of the Aubry duality is the following relation between
the spectra of Hλ,αω and H
λ−1,α
ω :
Theorem 60 [10]:
We have σ(Hλ,αω ) = λσ(H
λ−1,α
ω ). In particular, σ(H
λ,α
ω ) is a Cantor set iff
λσ(Hλ
−1,α
ω ) is a Cantor set.
Now since the AMO is Aubry dual to itself then theorem 57 and theorem 59
imply that the spectrum of the AMO is purely absolutely continuous when-
ever λ < 1 for almost every ω. It has, however, been shown, see theorem
51 (a), that this is indeed true for every ω and not just for almost every ω.
Hence theorem 51 (a) is a stronger theorem.
5 Discussion
As we have shown previously any SCO is an unbounded self-adjoint oper-
ator on the Hilbert space L2(Rn) and we proved that any DSCO on `2(Z)
is bounded. In particular we proved that the almost Mathieu, which is a
DSCO on `2(Z), is of course such a bounded and self-adjoint operator. Thus
the main difference between SCO and DSCO (and hence AMO) is that the
SCO is unbounded and the DSCO is bounded.
We have seen, by all the above examples and relevant theorems, show us
what the spectrum of various SCO are defined as. It would be most satis-
factory to actually unify these special cases into one theorem:
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Theorem 61:
Let H be a self-adjoint operator. Then:
i) if H = −∆ + V , V is periodic, on `β(Zn), where β < n−1n−2 if n ≥ 3, β = 2
if n = 2, 3, n ∈ N, ⇒ σ(H) = σac(H).
ii) if H = −∆ + V , V is periodic, on `2(Z) ⇒ σ(H) = σac(H)
iii) if H = −∆ + V , on `2(Zd), lim|n|→∞ V (n) = 0 ⇒ σess(H) = [−2d, 2d].
iv) if H = −∆ on `2(Zd) ⇒ σ(H) = σac(H) = [−2d, 2d]
v) if H is a n× n matrix on Rn ⇒ σ(H) = σpp(H).
vi) if H = −∆ on L2(Rn) ⇒ σ(H) = σac(H) = [0,∞).
vii) if H = ∆ + V , V a Gordon potential ⇒ σ(H) = σcont(H).
viii) if H = −∆ + V , on L2(Rn), V ∈ L∞∞(Rn) + L2(Rn)), n ≤ 3, MH =
H2(Rn) ⇒ σess(H) = [0,∞).
ix) if H = −∆ + V , on L2(Rn), V ∈ L∞∞(Rn), n > 3, MH = H2(Rn) ⇒
σess(H) = [0,∞).
x) if H = −∆ + V , on L2(Rn), V (x)→∞ as |x| → ∞ ⇒ σ(H) = σdisc(H).
xi) if H = −∆ + V on L2(Rn), V (x) → 0 as x → ∞ ⇒ σess(H) = [0,∞)
and σsing(H) = ∅.
xii) ifH = −∆+a·x+V , a 6= 0, V = V1+V2 where V1 ∈ Lp, p ≥ max{n/2, 2}
if n 6= 4, p > 2 if n = 4, has compact support and V2 ∈ L∞ goes to zero at
infinity, then σ(H) = σess(H) = (−∞,∞).
xiii) if H = −∆ + V , on L2(R3), V ∈ R+ L∞ , then σess(H) = [0,∞).
If we compare theorem 61 with theorem 51, it is quite clear that the AMO
behaves very differently than the standard SCO and DSCO. In fact the
spectrum of a standard DSCO and SCO depends entirely on the behaviour
of its potential function and of which space it is a member of. According
to theorem 51 the spectrum of the AMO depends on the number of prop-
erties of the frequency and the phase α, ω, and magnitude of the coupling
λ. Hence the spectral analysis of the AMO boils down to number theory
while the spectral analysis of the SCO and DSCO boils down to its potential
function behaviour. Clearly the spectrum of the AMO does not depend on
its potential since it is already specified as a quasi-periodic potential. What
makes the AMO so special is due to the fact that the AMO is a discrete
almost periodic operator. As earlier mentioned, almost periodic operators
are a family of ergodic operators. It is clear from the theory sector and
theorem 61 that no number theory is needed in order to analyse the SCO
and DSCO we have dealt with in this text. We have also seen, depending on
the potential, that the Hamiltonian operator can have discrete, continuous
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spectrum or even both. This spectrum dependency on E is, according to
theorem 51 and its proof, not the case for the almost Mathieu operator.
We have shown that the AMO satisfies Anderson localization, Herman es-
timate, and Aubry duality. The Herman estimate and Aubry duality are
standard methods whenever dealing with DSCO. Furthermore the AMO
admits the extremely important transition at λ = 1. Clearly the AMO is
the simplest case of almost periodic operators. It is, however, necessary to
fully understand before one is able to deal with the far more difficult and
abstract cases of almost periodic operators. This, and its applications to
solid state physics are the main reasons why the almost Mathieu operator
has been studied to this extent. The spectrum of the AMO is according to
theorem 51 a Cantor set. In the literature it is shown that one-dimensional
discrete operators, in certain cases, also admit Cantor spectrum, see e.g. [17].
As mentioned a quite interesting difference between SCO in L2, hence in
quantum mechanics, and the DSCO on `2 is the boundedness. A SCO in
quantum mechanics is unbounded while a DSCO is bounded. In particu-
lar a SCO with a periodic potential function is unbounded on L2(R) while
bounded on `2(Z). As an example we have shown that the spectrum of
the periodic operator −∆ in L2(Rn) and on `2(Zd) have purely absolutely
continuous spectrum.
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6 Conclusion
We have shown that the AMO is an ergodic DSCO fulfilling Anderson loca-
tion, Herman estimate, and Aubry duality with the strict spectrum transi-
tion at λ = 1 and has Cantor spectrum. The AMO, and in fact any DSCO
was proven bounded, and self-adjoint unlike the SCO. We conclude that the
AMO, SCO, and DSCO are different in a few ways; the main difference be-
tween the AMO and standard DSCO is due to the quasi-periodic potential of
the AMO. Thus the main difference is that the AMO is an ergodic operator
while the standard SCO and DSCO are non-ergodic. Furthermore, as stated
in the discussion, it can be concluded that the main difference in analysing
the spectrum of the AMO, the standard SCO, and standard DSCO is due
to number theory in the case of the AMO. From the discussion it can also
be concluded that the spectrum of any SCO, and DSCO on certain Hilbert
space depends on its potential function, and in certain cases on the sign of
E. In the discussion it was pointed out that the spectrum of the AMO does
not depend on whether the states are bounded or scattering. Hence it can
be concluded that the spectrum of the AMO is independent of the sign of
E, while standard SCO and DSCO are dependent. The AMO is therefore
quite an interesting DSCO, which besides its spectrum transition applica-
tions, also enriches the understanding and complexity of spectral theory and
serves as model in solid state physics.
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7 Perspective
This paper opens the opportunity to understand spectral theory of opera-
tors in general and shows the main differences between the AMO and the
standard SCO and DSCO. There is still quite a lot of research going on and
there are many unanswered questions about specific cases of the SCO and
DSCO. In particular the limit-periodic SCO. In the article ”Limit-periodic
Schro¨dinger operators with uniformly localized eigenfunctions” by David
Damanik and Zheng Gan” page 12-13 one can find four open problems
which could be of interest. Even though I have not dealt with limit-periodic
operators in this paper I believe my paper is a fair introduction to spec-
tral theory and thereby opens the opportunity to further understand and
dig into this colossal subject. One could also study the spectral theory of
higher-dimensional almost periodic operators. A final perspective would be
to look at the models of discrete one-dimensional operators. These are usu-
ally modelled by orthogonal polynomials and polynomial iterations. This is
due to the fact that, as implied in this paper, orthogonal polynomials fulfil
the three-term recursive relation and hence the Jacobi matrix is in play. The
most interesting polynomial iteration is T (x) = x2 − ε, ε > 2. It turns out
that these models display chaotic behaviour and admits Cantor spectrum.
One could compare these models with the AMO. See [17] for inspiration and
further explanation.
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