ABSTRACT It is challenging but important to predict the collaborations between different entities which in academia, for example, would enable finding evaluating trends of scientific research collaboration and the provision of decision support for policy formulation and incentive measures. In this paper, we propose an attention-based Long Short-Term Memory Convolutional Neural Network (LSTM-CNN) model to predict the collaborations between different research affiliations, which takes both the influence of research articles and time (year) relationships into consideration. The experimental results show that the proposed model outperforms the competitive Support Vector Machine (SVM), CNN and LSTM methods. It significantly improves the prediction precision by a minimum of 3.23 percent points and up to 10.80 percent points when compared with the mentioned competitive methods, while in terms of the F1-score, the performance is improved by 13.48, 4.85 and 4.24 percent points, respectively.
I. INTRODUCTION
Scientific collaboration analysis has become a very interesting topic, which has attracted the interest of numerous researchers. This research can be applied in the assessing of the collaborative research trend between research affiliations in a country and the provision of decision support for policy formulation and incentive measures [1] , [2] . The realisation of such application requires, as its first step, the prediction of potential scientific collaborations between different research affiliations. Therefore, it is necessary to design a novel methodology for predicting accurately and efficiently the collaborative relationship between different research affiliations.
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Collaborative relationship prediction is playing a very important role in both enterprise development and scientific area. It enables us to analyze the formation and the evolution of communities [3] , [4] . Thus, it has attracted the attention of numerous researchers [5] , [6] . In the evolution of homogenous co-authorship network context, for the link prediction problem Huang et al. proposed a hybrid approach that utilizes time-varied weight information of links [7] , while Menon et al. designed a supervised method based on matrix factorization to learn the network topology [8] . In [9] , Jin et al. presented a local index of path to estimate the likelihood of links between two network nodes and proposed a network model with controllable density and noise strength to predict links in homogenous social networks; and Murata et al. proposed in [10] a link prediction method based on weighted proximity measures of social networks.
In most of the above referred studies, researchers are concerned with homogeneous networks, i.e. network with only one type of objects and one type of link (co-authorship) [11] , [12] . Nevertheless, in a real bibliographic network there are multiple types of objects (journals, topics, papers) and multiple types of links among these objects. To address this issue, Sun et al. [5] designed a metapath based model to predict the co-author relationship in the heterogeneous bibliographic network. In addition, Amin and Murase [13] also studied the co-author network and added affiliation information into the network to enhance the performance of link prediction.
The above methods, though, do not consider relationship dynamics over time. Furthermore, most of the existing methods focus only on predicting the co-authoring relationship between authors. However, governments are often more interested in the current international collaborative states and the future trends of their research affiliations. Therefore, the prediction of collaborative relationships between different research affiliations within a dynamic heterogeneous network context is a timely, interesting and, at the same time, challenging research problem. To address this research problem, this paper proposes and develops an attention-based deep learning model. First, the co-author network is constructed as a heterogeneous network with time dynamics. An attentionbased Long Short-Term Memory Convolutional Neural Network (LSTM-CNN) model is then presented. The proposed model takes both the influence of the research papers and their publication time (year) relationships into consideration to effectively predict the collaborative relationships between different research affiliations.
The main contributions of this paper are summarized as follows:
• A dynamic heterogeneous collaborative network is constructed to model the real world co-authored data, which fully utilizes the information of both research papers and research affiliations. The research papers' features are adopted to describe the relationships between research affiliations.
• An attention-based LSTM-CNN model, which exploits both dynamic collaboration and network structures, to predict the collaborative relationships between different research affiliations is presented.
• A comparative study of the proposed model with shallow and deep models, respectively, including SVM [14] , CNN [15] , and LSTM [16] is carried out. Experimental results show that the proposed attention-based hboxLSTM-CNN model significantly improves the predicting performance. The remainder of this paper is organized as follows. Section II briefly reviews the key research works in the literature related to this area. Data modeling and problem definition are presented in Section III. In Section IV, the attention-based LSTM-CNN model is proposed to predict the collaborations between different research affiliations and its algorithm are described in detail. Extensive experimental results and discussions are reported in Section V. Finally, conclusions related to this research study are drawn in Section VI.
II. RELATED WORK A. RELATIONSHIP ANALYSIS AND PREDICTION
Relationship identification and prediction are of great interest. It helps service providers to recommend friends and items to customers more precisely [17] . Moreover, the prediction of relationships also helps enterprises to recognize potential partners and competitors [18] . Hence, this topic has received a great deal of attention from researchers. Relationship prediction can also be considered as a link prediction problem and, within this point of view, various methods have been proposed including similarity based methods and learning based methods [19] - [21] . Li et al. proposed a link prediction framework in [22] by considering both nodes similarity and community information. Wang et al. [23] proposed an effective approach by fusing the adjacent matrix and some key topological metrics in a unified probability matrix factorization framework, which considers not only symmetric metrics but also asymmetric metrics. Xu et al. proposed EdgeNodes Representation Neural Machine (ENRNM) in [24] for link prediction by capturing the abundant topological features in the network. Muniz et al. [25] combined contextual, temporal and topological information together to improve the performance of link prediction. Zhang et al. [26] focused on time evolving network and proposed an incremental dynamic link prediction algorithm. Meanwhile, the attributes in a network can contribute to the analysis and prediction of the relationship between its nodes. He et al. [27] proposed a Two-stage Iterative Framework (TIFIM) to obtain the maximum influential node. Based on node influence and neighbor coordination, a weighted coordination model was proposed in [28] to compute the opinions of the nodes with the change of iterations. Moreover, in [29] a 3-hop heuristic algorithm was proposed to effectively determine the top-m influential nodes. HIUD was proposed in [30] to detect the influential nodes in real social network by considering nodes feature and interactive relationships.
B. DEEP LEARNING BASED METHOD
In recent years, deep learning has been proved to be an efficient methodology to predict relationships in complex networks. Cai et al. [31] proposed a link prediction approach based on the recurrent neural network link prediction (RNN-LP) framework. Zhao et al. [32] designed a deep model equipped with improved Refresh Gate Recurrent Units (RGRU) to detect advisor-advisee relationships. Sharma and Sharma [33] adopted neural networks to predict links in academic social networks. Li et al. [34] proposed a novel meta-path feature-based back propagation (BP) neural network model to predict multiple types of links for heterogeneous networks. LSTM was designed in [35] as a variant of a recurrent neural network (RNN) to process and predict data with long intervals and time series delays. Results reported VOLUME 7, 2019 in [36] showed that CNN can effectively extract lexical information from morphological information (such as the prefix or suffix of a word) and encode it as a neural representation.
III. DATA MODELING AND PROBLEM DEFINITION A. DATA MODELING
The purpose of the proposed model is to systematically define the relationships between research affiliations in a continuous period (of time) to predict their future research collaboration. In this paper, the collaborative network is composed of two types of nodes, which represent the research papers and the research affiliations, respectively. Therefore, the features of both research affiliations and research papers will be considered when extracting the collaborative relationship between research affiliations. FIGURE 1. Samples of dynamic heterogeneous network at time t and t + 1, respectively. Round nodes represent affiliations, and square nodes represent papers. The edge between affiliation (A i ) and paper (P j ) represents that at least one author of paper P j belongs to the affiliation A i . When two affiliations are connected to the same paper, it means that there is a collaborative relationship between them.
Based on the collaborative information, a dynamic heterogeneous network G(A, P, E) is proposed, where A = {a 1 , a 2 , . . . , a n } is the set of research institutions (affiliations), P = {p 1 , p 2 , . . . , p l } is the set of research papers, and E is the set of undirected edges between affiliations and papers. The edge between a research institution and a research paper indicates that at least one author of the research paper is affiliated with the research institution. Thus, two research affiliations connected with the same research paper represents a collaborative relation. However, some authors may belong to two or more research affiliations at the same time. We assume that collaborations between research affiliations can only be considered when the co-authors of a paper belong to different research affiliations. A sample of such type of dynamic heterogeneous network is shown in Figure 1 . As it can be seen from Figure 1 , the research affiliation 3 has collaborated with research affiliation 1 and 2 (with research papers p 1 , p 2 ) at time t; while the same research affiliation 3 collaborated with research affiliation 2, 4, 5 and 7 (with research papers p 4 , p 5 and p 6 ) at time t + 1.
B. PROBLEM DEFINITION
The cooperative behavior is analysed from the perspectives of the papers and collaborators. From the collaborators point of view, the following observation is noticed: if some authors have published papers jointly in the past, they are more likely to cooperate again in the future. This is also suitable for research affiliations. From the papers point of view, it has been proved that the influence of co-authored papers also affects future cooperations between research affiliations [37] . In other words, the strength of the collaborative relationship of a research institution can be described by the influence of the paper (measured by the number of citations received). Likewise, the higher the number of collaborations between affiliations in the past, the more likely they are to collaborate again in the future.
The influence of research paper p i is associated to its citations count, N p i citation , and downloads count, N p i download [38] . Because of the certain correlation between citations count and time since publication, we define the following normalized number of citation N Let U x be a research affiliation having collaborative relations with affiliations {d 1 , d 2 , . . . , d m }. The cooperation matrix of U x based on the influence of the papers is defined as:
where
, represents the sum of the influences of all collaborative papers between U x and d j in year t. Meanwhile, the cooperation matrix of U x considering time-varying collaborations is defined as:
where N t
represents the total number of collaborative research papers between the affiliation U x and d i in year t.
Given the dynamic heterogenous network G(A, P, E), we aim to predict the collaboration relation between research affiliations. The research problem in this paper is the computation of the collaborative probability matrix P r based on the cooperative matrices I U x and N U x , which can be formalized as follows:
IV. THE PROPOSED MODEL AND ALGORITHM Figure 2 shows the overall framework of the proposed collaborative prediction model, which consists of two components: the LSTM model and the attention-based CNN model. The data of influence values of papers (I U x ) is input into LSTM model as a time series, and the cooperation matrix based on the number of collaborations (N U x ) is used as the input of the CNN model. Meanwhile, the attention mechanism is adopted in the CNN model to process the output features. In the following sections, we will describe the proposed model in detail.
A. COLLABORATIVE RELATIONSHIP PREDICTION MODEL BASED ON LSTM
RNN is a powerful model for capturing time dynamics but it cannot capture long-term information. LSTM is a variant of RNN designed to deal with the vanishing gradient problem. Basically, a LSTM cell consists of three multiplication gates to control the proportion of information to forget and to pass on to the next step. The basic structure of an LSTM cell is shown in Figure 3 . The formulas for updating LSTM cells at time t are:
where,
• i t controls the information of x t stored in the memory cell;
• f t is the function that controls what information will be discarded from the memory cell;
• c t is the function that updates the memory cell;
• o t controls the output based on the memory cell;
• c t is the memory cell;
• h t is the final output at time t;
• σ is the element-wise sigmoid function;
• is the element-wise product;
• x t is the input vector at time t;
• h t is the hidden state vector storing all the useful information at time t; Figure 4 shows the structural details of the LSTM-based collaborative relationship prediction model. Each LSTM hidden layer contains a self loop weight, which enables cell elements in the memory module to preserve the previous information. In the proposed LSTM model, the input is the cooperation matrix I U x with T -dimensional time series, and the probability matrix is obtained through double-layer LSTM neurons and the softmax layer. Double-layer LSTM neurons can capture the information of the past and the future in two separate hidden states. We regard the hidden vector h t output from the last step of the LSTM as the representation of the cooperation and add a softmax layer on it, which is symbolized as follows:
The model aims to predict the possibility of research cooperation between different research affiliations in the future based on the influence of the collaborative papers. We train the entire model by minimizing the cross-entropy error. It is also the submodule of the proposed attention-based LSTM-CNN model.
B. THE ATTENTION-BASED LSTM-CNN MODEL
Previous studies have shown that CNN is an effective approach for extracting morphological information from original features [36] . Thus, in this paper, a CNN model with attention mechanism to extract the collaboration information is designed as per Figure 5 . As can be seen from Figure 5 , the model is composed of four layers: the input layer; the convolutional layer; the pooling layer; and the attention layer. The input of the designed CNN model is the cooperation matrix N U x ∈ R T ×m , where T denotes the size of the time window, and m denotes the number of the collaborative affiliations. The t-th row of N U x is denoted as X t ∈ R 1×m (0 < t < T ), which represents the collaborative relationships of the affiliation U x with other m affiliations in the year t. The collaborative relationships from the first year to the t-th year can be recorded as X 1:t = X 1 X 2 . . . X t , where is the concatenation operator. As can be seen from Figure 5 , the shapes of the filters in convolutional layer are rectangles of different sizes. Especially, we adjust shape of the filter to fit the input of the module. The width of the rectangle is fixed, matching the number of research affiliations, while the height is varied to capture the information about different fields of view. The convolution process under one filter u and one
where W u ∈ R h×m and b u ∈ R m are the parameter matrix and bias vector of the filter u, respectively; h is the window size, and f is the non-linear activation function. Thus, the convolutional processes under different windows can be generated in the same process. We gather the convolutional result in each window in the vector c = [c 1 , c 2 , . . . , c T −h+1 ], where c ∈ R T −h+1 . Next, the max-over-time pooling operation [39] is adopted to select the maximum value in the convolutional results of each filter, which symbolized asĉ = max {c 1 , c 2 , . . . , c T −h+1 }. The pooling process can find out the most important feature for the next layer to predict the collaborative probability.
In the following, the attention mechanism is introduced to capture the key of collaboration information in different years. The attention matrix in the proposed model is denoted as A ∈ R m×T , in which each element a ij ∈ A is initialized as follows:
The output vector of the fully connected layer is denoted as F U x ∈ R m . Each column vector of the attention matrix is multiplied with the corresponding unit in F U x to generate the probability in the output layer. The process is formally defined as
, where l ∈ [1, m] . Combined with the fully connected layer, the attention layer can effectively reduce the computing overhead of the highdimensional data and reduce the dimension of the feature.
Finally, we employ a softmax function on the results derived from the double-layer LSTM model described in Section IV-A and the attention-based CNN model described above to produce the final probability distribution, which is denoted as P r = softmax(P LSTM + P CNN ).
Summarising, the proposed model considers both the influence of research papers and collaborative relationships as time series. We further formalize the above key steps of the proposed model in Algorithm 1.
Algorithm 1 The Attention-Based LSTM-CNN Algorithm for Predicting Cooperations Between Different Research Affiliations

Require: Dynamic heterogeneous graph G(A, P, E).
Ensure: Collaborative probability matrix P r .
1: Initialize the collaborative probability matrix P r ; 2: for each affiliation x ∈ A do 3: construct matrix I U x , N U x according to Equations (1) and (2), respectively; 4: h t ← o t tanh(c t );
5:
P LSTM ← softmax(h t ); 6: construct matrix A according to Equation (11); 7: call CNN model to get F U x ; 8:
P r [x, :] ← softmax(P LSTM P CNN ); 10: end for 11: return P r
V. EXPERIMENTAL SETUP AND DISCUSSION
A. EXPERIMENTAL DATASET
In this paper, future collaborations between scientific research affiliations is predicted based on their previous collaborations. The data sets used in existing research works generally do not contain affiliations, or lack of the temporal variable of such collaborations. Therefore, a program was created to crawl data sets with affiliations and the publishing year of papers from IEEEXplore for the experimental evaluation. Meanwhile, considering that the Greater Bay Area is currently playing a very important role in both scientific and technological innovation in China and one of the authors is supported by a related research funding project, in this paper we focus on the affiliations in the Guangdong-Hong KongMacao Greater Bay Area. Of course, the proposed methods can also be applied in other areas once the data is available.
The data set used in this experiment contains information of 18,921 papers published in IEEEXplore from 2010 to 2017, as shown in Table 1 . These papers belong to 498 research affiliations in the Guangdong-Hong Kong-Macao Greater Bay Area.
The research papers data contain information regarding the following features: their topics, published year, information of authors, number of citations and number of downloads. About 78% of the papers were cited between 0 and 9 times. 
B. PARAMETER SETTINGS AND TRAINING
The prediction of the collaborative relationship is regarded within this study as a binary classification problem. The input of the proposed model is a dynamic heterogeneous graph G (A, P, E) , and the output is a collaborative probability matrix P r . Four metrics are adopted to evaluate the performance of the experimental results: accuracy; precision; recall and F1-score.
Since the time window is an important parameter that affects the prediction results of the model, we test this parameter using the values from 1 to 6 to find the most appropriate one. The testing results are displayed in Table 2 . The four metrics increase for window sizes 1, 2, 3 and 4, and decrease for window sizes 5 and 6. Thus, we set the window size to be 4 in the experiment, which means that the model uses the cooperation information of the previous four years to predict the future cooperation.
In the LSTM part of the model, the embedding size of the cooperation matrix is set to be 130 according to the crawled data, which means that one research affiliation has at most 130 collaborative affiliations. The optimal values of the parameters in the proposed model are obtained based on the empirical values adopted in the classic model and the adjustment on the crawled experimental data in this paper. As a result, the proposed model achieves the best performance when the first and second LSTM layers of the module contain 1000 and 1500 units, respectively. In addition, the dropout method is adopted to prevent overfitting, and the value of the dropout rate is set to be 0.5. In the attention-based CNN module, we adopt the multiple filters to extract the data features more comprehensively. There are three filters with different widths in this module, and each of them contains 100 feature maps. The empirical values of the width of the three filters are 3, 4 and 5, respectively. Considering that the length of the time window is small and the convolution kernel width is fixed, there is only one convolutional layer and one pool layer in this CNN model. Additionally, the dropout rate is set to be 0.5, and l 2 constraint is set to be 3 in the experiment. Figure 6 shows the collaborative subnetwork of the affiliations in 2017 derived from the experimental data, in which each vertex represents an affiliation, and the size of a vertex is determined by the number of its collaborators. The undirected edge between two nodes means that the two affiliations have collaborative relationship, and the weight of the edge corresponds to the number of collaborations. According to Figure 6 , we can see that the papers published form South China University of Technology have the largest number of collaborators in 2017.
C. EXPERIMENTAL RESULTS AND ANALYSES
In terms of the number of citations, we also plot collaborative networks, as shown in Figure 7 . The weights of edges in Figures 7(a) and 7(b) correspond to the total number of citations and the average number of citations, respectively. The lack of edge between nodes in these two networks means the lack of collaborative papers or that the collaborative papers have zero citation and therefore the edge has zero weight and it is not shown. Additionally, the size of each node corresponds to its degree centrality measure. As can be seen from Figure 7 , the larger nodes have more collaborative affiliations and have formed tight subnetworks. Thus, the collaborative papers among affiliations conform to the characteristics of ''the small world''. Moreover, institutions tend to collaborate with well-known institutions, and the influence of the collaborative papers between the well-known institutions is also higher.
We compare the proposed model with the following three competitive methods: SVM [14] , CNN [15] , and LSTM [16] . As can be seen from the results in Table 3 , the proposed model achieved the best performance under the four evaluation metrics. In the case of the Guangdong-Hong Kong-Macao Greater Bay co-authoring network, when the input is I U x , the proposed model outperformed SVM by 13.48 percent points, CNN by 4.85 percent points, and LSTM by 4.24 percent points in terms of F1-score. When the input is N U x , the F1-score achieved with the proposed model outperforms the three comparative algorithms by 12.84, 4.86 and 4.15 percent points, respectively. In fact, under the two different inputs and four evaluation metrics it is noticed that LSTM outperforms CNN and CNN outperforms SVM, which indicates that the neural network performs better in processing data with complex relationships. In the proposed model, LSTM and CNN both serve as the sub-modules to promote the generation of the optimal results. It is also pointed out that the proposed model also considers important factors that influence the predicted results: influence of paper; collaborative relationships; and time series. All these properties make the proposed model the best of the four compared algorithms. To further analyze the scalability of the proposed model, we collect the training times for the data in different volumes, as shown in Figure 8 , where the horizontal axis indicates the fraction of the dataset (i.e. the size of the data volume), and the two vertical axes indicate the training time (left) and the precision (right), respectively. As can be seen, the proposed model scales nearly linearly with the increase in the number of nodes and edges, and completes the training for all the data in about 15 minutes. In fact, it is the parallelism of the computational process in each sub-module (LSTM and CNN) which guarantees the scalability of the proposed model. In addition, the experimental precision grows rapidly with the increase of training data, which reflects the fact that training on smallscale data will lead to over-fitting of the model.
The aim of the proposed model is to systematically define the relationships between research affiliations in a continuous period to predict their future research collaboration. Although this paper focuses on analyzing the cooperative relationships in the Chinese Greater Bay Area, the rules and training methods adopted in the proposed model are universally applicable in different regions/areas at home and abroad where data is available.
2) THE DISCUSSION ON THE THREATS TO THE VALIDITY OF THE PROPOSED MODEL
For the internal validity, it is certain that the collaborative probability output from the proposed model is only related to the inputs and the training method of the model, which are completely controlled by the authors. Thus, the model possesses strong internal validity.
For the external validity, the proposed model faces a minor threat when extended to other data sets. That is, the data sets need to have the same information of the experimental data set in this paper: information of time series, collaboration papers, and research affiliations. In most cases, suitable data sets need to be crawled because there is no publicly available data that meets the requirements. In fact, it is not difficult to acquire suitable data; for this paper the relevant data from IEEEXplore had to be crawled to allow the analysis of the collaborative information for the Chinese Greater Bay Area, which can be applied to get information for other areas in the same way. In the process of crawling IEEEXplore data, we found that the page loading mode of the website is dynamic, which increases the difficulty of obtaining page information directly. To solve the problem, we adopted the request method in Urllib library to obtain the dynamic .json file of the page. In addition, the regular expression is used to extract the required information. These two approaches have improved the efficiency of data acquisition.
VI. CONCLUSION
In this paper, a dynamic heterogeneous network methodology for the collaborative relations between research affiliations was designed and an attention-based LSTM-CNN model to predict the affiliations' future collaborative relations was proposed. The dataset crawled from IEEEXplore is used to test the efficiency of the proposed model. The experimental results have shown that the proposed model achieves significant improvement when compared with the baseline algorithms of SVM, CNN and LSTM. In precision, the best result of the three baseline algorithms compared was 87.89%, while the proposed model achieved 91.12%, i.e. an increase 3.23 percent points. Meanwhile, in terms of the F1-score the proposed model improves the performance of the three compared baseline algorithms SVM, CNN and LSTM by 13.48, 4.85 and 4.24 percent points, respectively.
