Set pattern discovery from binary relations has been extensively studied during the last decade. In particular, many complete and efficient algorithms which extract frequent closed sets are now available. Generalizing such a task to n-ary relations (n ≥ 2) appears as a timely challenge. It may be important for many applications, e.g., when adding the time dimension to the popular objects × f eatures binary case. The generality of the task -no assumption being made on the relation arity or on the size of its attribute domains -makes it computationally challenging. We introduce an algorithm called Data-Peeler. From a n-ary relation, it extracts all closed n-sets satisfying given piecewise (anti)-monotonic constraints. This new class of constraints generalizes both monotonic and anti-monotonic constraints. Considering the special case of ternary relations, Data-Peeler outperforms the state-of-the-art algorithms CubeMiner and Trias by orders of magnitude. These good performances must be granted to a new clever enumeration strategy allowing an efficient closeness checking. An original application on a real-life 4-ary relation is used to assess the relevancy of closed n-sets constraint-based mining.
Introduction
Constraint-based mining has become a popular framework for supporting pattern discovery tasks. First, it enables to provide more interesting patterns when the analyst can specify a priori relevancy by means of constraints. Next, this has been identified as a key issue to achieve the tractability of many data mining tasks: useful constraints can be deeply pushed into the extraction process such that it is possible to get complete (every pattern which satisfies the user-defined constraint is computed) though efficient algorithms.
In this paper, we focus on patterns that hold in 0/1 data sets. In a popular setting, such data sets generally correspond to relations between two attributes only, e.g., transactions × items or objects × f eatures.
Frequent itemset mining or formal concept mining are typical data mining tasks in such binary relations. Frequent itemset mining has been introduced by Agrawal et al. [2, 3] . To tackle difficult cases, one major breakthrough has been the study of (frequent) closed set mining, formal concepts being the mapping between closed sets of items (or features) and their supporting sets of transactions (or objects) [4, 7, 9, 17, 18, 19] .
We address here the more general problem of closed pattern mining in n-ary discrete-valued relations. Hereafter, such patterns are called closed n-sets. When n = 2, this task turns to be the classical closed set mining from a binary relation. Mining n-ary relations with n > 2 is clearly useful across multiple application domains. For example, in the context of sale data analysis, we can easily have relations crossing items, customers, dates, and regions. We may want to extract maximal associations between such attributes for business decision making. Another typical (generic) application domain concerns the numerous situations where object properties can be recorded as features for a collection of objects over time. This typically provides ternary relations.
A formal concept associates a closed set of transactions with a closed set of items. This mapping is bijective. In this perspective, a formal concept is a maximal pattern w.r.t. the two sets. This definition, used in FCA (Formal Concept Analysis), is "generalizable" to n-ary relations. However, the bijection is not between two sets anymore. Each (n − 1)-sets can be associated with the remaining one.
Ideas aiming at directly reusing FCA on preprocessed n-ary relations do not seem to work. The issue is to find a bijection between n-ary relations and binary ones on which the extraction of formal concepts provides the closed n-sets of the original relation. Such a transformation would certainly lead to a combinatorial explosion of the number of attributes. Indeed the attributes of the binary relation should combine several elements of the different sets to encompass the n-ary relation.
The main challenge of constraint-based closed n-set mining in n-ary relations relies on the ability to push constraints during the extraction and to handle an im-portant amount of data. This is especially difficult when no assumption is made on the arity of the relation and their attribute domain sizes. The pattern enumeration strategy becomes even more important than for itemset and/or formal concept extraction. Indeed, one cannot enumerate anymore one attribute domain (usually items) and compute the rest of the pattern thanks to a Galois connection. In the general case, n − 1 attributes are needed to determine the remaining attribute.
Furthermore, the enumeration strategy has a major impact on the class of constraints which can be efficiently pushed. To achieve tractability, this is especially crucial to perform an efficient closeness constraint checking. Algorithms Trias [11] and CubeMiner [12] have been recently proposed to compute closed 3-sets in ternary relations. They have different enumeration strategies. Trias basically relies on formal concept mining (i.e., closed 2-set mining) from two different binary relations that are projections of the original ternary relation. It works well if we assume that at least one attribute has a small domain size. CubeMiner uses a ternary enumeration that recursively splits the data set into smaller pieces. Unfortunately, several additional checks must be performed to ensure the unicity of the extracted patterns.
We propose a new algorithm called Data-Peeler. It is inspired by D-Miner [4] which computes complete collections of closed 2-sets that satisfy minimal size constraints in binary relations. Data-Peeler extracts closed n-sets in n-ary relations when n ≥ 2. It is based on an original enumeration process which considers any attribute domain on a same basis (i.e., no selection of a particular one is done a priori). It enables to push a large class of constraints called piecewise (anti)-monotonic constraints. In particular, this class includes the classes of monotonic and antimonotonic constraints. Furthermore, Data-Peeler efficiently checks the closeness constraint in such a way that there is no need to store previously computed patterns. Data-Peeler can exploit new constraints like the promising isolated constraint: it enables to compute only patterns containing elements which are "significantly different from the elements "outside" it".
The rest of the paper is organized as follows. We formalize the mining task in Section 2 and we discuss the type of constraints our algorithm handles. In Section 3, we present the Data-Peeler algorithm which extracts closed n-sets under constraints in nary relations. Implementation issues are discussed in Section 4. Section 5 studies space complexity. Experimental results are provided in Section 6. Finally, related work is discussed in Section 7 and Section 8 briefly concludes. 
R is a n-ary relation on these attributes, i.e., R ⊆ D 1 × · · · × D n . n-sets are elements of 2
We now provide the formal definitions of closed n-sets and the new class of piecewise (anti)-monotonic constraints. We use the ♯ operator to denote set cardinality.
Closed n-sets
Closed n-sets are a generalization of formal concepts or closed itemsets to n-ary relations. Intuitively, a n-set
is a closed n-set iff (a) all elements of each set X i are in relation with all the other elements of the other sets in R, and (b) X i sets cannot be enlarged without violating (a). Formally, H is a closed n-set iff it satisfies both the constraints C connected and C closed :
In binary relations, bi-sets X 1 , X 2 satisfying C connected ∧ C closed are formal concepts (i.e., X 1 and X 2 are closed sets).
2.2 Piecewise (anti)-monotonic constraints Enabling user-defined constraints is extremely useful to support subjective interestingness and thus the relevancy of the extracted collections. It is also well-known that the active use of constraints (i.e., "pushing" them into the extraction phase) is a key issue to achieve extraction tractability (i.e., working on large domain sizes and/or a high density of related elements). For example, we may ask for patterns with a minimal number of elements in some domains (i.e., a counterpart of the classical minimal frequency constraint on itemsets) and/or patterns covering at least a given number of elements of R (i.e., some kind of minimal area or volume constraint). We now define the monotonicity property of constraints in the context of n-set mining.
Definition 3. (Monotonicity) Let us consider a constraint C taking m sets P 1 , · · · , P m as arguments. Each argument is a subset of an attribute domain. C is monotonic on its i th argument iff ∀P 1 , · · · , P m and
When we have C(
This definition is a straightforward extension of the monotonicity as defined on binary relations. If a constraint is (anti)-monotonic on each of its arguments, then it is (anti)-monotonic following the classical terminology in the itemset mining framework.
It is however possible to define a new and larger class of constraints which can be efficiently exploited. These constraints may have an argument occurring several times in their definitions. For instance, assume we want to compute each n-set having a mean above a threshold α on a criterion V al + :
The argument X i appears twice in the expression of C 1 . To introduce the notion of piecewise monotonic constraint, we have to rewrite such a constraint by using a different argument for each occurrence of the same argument. Our example constraint can be rewritten as the new constraint P C1 :
A second example would be a constraint which specifies that each n-set has to contain a proportion of a given 2-set E, F larger than a threshold α:
Such a constraint can be rewritten as:
We can now define the class of piecewise (anti)-monotonic constraints.
Definition 4.
(Piecewise (anti)-monotonic constraint) A constraint C is piecewise (anti)-monotonic if its associated constraint P C is either monotonic or anti-monotonic on each of its arguments.
Both C connected and C closed constraints are piecewise (anti)-monotonic. Some other examples of piecewise (anti)-monotonic constraints are: Among the piecewise (anti)-monotonic constraints, let us discuss a promising one when considering pattern relevancy. For a given closed n-set, nothing enforces the outside elements to be different enough from the inside elements. In other terms, an element outside of the nset may be in relation with almost all the elements of the n-set. To avoid the extraction of such n-sets, we propose a new constraint, namely C δ−isolated , defined as follows:
In other words, if this C δ−isolated constraint is satisfied, each x ∈ D i that is outside the n-set must have a density (in terms of relative number of elements in R) on the elements inside the n-set lower than 1 − δ. When δ = 1, any element of D i outside the n-set must not be in relation with elements from the (D j ) j =i contained in the n-set. When δ = 0, the C 0−isolated constraint is equivalent to the C closed constraint on dimension i.
is not because of the element 2 or the element 4.
To summarize, the data mining task considered in this paper is the extraction of closed n-sets that satisfy piecewise (anti)-monotonic constraints and, in particular, the C δ−isolated constraint. 
Enumeration strategy
The enumeration of all the patterns by materializing and traversing all possible n-sets is in practice not feasible. Therefore, we look for a decomposition of the original search space into smaller pieces such that each portion can be independently studied in main memory and such that the union of the closed n-sets extracted from each portion is the whole collection of closed n-sets. Thus, n-sets are explored in a depth-first search manner.
Data-Peeler uses a binary enumeration. Each node N in the enumeration tree is a pair (U, V ) where U and V are two n-sets. N represents all the nsets containing all the elements of U and a subset of the elements of V . In other words, this is the search space of n-sets
represents all possible n-sets. In the contrary, nodes such that ∀i ∈ 1 . . . n,
At a node N = (U, V ), Data-Peeler recursively selects an element p from V (see below for the selection criterion) and generates two new nodes
. N L (respectively N R ) represents the nsets of N which contain (resp. do not contain) p.
Example 4. Considering the node E from Example 3, the selection of element 3 of V leads to the two nodes
3.2 Checking C connected It is possible to exploit constraint C connected to reduce the size of V L and then cut down the number of candidates to be considered. Indeed elements of V that cannot be added to U L without violating C connected can be safely removed from V L .
More formally, let
, are such that:
•
j is simply removed from V R and then N R does not contain n-sets with p j anymore. Thanks to this enumeration strategy, all the C connected n-sets are extracted once and only once.
Example 5. In our running example, when enforcing C connected , we eventually obtain
Until now, we discussed how to extract all n-sets satisfying C connected in n-ary relations. We now need to enforce the closeness property.
3.3 Checking C closed We want to exploit the closeness constraint during the enumeration process (i.e., giving rise to safe pruning) rather than in a postprocessing phase. Basically, if there exists an element
is satisfied, then all the nsets represented by N can be extended with p j to form a larger n-set satisfying C connected . In other terms, they are not closed. In that case, the n-sets are closed in the data set formed by elements of U and V but not in the whole data set. Therefore, such a node can be safely pruned.
Thanks to our enumeration strategy, we do not have to check every element of
. Indeed, elements which have been removed from V when applying C connected do not need to be checked. By definition, they have been removed because they cannot be used to form any connected n-set with the elements of U . Only the elements selected and removed during the enumeration, that is to say when N R is built, have to be checked. We use a stack denoted S in which we store such elements.
More formally, the closeness constraint is defined in the node space as follows:
Example 6. Referring to the running example, assuming that γ ∈ S at the node E, then E L satisfies C closed , whereas E R does not (3 can extend it).
Piecewise (anti)-monotonic constraints
Let us now study how Data-Peeler can take advantage of piecewise (anti)-monotonic constraints, i.e., how it can prune a node as early as possible without missing any closed n-set. The idea is to define a new constraint Mod C in the node space such that, for all H represented by N, ¬Mod C (N ) ⇒ ¬C(H). In other words, if a node does not satisfy Mod C then no n-set it represents satisfies C. When V i = ∅, for all i, we have ¬Mod C (N ) ⇔ ¬C(H) Definition 6. Let C a piecewise (anti)-monotonic constraint. Let us denote by M(P C ) (respectively A(P C )) the set of parameters of P C (see Definition 3) which are monotonic (resp. anti-monotonic). By definition, A(P C ) ∪ M(P C ) contains all the parameters of P C .
We can now define Mod(C):
where ∀j = 1 . . . m, P j = U i if parameter P j belongs to M(P C ) and is related to attribute domain i or P j = U i ∪ V i if parameter P j belongs to A(P C ) and is related to attribute domain i.
be two piecewise (anti)-monotonic constraints. The related constraints in the node space are:
In Example 3, Mod C1 (( (A, B), (1, 2) , (C), (4) )) ≡ ♯{A, B, C} × ♯{1, 2, 4} ≥ 10 is false. This node can be safely pruned.
Figure 2 depicts a part of the enumeration tree of Data-Peeler on R E . It illustrates Examples 4 to 6. Every closed 3-set X 1 , X 2 , X 3 satisfying C 5−volume is to be extracted. The bold circled leaf is a closed n-set. The crossed nodes are pruned.
4 Implementation 4.1 Algorithm Data-Peeler is a depth-first search algorithm. It takes two arguments: the current node N and its related stack S. It starts with the root node
and an empty stack S = ∅. Its major steps are presented in Algorithm 1. First of all, the closeness property is checked (see Section 3.3) as well as a user-defined piecewise (anti)-monotonic constraint C (see Section 3.4). If they are both satisfied, either the n-set U is output if there is no element to be enumerated anymore, or the enumeration process keeps going by splitting the current node N into two new nodes. In that case, an element p of V to be enumerated is selected (see below Section 4.2). Then, the two new nodes are built with the function Children(N, p) described in Section 3.2. Finally, DataPeeler(N L , S) and Data-Peeler(N R , S ∪ {p}) are recursively called. Notice here that the stack S of N R now contains p. Indeed, p has been removed from N R by the enumeration and not by the enforcement of C connected .
Algorithm 1 Data-Peeler
Input: A node N = (U, V ) and a stack S Output: Closed n-sets satisfying
4.2 Selecting the element to be enumerated As we saw in Section 3.1, an element p of V is selected to proceed with the enumeration, i.e., to generate two new nodes partitioning the original one. Our selection strategy is to select p to maximize the number of elements that C connected enforcement can potentially remove from V . First, Data-Peeler sorts elements of every attribute domain in increasing order w.r.t. their density in R. We use the fact that the less elements are connected in R, the more likely C connected will help to remove elements from the current node during the enumeration phase.
So far, the choice of the attribute domain, on which the element is to be enumerated, remains open. Elements of an attribute may be removed only when (a) they are in V and (b) elements from the n − 1 other attributes are in U . The following formula gives the maximum number of elements of R which are browsed when enforcing C connected after an element from V d is enumerated:
We choose to enumerate an element on the attribute domain d maximizing this formula. The experiment in Section 6.2 empirically shows that the proposed selection criteria outperforms other sensible criteria. 
Space Complexity
The size (in bits) of an element ID is denoted a and the size (in bits) of a pointer is denoted b.
5.1 Storing the data set Unlike for binary relation mining algorithms, it is not possible to speed up the extraction by storing for each element e of D 1 , . . . , D n the projection of the input data set R on e (usually called "tidset"). The use of sophisticated data structures like FP-Trees [10] remains an open problem because of the multiple attributes to be considered and the need to use each one during the enumeration.
The whole data set must be stored in main memory to check both C connected and C closed . Two classes of data structures were investigated, namely a bitset-based structure, and a list-based structure.
In both cases, the data set is stored in a complete prefix tree of height n−1 corresponding to the n−1 first attributes. The nodes at depth i ∈ 0 . . . n − 2 always have ♯D i+1 children, one for every element of D n+1 . From depth 0 to n − 2, the edges binding a node to its children are pointers. Each leaf stands for a prefix of size n − 1 of every element of
The difference between the two studied structures resides in how the last attribute elements are stored.
The bitset-based structure
In such a structure, every leaf of the prefix tree points to a bitset representing the last attribute elements. A "0" (respectively "1") in the bitset stands for the absence (respectively the presence) of the related element of R. The presence of such an element is tested in constant time. The space occupied by the data set is: The presence of such an element is tested in O(log ♯D n ). Choosing D n as the smaller attribute domain minimizes the access time.
If d = ♯R Q n i=1 ♯D i denotes the density of the data set, the space requirement is: (size of an integer on modern hardware), the density of the data set must be under 1.56% for the list-based structure to present a space advantage over the bitsetbased structure. Thus, the bitset-based structure is always better in data access time and, in most cases, in space requirement too. Therefore, we choose this structure for our implementation.
Notice that other sparser structures were theoretically investigated. They consist in using an incomplete prefix tree. Of course, the time access cost increases (O( n i=1 log ♯D i ) for a totally sparse tree). Furthermore, the space requirement can be greater since we need to add an element ID to each node. Indeed the child node addressed by a pointer cannot be identified from the position of the child in the list of children (some are "missing"). It can be shown that a space gain occurs only when, in average, a node at depth i has less than b a+b ♯D i+1 children. Unless the data set is very sparse and/or non-homogeneous, even depth n − 2 does not satisfy such a property. This justifies the fact that we focused on the list-based structure where only the deepest level is sparse.
Storing the nodes of the enumeration tree
Both U and S can be statically stored. At every recursive call, one single element is pushed in either U (when constructing N L ) or S (when constructing N R ) and popped once this recursive call is completed.
Any element of V can be removed when C connected is enforced. As a result, V cannot be statically stored. The construction of the enumeration tree being depthfirst, the worst case is bound to reaching the deepest node. At worst, the depth of the enumeration tree is n i=1 ♯D i where each recursive call removes only one element from V . In this case, the required space to store V is:
Space complexity
Combining the results from Section 5.1 and Section 5.2, the space complexity of Data-Peeler is:
2 ) if n = 2 (the space requirement for the V set predominates)
(the space requirement for the data set predominates)
6 Experimental Results Every experiment described here has been performed on a GNU/Linux system equipped with a AMD 2600+ processor and 512 Mo of RAM. Data-Peeler is implemented in C++ and compiled with GCC 4.1.2. Every plotted curve uses a logarithmic scale for its time axis.
6.1 Presentation of the data sets 6.1.1 Synthetic data sets To study the behavior of Data-Peeler and to compare it to competitors in different situations, we have used the IBM Quest data generator [3] . Various "basket data"-like data sets with predefined attributes and densities have been generated. Three attributes are considered, namely the customers, the bought items, and the time periods (in months).
Real data sets
To assess the added-value of Data-Peeler both in terms of the relevancy of the extracted n-sets and its performance w.r.t. competitors, we have been working on logs from the DistroWatch.com website. This popular website gathers comprehensive information about GNU/Linux and BSD distributions. Every distribution being described on a separate page, a visitor loading such a page is considered "interested" in the distribution. Every IP address is analyzed to identify the country it comes from. Timestamps allow to study the evolution of the interest granted to the different distributions along time. The whole data set gathers 36 months, 243 countries and 538 distributions. Two different data sets have been derived from it. In both cases, data have been normalized so that every country and every time period has the same importance. They have been transformed in 0/1 data in the following way: for each distribution, we kept the elements of R containing this distribution and such that its normalized interest exceeds a threshold equals to one quarter of the maximal normalized interest for this distribution in R.
6.2 Impact of the enumeration strategy Let us first empirically compare the enumeration strategy presented in Section 4.2 with two other sensible strategies. For each node (U, V ),
• the enumerated attribute j is chosen such that it has the smallest non-empty ♯V j . Among all the elements of V j , the element with the smallest density in R is selected.
• the enumerated element
The first strategy enumerates every element of the n − 2 attributes with the smallest cardinalities. Then, when enumerating elements from the two remaining attributes, C connected may finally succeed in reducing the V set.
The second strategy globally sorts the elements of the attributes altogether. If every attribute domain has the same cardinality, this order follows a growing density. Otherwise, an element p j from a small attribute domain size is usually preferred since
n is larger. Tests have been performed on the data sets generated by the Quest data generator. Whereas the chosen enumeration strategy of Data-Peeler scales very well, the other strategies force us to choose small size attributes to be able to plot results: 36 customers buying in average 6 items out of 18 (density of about 33%) per month. The number of months has been varying from 6 to 36 and we enforced the constraint that every closed 3-set had to contain at least 3 customers, 2 items and 3 months.
Results are represented in Figure 3 . The enumeration strategy of Data-Peeler largely outperforms the two other strategies. The performances of Enumeration 1 mainly depend on the size of the smallest attribute domain (above 18 months, the smallest attribute domain becomes the set of items which is constant). This behavior, as mentioned earlier, is due to the complete enumeration of the smallest domain. The performance of Enumeration 2 emphasizes the need, when selecting the element to be enumerated, to take into account the characteristics of the current node.
Comparisons with competitors
DataPeeler is compared with both CubeMiner [12] and Trias [11] on 3-ary relations. We have been using the implementations provided by their respective authors.
Mining synthetic data sets
Comparisons with CubeMiner and Trias are achieved on synthetic data sets provided by the Quest data generator. 144 customers buying in average 6 items out of 72 (density of about 8.3%) per month have been generated. We make the number of months vary from 6 to 66 and we constrain every closed 3-set to involve at least 2 customers, 2 items and 2 months.
The results are represented in Figure 4 . DataPeeler outperforms its competitors by several orders of magnitude. The growing number of months (the smallest domain) significantly alters the performance of Trias, whereas it has less effect on CubeMiner.
For example, considering data along 48 months, to extract all the 5801 closed n-sets, CubeMiner takes 1 hour and 50 minutes, Trias 3 hours and 14 minutes, whereas Data-Peeler only needs 2.5 seconds. Unlike its competitors, even with 600 months, Data-Peeler is still able to extract all closed n-sets in a reasonable time, i.e., 1 minute and 21 seconds for 431892 closed n-sets. 
Empirical evaluation on a real data set
A ternary relation has been derived from the logs of DistroWatch.com. It indicates, month after month, whether visitors from a country look interested in a distribution. All data (36 months, 243 countries and 538 distributions) have been kept. Compared to the synthetic data sets considered above, this one is relatively large even if it has one small attribute domain. It is also much sparser since its density is 0.55%. We have constrained every closed 3-set to involve at least 2 countries and 2 distributions. The minimal number of months a closed 3-set must contain has been varying from 0 to 36. Results are represented in Figure 5 . Data-Peeler outperforms its competitors by several orders of magnitude. Thanks to the small number of months in the data set, Trias succeeds in extracting the closed 3-sets even without any constraint on the time attribute. CubeMiner suffers a lot from the global size of the data set. It is unable to perform the extraction under a size constraint of 33/36 months.
With a requirement of at least 6 months out of 36, Data-Peeler needs 2.6 seconds and Trias 69.3 seconds to extract all the 87 patterns.
Without any minimal size constraint on the number of months, 10658 closed n-sets are computed in 4.4 seconds by Data-Peeler and in 1531 seconds by Trias. In both cases, CubeMiner can not perform the task. 6). This relation covers 1.7% of the possible associations between attributes. We aim at extracting all the maximal sets of distributions which are simultaneously interesting for people from a maximal set countries during a maximal set of semesters. To obtain them, we need to extract the closed 4-sets
This constraint is anti-monotonic. However, handling it by a modification of the enumeration strategy is much more efficient: whenever a distribution is chosen to be enumerated (either moved from V to U or from V to S), the same distribution in the other domain is moved in the same manner. In the following, all the extracted n-sets will satisfy this constraint.
Minimal size and volume constraints
Data-Peeler extracts every closed 4-set from the data set in 229 seconds. Since it is impossible to inspect all the 602290 closed 4-sets, minimal sizes are enforced on every set: we constrain every closed 4-set to involve at least 2 semesters, 2 countries and 3 distributions. After 20 seconds, Data-Peeler provides 17196 closed 4-sets. Again, it prevents from a systematic interpretation of each closed 4-set.
Therefore, we have enforced a volume constraint to keep only the largest patterns. We considered the new constraint
. It is a generalization of a minimal volume constraint where every attribute is weighted w.r.t. its cardinality. The function α is such that elements from an attribute domain which is twice smaller will "count" twice more in the weighted volume. C v−W eighted V olume is anti-monotonic. It reduces the computation to 14 seconds and the number of extracted closed 4-sets to 352.
Given such a collection of 352 patterns, it has been possible to manually inspect them and assess their relevancy.
• 94 closed 4-sets have on the distribution domains a subset of {Fedora, FreeBSD, Debian, Ubuntu, Gentoo, MEPIS, Slackware, Yellow Dog, Mandriva, openSUSE}. Considering all of them, every semester is mentioned. All these distributions are mainstream general-purpose distributions. These closed 4-sets involve many countries all over the world. However Great Britain shows off by being present in all these n-sets but one.
• 64 closed 4-sets have on the distribution domains a subset of {Astaro, ClarkConnect, IPCop, m0n0wall, Devil, SmoothWall, CensorNet}. Every semester is involved. These seven distributions are meant to serve a common interest: they are all specifically designed to act as a firewall. These closed 4-sets involve countries from every continent. Australia (closely followed by Belgium) is the most present country.
• 80 closed 4-sets have on the distribution domains a subset of {dyne:bolic, ArtistX, AGNULA, MoviX, GeeXboX}. Every semester is involved. These five distributions are meant to serve a common interest: they are all specifically designed to manipulate movies and music. These 4-sets mainly contain occidental countries but India is very present too. Switzerland belongs to all these 4-sets. GNU/Linux is obviously a popular choice among Swiss artists.
• 83 closed 4-sets have on the distribution domains a subset of {dyne:bolic, ArtistX, AGNULA, MoviX, GeeXboX} ∪ {Ubuntu, Damn Small, KNOPPIX, MEPIS, PCLinuxOS, Xandros}. It could be seen as a "collision" between two separate interests. Nevertheless, the distributions from the second set being primarily designed for desktop use, they are also suited to play movies and music. Furthermore, every distribution from these two sets uses the APT package management system (if any).
The few remaining closed 4-sets are interesting too. Among the distributions which appear once in the returned closed 4-sets, Gentoox and GentooTH form with Gentoo a closed 4-set running along the last four semesters (GentooTH did not exist before) in 11 countries. Their common point is obvious from their names: they are all based on Gentoo.
In the same way, Knopperdisk and Feather are mentioned in one single closed 4-set where they are associated with Damn Small along the last five semesters (Knopperdisk did not exist before). These distributions have a strong common point: all of them are KNOPPIX light derivatives aimed at being installed on a USB pen drive.
6.4.3 δ-isolated constraint Instead of searching for large closed patterns, we now focus on extracting closed 4-sets which are isolated in the country domain by enforcing the C δ−isolated constraint.
We first set δ = 0.75 on the country attribute. Keeping the size constraints from the previous section, Data-Peeler returns one single closed 4-set. It involves, during two semesters, the distributions B2D, Linpus and PUD for Taiwan and Hong Kong. These three distributions are Taiwanese and insist on the direct support of traditional Chinese. Traditional Chinese characters are almost exclusively used in Taiwan, Hong Kong and Macao (which was not kept among the 39 countries in the data set). Indeed, the impact of this particularity is revealed thanks to the C 0.75−isolated constraint.
When lowering δ to 0.7, Data-Peeler returns two additional closed 4-sets. Both of them refer to Russia and Ukraine during 2006 and involve ALT, ASP and one mainstream distribution (either Ubuntu or Mandriva). Both ALT and ASP are Russian distributions. Again, the particularity of the Russian alphabet as the default character encoding is captured thanks to the C δ−isolated constraint.
Related Work
We do not consider that pattern discovery in binary relations (e.g., mining closed 2-sets) has to be studied in details here. Instead, we focus on n-ary relation data mining where n ≥ 3. A couple of analysis techniques for real valued matrices with n dimensions are mentioned too.
Real-valued matrices
Considering kinetic microarray data, Jiang et al. [14] have proposed an adhoc multi steps algorithm to compute maximal sets of genes which are coherent on a subset of samples during the whole time series. For each gene and each pair of samples, it computes the Pearson's correlation coefficient between these two time series. A user defined threshold is then used to capture strong correlations. Then a samples × samples matrix is constructed for each gene from which maximal cliques are computed. They correspond to maximal sets of samples coherent for the corresponding gene. Finally, for each sample set, the corresponding maximal gene set is computed, i.e., a gene g is associated with a sample set S if there exists a maximal coherent sample set S g (a clique associated with g) such that S ⊆ S g . Such a processing is more efficiently achieved with Data-Peeler. Furthermore, the time dimension is considered at a global scale. Thus the method is unable to find temporal trends applicable to only a subset of the time points.
Considering the same targeted application, [20] proposes to mine different types of clusters in ternary relations (genes×samples×timepoints). It first computes a range multigraph for each time slice. Vertices stand for biological samples and there is an edge for each gene set having a similar expression ratio. On this graph, maximal cliques are computed and post-processed to produce bi-clusters: the set of samples associated with the vertices and the set of genes obtained by intersecting the sets associated with the edges. Finally, a new multigraph is computed where each time point is a vertex and each pair of highly overlapping bi-clusters (geneset, samples) forms an edge between two time steps. Tri-clusters are obtained by computing maximal cliques on such a graph. By constructing a ternary relation genes × samples × timepoints, Data-Peeler can compute similar patterns in a single step.
Sun et al. [16] propose to extend Principal Component Analysis to sequences of tensors (data cubes with M ≥ 3 attribute domains). Each tensor gathers the measurements for a time step. The so called tensor analysis consists in computing M orthogonal matrices such that the reconstruction error is minimized. Each projection matrix crosses one attribute domain of the data with syntactical variables summarizing it. Like PCA, the results of tensor analysis may be difficult to interpret since all the data coordinates participate in the linear combination that may mix both positive and negative weights, which might partly cancel each other and turn the result to be difficult to understand.
Logic minimization
Data-Peeler extracts patterns from a n-ary relation between finite sets. Considering these sets as the domains of multiple-valued variables, the relation can be seen as the truth table of a multiple-valued logic function with a range {'0', '1'}. Boolean functions are a specialization of this framework where every set gathers two elements (usually bound to the semantics "true" and "false").
The Karnaugh map [13] is a tool to minimize such Boolean functions. This method is to be applied by hand ("by eye" would be more correct since it exploits the human capability to discern geometrical patterns). For this reason, it works well for up to four variables, and it becomes unpractical for more than six variables. It relies on organizing the truth table in such a way that every maximal rectangle of '1' gives a "prime implicant" (a disjunction of conjunctions) minimizing the part of the Boolean function responsible for the '1's of the rectangle. Once every '1' is "covered" by at least one prime implicant, the disjunction of the prime implicants is a minimization of the original Boolean function. Later, the QuineMcCluskey algorithm [15] was designed to deal with more variables. The procedure basically remains the same. However, the organization of the truth table, used in the Karnaugh map, is substituted by a tabular form which better suits computers' way of processing data. This algorithm always returns the minimal form of the Boolean function to the cost of finding all prime implicants.
The Espresso algorithm [6] uses a different approach. The returned function is not always the minimal form (but close to it) and the computation is reduced (in both memory and time) by orders of magnitude. It is still heavily used, in particular in the design of logic circuits. Espresso was adapted to deal with multiple-valued logic functions too.
In this perspective, Data-Peeler is a prime implicant extractor for multiple-valued logic functions. However, it has been designed for the extraction of patterns under constraints, whereas Espresso (or its predecessors) outputs a tiling of the data set. Furthermore Data-Peeler can handle huge data sets without the time explosion occurring with Espresso.
7.3 Mining multi-relational data Multi-relational data mining leads to further extensions of pattern mining in binary relations. New problems arise as how to preserve the monotonic properties of the new patterns and how to check pattern closeness defined w.r.t. the relations. Afrati et al. [1] have proposed different algorithms and conditions under which the Apriori framework can be used to preserve the monotonicity properties. Garriga et al [8] have proposed, within an inductive logic programming framework, a clever way to unify several pattern mining problems, e.g., itemset and graph mining. Intuitively, patterns are sets of elements connected from sets of relations and closed w.r.t. these connections. Using two popular subsumptions and two interpretations, they propose different algorithms to deal with multi-relational data sets.
3-set mining
Let us now consider the two direct competitors w.r.t. our proposal, namely CubeMiner [12] and Trias [11] . We already illustrated in Section 6.3 that our algorithm significantly outperforms these state-of-the-art algorithms.
First, in [12] , Ji et al. have proposed two algorithms to compute closed 3-sets for 3-ary relations. The first one, called Representative slice mining consists in computing all subsets of the smallest attribute domain, and for each subset constructing the corresponding 2D Boolean matrix using the bitwise and operator between elements of this attribute. Then, a frequent pattern algorithm is used on each Boolean matrix and a postprocessing phase removes 3-sets which are not closed.
The second one, called CubeMiner, directly operates on the ternary relation. It consists in using cubes X ×Y ×Z called cutters such that none of their elements are in relation with each others, i.e., generalizing the cutters introduced for constraint-based mining of formal concepts in [4] . These cutters are recursively applied to generate candidates containing less 0 values than their parents: for each cutter, 3 candidates are constructed, one without elements from X, a second one without elements from Y and a third one without elements of Z. Several checks must be performed on each candidate to ensure their closeness and their unicity. The unicity is obtained by making sure that removed elements are not included in a previously applied cutters on this branch. It requires to intersect the current cutter with all those which were previously used. The closeness is evaluated by making sure that there is no previously used cutters such that their elements could be added to the current candidates. Consequently, each candidate must be compared two times to the elements of the cutter list. The enumeration process of Data-Peeler does not require to check the unicity of each candidate.
In [11] , Jaschke et al. have proposed the Trias that also computes closed 3-sets in a ternary relation. It basically relies on formal concept computation on two different binary relations. To compute all closed n-sets on a relation R ⊆ D 1 . The set B stands for a relation which is not fully connected (i.e., there are false values in its Boolean representation). Thus, in a second step, Trias computes formal concepts in the relation generated by B and checks if the obtained formal concepts are closed w.r.t. D
1 . This step is easily carried out by checking if its closure is equal to A.
Conclusion
We have proposed a new correct and complete algorithm called Data-Peeler and we have defined the class of constraints it can efficiently exploit. From a n-ary relation, Data-Peeler computes every closed n-set satisfying given piecewise (anti-)monotonic constraints.
Previous works mainly deal with the binary relation case (i.e., the popular 0/1 matrix case) and numerous algorithms have been proposed to compute collections of closed 2-sets, possibly constrained by user-defined properties. Recently, two algorithms were designed for the ternary relation case, namely CubeMiner and Trias. Although Data-Peeler is designed to handle relations of any arity, our empirical study has illustrated that, in various settings, Data-Peeler outperforms both CubeMiner and Trias by orders of magnitude.
A real-life 4-ary relation has been mined to assess the qualitative added-value of closed n-set mining. In this application, we have interpreted the relevancy of the extracted patterns under various piecewise (anti)-monotonic constraints. In particular, the introduced C δ−isolated constraint has been proved useful.
We look forward to experimenting Data-Peeler in different fields. So far, we have considered Basket Data Analysis and Web Usage Mining scenarios but we might investigate very soon its application for kinetic gene expression data analysis and dynamic graph mining. We also plan to tackle the abundance of very similar closed n-sets by clustering them, a simple idea that has been recently proved useful in the 2-dimensional case [5] .
