This paper involves related inverse eigenvalue problems of centro-symmetric matrices and their optimal approximation, the sufficient and necessary conditions under which the solvable problems of inverse eigenvalue, and the general provided form of the solution. Furthermore, the algorithm to compute the optimal approximate solution and some numerical experiments are given.
Introduction
Matrix inverse eigenvalue problem: given two sets of real n × n matrices S and real n-vectors x 1 , . . . , x m , m n, and set of numbers = {λ 1 , λ 2 , . . . , λ m }, find a real n × n matrix A ∈ S such that Let X = (x 1 , x 2 , . . . , x m ), = diag(λ 1 , λ 2 , . . . , λ m ), then the above relation can be written as
The prototype of this problem initially arose in the design of Hopfield neural networks and the mass-sping system [1, 2] . It has been applied in various areas [3] [4] [5] [6] [7] , such as the discrete analogue of inverse Sturm-Liouville problem, vibration design and structural design.
For important results on the discussions of the inverse eigenvalue problem AX = X associated with several kinds of different sets S, such as Jacobi matrices, general matrices, symmetric (or nonnegative definite) matrices, bisymmetric (same as persymmetric) matrices, bisymmetric nonnegative definite matrices, anti-symmetric matrices, and symmetric ortho-symmetric matrices, we refer the reader to [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . It is very important and also pays close attention to the study of least-squares solutions for the above problem (see [15] [16] [17] ).
Centro-symmetric matrices (may not be persymmetric) have practical applications in information theory, linear system theory, linear estimate theory and numerical analysis (see [18] [19] [20] ), however, the inverse eigenvalue problems of centro-symmetric matrices have not been concerned yet. In this paper, we will discuss those problems.
Let R n×m denote the set of all n × m real matrices; OR n×n denote the set of all n × n orthogonal matrices; A + be the Moore-Penrose generalized inverse of matrix A; I k be the identity matrix of order k; · be the Frobenius norm of a matrix; rank (A) denote the rank of matrix A; for A, B ∈ R n×m , (A, B) = tr(B T A) denote the inner product of matrices A and B, then R n×m is a Hilbert inner product space; the norm of a matrix generated by the inner product is Frobenius norm.
Definition 1.
A matrix A = (a ij ) ∈ R n×n is said to be an n × n centro-symmetric matrix if A satisfies a ij = a n+1−i,n+1−j , i, j = 1, 2, . . . , n; we denote the set of all n × n centro-symmetric (may not be persymmetric) matrices by CSR n×n . A matrix A = (a ij ) ∈ R n×n is said to be an n × n anti-centro-symmetric matrix if A satisfies a ij = −a n+1−i,n+1−j , i, j = 1, 2, . . . , n; we denote the set of all n × n anti-centro-symmetric matrices by ACSR n×n .
It is easy to see that CSR n×n and ACSR n×n are the subspaces of R n×n . Assume eigenvalues of A to be λ i , and eigenvectors associated with λ i to be
. . , λ m ) ∈ R m×m . Then the problem studied in this paper can be described as the following problems.
Problem I. Given X ∈ R n×m , = diag(λ 1 , λ 2 , . . . , λ m ) ∈ R m×m . Find a centrosymmetric (may not be persymmetric) matrix A such that
In this paper, we will discuss the existence and expression of solution of Problem I.
The optimal approximation problem of a matrix with the above-given spectral restriction is proposed in the processes of test or recovery of linear sysytem due to incomplete dates or revising given dates. A preliminary estimateÃ of the unknown matrix A can be obtained by the experimental observation values and the information of statical distribution. The optimal estimate of A is a matrix A * that satisfies the given matrix restriction for A and is the best approximation of A (see [12, 21, 22] ).
In this paper, we will also consider the so-called optimal approximation problem associated with AX = X . The problem is as follows.
where S E is the solution set of Problem I.
The existence and uniqueness of the solution for Problem II is proved, the expression of the solution is derived.
The paper is organized as follows. At first, we will discuss the structure and properties of CSR n×n , and derive the solvability conditions of Problem I and its solution's expression in Section 2. Then in Section 3, we will prove the existence and uniqueness of the solution for Problem II, and give the expression of the solution. Finally, some algorithms and numerical experiments are provided.
Solvability conditions of Problem I
We first discuss the structure and properties of CSR n×n . Let e i be ith column of I n , and set S n = (e n , e n−1 , . . . , e 1 ), it is easy to see that
Lemma 1. (i) A ∈ CSR n×n if and only if A = S n AS n ; (ii) A ∈ ACSR n×n if and only if
By [23] and Definition 1, it is easy to prove Lemma 1.
Lemma 2 [19] . (1) If n = 2k, then
(2.2)
By Lemma 2, it is easy to prove Lemma 3.
Lemma 4. R n×n
To prove Lemma 4, we only prove that for any A ∈ R n×n , there exist unique
Proof. (i) For any A ∈ R n×n , set
It is easy to see that
(ii) If there exist another A 1 ∈ CSR n×n and A 2 ∈ ACSR n×n such that
Subtracting (2.8) from (2.9) yields
Multiplying (2.10) on the left and the right by S n respectively, and by use of A 1 − A 1 ∈ CSR n×n and A 2 − A 2 ∈ ACSR n×n , we obtain
Combining (2.10) and (2.11) gives
(iii) For any A ∈ CSR n×n and B ∈ ACSR n×n , it follows from Lemma 1 that
Hence, using the orthogonality of S n , we have Lemma 5. GivenÃ ∈ R n×n , then there exist uniqueÃ 1 ∈ CSR n×n andÃ 2 ∈ ACSR n×n such thatÃ =Ã 1 +Ã 2 and (Ã 1 ,Ã 2 ) = 0, wherẽ
It follows from the proof of Lemma 4 that Lemma 5 is obvious.
Lemma 6. Let A ∈ CSR n×n and λ be an eigenvalue of A. If x is an eigenvector of A with associated eigenvalue λ, then so are S n x and x ± S n x.
Proof. Since Ax = λx, multiplying it on the left by S n gives S n Ax = λS n x, substituting S n AS n for A yields
This identifies that S n x is an eigenvector of A corresponding to λ. Thus, so is x ± S n x. This proves the lemma.
It is easy to see that S n (x + S n x) = x + S n x and S n (x − S n x) = x − S n x, this says that every eigenvalue of a centro-symmetric matrix has associated symmetric eigenvectors or anti-symmetric eigenvectors.
Lemma 7. Let x ∈ R n×n . (1)
If S n x = x, then when n = 2k, x can be expressed as
when n = 2k + 1, x can be expressed as
(2) If S n x = −x, then when n = 2k, x can be expressed as
Hence,
When n = 2k + 1, set
Likewise, from S n x = x, we obtain x 2 = S k x 1 , therefore,
Similarly, we can prove (2) of Lemma 7.
According to the previous analysis, when n = 2k, wihout loss of generality, we may suppose in Problem I that X has the following form:
Let the SVDs of X 1 , Y 1 be, respectively
13)
14)
where
Lemma 8 [9] . Given X 1 ∈ R k×l . Let the SVD of X 1 be (2.13) and 1 
is solvable in R k×k if and only if
X 1 1 X + 1 X 1 = X 1 1 ,
and its general solution can be expressed as
A = X 1 1 X + 1 + GU T 2 , ∀ G ∈ R k×(k−r 1 ) .
Theorem 1. Given X ∈ R 2k×m . Assume that X has the form (2.12).
Let the SVDs of X 1 , Y 1 be (2.13) and (2.14) respectively,
. . , λ m ). Then Problem I is solvable (n = 2k) if and only if
X 1 1 X + 1 X 1 = X 1 1 , Y 1 2 Y + 1 Y 1 = Y 1 2 ,(2.
15) and its general solution can be expressed as
A = A 0 + D G 1 U T 2 0 0 G 2 Q T 2 D T , ∀ G 1 ∈ R k×(k−r 1 ) and G 2 ∈ R k×(k−r 2 ) ,(2.
16)
17)

D is the same as in (2.3).
Proof. We first prove the necessity. Assume that Problem I is solvable. Let A be its solution, it follows from Lemma 2 that there exist M, H ∈ R k×k satisfying
That is,
Therefore, by Lemma 8,
and there exist G 1 ∈ R k×(k−r 1 ) and G 2 ∈ R k×(k−r 2 ) such that 
Since U T 2 X 1 = 0 and Q T 2 Y 1 = 0, and by (2.15),
That is, A is a solution of Problem I. The proof is completed.
When n = 2k + 1, similar to the discussion as n = 2k, without loss of generality, we may assume in Problem I that X has the following form:
Theorem 2. Given X ∈ R (2k+1)×m . Assume that X has the form (2.22). Let
and its SVD be
and its general solution can be expressed as
24)
D is the same as in (2.5).
Proof. We first prove the necessity. Assume that Problem I is solvable, let A is a solution of Problem I, then, it follows from Lemma 2 that there exist .27) i.e.,
Therefore, it follows from Lemma 8 that (2.23) holds and that there exist
Substtituting (2.29) and (2.30) into (2.6) yields (2.24). Next we prove the sufficiency. Assume that (2.23) holds. For arbitrary matrices G 1 ∈ R (k+1)×(k+1−r 1 ) and G 2 ∈ R k×(k−r 2 ) , (2.24) determines a matrix A, which belongs to CSR n×n by Lemma 3. Since U T 2 X = 0 and Q T 2 Y 1 = 0, similar to the reasoning of Theorem 1, direct computation gives AX = X by (2.23), this means that A is a solution of Problem I. This proves Theorem 2.
The expression of the solution of Problem II
When the solution set S E of Problem I is nonempty, it is easy to verify that S E is a closed convex set, therefore, when n is even, we have the following result. 
where A 0 , D are the same as in (2.17) and (2.3) , respectively,
Proof. Because S E is a closed convex set, Problem II has a unique solution A * by [21] . By Theorem 1, for any A ∈ S E , A can be expressed as
By lemma 5, for givenÃ ∈ R n×n , there exist uniqueÃ 1 ∈ CSR n×n andÃ 2 ∈ ACSR n×n such that
For any A ∈ S E , by use of Lemma 4 and the orthogonality of D, we obtain
Thus, Ã − A = min A∈S E is equivalent to
and
Applying the orthogonality of U and
Therefore, when 
(3.11)
Now we give the procedure to compute the optimal approximate solution A * of Problem II and an experiment example. 
