Thermal motions in molecular crystals cause substantial fluctuation of the excitonic coupling between neighboring molecules (dynamic disorder). We explore the effect of such fluctuation on the exciton dynamics in two limiting cases, exemplified by the crystals of anthracene and a heteropentacene derivative. When the excitonic coupling is small in comparison with the electron phonon coupling, the exciton diffusion is incoherent and the inclusion of excitonic coupling fluctuation does not alter the exciton physics but can improve the agreement between computed and experimental diffusion coefficients. For large excitonic couplings, when the transport becomes coherent, the thermal motions determine the diffusivity of the exciton, which can be several orders of magnitude larger than in the incoherent case. The coherent regime is less frequent but potentially of great technological importance.
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Thermal motions in molecular crystals cause substantial fluctuation of the excitonic coupling between neighboring molecules (dynamic disorder). We explore the effect of such fluctuation on the exciton dynamics in two limiting cases, exemplified by the crystals of anthracene and a heteropentacene derivative. When the excitonic coupling is small in comparison with the electron phonon coupling, the exciton diffusion is incoherent and the inclusion of excitonic coupling fluctuation does not alter the exciton physics but can improve the agreement between computed and experimental diffusion coefficients. For large excitonic couplings, when the transport becomes coherent, the thermal motions determine the diffusivity of the exciton, which can be several orders of magnitude larger than in the incoherent case. The coherent regime is less frequent but potentially of great technological importance.
Introduction
Exciton diffusion in molecular materials is a fundamental physical process taking place in many organic electronic devices including light emitting diodes and solar cells. For example, a long exciton diffusion length is a prerequisite for efficient organic solar cells, where excitons should diffuse to a donor-acceptor interface to initiate the process of charge separation and, consequently, the generation of photocurrent.
In general, regardless of the exciton diffusion mechanism, the diffusion of molecular excitons is mainly driven by the excitonic coupling (J) between the excited states localized on the molecular units (Frenkel excited states). [1, 2] The excitonic coupling can be separated into short-range (exchange and overlap) and long-range (Coulombic)
contributions. [3] [4] [5] [6] The latter is often the only term considered to investigate exciton transport in molecular aggregates (the only term, for instance, in the popular Förster theory [7] for excitation energy transfer), an approximation justified when the interacting molecular moieties are separated by long intermolecular distances. [8] However, shortrange contributions become relevant in organic molecular crystals whose intermolecular closer contacts are in the 3.5-4.5 Å range. [9] Additionally, molecular crystals possess a large number of low frequency intermolecular vibrations that cause a relatively large displacement of one molecule respect to their neighbors (dynamic disorder). [10] In contrast to long-range excitonic contributions, short-range excitonic interactions (exchange and overlap effects) are extremely sensitive to the mutual orientation of the molecule and, therefore, can undergo significant fluctuations owing to the thermal molecular motions. It has been recently shown that the thermal motion of the molecules around their equilibrium position gives rise to large fluctuations of the excitonic coupling J, sometimes referred to as non-local exciton-phonon coupling. [11] 3
The fluctuation of excitonic couplings in molecular solids is a relatively intuitive effect, especially when compared to the analogous fluctuation of the hopping integral in charge transport, [12, 13] but it has not received much attention in the literature despite its great importance for the quantitative description of exciton transport. Renaud and Grozema have recently shown that intermolecular vibrations can speed up singlet exciton fission in perylenediimide crystals due to the modulation of the couplings. [14] Stangl et al. have experimentally detected a large temporal fluctuation of the excimerlike interactions between π-conjugated chromophores at the molecular level; i.e., they observed a scatter of the photoluminescence lifetimes of almost a third of the mean lifetime value for the π-conjugated dimers with the short intermolecular contacts, which was associated to the molecular dynamics of the chromophores. The authors therefore suggested that the dynamic heterogeneity in strong interchromophore couplings must be accounted for to gain insights into the flow of excitation energy in bulk optoelectronic systems. [15] The description of the exciton transport in organic molecular crystals is particularly simple in two limiting transport regimes (coherent and incoherent). [2] In the coherent regime, the excitonic coupling is much larger than the local exciton-phonon coupling (reorganization energy) and the exciton wavefunction is delocalized over the aggregate.
[1] In the opposite (incoherent) regime, the exciton coupling between adjacent molecules is much weaker than exciton-phonon coupling, and the exciton wavefunction, localized on a molecular unit, diffuses via a series of exciton hopping events between neighboring molecules. In both limits it is often assumed that J is a constant, [16] [17] [18] i.e. not dependent on time or, equivalently, on the nuclear displacement (Condon approximation). Nevertheless, it is now clear [14, 15] that the thermal fluctuation of the excitonic couplings in molecular crystals or aggregates is an effect that should become 4 part of any quantitative exciton transport theory. The formulation of such a theory depends on the characteristic timescale of the excitonic coupling fluctuations and their strength. The limit of J fluctuations that are faster than any other timescale can be studied in the classical Haken-Strobl-Reineker model, [19, 20] whereas the limit of J fluctuations slower than any other timescale is a particular case of exciton transport in a statically disordered system. [21] For weak fluctuations, i.e. if their amplitude is much smaller than their average value, one can adopt exciton-polaron band renormalization theories. [22] According to the computational study of ref. [11] none of these limits is appropriate for exciton transport in the most studied materials, since the fluctuations have a large amplitude at room temperature and a characteristic timescale comparable to that of the exciton diffusion.
In this paper, we explore the effect of the excitonic coupling fluctuation due to the thermal nuclear motions on the exciton dynamics in molecular crystals without assuming that the fluctuation is weak or that its timescale is different from that of the exciton diffusion. However, this effect is rather different in molecular systems if the local exciton-phonon coupling is strong (leading to localized excitons) or weak (leading to delocalized excitons). The regime intermediate between strong and weak excitonphonon coupling is by itself an interesting and complicated problem. Nevertheless, as
here we are concerned with the effect of the fluctuation on the exciton transport, we consider two more extreme examples which are definitely in the localized or delocalized regime.
Anthracene crystal (Figure 1 ) is our model for exciton transport in the localized exciton regime. It has been selected because it is a good model for a wide range of active donor materials in the context of organic electronics and its exciton transport properties have been experimentally [23] [24] [25] [26] and theoretically [27] [28] [29] [30] [31] characterized. The 5 relatively strong exciton-phonon coupling, due to its small size, is already evident from the absorption spectrum. Moreover, anthracene is the best model system within the family of oligoacenes to study the role of the excitonic coupling fluctuation in the exciton transport for further reasons. First, the nature of the lowest-energy excitations in anthracene (Frenkel excitons, FE) is simpler than in the case of longer oligoacenes (tetracene and pentacene), where the lowest-energy excitons are described by a significant mixture of FE and charge-transfer (CT) excited states. [32] Second, tetracene and pentacene (especially the latter) present multiexcitonic states in the vicinity of the FE excited states and, thus, can undergo ultrafast singlet exciton fission. [33, 34] One can therefore explore the effect of exciton coupling fluctuation in anthracene, without the complications generated by the presence of other excited states.
As a model for exciton transport in the delocalized regime we consider DCVSN5
(dicyanovinyl-capped S,N-heteropentacene, Figure 2) , a novel molecule which is a promising donor candidate for small molecule organic solar cells (SM-OSCs). [35] This donor material in conjunction with a fullerene (acceptor) have been implemented in a photovoltaic cell with efficiencies as high as 6.5%, which is a remarkable efficiency for SM-OSCs. [36] Compounds with a similar acceptor-donor-acceptor (A-D-A) backbone have shown great promise as electron donor materials for high efficiency in singlejunction and tandem SM-OSCs. [37] [38] [39] [40] [41] 
Computational Methods
To evaluate the time fluctuation of the excitonic coupling owing to the thermal motions in anthracene and DCVSN5 crystals, we have adopted a combined molecular dynamics (MD) and quantum chemical (QC) approach similar to that used in ref [11] . We have built a 3 × 3 × 3 supercell of the anthracene crystal by replicating the unit cell along the 6 crystallographic axes a, b, and c, respectively. A 2 × 2 × 2 supercell was built for DCVSN5. The MD simulation at constant temperature (300 K) was run using the MM3 force field [42] for the case of anthracene. In the case of DCVSN5, we developed a force field that reproduces the equilibrium structure and the forces around the equilibrium position computed at the B3LYP/6-31G** level. [43] The electrostatic intermolecular interaction was modelled by point charges (evaluated via the CHELPG procedure [44] )
whereas the non-bonded interactions were described by CHARMM parameters [45, 46] (see the Supporting Information for further details about the force field for DCVSN5).
The integration time was set to 1 fs and 2050 snapshots every 50 fs were taken. The
Tinker program package [47] was used to carry out the MD calculations.
To evaluate the time evolution of the excitonic coupling in anthracene and DCVSN5, two clusters consisting of six and seven anthracene and DCVSN5 molecules, respectively, were extracted from each MD snapshot and the excitonic couplings for three different A-and B-type anthracene dimers ( Figure 1 ) and two different A-, B-and C-type DCVSN5 dimers ( Figure 2 ) were computed. The excitonic couplings were computed by means of a two-level diabatization scheme described in ref [48] , which employs atomic transition charges (ATCs) as the molecular property for the diabatization process. Within this diabatization procedure, both long and short range excitonic coupling elements are computed on equal footing. It is necessary to clarify that we are not using ATCs to evaluate only the Coulombic term of the excitonic coupling [32, 49, 50] but the total excitonic coupling (diabatization scheme). No environment polarization effects has been included having verified, for the case of neighboring dimers in tetracene, that the excitonic coupling between FE excited states changes very little when the relative dielectric constant is changed in the 1-7 range. [48] Polarization 7 effects become important for the excitonic coupling between molecules at longer distance and when CT states are involved.
The excitation energies and the atomic transition charges for the dimers and monomers of anthracene and DCVSN5 were calculated in the framework of the timedependent density functional theory by using the long-range corrected ωB97X-D [51, 52] density functional and the 3-21G* basis set. [53] Note that the differences with the excitonic couplings computed with the larger 6-31G* basis set were on average less than 10%. [11] ωB97X-D was selected because it has proven to provide an accurate description of valence and charge-transfer excitations in molecular dimers and avoids the typical underestimation of the charge-transfer excitations found in standard hybrid density functionals. [54] Reorganization energies and the Huang-Rhys factors were also computed at ωB97X-D but with the larger 6-31G** basis set (see Supporting Information). All TDDFT calculations have been performed by using the Gaussian 09 program package.
[55] Figure 1 shows the typical herringbone crystal packing of anthracene (space group P 21/a, with two translationally inequivalent molecules per unit cell). The strongest excitonic interactions take place between adjacent molecules in the ab plane. [28, 30] The electronic structure origin of the excitonic coupling fluctuation was previously
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analyzed for the case of anthracene. [11] We had verified that, by removing the short-term contribution, the fluctuations are of much smaller amplitude suggesting that they prevent the use of the classical Haken-Strobl-Reineker model [19, 20] (J fluctuations are not faster than any other timescale) or the exciton-polaron band renormalization theory [22] (the fluctuation is not much smaller than their average value). In this context, we will employ theoretical models for the exciton transport (Section 3.3 and 3.4)
capable of accounting for the fluctuation of the excitonic couplings in the appropriate regime.
Local Exciton-Phonon Coupling
In an exciton transfer process, the reorganization energy [56] () consists of two contributions that reflect the molecular relaxation energies of one molecule (which is excited) going from the fully relaxed ground state to the electronic excited state and a neighboring molecule (which is de-excited) evolving in the opposite manner (see Supporting Information). More generally, the coupling between the electronic states and the phonons in molecular crystals is known as the local exciton-phonon coupling.
The impact of excitonic coupling modulation on the exciton transport depends on the strength of the local electron-phonon coupling, quantified by the reorganization energy.
In the case where λ is much larger in comparison with the (average) excitonic coupling, the exciton is highly localized (on one molecule) and the exciton transport takes place by (incoherent) hopping regardless of the amplitude of the excitonic coupling fluctuation. In contrast, for λ smaller or comparable to the excitonic coupling, excitons can be delocalized over many molecules and the transport mechanism depends on the 13 amplitude of the excitonic coupling fluctuation. Evaluating  is therefore a prerequisite to identify the plausible regimes of exciton transport in a given molecular crystals.
The reorganization energy of anthracene is calculated to be 0.589 eV at ωB97X-D/6-31G** whereas J is found to be in the 0.005-0.035 eV range (Figure 3) . Therefore, the exciton transport in anthracene crystals is expected to take place in the incoherent regime, in agreement with several theoretical and experimental studies. [30, 31, 57, 58] For DCVSN5 we estimate instead λ to be 0.328 eV, a figure comparable with the excitonic coupling along the antiparallel π-stacked pair (-0.200 eV) and for which one cannot assume incoherent hopping as the transport mechanism (see below).
[31]
Exciton transport in the incoherent regime: the case of anthracene
The strong reorganization energy in anthracene supports the formation of excitons localized on a single molecule with a barrier of ~/4 = 0.147 eV for the exciton hopping between neighboring molecules. Since the excitonic coupling between initial and final states is much smaller than this barrier (whether the coupling fluctuation is taken into account or not), the hopping transition can be studied as a non-adiabatic reaction using time dependent perturbation theory. In the most common theories the validity of the Condon approximation is assumed, i.e. the coupling between initial and final states is constant (in time or nuclear coordinates). In this case, however, we need to resort to a formulation of non-adiabatic transition rate that takes into account the role of fluctuation of electronic coupling (non-Condon effects). [59] [60] [61] [62] [63] [65] for electron-transfer processes.
Eq. 1 neglects the instantaneous differences between rates due to different electronic coupling and contains a squared average coupling. This is only valid when the timescale of the coupling fluctuation is not much slower than the exciton transfer time, [63] a condition satisfied for the case of anthracene (where they are both of the order of 1 ps).
In practice, in the time between two hops the coupling explores a large range of values.
In the opposite limit of slow fluctuations one should consider a distribution of hopping rates between distinct pairs of molecules, as done for example in ref. 21 .
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All the parameters that enter in the exciton-transfer rate can be computed. Excitonic couplings for anthracene were presented in Section 3.1. The total exciton reorganization energy for an exciton transfer between two anthracene molecules was given in Section 3.2 (0.589 eV). [31] The quantum component of the exciton reorganization energy can be estimated from the Huang-Rhys S analysis computed for the bright S0→S1 electronic transition of an isolated anthracene molecule ( Figure S1 ). Figure S1 clearly shows two high-frequency vibrations at 1482 and 1650 cm -1 with the largest S values. These normal modes correspond to the typical stretching vibrations of the C-C/C=C bonds of the π-conjugated backbone [66] and cannot be treated classically at room temperature.
Nevertheless, the quantum reorganization energy of these high-frequency vibrations can be in overall captured by selecting an effective normal mode, which is set to coincide with the normal mode with the largest S ( Table 1 gathers the exciton transfer rates computed at 300 K from eq 1 for the two non-equivalent molecular pairs shown in Figure 1 . As expected, the fastest exciton transfer rate is obtained for the slipped π-stacked dimer of anthracene (dimer A) since it presents the strongest excitonic coupling. In this case, the thermal fluctuation does not have a significant impact on the exciton transfer rate causing a modest increase from The elements of the diffusion tensor (and the average diffusion coefficients) can be computed in the ab plane of anthracene from the hopping rates (see Figure S2 [67, 68] where  corresponds to the lifetime of the lowest Frenkel exciton. By assuming 10   ns, [69] an exciton diffusion length of 106 nm is obtained. Both exciton diffusion coefficients and exciton diffusion lengths are in good agreement with the experimental values (D ~ 4.0-6.0  10 -3 cm 2 s -1 and LD ~ 90-110 nm) estimated in the same ab plane from surface quenching and photocurrent measurements. [58, 69] It is also interesting to analyze the anisotropy of exciton transport. The exciton diffusion coefficient components along the a and b directions are computed as Da = 2.9  10 -3 and Db = 8.2  10 -3 cm 2 s -1 (Table 2) Table 2 ). This finding therefore highlights that the thermal fluctuation of the excitonic coupling is an important ingredient to predict quantitatively the exciton diffusion properties in organic molecular crystals. [a] Values taken from ref. [69] and [58] . [b] Values from ref. [70] . 
Exciton transport in the coherent regime: the case of DCVSN5
When J > λ/4, as in DCVSN5, the local electron-phonon strength is not sufficient to form a small exciton-polaron, e.g. the lowest excited state of a dimer is delocalized, with the molecular pair sharing the excitation. [71] In the absence of other effects, such as the fluctuation of J, the exciton remains delocalized in the solid and is well described by an excitonic band. If the fluctuations, i.e. the non-local electron-phonon couplings, are small, the description remains qualitatively similar and the effect of the non-local electron-phonon coupling is to renormalize the excitonic bands. [22] For the large fluctuations present in these materials, however, there is no simple analytical theory.
Most of our understanding derives from theoretical and experimental work carried out in the past few years on the related problem of charge dynamics subject to the large fluctuation of hopping integrals, which is a formally identical problem if one can assume that there is only one important excited state per molecule. We know that the effect of the dynamic disorder is to localize the quasi-particle; [13] however, this is only a transient localization [72] and the dynamics of the quasi-particles is at the same time limited but also driven by the fluctuation. [73, 74] Charge modulation spectroscopy [75] and
Hall effect measurements [76] suggest that the charge carriers are at the same time localized and evolving coherently, supporting the idea that a transient localization takes place but the electronic coherence is preserved. In what follows we adapt the method originally developed to study charge transport in molecular crystals in the coherent limit to the problem of exciton transport in the same limit.
The transport in the DCVSN5 crystal can be assumed to take place mainly within columns (1D transport, Figure 4a ) due to the strong excitonic coupling found for the antiparallel π-stacked pair with respect to the intercolumnar excitonic couplings for dimers B and C (Figure 3 ). In this context, a simplified model Hamiltonian able to incorporate the different physical ingredients for the exciton transport but with a reduced number of degrees of freedom can be derived. This model Hamiltonian is written as:
The index j runs over the molecular sites in the 1D assemble (Figure 4a) . couple strongly with the first electronic transition. These modes, mainly involving the stretching of the molecule along the long and short molecular axis and the stretching of the C-C/C=C bonds, are responsible for the vibronic progressions experimentally observed and computed for related oligothienoacenes. [78, 79] Similar in spirit to other works, [13, 80] a single effective vibration can be associated to the total reorganization energy of DCVSN5 (0.328 eV, 2645 cm -1 ) and we set the frequency of the single effective mode to For the off-diagonal term, J is set to be the average excitonic coupling ( 0.200 J  eV) computed in Section 3.1 for the antiparallel π-stacked dimer of DCVSN5. Table 3 collects all the parameters used for DCVSN5. Similar to the local exciton-phonon coupling, it is also convenient to select an effective mode that can capture the overall effect of the low-frequency vibrations on the excitonic coupling in the model Hamiltonian (eq 2). The Fourier transformation of the autocorrelation function Figure 3) showed that the low-frequency vibrations (30-100 cm -1 range) modulate the excitonic coupling for DCVSN5, providing a broad distribution of the excitonic coupling. Therefore, we set compound. An appropriate value for the nonlocal exciton-phonon coupling constant (2) a can be calculated if it is assumed that only the effective mode couples with J. In this case, the standard deviation of the excitonic coupling can be related to (2) a by 
a is found to be 2075
It is worth noting at this point that Gerischer's formulation of Marcus theory. [81, 82] Therefore, our model includes both diagonal (on-site energies) and off-diagonal (excitonic couplings) fluctuations of the electronic Hamiltonian on equal footing, the two terms being respectively the second and fourth term in eq 2. The time evolution of the exciton wavefunction can be computed by integrating the model Hamiltonian (eq 2) within an Ehrenfest dynamics scheme, where the nuclear modes are treated classically as described in eq 2. Therefore, the equation of motion of the nuclear positions can be expressed by
el H denotes the electronic Hamiltonian (the first two terms in eq 2) and () n t  corresponds to the time-dependent exciton wavefunction. The last term in eq. , of the nuclei are chosen from the Boltzmann distribution at room temperature. Further details of the numerical integration can be found for example in ref. [13] . The Ehrenfest procedure has some important limitations extensively discussed in literature, [74] most remarkably the absence of decoherence effects and erroneous equilibration at long times. On the other hand, it is preferable over surface hopping methods [83] when a quasi continuum of electronic states is present, as in this case. [84, 85] It is generally acknowledged that further methodological improvements are necessary and we simply resort here to one of the best and straightforward options currently available. A quantitative study of the exciton diffusion along the columns of the DCVSN5 system can be performed by monitoring 2 22 ( ) ( [37] [38] [39] [40] 86] when they are used in SM-OSCs. In many molecular materials, the exciton transport takes place via hopping and the slow exciton diffusion to the donoracceptor interface in SM-OSC is one of the main efficiency loss mechanisms. In DCVSN5 one can speculate that the exciton can reach the donor-acceptor interface with extremely high quantum yields.
It can be worth stressing that the computation of exciton diffusion assuming incoherent transport in the case of DCVSN5 would yield completely unacceptable results. The exciton hopping rate would exceed 1.8  10 14 s -1 , i.e. faster than any vibrational relaxation rate and therefore incompatible with any rate theory. The diffusion coefficient would also be about 10 times smaller, i.e. the differences between DCVSN5 and anthracene diffusivity cannot be derived simply by looking at the exciton coupling by looking at the relative exciton coupling strength.
Conclusions
In this contribution, we have explored the role of the thermal nuclear motion (dynamic important to improve the agreement between models and experiment but does not change the fundamental physics as it has been described in recent theoretical works on the same materials. [87] On the other hand, DCVSN5 presents a strong excitonic coupling between the π-stacked antiparallel columns and the exciton transport can be assumed to occur in the coherent regime. In this regime, much analogous to what is being investigated for the problem of charge transport in molecular materials, the fluctuations of the excitonic coupling causes an initial localization of the exciton wavefunction in just a few molecules. This exciton wavefunction spreads quickly, assisted by the low-frequency modes that modulate the excitonic couplings. This is a completely different physical mechanism of transport, which has not been considered so far and may be essential to explain the much higher efficiency of a class of molecular donors used in small molecule organic solar cells. Considering that the reorganization energy is associated with the fluctuation of the on-site energy, [81] one can imagine that the incoherent regime is the limit with on-site energy fluctuation are strong and dominant over the offdiagonal coupling while the coherent regime is promoted by weaker on-site fluctuations which makes on-site and off-diagonal fluctuations of similar importance.
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