Abstract. In order to solve the problem of the poor recognition effect of traditional face recognition methods under pose, facial expression and illumination, a face recognition algorithm based on Multi-directional histograms of orthogonal oriented gradient is proposed. Firstly, the gradient characteristics of eight different directions, are extracted by using improved gradient operator. Secondly, counting the histogram feature of gradient direction in each direction and the Hog feature of eight directional orthogonal gradients, in order to get the overall image characteristics, is connected together. At last, overall image characteristics will be classified by nearest neighborhood classifier. The experimental result, which is tested in face library of Yale, ORL, CAS-PEAL-R1, shows that the proposed algorithm can improve the recognition rate effectively and has excellent robustness to the illumination and expression.
Introduction
Face recognition has a wide range of applications in finance, mobile payment, security detection and other fields. Face recognition is the extraction and classification of existing facial images, among which feature extraction is the key to face recognition. At present, feature extraction methods are divided into global feature method and part feature method [1] . Histograms of gradient direction is a kind of excellent method of local feature description [2] [3] , the classification ability is stronger than LBP and Gabor wavelet [4] and histograms of gradient direction has better robustness in light, scale and direction [5] [6] .HOG can well describe the edge contour information of images, but [7] [8] ignores the spatial arrangement and structural change information of the local features of images. Tong Ying [9] proposed a spatial multi-scale HOG feature, the image layer thinning region in different scale, multi-scale HOG image feature extraction, and applied to facial expression recognition, achieved good recognition effect. GuoJinxin and other people [10] proposed the fusion of the whole image and the HOG feature of the key parts of the face, and reduce the dimension of the data by HOG, the formation of HOG feature fusion has a good effect on face recognition, but it ignores the change of spatial structure OF the local feature of face. Yang Bing [11] and others proposed a kind of Pyramid gradient direction histogram, through multi-scale analysis of constructing face image HOG Pyramid, global and local feature extraction of image, can effectively describe facial features under different scales, and achieved better results in face recognition.
Because HOG ignored the image in a direction under the classification of information and can not characterize the image in each direction, we put forward a feature extraction method which based on Multi-directional histograms of orthogonal oriented gradient, in order to effectively extract the image of local spatial structure information, first we can calculate the orthogonal gradient of 8 direction of the image, and then extract the orthogonal gradient matrix for each direction of the block HOG ,finally we can get the overall characteristics of the image by connecting the HOG characteristics of the orthogonal gradient in 8 directions in series , and use the nearest neighbor classifier to achieve classification and identification.
Histograms of Oriented Gradient and Its Improvement

Histograms of Oriented Gradient
The gradientdirection histogram descriptor is evolved from the SIFT operator [12] , which composes the HOG feature by calculating the image pixel gradient and the local gradient direction, which can extract the edge and shape features of the image well. The gradient and gradient directions of the pixel points of the face image are calculated by the equations (1) 
The gradient direction histogram of the face image is composed of the gradient amplitude and the gradient direction of each pixel block without overlapping. The gradient direction is divided into unsigned (0 ° ~ 180 °) n blocks, the gradient amplitude is 1 Added to the corresponding gradient direction. The HOG feature in each pixel block is normalized by L2-norm. The formula is shown in equation (5) . Finally, the HOG characteristics of each pixel block are concatenated to form the HOG feature of the whole face image.
Where: ) (n v denotes the nth HOG. To prevent the result from being Infinity, " ε " is a constant.
Multi-directional Orthogonal Oriented Gradient
In most cases, images that are difficult to extract in a direction are easily extracted in the other direction, so more feature information can be extracted using mufti-directional techniques [ [13] [14] [15] . HOG only extracts the gradient feature in the image in a single direction and ignores the classification information of the image in a certain direction, so that it can not characterize the structural changes in each direction of the image well.
The human face image I, by the Lambert illumination model, is expressed as:
represents the gray value of a certain pixel of the image.
represents the reflectivity of a certain point of the face image, reflecting the intrinsic intrinsic feature of the face image, which is insensitive to light.
represents the brightness value of a point image, which is affected by the light source.
Because the orthogonal gradient of different directions is independent of illumination, the gradient information of different directions can reflect the different facial structure characteristics. A new gradient extraction operator -multi -directional orthogonal gradient extraction operator is proposed for the shortcomings of HOG unidirectional extraction of image feature information. The gradient features of 8 different directions ( It can be seen from Figure 1 that the feature information extracted in 8 directions is more abundant, which can reflect the structure change of the image in multiple directions and preserve more details of the image Figure 2 , shows gradient intensity image extracted by the HOG operator and the orthogonal gradient operator, which we can know that the contour of the image extracted by the orthogonal gradient operator is clearer and insensitive to the illumination change.
Face Recognition Algorithm Flow
The steps of the face recognition algorithm are: (1) The image is divided into multiple blocks, and the first derivative of the Gaussian function of (2) Calculate the gradient intensity and direction of the image θ direction. 
Experimental Results and Analysis
In order to analyze the performance of Multi-directional histograms of orthogonal oriented gradient face recognition algorithm, YALE face database, ORL face database and CAS-PEAL-R1 face database are presented in the paper [2] without any pretreatment of image HOG algorithm, the proposed MHOG in paper [11] , and the HOGPF algorithm proposed in paper, where HOGPF selects a 3-layer pyramid model. HOG, MHOG, HOGPF algorithm in the ORL face database, YALE face database, CAS-PEAL-R1 face database were used 7 × 3, 8 × 8, 8 × 8 block number, the direction of 16, all use Nearest neighbor classifier.
Number of Blocks and Interval
The different block number of face image has a great influence on the recognition rate, which too little block number cannot fully extract the shape distribution and local details, while too much block number will produce feature redundancy that make the recognition rate lower and dimension of eigenvector become higher Gradient direction interval quantization number selection is the same key, which too little number cannot retain the contour features of the original face image fully, losing a lot of local easily classified information, while too much number will make the algorithm weak on the expression, posture and other changes. Trained images, on Yale face Library and ORL face library, are selected by using the same method that three trained images are selected from each person's all images randomly, the other is the tested image. The mean value of the 50 times of cross verification, in order to ensure the validity of the experiment, is taken as the final recognition rate, and then selecting best block method and the gradient direction interval quantization number.
It can be seen from Figure 3 and 4 that the row and column blocks with the highest recognition rate on the YALE database are 13 and 3 respectively, and the row and column blocks with the highest recognition rate on the ORL database are 9 and 2 respectively. It can be seen from Figure 5 that the recognition rate of the YALE database is the highest when the gradient direction is 16, and the recognition rate of the ORL database is 13.
The Influence of the Different σ Values of the Orthogonal Gradient in Different Directions on the Recognition Rate
In order to verify the effect of different σ values on the recognition effect in the eight orthogonal gradient directions, the same method is used to select the training images on the YALE database and the ORL database. 2 images are randomly selected from all the images of the individual, and the other is the test image set. In order to ensure the reliability of the experimental data, cross-validation 10 times, take the maximum of 10 times as the final recognition rate, the experimental results shown in Figure 6 From Figure 6 , we know that when selecting standard deviation σ of the highest recognition rate in different directions, Θ=0, Π/4, Π/2, 3π/4, Pi, 5Π/4, 3Π/2, 7Π/4, in Yale face Library, the highest recognition rate of orthogonal gradient direction, respectively, are 94.81% (σ=0.3, 0.4, 0.9), 92.59% (σ=0.7), 88.89% (σ=0.3, 0.4), 92.59% (σ=0.4), 95.56% (σ=0.6), 94.07% (σ=0.9), 87.41% (σ=0.5), 94.07% (σ=0.5). It can be seen from Figure 7 that when the standard deviation σ corresponding to the highest recognition rate is selected in different directions, the ORL face database is in the range of θ = 0, π / 4, π / 2,3π / 4, π, 5π / 4, 3π / The highest recognition rate in the orthogonal gradient direction is 91.56% (σ = 0.6), 90.94% (σ = 0.7), 90.94% (σ = 0.6,08), 92.50% (σ = 0.3) 89.79% (σ = 0.5, 0.6, 0.7), 90.00% (σ = 0.6), 88.75% (σ = 0.5) and 88.44% (σ = 0.7). It can be seen from Figure 8 that the CAS-PEAL-R1 face database is in the range of θ = 0, π / 4, π / 2, 3π / 4, π, 5π / 4π when the standard deviation σ corresponding to the highest recognition rate is selected in different directions, The highest recognition rates in the orthogonal gradient direction are 99.65% (σ = 0.6), 99.56% (σ = 0.6, 0. 
Comparison of Recognition Rate and Analysis
The YALE face database and the ORL face database are randomly selected from all the images of each person in the selection of the training image when comparing the recognition rates of the different algorithms, where n is an integer and the value ranges from 2 to 7, the other is the test image. In order to ensure the reliability of the data, cross-validation 50 times, takes the 50 times the average as the final recognition rate. The total number of changes in the CAS-PEAL-R1 database is 199, with a total of 1791 face images per person. The light group chooses the first three images from each of the nine images as the training image, and the remaining six is the test image. The total number of facial changes in the group of 376 people, each 5 a total of 1880 face positive image, which expression group selected the first two as a training sample, the rest as a test sample, the two subsets all the images are scaled to 80 × 80 pixels. The experimental results are shown in Tables 1  to 3 . It can be seen from Table 1 and Table 2 that the recognition rate of MHOOG algorithm is improved by at least 4% and 2% compared with the original HOG algorithm, which shows that the algorithm is more accurate to characterize face posture, and changes in light. On the other hand, compared with the HOGPF algorithm and the MHOG algorithm, the article algorithm also has certain advantages in the recognition rate. The facial image is decomposed by eight orthogonal directions to get the corresponding 8 different HOG features, and the sub-feature graphs are presented in different directions Different structural features, thus retaining more useful local easy to sort information, better recognition. Table 3 . CAS-PEAL-R1 face database on the different algorithms to select the recognition rate of different training images.
Algorithm
Expression set Light set HOG [2] 99.38 93.55 MHOG [10] 99.50 95.81 HOGPF [11] 98 It can be seen from Table 3 that the traditional HOG algorithm, MHOG and HOGPF algorithm in the CAS-PEAL-R1 database expression achieve a higher recognition rate, but in the light set on the recognition effect is not ideal. The gradient is robust to slowly changing light, and the orthogonal gradient information in different directions can reflect different facial structure changes. In this paper, the HOG operator is improved and the gradient of different angles of the image is extracted, which effectively preserves the structural features and illumination invariant features of the image. Therefore, the recognition rate of the expression set and the illumination set is higher than that of other methods.
Concluding Remarks
Multi-directional histograms of orthogonal oriented gradient extraction algorithm is proposed, which is applied to face image recognition. The orthogonal gradient can well characterize the illumination invariant feature of the face image, and the multi-directional gradient information can preserve the facial image structure change information and local easy classification information. Experiments on YALE, ORL and CAS-PEAL-R1 are carried out. The results show that the MHOOG algorithm is not only high in recognition rate but also robust to light.
