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ABSTRACT 
Methods for blind estimation of signal dependent noise pa-
rameters from scatter-plots by polynomial regression are 
considered. Some new modifications as well as known ones 
are discussed and their performance is compared for test 
images with simulated signal dependent noise. Recommen-
dations on method application and parameter setting are 
given.  
1. INTRODUCTION 
Noise is one of the main factors degrading image quality in 
various applications [1, 2]. Because of this, noise presence 
should be taken into account for most image processing 
stages as filtering, edge detection, reconstruction, compres-
sion [3-5], etc. However, noise statistics is not always 
known in advance and it is desirable to estimate it from an 
image at hand [6, 7]. 
Although pure additive and pure multiplicative models 
of noise are still popular and are valid for some applications 
as SAR imaging [1, 4, 7], there is a current tendency to use 
more complex and adequate models of, in general, signal 
dependent (mixed) noise [6, 8, 9]. Such noise can be a mix-
ture of additive and signal dependent (e.g., Poisson) compo-
nents or additive and multiplicative. It might have even more 
specific behavior with maximal intensity for local means in 
the middle of dynamic range of image representation [9]. 
Then a task of blind estimation of noise statistics becomes 
complicated and leads to necessity of fitting regression 
curves into scatter-plots of local estimates of noise variance 
vs. local mean.  
There are numerous methods of regression curves fitting 
into scatter-plots but in blind estimation of mixed noise sta-
tistics this fitting should be robust [6, 7, 9-11]. This deals 
with the fact that scatter-plots of local estimates of noise va-
riance in small sized blocks (scanning windows) usually con-
tain outliers obtained in heterogeneous image blocks that 
belong to edges, fine details and texture. Note that local esti-
mates can be obtained in both spectral and spatial domains. 
The spectral domain techniques perform better for highly 
textural images but they produce biased estimation for spa-
tially correlated noise. In turn, for spatial domain estimates, 
there can be more outliers for highly textural images but 
normal estimates (obtained in homogeneous image regions) 
are less sensitive to (unknown) spatial correlation of noise 
[3]. Thus, since spatial domain methods can be considered 
more universal, we will focus on analyzing them below.  
Within the general approach to solving the considered 
task of mixed noise parameter estimation from scatter-plots, 
there are quite many variants. For example, a scatter-plot can 
be obtained either for all positions of blocks  or only for 
those ones somehow recognized as homogeneous. Then, a 
polynomial of the corresponding (model-based) order is fit-
ted into scatter-plot and the polynomial parameters are ac-
cepted as estimates of statistical parameters of mixed noise. 
In the simplest case of mixed additive and multiplicative 
noise, one needs to fit polynomial Y a bX= +  where 
2
locˆY = σ , 2locˆX I=  where 2locσˆ  and locIˆ  are local vari-
ance and local mean estimates in a block. This model of 
mixed noise relates to, e.g., radar images [12]. Another ex-
ample is the model Y a bX= +  where locˆX I= . It is 
commonly accepted for noise in component images formed 
by hyperspectral sensors [8, 13]. Then a and b are accepted 
as estimates of the signal-independent (additive) noise vari-
ance and the parameter characterizing signal dependent noise 
component, respectively.  
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To improve accuracy of estimation, detection of homo-
geneous blocks can be carried out at preliminary stage of 
scatter-plot forming. This can be done in different ways, for 
example, by preliminary rejection of outliers [13] or by pre-
segmentation based method [14]. However, in any case, these 
methods are unable to remove all heterogeneous blocks and a 
scatter-plot contains abnormal local estimates. Even if a scat-
ter-plot is formed with such pre-processing, regression poly-
nomial fitting should be carried out using robust methods.  
Robustness at this stage can be provided in the following 
manner: 1) robust fitting using all points of a scatter-plot; 
2) robust or non-robust fitting using some reference points 
that correspond to scatter-plot cluster centers determined in 
robust manner. This paper deals with comparison analysis for 
several modified and known fitting methods from the view-
point of resulting accuracy of the blind estimation of mixed 
noise parameters. The study is carried out for mixed additive 
and multiplicative noise although the results are important 
for other types of signal-dependent noise. 
2. DESCRIPTION OF THE BASIC TECHNIQUE 
The basic stages of the methods considered below are the 
following: 1) image pre-segmentation based on the method 
[15] able to perform in condition of unknown noise type and 
characteristics; 2) detection of homogeneous fragments and 
blocks by post-processing the obtained segmented image 
[14]; 3) calculation of local variance estimates and squared 
local mean estimates in blocks of size 7x7 as recommended 
in [14]; 4) scatter-plot forming; 5) regression line fitting. 
The initially considered methods of regression line fit-
ting are the following: 1) robust determination of cluster cen-
ters and LMS fitting where а) LMS fitting can be used and b) 
weighted LMS (WLMS) can be applied [11]; 2) robust fitting 
(RLMS) using all points of a scatter-plot (function RobustFit 
in MathLab [10]) without any pre-processing.  
3. INITIAL STATISTICAL EXPERIMENT 
DESCRIPTION 
Simulations for some artificial (RSA) and other test images 
(Barbara, Baboon) have been carried out first. Without los-
ing generality, the model for mixed additive and multiplica-
tive noise trij ij ij ijI I n= ⋅μ +  was used. Here trijI  denotes 
noise-free image, ijμ  defines multiplicative noise compo-
nent obeying Gaussian distribution with unity mean and 
relative variance 2μσ , and ijn  describes additive noise 
component with zero mean Gaussian distribution with vari-
ance 2aσ . For the model given in Introduction, 2μσ  corre-
sponds to parameter b and 2aσ  to parameter a, respectively. 
As a quantitative criteria, the estimation bias 
2 2
x x xˆΔ = σ −σ , variance ( )22 2 2x x xˆ ˆθ = σ − σ  
and aggregate error 2 2x x xε = Δ + θ  have been used. Sub-
index x denotes belonging of the corresponding parameter 
for additive (a) or multiplicative (μ) noise. Notation •  
means averaging by realizations. To provide statistically sta-
ble results the number of realizations was 100.  
The simulated values are 2aσ  = 10, 2μσ  = 0.01. They 
have been chosen from the earlier experience for side-look 
aperture radar images [12] and the estimates of parameters a 
and b for sub-band images of AVIRIS data [16]. 
3.1 Analysis of preliminary results 
For artificial test image RSA (that contains quite many large 
area homogeneous regions, see its noisy version with afore-
mentioned variances in Fig. 1), all considered methods per-
form rather well with providing small bias and variance for 
both estimated parameters. The best results are provided by 
LMS method, especially for multiplicative component. The 
results for RMLS fitting are worse and for the WLMS meth-
ods the results are the worst (although the accuracy for all 
three methods is appropriate).  
For middle-texture test image (Barbara), all methods 
produce approximately the same bias for additive compo-
nent, the minimal estimation variance is provided by the 
RLMS method. For multiplicative component, the best re-
sults are produced by the WLMS method.  
For highly texture image (Baboon), all methods exhibit 
poorer accuracy for both components. The best characteris-
Table 1 – Simulated results for initially considered robust fitting methods 
Noise parameters: σa2 = 10, σμ2 = 0.01 
Image Method aΔ  2aθ  aε  μΔ  2μθ  με  
LMS 0.091 0.027 0.03 -3.2e – 05 1.9e – 08 2.0e – 08 
RLMS 0.098 0.01 0.02 -2.8e – 04 1.0e – 08 8.8e – 08 RSA 
WLMS 0.23 0.12 0.16 -3.6e – 04 5.0e – 08 1.7е – 07 
LMS 10.3 9.1 114.3 7.8e – 05 7.3e – 08 7.9e – 08 
RMLS 9.8 2.6 98.2 -2.1e – 04 3.3e – 08 7.9e – 08 Barbara 
WLMS 7.37 9.7 64.0 -2.7e – 06 4.0е – 08 4.0е – 08 
LMS 68.4 81.2 4761 1.0e – 03 2.3e – 07 1.3e – 06 
 RLMS 36.4 76.9 1400 -1.3e – 04 2.3e – 07 2.4e – 07 
Figure 1 - Noisy test image RSA 
Baboon 
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tics are, in general, provided by RLMS; however, WMLS 
produces smaller variances of estimation. The worst accuracy 
is produced by LMS. It is worth noting that providing high 
accuracy for textural images is the most crucial task.  
Thus, the LMS method performs well enough for quite 
simple test images but fails for highly textural ones. There-
fore, in the remainder part let us consider two other, robust 
fitting, techniques to analyze are they able to provide better 
accuracy of estimation for mixed noise parameters. 
3.2 Analysis of reasons of estimation bias for the method 
WLMS 
The scatter-plot analysis (see Fig. 2) shows that some refer-
ence points (cluster centers shown by red squares) are con-
siderably biased with respect to the corresponding true posi-
tions (the true dependence is shown by black). The sizes of 
these clusters can be rather large. Thus, the assigned weights 
in WLMS fitting are large too [11]. This leads to biased esti-
mation of mixed noise parameters. Therefore, more robust 
regression techniques are to be used. Within the considered 
approach to estimation of mixed noise parameters, the final 
accuracy depends both on accuracy of initial local estimates 
and correctness of regression curve fitting. In this paper, we 
focus on accuracy analysis of the latter stage. 
4. PROPOSED SOLUTIONS AND THEIR 
PERFORMANCE ANALYSIS 
4.1 Considered and proposed methods 
There exists a robust fitting method Ransac (RSC) [17]. Its 
basic idea is to fit regression lines using two randomly used 
reference points, to calculate the number of reference points 
that are in consensus (that belong to confidence interval) for 
each formed regression line, selection of the maximal subset 
of reference points that are in consensus, obtaining regression 
for this subset by LMS method.  
Let us give some details of the confidence interval de-
termination in our case. Initially the confidence interval is 
determined for one reference point for which the distance to 
regression line corresponds to median distance for all refer-
ence points. The confidence interval is calculated inversely 
proportionally to the number of points in the corresponding 
scatter-plot cluster (the cluster sizes are known after pre-
segmentation). Based on the estimated confidence interval 
for starting point, prediction for other reference points under 
assumption of multiplicative noise and pre-estimated line 
slope is done (see limits of the obtained confidence intervals 
indicated by two black dashed lines in Fig. 3). Due to pres-
ence of multiplicative component in mixed noise, confidence 
intervals become larger for larger arguments of cluster points. 
The use of such censoring allows rejecting “outlying” refer-
ence points and improving fitting accuracy. 
The RSC method has certain drawbacks. First, it has one 
tuned parameter to be set for determining the confidence 
interval for the starting point. Depending upon mixed noise 
characteristics, optimal value of this parameter kRSC (that 
provides minimal aggregate errors) varies from 7 to 9 (opti-
mal values of kRSC are presented in Table 2 after slash).  One 
more drawback of the RSC method is that quite many cluster 
centers can be removed (see Fig. 3 where 7 cluster centers 
are outside the confidence interval).  
To partly alleviate this shortcoming, we have proposed a 
modified method called AntiRansac (ARSC). Its basic idea is 
to perform initial regression using WLMS method [11] with 
further rejection of points outside the confidence interval and 
carrying out further, final, regression for the obtained 
trimmed set of reference points, also using WLMS. The con-
fidence interval is determined as for the RSC method using 
the pre-estimated slope (Fig. 4). In contrast to the RSC, the 
confidence interval determination is carried out only one 
time. This accelerates processing. For the example in Fig. 4, 
three outlying reference points have been rejected. 
We have also designed a regression method called dou-
ble weighting (DWLMS). The basic idea is to fit regression 
line by the WLMS method [11], then to correct weights by 
setting them inversely proportional to distances of cluster 
centers to the fitted line, then to fit the line finally using the 
WMLS with the corrected weights (Fig. 5).  
4.2 Analysis of the obtained results 
The obtained simulation results are collected in Table 2 for 
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Figure 2 – Scatter-plot for the test image Baboon and approximation 
lines: true one (black) and automatically obtained one (red)
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Figure 3 – Scatter-plot for the test image Baboon and the curve 
fitted for two reference points (blue) and confidence interval limits 
(black dashed) 
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three considered test images and two combinations of mixed 
noise parameters. It is seen that for the RSA artificial test 
image the best results are provided by the RLMS and 
DWLMS methods in the sense of the smallest aε  and με . 
For additive component, the RLMS accuracy is slightly bet-
ter but it is slightly worse for multiplicative component. The 
method WLMS produces larger variance of estimation com-
pared to the DWLMS and RLMS. The method ARSC pro-
duces good accuracy as well, but slightly worse than the me-
thod DWLMS. Bias for both components is almost negligible 
for all methods and both combinations of mixed noise pa-
rameters. Variance and aggregate error are also acceptable for 
practical application (it is desirable to have relative errors 
rel 2
x x xε = ε σ  about few percent [3]). 
For the test image Barbara, the best results are provided 
by the proposed method DWLMS, it is better than RLMS in 
Table 2 – Simulated results for all considered robust fitting methods 
Image Parameters Method aΔ  2aθ  aε  μΔ  2μθ  με  
RLMS 0.0181 0.0080 0.0083 -1.1e – 04 4.8e – 09  1.7e – 08  
WLMS 0.094 0.0312 0.040 -1.8е – 04 1.0е – 08 5.0е – 08 
RSC / 7 0.0199 0.031 0.0315 -1.4e – 04 1.0е – 08 3.0е – 08 
ARSC 0.038 0.027 0.028 -1.5e – 04 1.0е – 08 3.0е – 08 
σa
2 = 10 
σμ
2 = 0.005 
 
DWLMS -0.086 0.0069 0.014 -9.3e – 05 1.0е – 09 1.0е – 08 
RLMS 1.02 0.84 1.89 -2.3e – 03 5.9e – 07 5.9e – 06  
WLMS -0.93 3.64 4.50 -1.6е – 03 1.4е – 06 3.9е – 06 
RSC / 9 -1.27    3.84    5.45 -1.4e – 03  1.5e – 06   3.3e – 06  
ARSC -1.28    2.48    4.12 -1.4e – 03  9.6e – 07   2.8e – 06  
RSA 
σa
2 = 100 
σμ
2 =0.05 
DWLMS -1.63    0.71    3.35 -1.3e – 03  3.8e – 07   2.0e – 07  
RLMS 6.15 1.01 38.84 4.3e – 05  1.3e – 08  1.5e – 08  
WLMS 5.85 3.75 37.93 1.4е – 04 1.0е – 08 3.0е – 08 
RSC / 7 6.34    7.94    48.09 8.0e – 05   4.0е – 08 4.0е – 08 
ARSC 6.25    4.93    44.03 8.3e – 05   2.0е – 08 3.0е – 08 
σa
2 = 10 
σμ
2 = 0.005 
 
DWLMS 4.77    0.17    22.92 2.0e – 04    1.0е – 09 4.0е – 08 
RLMS 23.27 78.6 619.87 -1.9e – 03 1.0e – 06  4.6e – 06  
WLMS 10.82 76.37 193.41 -1.0е – 03 6.0е – 07 1.6е – 06 
RSC / 8 6.47   170.64   212.50 -8.6e – 04  1.0e – 06   1.8e – 06  
ARSC 7.13   337.06   387.96 -8.1e – 04  1.3e – 06   2.0e – 06  
Barbara 
σa
2 = 100 
σμ
2 =0.05 
DWLMS 6.22    9.38    48.05 -7.6e – 04  2.5е – 07 8.3е – 07 
RLMS 31.35 30.26 1012.9 8.0e – 05  8.1e – 08  8.7e – 08  
WLMS 53.56  15.04    2883.25 -5.6e – 04  3.0e – 08   3.4e – 07  
RSC / 9 63.47  450.35   4478 -8.6e – 04  4.8e – 07   1.2e – 06  
ARSC 34.08   38.77    1200.1 1.2e – 04   7.0e – 08   8.0e – 08   
σa
2 = 10 
σμ
2 = 0.005 
 
DWLMS 36.84   20.56    1377.53 -1.5e – 04  5.0e – 08   7.0e – 08   
RLMS 80.05 1248.6 7656.2 -2.6e – 03 3.5e – 06  1.0e – 05  
WLMS 62.83  625.26   4573.1 -1.5e – 03  1.8e – 06   4.1e – 06  
RSC / 7 62.52  654.21   4563 -1.4e – 03  1.8e – 06   3.9e – 06  
ARSC 49.85  974.19   3459.70 -1.1e – 03  2.3e – 06   3.6e – 06 
Baboon 
σa
2 = 100 
σμ
2 =0.05 
DWLMS 62.67  346.78   4274.71 -1.6e – 03  1.1e – 06  3.8e – 06  
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Figure 4 – Scatter-plot for the test image Baboon and the curve 
fitted for all reference points (blue) and confidence interval limits 
(black dashed) 
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Figure 5 – Scatter-plot for the test image Baboon and curves: true 
(black solid), fitted by WLMS (blue dashed) and fitted by DWLMS 
(red dot-dashed) 1138
the sense of all or almost all analyzed quantitative criteria. 
The accuracy of the WLMS method is also good enough. 
The methods RSC and ARSC are characterized by perform-
ance comparable to the WLMS.  
The estimates of additive noise component variance are 
considerably biased. To our opinion, the main reason for this 
is self-noise of this test image. Similar effects have been re-
cently reported for the test image Lena [18]. Because of this, 
requirement to estimation accuracy is not satisfied for addi-
tive component. However, for multiplicative component the 
relative errors are of the order few percent. 
For the test image Baboon (see Table 2), the best results 
in terms of aggregate errors are, in general, provided by the 
proposed methods ARSC and DWLMS. Considerable bias of 
additive noise variance estimation is observed for all meth-
ods. To our opinion, this happens due to highly textural char-
acter of this test image that leads to positive bias of original 
local estimates of noise variance. The multiplicative noise 
variance is estimated with high enough accuracy (slightly 
worse than for the test image Barbara). The worst estimation 
accuracy is observed for the method RSC (for less intensive 
noise) and the method RLMS (for more intensive noise).  
Summarizing analysis for three test images, it is possible 
to state that for simple structure images (RSA) all considered 
methods perform well enough. For images with more com-
plex structure, especially highly textural ones, the benefits of 
the proposed methods ARSC and DWLMS clearly appear 
themselves in less biased estimation. Since we do not know 
in advance how complex is an analyzed image, it is worth 
using more universal methods, e.g., DWLMS. In practice, it 
might be reasonable to apply restrictions imposed on esti-
mates of mixed noise parameters as, e.g., non-negativity of 
both estimates. 
5. GENERAL CONCLUSIONS 
It is demonstrated that accuracy of blind estimation of mixed 
noise parameters can be sufficiently improved by more ad-
vanced methods of robust curve fitting into scatter-plot. The 
proposed DWLMS method, in general, possesses quite good 
accuracy. In some cases, especially for textural images, con-
siderable bias of additive noise variance estimates is ob-
served. One of the main reasons is the influence of local 
image content on original local estimates of noise variance 
in blocks. It seems problematic to eliminate this drawback 
by only modifying the fitting procedure. To our opinion, it is 
worth trying to analyze or to design methods for decreasing 
bias of original local estimates. This can be one possible 
direction of our future studies. 
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