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Abstract 
We propose a new concept of a robust project schedule. The concept is based on the application of time buffers, whose 
length is known only to the project manager or even only to higher level decision makers, but not to the activity executors, 
so that the student syndrome does not influence the project realization to a too high extent. The buffers are inserted after 
each project activity and after each project stage. The role of the buffers is to ensure that delays in the execution of 
individual activities and stages of single projects do not influence the execution of other projects in the same organization, 
thus the buffers support a smooth multi project management. The size of buffers should be a function of the features of 
individual project activities and project stages. This should be judged by experts. We assume that the experts express their 
opinion as to the satisfying limits of buffer sizes. On the other hand, as buffers prolong the scheduled project completion 
time, another expert group give the opinion as to the satisfying limits for the scheduled project completion. A model is 
formulated which determines a compromise schedule, which ensures a satisfying robustness of resource assignments to 
project activities and stages and at the same time a not too long project makespan. The expert opinions are modeled by 
means of fuzzy numbers. 
© 2014 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of the organizers of ITQM 2014 
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1. Introduction 
Buffers have been proposed in the literature as a tool of project delay risk management for some time 
already. There are basically two approaches to buffers: one introduced by E. Goldratt in his critical chain 
management method, where buffers are located in several selected positions in the project network, above all at 
the end of the critical chain [1]. Another approach [2] is to place buffers at the end of each activity. Each of the 
approaches is suitable for a different type of situation. The first one is the right choice when it is only the 
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project finish moment which counts, not the intermediate moments of the starts and ends of individual project 
activities, the other one should be used if also intermediate starting and finish times of various activities should 
be kept. The latter situation occurs when many project are realized in the same organization and resources are 
shared between them (thus, it is important to keep the scheduled dates for their usage, because a delay in one 
project might influence many other projects). The latter situation occurs also if the resources to be used in the 
individual activities should be hired for a given period and their price is high.  
Buffers play above all a psychological role. They are known to persons on higher management level rather 
than to the executors of the tasks. Such a principle permits to avoid, at least to a certain extent, the effects of the 
so called “student syndrome”, according to which people have a tendency to wait with the work till the latest 
possible moment [1]. 
In the literature there are not many indications as to the size of the buffers. Several formulae for the buffers 
in the critical chain method have been proposed and tried out in computational experiments, also by the author 
of the present paper [3]. General proposals for the size calculation for buffers after individual activities have 
also been formulated [2], also by the author of the paper [4]. The general reproach which can be formulated 
with respect to most of the proposals is that they are independent of the project activity and network features or 
do not take them into account in a satisfying way [4]. Generally, the size of the buffer after an activity should 
depend on the features of the network (its section preceding the activity and the one succeeding it [2]) and on 
the features of the activity itself. This latter aspect has been co-elaborated by the author of the present paper. In 
[4] we stressed the need for an individual treatment of each activity as far as its risk of delay is concerned. We 
indicated that for each activity a different group of factors may play a role, some of them being linked to the 
activity itself and some of them to the whole project.  
In this paper we assume that such factors cannot be given explicitly, that it is only the expert that knows 
which size of buffer is needed after each activity. The goal will be to determine a schedule where both the 
satisfaction of the experts with buffers (of those experts who care for the schedule robustness) and the 
satisfaction of the manager who is interested in a short scheduled project makespan are taken into account and a 
compromise is searched for. Both types of satisfaction are modeled by means of fuzzy numbers. Such an 
approach to buffers sizing, as far as the author of the present paper is informed, has not been proposed in the 
literature so far. 
Another new element in our paper with respect to the existing buffer-related literature is the introduction of 
another level of buffers. There will be buffers after the individual activities, but also buffers after the end of 
groups of activities (project stages) or in milestones. Those buffers might be more important than activity 
buffers and may be conditioned by other factors. Thus, the satisfaction with their size will be treated separately, 
as probably another level of project management would be interested in them. Thus, finally a compromise 
between the three weighted satisfaction degrees will be searched for: the satisfaction with the robustness of 
activity scheduled starting and ending times, the satisfaction with the robustness of the scheduled starts of 
individual stages (parts) of the project and the satisfaction with the scheduled project end. All the satisfactions 
will be modeled by means of fuzzy numbers. Linear programming model will be formulated, permitting to 
determine the compromise schedule. 
The outline of the paper is as follows: first we give some basic information about fuzzy numbers and the 
way they will be used in this paper. Later, we formulate the basic model for project activities delay risk 
management and finally we propose the model where a robust schedule is determined, taking into account also 
the need for a compromise between the robustness of projects activities and the corresponding resource 
assignments, robustness of project stages and the corresponding resource assignments and the project scheduled 
deadline. Everything will be illustrated with an example. 
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2. Basic information about fuzzy numbers 
In this section we refrain ourselves to the type of fuzzy numbers we will need in this paper.  
 
Definition 1:  
a) A left hand fuzzy number ෩୪  is determined by its membership function Ɋ୅෩ౢ:Ըื ሾͲǡͳሿ, where Ը is 
the set of real numbers, such that there exist two real numbers  and  ,  ൑  , such that Ɋ୅෩ౢሺሻ ൌ ͳ 
for  ൑ , Ɋ୅෩ౢሺሻ ൌ Ͳ for  ൒   and Ɋ୅෩ౢ is continuous and decreasing in the interval ൫ǡ ൯; 
b) A right hand fuzzy number ෩୰  is determined by its membership function Ɋ୅෩౨:Ըื ሾͲǡͳሿ, where Ը is 
the set of real numbers, such that there exist two real numbers  and  ,  ൑  , such that Ɋ୅෩౨ሺሻ ൌ Ͳ 
for  ൑ , Ɋ୅෩౨ሺሻ ൌ ͳ for  ൒   and Ɋ୅෩౨ is continuous and increasing in the interval ൫ǡ ൯. 
 
Fuzzy numbers may have various interpretations, but in this paper we will use just one: for a given ݔ א Ը  
ߤ஺෨೗ሺݔሻ or ߤ஺෨ೝሺݔሻ represents the satisfaction of a decision maker with value ݔǤ Various fuzzy numbers may 
represent the satisfaction of various decision makers, with various aspects or features or objects, seen from 
various points of view. Left hand fuzzy numbers will be used in case a decision maker would like a value to be 
rather small, the right hand fuzzy number in case big values are preferred. The numbers ܽ and ܽ represent the 
limits of satisfaction – beyond the interval ൫ܽǡ ܽ൯ only full or no satisfaction occurs, in the interval intermediate 
satisfaction degrees are contained. Interval ൫ܽǡ ܽ൯ will be called the support of the corresponding fuzzy number. 
3. Basic linear programming model for project scheduling 
The basic linear programming model for project scheduling is very well known. It is based on the “Activity 
on arc” project representation in the form of a network.  The  project activities form the arcs of the network and 
the nodes represent the moments when the activities are started or finished. Let us thus assume that we have a 
network with n nodes, and the set of activities, denoted as Հ, is composed of triples ܣ௜௝ ൌ ൫݅ǡ ݆ǡ ݀௜௝൯, where ݅ ൏ ݆, 
݅ǡ ݆ ൌ ͳǡǥ ݊, ݅ is the starting node, ݆ the finish node and ݀௜௝ is the scheduled duration of the activity ܣ௜௝.  
Let ݔ௝, ݅ ൌ ʹǡǥ݊, denote any time when all activities ܣ௜௝ are finished, and  ݔଵ the project start, equal to 0.  
Our aim is to minimize ݔ௡.  
The linear programming model solving such problem is as follows: 
ݔ௡ ื ݉݅݊ ሺͳሻ
ݔ௜ ൅ ݀௜௝ ൑ ݔ௝ܣ௜௝ א Հ ሺʹሻ
Another formulation of the above problem would be to use slack variables and equality constraints: 
ݔ௡ ื ݉݅݊
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ܣ௜௝ א Հ ሺ͵ሻ
Constraints (3) contain the standard slack constraint used in mathematical programming. In case of the 
project management application discussed here, this variable may represent the time distance between the end 
of activity ܣ௜௝ and moment ݔ௝. The latter, as mentioned above, is a moment when all activities ܣ௜௝ are finished, 
one specific activity ܣ௜௝ may finish before ݔ௝. We assume that the project schedule is built in such a way that all 
the activities ܣ௜௝ǡ  ൌ ͳǡǥ ݊ െ ͳ start in moment ݔ௜.  
Let us illustrate the problem with an example: 
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Example 1: 
The project in question is represented in Fig.1 ( ൌ ͳǥ͹ሻ 
 
 
 
 
 
 
Fig. 1: Project network for Example 1  
In Table 1 the values ݀௜௝ such that ܣ௜௝ ൌ ൫݅ǡ ݆ǡ ݀௜௝൯ א Հ are given: 
Table 1: Values ୧୨ǡ ǡ  ൌ ͳǡǥ͹, ୧୨ א Հ for the project in Fig.1 
ሺ࢏ǡ ࢐ሻ ሺ૚ǡ ૛ሻ ሺ૚ǡ ૜ሻ ሺ૛ǡ ૝ሻ ሺ૜ǡ ૝ሻ ሺ૝ǡ ૞ሻ ሺ૝ǡ ૟ሻ ሺ૞ǡ ૠሻ ሺ૟ǡ ૠሻ 
݀௜௝ 2 3 4 4 3 7 2 6 
 
If we solve problem (1)-(3), we may get (as one of alternative solutions) the following values:  
Table 2: Solution of problem (1)(3) for the project from Fig.1 and Table 1 
ሺ࢏ǡ ࢐ሻ ሺ૚ǡ ૛ሻ ሺ૚ǡ ૜ሻ ሺ૛ǡ ૝ሻ ሺ૜ǡ ૝ሻ ሺ૝ǡ ૞ሻ ሺ૝ǡ ૟ሻ ሺ૞ǡ ૠሻ ሺ૟ǡ ૠሻ 
ݏ௜௝ 0,5 0 0,5 0 0 0 6 0 
 
࢏ 1 2 3 4 5 6 7 - 
ݔ௜ 0 2,5 3 7 10 14 18  
 
If we build the project schedule using the principle that all the activities all the activities ୧୨ǡ  ൌ ͳǡǥ  െ ͳ 
start in moment ୧, for the solution from Table 2 we get the following schedule:  
 
1-2  2-4     5-7       
       4-5          
                  
   3-4        6-7 
1-3      4-6     
                  
                  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 15 17 18 
Fig.2: Schedule for Example 1 
1 
2 
4 
3 6 
7 
5 
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Let us discuss the schedule from Fig.2. The conclusions we will draw will in fact be true for all the 
alternative solutions for Example 1. 
The schedule has of course one sequence of activities (1-3, 3-4, 4-6, 6-7) where each delay will 
automatically (if nothing is shortened in this sequence) influence the optimal project deadline, equal to 18 time 
units. There is also another sequence of activities (1-2, 2-4, 4-5, 5-7) where there is some “space”, in the form 
of slacks. The “classical” use of slacks is to keep them just for the case any of the corresponding activities is 
late, so that this delay does not affect the optimal deadline of the project. In this classical approach activities 4-
5 and 5-6 share the slack placed after activity 5-6 in Fig.2, as in the classical approach we want to protect above 
all the deadline of the project. 
But in the literature often the “quality robustness” [2] of project is distinguished, where not only the 
scheduled end of the whole project should be protected, but also the start and finish time of individual 
activities. It is important if expensive or rare resources are needed for individual activities and/or in case the 
organization realizes many projects at the same time. In such a case the delay of one activity, even if the project 
in question eventually finishes on time, may cause problems, as the resources reserved for a determined period 
for this project immediately after that period may be needed in another project. In such a situation delays may 
cumulate and the organization may encounter serious problems with many of its projects. 
In the schedule from Fig.2 only in case of activities (1,2), (2,4) and (5,7) it would be possible to assure a 
protection against local problems with individual activities delay. We could use the slacks from Fig.2 as 
buffers, which are known to the higher management level, but not to the executors of the task. As Goldratt and 
many other researchers emphasize [1], it is only in this way that we can avoid the so called “student 
syndrome”, which would make people “consume” the buffers. Thus, the resource assignment would be as 
follows: 
Table 3: Tentative use of buffers for Example 1 
Resources for activity Know they should finish their work in the period Are reserved for the period 
1-2 1-2 1-2,5 
1-3 1-3 1-3 
2-4 2,5-6,5 2,5-7 
3-4 4-7 4-7 
4-5 8-10 8-10 
4-6 8-14 8-14 
5-7 11-12 11-18 
6-7 15-18 15-18 
 
In Table 3 the bold rows show the resource assignments which make use of buffers and are, at least to some 
extent, robust to problems in the corresponding activity realization. If something goes wrong, we have some 
extra time in which the resources are not assigned to any other project. However, the size of those buffers is 
simply the size of the slacks from the mathematical programming formulation and has no relation to the nature 
and features of the activity in question. On top of that, the other activities, in the “non-bold” rows, have no 
protection and if there are problems in their execution, not only the project in question, but many other projects 
in the organization may be affected.  
Thus, in the following section we propose a model determining the optimal project schedule which is an 
attempt to make up for the disadvantages of the classical approach. 
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4. Determining robust project schedule using buffers 
First of all, let us assume, like in [2], that each activity should have a buffer after its planned duration, and 
the size of this buffer should be directly linked to the activity’s features. In our approach here it is the expert 
who will know those features and he will give the limits of his satisfaction with the size of the buffer after the 
activity in question. Thus, if, keeping the notation from (1)-(3), we denote the size of buffer after activity ሺǡ ሻ 
as ୧୨, న఩୰෪ would stand for the fuzzy number representing this satisfaction. We assume that the support of న఩୰෪ is 
൫୧୨ǡ ୧୨൯, and that the membership function Ɋୗഠഡ౨෪  is linear in the support. Of course, the buffers would be known 
only to the project manager, not to the executors of the individual activities. 
As the next step, it is important to emphasize the role of milestones or stages end points in project 
management. Many practical approaches, like PRINCE2 for example, require to check the business 
justification of the project in each end of a project stage. It is only once the permission from the steering 
committee is given that further project stages may be realized. We think it would be necessary to add a buffer 
after each stage of the project. Its size would also have to be determined by experts and it would correspond to 
the difficulty/newness degree of the whole stage. Such a buffer would be known only to the higher 
management, maybe not even to the project manager. It would give the organization some extra time, for which 
resources would be free to be assigned to the project in question in case something has to be repeated or 
modified in the stage preceding the buffer. If we distinguish in the project T consecutive stages ୲ǡ  ൌ ͳǡǥ ǡ , 
we denote the length of the buffer after the t-th stage as ୲ǡthan the fuzzy number representing the satisfaction 
of the decision maker with the buffer after the t-th stage would be given in the form of fuzzy number ୲୰෪, its 
membership function being Ɋ୉౪౨෪ , and its support ൫୲ǡ ୲൯. We assume Ɋ୉౪౨෪  to be linear in the support. We assume that each stage end corresponds to a single node in the project network. This node will be doubled (if it is node 
୧, it will be doubled into the couple ୧ᇱ and  ୧ᇱᇱ) and the buffer after each stage will be modeled as arc with the 
starting node corresponding to the moment ୲  and ending node corresponding to the moment ୲ , with an 
unknown (to be determined in the model) length ୲, ǡ  ൌ ͳǡ ǥ ǡ  െ ͳ. The set of doubled nodes (thus the nodes 
representing end points of project stages) will be denoted as DN. 
Finally, another decision maker would have to care for the planned project end. It cannot be too far in time, 
as this would make the company lose time and maybe also customers. The satisfaction degree of the 
corresponding decision maker with the scheduled project end would be expressed in the form of fuzzy number 
୪෪ ,, with a membership function Ɋୈ෪ౢ  linear on the support ൫ǡ ൯. 
The model we propose for determining the optimal schedule is as follows: 
݉݅݊ ൭ݓଵ݉݅݊ ቄߤௌഢണೝ෪ ൫ݏ௜௝൯ቅሺ௜ǡ௝ሻאՀ ǡ ݓଶ݉݅݊ ቄߤா೟ೝ෪ሺݏ௧ሻቅ௧ୀଵ
் ǡ ݓଷߤ஽೗෪ ሺݔ௡ሻ൱ ՜ ݉ܽݔ  (4) 
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ܣ௜௝ א Հǡ݅ǡ ݆ ב ܦܰ ሺͷሻ
ݔ௜ᇱᇱ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝Ǣܣ௜௝ א Հǡ݅ א ܦܰǡ ݆ ב ܦܰ ሺ͸ሻ
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ᇱ ܣ௜௝ א Հǡ݆ א ܦܰǡ ݅ ב ܦܰ ሺ͹ሻ
ܽ௧ ൅ ݏ௧ൌܾ௧ǡݐ ൌ ͳǡǥ ǡ ܶ െ ͳ ሺͺሻ
ݓଵǡ ݓଶǡ ݓଷ ൐ Ͳ ሺͻሻ
Model (4)-(9) searches for a compromise between the robustness of the schedule and the shortness of its 
makespan. The three elements of objective function (4): the robustness of project stages, of project activities 
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and the length of project schedule may be assigned various weights, so that a compromise satisfying all the 
actors can be found. 
Model (4)-(9) is not linear. However, with assumption that the membership function are linear in the fuzzy 
number supports, we can reformulate it and get a set of linear programming models, out of which one is 
presented below: 
ߣ ื ݉ܽݔ ሺͳͲሻ
ߤௌഢണೝ෪ ൫ݏ௜௝൯ ൒
ఒ
௪భ ǡ ݏ௜௝ ൑ ݏ௜௝ ൑ ݏ௜௝ǡ ሺ݅ǡ ݆ሻ א Հ ሺͳͳሻ
ߤா೟ೝ෪ሺݏ௧ሻ ൒
ఒ
௪మǡ݁௧ ൑ ݏ௧ ൑ ݁௧ǡൌͳǡǥǡ ሺͳʹሻ
ߤ஽೗෪ ሺݔ௡ሻ ൒
ఒ
௪య ሺͳ͵ሻ
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ܣ௜௝ א Հǡ݅ǡ ݆ ב ܦܰ ሺͳͶሻ
ݔ௜ᇱᇱ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝Ǣܣ௜௝ א Հǡ݅ א ܦܰǡ ݆ ב ܦܰ ሺͳͷሻ
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ᇱ ܣ௜௝ א Հǡ݆ א ܦܰǡ ݅ ב ܦܰ ሺͳ͸ሻ
ݔ௜ ൅ ݀௜௝ ൅ ݏ௜௝ ൌ ݔ௝ܣ௜௝ א Հ ሺͳ͹ሻ
ݓଵǡ ݓଶǡ ݓଷ ൐ Ͳ ሺͳͺሻ
Let us apply model (4)-(9) to Example 1, which we will modify a bit. We assume that there are two stages of 
the project, the end of the first stage being represented by node 4, which will be doubled. 
Example 1 – modified: 
 
  
 
 
 
 
 
 
Fig. 3: Project network for Example 1 with doubled node 4 representing the end of the first and the beginning of the second project stage 
Let us assume that the decision maker gave the following values: 
Table 4: Data for model (4)-(9) applied to Example 1modified 
࢙૚૛ ࢙૚૜ ࢙૛૝ ࢙૜૝ ࢙૝૞ ࢙૝૟ ࢙૞ૠ ࢙૟ૠ ࢙૚ ࢝૚ǡ࢝૛ ࢊ 
ܽଵ ܾଵ 1 
2 
4’
3 6 
7 
5 
4’’ - 
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1 1 1 0 0 1 2 2 0 1 18 
  
ݏଵଶ ݏଵଷ ݏଶସ ݏଷସ ݏସହ ݏସ଺ ݏହ଻ ݏ଺଻ ݏଵ ݓଷ ݀ 
2 2 6 4 4 5 3 3 8 2 50 
 
Solving model (4)-(9) with data from Table 4 gives the following solution: 
 
Table 5: Solution of problem (4)-(9) for the project from Fig.3 and data from Table 4 
ሺ࢏ǡ ࢐ሻ ሺ૚ǡ ૛ሻ ሺ૚ǡ ૜ሻ ሺ૛ǡ ૝Ԣሻ ሺ૜ǡ ૝Ԣሻ ሺ૝ԢԢǡ ૞ሻ ሺ૝ԢԢǡ ૟ሻ ሺ૞ǡ ૠሻ ሺ૟ǡ ૠሻ ሺ૝Ԣǡ ૝ԢԢሻ 
୧୨ 1,41 1,56 2,54 1,39 7,16 3 5,37 3,63 2,4 
  
࢏ 1 2 3 4’ 4’’ 5 6 7  
ݔ௜ 0 3,41 4,56 9,96 12,36 22,52 22,36 29,89  
 
This solution correspond to the following schedule: 
 
1-2   2-4       4-5        5-7      
                              
          4-4                  
1-3   3-4      4-6     6-7     
                              
                              
1 2 3 4 5 6 7 8 9 1
0 
1
1 
1
2 
1
3 
1
4 
1
5 
1
6 
1
7 
1
8 
1
9 
2
0 
2
1 
2
2 
2
3 
2
4 
2
5 
2
6 
2
7 
2
8 
2
9 
3
0 
Fig.4: Solution of problem (4)-(9) for Example 1 modified and values from Table 4. 
In the following table the satisfactions with individual values are given: 
Table 6: Satisfactions of the decision maker with individual values for Example 1 modified 
ࣆࡿ૚૛࢘෪ ሺ࢙૚૛ሻ ࣆࡿ૚૜࢘෪ ሺ࢙૚૜ሻ ࣆࡿ૛૝࢘෪ ሺ࢙૛૝ሻ ࣆࡿ૜૝࢘෪ ሺ࢙૜૝ሻ ࣆࡿ૝૞࢘෪ ሺ࢙૝૞ሻ ࣆࡿ૝૟࢘෪ ሺ࢙૝૟ሻ ࣆࡿ૞ૠ࢘෪ ሺ࢙૞ૠሻ ࣆࡿ૟ૠ࢘෪ ሺ࢙૟ૠሻ ࣆࡿ૚࢘෪ሺ࢙૚ሻ ࣆࡰ࢒෪ሺ࢞ૠሻ 
0,56 0,41 0,34 0,3 1 0,5 1 1 0,3 0,6 
 
The value of the overall satisfaction, thus of objective function (4), is equal to 0,3. The overall satisfaction 
with the size of activity buffers (the first component of objective function (4)) is also equal to 0,3, but the 
satisfaction with the scheduled project makespan is equal to 0,6 (this component had a higher weight in the 
example). If we prepared an equivalent of Table 3 for the schedule from Fig.4, each activity and the first stage 
would have a buffer in which the key needed resources would not be assigned to any other project, even of 
those resources did not know about it. A compromise has been reached between the degree of project schedule 
robustness and the scheduled project deadline, so that both the time reserved for the project is not unnecessarily 
long and the risk of delay effects cumulating in the organization coming from various projects is minimized.  
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Conclusions and further research 
In the paper a proposal of the usage of buffers inserted in the project schedule after each activity and after 
each project stage is formulated. The size of buffers should be a consequence of experts opinions, which in turn 
should be based on the knowledge the experts have about the features of each project activity and each project 
stage. The buffers should make the schedule robust, so that delays in individual project activities and stages do 
not affect other projects and the whole organization functioning. The resources for project activities and stages 
(or for remakes and improvements) should be reserved also for the time of buffers, although they (the human 
resources or the persons responsible for material resources) should not know about the buffers size, so that the 
student syndrome does not counteract the positive effect of the buffers. At the same other experts are also taken 
into account who should keep the scheduled project deadline reasonably short, so that the organization does not 
lose time and money because of “blocked” time in which nothing can be done.  
Further research is needed to find the best way to model the experts opinions and the search of compromise. 
Here a simple fuzzy number modeling is used, but the modeling of experts opinions needs deeper research and 
experiments with real world projects. Apart from that, the structure of project networks should be taken into 
account to a higher extent. In this paper we consider only a very easy example, which of course does not 
illustrate the whole possible complexity of project networks structures, various divisions of projects into stages, 
the influence of the structure on the desirable buffer size etc. 
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