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Numerical simulations of incompressible flows are unequivocally important due to their nu-
merous industrial applications. These applications ranges from the large-scale fluid’s flow mod-
elling such as aerodynamics [1], atmospheric-ocean modelling [2] to a simple pipe flows in the
petroleum industry [3]. This study is devoted to develop a provably stable and high order
approximation for the incompressible laminar boundary layer equations. A new set of energy-
stable boundary conditions are derived using the energy method. It is shown that both the weak
and strong implementation of these boundary conditions yields an energy estimate. The semi-
discrete problem is formulated by discretizing the continuous spatial derivatives using high
order finite difference approximations on summation-by-parts form. The boundary conditions
are implemented weakly using the simultaneous approximation terms methods. The discrete
energy estimate is derived by mimicking the continuous analysis and hence, the numerical ap-
proximation is proved to be stable. The accuracy and linear stability of the developed scheme
is also validated by solving the celebrated laminar flat plate flow problem. This is done by
injecting the Blasius solution into the coefficient matrix as well as weak boundary conditions.
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The complexity of modelling incompressible flows with the Navier-Stokes (N-S) equations arises
as a results of the fluid’s density being invariant with respect to pressure. The incompress-
ible N-S equations are coupled system of nonlinear partial differential equations (PDEs). In
a general 3-dimensional flow domain with the isothermal conditions, this system consists of
four equations viz. the conservation of mass and three momentum conservation equations with
four flow variables. Unlike compressible flow modelling where the equation of state defines the
relationship between density and pressure, incompressible flow contains no such relation.
One common practice in Computational Fluid Dynamics (CFD), a subfield of fluid mechanics
that uses physics conservation laws and numerical methods to describe fluid’s motions, is to
decouple the pressure from the momentum equations [4, 5, 6]. In these so-called fractional-
step methods, the pressure is solved implicitly from the pressure Poisson equation obtained
by taking the divergence of the momentum equations. The constant density is assumed to
ensure the divergence-free solution. Another way to compute the pressure, is to introduce an
artificial compressibility term [7, 8, 9] in the continuity equation. Thus, a fictitious pressure
derivative term is added to the continuity equation and the system is solved such that the
artificial pressure term vanishes.
In the present study, we however consider the nonlinear incompressible N-S equations in the
original form (i.e. the pressure is not decoupled from the momentum equations). We further
simplify this system using the so-called flat-plate theory [10] assumptions to obtain the laminar
boundary layer equations. We then construct an energy stable and high order finite difference
method (HOFDM) [11, 12] to compute an approximate solutions of these equations. This anal-
ysis will provide a basic framework for the solution procedure required to solve the general
incompressible N-S equations.
High order methods (HOMs) are efficient and computationally inexpensive since for a fixed
number of degrees of freedom, the accuracy of the numerical solution to the initial-boundary
1
value problem (IBVP) can be increased. Also, the number of degrees of freedom can be reduce
significantly for a given error tolerance. The concerns that arises when using these methods
have to do with the difficulty to guarantee stability. The stability of the numerical approxi-
mations ties back to the well-posedness of the continuous problem which fundamentally relies
on the choice of the boundary conditions. In particular, for linear IBVPs, the correct minimal
number and appropriate form of boundary conditions which guarantee a unique and bounded
solution must be determined prior the discretization. Once this has been established, the dis-
crete problem approximating the solution of continuous problem is formulated. The numerical
implementation of these boundary conditions such that there is no non-physical growth in the
solution is challenging.
Although HOMs are efficient and flexible for problems defined on complex spatial domains, it
is difficult to accurately and stably approximate the solution in the vicinity of the bound-
aries. These concerns were addressed in [13] when Carpenter et al. introduced a penalty-like
boundary treatment called the Simultaneous Approximation Term (SAT). This method en-
forces the boundary or interface conditions by weakly combining them with the governing
PDEs. The stability of the numerical approximations are now reachable when the discrete dif-
ferential operators on summation-by-parts (SBP) form are augmented with the SAT bound-
ary treatment. The SBP-SAT technique continues to gain popularity in CFD for numerous
reasons. Initially, this framework was formulated to construct provably stable high order ap-
proximations, however it has developed beyond that. The developments include hybridizing
different numerical methods [14, 15] in an accurate and stable manner, improving the efficiency
of numerical schemes by accelerating their convergence [16, 17] and recently it was extended
to the time domain [18].
In this thesis, we derive a new set of energy-stable boundary conditions and stability condition
for different orders of accuracy for the incompressible laminar boundary layer equations. The
rest of the thesis is organized as follow: In Chapter 2, the concepts of well-posedness and
stability are formulated. The energy method is introduced as a technique to construct well-
posed problems and applied to the linear advection equation. The SBP-SAT technique, the
structures and properties of the SBP matrices are outlined in Chapter 3. We also discuss their
design orders of accuracy and end the chapter by extending these operators to the two dimen-
sional (2-D) domain using the Kronecker product. The IBVPs are considered in Chapter 4. In
particular, the linear advection-diffusion equation with constant and variable coefficients re-
spectively is considered. Computational results are also presented to illustrate the performance
of the SBP-SAT schemes. In Chapter 5, we present the novel contribution of this thesis i.e. a
stable and high order-accurate numerical scheme for the laminar boundary layer equation. The




In this chapter, our objective is to introduce the mathematical definitions and concepts used
in the present study. The theory of linear partial differential equations [19, 20] is presented.
In particular, we focus on the well-posedness of the continuous problems, the stability of
the corresponding discrete formulations and the energy method for constructing the energy
estimates. As a motivational example, the linear advection equation with boundary conditions
imposed both in a strong and weak sense is considered. The energy method is used to determine
the required number and form of the boundary conditions such the continuous problem is well-
posed. The Kronecker products which will be referenced in the upcoming analysis are defined.
2.1 Preliminaries
Let R be a field of real numbers equipped with the usual addition and multiplication operations.
We define a set of real-valued continuous functions as
F(Ω,R) = {f : Ω → R|f is continuous},
where Ω ⊂ Rn and n is the number of space dimensions. The space of square-integrable
functions is denoted by L2(R).
For any two vector functions U(x), V (x) ∈ F ⊂ L2, the inner products and the corresponding



























∂Ω are volume and surface integral operating on the interior and boundary of Ω respec-
tively. The volume and boundary surface area elements are indicated by dV and ds respectively.
Analogously to (2.1), we introduce the discrete inner product and norm for any real-valued
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denotes the elements of the diagonal positive definite matrices H̃Ω and H̃∂Ω





∂Ω respectively if H̃Ω and H̃∂Ω are unit matrices (more on this later).
In (2.2), δVl and δsl are the volume and area element of the lth computational cell respectively.
For later reference, we introduce the integration-by-parts rule in n−space dimension







for u, v ∈ F . In (2.3) and (2.4), ∂x is a derivative operator, ∇ denotes a gradient operator and
nx is a scalar component of the unit outward pointing normal vector n on ∂Ω. Closely related
to Gauss’ theorem (2.4), is a lifting operator L [21, 22] defined such that for any two vector








holds. The operator L(·) restricts the solution to the boundary points. The discrete analogue
















Consider the following IBVP posed on the domain Ω ⊂ Rn with boundary ∂Ω
ut +D(x, ∂x)u = f(t,x), x ∈ Ω, t > 0 (2.7)
Bu = g(t), x ∈ ∂Ω, t > 0
u(0,x), = f(x) x ∈ Ω, t = 0.
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In (2.7), u is a dependent variable, D is a linear differential operator in space and the boundary
operator denoted by B together with u defines the set of boundary conditions imposed on ∂Ω.
The forcing function, boundary and initial data are known and denoted by the continuous
functions F , g and f respectively. In order to guarantee a smooth solution u, we assume that
all three are compatible and sufficiently smooth.
Definition 1. The IBVP (2.3) with zero boundary data and no forcing function is well-posed





holds where K(t) is bounded for a finite time t and independent of f .

















where K(t) is bounded and independent of F, g and f .
Although not shown yet, the energy estimate depends almost only on the boundary condi-
tions if the corresponding Cauchy problem is well-posed. Therefore, in order for a unique
and bounded solution to exist, the correct number and appropriate form of the boundary
conditions are required. Over or under- specifying of the boundary conditions will not yield
well-posedness since neither the existence nor uniqueness of the solution is possible. Next, we
demonstrate that a small variation on the forcing function, initial and boundary data leads to
a small variation in the solution.
Let’s consider problem (2.7) with perturbed data F + δF , g + δg and f + δf . By denot-
ing the solution of the perturbed problem with v, we get
vt +D(x, ∂x)v = F (t,x) + δF, x ∈ Ω, t > 0 (2.8)
Bv = g(t) + δg, x ∈ ∂Ω, t > 0
v(0,x) = f(x) + δf, x ∈ Ω, t = 0.
Next, we subtract (2.7) from (2.8) and define the difference w = v − u to obtain
wt +D(x, ∂x)w = δF (2.9)
with the boundary and initial conditions defined as Bw = δg and w(0, x) = δf respectively.
In (2.9), we used the assumption that both the differential and boundary operator are linear.

















Hence, for small deviations in data, the solution u and v are almost the same. Uniqueness of
the solution follows directly by requiring δF , δf and , δg to turn zero.
5
2.3 Stability
Let u be a vector containing an approximation solution of (2.7). The semi-discrete formulation
of (2.7) is
ut +Du = F, xi ∈ Ω, t > 0 (2.10)
Bu = g, xi ∈ ∂Ω, t > 0
u = f, xi ∈ Ω, t = 0
where F , g and f are vectors of the same size as u containing pointwise forcing, boundary
and initial data respectively. The discrete differential and boundary operators mimicking D
and B in (2.7) are denoted by D and B. The concept of stability may be viewed as a discrete
imitation of well-posedness. Roughly speaking, a numerical approximation scheme is stable
if small perturbations of the data in the continuous problem leads to a small change in the
numerical solution. We formalize this in the next two definitions.





holds. Here, K(t) is bounded for finite time domain and independent of f. The norm || · ||
H̃Ω
is defined in (2.2).


















where K(t) is bounded and independent of F,g and f.
2.4 The energy method
A well-posed problem as we have already seen, is characterized by the existence of a unique
and bounded solution. The existence of such a solution depends on the correct minimal num-
ber of boundary conditions. The solution bound depends continuously on the boundary data
which should be specified by an appropriate form of boundary conditions. In addition to this,
we must know where to impose them on the boundary. There are at least three techniques
available to construct the well-posed problems namely; the Fourier technique, the normal mode
analysis (also known as Laplace transform analysis) and the energy method [19, 23]. These
techniques possess different strengths and limitations, for example, existence, uniqueness and
boundedness of the solution can be trivially proven when using the Fourier technique (which is
based on the Fourier transforms). However, this technique is limited to Cauchy problems and
problems defined on the periodic domains. The Laplace analysis method is suitable for PDEs
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with high order derivatives. The question about the required number of boundary conditions
and where to impose them can be answered using this technique, however, it does not provide
information about the form that the boundary conditions must have.
The energy method is applicable to general space-time PDEs on finite domains. This technique
is able to tackle all the three key questions regarding well-posedness. It involves multiplying the
continuous governing equation with the solution and integrating over the domain. Because of
this, it heavily relies on the integration-by-parts rule which introduce two requirements. First
requirement, all the coefficient matrices involved in the problem are required to be symmetric.
Secondly, a scalar product and the corresponding norm needs to be carefully chosen since
not all norms will yield an estimate. Compared to Fourier and Laplace analysis, the energy
method is a more suitable method for the construction of well-posed problems. If the coeffi-
cient matrices of the continuous problem are not symmetric, we symmetrize them if possible,
for example see [24, 25]. The cited work involves the shallow water and linearized compressible
Navier-Stokes equations which are preconditioned by the non-singular symmetrizing matrices
respectively. We illustrate the energy method in the continuous case using the linear advection
equation.
Let’s consider the linear advection equation in 1-D with the advection speed a > 0
ut + aux = 0
Lu = g(t)
u(x, 0) = f(x)
x ∈ [0, 1], t ≥ 0
x ∈ 0 ∪ 1, t ≥ 0
x ∈ [0, 1], t = 0,
(2.11)
where f, g ⊂ F defines initial and boundary data. Further, L is a linear boundary operator
and its form or the boundary on which it is imposed is not yet known. By multiplying (2.11)

















dx = 0. (2.12)
Next, we use norm (2.1) (with H = 1) and Gauss’ theorem (2.4) to simplify (2.12) to
d
dt
||u||2x∈[0,1] = au2(0, t)− au2(1, t), t ≥ 0. (2.13)
Based on the energy rate (2.13), the question about the number of boundary conditions re-
quired, the form they must take and finally where to specify them on the boundary can now
be answered. The right boundary term on the right-hand side (RHS) of (2.13) is squared
and preceded by the desired sign i.e. it allows the energy rate to decrease as time progresses.
Therefore, there is no need to prescribe boundary condition on the right boundary. How-
ever, the left boundary term is positive and adds growth to the estimate. To ensure bounded
growth, a boundary condition must be imposed on the left boundary (x = 0). We have so
far answered two questions i.e. precisely one boundary condition is needed and it must be
7
specified at the inlet boundary. The appropriate form of that boundary condition such that
the energy estimate is obtained is still outstanding. Since the boundary term in (2.13) involves




||u||2 = ag(t)2 − au2(1, t) (2.14)
≤ ag(t)2,
which is bounded by data. Temporal integration over a finite time domain leads to






which shows that (2.11) is strongly well-posed in the case of F = 0.
2.4.1 Weak boundary conditions
In (2.11), the solution is forced to satisfy the boundary condition at x = 0. This boundary
treatment is known as strong implementation of the boundary conditions. Although we were
able to obtain the estimate, this procedure often leads to stability issues in the numerical
setting. To address this, an alternative way to impose boundary conditions, is to combine
them with the governing equation by posing them as a penalty term. This involves forcing the
solution at the boundary points to satisfy the boundary conditions by subtracting the exact
amount it deviates from the boundary data. This boundary treatment is known as a weak
implementation of the boundary conditions.
Using (2.11) as an example, we show that the weakly implemented boundary conditions also
yields an estimate. Let’s consider problem (2.11) with weakly imposed boundary condition at
x = 0




u(x, 0) = f(x)
x ∈ [0, 1], t ≥ 0
x ∈ [0, 1], t = 0.
(2.15)
In (2.15), L(·) is a lifting operator defined in (2.5) and σ denote a penalty coefficient to be
determined such that the discrepancy between the solution and boundary data tends to zero.





= −au2(1, t) + (a+ 2σ)u2(0, t)− 2σu(0, t)g(t). (2.16)
Proposition 2.1. The energy estimate (2.16) is bounded by data if σ = −a.





= ag(t)2 − au2(1, t) −
(
au(0, t) − g(t)
)2
≤ ag(t)2.
Temporal integration completes the proof.
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Remark 1. Note that the choice of σ in Proposition 2.1 is not unique.
The linear advection equation (2.15) with weakly imposed boundary conditions is hence
strongly well-posed. In the next chapter, we will imitate the energy method in the discrete
setting and construct a provably stable numerical scheme that approximates the solution of
(2.11).
2.5 The Kronecker product
Let Mn×m(R) be a set of real matrices with n− rows and m−columns. For arbitrary matrices







































where ai,j denotes the elements of A and i ∈ {1, . . . , n}, j ∈ {1, . . . ,m} respectively. The
following Kronecker product properties are essential in this dissertation and will be referenced
frequently in the upcoming analysis
1. (A⊗B)T = AT ⊗BT
2. (A⊗B)−1 = A−1 ⊗B−1
3. (A⊗B)(C ⊗D) = AC ⊗BD
4. (ABC ⊗DEF ) = (A⊗D)(B ⊗E)(C ⊗ F ).





Finite difference operators which satisfy the summation-by-parts rule (2.6) are considered in
this chapter. These operators are constructed based on central-difference stencils and closed
at the boundary points with one-sided finite difference approximations. Their structures and
underlying properties are outlined. We proceed to show, using the model problem (2.15), that
SBP operators when augmented with the simultaneous approximation terms yields discrete
energy estimate that mimics the continuous one. We also study the orders of accuracy of these
operators and close the chapter by extending them to 2-D for the purpose of the upcoming
analysis.
3.1 The finite difference method
Finite difference methods are well-known and widely used to approximate the solutions of
PDEs. They are favoured for their simplicity, computational efficiency and they can be mod-
ified locally to handle problems with discontinuities. High order approximations can also be
easily derived [11]. The finite difference SBP operators considered in this study are constructed
based on central-difference stencils. However, it is possible to construct them on non-centered
stencils [26, 27] as well. The drawback with central-difference stencils is encountered near the
boundary since they make use of solution values outside the computational domain. There
are several procedures that can be used to correct this including using non-centered difference
stencils [27] or one-sided difference stencils. In this work, we consider one-sided finite differ-
ence approximations near the boundaries. This often requires a drop in accuracy of the scheme
near the boundary. To demonstrate this, we construct a second-order accurate central finite
difference approximation for the first-derivative.
Let u(x, t) ∈ C∞(Ω) i.e. u is continuously differentiable in Ω ⊂ R. The Taylor expansion
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of u around point x0 ∈ Ω is



































where h is an infinitesimal distance from x to x0. By replacing h with −h, we obtain



































A traditional second-order central difference approximating ∂∂x is obtained by subtracting (3.2)
from (3.1)


















+ . . . . (3.3)
where h≪ 1 is preferable. The order of accuracy of the difference operator is q if the leading
discretization error term is O(hq). In (3.3), the leading term is of O(h2) which makes the
difference operator second-order accurate.
Notice that (3.3) approximate the derivative of u at x0 only. In order to approximate the
derivative of u on the close interval [a, b] ⊆ Ω, we need to compute (3.3) at each grid point.
Let N be a positive integer, we partition x ∈ [a, b] into N equidistant subintervals given by
xi = x0 + ih where h = (b− a)/N is a length of each subinterval and i = 0, 1, . . . , N . The left








Here, ui is a short-hand notation for u(xi, t) and should not be confused with the partial













(s+ k)!(s − k)! .
In (3.4), we encounter a difficulty when i = 0 or i = N since both u−1 and uN+1 lies outside
the domain. As indicated previously, one-sided finite difference is used to approximate the














The approximations in (3.6) are called first-order Forward and Backward finite difference
approximation respectively. The order of accuracy of (3.4) drops by order 1 at the boundaries.
However, it can be shown [28] that the overall approximation becomes second-order accurate if
the underlying IBVP is well-posed. By putting together (3.4) and (3.6), a second-order central


















+O(h), if i = N.
3.2 The summation-by-parts operators
Even though finite difference SBP operators are efficient and flexible, obtaining stability proofs
is not trivial. It was shown in [13] that, when posed in SBP form and used in conjunction
with SAT boundary treatment, a discrete energy estimate can be obtained. As a motivation,
we consider the discrete formulation of the model problem (2.15).
Approximating ux using (3.7) yields








= 0 i = N
ui,0 = fi i = 1, . . . , N
where gi and fi are grid functions projected on the points xi indicating the boundary and
initial data respectively. Here, the left boundary condition is implemented strongly. In (2.15),
we were able to obtain the estimate with the boundary condition implemented weakly. We




= σ(u0 − g0).
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−1 0 1 0 0 . . . 0
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where f = [f1, f2, . . . , fN ]
T and S = σ(u0− g0)e0 is a SAT penalty term. The projection vector
e0 = [1, 0, . . . , 0]
T ensures that penalty term is confined on the left boundary node. The value
of u0 is not enforced, it is calculated as part of the solution process just like other grid values.
In general, we have u0 6= g(t). The SAT boundary treatment forces u0 towards g0.
The difference operator (3.8) admits the multiplicative decomposition








































Inspecting the matrices in (3.10) reveals that P is symmetric, positive definite and that Q is
almost skew-symmetric
P = P T > 0, Q+QT = EN −E0 (3.11)
where E0 = diag(1, 0, . . . , 0) and EN = diag(0, . . . , 0, 1). Next, we show that the difference
operator D in (3.10) satisfies the SBP rule (2.6). Let H̃ = P in (2.2), which is allowed since










which satisfies (2.6). Here, we have used the matrix properties (3.11).
Summarising the above, we constructed a difference operator D which is second-order ac-
curate on the interior stencil and first order accurate at the boundary points. Subsequently,
written in the form (3.10), we have shown that the operator D satisfies the SBP rule. Loosely
speaking, an operator approximating the continuous derivatives is called SBP preserving if it
can be written in the form (3.10) and satisfies the SBP rule. This allows SBP operators to be
formulated outside the finite difference framework as well , see for example; the discontinuous
Galerkin method [29, 30], spectral element method[31] and finite volume method [32, 33].
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Next, we provide a formal definition of the first derivative SBP operators. Let u ∈ F and
u = (u0, u1, . . . , uN )
T where ui = u(xi, t)
Definition 5. A difference operator D ∈MN×N (R) is a first derivative SBP operator if
Du ≈ ∂u
∂x
and D = P−1Q
where P = P T > 0 andQ is almost skew-symmetric satisfyingQ+QT = B = diag(−1, 0, . . . , 0, 1).





where 1 = [1, . . . , 1]T .
3.2.1 The structure of P and Q
In (3.10), we presented the SBP matrices P and Q explicitly for the 2nd-order accurate oper-
ator. In this case, the matrix P was diagonal, however in general, it is allowed to have block
structures near the boundary points. The operator Q has block structures near the boundary
points and is banded on the internal points. The bandwidth of the internal stencil is equal to
the order of accuracy of the central finite difference operator plus one. In (3.10), the band of Q
comprises of the repeated coefficients of central finite difference approximation with exception
at the boundary points where the coefficients correspond to those of the one-sided operator.


































































where P ∗0 and Q
∗
0 are the mirror images (rotated πrad anti-clockwise) of P0 and Q0 respectively.
Here, αk denotes the coefficients of the central finite difference approximation defined in (3.5).
For a 2s (s > 0) accurate finite difference SBP operator in the interior stencil, the bandwidth
of the internal band is 2s + 1. The exact form of the block matrix Q0 is determined by a
one-sided difference stencil used to close the boundary. In (3.10), Q0 = [−1/2 1/2;−1/2 0]
and Q∗0 = [0 1/2;−1/2 1/2] . The matrix P0 can be diagonal or a block matrix. However,
both structures informs the accuracy of the approximation near the boundary as well as the
global accuracy. We state the following theorems and the proofs can be found in [11].
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Theorem 3.1. For the interior order of accuracy 2s (s > 0), there exist an SBP operator
D = P−1Q such that
i. P0 is a block matrix
ii. the order of accuracy is 2s− 1 near the boundaries.
Theorem 3.2. For the interior order of accuracy 2s (s ∈ [1, 4]), there exist an SBP operator
D = P−1Q such that
i. P0 is a diagonal matrix
ii. the order of accuracy is s near the boundaries.
The global order of accuracy of the numerical scheme depends on the norm matrix P . If P0
in (3.13) is a block matrix then the global accuracy is 2s. If P0 is diagonal then the global
accuracy is s+ 1. In this study, we will only consider P0 with diagonal structure for stability
reasons. The notation (2s, s) will be used to denote the accuracy of the SBP operator where
2s is the accuracy of the interior stencil and s denotes accuracy near the boundary points.
SBP operators (up to 8th order) can be found in [19, 34].
3.2.2 Second derivative SBP operators
Second derivatives in space appears in parabolic PDEs such as the incompressible Navier-
Stokes and advection-diffusion equations. The finite difference SBP operators approximating
these derivatives can be constructed by applying the first derivative operator twice or directly
from a compact difference stencil. The general form of these operators is D2 = P
−1R where
P is a diagonal-norm matrix. If both D and D2 are used then same P must be used. The
matrix R can be decomposed as R = −M + S where M = MT ≥ 0 is a contribution of the
central difference stencil and S is a sparse matrix with the coefficients of one-sided stencil on
the first and last row.
Discretizing the second derivative by applying the first SBP operator D twice yields
D2 = DD = P
−1QP−1Q = P−1(B −QT )P−1Q = P−1(−M + S) (3.14)
where M = QTP−1Q and S = BD. The resulting stencil when using this approach is wider
compared to the stencil of the first derivative operator. To illustrate this, we consider a
second-order accurate operator and recall that the internal elements of D comes from (3.4).
Let u ∈ C∞, applying (3.4) twice to approximate uxx at grid point xi yields














Figure 3.1: The wide computational stencil.
The width of the internal band of D2 is 4s + 1 which is wider than the width of D. To get a
more compact operator, we can construct D2 directly from the difference stencils. By adding
(3.1) and (3.2), a central finite difference approximating the second derivatives is obtained










and the resulting stencil is narrow with the internal bandwidth of D2 equals to 2s + 1.
ui−1 ui ui+1
h
Figure 3.2: The compact computational stencil.
When defining the second derivative SBP operator D2 according to (3.14) with a diagonal-
norm P matrix, the global order of accuracy of the numerical solution to a well-posed IBVP
is s+1 where s = 1, .., 4. This order can be increase to s+2 by constructing D2 according to













































Here, the elements of S comes from the 2nd order Backward finite difference operator. The
SBP framework can also be extended to approximate third and higher derivatives [35].
3.2.3 Two-dimensional SBP operators
The SBP operators can be extended to multiple dimensions using the Kronecker products
(2.5). To be able to differentiate between the operators approximating x− and y−derivatives,













Let N and M be the number of nodes along the horizontal and vertical axis respectively. In
2-D, the SBP operators become
1. P = Px ⊗ Py
2. Dx = Dx ⊗ IM , Dy = IN ⊗Dy
3. Qx = Qx ⊗ IM , Qy = IN ⊗Qy
4. Dxx = Dxx ⊗ IM , Dyy = IN ⊗Dyy
5. Bx = (EN − E0)⊗ Py, By = Px ⊗ (EM − E0),
where IN,M is a unit matrix, EN,M = diag(0, . . . , 0, 1) and E0 = diag(1, 0, . . . , 0) are matrices
of size N ×N and M ×M respectively.
3.3 The discrete energy method
To demonstrate that the approximation (3.9) is strongly stable, we apply the energy method
in the discrete setting. Let’s consider the discrete problem (3.9)
ut + aDu = P
−1E0(u− g) t ≥ 0. (3.16)
u = f t = 0
where P−1E0 is a discrete analogue of the lifting operator L(·) in (2.5) and σ is a penalty
coefficient yet to be determined. We imitate the continuous energy method discretely by
multiplying (3.16) on the left with uTP . In (3.12), we defined the diagonal-norm matrix P as
a discrete integration operator. Equation (3.16) becomes
uTPut + au
TQu = σu0(u0 − g) (3.17)




||u||2p = −au2N + (a+ 2σ)u20 − 2σu0g. (3.18)
The relation (3.18) is identical to the continuous relation (2.16), therefore, we state a similar
proposition.
Proposition 3.3. The approximation (3.16) is strongly stable if σ = −a.
Proof. Adding and subtracting ag(t, 0) to the LHS of (3.18) with σ = −a yields
d
dt
||u||2p = ag2 − au2N − (au0 − g)2 ≤ ag2.
By integrating over finite time [0, t], we obtain the estimate




therefore, the approximation (3.9) is strongly stable.
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Chapter 4
Initial boundary value problems
In this chapter, we apply the theory presented in Chapter 2 and 3. The linear advection-
diffusion equations in one-dimension with constant coefficients and two-dimensions with vari-
able coefficients are considered for this purpose.
4.1 Linear advection-diffusion in one dimension
The 1-D linear advection-diffusion equation reads
ut + aux = εuxx, x ∈ [0, 1], t ≥ 0 (4.1)
L0u(t, 0) = g0(t)
L1u(t, 1) = g1(t)
u(0, x) = f(x)
where a, ε > 0 and ε ≪ a. Both a, ε are constants. The boundary and initial data are given
by continuous functions g0, g1 and f respectively. In (4.1), L0 and L1 are linear boundary
operators and their exact form will be determined using the energy method such that the
continuous problem is well-posed.
4.1.1 The continuous problem
The energy method applied to (4.1) yields
d
dt





It is not apparent from (4.2) whether ||u||2 is bounded. Therefore, the boundary operators
L0 and L1 must be specified such that the estimate is bounded by data. Since the boundary
term in (4.2) comprises of the solution and its derivatives, it is natural to seek the form of
boundary conditions that includes both. Robin boundary condition imposed at x = 0 and
Neumann boundary condition imposed at x = 1 leads to well-posedness [18, 36]. In this study
we however consider Dirichlet boundary conditions at both boundaries i.e. L0 = L1 = 1 [37].
Next, we show that (4.1) is well-posed under these conditions.
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Proposition 4.1. The IBVP (4.1) with g0 = g1 = 0 is well-posed.
Proof. Substituting boundary conditions into (4.1) yields
d
dt
||u||2 + 2ε||ux||2 = 0.
Therefore, by integrating in time, we obtain
||u||2 ≤ ||f ||2 (4.3)
which is bounded. Uniqueness follows directly from (4.3), hence (4.1) is well-posed.
4.1.2 The semi-discrete problem
The semi-discrete formulation of (4.1) is considered. For brevity (without limitation), the
SBP operator approximating the second derivative term is constructed by applying the first
derivative operator twice. We divide the interval [0, 1] into N non-overlapping equidistant
subintervals with end points xi = ih, i = 0, 1, . . . N where h is the length of each subinterval.
The numerical approximation of u at xi is denoted by ui and u is a vector containing the
numerical solution at each grid point.
The semi-discrete problem together with weakly imposed boundary conditions becomes
ut + aP
−1Qu = εP−1Qux + σ0P
−1(u0 − g)e0 + σ1P−1(uN − g)e1 (4.4)
u(0) = f
where σ0, σ1 are penalty coefficients to be determined in the interest of stability. The notation
ux is short-hand notation for Du and f is the vector containing initial data at each grid point.
The boundary projection vectors e0 = (1, 0, . . . , 0)
T and e1 = (0, . . . , 0, 1)
T restricts the SAT
terms to the left and right boundary node respectively.
To derive stability conditions, we employ the discrete energy method. Multiplying (4.4) with
uTP yields
uTPut + au
TQu = εQux + σou0(u0 − g0) + σ1uN (uN − gN ). (4.5)
Taking the transpose of (4.5), adding to itself and setting g0 = g1 = 0 yields
d
dt








Tu = uT (B −QT )ux + uTx (B −Q)u (4.7)
= −uTQTP−1Pux − uTxPP−1Qu+ 2uTBux
= −2uTxPux + 2uN (ux)N − 2u0(ux)0.
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Above, we inserted unit matrices PP−1 and P−1P to simplify the indefinite terms. By sub-
stituting (4.7) into (4.6), we obtain
d
dt
||u||2P + 2ε||ux||2P = (a+ 2σ0)u20 − 2εu0(ux)0 − (a− 2σ1)u2N + 2εuN (ux)N . (4.8)
The signs of (ux)0,N are unknown and the boundedness of (4.8) is not clear.
Next, we use the borrowing technique [38]. Notice that ||ux||2P can be written as








Substituting the results above into (4.8) yields
d
dt
||u||2P + 2ε||ux||2P̄ = (a+ 2σ0)u20 − 2εu0(ux)0 − 2ε(ux)20hP0 (4.9)
























P̄ = P − diag(P0, 0, . . . , 0, PN ).
The energy rate (4.9) is bounded if the boundary matrices on the RHS are negative semi-
definite.












Proof. Consider the left boundary matrix
A =
[




We compute the eigenvalues of A and determine σ0 such that they are non-positive. The
eigenvalues of A denoted by λ = λ1, λ2 are obtained by solving the characteristic polynomial
det(A− λI2) = λ2 − 2(α− εhP0)λ− (ε2 + 4αεP0) = 0 (4.10)
where I2 is a 2× 2 unit matrix and 2α = 2σ0 + a. The roots of (4.10) are
λ1,2 = (α− εhP0)∓
√
(α− εhP0)2 + (ε2 + 4αεhP0)
20
and they are non-positive if
α− εhP0 ≤ 0 and ε2 + 4αεhP0 ≤ 0.






















The energy rate (4.9) is therefore bounded and temporal integration yields the estimate
||u||2P ≤ ||f||2P
which mimics the continuous counterpart (4.3). Hence, the approximation (4.4) is stable.
4.1.3 Numerical test
In this section, the computational results illustrating the accuracy of the approximation (4.4)
are presented. We compute the spatial derivatives using (2s, s) accurate finite difference SBP
operators where 2s is the accuracy of the internal stencil and s denotes the accuracy near the
boundaries. The diffusion term is discretized using the wide and narrow stencil operators. The
convergence rate q(2s,s) is computed as
q(2s,s) = log10







, s = 1, . . . , 4 (4.11)
where u, v denotes the numerical and analytical solution respectively, ||u−vh1 ||P is discretely
equivalent to the L2 norm of error and d is the space dimension. The coarse and fine mesh
sizes are denoted by h1 and h2 respectively. The accuracy of (4.4) with g0 = 1, g1 = 0 is
verified by considering the analytical steady solution
v(x) = 1− e
ax/ε − 1
ea/ε − 1 .
Table 4.1: The logL2 norm of errors and convergence rates of the SBP operators (up to 8th






20 -0.831 - -1.533 - -1.692 - -2.148 -
40 -1.736 3.007 -2.543 3.355 -2.82 3.748 -3.552 4.666
80 -2.407 2.228 -3.454 3.026 -3.929 3.684 -4.944 4.622
160 -3.028 2.062 -4.347 2.969 -5.066 3.778 -6.369 4.736
320 -3.636 2.021 -5.243 2.974 -6.232 3.873 -7.83 4.851
640 -4.241 2.008 -6.141 2.985 -7.416 3.933 -9.311 4.922
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Table 4.2: The logL2 norm of errors and convergence rates of the SBP operators (up to 8th






20 -2.026 - -2.82 - -2.894 - -2.366 -
40 -2.725 2.325 -3.91 3.622 -4.2 4.338 -3.8 4.763
80 -3.445 2.39 -5.059 3.817 -5.599 4.646 -5.418 5.375
160 -4.145 2.327 -6.237 3.911 -7.048 4.812 -7.129 5.684
320 -4.813 2.217 -7.428 3.957 -8.523 4.903 -8.887 5.841
640 -5.452 2.125 -8.625 3.978 -10.017 4.961 -10.551 5.525
The numerical steady solution is computed by disregarding the temporal term and reducing
(4.4) to a matrix problem. The coefficient matrix is then inverted to obtain the solution. The
advection speed and diffusion constant are taken as a = 1 and ε = 0.1.
The convergence rates and logarithmic-scaled L2 norms are presented in Table. 4.1 for wide
and Table. 4.2 for narrow stencil second derivative operators. From the results above, the
global orders of accuracy for the calculations using the wide stencil operator is s+1 while for
the narrow operator is s + 2. The efficiency of high order methods can be seen from the L2
norms. For example, in Table. 4.1, the log-scaled error norm is below −4 with 80 nodes when
using 8th order accurate approximation while 2nd order approximation requires 640 nodes to
achieve the same accuracy.
4.2 Linear advection-diffusion with variable coefficients
The linear advection-diffusion equation with variable coefficients is considered on Ω ⊂ Rn
ut + a(x)






u+ εnT∇u = g(t) x ∈ ∂Ω, t ≥ 0
u(x, 0) = f(x) x ∈ Ω, t ≥ 0
where u is an unknown scalar field, a is a vector of variable coefficients (advection speed) and
n denotes the unit outward pointing normal vector on ∂Ω. We assume that a is smooth such
that the maximum norm is bounded. The normal component of a on the boundary and normal
derivative operator are denoted by aTn and nT∇ respectively. Notice that if aTn > 0, we use
well-posed Neumann boundary conditions while aTn ≤ 0 leads to Robin boundary conditions.
The boundary and initial data are given by g, f ∈ F respectively and ε > 0 is a constant.
Next, we show that the (4.12) is well-posed.
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Proposition 4.3. The problem (4.12) with non-homogeneous boundary conditions is strongly
well-posed.
Proof. The energy method and Gauss theorem applied to (4.12) yields
d
dt







The indefinite integral term on the RHS of (4.13) adds growth to the energy rate, however, it






|∇Ta||u|2dV ≤ |∇Ta|max||u||2 (4.14)
where | · |max is a maximum norm. Next, we substitute boundary conditions (4.12) and (4.14)
into (4.13) to obtain
d
dt







Since the choice of boundary data g(t) is arbitrary, we choose it such that g = |aTn|ĝ holds for
some ĝ ∈ F . By adding and subtracting |aTn|ĝ2 to the RHS of (4.15), the energy rate become
d
dt














which is bounded. Multiplying (4.16) with the integration factor e−|∇
T
a|maxt and integrating
over finite time leads to
















Time integration shows that the energy estimate is bounded, therefore, (4.12) is strongly
well-posed.
4.2.1 Weakly implemented boundary conditions
To prepare for the numerical implementation, we impose the boundary conditions in (4.12)
weakly and determine the penalty coefficient such that the continuous problem is well-posed.
Equation (4.12) with weak boundary conditions become
ut + a





(|aTn| − aTn)u+ εnT∇u− g(t)
))
(4.18)
where L(·) is a lifting operator (2.5) and Σ denotes the penalty coefficient yet to be determined.
The energy method applied to (4.18) yields
d
dt








|aTn|u2 − aTnu2 + 2εunT∇u− 2ug
))
ds
are boundary terms. We used the integral bound (4.14) in (4.19).
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Proposition 4.4. The energy rate (4.19) is bounded if Σ = −1.








which is identical to the boundary term on the RHS of (4.15). Here too, we scale data as














The weakly imposed boundary conditions yields an estimate, hence (4.18) is strongly well-
posed.
It was pointed out in [39] that the convective term with variable coefficients leads to stability
concerns since the discrete energy estimate cannot be obtained explicitly. To avoid this, we























4.2.2 The semi-discrete problem
The semi-discrete formulation of (4.21) is considered. For simplicity of presentation and
brevity, we consider a regular quadrilateral domain Ω ⊂ R2 on the Cartesian plane. The
outward pointing unit normal vectors on the east, west, north and south (E,W,N, S) bound-
ary are denoted by nE, nW , nN , nS respectively.
nN = (0, 1)
Ω nE = (1, 0)
nS = (0,−1)
nW = (−1, 0)
x
y
Figure 4.1: 2-D domain representation with outward pointing normal vectors
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To discretize (4.21) in space, we considerN×M equidistant computational grids Ωij = Ω(xi, yj)
where (xi, yj) are the Cartesian grid coordinates given by
xi = ihx, yj = jhy
for i = 0, 1, . . . , N and j = 0, 1, . . . ,M . Here, hx, hy denotes the length and width of each
grid. In total, there are N+1 and M +1 nodes along the horizontal and vertical axis, however
we contain the notation by referring to them as N and M . Consequently, all the matrices
associated with x and y terms will be taken from the sets MN×N and MM×M respectively.
Let U be an approximation solution of (4.21) and A, B be diagonal matrices containing
the variable coefficients. To keep the notation cleaner and concise, we introduce the following
notation
Dx = [Dx Dy]T , A = [A B]T , Ax = DTxA = DxA+DyB, Dxx = DTxDx = Dxx +Dyy.







− εDxxU = SAT, (4.22)
U(0) = F
where SAT denotes the boundary penalty terms defined on each boundary as





(|AnE | − AnE )U + εDnE −GE
))





(|AnW | − AnW )U + εDnW −GW
))





(|AnN | − AnN )U + εDnN −GN
))





(|AnS | − AnS)U + εDnS −GS
))
.
In (4.22), the matrices {P−1x EN ⊗IM ;P−1x E0⊗IM ; IN ⊗P−1x EM ; IN ⊗P−1x E0} are the discrete
analogues of the lifting operator L(·) in (2.5) acting on the E,W,N, S boundary respectively.
The penalty coefficient matrices ΣE,W,N,S will be determined such that the approximation
(4.22) is stable. The discrete analogues of the normal component of the advection speed and
normal derivative along the ith boundary are denoted by Ani and Dni respectively. The vector
F contains initial data given by grid grid function fij = f(xi, yj). Lastly, GE,W,N,S are sparse
vectors of the same size as U with boundary data injected on the places corresponding to a
particular boundary nodes.
The discrete energy methods (multiplying the approximation with UTP, taking the trans-
pose and adding to itself) applied to (4.22) yields
d
dt
||U ||2P + 2ε||DxU ||2P ≤ |Ax|max||U ||2P +BT. (4.23)
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In (4.23), we used that P and Ax commutes with respect to matrix multiplication to bound
UTPAxU
UTPAxU = UTAxPU = (UAx, U)P ≤ |Ax|max||U ||2P .
The boundary terms denoted by BT = BTE +BTW +BTN +BTS are
BTE = U
T (EN ⊗ Py)
(
−AnEU + 2εDnEU +ΣE
(





T (E0 ⊗ Py)
(
−AnWU + 2εDnWU +ΣW
(




T (Px ⊗ EM )
(
−AnNU + 2εDnNU +ΣN
(




T (Px ⊗ E0)
(
−AnSU + 2εDnSU +ΣS
(
(|AnS | − AnS )U + 2εDnSU − 2GS
))
.
The matrices {EN ⊗Py;E0⊗Py;Px⊗EM ;Px⊗E0} mimics the continuous line integrals along
the E,W,N, S boundary respectively, for example




Remark 2. The boundary terms in (4.24) all have similar structure. Therefore, to keep the
derivations cleaner, we focus on the east boundary.
Proposition 4.5. The approximation (4.22) is strongly stable if ΣE,W,N,S = −IN×M .
Proof. Let’s consider BTE in (4.22) with boundary data scaled as GE = AnE ĜE for some
smooth vector function ĜE . By adding and subtracting Ĝ
T




E(EN ⊗ Py)AnE ĜE − (U − ĜE)T (EN ⊗ Py)AnE (U − ĜE)
≤ ĜTE(EN ⊗ Py)AnE ĜE .
By treating other boundaries in a similar manner, the energy rate (4.23) becomes
d
dt
||U ||2P + 2ε||DxU ||2P ≤ |Ax|max||U ||2P + ĜTE(EN ⊗ Py)AnE ĜE + ĜTW (E0 ⊗ Py)AnW ĜW
+ ĜTN (Px ⊗EM )AnN ĜN + ĜTS (Ex ⊗ E0)AnS ĜS
which discretely mimics (4.16). Therefore, time integration yields discrete energy estimate







ĜTE(EN ⊗ Py)AnE ĜE + ĜTW (E0 ⊗ Py)AnW ĜW








The accuracy of the approximation (4.22) is validated by employing the method of man-
ufactured solution. We consider the solution u(x, y) = cos(2πx) sin(4πy) and the variable
coefficients
a(x, y) = cosh(2πy)e−3x
b(x, y) = sin(2πy + 1) cos(xy).
The maximum norm of a, b is bounded on the domain (x, y) ∈ [0, 1]× [0, 1]. Forcing function,
boundary data are obtained by substituting the exact solution into (4.12) and boundary con-
ditions are implemented weakly using SAT technique. The diffusion term is discretized using
narrow stencil operator and the diffusion constant is ε = 0.1. The numerical solution proce-
dure is the same as in the previous case, the coefficient matrix independent of u is constructed
and inverted to obtained the approximation solution.
Table 4.3: L2 norm of errors and convergence rates are compared for the advection-diffusion
equation with variable coefficients





40 -1.981 2.104 -3.679 4.161 -4.052 5.665 -3.392 5.216
60 -2.342 2.051 -4.436 4.302 -4.993 5.343 -4.358 5.487
80 -2.596 2.034 -4.97 4.275 -5.659 5.329 -5.137 6.228
100 -2.793 2.025 -5.381 4.235 -6.182 5.394 -5.761 6.441
The convergence rates of the approximation (4.22) and the L2 norms of errors are presented
in Table. 4.3 for the (2s, s)-accurate SBP operators. The global orders of accuracy asymtotes




The laminar boundary layer
The concept of boundary layer is encountered in various engineering fields such as golf-ball
enhancement [40, 41], the automobile industry [42] and atmospheric boundary layer modeling
[43, 44]. This refers to the fluids in the immediate neighborhood adjacent to the solid bound-
ary surface where viscous forces dominates the inertial forces. This chapter is concerned with
a development of an energy-stable high order approximation scheme for the incompressible
laminar boundary layer equations. The incompressible Navier-Stokes equations are used as an
original model of the problem. Using order-of-magnitude analysis, these equations are simpli-
fied to boundary layer equations specific to the so-called flat-plate theory.
Consider the laminar incompressible flow over a flat plate of finite length L which is aligned
with a free-stream velocity U∞. This is shown schematically in Fig. 5.1. Due to shear forces
between the layers of the fluid and wall’s no-slip velocity condition, a boundary layer is formed
in the immediate vicinity of the solid boundary. The thickness of the boundary layer, denoted
by δ(x), is defined as a distance from the solid boundary to a point in the flow where the x−
component of the flow velocity is approximately 0.99U∞. The boundary layer thickness grows







Figure 5.1: Boundary-layer over a flat plate.
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where u, v are the components of velocity in x and y direction respectively while the pressure
and density are denoted by p = p(x, y) and ρ. The incompressible isothermal flow condition
implies that ρ is constant. The kinematic viscosity ν is defined as ν = µρ , where µ is the dy-
namical viscosity. To derive the boundary layer equations, we first assume that the streamwise
length scale L is much larger than the transverse length scale δ and that it varies by O(Re)1/2





Here, Re is a Reynolds number expressed as a ratio of inertial forces to viscous forces inside
the boundary layer, Re =
U∞L
ν












































































































Notice that the continuity equation is invariant to this dimensions scaling and pressure is a
function of x only inside the boundary layer. The Bernoulli equation can be used to relate it





and for constant U∞, the pressure gradients in (5.4) can be neglected. To keep the notation
cleaner, we drop the asterisks. The system (5.4) is accurate and valid only for large Re,
however, it must be moderated since for very large Re, the flow transition to turbulent flow.
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5.1 The continuous problem
Boundary layer equations (5.4) can be written in a matrix-vector form as
ĨUt +AUx +BUy = ĨUyy (x, y) ∈ Ω, t > 0, (5.5a)
LU = g(x, y, t) (x, y) ∈ ∂Ω,t > 0, (5.5b)



















































The boundary operator is denoted by L while g, f ∈ F specify the boundary and initial data
respectively. We assume these are smooth and compatible such that the solution is smooth.
To construct a well-posed IBVP and the corresponding stable SBP-SAT approximation, we
follow [23] and [45] for the construction of energy-stable boundary conditions for the incom-
pressible N-S equations. As we have already seen, well-posedness depends almost entirely on
the boundary conditions. In the linear case, if the solution exist and is bounded then unique-
ness follows directly from the bound. However, this is generally not the case with nonlinear
problems and hence we shall not refer to problem (5.5a)− (5.5c) as a well-posed problem even
if we have an estimate. We will employ the energy method to construct the boundary operator
L in (5.5b) such that it implements the correct minimal number of boundary conditions with
the appropriate form at the correct boundary locations.





















Notice that Ax+By = Ĩ(ux+ vy) = 0 using the divergence-free velocity condition. The coeffi-
cient matrices A and B are symmetric as required by the integration-by-parts rule, therefore,
the energy method can be applied directly. Equation (5.5a) with the convective terms written





(AU)x +AUx + (BU)y +BUy
]
= ĨUyy. (5.7)
We define the inner product (·, ·)Ĩ and the corresponding semi-norm as
(U, V )Ĩ =
∫
Ω
UT ĨV dΩ, ||U ||2
Ĩ
= (U,U)Ĩ (5.8)
for any two vector functions U, V ∈ F .
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5.1.1 The energy method
We next apply the energy method to (5.7) posed on the regular quadrilateral domain depicted
in Fig. 5.2. The west boundary is aligned with the plate’s leading edge while the east boundary
is such that L ensures laminar flow. The south boundary is on the plate’s surface and the
north boundary is chosen such that it is significantly larger than δ(x).
North
(α, β) = (0, 1)
East
(α, β) = (1, 0)
South
(α, β) = (0,−1)
West
(α, β) = (−1, 0)
Figure 5.2: The two dimensional computational domain showing normal vectors for the bound-
ary layer equations.









UT (αA+ βB)U − 2βUT ĨUy
]
ds (5.9)
where α, β are the x and y components of the unit normal vector n and ds =
√
dx2 + dy2
denotes the infinitesimal line element as before. The quadratic boundary term on the RHS of





































un 0 α −β
0 0 β 0
α β 0 0









Here, un = αu+ βv is the boundary normal velocity.
The boundary matrix M provides all the information we need in order to bound the energy
rate (5.10).
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Remark 3. The minimal number of boundary condition that leads to the energy estimate is
equal to the number of negative eigenvalues of the boundary matrix M .
The eigenvalues of M denoted by λ are obtained by solving the characteristic equation
det(M − λI4) = λ4 − unλ3 − (α2 + 2β2)λ2 + β2unλ+ β4 = 0 (5.11)
where I4 is a 4× 4 unit matrix.
Computing the zeros of (5.11) is a nontrivial task in general. However, in our case it sim-
plifies since we consider a regular quadrilateral domain where the normal vectors are constant
as shown in Fig. 5.2. For each boundary, (5.11) becomes
λ4 − unλ3 − λ2 = 0,
λ4 − unλ3 − λ2 = 0,
λ4 − unλ3 − 2λ2 + unλ+ 1 = 0,






The eigenvalues λi’s in an increasing order obtained by solving (5.12) for each boundary and



















λ1 0 0 λ4
0 0 1 0
−1 0 0 −1



































λ1 0 0 λ4
0 1 0 0
1 0 0 1




































λ1 0 0 λ4
0 1 1 0
0 −1 1 0









































λ1 0 0 λ4
0 1 1 0
0 −1 1 0
























In (5.13a)− (5.13d), N denotes a normalizing matrix.
Notice that for each boundary, λ1 < 0 and λ4 > 0 for all un. Therefore, there is exactly
one negative eigenvalue λ1 at the east and west boundary. Similarly, there are exactly two
negative eigenvalues λ1,2 at the north and south boundary.
Remark 4. The sign of the eigenvalues imply that precisely one boundary condition must be
specified at the east and west boundary and two boundary conditions for both north and south
boundary.
Next, let’s consider the eigenvalue decomposition of M
M(XN) = (XN)ΛM , ΛM = diag(λ1, . . . , λ4)
where XN is a normalized eigenvectors matrix defined in (5.13a) − (5.13d) for each bound-
ary. Using the fact that the columns of XN are linearly independent i.e. XN is orthogonal
((XN)−1 = (XN)T ), we rewrite the decomposition above as
M = XΛXT , Λ = NΛMN
T . (5.14)
The elements of a new scaled eigenvalue matrix Λ are bounded for all |un|. Next, we arrange
Λ as a block-diagonal matrix of three disjoint sub-matrices
Λ = diag(Λ+,Λ0,Λ−)
where the diagonal matrices Λ+,Λ0 and Λ− contain the positive, zero and negative eigenvalues
respectively. In a similar way, the eigenvector matrix X is partitioned as a column vector of
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vectors X = [X+,X0,X−], where X+, X0 and X− are sets of eigenvectors corresponding to
the positive, zero and negative eigenvalues respectively. After substituting (5.14) into (5.10)










































where q is given in (5.10). We simplify the notation above by defining w+ = XT+q, w
0 = XT0 q
andw− = XT−q. The variablesw
− andw+ are called the incoming and outgoing characteristics
propagating in and out of the domain, w0 is not interesting and is never used since Λ0 is zero.
















So far, we have determined the correct number of boundary conditions required such that
an energy bound is obtained. We now turn the focus to the correct form of boundary con-
ditions that will yield a bounded estimate. The desired form of boundary conditions must
specify the incoming characteristics in terms of the outgoing ones and boundary data.
The general relation between the outgoing and incoming characteristics is
w− = Rw+ + g (5.17)
where R is a matrix with the number of rows equal to the number of negative eigenvalues and
g is boundary data (5.5b). Equation (5.17) defines the form of the boundary operator L in














The second boundary term in (5.16) might add growth to the energy estimate. However, the
following propositions shows that a strong imposition of boundary condition (5.18) leads to
the energy bound.
Proposition 5.1. The homogeneous form of the boundary condition (5.18) yields an estimate
if
Λ+ +RTΛ−R ≥ 0. (5.19)


















The energy-rate (5.20) is bounded if (5.19) holds, and hence temporal integration yields an
estimate.
The condition (5.19) is sufficient for an energy estimate. The boundary conditions must have
the form (5.18) and matrix R must satisfy (5.19). In the next proposition, we prove that the
non-homogeneous form of boundary condition (5.18) with a sharper requirement on condition
(5.19) also yields an estimate.
Proposition 5.2. The non-homogeneous form of boundary condition (5.18) yields an estimate
if there exist a positive semi-definite matrix G satisfying (RΛ−)(Λ+ + RTΛ−R)−1(RΛ−)T −
Λ− ≤ G <∞ and Λ+ +RTΛ−R > 0.
Proof. Let G be a positive semi-definite matrix. By inserting (5.18) with nonzero data into





























which is bounded by data if K is positive semi-definite and G < ∞. We determine the signs
of the eigenvalues of K using the rotation technique and find
K = Y TPY, P =
[
Λ+ +RTΛ−R 0
0 Λ− − (Λ−R)(Λ+ +RTΛ−R)−1(Λ−R)T +G
]







The eigenvalues of P are not necessarily the same as those of K, however, they have the same
signs [46]. The matrix P and hence K is positive semi-definite if P11 and P22 are non-negative
matrices . From (5.19), we have that P11 ≥ 0 and in order for the inverse matrix in P22 and
Y12 to make sense, we require it to be strictly positive i.e. P11 > 0. The matrix element P22
is non-negative if a bounded positive semi-definite matrix G can be chosen such that
Λ− − (Λ−R)(Λ+ +RTΛ−R)−1(Λ−R)T +G ≥ 0
which implies
G ≥ (Λ−R)(Λ+ +RTΛ−R)−1(Λ−R)T − Λ−. (5.22)
In (5.22), the matrix G is bounded from below by a positive matrix. In addition to this, we
require it to be finite i.e. G < ∞ such that the boundary data term on the RHS of (5.21)
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is bounded. Therefore, the energy rate (5.21) is bounded and time integration over a finite















Remark 5. Note that the estimate (5.23) only gives a bound on the streamwise velocity u.
5.1.2 The form of boundary operator L
The operator L can be decomposed as
LU = (L− −RL+)U = g
where
L−U = XT−TU = w
−, L+U = XT+TU = w
+ (5.24)

















































































The matrix R uniquely defines the type of boundary condition imposed on a particular bound-
ary and it must satisfy condition (5.19). The most commonly used boundary conditions in
CFD are solid wall, Robin and Neumann boundary conditions. For the problem (5.4), we
impose solid wall conditions (Dirichlet conditions) for both streamwise and transverse velocity
components on the solid boundary. Dirichlet streamwise velocity and pressure conditions are
specified on the inlet and outlet boundary respectively. Furthermore, at the north boundary,
we specify uy and p. We next demonstrate that these boundary conditions yields energy esti-
mates and satisfies (5.19). Recall that the size of R is determined by the number of negative
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eigenvalues and associated linearly independent eigenvectors. Therefore, from (5.13a)−(5.13d),
the size of R is 1× 1 for east, west boundary and 2× 2 for the north and south boundary.
1. Solid wall (Dirichlet) boundary condition at south boundary.































+ 4, c2 = 2































2. Inlet boundary condition at west boundary.









= (λ1 −Rλ4)u+ (1−R)p = cu = gW
where c is a coefficient yet to be determined by specifying R such that the pressure vanishes.














3. Outlet boundary condition at east boundary.









= (λ1 −Rλ4)u+ (R− 1)p = cp = gE
by setting R =
λ1
λ4
which gives c =
λ1
λ4
























since un ≥ 0 at the outflow boundary.
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4. Free-stream boundary condition at north boundary.

















































































leading to an energy bound.
5.1.3 Weak boundary conditions






(AU)x +AUx + (BU)y +BUy
]





where Σ is a penalty coefficient matrix and L(·) denotes the lifting operator (2.5).












UTΣ(LU − g) + (UTΣ(LU − g))T
)
ds (5.27)
where q and M are given in (5.10). By diagonalizing M as in (5.14) and substituting the





+ 2||Uy ||2Ĩ = BT. (5.28)























Next, we will determine the penalty coefficient Σ such that BT is bounded by data. Let us

















Proposition 5.3. The estimate (5.28) with homogeneous boundary conditions is bounded if
Σ̃ = Λ−.



















































The first term above is negative and the second one is non-positive if (5.19) holds.
Using Proposition 5.3, we can now compute the penalty coefficient matrix Σ as
UTΣ = w−
T
Λ− = (L−U)TΛ− ⇒ Σ = L−TΛ− = T TX−Λ−. (5.30)
Next, we treat the case with boundary data.
Proposition 5.4. The penalty coefficient (5.30) bounds (5.28) with nonzero boundary data.



















































































Λ+ +RTΛ−R 0 RTΛ−
0 0 0


































































and G is a positive definite matrix satisfying the inequality (5.22). The first two boundary
terms in (5.33) are identical to the one’s in (5.21). However, in order to obtain an estimate, the
last term must also be non-positive, i.e D ≥ 0. Let’s consider the multiplicative decomposition
of D

























The eigenvalue decomposition of Z is
Z =WΛzW












, Λz = diag(−3, 0, 0). (5.35)
Here, ⊗ denotes the Kronecker product (2.5). The term Z ⊗Λ− in (5.34) can be decomposed
as
Z ⊗ Λ− = (WΛZW T )⊗ (IΛ−IT ) = (W ⊗ I)(ΛZ ⊗ Λ−)(W ⊗ I)T (5.36)
where














By substituting (5.36) into (5.34) and defining Q̄ = QT (W ⊗ I), D simplifies to
D = Q̄(ΛZ ⊗ Λ−)Q̄T
which is positive semi-definite. Therefore, the energy rate (5.28) is bounded, and hence, the
weak boundary conditions leads to an estimate.
5.2 The semi-discrete formulation
The spatial discretization of (5.26) using the SBP-SAT method is considered next. The domain
Ω ⊂ R2 is discretized using N×M equidistant grid points Ωij = Ω(xi, yj) where (xi, yj) are the
Cartesian coordinates. Let U = [u , v ,p]T be an approximation solution of (5.26) where u , v
and p are NM ×1 vectors denoting the numerical approximation of u, v and p on the grid Ωij
arranged as u = (u11, . . . , u1M , . . . , uN1, . . . , uNM )
T , v = (v11, . . . , v1M , . . . , vN1, . . . , vNM )
T
and p = (p11, . . . , p1M , . . . , pn1, . . . , pNM )
T respectively.
In order to ensure that the 2-D SBP matrices (3.2.3) operates on all the variables u , v and
p, we arrange them as block-diagonal matrices of 3 disjoint sub-matrices using the Kronecker
product
1. P = I3 ⊗ (Px ⊗ Py)
2. Dx = I3 ⊗ (Dx ⊗ IM ) , Dy = I3 ⊗ (IN ⊗Dy)
3. Qx = I3 ⊗ (Qx ⊗ Py), Qy = I3 ⊗ (Px ⊗Qy)
4. Dyy = I3 ⊗ (IN ⊗DyDy)
5. Bx = I3 ⊗ ((EN − E0)⊗ Py), By = I3 ⊗ (Px ⊗ (EM − E0))
where I3 is a 3× 3 identity matrix.

























, Ĩ = diag(INM ,0,0),
U = diag(u), V = diag(v ),





(ADx +DxA) + (BDy +DyB)
]
U = ĨDyyU + S(U ), (5.37)
U 0 = F.
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In (5.37), S(U ) denotes the weakly implemented boundary conditions for each boundary as
S = (I3 ⊗ (IN ⊗ P−1y EM ))ΣN (LNU −GN ) + (I3 ⊗ (P−1x EN ⊗ IM ))ΣE (LEU −GE )
+ (I3 ⊗ (IN ⊗ P−1y E0))ΣS(LSU −GS ) + (I3 ⊗ (P−1x E0 ⊗ IM ))ΣW (LWU −GW )
where the penalty matrices for the north, east, south and west boundary are indicated by
Σ
N,E,S,W
while the discrete analogue of the boundary operator L in (5.5b) is denoted by
L
N,E,S,W
for each boundary. Here, G
N,E,S,W
are 3NM × 1 vectors denoting boundary data
whose elements are given by a grid function gk = g(∂Ωij) and similarly, initial data pro-
jected on the grid points is denoted by F . The discrete lifting operators {I3 ⊗ (IN ⊗P−1y EM ),
I3 ⊗ (P−1x EN ⊗ IM ), I3 ⊗ (IN ⊗ P−1y E0), I3 ⊗ (P−1x E0 ⊗ IM )}, as defined before in (4.22),
ensures that the penalty terms are confined to the appropriate boundary points.
The discrete inner product and the corresponding semi-norm mimicking (5.8) are
(U ,V )P̃ = U
T P̃V , ||U ||2
P̃
= (U ,U )P̃ , P̃ = P Ĩ .
5.2.1 The discrete energy method





+ conv = diff+ pen (5.38)
where conv, diff and pen denotes the convective, diffusion and penalty terms respectively. In
the interest of readability, we simplify the terms separately.























In (5.39), we used the SBP properties Qx,y + QTx,y = Bx,y. Next, we consider the diffusion
terms
diff = U T ĨQy(DyU ) + (DyU )TQTy ĨU (5.40)
= U T Ĩ (By −QTy )(DyU ) + (DyU )T (By −Qy)ĨU
= 2U T ĨBy(DyU )−U T ĨQTy (DyU )− (DyU )TQy ĨU ,
and by inserting the unit matrices P−1P and PP−1 on the indefinite terms in (5.40), diff
becomes
diff = 2U T ĨBy(DyU )− 2||DyU ||2Ĩ . (5.41)
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The penalty term denoted by pen is
pen = U TPS + (U TPS)T (5.42)
where
U TPS = U T (I3 ⊗ (Px ⊗ EM ))ΣN (LNU −GN ) +U T (I3 ⊗ (EN ⊗ Py))ΣE (LEU −GE )
+U T (I3 ⊗ (Px ⊗ E0))ΣS (LSU −GS ) +U T (I3 ⊗ (E0 ⊗ Py))ΣW (LWU −GW ).
The discrete line integrals operators acting on the lth ( l = N,E, S,W ) boundary mimicking
the continuous
∮





Px ⊗ EM north boundary,
EN ⊗ Py east boundary,
Px ⊗ E0 south boundary,
E0 ⊗ Py west boundary.
(5.43)
Next, we project the solution U onto the boundary and remove the contribution of the internal
grid points using the projection matrix El






IN ⊗ EM north boundary,
EN ⊗ IM east boundary,
IN ⊗ E0 south boundary,
E0 ⊗ IM west boundary.
Remark 6. The size of Ul is NM × 1 and contains nonzero elements only on the positions
corresponding to the boundary points. Hence, the number of nonzero elements is M for the
east, west boundary and N for the north, south boundary.
By substituting (5.39), (5.41) and (5.42) into (5.38), we obtain a discrete energy rate which is





+ 2||DyU ||2P̃ = BT . (5.44)
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In the expression above, BT = BTN +BTE+BTS+BTW denotes the boundary terms, where
BTN =− qTN (I4 ⊗ P∂ΩN )MNqN +U
T
N (I3 ⊗ P∂ΩN )ΣN (LNUN −GN )
+ (U TN (I3 ⊗ P∂ΩN )ΣN (LNUN −GN ))
T ,
BTE =− qTE(I4 ⊗ P∂ΩE )M EqE +U
T
E(I3 ⊗ P∂ΩE )ΣE(LEU E −GE)
+ (U TE(I3 ⊗ P∂ΩE )ΣE(LEUE −GE))
T ,
BTS =− qTS (I4 ⊗ P∂ΩS )M SqS +U
T
S (I3 ⊗ P∂ΩS )ΣS(LSU S −GS)
+ (U TS (I3 ⊗ P∂ΩS )ΣS(LSU S −GS))
T ,
BTW =− qTW (I4 ⊗ P∂ΩW )MWqW +U
T
W (I3 ⊗ P∂ΩW )ΣW (LWUW −GW )
+ (U TW (I3 ⊗ P∂ΩW )ΣW (LWUW −GW ))
T .





























Unl 0 αlINM −βlINM
0 0 βlINM 0
αlINM βlINM 0 0









In (5.45), we introduced the normal velocity Unl = αlUl + βlVl, where nl = (αl, βl) is the
outward point normal vector. Similar to remark 6, BT consists of NM decoupled terms,
however, only the terms corresponding to the boundary points are nonzero.
Analogously to the continuous case (5.14), we decompose M l in terms of the eigenvalue and
associated eigenvector matrices.
Remark 7. The eigenvalues of M l are given by the pointwise version of (5.13a) − (5.13d) for








Therefore, the discrete diagonalization of M l using the eigenvalue matrix decomposition is
given
M l = X lΛlX
T









and X l is the eigenvector matrix associated with the eigenvalue matrix Λl . We organize Λl














Here, Λ+ and Λ− are NM ×NM diagonal matrices containing non-negative and non-positive













0 INM INM 0












diag(λN1 ) 0 0 −INM













0 INM INM 0












diag(λS1 ) 0 0 INM






































diag(λW1 ) 0 INM 0
]T
.
Let W = X Tq be the discrete characteristic variables. We partition W into the positive and
negative components
W = W + +W − = (X+)Tq + (X−)Tq , W + ∩W − = ∅
where W + and W − denotes the incoming and outgoing characteristics. The discrete version
of the boundary conditions (5.18) can be written as
LU = W +l −RlW −l = Gl (5.47)
where l ∈ {N,E, S,W} and R = R ⊗ INM is a block-diagonal matrix mimicking R in (5.17).
Moreover, the explicit form of LU in terms of eigenvectors becomes
LlU l = (L
+



















Equation (5.48) implies that L+l = (X
+
l )





TT l which corresponds to L
±
in the continuous setting (5.24). Here, T l is a transformation relating U and q




















Remark 8. The size of Λ+ and Λ− in (5.46) is 2NM × 2NM for the north, south boundary
and NM ×NM for the east, west boundary. Similarly, the size of corresponding normalized
eigenvector matrices X+ and X− is 4NM × 2NM for the north, south boundary and for the
east, west boundary is 4NM ×NM .
Remark 9. Consequently, using remark 8, the size of W± for the north, south boundary is
2NM ×NM and NM ×NM for the east, west boundary.















+U TN (I3 ⊗ P∂ΩN )ΣN (W
−
N −RNW +N −GN )
+
(
U TN (I3 ⊗ P∂ΩN )ΣN (W
−
















+U TE(I3 ⊗ P∂ΩE )ΣE(W
−
E −REW +E −GE)
+
(
U TE(I3 ⊗ P∂ΩE )ΣE(W
−
















+U TS (I3 ⊗ P∂ΩS )ΣS(W
−
S −RSW +S −GS)
+
(
U TS (I3 ⊗ P∂ΩS )ΣS(W
−
















+U TW (I3 ⊗ P∂ΩE )ΣW (W
−
W −RWW +W −GW )
+
(
U TW (I3 ⊗ P∂ΩW )ΣW (W
−
W −RWW +W −GW )
)T
.
Remark 10. The boundary terms in (5.49) have a similar structure. Therefore, for simplicity of
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presentation and minimizing the derivations, we limit our focus to the north boundary terms
only. The other boundary terms can be treated in a similar way.
Let us consider the north boundary terms denoted by BTN in (5.49). We seek the penalty
coefficient matrix ΣN and constraints on RN such that BTN bounds the energy rate (5.44).
To achieve this, we repeat the continuous analysis and consider boundary conditions (5.47)
with zero and nonzero data respectively.
In (5.29), we made the ansatz UTΣ = w−
T
Σ̃ where Σ̃ could be chosen arbitrarily to rewrite
the boundary terms in terms of the characteristics only. We proceeded to show (see Proposi-
tion 5.3) that the choice Σ̃ = Λ− yields an estimate and subsequently determined Σ explicitly
in (5.30). This choice also led to the estimate in the case of non-homogeneous boundary
conditions (see Proposition 5.4). We imitate this ansatz discretely as
U T (I3 ⊗ P∂Ωl1 )Σl1 = (W
−
l1
)T (I2 ⊗P∂Ωl1 )Λ
−
l1
, l1 ∈ {N,S} (5.50)
U T (I3 ⊗ P∂Ωl2 )Σl2 = (W
−
l2
)T (I1 ⊗P∂Ωl2 )Λ
−
l2
, l2 ∈ {E,W}.




























N −RNW +N −GN )
)T
.
Proposition 5.5. The boundary term in (5.44) with zero data bounds the energy rate if Rl
























































Next, we add and subtract (W+N )






W+N on the RHS of (5.53) and
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The first term on the RHS of (5.54) is negative sinceΛ−N contains pointwise negative eigenvalues
, hence, the energy bound depends on the sign of the second term. Therefore, BTN ≤ 0 if
(5.52) is positive semi-definite. Similarly, it can be shown that BTE,S,W bounds the energy
rate (5.44).






hence, the approximation (5.37) with zero data is stable.
Proposition 5.6. The boundary term in (5.44) with nonzero data bounds the energy rate if
i. Rl (l ∈ {N,E, S,W}) is chosen such that Λ+l +RTl Λ−l Rl is positive definite,
ii. there exist a positive semi-definite matrix Gl such that (Λ−l Rl)(Λ+l +RTl Λ−l Rl)−1(Λ−l Rl)T−
Λ−l ≤ Gl <∞ holds.
Proof. For brevity, we consider the north boundary terms BTN only. Equation (5.51) with












































































































































































which mimics (5.33) discretely. Also here, in order to bound BTN , we require the matrices
C1 and C2 to be positive semi-definite and matrix G to be finite such that the data term
GTN (I2 ⊗ P∂ΩN )GGN is bounded.
Let’s consider the matrix C1 in (5.56). To determine the signs of the eigenvalues of C1, we
rotate it into a diagonal form using the rotation technique in the proof of Proposition 5.2. By
multiplying C1 on the right with a non-singular upper triangular matrix and on the left with































0 Λ−N − (Λ−NRN )(Λ+N +RTNΛ−NRN )−1(Λ−NRN )T + GN
]






NRN > 0 is required in order for the inverse
matrix in ξ to exist. The matrix X is positive semi-definite if the Schur complement X22 is
positive semi-definite i.e.
Λ−N − (Λ−NRN )(Λ+N +RTNΛ−NRN )−1(Λ−NRN )T + GN ≥ 0 (5.57)
which implies
GN ≥ (Λ−NRN )(Λ+N +RTNΛ−NRN )−1(Λ−NRN )T −Λ−N .
As before, the signs of the eigenvalues of X coincides with those of C1. Hence, C1 is positive
semi-definite if the inequality (5.57) holds and lastly, we choose GN < ∞ in order to bound
the second term in (5.56).
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Next, we show that the matrix C2 in (5.56) is positive semi-definite. Since C2 is a discrete
version of (5.34), we use a similar matrix decomposition. Consider the following factorization
C2 = AT (Z ⊗Λ−N )A, where A = diag(RN , I2NM , I2NM )
where the symmetric matrix Z is given in (5.34). By using the eigenvalue decomposition of Z
derived in (5.35), the block-matrix Z ⊗Λ−N can be written as
Z ⊗Λ−N = (WΛZW T )⊗ (I2NMΛ−NI2NM ) = (W ⊗ I2NM )(ΛZ ⊗Λ−N )(W ⊗ I2NM )T
and notice that
ΛZ ⊗Λ−N = diag(−3, 0, 0) ⊗Λ−N = diag(−3Λ−N ,0,0)
is non-negative. Hence, matrix C2 is positive semi-definite and BTN in (5.56) is bounded by
data .i.e BTN ≤ GTN (I2 ⊗ P∂ΩN )GNGN <∞.
Similarly, the east, south and west boundary terms are bounded by data. Therefore, BT
in (5.44) becomes




S (I2 ⊗ P∂ΩS )GSGS (5.58)
+GTW (P∂ΩW )GWGW <∞









T −Λ−l ≤ Gl <∞ and Λ+l +RTl Λ−l Rl > 0.
Proposition 5.7. The approximation (5.37) is strongly stable.









where BT is given in (5.58).
5.3 Numerical computations
The computational accuracy of the approximation (5.37) is evaluated in this section. To set
up a test case, we consider problem (5.5a) with constant (linearized) coefficient matrices A
and B posed on the domain Ω = [0, 1] × [0, 1]. Notice that this is such that the divergence
relation in (5.4) is satisfied. The boundary operator L and the penalty coefficients for this test
problem are linear. To validate the accuracy of the approximation, we employ the method
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of manufactured solution (MMS) and second derivatives are computed using the wide-stencil
SBP operators. The specific steady MMS considered is
u(x, y) = x2cos(2πy), (5.59)
v(x, y) = −x
π
sin(2πy),
p(x, y) = y2e−3x.
The forcing function and boundary data g are obtained by substituting solution (5.59) into
(5.5a) and (5.5b) with the appropriate form of L given in (5.24) respectively. To compute the
steady solution, an implicit formulation is employed.
Table 5.1: The convergence rates of the u−velocity are presented for different orders of accuracy
of the SBP operators.
N =M q(2,1) q(4,2) q(6,3) q(8,4)
40 2.097 3.268 0.345 5.173
60 2.051 3.194 3.231 5.351
80 2.035 3.148 3.578 5.321
100 2.027 3.120 3.712 5.282
120 2.022 3.100 3.782 5.249
To compute the spatial derivatives in (5.5a), we use the (2s, s) accurate finite difference opera-
tors on SBP form. Here, as before, 2s denotes the order of accuracy of the internal stencil and
s denotes the accuracy near the boundaries. As outlined in Chapter 3, the expected global
order of accuracy of the approximation (5.5a) is s + 1. The convergence rates q(2s,s) for the
variables u, v and p are presented in Table. 5.1 - 5.3. Here, q(2s,s) is computed as in (4.11)
where s = 1, . . . , 4. The computational results shows that the convergence rates throughout
corroborate the analysis.
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Table 5.2: The convergence rates of the v−velocity are presented for different orders of accuracy
of the SBP operators.
N =M q(2,1) q(4,2) q(6,3) q(8,4)
40 2.082 3.251 0.957 5.168
60 2.043 3.181 3.197 5.346
80 2.030 3.138 3.564 5.316
100 2.023 3.112 3.703 5.277
120 2.019 3.094 3.776 5.244
Table 5.3: The convergence rates of the pressure p are presented for different orders of accuracy
of the SBP operators.
N =M q(2,1) q(4,2) q(6,3) q(8,4)
40 2.083 3.249 1.071 5.168
60 2.044 3.179 3.192 5.346
80 2.031 3.137 3.562 5.316
100 2.023 3.111 3.702 5.277
120 2.019 3.093 3.775 5.244
5.4 The Blasius solution
We consider the Blasius solution to the laminar boundary problem (5.4). The length of a flat
plate is taken as L = 10 and the transverse length perpendicular to the flow is chosen such that
the freestream boundary is outside the boundary layer. We further assume a uniform stream
velocity U∞ such that the pressure gradients vanishes. The Blasius solution is based on the
similarity solution method which reduces PDE to ordinary differential equation (ODE). This
is done by combining x and y to form a single dimensionless parameter called a similarity
















f(η) and f ′(η) denotes stream function and its derivative respectively (see Appendix A).
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Figure 5.3: The streamwise velocity of the laminar flow past a flat-plate obtained by 4th order
accurate SBP-SAT scheme is compared with the Blasius similarity solution.










Figure 5.4: The transverse velocity of the laminar flow past a flat-plate obtained by 4th order
accurate SBP-SAT scheme is compared with the Blasius similarity solution.
To compute a numerical solution to (5.5a), we employ a reqular quadrilateral mesh with the
grids in y−direction stretched in order to capture the boundary layer. The approximation (5.37)
is linearized by injecting Blasius solution (5.60) into the coefficient matrices A, B as well as the
penalty terms S. The results are compared with the ODE solution presented in Table. 6.1. The
comparative plots presented in Fig. 5.3 and Fig. 5.4 shows that the approximation scheme
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(5.37) is stable. The accuracy of the high-order operators have been verified previously using
the MMS (see Table. 5.1-5.3).
















Figure 5.5: The streamwise velocity profile at different positions on the plate.
The boundary layer thickness δ(x) is defined as a distance from the solid wall boundary to a
point in the flow where the flow’s velocity reached approximately 99% of the stream velocity.









and from Table. 6.1, we have that u = 0.99 when η99% ≈ 3.5. Figure. 5.5 shows the evolution of
the streamwise velocity profile along the plate. Notice that δ(x) is steep in the vicinity of the
leading edge and grows asymptotically as the distance from the leading edge increases. The
streamwise velocity profiles at each x position have similar shape. The approximation (5.37)
works for the linearized case, the next step is to consider the nonlinear case and compute the
approximate solution to the boundary layer equations.
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Chapter 6
Conclusions and future work
This thesis was concerned with the development of a provably stable and high-order accu-
rate numerical approximation for the nonlinear incompressible laminar boundary layer equa-
tions. By applying the energy method and Gauss’s theorem to the continuous problem, a new
set of energy stable boundary conditions were derived. These were obtained by diagonalizing
the boundary matrix using eigenvalue-matrix decomposition. It has been shown that both the
weak and strong implementation of these boundary conditions yields an energy estimate.
The corresponding discrete problem was formulated using the SBP-SAT technique in order
to mimic the underlying properties of the PDEs. By mimicking the continuous analysis, the
penalty coefficients were determined such that an energy estimate was obtained. In all the cases
considered in this study, the discrete estimates mimicked precisely their continuous counter-
parts. The accuracy and stability of the SBP-SAT developed formulation was evaluated using
the method of manufactured solutions and the design orders of accuracy coinciding with the
theoretical ones were obtained. Hence, we conclude that the approximation is stable and high-
accurate for the linearized problem.
The linear stability and accuracy of the developed scheme was also validated by solving the
celebrated laminar flat plate flow problem. This was done by injecting the Blasius solution into
the coefficient matrix as well as SAT boundary conditions and then solving for the primitives
(velocity and pressure). The solved velocity and pressure matched the Blasius solution proving
accuracy and linear stability.
The next step is to consider the fully nonlinear case and compute the numerical solution
of the laminar boundary layer equations. The results will be compared with the Blasius sim-
ilarity solution [10]. Once we can stably compute the solution to the laminar boundary layer
equations to high order, the solution to the velocity-divergence formulation of the nonlinear
incompressible Navier-Stokes equations will follow.
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Appendix A:
Similarity solution for laminar
boundary layer equations
As mentioned in Chapter 5, the pressure field is related to the freestream velocity U∞ through





























which satisfies the following boundary conditions
u = v = 0 y = 0
u = U∞ y → ∞.
The system above is a simplified form of the incompressible N-S equations specific to lami-
nar flow past a flat plate Fig. 5.1. To date, explicit solutions u(x, y) and v(x, y) hasn’t been
found, however, Blasius (1904) proposed a method that reduces boundary layer equations
(6.1a)− (6.1b) to ODE. This procedure is based on the similarity solution technique.




, v = −∂ψ
∂x
(6.2)














The idea behind the similarity solution is to reduce the parameters in the problem by combining
them. This approached is applicable to problems which lacks characteristic scales. Next, we

































Next, by substituting (6.4) into (6.2) and utilizing partial derivatives in (6.5), we rewrite u































ηf ′(η) − f(η)
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By substituting (6.6) and (6.7) into (6.3), we obtain third-order nonlinear ODE
f ′′′(η) + f(η)f ′′(η) = 0. (6.8)
In order to solve (6.8), at least one boundary condition for each f , f ′ and f ′′ is required. Since
u = v = 0 at y = 0, by using (6.6), we get
u(x, 0) = U∞f
′(0) = 0 ⇒ f ′(0) = 0,
similarly
u(x, y → ∞) = U∞f ′(η → ∞) = U∞ ⇒ f ′(η → ∞) = 1.
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Subsequently, transverse velocity at y = 0 gives




f(0) = 0 ⇒ f(0) = 0.
To compute f ′′(0), nonlinear shooting method [47] is employed. Let r1 = f , r2 = f
′ and
r3 = f
′′, equation (6.8) can be written as a system of equations
dr1
dη
= f ′ = r2,
dr2
dη
= f ′′ = r3
dr3
dη




= g(η, r1, r2, r3) (6.9)
where r = (r1, r2, r3) and g = (r2, r3,−r1r3). Therefore, by using forth-order explicit Runge-
Kutta scheme and nonlinear shooting method to integrate (6.9), we obtain solution r1, r2 and
r3. We also find that r3(0) = f
′′(0) = 0.4696. The computational results are presented in
Fig. 6.1 and Table. 6.1.
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Figure 6.1: Blasius solution of the boundary layer equations.
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0 0.0000 0.0000 0.4696
0.2 0.0094 0.0939 0.4693
0.4 0.0376 0.1876 0.4673
0.6 0.0844 0.2806 0.4617
0.8 0.1497 0.3720 0.4512
1 0.2330 0.4606 0.4344
1.2 0.3337 0.5452 0.4106
1.4 0.4507 0.6244 0.3797
1.6 0.5830 0.6967 0.3425
1.8 0.7289 0.7611 0.3004
2 0.8868 0.8167 0.2557
2.2 1.0550 0.8633 0.2106
2.4 1.2315 0.9011 0.1676
2.6 1.4148 0.9306 0.1286
2.8 1.6033 0.9529 0.0951
3 1.7956 0.9691 0.0677
3.2 1.9906 0.9804 0.0464
3.4 2.1875 0.9880 0.0305
3.6 2.3856 0.9929 0.0193
3.8 2.5845 0.9959 0.0118
4 2.7839 0.9978 0.0069
4.2 2.9836 0.9988 0.0039
4.4 3.1834 0.9994 0.0021
4.6 3.3833 0.9997 0.0011
4.8 3.5833 0.9999 0.0005
5 3.7832 0.9999 0.0003
5.2 3.9832 1.0000 0.0001
5.4 4.1832 1.0000 0.0001
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