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Abstract. Recently the interest of researchers has shifted from the analysis of synchronous relationships
of ﬁnancial instruments to the analysis of more meaningful asynchronous relationships. Both types of
analysis are concentrated mostly on Pearson’s correlation coeﬃcient and consequently intraday lead-lag
relationships (where one of the variables in a pair is time-lagged) are also associated with them. Under the
Eﬃcient-Market Hypothesis such relationships are not possible as all information is embedded in the prices,
but in real markets we ﬁnd such dependencies. In this paper we analyse lead-lag relationships of ﬁnancial
instruments and extend known methodology by using mutual information instead of Pearson’s correlation
coeﬃcient. Mutual information is not only a more general measure, sensitive to non-linear dependencies,
but also can lead to a simpler procedure of statistical validation of links between ﬁnancial instruments.
We analyse lagged relationships using New York Stock Exchange 100 data not only on an intraday level,
but also for daily stock returns, which have usually been ignored.
1 Introduction
Financial markets are becoming increasingly complex
adaptive systems. Nonetheless, economists lack a funda-
mental theory behind their complex behaviour even at
times when their structure has been much simpler. This
lack of theory has many consequences. First, other scien-
tists, notably physicists, can study those systems with-
out worrying about the intricacies of economic theories.
Second, it also leads to an assumption that the time se-
ries describing stock returns are unpredictable [1]. Within
this paradigm the evolution of stock prices can only be ex-
plained by random processes. Additionally, the Eﬃcient-
Market Hypothesis [2] proposes that all information is re-
ﬂected in the prices and therefore that it is not possible
to predict future prices based on the past (equivalently
the prices walk randomly). Weaker variants of the hy-
pothesis state that only past prices are included in the
current ones, thus rendering impossible predictions which
are based only on the past prices. Such a hypothesis would
then mean that there can be no lead-lag eﬀect (where a
change in one price at a given time leads to a similar
change in another price at a speciﬁc later time) on the ﬁ-
nancial markets, making the analysis in this paper point-
less. But the Eﬃcient-Market Hypothesis has been contin-
ually disproved in many ways since the 1980s, and in fact
the support for it has dwindled among researchers. Par-
ticularly researchers analysing NYSE stock returns [3,4]
show that the data can be compressed, thus showing that
the stock returns are not random, as then no compression
a e-mail: s801dok@wizard.uek.krakow.pl
would be possible. We have performed similar tests on
New York and Warsaw exchanges in the recent past [5].
If the price changes of stocks are not random there then
arises a possibility that the data is structured. Thus re-
searchers are encouraged to explore methods of modelling
this structure and analysing real-world markets.
The standard assumption that price formation pro-
cesses are stochastic leaves researchers with a question
of whether these processes are independent for diﬀer-
ent ﬁnancial instruments, or whether there exist relation-
ships based on known or unknown common economic fac-
tors driving these formation processes. Tools developed
to model physical systems [6–8] are often used to anal-
yse the interdependencies between ﬁnancial instruments.
The largest eﬀort has been used in understanding cor-
relations in ﬁnancial markets for daily [9–14] and intra-
day time scales [15–17]. In the recent years other mea-
sures of similarity have also been introduced, including
Granger causality analysis [18], partial correlation analy-
sis [19], both of which try to quantify how one ﬁnancial in-
strument provides information about another instrument,
and mutual information together with mutual information
rate [20], both of which aim at including non-linear rela-
tionships in the analysis. All of these methods aim for a
single goal, that is the discovery of meaningful information
in the increasingly complex adaptive systems of ﬁnancial
markets.
The most common analysis uses synchronous cor-
relations of equity returns. Such analyses have shown
that ﬁnancial markets have a nested structure, in which
stock returns are driven by a common factor, and stocks
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themselves are organised in groups deﬁned by economic
sector. The correlations inside those groups are higher
than the average pair correlation. One can also ﬁnd
second order groups. The correlations can, of course,
be exchanged for another well-deﬁned similarity mea-
sure such as mutual information [20]. This is well cor-
roborated, as the same results have been obtained us-
ing substantially diﬀerent methods, ranging from random
matrix theory [21], through principal component analy-
sis [22], through hierarchical clustering [9], to correlation-
based networks [9,23,24] and mutual information-based
networks [20]. The methods developed to construct de-
pendency networks may be grouped into two categories:
threshold-based methods and topological methods. Both
categories start with a sample similarity measure (correla-
tion matrix, mutual information matrix, etc.). Then using
the threshold method a threshold is set on the similarity
measure, and a network is constructed so that only links
between nodes whose pairwise similarity measure is larger
than the threshold are present. With lowering the thresh-
old value a more complex hierarchy emerges, and groups
of stocks progressively merge to form larger groups, until
they form the whole market. Such threshold networks are
very robust with regards to the uncertainty in the simi-
larity measure, but it is diﬃcult to ﬁnd a single threshold
value which could accurately display the nested structure
of the similarity matrix of stock returns. Topological meth-
ods, on the other hand, construct dependency networks,
such as the minimal spanning tree (MST) [9,20,23,24] or
the planar maximally-ﬁltered graph (PMFG) [20,25,26].
These are based on the ranking of empirical similarity
measures. The resulting networks are intrinsically hier-
archical and therefore easy to present as a graph, but this
approach is less stable than threshold methods with re-
spect to the statistical uncertainty in the data. Further-
more such an approach does not necessarily present infor-
mation about the statistical signiﬁcance of the similarity
measures [27].
On the other hand, very few inquires have been
performed looking into networks of lagged correla-
tions [28,29]. The above-described methods of construct-
ing dependency networks cannot be easily extended to the
analysis of directed lagged correlations or similarity mea-
sures in ﬁnancial markets. The lagged interdependencies
in stock returns are quite small even at short time hori-
zons, therefore an analysis is strongly inﬂuenced by the
statistical uncertainty of the estimation process. The use
of topological methods is diﬃcult, as they only take into
consideration the ranking of similarity measures, and not
their actual values. Thus many links in such a network
may indeed be statistically insigniﬁcant if we use lagged
dependencies. On the other hand, threshold methods are
diﬃcult to apply because it is diﬃcult to ﬁnd an appro-
priate threshold level. Additionally, these methods use the
same threshold for all stock pairs, which is a problem in
the analysis of lagged relationships, as the statistical sig-
niﬁcance of a lagged similarity measure is likely to vary
across stocks (for example due to diﬀerences in volatility).
In reference [29] a method for ﬁltering a lagged cor-
relation matrix into a network of statistically-validated
directed links that takes into account the heterogeneity
of stock return distributions has been introduced. This
has been done by associating a p-value with each ob-
served lagged-correlation and then setting a threshold
on p-values, i.e. setting a level of statistical signiﬁcance
corrected for multiple hypothesis testing. They have ap-
plied this method to analyse the structure of lagged re-
lationships between intraday equity returns on US equity
markets.
In this paper we extend this analysis in two ways.
First, we extend this methodology to include non-linear
relationships. Second, we also analyse daily lagged rela-
tionships. It is well known that ﬁnancial markets, and
particularly time series describing returns on ﬁnancial in-
struments, involve terms that are not ﬁrst order. There is
now strong evidence of the existence of non-linear dynam-
ics in stock returns [30–34], market index returns [35–39],
and currency exchange rate changes [30,40–43]. Meanwhile
Pearson’s correlation coeﬃcient is strictly not sensitive to
any non-linear dependencies. Therefore an analysis using
correlation can miss important features of any dynam-
ical system, particularly ﬁnancial markets. Thus we ﬁnd
the assumptions that only linear dependencies are relevant
in ﬁnancial markets, found in the hierarchical clustering
methodologies used in econophysics, unsupportable.
We contrast correlation coeﬃcient with the measure
of mutual information (IS) [44], which is more general.
In fact IS = 0 if and only if the two studied random
variable are strictly independent. Mutual information is
then a natural measure which can be used to extend the
similarity measure to make it sensitive to non-linear de-
pendencies, and has been successfully used in some appli-
cations [45–47]. Recently we have used it in the creation
of dependency networks on ﬁnancial markets [20]. Mutual
information measures how much information two studied
stochastic processes share and has been used to enhance
the understanding of the brain in neuroscience [48–50],
to characterise [51,52] and model various complex and
chaotic systems [53–55], and also to quantify the informa-
tion capacity of a communication system [56]. Addition-
ally mutual information provides a convenient way to iden-
tify the most relevant variables with which to describe the
behaviour of a complex system [57], which is of paramount
importance in modelling those systems, and indeed to the
methodology of this paper [20].
Furthermore, we have found in our earlier stud-
ies [5] that while intraday stock returns deviate from
the Eﬃcient-Market Hypothesis much more strongly than
daily returns, the latter themselves are not fully random
processes, thus we will also look into lead-lag relationships
in the daily stock returns. We believe that lead-lag eﬀect
will be much smaller in daily stock returns, but it may not
be negligible nonetheless.
The paper is organised as follows. In Section 2 we
present the method used to ﬁlter and validate statistically
signiﬁcant lagged correlations and introduce a method
for statistical validation of signiﬁcant mutual information
between ﬁnancial instruments. In Section 3 we analyse
the structure of NYSE at diﬀerent frequencies using the
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presented methodology. In Section 4 we discuss the results.
In Section 5 we conclude the study.
2 Methods
Here we present the methodology of statistically validat-
ing lagged correlations for the purpose of network analysis
presented in reference [29]. On this basis we will present
our extended methodology, which includes non-linear de-
pendencies. For this purpose we will also need to deﬁne
mutual information, its properties, and estimators.
Curme et al. [29] begin the analysis by calculating the
matrix of logarithmic returns over given intraday time-
horizons. Let us denote the most recent price for stock n
occurring on or before time t during the studied period
by pn(t). The opening price of the stock is deﬁned as the
price of its ﬁrst transaction of the studied period. Addi-
tionally, τ is the time horizon. Then for each stock the
logarithmic returns are sampled,
rn,t ≡ log (pn(t)) − log (pn(t− τ)), (1)
every τ minutes (days, seconds) throughout the studied
period. These time series constitute columns in a ma-
trix R. Then R is ﬁltered into two matrices, A and B,
in which returns during the last period of λ are excluded
from A and returns during the ﬁrst period of λ are ex-
cluded from B (thus λ denotes the lag). From these matri-
ces an empirical lagged correlationmatrix C is constructed







(Am,i − 〈Am〉) (Bn,i − 〈Bn〉)
σmσn
, (2)
where 〈Am〉 and σm are the mean and sample standard
deviation, respectively, of column m of A, and T is the
number of rows in A (and B). Curme et al. [29] set the
lag λ to be one time horizon τ .
The matrix C can be seen as a weighted adjacency
matrix for a fully connected, directed graph. Such matrix
needs to be ﬁltered, and to ﬁnd a threshold of statisti-
cal signiﬁcance Curme et al. [29] apply a shuﬄing tech-
nique [58]. The rows of A are shuﬄed repeatedly without
replacement in order to create a large number of surro-
gate time series of returns. After each shuﬄing the lagged
correlation matrix is recalculated as C˜ and compared to
the empirical matrix C. For each shuﬄing there is an in-
dependent realisation of C˜. Then matrices U and D are
constructed, where Um,n is the number of realisations for
which C˜m,n ≥ Cm,n, and Dm,n is the number of realisa-
tions for which C˜m,n ≤ Cm,n.
From matrix U a one-tailed p-value is associated
with all positive correlations as the probability of ob-
serving a correlation that is equal to or higher than
the empirically-measured correlation. Similarly, from D a
one-tailed p-value is associated with all negative correla-
tions. Curme et al. [29] set the threshold at the standard
p = 0.01. The statistical threshold must be adjusted to
account for multiple comparisons. Curme et al. [29] use
the conservative Bonferroni correction and a less conser-
vative FRD adjustment which both depend on the sam-
ple size of N stocks. In particular Bonferroni correction
works as follows: p/N2. For N = 100 it gives 0.01/1002,
thus in such case a construction of 106 independently
shuﬄed surrogate time series is required. If Um,n = 0
then a statistically-validated positive link from stock m
to stock n (p = 0.01, Bonferroni correction) can be associ-
ated. Likewise, if Dm,n = 0 a statistically-validated nega-
tive link from stock m to stock n is associated. In this way
Curme et al. [29] construct the Bonferroni network [59].
Curme et al. [29] also construct a less constrained net-
work based on False Discovery Rate protocol [60]. In prac-
tice, in the FDR network the threshold for the matrices U
or D is not zero but a positive integer. From this thresh-
old the links in C can be ﬁltered to construct the FDR
network [59]. The Bonferroni network is a subgraph of the
FDR network. This method makes no assumptions about
the return distributions, and also imposes no topological
constraints on the Bonferroni or FDR networks [29].
Since this method only analyses strictly linear rela-
tionships we use mutual information instead of Pearson’s
correlation coeﬃcient. To extend such measure to include
non-linear dependencies we propose to base the topologi-
cal arrangement of the nodes in a network on the mutual
information. Mutual information is most often deﬁned in
the context of Shannon’s entropy [61], which is a measure




p (xi) log2 p (xi) (3)
summed over all possible outcomes {xi} with respec-
tive probabilities of p(xi). Joint (X,Y ) and conditional
H(X |Y ) entropies are also deﬁned for two variables.
We can also deﬁne mutual information in Shannon’s
sense [61]. For two discrete random variables X and Y










where p(x, y) is the joint probability distribution function
of X and Y and p(x) and p(y) are the marginal probabil-
ity distributions. For continuous variables the deﬁnition
is analogous using probability density functions. Equiva-
lently using entropy mutual information is deﬁned as:
IS(X,Y ) = H(X) + H(Y )−H(X,Y ). (5)
Mutual information measures information shared between
the two variables, therefore covering both linear and non-
linear dependencies, hence using it to describe dependen-
cies in ﬁnancial markets seems natural. Mutual informa-
tion is non-negative and IS(X,X) = H(X). We also note
that for easy estimation we need discrete data, while stock
returns are not discrete, thus we need to discretise them.
For discussion of this step see below and [5,20].
Page 4 of 9 Eur. Phys. J. B (2014) 87: 168
We also need an estimator of entropy for practical pur-
poses. There is a large number of estimators and a presen-
tation of these can be found in [62–66]. In this study we
use the Schurmann-Grassberger estimate of the entropy of
a Dirichlet probability distribution, which is thought to be
the best choice for most applications [67]. The Schurmann-
Grassberger estimator is a Bayesian parametric procedure







(#(x) + N)(ψ(m + |χ|N + 1)
− ψ(#(x) + N + 1)), (6)
where #(x) is the number of data points having value x,
|χ| is the number of bins from the discretisation step, m is
the sample size, and ψ(z) = d lnΓ (z)/dz is the digamma
function. The Schurmann-Grassberger estimator assumes
N = 1/|χ| as the prior [68].
Based on this deﬁnition we proceed with the method
presented in [29] only exchanging correlation coeﬃcient
with mutual information. Since mutual information does
not distinguish between positive and negative relation-
ships we do not need both U and D and can settle with U .
This is not a problem as in this analysis the direction of the
relationship is not particularly important and can be eas-
ily found anyway. Similar analyses have been performed
outside of economic systems [69]. Nonetheless, a less com-
putationally expensive method can be presented, without
introducing very strong assumptions. It has been shown
that the mutual information between independent random
variables (X & Y ), when estimated from relative frequen-
cies, follows a very good approximation of a gamma dis-
tribution with parameters a = (|X | − 1)(|Y | − 1)/2 and
b = 1/(N ln 2) [70,71]:








where N is the sample size and |X | and |Y | denote the
numbers of realizations of the random variables X and Y .
Here we brieﬂy explain why that is the case. Using
the natural logarithm in the entropy expression we can
expand the expression for mutual information IS(X,Y )
into a Taylor series about expansion point pXY ≡ pXpY
and obtain:








This expression relates to the χ2 test with the same con-
stant factor of 2N . The direct proof that the above has
a gamma distribution is beyond the scope of this pa-
per and will not be presented. However, the same fact
can be easily derived from knowing the χ2 test variable
follows a χ2 distribution (given the null hypothesis is
true). Since IS = (χ2)/(2N ln 2), we can scale the χ2
distribution by the factor 2N ln 2 and obtain a gamma
distribution [70,71].
Therefore, to determine the signiﬁcance of IS(Am, Bn)
from a sample study of length N at a signiﬁcance level p,
we check the condition:









where Γ1−p(a, b) denotes the (1−p)-quantile of the gamma
distribution. This is sound as under the null hypothesis
Am and Bn are independent. As in reference [29], we need
to adjust p using Bonferroni or any other less-conservative
correction. We will use this method instead of shuﬄing,
as the latter has already been analysed in reference [29].
Both methods should give reasonably similar results.
3 Materials and results
To ﬁnd mutual information-based lagged relationships in
practice we have taken log returns for 98 securities out
of 100 which constitute the NYSE 100, excluding two
with incomplete data. These log returns are intraday (one-
minute intervals). The data cover 15 days between the 21st
October 2013 and the 8th of November 2013. The choice
of data length as much smaller than used in reference [29]
is explained in two ways. First, for empirical applications
it is often required to see fast dynamics and not dynamics
evolving over decades. Second, the choice of data spanning
over many years would raise questions about the homo-
geneousness of the studied sample. Additionally, we note
that our dataset has a length of over 3000 intervals, which
is suﬃcient. To analyse daily relationships we also look
at the daily price time series of 91 securities traded on
the New York Stock Exchange (NYSE100) (the 9 missing
stocks were excluded due to missing data). The data has
been downloaded from Google Finance database1 and was
up to date as of the 11th of November 2013, going back
10 years. The data is transformed in the standard way for
analysing price movements, that is so that the data points
are the log ratios between consecutive closing prices for a
given period, as deﬁned above, and those data points are,
for the purpose of estimating mutual information, discre-
tised into 4 distinct states (binary discretisation would
discard volatility). The states represent equal parts, so
each state are assigned the same number of data points.
This design means that the model has no unnecessary pa-
rameters and proved to be very eﬃcient [5,72,73]. The
choice of quartiles is largely irrelevant (equivalently one
can choose 8 or 16 bins), see the discussion in reference [5].
We have set the p-value to 0.01 and corrected it using
conservative Bonferroni correction obtaining the corrected
p-value (α) of roughly α = 10−6. As Bonferroni correction
is thought to be excessive we also show the results for
α = 10−5, α = 10−4 and α = 10−3. The ﬁrst gives very
conservative results, while the last choice will be very re-
laxed in testing the statistical signiﬁcance. We use the ap-
propriate gamma distribution for the validation of mutual
information. Moreover, while Curme et al. [29] set λ to be
equal to τ , we will ﬁrst use the same setup and compare
1 http://www.google.com/finance/
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dashed : α = 10−5
dotted : α = 10−4



















Fig. 1. Number of pairs of stocks with statistically signiﬁcant
correlation-based links for diﬀerent values of lag λ (equal to
price sampling frequency τ ). Each line validates the correla-
tion coeﬃcient at the speciﬁed adjusted p-value for multiple
comparisons.
solid : α = 10−6
dashed : α = 10−5
dotted : α = 10−4



















Fig. 2. Number of pairs of stocks with statistically signiﬁcant
mutual information-based links for diﬀerent values of lag λ
(equal to price sampling frequency τ ). Each line validates the
mutual information at the speciﬁed adjusted p-value for mul-
tiple comparisons.
both approaches, but then also set τ to be equal to the
interval in the data (1 min or 1 day), and only use λ as a
variable. We ﬁnd this setup more informative than the one
used in reference [29], since traders are usually interested
in short-term changes. As in reference [29], we impose no
topological restraints on the networks.
In Figure 1 we present the number of validated (sta-
tistically signiﬁcant) correlation-based links between pairs
of stocks for a given time lag λ equal to price sam-
pling frequency τ for intraday stock returns, based on
the methodology of reference [29]. In Figure 2 we present
the number of validated (statistically signiﬁcant) mutual
information-based links for a given shift of λ equal to price
sampling frequency τ for intraday stock returns, based on
solid : α = 10−6
dashed : α = 10−5
dotted : α = 10−4























Fig. 3. Percentage of statistically signiﬁcant correlation-based
links between stocks belonging to the same economic sector
in all statistically signiﬁcant links for diﬀerent values of lag λ
(equal to price sampling frequency τ ). Each line validates the
correlation coeﬃcient at the speciﬁed adjusted p-value for mul-
tiple comparisons.
solid : α = 10−6
dashed : α = 10−5
dotted : α = 10−4






















Fig. 4. Percentage of statistically signiﬁcant mutual
information-based links between stocks belonging to the same
economic sector in all statistically signiﬁcant links for diﬀerent
values of lag λ (equal to price sampling frequency τ ). Each
line validates the mutual information at the speciﬁed adjusted
p-value for multiple comparisons.
the presented methodology. Note that for λ = 0 we cre-
ate a synchronous network, and that while the signiﬁcance
of Pearson’s correlation coeﬃcients was determined by a
shuﬄing technique, the statistical signiﬁcance of mutual
information was determined using percentiles of a gamma
distribution. In these, solid lines show conservative re-
sults which test the statistical signiﬁcance at an adjusted
p-value α = 10−6 (Bonferroni network), while dashed, dot-
ted, and dash-dot lines present results at less-conservative
adjusted p-values of 10−5, 10−4, and 10−3, respectively;
this layout remains the same for Figures 1–6. To further
compare these approaches we show what percentage of the
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Fig. 5. Number of pairs of stocks with statistically signiﬁcant
mutual information-based links for diﬀerent values of lag λ
(with price sampling frequency τ set to one minute). Each
line validates the mutual information at the speciﬁed adjusted
p-value for multiple comparisons.
solid : α = 10−6
dashed : α = 10−5
dotted : α = 10−4






















Fig. 6. Percentage of statistically signiﬁcant mutual
information-based links between stocks belonging to the same
economic sector in all statistically signiﬁcant links for diﬀerent
values of lag λ (with price sampling frequency τ set to one
minute). Each line validates the mutual information at speci-
ﬁed adjusted p-value for multiple comparisons.
validated links are links within the same economic sector
(as deﬁned by NYSE). We present this in Figure 3 for cor-
relation and Figure 4 for mutual information, for varying
lag (λ = τ). In Figure 5 we present the number of vali-
dated mutual information-based links for a given shift λ
for intraday stock returns, this time with the price sam-
pling frequency τ set to one minute for all values of λ. The
percentage of the validated links within a sector for this
setup is presented in Figure 6. The networks themselves
are less illustrative and have been ignored.
In Figure 7 we present the number of validated mutual
information-based links for a given shift of λ, and price

















Fig. 7. Number of pairs of stocks with statistically signiﬁcant
mutual information-based links for diﬀerent values of lag λ
(with price sampling frequency τ set to one day), at an adjusted
p-value of 10−6.




















Fig. 8. Distribution of the average of two Shannon’s en-
tropy rates within pairs of stocks with statistically signiﬁcant
(dashed line) and statistically insigniﬁcant (solid lines) mutual
information-based links, with no lag (λ = 0), at an adjusted
p-value of 10−6. The band corresponds to the permutation test
of equality of both distributions.
sampling frequency τ of one day, for daily stock returns.
Note that for λ = 0 we create a synchronous network. In
Figures 8 and 9 we show how the validation of links is con-
nected with the entropy rate of the underlying time series
(average for the two stocks in a link) for varying values of λ
(dashed line denotes signiﬁcant links, solid line denotes
other links). In other words, we show the distributions of
Shannon’s entropy rates within two groups, one consisting
of pairs of stocks with statistically signiﬁcant links, and
another without such links. We calculate entropy rate us-
ing the same data, with the Lempel-Ziv algorithm; see
reference [5] for details. The entropy rate measures the
average information content produced by an information
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Fig. 9. Distribution of the average of two Shannon’s en-
tropy rates within pairs of stocks with statistically signiﬁcant
(dashed line) and statistically insigniﬁcant (solid lines) mu-
tual information-based links, with lag of 1 day (λ = 1), at an
adjusted p-value of 10−6. The band corresponds to the permu-
tation test of equality of both distributions.
source per unit of time, thus the larger the value of the
entropy rate the more random, or less predictable, the
price formation process is, in this particular case 2 be-
ing the theoretical maximum for fully random processes
and 0 being the minimum for fully predictable ones. We
note that the results are virtually identical for λ between 1
and 20, thus only two examples have been presented.
4 Discussion
The discussion is divided into two parts. In the intraday
analysis we want to show that the methodology based on
mutual information gives good results compared to the
methodology based on Pearson’s correlation, and in fact
we also want to show that they are improved. In the daily
analysis we want to show that even at this level there are
some ineﬃciencies worth looking into.
We start with the intraday analysis. At lag λ = 0, or
in the synchronous analysis, there are no arbitrage oppor-
tunities, since the price changes for synchronised stocks
happen simultaneously. There is then no market pres-
sure to dissipate such synchronisation. But for lag λ > 0,
statistically signiﬁcant relationships, which we study and
call lead-lag eﬀects, constitute arbitrage opportunities, as
knowing one price change may allow an analyst to know
another price change at a later time, thus creating a pos-
sibility for proﬁt. In liquid markets we would therefore
expect a pressure for these opportunities to dissipate very
quickly, as market participants quickly use them for proﬁt.
In other words, we expect the number of statistically sig-
niﬁcant lead-lag links to decay very fast with increasing
lag λ. And when we compare the results obtained with our
methodology with the results based on the methodology
from reference [29] for τ = λ, we see in Figures 1 and 2
that when using the mutual information the number of
statistically signiﬁcant links decays much faster with in-
creasing time lag than it does in results based on corre-
lation. In fact for conservative Bonferroni corrections of
p-value (solid lines) the lead-lag eﬀect dissipates for mu-
tual information after 5 min, but for correlations only af-
ter 10 min. We also see that if the p-value is only weakly
adjusted for the multiple comparisons (α = 10−3) the re-
sults seem to contain a lot of statistical uncertainty, which
we see as small numbers of validated links even for large
values of λ. On this basis we ﬁnd that both methodolo-
gies perform well in validating the lead-lag relationships
between ﬁnancial instruments, with the one based on mu-
tual information perhaps being closer to our expectations.
We need another way to analyse them to conﬁrm that the
diﬀerence between the two approaches is meaningful and
does not result from a meaningless shift. In other words,
we want to show that our methodology is not only diﬀer-
ent, but also more accurate. It is well corroborated that
ﬁnancial markets are structured according to economic
sectors, thus we would expect a good method to ﬁnd a
larger than average portion of intrasector links among
the validated links. In Figures 3 and 4 we can see that
while correlation-based approach does not lead to the dis-
covery of links which are strongly interconnected based
on economic sectors (the percentage is roughly the same
for λ = 0 and λ > 0), the analysis using mutual infor-
mation ﬁnds relationships which are more often within a
sector (the percentage of intrasector links grows with the
time lag, and also is clearly dependent on the adjusted
p-value α, which is not the case for correlation-based re-
sults), which is in better agreement with other studies
mentioned in Section 1. This corroborates the usefulness
of our methodology, and proves the results are meaningful
and not merely diﬀerent.
Further, we used a diﬀerent setup with price sampling
frequency τ equal to one minute. There are two reasons
for this. First, we do not see a point in artiﬁcially decreas-
ing the price sampling resolution with increasing time lag.
Second, we believe that such an analysis may be more in-
teresting to the market practitioners. For τ = 1 we would
expect more statistically signiﬁcant links, as the frequency
is higher, and thus the dynamics faster. And indeed we
ﬁnd that the number of statistically validated links de-
creases much more slowly for this setup for all values of α,
as can be seen on Figure 5. This hints that there is a signif-
icant amount of ineﬃciency in the market at higher price
sampling resolutions, which means that there are poten-
tially a lot of arbitrage opportunities, when the market is
analysed at this faster pace. We also ﬁnd that these links
are to a signiﬁcant degree based on economic sectors (as
compared to unconstrained networks), and that this de-
gree depends on the adjusted p-value α, as can be seen in
Figure 6. We thus conclude that the market is quite far
from the Eﬃcient-Market Hypothesis at such small inter-
vals, which is corroborated not only by reference [29], but
also studies not using network approaches [5].
Now we turn to the analysis of daily stock returns.
It is often ignored, as studies show that daily stock re-
turns are much closer to being random and ruled by
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the Eﬃcient-Market Hypothesis than intraday stock re-
turns [5], thus researchers expect to ﬁnd no signiﬁcant
time lagged relationships. But we see in Figure 7 that
while there is an enormous drop of the number of validated
links between synchronous (λ = 0) and asynchronous
(λ > 0) networks, there is still a large number of links
(around 100) which are present even at large values of λ.
Curious as to whether these result stem from statistical
uncertainty and noise, or are meaningful, we compare the
predictability of the underlying price formation processes
between two groups: the validated pairs (dotted lines) and
the non-validated pairs (solid lines), as can be seen in Fig-
ures 8 and 9 in the form of kernel densities of Shannon’s
entropy rates, for the values of λ between 0 and 1 (the
results are virtually the same for λ between 1 and 20).
In Figure 8 we see that in synchronous networks there is
only a small diﬀerence in predictability between the two
groups. But we also ﬁnd that the stock returns involved
in validated pairs in asynchronous networks are on aver-
age signiﬁcantly more predictable (in terms of Shannon’s
information entropy) than the ones not involved in val-
idated pairs (the reference band presented is associated
with the permutation test for equality), as can be seen
in Figure 9. We are therefore inclined to say that these
links are not strictly a noise in the data, but present a
serious deviation from the Eﬃcient-Market Hypothesis in
the daily stock returns for certain stocks. To investigate
how such ineﬃciencies arise, we have also calculated Shan-
non’s entropy rates for a binary alphabet (instead of the
alphabet with four letters used previously). Such a setup
ignores volatility levels. We have found that the diﬀerence
between groups seen in Figure 9 is largely reduced when
entropy rates are calculated using prices discretised with
a binary alphabet, thus we believe that these ineﬃciencies
(lead-lag eﬀects) are due to spatiotemporal synchronisa-
tion of volatility on the ﬁnancial markets. This inquiry
is non-trivial however and will require further exhaustive
studies to fully grasp the meaning of this violation of the
assumption of market eﬀectiveness.
5 Conclusions
In this paper we have presented a methodology for statis-
tically validating lead-lag relationships between ﬁnancial
instruments, which is able to account for non-linear de-
pendencies in the ﬁnancial markets, and ﬁnd statistical
signiﬁcance of these dependencies in much simpler and
immensely less computationally expensive manner (espe-
cially for large sets of stocks) than previous methodolo-
gies. We have also applied this methodology to analysing
daily and intraday price changes for NYSE 100 stocks, and
have found it to perform well. While we cannot directly
show the inclusion of the non-linear relationships since we
do not know the ﬁnancial market’s structure a priori, we
were able to show that the results are diﬀerent and in
some respects better than those obtained using previous
methodologies. The results obtained using mutual infor-
mation appear to be more meaningful than those obtained
using Pearson’s correlation, since they decay quicker with
increasing time lag, and provide signiﬁcantly larger pro-
portion of intrasector links. While the results for intraday
data are not surprising, the results for daily data show that
there are statistically validated links, which we would not
expect in the daily price changes, and that these persist
even for large values of time lag and cannot be easily ex-
plained as noise in the data. An inquiry using Shannon’s
entropy rates leads us to believe that these are due to
spatiotemporal synchronisation of volatility, but this prob-
lem will require further exhaustive studies. Further stud-
ies should also be performed to analyse the usefulness and
robustness of this methodology on other markets, both ge-
ographically (other world markets) and objectively (cur-
rency exchange rates, stock indices, etc.). A more exhaus-
tive study with varying lag parameters (τ and λ) should
also be performed to further understand the deviation of
the Eﬃcient-Market Hypothesis on diﬀerent time scales.
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