Although symmetric informationally complete positive operator valued measures (SIC POVMs, or SICs for short) have been constructed in every dimension up to 67, a general existence proof remains elusive. The purpose of this paper is to show that the SIC existence problem is equivalent to three other, on the face of it quite different problems. Although it is still not clear whether these reformulations of the problem will make it more tractable, we believe that the fact that SICs have these connections to other areas of mathematics is of some intrinsic interest. Specifically, we reformulate the SIC problem in terms of (1) Lie groups, (2) Lie algebras and (3) Jordan algebras (the second result being a greatly strengthened version of one previously obtained by Appleby, Flammia and Fuchs). The connection between these three reformulations is non-trivial: It is not easy to demonstrate their equivalence directly, without appealing to their common equivalence to SIC existence. In the course of our analysis we obtain a number of other results which may be of some independent interest.
Introduction
In a d-dimensional Hilbert space, a symmetric informationally complete positive operator valued measure (SIC POVM, or SIC in short) a is composed of d 2 subnormalized projectors onto pure states E j = |ψ j ψ j |/d with equal pairwise fidelity [1, 2] ,
SICs have many important properties, which are rooted in this simple description. They are simultaneously minimal 2-designs and maximal sets of equiangular lines [1] [2] [3] [4] [5] [6] . They are optimal for linear quantum state tomography [6] [7] [8] [9] [10] [11] and measurement-based quantum cloning [8] . They are useful in quantum cryptography [6, [12] [13] [14] [15] , quantum fingerprinting [16] , and signal processing [17] . They play a crucial role in studying foundational issues [6, [18] [19] [20] and in understanding the geometry of quantum state space [21] [22] [23] . They have intriguing connections with mutually unbiased bases (MUB) [24] [25] [26] [27] [28] [29] [30] [31] [32] and discrete Wigner functions [6, 33, 34] . They are very interesting from a mathematical point of view, having connections with Galois theory [35] , Lie algebras [36] , and the graph isomorphism problem [37] . They have attracted the attention of experimentalists. Qubit SICs [15, 38, 39] and qutrit SICs [40] have now been implemented in experiments. There have appeared recent proposals for realizing SICs by successive measurements [31, 32] and by multiport devices [41] . Most studies on SICs have assumed group covariance [1, 2, 6, 37, 42] , partly because group covariant SICs are much easier to construct and to analyze. In fact, all known SICs are group covariant, and almost all of them are covariant with respect to the Heisenberg-Weyl group, also known as the generalized Pauli group [1, 2, 6, 37, 42, 43] . Up to now, analytical solutions of SICs and numerical solutions with high precision have been found up to dimension 67 [1, 2, 4, 35, 42, [44] [45] [46] [47] [48] [49] [50] . This encourages the belief that SICs exist in every finite dimensional Hilbert space. However, there is no universal recipe for constructing SICs despite the efforts of many researchers in the past decade. Apart from a few low-dimensional cases where SICs have been obtained using "pencil and paper" methods [1, 45, 50] , most known solutions have been obtained either numerically, by minimizing the frame potential [2, 42] , or analytically, by constructing a a Also known as symmetric informationally complete probability operator measurement (SIC POM) in the physics community.
Gröbner basis [42, 49] . Both these methods are computationally very demanding, and the time for the calculation grows rapidly with the dimension. Therefore, it is increasingly difficult to obtain new solutions without introducing new ideas.
Besides the construction of SICs, a major open problem is the SIC existence problem: Do SICs exist in every finite dimensional Hilbert space? This problem is crucial to understanding the geometry of quantum state space and to decoding quantum mechanics from a Bayesian point of view [19, 23] . The existence of SICs is also equivalent to the existence of many interesting objects appearing in various contexts: such as maximal sets of equiangular lines, minimal 2-designs [1] [2] [3] [4] [5] [6] , best approximation to orthonormal bases among bases composed of positive operators [28] , minimal efficient tight informationally complete measurements [8] , and minimal decomposition of certain separable states [51] . Therefore, any progress on the SIC existence problem will be beneficial to a wide range of subjects. Despite the simple description, however, this problem is extremely difficult to attack directly. To make further progress, it is indispensable to introduce new lines of thinking.
The primary purpose of this paper is to describe three different reformulations of the SIC existence problem as (1) a problem concerning Lie groups, (2) a problem concerning Lie algebras and (3) a problem concerning Jordan algebras. Surprisingly, although these problems are all equivalent, it is not easy to establish this fact without using the link through SICs. To ensure maximum generality we do not assume group covariance. In the course of obtaining our main results we derive a number of other geometric, combinatoric and information theoretic results which may be of some independent interest.
The first of our main results concerns the real orthogonal group O(d 2 ) . We say that a subgroup G ⊆ O(d 2 ) is stochastic if its elements are all of the form
where S is a doubly stochastic matrix [52, 53] (i.e. a matrix whose matrix elements are nonnegative and whose rows and columns sum to 1) and P is the fixed rank-1 projector
We will show that a SIC exists in dimension d if and only if O(d 2 ) contains a stochastic subgroup isomorphic to the projective unitary group PU(d) (i.e. the unitary group in dimension d modulo its center). We find this connection between orthogonal matrices and doubly stochastic matrices surprising. We discovered it while investigating the symmetry properties of sets of probability distributions known as maximal consistent sets. In turn, these are motivated by Quantum Bayesianism [19, 23, 54] . Closely related to this result we derive a bound on the matrix elements of the adjoint representation matrices of the unitary group in dimension d, and we show that the inequality is saturated if and only if a SIC exists in dimension d. Besides their relevance to the SIC existence problem we believe these results may also be interesting to group theorists.
The second of our main results concerns the Lie algebra of the unitary group in dimension d. Let L = {L j } be a basis for the algebra, and C L j the adjoint representation matrices of the basis elements. We will show that a SIC exists in dimension d > 2 if and only if there exists a basis L such that the C L j are Hermitian and rank 2(d − 1). This result greatly strengthens a result previously obtained by Appleby, Flammia and Fuchs [36] (note, however, that the result proved here only holds for d > 2, whereas the one in Ref. [36] holds for d ≥ 2).
The third of our main results concerns the Jordan algebra consisting of all operators on the d-dimensional Hilbert space and equipped with the anti-commutator as product. Let L = {L j } be a Hermitian basis for this algebra, C L jkl the structure constants and C L j the structure matrices defined by (C
We will show that a SIC exists in dimension d > 2 if and only if there exists a basis L such that each structure matrix is a linear combination of a rank-(2d − 1) real symmetric matrix and the identity matrix. We also prove a weaker version of this result which holds for d ≥ 2. This Jordan algebraic formulation of the SIC existence problem may be relevant to convex-operational approaches to quantum mechanics, given the close connections between Jordan algebras and homogeneous self-dual cones [55] [56] [57] .
The rest of this paper is organized as follows. In Sec. 2 we investigate a type of structure which could be described as a generalized 2-design [1, 2, 8] . This section establishes the basic framework on which everything else in the paper depends. In Sec. 3 we begin by showing how the results in Sec. 2 can be used to give a simple, unified treatment of several well-known geometric, combinatoric and information theoretic results. We then go on to establish several technical results needed in the sequel. In Sec. 4 we present two group theoretic formulations of the SIC existence problem. In Sec. 5 we present the Lie algebraic formulation of the SIC existence problem. In Sec. 6, we present the Jordan algebraic formulation of the SIC existence problem. Section 7 summarizes the paper.
Much ado about simplices
The projectors Π j defining a SIC in dimension d form a (d 2 − 1)-dimensional regular simplex in the space of Hermitian operators:
They also form a 2-design [1, 2, 8] ,
where P s is the projector onto the symmetric subspace of the tensor-product space. In this section we consider more general families of Hermitian operators which are not required to be either rank 1 or positive, and establish connections between the simplices they define and what might be called generalized 2-designs. In this way we derive several simple yet useful results which will serve as a unified basis for studying SICs from various perspectives, including but not restricted to geometric, combinatoric, algebraic, group theoretic, and information theoretic lines of thinking. As we will see, this approach is surprisingly powerful both for rederiving old results and for obtaining new ones. Throughout the rest of the paper, H denotes a d-dimensional Hilbert space and B(H) the space of operators on H with identity 1. The space B(H) is itself a Hilbert space equipped with Hilbert-Schmidt inner product A|B := tr(A † B) for A, B ∈ B(H), where we have used double ket notation to distinguish operator kets from ordinary ones [9, 37] . Superoperators, such as the outer product |A A|, act on this space just as operators on the ordinary Hilbert space; the identity superoperator is denoted by I (the arithmetic of superoperators can be found in Refs. [9, 37, [58] [59] [60] 
In that case,
Remark 1. Equation (6) characterizes the geometrical properties of the (possibly irregular) simplex formed by the vectors {L j } while Eq. (7) is what we are calling the generalized 2-design property. The theorem thus generalizes the connection between simplices and 2-designs which we see in the case of a SIC. Equation (7) reflects the combinatoric properties of {L j }. It is also relevant to the study of entanglement and minimal decomposition of separable states [51] . Equation (8) has information theoretic content: When the L j form a generalized measurement and have the same trace of 1/d, the superoperator j |L j L j | determines the efficiency of this measurement in linear state tomography [8, 9, 37] (see also Sec. 3.3). Remarkably, the geometric, combinatoric, and information theoretic aspects of the basis {L j } can be connected by a simple theorem. As we shall see shortly, quite a few key results pertinent to SICs can be derived or rederived based on this theorem. Furthermore, Theorem 1 is also the cornerstone for establishing group theoretic and algebraic formulations of the SIC existence problem, which are the main focus of this paper.
The proof of the theorem depends on the following lemma, which is also of some independent interest. Lemma 1. Suppose {L j } is a set of n Hermitian operators in B(H). Then the following two statements are equivalent:
The set {L j } spans B(H) if and only if α > 0 and α + dβ > 0.
Remark 2. Note that this result applies more generally than Theorem 1 since we do not assume that {L j } is a basis, nor even that it has cardinality d 2 .
Proof. Let B(B(H)) denote the space of operators on B(H). Then B(B(H)) is isometrically (with respect to the Hilbert-Schmidt inner product) isomorphic to B(H) ⊗ B(H) under the map |A B| → A ⊗ B † for A, B ∈ B(H). The equivalence of Eqs. (10) and (11) follows from the observation that under this isomorphism |1 1| is mapped to the identity, which is equal to P s + P a , and I is mapped to the swap operator, which is equal to P s − P a . Here the first claim follows from the definition. To verify the latter claim, define E rs = |r s|. Then I = r,s |E rs E rs |, whose image under the isomorphism is exactly the swap operator r,s |rs sr|.
Finally, note that the operators L j span B(H) if and only if the superoperator j |L j L j | is positive definite, which is true if and only if its two distinct eigenvalues α and α + dβ are both positive.
For later reference let us note that it is easy to obtain explicit expressions for the constants α, β featuring in the lemma. In fact, taking the trace of both sides of Eq. (11) gives
while taking the inner product with
Consequently,
Observe also that multiplying both sides of Eq. (11) by |1 on the right gives
Proof of Theorem 1. The equivalence of Eqs. (7) and (8) 
which implies that the vector (tr(
T is the eigenvector of M with eigenvalue α + dβ. As a consequence,
where in deriving the last equality we have applied Eq. (13) . Note that Lemma 1 guarantees that α + dβ is non-zero since {L j } is a basis. So Eq. (6) holds with γ = β/(α + dβ). It remains to show that Eq. (6) implies Eq. (8) . If Eq. (6) holds, then
since {L j } is a basis in the operator space. Taking the trace on both sides we find
Now the fact that {L j } is a basis means that the Gram matrix M jk = tr(L j L k ) must be positive definite, implying that α > 0 and, consequently, dγ = 1 in view of Eq. (20) . We may therefore rearrange the equation to derive
Equations (19) and (21) imply that |1 is an eigenvector of the superoperator
From Eq. (20) or (21) and the fact that α > 0 we find
An important special case of Theorem 1 is when
Corollary 1. Suppose {L j } is a set of d 2 Hermitian operators in B(H). Then the following three equations are equivalent:
Remark 3. Any equation in the corollary ensures that {L j } is a basis for B(H). If the L j were rank-1 projectors satisfying these conditions, they would define a SIC.
Proof. The claim is a straightforward consequence of Theorem 1.
Another important special case of Theorem 1 is when the basis {L j } forms a regular simplex. We conclude this section with two corollaries concerning this case, which will be needed in the sequel. Since they are of a somewhat technical character we relegate the proofs to the appendix.
Corollary 2. Suppose {L j } is a basis of Hermitian operators for B(H) which satisfies any of the three equivalent Eqs. (6), (7) , and (8) in Theorem 1. If β = 0, then the following statements are equivalent:
6. tr(L j ) = 0 and the vectors ǫ j L j are equiangular.
7. tr(L j ) = 0 and j ǫ j L j is proportional to the identity.
If β = 0 statement 2 is automatic. Statements 1, 3, 4, 7 and 8 are equivalent and imply statements 5 and 6, which are also equivalent. Equation (26) is still applicable when statements 1, 3, 4, 7 and 8 hold. Note that α > 0 since {L j } is a basis.
Proof. See the appendix.
Corollary 3. Suppose {L j } is a basis of Hermitian operators for B(H) which satisfies
Then α > 0 and ζ > −α/d 2 . Moreover, the following statements are equivalent:
1. j L j is proportional to the identity. 2. The value of tr(L j ) is independent of j.
If any of these statements holds, then
If in addition ζ = 0, then any of statements 1, 2, 3 holds if and only if {L j } satisfies Theorem 1 with the same α and γ = dζ/(α + d 2 ζ).
Remark 5. Equation (27) is a necessary and sufficient condition for the basis to be a regular simplex. Geometrically, all the conditions in the corollary amount to the requirement that the center of that simplex is proportional to the identity.
3 Geometric, combinatoric, and information theoretic characterizations of SICs
The purpose of this section is two-fold. The propositions proved in the last section are surprisingly powerful, given the simplicity of the underlying geometrical intuition. One aim of this section is to illustrate that power by rederiving a number of well-known results. The other aim is to derive some new results which will be needed in the sequel. The study of SICs has drawn much inspiration from the study of equiangular lines [4, [61] [62] [63] [64] [65] [66] , spherical codes and designs [2, 5, 6, 8, [67] [68] [69] [70] , as well as frame theory [2, 6, 8, 71, 72] . Recently, it has also found interesting connections with quantum state estimation [7] [8] [9] 11, 37, 73] , entanglement theory [51, 74, 75] , and Lie algebras (Ref. [36] and this paper). In this section we review several important geometric, combinatoric, and information theoretic characterizations of SICs originating from these studies. Specifically, using the unified approach introduced in Sec. 2, we provide self-contained proofs of the well known results that SICs are maximal sets of equiangular lines [1, 3, 67] , minimal 2-designs [1, 2, 8] , and minimal efficient tight informationally complete (IC) measurements [8] , and vice versa. We then generalize these results in preparation for group theoretic and algebraic treatments of the SIC existence problem.
In the rest of the paper by a "SIC" we mean a set of d 
Maximal equiangular lines
In the mathematical community, SICs have been studied under the name of equiangular lines for more than half a century [4, [61] [62] [63] [64] [65] [66] ; see Ref. [66] for a historical survey. When the lines are represented by pure states, the equiangular condition means that the pairwise fidelities among the states are the same. A cursory inspection of the Gram matrix of the lines reveals that there are at most d 2 equiangular lines in a (complex) Hilbert space of dimension d [4] . When the pairwise fidelity µ is smaller than 1/(d + 1), there is a tighter bound for the number n of lines,
which is known as the Welch bound [3] . A set of equiangular lines is tight if it saturates the Welch bound. SICs stand out as sets of equiangular lines that saturate both the Welch bound and the absolute upper bound.
and the upper bound is saturated if and only if {Π j } is a SIC.
Remark 6. Here we do not assume that {Π j } forms tight equiangular lines, so it is not so obvious that it is a SIC when the absolute upper bound d 2 is saturated.
Proof. The rank of the Gram matrix of {Π j } is equal to n and is also equal to the rank of the superoperator j |Π j Π j |, which is bounded from above by d Remark 7. Here we do not assume that Π j have the same trace or they form a generalized measurement up to a scale factor, but these requirements are automatically satisfied when the upper bound is saturated. This corollary shows that in a sense SICs are maximal simplices that can fit into the state space. This result is consistent with the observation in Ref. [28] that SICs are the best approximation to orthonormal bases among bases composed of positive operators.
Proof. The inequality α ≤ d/(d + 1) follows from the equation
Here the second inequality is saturated if and only if all Π j have rank one. In that case, {Π j } is a SIC according to Theorem 2 (assuming α = 0), so j Π j = d and the first inequality is saturated automatically.
Minimal 2-designs
Consider a weighted set of states {|ψ j , w j } with 0 < w j ≤ 1 and j w j = d. Given a positive integer t, the order-t frame potential Φ t [2, 8] is defined as
Note that B t is supported on the t-partite symmetric subspace, whose dimension is
The frame potential Φ t is bounded from below by d 2 d+t−1 t −1 , and the bound is saturated if and only if B t = d d+t−1 t −1 P t , where P t is the projector onto the t-partite symmetric subspace. The weighted set {|ψ j , w j } is a (complex-projective) weighted t-design if the lower bound is saturated; it is a t-design if, in addition, all the weights w j are equal [2, 5, 8, 68, 76] . It follows from the definition that a weighted t-design is also a weighted t ′ -design for t ′ < t. For any pair of positive integers d and t, there exists a (weighted) t-design with a finite number of elements [77] . The number is bounded from below by
where ⌈t/2⌉ denotes the smallest integer not smaller than t/2, and ⌊t/2⌋ the largest integer not larger than t/2 [5, 8, 78] . The bound is equal to d, d 2 , d 2 (d+1)/2 for t = 1, 2, 3, respectively. Any resolution of the identity consisting of pure states is a weighted 1-design. SICs [1, 2, 8, 42] and complete sets of MUB [24] [25] [26] are prominent examples of 2-designs.
Here we are mainly interested in weighted 2-designs and their connection with SICs [1, 2, 6, 8, 9, 37, 70, 76] . In particular, we rederive the result of Scott that any minimal weighted 2-design is a SIC [8] .
Then n ≥ d 2 and the lower bound is saturated if and only if w j = 1/d and {|ψ j ψ j |} is a SIC. 
Therefore, w j = 1/d and {|ψ j ψ j |} is a SIC. Proof. The inequality β ≥ α follows from Eq. (7) and the observation that
are supported on the symmetric subspace, which implies that L j have rank one. According to Theorem 3,
The upper bound for γ follows from Eq. (22); the lower bound and the equality condition follow from the equality γ = β/(α + dβ). Alternatively, the two bounds for γ can be established by virtue of Eqs. (22) and (14) . 
Tight informationally complete measurements
A generalized measurement {E j } is a tight IC measurement [8] if
for some positive constants α, β. In linear state tomography, one needs to invert the frame superoperator F to compute the reconstruction operators, which is generally complicated. Tight IC measurements are characterized by particular simple frame superoperators and thus easy state reconstruction [8, 9, 37] . Multiplying Eq. (35) by |1 on the right gives α+dβ = d. Taking the trace of the equation yields
which implies that α ≤ d/(d+1), and the inequality is saturated if and if all E j have rank one. In linear state tomography with tight IC measurements, the resource required to reach a given precision is roughly inversely proportional to α [8, 9, 37] . Therefore, a tight IC measurement
is saturated and E j = w j |ψ j ψ j |, then {|ψ j , w j } satisfies Eq. (33) according to Eq. (35) and Corollary 1 and is thus a weighted 2-design. Conversely, every weighted 2-design defines an efficient tight IC measurement. Now application of Theorem 3 reproduces a well-known result of Scott [8] .
Theorem 4. A rank-1 measurement {E j = w j |ψ j ψ j |} with n elements is a tight IC measurement if and only if {|ψ j , w j } is a weighted 2-design. It is a minimal tight IC measurement (that is n = d 
Generalization
In this section we present a result which will be needed in the sequel. It concerns a special case of Theorem 1 which generalizes the connection between weighted 2-designs and SICs discussed above. Measurements of this form are often used to model real experiments when there is white noise [9] . Since the result is somewhat technical we relegate the proof to the appendix. 
where the ǫ j are signs and ǫ is a fixed sign. The same conclusion holds when d = 2 if in addition {L j } is a basis for B(H) and one of the following holds, 1. β = 0 and one of statements 1 to 8 in Corollary 2 is true.
2. β = 0 and one of statements 1, 3, 4, 7, 8 in Corollary 2 is true.
Remark 8. To see why we need to treat the case d = 2 separately, note that any orthonormal basis {L j } would satisfy the conditions of the first part of the theorem with α = 1 and β = 0. But this basis usually cannot be written in the form as specified in the theorem. This is a consequence of the special features of the two-dimensional state space, such as the fact that every Hermitian operator is a linear combination of a rank-1 projector and the identity, usually in two different ways.
Group theoretic formulations of the SIC existence problem
In this section we present two, closely related, group theoretic formulations of the SIC existence problem. Group theory is a very rich and well-studied subject. There are therefore grounds for hoping that our results will make the SIC existence problem more tractable. Our results may also be found interesting from a group theoretic perspective.
is of stochastic type if it is of the form
where S is a doubly stochastic matrix [52, 53] , and P is the rank-1 projector defined in Eq. (3). Note that SP = P S = P . We say that a subgroup Remark 9. This connection between orthogonal matrices and doubly stochastic matrices plays an important role in the study of the symmetry properties of maximal consistent sets [19, 23, 54] .
The proof of this theorem will be given below, after we have proved our second group theoretic formulation of the SIC existence problem. Let L = {L j } be an orthonormal basis for B(H) consisting of Hermitian operators. For each
be the adjoint representation matrix of U with respect to this basis. Define
where the maximum in the second definition is taken over all orthonormal bases consisting of Hermitian operators. Our second group theoretic formulation of the SIC existence problem may now be stated as follows:
The inequality is saturated if and only if a SIC exists in dimension d. The bases L for which m(d, L) = −1/d are precisely the ones of the form
where {Π j } is a SIC and ǫ, ǫ ′ are fixed signs. 67) , and it suggests the conjecture that m(d) = −1/d in every finite dimension. This is indeed a remarkable contribution of SIC study to representation theory. We believe that the interplay between the two subjects will lead to more progress.
Before proving Theorem 7, we need to introduce a technical lemma, which may be of independent interest.
where r = j λ j , s = j λ 2 j and λ
is the vector with the components of λ in increasing (respectively decreasing) order. The inequality is saturated if and only if at least d − 1 components of λ are identical, that is,
where
and where x is understood as x(1, 1, . . . , 1) when appearing in a vector equation.
Proof of Theorem 7. Let λ j,k denote the eigenvalues of L j ; then we have
which establishes the upper bound on m(d, L). Here the second equality follows from the well known fact (see page 341 of Ref. [52] 
k for all U , j, k, and the observation that with an appropriate choice of U the operators L j and U L k U † are simultaneously diagonalizable. The second inequality follows from Lemma 2. In deriving the last equality, we have applied the formula j [tr(L j )] 2 = tr(1 2 ) = d, which follows from the assumption that {L j } is an orthonormal basis of Hermitian operators.
We next prove that if the bound on m(d, L) is saturated then a SIC exists in dimension d and the basis is of the form specified by Eq. (42) . To show this observe that if the third inequality is saturated we must have | tr(L j )| = 1/ √ d for all j, while it follows from Lemma 2 that if the second inequality is saturated then each L j has at least d − 1 identical eigenvalues. Consequently, each L j is a linear combination of a rank-1 projector and the identity. According to Theorem 5 with α = 1 and β = 0, there exists a SIC {Π j } such that
and ǫ j , ǫ ′ are signs (application of Theorem 5 is a fast recipe for deriving this conclusion although it is also not difficult to verify this claim directly in this simple situation). Observe that with these values of a j , b j ,
To saturate the first inequality in Eq. (46), all the signs ǫ j must equal a fixed sign, ǫ say. Equation (42) now follows.
To prove sufficiency it is enough to observe that λ Proof. See the appendix.
Proof of Theorem 6. To prove necessity let L be an Hermitian orthonormal basis of the type specified by Eq. (42) . We have tr(
for all U ∈ U(d). It follows from this and Theorem 7 that if we define
then S is doubly stochastic. Therefore, U L = (d + 1)S − dP is of stochastic type, and the Proof. The fact that G is stochastic follows from a variant of the argument used in Theorems 7 and 6 to prove that the adjoint representation of U(d) relative to L is stochastic, note that conjugation by anti-unitary operators does not change the spectrum of Hermitian operators.
To prove that G is maximal stochastic let H ⊆ O(d 2 ) be a stochastic subgroup containing G, and let R ∈ H be arbitrary. Define a linear transformation f :
Then tr(f (P )f (P ′ )) = tr(P P ′ ) for any two pure states P and P ′ . We will show that f takes pure states to pure states. It will then follow from Wigner's theorem [79] that f must be conjugation by a unitary or anti-unitary operator, thereby implying that R ∈ G.
Let P be an arbitrary pure state. We begin by showing that f (P ) is positive semidefinite, that is, tr(P ′ f (P )) ≥ 0 for every pure state P ′ . Choose unitary operators U , V such that
We have
The facts that tr(
, and j R jk = 1 mean that f is unital and trace preserving, namely, f (1) = 1 and tr(f (A)) = tr(A) for any Hermitian operator A. In view of Eq. (42), we can now deduce from Eq. (54) the following equation,
In addition, we also have tr(f (P )) = tr (f (P )) 2 = 1 since R is orthogonal and f is trace preserving. Therefore, f (P ) is a pure state, as claimed.
The problem of determining all the maximal stochastic subgroups of O(d 2 ) is, in general, difficult. When d = 2, however, it has a simple solution.
Remark 11. This theorem is closely related to the fact that in dimension 2 there is a unique maximal consistent set, namely, the quantum state space [23, 54] .
Proof. Observe that the set G is indeed a group and that every matrix of stochastic type is contained in G. So the result will follow if G is stochastic. To see this let A be any element in G and (x, y, z, w) any row in A. We have
Using the method of Lagrange multipliers, it is straightforward to verify that the minimum of x under the two constraints is equal to −1/2 and is attained when y = z = w = 1/2. The same analysis shows that A jk ≥ −1/2 for all j and k. Consequently, A is of stochastic type and the group G is stochastic.
A Lie algebraic formulation of the SIC existence problem
In the last section we established a connection between the SIC existence problem and the adjoint representation of the Lie group U(d). In this section we establish an ostensibly quite different connection with the adjoint representation of the Lie algebra u(d) (i.e. the Lie algebra of U(d)). The result we prove is a much stronger version of a result previously proved by Appleby, Flammia and Fuchs [36] . Let L = {L j } be a basis for u(d). We adopt the physicist's convention that u(d) consists of Hermitian matrices (as opposed to anti-Hermitian ones). So the L j are all Hermitian. Let C L jkl be the structure constants for this basis:
We also define the structure matrices C L j to be the matrices with elements
Note that the structure constants and structure matrices are pure imaginary (as can be seen by taking Hermitian conjugates on both sides of Eq. (58)). The significance of the structure matrices is that they are the adjoint representatives of the basis elements. Thus, if ad A is the linear map
and C L A is the matrix defined by
. In passing, we mention a well-known connection between the spectrum of C L A and that of A, which will be needed in the sequel. If A has spectrum {λ j , 1 ≤ j ≤ d}, then C L A has spectrum {λ j − λ k , 1 ≤ j, k ≤ d} (see, for example, Lemma 11 of Ref. [36] ). In particular, C L A has rank 2(d − 1) if and only if A is a linear combination of a rank-1 projector and the identity and is not proportional to the identity.
We are now ready to state our main result:
, then the following statements are equivalent:
2. There exists a basis for u(d) such that the structure matrices are Hermitian and rank
The bases required in statement 2 are precisely the ones of the form
where {Π j } is a SIC, the ǫ j are signs, ℓ is a non-zero real number, and η is an arbitrary real number not equal to −1/d.
Remark 12. In Ref. [36] , in addition to the requirement that the structure matrices are Hermitian and rank 2(d − 1), it was also required that they have the specific form Q j − Q T j , where the Q j are rank-(d − 1) projectors which are orthogonal to their own transposes. The present theorem does not impose the last requirement and therefore represents a considerable strengthening. In fact, this property will come for free once the weaker requirement in our theorem is satisfied. Note, however, that it only holds for d > 2. When d = 2 it is necessary to fall back on the theorem proved in Ref. [36] . The reason that the theorem does not hold when d = 2 is that the proof depends on the first part of Theorem 5 .
To prove Theorem 10 we need the following lemma, which generalizes Lemma 9 in Ref. [36] . If these conditions are satisfied, and L j is a rank-1 projector plus a multiple of the identity, then H j in statement 3 can be chosen to be a projector of rank d − 1.
Proof. As noted earlier the structure constants and structure matrices are pure imaginary. So the structure matrices are Hermitian if and only if they are anti-symmetric. Since the structure constants are automatically anti-symmetric in the first two indices, the equivalence 1 ⇔ 2 follows.
The implication 3 ⇒ 1 is immediate. To prove the implication 1 ⇒ 3 observe that we can write the structure matrices in the form C L j = H j − N j , where H j and N j are orthogonal positive semidefinite Hermitian matrices. The anti-symmetry of the structure matrices then implies that N j = H T j . If, in addition, L j has spectrum {λ j,k : 1 ≤ k ≤ d}, then H j has nonzero spectrum {λ j,k − λ j,l : λ j,k > λ j,l }. In particular, H j is a rank-(d − 1) projector if L j is a rank-1 projector plus a multiple of the identity.
To prove the equivalence 2 ⇔ 4 we first show that statement 2 is equivalent to the requirement that j |L j L j | commutes with ad L k for all k. In fact
and
On the other hand,
The claim now follows. We next observe that the semi-simplicity of the Lie algebra su(d) means that the adjoint representation of u(d) has only two irreducible components, namely, su(d) and the one-dimensional subspace spanned by the identity. According to Schur's lemma, the requirement that j |L j L j | commutes with ad L k for all k is equivalent to Eq. (8) of Theorem 1.
Proof of Theorem 10. To prove the implication 1 ⇒ 2 let {Π j } be a SIC in dimension d and let L = {L j } be the basis specified by Eq. (62). Then L satisfies Eq. (6) of Theorem 1. It follows from Lemma 4 that the structure matrices are Hermitian. The structure matrices also have rank 2(d − 1) since each L j is a linear combination of a rank-1 projector and the identity. To prove the implication 2 ⇒ 1 observe that if statement 2 holds then it follows from Lemma 4 that the basis satisfies the three Eqs. (6), (7) and (8) of Theorem 1. Meanwhile, the rank condition ensures that each L j is a linear combination of a rank-1 projector and the identity. According to Theorem 5, there exists a SIC {Π j } such that
as specified by Eq. (62).
By virtue of Lemma 4, it is now straightforward to prove the additional statement proved in Ref. [36] , that SIC existence implies the existence of a basis L for which the structure matrices have the form C Alternatively, this corollary can be derived as follows. According to Lemma 4, the sufficiency is immediate. Conversely, if the structure constants are completely anti-symmetric,
pure states (the normalization is not assumed here but will follow later) that satisfy j Π j ⊗ Π j = [2d/(d + 1)]P s . According to Theorem 3, {Π j } is a SIC and the corollary follows.
Corollary 7. Suppose {Π j } is a basis for the Lie algebra u(d) that is composed of pure states. Then the structure constants are completely anti-symmetric if and only if {Π j } is a SIC.
In the case of a SIC the structure constants are completely anti-symmetric. It is interesting to ask for what other bases this is true. The following two theorems provide a partial answer to that question. Proof. To prove the implication 1 ⇒ 2 observe that, according to Lemma 4, if the structure constants are completely anti-symmetric, then
with α, α + dβ > 0. If β = 0, then {ǫ j L j } is an orthonormal basis and thus forms a regular simplex. Otherwise, the constancy of tr(L 2 j ) implies the constancy of | tr(L j )|, and {ǫ j L j } again forms a regular simplex. The fact that the constant value of | tr(L j )| is non-zero follows from the fact that {L j } is a basis.
To prove the implication 2 ⇒ 1 observe that statement 2 implies
for some real constants α, γ. The fact that the structure constants are completely antisymmetric then follows from Lemma 4. 2. {ǫ j L j } is a regular simplex.
Proof. The argument is almost the same as in the proof of Theorem 11.
A Jordan algebraic formulation of the SIC existence problem
In the last section we established a connection between the SIC existence problem and the Lie algebra u(d). In this section we establish a connection which is in some ways analogous between the SIC existence problem and the Jordan algebra j(d): i.e. the algebra consisting of the set of operators on H equipped with the anti-commutator
as product (note that in the literature it is more common to take the product to be the anti-commutator scaled by the factor 1/2). We will also have occasion to consider the Jordan algebra j H (d) of all Hermitian operators on H and equipped with the same product. The connections between Jordan algebras and homogeneous self-dual cones [55] [56] [57] mean that this formulation of the SIC problem may be relevant to convex-operational approaches to quantum mechanics.
Let L = {L j } be a basis for j(d) consisting of Hermitian operators (so L is also a basis for j H (d)). Analogously to Eqs. (58) and (59) we define the structure constants C L jkl by
and the structure matrices
Note that for a given Hermitian basis the structure constants and structure matrices are the same irrespective of whether we consider the algebra j(d) or the algebra j H (d). Note also that if the basis is Hermitian the structure constants and structure matrices are real (as can be seen by taking Hermitian conjugates on both sides of Eq. (71)). Just as with the Lie algebraic formulation we need to make a distinction between the cases d = 2 and d > 2. We accordingly prove two theorems: a stronger one (Theorem 13) which holds when d > 2 and which is analogous to Theorem 10 in this paper, and a weaker one (Theorem 14) which holds when d ≥ 2 and which is analogous to Theorem 7 of Appleby, Flammia and Fuchs [36] . The weaker theorem, though entails more assumptions, is still interesting (it establishes an analogy with the Q − Q T property in the Lie algebraic case). 2. There exists a basis for j H (d) such that each structure matrix is a rank-(2d−1) symmetric matrix plus a multiple of the identity.
The bases satisfying statement 2 are precisely the ones of the form
where {Π j } is a SIC, ǫ, ǫ j are signs, and c is a positive constant.
Remark 14. Thus, in the Lie algebraic case the structure matrices are required to be antisymmetric, while in the Jordan algebraic case they are required to be symmetric. However, in the later case the rank condition is slightly more complicated. Observe that requiring the structure matrices to be symmetric is equivalent to requiring the structure constants to be completely symmetric-by contrast to the Lie algebraic case where the structure constants are required to be completely anti-symmetric. 2. There exists a basis L for j H (d) such that each structure matrix is of the form
where Q j is a rank-(d − 1) projector which is orthogonal to its own transpose, P j a real rank-1 projector orthogonal to Q j and Q T j , and a j a real constant.
If these statements hold, the constants a j in statement 2 are all equal to a in Eq. (73) , and the basis L is given by
where {Π j } is a SIC.
Remark 15. In the Lie algebraic case each structure matrix is of the form Q j − Q T j where Q j is a rank d − 1 projector orthogonal to its own transpose. The Jordan algebraic case is similar to that, but slightly more complicated.
Note that the P j , being real, are automatically symmetric-so the result is consistent with Theorem 13. The Q j are necessarily not real (a real projector is identical to its transpose, and so cannot be orthogonal to it except in the trivial case of the zero projector). However, the combination Q j + Q T j is, of course, real. Interestingly, the basis in Eq. (75) is identical with the one in Eq. (42) apart from an overall scale factor.
Before proving these theorems we need to develop some machinery. By analogy with the adjoint representation of a Lie algebra there is, associated to each element
Note that, unlike the Lie algebraic case, this does not give us a representation of the algebra since it is generally not the case that f {A,B} = {f A , f B }. If A is Hermitian we make no notational distinction between the map f A : j(d) → j(d), and its restriction to the space of Hermitian operators
It is often more convenient to represent linear maps such as f A with matrices. Given a basis L = {L j } for j H (d), the anticommutator {A, L k } can be expanded as
Then the transpose of the matrix C L A defined by the expansion coefficients is the matrix representation of f A relative to the basis L. Note also that C L Lj is just the structure matrix C L j . Let {λ j : j = 1, . . . , d} be the eigenvalues of A ∈ j H (d). It is straightforward to verify, analogously to the Lie algebraic case (cf. the proof of Lemma 11 in Ref. [36] ), that the eigenvalues of f A and that of C L A are {λ j + λ k : j, k = 1, . . . , d} (note that the eigenvalues of f A are the same, irrespective of whether one considers it as acting on j H (d) or j(d)). In particular, if A is a real constant, say A = c, then f A is 2c times the identity map and C Proof. Though a little more tedious, the proof proceeds along essentially the same lines as the proof of Lemma 11 of Ref. [36] .
In the Lie algebraic case the fact that the adjoint representation of u(d) has only two irreducible components played an important role (cf. the proof of Lemma 4). In the Jordan algebraic case the situation is even simpler since there is only one irreducible component, as the following Lemma shows.
Lemma 6. The action of the superoperators {f
Proof. Suppose, on the contrary, that the action on j(d) was reducible. Let S be a nontrivial invariant subspace under this action and S ⊥ its orthogonal complement with respect to the Hilbert-Schmidt inner product. Then S ⊥ is also invariant according to the following equation with B ∈ S ⊥ and C ∈ S:
We now establish a contradiction by considering a special operator. Let {|r : r = 1, . . . , d} be an orthonormal basis for H and let E rs = |r s|. Define A = r λ r E rr with λ r = 10 r . Then E rr is the unique eigenvector of f A with eigenvalue 2λ r . Consequently, each E rr belongs either to S or to S ⊥ . The equation
then implies that {E rs : r, s = 1, . . . , d} is contained either in S or in S ⊥ . But the E rs are a basis for j(d) so this contradicts the assumption that S is non-trivial.
The irreducibility of the action on j H (d) is an easy consequence of its irreducibility on j(d).
Before proving our main results, Theorems 13 and 14, we need to establish the following lemma. T , where H is a Hermitian matrix which is orthogonal to its own transpose, and where S is a real symmetric matrix orthogonal to H and H T and having the same nonzero spectrum as A.
3. {L j /ℓ} is an orthonormal basis for some positive constant ℓ.
If, in addition, A is a rank-1 projector, then H and S in statement 2 can be chosen to be projectors with ranks d − 1 and 1, respectively.
Remark 16. Note that the first statement is equivalent to the statement that the structure matrices are symmetric, which in turn is equivalent to the statement that the structure constants are completely symmetric. The second statement is equivalent to the requirement that the structure matrices C Proof. The implication 2 ⇒ 1 is immediate. To prove the equivalence 1 ⇔ 3, note that statement 1 is equivalent to the statement that C L j are symmetric for all j since A is a linear combination of the basis elements L j . Define
Then D j and M are real symmetric matrices satisfying
M is positive definite since {L j } is a basis. Therefore, M commutes with C It remains to prove the implication 3 ⇒ 2. When {L j /ℓ} is an orthonormal basis,
from which it follows immediately that C L A is a real symmetric matrix. Suppose A has the spectral decomposition A = r λ r |e r e r |. Define E rs = |e r e s |. Then Eq. (81) reads in superoperator notation
Define
and consequently, C
Observe that S and H are the transposes of the matrix representations of the superoperators r λ r |E rr E rr | and r<s (λ r + λ s )|E rs E rs | with respect to the orthonormal basis {L j /ℓ}. We conclude that S is real symmetric and H Hermitian; S, H and H T are mutually orthogonal. Moreover, S and H have nonzero spectrum
respectively. In particular, S has the same nonzero spectrum as A. If, in addition, A is a rank-1 projector, then H and S defined above are projectors with ranks d − 1 and 1, respectively, which completes the proof.
We are now ready to prove our main results. To prove the implication 2 ⇒ 1, let {L j } be a basis that satisfies the requirement in statement 2. Then it follows from Lemma 7 that {L j /ℓ} is an orthonormal basis for some positive constant ℓ. In addition, there exist real constants a j such that each C Lj +aj has rank 2d − 1. According to Lemma 5, L j + a j has rank 1 or, in the case d = 3, has spectrum of the form {λ j , −λ j , −λ j }. In any case, each L j is a linear combination of a rank-1 projector and the identity. According to Theorem 5 with α = ℓ 2 and β = 0, there exists a SIC {Π j } such that L j have the form specified in Eq. (73) (note that this last step is not valid when d = 2, which is why the theorem only holds for d > 2).
Proof of Theorem 14. To prove the implication 1 ⇒ 2 let {Π j } be a SIC and {L j } the basis in Eq. (75) . Then {L j /ℓ} is an orthonormal basis with ℓ = d/(d + 1). DefineC It remains to prove the implication 2 ⇒ 1. When d > 2, according to Theorem 13, there exists a SIC {Π j } such that the basis satisfying statement 2 has the form L j = cǫǫ j (Π j − a), where c, ǫ, ǫ j and a are as specified in Theorem 13. By essentially the same argument that leads to the implication 1 ⇒ 2 we find that the C L j can be written as
where P 
which implies 2 tr(L
, so that statement 4 in Corollary 2 holds. According to Theorem 5 with α = ℓ 2 and β = 0, there exists a SIC {Π j } such that L j = cǫǫ j (Π j − a), where ǫ, ǫ j are signs, c is a real constant, and a is given by Eq. (73) . By the same argument as in the case d > 2, we find cǫǫ j = 1 and a j = a. Again, L j have the form specified in Eq. (75).
Summary
We have explored various group theoretic and algebraic characterizations of the SIC existence problem based on a unified framework. In particular, we proved the equivalence of the following statements:
1. The existence of a SIC in dimension d. 4. The existence of a basis for the Jordan algebra j H (d) such that each structure matrix is a linear combination of a rank-(2d − 1) real symmetric matrix and the identity matrix.
In conjunction with well-known geometric, combinatoric, and information theoretic characterizations, these new characterizations not only enrich the meanings and implications of SICs, but also point to new directions for attacking the SIC existence problem. Besides, our discovery may prove to be valuable to studying the unitary group, Lie algebra, and Jordan algebra.
Our study further demonstrates that the SIC existence problem is not an isolated problem, not just a geometric curiosity, but has deep consequences, which are pertinent to a wide range of research fields. We hope our work will stimulate more interest and progress on this topic.
for all k, m, which implies that | tr(L j )| is independent of j. As a consequence, statements 1 to 6 are equivalent.
The implication 1 ⇒ 7 follows from Eq. (15) . To show that 7 ⇒ 8 observe that if statement 7 holds, then Eq. (6) implies that
Summing over j, k and letting A = j ǫ j L j yields
, which implies When β = 0 statement 2 is automatic. The equivalence of statements 1, 3 and 4 is immediate. The equivalence of statements 1, 7 and 8 follows the same reasoning as in the case β = 0. The equivalence of statements 5 and 6 is also immediate. If the value of | tr(L j )| is independent of j, then L j cannot be traceless since they form a basis. Therefore, statements 1, 3, 4, 7 and 8 imply statements 5 and 6.
A.2 Proof of Corollary 3
Proof. The Gram matrix tr(L j L k ) has two distinct eigenvalues α and α + d 2 ζ. The fact that {L j } is a basis means that the Gram matrix must be positive definite, implying α > 0 and
When j L j is proportional to the identity, say j L j = η, summing over k in Eq. (27) yields η tr(L j ) = α + d 2 ζ. Therefore, η = 0 and tr(L j ) = (α + d 2 ζ)/η is independent of j. If the value of tr(L j ) is independent of j and is equal to ℓ, then ℓ cannot be zero since {L j } is a basis. Now the equation
implies that j L j = (α + d 2 ζ)/ℓ is proportional to the identity. Taking the trace of this equation yields (27) implies that the value of tr(L j ) is independent of j, from which statements 1, 2, 3 follow.
A.3 Proof of Theorem 5
Proof. Suppose L j = a j Π j + b j with Π j rank-1 projectors and a j , b j real constants. We have
where A = j a j b j Π j . As a consequence,
When d ≥ 3, it is not hard to show that this equality holds if and only if A = (β −α− j b 2 j )/2 (the conclusion is not valid when d = 2 since the range of P a only has dimension one, which is why the case d = 2 has to be handled separately). In that case, j a 2 j Π j ⊗ Π j = 2αP s , so a 2 j = α(d + 1)/d and {Π j } is a SIC according to Theorem 3. In particular, {Π j } is a basis for B(H) and j Π j = d. Now the equality
implies that the values of a j b j and b 2 j are independent of j, which further implies that
The theorem holds when d ≥ 3. In the case d = 2, if {L j } is a basis and any of the two additional assumptions detailed in the theorem holds, then the same conclusion as in the case d > 3 holds. Since decompositions L j = a j Π j + b j are generally not unique when d = 2, however, the Π j introduced at the beginning of the proof do not necessarily form a SIC. To resolve this problem, we need to take a slightly different approach so that these decompositions are chosen consistently.
According to Theorem 1 we have
According to Corollary 2,
and {ǫ j L j } forms a regular simplex (ǫ j being the sign of tr(L j )). The two eigenvalues of ǫ j L j are given by
along with the eigen-projectors
Since {ǫ j L j } forms a regular simplex, {Π + j } and {Π − j } form two sets of equiangular lines and thus two SICs according to Theorem 2 (as can also be verified by using Eq. (A.12) ). Consequently,
(A.16) Both decompositions of L j have the form specified in the theorem, which completes the proof.
A.4 Proof of Lemma 2
Proof. The claim is trivial when d = 2. When d ≥ 3 we first prove the result for the special case r = s = 1, and then use that to prove it for the general case.
Permuting the components of λ does not change the value of
There is therefore no loss of generality in assuming that the components of λ are arranged in decreasing order to begin with, so that λ ↓ = λ. Let σ be any permutation of the integers 1 to d and let λ σ be the vector with components λ σ j = λ σ(j) . We claim that
To see this observe that we can bring λ where c is a positive integer whose specific value is irrelevant to us. Here the last equality follows from the assumption r = s = 1. Inequality (A.17) and Eq. (A.19) together imply λ ↑ · λ ↓ ≤ 0, which establishes the first statement of the lemma for the case r = s = 1. To establish the second statement observe that if the inequality is saturated we must have λ · λ σ = 0 for all σ ∈ P f . Let σ be the permutation (1, . . . , d) and σ 
