Abstract: To address the problem of maneuvering target tracking, where the target trajectory has prolonged smooth regions and abrupt maneuvering regions, a modified variable rate particle filter (MVRPF) is proposed. First, a Cartesian-coordinate based variable rate model is presented. Compared with conventional variable rate models, the proposed model does not need any prior knowledge of target mass or external forces. Consequently, it is more convenient in practical tracking applications. Second, a maneuvering detection strategy is adopted to adaptively adjust the parameters in MVRPF, which helps allocate more state points at high maneuver regions and fewer at smooth regions. Third, in the presence of small measurement errors, the unscented particle filter, which is embedded in MVRPF, can move more particles into regions of high likelihood and hence can improve the tracking performance. Simulation results illustrate the effectiveness of the proposed method.
Introduction
Maneuvering target tracking (MTT), as an important issue in the target tracking field, has received considerable interest in recent years (Bar-Shalom and Li, 1995; Bar-Shalom et al., 2001) . The major challenge of MTT is the target motion uncertainty (Li and Jilkov, 2003; Yang et al., 2015) ; in other words, the key to successful tracking of a maneuvering target is choosing an appropriate model for the target's current motion from measurements (Schoenecker et al., 2013; Nemeth et al., 2014) . The existing various modeling methods may be divided into two main categories: the single-model method and the multi-model method (Li and Jilkov, 2010) . The former manages to design a suitable model whose structure or parameters can be adjusted adaptively * Project supported by the National Natural Science Foundation of China (No. 61174024) ORCID: Yun-fei GUO, http://orcid.org/0000-0001-7887-4312
c Zhejiang University and Springer-Verlag Berlin Heidelberg 2015 in the case that the target maneuvers. The singlemodel method has the advantage of simplicity and lower computational complexity. However, it cannot match the target's maneuvering behavior immediately due to the delay in maneuver detection (Ru et al., 2009; Zhang and Geng, 2013 ). The latter model assumes that the target motion can be described by one of multiple models or by a suitable combination of them. The multi-model method can automatically match the target maneuvering behavior by updating each model's weight. In addition, it can obtain a more accurate state estimate at the cost of higher computational complexity (Li and Jilkov, 2010 ).
All the above methods are fixed rate methods, in which the state variable is assumed to evolve synchronously with the observation time and the state is updated upon a new arrival measurement. In practice, however, the target often makes a prolonged non-maneuvering motion, with abrupt, but infrequent, maneuvering behaviors (Schoenecker et al., 2013; Nemeth et al., 2014) . To characterize the target trajectory in a more natural and realistic manner, a variable rate method has been proposed by Godsill et al. (2007) and Whiteley et al. (2011) . In this method, the state arriving time is assumed to be a random variable with known distribution and to propagate asynchronously with the observation time. It leads to an associated reduction in computational complexity and storage requirement (Bunch and Godsill, 2013) , especially in the high scan rate case. However, there are some problems in the original variable rate method. First, previous variable rate models are based on intrinsic coordinates, where prior knowledge about target mass, external normal force, and external tangential force is needed (Godsill et al., 2007; Ulker and Gunsel, 2012) . In the case of tracking noncooperative targets, it is difficult to obtain these parameters. In addition, most existing radar or sonar systems are based on Cartesian or polar coordinates (Bar-Shalom and Li, 1995) , and the intrinsic coordinate based method cannot be directly applied in these systems. Second, the distribution of state sojourn time in the original variable rate method is time-invariant during the observation period. Consequently, the original variable rate method cannot allocate automatically more state points at high maneuver regions due to its inability of detecting maneuvering. To address the second problem, a multi-model based variable rate method has been presented by Ulker and Gunsel (2012) . The tracking performance is improved at the cost of higher computational complexity and more storage.
To address these two aforementioned problems, a modified variable rate particle filter (MVRPF) is proposed. It has three major contributions. First, a variable rate model in Cartesian coordinates is derived. Compared with that in the intrinsic coordinates, it does not need prior information on target mass or external forces. In addition, it is more convenient for implementation and incorporation with existing tracking methods and systems. Second, to optimize the state point distribution, without additional computational or storage requirement, a maneuver-detection strategy is adopted in MVRPF. The parameters of the model will be adjusted once the target maneuver is detected. Third, an unscented particle filter is embedded in MVRPF to establish the proposal density function, which leads to more particles locating in high likelihood regions and hence improves the estimation performance in the presence of small measurement errors.
Variable rate model in Cartesian coordinates
Previous variable rate methods usually model the target state in intrinsic coordinates, where the target motion is subject to both a tangential acceleration and a normal acceleration (Godsill et al., 2007; Bunch and Godsill, 2013) . Although the intrinsic-coordinate model is more realistic compared with conventional models, such as the Cartesianor polar-coordinate model, there are two drawbacks which hinder its wide application. First, to describe the target dynamic motion, more prior knowledge is needed, such as knowledge about target mass, tangential force, and normal force (Godsill et al., 2007) . However, it is usually difficult to obtain these parameters for a noncooperative target (Bar-Shalom et al., 2001; Li and Jilkov, 2003) . Second, it is more complex in model representation, implementation, and calculation. To address these problems, a modified Cartesian-coordinate based variable rate model is presented in this section. In this method, some prior knowledge about the target, such as target mass and external force, is unnecessary. This modification makes the variable rate model more convenient, and helps incorporate it into many existing tracking techniques and systems which are carried out in Cartesian coordinates.
In a variable rate model framework, the underlying state process is assumed to be asynchronous with the measurement process (Ulker and Gunsel, 2012) , which means that the state arriving time is not the same as the measurement time. A general Markovian model in terms of the condition probability density function (pdf) is adopted to describe the state evolving process:
where t is a discrete state time index and the state variable X t is composed of a state arrival time τ t and a sub-state vector θ t , i.e.,
The state arrival time (τ t ) is assumed to be monotonically increasing, τ t > τ t−1 , and satisfies the following shifted gamma distribution (Godsill et al., 2007) :
where τ min,t , α t , and β t are three designed nonnegative parameters of the gamma distribution and T is the maximum state arrival time index. The sub-state
T is characterized by a Markovian model as follows:
where
T is named the kinematic component in this study, which is composed of a position vector ξ(τ t ) and a velocity vectorξ(τ t ). Also, a t defined in the Cartesian coordinates is an acceleration vector or process noise, which drives the target's motion. If no prior knowledge is available, the acceleration is assumed to follow a Gaussian distribution, i.e., a t ∼ N (0, Q t ), where Q t is a designed parameter. Then the kinematic vector can be calculated as follows:
where δ t τ t −τ t−1 is the state sojourn time between τ t−1 and τ t . Compared with the intrinsic-coordinate based model which needs complicated integral operations to calculate the kinematic vector (Godsill et al., 2007; Bunch and Godsill, 2013) , the Cartesiancoordinate based model is much simpler. Then one has
Since the rate of measurements is generally different from that of the state process (Whiteley et al., 2011) , a neighborhood of states must be defined before characterizing the observation model. In a variable rate model framework, a measurement z k at measurement time k is assumed to be conditional only upon a neighborhood of
The neighborhood N k contains the state time index whose corresponding arrival times are closest to the measurement time k. For simplicity, it is assumed that there are only two components contained in the neighborhood in this study, (Godsill et al., 2007) .
Then a general observation model at time k can be given as follows:
whereη k η k (X N k ) is a deterministic interpolation function and is dependent on the state neighborhood. For simplicity, a linear interpolation function may be used, that is,
From a Bayesian perspective, the tracking problem with a variable rate model is to estimate recursively the state up to the end of the current neighborhood 
At time k, the new arrival measurement z k can be used to calculate the posterior pdf via the Bayes rule:
is the normalizing constant. Thus, the variable rate model in Cartesian coordinates has been established and the posterior pdf is given in a Bayesian framework. It is shown that the proposed variable rate model does not need prior knowledge of target mass or external force, and hence it is more suitable for tracking noncooperative targets. In addition, compared with the intrinsic-coordinate based variable rate model, the proposed model is much simpler and more convenient.
MVRPF algorithm
Although the original variable rate particle filter (VRPF) method can represent a target trajectory with fewer state points (Godsill et al., 2007) , it cannot automatically allocate more state points in the high maneuver regions and fewer in the smooth regions (Ulker and Gunsel, 2012) . In other words, the distribution of state points, which relies on the distribution of state sojourn time, is random and uncontrollable. However, to achieve satisfactory performance, more state points are expected when a maneuver occurs and fewer state points are needed during constant-velocity motion periods. In Ulker and Gunsel (2012) , a multi-model VRPF has been presented to optimize the distribution of state points, at the cost of more computational time and storage. In this section, a modified single-model VRPF method is proposed, which can adaptively adjust the parameters with a maneuver-detection strategy. Compared with previous methods, the proposed method improves the tracking performance in a computationally efficient manner. Fig. 1 illustrates the block diagram of MVRPF. For a general nonlinear filter problem, it is not possible to obtain an optimal solution in most cases (Zhang et al., 2015) . Here, the particle filter is chosen to provide a suboptimal numerical solution with the variable rate model in Cartesian coordinates. N weighted particles are used to approximate the following posterior pdf:
where δ(·) is the Dirac-Delta function, and
are the ith particle and associated weight, respectively. In general, it is not easy to directly draw particles from the true posterior pdf. An important proposal pdf denoted by q(·), whose distribution is known and easy to sample, is used to generate particles. Thus, the weight can be calculated as follows:
The most popular and simplest choice of the proposal pdf is the state transition prior model. Although this choice is easier to implement, it does not incorporate the latest arrival measurement z k . When the measurement error is small, the corresponding likelihood is sharp enough and there is little overlap between the likelihood and proposal pdf. In this case, choosing the state prior model as the proposal pdf leads to fewer particles falling into regions of high likelihood, and hence the performance degrades (van der Merwe et al., 2000) . In fact, there are many better choices for the proposal pdf as long as its support covers the posterior pdf (Zuo et al., 2013) . Although the unscented particle filter (UPF) (van der Merwe et al., 2000) is adopted to establish the proposal pdf in this study, other versions of PF can also work. 
Initialization
At initial measurement time,
from the prior p(X 0 ) with equal weights w i 0 = 1/N, i = 1, 2, . . . , N, where t(i) is the initial state time index and is set to zero, i.e., t(i) = 0. For brevity, the state time index subscript t(i) is simplified as t in the following. For each particle, let its initial state arriving time and initial neighborhood be zero, i.e., τ
Calculate the mean and the covariance of each particle's kinematic component as follows (van der Merwe et al., 2000) :
Since all particles have the same weight at the initial stage, the initial output can be evaluated asη 0 =η i 0 and P 0 = P i 0 . Then calculate the initial measurement predictionẑ 1|0 and its covariance S 1|0 withη 0 and P 0 using a nonlinear filter, such as the unscented Kalman filter (UKF) (Julier et al., 2000) .
Maneuver detection and parameter adjustment
To improve the tracking performance during the whole surveillance period, a maneuver-detection technique is used to adaptively adjust parameters in MVRPF. The parameters can be classified into two types according to their effects on the algorithm. The first one is the process noise level parameter, i.e., Q t , which characterizes the uncertainty or reliability of the model and affects the estimation accuracy. The second one is the shifted gamma distribution parameters, i.e., τ min,t , α t , and β t (Eq. (2)), which describe the distribution of the state sojourn time and affect the number of state points allocated during a given period. More detailed adjustment strategies of these parameters are analyzed as follows:
1. Process noise level parameter (Q t )
For a single-model MTT algorithm, the choice of the process noise parameter is a trade-off between the estimation performance during maneuvering periods and that during non-maneuvering periods (Bar-Shalom et al., 2001 ). A high process noise level Q t increases model uncertainty and helps cover the target's maneuvering behaviors. However, it leads to performance degradation during non-maneuvering periods. Conversely, a low process noise level Q t leads to better accuracy in smooth regions and worse performance in maneuvering regions. Consequently, a good strategy for adjusting process noise level parameter is increasing Q t during maneuvering periods and reducing Q t during non-maneuvering periods.
2. Shifted gamma distribution parameters (τ min,t , α t , and β t )
In the conventional fixed rate method, the state sojourn time (δ t ) is usually assumed to be fixed and is equal to the sensor sampling time. However, in the variable rate method, the state sojourn time (δ t ) is random and depends on the sum of τ min,t and G(α t , β t ). For a given observation period, the smaller the state sojourn time is, the more state points are allocated. Since the expectation of gamma distribution equals the product of shape parameter α t and scale parameter β t , the expectation of state sojourn time can be calculated as E(δ t ) = τ min,t +α t β t . Thus, a proper strategy for adjusting shifted gamma distribution parameters is increasing E(δ t ) during non-maneuvering periods and reducing E(δ t ) during maneuvering periods.
From the above analyses, the generic qualitative relationship between the parameters and tracking performance is given. The quantitative relationship between them is difficult to obtain at this stage. In many tracking applications, such as passive coherent location, the choice of parameters depends on not only the algorithm but also the tracking geometry.
There are many maneuver-detection methods. A comprehensive summary has been presented by Ru et al. (2009) . For simplicity, a measurement residual based Chi-square test technique is used in this study, although more complex and reliable detection approaches are available (Ru et al., 2009; Nemeth et al., 2014) . It is not the main concern of this study to propose a new maneuverdetection method. Assume that the measurement prediction and its covariance at measurement time k − 1 are denoted byẑ k|k−1 and S k|k−1 , respectively. Then one can obtain the measurement residualz k = z k −ẑ k|k−1 upon the new arrival measurement z k . Under the hypothesis that the target does not maneuver at time k, the measurement residual should be zero mean, Gaussian, and white: z k ∼ N (0, S k|k−1 ). Then one can claim that the target maneuvers at time k if the following Chi-square test holds (Ru et al., 2009) :
where l is the sliding window width, n z the dimension of measurement, and 1 − κ the confidence level of the test.
Prediction and update
Assume that the state posterior pdf at measurement time k − 1 is denoted by the weighted particles {X
. The neighborhood and the newest state arriving time of the ith particle are denoted by N N (0, Q t ) . Now we can obtain the kinematic sample η i t . Calculate the sigma point set using the unscented transformation (UT) (Julier et al., 2000) 
where n is the state dimension, λ the UT parameter satisfying n + λ > 0. Predict the state sigma point set
from Eqs. (4) and (5) 
where W 0 = λ/(n + λ) and W j = 1/[2(n + λ)] (j = 0) are the sigma point weights (Julier et al., 2000) . Draw the measurement noise sample v i k from Eq. (7), and predict the measurement sigma point set Z 
Calculate the cross-covariance and Kalman gain:
Update the mean and covariance:
Then draw particles from the following proposal pdf:
(25) Calculate the interpolation function with the state neighborhood:
The corresponding important weight can be evaluated with the interpolation function as follows:
Normalize the important weight and obtain w i k with w i k .
Output and resampling
Usually, we are interested in the target state at the measurement sampling time. Hence, the output can be obtained by estimating the interpolation kinematic vector and its covariance at time k:
Then, one can predict the measurementẑ k+1|k and its covariance S k+1|k withη k and P k (Bar-Shalom et al., 2001 ), which will be used in the next maneuver detection. Resample N new particles {η
} with the important weight w i k if necessary (Li et al., 2015) . , and finally we obtain the weighted
. In this section, the MVRPF algorithm is presented in detail. The proposed method is based on the Cartesian-coordinate model and can adjust adaptively parameters using a maneuver-detection strategy. The state point distribution and the particle distribution are optimized without additional computational and storage burden. In the presence of small measurement errors, the UPF is adopted to yield the proposal pdf and hence can improve the estimation performance.
Simulation
The MVRPF method is implemented to track a maneuvering target in 2D space. To illustrate its performance, the proposed method is compared with the following methods: (1) the VRPF in the intrinsic coordinates, denoted by VRPF-I; (2) the VRPF in the Cartesian coordinates, denoted by VRPF-C; (3) the maneuver-detection based VRPF in the Cartesian coordinates, denoted by MD-VRPF.
The scenario parameters are given as follows.
The 
where measurement noise satisfies w r,k ∼ N (0, σ 2 r ), σ r = 1 m, and w β,k ∼ N (0, σ 2 β ), σ β = 0.01 rad. The number of particles is 1000 and 100 Monte Carlo runs are tested. For the VRPF-I and VRPF-C methods, the shifted gamma distribution parameters are designed as τ min = 0.5, α = 2, and β = 0.5. Other parameters in each algorithm are given as follows: (1) The estimated target trajectory and particle distribution with MVRPF in one run are illustrated in Fig. 3 . We can observe that the target's maneuvering behaviors can be covered well by the particle's distribution scope. To illustrate the effect of maneuver detection on the distribution of state points, Figs. 4 and 5 show the trajectories of a single particle with VRPF and MVRPF in one run, respectively. It is shown that, without maneuver detection, the number of state points in a given region is irregular. However, with maneuver detection, more state points are allocated in the maneuvering regions and (Fig. 5) . Thus, the distribution of state points is optimized with the proposed method. Note that in the fixed rate model framework, the number of state points of any particle is fixed and is equal to the number of scans, i.e., k = 70. However, in the variable rate model framework, the number of state points of a particle is variable and depends on the shifted gamma distribution. The average numbers of state points with different methods are listed in Tables 1 and 2 . The trajectory of a single particle with MVRPF
The estimation performance of different methods is evaluated by the following metrics: estimation precision, estimation credibility, computational complexity, and storage requirement. To compare the estimation precision, the root mean square errors (RMSE) of range estimate and velocity estimate are plotted in Figs. 6 and 7, respectively. It is shown that with these parameters aforementioned, four methods have comparable estimation precision in the non-maneuvering periods. In the maneuvering periods, MD-VRPF and MVRPF perform better than the others, and the proposed method achieves the best accuracy, especially in the second maneuvering period. The performance improvement of the proposed method benefits from both parameter adjustment and the improved proposal pdf. To illustrate the estimation credibility, Fig. 8 compares the average normalized estimation error squared (ANEES) curves with an acceptance probability of 95%. Compared with the ANEES points with VRPF-I, more ANEES points lie (Farina et al., 2002) with the Cartesian-coordinate based methods. Consequently, for the scenario considered here, the Cartesian-coordinate based methods are more credible. Table 1 shows the average number of state points (ANSP), the average elapsed time (AET) in one run, the mean time of delay (MTD), and the average RMSE of range estimate (RMSEr) and of velocity estimate (RMSEv) from 100 Monte Carlo runs. The computational times are obtained on a PC with Intel Core i5 CPU running at 2.4 GHz. It is shown that the average number of state points with the proposed method is about 85% of the number of scans (70). It is also shown that the average RMSE of the proposed method is lower than others at the cost of an acceptable increase in computational time. This is mainly due to the UPF used in the proposed method. The effect of the UPF on the computation complexity is a double-edged sword. On the one hand, it increases the computational time due to the unscented transformation; on the other hand, it decreases the resampling time due to providing a better proposal pdf (van der Merwe et al., 2000) . In addition, there is about a 1.1-s delay for detecting the maneuver. To further improve the estimation precision, the second group of parameters are used in the nonmaneuvering periods for MD-VRPF and MVRPF: τ 0 min = 0.7, α 0 = 2, β 0 = 0.7, and Q 0 = 0.2 2 . The corresponding RMSE and ANEES curves are shown in Figs. 9-11, respectively. It is shown that the estimation accuracies of MD-VRPF and MVRPF in the non-maneuvering periods are improved by more appropriate parameters. Unfortunately, these parameters lead to filter divergence when applied in VRPF-I and VRPF-C, especially in the high maneuvering periods. In fact, for a single-model filter without a maneuvering detection strategy, the choice of parameters is a trade-off between the estimation performance during maneuvering periods and that during non-maneuvering periods (Bar-Shalom and Li, 1995) . In other words, the proposed method allows a lower process noise level in the non-maneuvering periods. Table 2 compares the performance metrics with the second group of parameters. It is shown that with the second group of parameters, the ANSP with the proposed method reduces to 66% of the number of scans (70) and is fewer than that without maneuver detection. For the same target trajectory, fewer state points means a reduction in storage requirement and hence alleviates the communication load. It is very important for characterizing a trajectory with prolonged smooth regions and infrequent maneuvering regions. It is also shown that the average RMSE of the proposed method is lower than others. In addition, the AET decreases because fewer state points are needed to predict and update in the non-maneuvering periods. 
Conclusions
In this paper, an MVRPF algorithm is proposed to address the problem of tracking a maneuvering target with prolonged non-maneuvering motions and abrupt maneuvering motions. A Cartesiancoordinate based variable rate model is presented, which is more convenient than the intrinsiccoordinate based model. Based on this model, a maneuver detection strategy and a parameter adjustment method are proposed to reduce the storage requirement and improve the estimation accuracy. In addition, a UPF is embedded in the proposed method to improve the tracking performance, in the presence of sharp likelihood. Future work will focus on multiple maneuvering targets tracking in heavy clutter using the proposed method.
