Practical Viterbi decoders often fall significantly short of full maximum likelihood decoding (MLD) pe;formance because of survivor truncation efiects. In this paper, we study the tradeoff between truncation length and performance loss for the two most common variations of Viterbi's algorithm: best state decoding (BSD) and fized state decoding (FSD). We find that FSD survivors should be about twice as long as BSD survivors for comparable performance.
Introduction
Viterbi decoding is in principle a maximum likelihood decoding (MLD) algorithm for convolutional codes. However, in practice, Viterbi decoding falls short of full MLD performance for several reasons, one of the most important being the need to truncate survivors. In order to minimize the hardware complexity of the path memory section in a Viterbi decoder, one must use the shortest possible survivor truncation length that does not seriously compromise the decoder's performance. Thus in order to design high-performance and cost-effective Viterbi decoders, it is essential to know the precise tradeoff between truncation length T and performance loss. In this paper, we will study this tradeoff for the two most common variations of Viterbi's algorithm: best state decoding (BSD) and f i n d state decoding (FSD) .
For each bit produced by a BSD algorithm, the decoder finds the state with the best accumulated metric, and outputs the oldest bit in the survivor corresponding to this state, whereas in FSD algorithms, the decoder always outputs the oldest bit in the survivor of some fixed state (say the all-zeroes state). It is clear that for a given T , a BSD algorithm should outperform a FSD algorithm. However, finding the best state may be prohibitively difficult in high-speed Li(T) be the set of all long (2 T branches) trellis paths from state 0 , never returning to state 0 , into state i (Figure 1 ). L r ) is defined to be an empty set.
29.3.1.
A truncation error, defined to be a bit error not made by MLD, can occur if C E Uizo
Using the unionBhattacharyya bound, the BSD probability of trunchannel with output alphabet Y is for any s E Si(*). Therefore,
on the BSC by the lemma in the Appendix. Let PiTJd be the probability of the analogous event to RY) when a random codeword is transmitted instead of zeroes. 
Claim

New Results for Fixed State Viterbi Decoders
Proof: Suppose that the transmitted codeword c passes through state j at time t + T . This will occur with probability 2-". At this time, let I$"' be the set of trellis paths into (the fixed decoding) state i which merge with c only at time 5 t but not after-
is the set of all trellis paths which go from c into state i in
there is a contribution of pr(n!ii.) to Pf2d and thus because L r ) and therefore is an upper bound on the probability of truncation error for FSD. Now including MLD errors, the are empty sets.
In FSD, the decoder always outputs the oldest bit of the survivor corresponding to a fixed state i. Then for FSD with T = T;, P,") will be dominated by the first term due to MLD errors on a BSC with
29.3.2.
small crossover probability. Galileo code result from trellis paths rapidly accumulating distance with length away from the all zeroes path. The values in Table 1 indicate that using Tb = 4(m + 1) or 5(m + 1) is excessive in many cases and not matched to the particular code. Also, it is immediately clear that FSD requires about twice as many survivor bits than BSD.
Truncation Lengths and Simulations
The BER curves in Figure 2 for code with octal generators 5 and 7 show that BSD with T; = 8 performs within 0.25 dB of MLD. All Tb curves for which d e ! 2 will eventually join the MLD (T = 00) curve. It is important to observe that there is a negligible gain in using any Tb > 10 or Tf > 17. For the AGC, the fact that dKL 3 3.6 < & , = 5 causes a large Eb/No loss for Tf = 13. Figure 3 shows the the Tb curves are about the same distance away from the MLD curve on the BSC as on the AGC (in accordance with the bound on Pi:{). More importantly, Figure 3 verifies that FSD performs better on the BSC. For example, there is little loss at Tf = 13 (because dEL = 6 > C,, = 5) and Tf = 15 instead of 17 yields MLD performance. Note that the Tb = 5 decoder performs much worse than the Tb = 6 decoder because dLit = 4 whereas dfit = 5 = &ee- Figure 4 shows the performance of the NASA code (generators 133,171) If FSD is performed with survivors being exchanged between decoder states as in the NTT chip, then memory cells near the end of the fixed state's survivor may be eliminated. By examining the code's trellis diagram, it is easliy verified that C2i1(2" -2') = 1 + (rn -1)2" cells can be deleted, making Lf = Tf -2m + 1 on average. 
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Appendix
Lemma. When all zeroes are sent over a binary symmetric channel, the probability that a ML decoder chooses codeword l instead of s is where dO '(l,s) 
