Midterm exam 2015/16 solutions by Cattabriga, Alessia
Solutions of the exam given on April 5 2016 (version 1)
Linear algebra course
1) a) In order to show that v is a solution of the system it is enough
to substitute it into the system and see that all the equations are
satisfied:
3 · 6 + 2− 10 = 10
−13 + 6 · 2 + 1 = 0
2 · (−13) + 6 + 10 = −10
⇒

10 = 10
0 = 0
−10 = −10
hence v is a solution.
b)  0 3 2 −10 101 2 1 0 0
2 1 0 10 −10
 R1↔R2−→
 1 2 1 0 00 3 2 −10 10
2 1 0 10 −10

R3←R3−2R1−→
 1 2 1 0 00 3 2 −10 10
0 −3 −2 10 −10
 R3←R3+R2−→
 1 2 1 0 00 3 2 −10 10
0 0 0 0 0


z = α
t = β
y = 1
3
(10− 2α + 10β)
x = −20
3
+ 1
3
α− 20
3
β
So
S =
{(
− 20
3
+
1
3
α− 20
3
β,
1
3
(10− 2α + 10β), α, β
)
| α, β ∈ R
}
.
As three particular solutions we can choose: (−19
3
, 8
3
, 1, 0) fixing
(α, β) = (1, 0), (−40
3
, 20
3
, 0, 1) fixing (α, β) = (0, 1), and (−20
3
, 10
3
, 0, 0)
fixing (α, β) = (0, 0).
c) A systemAx = b is impossible if and only if rank(A) < rank(A|b).
From point (b) it follows that rank(A) = 2 and C(A) = span ((0, 1, 2), (3, 2, 1))
since they are linearly independent. Setting b = (0, 1, 0)t we get
rank
 0 3 2 −10 01 2 1 0 1
2 1 0 10 0
 = 3,
1
indeed, applying Laplace along the third column, to the following
submatrix of (A | b) we get∣∣∣∣∣∣
0 3 0
1 2 1
2 1 0
∣∣∣∣∣∣ = 6.
Hence Ax = b is impossible.
d) By point (b) it follows that rank(A|b) = 2. Then we should
add 4 − 2 = 2 independent equations in order to get only one
solution. If we add z = 0 and t = 0 we get only one solution that
is (−20
3
, 10
3
, 0, 0).
e) These two systems are not equivalent because the latter is homo-
geneous, hence it has (0, 0, 0, 0) as solution, while the former has
not the trivial zero as solution.
2) a) Performing the following substitutions:R2 ← R2−R1, R3 ← R3−
R1 and R4 ← R4−R1 (observe that these changes don’t affect the
determinant) we get that
detP = det

1 2 −1 1
0 −1 0 1
0 −3 2 1
0 −1 2 1

hence applying Laplace along the first column we get
detP = det
 −1 0 1−3 2 1
−1 2 1
 = −4
Moreover, the above 3 × 3 matrix can be taken as N . Another
possibility is
N =
 −4 0 00 1 0
0 0 0

b) We must find x, y, z, t ∈ R such that
(0, 1, 1, 1) = x(1, 1, 1, 1)+y(2, 1,−1, 1)+z(−1,−1, 1, 1)+t(1, 2, 2, 2)
Choosing (x, y, z, t) = (−1, 0, 0, 1) we get the equality.
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c)
Q·QT =
 2 2 2−1 −1 −1
−1 −1 0
 2 −1 −12 −1 −1
2 −1 0
 =
 12 −6 −4−6 3 2
−4 2 2

The determinant of Q ·QT is given by the product of the determi-
nants of Q and QT , and detQ = 0 because the first two columns
of Q are equal. So det(Q ·QT ) = 0 and Q ·QT is singular.
d) C(Q) = span ((2,−1− 1), (2,−1, 0)). If we add the vector w =
(1, 0, 0) these three vectors are linearly independent, indeed
det
 2 2 1−1 −1 0
−1 0 0
 = −1.
So w doesn’t belong to C(Q). Moreover the vector is already
normalized because it has norm equal to 1.
e) A vector u = (x, y, z) belongs to R(Q)⊥ if and only if it satisfies{
(−1,−1,−1) · (x, y, z) = 0
(−1,−1, 0) · (x, y, z) = 0 ⇔
{
x = −y
z = 0
because the first two rows of Q are linearly dependent. Hence we
can choose u = (−1, 1, 0).
3) a) Taking the following submatrix of A −1 0 03 1 −1
2 1 0

we observe that its determinant is equal to −1, Hence rank(A) ≥
3.
By Kronecker theorem we have
rank(A) = 3⇐⇒

∣∣∣∣∣∣∣∣
−1 0 1 0
3 1 λ −1
2 1 λ+ 1 0
−6 −2 1− λ 2
∣∣∣∣∣∣∣∣ = 0∣∣∣∣∣∣∣∣
−1 0 −1 0
3 1 0 −1
2 1 −1 0
−6 −2 0 2
∣∣∣∣∣∣∣∣ = 0
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We study these two conditions separately. The second one is sa-
tisfied, indeed we can observe that R4 = −2R2. Let us study the
first one:∣∣∣∣∣∣∣∣
−1 0 1 0
3 1 λ −1
2 1 λ+ 1 0
−6 −2 1− λ 2
∣∣∣∣∣∣∣∣
C1←C1+C3−→
∣∣∣∣∣∣∣∣
0 0 1 0
λ+ 3 1 λ −1
λ+ 3 1 λ+ 1 0
−5− λ −2 1− λ 2
∣∣∣∣∣∣∣∣
Applying Laplace along R1 we get that the determinant of the
above matrix is equal to λ+ 1:∣∣∣∣∣∣
λ+ 3 1 −1
λ+ 3 1 0
−5− λ −2 2
∣∣∣∣∣∣ = λ+ 1.
Hence
rank(A) = 3 ⇐⇒ λ = −1
rank(A) = 4 ⇐⇒ λ 6= −1
Moreover
λ = −1 dimR(A) = dim C(A) = 3
dimN (A) = 5− 3 = 2
dimN (AT ) = 4− 3 = 1
λ 6= −1 dimR(A) = dim C(A) = 4
dimN (A) = 5− 4 = 1
dimN (AT ) = 4− 4 = 0
b) If λ = 0 we know that dimN (A) = 1

−1 0 1 −1 0
3 1 0 0 −1
2 1 1 −1 0
−6 −2 1 0 2

R2 ← R2 + 3R1
R3 ← R3 + 2R1
R4 ← R4 − 6R1−→

−1 0 1 −1 0
0 1 3 −3 −1
0 1 3 −3 0
0 −2 −5 6 2

R3 ← R3 + 3R2
R4 ← R4 + 2R2−→

−1 0 1 −1 0
0 1 3 −3 −1
0 0 0 0 1
0 0 1 0 2
 R3↔R4−→

−1 0 1 −1 0
0 1 3 −3 −1
0 0 1 0 2
0 0 0 0 1

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hence we get the following system
t = α
w = 0
z + 2w = 0
y = −3z + 3t+ w
x = z − t
=⇒

x = −α
y = 3α
z = 0
t = α
w = 0
A basis is {(−1, 3, 0, 1, 0)}.
c) λ = −1, hence dim C(A) = 3, so C(A) is generated by three li-
nearly independent columns of A: C(A) = span(c1, c3, c4) and a
minimal parametric representation is given by
x
y
z
t
 =

−1 0 0
3 1 −1
2 1 0
−6 −2 2

 αβ
γ

In order to get a minimal Cartesian representation it is sufficient
to set the following condition∣∣∣∣∣∣∣∣
−1 0 0 x
3 1 −1 y
2 1 0 z
−6 −2 2 t
∣∣∣∣∣∣∣∣ = 0
if we apply Laplace to the first column we get
(−1)
∣∣∣∣∣∣
1 −1 y
1 0 z
−2 2 t
∣∣∣∣∣∣ = −2y − t = 0
hence a minimal cartesian representation is given by −2y− t = 0.
d) λ = 1, hence rank(A) = 4.
B =

−1 0 1 −1 0
3 1 1 0 −1
2 1 2 −1 0
−6 −2 0 0 2
−6 −2 0 0 2
 ,
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the fifth row of B is equal to the fourth one hence R(B) = R(A).
C =

−1 0 1 0
3 1 1 −1
2 1 2 0
−6 −2 0 2
 ,
detC 6= 0 hence the columns of both A and C span R4, so the
spaces of columns of these matrices are equal.
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Results of version 2 different from version 1
1) b)
S = {(−1
2
α− 5β − 5,−3
2
α,+5β + 5, α, β) | α, β ∈ R}
v1 = (−193 , 1, 83 , 0)
v2 = (−403 , 0, 203 , 1)
v3 = (−203 , 0, 103 , 0)
2) c)
QTQ =
 6 6 56 6 5
5 5 5

d) w = (0, 0, 1)
3) c) C(A) = span(c1, c2, c5).
The parametric representation is the following
x
y
z
t
 =

3 1 −1
−1 0 0
−6 −2 2
2 −1 0

 αβ
γ

While the cartesian is −2x− z = 0.
d)
C =

3 1 0 −1
−1 0 1 0
−6 −2 1 2
2 1 1 0

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