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Abstract
We prove that B2-convexity is not equivalent to lower semicontinuity of surface energy of partitions of Rm, for any m 2. B2-
convexity, formulated by F. Morgan in 1995, is an extension of F. Almgren’s partitioning regularity, L. Ambrosio and A. Braides’s
(B)-convexity, the author’s LSC1 condition, and several other convexity-type conditions. It is equivalent to BV-ellipticity, and
hence to lower semicontinuity, in important special cases, as with immiscible fluids or soap bubble clusters.
The question of whether B2-convexity is necessary for lower semicontinuity of surface energy in general has been open since
the condition was first formulated. In addition to settling that question, we establish that several other sufficient conditions from
the literature are not necessary for lower semicontinuity. Finally, we show that B2-convexity is not necessary for L. Ambrosio and
A. Braides’s joint convexity, a useful algebraic condition which might be necessary for lower semicontinuity.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
On démontre que la B2-convexité n’est pas équivalent à la semi-continuité inférieure de l’énergie de surface de partitions de Rm
pour tout m 2. La B2-convexité, formulée par F. Morgan en 1995, est une extension de la condition de régularité de partition de
F. Almgren, de la condition de B-convexité de L. Ambrosio et A. Braides, et de la condition LSC1 de l’auteur. La B2-convexité
est équivalente à la BV-ellipticité et donc à la semi-continuité inférieure, dans des situations particulières importantces comme par
exemple dans le cas des fluides non miscibles et le cas des bulles de savon.
La question de savoir si la B2-convexité est nécessaire pour entraîner la semi-continuité inférieure de l’énergie de surface n’a
pas été résolue dans le cas général depuis qu’elle a été formulée. En plus de la résolution de cette question on montre que plusieurs
autres conditions suffisantes ne sont pas nécessaires pour la semi-continuité inférieure. On démontre aussi que la B2-convexité
n’est pas nécessaire pour la conxexité jointe de L. Ambrosio et A. Braides, une condition algébrique qui pourrait être utile pour la
semi-continuité inférieure.
© 2010 Elsevier Masson SAS. All rights reserved.
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Many scientific applications involve partitions K1..s = {K1,K2, . . . ,Ks} of space. Indeed, most materials are
polycrystalline, and so questions pertaining to existence of solutions to static and dynamical problems involving
polycrystalline structures are of fundamental importance. Mathematical models involving partitions are relevant, for
instance, to the study of cell structures, immiscible fluids, annealing of metals, image processing, manufacture of
semiconductors, metal foams, soap bubble clusters, and tumor growth.
Frequently, the desire to minimize some sort of surface energy is a significant driving force. The surface energy
functional,
SE(K1..s ) =
∑
1i<js
∫
∂Ki∩∂Kj
φij
(
nKi (p)
)
dHm−1(p), (1)
for suitable choices of surface energy densities φij (used to model energy dependence on orientation, or anisotropy,
of the interface ∂Ki ∩ ∂Kj between regions i and j in Rm), arises naturally as a summand in energy terms from
static and dynamical problems in a wide variety of fields, including materials science, biology, image processing, and
computer vision. (See, for example, [15,4,6,16,17], and the references they cite.) An essential step in the mathematical
modeling of such problems involves ensuring that solutions exist, and this may often be accomplished with a lower
semicontinuity – compactness argument, following the direct methods in the calculus of variations.
Lower semicontinuity of the surface energy functional (1) is somewhat subtle, because in general the φij ’s can
be independent of one another, apart from the requirement that they satisfy triangle inequalities, φik  φij + φjk,
pointwise. Moreover, strong convergence of partitions, or polycrystals, allows the different interfaces to interact in
complicated ways (cf. [1–3,7,13,4,8]).
In his seminal monograph [1], F. Almgren considered the problem of finding surface energy minimizing partitions
in Rm, subject to volume constraints. He gave the first set of conditions on the φij ’s sufficient for lower semicontinuity
of surface energy of partitions (with respect to strong convergence, or convergence in volume of each of the regions)
([1], VI.1). He considered surface energy integrands of the form φij = cijφ, for a given, fixed norm φ of class 1, and
for positive constants cij . The constants cij were further restricted so as to satisfy a condition, called partitioning reg-
ularity, which ensures that, for any polycrystal P = K1..s , any given region or crystal Ki may be renamed, by adding
it to Kj for some judiciously chosen j = i, in such a way as to decrease surface energy. The physical interpretation is
that if any one region were removed, another could take its place, resulting in a decrease in energy.
Since that time, several other convexity-type conditions for the lower semicontinuity of the surface energy
functional (1) with respect to strong convergence have been introduced, such as BV-ellipticity and (B)-convexity
(introduced in [3]; cf. [4]), joint convexity (see [4] but also [3]), LSC1 and LSC3 (introduced in [7]), B2-convexity
(introduced in [13]), and A-convexity, A2-convexity, and directional control (introduced in [8]).
BV-ellipticity, which ensures that certain perturbations of a planar interface cannot be cheaper than the original
planar interface, is both necessary and sufficient for lower semicontinuity of (1). It is analogous, for the setting of
surface energy functionals defined on partitions, to Morrey’s quasi-convexity [14]. Unfortunately, it is an integral
condition, and that makes it difficult to check in practice. LSC1 holds provided for any pair of regions Ki and Kj
in a polycrystal P = K1..s it is possible to rename all of the others to i, or all of them to j, without increasing
surface energy. (B)-convexity holds provided each region Ki in a polycrystal P = K1..s may be replaced by any other
configuration of the other regions so that surface energy is not increased. Each of these “physical” conditions involves
replacement arguments. They are both significant extensions of Almgren’s condition. Using a clever example in R2,
L. Ambrosio and A. Braides showed that (B)-convexity is not necessary for lower semicontinuity of (1) [3].
In [13], F. Morgan observed that the author’s reduction argument using LSC1 (during one step in the lower semi-
continuity proof in the thesis [7], in which all regions other than i or j had to be renamed to i or j ) did not require
that a single region be used to rename the others, as with LSC1 – it suffices that it be possible to rename them, using
either i or j or any mixture of the two, so that only i and j remain and surface energy has not increased. This more
general condition, B2-convexity, extends both (B)-convexity and LSC1. It implies BV-ellipticity, and hence lower
semicontinuity of (1), by [7] (Theorem 14).
There were several reasons to believe B2-convexity might be necessary for lower semicontinuity of (1). As noted
by F. Morgan in [13], the example L. Ambrosio and A. Braides used in [3] to show that (B)-convexity is not necessary
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norm φ and for positive constants cij satisfying the triangle inequalities cij  cik + ckj for each (i, j, k) triple (as with
immiscible fluids), B2-convexity is necessary for lower semicontinuity [13]. Moreover, most of the conditions listed
above, specifically partitioning regularity, (B)-convexity, LSC1, LSC3, A-convexity, A2-convexity, and directional
control, imply B2-convexity (see Section 5). Of all the extensions of F. Almgren’s original partitioning regularity
condition, it was the most general.
The necessity of B2-convexity for lower semicontinuity has remained an open question ever since the condition
was formulated in a preprint of [13] in 1995. Our main theorem, proved in Section 4, settles the question:
Theorem 1. In Rm (for any m 2), B2-convexity is sufficient but not necessary for lower semicontinuity of the surface
energy functional (1) with respect to strong convergence.
To establish the result, we need to construct a family {φmij }1i,js of surface energy integrands on Rm for which
the surface energy functional (1) is lower semicontinuous, and we need to construct a polycrystal Pm in Rm for which
there does not exist an admissible candidate polycrystal P ′ satisfying SE(P ′)  SE(Pm). The main difficulties are
that there are many admissible candidates in Rm – any partition of regions {1,2, . . . , s} \ {i, j} is allowed as long as
the sets remain Lm measurable with finite perimeter – and that previous constructions for showing lack of necessity
for other conditions on the integrands {φmij }1i,js all fail to apply to B2-convexity.
We first construct a polycrystal Pm in Rm and show (Claim 12) that there is a surface area minimizer among all
admissible candidates. We use a quantity, λm, derived from an area minimizer (Claim 13), as well as Theorems 8,
9, and 11, to construct a family {φmij }1i,j3 of surface energy integrands in such a way that BV-ellipticity holds
(Claim 19). Finally, we use lower bounds (Claim 18 and (7)) on the 1–2 surface energy to deduce that any replacement
of region 3 by 1 and/or 2 results in an admissible candidate P ′ which has more surface energy than the original, Pm,
violating B2-convexity (Claim 20).
We also prove that, in Rm (for any m  2), partitioning regularity, (B)-convexity, LSC1, LSC3, A-convexity,
A2-convexity, and directional control are each sufficient but not necessary for lower semicontinuity of the surface
energy functional (1) with respect to strong convergence (Theorem 27).
We then consider joint convexity and show (Theorem 29 and Corollary 30) that joint convexity is not sufficient for
B2-convexity, partitioning regularity, (B)-convexity, LSC1, LSC3, A-convexity, A2-convexity, or directional control.
We work in the context of the sets of finite perimeter of geometric measure theory. The setting is general enough to
allow for realistically complex boundary and topological structures, such as those present in an annealing metal, in a
metal foam, in a soap bubble cluster, in a tumor, or in image segmentation problems, and yet is sufficiently structured
that suitable notions of convergence and compactness exist. Since partitions of Rn into sets of finite perimeter are
associated with piecewise constant BV functions, the study of lower semicontinuity of functionals defined on partitions
is an important step towards understanding lower semicontinuity conditions for general functionals on BV functions.
2. Polycrystals and surface energy
We let {e1, e2, . . . , em} denote the canonical basis for Rm; i.e., for each i, ei is the ith column of the m × m
identity matrix. We measure surface area in Rm with (m − 1)-dimensional Hausdorff measure, Hm−1, and volume
with m-dimensional Lebesgue measure, Lm. Whenever K ⊂ Rm is a set of finite perimeter, we let ∂K denote its
reduced boundary, the set of points p at which a measure-theoretic exterior unit normal nK(p) exists in the sense
of Federer [11]. ∂K should not be confused with the topological boundary of K, ∂topK, which may be much larger
than ∂K.
When A and B are Lm measurable subsets of Rm, we write A B provided A is compact and A ⊂ B. We write
A ⊂m B when Lm(A \B) = 0, and similarly A =m B if Lm((A \B)∪ (B \A)) = 0.
Definition 2. A polycrystal P = K1..s = {K1,K2, . . . ,Ks} in Rm consists of s  2 pairwise disjoint, Lm measurable
subsets K1,K2, . . . ,Ks, each having finite perimeter, for which
⋃
Ki =m Rm. We note that one or more of the Ki ’s
may satisfy Lm(Ki) = 0.
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K can be viewed as a polycrystal with s = 2 (having regions K1 = K and K2 =Rm \K).
Definition 4. Γij = ∂Ki ∩ ∂Kj denotes the interface between regions i and j, and TB(P ) =⋃1i<js(∂Ki ∩ ∂Kj )
is the total boundary of P = K1..s .
Definition 5. A surface energy integrand (or surface energy density function) on Rm is a function φ :Rm → [0,∞)
which satisfies:
(a) φ(x) 0 for all x ∈Rm, with φ(x) = 0 if and only if x is the zero vector,
(b) φ(cx) = cφ(x) whenever c 0 and x ∈Rm,
(c) φ(x + y) φ(x)+ φ(y) for all x, y ∈Rm.
Surface energy integrands satisfy all the properties of a norm on Rm, except that they need not be even. I.e., we
need not have φ(−v) = φ(v) for all v. Equivalently, φ is a surface energy integrand provided it is a continuous,
positive-valued function on unit vectors in Rm which becomes a convex function when it is extended by positive
homogeneity of degree one (i.e., φ(cv) = cφ(v) if c 0) to all of Rm.
When 1  i < j  s, for some s  2, we let φij denote the surface energy integrand for the i–j interface. Al-
though our surface energy functional (1) depends only on φij with i < j, it is convenient to define φji by setting
φji(v) = φij (−v), and to set φii ≡ 0 for each i. In this way, we can extend any collection {φij }1i<js to a collection
{φij }1i,js .
The surface energy SE(P ) = SE(K1..s ) of a polycrystal P = K1..s is given by (1). If U is any open subset of Rm,
we define:
SE(P,U) =
∑
1i<js
∫
U∩∂Ki∩∂Kj
φij
(
nKi (p)
)
dHm−1(p). (2)
If V is any closed subset of Rm, we define SE(P,V ) = SE(P )− SE(P,Rm \ V ).
The integrands φij determine which orientations are cheap and which are expensive. By convention and without
loss of generality, when computing surface energies of interfaces, integrands φij (with i < j ) are always evaluated
at measure-theoretic exterior unit normal vectors nKi (p) pointing out of the lower-numbered region into the higher-
numbered region.
If K is a crystal and φ is a surface energy integrand,
SE(∂K) = SE(K1..2) =
∫
∂K
φ
(
nK(p)
)
dHm−1(p) (3)
is the surface energy of K. For convenience, we also define SA(P ), SA(P,U), SA(P,V ), and SA(∂K) to be the
associated surface areas, computed in each case by setting each φij (with i = j ) equal to the Euclidean norm, φE. In
particular, SA(P ) = Hm−1(TB(P )), and SA(∂K) = Hm−1(∂K).
3. Lower semicontinuity of surface energy
Definition 6. A sequence of polycrystals Pn = Kn1..s in Rm converges strongly to a polycrystal P = K1..s if, for each
1 i  s, we have limn→∞ Lm((Kni \Ki)∪ (Ki \Kni )) = 0.
We would like to have conditions on the integrands {φij }1i,js which imply that SE(P )  lim infn→∞ SE(P n)
whenever Pn → P strongly. For any unit vector v ∈ Rm, let Q(v) denote the open unit m-cube, centered at the
origin and with faces parallel or perpendicular to v, and define the open half-spaces H+(v) = {x: x · v > 0} and
H−(v) = {x: x · v < 0}. For any i, j ∈ {1,2, . . . , s}, with i = j, and any unit vector v, let Li,j1..s be any polycrystal in
R
m such that Q(v)∩H−(v) consists entirely of region i, and Q(v)∩H+(v) consists entirely of region j. When A1..s
and B1..s are two polycrystals in Rm, we will write {A1..s = B1..s} =⋃i (Ai \Bi)∪ (Bi \Ai).
We can now define BV-ellipticity, which is necessary and sufficient for lower semicontinuity of the surface energy
functional (1) with respect to strong convergence [3]. We note that the definition is independent of the choice of Li,j .1..s
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i = j, and for any unit vector v,
SE
(
K1..s ,Q(v)
)
 φij (v), (4)
whenever K1..s is a polycrystal for which {K1..s = Li,j1..s}Q(v).
BV-ellipticity may be difficult to check in general, but in certain special cases it is equivalent to other, very easily
checked conditions for lower semicontinuity. The triangle inequalities,
φik(v) φij (v)+ φjk(v), (5)
for all triples i, j , k and for all unit vectors v ∈ Rm are necessary for lower semicontinuity [1], since otherwise a flat
i–j interface and a flat j–k interface can merge to form a flat i–k interface having strictly more energy, violating lower
semicontinuity. In [3], L. Ambrosio and A. Braides proved the following result concerning the triangle inequalities
and BV-ellipticity.
Theorem 8. (See [3].) For surface energy integrands {φij }1i,js , when s = 3 the triangle inequalities (5) are equiv-
alent to BV-ellipticity.
In [9], the author showed that this result is true if and only if s = 3.
Theorem 9. (See [9].) For surface energy integrands {φij }1i,js , the triangle inequalities (5) are equivalent to
BV-ellipticity if and only if s = 3.
We now give a formal definition of B2-convexity.
Definition 10. The surface energy integrands {φij }1i,js satisfy B2-convexity if, for any K1..s and for each pair (i, j)
with i = j, the union ⋃u/∈{i,j} Ku of the other regions in K1..s may be partitioned into two disjoint, Lm measurable
sets X and Y in such a way that, when one is renamed to i and the other is renamed to j, the resulting polycrystal
{Ki ∪X, Kj ∪ Y } has surface energy not exceeding SE(K1..s ).
We note that, when s = 2, B2-convexity holds trivially. In order to show that B2-convexity is not necessary for
lower semicontinuity of surface energy, we will give an example where lower semicontinuity holds but B2-convexity
does not. The following result allows us to generate many families of surface energy integrands for which lower
semicontinuity holds.
Theorem 11. Suppose F = {φij }1i,j3 is a family of surface energy integrands for which φij = φik + φkj for some
permutation (i, j, k) of (1,2,3). Then BV-ellipticity holds for the family F.
Proof. We will show that F satisfies the triangle inequalities (5). Without loss of generality, suppose φ12(v) =
φ13(v) + φ32(v) for all v ∈ Rm; the other cases follow by symmetry. Let INEQ(i, j, k) refer to the inequality
φij + φjk  φik. If v = 0, both sides are 0 and so the inequalities all hold. Now suppose v = 0. INEQ(1,2,3) and
INEQ(3,1,2) hold for all v = 0 since φ12 by itself exceeds either φ13 or φ32. INEQ(1,3,2) is an equality for all v by
definition. Finally, we replace v by −v in INEQ(1,2,3), INEQ(1,3,2), and INEQ(3,1,2) to deduce that the remain-
ing inequalities, INEQ(3,2,1), INEQ(2,3,1), and INEQ(2,1,3) respectively, also hold for all non-zero vectors v.
Since the triangle inequalities (5) are satisfied and s = 3, the result follows from Theorem 8. 
4. Proof of Theorem 1
That B2-convexity implies lower-semicontinuity was proven in [7], so it remains to show that B2-convexity is not
necessary for lower semicontinuity of the surface energy functional (1) with respect to strong convergence. We begin
by constructing a sequence P 2,P 3,P 4, . . . , where (for each m 2) Pm = Km1..3 is a polycrystal in Rm. (See Fig. 1.)
For each m 2, set
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Km1 =
{
x = (x1, . . . , xm) ∈Rm: x1 ∈ (0,1), x2 ∈ (0,1)∪ (2,3), and xi ∈ (0,1) if i > 2
}
,
Km3 =
{
x = (x1, . . . , xm) ∈Rm: x1 ∈ (0,1), x2 ∈ (1,2), and xi ∈ (0,1) if i > 2
}
,
Km2 =Rm \
(
Km1 ∪Km3
)
.
Throughout this proof, we say that a polycrystal P ′ in Rm is an admissible candidate provided P ′ = L1..2,
where L1 = Km1 ∪ A and L2 = Km2 ∪ B, A and B are Lm measurable subsets of Rm having finite perimeter, and
A ∪ B =m Km3 . We will complete our proof by constructing a family of surface energy integrands {φmij }1i,js for
which lower semicontinuity holds, but SE(P ′) > SE(Pm) for each admissible candidate P ′, violating B2-convexity.
Claim 12. There exists a surface area minimizing admissible candidate, Q1..2.
Proof. It is necessary and sufficient to show that there exists a bounded, Lm measurable subset Q of Rm, having
finite perimeter, satisfying Km1 ⊂ Q ⊂m Km1 ∪ Km3 , and minimizing surface area among all crystals meeting those
criteria. Defining Q1 = Q and Q2 =Rm \Q, it will then follow that Q1..2 = {Q1,Q2} is our surface area minimizing
admissible candidate, since Hm−1(∂Q) = Hm−1(TB(Q1..2)). Suppose M1,M2,M3, . . . is a surface area minimizing
sequence of crystals, where each Mi is Lm measurable, has finite perimeter, and satisfies Km1 ⊂ Mi ⊂m Km1 ∪ Km3 .
Replacing 3 entirely by 1 gives rise to the admissible candidate {Km1 ∪ Km3 , Rm \ (Km1 ∪ Km3 )}, which has sur-
face area 6m − 4. We may thus suppose Hm−1(∂Mi)  6m − 4 for each i. Also, Lm(Mi)  3 for each i, clearly.
Since the Mi ’s are contained in a fixed, compact region, and since supi{Lm(Mi) + Hm−1(∂Mi)}  6m − 1 < ∞,
the Compactness Theorem [5, § 3.1.5] implies that there exists an Lm measurable set Q ⊂m Km1 ∪ Km3 such that
Lm((Mi(j) \Q)∪ (Q \Mi(j))) → 0 as j → ∞, for some subsequence i(1), i(2), i(3), . . . of 1,2,3, . . . . Because the
Mi ’s converge in volume to Q, and each Mi contains Km1 , it follows that K
m
1 ⊂m Q. Changing Q on a set having
Lm measure 0 does not change its measurability or its surface area [12, Remark 1.7(iii)], so we do so if necessary to
ensure that Km1 ⊂ Q, so that Q1..2 = {Q, Rm \ Q} is an admissible candidate. By lower semicontinuity of surface
area [11, Theorem 5.1.5], Q12 is the desired surface area minimizer. 
For each m 2, define
λm = SA
(
Q1..2,K
m
3
)= Hm−1(∂Q∩Km3 ).
Claim 13. For each m 2, λm > 0.
Proof. Since Lm(Km3 ) = 1, we have 0  Lm(Q ∩ Km3 )  1. We will consider three cases. If Lm(Q ∩ Km3 ) = 1
(i.e., we replaced 3 in Pm by 1), then there is no interface along the two faces adjoining the other cubes, and there
is a 1–2 interface along each of the other 2m − 2 faces of the unit cube Km3 , so Hm−1(∂Q ∩ Km3 ) = 2m − 2 2. If
Lm(Q∩Km3 ) = 0 (i.e., we replaced 3 in Pm by 2), then there is no interface along the 2m−2 faces of Km3 where there
was previously a 2–3 interface, but there is a 1–2 interface along the two faces of Km adjoining the other cubes, so3
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then the relative isoperimetric inequality [10, § 5.6.2] ensures that Hm−1(∂Q∩Km3 ) > 0. Since Hm−1(∂Q∩Km3 ) > 0
in each case, λm > 0. 
Claim 14. For each m 2, λm  2.
Proof. Let A1..2 = {Km1 , Rm \Km1 }, and let Q1..2 be a surface area minimizer, as in Claim 12. By construction, A1..2
and Q1..2 agree in the open set Rm \Km3 . I.e., Ai ∩ (Rm \Km3 ) =m Qi ∩ (Rm \Km3 ) for i = 1,2. It follows that A1..2
and Q1..2 have the same surface area in the set Rm \Km3 , and so (since Q1..2 is a minimizer)
0 SA(A1..2)− SA(Q1..2)
= [SA(A1..2, Rm \Km3 )+ SA(A1..2,Km3 )]− [SA(Q1..2, Rm \Km3 )+ SA(Q1..2,Km3 )]
= SA(A1..2,Km3 )− SA(Q1..2,Km3 )= 2 − λm. 
Definition 15. Suppose w and w′ are two nonparallel unit vectors in Rm and that φ is a surface energy integrand
on Rm. We say that φ has a flat unit ball between w and w′ provided the line segment joining (1/φ(w))w and
(1/φ(w′))w′ is part of the boundary of the unit ball for φ.
Proposition 16. Suppose w and w′ are two orthogonal unit vectors in Rm and that φ is a surface energy integrand
which has a flat unit ball between w and w′. Suppose z ∈ span{w,w′}, with z ·w  0 and z ·w′  0. Then
φ(z) = (cos θ)φ(w)+ (sin θ)φ(w′),
where θ ∈ [0,π/2] is the angle between z and w.
Proof. By making a suitable change of coordinates if necessary, we may without loss of generality suppose w = e1
and w′ = e2, so that z = (z · e1, z · e2) = (cos θ, sin θ). Since φ is positive homogeneous of degree 1, the points
(1/φ(w))w = (1/φ(w),0), (1/φ(z))z = ((1/φ(z)) cos θ, (1/φ(z)) sin θ), and (1/φ(w′))w′ = (0,1/φ(w′)) are on
the unit ball for φ. Since φ has a flat unit ball between w and w′, these points are collinear. The result follows by
equating slopes between pairs of points. 
We now construct, for each m  2, a family of surface energy integrands {φmij }1i,j3. Let φm13 be the unique
surface energy integrand whose unit ball is the convex hull of its 2m vertices: ±e2 and ±λm/(2m)ei for each
i ∈ {1,2, . . . ,m} \ {2}, and let φm32 be the unique surface energy integrand whose unit ball is the convex hull of its
2m vertices: ±λm/(2m)e2 and ±ei for each i ∈ {1,2, . . . ,m} \ {2}. We set φm12 = φm13 + φm32. As always, we define
φm21, φ
m
31, and φ
m
23 according to the relation φ
m
ji(v) = φmij (−v) for each v ∈Rm, and we set φmii ≡ 0 for i = 1,2,3. We
note that each of the φmij ’s is an even function, and we summarize their values on the ei ’s in the following table, valid
for each m 2:
e1 and −e1 e2 and −e2 ±ei, if 2 < i m
φm13 2m/λm 1 2m/λm
φm32 1 2m/λm 1
φm12 1 + 2m/λm 1 + 2m/λm 1 + 2m/λm
For each 2 i m, let πi :Rm →Rm be defined according to πi : (v1, v2, . . . , vm) → (v1, . . . , vi,0, . . . ,0), where
there are m− i zeros, and let Ri,m = πiRm = span{e1, . . . , ei}.
Claim 17. For each m 2, φm12(v) 1 + 2m/λm for each unit vector v ∈ R2,m.
Proof. Suppose v ∈ R2,m and |v| = 1. Because of the symmetries in the unit balls for φm13 and φm32, it suffices to
consider v = (v1, v2,0, . . . ,0), with v1  0 and v2  0. Then v = (cos θ, sin θ,0, . . . ,0), for some 0  θ  π/2.
Since the φm and φm unit balls are flat between e1 and e2, Proposition 16 gives:13 32
D.G. Caraballo / J. Math. Pures Appl. 94 (2010) 58–67 65φm13(v) = (cos θ)φm13(e1)+ (sin θ)φm13(e2) = (2m/λm) cos θ + sin θ,
φm32(v) = (cos θ)φm32(e1)+ (sin θ)φm32(e2) = cos θ + (2m/λm) sin θ,
φm12(v) = φm13(v)+ φm32(v) = (cos θ + sin θ)(1 + 2m/λm) 1 + 2m/λm,
as desired, since cos θ + sin θ  1 for each 0 θ  π/2. 
Claim 18. For each m 2, φm12(v) 1 + 2m/λm for each unit vector v ∈Rm.
Proof. If m = 2, the previous claim establishes the result, so we suppose m 3. For each 2 k m, let S(k) be the
assertion that φm12(v) 1+2m/λm for each unit vector v ∈ Rk,m. Since S(2) holds by the previous claim, it suffices to
show that S(k) ⇒ S(k + 1) for each 2 k m− 1; the result then follows since Rm,m =Rm. Suppose S(k) holds for
some 2 k m−1. Suppose v is a unit vector in Rk+1,m. Because of the symmetries of the unit balls for φm13 and φm32,
we may suppose vk+1  0 (the case vk+1 < 0 is handled the same way, but using −ek+1 instead of ek+1). Let zk be
the unit vector given by zk = πk(v)/|πk(v)|. Since zk ∈ Rk,m, by S(k) we have φm12(zk) 1 + 2m/λm. We also have
φm12(ek+1) 1 + 2m/λm. The unit vectors zk, v, and ek+1 are coplanar, with zk orthogonal to ek+1. Let θ ∈ [0,π/2]
be the angle between v and zk. Since the φm13 and φ
m
32 unit balls are flat between zk and ek+1, Proposition 16 with w,
w′, and z there replaced by zk , ek+1, and v, respectively, gives
φm13(v) = (cos θ)φm13(zk)+ (sin θ)φm13(ek+1),
φm32(v) = (cos θ)φm32(zk)+ (sin θ)φm32(ek+1),
φm12(v) = φm13(v)+ φm32(v) = (cos θ)φm12(zk)+ (sin θ)φm12(ek+1)
 (cos θ + sin θ)(1 + 2m/λm) 1 + 2m/λm,
as desired, since cos θ + sin θ  1 for each 0 θ  π/2. 
Claim 19. For each m 2, the integrands {φmij }1i,j3 satisfy BV-ellipticity.
Proof. This follows immediately from Theorem 11, since for any m 2 we have φm12 = φm13+φm32 by construction. 
Claim 20. For each m 2, the integrands {φmij }1i,j3 do not satisfy B2-convexity.
Proof. Fix m 2. Km3 has 2m boundary faces, and by construction the surface energy is 1 along each of them, so
SE
(
Pm
)= SE(Pm,Rm \Km3 )+ SE(Pm,Km3 )= SE(Pm,Rm \Km3 )+ 2m. (6)
Suppose P ′ is any admissible candidate. We use the fact that Pm and P ′ agree outside Km3 and then Claim 18 to
estimate,
SE
(
P ′
)= SE(P ′,Rm \Km3 )+ SE(P ′,Km3 )= SE(Pm,Rm \Km3 )+ SE(P ′,Km3 )
 SE
(
Pm,Rm \Km3
)+ λm · (1 + 2m/λm), (7)
which implies that SE(P ′)− SE(Pm) λm > 0. B2-convexity fails since no replacement of region 3 using 1 and/or 2
yields a polycrystal P ′ = L1..2 for which SE(P ′) SE(Pm). 
5. Other conditions on surface energy integrands
Several other conditions on surface energy integrands {φij }1i,js in Rm have been shown to imply B2-convexity
(and hence lower semicontinuity of the surface energy functional (1) with respect to strong convergence), most notably
partitioning regularity (introduced in [1]), (B)-convexity (introduced in [3]; cf. [4]), LSC1 and LSC3 (introduced
in [7]), and A-convexity, A2-convexity, and directional control (introduced in [8]). The constructions from Section 4
show that none of these is necessary for lower semicontinuity. We first recall the definitions of these convexity-type
conditions.
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region i of K1..s may be renamed to j, for some judiciously chosen j = i, in such a way that the resulting polycrystal
has surface energy not exceeding SE(K1..s ).
Definition 22. The integrands {φij }1i,js satisfy A2-convexity if, for any polycrystal K1..s and for each pair (i, j),
with i = j, the remaining regions of K1..s may be renamed, in each case to either i or j, in such a way that the
resulting polycrystal has surface energy not exceeding SE(K1..s ).
Definition 23. The integrands {φij }1i,js satisfy (B)-convexity if, for any polycrystal K1..s , and for each 1 i  s,
region i of K1..s may be replaced by some configuration involving the remaining regions in K1..s in such a way that
the resulting polycrystal has surface energy not exceeding SE(K1..s ).
Definition 24. The integrands {φij }1i,js satisfy LSC1 if, for any polycrystal K1..s and for each pair (i, j), with
i = j, the remaining regions of K1..s may be renamed, using just i or using just j, in such a way that the resulting
polycrystal has surface energy not exceeding SE(K1..s ).
Definition 25. A family of integrands {φij }1i,js is said to be pointwise within a factor of λ (0 < λ < ∞) if the
following condition holds for each unit vector w ∈Rm:
sup{φij (w): 1 i = j  s}
inf{φij (w): 1 i = j  s}  λ.
We say {φij }1i,js satisfies condition LSC3 provided the integrands are pointwise within a factor of 2.
Definition 26. The integrands {φij }1i,js are said to be directionally controlled provided:
φij (w) 2φik(w),
for each (i, j, k) with 1 i, j  s and k ∈ {1, . . . , s} \ {i, j}, and for each unit vector w ∈Rm.
We can now consider the sufficiency and necessity, for lower semicontinuity of the surface energy functional (1),
of each of these conditions on the integrands {φij }1i,js .
Theorem 27. In Rm (for any m 2), partitioning regularity, (B)-convexity, LSC1, LSC3, A-convexity, A2-convexity,
and directional control are each sufficient but not necessary for lower semicontinuity of the surface energy func-
tional (1) with respect to strong convergence.
Proof. We will show that each of the conditions implies B2-convexity, which implies BV-ellipticity and hence lower
semicontinuity of (1), as shown in [7]. LSC1 clearly implies B2-convexity, since the replacements required are
among those allowed for B2-convexity. It similarly follows from the definitions that partitioning regularity implies
A-convexity, which in turn implies (B)-convexity. Repeated application of (B)-convexity, until only two regions
remain, shows that (B)-convexity implies B2-convexity. That LSC3 implies directional control follows from the def-
initions. The proof that directional control implies A2-convexity is given in [8, Theorem 3.14]. A2-convexity in turn
implies B2-convexity, since the replacements required are among those allowed for B2-convexity. Since each of these
conditions implies B2-convexity, each condition is sufficient for lower semicontinuity. Lack of necessity in each case
follows since B2-convexity itself is not necessary by Theorem 1. 
Finally, we consider joint convexity, a quite useful condition introduced by L. Ambrosio and A. Braides (cf. [4,3]).
It is sufficient for lower semicontinuity and may be necessary as well. Let M(R)m be the space of Rm-valued finite
Radon measures on R. For k ∈ {1,2, . . . , s}, define the Dirac measure δk on R according to δk(X) = 1 if k ∈ X and
δk(X) = 0 if k /∈ X. Whenever i, j ∈ {1,2, . . . , s} and v ∈Rm, the measure (δi − δj )v ∈ M(R)m satisfies:
(
(δi − δj )v
)
(X) =
{
v, i ∈ X,j /∈ X,
−v, i /∈ X,j ∈ X,
0, otherwise.
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lower semicontinuous functional Φ on M(R)m, which is positive homogeneous of degree one, for which
φij (v) = Φ
(
(δi − δj )v
)
,
whenever 1 i, j  s and v ∈Rm.
We now establish the non-equivalence of B2-convexity and joint convexity.
Theorem 29. In Rm (for any m 2), joint convexity does not imply B2-convexity.
Proof. By Proposition 5.21 of [4], when {φij }1i,js is a family of surface energy integrands on Rm with s = 3,
the triangle inequalities (5) imply joint convexity. In Section 4, we constructed integrands {φmij }1i,j3 for which the
triangle inequalities hold – so that joint convexity must hold – but for which B2-convexity does not hold. 
Corollary 30. In Rm (for any m 2), partitioning regularity, (B)-convexity, LSC1, LSC3, A-convexity, A2-convexity,
and directional control are not necessary for joint convexity.
Proof. For the family of integrands {φmij }1i,j3 constructed in Section 4, joint convexity holds (as noted in the proof
of Theorem 29), but B2-convexity does not, and so any condition which implies B2-convexity also cannot hold. 
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