The weighted geometric averaging (WGA) operator and the ordered weighted geometric (OWG) operator are two of most basic operators for aggregating information. But these two operators can only be used in situations where the given arguments are exact numerical values. In this paper, we first propose some new geometric aggregation operators, such as the log-normal distribution weighted geometric (LNDWG) operator, log-normal distribution ordered weighted geometric (LNDOWG) operator and log-normal distribution hybrid geometric (LNDHG) operator, which extend the WGA operator and the OWG operator to accommodate the stochastic uncertain environment in which the given arguments are log-normally distributed random variables, and establish various properties of these operators. Then, we apply the LNDWG operator and the LNDHG operator to develop an approach for solving multi-criteria group decision making (MCGDM) problems, in which the criterion values take the form of log-normally distributed random variables and the criterion weight information is known completely. Finally, an example is given to illustrate the feasibility and effectiveness of the developed method.
Introduction
Information aggregation operators play an important role in multi-criteria decision making (MCDM). As we know, the weighted geometric averaging (WGA) operator 1 and the ordered weighted geometric (OWG) operator 2 are two of most common operators for aggregating arguments. The WGA operator first weights all the given arguments and then aggregates all these weighted arguments into a collective one. The OWG operator first reorders all the given arguments in descending order and then weights these ordered arguments, and finally aggregates all these ordered weighted arguments into a collective one. But the WGA operator and the OWG operator can only be used in situations where the given arguments are exact numerical values.
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In the last decades, the WGA operator and the OWG operator have been extended to accommodate the fuzzy and uncertain situations. Xu et al. [3] [4] [5] extended these two operators to accommodate the situations where the input arguments are fuzzy numbers, for example, Xu 3 proposed the fuzzy ordered weighted geometric (FOWG) operator, Xu and Da 4 proposed the uncertain ordered weighted geometric (UOWG) operator, Wang and Yang 5 proposed the trapezoidal fuzzy ordered weighted geometric (TFOWG) operator; Xu et al. [6] [7] [8] [9] [10] [11] extended these two operators to accommodate the situations where the input arguments are intuitionistic fuzzy numbers or extended intuitionistic fuzzy numbers, for instance, Xu and Yager 6 proposed the intuitionistic fuzzy weighted geometric (IFWG) operator, intuitionistic fuzzy ordered weighted geometric (IFOWG) operator and intuitionistic fuzzy hybrid geometric (IFHG) operator, Wei 7 proposed the dynamic intuitionistic fuzzy weighted geometric (DIFWG) operator and uncertain dynamic intuitionistic fuzzy weighted geometric (UDIFWG) operator, Tan   8 proposed the generalized intuitionistic fuzzy ordered geometric averaging (GIFOGA) operator, Xu 9 and Xu and Chen 10 developed the interval-valued intuitionistic fuzzy weighted geometric (IIFWG) operator, intervalvalued intuitionistic fuzzy ordered weighted geometric (IIFOWG) operator and interval-valued intuitionistic fuzzy hybrid geometric (IIFHG) operator, Wang 11 proposed the fuzzy number intuitionistic fuzzy weighted geometric (FIFWG) operator, fuzzy number intuitionistic fuzzy ordered weighted geometric (FIFOWG) operator and fuzzy number intuitionistic fuzzy hybrid geometric (FIFHG) operator; Xu et al. [12] [13] [14] [15] extended these two operators to accommodate the situations where the input arguments are linguistic variables or uncertain linguistic variables, for example, Xu 12 proposed the linguistic weighted geometric averaging (LWGA) operator, linguistic ordered weighted geometric averaging (LOWGA) operator and linguistic hybrid geometric averaging (LHGA) operator, Wei 13 proposed the extended 2-tuple weighted geometric (ET-WG) operator and extended 2-tuple ordered weighted geometric (ET-OWG) operator, Xu 14 proposed the uncertain linguistic weighted geometric mean (ULWGM) operator and uncertain linguistic ordered weighted geometric (ULOWG) operator, Wei 15 proposed the uncertain linguistic hybrid geometric mean (ULHGM) operator, which is based on the ULWGM operator and the ULOWG operator. In addition, they established various properties of these operators and applied them to solve MCDM problems.
In some MCDM situations, the given arguments take the form of random variables under stochastic uncertain environment [16] [17] [18] [19] [20] [21] [22] . However, at present, there is few research related to the aggregation operators for aggregating arguments which are in the form of random variables, except that Wang and Yang 23 extended the weighted arithmetic averaging (WAA) operator 24, 25 to accommodate the situations where the input arguments are normally distributed random variables, and presented the normal distribution number weighted arithmetic averaging (NDNWAA) operator and the dynamic normal distribution number weighted arithmetic averaging (DNDNWAA) operator. In addition, in stochastic MCDM problems, normal distribution with bell-shaped curve is usually used to describe the random variation that occurs in the criterion value, and the criterion value is commonly characterized by two parameters: the expected value and the standard deviation 16, 26, 27 . However, many measurements of criterion values show a more or less skewed distribution. Particularly, skewed distributions are common when expected values are low, variances large, and values cannot be negative. Such skewed distributions often approximately fit the log-normal distribution 28, 29 . Moreover, a variable might be distributed as log-normally if it can be thought of as the multiplicative product of a large number of independent random variables each of which is positive. The lognormal distribution is a continuous probability distribution of a random variable whose logarithm is normally distributed 28, 30 , and it can model many instances, such as the loss of investment risk, the change in price distribution of a stock, and the failure rates in product tests and so on 28, [31] [32] [33] . Therefore, in real-life, there are many stochastic MCDM problems in which the criterion values take the form of log-normally distributed random variables. At present, the stochastic MCDM problems, in which the criterion values take the form of normally distributed random variables, have attracted lots of attentions from researchers [16] [17] [18] [19] [20] [21] [22] [23] . But regarding to the stochastic MCDM problems, in which the criterion values take the form of log-normally distributed random variables, there is still few related research. It is worthy of pointing out that, in many stochastic MCDM problems with log-normally
Co-published by Atlantis Press and Taylor & Francis Copyright: the authorsdistributed random variables, we need to aggregate the given log-normally distributed random variables into a single one. In such case, information fusion techniques are necessary. In this paper, based on the WGA operator and the OWG operator, we shall develop some new geometric aggregation operators for aggregating arguments which take the form of log-normally distributed random variables, and apply them to solve multi-criteria group decision making (MCGDM) problems in which the criterion values are in the form of log-normally distributed random variables and the criterion weight information is known completely. In order to do that, this paper is organized as follows. In Section 2, we introduce some basic concepts of lognormal distribution. In Section 3, we extend the WGA operator and the OWG operator to accommodate the situations where the input arguments take the form of log-normally distributed random variables, propose some new geometric aggregation operators, such as the log-normal distribution weighted geometric (LNDWG) operator, log-normal distribution ordered weighted geometric (LNDOWG) operator and log-normal distribution hybrid geometric (LNDHG) operator, and establish various properties of these operators. In Section 4, we apply the LNDWG operator and the LNDHG operator to develop an approach for solving the MCGDM problems, in which the criterion values take the form of log-normally distributed random variables and the criterion weight information is known completely. In Section 5, we provide an illustrative example to demonstrate the feasibility and effectiveness of the developed method. Finally, we conclude the paper in Section 6.
Preliminaries
The normal distribution is a continuous probability distribution defined by the following probability density function, known as the Gaussian function or informally the bell curve 34 The log-normal distribution is a probability distribution of a random variable whose logarithm is normally distributed 28 log-( , ) N be two log-normal distributions, then
It's easy to prove that all operational results are still log-normal distributions, and according to these two operational laws, we have the following.
( 
Therefore, by using the relation between expectation and variance in statistics, in the following, we propose a method for the comparison between two log-normal distributions, which is based on the expected value log ( ) and the standard deviation log ( ) .
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The LNDWG and LNDOWG operators
In what follows, based on Definition 1, we propose some new geometric aggregation operator for aggregating log-normal distribution information, such as the LNDWG operator and the LNDOWG operator. Proof: Obviously, the aggregated result by using the LNDWG operator is also a log-normal distribution. In the following, we prove Eq. (5) by using mathematical induction on n .
(1 
Thus, based on (1) and (2) ( , , , )
where ( (1), (2), , ( )) n is a permutation of (1, 2, , ) n such that T (derived by the normal distribution based method [35] ) is the weight vector of the LNDOWG operator, then by Eq. (10), we get n . From Eq. (14), it can be known that the LNDOWG operator has commutativity property that we desire. It is worth noting that the LNDWG operator does not have this property.
Besides the above properties, the LNDOWG operator has the following desirable results. 
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The LNDHG operator
From Definition 3 and Definition 4, it can be known that the LNDWG operator weights only the log-normal distributions, whereas the LNDOWG operator weights only the ordered positions of the log-normal distributions instead of weighting the arguments themselves. To overcome this limitation, in what follows, we propose a LNDHG operator, which weights both the given log-normal distributions and their ordered positions. 
and the aggregated result derived by using the LNDHG operator is also a log-normal distribution. Obviously, from Theorem 7 and Theorem 8, we can see that the LNDHG operator weights both the given log-normal distributions and the ordered positions of these arguments, reflects the importance degrees of both the given log-normal distributions and their ordered positions, and generalizes both the LNDWG operator and the LNDOWG operator at the same time.
An application of the LNDWG and LNDHG operators to MCGDM
In this section, we apply the LNDWG and LNDHG operators to MCGDM based on log-normally distributed random variables. Let ( , , , ) 
Based on the above decision information, in the following, we propose a practical procedure to select the most desirable alternative(s).
Step 1 Normalize the decision matrices
C be the set of all benefit criteria and c C be the set of all cost criteria, then we can use the following formulas to transform the decision matrices
, j C C (19) Note that standard deviation is relative to expectation, so the Eq. (19) is suitable for all j C C .
Step 2 Utilize the LNDWG operator (20) to aggregate the criterion values of the th i column of the normalized decision matrices 
log-( ,
Step 3 Utilize the LNDHG operator (1) (2) ( ) , LNDHG , , , Table 3 . Decision matrix (1), (2), , ( )) t is a permutation of (1, 2, , ) t , and t is the balancing coefficient.
Step 4 Utilize Eq. (1) Table 6 . Normalized decision matrix Table 1 ~ Table 3 .
To get the best company, the following steps are involved.
Step 1 Utilize Eq. (17) C are cost criteria.
Step 2 Utilize Eq. Step 4 Utilize Eq. (1) ( ) ( ) .
Step 5 Therefore, the best investment enterprise is 3 X .
Conclusions
In this paper, we have extended the WGA operator and the OWG operator to accommodate the stochastic uncertain situations where the given arguments take the form of log-normally distributed random variables, proposed some new geometric aggregation operators, such as the LNDWG operator, the LNDOWG operator and the LNDHG operator, and established various desirable properties of these operators. Weights represent different aspects in both the LNDWG operator and the LNDOWG operator. The LNDWG operator weights only the log-normal distributions, the LNDOWG operator weights only the ordered positions of the log-normal distributions instead of weighting the log-normal distributions themselves, and both these two operators consider only one of them. The LNDHG operator weights both the given log-normal distributions and their ordered positions, and generalizes both the LNDWG operator and the LNDOWG operator at the same time. In addition, the LNDOWG operator and the LNDHG operator can relieve the influence of unfair data on the final results by assigning low weights to those unduly high or unduly low ones. Furthermore, we have given an application of the LNDWG operator and the LNDHG operator to MCGDM based on lognormally distributed random variables. This paper enriches and develops aggregation operator theory. In the future, we shall continue working in the extension and application of the developed operators to other domains.
