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INTRODUÇÃO 
Uma constante preocupaçao do homem tem sido a de poder 
controlar a evolução no tempo de certos dispositivos ou mecanis-
mos por ele manipulados, segundo regras pré-estabelecidas. Por e~ 
te motivo, muitos sistemas de controle têm sido estudados por en-
genheiros desde épocas remotas. Assim, nos séculos XVII e XVIII, 
Huygens e Watt c~studaram, pela primeira vez, o problemi:i da estabi 
!idade de um oscilador harmônico sujeito a pequenas vibrações,~ 
do início a urn importante trabalho de pesquisa que continua até 
os dias de hoje. 
Apesar disto, durante muitos anos, as técnicas emprega-
das para o estudo dos sistemas de controle foram desenvolvidas p~ 
ra casos particulares e o desenho de sistemas automáticos era es-
sencialmente umd arte. Foi somente na década de 1940, com a cres-
cente necessidade de sistemas de automação cada vez mais sofisti 
cados, que se iniciou o desenvolvimento de uma teoria sistemática 
dos si.stcmas de controle. Este desenvolvimento se valeu, numa pr~ 
meira fase, da aplj.cuçiío de métodos operacionais, conhecidos des-
de os principias deste século, aos sistemas de controlG relativa-
mente simples regidos por sistemas de equações diferenciais linea 
res. 
A utilização de métodos operacionais, do tipo transfor-
madas de Laplace ou Fourier, está baseada numa descrição matemãti 
ca de sistemas conhecida como de "entrada-saida" pois, conhecida 
i i 
a relação existente entre a "entrada" ou exitação u(t) aplicada 
ao sistema e a resposta ou "sa.ida" y(t) observada em cada ins-
tante de t~empo t, é possível obter a relação cxislentc entre as 
transformadas U(s) c Y (s) , do uI.) e y(.) r0spectivamente, 
para cada valor da frequêncla s . Este procedimento permite tran~ 
formar um problema no domínio do tempo, num problema no domínio 
da frequência. 
Vários conceitos, resultados e técnicas importantes, fo 
raro estabPlecidas por meio destes métodos, figurando em destaque 
os diagramas de Bode c Nyquist, a largura da faixa de frequências, 
etc. Porém, os métodos operacionais e a análise ao nível das fre-
quências não bastaram para o estudo de sistemas mais complexos, 
tornando necessârio que a abordagem dos sistemas de controle se 
fizesse diretamente no domínio do tempo. A formulação, por Evans 
em 1948, do método do lugar das Raízes foi um passo decisivo nes-
ta direção, pois enlaçou magistralmente os métodos de análise tan 
to no dom.:Lnio da fnJquência como no domínio do tempo. 
Para o estudo de sistemas no domínio do tempo, e neces-
sário dispor de informações que caracterizem a estrutura do siste 
ma, dificilinente fornecidas por relações do tipo entrada-saída 
Esta dificuldade conduziu à definição de "estado" de um sistema 
O conceito de estado inicialmente utilizado proveio das ciências 
físicas, onde se entende por estado, as variáveis que no seu con-
junto contém toda a informação, sobre o passado do sistema, rele-
vante para a determinação de seu comportamento futuro. Posterior-
iit 
mente e devido à diversidade dos posslveis sistemas, tem-se forrou 
lado definiçóes mais abstratas de estado. 
O reconhecimento da importância do conceito de estado 
foi decisiva no avanço ulterior da teoria, pois permitiu utilizar 
teorias matemáticas que vinham sendo estabelecidas desde os traba 
d -1 lhos e H. Poincare . 
Para os objetivos deste trabalho, os sistemas de contra 
le considerados serã.o sempre descritos por equações diferenciais: 
~(t) = f(t,x(t),u(t)) I li 
onde x{t) representa o estado do sistema e u{t) o parâmetro 
de controle exercido sobre o sistema, ambos no tempo t . Deste mo 
do, conhecida a função de controle u (.), o estado do sistema evo 
lui conforme a equaçao diferencial (l). Usualmente, a função u(.) 
está sujeita a algumas restrições, chamando-se "controles admis-
síveis" aquelas que satisfazem a todas as restriçÕes impostas. 
De início, até aproximadamente 1965, o avanço da teoria 
esteve centrado nos sistemas autônomos com estados c controles a 
numero finito de variáveis, especialmente sistemas lineares autO-
nomos descritos por equações diferenciais do tipo: 
X{t:) = Ax{t) + D u(t) (2) 
1. POlNCARÉ, H., "Sur lcs cuurbes definics par le~ equations Ji.ffí.·rentielles", 
J. Math. Pur0s er Appl., part 3, l (1885), pp. 167-244. Parl 4, 2 (1886) , 
pp. 151--217. 
i v 
onde x(t) E lRn, u(t) E JR.rn e A e B sao matrizes de n x n e 
n x m respectivamente. 
Os conceitos fundamentais da teoria desenvolvida sao a 
controlabilidade, estabilidade, observabilidade, identificação e 
controle Ótimo. Neste trabalho estaremos apenas interessados nos 
dois primeiros, que são objeto de pesquisa relevante desde aprox~ 
rnadamente 1960. 
Um sistema e dito controlável em se para qua_! 
quer par de estados e xl' existe um admissivel 
u ( . ) definido em tal que a solução correspondente de 
Para sistemas lineares, 
o seguinte critério e fundamental: O sistema (2) ê controlável em 
[t
0
,t1 J, com t 0 < t 1 , se e somente se o posto da matriz 
2 n-1 [B, AB, A B,.,. ,A I3] . c igual a n • 
No que diz respeito à estabilidade, o sistema (2) chama 
-se assintoticamente estabilizável se existe uma matriz F e cons 
tantes M ' O e ~I ', 0 tais que jjexp (A+ BF)tjj ·-]J t < Me , para 
todo t > O. Sabe-se também que um sistema (2) controlável, e es 
tabilizável. 
Entretanto, tais sistemas podem ser considerados sim 
ples no sentido de que os estados compõem-se apenas de um numero 
finito de variáveis. Surgem porém, de maneira natural, muitos sis 
temas de grande interesse para os quais isto não ocorre, motivo 
pelo qual houve, durante os últimos vinte anos, um extenso traba-
v 
lho de pesquisa sobre sistemas :1r> controle com estados em 
espaço de Banach. 
algum 
Seguindo as idéias de Fattorini ([13]), o principal in_§_ 
trumento matemático utilizado é a teoria de semigrupos fortemente 
contínuos. Por meio desta, e possível desenvolver uma teoria abs-
trata de controle em espaços de Banach arbitrários abrangendo um 
grande número de casos específicos. 
Ademais, todos os conceitos da teoria de controle em di 
mensao finita podem ser formalmente estudados em dimensão infini-
ta, necessitando-se, porem, de hipóteses adicionais para a gener~ 
lização dos resultados. 
Neste trabalho, abordamos alguns problemas da 
abstrata de cont.role em espaços de Banach. 
teoria 
O capítulo I está dedicado a estabelecer as notações e 
revisar, bem como estender alguns resultados conhecidos que serao 
usados com frequência nos capitulas subsequentes. 
No capítulo II demonstramos, mediante condições sufi-
cientemente gerais, que um sistema de controle com estados num es 
paço de Banach de~ dimensão infinita não pode ser controlável, o 
qual estende e uoi.fica alguns resultados obtidos por 'l'riggiani 
([31], [32], [33]). A técnica utilizada permite também caractGri 
zar aqueles sistemas de controle para os quais o operador linear 
definido, através da fórmula de variação das constantes, ê campa~ 
to. Finalmente, obtemos alguns resultados que relacionam a comp~ 
vi 
cidade deste operador com a estabili0ade assintótica do sistema. 
O capitulo III consta de dois parágrafos. No primeiro 
estudamos a estabilidade, da controlabilidade e da controlabilida 
de aproximada de um sistema diante de certas perturbações. No se-
gundo, através do emprego de transformadas, reduzimos o estudo da 
controlabilidade aproximada de um sistema arbitrãrio à de um sis-
tema definido por um operador linear limitado, generalizando as-
sim um resultado de Pattorini ( [14]) 
No capitulo IV, com base em resultados de Triggian.i ( (31] ), 
estudamos a estabilidade assintótica de sistemas de controle sub-
metidos a certos tipos de perturbações contínuas. 
O caítulo V está dedicado à definição e ao estudo de al 
guns conceitos de auto-acessibilidade. Estabelecemos alguns resul 
tados que caracterizam sistemas auto-acessíveis e essencialmente 
auto-acessíveis e estudamos, em particular, os sistemas definidos 
por operadores lineares limitados. Utilizando os resultados doca 
pítulo I, apresentamos várias classes de sistemas lineares que 
não são auto-acessíveis. No Último parágrafo, estendemos, dentro 
do contexto deste trabalho, uma propriedade geométrica estabeleci. 
da por Kobayashi e Shimemura ([20]) para sistemas de controle do 
tipo (2). 
CAPÍTULO I 
FUNDAMENTOS E ~UTAÇ0ES 
§l. SISTEM~S DE CONTROLE EM ESPAÇOS DE BANACH 
Neste capítulo E denotarâ sempre um espaço de Banach 
real ou complexo com norma jj.jj e {T (t) t > O} um semigrupo 
fortemente contínuo em E, (tambêm chamado de classe C ) . os re-
o 
sultados gerais da Teoria de Semigrupos de Classe C
0 
que serao 
utilizados podem ser encontrados em [lO], [18] ou [28] 
Um sistema de controle linear e autônomo sobre E ser a 
uma família de equaçoes diferenciais da forma 
(lI ~(t) = Ax(t) + Bu(t), t > o 
onde x(t) E E representa o estado do sistema no tempo t ; 
A: D(A) C E --E e um operador linear, gerador infinitesimal do 
semigrupo T (t); B : U ---r E é um operador linear limitado e U 
é um espaço de Banach, que chamaremos de "espaço dos controles" 
Diremos também que os controles admissíveis são p~integráveis 
1 ~ p < ~, se em (1), u(.) e uma função p-:Lntegrãvel no senti-
do de Bochner. Indicaremos por ,cP (O, t; U) o espaço das funções 
p-integráveis definidas sobre [O,t] e com valores em U e por 
Lp{O,t;U) o espaço das classes de equivalência de funções iguais 
em quase toda parte. Maiores esclarecimentos podem ser encontra-
dos em [7]. 
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l.l DEFINIÇÃO: O sistema (1) diz-se exatamente controlável em 
[o ,EJ por controles p-admissíveis se for possível atingir em tem 
po t:::: t e a partir de x(O) = O, qualquer X E E, através 
das soluções de (1) e com con-troles u(.) E .cP(o,t;U) 
Como a solução fraca de 111 com condição inicial 
x(O) ~ x 0 0 dada por: 
I 2 I X I ti O'ltlx
0 
+ I: Tlt-sl B ulslds 
é claro que a definição anterior e equivalente a sobrejetividade 
da apl icaçõ.o U nC'<l r 1 imita da, 
I 3 I Pl - I Gt: L O,t;U ~E 
LI ( • ) -~ f to- T(E-s) I3 u(s)ds 
Chamaremos de "espaço de controlabilidade em tempo 
ao conjunto Z(E) = Im(Gt) e "espaço de controlabilidadc em tem 
po f in i to" a Z = u Z (E) , t > O • 
l. 2 DEFINIÇÃO: o sistema (1) diz-se exatamente controlável em 
tempo finito, com controles p-admissíveis, se Z ::: t. 
Do Teorema de Baire, segue facilmente que todo sistema 
exatamente controlâvel em tempo finito é exatamente controlável 
em [O,t], para .J.lgum t, [22]. 
- 3 -
1.3 DEFINIÇÃO: O sistema (l) diz-se dpruximadamente controlável 
em [O,t], (resp. em tempo finitv) se ZTIT = E, (resp. Z = E). 
1.4 PROPOSIÇÃO il4c' 
- l i. x' E Z(t) ç> B' T(t)' x' = O, Vt E [O,t]. 
ii. O sistema (l) é aproximadamente controlável em [O,E], (resp. 
em tempo finito), se e somente se 
( 4 I B' T(t) 'x' = O, Vt E [O,t] (resp. Vt > 0) ~ x' = O 
Consideraremos também sistemas com restrições. Um sis 
tema de controle com restriçÕes é um sistema do tipo (1) em que 
os controles pertencem a um subconjunto n C U previamente fixa 
do. Denotaremos estes sistemas por 
(sI x(tl = Ax(t) +Bu(t), u E Q • 
Chamaremos ntt) o conjunto dos controles admissíveis 
definidos em [O,t], isto e, 
{u E Lp(O,t;UI u(.l E O} 
e, à medida do possível, omitiremos t escrevendo simplesmente 
õ. Neste caso, definimos os conjuntos 
Z(tl e z 
como anteriormente. 
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Para os sistemas com restrições, ternos os seguintes co~ 
ceitos de controlabilidade, onde V denota o sistema das vizi-
nhanças de O em E . 
l. 5 DEFINIÇÃO, o sistema (5) diz-se 
i. Localmente exatamente controlável em [o 't J se existe 
V E V tal que V S Z(t). 
ii. Localmente exatamente controlável em tempo finito se existe 
V E V tal que V C Z. 
iii. Localmente aproximadamente controlável em [o, EJ se existe 
V E V tal que V C Z(t). 
i v. Localmente aproximadamente controlável em tempo finito se 
existe V E V tal que V C 2. 
§2. ESTABILIDADE ASSINTÓTICA DE SISTEMAS DE CONTROLE 
Como no parágrafo anterior, T(t) representa um semi-
grupo fortemente contínuo, com gerador infinitesimal A, operan-
do no espaço de Banach E . 
2.1 DEFINIÇÃO' '!' I t I chama-se uniformemente assintoticamente es 
tãvel se li T (t) li -ut < 01 c com ~ > o . 
Datko, [9] mostrou que esta definição e equivalente a 
lim T(t) = O, na topoloqia uniforme de lJ(E), o espaço dos opo-
t+~ 
r adores lineares limitados em E . 
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2.2 DEFINIÇÃO: T (t) chama-se fortemente assintoticamente está-
vel, se para todo x E E, lim T(t)x = O. 
t + +<» 
2.3 DEFINIÇÃO: T(t) chama-se fracamente assintot:Lcarnente está-
vel se para todo x E E e para todo x' E L', 
lim <T(t)x,x' :> = O . 
t-..+ro 
Não e difícil ver ([6]) que, em consequência do Teore-
ma de Banach-Steinhauss, todo semigrupo fracamente assintotica"--
mente estável é uniformemente U.mitado, i.e., existe M > 1 tal 
que li T (t) li ' M, Vt > O. 
2.4 DEFINIÇÃO: O sistema (l) diz-se: 
i. Uniformemente assintoticamente estável se o semigrupo T (t) 
gerado por A é uniformemente assintoticamente estável. 
ii. Uniformemente assintoticamente estabilizável se existe um 
operador linear limitado F : E -+ U tal que A + BF c gera-
dor infinitesimal de um semigrupo de classe c 0 e uniforme-
mente as~;intoticamente estável. 
2. 5 OBSERVAÇÃO: Sabemos que se A gera um semigrupo T ( t) de 
classe C t_al que IIT(t) 11 < M ewt 0 DE B(E), 
o 
então A+ O 
também e gerador infinitesimal de um semigrupo S(t) de classe 
llsitl 11 < M elw+M IIDII lt ([10], [28]). 
- 6 -
Ana.loginnente, definem-se os sistemas fortemenle (frac~ 
mente) assintotic·amente estabiliz~veis. 
Neste trabd lho, omitiremos habitualmente o quo. li ta ti vo 
"assintoticamente" quando nos referirmos a estes tipos de estabi 
lidade. 
Seja 'I' I tI um semigrupo de classe 
w (T) 
o 
lim 
t -4o- +OC 
ln 
c 
o 
e 
limite este chamado o "tipo" do semigrupo. 
Com a term:i.nologia de Triggiani [31], (também Curtain-
Pritchard, [7]), diz-se que o gerador infinitesimal A de T(t) 
satisfaz a Hipótese de Crescimento Espectral (S.G.A.: Spectral 
Growth Assumpt: j on) se 
sup Re a (A} = 
onde o (A) denota o espectro de A. É sabido que esta condição 
nem sempre é realizada ( [18], [39]) mas Triggiani mostrou que 
ela é verdadeira pelo menos no caso em que T(t) e um semigrupo 
compacto ou dife>renciável. usando o teorema 2.19 de Davics, 
[10], é imediato estender a demonstração de •rriggiani ao caso em 
que T(t) é apenas uniformemente contínuo para t > a e algum 
a > O, caso este que .inclui os semigrupos compactos e diferen-
ciáveis. Note-se' qu(· se l\ satisfaz a condjçfiu S.G.A. e 
- 7 -
supRe a(A) < O podemos concluir que T{t) e uniformemente es-
tável. 
Diz-se também que A satisfaz a Hipótese de Decomposi-
çao Espectral (D.S.A.: Decomposition Spectrurn Assumption) se 
existe uma curva de Jordan fechada e retificável r , que separa 
o espectro de A em dois conjuntos espectrais a (A) 
s 
e a (A) 
u 
tais que ou(A) está contido no interior de r {e logo e um con 
junto limitado) e existe ó > O de tal forma que 
a (A) C O' Re (>) <- 8) e 
s 
a (A) C (À' Re I À) > - 6} • 
u 
Seja E = E5 ffi Eu a decomposição, em espaços invariantes para A, 
induzida sobre E pela decomposição do espectro de A (Taylor, 
[30]); e A as restriçÕes de A a 
u 
E 
s 
e Eu, respectivame~ 
te, e P a projeção sobre E . 
u 
Nestas condições o sistema 
também se decompõe em dois sistemas: 
( 6) 
( 7) x(t)=AX+PBu; 
u u u 
xu(t) = P x(t), 
near limitado. 
X (t) 
s 
A E ~ E 
u u u 
(I-P) X (t) e Au e um operador 
( l) 
li-
Triggiani ([31]) demonstrou o seguinte teorema, melho-
rado C'In [7] e que será fundamental no capítulo IV. 
2.6 TEOREMA: Consideremos o sistéma (1) e suponhamos que: 
i. 
ii. 
- 8 -
A satisfaz u condiçâo D.S.A. 
A satisfaz a condição S.G.A. 
s 
iii. O sistema {7) e uniformemente estabilizável. 
Então o sistema (l) é uniformemente estabilizâvel. 
Naturalmente a condição ii. sõ tem a finalidade de ga-
rantir que o sistema {6) ê uniformemente estável. 
§3. CONCEI'rOS MÉTRICOS PARA OPERADORES LINEARES 
Neste parágrafo vamos estudar certos conceitos de dis-
tância entr-e subespaço~> fechados c suas consequências que serao 
fundamentais no d~senvol vimento do p.resente trabalho. 
Sejam E, F espaços de Banach, B(E,F) o espaço das 
aplicações lineares limitadas de E em F e B(E) = B(E,E). Uti-
lizaremos também as seguintes notações: C(E,F) indica o conju~ 
to dos opecadores lineares fechados, definidos sobre subespaços 
de E e a valores em F, C(E) = C(E,E), S(E) indica o conjun-
to dos subespaços lineares fechados de E e SE a esfera unitá-
r ia de E, i . e . , 
{x E E llxll = ll 
Se A E C (E) chamamos conjunto resolvente de A, de-
notado por p(A), ao conjunto 
{À E C (U-A)-l E B(A)} 
~ 9 ~ 
e espectro de Ar denotado por a (A), ao complementar de p (A) 
em C . Para À E p (A) , escrevemos 
R(;\,A) (U~A)~l 
este operador sendo chamado o operador resolven·te de A . Quando 
nao há possibilidade de confusão, utilizamos o termo "resolven-
te" tanto para o conjunto como para o operador resolvente. 
Todas as definições, como também a maioria dos resulta 
dos que daremos neste parágrafo, podem ser encontrados no livro 
de Rato, [19]. 
3.1 DEFINIÇÃO: Sejam M,N E S(E); M,N ~ {Ü}; definimos 
C(M,N) sup {d(u,N) 
e 
-
6 (M,N) = max{õ(M,N),ó(N,M)}, 
onde d(u,N) denota a distância deu a N. 
3.2 PROPOSIÇÃO: Nas condições da definição anterior, 
i. ó(M,N) -- ó(N,M) 
i i. 6 (M,N) = O ~ M = N 
iii. 0 < ó(M,N) < 1 
iv. Se ~ > ó(M,N) então Vy E M, 3 y E N tul que IIY-'ill ~ óiiYII 
v. Se estendermos a definição de ó c ó a todo s (!~) pondo 
- lO -
ó(O,N) o O, VN E S(E) e ó(M,O) o l se M f {0), então 
ô se torna uma quase-métrica em S(E), i.e., 
- -
ô(M,L) < 2 ( ô (M,N) + ó (N ,L)), V L,M,N E S(E) 
DEMONSTRAÇÃO: vor Kato, [19]. 
A segui. r sempre consideraremos Ex F normado por 
li lx, y) li Vy E F . 
Se T E C(E,F) e D(T) indica o domínio de T, então 
o gráfico de T, G(T) = { (x,'r(x)) : x E D(T)}, e, pela defini-
ção de operador linear fechado, um subespaço linear fechado <ie 
Ex F. Assim faz sentido a definição seguinte: 
3.3 DEFINJÇÂO: Sejam S,T E C(E,F), definimos 
ô (T, S) o ó (G(T), G(S)) 
e 
. -
ô(T,S) o ó(G(T), G(S)) 
E claro que estas definições induzem propriedades me-
tricas em C(E,F) similares àquelas da proposição 3. 2 para S(E). 
Também temos a seguinte: 
3.4 PROPOSIÇÃO: Sejam T,S E C(E,F). 
i. Se l>ó(T,S) então para todo x E O (T), existe y E D(S) 
- ll -
tal que llx-yiiE + IITx- syiiF < <lillxiiE+ IITxiiFI 
i i. Se 'I' : O (TI C E ~F for limitado e ô > õ(T,SI então Pêl 
r a todo X E D (TI , existe y E D(SI tal que 
llx-yiiE + IITx- syiiF < 
-
6 (l + li Til I llxll 
DEMONSTRAÇÃO: Ambas propriedades seguem imediatamente da propo-
siçâo 3.2 iv. Note-se que em ii., D(T) deve ser um subespaço 
fechado de E . 
Sabemos que em B(E,F), o conjunto das aplicações so-
brejetivas é aberto na topologia uniforme. Necessitaremos da g~ 
neral.Lzação deste fato em termos da distância 6 . 
Se HE e BF indicam as bolas unitãrias fechadas de 
E e F 
' 
respect.ivamente, e se f:E--+F e uma aplicação li-
r.ea.r .limitada e sobrejetiva, então existe y > o que 
ou seja, para todo y E F, existe x E E tal que 
y = f (xl e llxll Seja 
A demonstração que segue e uma generalização 
da que aparece em [25], teorema viii.3. 
3.5 LEMA: Sejam U, E espaços de Banach; u. cu, 
l 
i ~ 1,2, subespaços lineares fechados e 
f. 
1. 
U. -----+ E., 
l l 
i 1 , 2 , 
natural 
E. C E 
l 
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aplicações lineares limitadas tais que: 
i. f 1 e sobrejetiva, 
e • n + sl + s < 1 . 
Então f 2 e sobrejetiva e 
18 I 
ylf1 1 I l-SI- all+sl ll+llt 1 ll I 
> 
ll+SI ll+a ll+ li t 1 ll I I 
DEMONSTRAÇÃO: Seja y , O < y < 'Y(f 1 ), tal que 
Seja y E E 2 , li y li < l e 
I a I Existe - E El tal IIYl-Ylll B li Y 1 11 , (da proposição yl que < -
3.2 iv) . Logo IIYlll < 1 + fL 
Existe E U tul fl (xll li x1 ll 
l+B I já xl que yl = 0 < -~- que l y 
f 1 é sobrejetiva). 
Existe z1 E u 2 tal que llx1 -z 1 ll + IIY1 - f 2 1Z 1 1 11 < ull+BI, (de 
ii. e da proposição 3.4 ii). 
- l3 -
e 
li z1 ll < ll + 8) 
(b) Baseados na mesma idéia que em (a), definimos indutivamente 
sequências (yk) ~ E2 , k 
tais que: 
Yk+l = Yk- f2 lzk) 
11Yk+1 --Yk+l 11 < si1Yk+ 1 11 
flxk+l) = Yk+~ e llxk+lll :'_ ~ IIYk+lll e 
lzkl c u2 k -
llxk+l-zk+ll! + 11Yk+l-f2 1zk+lill < all+ llt1 lli llx101 ll · 
Logo, 
yk+l = 
IIYk+lll 
11 zk li ., 
-
yl- f2 (zl + z2 + ••. zk) 
< 1 e+ "ll+SIIk + o' k -+ +<», e 
1 l+ si l 1- + y "I le+"ll+ell 
k-1 
Portanto, podemos definir z = L zk , 
k=l 
li z li < 
ll + SI l I" +-I 
e f 2 lz) = y. Isto mostra que f 2 e sobrejetiva e da 
e 
fórmula 
anterior, utilizando o fato que y foi arbltr&rio, obtemos a f6r 
mula (8). 
3.6 COROLÁRIO: Sejam S,T E B(E,F), T sobrejetiva e 
IIT-sll < E < 'i!TI. 
Então S e sobrejetiva e 
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y(S) > Y(T)-E 
l + E 
DEMONSTRAÇÃO: Observando que ô(T,S) < [IT-sl[, o resultado se-
gue imediatamente do lema 3.5 com 8 = O. 
Seja A um conjunto e conSideremos as aplicações 
e g: A--+ B(U 2 ,E 2 ). É natural colocar 
6 (f' g) sup {ó(f(X) ,gPII À E A) 
obtendo-se então o seguinte resultado: 
3.7 COROLÁRIO: Sejam E. 
l 
e i :::: 1,2, subespaços lineares 
fechados de E c U, respectivamente, e 
f 
duas aplicações com domínio A compacto. Se f 1 é contínua e 
f ( ).) é sobrejcti.vu, para todo X E A, então existe ó > O tal 
que as condições ó(E 2 ,E1 ) < ó e ó(f,g) < ó implicam a sobre-
jetividade de g (À), VÀ E /L 
DEMONSTRAÇÃO: Ponhamos 
M = sup !llf(>) 11 > E A} e y = inf (y(f(>)) >.. E A}. 
:E: claro que M < + 00 c verificamos a seguir que -y > O. De fato, 
para cada À E A, sejam y(>) = y(f(À))' E (À) l -= 2 y(À) e 
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A (Ã) = {u E A 
A (À I é um conjunto aberto em A e, para cada 
" 
E A (À I , segue 
do corolário anterior que 
r I À I l :Y I À I 
-2 :;: 1 À 1 y I" I > = > o . 
l l -+ 2 y (À) 2 + y I À I 
Como A e compacto, resulta que 
y = in f { y I" I 
" 
E A} > o 
Seja ó o tal ó (l + M) I l + õ I ó l agora > que - + < 
-
y 
Se ó (E 2 ,E1 ) ' 6 e ó(f(À),g(À)) então pelo lema 
3.5, segue imediatamente que g()..) é sobrejetiva, V>._ E A. 
Com cslc corolário podemos generalizar o teorema lV. 
3.1 de [19). Para isto necessitamos do seguinte conceito: 
3.8 DEFINIÇÃO: Se K,L C E sao compactos, escrevemos 
p(K,L) = sup {d(k,L) k E K} . 
3.9 LEMA: Seja E um espaço de Banach, P,Q,S,T E B(E), onde 
p e Q sao projeções, E = p Im(P) e EQ = Irn (Q) . Se ~ (resp. 
EQ) e invu.riantc por s (resp. T) e se sP = SIEP •r = TIEQ ' Q 
então vn > [) f :~ E > o tal que 
IIP-Q li ' ' e lls-TII < e ~ p ( 0 (TQ), o(SP) I < n . 
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DEMONSTRAÇÃO: (a) Seja K ~ p(SP) compacto. Então existe E >O 
tal que K 5: p(TQ) desde que lls-TII < < e IIP-oll < <. 
Para mostrar esta afirmação, observamos inicialmente 
que e À E K • 
Em seguida, consideramos 
À E K I 
e tal que -1 
< " 
deve 
ser injetor, par~t todo X E K. Com efeito, se não fosse assim, 
existiria x E E
0
, x f- O, tal que 
0 "' ÀX- 'I'Qx "" XQx- ÀPX + XPx- SPx + SPx- TQx 
= (U-S) (Q-P)x + IU-Sp)px + (S-T)x • 
Portanto, escrevendo y = Px, obteríamos 
(U-Sp)y = -(U-S) (Q-P)x- (S-T)x 
donde 
e finalmente, 
llxll < llo-PII llxll + IIYII < ó1 il+IIRiÀ,sPJ 11 ll+llu-sllii llxll 
< ó 1 .a.llxll 
o que implica x "' O. 
Por outra parte, se chamamos fü) = ),1-Sp E B{Ep) e 
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g("A) = ),I-TQ E B(EQ), obtemos aplicações 
e 
A aplicação f é claramente contínua, para a topologia 
uniforme de B(EP) e f(;\) é sobrejetiva, V"A E K. 
Por outro lado, 
ó(EQ,Er) = sup {d(y,Ep) ' y E EQ, IIYII = l} 
{ lly-P li 'y E E0 , IIYJI = l} < y -< sup li Q-P li , 
e 
õ(f(>),g{,)) = õ(G(f(>)), G(g(À))) 
= sup (d(<J, G(gldl 'u E Glfl>ll, llull = lj 
< sup { llx4<ll + llfU)x-gWQxll 'x EEP' llxll + llfiÃ)xll =l} 
< IIP-oll ll+ 1'1 + IITIIJ+ lls-TII 
e portanto, pelo corolário 3.7, existe õ 2 > O tal que se 
IIP-oll < o2 e lls-TII < o2 , então gl>l e sobrejetiva para 
qualquer À E K. 
então ÀI-'I' dGve ser bijetiva e, pelo teorema da inversa contí Q 
nua de Banach, segue que À E p (TQ). 
(b) A demonstraçáo se completa como em [19], teorema iv.3.1. oes 
de que 'r Q é limitada, 
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e, para n > O, o conjunto 
e 
é um conjunto compacto contido em p(SP). Por (a), existe E> O 
tal que se li P-oli < E e lls-TII < E, então K c P IT0 1. Daqui, 
para todo ~ E a(TQ) 
significa dizer cJUe 
d(JJ,a(Sp)) < n, o que pela definição 3.8 
< " • 
3.10 DEFINIÇÃO: Seja (X,,) um espaço topológico, E X ~ S(E) 
e A: X ~ C(E,F') aplicações e ~o E X . 
. 
i. Di.z-se que E e inferiormente ó-semicontinua Gm 1;: 0 se pa-
ii. 
i i i. 
ra qualquer c > O, existe uma vizinhança V de r,
0 
tal 
que 6 IE I ( I 
o 
Diz-se que 
r a qualquer 
que õ (E ( <) , 
Diz-se que 
E 
E 
V( E V. 
c superiormente ó-semicontínua em (o so pa-
E , o' existe uma vizinhança v de (o tal 
E ( r, 0 1 I < E ' V( E v. 
e é-contínua em <o se para qualquer E > o' 
. 
existe uma vizinhança V de r:- tal que 
'o 
õ(E((0 1, E((ll < E, 
lJ( E V. 
iv. Diz-se que A é inferiormente ó-semicontínua (resp. supe-
riormente ó-semicontínua; é-contínua) se a aplicação 
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X--+- S(ExF), < - G(A(U) 
e inferiormente ô-semicontinua (resp. superiormente O-semi 
continua; é-contínua) . 
3.11 LEMA: Seja (X,T) um espaço topológico e A X- C(E) 
uma aplicação. 
i. Se A é uma aplicação é-continua, A e um conjunto compacto 
não vazio, A ~C, e ~ E X tal que A C p(A(~ )) , o - o então 
existe uma vizinhança V de ç tal que 
'o 
(a) A<:o!AIOI, V<EV, e 
(b) R (À), V- B(E), f,--+ R(X,A(f,)) é contínua, na top~ 
logia uniforme de B (E) , para todo X E A, uniforme-
mente em X , >.. E A • 
ii. Reciprocamente, se existe A E n p(A(~)), f, E X, tal que 
R(A) é contínua, então A: X --+- C(E) e é-contínua. 
DEMONSTRAÇÃO: Vide [19], páginas 204-206. 
Este lema mostra que a é-continuidade de uma aplicação 
A: X -----+ C(E), é um conceito bastante restritivo; mesmo assim, 
dispomos de um exemplo importante. 
3.12 L~MA: Suponha que A: X----+ C(E) seja de tal forma que 
D (A ( ~)) = D é independente de E. c que existe À" n p(A!sll 
s E X. Se 
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i. R (À) :X--+ B (E) , 
' -
R(À,A(f,)) e localmente limitada (em 
norma) e 
i i. Para cada ~o E X, AR(À)(r, 0 ) : X -
B (E) , 
' 
+ A( f,) R(À)(f,0 ) 
e contínua (na topologia uniforme de B(E) ) . 
Então A e á-contínua. 
DEMONSTRAÇÃO: Ponhamos R(Ã,~) = R(Ã,A(~)). Pelo lema 3.ll.ii., 
é suficiente mostrar que R(Ã) e continua. Se t E X, 
o 
I[R(À,f,) -R(À,f,
0
) 11 = IIR(À,f,) (A(f,
0
) -A( f,)) Ri',f,
0
) 11 
< IIRP,f,) 11 IIA(f,
0
)R(À, f,
0
) -A(f,) Ri',f,
0
) 11, 
a tese sendo agora consequência das hipóteses i. e ii. 
OBSERVAÇÃO: Segue, do Teorema de Banach-Steinhauss, que a condl 
ção i. do lema anterior é satisfeita desde que X verifique o 19 
Axioma da Enumerabilidade e que R(Ã) :X ----+- B (E) seja T-forte-
mente contínua. 
Consideramos agora A E C(E) tal que p(A) ~ •· con 
dição que sempre estará realizada quando A for gerador infinite 
simal de um semigrupo de classe c
0
. Sabemos neste caso (Taylor, 
[30]) que toda decomposição do espectro a(A) em conjuntos es-
pectrais disjuntos o 1 (A) e a 2 (A) , induz uma decomposição 
E = E1 @ E 2 em subespaço~3 invariantes por A; se ademais oz (A) 
e limitado, então é um operador linear limitado. Esta de 
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composição e contínua no seguinte sentido, (Kato, [19], teorema 
iv.3.16). 
3.14 TEOREMA: Seja A E C(E) e suponhamos que o(A) esteja se-
parado em dois conjuntos espectrais o1 (A) e cr 2 (A) por uma cur 
va de Jordan retificável r 
é a decomposição correspondente 
induzida sobre E, então existe 6 > O tal que: 
-i. Para qualquer B E C(E) com ó(A,B) <é, o espectro cr(B) 
também está separado por r em dois conjuntos espectrais 
a 1 (B) e a 2 (B). 
i i. Se E = El (B) 8l E 2 (B) e a decomposição correspondente induzi 
da sobre E e se PA e PB sao as projeções sobre 
e E1 (B), respectivamente, então PB----+ PA, 6 7 O 
polog:i.a uniforme de operadores). 
(na to-
CAPÍTULO li 
CONTROLABILIDADE E ESTABILIDADE PARA SISTEMAS 
COM NÚCLEO COMPACTO 
§ 1. INTRODUÇÃO 
Seja 
I l) x lt) " Ax(t) + Bult) 
um sistema de controle e 
I 2) G lu I.) ) IOE J Tlt-s) Buls)ds 
o funcional corr~spondente, tais como foram definidos no capítu-
lo r, §1. 
Na série de artigos [32], [33] e [34], Triggiani mos-
trou que se {T(t) t ~ O} é um semigrupo compacto para t > O 
ou se B é um operador compacto então G é um operador compacto. 
É claro que nestas condições, se E e de dimensão infinita então 
o sistema (1) não pode ser exatamente controlável. 
No qun seque, vamos generalizar estas idéias, a um con 
texto mais abstrato, o que nos permitirá obter alguns resul·tados 
no estudo da controlabilidade e estabilidade de sistemas linea-
res. 
• 
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§2. C0!1PACIDADE DO OPERADOR INTEGRAL 
Sejam .E e U espaços de Banach, B(U,E) o espaço das 
aplicações lineares limitadas de U em E 1 com a topologia uni-
forme de operadores e K(U,E) o subespaço fechado das aplica-
çoes compactas. 
Indicamos por I a um qualquer dos intervalos I o, ti 
ou I o, ti t > O e escrevemos: o < ô < t. 
A seguir tomaremos, para núcleos, funções f I x U + E 
e analisaremos as seguintes condições: 
2.1 Para cada s E I, a aplicação f : u -lo- E I 
s 
é linear compacta, .i.sto é, f
5 E K(U,E). 
2.2 Para cada u E u' a função f : I ~ E ' f I s) u u 
f(s,u), 
f (s, u) . o e 
contínua c o conjunto {f I : 
u J 
u E L} e equicontínuo em 
C{J;E), quzmdo J c I e compacto e L c u e limitado. 
2.3 Existe uma função não-negativa n, algum q, 
l<q<·», tal que llf 11 <ois), s ~ quase sempre. 
2. 4 OBSERVAÇÕES 
1) No caso em guc I= [O,t], a condição 2.2 se reduz a condi-
ção mais simples: {f : u E L} 
u 
quando L C U é limitado. 
2) Se definirmos f 1 : I + B (O ,E) 
é cquicontínuo em C(I;E) 
então a con-
tinuidade de f 1 implica a condição 2. 2 para f. Isto segue 
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diretamente da definição da topologia uniforme em B(U,E). 
3) Se f satisfaz as condições 2.1 e 2.2 então, como consequen-
cia imediata do Teorema de Ascoli-Arzelá, o conjunto 
{f I : u E L, L CU e limitado} 
u J 
é relativamente compacto 
em C(J;E). 
2.5 LEMA: Se f satisfaz as condições 2.1 e 2.2, se J C I e 
compacto e se L CU é limitado, então f (J x L) é relativamen-
te compacto em E • 
DEMONSTRAÇÃO: Como E é completo, basta mostrar que f (J x L) e 
precornpacto. Seja c > O arbitr:ário. Por 2.1 e para qualquer 
s E J I f (L) 
s 
é relativamente compacto em E ' logo existem 
n(s) E lN x
1
(s), ... ,x(s) EE 
n(s) 
tais que llf 5 (u) -xi(sill~~' 
para algum i i= 1,2, ... ,n(s) e para todo u E L. Também 
por 2.2, sabemos que {f j u E L} ~ equicontinuo em C(J;E) 
u J 
portanto, para todo sE J, existe 6(s) >O tal que tE J e 
ls-tl < o(sl então 
li fu (si - fu (t) li = li f 5 (u) - ft (ui li E < 2 Vu E L . 
Sejam tais que os intervalos 
[s.-ó(s.), s.+ó(s.)], 
J J J J 
e chamemos 
J ~ 1,2, ... ,m são uma cobertura de 
j = 1,2, ... ,rn; i= 1,2, ... ,n(s.) 
J 
Das afirmações anteriores segue agora imediatamente que 
J 
'I 
onde 
f (J X LI c 
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m 
u 
j=1 
n I s. I 
J 
u 
i=l 
BE(x .. ,E) 
1' J 
BE(x .. ,E) 
1,] denota a bola fechada, com centro 
raio e: , em E , o que completa a demonstração. 
X .. 
1,] 
2.6 COROLÁRIO: Suponhamos que f satisfaça as condiçÕes 
2.2 e 2.3, e seja p o expoente conjugado de q então: 
11 Se u(.l E .cP(r;UI e f(s) = f(s, u(s)) então f 
mensurável, onde m denota a medida de Lebesgue em I 
2) Se I = (O,tJ e se ô > O, existe um conjunto 
K(ô) compacto e absolutamente convexo tal que 
e 
2 .1 , 
e m-
{f(s,u(s)): sE r
0
, u E .CP(IiU) e lluisl 11 ~ 1) ~ K(ól. 
3) Se I = [D,t], existe um conjunto K C E, compacto e absolu 
tamente convexo tal que 
{f(s,u(sll; s E I, u E J:p(I;UI e li uI si li ~ l} ~ K . 
4) Se o C I e m-mensurãvel, então a aplicação 
G
0
(u(.)) =f f(s,u(s))ds ªlinear e limitada. 
o 
DEMONSTRAÇÃO; 
1) Para todo u E U fixado, fu : I ~ E é contínua, logo m-men 
surãvel, ( [27]), e para todo s E I, f 5 : U -+ E e contínua, 
logo o resultado segue do r,ema de Caratheodory, na forma dada 
por Delfour·-Mitter, [11]. 
21 Como {f(s,ulsll 'sE 1 6 , u E .cP(I;U), lluislll < 1} C fii 6 xu1 1, 
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onde u 1 denota a bola unitária fechada de U , a afirmação e 
imediata pelo lema 2.5 e o Teorema de Mazur. 
3) Igual demonstração que em 2). 
4) A aplicaçã.o s-+- f(s,u(s)) em-mensurável por l) e 
segue que f(s,u(s)) é integrável, ([27]), e portanto 
tá bem definida. 
como 
G 
a 
es 
A linearidade de Ga é consequência da linearidade de 
f
5 
e as desigualdades: 
= 11 f f(s,u(s) )dsll ' 
o 
f llfls,u(s) i lias 
o 
acarretam que E· limita da com 
' 
No que segue, escreveremos G0 quando o = r 0 e G 
quando o = I . 
2.7 LEMA: Se f satisfaz as condições 2.1, 2.2 e 2.3, para al-
gum q <+ .., e se p é o expoente conjugado de 
G = lim G~:, 
ó+O+ u 
na topologia uniforme de operadores. 
DEMONSTRAÇÃO: Com efeito, 
q, então 
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logo, 
ê 1 
1J
0 
nlslqdslq ~o 
ó ~o 
já que q <+ ., 
2.8 TEOREMA: Se f satisfaz as condições 2.1, 2.2 e 2.3, com 
11 I (U,E] c 1 < q < oo ou 
2 I I [O,f] e l < q < oo 
c o eY.poente conjugado de q , então em ambos os casos o 
operador G:Lp(O,t,U) -+E, G(ul = f~ f ( s , u ( s) ) ds linear 
compacto. 
DEMONSTRAÇÃO: É claro que pelo lema 2.7 que quando l_2_q<oo, 
e suficiente mostrar que c 6 e um operador compacto, para cada 
6 > o. 
Consideremos primeiro q - 1' i. 8., p = ~ c seJa 
00 
u1 a bola unJtãr:La fechada de 
00 
L (I;UI . Se uI. I E 00 u1 e sem-
pre possível alterâ-la convenientemente, num conjunto de medida 
nula, Ce tal forma que lluisl 11 < 1, Vs E I. Logo por 2.6.2, 
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f(s,u(s)) E K(ó) se s E r 6 c portanto, 
t 
- f/(s,u(s))ds E (t-6) Kl6) 
logo Gó é um operador linear compacto. 
Seja agora 1 < q < oo, logo l < p < oo. Seja IP uma 
n 
função em escada, L tjl ui , 
i=l 0 i 
isto é, onde e 
w i :::. 1, 2, ... ,n sao as funçÕef, carac·teristicas dos conjun-
ai 
tos oi C I, Lebesgue mensuráveis e disjuntos. Assim, 
e 
ll~il p 
n 
J; 
l=l 
E 
J f ( s, o.p ( s) ) ds 
6 
l 
mia lllu.llplp 
l l 
IE n f (51 [ .; (s)u. )ds o. l 6 i:::l l 
n 
' L= 1 IE6 ~~ ( s) a. f(s,u.)ds l = n I I f(s,u.)ds; i=l olnr 6 1 l 
como f I s, u) E li u li K I 6) , para todo s E I 6 ' então 
Se então 
n 
' i=l 
n 
' i=l 
m(unrJIIu.ll 
l 6 l 
< 1 + f logo 
!) 
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Como o conjunto das funções em escada e denso em 
então c 6 (Uj'l <:: (l + t) (K (6)), onde e a bola unitá-
ria fechada de Lp(I,U), e portanto G6 e um operador linear 
compact_o. 
Finalmente, uma simples adaptação da demonstração fei-
ta anteriormente, utilizando a parte 3) do lema 2.6 em lugar da 
parte 2), mostra que G e um operador linear compacto quando 
g "' co i.e., p"" 1, e I"' [O,t]. 
§3. CONTROLABILIDADE DE SISTEMAS LINEARES AUTÔNOMOS 
Para uma primeira aplicação dos resultados do paragra-
f o anterior, considera:r·emos semigrupos mais gerais do que cs for 
temente contínuos. 
Seja T(t) E B(E); diz-se que a família { T (t) t .::_ o} 
e um semigrupo de operadores se: 
3.1 T(t+s) ;;;: 'J'(t) T(s), para todo s,t _::O, e 
3.2 Para todo x E E, a aplicação t~T(t)x e 
m-mensurâvel. 
Nest.as condições, é conhecido, ( [18]), que li T (ti li e 
limitada para t E [a, B], O < a < B e, para todo x E E, a 
aplicação (0,+~) ~E, t ~ T(t)x e contínua. 
3. 3 PROPOSIÇÃO: Seja {T ( t) : t > O} um semigrupo de operadores 
em E, B E h'(U,E) e 1 < p < "'· Se as scsTUintes condiçÕes fo-
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rem satisfeitas: 
1) Existe T1 E Jql (O,co;JR) 
o c 
com q o expoente conjudado de p , 
tal que IIT!tl 11 ' nltl quase sempre. 
2) T (ti .B e um operador compacto, para todo t > o ' então 
G: Lp(O,t;U) + E, uI. I + g T(s)B u(t-·s)ds e um operador 
compacto, para qualquer t > o. 
DEMONSTRAÇÃO: Em virtude do teorema 2.8, e suficiente mostrar 
que a função 
f (O,t] xU ____,._E, f(s,u) = T(s) Bu 
satisfaz as condições 2.1, 2.2 e 2.3. 
Como f
5 
= T(s)I3 é uma aplicação linear compacta e c~ 
mo l]t5j] < n(s) ]]Bjj, é imediato que f satisfaz as condições 
2.1 e 2.3. 
Para mostrar que a condição 2.2 se verifica, utilizar~ 
mos a obsürvação 2.4.2, isto é, mostraremos que f 1 : (O,t]-+ B{U,E), 
= f,,, 
·' 
é continua. Para isto consideraremos ê > o e 
a bola unitária fechada de u . 
Sabemos, pela hipótese 2), que 
e compacto. De f .in amos então 
h K + E, 
s 
h (x) 
s 
Temos, pela continuidade, em ó 2 
K C E 
sE[O,l]. 
da função T(.)x que 
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h 5 (x) ~O, quando s ~O, para todo x E K. Além do mais, as 
aplicações h 5 , ::> E [0,1] são equicontínuas, visto que 
]]h (x) -h lyi]] < ]]Tis+-2
6 iix-yl]] + ]]Ti-2
6 i(x-yi]] 
s s 
< (M+ ]]Ti%) ]]i ]]x-yjj, 
Logo corno K é compacto, h 5 (x) -+ O, quando s ·+- o 
uniformemente com relação a x E K, e portanto, se s 1 ,s2 > 2.ô, 
u E u1 e s 1 ~ s 2 , obtemos 
onde 
quando s 
Como 6 > 
nua. 
li f lu) -f (ui]] = ]] T ls 1 1 Bu -Tis21Bu]] sl s2 
]]Tis 2-6) [T(s 1-s 2 +%1x-TI%1xi]] 
< ]]Tis 2-6i 11 
< N ]] h lxl ]] 
s 
]]hs -s (x) 11 
l 2 
e N = sup l]]Titil] '6 ". t ". s 1 +ll. 
Consequentcmente, como x E K, 
- sl-s2 ~ o ' e portanto, fl e contínua em sl > 2 6. 
o foi ·tomado arbitrário, concluimos que fl e contí-
o teorema 2. 8. lI , mostra então que a aplicação 
p -A: L (O,t:U) -+E, 
E 
Alui = J
0 
T(s)Bu(s) ds 
I 
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e um opera.dor linear compacto e como a aplicação 
J -+ IY(o,E;u) r i (u) (si "u(t-s) 
e contínua, obt~mos finalmente a comtJac.tdade de G = A o j. 
Em particular, se T(t) e um semigrupo fortemente co~ 
tínuo então para cert_as constantes M > 1 e 
w E lR e, para todo x E E, a função [0,+"') -+ E, t + T(t)x 
e contínu."'l., logo se l3 for um operador linear limitado, temos es 
tabelecido o seguinte teorema: 
3.4 TEOREMA: Seja {T (t) : t > O} um semigrupo fortemente cont.í. 
nuo em B(E) e B E H(U,E). Para 1 < p < "" define-se 
G Lp(O,E;U) ~ E, " Jo
t 
G(u) T(s) B u(E-s)ds 
Se 
1) T(s)B é compacto, para todo s, O < s < t e p > 1, ou 
2) B é compacto e p ~ 1, 
então G e um operador linear compacto. 
Nos corolários que seguem vamos considerar sistemas de 
controle lineares e autônomos. 
X(t) '"' Ax(t) + Bu(t), 
com "estados" x(t) E E e "controles" u(t) E U, onde E e u 
sao espaços de Danach, com E de dimensão in f in i ta. 
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3.5 COROLÁRIO, Em qualquer uma das hipóteses: 
1) Existe E > o tal que T{s)B e compacto para o < s < E e 
p > l, 
2) B é compacto e p ~ l, 
o sistema de controle (l) , com controles admissíveis em 
J.:P (lR·I· ·U) não é exatamente controlãvel em tempo finito. loc ' 
DEHONSTRAÇÁO' Como foi observado no capítulo I, se o sistema 
x(t) = Ax(l) 'Du(t) fosse exatamente controlável em tempo fini-
to, então exist.iria t 1 > O tal que o sistema seria exatamente 
controlável em 
No caso da hip6tese 1) e supondo t 1 > E resulta, por 
ser T(t)B = T(t~f)T([)B compacto, para todo t > E, que T(s)B 
e compacto para O < s < t 1 . 
Concluímos então pelo teorema 3.4, que a aplicação 
e compacta, para p > 1 no caso da hipótese 1), e para p > l 
no caso da hipótese 2). 
Como E tem dimensão infinita, G nao pode ser sobrejs:_ 
tora e logo o sistema não pode ser exatamente controlável (capí-
tu lo I. §l). 
são de especial interesse na teoria de controle os sis 
temas ditos de• "posto finito", ou seja aqueles sistemas para os 
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quais Im(B) tem posto finito, habitualmente por ser o espaço 
U de dimensão finita. 
Sabemos pelo que precede que estes sistemas nao podem 
ser exatamente controláveis, quando E tem dimensão infinita. Há 
no entanto muitos sistemas de posto finito que são aproximadame!:!_ 
te controláveis em [ Ü 1 't] r isto e, E C Im(G) Neste caso, pa-
ra todo x E E, com li X li 2 l' existe uma sequência 
p -(u (x) (.)I C L· (O,t;U), 
n n -
de controles admissíveis, tal que, 
G(u (x)) ~x, 
n n -->- +""' 
e conforme Rudin, ( [29] 
demos afirmar que !li u lxl li ' n > l, n p - x E E, 
é limitado. 
lema 4.13) po-
li X li < l} na o 
No caso dos sistemas de controle com restrições, o co-
rolário J.':i pode ser rcformulado como segue: 
3 • 6 COROLÁRIO; Consideremos um sistema de controle com restri-
ções: 
I 3 I x(t) .1\x(t) + B u(t), u(t} c n cu , 
definido sobre um espaço de Banach E , de dimensão infinita e p~ 
nhamos v = sptnT, 
teses: 
1) Exlste t > o 
p > 1, ou 
D 
v 
tal cJue 
2) Bv é compacto e p > 1. 
Então, para qualquer uma das hip'ª 
1' (s} B 
v 
-
e compacto para o < s < t e 
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O sistema de controle (3) nao é localmente exatamente controlá-
vel em tempo finito, por controles admissíveis em 
DEMONSTRAÇÃO' Se (3) fosse localmente exatamente controlável em 
tempo finito, ent~o o sistema de controle sem restriç6es 
X (t) Ax(t) + I3 v(t) 
v 
-
com - cl' I + v{.) c, JR ·V) loc ' seria exatamente controlável, o qual na o 
e possível em virtude das hipóteses e do corolário 3.5. 
Assim temos que se E tem dimensão infinita e T(t)B 
e compacto para tE (O,t], o sistema de controle 
~(t) ~ Ax(t) + Bu(t), 
onde A e o gerador infinitesimal de T (t), nao e exatamente 
controlável. A seguir, abandonando as hipóteses de compacidade 
mostralLlOS outro resultado de caráter geral de falta de controla-
bilidade exata para sistemas lineares. 
3.7 TEOREMA, Se o sistema de controle (1) é exatamente controlá 
vel em 
gum p , 
vel para 
[o' t] por controles admissíveis p-integráveis, para al-
l < p < ~, 
t > t > o, 
o 
12 o semigrupo {T (t) : t ~ O} e diferenciá-
então A é um operador linear limitado. 
DEMONSTRAÇÃO' Se (1) e exatamente controlável em [O,t], a apl~ 
caçao 
--+ E, G(u) 
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e sobrejetora. 
Se definirmos 
G p -L (O,t;U) -+E, f
t-ó 
G
5
1u) = 
0 
T(t-s) Bu(s)ds 
o lema 2.7 nos garante que G = lim+ G6 , na topologia uniforme 
ó+O 
de operadores. 
Portanto, (Lang, [25], teorema viii.3), existe ó > o 
tal que G6 e sobrejetora e como 
f
t-ó 
= 1'(ó) 
0 
Tlt-ó-s) B u(s)ds , 
concluimos que T(ó) é sobrejetiva. 
Seja n E :IN" tal que t =nó > t 0 . Pelas propriedades 
dos semigrupos, T(t) = T( nó) = T(ó) 0 é também sobrejetora, e 
como T(t) é diferenciável, ( [28]), E= T(t)(E) C D(A) CE, 
ou seja D(A) = E e A é um operador linear limitado. 
Como na maioria das aplicações os semigrupos sao com-
pactos ou analíticos, vemos através deste teorema que o conceito 
de controlabilidade exata não é conveniente na teoria de contra-
le em espaços de dimensão infinita. 
Nesta ordC'm de idéias, outras consequências imediatas 
para a teoria de semigrupos são as seguintes: 
3.8 COROLÁRIO: Sejam A e B geradores infinitesimais, com domí 
nios D (A) e D (B) respectivamente, dos semigrupos fortemen-
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te contínuos 'l'{t) e S (t) respectivamente. Se À E p (A) n p (B) 
e S(t) IRIA,A)- RIA,U)) -e compacto para t E (O,t1 ] então 
é um operador compacto. 
DEMONSTRAÇÃO: Sabemos ( [ 28] , lema 3. 4 .1) que para todo x E E, 
= 
tl f o Sls) IRI>,A)-RIA,B))Tit1-s)xds. 
e que a apl! 
caçao E-+ [" 10 t ·E) 
r 1' 1 uI. I é linear c limitada. O resul 
tado segue então do teorema 3.4.1, onde B e substituído por 
R(A,A)- R(>,B). 
É bem conhecido que se A e o gerador infinitesimal de 
um semigrupo {T ( t) : t > O} fortemente contínuo e se O e outro 
operador linear, com Dom (A) ~ Dom {D) , o operador A+ D nao e 
em geral o ge1~ador infinitesimal de um semigrupo de classe C
0 
nem mesmo quando D é relativamente limitado com relação a A 
isto é, quando existem constantes a,b > O tais que 
lloxll < aiiAxll + bllxll, Vx E Dom IA), I I lo I I . 
Porém há casos em que tal acontece como, por exemplo, 
quando D e um operador linear limitado ou, mais geralmente qua~ 
do o pertence a classe de perturbações de A, segundo a termino 
logia de Davies, {[lO]). 
Nestes casos se chamamos S(t) ao semigrupo gerado 
por A + O, obtemos: 
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( 4) 
t 
S(t)x ::: T(t)x + J
0
T(t-s) DS(s)xds, Vx E E . 
É também conhecido, ([3]),queseE -e um espaço de 
Hilbert, se D é limitado e se T(t) -e compacto, para todo 
t > O, então S(t) também é compacto, para todo t > O. 
É possível poJ:em, afirmar um pouco mais. Suponhamos 
que D e um operador linear relativamente limitado em relação a 
A e que O < a < 1. Neste caso A+ D c um operador linear fe-
chado, ( [19]), e se for o gerador infinitesimal de um semigrupo 
S(t) de classe C
0
, então a função s---+ O S{s)x e contínua, 
para todo x E D(A). A última afirmação segue do fato que 
DS(s)x = DR(À,A+D) S(s) (U-A-D)x, 
para À E p(A+D) e que DR(À,A+D) E B(E), ([19]). Nestas condi 
çoes, demonstra-se também, na referência acima, cpe a fÕrmula (4) 
é válida para todo x E D(A). Podemos agora estabelecer o se-
guinte resultado: 
3.9 TEOREMA: Seja A o gerador infin.itesimal de um semigrupo 
{T(t) : t ::> O} fortemente contínuo e D um operador linear tal 
que Dom(A) C Dom(D). Suponhamos ainda que: 
1. D é relativamente l.imitado com relação a A e a < l., 
2. A+ D é gerador infinitesimal de um semigrupo fortemente con-
tínuo {S{t): t > 0}, 
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3) Para cada t > O, existe p, 1 < p 2 ... , tal que a aplicação 
Jt: D(A) -+ ,CP(O,t;E) I x ----+DS(.)x é linear e limitada. 
41 ·r (tl e compacto para todo t > O. 
-Nestas condições o semigrupo S(t) e compacto para to 
do t > o. 
DEMONSTRAÇÃO' Pelas considerações anteriores, 
S(t)x = 
t 
T(t)x + J
0
T(t-s) DS(s)xds Vx E D(A) 
e a aplicação Jt está bem definida, já que DS(.)x e contí-
nua. 
Como a integral na fõrmula precedente defino um opera-
dor linear limitado sobre D(A) e como este Último conjunto e 
denso L'ffi r: 
' 
se chamarmos ã extensão de E , então 
S(t)x 
Pelo teorema 3.4.1), G(u) 
um operador Linear compacto sobre 
Vx E E. 
= fg T(t-s) u(s) ds, define 
Lp(O,t;E), c portanto 
S (t) - 'I' (t) -t- G o Jt e também um operador compacto, para todo t > O. 
Por último, estudamos neste parágrafo a recíproca do 
teorema 3. 4: Assumindo a compacidade do operador G examinare>nos 
o que pode ser dito a respeito de T(t) e B _ Para efeito do 
próximo resultado será conveniente deixar explícito o intervalo 
[o ' t l de trabalho, assim denotaremos 
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G (t) 00 L (O,t;U) ---1- E, 
t 
G(t) (u) = J
0
T(t-s) Bu(s)ds . 
3.10 TEOREMA: Se o semigrupo {T (t) : t > O}, com gerador infi-
nitesimal A, é diferenciável e G (t1 ) 
. 
e um operador compacto, 
para algum t 1 >O, então T(t)B é compacto, para todo t >O. 
DEMONSTRAÇAO: Realizamos a demonstração em vários passos: 
1) Para todo t, O ,:: t ..5. t 1 , G (t) é um operador linear compac-
to. 
De fato, isto é imediato se observamos que para cada 
roo u(.) E (O,t;U), a função u definida por: 
o se sE [O, t 1-tJ ü (s) = 
e G(t) (u) " Git1 ) (u). 
No que segue, o espaço será denotado de F, 
e quando ·;J E L"'(D,t1 ;F), :P(T) denotará a restrição 'P(T)][o,T]' 
para qualquer , E [O,t1 J. 
2) Se P E B{E) e tal que a aplicação [0,<»] -+ B(E), t -+ PT(t), 
é contínua na topologia uniforme de operadores, então o opera-
dor linear: 
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e compacto. É claro que a afirmação ficará demonstrada se mos-
tramas que a função f : [O, t 1 J x F + E definida por: 
f(T,U(.) I = PG(T) (u(.)l I= j
0
TPT(T-s) Bu(s)ds 
[ Ü 1 l] 
satisfaz as condições 2.1, 2.2 e 2.3. Examinemos cada condição 
separadamente. 
(a) Em primeiro lug-ar, f satisfaz a condição 2.1 pois f : F + E, 
T 
G linear e compacta por ser G { T) compacto e P 1 imita do. 
(b) Quanto a condição 2. 2, devemos mostrar que o conjunto 
{fu u E L} c cquicontínuo, ouando L C F ê limitado. 
Scjd t 0 E::: [O,t1 ] e E >O arbitrário. Se 1: E [O,t1], 
e sem perda C.e g('neralidade podemos supor que 
válida!3 as sequintes relações: 
t 
t < T, então são 
o 
llt (tI -f !till = u \1 u llj 
0 
PT(t -si Bu(s)ds- jT PT(t-s)Bu(s)dsll 
o o o 
< lljt0 (PT(t -s) -PT(t-s)) Bu(s)dsll + 
o o 
11 r P T(T-S) B U(S)dsll 
t" o 
Como L C F ~~ limitado, existe M > O tal que llull <_ M, P!'c 
ra todo u E .Lí e sendo PT(t) contínua para tE [O,t1 ], exis 
te r 1 > O tal que IIPT(t0 -s)- PT{r-s) 11 quando 
l-r-t0 l < r 1 e sE [O,t0 ]. Portanto, 
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t 
[[ J 0 (PT(t -si- PT(t-s)) B ui si[[ < 
o o 
Por outra parte, ex:Lste r 2 > O tal que: 
T 
[[ Jt PTIT-sl Bu(s)ds[[ < 
o 
Concluimo:3 que se 
para todo u E L. 
E 
2 
< 
E 
2 
(c) Finalmente, como 'l'(t) é uniformemente limitado nos interva 
los limitados, existe N > O tal que para cada T E [O,t1 ], 
e u E F, 
Logo 
[[f lu) li 
T 
lif\Tir-sl Bu(s)ds[[ 
o 
[[f [[ < N r, pelo qual f satisfaz a condição 2.3 com q = l. 
T -
Portanto, do teorema 2.8.1), segue que o operador li-
near w1 é compacto. 
3) T{t
0
)B é um operador compacto, para todo t 0 > O. 
Seja F 
o 
e i a inclusão canônica de 
em L'"'(ü,t1 iF), i.e"~ para todo u(.) E F 0 , i(u(.)) (s) = u(.), 
para todo s E [O,t1 J. 
,, 
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' 
e urna aplicação linear limitada, logo a aplicação 
w w1 o i F E 
- compacta. = ~ e o 
Se u I . I E F o' a funcão x(t) = G(t) (u(.)) e urna solu 
c ao forte do problema de Cauchy, ([18]): 
~ ( t) Ax(t) + Bu(t), x(O)=O. 
Por outra parte, se {T(t) t ~O} e um semigrupo diferenciá-
vel, P = AT(t0 ) E B(E), para todo t > o, o e a aplicação 
t- PT(t) é contínua na topologia uniforme de operadores, para 
t > o, 1128]), logo 
tl 
= f T(t )AG(s) (u(.) )ds + 
o o 
tl 
f T(t )Bu(s)ds o o 
se u 1 
tl tl I PG(s) (u(.))ds+T(t )B f u(s)ds. o o o 
e a bola unitária fechada de U , c 
para todo s E [O,t 1J, então u(.) E F0 e 
fÕrmula anterior, 
llui.) 11 ' l. 
~ 
T(t0 )Bu0 = t] 
l (T(t
0
)G(t
1
) (ui.)) -W(u(.))) 
Da 
Como G (t 1 ) e W sao operadores lineares compactos, temos que 
ê relativamente compacto e portanto, 
operador linear compacto. 
T (t ) B 
o 
3.11 COROLÁRIO: Se A e um operador linear limitado em 
e um 
E e 
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G (t1 ) e compacto, para algum t 1 > O, então B e um operador 
linear compacto. 
DEMONSTRAÇÃO: É imediata já que se A E B(E), então T(t) = exp(t A) 
define um grupo de classe c0 . Como B = T(-t1 JT(t1 )B, do teo-
rema 3 .10 segue que B é compacto. 
§4. COMPACIDADE E ESTABILIDADE ASSINTÓTICA DE SEMIGRUPOS 
Neste parágrafo fazemos duas aplicações dos conceitos 
anteriores à estabilidade assintótica de semigrupos, tal como fo 
ra definida no capitulo I.§2. 
Quanto à possibilidade de estabilizar assintoticamente 
um semigrupo utilizando operadores lineares compactos, Gibson, 
( [16]), mostrou que se E e um espaço de Hilbert, D um operador 
linear compacto e A o gerador infinitesimal de um semigrupo 
{T (t) : t > O} de classe C
0
, contrativo e fortemente assintoti 
camente estável, então o semigrupo gerado por A+ D na o pode 
ser uniformemente estável, a menos que T(t) também o seja. Sua 
demonstração baseia-se no fato de que O e um limite uniforme de 
operadores de posto finito, fato que sabemos não ser verdadeiro 
em espaços de Banach arbitrários. No entanto, os resultados de 
Gibson continuam válidos para espaços de Banach e serao demons-
trados com hipób~ses menos restritivas. 
4.1 TEOREMA: Seja E um espaço de Banach. D E s(E) um opera-
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dor compacto e A o gerador infinitesimal de um semigrupo 
(T(t):t>D} de classe C e fortemente assintoticamente está 
o 
vel. Se o semigrupo gerado por A+ D é uniformemente assintoti 
camente estável, então T(t) também deve ser uniformemente as-
sintaticamente estável. 
DEMONSTRAÇÃO: Seja {S(t) : t,. O} o semigrupo gerado por A+D. 
Sabemos que, para todo x E E, 
t 
S(t)x ~ T(t)x + J
0
T(t-s) DS(s)xds 
e que, pelo teorema 3.4.2., o operador 
t 
G (t) L 00 (0,t;E) -+ E, G (t) (u) ~ J
0
T(t-s) Du(s)ds 
e compaclo. 
Temos também que a aplicação linear, 
J I tl 00 E-+ L (O,t;E), J(t)x ~ S(.)x , 
e limitada e se li s (t) li -••t ~ N e ,.. , 1-l > o, então IIJit) 11 < N. 
Portanto, o operador H(t) == G(t) oJ(t) -e compacto, isto e, 
S (t) - T (t) é um operador linear compacto em E . 
Enfim podemos escrever: 
(5) S (t+t ) -T (t+t ) 
o o 
(S(t)+T(t)) (S(t )-T(t )) +S(t)T(t )-T(t)S(t) 
o o o o 
Vt,t > O. 
o 
Utilizaremos esta igualdade para mostrar que 
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l!s(t)-T{t) JJ--+ O, t-+ +"', o que acarretará trivialmente que 
IIT(t) 11--+ O, t + + 00 • 
Seja E > O arbitrário. 
(a) Como {T(t) : t > O} e fortemente assintoticamente estável, 
as aplicaçÕes T(t) devem ser uniformemente limitadas, isto é, 
Jl T (t) I) < M, para algum M > 1 e para todo t > O. 
Logo, se x E E e llxll 
portanto existe t
0 
> O tal que 
(b) Existe t 1 > O tal que 
(c) ISit)+T(t)IISit )-•rlt ))x +O, 
o o 
::_ l, IIT(t)S(t ixll 
o 
IIT(t)S(t
0
ill < .'O 
- 3' \lt > o. 
t -+ ""I para qualquer 
pois S(t) e T(t) sao fortemente estáveis. Mas se E1 e a 
bola unitária fechada de E , então I s I t I -T I t I I I E lI e rela-
o o 
tivamente compacto e como {S {t) +TI ti t > O } é um conjtmto equ~ 
contínuo de operadores lineares, segue que (Sit)+T(t))(S(t )-Tit ))x +O, 
o o 
t + +"", uniformemente para todo x E E1 , ou seja, existe t 2 
tal que 
11 (S(t)+T(t)) ISit )-T(t )lxll 
o o 
E 
< 3 e Vx E E 1 . 
De (a I , (b) e (c) e de (5) resulta que lls(ti-Titl 11 ~E, 
lls(t)-Titl 11 --+O, para todo t > max {t +t1 ,t +t2 }, - o o isto é, 
t + +11). 
4.2 OBSERVAÇÃO: Como, no teorema anterior, a hipótese de T lt) 
ser fortemente estável é de difícil verificação, indicamos uma 
• 
,, 
- 47 -
condição equivalente que parece ser mais abordável: 
O semigrupo {T (t) : t > O} é fortemente assintoticamen 
te estável se e somente se: 
1) lim T(t)x existe para todo x E E, e 
t ++ao 
2) Im(A) é denso em E. 
DEMONSTRAÇÃO: É imediato que a condição necessária em vista da 
relação bem conhecida, 
T(t)x-x o A J>(s) xds , 
para todo x E E. 
Reciprocamente, suponhamos que 1) e 2) está verificado 
e seja -X o lim T(t)x, para cada x E E. É imediato que x e 
t -..- +co 
invariante por T(s), s ~O, logo x E D(A) e AX"' O. 
Em particular, se y E Im (A), então y = O, 
y = Ax, para algum x E D(A), 
y lim T(t)y lim T(t)Ax lim AT(t)x , 
t.-~+= t -+ +<» t -+ +<» 
e como A e um operador linear fechado, resulta que 
y A lim T(t)x 
t+oo 
o Ax o . 
pois 
De 1) e do •reorema de Banach-Steinhauss obtemos a limitação uni-
forme de 'I' ( t l e como Im(A) é denso em E, resulta finalmente 
que x = O, para lodo x E E. 
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4.3 TEOREMA: Seja E um espaço de Banach de dimensão infinita e 
A o gerador infinitesimal de um semigrupo {T(t) : t ~ O} de elas 
se C0 em B(E). Se D E B(E) e um operador linear compacto 
tal que o semigrupo gerado por A+ O e uniformemente assintoti-
camente estável, então para qualquer t > O, I-T(t) nao e um 
operador compacto. 
DEMONSTRAÇÃO: Suponhamos que existe t > o 
o 
tal que I-1' (t ) 
o 
e 
um operador compacto e seja {S {t) : t > O} o semigrupo 
por A+D. 
Nestas condições, para todo x E E, 
(S(t )-I)x 
o 
t 
= (T(t )-I)x + 
o 
t 
I 0 T(t -s) o o D S(s)x ds . 
Como H (t ) X 
o 
:::: r 
0
T(t -s) DS(s)xds 
Jo o 
define um operador 
compacto em E , l."Csulta que S(t )-I 
o 
é compacto. 
gerado 
linear 
Seja C = {t >O: S(t)-I é compacto}. Como C e um se 
migrupo aditivo, (Cuthbert, [8]) então para todo 
n E :tJ • Por outro lado, como S (t) e uniformemente estâvel, 
S (n t ) -I -+ -I 1 n + +""f a convergência sendo uniforme f acarreta o 
que I ê compacto. Chegamos assim a um absurdo pois E tem di-
mensao infinita. 
I 
CAPÍTULO III 
CONTROLABILIDADE DE SISTEMAS LINEARES PERTURBADOS 
Este capítulo é dedicado ao estudo da controlabilidade 
de sistemas de controle lineares do tipo . X = Ax + Bu, tal como 
foram definidos no capítulo L §1, quando A e B sao submetidos 
a perturbações. 
§1. SISTEMAS CONTINUAMENTE PERTURBADOS 
De forma geral vamos supor que (X I T) e um espaço to-
polõgico e que assim como nos capítulos anteriores, E e U re-
presentam espaços de Banach. Para cada f; E X, e dado um sis 
tema 
( 1) x (ti 
do tipo considerado no capitulo I.§l, onde A(~) . e gerador infi 
nitesimal de um semigrupo {T(€) (t): t ~O} de classe C0 e 
B(f;) E B(U,E). Denotaremos por 'r(t,t;) à t_ransformação '!'(~;) (t), 
para cada ( E X e t > O. 
Nestas condições, definimos a aplicação 
( 2) G X-+ B(Lp(O,t;U) ;E) I l<:p<:w 1 
por 
G(cl (u(.)) 
t J
0
T(t-s,cl B(c)u(s)ds . 
Utilizaremos o seguinte lema, cuja demonstração segue 
... 
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imediatamente de Lang, ([25], teorema viii.3). 
1.1 LEMA: Sejam (X,l") um espaço topológico, E e F espaços 
de Banach e P: X-+ B(E,F) uma aplicação contínua. Se P(E; 0 ), 
~o E X, é sobrejetora, então existe uma vizinhança 
tal que P (!;) é sobrejetora, para todo ~ E V. 
l. 2 PROPOSIÇÃO' Dado p, 1 < p _:: "", se para todo 
v de 
' E X o e 
E> O, existe uma vizinhança VE(~ 0 ) C X de €;. 0 e uma função 
q I + f,l- 0 1 E L O,t;JR I, com q o expoente conjugado de p , tal 
que llfEI'.0 1IIq :'. E e 
I 31 IITis,,IBI() -Tis,, IBI' 111 
o o 
< f (' I (si 
' o 
quase sempre e para todo então G e contínua. 
DEMONSTRAÇÃO' Seja 
1.3 COROLÁRIO: Se 
F, E X e 
o 
f.: > o, 
t 
= IIJ (T(t-s,OBI,I-T(t-s,, IB(' llu(sldsll 
o o o 
I: f I' I I sI E O I lu (si li ds 
< llt (( 111 llull -E: o q p 
{X,d) e um espaço métrico e 
l,I'EV((I, 
E O 
se existe 
f E .Cq(O,t;lR+) tal que IITis,OBI(I-T(s,, IB(( 111 < f(sld((,( 0 1, o o 
quase sempre, então G é continua. 
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DEMONSTRAÇÃO: Para todo E > 0 e E; E X, 
o 
ponhamos 
v U; I 
E O 
= I<: d(<,<0 1 < ~} e f('l=-"f €: "o M ' onde a constante 
M > O e escolhida de modo que li f li < M • q- É imediato que com 
estes dados recaimos nas hipóteses da proposição 1.2. 
1.4 COROLÁRIO: Se (X,-r) e um espaço topológico, se T5 :X --+B(E), 
T
5
(f,:) = T(s,E;}, e equicontínua em sE [O,t} e se B:X + B(U,E) 
é contínua, então G é contínua, para qualquer p, 1 < p < "" 
DEMONSTRAÇÃO: Seja < E X e 
o 
e: :> o. 
IITis,,<)B(<)-'l'(s,[,)B(< I 11 < IIT(s,< I (B{<I-B(< li 11 + lliT W-T I< IIBI<I 11 
o- o o s so 
< IIT1s,< 0 1ll IIB1<1-BI<0 1II + IIT5 1<1-T8 1<0 1 11 IIBI<I 11 
< M1 IIB(()-B(<0 ) 11 + M2 IIT8 (<1-T8 (<0 ) 11 
< E' Vs E [O,t], 
onde V e ( t:0 ) e uma vizinhança de 1; 0 , logo G e contínua. 
1.5 TEOREMA: Se o sistema (l) e exatamente controlável em [O,t] 
para E;= [,
0 
e se A(.) e B(.) satisfazem as condições de 
1.2, 1.3 ou 1.4, entào existe uma vizinhança v I< I 
o 
de tal 
que o sistema (1) é exatamente controlável em [O,tj, para todo 
DEMONSTRAÇÃO: Kas condições de 1.2, 1.3 ou 1.4, G é contínua 
e G ( ~ ) é sobrcjetor, com o qual o resultado segue do 
o 
1.1. 
lema 
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Em conti_nuação, daremos vârios exemplos de sistemas pa 
ra os quais se aplica o resultado anterior. Inicialmente exibi-
mos um sistema que satisfaz as condições da proposição 1.2, sem 
satisfazer aquelas do corolário 1.4. 
1. 6 EXEMPLO: Neste exemplo utilizaremos os semigrupos de potên-
cias na terminologia de Hille-Phillips, ( [18]). 
1) Semigrupos de Potências: 
Seja E o espaço das funções reais e contínuas defini-
das sobre [0,1], com u 
o subespaço fechado das 
topologia da convergência uniforme, e 
funções que se anulam em zero. 
E 
o 
Seja g E E 
o' 
tal que g(x) > o para X > o. Defini-
mos 
T (t) E E f T(t)f t f, t o 
-· o' 
~ = g . > 
o 
Não é difícil mostrar que T(t) é um semigrupo forte-
mente contínuo (que não é uniformemente contínuo) sobre E
0
. 
2) Seja X= [O,a], 
faz as condições: 
a>Oehx-JR uma função que satis-
I a) 
(b) 
h e contínua c h ( t;) > O, para todo t; E X. 
Para cada 
dições: 
n E X, tem-se pelo menos uma das seguintes con-
(b .l) 
(b. 2) 
{h 5 : O < s < 1} é equicontínuo em n 
Existe k > O, o < e < 1 e ô > O tal que 
(c) 
plo 
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Existe pelo menos um ponto ~ E X com relação ao qual 
o 
a 
condição (b.l) nao e satisfeita (e portanto nesse ponto te-
mos (b.2)). 
É fácil ver que tais funções existem. Tomemos };X)r exe~ 
h ' definida por h(sl"~+lf. Vê-se imediata 
mente que est~a h satisfaz as condições (a) e (b.l) quando t; > O. 
Para ~ = O, nao temos a condição (b.l) mas temos (b.2), pois 
3) Com a funç;ão h do item 2), definimos 
É claro que g(~) satisfaz as condições de 1), defi-
nindo nssim um semigrupo de potências que denotaremos por 
(•r(t,C.I ,t > 01. Seja T 
s 
como em 1.4. Temos 
IIT (s)-T (nill" Sup IIT(s,Of-T(s,nlfll 
s s llfll~l 
Sup I ('r(s,s)f) (z)-(T(s,n)f) (z) I 
zE[O,l] 
I s s s s I Sup h(s) .z .f(z)-h(nl z f(z) 
zE[O,l] 
. -
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Portanto a família {T : O < s _< 1} e equicontlnua em 
s -
~ ~ ~0 , sem sê-lo em ~o e o corolário 1.4 não se aplica neste 
caso. 
Entretanto, corno em ~ 
'o 
[[T i<l-T I< ) [[ 
s s o 
em consequência de (b.2) e como 
k[<-< I' .s 
o 
-k 
Concluimos que todas as condições da proposição 1.2 estão verifi 
cadas desde que a aplicação B : X --+ B (U ,E) seja continua. 
VPjamos agora vãrios exemplos para os quais as condi-
çoes mais restritivas do corolãrio 1.4 estão satisfeitas. 
1. 7 EXEMPLO: Se l\. ! X --+ B (E) e contínua, então as aplicações 
são cguicontínuas, Vs E [O,t]. 
DEMONSTRAÇÃO: Ne:::.te caso os semigrupos gerados por A((} sao 
da forma T(t,<) o cxp (tA(()) e é conhecido que 
I o
s 
T (()-I " A(() T(r,(}dr , 
s 
portanto o resultado e uma aplicação direta do Lema de Gronwall, 
([17]). 
Sabemos que todo semigrupo T(t) de classe C 
o 
com 
• 
DEMONSTRAÇÃO: Seja 
Mas, 
~ E X e 
o 
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E > Ü. 
= lllirn [F(-"' 
n 
n. 5 cllxll < t -' llxll n 
para todo tE VE(~0 ), vizinhança de t 0 . Portanto, 
Vs E [O,t], 
Finalmente um Último exemplo surge na teoria de Tanabe 
-Sobolevsky para equações diferenciais lineares não autônomas, CQ 
mo se encontra em Ladas, ( [24]), ou Friedman, ( (15]) 
ta teoria o espaço X ó apenLts um intervalo r o, t I 
o 
Embora nes 
as propri.§_ 
dades que usaremos seio de imediata generalização a um espaço me-
trlco X arbitrário. 
1.10 EXEMPLO: Sc~ja (X,d) um espaço m~trico e A(t), ~ E X o 
gerador infinitesimal do semigrupo fortemente contínuo 
(T(t,<) t >O}. Se as condiçÕes seguintes estiverem satisfci-
tas: 
l) D(A((}} = D, para todo ( E X; 
2) IIT(t,~) 11 e uniformemente limitado tanto em ~ como em t 
dentro de intervalos limitados; 
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gerador infinitesimal A e obtido como o limite 
T(t)x = lim t > o 
este sendo um caso particular de um fato mais geral, a saber, se 
F(p) E B(E), p > O é uma família que satisfaz certas condições 
especiais, I [lDJ, [281), então T(t)x = lim t > O, de 
fine um semigrupo fortemente contínuo. No exemplo que segue va 
mos supor que as aplicações F(p,~) E B(E), S E X, saU.sfaz 
aquelas condiçÕes gerando, em consequência um semigrupo T(t,.;). 
Ant.es porém faremos uma pequena observação. 
1.8 OBSERVAÇÃO: Sejam T,S E B{E) aplicações contrativas. En-
tão, 
por indução sobre. n . 
1.9 EXEMPLO: Seja F(p,l;:) E B(E), p > O, 1;: E X, uma fam.ilia 
de aplicações contrativas tal que 
lim n i;) X t Vx E E, 
n~ro 
define um semigrupo fortemente contínuo T(t,(). Se 
é contínua em S , uniformemente em p , para p E e al-
gum p
0
>0, então as aplicações 'I' : X ----7 B (E) 
s 
nuas em s E [O,t]. 
sao equicontí-
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3) Para cada ~o E X, 
mento À E p IAI,0 1 I 
existe uma vizinhança V de e um ele 
tal que 
I a I 
' t 
Vt E (O,t ], 
o 
v~ E v, 
No estudo da controlabilidade de um sistema x = Ax. + Bu,. 
com B E B(U,E), uma das questões que se apresenta é a de encon 
trar o menor número possível de controles que garanta sua contra 
labilidade. Isto justifica o estudo da estabilidade da controla 
bilidade de sistemas do tipo: 
I 4 I ;; <I tI 
onde e ElO, UI[,), [, E X, sao 
famílias de subespaços vetoriais fechados dos espaços de Banach 
fixados E e U respectivamentei B(U E B(U(F,:) ,E(t;.)) e AIO 
é o gerador infinitesimal de um semigrupo {T (t, O : t > O} de 
classe C em B(E ( [,)), X sera apenas um espaço topológico e 
o 
denotaremos por A, B, U e E as seguintes aplicações: 
A X ~ C lEI, <~AIU; B X - C(U,E) I ( ~ BIU 
u X ---+ S(U) I [,-+U(F,); E X~ SIEI, '-> EIU. 
Paru as notações aqui usadas e as correspondentes defi 
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nições de continuidade, veja o capitulo I. §3. 
1.11 TEOREMA: Sejam E, U espaços de Banach, (X,<) um espaço 
topolÓgico, U(<) E S(U), E(<) E S(E), A(<) E B(E(<)) e 
Bl;} E B(U(<) ,E(<)), para todo < E X, tais que: 
l) A e ô-contínua, 
2) B e inferiormente 6-semi-continua e 
3) E e superiormente á-semi-continua. 
Se o sistema de controle (4) e exatamente controlável 
em [o' t] para ~ = ( então existe uma vizinhança V C X 
o 
de 
~o tal que (4) ê exatamente controlável em [O,tJ, para todo 
< E V. 
DEMONSTRAÇÃO: Nas quatro primeiras etapas da demonstração esta-
belecemos algumas fórmulas úteis. 
Sejam 
fech_-·dos. 
u. c u f 
l 
E. C E 
l ' 
i "' 1,2, subespaços vetoriais 
Para mostrar esta fÓrmula, considerc:rros (u, A1 B1 u) E G(A1B1) 
com llull + IIA1 B1 ull = l. Pela proposição I.3.4i, dado ' > O , 
existe v E t_al que 
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Portanto, 
ffu-vff + ffA1B1u-A2B2vff 2 flu-vff + ffA1B1u-A2zff + ffA2z-A2B2vff 
< ffu-vff + IIA1B1u-A 2zff + ffA 2 fl tllz-B 1uff + IIB 1u-B 2vffl 
< ( 1 + ti A2 li I r ( ó (B 1 B2 I + d ( ti uI I+ ti B1 uI I I + ( ó (A1 ,A2 I +c) (li 81 ui I + IIA1B1 ull )] 
< (1+ [[A2 [[IIóiB 1 ,B2 I+óiA1 ,A21+2d l[fuff+f[B1uff+f[A1B1uffl 
< (1+[[A2 ffil1+fiB1 ifl lóiB1 ,B2i+óiA1 ,A2 1+2cl . 
A fórmula segue agora da definição I. 3. 3 pois E > O e 
arbitrário. 
Mostramos esta fórmula por indução sobre n. 
n -= 2 e consecjuênc ia de (a) com 
também por (a) as desigualdades: 
ô 1Anl+l,An2•-l) = 'IAn A An A ) 
- \)1"1'2"2 
A = B e 1 1 
O caso 
Obtemos 
' ll+ffA~ffi ll+ffA1 [fl lóiA1 ,A2 I+óiA~,A~II 
In) 
' I l + li h 2 f f In ll+ ffA1 li I (n+1) ll+ [[112 fi I 
2 11+ ffl\1 f [I n-1ô IA1,A21 
ín+l) 
11+11"2 111 
2 ll+fiA1 IIinln+li61A1,,21 . 
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(1+IIB1IIl é(B2,B1) + IIB111 
1-I1+IIB1IIl éiB2,B1l 
Para a demonstração, tomemos v E U 2 , li v li ,: l e 
E > O arbitrário. Pela proposição I.3.4.i, existe u E u1 tal 
que 
e portanto 
Logo, 
IIB 2vll < IIB1ull+lóiB2,B1)+E) illvii+IIB2vlll 
< IIB1II ll+llu-vlll+léiB2,B 1 l+d illvii+IIB2vlll 
' IIB1il+lóiB 2 ,B1 l+d illvii+IIB 2vlll ll+IIB1 ill. 
< 
IIB111+11+IIB1IIlé(B2,Bl) 
1- ( l+ li B1lllé IB2 , B1) 
visto que f: > O e a.rbi trário e [[v [[ < 1 . 
(d) Denotemos por V o espaço de Banach, 
n+l U = {(u ,u1 , ••• ,u) o n uiEU}, nEJN, 
n 
com a norma [[ (u ,u1 , · · · ,u ) li o n " llu.ll e por Vi' i = 1,2, i=Ü ~ 
o espaço ur:+l, 
l 
correspondente ao subespaço vetorial fechado 
u. 
l 
de u. 
Seja 
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C.:V. ~E., 
l l l 
i = 1,2. Nestas condições, 
n 
" j=O 
n+1 
ólc1,c21 < l1+lls1 lli I1+IIA2 IIinóls1,B21+1n;1ills1ll I1+IIA1IIi 2n-111+IIA2 111 I 2 
1
, 
n > J.. Para mostrar esta fórmula fazemos as seguintes considera 
çoes: 
li ü-v li, 
onde s 1 e a esfera unitária em G(c 1 ). Logo se u E s 1 , então 
com u E e 
n n 
I 51 = [ li u 11 + li " 
i=O 1 i=O 
= 1 . 
Seja f > O arbitrário, novamente pela proposição 
I.3.4.i, deduzimos que existe v E v = un+l 2 2 ' v = (v ,v1 , ... , v ) , o n 
tal que 
I 61 < 
i = 0,1, ... ,n. Sabemos além do mais que existem z 1 E E 2 , 
i= 1,2, ... ,n tais que: 
• 
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-Portanto, se v = podemos escrever 
em vista de (6) c (7): 
e 
' 
n 
i=Ü 
I lu -v li + li r 
l l i=D 
n n . . n . . 
~ [ IJu-v li+ IIB1u -l12v li+ E IIA1ls1 u. -A2l c. II + l: IIA2l z -A2~s2v li i=Ü l l o o i=l l 1. j =1 l l 
n n . 
< [ llu -v 11 'lls1u -B2v 11 + [ IIA2lll i]]z -B1u.l[ + lln1u.-B2v.[li + 
- i=O l .L o o i=l l l 1 l 
n . . [ ll/\1lD1 u.-/\;,zj[ 
. l l " l l= 
n 
<r (l+I[AJliilluJ+I[s1uJii!IB1 ,B2i.c) + i=O 
ede(b), 
n 
, ll+[[A2 IIinlõiB1 ,s21nl i:O i[[uJ+IIs1uJI + 
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e donde por (5), 
llü-vll < ll+IIA2 IIlnll+lls1 lll lóls1 ,s2 J+cl + 
1n+l) 2 
Como e: > O foi escolhido arbitrariamente, a fórmula 
está demonstrada. 
(e) Voltando ao nosso problema, definamos para cada ( E X, a 
aplicação C I O ' UI () n+ 1 ~ E I () por 
n 
E 
i:::O 
donde n E JN é escolhido conforme especificamos abaixo. 
Se o sistema (4) é exatamente controlável em [O,t] p~ 
ra S o= S
0
, existe n E JN tal que C(s
0
) -e sobrejetiva ( [22] ). 
Como A I. l e á-contínua, obtemos por (c) , fazendo 
Bl = i\((0) •ê B2 = A(.;) I que li A ls) li e localmente limitada 
numa vizinhança de 
'o· 
Por ld) e pelo fato que A I.) e B I.) sao inferior-
mente é-semi-contínuas, também obtemos que C é inferiormente ó-
semi-contínua. Como E(.) é superiormente O-semi-contínua, de-
'! 
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duzimos do lema 1.3.5, que existe uma vizinhança V C X de ~o 
tal que C I" e sobrejetiva, para todo I;: E V, ou, de forma equ~ 
valente, ([22]), que o sistema (4) e exatamente controlável em 
[o' t] para qualquer ' E V. 
No capítulo II estabelecemos condições bastante gerais 
mediante as quais um sistema de controle, num espaço de dimensão 
infinita, não pode ser exatamente controlável (corolário II.3.5 
e teorema !!.3.7). Para tais sistemas, o conceito de controlabi 
!idade exata é de pouca utilidade, sendo mais conveniente traba-
lhar com o conce_i_to de controlabilidade aproximada, tal como fo-
j ra definido no capítulo I. §1. 
Portanto é natural estudar a estabilidade da controla-
bilidade aproximada para sistemas continuamente perturbados, do 
tipo (1). 
Utiliz~remos as seguintes notações. Sendo E um espa-
ço de Banach, E' representa o seu espaço dual e as topologias 
fracas em E e E' induzidas pela dualidade (E, E') serão deno-
tadas por a(E,E') G a(E',E), respectivamente. 
Para um sü;tema de controle do tipo ( l) , isto e 
' 
do t.L 
po X(t) =A(() x(l) + B(E,) u(t), com [ E X 
> ' 
definimos, para 
t >O fixado, auplicação J(t): XxE'-+ U', (t:,x') --+B'(t,;)T'(t,t:)x'. 
Temos então o seguinte teorema: 
1. 12 TEOREMA, Se, p.J.ra todo t E [O t ] , o , as aplicações J I t) 
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sao {TX o(E' ,E) ,o(U' ,U))-continuas e se o sistema (1) e aprox_!. 
madamente controlável para ~ = ~ no intervalo 
o 
então 
existe uma vizinhança V C X de ~ 0 , tal que para todo ç E V, 
o sistema {1) é aproximadamente controlável em [O,t
0
]. 
DEMONSTRAÇÃO o {a) Pela hipótese de controlabilidade para 
e pela proposição I.l.4 existe, para todo x' E E', um elemento 
Seja E' 1 a bola unitária fechada de E' • Do Teorema 
de Alaoglu, sabemos que 
(b) Para todo x' E E' 1' 
E' e 1 o(E' ,E)-compacto. 
consideremos a aplicação: 
Y ' --+ B' (é;: )T' (t(x') f, )y' o ' o 
Por serem as aplicações J(t) contínuas, resulta que 
a aplicação acima ê também contínua e portanto existe uma vizi-
nhança aberta W(x') de x' tal que B' I< )T' (t(x'),<) 
o o 
paratodo y'Eí"l(x'). 
Tomemos xj_ E Ei, i= 1,2, ... ,m, de modo que 
W. = W(x~) 
l l 
seja uma cobertura de 
t(x~), i= 1,2, ... ,m. 
l 
E' 1 c chamemos t. l 
(c) Seja "i"' a(t)lxxwi' i= l,2, ... ,m. A aplicação 
o valor 
~i c 
continua,_cpara toJo y' E Wi, .pi(~ 0 ,y') ~O. Logo existem 
V.(f; ,y') C X, vizinhança de E;, e W.(y') C W1., vizinhança l o - o l 
I 
aberta de y' , tais que 
,.(cz')f,O, 
l 
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É claro que a família de vizinhanças {W. (y'): i"" 1,2, .•• 
l 
••• ' m ; y' E Wi) e uma cobertura de 
-
uma sub-familia finita (Wk (y'.) 1 
j J 
continua sendo uma cobertura de E' 1 
Seja 
Se s E V( s ) e x' E E' o 1' 
algum j = 1,2, ... ,n. Corno (ex') E 
E i, com o qual deve existir 
< j < n, 
então x' 
y'. E 
J 
E wk (y~l, 
. J 
J 
V(s ,y'.) xWk (y:), 
o J j J 
que 
para 
segue 
que para um Índice i=l,2, ... ,m tal que 
wk (y'. > c wl .. 
. J -
J 
Portanto, o sistema (l) e aproximadamente controlável 
1.13 OBSERVAÇ0ES' (a) Com o argumento da demonstração anterior, 
podemos de fato obter o mesmo resultado utilizando qualquer topQ 
logia localmente convexa separada em U' no lugar de o (U', U). 
(b) A condição de que as aplicações J(t) sejam contínuas é ba~ 
tante restritiva. Em particular, se para um sistema x = Ax+Bu, 
aproximadamente controlável em tempo finito as aplicações 
E'--+ U', x' -B''r(t)'x', forem ( 0 (E',E),o(U',U))-contínuas 
para todo t > O, então o sistema será aproximadamente controlá 
- 67 -
vel em [O,t0 ], para algum t 0 > O. A demonstração deste fato 
é muito similar a do teorema anterior. 
Um caso no qual é simples verificar que as aplicações 
J (t) sao fracamente contínuas acontece quando as aplicações 
são localmente de posto finito com relação a ~ . Es 
tudaremos este caso mais detalhadamente. 
1.14 LEMA: Sejam U e E espaços de Banach e T (<) : U ~ E, < E X 
uma família de aplicações lineares. 
Então as aplicações T(S) 1 E' -+ U', E; E X I sao 
( cr (E' ,E), o (U', U)) equicontínuas se e somente se para cada u E U, 
existem x 1 E E e 
n 
v.(,;) E]{, com 
l 
T(,;)u = E ui (E;)xi' qualquer que seja .; E X. 
i=l 
tais que 
DEMONSTRAÇÃO: Isto e uma consequência direta da definição das 
topologias fracas e do Teorema de Hahn·-Banach. 
1.15 COROLÁRIO: Sejam E e U espaços de Banach; (X, T) um es-
paço topológico e B: X-+ B(U,E) e T(t,.): X------+ B(E) aplica-
coes •-uniformemente contínuas. 
Se para todo ' E X, 
'o 
existe uma vizinhança V de 
e um subespaço vetorial F C E, de dimensão finita, tal que 
Im(T(t,<)B(<)) ~F, para todo <E V então as aplicações 
J("t) :XxE' ------+U' sao (Txo(E',E); o(U',U))-contínuas. 
.-
DEMONSTRAÇÃO: 
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sejam ~o E X e x' E E'. 
o 
(a} ~claro que as aplicações T(t,~)B(~) sao equicontínuas nu-
ma vizinhança V (<o) de <o· Sem perda de generalidade, pode-
mos supor que Irn(T(t,<)B(<)) ~F, V< E V (<o) e portanto, em 
virtude do lema 1.14, as aplicações B(<) 'T(t,<)' : E' ~ U' 
' 
(o(E' ,E) ;o(U',U))-equicontinuas. 
"B{<) 'T(t <)' (x'-x')+(B(< ) 'T(t < ) '-B(<) 'T(t <) ')x' . 
' o o 'o ' o 
Sejam W e w1 vizinhanças de O em U' para a topo-
logia o(U' ,U) 
Pela equicontinuidade das aplicações B(<) 'T(t,()' 
F; E V(t;
0
), existe uma vizinhança V{x~) de x' em E' tal que 
o 
Por outro ludo, a aplicação X -B(U,E), t;--* T(t,S)B(E;}, 
é T-unifor:memente contínua, e portanto a aplicação X-+ U' 
t;--+ B(t;) 'T(t,i;) 'x' é ITi a (U' ,U))-contínua. Exist.e t:ntão uma 
o 
B(t; l 'T(t t; ) 'x' -B(E:) 'T(t,c-) 'x0' E w1 , o 'o o "' 
para todo t; E v 1 (t; 0 ) e isto acarreta que 
para todo (!;,x'l E v 1 (~ 0 ) xV(x~), ou seja, obtemos a continui-
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dade de J (ti. 
O caso mais comum dos sistemas de posto finito, é aqu~ 
le em que a dimensão de U é f in i ta. É irnedia to neste caso, que 
para efeito das hipóteses do corolário anterior, a topologia uni 
forme em B(U,E) pode ser substituída pela topologia forte. 
1.16 EXEMPLO: Seja E um espaço de Hilbert e A um operador li-
near normal compacto injetivo ou normal com resolvente compacto 
em B(E), gerador infinitesimal de um semigrupo {T(t) : t > O} 
de classe C em B{E) 
o 
Sejam I>. I . 1 e J J~ as famílias de 
valores próprios c vetores próprios ortonormais correspondentes, 
I [30] I . 
Se m B:!f-+ E é a aplicação definida por B u "" 
m 
J:u.b., 
. l l l l= 
b. E c.· 1 I J. .L e u = u 1 , ... , um , então Triggiani, ( [36]), demonstrou 
que o sistema X(t) -- Ax(t) + Bu(t) e aproximadamente controlá-
velem [O,t], t > o se e somente se o posto da ma·triz 
B. = (<b.,.,o.k>)l 1 2 J l J' c=, , ... ,rj 
-e j=l,2, ..• 
i=l,2, ... ,m 
Seja agoru. X um espaço topolÓgico e A(~), ~ E X , 
uma família de operadores lineares que satisfazem as condiçÕes 
anteriores, com valores pioprios 
próprios j = 1,2, ... e 
À • I (I , 
J 
j = 1, 2, . . . e vetores 
k = 1,2, ... ,rj. 
Se o sistema X(t) = A(O x(t) + B(~) u(t) e aproximad~ 
11 
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mente controlável em éoé ese B.(é)o(<b.(é), 
o J " 
então a aplicação Bj 
brejetiva para todo 
r. 
x-+- B(JRm,JR J) e tal que Bj (€; 0 ) e so 
y. > O tal que 
J 
j = 1,2, .... Portanto, ([29]), 
r. 
Vy E lR J 
existe 
r. 
Se além disso as aplicações X-+ B(JRm, lR J) 
l y. Bji<), j = 1,2, ... , têm a seguinte condição de equicont! 
J 
nuidade: para todo E > Ü 1 oxiste V C X vizinhança de r- tal 
'o 
que 
_l_ li B · 1<1-B I ( I li < < vç; E v, então existe uma vizinhan 
Yj J J o -
ça V0 C X de ~0 , tal gue para todo ( E V o o sistema 
~(t) "A(é)x(t) + B(() u(t) é aproximadamente cont..rolável em [O,t]. 
Para isto consideramos 
então 
v 
o 
{ < E X IIB. (()-B. I é i li J J o l < Zi'j} 
I]IB.((i-B.(é ))'y+ B.(é )'yjj 
J J o J o 
, jjBil< 0 1'y]J-I]iBii<I'-Bil< 0 1'1y]j 
, ri IIYII -]IBi léi-Bi 1<0 111 JjyJI .::~ri JjyJI • 
para todo é E V . Logo, I [29]), BJ. (F,) 
o 
e sobrejetora, o que, 
pelos resultados de Triggiani, mostra a afirmação. 
Finalmente, dc:notemos por Z ( U o espaço de controla-
bilidade para o sistema X.(t) = A(t) x(t) + B(f,;) u(t), f, E X, i_§_ 
to ê, Z (O = Im (G (f,)). Ternos assim definida urna aplicação 
- 7l -
ç -+ z (ç) , a valores no conjunto dos subespaços lineares de E , 
sendo que o subespaço Z(ç) não é, em geral, fechado. 
1.17 PROPOSIÇÃO: Se a aplicação G X-+ B(Lp(O,t;U);E) e T-
uniformemente contínua e se Z : X ..._. S (E), então Z é uma apli-
cação inferiormente á-semi-contínua. 
DEMONSTRAÇÃO: Seja ~o E X. Por definição, 
6 (Z ((
0
) ,z (()) = Sup {d(x,Z (()) : x E Z (( 0 ), llxll = ll, 
é linear sobrejetiva. Como Z(( ) 
o 
-
e um espaço de Banach, segue que G(( 0 ) é aberta e existe y > O 
e tal que, para todo 
llull <~IH· Logo, 
X T(t-s,( ) B(( ) u(s) ds. 
o o 
G(()U=X 
o 
e 
Seja E> O e V((0 ) = {(E X: jjG(() -G(( 0 ) 11 < 'y). 
Se y = Jt T(t-s,()B(()u(s)ds, (E V(( ) , então y E Z((} e 
o o 
d(x,Z((l) < llx-yjj = jjG(( )u-G((}ujj < ,. 
- o 
Concluimos então que ó(Z(t
0
),Z(Ç)) <E, 
~ E V(~0 ) e isto completa a demonstração. 
para todo 
Em continuação, damos dois exemplos ilustrando o fato 
de que a proposição anterior não pode ser substancialmente melho 
rada. 
! 
• 
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1.18 EXEMPLO: Pode ocorrer que, dentro das hipóteses da propos~ 
ção 1.17, a aplicação Z não seja superiormente á-semi-contínua. 
Isto fica claro ao se considerar os sistemas perturbados x(t) = 
= Ax(t) + êBu(t) com ç E X = JR e A e B tais que o sistema 
seja exatamente controlável em [O,t], para ~ ~ O. Então 
Z(O) = (O) e Z(ê) =E, para todo ê' O, logo ó(Z(ê),Z(O)) = l, 
para todo ~I O. 
1.19 EXEMPLO: A condição de que G seja contínua na topologia 
uniforme em B(Lp(O,L;U) ;E) é essencial. Para construir um con 
tra-exernplo, conó-:;ideremos um sistema exatamente controlável 
X (t) = A x (t) + B u (t), onde A 0 gerador infinitesimal de um se-
migrupo {T (t) : t > O} de classe C0 e B um operador linear 
limitado de imagem fE~chada c Im(B) C E. 
' 
É imediato que tais sis 
temas existem, pois basta considerar 
e matrizes A c B tais que o posto da matriz 
seja igual a n, ( [26]). 
-Seja agora t E JR, 
o I; < o 
h(ê) 
1 t > o 
n E = lR , m < n, 
n-l [B,AB, ... ,A B] 
A(ê) h(i;)A e consic1ererros a família de sistemas X:(t) = A(S)x(t) +Bu(t). 
(a) Se I; < O, então Z (I;) = Im(B), já que 
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x E Zl(l = x = J: Tlt-s,(l Bulsl ds 
t 
= f O B u I sI ds = t B J 
0 
u ( s) ds 
(bl Se (>O então Zl<i =E. 
Concluimos portanto, como consequência do Teorema de 
Hahn-Banach ( [12], lema 11.3.12), que 
ôiZIOI,ZI<JI = ôiE, Im(BII 
= Sup ldlx,ImiBII X E E, llxll = 1} = 1, 
quando E, < O. 
§2. REDUÇÃO A SISTEMAS LINEARES CONTÍNUOS 
Seja 
I 8 I X(t) - Ax(t) + Bu(t), t > o , 
um sistema li_near autônomo onde A e o gerador infinitesimal de 
um semigrupo {T(t) : t > O} de classe C em B(E). 
o 
Sabemos que A e um operador linear fechado nao neces-
sariamente limitZJ.do e com domínio denso em E. Vamo::; agora tomar 
para controles admissíveis as funções essencialmente limitadas. 
se Z representa o espaço de controlabilidade em tempo 
finito, (definição I.l.l), e Z o espaço de controlabilidade 
! 
• 
' 
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aproximada em tempo finito, por definição o sistema (8) e aprox~ 
madamente controlável em tempo finito se Z = E. 
Fattorini, ([14]), mostrou que 
z.l 
= {x' E E' B'T(t) 'x' = O, Vt > O} • 
Além do mais, se wo e o tipo do semigrupo T (t) , (capítulo I. 
§ 2 I , se po(A) e a componente conexa de p (A) que contém o con 
junto o, 
' 
E P (A) e Re ('i > wo} e se z ('I e o espaço de 
controlabilidade aproximada em tempo finito do sistema 
( 9 I x(t) = R(,,l\) x(t) + Bu(t), 
então 2(X) - Z. Concluímos que os sistemas (8) e (9) sao equi-
valentes ao que diz respci to à. controlabilidade aproximada em tem 
po finito. O sistema (9) sendo no entanto definido em termos de 
um operador lineur limitado, a saber, R(X,A) 
Enfim, verifica-se facilmente que 
x' E Z(>-)1 - 13' exp (tR(Ã,A))' x' 
- l3' R(I..,A')nx' -O, 
o, vt > o 
Vn > O. 
Neste parágrafo, vamos generalizar esta idéia de redu-
zir o estudo da controlabilidade aproximada do sistema geral (8) 
ao estudo da controlabilidade aproximada de um sistema definido 
por um operador linear limitado, utilizando para isto um cálculo 
operacional. 
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Suponhamos que a cada elemento f, numa álgebra de fu~. 
çoes F, onde f : n c C ---+ (!, está associado um operador linear 
limitado, indicado por f(A), de tal maneira que a aplicação 
TA: F-+ B(E), f~ f(A), defina um cálculo operacional, isto 
e, TA e um homomorfismo de álgebras. 
Podemos então definir o sistema, 
(lO) x ltl = f(A) x(t) + Bu(t), 
através do qual relacionaremos as propriedades de controlabilida 
de aproximada dos sistemas (8) e (10). 
Numa primeira etapa, estabeleceremos alguns resultados 
utilizando o cálculo operacional de Dunford-Taylor. Para as nota 
çoes e os resultados pertinentes, vide Taylor, [30]. 
Seja f E U (A) • 
00 
A aplicação f{A) é então definida 
por 
l (ll) f(A) f(oo)I + J/(z) R(z,A)dz, 
onde r é uma tragetória fechada, fronteira de um domínio de Cau 
chy D tal que a (A) CO e i5Ct.(f). 
e 
indica o espec-
tro estendido de A, isto e, 
a (A) 
e 
= 
(a (A) se A é limitado, 
' (aiA) U(oo) se A não é limitado. 
Chamaremos Z(f) o espaço de controlabilidade aproximada em tem 
,, 
po finito do sistema (lO). 
2.1 PROPOSIÇÃO: Se r c P (A) , 
- o 
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então z.l. C Z(f) 
DEMONSTRAÇÃO: Se x' E Z~ então B'T(t) 'x' = O, para todo 
t > O e portanto, <x', T (t) B u> = O para todo u E U e t > O. 
Logo, <X',Bu> =O e como R(z,A) e a transformada de Laplace 
de T ( t) quando Re(z) temos em consequência que 
<X',R(z,A)Bu>=O se zEp
0
(A). 
< x'' 
Logo, 
Por out_ro lado, 
exp(tf(A))Bu> 
--I 
x'EZ(f)-. 
' koO 
k (f(A)) Bu> 
ro k k 
E ~!<X', f (A)Bu> 
k=O 
k l I k (f (ro)I+p f (z) 
n r 
= o, IJt > o. 
R(z,A)dz} Bu > 
2.2 COROLÁRIO: Se o sistema (10) e aproximadamente controlável 
em tempo finito, então o sistema (8) também o e. 
DEMONSTRAÇÃO: Se ZTfT o E então Z(f)l o {0}, Z~ o {0} e fi 
nalmente Z = E. 
A recíproca dos resultados anteriores e trivialmente 
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falsa, visto que podemos considerar um sistema (8) que seja apr.Q_ 
ximadamente controlável em tempo finito e para o qual Irn (B) ~ E . 
Se f = O, naturalmente f EU (A), 
00 
f(A) = O e Z(f) = Im(B). 
Podemos, nao obstante, esperar que sob certas condi-
çoes adequadas o corolário 2.2 admita uma recíproca. Por exem-
E Po(A) f I z l -l então f(A) plo, se À e " (À-Z) " R (À, A) e, 
como foi observado anteriormente, teremos neste caso z 
" ZTIT 
Para poder generalizar este fato, fazemos a seguinte hipótese. 
2.3 HIPÓTESE: Sejam f e r tais como na proposição 2.1, o c c 
um aberto contendo I' e H(Q) o conjunto das funções analÍticas 
em n. Se h E JI(Q) verifica a condição 
J r e f ( z) t h ( z) dz = O , Vt > o I 
então h = O. 
2.4 TEOREMA: Suponhamos que f satisfaz a hipótese 2.3. Então o 
sistema {8) é aproximadamente controlável em tempo finito se e 
somente se o sistema (10) também o e. 
DEMONSTRAÇÃO' B.::tsta mostrar que Para isto, seja 
--.L 
x' E Z(f) , então 
<x', exp{tf(A))Bu> <X 1 r 
00 tk k 
L f(A)- Bu> 
k=Ü kT 
- 78 -
= 
m tk 
Ir < X I r ' {fk(mii 
1 fk(zl R(z,A)dz} B u, k! + 2'11' i k=O 
m tk (fk(ml 1 Ir fk(zl E k! <x',BU>+ 2'11'i <X I I R(z,A)BU> dz} = 
= 
k=O 
1 
2'1\'i f f(zlt e <x', R(z,A) Bu> dz = r 
para todo u EU e t > O. 
o ' 
Como h(z) :::: <X', R(z,A) BU> e urna função analítica 
em p 0 (A) segue, pela hipótese 2.3, que h = O e, derivando em 
relação a z, também obtemos que 
n n 
-<x', R (z,A) Bu> O, 
para todo z E p0 {A), u Eu e n > l. = o 
e portanto, conforme Fattorini, ([14]), concluimos que x'E -_!_ z . 
No próximo exemplo exibimos algumas funções f para as 
quais a hipótese 2.3 é satisfeita. Isto ocorre, em particular, 
para as funções f(zl = (À-zl- 1 com A E p (AI • 
o 
2.5 EXEMPLO: Se f tem um polo simples num ponto z interior a 
- r , então f satisfaz a hipótese 2. 3. 
DEMONSTRAÇÃO: Para simplificar as notações, suponhamos que 
z :::: o. Então f I z I com analítico a a (c O. 
Seja 
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at f (z)t 
l Jr ef(z)t l Ir w = 2rri h(z)dz = 2Tri e z e 1 h(z)dz 
Ir 
~ (a t) k f 1 iz)t l I r ..!._) h(z)dz = 2wi k! e . k=O k z 
Pela convergência uniforme para lzl > r> O e notando que 
O E int (-r), segue que 
~ k tk Ir 
f 1 (z)t l r a l h I z) dz w = 
.2"1fi k! k e k=O z 
-
k tk f (z)t l r a 2n i (e l h(z))(k-1)(0), = 21l'i k! (k l) ! k=1 
ou seja 
~ k é 
-a t a (g~k) (z)) (O) o' Vt w = r = 
k=O k! {k+l)! 
com gt (z) = 
f 1 (z) t 
e h(z), e portanto 
I 12 l 
' 
k tk a (g~k) (z)) (O) = o, Vt > O. 
de 
a 
k=Ü k! (k+l)! 
Pode-se verificar que (g~k) (z)) (0) = 
Pk (t) e um polinômio de grau k, com termo constante 
h (k) (O) , k > O. Agora, utilizando a continui.dade em 
e avaliando a expressão (12) repetidamente em t = O, 
, o 
-
igual 
t = o 
obtemos 
que para todo k > O. Como h é analítica, conclui 
mos que h = O. 
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Este exemplo generaliza-f',e a funções f que possuem um 
numero finito de polos. 
Completamos, a seguir, estas aplicações da transforma-
da de Dunford-Taylor com uma proposição que será utilizada post~ 
riormente. 
2.6 PROPOSIÇÃO: Seja (X,,) um espaço topológico e para todo 
f,; E X, seja A(ç) um operador linear fechado em E. 
Suponham!)!: qufJ para todo t E X e que 
existe um domínio de Cauchy D tal que 
o (AlEI I C D C D C A(f). 
e 
Nestas condições, se existe Ào E p {A(() tal que a 
aplicação R(>,.)' X~ B(E), 
o 
e contínua na 
topologia uniforme de B(E), então a aplicação 
f(A(.)) x~B(E), E~ f(A(EII 
e também continua na topologia uniforme de B (E). 
DEMONSTRAÇJ\.0: Seja [,
0 
E X. Pelo lema I.3.ll.ii a aplicação 
A: X--. C (E) é 5-contÍnua. Se f é a fronteira de D, então r 
e compacto (já que D é um domínio de Cauchy) logo, pelo lema 
I.3.ll.i, existe uma vizinhança V de Ç. 0 tal que as aplicações 
R(X,.) 'V~ B(E), F,~ R(Ã,A(~)), são contínuas na topologia 
uniforme de B(E) e uniformemente com relação a À, quando 
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À E r . 
A continuidade de f(A{.)) segue então da prõpria de-
finição da transformada de Dunford-Taylor, 
f IA I() I f{oo)I + 2;i Jr f{z) R{z,Aislldz 
O cálculo operacional de Dunford-Taylor, acima conside 
rado, tem o inconveniente de funcionar apenas para funções f ana 
lítjcas no infinito. Com isto, ficam excluídas funções como z" 
' 
o que nos impede de aplicar este cálculo para estudar sistemas 
definidos por potências fracionárias de um operador linear A 
Estudaremos 110 entanto esta tipo de sistemas utilizando resulta-
dos que podem ser encontrados em [23] {veja também [3] c [21]). 
De modo geral, suponhamos que A e um opcrudor linear 
fechado e densamente definido, verificando 
P {-A) :J ' 
w 
w < IArg{>) I < n) U {0) 
e 
e para algum 
Por ser P (-A) um conjunto aberto em C e claro que 
existE? r > O tal quo O' IÀI <r)" p{-A). Da teoria dos se-
mi-grupos analíticos, sabemos que as condições antoriorcs são ve 
rificadas para ' w < 2 so e somente se A é o gerador infinitesi_ 
mal de um semigrupo analÍtico e uniformemente li.mitado, (Davj_es, 
[lo l ) . 
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Seja F a álgebra das funções anal i ticas definidas em 
C, com eventual corte no eixo real negativo, e tais que existe 
v > O para o qual .l.vf(.l.) ----+O, quando uniformemen 
Para cada f E F, 
( 13) f (-A) l 
2ni 
com O < E < 11". 
define-se 
f f ( z) 
r 
R(z,-A) dz, 
onde r e uma trajetória como a indicada na Figura 1 . 
• 
' 
' \ \ w 
' ~ ', ) 
'·. ,. 
' r 
Pigura l 
Pode-se mostrar que f(-A) está bem definido e que a 
correspondência F~ B(E), f -+ f {-A), define um cálculo ope-
racional. 
Suponhamos agora que A satisfaz as condiçÕes unterio-
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res e e o gerador infinitesimal de um semigrupo (T(t),t>Ü} 
de classe C0 . Nosso objetivo é relacionar a controlabilidade 
aproximada do sistema (8) com a do sistema. 
(14) x(t) " -f(-A) x(t) + B u(t). 
Tomemos w < ; e r uma trajet6ria contida em p
0
(A), 
(o que ~ possivel pois r n p (A) 
w o 
contém uma região angular) e 
seja ZlTJ- o espaço de controlabilidade aproximada em tempo fi-
nito do sistema (14}. 
2 7 Ã · - -z1 c Zlfll. . PROPOSIÇ 0: Nas cond1çoes anteriores 1 
DEMONSTRAÇÃO: Análoga àquela da proposição 2.1. 
2.8 COROLÁRIO: Hetomemos as condições anteriores e seja o. > O. 
Se o sistema 
I 15 l x ltl -a - I -A) X I t) + B u I t) 
é aproximadamente controlável em tempo finito, então o sistema 
(8) goza da mesma propriedade. 
DEMONSTRAÇÃO' Por definição, (-A) -a " f (-A) com f (z) -a " z 
Sabemos que S(u) = (-A)-a, a~ O, define um semigr~ 
po analítico, ( [2J). Seja A o seu gerador infinitesimal, pode-
mos então estudar a controlabilidade do sistema 
m 
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(16) x(t) = A x(t) + B u(t). 
Na demonstração do nosso próximo teorema precisaremos 
do seguinte lema, ([40]). 
2.9 LEMA: Seja r uma trajetória do tipo considerado anterior-
mente, (Figura 1), e h uma função analítica definida numa região 
angular n em torno do eixo real negativo, (Figura 2), e conten-
do a r . 
Se lhizil ' c S > O, Vz E Q, e se 
l+ I z I s 
z h(z)dz "' O, J 
-t 
então h O. 
DEMONSTRAÇÃO: 
r 
.7 
r 
t 
! 
,, 
Figura 2 
< 
•· I 
> 
LE 
Figura 3 
> 
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Da hipótese segue imediatamente que 
= I z-t h(z)dz L o' l-,B<t<l 1 VE > o I c 
onde L e a trajetória indicada na Figura 3. Mas 
c 
I- -t -t \:: = 0 ((-r- ü:) h(-r- ie)- (-r+ it:) h(-r + id )dr + 
r/2 ic1-t ei8(1-t) h(c eie)de 
-•/2 
~ (r) it 
2i r-t(e c sen(TI't) i 1ft -e sen(t q, (r)))h(-r-iddr + 
c 
-it 1•-• (x) I 
-t 
r e c (h(-r- ic)- h(-r + id )dr + 
onde 
. 1-t ie 11-tl h i ield l E e E e e 
• (r) Are tg I -' I . Logo, c r 
lirn I o ~ I: -t h(-r)dr = r t. 4 o+ c 
e portanto, fazendo obtemos 
J~ e 511-tl h(-e 5 )ds = o, 
= o ' 
= o ' l- B < 
0<1-t<s. 
t < 1' 
Da anal i. ti:::::idade e da unicidade da transformada de La-
plac0 de h, ([37], teorema II.Sa), obtemos finalmente que h=O. 
I 
r 
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2.10 TEOREMA: O sistema (8) e aproximadamente controlável em 
tempo finito se e somente se o sistema (16) também o e. 
DEMONSTRAÇÃO: Se -.L ZA e o 
em tempo finito do sistema 
espaço de controlabilidade aproximada 
(16) 1 basta ffiQStrar que z~ ::: z; 
(a) Vejamos inicialmente que Se x' E zl então 
<x',Bu> O e <x', R{z,A) Bu> =O, quaisquer que sejam u E U 
e z E p (A) • 
o 
Portanto, 
<X'' S I a) B U> .. <X r I 
o <X I I 
l 
o 2 n.i 
para todo ct > o, 
-a (-A) B U> 
l Ir -a R(J..,-A) B u d>.. > - 2 ni À 
Jr À -a <X r t R (-À ,A) B U>d>.. o o ' 
(b) Reciprocamente, seja x' E e h I À) = <X r' R(-1..,1\)Bu> com 
u Eu e -À E p (A) • 
u 
1\. função h e anal í t_ica em Q ::: )~ U D(O,r) 
w 
para algum r > O, onde:- D (O 1 r) {z:lzl<r}. 
_l. 
Como x' E ZA' 
temos 
o <x' S (a) I3u> 
-a {-A) Bu> 
.. 2~I f r ,\-{1 <x' I R(-À,A)Bu>dÀ, V a > O, 
e como Ih 01 I < ----c seque do lema 2.9, com 6 ::: 1 1 que 
- 87 -
h0) = o <x' ,R{-I..,A)Bu > o. 
Derivan.]o a última expressao com relação a À , obte-
n 
mos que <X',R(-lt,A) Bu:> ==0, \ln > 1. Concluimos então, ( [14)) 
que x 1 E z.i. 
Se -A satistaz as condições gerais indicadas interior 
mente, então a > O, está bem definido como um operador 
linear ft~chado. Se Z~demais 1 a < 2 então -(-A) -a e gerador 
infinitesimal de um semigrupo analÍtico e podemos considerar a 
família de sistemas 
I 17) xlt) 
Como f 
t 
= -(-A)" x(t) +Bu(t), 
t > o, então ( (211), 
grupo u ( t) 
a 
gerado por -{-A)a e dado por 
( 18) u (t) 
" 
t > o, 
o semi-
2.11 PROPOSIÇÃO: Se o sistema (17) é aproximadamente c:ontrolá-
vel em tempo fi_nito e 1 O < <x < 2 cnti.io o sistema ( 8) e também 
aproximadamente controlável em tempo finito. 
DEMONSTRAÇÃO' -.L x' c_- Z . Swbe.rros então que <x',H(>,,-l\)J3u> ""O, 
para todo u c ll, logo por ( 18) ' 
to x' E -1 onde z z c o espaço 
a 
da em tempo f Lni lo do sistema ( 17) . 
< X I ' u 
a 
( t) Ru > = o 
de con tro lub i 1 i da de 
DaÍ segue que -_I_ z 
c: portan-
aproximi:i-
zl 
a 
CAPÍTULO IV 
ESTABILIDADE ASSINTÓTICA DE SISTEMAS LINEARES PERTURBADOS 
§ l. INTRODUÇÃO 
Dedicamos este capítulo ao estudo da estabilidade assin 
tótica de sistemas de contr:ole lineares continuamente perturba-
dos. Como anteriormente, E e U indicam espaços de Banach arbi-
trários mas X estará agora restringido à classe dos espaços nor-
mados. vamos considerar os sistemas 
( 1) x !ti A(() x(t) + B(() u(t), V( E X, 
onde A(~) E C(E) é gerador infinitesimal 
(T ( t, () : t > O ) 
todo f, E X. 
de classe C em 
o 
B(E) 
de um semig:r-upo 
e B((} E B(U,E), para 
Nosso objetivo consiste em estabelecer condições median 
te as quais possamos garantir que todo sistema (1) uniformemente 
estabilizável (definição !.2.4) para ~ = t;
0
, também verifica es 
ta propriedade numa vizinhança V C X de ~0 . 
O desenvolvimento que segue está baseado fundamentalmen 
te nos teoremas 1.2.6, 1.3.14 assim como na existência de certos 
operadores lineares correspondentes à evolução de subespaços veto 
riais. 
' 
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§2. EVOLUÇÃO DE SUBESPAÇOS 
Corno nos capítulos anteriores, consideramos a aplicação 
A: X.....,.... C(E), S---+ A(f.:). Se A é é-contínua (definição 1.3.10 ) 
e se, para ~o E X, ê dada uma decomposição do espectro 0 (A(ç; 0 )) 
em conjuntos espectrais disjuntos o1 (t; 0 ) tais que 
o1 (t;0 ) está contido no interior de uma curva de Jordan retificã-
vel fechada r e o 2 ( S0 ) no seu exterior, então pelo teorema I. 
3.14, existe uma vizinhança V C X de t; 0 tal que, para todo 
f; E V, o espectro a ( t;) = o (A ( t;) ) também se decompõe em conjun-
com o1 (t;) c .intr e o2 tt:l ~ ext r. 
a decomposição corres 
pondent~e de E em subespaços invariantes por A ( t) Como 
c int r é um conjunto limitado, concluímos ([30]) que 
c DIA( F.)) c, se escrevermos Ai(() =A(() IE. (() no(A(F.))' 
l 
= 1, 2, então A1 ( () E B (E 1 ( t;)) • Denotaremos por P { S) a 
ção de E sobre E1 ( (,) . 
2.1 LEMA: Com as hipóteses e notações anteriores t_emos: 
l) A. 
l 
:V ~ C(E) - é-contínua, e i = 1 , 2 1 
2) IIAlll :V ~ lR+ e localmente limitada. 
DEMONS'I'RAÇÃO: l) Faremos a demonstração por A1 . 
proj~ 
Sejam S,n E v e c >O. Temos que calcular ó(A1 (t), 
com 
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llull = llxll + IIA1 (Oxll = 1. Como A e é-continua, existe w1 C:. V, 
vizinhança de n tal que ó(A(~) ,A(TJ)) < e:, para todo 
Portanto, exist.e y ED(A(n)) tal que 
llx-YII + IIA(<Ix-A(nlyll _: o(llxll + IIA(<Jxll I. 
Seja z = P(nly E E1 (nl n D(A(nl I = D(Al (nl I; então 
d(u,G(~(nlll < llx-zll + IIA1 Wx-A1 (nlzll 
< IIP(<Ix-P(nlyll + IIA1 (<Jx-A1 (niP(nlyll 
< IIP((i-P(nl 11 .llxll + 11 P(nl 11 llx-yll + IIP(()A(<)x-P(niA(nlyll 
< IIP(<I-P(nl 11 (llxll + IIA1 (<lxlll + IIP(nl 11 (llx-yll" IIA(slx-A(nlylll 
< IIP(S)-P(nl 11 + oliP(nl 11. 
Como P :V --+ B(E) e contínua, na topologia uniforme 
de B(E) (proposição III.2.6 e o fato de P(() ser a transforma 
da de Dunford-Taylor da função f definida mais adiante), existe 
urna vizinhança w2 de n tal que ljP(t;;)-P(n) 11 < e:, para todo 
Repetindo ' . ' o mesmo raClOClnlO com concluímos a 
ó- continuidade de A1 . 
2) Não 2 difícil mostrar que é possível escolher a curva r e do-
mínios de Cauchy e com Limitado de maneira que 
i' 
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n1 n n 2 
o ~' 01 ( ') C int r c n1 e 02 ( <) S n2 , para todo < E v. 
(1 se À E n1 
Definimos f ( >) - ' e g ( >) o >.f(>). l o se À E n2 
Então, f,g EU (A(<)), (notações de [30]) 
00 
e P((l = f(A(<}) 
bem como g(A(,)) = A(<).P((l, ([30], lema 5.6-D) sao as trans-
formações de Dunford-Taylor de f e g respectivamente. Ponhamos 
Ã1 (<) o g(A(SI) E B(E). É imediato que A1 (S) o Ã1 l<!IE1 (<) e, 
pela proposição III.2.6, a aplicação A1 : V-+ B(E), Ç--+ A 1 (~) 
é contínua na topologia uniforme de B (E) ; como [[A1 (F;) li ~- [[Ã1 UJ [I, 
segue que é localmente limitada. 
O espaço X sendo normado, utilizaremos as seguintes n~ 
tações. Para cada par ~.n E X, denotamos por [~,n] o segmen-
to ligando .; a n , quer dizer, 
tE[0,1]} 
e, se P:X-+ B(E) e uma aplicação, chamamos v p [S,Tl] 
-
a varia-
ção total da função P : [O, l] -+ B (E), t ----~'- P((l-t).; + tn). Com 
estas notações estabelecemos a definição e o lema que seguem. 
2.2 DEFINIÇÃO: Seja P: X--+ B(E) uma aplicação. Diz-se que P 
e localmente de variação limitada se para todo r E X, 
'o 
M > O e uma vizinhança V de Ç,
0 
tal que V[F;,n]P .::_ M, 
qualquer ~,n E V. 
existe 
para 
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2.3 LEMA: Seja P: X -+ B(E) uma aplicação localmente de varia-
ção limitada, localmente uniformemente contínua na topologia uni-
forme de B (E) e tal que P(ç) e uma proJeçao para cada ç E X. 
Então para todo existe uma bola 
centro (
0 
e rádio E > O, e um operador contínuo 
que satisfaz as propriedades: 
B I< I E 0 
i) Vç,nEB(t;:), 
E O 
ii) Ql(,nl IImiPinlll ~ ImiPIOI, V(,nEBI(i, 
E O 
iiil Ql(,nl Qln,O o I, V'," E B I' I ,., E"'o' 
iv) Ql(,() o I, 
de 
A demonstração deste lema sera omitida uma vez que e 
completamente análoga à feita em [23], páginas 297-307, para um 
intervalo [O ,TJ em lugar de X. No presente caso a compacidade 
de [O,T] é substituida pela hipótese de continuidade uniforme 
local da projeção P, isto e, para todo t; 0 E X, existe urna vizl. 
nhança V de 1; 0 tal que P : V -+ B (E) 
nua, na topologia uniforme de B (E) . 
é uniformemente contí-
Voltando às notações iniciais, teremos sempre uma decom 
posição E~ E1 (~) @ E2 (t), para todo ~E V~ X, e P(t) ser a 
a proJeçao sobre E1 (S). A seguir damos um exemplo no qual P(.) 
e de variação limitada. 
-2.4 EXEMPLO: 
e que existe 
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Suponhamos que D(A((I I =o e independente de 
B-1 E B(EI BEC(E), B:D tal que e 
-1 1) A(.) B :V-+ B(E) é de variação limitada. 
( ' 
21 B R(.,A(.II: rxV ~ B(EI, ( À. I ~) --+ B R ( À , A (f;) ) , e limita da r 
uniformemente em À e f; 
Nestas condições P: V --+ B(E) e de variação limitada. 
DEMONSTRAÇÃO: Como já foi dito na demonstração do lema 2.1.2, 
P(E;.) é a transformada de Dunford-Taylor de f, isto e, 
PIU = -
1
- f RD,AIU I dÀ 
21rc r 
Seja D o conjunto das partições 
de [0,1] e ponhamos [d[ = n; então 
sup 
d ED 
lctl 
·' 11 P[(1-til<+tin]-P[I1-ti_11 (+ti_1nlll l=l 
1 
=- sup 
2rr d ED 
la I 
E 11 f (R(À,A[Il-t.l(+t.n]I·-R(À,A[Il-t. 11(+t. 1nllldÀII. l l l- l-i=l r 
Logo, de 
R(À,A((.II (A((. 11-A((.IIR(Ã,A((. 1 11 l l- l 1-
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e das hipóteses 1) e 2) segue a tese. 
A seguir vamos sempre denotar por Q um operador que, 
definido localmente em torno a 1;
0
, satisfaz as propriedades es-
tabelecidas no lema 2.3. 
Note-se que em consequência do lema 2.3ii tem sentido 
considerar Q(ç,ç
0
J ~l (ç
0
1 Q(Ç0 sl 
B(E1 (.;)); se al~m do mais A1 (t) 
como um operador linear em 
e como na demonstração do lema 
2.1.2, então Q(Ç,Ç
0
) Ã1 (s 0 1 Q(Ç 0 ,Ç) E B(E) e uma extensão de 
Q(E;:,/; 0 ) A1 (1;: 0 ) Q(r, 0 ,U, donde obtemos o seguinte resultado: 
2.5 LEMA: Seja 
então a é contínua em ç
0
• 
DEMONSTRAÇÃO: como a(ç0 ) ~ O, devemos mostrar que, para todo 
6 > O, existe umól vizinhança V de r,
0 
tal que a (.;) < ô, para 
todo .; E V; mas 
a (O = sup (11 (Q(Ç,Ço)Al (F,o)Q(ço,(i-Al (f.) Jxll X E E l (sI , llxll < lI 
= sup {11 (Q(S,Ço)Ãl (Ço)Q(ço,çi-Ãl (f.) Jxll xEE1 ((1, llx li < lI 
li - 11 ' < Q(Ç,F,o)Al (ço)Q((o,f.) - A1 ( sJ 
a tese sendo agont consequência das propriedades de continuidade 
de A1 (.) e Q(.,.). 
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§3. SISTEMAS PERTURBADOS ASSINTOTICAMENTE ESTÁVEIS 
Estamos agora em condições de estudar a estabilidade as 
sintética de sistemas perturbados. Para isto precisamos do se-
guinte lema: 
3.1 LEMA: Consideremos o sistema de controle I li onde 
= O, são aplicações contínuas nas topologias uniformes e 
A: X-+ C(E), está definido por A(U '= A0 +C(I=;), 
gerador infinitesimal de um semigrupo de classe C
0 
onde A 
o 
Se o sistema (1) é uniformemente estabilizãvel 
e 
para 
t; = ~o' então existe uma vizinhança V de s0 tal que, para to-
do f.: E V, (1) é também uniformemente estabiU_závul. 
DEMONSTRAÇÃO: Por hipótese (definição I.2.4), existe F E B(U,E) 
tal que o semigrupo gerado por D(() "A(() +B(( )F 
o o o 
e uniforme 
mente estável. Além disso, D(() "A(() +B(()F =i'. +C(() +B(()F= 
o 
Se T(t, S) e o semigrupo gerado por D I <I , então 
\.l > o. Das propriedades de con-
tinuidade de B (.) e C (.), existe uma vizinhança V de ~ 0 tal 
que 
< 
logo, pela observação !.2.5, 
" 2M ' V E, E V, 
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IIT(t,O 11 < M e -~ t Vt;: E V , 
que completa a demons·tração. 
Como no parágrafo anterior, A: X ---+ C(E) ser a lllTiêl apl.:!:_ 
caçao ó-contínua e suporemos agora que A(~0 ) verifica a condi-
cão D.S.A. (para a definição c as notaç6es, vide I.§2). Logo, 
todos os conceitos e lemas anteriores sobre a decomposição do es-
pectro de A ( < I 
o 
assim como do espaço E continuam válidos. 
Com as notações de I.§2, o espectro 
está decomposto em dois subconJ'untos o ('I 
s 'o 
dos por uma curva r tal que a (' I C ext r e 
s 'o 
Além do mais, existe 
a ( ( I 
o 
de 
separa-
a (' I c int r . 
u 'o 
o(~) C O.: ReP.)>- ô}. Como foi visto anteriormente, 
u o -
existe 
uma vizinhança V C X de ~o tal que 1 para todo I;: E v, vale 
uma decomposição análoga para o espectro o(€;:) de A(~), a cor-
respondente decomposição de E sendo denotada por E= E (()<ilE (<). 
s u 
Denotamos também por P ( U a projeção sobre a componente E lU 
u 
e por Au ( () as correspondentes restrições de A(f,;) a 
Neste caso o sistema (1) também se decompõe em dois sis 
ternas, a saber: 
( 2) x (t) =A (()x (ti+ (I-PIOIB(Ou(t), 
s s s 
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I 3) x ltl o A IUx (ti+ PIUBIUultl, 
u u u 
x lt) E E lU, 
u u 
E lU - E 1<1 u u 
onde xult) o Pl<lxlt), x
5
1t) o II-PI<))x(t) e onde omitimos S 
das notações de xu e x 8 . 
O semigrupo de classe c 
o 
gerado por A I<) e denotado 
por {T(t,t,;) : t .::O} e aqueles gerados por A
8
(S) 
denotados respectivamente por {T 5 (t,t,;) t > 0} e 
e Au(ç;) são 
(Tu(t,<): t>O). 
Note-se que, por ser Au(S) um operador linear limitado, 
T lt <) = 
u ' 
Podemos agora estabelecer o seguinte resultado: 
3.2 TEOREMA: Sejam A: X ---+ C(E) uma aplicação õ-contínua, 
B : X ---+ B(U ,E) uma aplicação contínua e t,;
0 
E X tal que 
verifica a condição D.S.A. Existe então uma vizinhança V C X de 
S
0 
tal que, para todo S E V, A(S) 
D.S.A. Se: 
também verifica a condição 
l) O sistema (3) o uniformemente estabilizável para s :::: s , 
o 
2) A aplicação P V---+ B(E), <- Pl() e localmente de varia-
ção limitada e localmente uniformemente contínua, 
então existe uma vizinhança v1 ~X de ~o tal que, para qual-
quer ' E V 
' 1' o sistema (3) é uniformemente estabilizável. 
' 
- 98 -
DEMONSTRAÇÃO: A existência de V segue, como já foi visto, da 
utilização do teorema I.3.14 na decomposição de a(~'" 0 ) em a (') "' s "'o 
por meio da curva r . Note-se que sendo o (~ ) 
u 'o 
com-
pacto em <t , podemos sempre supor que r C {À : Re (À)> - ô}. 
Seja agora V' C V uma vizinhança l de 
< M para algum M > O e para todo par 
tal que 
Pela hipótese l) existe uma aplicação linear limitada 
F : Eu ( ~0 ) -------+ U tal que E (< ) ·~ u o 
gera um semigrupo uniformemente estável de classe 
Como A0 (!;:) : E0 (S.) -+Eu {I;;) e como existe uma aplica-
çao Q: Vi x Vi -+ B(E) satisfazendo a todas as propriedades do 
lema 2. 3 com relação a P, podemos definir o operador linear 
restrição de Q(s.0 ,~) (e portanto Q ((0 ,() E B(E ( (l ,E I< ) ) ) . u u o 
Desenvolvendo agora Du(~), obtemos 
PIO B(()F 0((
0
,() 
= Au(<) -Q((,(o)Aul<o) Q((o,U +Ô((,(o) Dul<o) Ôl<o•<) -
Q((,(
0
)P((0 ) B(E,0 )F Q((0 ,(l +P(() BI()F Q(( 0 ,() 
= Q(S,(o)Du((o)Q((o,() +Au(<) -Q((,(o)Au((o) Q(éo,() + 
P(() (BI<)-Ô(é,é0 )PIS 0 )B(( 0 ) ]F 0(( 0 ,() • 
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Mas, Q(~,S )D (S ) Q(S ,S) é gerador infinitesimal do semigrupo 
o u o o . 
exp (t Q(é,é
0
)D
0
(é
0
) CÍ!é
0
,é)) o Q(S,é
0
) exp (t D
0
(é
0
)) Ô(é
0
,é) que 
e uniformemente estável por exp ( t D (é ) ) 
u o 
Por outro lado, a norma do termo 
o ser. 
e contínua em é o é
0
• (lema2.5paraoterrro Au(<)..Q(é,'QlA
0
(é0 )Ô(é 0 ,é) 
e das propriedades de P(.), B(.) e Q(.,.) para o outro ter-
mo) e R(S ,s ) ~O. Logo, de modo análogo que na demonstração 
o o 
do lema 3.1, segue que o semigrupo gerado por Du(~) e uniforme-
mente estável numa vizinhança v 1 de s0 com v 1 C Vi C V e 
portanto o sistoma X (t) =A (S)x (t) +P{S)B(S)u(t) é uniformemen 
u u u 
te est:abilizâvel para s E v1 , por intermédio do operador linear 
3.3 EXEMPLO: Seja A 
o 
o gerador infinitesimal de um semigrupo 
contrativo de classe C
0 
e A um operador linear dissipativo ve-
rificando 
B E B(U,E) 
D (A ) C D (A), 
o -
e relativamente limitado com relação 
uma função contínua com g(O) :::::: O 
Definimos A(') =A + cr(()A; 
' o -
então 
a 
e 
1) Existe uma vizinhança V de O E X tal que, para todo 1; E V, 
A{S) é gerador infinitesimal de um semigrupo contrativo. 
' 
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2) A aplicação A :v - c (E) é á-contínua. 
3) Se A
0 
verifica a propriedade D.S.A e se o sistema (3) e uni-
formemente estabilizável para ~ = O, então existe uma vizi-
nhança v1 de O tal que (3) é uniformemente estabilizável p~ 
ra todo ç E v 1 . 
DEMONSTRAÇÃO: 1) Como A é relativamente limitado com relação a 
A0 , existem a > O e b > O tais que IIAxll <aliA xll + bllxll, pa - o -
ra todo x E D(A0 ). Logo, 
Seja V= ((:ag(() < l); então para todo 
' E v I 
A0 +g(E~)A gera um semigrupo contrativo ([28], teorema 3.3.1). 
2) Seja k = max {a,b} c a, e> O tal que aa < 1 e ap < l. ~ 
fácil ver que: 
< max fk I o-si \ 
\._1-aa. 
donde obtemos a á-continuidade de A(Ç}. 
3) Definimos A I a) = A +aA 
o 
com 
l 
oE[O,a]. 
klo-sl\ 
1 -a ~j 
É claro que A tam-
bém verifica as propriedades estabelecidas em 1) e 2) e, pelo te~ 
rema 3.2, existe El > O, l E < - tal que A(a) l a satisfaz a pro-
priedade D.S.A. para a E [O,E 1]. Podemos mostrar também que as 
correspondentes projeções são de variação limitada. Para isto uti 
lizaremos os resultados do exemplo 2.4. 
e S : D --+ E uma aplicação tal que 
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S-l E B(E), então Ã(a)S-l e de variação limitada pois, 
n 
E 
i=l 
[f (A +a.A)S-l- (A +a. 1A)s-
1 ff 
o 1. o 1.-
= 
[O,E 1 J, temos: 
n 
E 
i=l 
para 
Por outro lado, se A C C e um compacto contido em 
p(A(a)), a E [O,E 1 ], então da continuidade de R(Ã,A0 ) com re-
lação a À e para todo x E E 
[[A R(À,A )xjf < a[[A R(A,A )xjf +b[[R(A,A )x[f o o o o 
= a[[AR(A,A )x-x[f +b[[RP,A )x[f 
o o 
< (a(l+ [A[ [[R(A,A ) I f)+ b[[R( A, A l[[) [fxff 
o o 
< N li X li, 
para algum N > O. 
Podemos então escolher E- 2 > O, tal que 
c 2N < 1, e portanto fi•AR(À,A) [f< l o para todo 
e À E A. Segue então, utilizando a série de Newmann, que a in-
versa de I- a A RO.,A ) existe e que 
o 
agora de, 
SR(À,A +aA) = 
o 
segue que 
-1 -1 S(ÀI-A -uA) = S[(I-uAR(>,A ))(H-A)] 
o o o 
lls R(À,A + aA) 11 
o 
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< 
paratodo ÀEA, nE[D,E 2]. Seescolhemos S=Ã 0 I-A0 , para 
algum Ã
0 
E P(A0 ), então é claro que 
Encontramos assim todas as hipóteses do exemplo 2.4 e 
podemos concluir que as projeçÕes P(a) são de variação limita-
da, para a E (D,€ 2]. Como [D,E 2 ] é compacto, resulta então que 
a função P(.) é uniformemente continua. Portanto os sistemas 
. 
x(t) = A(a) x(t) +Bu(t) satisfazem, em a = O, a todas as con-
diçÕes do teorema 3.2, pelo qual existe E > O, c < c 
- 2' tal 
que os sistemas ; (t) =A (a)x (t) + P(a) Bu(t) 
u u u 
sao uniformemen 
te estabilizáveis. 
Agora basta definir v 1 = {E, E V g (E,) < c} para com-
pletar a demonstração. 
Voltando ao problema inicial, queremos obter condições 
para que o sistema (l) seja uniformemente estabilizável. De acor 
do com o teorema I.2.6 de Triggiani, precisamos procurar condi-
çoes de estabilidade em As(~) sempre den_t?. 
tará alguma vizinhança de e 6 > o a constante de separação 
das componentes os(~) e ou ( u r quer dizer o (() C P: Re(>)"_ -6} s -
e o (F.) c O:Re(>)>- õ}. 
u -
- 103 -
3.4 PROPOSIÇÃO: Se, além das hipóteses do teorema 3.2, também s~ 
pomos que os semigrupos T(t,~) sao uniformemente contínuos para 
t > a e ~ numa vizinhança de ~ 0 , então existe V(~ 0 ) tal que, 
para todo E; E V{Ç 0 ), os sistemas (1) são uniformemente estabili 
záveis. 
DEMONSTRAÇÃO: Como T (t, Ç) é uniformemente contínuo para t > a, 
o mesmo acontece com os semigrupos T5(t,E.) = 'l'(t,f;.) /E (E;) e poE_ 
5 
tanto conforme a observação I.2.5, A (0 
5 
satisfaz a condição 
S.G.A. A tese segue agora diretamente dos teoremas 3.2 e !.2.6. 
3.5 TEOREMA: Se, além das hipóteses do teorema 3.2, também supo-
mos que existe t > O e V{~ 0 ) tal que 
p(cr(T (t,<)), exp(t criA 1<111 U {O))< c 
s s -
com ln(e-ô.t+E) <O, então os sistemas {1) sao uniformemente 
estabilizáveis para todo E; E v1 (S 0 ), vizinhança de ~ 0 • 
DEMONSTRAÇÃO, Seja z E cr(T
5
(t,<)). Existe então w E exp(tcr(A5 (C))) U { 0) 
tal que lz-wl :'.E, portanto lzl < lwl +E. Se w Eexp(tcr(A8 (slll, 
então W;;;etlJ com ~JEo(As(f;)). Logo Re(u)<-óe lwl<e-ó.t. 
Portanto, em qualquer caso lzl < E+ e-ó.t e isto acarreta que 
((10]) 
-ót 
<e + E. 
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Logo, 
(observação 
I.2.5). Concluimos que o semigrupo T 5 (t,~) é uniformemente es-
tável, a tese sendo agora consequência dos teoremas 3.2 e 1.2.6. 
3.6 TEOREMA: Se, além das hipóteses do teorema 3.2, também supo-
mos que: 
satisfaz a condição s.G.A. 
2) Existe t >O tal que a aplicação T(t, .) X-+B(E), 
~-+ T(t,S) I é contínua em r,= so' 
então existe uma vizinhança V(t; 0 ) tal que o sistema (l) e uni-
forrnementc estabilizãvel para todo ~ E V(~ 0 ). 
DEMONSTRAÇÃO' Seja € > o tal que -tó ó ln(e +E:)<-t2 Como 
ê contínua em S ' podemos utilizar o lema 1.3.9 pa-
'o' 
ra concluir que existe uma vizinhança V(t;0 ) 
para todo .; E V ( t,0 ) . Logo, qualquer que seja 
existe w E o(T (t,t; )) 
s o 
tal que 
e portanto podemos estabelecer a desigualdade 
e 
t w (T (.,F,)) 
o s 
sup 
tal que 
zEa(T(t,<ll 
s 
< sup ilwl wEa(T{t,é))}+c s o 
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t w0 (T5 (.,~0 )) t supRe cr 8 (S0 ) 
=e +c=e +c 
-tó 
< e + €:, 
a demonstração segue agora o mesmo raciocínio que em 3.5. 
Um caso particular deste teorema ocorre quando os semi-
grupos são diferenciáveis. Como todo semigrupo diferenciável e 
uniformemente contínuo, os resultados de estabilidade para estes 
semigrupos podem sem dúvida ser obtidos diretamente da proposição 
3. 4. Contudo, sendo os semigrupos diferenciáveis bastante comuns 
vamos mostrar que eles também satisfazem as condições do teorema 
3.6, além de outras propriedades. 
3.7 LEMA: Seja A(EJ, S E X, o gerador infinitesimal do semi-
grupo {T{t,sl t , o} de classe c . 
o 
Se (X, T) e um espaço 
topológico que satisfaz o 19 axioma da enumerabilidade e se 
lim T(s,~)x = x, 
s -+ o+ 
localmente uniformemente em ~ E X, então 
l) Qualquer que seja r E X, 
'o 
existe V{~ ) C X, 
o -
~o e constantes a > O e k > O tais que 
para todo s E [O,aJ 
2) Existem consb:mtes 
para todo t > O e 
M > l e w E 1R 
s EV{( ). 
o 
tais que 
vizinhança de 
ll1'ls,sl 11 ~ k 
wt 
...:_Me , 
3) Se a aplicação A: X ~ C(E) e à-contínua, então T(t, .) :X -----~o-
--> B(E) é L-fortemente contínua, uniformemente para t em 
' 
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intervalos compactos, e para todo a aplicação 
T: [O,t1 ]xX -r B(E) e :ffix •-fortemente contínua. 
DEMONSTRAÇÃO: 1) Seja {Vn}n>l um sistema fundamental decrescen 
te de vizinhanças em ~o e suponhamos que a proposição 1) não es 
teja verificada. Existem então, para todo n E JN, 
s > o, 
n 
com s +O, 
n 
tal que 
elementos 
Pe 
lo Teorema de Banach-Steinhauss conluirnos que {TIs , é I x : n > l l 
n n -
não é limitado para algum x E E, li x li " l , e isto contradiz a 
hipótese pois e 5 + o; 
n 
quando n + oo 
2) Esta propriedade segue de 1) da forma habitual, utilizando as 
propriedades dos semigrupos. 
31 Seja t > o' X E E e T(t,.)x:X -E, é ---+- T(t,Ux. Fixe-
mos r. E X. Por· li' 0 2 I e pelo Teorema de Hille-Yosida, existem 
V I é
0
1 e w E lR tais que se À E c e R e I À I > w 
' 
então 
À E p (A ( r, I I , para todo 
' 
EV(r,
0
1. Aplicando o lema I.3.ll.i Põl 
ra cada um destes X , resulta que a aplicação RL\) 
e contínua na topologia uniforme de 
: V(f~0 ) - B(E), 
B(E) e por-
tanto contínua na topologia forte; do Teorema de Trotter-Kato se 
gue que 'I'(t, E:n)x--+ T(t, ç0 )x, n + oo, pura qualquer scquência 
( ~ ) C X com ~: -+ ~: Como X verifica o primeiro axioma da ~n - ~n ~o· 
enumerabilidade, segue que T(t,.)x é contínua em ' . o Se 
t 1 > O, queremos mostrar que esta continuidade é uniforme em t 
para tE [O,t 1 ], quer dizer, para todo s > O existe 
vizinhança de ~ 
'o' 
tal que 
v I E I 
>Q 
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Utilizando a compacidade de [O,t1 ] e a continuidade do limite, 
lim T(s,ç)x = x, o argumento é o habitual. 
S-+-Ü+ 
Pela continuidade uniforme em t, segue a continuidade 
da aplicação T: [O,t1 ]x X -1- B(E) na topologia forte de B(E). 
O semigrupo T(t,~) sera chamado diferenciável local-
mente uniformemente em t; E X, se é diferenciável, isto é, para 
cada x E E, a aplicação t -+ T(t,t;:)x tem derivada e além dis-
so, para cada • E X, 
'o o limite l
. T(t+h,Ç)x-T(t,Ux 
lffi h 
h+O 
forme em F, E V(Ç 0 ), vizinhança de é • o 
e uni-
3.8 PROPOSIÇÃO: Seja A: X-+ C(E) uma aplicação ó-contínua e 
A I é I , ~ E X, o gerador infinitesimal do semigrupo {T(t,t;:) : t > O} 
de classe C
0
. Se 
de e se: 
(X' TI satisfaz o 19 axioma da enumerabilida-
ll limt T(s,.s)x = x, localmente uniformemente em ~Ex, 
s ~o 
2) {T(t,t;) : t ::__ O} é um semigrupo diferenciável para t > t 0 , lo 
calmente uniformemente em s E X, 
então, para t.odo ç0 E X, existem uma vizinhança V de ~o e 
t 1 > O tal que a aplicação T (t1 ,.) : V --+- B (E) 
pologia uniforme de B(E). 
é contínua na to 
DEMONSTMÇÃOo (a) Como {T(t,é) t > O} e diferenciável para 
'I 
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t > t, o conjunto resolvente p (A(~)) de A(t;) 
o 
contém uma re-
gião El; o {À' Re(À) > a(S) -b(l;) 1njim(À)j} com 
a(f,) o 
ln( (1 + <IM1 (I;)) 
E 
e 
onde t > t
0 
e c > O sao arbitrários e M1 U;:l > jjA(ç;) T(E,ç;) jj 
I [ 2 8 L teorema 4 . 7) . 
É imediato que b (E;,) e independente de s . Mostrare-
mos agora que para cada ~ E X, 
o 
existe uma vizinhança V de ~o 
tal que a{ç) pode ser escolhido independentemente de ç; E V. 
o argumento é o seguinte: Por ser T(t,~) diferenciá.-
vel, sabemos que A(ç;) T(t,ç;) E B(E), 
A(f,) T(t,f,)X d "'dt T(t,E;)x, 
t > t , e que 
o 
Vx E E, 
Mas a aplicação T(t,ç;)x e, pelo lema 3.7.3, contínua em E;. as-
sim como diferenciável em t 
' 
uniformemente numa vizinhança de t; o" 
Portant:o, A(.) T(E,.)x: X-+ E e contínua em f, 0 , p~ 
r a todo x E E. Da mesma forma como no lema 3. 7 .l obh.'mos, pelo 
Teorema de Banach-Steinhauss que a aplicação A(.)T(E, .): X--+ B(E) 
é localmente limitada, quer dizer, existe uma vi.zinhança 
de E,:
0 
e uma constante M1 > O tal que 
para todo 
clusão 
f, EV(' I 
o 
e (E fixado) 
IIAI~;I T(t,,ill < M1' 
Logo, temos a in-
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(À Re(X) O>a-b.lniimiX) ll C P(A")), v< E v I< J 
o 
com a = 
l 
e b -= 
(b) Pelo lema 3.7.2 podemos supor que 
IIT (t,<) li wt < M e 
De (a) e do Teorema de Hille-Yosida, segue que 
E ' = E U O ReI X) > w J C p (A I<) ) , V~ E V(~ ) 
o 
e, para t 1 suficientemente grande ([28], teorema 4.7), 
l R(X,A(<))x dX, Vx E E e 
21Tl 
onde r e uma trajetória como a indicada na figura 4 e a integral 
converge uniformemente em x, com li X li < l, 
demonstração do teorema 4. 7 em [ 28] ) . 
' rJ 
! ... p2 
' 1 
' 
' T3--
w Á j 
-
-
• 
• pl 
rl 
r 
Figura 4 
, 
e ( E V(~ ) , 
o 
(da 
e r3 (r3 
1 
2ii 
Seja v 
Podemos 
de p1 
Seja k 
te uma vizinhança 
= Vl< 0 1, 
decompor 
a P2) 
1 
Jr3 
= 2,; 
V(~) c v 
- llO -
~ E V e 
'' 
> o. 
a trajetória r em 3 pedaços r1, 
de tal modo que 
,. 
< 6, V( E V, i = 1,2. 
H1 
dÀ 1 . I e Como r3 e compacta,exis-
de ( tal que 
jj R(Ã,A(())- R(Ã,A(~))jj < 3k ' 
,. 
V( E V(~) 
Portanto, 
Jj Tit1 ,<1x-Tit1 ,(1xjj 
l li J r 
Àtl (R(Ã,A(() )-R(Ã,A(()) )x dÀ li = 2ii e 
2 
11 f Àt1 < l [ IR I À,A(() -R I> ,A 1(11 lxdÀjj 2TI e i=l ri 
1 
Jr 
jeÀt dÃj li X 11. ' ' ,. li X li ' + 2TI - < 3k 
3 
o que mostra a continuidade de T (t 1 ,.). 
Observemos finalmente que é possível obter resultados 
um pouco melhores quando os espaços E0 (S) têm dimensão finita-
Em particular, não precisamos supor, neste caso, que as projeções 
são de variação limitada. 
" 
- lll -
3.9 TEOREMA' Seja A' X~ C(E} uma aplicação é-continua, 
B: X-+ B(U,E) uma aplicação continua na topologia uniforme de 
B(U,E) e ~o E X tal que A(~ 0 ) satisfaz a condição D.S.A. se 
Eu(4
0
) e de dimensão finita e se o sistema (3), para ~ = ~ 0 , e 
exatamente controlável, então existe uma vizinhança V(4
0
) de 
' o 
tal que o sistema (3) é também uniformemente estabilizável 
DEMONSTRAÇJ\o, Já sabemos que existe uma vizinhança V de 
que A(~) verifica a condição D.S.A. para todo E E V. 
para 
( tal 
o 
Como E (() o Im(P(C)) e P(<) 
u 
é uma proJeçuo contí-
nua, então existe uma vizinhança de E
0 
tal que 
dirn Eu(El ~ dim Eu(4
0
), para todo ~C v 1 , ( [ 2 3] ) 
Por outro lado, sendo Au (F;) = Ã(~) ]Eu (Sl' para todo 
. 
S E V, com A(S) definido na demonstração do lema 2.1.2, é sim-
ples de verificar que os sistemas x (t) =A (() x (t) +P(U B(O u(t), 
u u u 
para ( E v 1 , satisfazem todas as condições do teorema III.l.ll, 
e portanto, existe uma vizinhança v2 S v1 de ( 0 , tal que o di 
to sistema é exatamente controlável para todo r; E v 2 . A tese se 
gue agora do fato bem conhecido, ([38]) que todo sistema de con-
trole com espaço de estados de dimensão finita e controlável e es 
tabili zável. 
'-' 
CAPÍTULO V 
SISTEMAS LINEARES AUTO-ACESSÍVEIS 
§L INTRODUÇÃO 
O conceito de estado auto-acessível foi definido por A. 
Baccioti {(lJ) e mais tarde retomado por Barbanti ( [5] ). Um esta-
do será dito auto-acessível se existir um controle admissível cu-
ja trajetória associada se inicia e termina neste estado. Por ex~ 
plo, os estados de um sistema exatamente controlável são todos au 
to-acessíveis. Neste capítulo, estudaremos propriedades gerais 
dos estados e sistemas auto-acessíveis no caso dos sistemas linea 
res num espaço de Banach arbitrário E e generalizaremos a estes 
espaços um resultado de H. Kabayashi - E. Shimemura ( [20]) formu 
lado no contexto de espaços de dimensão finita. 
§2. ESTADOS AUTO-ACESSÍVEIS 
Como no capítulo I vamos considerar um sistema linear 
( l) idt) Ax(t)+Bu(t), 
onde E e u sao espaços de Banach e x(t) E E, u(t) EU 
B E B(U,E) e A: D(A) c E~-). E e o gerador infinitesimal do se 
migrupo {T{t): t >O f 
Os controles 
de classe C . 
o 
admissíveis são as funções u (.) '" + E L (JR O) lcx:: ' 
e neste caso, como já observamos anteriormente, a solução fraca 
" 
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de (1) com condição inicial xiOI ~ 
I 2 I 
X ' o 
é dada por 
A aplicação t ---+ ~ (t,x0 ,u) é a trajetória com estado 
inicial correspondente ao controle u I . I . Como no capítulo 
I, também denotamos por Gt a aplicação 
I 3 I u--->- <}(t,x ,u)-T(t)x 
o o 
2.1 DEFINIÇÃO, 1) Um estado x E E 
o 
diz-se auto-acessível em 
[O, t] 
dos estados auto-acessíveis em [0 't] . 
2) O sistema (l) chama-se auto-acessível em [0 't) se E C E lt). 
- a 
2.2 OBSERVAÇÕES' i) t imediato que Ealt) ~ II-Tit))-liimiGt)) 
este conjunto sendo um subespaço vetorial de E . 
ii) Se o sistema (1) é exatamente controlável em [0 't] então 
Im{Gtl = E e portanto 
vel. 
Elt)~E, 
a 
com o qual (l) e auto-acessi 
iii) Da definição anterior segue que um sistema e auto-acessível 
em I o , tI se e somente se Im(I-T(t)) ~ Im(Gtl. 
2.3 TEOREMA: Se T(t)B é compacto, para todo tE (O,tl e se 
Im(I-T(t)) contém um subespaço vetorial fechado de dimensão infi 
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nita, então o sistema (1) não pode ser auto-acessível em [O,tJ 
DEMONSTRAÇÃO: Seja F c Im(I-T(t)) um subespaço fechado de di-
mensão infinita. Então 
-1 00 -Gt (F) e fechado em L (O,t;U) 
é uma aplicação linear compacta (teorema II.3,4). Portanto, esta 
aplicação não pode ser sobrejetiva, logo Im(I-T(i)) ~ Im(Gtl. 
2.4 COROLÃRIOo Se T(t)B, tE (O,t] e T(t) sao operadores 
lineares compactos, então o sistema (l) não é auto- acessívelqu~ 
do E tem dimensão infinita. 
DEMONSTRAÇÃO: Se T(t) é compacto, então I-T(t) é um operador 
linear de tipo Fn~dholm, portanto Im(I-T(t)) e um subespaço fe-
chado e de codimensão finita. 
2.5 COROLÂRIO: Se T(t), t > O, e compacto e se E tem dimen-
sao infinita, então o sistema (l) nao pode ser auto-acessível. 
DEMONSTRAÇÃO: O result.ado e consequência imediata de 2. 4. 
Note-se agora que, ao contrário do que ocorre com o con 
ceito de controlabilidade exata, B pode ser compacto sem que o 
sistema deixe de ser auto-acessível. Outros resultados desta na-
tureza decorrem imediatamente do capitulo I, utilizando a seguin-
te proposição: 
2,6 PROPOSIÇÃO: Se 1 E p{T(t)), então o sistema (1) e auto-
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acessível em lO, tl se e somente se o sistema 
I 4 l . - -1 xlt) o A xlt) + (I-T(t)) B u(t), t > O, 
é exatamente controlável em [O,t] 
DEMONSTRAÇÃO: Este resultado segue imediatamente do fato de que 
II-T(t))-1 E B(E), pois então, 
X -Tit)x 
o o 
=X o II-TI~))- 1 G-lu) 
o t 
= x o (I-Tit) )- 1 ft T(t-s) 8 uls) ds 
~ o 
Sabemos que a condição l E P (T (t)) ocorre, por exem-· 
plo, quando l. 
2. 7 LEMA: Sejam -t, t' .:_O, então 
2) E I t) c E (n t) 
a a 
C E (t+t') 
a 
para todo n = 1,2, ... 
DEMONSTRAÇÃO: A parte 2) é consequência imediata de 1). Para ve-· 
rificar 1) 1 suponhamos que x E E lt) n E lt') · a a ' então 
X o T(t)x + JtT(t-s) B u
1 
(s)ds 
o 
Definamos a função u(.) por: 
t' 
= T(t')x' +r T(t'-s) Bu2 (s)ds. J o 
u(s) 
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u 2 (s-tl 
' 
sE [O,t] 
SE (t, t+t'] 
t: claro que 00 u(.l E t (O,t+t' ;UI, trata-se, portanto, de um con-
trole admissível e 
t+t' 
T(t+t')x + fo T(t+t'- s) B u(s)ds"" 
T (t' I 
t 
[T(tlx + r T(t-sl B u 1 (s)ds] J o 
t+t' 
+ f t T ( t+t' - s) B u ( s) ds 
t' 
= T ( t' ) x + j 
0 
T ( t' - s) B u 2 ( s) ds = x. 
Portanto x F E (t+t'). 
a 
2.8 COROLÂRIO: Se T(t) é um semigrupo uniformemente estável,se 
T ( t) B, t > O, e compacto e se E tem dimensão infinita, então o 
sistema (1) nao e auto-acessivel em r o' tJ , qualquer que seja 
t ' o. 
DEMONSTRAÇÃO: suponl1amos que (l) seja auto-acessível em [o' t] 
-
algum ·t > O. 
como E (t) c E (n ti 
a a 
n ~ 1, o sistema { l) deve ser 
auto-acessivel em r o, n t] . Por outro lado I como existe n tal 
que [[T(n tJ[[ < 1, tomando t 1 = n t, segue da proposição 2.6 
que o sistema XCt) A x(t) + {I-T(t
1
))-lBu(t) e exatamente con 
trolâvel em ro,t1 J. Mas isto é impossível porque T(t) (I-T(t1)J-~ 
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e compacto (corolário 1.3.5). 
Corno existem sistemas com B compacto que sao aproxima-
damente controláveis e uniformemente estáveis, deduzimos deste c~ 
rolário que existem sistemas aproximadamente controláveis e que 
não são auto-acessíveis. 
Outro resultado deste tipo e o seguinte: 
2.9 COROLÂRIO: Seja {T(t) : t > 0} um semigrupo diferenciável 
para t :> t > o 
o 
e uniformemente estável. Se o sistema (1) é a~ 
to-acessível em [O, ti para algum t > O, então A é um opera-
dor linear limitado. 
DEMONSTRAÇÃO: Como no corolário 2.8, podemos supor que ]]T(t)]] < 1, 
logo o sistema X(t) =A x(t) + (I-T(i:) )-lB u(t) deve ser exata-
mente controlável em [O, t] . Do teorema II. 3. 7 segue então que 
A é limitado. 
2.10 DEFINIÇÃO' l) Um estado X E E 
o 
diz-se essencialmente au-
to-acessível em [O, t] se 
2} O sistema (l) denomina-se essencialmente auto-acessível em 
[O ,ti se todo x E E é um estado essencialmente auto-acessível 
em [O,t]. 
2.11 OBSERVAÇÃO: Denotaremos por Ea(t) = (I-T(t))-l (Im Gt) o 
espaço de estados essencialmente auto-acessíveis em [O,t]. Como 
'' 
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- -E (t) é um subespaço vetorial fechado de E, sempre vale a incl~ 
a 
O E (ti c E~ (-ti Uma condiça-o para que valha a igualdade é a sa ' . a a 
seguinte: 
2.12 PROPOSIÇÃO: seja {T(t): t > O} um semigrupo uniformemente 
contínuo para t > a > O e suponhamos que a (A) não contém pon-
tos do eixo imaginário. Então Eltl ~ E (Ei, 
a a 
qualquer que seja 
t > o. 
DEMONSTRAÇÃO: De Oavies !lO] teorema 2.19, temos que a(T(t)) c 
-
C (0) u exp (t a(A)), logo l E p (T(t)) e (I-T(t))-l E B(E) 
donde 
Em particular, se denotarmos por 
tal de A, então: 
o (A) 
p 
o espectro po~ 
2.13 PROPOSIÇÃO: se T(t0 ) é compacto, para algum t 0 > O, e se 
:;p(A) nao contém pontos do eixo imaginário, então 
para todo t ;· O. 
E (t) 
a 
E (t) 
a 
Quanto à. relaç<~o existente entre sistemas essencialmen-
te auto-acessiveis c aproximadamente controláveis, é claro que t~ 
do sist.ema aproximadamente controlável é essencialmente auto-aces 
sivel. A proposição reciproca é falsa em geral, mas temos o se-
guinte resultado: 
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2.14 TEOREMA: Se o sistema de controle (1) é fracamente estabili 
zável e essencialmente auto-acessível em 
então ele é aproximadamente controlável em 
para algum t > o, 
o 
DEMONSTRAÇÃO: Seja F E B(E,U) tal que o semigrupo S(t), ger~ 
do por A+ BF, e fracamente estável. 
a) Indiquemos por Z(t ,S) 
o 
e E (t ,S) 
a o 
os espaços de controlab~ 
!idade e auto-acessibilidade respectivamente no intervalo [O,t
0
], 
do sistema: 
(5) X I t) (A+ B F) x(t) + B u(t), 
então 
-ii) E (t ) " E (t ,S). 
a o a o 
A afirmação i) e um resultado conhecido que segue de 
calcular 1 e Z (t ,S) , 
o 
utilizando a proposição I.l.4.i e 
a fórmula 
T {t ) X + 
o 
t 
f 
0
T(t -s) B F S(s)x ds, 
o o 
para todo x E E. Agora ii) segue facilmente pois: 
x E E (t ,S) <=> x-S(t )x E Z (t ,S) 
a o o o 
= x-S (t
0
) x E Z(t
0
) 
t 
~= x-T (t } x-
o f 
0
T(t -s)BF S(s)x ds E Z(t 0) o o 
= X 
-
E E (t I 
a o 
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Usamos o fato de que a função 
t 
s----+ F S(s) e um controle adrnis-
sível, e portanto ( 
0
T(t -s) 
Jq o 
BFS(s)xds EZ(t0 ). 
b) O sistema (5) e anroximadamente controlável em 
De fato, seja x E E. Como E """ E (t ) 
a o 
mos por defintcão, x-S(t )x ~ Z{t ,S) 
o o 
Sul.:Jstituindo x 
i .e., 
ror S(t )x, 
. o 
vem S(t )x-S(2 t )x;:::: Z(t ,S), 
o o o 
donde x-S(2 t )x ~ Z(t ,S) 
o () e, 
continuando este processo indutivamente, é oossível concluir que 
oara todo n E N . 
Se_-j:t x' E E', Pela definição I.2.3, 
O = < x-S(n t )x,x' > < x,x' 
o 
logo < x, x' ..,. = Cl, portanto 
> - < S (n t
0
)x,x' > 
J._ 
Z (t ,SI 
o 
n 
~ I o I. 
< x,x' > 
c) Finalmente, como Z (t ) = Z(t ,S) =E, 
o o 
seque quE=" o sistema 
(l) é aproximadamente controlável em [O, t I . 
o 
2.15 COROLiiRIO: Se E e um espace de Hilbert, T(tl e um semi-
gru:oo contrativo e (1) é um sistema essencialmente auto-acessível 
em e anroximadamente controlável em temDo finito, então 
(l) é aoroximadamente controlável em 
• 
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DEMONSTRAÇÃO: ~imediato, em consequência de [6], teorema 3.4.1, 
que (1) é fracamente estabilizável. O resultado segue agora do 
teorema anterior. 
Condições oara que um sistema seja essencialmente auto-
acessível, podem ser formuladas de maneira análoga àquelas que g~ 
rantem a controlabilidade aproximada, tais como a condição da pr~ 
posição I.l.4 e outras em [141, [35] e [36]. 
2.16 LEMA: Sejam E e F espaços de Banach, T: E-+ F um oper~ 
dor linear limitado, 
então: 
i i) Se W é fechado, 
W um subespaço vetorial de 
o(E',E) 
-1 FeV=:T(W), 
2.17 PROPOSIÇÃO: Com as notações anteriores, temos: 
o (E I ,E) 
DEMONSTRAÇÃO: Por definição Ea(t) = (I-T(t))-l(Im(Gt)), logo 
o resultado segue do lema anterior. 
2.18 COROLÂRIO: O sistema ( l) e essencialmente auto-acessível em 
[O,t] se e somente se: 
-B'T(t)'x';:;;; O, O< t < t, x' E E' <=> T(t)x' = x' 
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DEMONSTRAÇÃO: Utilizemos as proposições I.l.4 e 2.17. Então, 
i) Se segue que il itJJ. = iül, 
a 
ou seja 
(I-T(t))' (Im(Gt))j_ = (O} 
e portanto, a condição B'T(t) 'x' -=O, O<t<t => x' E 
acarreta que T(t)x' = x'. 
j_ (Im(Gt)) , 
ii) Reciprocamente, supondo satisfeita a condição acima, vem 
(I-T(t))' (Im(Gt))l = (O} e portanto 
Com relação a um semigrupo T(t), um vetor x E E cha 
ma-se de classe Coo (resp. analítico) quando a função t--+ T(t)x 
é de classe 00 c (resp. analítica) para t > o. Utilizaremos as 
seguintes notações introduzidas por Triggiani, ( [36] ) . 
o (A) = n(D(An) n > l} 
00 
-
u = (u E u Bu E 0
00 
(A) } 
00 
u -- {u E u Bu e um vetor de classe '" c } 
00 
u - (u F u Bu e um vetor analítico} 
-a 
2.19 TEOREMA: Nas condições anteriores, 
1) Se para algum t > O, Im(A) ~ Sp{A0T(t)B Uru n ..::_ O}, então 
o sistema (1) é essencialmente auto-acessível em qual-
-
quer que seja t
0 
> t. 
2) Se e um semigrupo diferenciável e se, para algwn -t > O r 
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Im(A) .':_ Sp {An T (t) BU , n ' o} 
- ' 
então o sistema (1) e essencial-
mente auto-acessível em [O,t
0
], qualquer que seja t
0 
> E. 
3) Se B Ua é denso em B U e se (1) é essencialmente auto-acessí 
velem [O,t
0
], para todo t
0 
>O, então 
Im(A) c Sp {An T (E) B U 
a 
n > O}, v t > o. 
4) Se T(t) e um semigrupo holomorfo e o sistema (1) é essencial 
mente auto-acessível em [O,t0 ], para todo t 0 > O, então 
Im(A) c Sp {An T(f) B U n > O}, v t > o. 
DEMONSTRAÇÃO' li Seja t ,, t e x' E E' tal que 
o 
Então o < t < t . -._:X 1 1 T (t)B u > = o para todo 
o 
o < t < to. Derivando em t o e utilizando as 
semigrupos, resulta que <X I, n A T(t) Bu> =O, 
n E JN, e fazendo t "' E, vem em particular que 
x' E Sp (An T(t) BU 
00 n ' 
O)l_ 
ou seja, que s' E Im(A)-l. 
t 
B'T (t) 'x' 
" 
-
u E u 
00 
propriedades 
o < t < t 
o 
Como T(t)x-x =A J
0 
T(s)xds para todo x E_ E 
t ..: o, concluirnos que 
corolário 2.18. 
'l'(t ) 'x' == x' 
o 
e a tese decorre então 
o 
' 
e 
de 
e 
do 
2) Se T(t) é diferenciável, então todo vetor de E e diferenciá 
vel, logo Uw := U. 
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3) Basta mostrar que Sp {AnT(E) BUa: n > O}..L c Im(A)..L 
Como 
Bu e um vetor analítico, podemos utilizar o desenvolvimento em 
série de Taylor no ponto t = t, obtendo assim 
T(t)Bu = I 
k=O 
T(t)Bu, 
para todo tE (E-e, f+s), algum 1.': >O. Portanto, <x',T(t)Bu>=O, 
para todo t E (f-c, E+c) e consequentemente, por se tratar de 
uma função analítica, <x',T(t)Bu>=O, paratodo t>Q. 
Se u EU, então Bu E BUa e, da análise anterior 
bem como da continuidade forte de T(t), resulta que <x',T(t)Bu> =O, 
para todo t 
' 
o (e por continuidade, para todo t 
' 
o I . Logo 
B' T (t) I X I o ' para todo t ' o e corno (li e essencialmente au 
to-acessível em [O,t
0
], qualquer que seja t 
' o' segue o 
roláric 2.18 que T(t) 'x' = x' para todo t 
' 
o . 
Seja y E Irn(A) e y = Ax, x E D(A), então 
<x',y>= <x',Ax>= <X I r 
lim 
+ 
t-rO 
T{t) 1 X 1 -x 1 
< t 
lim 
+ t+o 
' X > 
ficando assim demonstrado que x• E Im{A)~. 
T(t)x-x 
t ' 
~ Ü 1 
do co 
4) Se ~r(t) e hàlomort:o, então cada vetor de E e analítico, i. 
e., Ua = U e o resultado segue de 3). 
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2.20 OBSERVAÇCES: 1) Se substituímos no item l) do teorema ante-
rior, U
00 
por 0
00
, poderemos também incluir o valor E = O. 
2) Se T(t) e um semigrupo holomorfo e se para algum t > o 
' 
Im(A) .:= Sp {An T(t) B U: n > O}, então o sistema (l) e essencial-
mente auto-acessível em [O,t
0
], qualquer que seja t
0 
>O. 
Com efeito, isto segue do item 2 do teorema anterior, 
pois todo semigrupo holomorfo é diferenciável 1 e de observar que 
neste caso, o espaço Sp {An T(t) BU : n >O}, t >O, e indepe~ 
dente de t . 
Lembramos que o sistema (l) se chama de posto finito 
quando a dimensão de U e finito. Neste caso o sistema pode ser 
escrito sob a forma 
(6) x ltl 
rn 
A x(t) + 1.: bi ui (t), 
i=l 
e temos o seguinte corolário. 
2.21 COROLÁRIO: Suponhamos que 
tas condições: 
i= 1,2, ... ,m. Nes 
1) Se Im(A) c Sp \An b. 
l 
i=l,2, ... ,m, n > O} 
- ' 
então o sistema 
(6) é essencialmente auto-acessivel em [O,t
0
], para todo t > O. 
o 
2) Se os bi, i= 1,2, ... ,m, são vetores analiticos e se o sis-
tema (6) é essencialmente auto-acessivel em (O,t ] , 
o 
para todo 
t
0 
>O, então Im(A) 2:: Sp {An T(E) bi: i= 1,2, ... ,m, n >O} 
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qualquer que seja E > O. 
Voltando as relações existentes entre sistemas essen-
cialmente auto-acessíveis e aproximadamente controláveis, os se-
guintes resul t.ados podem ser estabelecidos. 
2.22 PROPOSIÇÃO: Se o sistema (l) e essencialmente auto-acessível 
em [o' t], para todo t > o' e se Im(A) =E, então ( 1) -e apr~ 
ximadamente controlável em [o' t] . 
DEMONSTRAÇÃO: Sejam t > O e x' E E' e suponharros que B'T(t) 'x' =O, 
o < t L Pela proposição I .14, e suficiente mostrar que x' = O. 
Mas, a condição B'T(t) 'x' = O, O<t<s<t., 
- o impl..!_ 
c a que T ( s) r X' = X' I para todo 
<X' ,Ax s' lim 'l'(s)x-x , 
" ' + s s-+0 
para todo X c D(A) . Como Im(A) 
D<s<t, 
o 
logo 
> lim < 'l'(s} 'x'-x' = 
s-~o + s 
= E, segue que x' 
' 
X > o' 
= o. 
2.23 PROPOSIÇÃO: Se o sistema (1) e essencialmente auto-acessí-
vel em t 
o o ' 
e se o (A) não contém pontos do eixo 
imaginário, (mtão (1) é aproximadamente controlável em [o ' t l o 
desde que uma qualquer das seguintes condições estoja verificada; 
1) O espaço E é reflexivo, 
2) O semigrupo {'r(t): t > 0} e uniformementecontínuop..:rra t>a>O. 
DEMONSTRAÇÃO: Seja x' E E' com B' T(t')x' o' o t ' t o 
'/ 
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Então T{t ) 'x' ~ x' e, se x' ~ O, 1 e um valor próprio de 
o 
Mostremos que isto nao e possível. 
Com efeito 1 na primeira alternativa, T(t)' -e também 
um semigrupo de classe c 0 , com gerador infinitesimal A'. Logo 
1 E {0} U exp {t a (A'}). Como a {A')':: o(A') "o(A), e o{A) 
o p p 
nao contém pontos do eixo imaginário, a afirmação anterior é ab-
surda. 
Na segunda alternativa, o(T(t
0
)) _<:_{O} u exp (t0 o(A)) 
e como 1 E op {T(t0 )') ~ cr(T(t0 )') = a(T(t0 )), 
a um absurdo. 
também chegamos 
Portanto, x' O e (1) e aproximadamente controlável 
Analogamente ao que acontece com a controlabilidade apr~ 
ximada, ( [71, [14]), e possível reduzir o estudo da auto-acessibi 
lidade de um sistema linear arbitrário ao de um sistema definido 
por um operador linear limitado, Mais precisamente, seja 
um semigrupo de tipo r(AI =o 
já sabemos que P (A) c ~'(A) . 
Se ~F 0(A), podemos considerar o sistema 
( 7) X ( t) = 1 (R(À,A)--,;I)x(t) + Bu(t), 
e estabelecer o seguinte resultado. 
t o ' 
e 
T (t) 
À ~ o) ; 
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2.24 TEOREMA: Nas condições anteriores: 
l} se o sistema (l) é essencialmente auto-acessível em [O,t], p~ 
ra todo E > O, então (7) e também essencialmente auto-acessível 
em [O,E], para todo t >O e qualquer À E P(A). 
2) Se U
3 
é denso em U e o sistema (7), para algum A='"oiA) o 
é essencialmente auto-acessível em [O,t], para todo t > O, en 
tão (l) e também essencialmente auto-acessível em [O,E], para 
todo E > O. 
DEMONSTRAÇÃO: l) Sejam A <= p (A I 
o 
e t > o. Para demonstrar que 
( 7) corresr:x:mdentc a ~ é essencialmente auto-acessível em 
o 
Consideremos . l ' x' E E' tal que B' exp [t(R{A ,A) --I)] x' =O 1 
o 'o 
o < t < t. Derivando repetidamente com relação a t e calculando 
em t O, obtemos B' (R(~t 0 ,A) ') 11x' = O, para todo n > O. Sen 
do a aplicação R(.,A) analítica em P(A) r Õ(A) conexo 
segue B' R().rA) 'x' = o ' para todo 
' 
E P (A) . 
Sabemos também que T(t)x = lim 
n+oo 
(11 
t 
R(~ 
t ' 
A) )n X para 
todo t 
' 
o e X E E. Portanto, para todo u E U, 
< T(t)Burx' " = lim <(~R(~ r A) )n Bu,x' > - O, t > o, 
n -)o-co 
ou seja, <T(t)Bu,x' = O, t > O, em virtude da continuidade 
yr · ,. ,. 1.1 --." n , 1 r~ ~: \ ~' ._- ; ~ , __ ~ )\·' .· !L. -.. 
. 1) ..,. L' v l '-- • .. ''~ ··· '-- · · 
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forte em t = O. Fica assim demonstrado que B'T(t) 'x' = O 
t _::. O, 
[o, E] , 
e, como o sistema (l) é essencialmente auto-acessível em 
para todo E > O, segue do corolário 2.18, que T(t) 'x' = x', 
para todo t > O, ou de forma equivalente, <(T(t)-I)y, x'>"" O, 
para todo y E E. Multiplicando esta última relação por 
-À t 
1 tn o 
- e 
n! 
o = 
= 
e portanto 
ou seja 
e integrando com relação a t , obtemos 
' 1 
n! 
l T(t)ydt--
n! 
-' t tn e o y 
n+1 
<R(:\ ,A) y 
o n+ly, 
l 
X 
1 
> 1 V n > O . 
À 
o 
Concluimos então que 
< exp 
1 
\0 t (t R(\ ,A))y- e y, x' > 
o :;;: o ' 
1 
-,- E 
exp (tR(A A))'x' 
o' 
o 
x' = e 
exp CE(R(:\
0
,A) -}I)]' x' = x' 
o 
e esta Última relação mostra, em virtude do corolário 2.18, que o 
sistema (7) e essencialmente auto-acessível em 1 o , E l 
2) Seja E > O e x' E E' tal que B'T(-t) 'x' = O, o < t < t 
' 
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Para todo u E U , 
a 
< T(t)Bu, x' > =O, o < t < t, e 
portanto, como 'I' (t) B u e uma função analítica, cr(t) Bu, x' > -=O, 
t ,. o. Segue então que 
= 
< U 1 B 1 
. 
e como U e denso em ll , 
a 
l 
n! <T(t) Bu, x'> dt 
V n o ' 
o' 
< u, B' (R(\ ,A)' 
o 
1 r)nx'>=O, ), o V.uEU, V n > O. 
Concluimos que D' exp [t(R(l ,A) 
o 
l I)]'x' =O, 
'o 
o sistema (7) e essencialmente auto-acessível em 
do t'-O, segue que 
l 
exp [t(R().. 0 ,A) -~ I)J' x' = x' 
o 
t 2.. o 1 e como 
para to 
Derivando repetidamente a Última expressao, calculando 
o seu valor em t "" O e utilizando novamente o fato CJUe 
e analitica, obtemos a fórmula 
(RP.,A) ')n x' = x' 
' 
V n > O, 
donde, por passagem ao limite quando n + oo 
v \ E ;:; (A) I 
n para \ = 
t 
R (.,A) 
obte-
mos a relação desejada, T(E)x' = x', o que termina a demonstra 
çao. 
' ' 
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2.25 COROLÁRIO: Se o semigrupo {T(t): t > 0} e holomorfo, en-
tão as seguintes condições são equivalentes: 
1) O sistema (1) é essencialmente auto-acessível em [O,E], para 
todo t > O. 
2) Para todo ~c ~(A), o sistema (7) e essencialmente auto-aces 
sível em [O,t], para todo E > O. 
3) Existe tal que o sistema (7), para ), = À I 
o 
sencialmen·te auto-acessível em [O, t], para todo E > O. 
e es 
DEMONSTRAÇÃO: É uma consequência direta do teorema anterior, vis 
to que u = u 
a ' 
já que T (t) é um semigrupo holomorfo. 
§3. SISTEMAS AUTO-ACESSÍVEIS COM OPERADORES LIMITADOS 
Neste parágrafo, estudaremos as propriedades de auto-
acessibilidade para sistemas do tipo (1), quando A é um operador 
linear limitado. 
3.1 TEOREHA: Seja A um operador linear limitado. Então existe 
tal que o sistema (1) é auto-acessível em [ü>El, 
se e somente se Im(A) ~ Im(Gt). 
DEMONSTRAÇÃO: Sabemos que para todo x E E, x-T(f)x"' -A ItT(s)xds 
o 
logo, se 
[o' t] . 
Im(A) C Im(G-), 
- t 
é imediato que (l) é auto-acessível em 
Reciprocamente, indiquemos por Qt o operador definido 
pela relação X Qt = -
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T(s)sds. Então Qt E B (E) e existe t > o 
o 
tal que E B (E) quando O < t < t 0 r como pode ser verifica-
do utilizando o fato que T(s) = exp (s A) Logo (I-T(t) )x = 
Ax -1 = Q-t (I-T(t})x 
- -1 
= (I-T(t) )Qt x 
para todo x E E e todo E com O < E < t . 
o 
Portanto, se (1) e 
auto-acessível em (ü,E], o < t < t 
- o' 
segue que Im(A) 5: Im(Gtl. 
A seguir, continuaremos indicando por Qt a aplicação 
definida anteriormente. 
3,2 LEMA: se A e lími tado, então 2 = Sp [BU, ABU, A BU, ••• ]. 
DEMONSTRAÇÃO: Este é um resultado bem conhecido que se obtém cal 
culando Im(Gt).l e Sp[BU,ABU, ••• ]l_. 
3.3 PROPOSIÇÃO: Se A é limitado, então 
Q;-'A' 
t (Sp 
DEMONSTRAÇÃO: 
----------c-- a (E' E) 
[BU,ABU, ... ] ).l c E (t) c Q-'A' (Sp[BU,ABU, ... j ).l ' 
- a - t 
Sabemos que - -1 . = (I-T (t)) (Irn (Gt)) 
I-T(El =A QE, o resultado segue dos lemas 3.2 e 2.16. 
Como 
3.4 COROLÁRIO: O sistema (l), com A um operador limitado, e es-
sencialmente auto-acessível em [O,t], se e somente se a condi-
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çao B' (A') ix' = O, i > O 1 x' E E' acarreta Qt' A'x' = O. 
DEMONSTRAÇÃO: Segue imediatamente da proposição 3.3. 
3. 5 PROPOSIÇÃO: Se A é limitado, o sistema (1) e essencialmente 
auto-acessível em [O,t] 1 para todo t >O, 
Im{A) C Sp [BU,ABU,A2BU, ... ] . 
DEMONSTRAÇÃO: Se, para todo E > O 
Im{A) C Sp [BU,ABU, ... ] = Im(Gt) 
se e somente se 
então Im(I-T(t)) c Im(A) c Im(Gt) e o sistema (l) e essencial-
mente auto-acessível em [O,t]. 
Reciprocamente, se (1) for essencialmente auto-acessí-
vel em [ü,E], para todo E > O, então 
(I-T(t) )x E Im{Gt) 2 = Sp [BU,ABU,A BU, ..• ] 
qualquer que seja x c E, e como este Último espaço e fechado, 
segue tambGm que 
Ax = T(t)x-x E Sp [BU,ABU, ... ] 
t 
para cada x E D(A), quer dizer Im(A) c Sp [BU,ABU, ... ]. 
3.6 COROLÁRIO: Se A é limitado, o sistema (1) é essencialmente 
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auto-acessível em [O,t], para todo t >O, se e somente se: 
B' (A') ix' = O, i > O, x' E E' ~ A' x' = 0 . 
3. 7 COROLÁRIO: Se a dimensão de E e n, então o sistema (1) e 
auto-acessível em [ü,E], para todo t > O, se e somente se 
( ) c [ n-1 l Irn A Sp BU,ABU, ... ,A BU. 
DEMONSTRAÇÃO: Como E tem dimensão finita o conceito de auto-aces 
sibilidade essencial se reduz ao de auto-acessibilidade. O resul-
tado segue agora da proposição 3.5 e o Teorema de Cayley-Hamilton. 
§4. ESTADOS ESTACIONÁRIOS E UMA PROPRIEDADE GEOMÉTRICA 
Conforme mencionado na introdução, pretendemos neste p~ 
rágrafo, generalizc:ir a sistemas arbitrários uma propriedade geom~ 
trica estabelecida por H. Kobayashi e E. Shimemura ([20]), para 
sistemu~ lineares em espaços de dimensão finita. 
Com rC>lação ao sistema de controle (1) estabelecemos a 
seguinte definição: 
4.1 DEFINIÇÃO: Um estado x E E chama-se estacionâx:io se existe 
t > o "' u E .[ (O,E;U) tal que 
X T(t)x • r T(t-s) Bu(s) ds, 
o 
o < t < f 
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4.2 PROPOSIÇÃO: Valem, para o sistema (l), as seguintes proprie-
dades: 
l) Se X E D(A) é estacionário e se existe o limite 
= lim B u(s), então Ax E Im(B). 
S+Ü+ 
2) Se Ax E Im(B), então x é estacionário. 
3) Se Ax E Im(B), entâo existe uma sequência $ (t) 
n 
de trajet~ 
rias continuamente diferenciáveis, tais que •n (O) = X 
lim (x-' (t)) = o • uniformemente para t E I o, t) e E > o. 
n 
n~oo 
rt 
DEMONSTRAÇÃO: l) Como x T(t)x + j
0 
T(t-s) Bu(s) ds, 
então 
X-T(t)x 
t 
= l rt T(t-s) Bu(s)ds ~ Bu(O+) E Im(B) 
t '0 
e portanto Ax = -Bu(O+) E Im(B) 
2) Escrevendo Ax = - B u , com u E U, segue que 
t 
)
0 
T(t-s) 
t 
B u ds = - J 
0 
'r(t-s) Axds = x-T(t)x, 
e portanto, x C estacionário com u(s) = u, s > O. 
3) Se Ax = lim Bu com u EU, definimos 
n n 
n ~n) 
tn ( tl = T(t)x + c T(t-s) Bun(s)ds, 
o < t < t 
e 
então, para todo t > O, 
tE [O,E], e cada ~ 0 {t) 
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~ {t) -+- x, n -+ "', 
n 
uniformemente 
é continuamente diferenciável 
em 
pois 
X E D(A) e B u , por ser constante, é uma função de classe c1 , 
n 
I [18], [28] l 
4.3 OBSERVAÇÃO: É claro que se um estado x e estacionário, en--
tão X E n 
o< t ~ t 
E I t) ' a para algum t > o. Entretanto, a recí-
proca é geralmente falsa, mesmo no caso de dimensão finita. Como 
exemplo, consideremos um sistema em m0 que seja exatamente con-
trolável (logo Ea (t) = JR0 ) e para o qual Im(A) 7- Im(B). 
Se um ponto x fosse estacionário, existiria t > O e 
u E .c"'(O,t;U) tal que 
At 
X - e X 
e portanto, 
-At 
A (t-s) 
e B u ( s) ds , o t 
= 
-As 
e Bu(s)ds -As c{e B u(s) sE [O,t]l. e X- X E 
t 
Como u E .r""(ü,E;U), podemos supor que !luis) 11 'N, sE [O,t]. 
Logo 
X (t) = 
-At 
e X- X As E c (e y 
t 
utilizando o fato que -AS e 
y E Im(B) e ' N IIBII' sE [O,t] ), 
e uniformemente contínuo 1 podemos 
.. 
mostrar que 
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-Ax ~ li.m x(t) E Im(B) ~ Im(B) , 
t-+ o+ 
e isto acarreta a existência de pontos nao estacionários. 
4.4 DEFINIÇÃO' Os espaços 
E ~ { x <" D (A) q Ax E Im(B)} 
serao chamados de equalizadores. 
e E = {x E D(A) q Ax E: Im(B) 
Utilizaremos também as seguintes notações: 
N(B') = D(A') n Ker B' e para x' E N(B'), 
P (x') (x G E ' = o} 
Suporemos, em geral, que N(B') -/:. {O}, o que sempre es 
tará verificado mediante as hipóteses do teorema 4.9 abaixo. 
Kobayashi e Shimemura, ([20]), mostraram, para sistemas 
de dimensão finita, que se um estado x é auto-acessível e nao es 
tacionário, então em qualquer trajetória fechada, com início e ex 
tremidade em x, existe um ponto cuja distância a x é suficiente 
mente grande. A seguir, vamos generalizar este resultado para 
sistemas de dimensão infinita e para suas soluções 
fracas. 
4.5 TEOREMA: 
~ T(t)x0 + Gt (u) 
X' E N (B') 
uma trajetória tal que X 
o 
e 
( trajetórias) 
Então, 
'' 
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DEMONSTRAÇÃO: Denotemos por ~(t) a trajetória ~(t,x0 ,u); en-
tão e portanto, I [4]), a função f(t) ~ <~(t),x'>, 
x' E D(A'), é absolutamente continua em [O,t] e, quase sempre, 
f'(t) = <(P(t),A'x'> + <Bu(t),x'> 
Se x' E N(B'), então g(t):: < ~(t), A'x' > e contínua em 
[o' t] . Logo, g(t) o f' (t)' tE [O,t]. Ademais, ccmo f(O) o <x x' > o' 
e f(t) = <X r X 1 > 1 o deve existir t E (O,t) o tal que 
= <.~(t ),A' x' > =O, 
o 
4.6 TEOREMA: ScjJm 
ou seja 
x E E (t) 
o a 
•lt) E P(x') n Im(j,). 
o 
e x' E N (B 1 ). Então: 
a) Existe uma sequência de trajetórias $ I t l 
n 
tai.s que lim ,~ (t) = x 
11 ..... n o 
b) Para qualquer sequência de trajetõrias •r (t) 
n 
com 
e lim ~11 (t) - x 0 , n ,.". tem-se lim d(Im(\jl11 ), P(x')) =O. n->-w 
q' (0) o x 
n o 
DEMONSTRAÇÃO: a) Como x E E (t) 
o a 
então (I-T(t))x
0 
E Im(Gt) 
e portanto existe uma sequência 
Definimos 
(I-T(t) )x 
o 
tal que 
= lim Gt (u
11
) 
n->-m 
•P (t) o T(t)x + Gtlu) o T(t)x + ft T(t-s) Bu (s) ds. 
n o n o 0 n 
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bl Seja In (ti 
cando a condição 
T(t)x + Gt(u I 
o n 
uma sequência arbitrária verifi 
= X 
o 
e, utilizando a mesma idéia que 
no teorema anterior, ponhamos 
f (t) = <~ (t),x'> 
n n 
g
0 
(ti = f~ (ti e = <<P (t) ,A'x'>, 
n 
t <= 
então f 0 (0) = <x0 ,x'> e f 0 (El =<r} (t) x'> -><x x'> n ' o' ' 
[o 't] 
donde resulta que dado > o ' exlste n E JN o e uma sequência 
t E [O,t] 
n 
tal que 1 '1 (tI A'x'>l n n ' para n > n o 
Se A ' X' ' 0 F ' então, como P (x' I e um hiperplano, 
di! (t I, P(x'l I 
n n 
l 1'1 (tI A'x'•l, 
IIA'x' 11 n n ' 
n 
e claramente d(Im(1p ), P(x')) _,_O, 
n 
quando n -+- w • 
-Se A'x' = O, então P(x') E e o resultado c 
vialmente verificado. 
4.7 TEOREMA: Com as notações anteriores, 
li E Cn{P(x') q x' t: N(B') 1 
2) Se N(B') e o (E' ,E)-denso em Ker B', então 
D(A) n ('l {P(x'): x' 
DEMONSTRAÇÃO: li Seja 
= lim Bu u ( u, e 
n n n-H, 
< x ,A'x'> = <Ax ,x'> 
o o 
Isto prova que 
X 
o 
N {B 1 ) 1) c E q 
" 
E Então g 
para todo x' E 
<lim Bu ,x'> 
n 
n-:>-oo 
X E P (x 1 ) 
o 
A X <= ImlBT, 
o 
N (B'), 
lim <B u ,x':.--
n 
tri-
A X 
o 
o 
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2) Suponhamos que x E D(A) n P(x 1 ) 1 para todo x' E N(B'). En-
tão O= <X, A'x'> = <Ax, x'>, qualquer que seja x' E N(B') e 
portanto, <Ax, X 1 > = o,· para todo x' E Ker B'. 
I 
zer que Ax E ~(Ker B'), donde Ax E Im(B) e 
-
Isto quer 
X E E 
q 
di-
4. 8 OBSERVAÇlíES: li Cam E c E q- q então E c E c 'I{P(x') : x' E N(B')}. q- q-
2) Se A e um operador linear limitado, então o (A) = E 
E = n{p(x') : x' E N(B')}. q 
e 
4.9 TEOREMA: Suponhamos que o sistema (1) verifica as seguintes 
hipóteses: 
1) O subespaço Im(A) é fechado, admite um suplementar topológ~ 
co S em E e Im(B) C Im(A) n Im(B) Ql S. 
2) H é um hiperplano fechado tal que E C H • q 
Nestas condições H= P(x'), para algum x' E N(B'). 
DEMONSTRAÇÃO: Seja '{!E E' tal que H= {x E E : <x,VJ> = 0} 
As inclusões Ker A c E c H acarretam que q 
.L ~ E (Ker A) " Im(A) 
logo ~ = A'x' para algum x' E D(A'). Como E = Im(A) ~ S 
então E' = (Im(A))~ ~ S~ Ker (A') ~ S~ c portanto x'=x 1 +X 1 l 2 
com X' E Ker (A') 1 
'
0 
" A',- I A' X' y .... = 2" 
e X 1 E S~. 2 - Ademais 
Por outro lado, .L x2 E (Im(B)) , 
X' = X I - X 1 c:: D (A') 2 l e 
pois 
r 
• 
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<Im(B), xz> c <Im(A) n Im(B), X2> + <S,xz> 
uma vez que 
c 
::::<E ,'{J>C <H,'fJ>={O}, q 
Im(A) n Im(B) C A E . 
- q 
Logo, xz E (Im(B))~ n D(A') :::: N(B') 
Demonstra-se de maneira completamente análoga o seguin-
te resultado: 
4.10 TEOREMA: Se o sistema (1) verifica as seguintes hipóteses 
1) o subespaço Irn(A) . e fechado, admite suplementar topológico 
s em E e Irn(B) c Irn (A) n Irn(B) (j) s, 
2) H e um hiperplano fechado e E ~ H, q 
então H = P (x') , para algum x' c N (B' I . 
4.11 COROLÁRIO: Se a hipótese 4.9.1 (resp. 4.10.1) está verifica 
da e se E q (resp. 
-
E I q é um hiperplano fechado, então qualquer 
trajetória de auto-acessibilidade deve interceptar Eq (resp. Eq). 
DEMONSTRAÇÂQ, Substituindo, no teorema 4. 9 H por E (resp. E q q' 
no teorema 4.10) obtemos E = P (x') q (resp. E = P{x'), q para 
algum x' E N(B'), e o resultado segue utilizando o teorema 4.5. 
4.12 TEOREMA: Suponhamos que a condição 4.9.1 esteja satisfeita 
e que x E E (t) 
o a 
t > o, 
e uma trajetória verificando 
max 
o < t < t 
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e d (x ,E ) > O. 
o q 
X 
o "(ti' então 
> d(x ,E ) 
o q 
DEMONSTRAÇJ\0: Como d (x E ) = d (x , E ) = r > O, 
o' q o q existe um hi-
perplano fechado H tal que E c li q e d(x,H)=r. o Logo 
H= P(x') com x' E N(B'). Outrossim, pelo teorema 4 • 5 , 
H n Im ( ,p) f. q, e portanto 
max 
o __::._ t < E JJx -l(tiJJ o 
4.13 COROLÁRIO: Suponhamos que a condição 4.9.1 esteja satisfei-
ta e que x
0 
E: n [E (t) 
a 
: t > 0} e d(x ,E ) > O. 
rt o q 
trajetória, 
que q•t (E) " 
fllutlloo : tE 
j
0 
T(t-s) B ut(s) ds, 
x
0
, então, qualquer que seja 
(0, t J } não é limitado. 
o 
t > Ü 1 
o 
DEMONSTRAÇÃO: Com efeito 
onde O < t < t e N e urna constante 
tE(O,t]. 
o 
independente 
Se ~t e uma 
tE [O,t] tal 
o conjunto 
de u-t ' 
Se tE (O,t ]} fosse limitado, chegariamos 
o 
a seguinte contradição: 
" ' 
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o <d(x ,E) 
' 
max Jjxo -•t(t) Jj o q Ü<t<t 
< max jjT(t)x -x jj + N. t. llu-jj ~ o, t+ o+ . t 00 o< t <t o o 
Com um argumento inteiramente semelhante podemos estabe 
becer os seguintes resultados: 
4.14 TEOREMA: Suponhamos que a condição 4 .10 .1 esteja verifica-
da, que X E E (t) 
o a 
e que d(x,E)>O. 
o q Então, para tod.o E > O , 
existe urna trajetória 
1) li X - 9 ( t) li < c o c -
2) max 
o < t < t 
llx0 - ~c I ti 11 
~(ti= T(t)x +Gt(u ), 
t. O E 
> d{x 
o' 
- c • 
tal que 
4.15 COROLÁRIO: Suponhamos que a condição 4.10.1 esteja verifica 
da e que X E n (E (t) : t 
' 
o } e d {x ,E ) > o . Dado um c 
o a o q 
fixado, o < 
' 
< d(x ,E I, 
o q seja ~E I ti uma família de trajetõ-
rias satisfazendo as condições 1) e 2) de 4.14. Então, para todo 
o conjunto tE(O,t]J 
o 
nao e limitado. 
Os conceitos c resultados deste capitulo podem ser es-
tendidos em várias direções. 
Em primeiro lugar, podemos estudar sistemas x(tl 
= Ax(t) +Bu(t), com "saída" y(t) =C x('t), onde C e um opera-
dor linear limitado de E em F . Neste caso, um vetor 
-se auto-acessível em [O,t] 00 -se existe u E L (O,t;U) 
y E F diz 
o 
tal que 
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y
0 
= y(O) = yiEJ 
ra que y
0 
Se x
0 
E E é tal que y(O) = Cx(O) = Cx0 , então, pa-
seja auto-acessível devemos ter C (x - x (t)) = O. 
o 
As 
outras definições se generalizam de maneira semelhante. 
Podemos finalmente considerar sistemas com restrições 
Q c U, quer dizer, sistemas cujos controles admissíveis u (.) es-
táo restritos pela condição u(t) E Q. 
Para estas duas extensões, ao menos, todos os resulta-
dos anteriores podem ser generalizados sem maiores dificuldades. 
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