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Abstract. Environmental energy is becoming a feasible alternative to
traditional energy sources for ultra low-power devices such as sensor
nodes. These devices can run reactive applications that adapt their con-
trol ﬂow depending on the sensed data. In order to reduce the energy
consumption of the platform and also to meet the timing constraints
imposed by the application, we propose to dynamically reconﬁgure the
system through the use of Field Programmable Gate Array (FPGA) fab-
ric such that it executes more eﬃciently the tasks of the application.
In this paper we present a new approach that enables the designer to
eﬃciently explore diﬀerent reconﬁguration strategies for environmentally
powered systems. For this we deﬁne a stochastic model of a harvesting
video sensor node that captures the behavior of the node and of its
environment. We use this approach to investigate the impact of diﬀerent
reconﬁguration strategies for a video surveillance node on metrics of
interest, such as the expected lifetime or downtime of the system.
Then, we create a hardware implementation of an energy-aware re-
conﬁguration manager on top of a custom multi-FPGA board.
Our results show that the systems improve their processing capabili-
ties if suitable reconﬁguration strategies are deﬁned for their respective
conﬁguration environments.
Keywords: Wireless Sensor Nodes, FPGA, energy harvesting, proba-
bilistic model checking, Markov chains.
1 Introduction
The existing and emerging energy harvesting technologies become feasible solu-
tions to power up small electronic devices [21,24]. Using harvested energy has
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pluses and minuses: the energy from the environment is inﬁnite, thus providing
opportunity to increase the autonomy of the system, yet it is unpredictable. To
cope with the unpredictability of the harvested energy we use power adaptation
circuitry and energy storage elements such as rechargeable batteries and super-
capacitors, which regulate the supplied power level corresponding to the demand.
However, this scheme might not constantly oﬀer the required power because it
can happen that there is not enough energy coming from the environment and,
also, not enough energy in the storage elements.
In order to meet timing constraints and, subsequently, in order to reduce the
energy consumption of the platform, we propose to use low power FPGA logic
that can execute more rapidly code that can be parallelized. More exactly, we
use a sensor node which includes a small on-chip FPGA [1] that can implement
signal processing routines together with a low-power microcontroller. Because
of the limited capacity of the FPGA we can dynamically reconﬁgure it in order
to load the most energy eﬃcient task sets depending on the sensor context, for
example. However, reconﬁguration has a cost in terms of energy and time, so
that a suitable strategy must be designed to determine if and when it is worth
to perform system reconﬁguration. Clearly, the reconﬁguration process itself has
an energy penalty, but our goal is to amortize this cost due to the future savings
oﬀered by the reconﬁguration.
Power management policies can be considered another form of system recon-
ﬁguration w.r.t. the application context. The focus of generic power management
policies for environmentally powered systems is diﬀerent from the one of battery
powered devices: while in the latter case we search to maximize the lifetime of the
system, in the former case a good design objective is to increase the availability
of the device for long periods of time.
Also, situations might arise where the harvester generates more energy than
required by the device after the battery is already full. In this case, the addi-
tional energy, which we call energy slack, is wasted. This situation is of practical
relevance with harvesters such as solar cells, where during long periods with
intense external light conditions it becomes diﬃcult to store all the available
energy.
The work we present brings two contributions. First, we model realistic recon-
ﬁgurable systems, using PRISM [17], a probabilistic model checking tool. The
model is used to formally assess the impact of reconﬁguration strategies on met-
rics of interest such as the lifetime and the availability of the system. We express
quantitatively how various proposed policies improve these metrics.
Second, we describe the implementation of a reconﬁguration strategy on a
prototype board with FPGA, which uses hardware and software versions of the
application tasks. The idea behind this policy is to use the otherwise wasted har-
vested energy (in case the battery is already full) to reconﬁgure the system, thus
improving the energy eﬃciency in the future. In order to match the relatively
high power requirements of the prototype board when compared to the power
generated by practical energy harvesters and, in order to perform experiments
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in a controllable way, we emulate the harvester with a programmable power
generator, which generates energy under the form of bursts of constant power
and variable length.
Fig. 1. Generic reconﬁguration policy
2 Background Work
Advances in microelectronic technology have been recently exploited to build
low-cost and low-power miniaturized sensor nodes that can collaborate together
in sensing and relaying the information, building Wireless Sensor Networks
(WSN). Such sensor nodes, integrated with harvesting devices, can exploit the
environmental energy in order to increase their autonomy [21]. The energy level
provided by the harvesting devices is determined by the technology in use. For
instance, solar cells provide between 100mW/cm2 when directed toward bright
sun and 100W/cm2 in an illuminated oﬃce, while vibrational microgenerators
provide 4W/cm3 for human motion [21].
A sensor node consists of the following hardware components [12,8,23]: a mi-
croprocessor, data storage, sensors, a data transceiver, and an energy source.
The processing performance can be increased with a dedicated Digital Signal
Processing (DSP) unit, an Application-Speciﬁc Integrated Circuit (ASIC) or re-
conﬁgurable hardware (e.g., FPGA) that implements computationally demand-
ing or performance constrained tasks.
Currently, most examples of sensor node architectures are microprocessor-
based. On the one hand, this provides ﬂexibility for adaptation, since we can
implement multi-modal programs on such nodes, or we can even dynamically
upload new code on them in order to adapt to a new context.However, a proces-
sor executing software is far less eﬃcient in performance, energy consumption
and, even in manufacturing cost than an ASIC. On the other hand, ASICs
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do not have the ﬂexibility for node-level adaptation. Thus, the use of ﬁeld-
programmable hardware, in particular FPGAs, in sensor nodes is a very recent
area of research [18,12]. Reconﬁgurable logic can provide node ﬂexibility with
signiﬁcantly greater energy eﬃciency than software-only solutions if low-power
FPGA platforms are used in combination with suitable reconﬁguration strate-
gies. However, because of power and size constraints, suitable FPGAs are limited
in the functionality they can implement. This limitation, coupled with the het-
erogeneous application context makes impractical the trivial solution of mapping
simultaneously all the possible tasks on the FPGA. A solution to this problem is
to dynamically load in the FPGA the required tasks exactly before being used.
Within the domain of WSN, video sensor nodes hold strong interest for mili-
tary, security, robotics, and, recently, also, consumer applications [16,19]. How-
ever, due to the high computational requirements and energy costs of video
coders for processors/microcontrollers, mixed hybrid architectures (i.e., micro-
processor with DSP/ASIC/FPGA) with eﬃcient partitioning algorithms have
been suggested as a more suitable option to achieve suﬃcient performance with
low energy consumption [22].
A similar hybrid approach is taken in the Low power Energy Aware Project
(LEAP) [20]. The LEAP platform is a sensor node that can support intensive
processing tasks. The LEAP architecture is composed of two modules: a gen-
eral purpose computing module used for event-driven computationally intensive
processing and a preprocessor module dedicated to low power sensing and energy
accounting. The architecture integrates ﬁne-grained energy dissipation monitor-
ing and sophisticated power control scheduling for all subsystems including sen-
sor subsystems. The LEAP architecture enables complex energy-aware algorithm
design by providing a simple interface to control numerous platform and sensor
power modes and report detailed energy usage information.
Lately, several processing power optimization techniques have been proposed
for WSN. In the case of nodes with high duty cycle, one can tune the clock
frequency and the supply voltage of the processing units depending on the work-
load [25]. Also, data aggregation strategies between multiple sensor nodes can
reduce the redundant information transmitted and the power used in the net-
work [6]. In addition, power-aware topology control algorithms have been pro-
posed [7]. Another possibility (which is also present in LEAP) is to suspend
the microcontroller, the coprocessors or the radio transceiver according to the
communication [11] or computation features of the application. The ﬁrst three
methods are complementary to our reconﬁgurable approach of sensor nodes;
thus, they could be used in combination with the reconﬁguration strategies we
suggest in this paper.
3 Analysis of Environmentally Powered Reconﬁgurable
Systems
In this section we focus on the modeling of nodes, with emphasis on the energy
generated by the harvesting device and on the reconﬁguration policy. Our goal
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Fig. 2. The MicrelEye video surveillance node
is to analyze the model in order to express quantitatively the eﬀectiveness of
reconﬁguration strategies in the context of environmentally powered devices.
To model the harvested energy, we use traces obtained from a real solar
cell [3,9], which consist in the enumeration of the intensity values of the gener-
ated current over a period of time. The variation of the energy is periodic w.r.t.
the day cycle and is caused by clouds, terrain obstacles from the sun and, in the
longer term, by season changes. In Fig. 3 we present an arbitrary trace over 1
day. The voltage of the harvester is almost constant at a value of 5 V.
Fig. 3. Trace of the intensity of the generated current by a 5.5x15 cm2 solar panel,
on the roof of one of the buildings at EPFL starting from Nov 14, 2005 18:28, for
24 hours
The unpredictability of the environmental energy source can be modeled sto-
chastically. Using, for example, the solar panel trace presented in Fig. 3, we can
build a Discrete Time Markov Chain (DTMC) model for the harvested energy.
To each state of the DTMC we associate an interval of energy levels generated
in that speciﬁc state by the harvester (this is similar to the Power State Ma-
chine concept, used in [4] to model power manageable components). To assign
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probabilities on the transitions originating in a state of the DTMC, we go over
the solar panel trace and count the occurrences of each transition from that
state (by transition in the trace we understand the jump from one energy level
at a moment, to the level corresponding for the next time instance). Then, we
normalize these frequencies in order to have the sum of probabilities on the
transitions from that state equal to 1.
The choice of the number of states of the DTMC is a compromise between the
accuracy of the DTMC abstraction w.r.t. the real harvester and the tractability
of the analysis of the model, which we introduce in the following paragraphs.
The statistical model can be considered representative for the days of the winter
season in the geographic region of the experiments. Using the same technique,
statistical models for diﬀerent periods of the year or locations can be generated.
In Fig. 4 we show the DTMC built from the trace in Fig. 3.
Fig. 4. Discrete Time Markov Chain built from the trace in Figure 3
In order to establish formally various properties like the expected system life-
time, the achievable activity duty cycle or the duration of the blackout periods,
by automated analytical means, without performing expensive simulations, we
use probabilistic model checking. Compared to simulation, which focuses on one
admissible execution of a system, model checking explores all the possible be-
haviors of the modeled system [14]. One can argue that using a mean value
approximation for the energy received in the time unit by the energy harvester
and the energy consumed by the platform, we can easily compute analytically,
for example, the average lifetime of the system. While this is true, the average
approximation is no longer accurate, and therefore not suitable when we have, for
example, a policy that changes the QoS of the application based on the energy
level coming from the environment or remaining in the battery.
The probabilistic model is deﬁned as the parallel composition of the modules of
the system, such as the harvester, the radio channel and the battery. Each module
has a certain number of states, among which transitions are deﬁned.
The transitions can be either probabilistic, building, for example, DTMCs, or
deterministic.
The tool we use, the probabilistic model checker PRISM [17], is able to infer
properties of the stochastic model through exhaustive exploration, many of them
being non-trivial and amenable only by computer analysis. These properties are
relevant for the hardware and software designers in order to adjust the sizes of
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the components, such as the harvester and the battery, as well as designing the
software layers. For instance, if we employ backward recovery in order to cope
with the blackouts [10] we can tune the checkpointing interval s.t. the average lost
computation is minimized by using the average lifetime of the system determined
with this method.
In order to instruct PRISM to perform the analysis of a desired property, a
query must be built using the Probabilistic Computational Tree Logic (PCTL)
temporal logic [5,13]. For example, we can ask the tool to compute the probability
that the system runs out of power for a given battery size and initial level
of environmental energy. In this case, the tool computes the probability that
the battery module reaches the zero energy state. In the following section, we
devise a model of a realistic reconﬁgurable system powered by a solar harvester
and a rechargeable battery, the MicrelEye video sensor node used for security
applications.
Concerning the reconﬁguration policy of the system, we present the ﬂowchart
of a generic strategy in Fig. 1. The policy stores runtime statistics regarding
the inputs of the application that decide its control ﬂow (e.g., depending if
the captured image contains a person or not, the system executes diﬀerent sets
of tasks). Based on these statistics, the policy decides which is the best task
candidate for reconﬁguration among the available ones and we load it in the
FPGA, if it is not already there. The bitstreams of the task candidates are
stored in a special module of the reconﬁguration manager, namely, the hardware
block library, which can be stored in the Flash memory of the available FPGA
or in any other storage device directly accessible by the reconﬁgurable manager.
The strategy is also responsible to power manage the components of the system.
The additional energy spent for reconﬁguration could prevent the complete
execution of a task that would be otherwise ﬁnalized if no reconﬁguration is
performed. But, our assumption is that the reconﬁguration cost is amortized in
the future by several executions of the more eﬃcient reconﬁgured task. Moreover,
the reconﬁguration energy can be provided directly by the harvester at no cost
when the battery is full and the power generated is bigger than the consumption.
To validate the proposed reconﬁguration policy, we present in Sect. 4.2 a
manager that implements such strategy in a proof-of-concept prototype system.
4 Case Studies and Experimental Measurements
In Sect. 4.1 we illustrate the use of PRISM to explore the possible reconﬁguration
opportunities of the model introduced in Sect. 3 for various hardware-software
designs of the MicrelEye video sensor node. Then, in Sect. 4.2, we present the
implementation of an energy-aware reconﬁguration manager on top of a custom
multi-FPGA board and experimental results performed with this platform.
4.1 Evaluation of Reconﬁguration Policies Using PRISM
The MicrelEye Node. The MicrelEye (see Fig. 2) is equipped with an Omnivi-
sion 7640 video sensor, an ATMEL FPSLIC reconﬁgurable platform featuring
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an AVR microcontroller and a 40,000 gates FPGA. FPSLIC is one of the lowest
power consuming reconﬁgurable boards on the market. Its latest version, FP-
SLIC II, can put into low-power mode both the microcontroller and the FPGA.
For each captured image, the node performs a set of processing tasks, in order
to determine if a human body is present in the viewer of the camera. In the case
of a positive outcome, the original image is sent to a basestation for further
processing (e.g., face recognition, using a database of features for comparisons).
The FPGA is used to perform most of the image processing tasks.
The application running on the platform starts a normal execution cycle by
capturing with the camera an image of 320*240 pixels; we call this the Camera
Acquisition (CA) task. We apply on the resulting frame a Background Subtrac-
tion (BS) function, which removes the background of the image; this is accom-
plished by using an earlier-captured background frame as a reference. At this
moment we can compare the original image (the output of task CA) and the
result of the task BS. If the two images are very diﬀerent, then it means that
the original image is mostly background. In this case, we do not perform any
more processing of the image, since the image is considered not to be interesting.
If the image resulted from the task BS is not discarded, we continue with the
Search Algorithm (SA) phase, which returns the position within the 320*240
frame of a 32*16 window that potentially contains a human body, positioned
approximately 5 meters away from the camera. On this window of 32*16 pixels
we apply the Feature Extraction (FE) function, which performs the average of
the pixels for each row and column of the window and stores these values in
a vector of size 32+16. This vector is handled by the Support Vector Machine
(SVM) task that determines if the input vector corresponds to a human body
or not. At the end of the SVM task, we know with a good degree of conﬁdence
if the captured image contains a human body.
The CA, BS and SA tasks are very computing intensive. To meet deadlines,
since a microcontroller does not provide short execution times for the aforemen-
tioned tasks, we have to execute these tasks on the FPGA. Therefore, tasks CA,
BS, SA and FE are only executed on the FPGA. We execute the SVM task on
the AVR microcontroller, since it can perform fast multiplications, and the SVM
task is multiplication intensive.
The characteristics of the tasks of the detection application are given in
Table 1. For the energy consumption values, we assume that we suspend the
microcontroller or the FPGA whenever they are not used.
We model in PRISM the MicrelEye node as the parallel composition of the
following modules: i) the harvesting device (SolarHarvester); ii) a rechargeable
battery (Battery); iii) the consumer part of the video node (MicrelEyeNode) that-
models the energy intake of the camera,microcontroller and FPGA; iv) the ”view”
of the camera (CameraView) that determines if the camera captures a frame only
with background information or not. To coordinate the simultaneous execution
of the modules we deﬁne the Clock module. All these modules are synchronized
on the tick action (the term action comes from the terminology used by PRISM)
generated by Clock. The structure of the system can be seen in Fig. 5.
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Table 1. Characterization of the Tasks
Task Execution time [ms] Energy consumed [mJ]
CA 40 2.64
BS 54.5 12.58
BS2 27.25 6.29
SA 19.2 4.43
FE 0.27 0.0623
SVM 89 33.1881
FPGA Reconﬁguration 22 3.63
Fig. 5. Block diagram of the system
Battery. The rechargeable battery is modeled as a set of states that represent
the battery energy levels with deterministic transitions deﬁned by the energy
consumption and generation levels in the current state.
CameraView. We model the view of the camera using two states (the boolean
variable PIFCState speciﬁes what is the current state) and probabilistic transi-
tions between them. The transitions represent basically the probability of having
a person (or something that is recognized as a person) in the frame captured by
the camera.
Clock. The clock module does not correspond to a physical component of the
system. The module has two states that generate the actions tick and tock. As
previously explained, Clock is used to trigger the activity of the other compo-
nents through the tick action.
MicrelEyeNode. The node is modeled using the MENFPGAState boolean
variable for the two conﬁgurations of the FPGA and the MENTaskState variable
with 6 states that keeps track which task is the node currently executing. The
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Fig. 6. The task graph of the software application implemented on the MicrelEye node
for Policy3
transitions between the states are deterministic and take into account the state
of the CameraView and the level of energy in the battery.
The actual speciﬁcation of the system is done in the Reactive Modules lan-
guage [2], but we do not present it due to space limitation. We deﬁne each module
in this language by specifying: i) the variables of the module and their initial
values and ii) the behavior of each module by a set of commands, where each
describes a guard (a predicate that needs to be true to execute the statement)
and one deterministic variable update (transition) or more probabilistic updates
with speciﬁed probabilities.
The behavior of the model is the following. Initially the battery is full. In
every time step we add to the battery energy level (variable batteryEnergy) the
contribution from the harvester and subtract the energy consumed by the node,
which is computed based on the state of the node (MENTaskState and MENF-
PGAState). When the battery is full, the system uses directly the energy from
the harvester. If this energy is not enough for the given time step, it consumes
energy from the battery as well. If the energy from the harvester is bigger than
what the platform requires, then the surplus is wasted. If the system runs out of
energy (i.e., the system does not have the required energy for executing the cur-
rent application cycle) it constantly checks the battery level and restarts only
when there is enough energy in the battery to be able to execute the initial
application cycle.
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The Strategies. We consider several operation policies, which we compare
quantitatively afterwards. The ﬁrst two of them disallow runtime reconﬁguration,
while the following two are variations of dynamic reconﬁguration policies.
– Policy1 (static, FPGA always active), which assumes that the system is not
able to dynamically reconﬁgure the FPGA, so it has tasks CA, BS, SA and
FE statically mapped on the FPGA. Also, we assume that the FPGA cannot
be put into low power mode. On the other hand, the AVR microcontroller
is put into sleep mode when it is not used.
– Policy2 (static, low power FPGA): Once again we assume that the conﬁg-
uration of the FPGA is assigned at the beginning and cannot be changed
during runtime. We model the use of the FPSLIC II board, and, therefore,
the FPGA can be suspended as well, besides the microcontroller.
– Policy3 (dynamic, low power FPGA): This policy takes advantage of the
possibility to dynamically reconﬁgure the FPGA and to suspend the FPGA
and the AVR microcontroller, when no longer used. It means that the mi-
crocontroller is turned on only during the execution of the SVM task, while
the FPGA is suspended only for the tasks CA and SVM.
The dynamic reconﬁguration allows the execution of diﬀerent versions
of a task. For example, since the task BS is the most computing intensive,
we can parallelize it by creating two instances of sub-tasks BS that work on
half of the image each. Thus, this parallelized version of the task BS (which
we call BS2) has almost half the execution time of the original task BS, but
this comes at the expense of occupying almost double space on the FPGA.
This makes task BS2 to have almost half the energy consumption w.r.t. the
original task BS, if we consider that the power of the FPGA is the same for
the two diﬀerent mapping scenarios (tasks CA, BS, SA and FE, versus task
BS2). However, the parallelized version of the task BS occupies a big part of
the FPGA, and therefore it does not leave space for the SA or the FE tasks.
Having two diﬀerent FPGA mapping scenarios, we can make use of one or
the other at the right moment by employing dynamic reconﬁguration. In the
case we detect that the image is not interesting (immediately after running
the task BS) we assume that the following images will not be interesting
either with a high probability, and, therefore, we execute task BS2 from now
on, as long as possible. For doing this, we need to dynamically reconﬁgure the
FPGA with the task BS2, if this task is not already mapped on the FPGA,
such that for the future frames we beneﬁt of the lower energy consumption.
In case we have mapped task BS2 on the FPGA, which occupies the entire
reconﬁgurable logic estate, and we receive a frame that is declared by BS2
as being valuable, then we are forced to reconﬁgure the FPGA in order to
load the tasks BS, SA and FE on it. This reconﬁguration policy is depicted
in Fig. 6, where some of the transitions are annotated with predicates which
decide if the transition is taken or not.
– Policy4 (dynamic, low power FPGA, harvester used as sensor): This policy
enhances Policy3 by sensing the light conditions with the solar panel. If we
detect through the solar panel that there is no light in the environment
352 A.E. S¸us¸u et al.
(i.e., the power from the solar panel is almost zero), then we power down the
node. The node restarts when the solar panel captures light and, of course,
we have enough energy in the battery to sustain the computations.
We consider Policy2 the baseline non-reconﬁgurable strategy for our
experiments.
Fig. 7. Variation of the average lifetime for Policy1, Policy2, Policy3 and Policy4 w.r.t.
the capacity of the battery. The node is turned on invariably at 11AM.
Exploration Results of the MicrelEye Node. Before presenting the results,
we deﬁne precisely the terminology we use. By average lifetime we understand the
expected period of time from the moment we start the system until the moment
it runs out of power (note that the system can sleep during its lifetime). By the
downtime of the system over a given period we understand the expected sum of
periods of time over the given time frame in which the node cannot run because
it does not have enough energy to proceed with the execution. The downtime of
the system is the complementary of the uptime for the same period, which can
be easily converted in availability. It is important to mention that the average
downtime and lifetime are not perfectly complementary: the average downtime
is the sum of periods of blackout for the given period of time, while the lifetime
is just until the ﬁrst blackout.
For the experiments we run, we assume a probability of 1% of having a per-
son in front of the camera. In Fig. 7 we present the expected lifetime of the
system running each of the deﬁned policies, as a function of the initial (and
maximum) capacity of the battery. Clearly, the lifetime depends on the capacity
of the battery in a linear way, since we are outside the energy neutral operation
mode (i.e., the power consumption, which is dependent on the duty cycle of the
application, is higher than the generated power, on average). The initial battery
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capacity only aﬀects the initial behavior of the system. We can also see that here
Policy3 and Policy4 are equally eﬃcient. This is so because the node is supposed
to start running at 11AM and, since the power consumption is bigger than the
power generated by the harvester, the system runs out of power in the order of
minutes. Thus, the node is not able to get into a period of darkness and, because
of this, the two policies behave in a similar way.
Fig. 8. Variation of the average lifetime for Policy4 w.r.t. the moment of the day when
we turn on the system. The capacity of the battery is 4J.
To test Policy3 and Policy4 in conditions that would diﬀerentiate them, we
consider we turn on the node at diﬀerent hours, in the same day. We show in
Fig. 8 the variation in expected lifetime of the system for the two policies, when
turning on the node at various moments of the day. We can see that only in the
case we turn on the node during the night, the policies are very diﬀerent: the
lifetime of the node with Policy4 increases 4.7 times when compared to Policy3.
Otherwise, if we turn the node on during the day time, it does not survive until
the night comes, because it runs out of power relatively fast.
In Fig. 9 we present the expected downtime of the system for a period of one
hour, for each of the deﬁned policies. We notice an increase in availability of 37%
for Policy3 w.r.t. Policy2, the baseline non-reconﬁgurable strategy.
We notice that the dynamic reconﬁguration policies reduce the expected
downtime, leading to larger periods of activity of the system with a given envi-
ronmental energy. This leads to an increased throughput, i.e. number of frames
processed per second.
We also compute the average wasted energy for one hour (we waste energy
when the battery is full and the generated power is bigger than the one con-
sumed) for Policy1: we obtain a value of zero, which is easy to understand since
Policy1 is very power hungry even w.r.t. the maximum power generated by the
harvester.
354 A.E. S¸us¸u et al.
Fig. 9. Variation of the average downtime for a period of one hour for Policy1, Policy2,
Policy3, Policy4 w.r.t. the capacity of the battery
We conclude that the reconﬁguration strategies, Policy3 and Policy4, can
improve the lifetime of the video node at least with 40% when compared to
the baseline for non-reconﬁgurable strategies, Policy2, and the availability up
to 37%.
4.2 Proof-of-Concept of the Reconﬁguration Manager
For validation purposes we build a hardware implementation of an energy-aware
reconﬁguration manager on top of a custom multi-FPGA board. The considered
platform is equipped with two FGPAs, where one contains a manager that drives
the reconﬁguration of the other FPGA, which contains the processing logic.
In this set of experiments, we consider a reactive application, which consists
of two diﬀerent tasks. Both tasks implement, either in software or in the FPGA,
slightly diﬀerent versions of a fourth order Finite Impulse Response ﬁlter (FIR),
and are named accordingly FIR1 and FIR2. The software version is used when a
task needs to be executed and its hardware counterpart is not loaded yet in the
FPGA, in the idea of completing the task as soon as possible. The choice of the
FIR routine is motivated by the following reasons: (i) it is a signal processing
algorithm suitable for typical sensor networking application; (ii) it results in a
hardware implementation easy to ﬁt in a small-sized FPGA suitable for a low-
power device; (iii) it is a workload independent routine, which allows controllable
experiments to be performed. In our application, we select for execution one of
the tasks FIR1 or FIR2 based on the particular value of a sensor reading.
Clearly, this application is simpler than the one presented in Sect. 4.1. Also, an
important diﬀerence is the fact that we consider now the environmental energy
to come in bursts of diﬀerent lengths, but of constant power, assumption which
holds better for vibrational or indoors photovoltaic harvesters, for example.
Reconﬁguration Strategies for Environmentally Powered Devices 355
In the rest of this section we describe the reconﬁguration policy running on
the prototype board, then, the implementation of the board, and, in the end,
we discuss the results of the measurements that assess the eﬀectiveness of our
strategy.
Reconﬁguration Policy. The strategy is implemented as code running on the
processor of the prototype board. This simple policy, depicted in Fig. 10, allows
us to study inherent properties of the reconﬁguration strategy in a repeatable
and controllable way.
Fig. 10. The event-driven application model
The execution of a task is triggered by the arrival of an energy burst
(burst = 1). We create ﬁctive sensor readings by using a pseudo-random gen-
erator. Depending on the value of the reading, one of two possible events is
generated (event = 1, or event = 2). Each event triggers the execution of one
of the two FIR tasks. Along with this, the execution statistics are incremented
for the corresponding task. The policy has to select between the hardware and
software version of the selected task. This is done by checking a shared memory
location (CHECK PARAM) written by the reconﬁguration manager, which
stores which routine is actually loaded in the FPGA. The system continues run-
ning as long as there is energy available.
For the given implementation, the number of loops executed during an en-
ergy burst of constant length becomes a metric for the energy eﬃciency of the
reconﬁguration strategy. Obviously, the lower the amount of energy consumed
by each loop, the higher the number of loops that get executed within a single
energy burst.
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Reconﬁguration Manager Implementation and Experimental Results.
The custom design board we use to run the reconﬁguration policy is equipped
with the URLAP processor [15] (a low power ARM-based processor with 256
KB of internal SRAM), 8MB of external DRAM, 512KB of Flash memory and
two FPGAs. One of the two on-board FPGAs is used for the execution of the
FIR tasks, while the other one is used as a reconﬁguration manager. The overall
system architecture is shown in Fig. 11.
Fig. 11. Reconﬁgurable system architecture
In this design, the FPGAs can be conﬁgured to be either memory-mapped or
to have a coprocessor interface to the URLAP processor. We use the ﬁrst alter-
native in our experiments to build the interface to the reconﬁguration manager.
The FPGAs and the URLAP communicate through the shared memory view
and interrupt lines. In this case, the reconﬁguration of the FPGA can only be
done at run-time by the URLAP, by using two additional CPLDs.
Since the board is not optimized for being powered by a real harvester, we use a
burst emulation system based on the LabVIEW software and a Data AcQuisition
Board (DAQ). A detailed description of the board and the burst emulation
system is beyond the scope of this paper. The hardware reconﬁguration manager
is directly connected to the energy source in order to detect the power of the
harvester and the status of the battery, thus being able to detect the energy
slack that might be normally wasted. This component that measures the energy
and power levels is indicated in Fig. 11 as the Energy Monitor (EM).
Since we do not know in advance the size of the energy burst, we start the
reconﬁguration process as soon as the power level of the burst is larger than the
reconﬁguration power. Moreover, we restrict our analysis to the case where we
always have enough energy to perform the reconﬁguration process of the FPGA.
The interface of the reconﬁguration manager to the main processor is rep-
resented by an interrupt signal (INTERRUPT) and a checkpoint signal (CK).
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The ﬁrst one gives to the reconﬁguration manager the capability of issuing a
reconﬁgure command to the main processor in the presence of an energy burst.
The second one is used in the statistics collection process. We collect statistics by
inserting code checkpoints, which write information about the last task execution
in a dedicated shared memory location. The reconﬁguration manager reads then
this information and uses it to update the execution counters of the tasks and
other related variables. In order to decide which task to load in the FPGA, we
implement a simple moving average ﬁlter, which selects the most frequent task
from the 15 previous task executions.
We perform now a set of experiments in which we search to obtain eﬃciency
bounds for the proposed reconﬁguration policy. In the following paragraphs we
use the following terminology: i) the burst size indicates the duration of an energy
burst; ii) the event distribution is the ratio between the number of consecutive
events of type 1 and the number of consecutive events of type 2. For instance, an
event distribution of 4:6 means that we have four consecutive events of type 1,
followed by six consecutive events of type 2.
Fig. 12. Number of task executions for various unbalanced event distributions
We evaluate the eﬀectiveness of the dynamic reconﬁguration policy for diﬀer-
ent energy burst sizes. We also measure the energy consumed during the process
of reconﬁguration process. We ﬁnd a peak power of 132mW at a frequency of
30 MHz of the reprogrammation of the FPGA, with a reconﬁguration time of
about 70ms.
In Fig. 12 we report the number of iterations performed per energy burst,
for various unbalanced event distributions. The software only line represents the
number of iterations obtained when we do not employ any reconﬁguration policy,
for arbitrary event distributions, since both tasks have identical characteristics
in software. We can see that the proposed policy is more eﬀective for larger
energy bursts, because of the good adaptability of the prediction policy for the
actual input event sequence.
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In Fig. 13 we present the energy per iteration consumed as a function of the
burst size. This energy takes into account the additional energy spent for the
reconﬁguration process. The plot is performed using a balanced event distribu-
tion, for which a history-based prediction algorithm is more eﬀective. In this plot
we compare our approach with a no reconﬁguration case, in which the FPGA is
statically programmed with one of the two routines and is never reconﬁgured.
We conclude that the system using the proposed reconﬁguration strategy con-
sumes less energy per iteration than the system using only the software imple-
mentation of the tasks, in most of the cases. Since the reconﬁguration manager
uses a simple prediction policy, with the help of more complex prediction algo-
rithms or of policies that exploit more predictable external events, we should
improve the eﬀectiveness of the proposed strategies.
Fig. 13. Energy per iteration with balanced event distribution
5 Conclusions
In this paper we have presented modeling and implementation approaches that
use the reconﬁgurable hardware existing in the latest and forthcoming sensor
node architectures. Our goal is to model the energy coming from the environ-
ment and the possibilities of reconﬁguration that target to maximize the energy
eﬃciency. We have ﬁrst performed explorations of stochastic models for environ-
mental energy and sensor node architectures and we have shown improvements
in the lifetime and the availability of the system of 40% and 37%, respectively, by
employing several proposed strategies. Then, we have shown an implementation
of the proposed reconﬁguration manager architecture using a prototype board
with microcontroller and reconﬁgurable hardware. Our energy eﬃciency mea-
surements have demonstrated the eﬀectiveness of the employed reconﬁguration
policies.
As future work we plan to extend our modeling methodology to be able to
infer the expected downtime or the energy wasted for more interesting periods of
time (e.g., months, years). Also, we plan to analyze additional real-life working
environments (e.g., main doors of buildings, bridges, etc.) and types of harvesting
devices.
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