Abstract-Recommender systems problems witness a growing interest for finding better learning algorithms for personalized information. Matrix factorization that estimates the user liking for an item by taking an inner product on the latent features of users and item have been widely studied owing to its better accuracy and scalability. However, it is possible that the mapping between the latent features learned from these and the original features contains rather complex nonlinear hierarchical information, that classical linear matrix factorization can not capture. In this paper, we aim to propose a novel multilayer non-linear approach to a variant of nonnegative matrix factorization (NMF) to learn such factors from the incomplete ratings matrix. Firstly, we construct a user-item matrix with explicit ratings, secondly we learn latent factors for representations of users and items from the designed nonlinear multi-layer approach. Further, the architecture is built with different nonlinearities using adaptive gradient optimizer to better learn the latent factors in this space. We show that by doing so, our model is able to learn low-dimensional representations that are better suited for recommender systems on several benchmark datasets.
I. INTRODUCTION
In the current digital era modern consumers experience the information overload. This not only creates a problem for the users in decision making but also for services that provide personalized suggestions [1] . E-commerce leaders like Amazon, Netflix have recommender system as a silent part of their website to enhance consumers satisfaction and loyalty [2] . Past two decades have witnessed a lot of research on how to automatically recommend things to people with a wide variety of methods that incorporate different objectives [3] , [4] . In general recommender systems are based on two distinct approaches -content filtering and collaborative filtering and their hybrid combinations. The content based approach relies on creating profiles for each user or item to characterize its nature -e.g. genre, language, actors in case of movies and demographics for users [5] , [6] and make recommendation based on this profiles. Evidently, content based strategies suffers the drawback of requiring to gather external information that might not be easy to collect. A better alternative to content based approach is a collaborative filtering (CF) that make association between user and item based only on the information from past user activity. Neighborhood models are the most common approach to CF with user oriented and item oriented methods. Itemoriented methods which predict ratings on an item based on ratings by same user on similar item, gain more popularity owing to better scalability and improved accuracy [7] , [8] . An alternative to CF is latent factor method with the goal to discover latent features from observed ratings through matrix factorization technique. Different variants of matrix factorization techniques have been proven to be effective to CF [9] , [10] , like singular value decomposition (SVD), probabilistic latent semantic analysis, probabilistic matrix factorization, nonnegative matrix factorization (NMF), alternating least squares and others [31] .
II. BACKGROUND

A. MF
Matrix-factorization based models have been proven to be the most accurate and scalable for many cases [3] , [10] . A basic matrix factorization model maps both users and items to a joint latent factor space of lower dimension. Accordingly user-item interaction is modeled as inner products of related user-item feature in that space. Thus for vector q i associated with each item n and vector p u associated with each user m, the vectors defines the extend to which an item possess those factors and the extend of interest the user has for items high on those factors. The estimated ratingr ui for a given user u and item i is given by the scalar product:
(1)
B. SVD
Singular value decomposition can be applied in the collaborative filtering domain by factorizing the user-item rating matrix [11] . However, due to high sparsities of such rating matrix, conventional SVD is undefined owing to the incomplete matrix. In general this is solved by either imputing the missing ratings or by updating only for the known ratings. In both cases the SVD method faces the shortcoming of computationally being very expensive or prone to over fitting. This decomposition is of the following form:
where: P is m × k orthogonal matrix for user interest in corresponding item attribute, Σ : k × k diagonal matrix and Q is n × k orthogonal matrix for item relevance to each item attribute.
C. NMF
Lee et al. [12] , [13] , [14] first propose the algorithm of nonnegative matrix factorization (NMF) which introduces the nonnegative constrain into a MF process. Though it is initially designed for learning part-based object representations in computer vision, the applications have grown significantly in past years. The advantage of NMF algorithm is that the nonnegativity constraints imposed on the factors allow for better interpretation and sparse representations [12] . To overcome the linear representation only, different nonlinearities were also introduced to NMF [28] , [29] , [30] .
As the input ratings matrix is incomplete, several techniques were used to impute the missing values. But not only that the imputation leads to the high computational complexity but can also distort the data. Hence, more recent works suggested training only on the observed ratings [14] , [15] and using a regularized model to avoid overfitting.
where : κ = set of (u,i) pairs of known ratings r ui , λ = regularizing parameter determined by cross validation, . denotes the L2 norm.
III. DEEP SEMI -NMF
A. Semi-NMF
To extend the applicability of NMF in cases where our data matrix R is not strictly positive, Ding et. al. [16] introduced semi-NMF. Semi-NMF is a variant of NMF, which imposes non-negativity constraints only on the latent factors of second layer: R ± ≈ P ± Q + . Although this work was motivated from clustering perspective, where P represents cluster centroids and Q represents soft membership indicator [17] . From recommender perspective, Q may be interpreted as latent item attributes and P the weights associated with corresponding user for liking the item scoring high on those attributes.
B. Deep Semi-NMF
In general the ratings matrix we wish to analyze is often rather complex and the latent attributes of the items mainly comprises of hierarchical structure. Thus, estimating such item factors can be better solved using deep framework, with each subsequent layer capturing the hierarchical structure. The main contributions of this paper are outlined as: a novel approach to learn from incomplete ratings matrix using deep semi-NMF model that map users and items into a common low-dimensional space, learn complex hierarchical information of the items with non-linear projections.
proposing different non-linearities between the layers to better learn the implicit hidden attributes of items that are non-linearly separable in the initial input space.
proposing the use of adaptive gradient decent optimizer that performs better for sparse data as in our case.
the experimental results show that our model outperformed the other state-of-the-art variants of NMF.
IV. PROPOSED MODEL
In order to learn complex hierarchical information of the items, we use the multi-layer nonlinear semi-NMF model. We use a non-linear function g(.) between each of the implicit layer in order to better approximate the non-linear manifolds that increases the expressibility of our model. Hence the j th feature matrix Q j of items is given by:
Much of the observed variation in rating values is due to effects associated with either users or items, known as biases or intercepts, independent of any interactions. Thus, instead of explaining the full rating value by an interaction of the form p u .q T i , the system can try to identify the portion of these values that individual user or item biases can not explain, subjecting only the true interaction portion of the data to factor modeling [8] , [18] . Bias b ui involved in a rating r ui can be computed as follows:
where: µ is the overall average rating, b u is the observed deviations of user u, b i is the observed deviations of item i.
Hence, we propose the deep semi-NMF model, that factorizes a given rating matrix R into f+1 factors subject to user, item biases, and modeling only the true interaction portion of the data. Thus, estimated rating can be given by:
where B is the bias matrix with value µ + b u + b i for row u and column i. Note, that we do not explicitly store the dense matrix B.
A. Learning Model Parameters
Gradient descent has been popularized optimization for the cost function given by eq (7). Contrary to computer vision problems, recommender systems comprises of sparse data which make the implementation of standard NMF update rules for dense matrix not possible without proper tunning. Zhang et. al. [20] proposed using either an expectation maximization procedure or adding the additional indicator matrix into the NMF process, but this lead to high computational complexity.
Alternatively, in this paper we used element-wise gradient decent approach to update the model parameters which proved useful for conventional one level matrix factorization algorithms for modeling the explicit rating matrix [15] . The algorithm loops through each of the ratings in the training set and computes the associated error between the true rating and system predicted rating [19] .
e ui = r ui −r ui (8) where: κ = set of (u,i) pairs of known r ui ,
After careful preliminary experimentation, we focused our experiments on two layers feature item architecture, based on computational complexity and accuracy.
B. Updating the weights
For a two layered item features structure,
the model parameters are updated through an element-wise gradient descent approach, minimizing a regularized squared loss function given by: 
where: g'(.) = derivative of activation function and update the weights in the direction opposite to the gradient, along with the non-negative constrain on item feature layers i.e. Q + and g(S.Q) + . Train: while t < step & not converge do for each observed rating r ui in R r ui = b ui + j p uj . ( h s kh .q hi ) set cost as Equation 9 update b u , b i as per Equation (11), (12) for j = 1 to k update p uj ← as per Equation (13) for h = 1 to l update s jh ← as per Equation (14) with non negative constrain on g(S 2 .Q 2 ) update q hi ← as per Equation (15) with non negative constrain on Q 2 end for end for t = t+1 end while
C. Non-Linearity
We experimented with different non-linearities between each of the implicit representations in order to better learn the complex structure of the given data. We made use of four main non-linearities for our experiments, 1) rectified linear unit : Relu(x) = max(x, 0)
g (x) = 1 if x > 0; else 0 2) leaky rectified linear unit : LkRelu(x) = (x < 0)(αx) + (x >= 0)(x) g (x) = 1 if x > 0; else α 3) scaled hyperbolic tangent : Stanh(x) = βtanh(αx) with α = 1, β = 1.5
With ReLu as activation function if during an update any or all of the inputs goes to negative there is nothing that can bring them back as the gradient of all such inputs would be zero. 
D. Optimizer
In addition to the experiments with different nonlinearities, we used adaptive gradient decent optimizer for training our model. Advantage of gradient-based optimization lies in it adapts the learning rate to the parameters, performing larger updates for infrequent and smaller updates for frequent parameters. For this reason, it is well-suited for dealing with sparse data as in our case.
update at time step t : set the gradient w.r.t. parameter
where: L : objective function to be minimized : smoothing term to avoids division by zero
V. EXPERIMENTATIONS A. Data Description
We test our proposed algorithm on three real data sets available for performing academic research on internet :
• MovieLens100K (already pre-processed to have users with at least 20 ratings), • FilmTrust (filtered to have users with at least 20 ratings), and • Amazon Music (filtered to have users with at least 20 ratings and items with at least 5 interactions ) The basic statistics of these three data sets are: 
B. Comparison
Recommender systems are evaluated from several aspects. Since our model is based only on explicit ratings, we used RMSE [22] as evaluation metrics as it can directly reflect whether or not the model has captured the essential characteristic of given data.
We included several benchmark CF approaches including NMF, along with regularized NMF in our experiment as they are widely adopted models. We tested our proposed model with several non-linearity and the adagrad optimizer, which we expected to bring better accuracy.
C. Results and Analysis
We run our experiment to compare the performance over a 10-fold cross-validation error for each of the data sets. Important for the experimental setup is the structure of multi-layered model and the dimension of the latent factor matrices. The dimensions for the matrix were determined from the accuracy on cross-validation error. The algorithm was trained with cross validation parameters and trained with ReLu activation function to compare the result with the start-of-the-art NMF algorithms.
1) DSNMF vs Baseline algorithms :
Proposed model compared with different baseline CF algorithms on the three datasets: The proposed architecture outperformed at a significant level when compared to the baseline algorithms for different non-linearities. [25] , [33] , [34] , [35] (see recent surveys [26] , [32] ).
However, compared to the matrix factorizations many complex deep learning models lack interpretability. Recently, Trigeorgis et. al. [24] explored the deep architecture for seminonnegative matrix factorization to learn hidden attributes for clustering of face-images datasets. Given the dense nature of face-images datasets for classification, in their model they used matrix operation to fine tune the factors using alternating minimization on dense matrices. Our architecture is inspired from Trigeorgis et. al. [24] work, but we propose different learning algorithm suitable for incomplete rating data sets for recommender systems.
Similar work in this direction was carried out by Jian et. al. [25] who used matrix factorization model with neural network architecture. In their work they make use of both explicit and implicit ratings. The user and items are then mapped to low-dimensional representations through neural network with multiple hidden layers. The model was trained through a cross-entropy loss function designed to incorporate the explicit ratings into cross entropy, and use both implicit and explicit ratings for optimization. Contrary to our approach [25] they do not have nonnegative constraints and element-wise updates.
A. Performance Comparison
We compare our model architecture with the model architecture proposed by Jian et. al. [25] . Based on the results from the paper [25] , we used their architecture with 2 layers, given deeper layers were not useful and decreases the model performance. With this 2 layer architecture, we trained the model only on the explicit feedback using element-wise update.
The results on the data sets, showed our model architecture outperformed DMF proposed architecture [25] , not only in terms of computational complexity, but also better accuracy. 
COMPLEXITY
The computational complexity for training a 2-layer itemfeature DSNMF architecture is of order O(t(m + n)(kl + kl 2 )), where k,l are the dimension of layer S 2 , and t the number of iterations.
CONCLUSION
We introduced a novel approach to learn from incomplete rating matrix for deep architecture matrix factorization. The multilayer approach which automatically learns the hierarchy of attributes of the items, as well as the non-negative constrain help in better interpretation of these factors. Furthermore we presented an algorithm for optimizing the factors of our architecture with different non-linearities and we evaluate its performance to the state-of-the art collaborative filtering techniques. We also evaluate the performance of our architecture to the recently proposed in the work DMF approach [25] for recommender systems. We have shown that our technique is able to learn and out perform not only the state-of-the-art CF algorithms, but also the DMF architecture.
