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Gliederung
• Motivation
• Vorstellung des neuen Clusters
• Anmerkungen zur Installation
• Programmierung von Cluster-Maschinen
• Was ist MPI?
• Vorstellung der MPI Implementierungen
• Vorstellung der benutzten Benchmarks
• Ergebnisse
• Zusammenfassung
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Motivation
• Cluster von Workstation mit SMP Knoten werden interessanter
am Lehrstuhl Praktische Informatik: 2 SMP-Cluster
• Preis-Leistungs-Verha¨ltnis im Vergleich zu gro¨ßeren
SMP Maschinen besser
• Hochgeschwindigkeits-Netzwerke verbreiten sich immer sta¨rker
z.B. Scalable Coherent Interface (SCI), Myrinet & Gigabit Ethernet
• Aufbau eines Clusters mit Hochgeschwindigkeits-Netzwerk aus
”
off-the-shelf “ Komponenten leicht realisierbar
• ¡ Aber !
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• Wie kann ich die Leistung des Clusters effektiv nutzen?
• Kann ich den geteilten Speicher der einzelnen Knoten nutzen?
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Marvin – Hardware
• 16 Knoten
• 2 Xeon 2 GHz
• Intel Server Board
(SE7500CW2)
• 1 GB RAM
• 80 GB HDD
• SCI PCI Karte
(D334 oder D335)
• 3 Netzwerke
• 2D Torus SCI
• Fast Ethernet
Service Netzwerk
• Fast Ethernet
Kommunikations Netzwerk
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Marvin – Netzwerke
Workshop Mensch-Computer-Vernetzung 5/24
JJ J I II
Vollbild
Beenden
Marvin – Software
• GNU Linux Version 3.0
• Kernel 2.4.19 mit bigphysarea und fpucw Patch
• SISCI 1.11.15
• SSP 3 1 0
• gcc 2.95.4
• gcc 3.0.4
• gcc 3.2.2
• Intel Compiler 7.0
• MPICH (1.2.5)
• LAM (6.5.9)
• MP-MPICH (Feb. 2003)
• ScaMPI (1.13.8) (Demo-Lizenz)
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Installationsdetails
• Frontend-Knoten HP ZX6000 mit 2 Itanium2 900MHz, RedHat Linux
• NFS Dateisystem wird vom Frontend-Knoten exportiert und auf allen
Knoten genutzt
• zwei 192.68.x.x Netze fu¨r Kommunikation und Service
• derzeitiger Cluster eine Erweiterung eines aus vier Knoten
bestehenden Cluster
−→ Klonen der Systeme und Anpassungen durchfu¨hren
• Erstellen eines Dateisystemsabzug eines Knoten
• Anpassung der BIOS-Einstellungen
• Booten eines minimalen Linux mit Netzwerk-Unterstu¨tzung
(Keeper Linux – http://www.keeper.org.uk)
• Dateisysteme erstellen, Dateisystemabzug einspielen
• Netzwerkkonfiguration anpassen, (IP-Adresse, hostname)
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aufgetretene Probleme
• Stromversorgung & Klimatisierung, 16 Knoten + Zugangsrechner
• Dolphin Treiber – Versionen nach 1.11.15 instabil
Kernelpanic, selbst wenn das SCI Netzwerk nicht aktiv benutzt wurde
• Dolphin Treiber – decken nur IRQs bis 32 ab.
Folge: umstecken der SCI-PCI Karten in den Knoten
• MP-MPICH – Anpassungen des Quelltext an D334 Karten
D334 Karten relativ neu (Dank an Joachim Worringen)
• Skali Treiber – kernel-oops sobald die Node-ID eines Knoten
gea¨ndert werden soll.
Vergabe der Node-IDs no¨tig fu¨r Kommunikation
• Zeitbedarf
Fully Automated Install (FAI) fu¨r gro¨ßere Cluster bessere Alternative
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Programmierung von Maschinen mit verteiltem Speicher
• Message Passing Interface MPI (MPICH, LAM)
• Ein Programm wird auf mehreren Knoten gleichzeitig gestartet
• Anhand der Prozeß-Nummer werden unterschiedliche oder auch gleiche Teile
des Programms ausgefu¨hrt
• Kommunikation zwischen den Knoten erfolgt durch explizite
Kommunikationsoperationen
• es stehen sowohl Punkt-zu-Punkt als auch kollektive
Kommunikationsoperationen zur Verfu¨gung
• Parallel Virtual Machine PVM
• ¨Ahnliche Funktionalita¨t wie MPI
• Es ist jedoch mo¨glich dynamische neue Maschinen in die Berechnung
einzubeziehen
• Distributed Shared Memory DSM Bsp.:Treadmarks
• Den Programmen wird eine Maschine mit geteiltem Speicher vorgegaukelt
• Zugriffe auf entfernte Speicherbereiche mu¨ssen von der Laufzeit-Umgebung
abgefangen werden
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• Distributed Shared Memory DSM Bsp.:Treadmarks
• Den Programmen wird eine Maschine mit geteiltem Speicher vorgegaukelt
• Zugriffe auf entfernte Speicherbereiche mu¨ssen von der Laufzeit-Umgebung
abgefangen werden
• Quasi-Standard ist MPI −→ Grundlage fu¨r weitere Betrachtungen
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Programmieren mit MPI am Beispiel (I)
• Jacobi Verfahren zum Lo¨sen von linearen Gleichungssystemen
• es wird eine Lo¨sung fu¨r das Glei-
chungssystem A*x=b gesucht, dabei
muß gelten:
∀j
n∑
i=0
Aij ∗ xi = bj
• Jacobi Verfahren ist iterativer Algorithmus
• basiert auf der Zerlegung der Matrix in:
D Matrix die nur die Diagonalen-Elemente von A entha¨lt
L Matrix die nur die untere Dreiecksmatrix von A entha¨lt
R Matrix die nur die obere Dreiecksmatrix von A entha¨lta
• Die Zerlegung wird zerlegt und in der folgender Form genutzt:
Dx(k+1) = (L+R)x(k) + b
aL und R enthalten keine Diagonalen-Elemente
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Jacobi Verfahren – parallele Implementierung
MPI_Scatterv(A,counts,displs,MPI_DOUBLE,
A_local,plength(rank,psize,size*size),MPI_DOUBLE,
0,MPI_COMM_WORLD);
MPI_Scatterv(b,counts,displs,MPI_DOUBLE,
b_local,pl,MPI_DOUBLE,
0,MPI_COMM_WORLD);
while (itcount<itmax){
for (i_local=0;i<n_local;i_local++) {
i_global=i_local+me*n_local;
x_tmp=x_new; x_new=x_old; x_old=x_tmp;
x_local[i]=b_local[i];
for (j=0;j<i_global;j++)
x_local[i]-=A_local[i*size+j]*x_old[j];
for (j=i_global+1;j<size;j++)
x_local[i]-=A_local[i*size+j]*x_old[j];
x_local[i]/=A_local[i*size+i_global];
}
MPI_Allgatherv(xl,pl,MPI_DOUBLE,
x_new,counts,displs,MPI_DOUBLE,
MPI_COMM_WORLD);
itcount++;
}
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MPI Implementierungen
MPICH
• freie Referenzimplementierung
• Entwickler: Argonne National Laboratory und Mississippi State University.
• 2-Schicht Design ermo¨glicht leichte Portierbarkeit
LAM Local Area Multicomputer
• frei erha¨ltliche Implementierung des MPI Standards
• vor der MPI Spezifikation entwickelt und spa¨ter der Spezifikation angepaßt.
• Laufzeitumgebung wird benutzt
MP-MPICH
• auf MPICH basierend, nutzt SCI als Verbindungsnetzwerk
• entwickelt an der RWTH Aachen
• Grundlage bilden die Treiber und die SISCI API des SCI Karten Herstellers
Dolphin
ScaMPI
• kommerzielle MPI Implementierung der Firma Scali
• Es kommen eigene Hardware Treiber fu¨r die SCI Karten zum Einsatz
• derzeit gibt es noch Treiber Probleme
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Benchmarks
• perftest
• Performance-Test, der im Lieferumfang von MPI enthalten ist.
• mißt die erreichbare Bandbreite in Abha¨ngigkeit von der Gro¨ße
der u¨bertragenen Nachrichten
• Jacobi Verfahren
• SKaMPI
Low-Level Benchmark, der die verschiedenen Kommunikationsoperationen fu¨r
unterschiedliche Nachrichtengro¨ßen und Knotenanzahlen untersucht
• NAS Parallel Benchmark
Benchmarksuite bestehend aus fu¨nf Kernen und drei Applikationen aus dem Bereich
der Stro¨mungsdynamik (computational fluid dynamics – CFD)
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Ergebnisse perftest MP MPICH (I)
• Ergebnisse fu¨r die verschiedenen Fast-Ethernet Varianten werden
nicht vorgestellt
Segment Size Average Transfer Time in µs Throughput in MBytes/s
4 0.24 16.68
8 0.23 34.22
16 0.30 53.39
32 3.66 8.75
64 0.28 227.18
128 0.48 266.38
256 0.96 266.10
512 1.93 265.96
1024 3.85 265.83
2048 7.70 265.86
4096 15.41 265.83
8192 30.83 265.73
16384 61.64 265.79
32768 123.28 265.79
65536 251.37 260.71
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Ergebnisse perftest MP MPICH (II)
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Ergebnisse Jacobi-Verfahren
• dankbarer Algorithmus fu¨r die Parallelisierung
gu¨nstiges Verha¨ltnis zwischen Berechnungsaufwand und Kommunikation
• Ergebnisse
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Ergebnisse SKaMPI 1
• MPI Bsend-MPI Recv (MPICH,LAM,SCI)
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Ergebnisse SKaMPI 2
• MPI Bcast(MPICH,LAM,SCI)
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Ergebnisse SKaMPI 3
• MPI Allreduce (MPICH,LAM,SCI)
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Ergebnisse NPB 1
• EP Benchmark
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Ergebnisse NPB 2
• MG Benchmark
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Ergebnisse NPB 3
• LU Benchmark
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Zusammenfassung und Ausblick
• Cluster von SMP Workstations immer verbreiteter
• MPI de-facto-Standard fu¨r die Programmierung
• einige MPI Implementierungen nutzen Lokalita¨t von Daten
• Gesamtleistung des Systems jedoch stark problemabha¨ngig
• Implementierungsabha¨ngige Unterschiede auch bei gleichem
Verbindungsnetzwerk
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Zusammenfassung und Ausblick
• Cluster von SMP Workstations immer verbreiteter
• MPI de-facto-Standard fu¨r die Programmierung
• einige MPI Implementierungen nutzen Lokalita¨t von Daten
• Gesamtleistung des Systems jedoch stark problemabha¨ngig
• Implementierungsabha¨ngige Unterschiede auch bei gleichem
Verbindungsnetzwerk
• Messungen zu ScaMPI
• Programmiermodell fu¨r SMP-Cluster auf Basis von PThreads und
MPI als Alternative
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Danke
Fragen?
Anregungen?
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