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Abstract
In this paper a systematic study of the causal structure and global causality
properties of multiwarped spacetimes is developed. This analysis is used to make
a detailed description of the causal boundary of these spacetimes. Some applica-
tions of our results in examples of physical interest, for instance, in the context of
Maldacena’s conjecture, are considered.
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1 Introduction
The holographic principle [1, 2] states that the information of a particular space can be
thought as encoded on a lower-dimensional boundary of the space, thus considering the
original space as an hologram of the latter. One of the best understood examples of
such a principle is the AdS/CFT correspondence, or Maldacena duality [3], where a dual
description between the string theory on the bulk space (typically, the product of anti-de
1
Sitter AdSn by a round sphere S
m, or by another compact manifold) and a Quantum
Field Theory without gravity on the boundary of the initial space is achieved. Currently,
there is a growing interest in the study of the realization of such a holographic principle
with other bulk spaces [4, 5, 6], particularly de Sitter spacetime dSn [7, 8, 9, 10].
Two problems arise here. On the one hand, which boundary must we consider to for-
mulate the holographic principle? In the original approach to the AdS/CFT correspon-
dence, it is used the conformal boundary. However, this boundary presents important
limitations generated by its ad hoc character: there is no general formalism ensuring
when a reasonably general spacetime has an intrinsic and unique conformal boundary.
In fact, Bernstein, Maldacena and Nastase [11] put forward different problems when the
conformal boundary on plane waves is considered, and some years later, Marolf and Ross
[12] showed that, indeed, the conformal boundary is not available for non-conformally
flat plane waves. This makes the alternative causal boundary a more suitable construc-
tion for the holographic principle, since it is intrinsic, conformally invariant and can be
computed systematically.
On the other hand, anti-de Sitter spacetime is embedded in a string theory by making
a warping product with a compact manifold. Due to the compactness of the latter, it
is not difficult to obtain the causal boundary of the product from the causal boundary
of AdSn (see for instance [13]). However, if de Sitter spacetime is considered, the no-go
theorems (first due to Gibbons [10] and Maldacena, Nun˜ez [14]) ensure that there is no
way to embed it in a string theory by a product with a compact manifold. There exist
several ways to circumvent these no-go theorems, for instance, by considering warped
product with non-compact Riemannian manifolds, but this complicates significatively
the computation of the boundary.
These problems motivate the systematic study of the causal boundary for the so-
called multiwarped spacetimes, a class of spacetimes wide enough to cover the situations
described above. A multiwarped spacetime (V, g) can be written as V = (a, b) ×M1 ×
· · · ×Mn, −∞ 6 a < b 6∞, and
g = −dt2 + α1g1 + · · · + αngn, (1)
where αi : (a, b) → R are positive smooth functions and (Mi, gi) are Riemannian
manifolds, for all i = 1, . . . , n.
As far as we know, the unique result in the literature about the causal boundary of
these spacetimes is due to Harris [15]:
Theorem 1.1. (Harris, 2008) Let (V, g) be a multiwarped spacetime as above, and
assume that (for some c ∈ (a, b)) the first k warping functions, 1 6 i 6 k, obey∫b
c (αi(s))
−1/2ds < ∞, and the rest, k + 1 6 i 6 n, obey ∫bc (αi(s))−1/2ds = ∞. Then
the following hold:
(a) If some Riemannian factor Mi is incomplete, the future causal boundary ∂ˆV has
timelike-related elements.
(b) If Mi is incomplete for some i > k + 1, the future causal boundary ∂ˆV has null-
related elements.
(c) If neither of those occur, then V has only spacelike future boundaries.
In the last case, ∂ˆV is homeomorphic to M0 = M1 × · · · ×Mk. Furthermore, the
future causal completion Vˆ is homeomorphic to
(
(a, b]×M0 ×M ′) / ∼, where M ′ =
Mk+1× · · ·×Mn and ∼ is the equivalence relation defined by (b, x0, x ′) ∼ (b, x0, y ′) for
any x0 ∈M0 and x ′, y ′ ∈M ′; ∂ˆV appears there as {b}×M0 × {∗}.
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This result covers the case of warped products of anti-de Sitter with compact manifold,
however it does not provide a complete description of the boundary when the product
of de Sitter with non-compact manifolds is considered.
The aim of this paper is twofold. First, we develop a systematic study of the causal
structure and global causality properties of multiwarped spacetimes. Then, we use this
approach to describe in full detail the causal boundary of these spacetimes by considering
some mild integral hypothesis on the warping functions. Our main results for the future
causal boundary, Thms. 5.7 and 5.16, not only include the cases covered by Thm. 1.1
for the future causal boundary, but also some additional ones. Concretely, we are able
to remove the completeness condition on the Riemannian factors, and we also include
the case where just one warping integral is infinite (k+ 1 = n). Moreover, we consider
the total c-boundary in Section 7, i.e. the construction obtained when the future and
past causal boundaries are merged, concluding in Theorem 7.3. Finally, we also discuss
some relevant examples where our results are applicable.
The paper is organized as follows. In Section 2 we consider some preliminaries about
the c-completion of spacetimes, focusing on the particular case of Robertson-Walker
models, which we are going to use later. In Section 3 we establish characterizations for
the chronological and causal relations in doubly warped spacetimes. Then, in Section
4, we determine the position of these spacetimes into the causal ladder. After that, in
Sections 5, 6 and 7, we use the machinery developed before to make a systematic study
of the c-boundary of doubly warped spacetimes. Finally, in Section 8, we discuss the
applicability of our results by considering several examples of interest: Kasner models,
intermediate Reissner–Nordstro¨m, and de Sitter models with general internal spaces.
2 Preliminaries
2.1 The c-completion of spacetimes
The causal completion of spacetimes is a conformally invariant construction which con-
sists of adding ideal points to a strongly causal spacetime in such a way that any timelike
curve in the original spacetime acquires some endpoint in the new space [16]. The c-
completion, which is the concrete formalization of the causal completion that we are
going to adopt in this paper, requires some preliminary notions.
Let (V, g) be a spacetime. We say that a non-empty subset P ⊂ V is a past set if it
coincides with its past; i.e. P = I−(P) := {p ∈ V : p≪ q for some q ∈ P}. The common
past of S ⊂ V is defined by ↓ S := I−({p ∈ V : p ≪ q ∀q ∈ S}). From construction,
the past and common past sets are open. When a past set P cannot be written as the
union of two proper past sets, we say that P is an indecomposable past set, IP. The
indecomposable past sets can be classified in two major classes. On the one hand, the
IPs which coincide with the past of some point of the spacetime, P = I−(p), p ∈ V ,
are called proper indecomposable past sets, PIP. On the other hand, the IPs which are
obtained as the past of inextendible timelike curve γ, P = I−(γ), are called terminal
indecomposable past sets, TIPs. The dual notions, future set, common future, IF, TIF
and PIF, are defined just by interchanging the roles of past and future in previous
definitions.
In order to construct the future and past c-completions, first we have to identify each
event p ∈ V with its PIP, I−(p), and PIF, I+(p). To achieve this, we need to restrict our
attention on distinguishing spacetimes. On the other hand, in order to obtain consistent
topologies for the c-completions, we need to focus on a somewhat more restrictive class
of spacetimes, the strongly causal ones (see Defn. 4.1). These are characterized by the
fact that the PIPs and PIFs constitute a sub-basis for the topology of the manifold V .
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Once the events p ∈ V have been identified with their corresponding PIPs, we define
the future c-boundary ∂ˆV of V as the set of all the TIPs in V , and the future c-completion
Vˆ as the set of all the IPs:
V ≡ PIPs, ∂ˆV ≡ TIPs, Vˆ ≡ IPs.
Analogously, each p ∈ V can be identified with its corresponding PIF, I+(p). The past
c-boundary ∂ˇV of V is defined as the set of all the TIFs in V , and the past c-completion
Vˇ is the set of all the IFs:
V ≡ PIFs, ∂ˇV ≡ TIFs, Vˇ ≡ IFs.
In order to merge the future and past c-boundaries together to form the (total)
c-boundary, the so-called S-relation comes into play [17]. Let Vˆ∅ := Vˆ ∪ {∅} (resp.
Vˇ∅ := Vˇ ∪ {∅}), and define the S-relation ∼S in Vˆ∅ × Vˇ∅ as follows: First, in the case
(P, F) ∈ Vˆ × Vˇ ,
P ∼S F⇐⇒
{
P is included and is a maximal IP into ↓ F
F is included and is a maximal IF into ↑ P. (2)
Here, maximal means that no other P ′ ∈ Vˆ (resp. F ′ ∈ Vˇ) satisfies the stated property
and contains strictly P (resp. F). As it was proved by Szabados in [17], I−(p) ∼S I
+(p)
for all p ∈ V , and these are the unique S-relations (according to our definition (2))
involving proper indecomposable sets. In the case (P, F) ∈ Vˆ∅ × Vˇ∅ \ {(∅, ∅)}, we also
include
P ∼S ∅, (resp. ∅ ∼S F) (3)
if P (resp. F) is a (non-empty, necessarily terminal) indecomposable past (resp. future)
set that is not S-related by (2) to any other indecomposable set (notice that ∅ is never
S-related to itself).
Now, we are in conditions to introduce the notion of c-completion at the point set
level, according to [18]:
Definition 2.1. The c-completion V of a strongly causal spacetime V is formed by all
the pairs (P, F) ∈ Vˆ∅ × Vˇ∅ with P ∼S F. The c-boundary ∂V is defined as ∂V := V \ V ,
under the identification V ≡ {(I−(p), I+(p)) : p ∈ V}.
The chronological relation ≪ of the spacetime is extended to the c-completion in the
following way: Two points (P, F), (P ′, F ′) ∈ V are chronologically related, (P, F)≪(P ′, F ′),
if F ∩ P ′ 6= ∅. The situation is remarkably more complicated if one tries to define the
extension 6 of the causal relation 6. However, in the particular case of the spacetimes
treated in this paper, the following criterium suffices (see the discussion in [19, Sect.
6.4], and references therein, for further details). Given two points (P, F), (P ′, F ′) ∈ V
with, either P 6= ∅ or F ′ 6= ∅:
P ⊂ P ′ and F ′ ⊂ F⇒ (P, F)6(P ′, F ′).
Moreover, we will say that two different pairs in V are horismotically related if they are
causally but not chronologically related.
Finally, the topology of the spacetime is also extended to the c-completion by means
of the so-called chronological topology (chr. topology, for short). This is a sequential
topology defined in terms of the following limit operator L for V (see [20, Section 2] for
an introduction to sequential topologies): given a sequence σ = {(Pn, Fn)}n ⊂ V,
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(P, F) ∈ L(σ) ⇐⇒
{
P ∈ Lˆ({Pn}n) whenever P 6= ∅
F ∈ Lˇ({Fn}n) whenever F 6= ∅, (4)
where
Lˆ({Pn}n) := {P
′ ∈ Vˆ : P ′ ⊂ LI({Pn}n) and P ′ is a maximal IP into LS({Pn}n)}
Lˇ({Fn}n) := {F
′ ∈ Vˇ : F ′ ⊂ LI({Fn}n) and F ′ is a maximal IF into LS({Fn}n)} (5)
(LI and LS are the usual point set inferior and superior limits of sets). Concretely, the
closed sets for the chr. topology are those subsets C ⊂ V satisfying that L(σ) ⊂ C for
any sequence σ ⊂ C. Note that a topology on the future (resp. past) c-completion Vˆ
(resp. Vˇ) can be defined in a similar way, just by using the limit operator Lˆ (resp. Lˇ)
instead of L. In this case, the resulting topology, which also extends the topology of the
spacetime, is called the future (resp. past) chronological topology.
Remark 2.2. We emphasize the following natural properties about the chronological
topology:
(1) The chronological topology (as well as the future and past ones) is sequential and
T1 (see [18, Prop. 3.39 and 3.21]), but may be non-Hausdorff.
(2) Clearly, if (P, F) ∈ L({(Pn, Fn)}n) then {(Pn, Fn)}n converges to (P, F). When the
converse happens, L is called of first order (see [18, Section 3.6]).
(3) Given a pair (P, F) ∈ ∂V , any timelike curve defining P (or F) converges to (P, F)
with the chronological topology (see [18, Th. 3.27]).
There are several subtleties involving the definition of the c-boundary which are
essentially associated to the following facts: on one hand, a TIP (or TIF) may not
determine a unique pair in the c-boundary; on the other hand, the topology does not
always agree with the S-relation, in the sense that, for S-related elements as above:
P ∈ Lˆ({Pn}n) 6⇔ F ∈ Lˇ({Fn}n).
This makes natural to consider the following special cases:
Definition 2.3. A spacetime V has a c-completion V which is simple as a point set
if each TIP (resp. each TIF) determines a unique pair in ∂V . Moreover, the c-
completion is simple if it is simple as a point set and also topologically simple, i.e.
(P, F) ∈ L({(Pn, Fn)}n) holds when either P ∈ Lˆ({Pn}n) or F ∈ Lˇ({Fn}n).
2.2 Case of interest: Generalized Robertson-Walker model
Let us restrict our attention to the future c-completion of Robertson-Walker models. In
order to obtain it, we will reproduce the study developed in [21, Section 3] adapted to
this particular setting.
Let (V, g) be a Generalized Robertson-Walker model, that is, V = (a, b) ×M and
g = −dt2 + αgM,
where α : (a, b) → (0,∞) is a positive smooth function and (M,gM) is a Riemannian
manifold. This spacetime will be denoted by (a, b) ×α M for short. Assume that the
warping function α satisfies the following integral condition:∫b
c
1√
α(s)
ds =∞, a < c < b. (6)
5
Remark 2.4. The only difference between the spacetime model studied in [21] and the
one considered here is that the temporal component R and the integral conditions∫∞
0
1√
α(s)
ds =
∫0
−∞
1√
α(s)
ds =∞
has been replaced by a general interval (a, b) and just the integral condition (6). Never-
theless, the results established in this section are easily deducible by simple adaptations
of the corresponding proofs in [21]. We leave the details to the reader interested on the
subject.
The chronological relation can be characterized in terms of the warping function α
and the distance d associated to (M,gM) as follows:
(to, xo)≪ (te, xe) ⇐⇒ d(xo, xe) <
∫te
to
1√
α(s)
ds
⇐⇒
∫to
c
1√
α(s)
ds <
∫ te
c
1√
α(s)
ds− d(xo, xe).
(7)
Take a future-directed timelike curve γ : [ω,Ω) → V , which can be expressed without
loss of generality as γ(t) = (t, c(t)). The function
t 7→
∫ t
c
1√
α(s)
ds− d(·, c(t)) (8)
is increasing with t (see [21, Prop. 3.1] for details). In particular, from (7),
P = I−(γ)
=
{
(to, xo) ∈ V :
∫to
c
1
α(s)
ds < lim
te→Ω
(∫t
c
1√
α(s)
ds− d(xo, c(t))
)}
.
(9)
Therefore, P = P(bc), where bc(·) := limt→Ω
(∫t
c
1√
α(s)
ds− d(·, c(t))
)
is the Buse-
mann function associated to the curve c and
P(f) := {(to, xo) ∈ V :
∫to
c
1√
α(s)
ds < f(xo)}. (10)
Summarizing, the future c-completion Vˆ, i.e. the set of all IPs, can be identified
with the set of all Busemann functions on M. So, if we denote by B(M) the set of all
finite Busemann functions, it follows that
Vˆ ≡ B(M) ∪ {∞},
where ∞ represents the constantly infinite Busemann function, which is associated to
the TIP P(∞) = V = i+.
Next, let us write Vˆ =
(
Vˆ \ ∂ˆbV
)
∪ ∂ˆbV , where ∂ˆbV denotes the TIPs obtained from
inextensible future-directed timelike curves with divergent timelike component (Ω = b).
The finite Busemann functions associated to these curves are called proper, and the set
of all of them is denoted by B(M). So,
∂ˆbV ≡ B(M) ∪ {∞}.
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In order to rewrite this set in a more appealing way, consider the quotient space
∂BM := B(M)/R
where two Busemann functions are R-related if they differ only by a constant. Then,
we can write
∂ˆbV ≡ (R× ∂BM) ∪ {∞},
and so, we can see the future c-boundary as a cone with base ∂BM and apex {∞}. This
picture is reinforced by the fact that the generatrix lines of the cone are shown to be
horismotic, that is, each couple of points on the same generatrix line are horismotically
related (see [21, Section 3]).
The remaining set
(
Vˆ \ ∂ˆbV
)
is formed by IPs obtained as the past of future-directed
timelike curves γ : [ω,Ω) → V , γ(t) = (t, c(t)), with Ω < b. It can be proved that, in
this case, c(t)→ x∗ ∈MC, where MC denotes the Cauchy completion of (M,gM), and
so,
bc(·) = d(Ω,x∗)(·) :=
∫Ω
c
1√
α(s)
ds− d(·, x∗) (11)
(see [21, (3.7)]). In conclusion, we have the following identification
Vˆ \ ∂ˆbV ≡ (a, b) ×MC, (12)
which implies,
Vˆ =
(
Vˆ \ ∂ˆbV
)
∪ ∂ˆbV ≡ ((a, b)×MC) ∪ (R× ∂BM) ∪ {∞}.
and
∂ˆV = ((a, b) × ∂CM) ∪ (R× ∂BM) ∪ {∞}.
Note that, given P = P(bc) and Pn = P(bcn),
P ⊂ LI({Pn}n) ⇐⇒ bc 6 lim infn({bcn}n)
(resp. P ⊂ LS({Pn}n) ⇐⇒ bc 6 lim supn({bcn}n)) .
(13)
This property joined to the identification between Vˆ and B(M) described above, suggests
to translate the future chronological topology on Vˆ into a (sequential) topology on
B(M), which is also called future chronological topology (see [21, Section 3.3]. The limit
operatior for this topology, also denoted by Lˆ, is defined as follows:
f ∈ Lˆ({fn}n) ⇐⇒
{
(a) f 6 lim infnfn and
(b) ∀g ∈ B(M) with f 6 g 6 lim supn fn, it is g = f. (14)
The following result establishes the relation between this topology and the pointwise
topology on B(M) (see [21, Prop. 3.2] and [19, Prop. 5.29]):
Proposition 2.5. Consider {fn}n ⊂ B(M) a sequence which converges pointwise to
a function f ∈ B(M). Then, f is the unique future chronological limit of {fn}n. In
particular, if {fn}n = {d(Ωn,xn)}n with Ω
n → Ω and xn → x(∈MC), then f = d(Ω,x) ∈
Lˆ({fn}n) is the unique future chronological limit of {fn}n.
Moreover, if MC is locally compact, then the following converse follows: if f =
d(Ω,x) ∈ Lˆ({fn}n), then for n big enough {fn}n = {d(Ωn,xn)}n for some Ωn ∈ R and
xn ∈MC satisfying that Ωn → Ω and xn → x(∈MC).
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Finally, note that the study of the past c-completion is very similar, just with some
minor changes. First, the following integral condition is imposed:∫ c
a
1√
α(s)
ds =∞.
Given a past-directed timelike curve γ : [ω,−Ω) → V , γ(t) = (−t, c(t)), then I+(γ) =
F(−b−c ) where
F(f) := {(to, xo) ∈ V :
∫ to
c
1√
α(s)
ds > f(xo)}.
Moreover, the backward Busemann functions are written now as
b−c (·) := lim
t→−Ω
(∫ c
−t
1√
α(s)
ds− d(·, c(t))
)
.
The space of finite backward Busemann functions coincide with B(M), so there is a
natural bijection between the future and past c-completions. Moreover, when a < −Ω,
then c(t) → x∗ ∈ MC and the backward Busemann function becomes (compare with
(11))
b−c (·) = d−(Ω,x∗)(·) =
∫ c
Ω
1√
α(s)
ds− d(·, x∗). (15)
In conclusion, one deduces
Vˇ \ ∂ˇaV ≡ (a, b)×MC,
and then,
Vˇ ≡ B(M) ∪ {−∞}
≡ ((a, b)×MC) ∪ (B(M) ∪ {−∞})
≡ ((a, b)×MC) ∪ (R× ∂B(M)) ∪ {−∞}.
3 The causal structure of doubly warped spacetimes
In this section we are going to characterize the chronological and causal relations in
doubly warped spacetimes. First, recall that a doubly warped spacetime is a multiwarped
spacetime (V, g) as in (1) with two fibers (n = 2), that is,
V := (a, b)×M1 ×M2 and g = −dt2 + α1g1 + α2g2. (16)
Take (te, xe) ∈ V and xo ∈M := M1 ×M2. Denote by C(xo, xe) the set of smooth
curves in M connecting xo with xe. Given c = (c1, c2) ∈ C(xo, xe), consider the
unique future-directed lightlike curve ρ : [so, se] → V with ρ(s) = (τc,te(s), c(s)) and
τc,te(s
e) = te. From the metric expression in (16), the component τc,te(s) is determined
by the Cauchy problem
−τ˙2c,te + α1(τc,te)g1(c˙1, c˙1) + α2(τc,te)g2(c˙2, c˙2) = 0, τc,te(s
e) = te.
Consider the functional
Jxo,(te,xe) : C(x
o, xe)→ (a, b), c 7→ τc,te(so).
A direct computation shows that (to, xo) ≪ (te, xe) if, and only if, there exists c ∈
C(xo, xe) such that to < Jxo,(te,xe)(c). This property suggests the following definition
for the departure time function:
T : M× ((a, b)×M)→ (a, b), T(xo, (te, xe)) := SupCJxo,(te,xe)
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(compare with [22, Section 2.9] and [23, Section 4]). By construction, this function
characterizes the chronological relation in (V, g), as follows:
(to, xo)≪ (te, xe) ⇐⇒ to < T(xo, (te, xe)). (17)
In particular, the chronological past of a given point (te, xe) is given by
I− ((te, xe)) := {(t, x) ∈ (a, b)×M : t < T(x, (te, xe))}.
Given a future-directed timelike curve γ(t) = (t, c(t)), t ∈ [ω,Ω), and a point x ∈M,
the transitivity of the chronological relaction ≪ ensures that the function T(x, γ(t)) is
increasing on t. Hence, the chronological past of γ can be written as
I−(γ) = {(s, x) ∈ (a, b)×M : s < bc(x) := limt→bT(x, γ(t))}.
Next, let us characterize the departure time function, and so, the chronological rela-
tions (recall (17)), in terms of some integral conditions involving the warping functions
αi and the Riemannian distances di associated to the fibers (Mi, gi), i = 1, 2. To this
aim, let us consider a future-directed causal curve γ : I→ V , γ(s) = (t(s), c1(s), c2(s)).
From the metric expression in (16):
dt
ds
(s) =
√
−D+
µ1
α1 ◦ t +
µ2
α2 ◦ t(s),
where D := g(dγ/ds, dγ/ds) 6 0 and µi := (αi ◦ t)2gi(dci/ds, dci/ds), i = 1, 2. From
the Inverse Function Theorem, previous formula translates into
ds
dt
(t) =
(
−(D ◦ s) + µ1 ◦ s
α1
+
µ2 ◦ s
α2
)−1/2
.
Therefore, if we denote to = t(so), te = t(se), we deduce
length
(
ci |[so,se]
)
=
∫se
so
√
gi(c˙i, c˙i)ds =
∫te
to
√
gi(c˙i, c˙i)
ds
dtdt
=
∫te
to
√
µi◦s
αi(t)
(
−(D ◦ s) + µ1◦s
α1(t)
+ µ2◦s
α2(t)
)−1/2
dt for i = 1, 2.
(18)
In the particular case of being γ a lightlike geodesic we have: (i) D = 0 (lightlike char-
acter of γ), (ii) µi ◦ s are constants and (iii) ci are (pre-)geodesics on the corresponding
Riemannian manifold (Mi, gi) (geodesic character of γ). So, from (18), one deduces
(see [24, Theorem 2] for details):
Proposition 3.1. Let (V, g) be a doubly warped spacetime as in (16) with (weakly)
convex fibers (i.e., satisfying that any pair of points can be joined by some minimizing
geodesic). Consider two distinct points (to, xo1 , x
o
2), (t
e, xe1, x
e
2) ∈ V with to < te. Then,
the following statements are equivalent:
(a) There exists a lightlike geodesic joining (to, xo1 , x
o
2) and (t
e, xe1, x
e
2).
(b) There exist µ1, µ2>0 with µ1 + µ2 = 1 such that
∫te
to
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds = di(x
o
i , x
e
i ) for i = 1, 2;
We are now in conditions to establish the characterization of the chronological rela-
tion.
9
Proposition 3.2. Let (V, g) be a doubly warped spacetime as in (16), and (to, xo), (te, xe) ∈
V with xo 6= xe. The following conditions are equivalent:
(i) (to, xo)≪ (te, xe); or, equivalently, to < T(xo, (te, xe)) (recall (17));
(ii) T(xo, (te, xe)) is the unique real value T ∈ (a, b) with to < T < te such that, for
some (unique) positive constants µ1, µ2>0, with µ1 + µ2 = 1, it satisfies
∫te
T
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds = di(x
o
i , x
e
i ) for i = 1, 2; (19)
(iii) there exist strictly positive constants µ ′1, µ
′
2 > 0, with µ
′
1 + µ
′
2 = 1, such that∫te
to
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ) for i = 1, 2. (20)
Proof. The implication (ii) ⇒ (iii) is trivial unless some µi is equal to 0. So, assume
for instance that µ1 = 0 (and so, µ2 = 1). Then, (19) becomes

0 = d1(x
o
1 , x
e
1)∫te
T
1√
α2(s)
ds = d2(x
o
2 , x
e
2).
By continuity, we can modify slightly µ1, µ2, to obtain strictly positive µ
′
1, µ
′
2, with
µ ′1 + µ
′
2 = 1, such that

∫te
to
√
µ ′1
α1(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds > 0 = d1(x
o
1 , x
e
1)
∫te
to
√
µ ′2
α2(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds > d2(x
o
2 , x
e
2),
as desired.
For the implication (iii)⇒ (i), denote
Lǫi :=
∫ te
to+ǫ
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds, for ǫ > 0.
Take ǫ > 0 small enough so that to + ǫ < te and the inequalities in (20) still hold
for to + ǫ instead of to. Since Lǫi > di(x
o
i , x
e
i ), there exist curves yi : [s
o, se] → Mi,
with yi(s
o) = xoi and yi(s
e) = xei , such that length(yi) = L
ǫ
i , i = 1, 2. Consider the
lightlike curve ρ(s) = (τ(s), y1(s), y2(s)), with yi reparametrizations of yi, constructed
by requiring{
τ˙ =
√∑2
i=1
µ ′i
αi◦τ
τ(se) = te
,
{
gi(y˙i, y˙i) =
µ ′i
(αi◦τ)2
yi(s
e) = xei
for i = 1, 2.
Then, by applying (18) to the lightlike curve ρ (in particular, D = 0), we deduce
length(yi |[τ−1(to+ǫ),se]) =
∫ te
to+ǫ
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds = Lǫi = length(yi).
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Therefore, ρ(s) is a lightlike curve joining (to+ǫ, xo) with (te, xe), and so, these points
are causally related. Since (to, xo)≪ (to + ǫ, xo), necessarily (to, xo)≪ (te, xe).
Finally, for the implication (i) ⇒ (ii), let us show first that if T satisfies (19) then
T 6 T(xo, (te, xe)). So, assume that (19) holds. Take any sequence ǫm ց 0 and define
Li,m :=
∫ te
T−ǫm
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds i=1,2.
We have that Li,m > di(x
o
i , x
e
i ) for all i. The implication (iii)⇒(i), which has been
proved before, ensures that (T − ǫm, x
o)≪ (te, xe) for all m. Therefore, from the defi-
nition of T(xo, (te, xe)), T−ǫm < T(x
o, (te, xe)) for allm, and then, T 6 T(xo, (te, xe)).
Next, it is sufficient to prove that some value T verifying (19) always exists, and
necessarily T > T(xo, (te, xe)). Let t ′ < T(xo, (te, xe)), and thus, (t ′, xo) ≪ (te, xe).
Let γ : [t ′, te]→ V , γ(t) = (t, c1(t), c2(t)), be a timelike curve such that γ(t ′) = (t ′, xo)
and γ(te) = (te, xe). Consider real curves ci, i = 1, 2, such that

0 6 c˙i(t) 6
√
gi(c˙i(t), c˙i(t))
ci(t
′) = 0
ci(t
e) = di(x
o
i , x
e
i )
for i = 1, 2.
Then, γ(t) = (t, c1(t), c2(t)) becomes a future directed timelike curve in the globally
hyperbolic doubly warped spacetime with convex fibers V ′ = ((a, b)×R2,−dt2+α1dx21+
α2dx
2
2) joining γ(t
′) = (t ′, 0, 0) with γ(te) = (te, d1(xo1 , x
e
1), d2(x
o
2 , x
e
2)), i.e.,
γ(t ′) = (t ′, 0, 0) ≪ (te, d1(xo1 , xe1), d2(xo2 , xe2)) = γ(te).
Consider T > t ′ such that (T, 0, 0) 6 γ(te) but (T, 0, 0) 6≪ γ(te). From Avez and Seifert’s
result, there exists some lightlike geodesic in V ′ joining both points. Now, from Prop.
3.1 applied to this lightlike geodesic, there exist unique positive constants µ1, µ2 >0,
with µ1 + µ2 = 1, such that
∫ te
T
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds = |di(x
o
i , x
e
i ) − 0| = di(x
o
i , x
e
i ) for i = 1, 2.
Finally, since t ′ < T for all t ′ < T(xo, (te, xe)), necessarily T(xo, (te, xe)) 6 T , which
concludes the proof.
Let us consider now the characterization of the causal relation (see [24, Theorem
2(2)]).
Definition 3.3. A Riemannian manifold (N,h) is L-convex if any pair of points p, q ∈ N
with dh(p, q) < L can be joined by a minimizing geodesic.
Proposition 3.4. Let (V, g) be a doubly warped spacetime as in (16) whose fibers
(Mi, gi) are Li-convex for i = 1, 2. Consider two points (t
o, xo1 , x
o
2), (t
e, xe1, x
e
2) ∈ V,
with to 6 te, satisfying d(xoi , x
e
i ) < Li, i = 1, 2. Then, the following conditions are
equivalent:
(i) the points are causally related, (to, xo1 , x
o
2) 6 (t
e, xe1, x
e
2);
(ii) there exists a causal geodesic joining (to, xo1 , x
o
2) with (t
e, xe1, x
e
2);
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(iii) there exist constants µ ′1, µ
′
2 > 0, µ
′
1 + µ
′
2 = 1, such that
∫te
to
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ) for i = 1, 2. (21)
Moreover, if the equalities hold in (21), then there is a lightlike and no timelike geodesic
joining the points.
4 Position into the causal ladder
In order to have an idea of the goodness of the causality of doubly warped spacetimes,
next we are going to determine their position into the causal ladder. As we will see,
this depends on the warping functions integrals and the convexity character of their
Riemannian fibers.
Let us consider first a brief remainder of the main levels of the causal ladder. Each
level corresponds with a causality condition which is strictly more restrictive than the
previous one:
Definition 4.1. A spacetime (V, g) is
• non-totally vicious if p 6≪ p for some p ∈ V .
• chronological if it does not contain closed timelike curves.
• causal if it does not contain closed causal curves.
• distinguishing if whenever I+(p) = I+(q) and I−(p) = I−(q), necessarily p = q.
• strongly causal if it does not contain “nearly closed” causal curves, i.e. for any
open neighborhood U of p there exists some open neighborhood V with p ∈ V ⊂ U
such that any timelike segment with extreme points in V is contained in U.
• stably causal if there exists some causal Lorentzian metric g ′ on V with g <
g ′, i.e., such that g ′(v, v) < 0 for any v ∈ TV \ {0} with g(v, v) 6 0. This is
equivalent to the existence of some global time function, i.e., a function defined on
the whole spacetime (V, g) which is strictly increasing along each future-directed
causal curve.
• causally continuous if it is distinguishing and the set valued functions I+(·) and
I−(·) are outer continuous (say, I+(·) is outer continuous at some p ∈ V if, for any
compact subset K ⊂ I+(p) there exists an open neighborhood U ∋ p such that
K ⊂ I+(q) for all q ∈ U). This is equivalent to being distinguishing and reflecting,
i.e. for any pair of events p, q ∈ V , I+(q) ⊂ I+(p) if and only if I−(p) ⊂ I−(q).
• causally simple if it is causal and J±(p) are closed sets for any p ∈ V .
• globally hyperbolic if it is causal and J+(p) ∩ J−(q) are compact for any p, q ∈ V .
It is direct from the very basic structure of doubly warped spacetimes (16) that
t : V → (a, b) is a global time function (see [25, Lemma 3.55]). Therefore, any doubly
warped spacetime is stably causal. The approach developed in previous section will
allow to show that any doubly warped spacetime is causally continuous as well. In fact:
Theorem 4.2. Any doubly warped spacetime (V, g) as in (16) is causally continuous.
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Proof. Since (V, g) is stably causal, it is also distinguishing. So, it suffices to show
that (V, g) is reflecting. Let (to, xo1 , x
o
2), (t
e, xe1, x
e
2) ∈ V be such that I+((te, xe1, xe2)) ⊂
I+((to, xo1 , x
o
2)), and let us prove that I
−((to, xo1 , x
o
2)) ⊂ I−((te, xe1, xe2)) (the converse
is analogous). Consider the sequence {(te + 1/n, xe1, x
e
2)}n ⊂ I+((te, xe1, xe2)) and note
that, by the hypothesis, this sequence also belongs to I+((to, xo1 , x
o
2)). Therefore, from
Prop. 3.2, there exist constants µn1 , µ
n
2 > 0, with µ
n
1 + µ
n
2 = 1, satisfying the following
inequalities:
∫ te+1/n
to
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ) for i = 1, 2. (22)
Up to a subsequence, we can assume that {µni }n converges to µi, for all i, with 0 6
µ1, µ2 6 1 and µ1 + µ2 = 1. Moreover,
√µni αi(s)−1
(
2∑
k=1
µnkαk(s)
−1
)−1/2

n
−→ √µiαi(s)−1
(
2∑
k=1
µkαk(s)
−1
)−1/2
(23)
uniformly on [to, te + 1]. Therefore, from (22) and (23), we deduce
∫ te
to
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ), for i = 1, 2.
If we consider (to − 1/n, xo1 , x
o
2), and modify slightly (µ1, µ2), by continuity we obtain
new coefficients (µ ′1, µ
′
2), with µ
′
1, µ
′
2 > 0 and µ
′
1 + µ
′
2 = 1, such that
∫te
to−1/n
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ) for i = 1, 2.
Again from Prop. 3.2, we have (to − 1/n, xo1 , x
o
2) ≪ (te, xe1, xe2) for all n. So, taking
into account that I−((to, xo1 , x
o
2)) = ∪n∈NI−((to−1/n, xo1 , xo2)), we deduce the inclusion
I−((to, xo1 , x
o
2)) ⊂ I−((te, xe1, xe2)), as required.
Theorem 4.3. A doubly warped spacetime (V, g) as in (16) is causally simple if and
only if (Mi, gi) is Li-convex for Li =
∫b
a
1√
αi(s)
ds, i = 1, 2.
Proof. For the implication to the right, assume that (V, g) is causally simple. We will
prove that (M1, g1) is L1-convex (the proof for the second fiber is analogous). Let
xo1 , x
e
1 ∈ M1 with 0 < d1(xo1 , xe1) < L1. Since
∫b
a
1√
α1(s)
ds = L1 > d1(x
o
1 , x
e
1), there
exists a < c1 < c2 < b such that∫ c2
c1
1√
α1(s)
ds > d1(x
o
1 , x
e
1). (24)
Fix x2 ∈ M2 and consider the points (c1, xo1 , x2) and (c2, xe1, x2). Inequality (24) and
Prop. 3.2 imply that (c2, x
e
1, x2) ∈ I+((c1, xo1 , x2)). Since (c1, xe1, x2) 6∈ I+((c1, xo1 , x2)),
there exists te ∈ R such that (te, xe1, x2) ∈ ∂I+((c1, xo1 , x2)), i.e.,
(te, xe1, x2) ∈ I+((c1, xo1 , x2)) \ I+((c1, xo1 , x2))
= J+((c1, x
o
1 , x2)) \ I
+((c1, x
o
1 , x2)),
where, in the equality, we have used that (V, g) is causally simple. Therefore, there
exists a null geodesic γ(s) = (t(s), c1(s), c2(s)) connecting (c1, x
o
1 , x2) with (t
e, xe1, x2).
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From Prop. 3.4 there exist constants µ ′1, µ
′
2 > 0 such that the following inequalities
hold:
0 < d1(x
o
1 , x
e
1) 6
∫te
c1
√
µ ′1
α1(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds = length1(c1),
0 = d2(x2, x2) 6
∫ te
c1
√
µ ′2
α2(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds = length2(c2).
So, taking into account that
(te, xe1, x2) 6∈ I+((c1, xo1 , x2)),
the second inequality in the first line must be an equality (recall Prop. 3.2). In conclu-
sion, c1(s) is a reparametrization of a minimizing geodesic of (M1, g1), as required.
For the implication to the left, assume that (Mi, gi) is Li-convex for Li =
∫b
a
1√
αi(s)
ds,
i = 1, 2. In order to prove that (V, g) is causally simple, take (te, xe1, x
e
2) ∈ J+((to, xo1 , xo2)) =
I+((to, xo1 , x
o
2)). Then, I
+((te, xe1, x
e
2)) ⊂ I+((to, xo1 , xo2)), and thus, (to, xo1 , xo2) ≪
(te + 1/n, xe1, x
e
2) for all n. From Prop. 3.2, there exist constants 0 < µ
n
1 , µ
n
2 < 1,
with µn1 + µ
n
2 = 1 for all n, such that
∫ te+1/n
to
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ), i = 1, 2.
Since {µni }n converges (up to subsequence) to some µi ∈ [0, 1] for i = 1, 2, with µ1+µ2 =
1, we have:
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
−→
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
uniformly on [to, te + 1].
Recalling now that all previous functions are bounded by the (Lebesgue) integrable
function g : [to, te + 1] → R, g(t) = αi(t)−1/2, the Dominated Convergence Theorem
ensures that:
∫te
to
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds = lim
n→∞
∫ te+1/n
to
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , x
e
i ).
In particular,
di(x
o
i , x
e
i ) <
∫b
a
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds 6
∫b
a
1√
αi(s)
ds = Li, i = 1, 2.
So, taking into account that (Mi, gi) are Li-convex for i = 1, 2 we have that Prop. 3.4
implies (te, xe1, x
e
2) ∈ J+((to, xo1 , xo2)), as required.
The following example shows the tight character of Thm. 4.3, in the sense that there
may exist causally simple warped spacetimes with non-convex fiber (the extension to
the case of two fibers is straightforward). In fact:
Example 4.4. 1In [26, Section 2.1] the authors construct a Riemannian manifold (M,g)
containing two points x0, x1 ∈ M such that any geodesic γ ⊂ M connecting them
1We are thankful to Prof. Miguel Sa´nchez for bringing this example to our attention.
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x0 x1T1
T2
Tn
H0 H1
Figure 1: Both hemispheres H0 and H1 are connected by a sequence of immersed tubes
{Tn}n, where a length-minimizing curve connecting the north pole x0 of H0 to the north
pole x1 of H1 through Tn has bigger length than a length-minimizing curve connecting
the same points through Tn+1. This picture is based on [26, Figure 1].
satisfies length(γ) > d(x0, x1). The example basically consists of two open hemispheres
H0, H1 in R
3 connected by a sequence of immersed tubes (Tn)n of decreasing lengths,
and such that any curve joining the corresponding north poles x0 and x1 through Tn is
longer than a minimizing curve joining them through Tn+1 (see Figure 1). It is assumed
also that the lengths of these tubes converge to a number which is strictly positive. In
particular, x0 and x1 cannot be joined by a minimizing geodesic, and thus, (M,g) is
not convex. However, there exists some δ > 0 such that (M,g) is L-convex for any
L 6 δ. Consider now the warped spacetime V = R×αM with α : R→ (0,∞) satisfying∫+∞
−∞ 1/√α(s)ds = L 6 δ. From Thm. 4.3, V is causally simple.
Finally, for the sake of completeness, we include the following simple consequence
of [25, Th. 3.68], whose implication to the left is reproved here by using the techniques
developed in this paper:
Theorem 4.5. A doubly warped spacetime (V, g) as in (16) is globally hyperbolic if and
only if (Mi, gi), i = 1, 2, are complete Riemannian manifolds.
Proof. Assume that (Mi, gi), i = 1, 2, are complete. Since (V, g) is causally contin-
uous, and thus, causal, it suffices to prove that any causal diamond is sequentially
compact (and thus, compact). Let {(tn, xn1 , x
n
2 )}n be a sequence in J
+((to, xo1 , x
o
2)) ∩
J−((te, xe1, x
e
2)). Since the fibers are complete, they are convex, and so, we can ap-
ply Prop. 3.4. Hence, there exist constants 0 6 µn1 , µ
n
2 6 1, 0 6 µ
n
1 , µ
n
2 6 1 with
µn1 + µ
n
2 = 1 = µ
n
1 + µ
n
2 for all n, such that
∫tn
to
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , x
n
i )
∫te
tn
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
n
i , x
e
i ),
i = 1, 2.
In particular, the following inequalities hold for all n:
to 6 tn 6 te and
∫ te
to
1√
αi(s)
ds > di(x
o
i , x
n
i ), i = 1, 2.
That is, tn ∈ [to, te] and xni ∈ Bri(xoi ), ri :=
∫te
to α
−1/2
i ds, i = 1, 2, for large n. But,
[to, te] and Bri(x
o
i ), i = 1, 2, are compact sets (recall that (Mi, gi), i = 1, 2, are com-
plete). So, up to a subsequence, {(tn, xn1 , x
n
2 )}m converges to some point (t
∗, x1, x2) ∈ V ,
15
which necessarily lies into the (closed) causal diamond J+((to, xo1 , x
o
2))∩J−((te, xe1, xe2)).
In conclusion, the causal diamond is sequentially compact, and so, (V, g) is globally hy-
perbolic.
5 The future c-completion of doubly warped spacetimes
In this section we are going to study the point set and topological structure of the future
c-completion of doubly warped spacetimes.
Let γ : [ω,Ω) → V , Ω 6 b be a future-directed timelike curve in V . We can
reparametrize this curve by using the standard parameter t for the temporal component,
γ(t) = (t, c1(t), c2(t)). So, from (18),
length(ci |[ω,Ω)) 6
∫Ω
ω
ds√
αi(s)
. (25)
Next, assume that Ω < b. Then, the integral in (25) is finite. Hence, length(ci) < ∞,
and so, ci(t)→ x∗i for some x∗i ∈MCi , where MCi denotes the Cauchy completion of the
Riemannian manifold (Mi, gi), i = 1, 2. If, in addition, x
∗
i ∈ Mi for i = 1, 2, the past
of γ is clearly determined by the triple (Ω,x∗1, x
∗
2). The following result shows that this
is also true if x∗i belongs to the Cauchy boundary ∂
CMi for some i = 1, 2.
Proposition 5.1. Let γ : [ω,Ω) → V, Ω < b, be a future-directed timelike curve
with γ(t) = (t, c1(t), c2(t)). Then, γ(t) → (Ω,x∗1, x∗2) ∈ (a, b) ×MC1 ×MC2 for some
(x∗1, x
∗
2) ∈MC1 ×MC2 . Moreover, (to, xo1 , xo2) ∈ I−(γ) if, and only if, there exist constants
µ1, µ2 > 0 with µ1 + µ2 = 1 and such that
∫Ω
to
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(x
o
i , x
∗
i ) for i = 1, 2. (26)
Proof. As argued above, the first assertion is a direct consequence of (25). So, we only
need to focus on the last assertion.
For the implication to the right, assume that (to, xo1 , x
o
2) ∈ I−(γ). Since the chrono-
logical past I−(γ) is an open set, we can take ǫ > 0 small enough so that (to +
ǫ, xo1 , x
o
2) ∈ I−(γ). Consider an increasing sequence {tn} ⊂ [ω,Ω) with tn ր Ω and
(to + ǫ, xo1 , x
o
2) ≪ γ(tn) for all n. For each n, Thm. 3.2 ensures the existence of
constants µn1 , µ
n
2 > 0, with µ
n
1 + µ
n
2 = 1, such that:
∫ tn
to+ǫ
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , ci(tn)) for i = 1, 2. (27)
Observe that {ci(tn)}n → x∗i ∈ MCi for i = 1, 2, and so, from the continuity of the
distance function di(x
o
i , ·) on MCi , necessarily {di(xoi , xi(tn))}n → di(xoi , x∗i ). Even
more, since {µni }n ⊂ [0, 1], we can assume that {µni }n converges (up to a subsequence)
to, say, µ∗i , i = 1, 2, with µ
∗
1 + µ
∗
2 = 1. Hence,

√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2

n
→
√
µ∗i
αi(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
pointwise on [to,Ω].
Arguing as in the proof of Thm. 4.3, we observe that these functions are bounded by the
integrable function g : [to,Ω] → R, g(t) = αi(t)−1/2, so the Dominated Convergence
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Theorem ensures that

∫tn
to+ǫ
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds


n
→
∫Ω
to+ǫ
√
µ∗i
αi(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds.
In conclusion, by taking limits in (27), we arrive to
∫Ω
to+ǫ
√
µ∗i
αi(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds > di(x
o
i , x
∗
i ) for i = 1, 2.
In order to conclude the implication, it rests to show that, if to + ǫ is replaced by to,
all previous inequalities are strict. In principle, the only way to avoid this conclusion is
by assuming that some µ∗i is equal to zero. If, say, µ
∗
1 = 0 (and so, µ
∗
2 = 1), then (i)
d1(x
o
1 , x
∗
1) = 0 and (ii) ∫Ω
to
1√
α2(s)
ds > d2(x
o
2 , x
∗
2).
Reasoning as in the proof of Prop. 3.2, a small modification of µ∗1, µ
∗
2 provides new
constants µ1, µ2 > 0, with µ1 + µ2 = 1, such that

∫Ω
to
√
µ1
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > 0 = d1(x
o
1 , x
∗
1)
∫Ω
to
√
µ2
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(x
o
2 , x
∗
2),
and we are done.
For the converse, assume that (26) holds for some (to, xo1 , x
o
2) and some constants
µ1, µ2 > 0, with µ1 + µ2 = 1, and let us prove that (t
o, xo1 , x
o
2) ∈ I−(γ). Recalling that
the inequalities in (26) are strict and γ(t) = (t, c1(t), c2(t)) → (Ω,x∗1, x∗2), there exists
some te ∈ (a, b) big enough such that
∫ te
to
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(x
o
i , ci(t
e)) for i = 1, 2.
Hence, from Prop. 3.2, (to, xo1 , x
o
2)≪ γ(te), as required.
We have just proved that the chronological past of a future-directed timelike curve
γ defined on a finite interval [ω,Ω), Ω < b, is determined by its future limit point
(Ω,x∗1, x
∗
2), in the sense that any other future-directed timelike curve γ
′ with the same
future limit point has the same chronological past. Next, we are going to prove that if γ ′
is another future-directed timelike curve converging to another triple, then it generates
a different past.
Proposition 5.2. Let (V, g) be a doubly warped spacetime as in (16). If γi : [ωi,Ωi)→
V, i = 1, 2 satisfy γi(t) → pi := (Ωi, xi1, xi2) ∈ (a, b) ×MC1 ×MC2 with p1 6= p2, then
I−(γ1) 6= I−(γ2).
Proof. The conclusion easily follows if, say, Ω1 < Ω2, since in this case γ2(t) ∈ I−(γ2)\
I−(γ1) whenever Ω1 < t < Ω2. So, we will assume that Ω1 = Ω2(=: Ω) and, say,
d1(x
1
1, x
2
1) > 0. Let t
o be close enough to Ω <∞ so that (recall that c11(t)→ x11)∫Ω
to
1√
α1(s)
ds <
d1(x
1
1, x
2
1)
3
and d1(c
1
1(t
o), x21) >
d1(x
1
1, x
2
1)
3
,
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and define q = γ1(to) ∈ I−(γ1). Then, q 6∈ I−(γ2), since, otherwise, from Prop. 5.1,
∫Ω
to
√
µ1
α1(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > d1(c
1
1(t
o), x21) for some µ1, µ2 > 0.
But this is not possible since, from the choice of to,
d1(c
1
1(t
o), x21) >
d1(x
1
1, x
2
1)
3
>
∫Ω
to
1√
α1(s)
ds >
∫Ω
to
√
µ ′1
α1(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds
for any positive constants µ ′1, µ
′
2, with µ
′
1 + µ
′
2 = 1. In conclusion, I
−(γ1) 6= I−(γ2) if
p1 6= p2, and the conclusion follows.
Remark 5.3. In the proof of previous result the key property is the finite value of the
integral
∫Ω
to αi(s)
−1/2ds < ∞, not the finite value of Ω. Of course, the second imply
the first, but the same argument can be reproduced if only the first holds.
Props. 5.1 and 5.2 together establish a natural bijection between the space (a, b) ×
MC1 ×MC2 and the set Vˆ \ ∂ˆbV , where ∂ˆbV denotes the set of TIPs determined by
future-directed timelike curves with divergent temporal component (Ω = b). More
precisely:
Proposition 5.4. Let (V, g) be a doubly warped spacetime as in (16). Then, there
exists a bijection
Vˆ \ ∂ˆbV ↔ (a, b)×MC1 ×MC2 , (28)
which maps each indecomposable past set P ∈ Vˆ \ ∂ˆbV to the limit point (Ω,x∗1, x∗2) ∈
(a, b)×MC1 ×MC2 of any future-directed timelike curve generating P.
Next, we are going to extend the point set structure obtained above to a topological
level. We will consider (a, b)×MC1 ×MC2 attached with the product topology. The first
result shows the continuity of bijection (28) in the left direction:
Proposition 5.5. Let Pn, P ∈ Vˆ \ ∂ˆbV with Pn ≡ (Ωn, xn1 , xn2 ) and P ≡ (Ω,x∗1, x∗2),
where we are assuming that the triplets belong to (a, b)×MC1 ×MC2 . If (Ωn, xn1 , xn2 )→
(Ω,x∗1, x
∗
2), then P ∈ Lˆ({Pn}n).
Proof. First, recall the analytic characterization of the IPs P and Pn provided by Prop.
5.1: a point (t, x1, x2) ∈ V belongs to P (resp. Pn) if, and only if, there exist positive
constants µ1, µ2 (µ
n
1 , µ
n
2 ) with µ1 + µ2 = 1 (µ
n
1 + µ
n
2 = 1) and satisfying that, for
i = 1, 2: ∫Ω
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(xi, x
∗
i )
∫Ωn
t
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(xi, x
n
i )


Second, note that, from the hypotheses, the continuity of the distance map, and the
Dominated Convergence Theorem, the following two limits hold: di(xi, x
n
i )→ di(xi, x∗i )
and∫Ωn
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds→
∫Ω
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds for any µ1, µ2 > 0.
These two properties directly imply both, P ⊂ LI({Pn})) and P is maximal into LS({Pn}),
i.e., P ∈ Lˆ({Pn}).
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In order to prove the continuity of bijection (28) in the right direction, we need
to impose local compactness on the Cauchy completion, since, otherwise, there exist
counterexamples (see, for instance, [19, Example 4.9])
Proposition 5.6. Let (V, g) be a doubly warped spacetime as in (16) with MC1 and M
C
2
locally compact. If {Pn}n is a sequence of IPs converging to some IP, P ≡ (Ω,x∗1, x∗2) ∈
(a, b) ×MC1 ×MC2 , then Pn ≡ (Ωn, xn1 , xn2 ) ∈ (a, b) ×MC1 ×MC2 for n big enough,
and (Ωn, xn1 , x
n
2 )→ (Ω,x∗1, x∗2) with the product topology. As consequence, the bijection
(28) becomes a homeomorphism.
Proof. The proof follows essentially in the same fashion as [19, Prop. 5.24].
Since the Cauchy completionMC1 ×MC2 is locally compact, there exists a pre-compact
neighbourhood U of P ≡ (Ω,x∗1, x∗2). Let {pnm}m, {pm}m ⊂ V be future chains generating
Pn and P, resp. We can assume without restriction that {pm} ⊂ U. It suffices to show
the existence of n0 and a map m : N → N such that pnm ∈ U for all n > n0 and
m > m(n). In fact, in this case, the temporal component of the sequence {pnm}m
will not diverge as m → ∞, and so, Pn can be identified with some (Ωn, xn1 , xn2 ) ∈
(a, b)×MC1 ×MC2 ∩U. Moreover, since the result is valid for any pre-compact open set
U, and (Ω,x∗1, x
∗
2) admits a countable local neighbourhood basis given by pre-compact
open sets, necessarily (Ωn, xn1 , x
n
2 )→ (Ω∗1, x∗1, x∗2).
In order to prove the statement in previous paragraph, assume by contradiction that,
up to subsequences, pnm is not contained in U for all m and n. Since P ⊂ LI({Pn}n), for
eachm ∈ N there exists n0 such that pm ∈ Pn for all n > n0. Consider a strictly increas-
ing sequence {n(m)}m such that pm ∈ Pn(m). Denote by γm the future-directed timelike
curve from pm to some point of a future chain generating Pn(m). Each γm intersects
the boundary of U at a point, say, (sm, ym1 , y
m
2 ). Since U is pre-compact, its boundary
is compact and we can assume (up to a subsequence) that (sm, ym1 , y
m
2 )→ (s∗, y∗1, y∗2)
for some (s∗, y∗1, y
∗
2) ∈ (a, b)×MC1 ×MC2 . Let us denote by P ′ the indecomposable set
associated to q = (s∗, y∗1, y
∗
2) which is necesssarily different from P (as q belong to the
boundary of U); and by {qm}m a future chain generating P
′. Next, we are going to show
that P ′ breaks the maximality of P into LS({Pn}), in contradiction with P ∈ Lˆ({Pn}n).
Let us show that P ′ ⊂ LS({Pn}). First recall that, for each m ∈ N, the set I+(qm)
is an open set containing q: in fact, this is straightforward if q ∈ (a, b) ×M1 ×M2;
otherwise, it suffices to realize that the characterization of the chronological relation
given in Prop. 3.2 (which is an open property) extends to the set (a, b)×MC1 ×MC2 (see
Prop. 5.1). In particular, since {(sk, yk1 , y
k
2)}→ q, it follows that (sk, yk1 , yk2) ∈ I+(qm)
for k big enough. But, from construction, (sk, yk1 , y
k
2) ∈ Pn(k), so qm ∈ Pn(k) for k big
enough. Therefore, P ′ ⊂ LS({Pn(m)}m).
It rests to show that P ( P ′; that is, any point pm of the future chain generating P
is contained in P ′. From construction, pm = (tm, xm1 , x
m
2 ) ≪ pk ≪ (sk, yk1 , yk2) for all
k > m. Let ǫ > 0 be small enough so that pǫm = (t
m + ǫ, xm1 , x
m
2 )≪ pm+1, and thus,
pǫm ≪ (sk, yk1 , yk2) for all k > m. From Prop. 3.2, there exist positive constants µk1 and
µk2 , with µ
k
1 + µ
k
2 = 1, such that:
∫sk
tm+ǫ
√
µki
αi(s)
(
2∑
l=1
µkl
αk(s)
)−1/2
ds > di(x
m
i , y
k
i ) for i = 1, 2.
But {(sk, yk1 , y
k
2)} → (s∗, y∗1, y∗2). By continuity, and up to a subsequence, there exist
positive constants µ∗1, µ
∗
2, with µ
∗
1 + µ
∗
2 = 1, such that:∫s∗
tm+ǫ
√
µ∗i
αi(s)
(
2∑
l=1
µ∗l
αk(s)
)−1/2
ds > di(x
m
i , y
∗
i ) for i = 1, 2.
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Now if we replace in previous expression tm+ǫ by tm, at least one of previous inequalities
becomes strict. Then, reasoning as in the proof of Prop. 3.2, we arrive to
∫s∗
tm
√
µ ′i
αi(s)
(
2∑
l=1
µ ′l
αk(s)
)−1/2
ds > di(x
m
i , y
∗
i ) for i = 1, 2,
for some slightly modified constants µ ′i from µ
∗
i . Therefore, the point pm belongs to
P ′ (recall Prop. 5.1). Since this argument works for any point of the sequence {pm}m
generating P, the inclusion P ( P ′ follows.
For the last assertion, observe that previous argument gives the continuity of bi-
jection (28) to the right direction, while Prop. 5.5 ensures the continuity to the left
one.
Next, we analyze the case Ω = b. In this case, the finiteness/infiniteness of the
integrals associated to the warping functions becomes crucial, so we will consider several
subsections to discuss it.
5.1 Finite warping integrals
First, we consider the case when the integrals associated to the warping functions are
both finite: ∫b
c
1√
αi(s)
ds <∞, i = 1, 2 for some c ∈ (a, b). (29)
In this case, the following result provides the point set and topological structure of the
future c-boundary:
Theorem 5.7. Let (V, g) be a doubly warped spacetime as in (16), and assume that
the integral conditions (29) hold. Then, there exists a bijection
Vˆ ↔ (a, b]×MC1 ×MC2 (30)
which maps each IP P ∈ Vˆ to the limit point (Ω,x1, x2) ∈ (a, b] ×MC1 ×MC2 of any
future-directed timelike curve generating P. Moreover, if MC1 ,M
C
2 are locally compact,
this bijection becomes an homeomorphism.
Proof. For the first assertion, we only need to prove the corresponding bijection between
∂ˆbV and {b}×MC1 ×MC2 (recall Prop. 5.4). But this follows from the same arguments
as in the proofs of Props. 5.1 and 5.2 (recall (29) and Remark 5.3).
For the second assertion, the continuity to the left of bijection (30) follows as in
Prop. 5.5, just taking into account that the integral condition (29) must be used in
order to apply the Dominated Convergence Theorem. For the continuity to the right,
assume that P ∈ Lˆ({Pn}n), with P = I−(γ), Pn = I−(γn), and being γ : [ω,Ω) → V ,
γn : [ωn,Ωn) → V future-directed timelike curves. Let (Ω,x∗1, x∗2) and (Ωn, xn1 , xn2 )
be the limit points in (a, b] ×MC1 ×MC2 of γ and γn, resp. We need to prove that
(Ωn, x
n
1 , x
n
2 )→ (Ω,x∗1, x∗2). Observe that, if Ω < b, then the result follows from Prop.
5.6, so we will focus on the case Ω = b.
First, note that Ωn → b. In fact, otherwise, there exists Ω∗ < b and a subsequence
{Ωnk} such that Ωnk < Ω
∗ for all k ∈ N. But, in this case, Pnk will not contain any
point γ(t) with t > Ω∗, and so, P 6⊂ LI({Pn}).
Assume by contradiction that, say, {xn1 }n does not converge to x
∗
1. Then, up to a
subsequence, there exists ǫ0 > 0 such that d1(x
n
1 , x
∗
1) > ǫ0. Take t
0 big enough so that
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∫b
to
1√
α1(s)
ds <
ǫ0
3
.
Take (xo1 , x
o
2) ∈M1×M2 such that q = (to, xo1 , xo2) ∈ I−(γ) = P with d1(xo1 , x∗1) < ǫ0/3.
It suffices to show that q does not belong to Pn for any n, since, in this case, we arrive
to a contradiction with P ⊂ LI(Pn). So, assume that q ∈ Pn for all n. From Prop. 5.1,
there exists some µn1 , µ
n
2 > 0 such that
∫Ωn
to
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > d1(x
o
1 , x
n
1 ).
This is in contradiction with the fact that, for any pair of positive constants µ ′1, µ
′
2 > 0
with µ ′1 + µ
′
2 = 1,
d1(x
o
1 , x
n
1 ) >
2
3
d1(x
∗
1, x
n
1 ) >
2
3
ǫ0 >
∫b
to
1√
α1(s)
ds >
∫b
to
√
µ ′1
α1(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
ds.
5.2 One infinite warping integral
Let us consider now the case when just one of the warping integrals is infinite, say:∫b
c
1√
α1(s)
ds <∞ and ∫b
c
1√
α2(s)
ds =∞. (31)
5.2.1 Point set structure
The first integral in condition (31) plus (25) ensures that any future-directed timelike
curve γ : [ω,b)→ V , γ(t) = (t, c1(t), c2(t)), satisfies that c1(t)→ x∗1 ∈MC1 . Moreover,
the second integral ensures that the associated Generalized Robertson-Walker spacetime
((a, b) × M2,−dt2 + α2g2) corresponds with the model studied in Section 2.2. In
particular, since the curve σ(t) = (t, c2(t)) is also a future-directed timelike in that
spacetime, we can consider the Busemann function bc2 ∈ B(M2) ∪ {∞}.
Next, our aim is to show that the chronological past of γ is determined by both,
x∗1 ∈ MC1 and the Busemann function bc2 ∈ B(M2) ∪ {∞}. Let us begin with the
following result:
Proposition 5.8. Let (V, g) be a doubly warped spacetime and assume that the integral
conditions (31) are satisfied. Consider two future-directed timelike curves γi : [ω,b)→
V, γi(t) = (t, ci1(t), c
i
2(t)), with c
i
1(t) → xi1 ∈ MCi , i = 1, 2. If (x11, bc1) 6= (x21, bc2)
then I−(γ1) 6= I−(γ2).
Proof. If x11 6= x21, we can reason as in the proof of Prop. 5.2 (taking Ω = Ω ′ = b and
x11 6= x21; Remark 5.3 and the first integral condition in (31)). So, it suffices to consider
the case bc12
6= bc22.
Let σi(t) = (t, c
i
2(t)), i = 1, 2, be two future-directed timelike curves on the Gen-
eralized Robertson-Walker spacetime
(
(a, b)×M2,−dt2 + α2g2
)
. Since bc12
6= bc22,
necessarily I−(σ1) 6= I−(σ2). Assume, for instance, that (t0, y2) ∈ I−(σ2) \ I−(σ1) (the
other case is analogous). Then, taking into account the characterization in (9), it follows
that
21
bc12
(y2) <
∫ to
c
1√
α2(s)
ds < bc22
(y2). (32)
From the first inequality in (32),
(bc12
(y2) =) limt→b
(∫t
c
1√
α2(s)
ds− d2(y2, c
1
2(t))
)
6
∫to
c
1√
α2(s)
ds⇒
⇒ limt→b
(∫t
to
1√
α2(s)
ds− d2(y2, c
1
2(t))
)
6 0.
Therefore, since the function t 7→
(∫t
to
1√
α2(s)
ds− d2(y2, c
1
2(t))
)
is increasing, we
deduce ∫t
to
1√
α2(s)
ds < d2(y2, c
1
2(t)) for all t. (33)
Let us show the existence of xo1 ∈ M1 such that q = (to, xo1 , y2) ∈ I−(γ2). From
the inequality∫to
c
1√
α2(s)
ds < bc22
(y2) = lim
t→b
(∫ t
c
1√
α2(s)
ds− d2(y2, c
2
2(t))
)
,
there exists t ′ > to big enough such that∫t ′
to
1√
α2(s)
ds > d2(y2, c
2
2(t
′)).
From continuity, we can find positive constants µ1, µ2, with µ1 + µ2 = 1, such that

∫t ′
t0
√
µ2
α2(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > d2(y2, c
2
2(t
′))
∫t ′
t0
√
µ1
α1(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > 0.
So, if we take xo1 close enough to c
2
1(t
′) so that
d1(x
o
1 , c
2
1(t
′)) <
∫ t ′
to
√
µ1
α1(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds,
Prop. 3.2 ensures that (to, xo1 , y2)≪ γ2(t ′), and thus, q = (to, xo1 , y2) ∈ I−(γ2).
On the other hand, for any pair of positive constants µ1, µ2 > 0 with µ1 + µ2 = 1,
necessarily
∫ t
to
√
µ2
α2(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds <
∫t
to
1√
α2(s)
ds < d2(y2, c
1
2(t)) for all t > t
0,
where (33) has been used in the last inequality. Therefore, from Prop. 3.2, q 6≪ γ1(t)
for all t > to, and thus, q 6∈ I−(γ1).
Lemma 5.9. Let γ : [ω,Ω) → V, γ(t) = (t, c1(t), c2(t)) be a future-directed timelike
curve with c1(t) → x∗1 ∈ MC1 . If σ = {(tn, xn1 , c2(tn))}n ⊂ V satisfies {tn}n → Ω and
xn1 → x∗1, then I−(γ) ⊂ LI({I−(tn, xn1 , c2(tn))}n).
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Proof. Assume by contradiction the existence of some point q = (to, xo1 , x
o
2) ∈ I−(γ)
such that q 6≪ (tn, xn1 , c2(tn)) for infinitely many n. From the open character of the
chronological relation, we can assume that xo1 6= x∗1. Moreover, for ǫ > 0 small enough,
it follows that qǫ = (t
o + ǫ, xo1 , x
o
2) ∈ I−(γ).
Assume that, up to a subsequence, qǫ ≪ γ(tn) for all n. From Prop. 3.2, there
exist positive constants µn1 , µ
n
2 > 0, with µ
n
1 + µ
n
2 = 1, such that
∫tn
to+ǫ
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > di(x
o
i , ci(tn)) for i = 1, 2.
We can assume without restriction that {µni }n converges to some point µ
∗
i , i = 1, 2.
Since qǫ 6∈ I−((tn, xn1 , c2(tn))) (recall that q 6≪ (tn, xn1 , c2(tn))), necessarily
(d1(x
o
1 , c1(tn)) <)
∫tn
to+ǫ
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds 6 d1(x
o
1 , x
n
1 ),
the last inequality by Prop. 3.2. From the hypothesis, the first and third element in
previous expression converge to d1(x
o
1 , x
∗
1) > 0. Moreover, from (31), the integral in the
middle is also finite. Hence,

∫tn
to+ǫ
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds


n
→
∫Ω
to+ǫ
√
µ∗1
α1(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds = d1(x
o
1 , x
∗
1) <∞.
(34)
In particular, since xo1 6= x∗1, necessarily µ∗1 6= 0, and so,
∫Ω
to
√
µ∗1
α1(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds > d1(x
o
1 , x
∗
1). (35)
Finally, from (34) and (35),
∫tn
to
√
µn1
α1
(
2∑
k=1
µnk
αk
)−1/2
ds > d1(x
o
1 , x
n
1 ) for n big enough,
which implies that q = (to, xo1 , x
o
2) ∈ I−((tn, xn1 , c2(tn))) for n big enough, a contradic-
tion.
This Lemma has the following direct consequence:
Lemma 5.10. Let γi : [ω,b) → V, γi(t) = (t, ci1(t), c2(t)), i = 1, 2, be future-directed
timelike curves. If ci1(t)→ x∗1 ∈MC1 , i = 1, 2, then I−(γ1) = I−(γ2).
Proof. Let us focus on the inclusion to the right (the other one is analogous). Consider
the sequence σ = {(tn, c
2
1(tn), c2(tn))}n, where {tn}n ր ∞. For any p ∈ I−(γ1),
Lemma 5.9 ensures the existence of n0 such that p ∈ I−((tn, c21(tn), c2(tn))) ⊂ I−(γ2)
for all n > n0, as desired.
Lemma 5.11. Let γi : [ω,b) → V, γi(t) = (t, c1(t), ci2(t)), i = 1, 2, be future-directed
timelike curves. If bc12
= bc22
, then I−(γ1) = I−(γ2).
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Proof. Since the first warping integral is finite (recall (31)), the spatial component c1
admits some limit point x∗1 ∈MC1 . Assume by contradiction that, say, q = (to, xo1 , xo2) ∈
I−(γ2) \ I−(γ1). It is not a restriction to additionally assume that xo1 6= x∗1. Let ǫ > 0
small enough such that qǫ = (t
o + ǫ, xo1 , x
o
2) ∈ I−(γ2) \ I−(γ1). Since qǫ ∈ I−(γ2),
there exists an increasing sequence {tn} ր b such that qǫ ≪ γ2(tn) for all n. Then,
from Prop. 3.2, there exist positive constants µn1 , µ
n
2 > 0, with µ
n
1 + µ
n
2 = 1, for each
n, such that 

∫tn
to+ǫ
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > d1(x
o
1 , c1(tn))
∫tn
to+ǫ
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > d2(x
o
2 , c
2
2(tn)).
(36)
It is not a restriction to assume that each sequence {µni }n is convergent to µ
∗
i for i = 1, 2.
Next, we are going to prove that the sequences can be chosen satisfying µ∗1 6= 1:
Claim. The sequences {µni }n can be chosen so that µ
∗
1 6= 1 (and thus, µ∗2 6= 0).
Proof of the Claim. Let us prove that, if we have a sequence {tn}n such that q =
(to, xo1 , x
o
2)≪ γ(tn) = (tn, c1(tn), c2(tn)), we can find sequences {µni }n, with µn1+µn2 =
1, which converge, up to a subsequence, to µ∗1 6= 1 and µ∗2 6= 0, such that∫ tn
to
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− di(x
o
i , ci(tn)) > 0 for i = 1, 2. (37)
Observe that Prop. 3.2 ensures the existence of such convergent sequences {µni }n without
the statement about the limits. Assume that µ∗1 = 1. By using standard arguments
(that is, working with the point qǫ = (t
o+ǫ, xo1 , x
o
2) as before, and recalling that µ
n
1 >
1
2
for n big enough), we can take limits on (37) preserving the strict inequality. So,
lim
n→∞

∫tn
to
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− d1(x
o
1 , c1(tn))

 = ∫b
to
1√
α1(s)
ds−d1(x
o
1 , x
∗
1) > 0
where c1(tn)→ x∗1. Now take µ∗2 > 0 small enough such that µ∗1 = 1−µ∗2 > 0 and such
that ∫b
to
√
µ∗1
α1(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds− d1(x
o
1 , x
∗
1) > 0
Now, define µn1 = µ
n
1 − µ
∗
2 and µ
n
2 = µ
n
2 + µ
∗
2. As µ
n
1 → 1, we have that µn1 > 0 for
large n and that µn1 → µ∗1, therefore by the Dominated Convergence Theorem (recall
the integral condition for α1) we have:∫b
to
√
µ∗1
α1(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
ds = limn
∫tn
to
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds,
Hence,
limn

∫tn
to
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− d1(x
o
1 , c1(tn))

 > 0,
and so for large n we can take µn1 and µ
n
2 satisfying∫ tn
to
√
µn1
α1(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− d1(x
o
1 , c1(tn)) > 0.
24
Moreover, as µn1 < µ
n
1 and µ
n
2 > µ
n
2 , it easily follows that:
∫tn
to
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds >
∫ tn
to
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds
(
> d2(x
0
2, c2(tn))
)
.
In conclusion, equation (37) is also true with the sequences {µni }n and {µ
n
1 }n → µ∗1 =
1− µ∗2 6= 1, which proves the claim.
Continuing with the proof of the lemma, note that γ1 and γ2 share the same first
spatial component c1, the first integral condition (36) coincides for both curves. There-
fore, since qǫ 6∈ I−(γ1), necessarily (recall Prop. 3.2):
d2(x
o
2 , c
1
2(tn)) >
∫tn
to+ǫ
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds
(
> d2(x
o
2 , c
2
2(tn))
)
. (38)
Moreover, from the hypothesis, bc12
(xo2) = bc22
(xo2). So, from the definition of Busemann
function,
lim
n
(
d2(x
o
2 , c
1
2(tn)) − d2(x
o
2 , c
2
2(tn))
)
= 0. (39)
From (38) and (39)
lim
n

∫tn
to+ǫ
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− d2(x
o
2 , c
1
2(tn))

 = 0. (40)
On the other hand, from the claim, the sequence of positive constants {µn2 }n does
not converge to 0, so there exists K > 0 such that
∫to+ǫ
to
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > K > 0 for n big enough. (41)
So, putting together (40) and (41) we obtain that
lim
n

∫ tn
to
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds− d2(x
o
2 , c
1
2(tn))

 > 0,
and thus,
∫ tn
to
√
µn2
α2(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
ds > d2(x
o
2 , c
1
2(tn)) for n big enough.
From Prop. 3.2, necessarily q ∈ I−(γ1), a contradiction.
As a direct consequence of Lemmas 5.10 and 5.11, we obtain:
Proposition 5.12. Let γi : [ω,b) → V, γi(t) = (t, ci1(t), ci2(t)), i = 1, 2, be future-
directed timelike curves. If ci1(t) → x∗1 ∈ MC1 , i = 1, 2, and bc12 = bc22, then I
−(γ1) =
I−(γ2).
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Proof. Let c1 : [ω,b) → M1 be a curve with c1(t) → x∗1 such that the curves γi :
[ω,∞)→ V , γi(t) = (t, c1(t), ci2(t)), i = 1, 2, are future-directed timelike. From Lemma
5.10, I−(γi) = I−(γi), i = 1, 2. But γ1, γ2 share the same first spatial components, and
their second spatial components define the same Busemann function. Hence, Lemma
5.11 ensures that I−(γ1) = I−(γ2), as required.
Summarizing, if we put together Props. 5.4, 5.8 and 5.12, we deduce the following point
set structure for the future c-completion of (V, g):
Theorem 5.13. Let (V, g) be a doubly warped spacetime as in (16), and assume that
the integral conditions (31) hold. Then, there exists a bijection
Vˆ ↔ MC1 × (B(M2) ∪ {∞}) ≡ ((a, b)×MC1 ×MC2 ) ∪MC1 × (B(M2) ∪ {∞}) . (42)
This bijection maps each indecomposable past set P = I−(γ) ∈ Vˆ, where γ : [ω,Ω)→ V,
γ(t) = (t, c1(t), c2(t)), is any curve generating P, to a pair (x
∗
1, bc2), where x
∗
1 ∈ MC1
is the limit point of the curve c1. If Ω < b, then bc2 = d(Ω,x∗2), where x
∗
2 is the limit
point of c2 (see (11)), and thus, P can be also identified with the limit point (Ω,x
∗
1, x
∗
2)
of γ (recall Prop. 5.4).
5.2.2 Topological Structure
Next, we are going to extend previous study to a topological level, showing that the
bijection obtained above is actually a homeomorphism when the corresponding product
topology on MC1 × (B(M2) ∪ {∞}) is considered.
To this aim, we only need to prove the following equivalence: given P ≡ (x∗1, bc2) ∈ Vˆ
and {Pn}n ≡ {(xn1 , bcn2 )}n ⊂ Vˆ,
P ∈ Lˆ({Pn}n) ⇐⇒ xn1 → x∗1 and bc2 ∈ Lˆ({bcn2 }n). (43)
Under the hypothesis of MC1 and M
C
2 being locally compact, the equivalence (43) for
the case bc2 ≡ d(Ω,x2) is already proved in Prop. 5.6. In fact, if Pn = I−(γn) with
γn : [ω,Ωn) → V , then Ωn < b for n big enough. In particular, bcn2 ≡ d(Ωn,xn2 )
with xn2 ∈MC2 (see (11)). Moreover, Prop. 5.6 implies that (Ωn, xn1 , xn2 )→ (Ω,x∗1, x∗2).
Hence, {d(Ωn,xn2 )}n converges pointwise to d(Ω,x2), and thus, d(Ω,x2) ∈ Lˆ({d(Ωn,xn2 )}n)
(see Prop. 2.5). So, to finish the proof of (43), we can focus just on the case bc2 ∈
B(M2).
We begin with some preliminary results.
Lemma 5.14. Let P, P ′ ∈ Vˆ and {Pn}n ⊂ Vˆ, and assume that P ≡ (x1, bc2), P ′ ≡
(x ′1, bc ′2) and Pn ≡ (xn1 , bcn2 ) belong to MC1 × (B(M2) ∪ {∞}) for all n (recall the iden-
tification in (42)). Then, the following statements hold:
(i) If x1 = x
′
1, then
bc2 6 bc ′2 ⇐⇒ P ⊂ P
′.
(ii) If xn1 → x1, then
P ⊂ LI({Pn}n) ⇐⇒ bc2 6 lim infn({bcn2 }n).
Proof. Let γ : [ω,Ω)→ V , γ ′ : [ω ′,Ω ′)→ V and γn : [ωn,Ωn)→ V be future-directed
timelike curves generating P, P ′ and Pn, resp.
(i) First, let us prove the implication to the left. Assume that γ(t) = (t, c1(t), c2(t))
and γ ′(t) = (t, c ′1(t), c
′
2(t)) satisfy that c1(t) → x1, c ′1(t) → x1 and bc2 , bc ′2 are their
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Busemann functions. Consider the future-directed timelike curves σ(t) = (t, c2(t)) and
σ ′(t) = (t, c ′2(t)) in the Generalized Robertson-Walker spacetime(
(a, b) ×M2,−dt2 + α2g2
)
.
Since P ⊂ P ′, necessarily P(bc2) = I−(σ) ⊂ I−(σ ′) = P(bc ′2), and thus, bc2 6 bc ′2 (recall
(9) and (10)).
For the implication to the right, assume that x1 = x
′
1 and bc2 6 bc ′2 . It suffices
to show the existence of a sequence σ = (tn, y
n
1 , c2(tn)) with {tn}n ր Ω, satisfying
{yn1 }n → x1 and σ ⊂ P ′. In fact, in this case, Lemma 5.9 ensures that P ⊂ LI(σ) and,
taking into account that σ ⊂ P ′, necessarily P ⊂ P ′.
To this aim, take {tn}n ր Ω and observe that, by hypothesis, bc2 6 bc ′2 . So, in
the Generalized Robertson-Walker spacetime
(
(a, b)×M2,−dt2 + α2g2
)
, the inclusion
P(bc2) ⊂ P(bc ′2) holds (recall equations (9) and (10)). In particular, since the future-
directed timelike curves σ(t) = (t, c2(t)) and σ
′(t) = (t, c ′2(t)) satisfy I
−(σ) = P(bc2)
and I−(σ ′) = P(bc ′2), there exists a sequence {sn}n, with {sn}n ր Ω ′, such that σ(tn) =
(tn, c2(tn)) ≪ (sn, c ′2(sn)) = σ ′(sn). Let us show that σ = {(tn, c ′1(sn), c2(tn))}
is the required sequence. From construction and the fact that (tn, c
′
1(sn), c2(tn)) ≪
(sn, c
′
1(sn), c
′
2(sn)) in V for all n, necessarily σ ⊂ P ′. Moreover, since {sn}n ր Ω ′,
necessarily c ′1(sn)→ x ′1 = x1, as desired.
(ii) For the implication to the right, assume that P ⊂ LI({Pn}n) and let us show that
bc2 6 lim inf({bcn2 }n). Denote by σ(t) = (t, c2(t)) and σn(t) = (t, c
n
2 (t)) future-directed
timelike curves in the Generalized Robertson Walker model(
(a, b) ×M2,−dt2 + α2g2
)
.
Since P ⊂ LI({Pn}n), necessarily
P(bc2) = I
−(σ) ⊂ LI({I−(σn)}n) = LI({P(bcn2 )}n)
(where we are considering past sets in the associated Generalized Robertson Walker
model), and the conclusion follows from (13).
For the implication to the left, assume that bc2 6 lim infn({bcn2 }n) and let us
prove that P ⊂ LI({Pn}n). Let {tk} ր Ω be an arbitrary sequence. For each k, and
from the timelike character of γ, we have (tk, c2(tk)) ≪ (t, c2(t)) in the Generalized
Robertson-Walker spacetime
(
(a, b)×M2,−dt2 + α2g2
)
for all t > tk. From (7) and
the increasing character of (8),
∫ tk
c
1√
α2(s)
ds < bc2(c2(tk)) = lim
t→Ω
(∫t
c
1√
α2(s)
ds− d2(c2(tk), c2(t))
)
.
Since bc2 6 lim inf({bcn2 }n), there exists an increasing sequence {nk}k such that∫ tk
c
1√
α2(s)
ds < bcn2 (c2(tk)) = limr→Ωn
(∫r
c
1√
α2(s)
ds− d2(c2(tk), c
n
2 (r))
)
∀ n > nk.
(44)
For each nk 6 n < nk+1, consider rn ∈ [ωn,Ωn) such that∫ tk
c
1√
α2(s)
ds <
∫rn
c
1√
α2(s)
ds− d2(c2(tk), c
n
2 (rn)), d1(c
n
1 (rn), x
n
1 ) <
1
2n
, (45)
27
(for the first inequality recall (44); for the second one, recall that cn1 (t) → xn1 ). From
the first inequality, it follows that
(tk, c2(tk))≪ (rn, cn2 (rn)) for nk 6 n < nk+1 and all k.
However, since {(tk, c2(tk))} is a chronological chain, previous chronological relation is
true for all n > nk: in fact, if n > nk, there exists k
′(> k) such that nk ′ 6 n <
nk ′+1. As we have noted before (tk ′ , c2(tk ′))≪ (rn, cn2 (rn))) but, taking into account
(tk, c2(tk))≪ (tk ′ , c2(tk ′)), necessarily (tk, c2(tk))≪ (rn, cn2 (rn))).
Next, define the sequence σ = {(ln, c
n
1 (rn), c2(ln))}n, where ln := tk if nk 6
n < nk+1. Since {tk}k ր Ω, necessarily {ln}n → Ω. Moreover, since (tk, c2(tk)) ≪
(rn, c
n
2 (rn)),
(ln, c
n
1 (rn), c2(ln)) = (tk, c
n
1 (rn), c2(tk))≪ (rn, cn1 (rn), cn2 (rn)) = γn(rn),
hence (ln, c
n
1 (rn), c2(ln)) ∈ Pn for all n. Finally, note that σ satisfies the conditions of
Lemma 5.9, as {ln}n → Ω and cn1 (rn) → x1 (recall that cn1 (t) → xn1 , xn1 → x1 from
hypothesis and the second inequality in (45)). Therefore,
P ⊂ LI({I−(ln, cn1 (rn), c2(ln))}n) ⊂ LI({Pn}),
as desired.
Proposition 5.15. Let P ∈ Vˆ and {Pn}n ⊂ Vˆ, and assume that P ≡ (x1, bc2) and
Pn ≡ (xn1 , bcn2 ) (in MC1 × (B(M2) ∪ {∞})) for all n. Then, P ∈ Lˆ({Pn}n) if, and only if,
xn1 → x1 and bc2 ∈ Lˆ({bcn2 }n).
Proof. For the implication to the right, and reasoning as in the proof of Thm. 5.7, it
follows that xn1 → x1 (recall the finite warping integral in (31) and Remark 5.3). Hence,
we will focus on bc2 ∈ Lˆ({bcn2 }). From Lemma 5.14 and the fact that P ∈ Lˆ({Pn}n),
necessarily bc2 6 lim inf({bcn2 }n). So, bc2 ∈ Lˆ({bcn2 }) follows if we prove that bc2 is
maximal into lim sup({bcn2 }n). Consider any bc2 such that bc2 6 bc2 6 limsup({bcn2 }n),
and consider the associated past set P ≡ (x1, bc2). Up to a subsequence, we can assume
that bc2 6 lim inf({bcn2 }n). From Lemma 5.14, P ⊂ P and P ⊂ LI({Pn}n). But P
is maximal into the superior limit of the sequence {Pn}n, so necessarily P = P. From
Prop. 5.8 we have that bc2 = bc2 so the maximal character of bc2 into lim sup({bcn2 }n)
is obtained.
For the implication to the left, first note that P ⊂ LI({Pn}n) (recall Lemma 5.14
and the definition of Lˆ for Busemann functions (14)). So, we only need to focus on the
maximal character of P into LS({Pn}). Take P an indecomposable past set with P ⊂ P
and maximal into LS({Pn}), and let us prove that P = P. Assume that P ≡ (x1, bc2).
Up to a subsequence, we can also assume that P ⊂ LI({Pn}), hence P ∈ Lˆ({Pn}). Hence,
from previous part, xn1 → x1. But, by hypothesis, xn1 → x1, obtaining that x1 = x1.
Once this is observed, Lemma 5.14 ensures both, bc2 6 bc2 and bc2 6 lim sup({bcn2 }).
Since bc2 ∈ Lˆ({bcn2 }), necessarily bc2 = bc2 , and so, P = P (recall Prop. 5.12).
Summarizing, we are in conditions to deduce the following result:
Theorem 5.16. Let (V, g) be a doubly warped spacetime as in (16), and assume that
the integral conditions in (31) are satisfied. If MC1 and M
C
2 are locally compact, the
bijection (42) becomes a homeomorphism.
Proof. From Prop. 5.6, the bijection between Vˆ \ ∂ˆbV and (a, b) ×MC1 ×MC2 is a
homeomorphism if we assume that MC1 and M
C
2 are locally compact. From Prop. 5.15,
the homeomorphism can be extended to the bijection (42).
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6 The past c-completion of doubly warped spacetimes
Obviously, similar arguments provide the corresponding results for the past c-completion:
Theorem 6.1. Let (V, g) be a doubly warped spacetime as in (16), and assume that
the integral conditions∫ c
a
1√
αi(s)
ds <∞, i = 1, 2 for some c ∈ (a, b). (46)
hold. Then, there exists a bijection
Vˇ ↔ [a, b)×MC1 ×MC2 (47)
which maps each IF F ∈ Vˇ to the limit point (Ω,x1, x2) ∈ [a, b) ×MC1 ×MC2 of any
past-directed timelike curve generating F. Moreover, if MC1 and M
C
2 are locally compact,
then this bijection becomes a homeomorphism.
Theorem 6.2. Let (V, g) be a doubly warped spacetime as in (16), and assume that
the integral conditions∫ c
a
1√
α1(s)
ds <∞ and ∫ c
a
1√
α2(s)
ds =∞, (48)
hold. Then, there exists a bijection
Vˇ ↔ MC1 × (B(M2) ∪ {−∞}) ≡ ((a, b)×MC1 ×MC2 ) ∪MC1 × (B(M2) ∪ {∞}) . (49)
This bijection maps each indecomposable future set F = I+(γ) ∈ Vˇ, where γ : [ω,−Ω)→
V, γ(t) = (−t, c1(t), c2(t)), is any curve generating F, to a pair (x
∗
1, b
−
c2
), where x∗1 ∈
MC1 is the limit point of the curve c1. If −Ω > a, then b
−
c2
= d−
(Ω,x∗2)
, where x∗2 is
the limit point of c2 (see (15)), and thus, F can be also identified with the limit point
(Ω,x∗1, x
∗
2) of γ.
7 The total c-completion of doubly warped spacetimes
We are now in conditions to construct the (total) c-completion of doubly warped space-
times by merging appropriately the future and past c-boundaries obtained in previous
section.
To this aim, first we need to determine the S-relation between indecomposable sets.
So, let γ : [ω,Ω)→ V , γ(t) = (t, c1(t), c2(t)), be an inextensible future-directed timelike
curve. Clearly, if Ω = b then ↑ I−(γ) = ∅, and there are no IFs S-related to I−(γ). So,
we will focus on the case Ω < b.
Proposition 7.1. Let (V, g) be a doubly warped spacetime and consider a future-directed
(resp. past-directed) timelike curve γ with associated endpoint (Ω+, x∗1, x
∗
2) ∈ (a, b) ×
MC1 ×MC2 (resp. (Ω−, y∗1, y∗2) ∈ (a, b) ×MC1 ×MC2 ). Then
↑ I−(γ) = {(t, x1, x2) ∈ V | ∃µ1, µ2 > 0 such that∫t
Ω+
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(xi, x
∗
i ), i = 1, 2.}
(50)
(resp. ↓ I+(γ) = {(t, x1, x2) ∈ V | ∃µ1, µ2 > 0 such that∫Ω−
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(xi, y
∗
i ), i = 1, 2}).
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As consequence, if P ∈ Vˆ and F ∈ Vˇ are associated to (Ω+, x∗1, x∗2) and (Ω−, y∗1, y∗2) in
(a, b)×MC1 ×MC2 , resp, then the following equivalence holds:
P ∼S F ⇐⇒ Ω− = Ω+ and x∗i = y∗i ∈MCi , i = 1, 2.
Proof. Assume that γ : [ω,Ω+)→ V , γ(t) = (t, c1(t), c2(t)), is a future-directed causal
curve with associated endpoint (Ω+, x∗1, x
∗
2) ∈ (a, b) ×MC1 ×MC2 (for the past is anal-
ogous). We need to show that ↑ I−(γ) = A(Ω,x∗1,x∗2), where
A(Ω+,x∗1,x
∗
2)
:= {(r, x1, x2) ∈ V | ∃µ1, µ2 > 0 such that∫r
Ω+
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
dt > di(xi, x
∗
i ), i = 1, 2}.
For the inclusion to the right, take (r, x1, x2) ∈↑ I−(γ) and ǫ > 0 small enough so
that (r− ǫ, x1, x2) ∈↑ I−(γ) (recall that the common future is open). For any sequence
{tn}n ր Ω+ we have γ(tn) ≪ (r − ǫ, x1, x2) for all n. From Prop. 3.2 there exist
constants µn1 , µ
n
2 > 0, with µ
n
1 + µ
n
2 = 1 for all n, such that
∫r−ǫ
tn
√
µni
αi(s)
(
2∑
k=1
µnk
αk(s)
)−1/2
dt > di(xi, ci(tn)) i = 1, 2.
Then, by the standard limit process, we deduce the following inequalities:
∫r−ǫ
Ω+
√
µ∗i
αi(s)
(
2∑
k=1
µ∗k
αk(s)
)−1/2
dt > di(xi, x
∗
i ), i = 1, 2,
where µ∗i is the limit (up to a subsequence) of {µ
n
i }. Now observe that some of previous
inequalities become strict if we replace r − ǫ by r. So, a small variation of µ∗1 and µ
∗
2
if necessary (concretely, if one of these constants is zero), provides positive constants
µ ′1, µ
′
2 > 0 satisfying
∫r
Ω+
√
µ ′i
αi(s)
(
2∑
k=1
µ ′k
αk(s)
)−1/2
dt > di(xi, x
∗
i ), i = 1, 2.
In particular, (r, x1, x2) ∈ A(Ω,x∗1,x∗2), and so, ↑ I−(γ) ⊂ A(Ω,x∗1,x∗2).
For the inclusion to the left, assume that (r, x1, x2) ∈ A(Ω,x∗1,x∗2). By the continuity
of both, the integral with respect to the lower limit of integration and the distance
function, and the convergence of γ(t) = (t, c1(t), c2(t)) to (Ω,x
∗
1, x
∗
2), we deduce that
∫r
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
> di(xi, ci(t)) for large t.
So, from Prop. 3.2, γ(t)≪ (r, x1, x2) for all t, which implies (r, x1, x2) ∈↑ I−(γ).
For the last assertion, assume that P is associated to (Ω+, x∗1, x
∗
2) ∈ (a, b) ×MC1 ×
MC2 . From the first part of this proposition, ↑ P = I+(σ), where σ is a past-directed
timelike curve converging to (Ω+, x∗1, x
∗
2). So, F = I
+(σ) is the unique maximal IF into
the common future of P. Reasoning analogously we deduce that P is the unique maximal
IP into the common past of F. In conclusion, P is S-related just with the indecomposable
future set F, and vice versa.
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From this result it is clear that V is simple as a point set (see Defn. 2.3). On the
other hand, if we define
∂bV := ∂ˆbV ∪ ∂ˇbV,
the following identification is deduced:
V \ ∂bV ↔ (a, b) ×MC1 ×MC2 .
In particular, ∂V \∂bV can be identified with a cone with base (MC1 ×MC2 )\(M1×M2).
Moreover, if we assume that both MC1 ,M
C
2 are locally compact, Prop. 5.6 ensures that
previous bijection is a homeomorphism. Particularly, this proves that, given (P, F) ∈
V \ ∂bV ,
P ∈ Lˆ({Pn}) ⇐⇒ F ∈ Lˇ({Fn})
for any sequence {(Pn, Fn)}n ∈ V. Hence, V \ ∂bV is also simple topologically.
Finally, the following lemma ensures that the line over each point (x∗1, x
∗
2) ∈ (MC1 ×
MC2 ) \ (M1 ×M2) is timelike:
Lemma 7.2. If (P, F), (P ′, F ′) ∈ ∂V\∂bV, with (P, F) ≡ (Ω,x∗1, x∗2), (P ′, F ′) ≡ (Ω ′, x∗1, x∗2)
in (a, b)×MC1 ×MC2 , satisfy that a < Ω < Ω ′ < b then (P, F)≪ (P ′, F ′).
Proof. Take t = (Ω+Ω ′)/2 and µ1 = µ2 = 1/2. For i = 1, 2, consider yi close enough
to x∗i so that 

∫Ω ′
t
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(yi, x
∗
i )
∫t
Ω
√
µi
αi(s)
(
2∑
k=1
µk
αk(s)
)−1/2
ds > di(yi, x
∗
i ),
i = 1, 2.
From Prop. 5.1 (and its past analogous) we deduce that (t, y1, y2) ∈ F∩ P ′, as desired.
The S-relation described in Prop. 7.1 implies that each pair (P, F) ∈ V is determined
by any of its non-empty components, that is, V is simple as a point set. Even more,
from Prop. 5.6 and the definition of the chronological limit (see (4) and (5)), V is
topologically simple as well (recall Defn. 2.3); concretely, if (P, F) ∈ V, P 6= ∅, and
σ = {(Pn, Fn)}n ⊂ V, then (P, F) ∈ Lchr(σ) if, and only if, P ∈ Lˆchr({Pn}n). Therefore,
in order to determine the, pointwise and topological, structure of the (total) c-boundary,
it suffices to study the partial boundaries. Consequently, we will describe V in two
different ways, according to our convenience, namely:
V = (a, b)×MC1 ×MC2 ∪ ∂ˆbV ∪ ∂ˇbV = Vˆ ∪ ∂ˇbV = ∂ˆbV ∪ Vˇ.
Restricting conveniently, the open sets of V containing a pair (P, F) can be viewed as:
(i) open sets in (a, b)×MC1 ×MC2 if P 6= ∅ 6= F, (ii) open sets in Vˆ if F = ∅ or (iii) open
sets in Vˇ if P = ∅.
It rests to determine the causal structure of V. This is contained in the following
result, which summarizes all the information about the (total) c-completion of doubly
warped spacetimes:
Theorem 7.3. Let (V, g) be a doubly warped spacetime as in (16). Then, there exists
a homeomorphism
V \ ∂bV ↔ (a, b) ×MC1 ×MC2 ,
where each line {(t, x∗1, x
∗
2) : t ∈ (a, b), (x∗1, x∗2) ∈MC1 ×MC2 } is timelike. Moreover:
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(i) If (29) and (46) hold, then ∂bV is homeomorphic to a couple of spacelike copies
of MC1 ×MC2 . As consequence, we have the following homeomorphism:
V ≡ [a, b]×MC1 ×MC2 pointwise and topologically. (51)
(ii) If (29) and (48) hold, then ∂bV has a copy of MC1 ×MC2 for the future, with
spatial causal character; and a copy of MC1 × (B(M2) ∪ {∞}) for the past. This
second set can be seen as a cone with base MC1 × ∂B(M2) generated by horismotic
lines over each pair (x∗1, [bc2 ]) ending at the point (x
∗
1,∞). As consequence, we
have the following homeomorphism
V ≡
{
Vˆ ∪ ∂ˇbV ↔ ((a, b]×MC1 ×MC2 ) ∪ (MC1 × (B(M2) ∪ {∞}))
∂ˆbV ∪ Vˇ ↔ ({b}×MC1 ×MC2 ) ∪ (MC1 × (B(M2) ∪ {∞})) .
(iii) If (31) and (46) hold we have a structure analogous to (ii), but interchanging the
roles of future and past.
(iv) If (31) and (48) hold, then ∂bV has two copies of the space MC1 ×(B(M2) ∪ {∞}),
one for the future and the other one for the past, formed by horismotic lines over
each point (x∗1, [bc2 ]) ∈MC1×∂B(M2) ending at the point (x∗1,∞). As consequence,
V ≡
{
Vˆ ∪ ∂ˇbV ↔ (MC1 × (B(M2) ∪ {∞})) ∪ (MC1 × (B(M2) ∪ {∞}))
∂ˆbV ∪ Vˇ ↔ (MC1 × (B(M2) ∪ {∞})) ∪ (MC1 × (B(M2) ∪ {∞})) .
Proof. As we have argued before, the first assertion about the point set topological and
causal structure of V \ ∂bV is a direct consequence of Props. 5.4, 5.6 (and its past
analogous), 7.1 and Lemma 7.2. So, we will focus on the rest of assertions.
(i) The point set and topological structure are straightforward from Thms. 5.7 and
6.1. So, we only need to prove that ∂bV = ∂ˆbV ∪ ∂ˇbV is spacelike. Take
(P, ∅), (P ′, ∅) ∈ ∂bV two different boundary points (for TIFs is completely analo-
gous). By using the identification in (51), we can assume that (P, ∅) ≡ (b, x∗1, x∗2)
and (P ′, ∅) ≡ (b, y∗1, y∗2) with (x∗1, x∗2) 6= (y∗1, y∗2). From the proof of Prop. 5.2
(recall also Rem. 5.3) it follows both, P 6⊂ P ′ and P ′ 6⊂ P, thus (P, ∅) and (P ′, ∅)
are neither timelike nor lightlike related, i.e., they are spatially related.
(ii) The point set and topological structure are deduced from Thm. 5.7 and Thm.
6.2. For the causal structure, let us take two points (P, ∅), (P ′, ∅) ∈ ∂bV over
the same point (x∗1, [bc]) ∈MC1 × ∂BM2. Hence, we can make the identifications
(P, ∅) ≡ (x∗1, bc1) and (P ′, ∅) ≡ (x∗1, bc2) with bc1 − bc2 = K, K constant. If we
assume that K > 0, then bc1 > bc2 , and so, P
′ ⊂ P (recall Lemma 5.14), i.e., both
points are lightlike related (the case with K < 0 is completely analogous).
Finally, assertions (iii) and (iv) are easily deduced from (i) and (ii).
Remark 7.4. (1) Of course, the four cases considered in previous theorem do not cover
all the possibilities compatible with the finiteness of at most one warping integral (since
the finite warping integral may not be necessarily the last one). However, the structure
of the c-completion for these additional cases are easily deducible from our approach,
and can be considered an easy exercise for the reader.
(2) In order to simplify the exposition, we have considered along this paper multi-
warped spacetimes with just two fibers. Nevertheless, the corresponding results for the
general case of n fibers can be easily deduced by the reader (see, for instance, Section
8).
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8 Some examples of interest
In this section we are going to apply our results to compute the c-completion of some
spacetimes of physical interest. Concretely, we will consider some Kasner models, the
intermediate region of Reissner-Nordstro¨m and de Sitter models with (non necessarily
compact) internal spaces.
Kasner models
Generalized Kasner models are multiwarped spacetimes (V, g) where V = (0,∞) × Rn
and
g = −dt2 + t2p1dx21 + · · · + t2pndx2n, (p1, . . . , pn) ∈ Rn. (52)
These models are solutions to the vacuum Einstein equations if (p1, . . . , pn) ∈ Rn
belongs to the so-called Kasner sphere, i.e., if it satisfies
n∑
i=1
pi = 1 =
n∑
i=1
p2i .
Even if this condition does not fall under the hypotheses of our results, this does not
cover all the cases of interest, and so, we are not going to assume it.
As far as we know, the c-boundary of these models can be faced in two different
ways. On the one hand, by using Harris’ result (Thm. 1.1); taking into account that the
fibers are complete, this result gives a full description of the future c-boundary when
pi > 1 for all i, and provides some partial information in the other cases. On the
other hand, these models have been studied by Garc´ıa-Parrado and Senovilla in [27] by
using the isocausal relation. They essentially prove that, depending on the values of
the constants p1, . . . , pn, the corresponding Kasner model is isocausal to a particular
Robertson-Walker model whose c-boundary is well-known. This may be useful, since,
although the c-boundary of isocausal spacetimes may be different (see [28]), they can
share some qualitative properties (see [21]).
Of course, Thm. 5.7 parallels Harris’ result for Kasner models when pi > 1 for
all i. However, now we can go a step further and give a complete description of the
c-boundary when
pi > 1 for 1 6 i 6 k, pi = q for k+ 1 6 i 6 n and
∫∞
1
1
tq
dt =∞.
In this case we can write
V = (0,∞)× Rk × Rn−k, g = −dt2 + k∑
i=1
t2pidx2i + t
2q
(
n∑
i=k+1
dx2i
)
,
In particular, ∫∞
1
dt
tpi
<∞, i = 1, . . . , k, ∫∞
1
dt
tq
=∞.
Therefore, the spacetime falls under the hypotheses of (the obvious multiwarped version
of) Thm. 5.16 (essentially, with M1 = R
k and M2 = R
n−k), which provides the
following homeomophism:
Vˆ ↔ ((0,∞) × Rn) ∪ (Rk × (B(Rn−k) ∪ {∞})) .
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So, taking into account that (see, for instance, [29, Section 5.1])
B(Rn−k) ≡ R× Sn−k−1,
we immediately deduce that
∂ˆV ↔ Rk × ((R× Sn−k−1) ∪ {∞}) .
The intermediate Reissner-Nordstro¨m
The Reissner-Nordstro¨m model is a spacetime (V, g), where V = R×R× S2 and
g = −
(
1−
2m
r
+
q2
r2
)
dt2 +
(
1−
2m
r
+
q2
r2
)−1
dr2 + r2(dθ2 + sin2θdφ2).
This metric degenerates at the zeros of the function f(r) = (1 − 2m/r + q2/r2), which
depend on the parameters m (mass) and q (charge). For our purposes we will require
that q 6 m, which ensures the zeros r± = m
(
1±
√
1− q2/m2
)
for f. The intermediate
region of the Reissner-Nordstro¨m is the spacetime (VI, g), where VI = R× (r−, r+)×S2.
Taking into account that f(r) < 0 on (r−, r+), the metric g can be rewritten on VI
as
g = −f(r)dt2 +
1
f(r)
dr2 + r2dσ2 = −dτ2 + r(τ)2dσ2 − F(τ)dt2, (53)
where
dτ := −
dr√
f(r)
=
dr√
−1+ 2m/r− q2/r2
and F(τ) = f(r(τ)).
Note that τ ranges in a finite interval (a, b), and so, (VI, g) clearly corresponds with
the standard form of a doubly warped spacetime where VI = (a, b) × S2 × R. In order
to proceed with the analysis of the c-completion of (VI, g), we need to distinguish two
cases: q 6= 0 and q = 0.2
Intermediate Reissner-Nordstro¨m with charge, q 6= 0.
In this case, the warping integrals satisfy, for a < c < b,∫c
a
1√
α1(τ)
dτ =
∫r(c)
r−
1
r
√
−1+ 2mr −
q2
r2
dr <∞ (54)
∫b
c
1√
α1(τ)
dτ =
∫r+
r(c)
1
r
√
−1+ 2mr −
q2
r2
dr <∞ (55)
and ∫c
a
1√
α2(τ)
dτ =
∫r(c)
r−
1
−1+ 2mr −
q2
r2
dr =∞ (56)
∫b
c
1√
α2(τ)
dτ =
∫r+
r(c)
1
−1+ 2mr −
q2
r2
dr =∞. (57)
2Since the Penrose’s diagram of Reissner-Nordstro¨m is well-known (see, for instance, [30]), the c-
completion of (VI, g) can be also studied by applying [18, Thm. 4.32].
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So, from Thm. 7.3 (iv) (with M1 = S
2 and M2 = R), we deduce the homeomorphisms
V ↔ ((a, b)× S2 × R) ∪ (S2 × ((R× {z−, z+}) ∪ {i+})) ∪ (S2 × ((R× {z−, z+}) ∪ {i−})),
∂V ↔ (S2 × ((R× {z−, z+}) ∪ {i+})) ∪ (S2 × ((R× {z−, z+}) ∪ {i−})),
where we have used that B(R) ≡ R × {z−, z+}, being z− and z+ the two asymptotic
directions (left and right) of R.
Interior Schwarzschild, q = 0.
When q = 0, f(r) has only one zero, we can identify (r−, r+) ≡ (0, 2M), and the interme-
diate region of Reissner-Nordstro¨m coincides with the interior region of Schwarzschild.
In this case, the warping integrals (54), (55) and (57) still hold, but (56) transforms into∫c
a
1√
α2(τ)
dτ =
∫r(c)
0
1
−1+ 2mr
dr <∞.
So, from Thm. 7.3 (iii), we deduce the homeomorphism
V ↔ ([a, b)× S2 × R) ∪ (S2 × (R× {z−, z+}))
and thus,3
∂V ≡ ∂ˆV ∪ ∂ˇV ↔ ({a}× S2 × R) ∪ (S2 × ((R× {z−, z+}) ∪ {i+})) . (58)
De Sitter models with (non-necessarily compact) internal spaces
Motivated by the relevance for the problem of the dS/CFT correspondence, finally we
study the c-boundary of warped products of de Sitter models with general Riemannian
manifolds.
Recall that de Sitter spacetime can be seen as a Robertson-Walker spacetime (M,gM),
where
M = R× Sl, gM = −dt2 + cosh(t)2gSl.
Consider the doubly warped spacetime (V, g) obtained as the product of de Sitter space
(M,gM) and a Riemannian manifold (F, gF), i.e.,
V = R× Sl × F, g = −dt2 + cosh2(t)gSl + gF.
The first warping function α1(t) = cosh(t)
2 satisfies the finite integral conditions for
both, the future and the past directions, meanwhile the second one α2(t) ≡ 1 does not.
Therefore, from Thm. 7.3 (iv) (with M1 = S
l and M2 = F), we deduce the following
homeomorphism for the c-boundary of (V, g):
∂V ≡ ∂ˆV ∪ ∂ˇV ↔ (Sl × (B(F) ∪ {i+})) ∪ (Sl × (B(F) ∪ {i−})) .
In particular, if (F, gF) is compact, then B(F) is empty, and the c-boundary becomes
(compare with the last assertion on Thm. 1.1):
∂V ↔ (Sl × {i+})) ∪ (Sl × {i−}) .
3The usual time-orientation on Reissner-Nordstro¨m makes the vector field ∂r past-directed in the
intermediate region. So, in formula (58), the roles of the future and past c-boundaries are interchanged
with respect to the (a priori) expected ones.
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