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1. INTRODUCTION
Varieties of wearable devices such as smart watches, Vir-
tual/Augmented Reality devices (AR/VR) are much more
affordable with interesting capabilities. In our vision, a per-
son may use more than one devices at a time, and they form
an eco-system of wearable devices. Therefore, we aim to
build a system where an application expands its input and
output among different devices, and adapts its input/output
stream for different contexts. For example, a user wears a
smart watch, a pair of smart glasses, and a smart phone in
his pocket. Normally, the application on the mobile phone
uses its touch screen as the input/output modality; but if
the user put the mobile phone in his pocket, and wear the
smart glasses, the application uses the gestures from smart
watches as input, and the display of the smart glasses as out-
put. Another advantage of such a multi-device system we
want to support is multi-limb gesture. There is quite equal
preference between one-handed and two-handed gestures [2].
Especially, two-handed gestures may have a potential use in
VR/AR, and they provide a more natural input modality.
However, there are three main challenges that need to be
solved to achieve our goal. The first challenge is latency. For
interactive applications, latency is crucial. For example, in
virtual drumming application, what a user hears affect the
timing of the next drum-hit. The second challenge is energy.
It is well known that energy consumption is the bottle-neck
of wearable devices. In an environment of multiple devices,
energy consumption has to be optimized for all devices. We
believe another challenge for such an multi-device environ-
ment is the ability of adaptation. It is even annoying to
require the user to configure devices whenever the context
changes, so the adaptability will be much more beneficial.
For example, when the user start walking and wearing the
smart glasses, the system automatically disables gesture con-
trol and shows the notification on the glasses.
In multi-device system, the architecture is crucial for ev-
ery device to work efficiently. Combining all data and pro-
cess them in a central device forces the central device to
stay in the system forever. Moreover, transmission of a
large amount of data via bluetooth consumes quite much
energy [1]. We therefore deploy a lightweight recognizer on
each wearable device to recognize primitive gestures. Other
devices can acquire these primitive gestures and fuse them
into more complex gestures. For example, fusion of mo-
tion gestures from two devices, or fusion of motion gestures
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and touch gestures etc. The system in this demonstration
(see Figure 1) includes two smart watches, a mobile phone
mounted on a headset. The smart watches send primitive
gestures to the mobile phone where they are fused into two-
handed gestures to manipulate virtual objects. In order to
support the tightly-coupled interface, we modify the normal
Hidden Markov Model to reduce the recognition latency and
support the continuous gesture fusion.
Our main contributions are:
- Tightly Coupled Interfaces: The input/output of an ap-
plication does not come from a single device, but multiple
devices. Furthermore, there are spatial and temporal con-
straints for these events. For example, a zoom-in gesture in-
cludes the simultaneous movements of the two hands, with
relatively similar duration.
- Primitives for Interface Adaptation: Our system pro-
vides primitive input/output (e.g. primitive gestures in this
demo) from individual devices, and provides fusion mecha-
nism to combine these primitives in different contexts.
  
Primitive 
Gestures
Zoom: Rotate: ...
Figure 1: The gestural interfaces for VR headset.
2. DEMONSTRATION
In this demonstration, the user wears two smart watches
on his/her two hands and perform gestures such as zoom,
rotate to manipulate virtual objects in a VR headset.
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