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Abstract
We show several new inequalities found recently that the basic sequence of
the saturated homogeneous ideal I of an integral curve in P3 must satisfy. Then
we compare our results with Cook’s assertions on the generic initial ideal of I,
carrying out numerical computations with the use of a computer. The outcome
is that we have obtained new restrictions on the generic initial ideal of I. When
char(k) = 0, the basic sequence of a homogeneous ideal I in a polynomial ring
over an infinite field k is a sequence of the degrees of the minimal generators of
the generic initial ideal of I arranged in a suitable order.
Introduction
Let X be a curve in P3 := P3k, namely, a locally Cohen-Macaulay equidimensional closed
subscheme of P3 of dimension one, and let I denote the saturated homogeneous ideal
of X in a polynomial ring R := k[x1, x2, x3, x4], where k is an infinite field and the
linear forms x1, x2, x3, x4 are chosen sufficiently generally. Then there is what we call
a Weierstrass basis { eil | 1 ≤ i ≤ 3, 1 ≤ l ≤ mi } of I that is characterized by some
properties connected with a representation of the multiplication of eil by the linear forms
x1, x2, x3, x4 (see [7] and [8]). More precisely,{
I [1] = I, I [3] = I〈3〉, I [i] = I〈i〉 ⊕ I [i+1] (i = 1, 2)
as k[xi+1, . . . , x4]-modules, and xiI
[i+1] ⊂ (xi+1, . . . , x4)I
′〈i〉 ⊕ I [i+1],
where I [i] is a finitely generated graded k[xi, . . . , x4]-submodule of I and I
〈i〉 (resp.
I ′〈i〉) is a finitely generated graded free k[xi, . . . , x4]-submodule (resp. k[xi+1, . . . , x4]-
submodule) of I with free basis { eil | 1 ≤ l ≤ mi } for each i (1 ≤ i ≤ 3). We havem1 = 1
and deg(e11) = a = m2. Put b := m3. Let nl := deg(e
2
l ) (1 ≤ l ≤ a) and na+l := deg(e
3
l )
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(1 ≤ l ≤ b). We may assume that the sequence n1, . . . , na (resp. na+1, . . . , na+b) is
nondecreasing after changing the order of e21, . . . , e
2
a (resp. e
3
1, . . . , e
3
b) if necessary. The
sequence BR(I) := (a;n1, . . . , na;na+1, . . . , na+b) is determined uniquely by X ⊂ P
3 and
is called the basic sequence of I or X (see [2] and [6] – [8]). Note that X is projectively
Cohen-Macaulay if and only if b = 0 (i.e. the subsequence (na+1, . . . , na+b) is vacuous).
In general, a ≤ n1 ≤ · · · ≤ na and n1 ≤ na+1 ≤ · · · ≤ na+b. There are a number of
applications of basic sequence to the study of curves in P3 (see [1] – [5]).
In this paper, expanding the ideas in our earlier work [3, Section 1], we show several
new inequalities that the components of BR(I) must satisfy when X is integral and
BR(I) takes special forms (see Sections 5 and 6). Our main results are Theorem 5.7,
Corollary 5.8, Propositions 5.11, 5.12, and Theorem 6.4. They can be summarized
together with our related earlier results in the following manner.
Theorem. Assume that X is contained in an irreducible surface of degree a ≥ 2 and
that b ≥ 1. Let n′1, . . . , n
′
ω (ω ≥ 1) be a strictly increasing sequence of integers such that
{n′1, . . . , n
′
ω} = { ni | 1 ≤ i ≤ a } and let tl := #{ i | ni = n
′
l, 1 ≤ i ≤ a }. Then, the
following inequalities hold, where an additional assumption char(k) = 0 is needed in our
proofs of (ii) – (iv).
(i) We have ni ≤ ni+1 ≤ ni + 1 for all 1 ≤ i ≤ a− 1.
(ii) Suppose that ω > 1. Let m be an integer with 1 ≤ m < ω, t :=
∑m
l=1 tl, and a
′
be an integer with t + 1 ≤ a′ ≤ a. If ni = nt + i − t for all t ≤ i ≤ a
′ and na+1 < na′ ,
then t(t− 1)/2 > p, where p := max{ i | na+i < na′ , 1 ≤ i ≤ b }.
(iii) Let a′ be an integer with 2 ≤ a′ ≤ a. If ni = n1 + i − 1 for all 1 ≤ i ≤ a
′, then
na+1 ≥ na′.
(iv) Let a′ be an integer with 3 ≤ a′ ≤ a. If ni = n1 + i − 2 for all 2 ≤ i ≤ a
′, then
na+1 ≥ na′.
(v) If ni = n1 + i− 1 for all 1 ≤ i ≤ a, then b > 2 and na+j 6= na+1 + j − 1 for some
1 ≤ j ≤ b. If further there is an integer b0 with 0 < b0 < b such that na+b0 +1 < na+b0+1,
then b0 > 2 and na+j 6= na+1 + j − 1 for some 1 ≤ j ≤ b0.
(vi) Suppose that b = 1 and that X does not contain any line as an irreducible
component. Delete the terms n′2, . . . , n
′
ω from the sequence (a, n1, . . . , na, na+1) and
then rearrange the remaining terms so that they make a nondecreasing sequence. Let
(n′′1, . . . , n
′′
a+3−ω) denote the resulting sequence. Then
na+1 ≤ a− 2 +
a∑
j=1
nj −
ω∑
γ=2
n′γ −
a−ω∑
i=1
n′′i .
Let us explain the motivation of our study in this paper. For a sequence Bseq =
(a;n1, . . . , na;na+1, . . . , na+b) satisfying 0 < a ≤ n1 ≤ · · · ≤ na and n1 ≤ na+1 ≤ · · · ≤
na+b with b ≥ 0, put
D(Bseq) :=
a∑
l=1
nl −
1
2
a(a− 1)− b,
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G(Bseq) := 1 +
a∑
l=1
1
2
nl(nl − 3)−
b∑
l=1
na+l + b−
1
6
a(a− 1)(a− 5).
Denoting the degree and the arithmetic genus of X by d(X) and g(X) respectively,
we have d(X) = D(BR(I)) and g(X) = G(BR(I)) (see [2, Remark 1.9]). With this in
mind, we are interested in the following problem. For each pair of nonnegative integers
d, g, give a good characterization of a sequence Bseq = (a;n1, . . . , na;na+1, . . . , na+b) for
which there is an integral curve X in P3 such that Bseq = BR(I), d = D(BR(I)), and
g = G(BR(I)). The case b = 0 was settled a long time ago in [13]. But we do not have
any complete general answer to this problem as yet.
When char(k) = 0, the reduced Gro¨bner basis of I with respect to the reverse
lexicographic order becomes a Weierstrass basis of I such that inx(e11) = x
a
1, in
x(e2l ) =
xa−l1 x
βa−l
2 (1 ≤ l ≤ a), in
x(e3l ) = x
tl
1 x
ul
2 x
βtlul
3 (1 ≤ l ≤ b), where 1 ≤ βa−1 < βa−2 < · · · <
β0 and tl < a, ul < βtl , βtlul > 0 (see [2], [6] and [8]). Note that nl = a− l + βa−l
(1 ≤ l ≤ a), na+l = tl + ul + βtlul (1 ≤ l ≤ b). One may therefore expect to see some
relation between our results and the main assertions in Cook’s paper [11], though it
is pointed out that there is an error in the proof of the main theorem of [11] (see [12,
Section 4]). There is however no more than one result apparently common to both,
namely, the inequalities ni ≤ ni+1 ≤ ni + 1 for all 1 ≤ i ≤ a − 1 (see [3, Corollary
1.2] or Lemma 2.4). In order to compare our results with Cook’s main assertions, we
have carried out numerical computations with the use of a computer which show us
sequences (a;n1, . . . , na;na+1, . . . , na+b) satisfying the conditions stated in this paper
and the sequences coming from the generic initial ideals satisfying the assertions in
Cook’s paper. The outcome is that neither implies the other in general. By the same
computations we can observe that, in a certain narrow range of the pairs of degree and
genus, our results in this paper seem effective for the classification of integral curves in
P3 (see Section 7).
As in our previous papers, our arguments depend heavily on the knowledge of the
relation matrices λ2 and λ3 appearing in the standard free resolution which starts with
e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b (see [1], [6]).
In Section 1, basic knowledge of Weierstrass bases and standard free resolutios are
summarized. In Section 2, new technical results on λ2 which play an inportant role in
the proof of our main theorem are given. We have also included some of the points,
seen in [3, Section 1] and necessary for our purposes, in a more adaptable form for the
convenience of the readers. In Sections 3 and 4 the properties of the matrix λ3 are
studied for the purpose of analyzing the structure of Ext3R(R/I,R) as k[x3, x4]-module.
In Sections 5 and 6, our main results are given with full use of the results of the previous
sections. Finally in Section 7, comparison of our results and Cook’s main assertions are
carried out briefly with numerical cmputations.
Notation
(i) Given a set of polynomials, say Z, we denote by MAT(Z) the set of matrices
with entries in Z.
(ii) The symbol ⊕ will be used in the following two senses :
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(a) E ′ ⊕E ′′ = { (e′, e′′) | e′ ∈ E ′, e′′ ∈ E ′′ },
(b) E ′ ⊂ E, E ′′ ⊂ E, E ′∩E ′′ = 0, E ′⊕E ′′ = { e′+e′′ | e′ ∈ E ′, e′′ ∈ E ′′ } ⊂ E.
Usually the context will make it clear which it means. But when direct sums
in both meanings appear in a single formula simultaneously, we will use another
symbol ⊕ instead of ⊕ to express the direct sum in the first sense.
(iii) Given a graded module E =
⊕
t[E]t, integers p, q (q ≥ 0) and a sequence of
integers d¯ = (d1, . . . , dn), we set −d¯ := (−d1, . . . ,−dn), d¯+p := (d1+p , . . . , dn+
p), and E(d¯) :=
⊕n
l=1E(dl) (in the sense (a)), where [E(dl)]t := [E]dl+t.
(iv) Let F = (fij) be a matrix whose entries are homogeneous polynomials and
∆ = (dij) be a matrix of integer coefficients of the same size as F . We write
∆(F ) = ∆ to mean that deg(fij) = dij for all i, j such that fij 6= 0.
(v) For a matrix ∆ = (dij) with entries in Z and an integer n, we denote by ∆ + n
the matrix (dij + n).
(vi) For an integer n, we denote by 1n the n× n unit matrix.
(vii) Let F be an m × n matrix in a commutative ring R and P be a subring of R.
The image of the linear map from P n to Rm over P defined by multiplication by
F will be denoted by ImP (F ).
(viii) Let F be a matrix, and s1, . . . , sp and t1, . . . , tq be strictly increasing sequences
of integers. We denote by F
( s1,... ,sp
t1,... ,tq
)
the matrix obtained from F by deleting
its si-th rows (1 ≤ i ≤ p) and tj-th columns (1 ≤ j ≤ q).
§1. Weierstrass bases and standard free resolutions of homoge-
neous ideals defining curves in P3
We summarize here some properties of Weierstrass bases and free resolutions of homoge-
neous ideals defining curves in P3 which are necessary to prove our main theorems, along
with elementary results and arguments from [1] – [3] and [6] – [8] for the convenience of
the readers.
Let y1, y2, y3, y4 be indeterminates over an infinite field k, R the polynomial ring
k[y1, y2, y3, y4], m the maximal ideal (y1, y2, y3, y4), γij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) elements of
k such that the matrix Γ := (γij) is invertible, and x1, x2, x3, x4 elements of R satisfying
yi =
∑4
j=1 γjixj (1 ≤ i ≤ 4).
Let I be a homogeneous ideal in R of height 2 such that depth
m
(R/I) ≥ 1. Then,
for a sufficiently general choice of Γ , there are finitely generated graded k[xi, . . . , x4]-
submodules I [i] ⊂ I (1 ≤ i ≤ 3) and finitely generated graded free k[xi, . . . , x4]-
submodules I〈i〉 ⊂ I (1 ≤ i ≤ 3) such that{
I [1] = I, I [3] = I〈3〉, I [i] = I〈i〉 ⊕ I [i+1] (i = 1, 2)
as k[xi+1, . . . , x4]-modules, and xiI
[i+1] ⊂ (xi+1, . . . , x4)I
〈i〉 ⊕ I [i+1]
(1)
by the results of [7, Section 2]. For each 1 ≤ i ≤ 3, let { eil | 1 ≤ l ≤ mi } be a free basis of
I〈i〉 and a := min{ l | [I]l 6= 0 }. Since rankR(I) = 1 and dim(R/I) = 2, we have m1 = 1
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and deg(e11) = a = m2. Put b := m3, nl := deg(e
2
l ) (1 ≤ l ≤ a), na+l := deg(e
3
l ) (1 ≤ l ≤
b). We may assume that the sequence n1, . . . , na (resp. na+1, . . . , na+b) is nondecreasing
after changing the order of e21, . . . , e
2
a (resp. e
3
1, . . . , e
3
b) if necessary. When the matrix
Γ is chosen sufficiently generally, the sequence BR(I) := (a;n1, . . . , na;na+1, . . . , na+b)
is determinned uniquely by I not depending on Γ , and is called the basic sequence of
I (see [7, Definition 2.13], [6, Definition (1.5)], [2, Definition 1.4]). It is also called the
basic sequence of Proj(R/I). Note that a ≤ n1. Recall further that b = 0 if and only
if depth
m
(R/I) = 2 and that a ≤ n1 ≤ na+1 when b > 0 (see [6, Theorem (1.1) and
Proposition (1.6)]). By (1), we have
I = Re11 ⊕
(
a⊕
l=1
k[x2, x3, x4]e
2
l
)
⊕
(
b⊕
l=1
k[x3, x4]e
3
l
)
(2)
as k[x3, x4]-module. If the system of generators {e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} mentioned
above satisfies the additional conditions

x1e
2
l′ ∈ (x2, x3, x4)k[x2, x3, x4]e
1
1 ⊕
(
a⊕
l=1
k[x2, x3, x4]e
2
l
)
⊕
(
b⊕
l=1
k[x3, x4]e
3
l
)
for 1 ≤ l′ ≤ a,
x1e
3
l′ ∈ (x3, x4)k[z2, z3, z4]e
1
1 ⊕ (x3, x4)
(
a⊕
l=1
k[x2, x3, x4]e
2
l
)
⊕
(
b⊕
l=1
k[x3, x4]e
3
l
)
for 1 ≤ l′ ≤ b,
x2e
3
l′ ∈ (x3, x4)
(
a⊕
l=1
k[x3, x4]e
2
l
)
⊕
(
b⊕
l=1
k[x3, x4]e
3
l
)
for 1 ≤ l′ ≤ b,
(3)
then we call it a Weierstrass basis of I with respect to x1, x2, x3, x4. One can always find
a Weierstrass basis of I (see [7, Theorem 2.12], [8, Theorem 2.5], [6, Theorem (1.1)]).
Remark 1.1. Let Γ be sufficiently general and let inx(I) be the ideal in R generated
by the monomials
{ inx(f) | f is a homogeneous polynomial of I }
in x1, x2, x3, x4, where in
x(f) denotes the initial term of f with respect to the reverse
lexicographic order associated with the variables x1, x2, x3, x4. It is often called the
generic initial ideal of I. In the case where char(k) = 0, we can obtain a Weierstrass
basis {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with respect to x1, x2, x3, x4 practically by taking
the reduced and minimal Gro¨bner basis of I with respect to the order mentioned above
in such a way that
inx(e11) = x
a
1, in
x(e2l ) = x
a−l
1 x
βa−l
2 (1 ≤ l ≤ a),
inx(e3l ) = x
tl
1 x
ul
2 x
βtlul
3 (1 ≤ l ≤ b),
Basic Sequence of an Integral Curve 6
where 1 ≤ βa−1 < βa−2 < · · · < β0, tl < a, ul < βtl , βtlul > 0 for 1 ≤ l ≤ b, and
(tl, ul) 6= (tl′, ul′) for l, l
′ with l 6= l′, by strong Borel fixedness. See [6, Theorem (1.1),
Lemma (4.4) and Proposition (4.5)] or [8, Proposition 1.5 and Theorem 2.5] for the detail.
Then inx(I) is minimally generated by xa1, x
a−1
1 x
βa−1
2 , . . . , x1x
β1
2 , x
β0
2 and x
tl
1 x
ul
2 x
βtlul
3 (1 ≤
l ≤ b). We have a = deg(xa1), n
2
l = deg(x
a−l
1 x
βa−l
2 ) (1 ≤ l ≤ a), and n
3
l = deg(x
tl
1 x
ul
2 x
βtlul
3 )
(1 ≤ l ≤ b).
Lemma 1.2. Let I, R and x1, x2, x3, x4 be at the beginning of this section, and let
{e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} be a Weierstrass basis of I with respect to x1, x2, x3, x4.
(i) Let p be an integer with 1 ≤ p ≤ a and
h ∈
( ⊕
1≤l≤a, l 6=p
k[x3, x4]e
2
l
)
⊕
(
b⊕
l=1
k[x3, x4]e
3
l
)
a homogeneous element such that deg(e2p) = deg(h). Put e
′2
p := e
2
p + h. Then, we obtain
another Weierstrass basis {e11, e
2
1, . . . , e
2
p−1, e
′2
p, e
2
p+1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with respect
to x1, x2, x3, x4.
(ii) Let p be an integers with 1 ≤ p ≤ a such that deg(e11) = deg(e
2
p) and c an element
of k. Put e′11 := e
1
1 + ce
2
p. Then, the system of generators {e
′1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} is
another Weierstrass basis of I with respect to x1, x2, x3, x4.
(iii) Let p be an integers with 1 ≤ p ≤ a and c an element of k∗. Put e′2p := ce
2
p. Then,
the system of generators {e11, e
2
1, . . . , e
2
p−1, e
′2
p, e
2
p+1, . . . , e
2
a, e
3
1, . . . , e
3
b} is also a Weier-
strass basis of I with respect to x1, x2, x3, x4.
(iv) Let p, q be an integers with 1 ≤ p < q ≤ a such that deg(e2p) = deg(e
2
q). Put
e′2p := e
2
q, e
′2
q := e
2
p. Then, exchanging e
2
p and e
2
q, we obtain another Weierstrass
basis {e11, e
2
1, . . . , e
2
p−1, e
′2
p, e
2
p+1, . . . , e
2
q−1, e
′2
q , e
2
q+1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with respect to
x1, x2, x3, x4.
(v) Let p, q be an integers with 1 ≤ p < q ≤ a such that deg(e2l ) = deg(e
2
p) for all
p ≤ l ≤ q, and let G ∈ GL(q − p + 1, k). Put (e′2p, . . . , e
′2
q) := (e
2
p, . . . , e
2
q)G. Then, we
obtain another Weierstrass basis {e11, e
2
1, . . . , e
2
p−1, e
′2
p, . . . , e
′2
q , e
2
q+1, . . . , e
2
a, e
3
1, . . . , e
3
b} of
I with respect to x1, x2, x3, x4.
Proof. Recall that homogeneous elements e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b of I form a Weierstrass
basis of I with respect to x1, x2, x3, x4 if and only if all of the conditons (2) and (3) hold.
To prove (i), put e′11 := e
1
1, e
′2
p := e
2
p+h, e
′2
l := e
2
l (l 6= p, 1 ≤ l ≤ a), e
′3
l := e
3
l (1 ≤ l ≤ b)
and let
J [3] :=
b∑
l=1
k[x3, x4]e
′3
l , J
[2] :=
a∑
l=1
k[x2, x3, x4]e
′2
l + J
[3],
J [1] := Re′11 + J
[2].
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We first show that J [1] is an ideal in R. Let l′ be an arbitrary integer with 1 ≤ l′ ≤ b.
Since {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} is a Weierstrass basis, we have
x2e
′3
l′ = x2e
3
l′ =
a∑
l=1
g2l e
2
l +
b∑
l=1
g3l e
3
l
= −g2ph +
p−1∑
l=1
g2l e
2
l + g
2
pe
′2
p +
a∑
l=p+1
g2l e
2
l +
b∑
l=1
g3l e
3
l
with suitable g2l ∈ (x3, x4)k[x3, x4] (1 ≤ l ≤ a) and g
3
l ∈ k[x3, x4] (1 ≤ l ≤ b) by (3).
Since h ∈
(⊕
1≤l≤a, l 6=p k[x3, x4]e
2
l
)
⊕
(⊕b
l=1 k[x3, x4]e
3
l
)
, this implies that
x2e
′3
l′ ∈ (x3, x4)
(
a∑
l=1
k[x3, x4]e
′2
l
)
+
b∑
l=1
k[x3, x4]e
′3
l ⊂ J
[2]. (4)
Using this repeatedly, we see also that
xt2e
′3
l′ ∈ (x3, x4)
(
a∑
l=1
k[x2, x3, x4]e
′2
l
)
+
b∑
l=1
k[x3, x4]e
′3
l ⊂ J
[2]. (5)
for all t ≥ 1. Similarly,
x1e
′3
l′ = x1e
3
l′ = g
1
1e
1
1 +
a∑
l=1
g2l e
2
l +
b∑
l=1
g3l e
3
l
= −g2ph + g
1
1e
1
1 +
p−1∑
l=1
g2l e
2
l + g
2
pe
′2
p +
a∑
l=p+1
g2l e
2
l +
b∑
l=1
g3l e
3
l
with suitable g11, g
2
l ∈ (x3, x4)k[x2, x3, x4] (1 ≤ l ≤ a) and g
3
l ∈ k[x3, x4] (1 ≤ l ≤ b) by
(3), so that
x1e
′3
l′ ∈ (x3, x4)
(
k[x2, x3, x4]e
′1
1 +
a∑
l=1
k[x2, x3, x4]e
′2
l
)
+
b∑
l=1
k[x2, x3, x4]e
′3
l
⊂ (x3, x4)
(
k[x2, x3, x4]e
′1
1 +
a∑
l=1
k[x2, x3, x4]e
′2
l
)
+
b∑
l=1
k[x3, x4]e
′3
l
⊂ J [1]
(6)
by (5). For each l′ (1 ≤ l′ ≤ a),
x1e
′2
l′ = g
1
1e
1
1 +
a∑
l=1
g2l e
2
l +
b∑
l=1
g3l e
3
l
= −g2ph+ g
1
1e
1
1 +
p−1∑
l=1
g2l e
2
l + g
2
pe
′2
p +
a∑
l=p+1
g2l e
2
l +
b∑
l=1
g3l e
3
l
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with suitable g11 ∈ (x2, x3, x4)k[x2, x3, x4], g
2
l ∈ k[x2, x3, x4] (1 ≤ l ≤ a) and g
3
l ∈ k[x3, x4]
(1 ≤ l ≤ b) again by (3), whether l′ = p or not. Hence
x1e
′2
l′ ∈ (x2, x3, x4)k[x2, x3, x4]e
′1
1 +
a∑
l=1
k[x2, x3, x4]e
′2
l +
b∑
l=1
k[x3, x4]e
′3
l
⊂ J [1]
(7)
by (5). Now, we find by [7, Lemma 2.7] that J [1] is an ideal in R, since we have verified
(4), (6) and (7). Moreover, it is clear that the subideal J [1] contains the generators
e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b of I. Hence J
[1] = I. Since deg(e′il) = deg(e
i
l) for all i, l, we find
by counting dimk([I]t) (t ∈ Z) with the use of (2) and
I = J [1] = Re′11 +
a∑
l=1
k[x2, x3, x4]e
′2
l +
b∑
l=1
k[x3, x4]e
′3
l
that the above expression must be a direct sum as k[x3, x4]-module. Then, the conditions
(4), (6) and (7) imply that {e′11, e
′2
1, . . . , e
′2
a, e
′3
1, . . . , e
′3
b} satisfies (3) with e
i
l replaced
by e′il. Thus {e
′1
1, e
′2
1, . . . , e
′2
a, e
′3
1, . . . , e
′3
b} is a Weierstrass basis of I with respect to
x1, x2, x3, x4. This proves (i). One can prove (ii) in the same manner. The assertions
(iii) and (iv) are trivial. Since an element of GL(q− p+1, k) is a product of elementary
matrices and a diagonal one, we obtain (v) by (i) and (iii).
Let us recall the standard free resolution of I starting with a Weierstrass basis
{e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b}. For each triple i, i
′, l with 1 ≤ i < i′ ≤ 3, 1 ≤ l′ ≤ mi′
(m2 = a, m3 = b), we have
xie
i′
l′ = g
1
1e
1
1 +
a∑
l=1
g2l e
2
l +
b∑
l=1
g3l e
3
l (8)
by (2), where g11 ∈ R, g
2
l ∈ k[x2, x3, x4], g
3
l ∈ k[x3, x4]. Put
λ1 := (e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b). (9)
Since (3) also holds, there are matirces with homogeneous components

U01 ∈ MAT((x2, x3, x4)k[x2, x3, x4]),
◦
U1 ∈ MAT(k[x2, x3, x4]),
U02, U2 ∈ MAT((x3, x4)k[x2, x3, x4]),
U21,
◦
U3,
◦
U5 ∈ MAT(k[x3, x4]), U4 ∈ MAT((x3, x4)k[x3, x4])
(10)
such that

(e21, . . . , e
2
a)x11a = λ1

−U01◦U1
−U21

 ,
(e31, . . . , e
3
b)x11b = λ1

−U02−U2
◦
U3

 , (e31, . . . , e3b)x21b = λ1

 0−U4
◦
U5

 .
(11)
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Let 

U1 := x11a −
◦
U1, U3 := x11b −
◦
U3, U5 := x21b −
◦
U5,
λ2 :=

U01 U02 0U1 U2 U4
U21 U3 U5

 , λ3 :=

−U4−U5
U3

 . (12)
Then
U1 − x11a ∈ MAT(k[x2, x3, x4]), U3 − x11b, U5 − x21b ∈ MAT(k[x3, x4]) (13)
by (10) and
λ1λ2 = 0
by (11). Furthermore,
λ2λ3 = 0
and the sequence
0 −→ R(−τ¯ − 2)
λ3−−→R(−σ¯ − 1,−τ¯ − 1,−τ¯ − 1)
λ2−−→R(−a,−σ¯,−τ¯ )
λ1−−→ I −→ 0
(14)
is exact by [1, Example 2.8] or [6, (3) of Corollary (3.11)], where σ¯ := (n1, . . . , na),
τ¯ := (na+1, . . . , na+b). The relation λ2λ3 = 0 embraces a lot of informations on the
structure of Ext3R(R/I,R).
Lemma 1.3. Let I be a homogeneous ideal in R of height 2 such that depth
m
(R/I) ≥ 1,
x1, x2, x3, x4 ∈ [R]1 linear forms, {e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} a Weierstrass basis of I with
respect to x1, x2, x3, x4. Let further λ2, λ3, Ui (1 ≤ i ≤ 5), U01, U02, U21 be matrices as
in (10) – (12). Then
Ext3R(R/I,R)
∼= CokerR(tU3,
tU5,
tU4)
∼=
(
b⊕
i=1
k[x3, x4](na+i + 2)
)
/
(
b−1∑
ρ=0
Imk[x3,x4]((t
◦
U5)
ρ · tU4)
)
,
where the second isomorphism stands for an isomorphism over k[x3, x4]. Moreover,
x1v ∈ (x3, x4) Im
R(tU3,
tU5) + Im
k[x2,x3,x4](tU4) for all columns v of
tU4.
Proof. One can find a proof of the major part in [2, pp. 802–803]. But, for the conve-
nience of the readers, we reproduce a proof here. Now, let us consider ImR(tU3,
tU5,
tU4).
Forgetting degrees, we have
Ra+2b = ImR



−tU5 −tU4tU3 tU2
tU21
tU1



⊕ (Rb ⊕ k[x2, x3, x4]a+b) .
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by [7, Lemma 1.1] and
(tU3,
tU5,
tU4)

−tU5 −tU4tU3 tU2
tU21
tU1

 = 0
by the relation λ2λ3 = 0, so that
ImR(tU3,
tU5,
tU4) = Im
R(tU3)⊕ Im
k[x2,x3,x4](tU5,
tU4)
as k[x2, x3, x4]-module. At the same time, since −
tU3
tU4 +
tU5
tU2 + x1
tU4 −
tU4
t
◦
U1 = 0,
one finds that each column of x1
tU4 lies in (x3, x4) Im
R(tU3,
tU5) + Im
k[x2,x3,x4](tU4) by
(10). This proves the last assertion. Since
xν2 · v =
tU5
(
ν∑
i=1
xν−i2 (
t ◦U5)
i−1
)
v + (t
◦
U5)
ν · v
∈ Imk[x2,x3,x4](tU5)⊕
∑
ρ≥0
Imk[x3,x4]((t
◦
U5)
ρ(tU4)),
for all ν ∈ Z and for each column v of tU4, we see that
Imk[x2,x3,x4](tU5,
tU4) = Im
k[x2,x3,x4](tU5)⊕
∑
ρ≥0
Imk[x3,x4]((t
◦
U5)
ρ(tU4))
as k[x3, x4]-module. Moreover
∑
ρ≥0
Imk[x3,x4]((t
◦
U5)
ρ(tU4)) =
b−1∑
ρ=0
Imk[x3,x4]((t
◦
U5)
ρ(tU4))
by Hamilton-Cayley’s theorem. On the other hand,
Rb = ImR(tU3)⊕ Im
k[x2,x3,x4](tU5)⊕ k[x3, x4]
b
as k[x3, x4]-module. Hence
CokerR(tU3,
tU5,
tU4) ∼= k[x3, x4]
b/
(
b−1∑
ρ=0
Imk[x3,x4]((t
◦
U5)
ρ · tU4)
)
as k[x3, x4]-module. Since Ext
3
R(R/I,R)
∼= CokerR(tU3,
tU5,
tU4) by the free resolution
(14), we get our first assertion, taking the degrees into account.
Lemma 1.4. Let I = (f, g) be a homogeneous ideal in R generated by homogeneous
polynomials f, g of degree p, q respectively. Suppose that p ≤ q and that f, g form an
R-regular sequence. Then the basic sequence of I is (p; q, q + 1, . . . , q + p− 1).
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Proof. Let {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} be a Weierstrass basis of I, λ2 tha matrix as in (12),
and (a;n1, . . . , na;na+1, . . . , na+b) the basic sequence of I. It is clear that a = p. Since
R/I is Cohen-Macaulay, we have b = 0. Hence
λ2 =
[
U01
U1
]
.
Since I is minimally generated over R by two elements, the rank of the relation matrix
λ2 (mod (x1, x2, x3, x4)) must be a−1. On the other hand U01 ≡ 0 (mod (x1, x2, x3, x4))
by (10), so that the rank of U1 (mod (x1, x2, x3, x4)) must be a− 1. Since n1, . . . , na is
a nondecreasing sequence, this is possible only when nl = n1 + l − 1 for all 1 ≤ l ≤ a,
considering the degrees of the components of U1 (cf. (8), (12)). Moreover,
rankk
(
U1
(
1
)
(mod (x1, x2, x3, x4))
)
= a− 1
in this case. Hence I = (e11, e
2
1). From this it follows that q = deg(e
2
1) = n1. This proves
our assertion.
§2. Properties of U01 and U1
Let I be a homogeneous ideal in R = k[y1, y2, y3, y4] of height 2 such that depthm(R/I) ≥
1 and let BR(I) = (a;n1, . . . , na;na+1, . . . , na+b) be its basic sequence. It was proved for
the first time in [14, Corollaire 2.2] that n1, . . . , na is connected (i.e. ni ≤ ni+1 ≤ ni + 1
for all 1 ≤ i ≤ a − 1) if I is prime and b = 0. Later, the same result was proved
without the assumption that b = 0 in [3, Corollary 1.2]. In recent papers [11] and [12],
enhanced assertions similar to the above connectedness are given for the case char(k) =
0, considering the generic initial ideal of I. But there seems to be some gaps in the
proofs given there. Along the same line of argument as that of [3], we gave a proof of
the connectedness asserted by Cook for a special case in [9]. In this section, we first
give a brief but a little bit closer account of our method to prove the connectedness of
n1, . . . , na. Developing our argument further, we next show some crucial properties of U01
and U1 needed to prove our main theorems, when there is an irreducible homogeneous
polynomial of degree a in I.
Let ζij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) be indeterminates over R, K the quotient field of
the polynomial ring k[ζ ] := k[ζij ; 1 ≤ i ≤ 4, 1 ≤ j ≤ 4], z1, z2, z3, z4 elements of RK :=
K[y1, y2, y3, y4] such that yi =
∑4
j=1 ζjizj (1 ≤ i ≤ 4), and IK := IRK . Then, there
is a Weierstrass basis {e˜11, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b} of IK with respect to z1, z2, z3, z4, since
depth
mRK
(RK/IK) ≥ 1 (see [7, Theorem 2.12], [8, Theorem 2.5]). The homogeneous
polynomials e˜il (1 ≤ i ≤ 3, 1 ≤ l ≤ mi) ∈ RK satisfy (1) – (3) with I, xi, k, e
i
l replaced
by IK , zi, K, e˜
i
l respectively. By exactly the same method as in the previous section,
one obtains matrices
λ1 := (e˜
1
1, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b), λ˜2 :=

U˜01 U˜02 0U˜1 U˜2 U˜4
U˜21 U˜3 U˜5

 , λ˜3 :=

−U˜4−U˜5
U˜3


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which give a free resolution
0 −→ RK(−τ¯ − 2)
λ˜3−−→RK(−σ¯ − 1,−τ¯ − 1,−τ¯ − 1)
λ˜2−−→RK(−a,−σ¯,−τ¯ )
λ˜1−−→ IK −→ 0.
Note that these matrices satisfy the conditions corresponding to (10) and (13) with xi, k
replaced by zi, K.
Remark 2.1. The results on Weierstrass bases described in Section 1 are all valid for
{e˜11, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b}, since it is a Weierstrass basis in any case.
Assume that the matrix Γ = (γij) mentioned at the beginning of Section 1 is suffi-
ciently general. For each pair i, l, let eil denote the polynomial obtained from e˜
i
l by the
substitution (ζij) = Γ . Then {e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} is a Weierstrass basis of I with
respect to x1, x2, x3, x4 (see the proof of [7, Theorem 2.12]). In this case, the matirices
λ2, λ3, Ui (1 ≤ i ≤ 5), U01, U02 and U21 described in Section 1 are also obtained from
λ˜2, λ˜3, U˜i (1 ≤ i ≤ 5), U˜01, U˜02 and U˜21 respectively by the same substitution.
Lemma 2.2. With the notation above, suppose that there is an irreducible homogeneous
polynomial of degree a in I. Denote by eˇil, Uˇ01, Uˇ1 and so on the polynomials and the
matrices obtained from e˜il, U˜01, U˜1 and so on by the substitution z3 = z4 = 0. Suppose
there is an integer s′ (0 < s′ < a) such that[
Uˇ01
Uˇ1
]
=
[
Dˇ11 Dˇ12
0 Dˇ22
]
with an (s′+1)× s′ matrix Dˇ11, an (s
′+1)× s′′ matrix Dˇ12 and an s
′′× s′′ matrix Dˇ22,
where s′′ = a− s′. Then ns′+1 = a.
Proof. Since U˜02, U˜2 ∈ MAT((z3, z4)K[z2, z3, z4]) by the condition corresponding to (10),
it follows from the relation λ˜1λ˜2 = 0 that (eˇ
3
1, . . . , eˇ
3
b)Uˇ3 = 0. This implies that eˇ
3
l = 0
for all 1 ≤ l ≤ b. Hence
(eˇ11, eˇ
2
1, . . . , eˇ
2
a)
[
Uˇ01
Uˇ1
]
= 0
again by the relation λ˜1λ˜2 = 0. Let IˇK := (eˇ
1
1, eˇ
2
1, . . . , eˇ
2
a)K[z1, z2] ⊂ K[z1, z2]. Then
RK/IK + (z3, z4)RK = K[z1, z2]/IˇK and this ring must be of finite length over K. By
Hilbert-Burch theorem,
eˇ11 = det
(
Uˇ1
)
, eˇ2i = (−1)
i det
([
Uˇ01
Uˇ1
](
i+ 1
))
(1 ≤ i ≤ a)
up to constant multiplication. Since there is an irreducible homogeneous polynomial of
degree a in I by hypothesis, IˇK also contains an irreducible homogeneous polynomial of
degree a, say eˇ, by Lemma 2.3 below. Let i0 := 0 if n1 > a and i0 := max{ i | ni =
a, 1 ≤ i ≤ a } otherwise. We have eˇ = cˇ0eˇ
1
1 +
∑i0
i=1 cˇieˇ
2
i with cˇ0, cˇi ∈ K, where we
understand
∑i0
i=1 cˇieˇ
2
i = 0 if i0 = 0. If ns′+1 > a, then i0 ≤ s
′, so that the above formula
implies thta eˇ must be divisible by det(Dˇ22), which is a contradiction. Hence ns′+1 = a.
In consequence, a = n1 = · · · = ns′+1.
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Lemma 2.3. Let f(y1, y2, y3, y4) be an irreducible homogeneous polynomial in R. Then
fˆ := f(ζ11z1 + ζ21z2, ζ12z1 + ζ22z2, ζ13z1 + ζ23z2, ζ14z1 + ζ24z2)
is irreducible in k[ζ ][z1, z2].
Proof. Suppose to the contrary and let fˆ1, fˆ2 ∈ k[ζ ][z1, z2] be polynomials of positive
degree such that
fˆ = fˆ1fˆ2. (15)
Since fˆ is homogeneous of degree deg(f) in ζij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) and in z1, z2,
we see that fˆ1 and fˆ2 are also homogeneous in ζij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) and in z1, z2.
Let δ1 (resp. δ2) be the degree of fˆ1 (resp. fˆ2) in z1, z2. Consider the equality (15) in
k[ζ ][z1, z2]z1 . Since ζ1i + ζ2i(z2/z1) (1 ≤ i ≤ 4) and ζji (1 ≤ i ≤ 4, 2 ≤ j ≤ 4) are
algebraically independent over k[z1, z2]z1 , and since
fˆ = z
deg(f)
1 f(ζ11 + ζ21(z2/z1), ζ12 + ζ22(z2/z1), ζ13 + ζ23(z2/z1), ζ14 + ζ24(z2/z1)),
we see that fˆ1 or fˆ2 must be a unit in k[ζ ][z1, z2]z1 by the irreducibility of f . We may
assume without any loss of generality that fˆ1 = c1z
δ1
1 (c1 ∈ k). Likewise, considering
(15) in k[ζ ][z1, z2]z2, we find that fˆ1 or fˆ2 must be a unit in k[ζ ][z1, z2]z2. In consequence,
fˆ2 = c2z
δ2
2 (c2 ∈ k). Thus, fˆ is of degree zero in ζij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4), which is
absurd.
With the notation above, let n′1, . . . , n
′
ω (ω ≥ 1) be a strictly increasing sequence of
integers such that {n′1, . . . , n
′
ω} = { ni | 1 ≤ i ≤ a } and let tl := #{ i | ni = n
′
l, 1 ≤
i ≤ a }. When ω > 1, we have
[
U˜01
U˜1
]
=


∗ ∗ . . . . . . . . . ∗
D˜1 ∗ . . . . . . . . . ∗
C˜1 D˜2 ∗ . . . . . ∗
0 C˜2 D˜3 ∗ ∗
...
. . .
. . .
. . . ∗
0 . . . 0 C˜ω−1 D˜ω


,
where C˜l is a tl+1× tl matrix whose entries are homogeneous of degree n
′
l+1− n
′
l+1 ≤ 0
for each 1 ≤ l < ω and D˜l is a tl× tl matrix whose entries are linear forms in z1, z2, z3, z4
over K for each 1 ≤ l ≤ ω.
Lemma 2.4. Let the notation be as above. Suppose that there is an irreducible homo-
geneous polynomial of degree a in I. Then, ni ≤ ni+1 ≤ ni + 1 for all 1 ≤ i ≤ a− 1. If
further ω > 1, then C˜l 6= 0 for all 1 ≤ l < ω.
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Proof. When ω = 1, our assertion is trivial. Assume ω > 1. Suppose C˜ω0 = 0 for some
1 ≤ ω0 < ω. Then[
U˜01
U˜1
]
=
[
D˜11 D˜12
0 D˜22
]
with an (s′+1)× s′ matrix D˜11, an (s
′+1)× s′′ matrix D˜12 and an s
′′× s′′ matrix D˜22,
where s′ =
∑ω0
l=1 tl > 0, s
′′ = a− s′ > 0. Denote by Uˇ02, Uˇ1, Dˇij the matrices obtained
from U˜02, U˜1, D˜ij respectively by the substitution z3 = z4 = 0. Then,[
Uˇ01
Uˇ1
]
=
[
Dˇ11 Dˇ12
0 Dˇ22
]
.
But ns′+1 = n
′
ω0+1 > a by our choice of ω0 and s
′. This contradicts Lemma 2.2. Thus
we have shown that C˜l 6= 0 for all 1 ≤ l < ω. In consequence, n
′
l+1 = n
′
l + 1 for all
1 ≤ l < ω and C˜l is a matrix in K different from zero. Hence, ni ≤ ni+1 ≤ ni + 1 for all
1 ≤ i ≤ a− 1.
Lemma 2.5. Let the notation and the assumption be the same as in Lemma 2.4. Suppose
ω > 1 and let m be an ingeger with 1 ≤ m < ω. Then, there is a G˜m ∈ GL(tm, K) such
that [
G˜−1m 0
0 1tm+1
] [
D˜m
C˜m
]
G˜m =
[
D˜′m D˜
′′
m
0 C˜ ′′m
]
,
(D˜′m, D˜
′′
m)− z11tm ∈ MAT(K[z2, z3, z4]), and C˜
′′
m ∈ MAT(K),
where the ranks of C˜ ′′m and C˜m are the same and coincide with the number of the columns
of C˜ ′′m.
Proof. It is clear that there is a G˜m ∈ GL(tm, K) satisfying C˜mG˜m = (0, C˜
′′
m) with a
matrix C˜ ′′m ∈ MAT(K) such that the ranks of C˜
′′
m and C˜m are the same and coincide
with the number of the columns of C˜ ′′m. Using G˜m, we have the desired relations, since
D˜m − z11tm ∈ MAT(K[z2, z3, z4]). This proves our assertion.
Lemma 2.6. Let the notation and the assumption be the same as in Lemma 2.2 and let
q be a positive integer with q < a. Put i0 := 0 if n1 > a and i0 := max{ i | ni = a, 1 ≤
i ≤ a } otherwise. Then, at least one of the following three cases occurs.
(i) The height of the ideal in K[z1, z2] generated by the maximal minors of the matrix
Uˇ1
(
q+1,... ,a
)
is greater than one.
(ii) We have n1 = a and there is a G˜ ∈ GL(a+1, K) representing a row operation of[
Uˇ01
Uˇ1
]
which adds multiples of Uˇ01 to the rows of Uˇ1 such that the height of the ideal in
K[z1, z2] generated by the maximal minors of
(
G˜
[
Uˇ01
Uˇ1
]) (
1
q+1,... ,a
)
is greater than one,
where G˜ =
[
G˜′ 0
0 1a−i0
]
with G˜′ ∈ GL(i0 + 1, K).
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(iii) We have n1 = a and there is a G˜ ∈ GL(a,K) such that the height of the ideal in
K[z1, z2] generated by the maximal minors of
[
G˜Uˇ1
Uˇ01
] (
1
q+1,... ,a
)
is greater than one, where
G˜ =
[
G˜′ 0
0 1a−i0
]
with G˜′ ∈ GL(i0, K).
Proof. Consider first the case n1 > a. In this case, as the only polynomial in IˇK of degree
a up to constant factors, the eˇ11 = det(Uˇ1) must be irreducible by hypothesis and Lemma
2.3. If the height of the ideal generated by the maximal minors of Uˇ1
(
q+1,... ,a
)
were one,
then det(Uˇ1) would have to be divisible by a homogeneous polynomial of degree between
1 and a−1, in contradiction with the irreducibility of eˇ11. Hence we have (i). Next assume
n1 = a. Then, the ideal IˇK contains a linear combination eˇ = cˇ0eˇ
1
1 + cˇ1eˇ
2
1 + · · ·+ cˇi0 eˇ
2
i0
(cˇi ∈ K, 0 ≤ i ≤ i0) which is irreducible, since there is an irreducible homogeneous
polynomial of degree a in IˇK by Lemma 2.3. Put G˜ :=
[
G˜′ 0
0 1a−i0
]
with
G˜′ :=


1 0
cˇ1/cˇ0
...
cˇi0/cˇ0
1i0


−1
=


1 0
−cˇ1/cˇ0
...
−cˇi0/cˇ0
1i0


if cˇ0 6= 0, and
G˜′ :=


cˇ1 cˇ12 . . . cˇ1i0
...
...
...
cˇi0 cˇi02 . . . cˇi0i0


−1
otherwise, where cˇij ∈ K (1 ≤ i ≤ i0, 2 ≤ j ≤ i0) are chosen so that the inverse matrix
exists. Then
(eˇ11, eˇ
2
1, . . . , eˇ
2
a)G˜
−1
(
G˜
[
Uˇ01
Uˇ1
])
= 0, (eˇ11, eˇ
2
1, . . . , eˇ
2
a)G˜
−1 = (eˇ/cˇ0, . . .)
or
(eˇ21, . . . , eˇ
2
a, eˇ
1
1)
[
G˜−1 0
0 1
] [
G˜Uˇ1
Uˇ01
]
= 0, (eˇ21, . . . , eˇ
2
a, eˇ
1
1)
[
G˜−1 0
0 1
]
= (eˇ, . . .)
accordingly. By Hilbert-Burch theorem, we must have eˇ/cˇ0 = det
(
G˜
[
Uˇ01
Uˇ1
]
( 1 )
)
if
cˇ0 6= 0, and eˇ = det
([
G˜Uˇ1
Uˇ01
] (
1
))
otherwise. Hence the case (ii) or (iii) occurs for the
same reason as in the case n1 > a.
Lemma 2.7. Let p, q be positive integers with p > q, ν1, . . . , νp a sequence of integers,
and U a p×q matrix with components in k[x1, x2] such that its columns are homogeneous
elements of
⊕p
i=1 k[x1, x2](−νi) whose degrees form a nondecreasing sequence µ1, . . . , µq.
Suppose that µi = νi + 1 for all 1 ≤ i ≤ q, the (i, j) component of U lies in k[x2] for all
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i > q, and that the height of the ideal in k[x1, x2] generated by the maximal minors of U
is greater than one. Suppose further that
U −
[
x11q
0
]
∈ MAT(k[x2]) or (16)
U −

0 00 x11q−1
0 0

 ∈ MAT(k[x2]). (17)
Then there are permutations ι′ ∈ Sp, ι ∈ Sq and matrices G
′ ∈ GL(p, k[x2]), G ∈
GL(q, k[x2]) with homogeneous components satisfying the following conditions.
(i) The jth column of G′UG is a homogeneous element of
⊕p
i=1 k[x1, x2](−νι′(i)) of
degree µι(j) for all 1 ≤ j ≤ q.
(ii) The (j + p− q, j) component of G′UG lies in k∗x
µι(j)−νι′(j+p−q)
2 for all 1 ≤ j ≤ q
and the (i, j) component is zero for all i, j with i > j + p− q.
(iii) For every 1 ≤ l ≤ q,
q∑
j=l
(µι(j) − νι′(j+p−q)) ≤
q∑
j=l
µj − κ(ν, l, p, q) + (µq − µl),
where
κ(ν, l, p, q) := min
{
q∑
j=l
νrj
∣∣∣∣ rl, . . . , rq are distinct integers withj < rj ≤ p for all l ≤ j ≤ q
}
.
Proof. First of all, U
(
1,... ,q
)
6= 0, since the ideal in k[x1, x2] generated by the maxi-
mal minors of U is of height greater than one by hypothesis. We prove our assertion
by induction on q. When q = 1, there is an i1 (1 < i1 ≤ p) such that the (i1, 1)
component is ci11x
µ1−νi1
2 with ci11 ∈ k
∗. Just moving the i1th row to the last, we
obtain our assertion in this case. Suppose q > 1 and that our assertion is true for
smaller values of q. Let u¯i1 (q < i1 ≤ p) be a row of U different from zero. Since
the components of u¯i1 are homogeneous elements of k[x2], they are of the form cx
l
2
(c ∈ k, l ≥ 0). We can write u¯i1 = (0, . . . , 0, ci1j1x
µj1−νi1
2 , ∗, . . . , ∗), where ci1j1x
µj1−νi1
2
is the (i1, j1) component of U with ci1j1 ∈ k
∗. There is therefore an invertible homo-
geous matrix G1 ∈ GL(q, k[x2]) representing a column operation on U , which makes
no change in the first j1 columns, such that u¯i1G1 = (0, . . . , 0, ci1j1x
µj1−νi1
2 , 0, . . . , 0)
and the colums of UG1 are still homogeneous elements of
⊕p
i=1 k[x1, x2](−νi) of degrees
µ1, . . . , µq. Let G2 ∈ GL(q, k) be the matrix representing the permutation that moves
the j1th column to the last and the jth column to the (j − 1)th (j1 < j ≤ q). Put
G′1 :=
[
G−12 G
−1
1 0
0 1p−q
]
if (16) holds or j1 > 1 and (17) holds. In the case j1 = 1 and (17)
holds, put G′1 :=
[
G−12 0
0 1p−q
]
. Let further G′2 ∈ GL(p, k) be the the matrix representing
the permutation that moves the i1th row to the last and the ith row to the (i−1)th (i1 <
i ≤ p). Put U ′ := G′2G
′
1UG1G2, (µ
′
1, . . . , µ
′
q−1, µ
′
q) := (µ1, . . . , µj1−1, µj1+1, . . . , µq, µj1)
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and (ν ′1, . . . , ν
′
p−1, ν
′
p) := (ν1, . . . , νj1−1, νj1+1, . . . , νq, νj1, νq+1, . . . , νi1−1, νi1+1, . . . , νp, νi1).
Then, the jth column of U ′ is a homogeneous element of
⊕p
i=1 k[x1, x2](−ν
′
i) of degree
µ′j for all 1 ≤ j ≤ q, the (p, q) component lies in k
∗x
µj1−νi1
2 = k
∗x
µ′q−ν
′
p
2 , the (p, j) compo-
nents are zero for all j < q, the sequence µ′1, . . . , µ
′
q−1 is nondecreasing, and µ
′
i = ν
′
i + 1
for all 1 ≤ i ≤ q. Moreover, U ′ −
[
x11q
0
]
or U ′ −
[
0 0
0 x11q−1
0 0
]
or U ′ −
[
x11q−1 0
0 0
]
lies in
MAT(k[x2]). The height of the ideal generated by the maximal minors of U
′ ( pq ) must
also be greater than one. Put U ′′ := U ′ ( pq ). By the induction hypothesis applied to
U ′′, there are permutations ι′0 ∈ Sp−1, ι0 ∈ Sq−1 and matrices G
′
0 ∈ GL(p − 1, k[x2]),
G0 ∈ GL(q−1, k[x2]) such that the jth column of G
′
0U
′′G0 is a homogeneous element of⊕p−1
i=1 k[x1, x2](−ν
′
ι′0(i)
) of degree µ′ι0(j) for all 1 ≤ j ≤ q− 1, the (j+ p− q, j) component
of G′0U
′′G0 lies in k
∗x
µ′
ι0(j)
−ν′
ι′
0
(j+p−q)
2 for all 1 ≤ j ≤ q − 1, the (i, j) component is zero
for all i, j with i > j + p− q, and
q−1∑
j=l
(µ′ι0(j) − ν
′
ι′0(j+p−q)
) ≤
q−1∑
j=l
µ′j − κ(ν
′, l, p− 1, q − 1) + (µ′q−1 − µ
′
l) (18)
for every 1 ≤ l ≤ q − 1. There are therefore permutations ι′, ι and matrices G′, G
such that (i) and (ii) hold. Here, we have (µι(1), . . . , µι(q)) = (µ
′
ι0(1)
, . . . , µ′ι0(q−1), µ
′
q),
(νι′(1), . . . , νι′(p)) = (ν
′
ι′0(1)
, . . . , ν ′ι′0(p−1)
, ν ′p), G
′ :=
[
G′0 0
0 1
]
G′2G
′
1, and G := G1G2
[
G0 0
0 1
]
.
We want to verify (iii). The case l = q is easy since µι(q) = µj1 and νι′(p) = νi1 . Let l be
an integer with 1 ≤ l ≤ q − 1 and put
δ :=
q−1∑
j=l
µ′j − κ(ν
′, l, p− 1, q − 1) + (µ′q−1 − µ
′
l) + (µ
′
q − ν
′
p).
Since
∑q
j=l(µι(j) − νι′(j+p−q)) ≤ δ by (18), it is enough to show the following inequality.
Claim. With the notaion above, δ ≤
∑q
j=l µj − κ(ν, l, p, q) + (µq − µl).
Proof of Claim. Let rl, . . . , rq−1 be distinct integers satisfying j < rj ≤ p − 1 for all
l ≤ j ≤ q − 1 such that κ(ν ′, l, p− 1, q − 1) =
∑q−1
j=l ν
′
rj
. Then,
δ =
q−1∑
j=l
µ′j −
q−1∑
j=l
ν ′rj + (µ
′
q−1 − µ
′
l) + (µj1 − νi1).
Given integers j, j′ (j < j′) and a sequence s1, s2, . . ., denote by T (s, j, j
′) the subse-
quence sj+1, . . . , sj′ with order being forgotten. Notice that T (ν
′, j, p− 1)\{ν ′q = νj1} =
T (ν, j + 1, p)\{νi1} for j1 − 1 ≤ j ≤ q − 1 and that T (ν
′, j, p− 1) = T (ν, j, p)\{νi1} for
1 ≤ j ≤ j1 − 1. Moreover
κ(ν, l, p, q) = min
{
q∑
j=l
νrj
∣∣∣∣ νrj is a term of T (ν, j, p) for all l ≤ j ≤ qand rl, . . . , rq are distinct
}
.
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If 1 ≤ l ≤ j1 − 1 and q /∈ {rl, . . . , rq−1}, then
∑j1−1
j=l ν
′
rj
+ νi1 +
∑q−1
j=j1
ν ′rj ≥ κ(ν, l, p, q)
by the above observation, so that
δ =
j1−1∑
j=l
µ′j + µj1 +
q−1∑
j=j1
µ′j −
j1−1∑
j=l
ν ′rj − νi1 −
q−1∑
j=j1
ν ′rj + (µ
′
q−1 − µ
′
l)
=
j1−1∑
j=l
µj + µj1 +
q−1∑
j=j1
µj+1 −
j1−1∑
j=l
ν ′rj − νi1 −
q−1∑
j=j1
ν ′rj + (µ
′
q−1 − µ
′
l)
≤
q∑
j=l
µj − κ(ν, l, p, q) + (µq − µl).
If 1 ≤ l ≤ j1 − 1 and q = rj2 for some l ≤ j2 ≤ q − 1, let r
′
l, . . . , r
′
q−1 be the sequence
obtained from rl, . . . , rq−1 by replacing rj2 with p (i.e. r
′
j2 = p and r
′
j = rj for j 6= j2).
Since ν ′rj2
= νj1 , ν
′
r′j2
= ν ′p = νi1 , and ν
′
r′j1−1
is a term of T (ν ′, j1 − 1, p)\{ν
′
q = νj1} =
T (ν, j1, p), we find similarly that
δ =
j1−2∑
j=l
µj + µj1−1 + µj1 +
q−1∑
j=j1
µj+1 −
j1−2∑
j=l
ν ′r′j − νj1 − ν
′
r′j1−1
−
q−1∑
j=j1
ν ′r′j
+ (µ′q−1 − µ
′
l)
≤
q∑
j=l
µj − κ(ν, l, p, q) + (µq − µl).
If j1 ≤ l ≤ q − 1 and q /∈ {rl, . . . , rq−1}, then
δ = µj1 +
q−1∑
j=l
µj+1 − νi1 −
q−1∑
j=l
ν ′rj + (µ
′
q−1 − µ
′
l)
≤
q∑
j=l
µj − κ(ν, l, p, q) + (µq − µl).
If j1 ≤ l ≤ q − 1 and q = rj2 for some l ≤ j2 ≤ q − 1, let r
′
l, . . . , r
′
q−1 be the sequence
obtained from rl, . . . , rq−1 by replacing rj2 with p. Since ν
′
rj2
= νj1 , ν
′
r′j2
= ν ′p = νi1 ,
µ′q−1 = µq, µ
′
l = µl+1, and µj1 − νj1 = µl − νl = µl+1 − νl+1 = 1,
δ = µj1 +
q−1∑
j=l
µj+1 − νj1 −
q−1∑
j=l
ν ′r′
j
+ (µ′q−1 − µ
′
l)
= µl +
q−1∑
j=l
µj+1 − νl −
q−1∑
j=l
ν ′r′j + (µq − µl+1)
= µl +
q−1∑
j=l
µj+1 − νl+1 −
q−1∑
j=l
ν ′r′j + (µl − νl) + (νl+1 − µl+1) + (µq − µl)
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= µl +
q−1∑
j=l
µj+1 − νl+1 −
q−1∑
j=l
ν ′r′j + (µq − µl)
≤
q∑
j=l
µj − κ(ν, l, p, q) + (µq − µl).
Thus, we have (iii), too.
Lemma 2.8. Let (ζij), Γ , U01, U1 U˜01 and U˜1 be the matrices mentioned at the begininig
of this section such that U01 and U1 are obtained from U˜01 and U˜1 respectively by the
substitution (ζij) = Γ , where Γ is chosen sufficiently generally. Let q be a positive
integer with q < a. Then, there are a a × (a + 1) matrix G′ with components in k[x2]
and a G ∈ GL(q, k[x2]) such that the matrix (uij) := G
′
([
U01
U1
] (
q+1,... ,a
))
G satisfies the
following conditions.
(i) Each uj+a−q j is a homogeneous element of k[x2]\{0}+(x3, x4)R for all 1 ≤ j ≤ q
and uij ∈ (x3, x4)R for all i, j with i > j + a− q.
(ii) The degree of
∏q
j=l uj+a−q j is less than or equal to q − l + 1 for all 1 ≤ l ≤ q.
Proof. Let the notation be the same as in Lemma 2.6. One of the three cases stated
there occurs. Put
Uˇ :=


Uˇ1
(
q + 1, . . . , a
)
for the case (i),
G˜
[
Uˇ01
Uˇ1
](
1
q + 1, . . . , a
)
for the case (ii).
Then, Uˇ −
[
z11q
0
]
∈ MAT(K[z2]). In the case (iii) of Lemma 2.6, we should be a little
bit more careful. When q ≥ i0, put
Uˇ ′ :=
([
G˜Uˇ1
Uˇ01
]
G˜−1
)(
1
q + 1, . . . , a
)
=
([
G˜Uˇ1
Uˇ01
](
1
q + 1, . . . , a
))[
G˜′−1 0
0 1q−i0
]
,
and let Uˇ be the matrix obtained from Uˇ ′ by moving the ith row to the (i + 1)th for
1 ≤ i ≤ a−1 and the last row to the first. Then Uˇ −
[
0 0
0 z11q−1
0 0
]
∈ MAT(K[z2]). Suppose
q < i0. Since G˜
′ is an invertible matrix, rankK(G˜
′
( 1
q+1,... ,i0
)
) ≥ q−1. There is therefore
a G˜′′ ∈ GL(i0 − 1, K) and a G˜
′′′ ∈ GL(q,K) such that G˜′′
(
G˜′
(
1
q+1,... ,i0
))
G˜′′′ coincides
with
[
1q
0
]
or
[
0 0
0 1q−1
0 0
]
. Put
Uˇ ′ :=
[
G˜′′ 0
0 1a+1−i0
]([
G˜Uˇ1
Uˇ01
](
1
q + 1, . . . , a
))
G˜′′′.
Then, since G˜ =
[
G˜′ 0
0 1a−i0
]
, we see
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Uˇ ′ −
[
z1G˜
′′G˜′
( 1
q+1,... ,i0
)
G˜′′′
0
]
= Uˇ ′ −
[
G˜′′ 0
0 1a+1−i0
]([
G˜z11a
0
](
1
q + 1, . . . , a
))
G˜′′′ ∈ MAT(K[z2]).
Hence Uˇ ′ −
[
z11q
0
]
or Uˇ ′ −
[
0 0
0 z11q−1
0 0
]
lies in MAT(K[z2]). Now, in the case where (iii) of
Lemma 2.6 holds with q < i0, let Uˇ be the matrix obtained from Uˇ
′ by moving the ith
row to the (i+1)th for i0 ≤ i ≤ a−1 and the last row to the i0th. In all the above cases,
there are a a× (a+1) matrix G˜′0 with components in K and a G˜0 ∈ GL(q,K) such that
Uˇ ≡ G˜′0
([
U˜01
U˜1
] (
q+1,... ,a
))
G˜0 (mod (z3, z4)RK). Put U˜ := G˜
′
0
([
U˜01
U˜1
] (
q+1,... ,a
))
G˜0 and
let Uirrd (resp. U) denote the matrix obtained from U˜ (resp. Uˇ) by the substitution
(ζij) = Γ . Since the height of the ideal in K[z1, z2] generated by the maximal minors of
Uˇ is greater than one by Lemma 2.6, so is the height of the ideal in k[x1, x2] generated
by the maximal minors of U . Besides, Uirrd ≡ U (mod (x3, x4)R). Since U is obtained in
the manner above, we find that it satisfies all the hypotheses of Lemma 2.7 with p = a,
(ν1, . . . , νp) = (n1, . . . , na), and (µ1, . . . , µq) = (n1 + 1, . . . , nq + 1).
Let ι′ ∈ Sa, ι ∈ Sq, G
′ ∈ GL(a, k[x2]), and G ∈ GL(q, k[x2]) be the permu-
tations and the matrices stated in Lemma 2.7 and let uij denote the (i, j) compo-
nent of G′UirrdG. Since the components of G
′UG satisfy (ii) of Lemma 2.7 and since
G′UirrdG ≡ G
′UG (mod (x3, x4)R), we see that (i) holds and that the degree of uj+a−q j
is µι(j) − νι′(j+a−q). On the other hand,
∑q
j=l µj − κ(ν, l, a, q) + (µq − µl) =
∑q
j=l(nj +
1)−
∑q
i=l ni+1+(nq−nl) ≤ q− l+1 for all 1 ≤ l ≤ q by a direct computation. Since the
degree of
∏q
j=l uj+a−q j must be
∑q
j=l(µι(j) − νι′(j+a−q)), our assertion (ii) follows from
(iii) of Lemma 2.7.
§3. Matrices that represent operations of x1 and x2 on the
k[x3, x4]-module Ext
3
R(R/I,R)
As seen in Section 1, the module Ext3R(R/I,R), which is the dual of H
1
m
(R/I) up to
shift in grading, is isomorphic to CokerR(tU3,
tU5,
tU4). The operation of x1 (resp. x2)
on an element of Ext3R(R/I,R) is therefore represented by the matrix
t
◦
U3 = x11b −
tU3
(resp. t
◦
U5 = x21b −
tU5). In this section, we describe how these matrices are influenced
by the structure of Ext3R(R/I,R) as an k[x3, x4]-module from a computational aspect.
Our arguments below will be applied in Section 5 with (V3, V5) = (
tU3,
tU5).
Assume that x1, x2, x3, x4 are elements of [R]1 such that R = k[x1, x2, x3, x4]. Let
d1, . . . , dQ be a nondecreasing sequence of integers, and V3 and V5 be matrices giving
homogneous homomorphisms
V3, V5 :
Q⊕
i=1
R(di + 1) −→
Q⊕
i=1
R(di + 2)
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of degree zero such that the components of
◦
V3 := x11Q − V3 and
◦
V5 := x21Q − V5 lie
in k[x3, x4]. Suppose there are positive integers p, q with 1 ≤ p < Q, 1 ≤ q ≤ Q − p
such that dp < dp+1 = dp+2 = · · · = dp+q and if q < Q− p then dp+q < dp+q+1. Take an
element s ∈ k and put x¯1 := x1 + sx2,
◦
W :=
◦
V3 + s
◦
V5, W := x¯11Q −
◦
W = V3 + sV5. Let
W =:
[
C ′ C ′′ C ′′′
D′ D′′ D′′′
]
, A′ :=
[
C ′′ C ′′′
D′′ D′′′
]
, A′′ :=
[
C ′′
D′′
]
,
where the number of the rows of (C ′, C ′′, C ′′′) (resp. (D′, D′′, D′′′)) is p (resp. Q − p),
and the numbers of the columuns of D′, D′′, D′′′ are p, q, Q− p− q respectively. Notice
that for each row of A′′ the degrees of its components are the same and that C ′′ is a
matrix whose components are zero or of degree zero in x¯1, x3, x4. Besides, C
′′′ = 0 since
the degrees its components must be negative. Choose G1 ∈ GL(q, k) so that the columns
of C ′′G1 different from zero are linearly independent over k. Put
G2 :=


1p 0 0
0 G1 0
0 0 1Q−p−q

 and A := A′ [G1 0
0 1Q−p−q
]
.
Observe that x¯1 appears in A only in the form cx¯1 with some c ∈ k. We may therefore
write
A = x¯1A1 + A0, (19)
where A1 (resp. A0) is a matrix with entries in k (resp. k[x3, x4]) and ∆(A0) = ∆(A) =
∆(A1) + 1. Let S denote the graded module
⊕Q
i=1R(di + 2) and deg(v) the degree of
an element v ∈ S. We will regard the columns of A as homogeneous elements of S.
Note that the degrees of the first q columns of A are the same and equal to −1− dp+1,
while the degrees of the remaining columns are smaller than that. Let b1, . . . , bm be
all the columns of A of degree −1 − dp+1 which do not vanish modulo (x¯1, x3, x4), and
denote the remaining columns of A by a1, . . . , an. Actually, {b1, . . . , bm} consists of all
the columns b of A′′G1 such that at least one of the first p components of b is an element
of k different from zero. Let bi =:
t(b1i, . . . , bQi) and b
′′
i :=
t(b1i, . . . , bpi). The components
of b′′i lie in k and the vectors b
′′
1, . . . , b
′′
m are linearly independent over k by the choice of
G1. We construct a matrix H whose columns are x¯
ν1
1 x
ν3
3 x
ν4
4 ai (ν1 + ν3 + ν4 + deg(ai) =
−1 − dp+1, 1 ≤ i ≤ n, ν1, ν3, ν4 ≥ 0) arranged in a suitable order. Observe that
deg(ai) ≤ −1 − dp+1 for all 1 ≤ i ≤ n. The first p components of ai (1 ≤ i ≤ n) are
therefore zero and so are the first p rows of H . Since W − x¯11Q ∈ MAT(k[x3, x4]), we
see A′ −
[
0
x¯11Q−p
]
∈ MAT(k[x3, x4]). Hence
G−12 A−
[
O
x¯11Q−p
]
∈ MAT(k[x3, x4]).
This implies that
Q⊕
i=1
k[x¯1, x3, x4](di + 2) = Im
k[x¯1,x3,x4](G−12 A)⊕
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((
p⊕
i=1
k[x¯1, x3, x4](di + 2)
)
⊕
(
Q⊕
i=p+1
k[x3, x4](di + 2)
))
by [7, Lemma 1.1], so that multiplying both sides by G2 on the left, we get
Q⊕
i=1
k[x¯1, x3, x4](di + 2) = Im
k[x¯1,x3,x4](A)⊕
((
p⊕
i=1
k[x¯1, x3, x4](di + 2)
)
⊕
(
Q⊕
i=p+1
k[x3, x4](di + 2)
))
.
Moreover, since an element of [k[x¯1, x3, x4](di + 2)]−1−dp+1 is zero or lies in k for all
1 ≤ i ≤ p, we see
[
Q⊕
i=1
k[x¯1, x3, x4](di + 2)
]
−1−dp+1
=
[
Imk[x¯1,x3,x4](A)
]
−1−dp+1
⊕
[
Q⊕
i=1
k[x3, x4](di + 2)
]
−1−dp+1
= 〈b1, . . . , bm, H〉 ⊕
[
Q⊕
i=1
k[x3, x4](di + 2)
]
−1−dp+1
,
(20)
where 〈b1, . . . , bm, H〉 denotes the vector space over k spanned by b1, . . . , bm and the
columns of H .
We will denote a matrix Z with components in R by Z(x1, x2, x3, x4) when we want
to pay attention to the variables x1, x2, x3, x4. Let ξ, η be parameters over R. For a
matrix Z = Z(x1, x2, x3, x4) with components in R, let Z˜ = Z˜(ξ, η, x1, x2, x3, x4) :=
Z(x1, x2, x3 + ξx¯1, x4 + ηx¯1) and Z¯ = Z¯(ξ, η, x1, x2) := Z(x1, x2, ξx¯1, ηx¯1). Observe that
Z¯(x3/x¯1, x4/x¯1, x1, x2) = Z(x1, x2, x3, x4). (21)
Now we consider b1, . . . , bm and H . Notice that their components are polynomials in
x¯1, x3, x4. With the notation above, the components of b˜1, . . . , b˜m and H˜, therefore, lie
in k[x¯1, x3, x4, ξ, η] = k[x¯1, x3, x4] ⊗k k[ξ, η]. Let T be the local ring k[ξ, η](ξ,η) and let
〈b˜1, . . . , b˜m, H˜〉T denote the submodule of[
Q⊕
i=1
k[x¯1, x3, x4](di + 2)⊗k T
]
−1−dp+1
spanned over T by b˜1, . . . , b˜m and the columns of H˜ , where [S ⊗k T ]ρ = [S]ρ ⊗k T for
ρ ∈ Z. Since b˜i(0, 0, x1, x2, x3, x4) = bi (1 ≤ i ≤ m) and H˜(0, 0, x1, x2, x3, x4) = H , we
find by (20) that
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[
Q⊕
i=1
k[x¯1, x3, x4](di + 2)⊗k T
]
−1−dp+1
= 〈b˜1, . . . , b˜m, H˜〉T ⊕
[
Q⊕
i=1
k[x3, x4](di + 2)⊗k T
]
−1−dp+1
. (22)
Put
Np := 0
p
⊕
(
Q⊕
i=p+1
k[x3, x4](di + 2)
)
⊂
(
Q⊕
i=1
k[x3, x4](di + 2)
)
.
This is a module over k[x3, x4] consisting of all the elements of
⊕Q
i=1 k[x3, x4](di+2) ⊂ S
such that the first p components are zero. Let v = v(x3, x4) (= v(x1, x2, x3, x4)) be an
element of
[
Np
]
−1−dp+1
. We can write
v˜(ξ, η, x1, x2, x3, x4)
=
m∑
i=1
b˜i(ξ, η, x1, x2, x3, x4)gˆi + H˜(ξ, η, x1, x2, x3, x4) ·
t(fˆ1, . . . , fˆl) + w (23)
with gˆi, fˆi ∈ T and w ∈
[⊕Q
i=1 k[x3, x4](di + 2)⊗k T
]
−1−dp+1
by (22), where l denotes
the number of the columns of H .
Lemma 3.1. Let v and w be as above. Suppose that w ≡ 0 (mod (x3, x4)). Then
x¯ν1v ∈ Im
k[x¯1,x3,x4](a1, . . . , an)⊕Np
for all ν ≥ 0.
Proof. Since v ∈ [Np]−1−dp+1 by hypotheses, the first p components of v˜ are zero. Besides,
since an element of [k[x¯1, x3, x4](di + 2)⊗k T ]−1−dp+1 is zero or lies in T for 1 ≤ i ≤ p,
it follows from the assumption w ≡ 0 (mod (x3, x4)) that the first p components of w
are also zero. On the other hand, the vectors b˜′′i (1 ≤ i ≤ m) are linearly independent
over T and the first p components of the columns of H˜ are zero, since these properties
are inherited from b′′1, . . . , b
′′
m and H . Hence, gˆi = 0 for all 1 ≤ i ≤ m. In other words
v˜(ξ, η, x1, x2, x3, x4) = H˜(ξ, η, x1, x2, x3, x4) ·
t(fˆ1, . . . , fˆl) + w,
so that
v¯(ξ, η, x1, x2) = H¯(ξ, η, x1, x2) ·
t(fˆ1, . . . , fˆl).
Let ν ≥ 0 be an integer. Since the denominators of fˆi (1 ≤ i ≤ l) lies in k
∗ + (ξ, η),
there is a polynomial ψ0 ∈ (ξ, η)
ν+1 such that ψi := (1+ψ0)fˆi ∈ k[ξ, η] for all 1 ≤ i ≤ l.
Hence
(1 + ψ0)x¯
ν
1 v¯(ξ, η, x1, x2) = x¯
ν
1H¯(ξ, η, x1, x2) ·
t(ψ1, . . . , ψl).
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Now substitute x3/x¯1 and x4/x¯1 for ξ and η respectively in this equality. We find by
(21) that
(1 + ψ0(x3/x¯1, x4/x¯1))x¯
ν
1v(x3, x4)
= x¯ν1H(x1, x2, x3, x4) ·
t(ψ1(x3/x¯1, x4/x¯1), . . . , ψl(x3/x¯1, x4/x¯1)).
Write
ψj(x3/x¯1, x4/x¯1) =
∑
µ≥0
ψjµ(x3, x4)/x¯
µ
1
for 0 ≤ j ≤ l, where ψjµ(x3, x4) is a homogeneous polynomials in x3, x4 of degree µ for
each j, µ. Notice that ψ0µ = 0 for µ ≤ ν. Moreover, we can write ai = x¯1ai1 + ai0 by
(19), where ai1 (resp. ai0) is a column of A1 (resp. A0). Compare terms with no factor
x¯1 in the denominators in the above equality. Then, since v ∈
⊕Q
i=1 k[x3, x4](di + 2)
and each column of H is of the form x¯ν11 x
ν3
3 x
ν4
4 ai, we find that x¯
ν
1v is the sum of a finite
number of vectors of the forms
x¯ν1+ν−µ1 x
ν3
3 x
ν4
4 ψjµ(x3, x4)ai
(deg(ai) + ν1 + ν3 + ν4 = −1 − dp+1, ν1, ν3, ν4 ≥ 0, ν1 + ν ≥ µ,
1 ≤ i ≤ n, 1 ≤ j ≤ l) and
xν33 x
ν4
4 ψjν1+ν+1(x3, x4)ai1
(deg(ai) + ν1 + ν3 + ν4 = −1 − dp+1, ν1, ν3, ν4 ≥ 0,
1 ≤ i ≤ n, 1 ≤ j ≤ l).
Since the first p components of ai1 are zero for all 1 ≤ i ≤ n, our assertion holds.
Lemma 3.2. Assumption being the same as in Lemma 3.1, we have
◦
W νv ∈ Np
for all ν ≥ 0.
Proof. For ν = 0, our assertion is trivial. Suppose ν > 0. Using the equality W =
x¯11Q −
◦
W , we see
x¯ν1v = W
(
ν∑
i=1
x¯ν−i1
◦
W i−1
)
v +
◦
W νv.
On the other hand, x¯ν1v = ϕ1 + ϕ2 with ϕ1 ∈ Im
k[x¯1,x3,x4](a1, . . . , an) ⊂ Im
k[x¯1,x3,x4](W ),
ϕ2 ∈ Np by Lemma 3.1. The vector ϕ2−
◦
W νv is therefore contained in Imk[x¯1,x3,x4](W ).
Since the components of ϕ2−
◦
W νv are all contained in k[x3, x4] andW is a square matrix
such that W = x¯11Q −
◦
W with
◦
W ∈ MAT(k[x3, x4]), it follows that ϕ2 −
◦
W νv = 0.
Hence
◦
W νv ∈ Np.
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Lemma 3.3. Let V3, V5, di (1 ≤ i ≤ Q), p, q, Np, ξ, η, T be as above. Let v1, . . . , vδ
be homogeneous elements of
⊕Q
i=1 k[x3, x4](di + 2) and v an element of [Np]−1−dp+1 ∩
Imk[x3,x4](v1, . . . , vδ). Suppose that one of the following two conditions holds:
(i) dp+1 > dp + 1,
(ii) dp+1 = dp + 1 and the number of the minimal generators of the k[x3, x4]-module
Q⊕
i=1
R(di + 2)/ Im
R(V3, V5, v1, . . . , vδ)
of degree −1− dp+1 is q
′ := max{ i | dp−i+1 = · · · = dp−1 = dp } and remains unchanged
for any small homogeneous transformation of variables x1, x2, x3, x4.
Then, for every s ∈ k, the element w of
[⊕Q
i=1 k[x3, x4](di + 2)⊗k T
]
−1−dp+1
defined
by the equality (23) must be congruent to zero modulo (x3, x4).
Proof. In the case (i), we get our assertion, taking the degrees of the components of
v and w into account. Let us go on the case (ii). Let s ∈ k, and let x¯1, W , A,
bi (1 ≤ i ≤ m), and H be as above. We want to consider Coker
R⊗kk[ξ,η](V˜3, V˜5, v˜1, . . . , v˜δ),
where V˜i = V˜ (ξ, η, x1, x2, x3, x4) (i = 3, 5) and v˜j = v˜j(ξ, η, x1, x2, x3, x4) (1 ≤ j ≤ δ). It
follows from the equality
Q⊕
i=1
R(di + 2) = Im
R(V3, V5) +
(
Q⊕
i=1
k[x3, x4](di + 2)
)
that
Q⊕
i=1
R(di + 2)⊗k T = Im
R⊗kT (V˜3, V˜5) +
(
Q⊕
i=1
k[x3, x4](di + 2)⊗k T
)
.
Hence
(
Q⊕
i=1
R(di + 2)⊗k k[ξ, η]ψ
)
/ ImR⊗kk[ξ,η]ψ(V˜3, V˜5, v˜1, . . . , v˜δ)
∼=
(
Q⊕
i=1
k[x3, x4](di + 2)⊗k k[ξ, η]ψ
)
/(k[x3, x4]⊗k k[ξ, η]ψ)E
′′ (24)
over k[x3, x4]⊗k k[ξ, η]ψ for some ψ ∈ k[ξ, η]\(ξ, η), where
E ′′ := ImR⊗kk[ξ,η](V˜3, V˜5, v˜1, . . . , v˜δ) ∩
(
Q⊕
i=1
k[x3, x4](di + 2)⊗k k[ξ, η]
)
.
Let w be the element of
⊕Q
i=1 k[x3, x4](di + 2)⊗k T of degree −1 − dp+1 such that the
equality (23) holds. The vectors b˜i (1 ≤ i ≤ m) and the columns of H˜ are contained in
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ImR⊗kT (V˜3) + Im
R⊗kT (V˜5), and v˜ ∈ Im
R⊗kT (v˜1, . . . , v˜δ), so that w ∈ (k[x3, x4]⊗k T )E
′′.
Let φi :=
t(0, . . . , 0,
i`
1, 0, . . . , 0) (1 ≤ i ≤ Q) be the canonical bases of
⊕Q
i=1 k[x3, x4](di+
2) ⊗k k[ξ, η]. Then deg(φi) = −1 − dp+1 if and only if p − q
′ + 1 ≤ i ≤ p. Since the
parameters ξ, η correspond to a small homogeneous transformation of the variables
x1, x2, x3, x4, our hypothesis implies by (24) that the q
′ vectors φp−q′+1, . . . , φp must be
linearly independent over k(p) in
((⊕Q
i=1 k[x3, x4](di + 2)⊗k k[ξ, η]
)
/E ′′
)
⊗k(p) for all
points p ∈ Spec(k[ξ, η]) in a neighborhood of the origin ξ = η = 0. We find therefore
that the first p components of any element of E ′′ of degree −1 − dp+1 must be zero.
Hence w ≡ 0 (mod (x3, x4)).
§4. Structure of ImR(tU4)
To investigate the structure of CokerR(tU3,
tU5,
tU4) as a k[x3, x4]-module, one needs to
know the behavior of t
◦
U3,
t
◦
U5 and their multiples more intimately. This section is devoted
to a description of some rudimentary properties concerned with it.
Let V3, V5,
◦
V3,
◦
V5 and di (1 ≤ i ≤ Q) be the same as in the previous section.
Here, we think of V3, V5,
◦
V3,
◦
V5 as homogeneous linear mappings of degree one from⊕Q
i=1R(di + 2) to itself.
Lemma 4.1. Let V3, V5,
◦
V3,
◦
V5, di (1 ≤ i ≤ Q) be as above and let Ξ denote the
module generated over k[x3, x4] by the columns of [
◦
V3,
◦
V5] :=
◦
V3
◦
V5 −
◦
V5
◦
V3. Let further
µ ≥ 0, ν ≥ 0 be integers and (p1, . . . , pµ+ν) be a (µ + ν)-tuple of integers such that
µ = #{ i | pi = 3 }, ν = #{ i | pi = 5 }. Then for every v ∈
⊕Q
i=1 k[x3, x4](di + 2), we
have (
µ+ν∏
i=1
◦
Vpi
)
v ∈
◦
V3
µ ◦V5
νv +
∑
m≥0, n≥0,
0≤m+n<µ+ν
◦
V3
m ◦V5
nΞ,
where
∏µ+ν
i=1
◦
Vpi stands for 1Q in the case µ = ν = 0.
Proof. Put l = µ+ν. Let µ′′, ν ′′ be integers with µ′′ ≥ 0, ν ′′ > 0 and let l′′ := µ′′+ν ′′ ≤ l.
Assume that pi = 3 for i ≤ µ
′′, pi = 5 for µ
′′ + 1 ≤ i ≤ l′′ and that pl′′+1 = 3 if l
′′ < l.
If l′′ = l, then µ = µ′′, ν = ν ′′ and
(∏l
i=1
◦
Vpi
)
v =
◦
V3
µ
◦
V5
νv. Suppose l′′ < l and let
v′ :=
(∏l
i=l′′+2
◦
Vpi
)
v ∈
⊕Q
i=1 k[x3, x4](di + 2). Then, using the equality
◦
V3
µ′′ ◦V5
ν′′ ◦V3 · v
′ =
◦
V3
µ′′ ◦V5
ν′′−1 ◦V3
◦
V5 · v
′ −
◦
V3
µ′′ ◦V5
ν′′−1[
◦
V3,
◦
V5]v
′
repeatedly, we find(
l∏
i=1
◦
Vpi
)
v =
◦
V5
µ′′ ◦V3
ν′′ ◦V5 · v
′ ∈
◦
V5
µ′′+1 ◦V3
ν′′v′ +
∑
m≥0, n≥0,
0≤m+n<µ+ν
◦
V5
m ◦V3
nΞ.
Since µ′′ + 1 + ν ′′ > l′′, our assertion follows by ascending induction on l′′.
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For each pair of integers µ, ν with µ ≥ 0, ν ≥ 0, put
Lµ,ν :=
∑
(p1,... ,pµ+ν) such that
#{i|pi=3}=µ and #{i|pi=5}=ν
µ+ν∏
j=1
◦
Vpj ,
where L0,0 = 1Q.
Corollary 4.2. Let V3, V5,
◦
V3,
◦
V5, di (1 ≤ i ≤ Q), and Ξ be as in Lemma 4.1. Then,(
µ+ ν
µ
)
◦
V3
µ ◦V5
νv ∈ Lµ,νv +
∑
m≥0, n≥0,
0≤m+n<µ+ν
◦
V3
m ◦V5
nΞ
for every v ∈
⊕Q
i=1 k[x3, x4](di + 2) and every pair µ, ν of integers with µ ≥ 0, ν ≥ 0.
Proof. With the notation of Lemma 4.1,
◦
V3
µ ◦V5
νv ∈
(
µ+ν∏
i=1
◦
Vpi
)
v +
∑
m≥0, n≥0,
0≤m+n<µ+ν
◦
V3
m ◦V5
nΞ.
Our assertion follows by summing up all the above relations such that #{ i | pi = 3 } =
µ and #{ i | pi = 5 } = ν.
Lemma 4.3. Let V3, V5,
◦
V3 and
◦
V5 be as in Lemma 4.1, and v be an element of⊕Q
i=1 k[x3, x4](di + 2). Then,
xµ2v ∈ Im
k[x2,x3,x4](V5) +
◦
V5
µ · v, xµ1v ∈ Im
R(V3) +
◦
V3
µ · v
for all µ ≥ 1. If further v ∈ (x3, x4)
⊕Q
i=1 k[x3, x4](di + 2), then
xµ2v ∈ (x3, x4) Im
k[x2,x3,x4](V5) +
◦
V5
µ · v, xµ1v ∈ (x3, x4) Im
R(V3) +
◦
V3
µ · v
for all µ ≥ 1.
Proof. First we have
x2v = (x21Q)v = (V5 +
◦
V5)v ∈ Im
k[x2,x3,x4](V5) +
◦
V5 · v.
Inductively,
xµ2v = x2(x
µ−1
2 v) ∈ x2(Im
k[x2,x3,x4](V5) +
◦
V5
µ−1 · v)
⊂ Imk[x2,x3,x4](V5) + V5(
◦
V5
µ−1 · v) +
◦
V5(
◦
V5
µ−1 · v)
= Imk[x2,x3,x4](V5) +
◦
V5
µ · v
for µ ≥ 1. Likewise,
xµ1v ∈ Im
k[x1,x3,x4](V3) +
◦
V3
µ · v ⊂ ImR(V3) +
◦
V3
µ · v
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for µ ≥ 1. If v ∈ (x3, x4)
⊕Q
i=1 k[x3, x4](di + 2), then v = x3v
′ + x4v
′′ with v′, v′′ ∈⊕Q
i=1 k[x3, x4](di + 2). Hence
xµ2v = x3x
µ
2v
′ + x4x
µ
2v
′′ ∈ (x3, x4) Im
k[x2,x3,x4](V5) +
◦
V5
µ · v.
The same holds for xµ1v.
Lemma 4.4. Let V3, V5,
◦
V3,
◦
V5 and Ξ be as in Lemma 4.1. Let v1, . . . , vδ be elements of
(x3, x4)
⊕Q
i=1 k[x3, x4](di + 2) and P the module generated over k[x3, x4] by them. Then
(x3, x4) Im
R(V3, V5)+ Im
R(v1, . . . , vδ)
= (x3, x4) Im
R(V3)⊕ (x3, x4) Im
k[x2,x3,x4](V5)
⊕
∑
µ≥0, ν≥0
(
x3
◦
V3
µ ◦V5
νΞ + x4
◦
V3
µ ◦V5
νΞ +
◦
V3
µ ◦V5
νP
)
.
Proof. Let E (resp. M) denote the right (resp. left) hand side of the above equality.
We want to show first that E is an R-module. With the use of Lemma 4.3, we see
Imk[x2,x3,x4]([
◦
V3,
◦
V5]) =
∑
µ≥0
xµ2 Im
k[x3,x4]([
◦
V3,
◦
V5])
⊂ Imk[x2,x3,x4](V5) +
∑
µ≥0
◦
V5
µ Imk[x3,x4]([
◦
V3,
◦
V5])
= Imk[x2,x3,x4](V5) +
∑
µ≥0
◦
V5
µΞ.
(25)
Let (p1, . . . , pµ+ν) be a (µ + ν)-tuple of integers such that µ = #{ i | pi = 3 }, ν =
#{ i | pi = 5 }, and l be an integer with 1 ≤ l ≤ δ. Since vl = x3v
′
l + x4v
′′
l with
v′l, v
′′
l ∈
⊕Q
i=1 k[x3, x4](di + 2),(
µ+ν∏
i=1
◦
Vpi
)
vl = x3
(
µ+ν∏
i=1
◦
Vpi
)
v′l + x4
(
µ+ν∏
i=1
◦
Vpi
)
v′′l
∈ x3
◦
V3
µ ◦V5
νv′l + x3
∑
m≥0, n≥0
◦
V3
m ◦V5
nΞ
+ x4
◦
V3
µ ◦V5
νv′′l + x4
∑
m≥0, n≥0
◦
V3
m ◦V5
nΞ
=
◦
V3
µ ◦V5
νvl +
∑
m≥0, n≥0
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ
)
(26)
by Lemma 4.1. For w ∈
⊕Q
i=1 k[x2, x3, x4](di + 2),
x1V5 · w = (x11Q)V5 · w = (V3 +
◦
V3)V5 · w
= V3(V5 · w) + V5
◦
V3 · w + [
◦
V3, V5]w
= V3(V5 · w) + V5
◦
V3 · w − [
◦
V3,
◦
V5]w
∈ ImR(V3) + Im
k[x2,x3,x4](V5) + Im
k[x2,x3,x4]([
◦
V3,
◦
V5]).
(27)
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Hence
x1(x3, x4) Im
k[x2,x3,x4](V5) ⊂ E (28)
by (25) and (27). Using Lemma 4.3 with µ = 1, together with Lemma 4.1 and (26), we
see
xi
(
x3
◦
V3
µ ◦V5
νΞ + x4
◦
V3
µ ◦V5
νΞ +
◦
V3
µ ◦V5
νP
)
⊂ E (29)
for i = 1, 2. Thus E is a module over R by (28) and (29). Moreover the columns of
the matrices xjVi (i ∈ {3, 5}, j ∈ {3, 4}) and the elements v1, . . . , vδ are contained in
E. Hence M ⊂ E. To complete the proof of our assertion, it remains to prove that
x3
◦
V3
µ ◦V5
νΞ + x4
◦
V3
µ ◦V5
νΞ +
◦
V3
µ ◦V5
νP ⊂M.
Let v = x3v
′ + x4v
′′ be an arbitrary element of (x3, x4)
⊕Q
i=1R(di + 2). Then, by the
same computation as in the proof of Lemma 4.3 with µ = 1, we see
◦
V3 · v ∈ (x3, x4) Im
R(V3) + x1v and
◦
V5 · v ∈ (x3, x4) Im
R(V5) + x2v.
This means that
◦
V3
µ
◦
V5
νv ∈M whenever v ∈M . Since the columns of [
◦
V3,
◦
V5] = [V3, V5]
are elments of ImR(V3) + Im
R(V5), the sets xjΞ (j = 3, 4) are contained in M . Besides,
it is clear that P ⊂M . Hence, x3
◦
V3
µ
◦
V5
νΞ + x4
◦
V3
µ
◦
V5
νΞ +
◦
V3
µ
◦
V5
νP ⊂ M .
Corollary 4.5. With the notation of Lemma 4.4,
(
(x3, x4) Im
R(V3, V5) + Im
R(v1, . . . , vδ)
)
∩
Q⊕
i=1
k[x3, x4](di + 2)
=
∑
µ≥0, ν≥0
(
x3
◦
V3
µ ◦V5
νΞ + x4
◦
V3
µ ◦V5
νΞ +
◦
V3
µ ◦V5
νP
)
.
Proof. Let v be an element of the left hand side of the above equality. Then, by Lemma
4.4, v = ϕ1 + ϕ2 + ϕ3 with ϕ1 ∈ (x3, x4) Im
R(V3), ϕ2 ∈ (x3, x4) Im
k[x2,x3,x4](V5) and
ϕ3 ∈
∑
µ≥0, ν≥0
(
x3
◦
V3
µ
◦
V5
νΞ + x4
◦
V3
µ
◦
V5
νΞ +
◦
V3
µ
◦
V5
νP
)
. Since v − ϕ3 = ϕ1 + ϕ2 lies in(
ImR(V3)⊕ Im
k[x2,x3,x4](V5)
)
∩
⊕Q
i=1 k[x3, x4](di + 2) = 0, one sees that v and ϕ3 must
coincide. Hence the left hand side is contained in the right hand side. The inclusion of
the other direction is obvious.
Proposition 4.6. Assume that char(k) = 0. Let
◦
V3,
◦
V5, Ξ, v1, . . . , vδ and P be as in
Lemma 4.4. Suppose that v1, . . . , vδ are homogeneous and that there is a homogeneous
submodule P0 of (x3, x4)
⊕Q
i=1 k[x3, x4](di + 2) over k[x3, x4] satisfying

Ξ ⊂
∑
ν≥0
◦
V5
νP0 + P,
xiP0 ⊂ P0 + (x3, x4) Im
R(V3, V5) + Im
R(v1, . . . , vδ)
(30)
for i = 1, 2. Then,∑
µ≥0, ν≥0
◦
V3
µ ◦V5
ν(P0 + P ) = P0 +
∑
m≥0, n≥0
Lm,nP.
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Proof. Since vj = x3v
′
j + x4v
′′
j with v
′
j, v
′′
j ∈
⊕Q
i=1 k[x3, x4](di+2), it follows from Corol-
lary 4.2 that(
µ+ ν
µ
)
◦
V3
µ ◦V5
νvj ∈ Lµ,νvj +
∑
m≥0, n≥0,
0≤m+n<µ+ν
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ
)
(31)
for all 1 ≤ j ≤ δ and all pairs of integers µ, ν with µ ≥ 0, ν ≥ 0, in the same manner as
in (26). Let v be a homogeneous element of P0. We have
xµ1x
ν
2v ∈ P0 + (x3, x4) Im
R(V3, V5) + Im
R(v1, . . . , vδ)
by (30). There are homogeneous elements v′ ∈ P0, ϕ1 ∈ (x3, x4) Im
R(V3), ϕ2 ∈
(x3, x4) Im
k[x2,x3,x4](V5) and ϕ3 ∈
∑
m≥0, n≥0
(
x3
◦
V3
m
◦
V5
nΞ + x4
◦
V3
m
◦
V5
nΞ +
◦
V3
m
◦
V5
nP
)
such that
xµ1x
ν
2v = v
′ + ϕ1 + ϕ2 + ϕ3
by Lemma 4.4. On the other hand,
xµ1x
ν
2v = x
ν
2x
µ
1v ∈
◦
V5
ν ◦V3
µv + ImR(V3) + Im
k[x2,x3,x4](V5)
⊂
◦
V3
µ ◦V5
νv +
∑
m≥0, n≥0
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ
)
+ ImR(V3) + Im
k[x2,x3,x4](V5)
by Lemma 4.3 and Lemma 4.1, where we have applied the same computation as in (26) to
v. Let ϕ0 ∈ Im
R(V3)+ Im
k[x2,x3,x4](V5) and ϕ
′
3 ∈
∑
m≥0, n≥0
(
x3
◦
V3
m
◦
V5
nΞ + x4
◦
V3
m
◦
V5
nΞ
)
be the elements such that xµ1x
ν
2v =
◦
V3
µ
◦
V5
νv + ϕ′3 + ϕ0. Then
◦
V3
µ ◦V5
νv − v′ − ϕ3 + ϕ
′
3 ∈
(
ImR(V3)⊕ Im
k[x2,x3,x4](V5)
)
∩
Q⊕
i=1
k[x3, x4](di + 2).
Since the right hand side is the zero module,
◦
V3
µ
◦
V5
νv = v′ + ϕ3 − ϕ
′
3. On the other
hand,
ϕ3 − ϕ
′
3 ∈
∑
m≥0, n≥0
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ +
◦
V3
m ◦V5
nP
)
⊂
∑
m≥0, n≥0
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ
)
+
∑
m≥0, n≥0
Lm,nP
by (31). Hence
◦
V3
µ ◦V5
νv ∈ P0 +
∑
m≥0, n≥0
Lm,nP +
∑
m≥0, n≥0
(
x3
◦
V3
m ◦V5
nΞ + x4
◦
V3
m ◦V5
nΞ
)
. (32)
Let M0 := P0 +
∑
m≥0, n≥0 Lm,nP and M1 :=
∑
µ≥0, ν≥0
◦
V3
µ
◦
V5
ν(P0 + P ). By Hamilton-
Cayley’s theorem, they are finitely generated homogeneous k[x3, x4]-modules and M0 ⊂
M1 by Lemma 4.1 and (30). Since M1 ⊂ M0 + (x3, x4)M1 by (30), (31) and (32), we
find by Nakayama’s lemma that M0 =M1.
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Corollary 4.7. In the same situation as in Proposition 4.6, let
v ∈
(
(x3, x4) Im
R(V3, V5) + Im
R(v1, . . . , vδ)
)
∩
Q⊕
i=1
k[x3, x4](di + 2).
Then
◦
V5
ρv ∈ P0 +
∑
m≥0, n≥0
Lm,nP
for all ρ ≥ 0.
Proof. Since
◦
V5
ρv ∈ (x3, x4) Im
k[x2,x3,x4](V5)+x
ρ
2v by Lemma 4.3,
◦
V5
ρv is also an element
of
(
(x3, x4) Im
R(V3, V5) + Im
R(v1, . . . , vδ)
)
∩
⊕Q
i=1 k[x3, x4](di+2). Our assertion follows
from this immediately by Corollary 4.5, (30) and Proposition 4.6.
§5. Inequalities coming from the irreducibility of a polynomial
of minimal degree
Let X be a curve in P3, that is, a locally Cohen-Macaulay equidimensional closed
subscheme of dimension one of a three dimensional projective space P3 over an infinite
field k. Let further I be the saturated homogeneous ideal of X in a polynomial ring R
over k in four indeterminates, (a;n1, n2, . . . , na;na+1, . . . , na+b) the basic sequence of X
(i.e. the basic sequence of I), and x1, x2, x3, x4 sufficiently general linear forms of R. We
have R = k[x1, x2, x3, x4]. Throughout our argument in this section, we will make use
of the notation as in Section 1 unless otherwise specified.
Lemma 5.1. Assume that a ≥ 3 and that X is contained in an irreducible surface
of degree a. Let ω and t1, . . . , tω be the integers defined in Sectinon 2 and suppose
ω > 2. Let m be an integer with 1 ≤ m < ω, t :=
∑m
l=1 tl, and a
′ an integer with
t + 2 ≤ a′ ≤ a. Suppose ni = nt + i− t for all t ≤ i ≤ a
′. Then there is a Weierstrass
basis {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with respect to x1, x2, x3, x4 such that the submatrices
U01 and U1 of the standard relation matrix λ2 among e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b defined by
(11) and (12) satisfies
[
U01
U1
]
=


∗ ∗ . . . . . . . . . . . . . . . ∗ . . . ∗
D′ ∗ . . . . . . . . . . . . . . . ∗ . . . ∗
0 ct ∗ . . . . . . . . . ∗ . . . ∗
0 0 ct+1 ∗ . . . ∗ . . . ∗
...
. . .
. . .
. . . ∗ ∗ . . . ∗
0 . . . 0 0 ca′−1 ∗ . . . ∗
0 . . . 0 0 ∗ ∗ . . . ∗
...
...
...
...
...
...
0 . . . 0 0 ∗ ∗ . . . ∗


, (33)
where ci is the (i+ 1, i) component of U1 for each t ≤ i ≤ a
′ − 1, ct, . . . , ca′−1 ∈ k
∗, and
D′ is a t× (t− 1) matrix.
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Proof. There is an irreducible homogeneous polynomial of degree a in I since X is con-
tained in an irreducible surface of degree a by hypothesis. Let ζij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4),
z1, z2, z3, z4, K, RK and IK be as in the beginning of Section 2. It is enough to show
the corresponding assertion over K for IK . Let further {e˜
1
1, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b} be a
Weierstrass basis of IK with respect to z1, z2, z3, z4 and let λ˜2, U˜01, U˜1, ω, t1, . . . , tω,
C˜1, . . . , C˜ω−1, D˜1, . . . , D˜ω, and so on also be as in Section 2. By Lemma 2.4, C˜l 6= 0 for
all 1 ≤ l < ω. Besides, ω ≥ 3 and tl = 1 for m < l < m+a
′−t by hypothesis. Thererfore
rankk(C˜l) = 1 for m ≤ l ≤ m + a
′ − t − 1, C˜l (m < l < m + a
′ − t − 1) are elements
of K∗, and C˜m and C˜m+a′−t−1 are a nonzero row and column vectors respectively. Put
c˜l+t−m := C˜l for m < l < m+ a
′− t− 1. Let c˜i (a
′− 1 ≤ i ≤ a′′′− 1) be the components
of C˜m+a′−t−1, namely,
t(c˜a′−1, . . . , c˜a′′′−1) := C˜m+a′−t−1. If c˜a′−1 = 0, then there is an i0
with a′− 1 < i0− 1 ≤ a
′′′− 1 such that c˜i0−1 6= 0. Exchanging e˜
2
a′ and e˜
2
i0
, we obtain an-
other Weierstrass basis {e˜11, e˜
2
1, . . . , e˜
2
a′−1, e˜
′2
a′ , e˜
2
a′+1, . . . , e˜
2
i0−1, e˜
′2
i0 , e˜
2
i0+1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b}
(e˜′2a′ := e˜
2
i0
, e˜′2i0 := e˜
2
a′) by (iv) of Lemma 1.2, with respect to which the first compo-
nent of C˜m+a′−t−1 is different from zero. We may therefore assume from the first that
c˜a′−1 6= 0. Let G˜m ∈ GL(tm, K) be as in Lemma 2.5 and let (0, . . . , 0, c˜t) := C˜mG˜m (i.e.
C˜ ′′m = c˜t). Put t
′ :=
∑m−1
l=1 tl and
(e˜′2t′+1, . . . , e˜
′2
t ) := (e˜
2
t′+1, . . . , e˜
2
t )G˜m.
By (v) of Lemma 1.2 the {e˜11, e˜
2
1, . . . , e˜
2
t′ , e˜
′2
t′+1, . . . , e˜
′2
t , e˜
2
t+1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b} is a Weier-
strass basis of IK . Since (e˜
1
1, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b)λ˜2 = 0, we have
(e˜11, e˜
2
1, . . . , e˜
2
t′ , e˜
′2
t′+1, . . . , e˜
′2
t , e˜
2
t+1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b)
[
1 0
0 G˜−1
]
λ˜2G˜ = 0 with
G˜ :=

1t′ 0 00 G˜m 0
0 0 1a+b−t

 .
Let U˜ ′i (1 ≤ i ≤ 5), U˜
′
01, U˜
′
02, U˜
′
21 and λ˜
′
2 be the matrices defined by (11) and (12) with
respect to this new Weierstrass basis. Then, the above equality implies that
λ˜′2 =
[
1 0
0 G˜−1
]
λ˜2G˜.
Hence, the matrix
[
U˜ ′01
U˜ ′1
]
coincides with the right hand side of (33) with tilde attached
over cj and D
′ by Lemma 2.5. Thus we can choose a desired Weierstrass basis by
substituting (ζij) with a sufficiently general Γ ∈ GL(4, k).
Lemma 5.2. Let the assumption and the notation be as in Lemma 5.1. Then we can
choose {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} so that λ2 satisfies
U21
(
1, . . . , t− 1, a′, a′ + 1, . . . , a
)
= 0 (34)
in addition to (33).
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Proof. By Lemma 5.1, there is a a Weierstrass basis {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with
respect to x1, x2, x3, x4 satisfying (33). The condition (34) holds if and only if
x1e
2
l′ ∈ (x2, x3, x4)k[x2, x3, x4]e
1
1 + k[x2, x3, x4]e
2
1 + · · ·+ k[x2, x3, x4]e
2
a (35)
for all t−1 < l′ < a′ by the standard method of computing λ2. We show by an inductive
argument that the above Weierstrass basis can be modified so that it also satisfies (35).
Let a′′ be an integer with t − 1 < a′′ < a′. Suppose that (33) is satisfied and that (35)
holds for all t− 1 < l′ < a′′. We have
x1e
2
a′′ = g
1
1e
1
1 + g
2
1e
2
1 + · · ·+ g
2
ae
2
a + g
3
1e
3
1 + · · ·+ g
3
be
3
b (36)
with g11 ∈ (x2, x3, x4)k[x2, x3, x4], g
2
l ∈ k[x2, x3, x4], g
3
l ∈ k[x3, x4]. Let a
′′′ denote
max{ i | ni = na′ , 1 ≤ i ≤ a }. First of all, g
2
a′′+1 = −ca′′ . Besides, g
2
l = 0 for
a′′ + 1 < l ≤ a if a′′ < a′ − 1, and g2l = 0 for a
′′′ < l ≤ a if a′′ = a′ − 1, since its degree
must be negative. Put h := −(g31e
3
1 + · · · + g
3
be
3
b)/ca′′ and e
′2
a′′+1 := e
2
a′′+1 + h. Then
the polynomials e11, e
2
1, . . . , e
2
a′′ , e
′2
a′′+1, e
2
a′′+2, . . . , e
2
a, e
3
1, . . . , e
3
b form a Weierstrass basis of
I by (i) of Lemma 1.2. Since
x1e
2
a′′ = g
1
1e
1
1 + g
2
1e
2
1 + · · ·+ g
2
a′′+1e
′2
a′′+1 + · · ·+ g
2
ae
2
a
by (36), this new Weierstrass basis satisfies the condition corresponding to (35) for
l′ = a′′. Since deg(e2l ) = n1 + l − t for t ≤ l ≤ a
′, we can reduce (35) to
x1e
2
l′ ∈ (x2, x3, x4)k[x2, x3, x4]e
1
1 + k[x2, x3, x4]e
2
1 + · · ·+ k[x2, x3, x4]e
2
l′+1
for t− 1 < l′ < a′′. Moreover
x1e
2
l′ ∈ (x2, x3, x4)k[x2, x3, x4]e
1
1 + k[x2, x3, x4]e
2
1 + · · ·+ k[x2, x3, x4]e
2
t
+ k[x3, x4]e
3
1 + · · ·+ k[x3, x4]e
3
b
for 1 ≤ l′ ≤ t− 1 by (33). No change therefore occurs in the first a′′ − 1 columns of λ2,
even though we replace e2a′′+1 with e
′2
a′′+1. Hence the new Weierstrass basis satisfies the
condition corresponding to (35) for all t−1 < l′ ≤ a′′ with the constants cj (t ≤ j ≤ a
′′)
unchanged in (33), since g2a′′+1 = −ca′′ . If a
′′ = a′ − 1, then we are done. Otherwise,
we want to verify also that the constants ca′′+1, . . . , ca′−1 do not change at all in the
exprssion (33). We have
x1e
2
a′′+1 = g
′1
1e
1
1 + g
′2
1e
2
1 + · · ·+ g
′2
ae
2
a + g
′3
1e
3
1 + · · ·+ g
′3
be
3
b ,
x1e
2
l′ = g
′′1
1e
1
1 + g
′′2
1e
2
1 + · · ·+ g
′′2
ae
2
a + g
′′3
1e
3
1 + · · ·+ g
′′3
be
3
b (a
′′ + 1 < l′ < a′)
with g′11, g
′′1
1 ∈ (x2, x3, x4)k[x2, x3, x4], g
′2
l , g
′′2
l ∈ k[x2, x3, x4], g
′3
l , g
′′3
l ∈ k[x3, x4]. Then,
x1e
′2
a′′+1 = g
′1
1e
1
1 + g
′2
1e
2
1 + · · ·+ g
′2
a′′+1e
′2
a′′+1 + · · ·+ g
′2
ae
2
a
+ g′31e
3
1 + · · ·+ g
′3
be
3
b + x1h− g
′2
a′′+1h,
x1e
2
l′ = g
′′1
1e
1
1 + g
′′2
1e
2
1 + · · ·+ g
′′2
a′′+1e
′2
a′′+1 + · · ·+ g
′′2
ae
2
a
+ g′′31e
3
1 + · · ·+ g
′′3
be
3
b − g
′′2
a′′+1h.
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Applying (3) to {e11, e
2
1, . . . , e
2
a′′ , e
′2
a′′+1, e
2
a′′+2, . . . , e
2
a, e
3
1, . . . , e
3
b}, we have
x1h = f
′1
1e
1
1 + f
′2
1e
2
1 + · · ·+ f
′2
a′′+1e
′2
a′′+1 + · · ·+ f
′2
ae
2
a + f
′3
1e
3
1 + · · ·+ f
′3
be
3
b
with f ′11, f
′2
l ∈ (x3, x4)k[x2, x3, x4], f
′3
l ∈ k[x3, x4]. Likewise, applying (3) repeatedly, we
see
xt2h = f
′2
1e
2
1 + · · ·+ f
′2
a′′+1e
′2
a′′+1 + · · ·+ f
′2
ae
2
a + f
′3
1e
3
1 + · · ·+ f
′3
be
3
b
with f ′2l ∈ (x3, x4)k[x2, x3, x4], f
′3
l ∈ k[x3, x4] for t > 0. In the expression of x1e
′2
a′′+1
as a standard linear combination of e11, e
2
1, . . . , e
2
a′′ , e
′2
a′′+1, e
2
a′′+2, . . . , e
2
a, e
3
1, . . . , e
3
b , there-
fore, the coefficients of e11, e
2
1, . . . , e
2
a′′ , e
′2
a′′+1, e
2
a′′+2, . . . , e
2
a are congruent to g
′1
1, g
′2
1, . . . , g
′2
a
modulo (x3, x4)k[x2, x3, x4]. The same holds for the coefficients in the expressions of x1e
2
l′
(a′′ + 1 < l′ < a′). Hence the constants ca′′+1, . . . , ca′−1 do not change at all. The zeros
appearing in the right hand side of (33) for reasons of degree also do not change at all.
Thus, our new Weierstrass basis satisfies (33) and the condition corresponding to (35)
for all t − 1 < l′ ≤ a′′, with no change in D′ and ct, . . . , ca′−1. We reach our assertion
inductively starting with a′′ = t.
In exactly the same manner as in the arguments of Lemmas 5.1 and 5.2, one obtains
the lemma below.
Lemma 5.3. Assume that a ≥ 2 and that X is contained in an irreducible surface
of degree a. Let ω and t1, . . . , tω be the integers defined in Sectinon 2 and suppose
ω > 1. Put t :=
∑m
l=1 tl for an integer m with 1 ≤ m < ω. Suppose t + 1 ≤ a and
nt+1 = nt + 1. Then there is a Weierstrass basis {e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with
respect to x1, x2, x3, x4 such that the submatrices U01 and U1 of the standard relation
matrix λ2 among e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b defined by (11) and (12) satisfies the following
conditions:
[
U01
U1
]
=


∗ ∗ . . . . . . ∗
D′ ∗ . . . . . . ∗
0
[
1t−t′′
0
]
∗ . . . ∗
0 0 ∗ . . . ∗
...
...
...
...
0 0 ∗ . . . ∗


, U21
(
1, . . . , t′′, t+ 1, t+ 2, . . . , a
)
= 0, (37)
where t′′ is the number of the columns of D′ and t′′ < t.
Proof. Let ζij, zi, K, RK , IK , {e˜
1
1, e˜
2
1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b}, λ˜2, U˜i (1 ≤ i ≤ 5), U˜01, U˜02,
U˜21, ω, t1, . . . , tω, C˜1, . . . , C˜ω−1, D˜1, . . . , D˜ω be as in the proof of Lemma 5.1. There
is an irreducible homogeneous polynomial of degree a in I since X is contained in
an irreducible surface of degree a. Let G˜m, D˜
′
m, C˜
′′
m be as in Lemma 2.5 and let
t′′m denote the number of the columns of C˜
′′
m which is equal to its rank. There is a
G˜′m+1 ∈ GL(tm+1, k) such that G˜
′
m+1C˜
′′
m =
[
1t′′m
0
]
. Besides, G˜′m+1D˜m+1G˜
′
m+1
−1 − z11tm+1 ∈
MAT(K[z2, z3, z4]). Put t
′ :=
∑m−1
l=1 tl and
(e˜′2t′+1, . . . , e˜
′2
t ) := (e˜
2
t′+1, . . . , e˜
2
t )G˜m,
(e˜′2t+1, . . . , e˜
′2
t+tm+1
) := (e˜2t+1, . . . , e˜
2
t+tm+1
)G˜′m+1
−1 .
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By (v) of Lemma 1.2 the {e˜11, e˜
2
1, . . . , e˜
2
t′ , e˜
′2
t′+1, . . . , e˜
′2
t+tm+1 , e˜
2
t+tm+1+1, . . . , e˜
2
a, e˜
3
1, . . . , e˜
3
b}
is a Weierstrass basis of IK . The remaining part of the proof of our assertion is almost
the same as in the proofs of Lemmas 5.1 and 5.2. In the course of that arugument one
sees t′′m = t− t
′′. The details are left to the readers.
Remark 5.4. We can carry out the reasoning in the proof of Lemma 5.2, starting
with the Weierstrass basis of IK obtained in the final stage of the proof of Lemma 5.1.
We may therefor assume that the Weierstrass basis of I stated in Lemma 5.2 and its
standard relation matrices are obtained from those of IK with the same properties by
the substitution (ζij) = Γ for sufficiently general Γ ∈ GL(4, k). The same holds also for
the Weierstrass basis stated in Lemma 5.3.
Lemma 5.5. Let α and β be positive integers with α ≤ β < a, j′ a positive integer with
β + j′ ≤ a, ci the (i+ j
′, i) component of U1 for each α ≤ i ≤ β, and vi the i-th column
of tU4 for each 1 ≤ i ≤ a. Suppose that
U1 =


. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 cα ∗ . . . . . . . . ∗ . . . ∗
0 . . . 0 0 cα+1 ∗ . . . ∗ . . . ∗
...
. . .
. . .
. . . ∗ ∗ . . . ∗
0 . . . . . . . . . . . 0 0 cβ ∗ . . . ∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .


and that ci ∈ k
∗ for all α ≤ i ≤ β. Then
vi ∈ (x3, x4) Im
R(tU3,
tU5) + Im
R(vβ+1, . . . , va)
for all α ≤ i ≤ a.
Proof. For each 1 ≤ j ≤ a, let hj (resp. h
′
j) denote the j-th row of U4 (resp. the j-th
row of U2). Likewise let uij denote the (i, j) component of U1 for each pair i, j with
1 ≤ i ≤ a, 1 ≤ j ≤ a. By the equality λ2λ3 = 0, we have
(U1, U2, U4)

−U4−U5
U3

 = 0.
Let i be an integer with α ≤ i ≤ β. Then, from the (i+ j′)-th row of the above equality,
we get
−cihi −
a∑
j=i+1
ui+j′jhj − h
′
i+j′U5 + hi+j′U3 = 0.
Transposing both sides of this equality, we obtain
−civi −
a∑
j=i+1
ui+j′jvj −
tU5
th′i+j′ +
tU3
thi+j′ = 0,
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as vj =
thj for all j. By (10) the components of hj and h
′
j (1 ≤ j ≤ a) are contained in
(x3, x4)k[x3, x4] and (x3, x4)k[x2, x3, x4] respectively. Hence
vi ∈ (x3, x4) Im
R(tU3,
tU5) + Im
R(vi+1, . . . , va).
Our assertion follows from this by descending induction on i.
Lemma 5.6. Let M, E be finitely generated graded modules over R with M ⊂ E and
v1, . . . , vq homogeneos elements of E. Let further Φ = (fij) be a q × q matirx with
components in R such that fii is a homogeneous element of k[x2]\{0}+(x3, x4)R for all
1 ≤ i ≤ q, fij ∈ (x3, x4)R for all i, j with i < j, and the degree of
∏q
i=l fii is less than or
equal to q− l+1 for all 1 ≤ l ≤ q. Denote by M0 the k[x3, x4]-submodule of E generated
by xρ2vi (1 ≤ i ≤ q, 0 ≤ ρ < q − i + 1) over k[x3, x4]. Suppose that every component
of (v1, . . . , vq)Φ lies in M and that x1vi ∈ Im
k[x2,x3,x4](v1, . . . , vq) +M for all 1 ≤ i ≤ q.
Then ImR(v1, . . . , vq) ⊂M0 +M . In particular, xiM0 ∈M0 +M for i = 1, 2.
Proof. Let M1 := Im
k[x2,x3,x4](v1, . . . , vq). Then M0 ⊂ M1. Since Rvj ⊂ M1 +M by the
hypothesis that x1vi is an element of M1 +M for all 1 ≤ i ≤ q, it is enough to show
that M1 ⊂ M0 +M . For each 1 ≤ i ≤ q, let
[
Φ′′i
Φ′i
]
be the last q − i + 1 columns of
Φ, where Φ′i is a square matrix. By the assumption on Φ, the components of Φ
′′
i are
elemsnts of (x3, x4)R and det(Φ
′
i) ∈ k
∗xli2 + (x3, x4)R with 0 ≤ li ≤ q − i + 1. Besides,
every component of (v1, . . . , vq)
[
Φ′′i
Φ′i
]
lies in M . Multiplying by det(Φ′i)Φ
′
i
−1 on the
right, we obtain det(Φ′i)vi ∈
∑i−1
j=1(x3, x4)Rvj+M . Hence x
q−i+1
2 vi ∈
∑i
j=1(x3, x4)Rvj+
M ⊂ (x3, x4)M1 + M . Since x
ρ
2vi ∈ M0 for 0 ≤ ρ < q − i + 1, this implies that
xρ2vi ∈ M0 + (x3, x4)M1 +M for all ρ ≥ 0. This being true for all 1 ≤ i ≤ q, we find
that M1 +M ⊂ (M0 +M) + (x3, x4)(M1 +M). Since [M1 +M ]l = 0 for all l ≪ 0, we
get M1 +M =M0 +M by Nakayama’s lemma. This proves our assertion.
Theorem 5.7. Assume char(k) = 0. Suppose that a ≥ 2, b ≥ 1 and that X is contained
in an irreducible surface of degree a. Let ω and t1, . . . , tω be the integers defined in
Sectinon 2 and suppose ω > 1. Let m be an integer with 1 ≤ m < ω, t :=
∑m
l=1 tl, and
a′ be an integer with t+ 1 ≤ a′ ≤ a. If ni = nt + i− t for all t ≤ i ≤ a
′ and na+1 < na′ ,
then t(t− 1)/2 > p, where p := max{ i | na+i < na′ , 1 ≤ i ≤ b }.
Proof. To prove our assertion, we use Weierstrass basis of I as stated in Lemmas 5.1
and 5.2 or in Lemma 5.3, according as a′ ≥ t+ 2 or a′ = t + 1.
Case 1. We first consider the case a′ ≥ t + 2. Let {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} and λ2 be
a Weierstrass basis of I with respect to x1, x2, x3, x4 and its standard relation matrix
respectively satisfying the conditions described in Lemmas 5.1 and 5.2. Let further
λ3 :=

−U4−U5
U3


and vj be the j-th column of
tU4 for each 1 ≤ j ≤ a. Recall that vj is an element
of (x3, x4)
⊕b
i=1 k[x3, x4](na+i + 2) for all 1 ≤ j ≤ a. Let M denote the module
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(x3, x4) Im
R(tU3,
tU5) + Im
R(va′ , . . . , va). Since λ2λ3 = 0 and the condition (33) holds, it
follows from Lemma 5.5 that
vj ∈M (38)
for all t ≤ j ≤ a. This means ImR(vt, . . . , va) ⊂ M . Moreover, x1vj (1 ≤ j ≤ a) are
contained in (x3, x4) Im
R(tU3,
tU5) + Im
k[x2,x3,x4](v1, . . . , va) by Lemma 1.3. Hence
x1vj ∈ Im
k[x2,x3,x4](v1, . . . , vt−1) +M (39)
for all 1 ≤ j ≤ a. Suppose that t ≥ 2 for a while. By Lemma 2.8 and Remark 5.4,
there are a a × (a + 1) matrix G′ with components in k[x2] and a G ∈ GL(t− 1, k[x2])
such that (uij) := G
′
([
U01
U1
] (
t,... ,a
))
G have the properties (i) and (ii) stated there with
q = t− 1. Let v′1, . . . , v
′
t−1 be the elements of (x3, x4)
⊕b
i=1 k[x3, x4](na+i+2) defined by
(v′1, . . . , v
′
t−1) := (v1, . . . , vt−1)
tG−1.
First we have Imk[x2,x3,x4](v1, . . . , vt−1) = Im
k[x2,x3,x4](v′1, . . . , v
′
t−1). The x1v
′
j therefore
lies in Imk[x2,x3,x4](v′1, . . . , v
′
t−1) +M for all 1 ≤ j ≤ t− 1 by (39). We have([
G′ 0
0 1b
]
λ2
[
G 0
0 1a+2b−t+1
])([
G−1 0
0 1a+2b−t+1
]
λ3
)
= 0.
It follows therefore from the first a rows that
−
(
G′
([
U01
U1
] (
t,... ,a
))
G
)
t(v′1, . . . , v
′
t−1)−
(
G′
([
U01
U1
] (
1,... ,t−1
)))
t(vt, . . . , va)
− G′
[
U02
U2
]
U5 + G
′
[
0
U4
]
U3 = 0.
Since (uij) = G
′
([
U01
U1
] (
t,... ,a
))
G and ImR(vt, . . . , va) ⊂ M , we find by transposing
the above equality that every component of (v′1, . . . , v
′
t1−1
)Φ lies in M , where Φ is the
transpose of the square matrix consisting of the last t− 1 rows of (uij), namely,
Φ =


ua−t+21 . . . ua1
...
...
ua−t+2 t−1 . . . ua t−1

 .
Notice that Φ satisfies the hypotheses stated in Lemma 5.6 by Lemma 2.8. Let M0 be
the module generated by xρ2v
′
i (1 ≤ i ≤ t − 1, 0 ≤ ρ < t − i) over k[x3, x4]. Then,
with the use of Lemma 5.6, we see ImR(v1, . . . , vt−1) = Im
R(v′1, . . . , v
′
t−1) ⊂M0+M and
xiM0 ⊂M0 +M for i = 1, 2. For each pair i, ρ with 1 ≤ i ≤ t− 1, 0 ≤ ρ < t− i, there
is a pii,ρ ∈ (x3, x4)
⊕b
i=1 k[x3, x4](na+i + 2) such that
xρ2v
′
i ∈ (x3, x4) Im
k[x2,x3,x4](tU5) + pii,ρ (40)
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by Lemma 4.3 with V5 =
tU5, since x
ρ
2v
′
i ∈ Im
k[x2,x3,x4](v1, . . . , vt−1). Let P0 (resp. P1)
denote the k[x3, x4]-module generated by pii,ρ (1 ≤ i ≤ t − 1, 0 ≤ ρ < t − i) (resp.
v1, . . . , vt−1). Notice first that P0 +M =M0 +M by (40). Hence
xiP0 ⊂ P0 +M
for i = 1, 2 by what we have just seen. Since each vl (1 ≤ l ≤ t − 1) is a liniear
combination of v′1, . . . , v
′
t−1 over k[x2] by its definition, it follows from (40) with ρ = 0
that there are constants siν ∈ k such that
vl ≡
∑
i≥1, ν≥0
siνx
ν
2pii,0 (mod Im
k[x2,x3,x4](tU5))
≡
∑
i≥1, ν≥0
siν(
t ◦U5)
νpii,0 (mod Im
k[x2,x3,x4](tU5))
again by Lemma 4.3. Consequently, vl =
∑
i≥1, ν≥0 siν(
t
◦
U5)
νpii,0 ∈
∑
ν≥0(
t
◦
U5)
νP0 for all
1 ≤ l ≤ t− 1. Hence P1 ⊂
∑
ν≥0(
t
◦
U5)
νP0. On the other hand, transposing the relation
−U21U4 −
◦
U3
◦
U5 +
◦
U5
◦
U3 = (U21, U3, U5)

−U4−U5
U3

 = 0
which follows from λ2λ3 = 0, we see that the columns of [
t
◦
U3,
t
◦
U5] =
t
◦
U3
t
◦
U5 −
t
◦
U5
t
◦
U3
are contained in the module generated by v1, . . . , vt−1, va′ , . . . , va over k[x3, x4], since
U21
(
1,2,,... ,t−1,a′,a′+1,... ,a
)
= 0. Let Ξ denote the module over k[x3, x4] generated by the
columns of [t
◦
U3,
t
◦
U5] and P the k[x3, x4]-module generated by va′ , . . . , va. Then, as seen
above,
Ξ ⊂ P1 + P ⊂
∑
ν≥0
(t
◦
U5)
νP0 + P.
So far we have assumed that t ≥ 2. In the case where t = 1, let P0 be the zero module.
Then, it can be verified directly that Ξ ⊂ P =
∑
ν≥0(
t
◦
U5)
νP0+P and that xiP0 ⊂ P0+M
for i = 1, 2. Now, we can apply the results of Section 3 to the present situation with
◦
V3 =
t
◦
U3,
◦
V5 =
t
◦
U5, V3 =
tU3, V5 =
tU5, Q = b and di = na+i (1 ≤ i ≤ b). Since vj lies
in (x3, x4)
⊕b
i=1 k[x3, x4](na+i + 2) and satisfies (38) for t ≤ j ≤ a, we find by Corollary
4.7 that
(t
◦
U5)
ρvj ∈ P0 +
∑
m≥0, n≥0
Lm,nP (41)
for all ρ ≥ 0 and t ≤ j ≤ a with
Lm,n :=
∑
(p1,... ,pm+n) such that
#{i|pi=3}=m and #{i|pi=5}=n
(
m+n∏
j=1
t ◦Upj
)
.
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This holds also for 1 ≤ j ≤ t− 1 by Proposition 4.6, since vj ∈ P1 ⊂
∑
ν≥0(
t
◦
U5)
νP0 for
this range.
Suppose na+1 < na′ and put p := max{ i | na+i < na′ , 1 ≤ i ≤ b }. Then p ≥ 1.
Recall that
Ext3R(R/I,R)
∼=
b⊕
i=1
R(na+i + 2)/ Im
R(tU3,
tU5, v1, . . . , va)
by Lemma 1.3. Since X is locally Cohen-Macaulay by assumption, the length of this
module must be finite. Let Np := 0
p
⊕
⊕b
i=p+1 k[x3, x4](na+i + 2). For each 1 ≤ j ≤ a,
we have deg(vj) = −1 − nj by our standard method of constructing λ2. In other words
∆(vj) =
t(na+1 + 1− nj , . . . , na+p + 1− nj , . . . , na+b + 1− nj).
Since na+i+1 ≤ na′ for 1 ≤ i ≤ p and since each component of vj lies in (x3, x4)k[x3, x4],
we see vj ∈ Np for all a
′ ≤ j ≤ a. By the maximality of p, three cases are possible: (i)
p = b, (ii) p < b and na+p + 1 = na+p+1 = na′ , (iii) p < b and na+p + 1 < na+p+1. In the
case (i), P must be zero since Np = Nb = 0. Hence
Ext3R(R/I,R)
∼=
(
b⊕
i=1
k[x3, x4](na+i + 2)
)
/P0
by Lemma 1.3 and (41). Since P0 is generated by t(t − 1)/2 elements contained in
(x3, x4)
⊕b
i=1 k[x3, x4](na+i + 2) over k[x3, x4], the length of Ext
3
R(R/I,R) cannot be
finite if t(t − 1)/2 ≤ b = p. Hence t(t − 1)/2 > p. We next consider the case (ii).
Let q′ := max{ i | na+p−i+1 = · · · = na+p−1 = na+p }. Since the basic sequence
(a;n1, . . . , na;na+1, . . . , na+b) is an invariant of X , which does not vary under any suffi-
ciently general homogeneous transformation of variables, the presentation of the mod-
ule Ext3R(R/I,R) described in Lemma 1.3 holds for all sufficiently general x1, x2, x3, x4.
The number of the minimal generators of the k[x3, x4]-module Ext
3
R(R/I,R) of degree
−1 − na+p+1 is therefore q
′, and remains unchanged for any small homogeneous trans-
formation of variables x1, x2, x3, x4. For each j with a
′ ≤ j ≤ a, let v′′j := x
nj−na+p+1
3 vj.
Then deg(v′′j ) = −1 − na+p+1 and v
′′
j ∈ [Np]−1−na+p+1 ∩ Im
k[x3,x4](v1, . . . , va), since
deg(vj) = −1 − nj and vj ∈ Np for all a
′ ≤ j ≤ a. We find thererfore by Lemma
3.2 and the case (ii) of Lemma 3.3 that
(t
◦
U3 + s
t ◦U5)
νv′′j ∈ Np
for all ν ≥ 0 and all s ∈ k. Taking the coefficient of sn in the expansion of the above
relation with ν = m+ n, we obtain Lm,nv
′′
j ∈ Np. Hence Lm,nvj ∈ Np for all a
′ ≤ j ≤ a,
m ≥ 0, and n ≥ 0. Thus
∑
m≥0, n≥0
Lm,nP ⊂ Np. (42)
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Let pr :
⊕b
i=1 k[x3, x4](na+i + 2) −→
⊕p
i=1 k[x3, x4](na+i + 2) be the natural projection
to the first p components. Then
lk[x3,x4](Ext
3
R(R/I,R))
= lk[x3,x4]
((
b⊕
i=1
k[x3, x4](na+i + 2)
)
/
(
b−1∑
ρ=0
Imk[x3,x4]((t
◦
U5)
ρ · tU4)
))
≥ lk[x3,x4]
((
p⊕
i=1
k[x3, x4](na+i + 2)
)
/pr
(
b−1∑
ρ=0
Imk[x3,x4]((t
◦
U5)
ρ · tU4)
))
≥ lk[x3,x4]
((
p⊕
i=1
k[x3, x4](na+i + 2)
)
/pr(P0)
)
by (41) and (42). This length cannot be finite if t(t− 1)/2 ≤ p, since P0 is generated by
t(t − 1)/2 elements contained in (x3, x4)
⊕b
i=1 k[x3, x4](na+i + 2) over k[x3, x4]. Hence
t(t− 1)/2 > p. In the remaining case (iii), we can obtain (42) in the same way as above
by Lemma 3.2 and the case (i) of Lemma 3.3, and reach our assertion.
Case 2. In the case a′ = t + 1, we make use of a Weierstrass basis stated in Lemma
5.3 and can argue in exactly the same manner as above to obtain t′′(t′′ + 1)/2 > p if
na+1 < na′ . Since t
′′ ≤ t− 1, this implies t(t− 1)/2 > p.
Corollary 5.8. Assume char(k) = 0. Suppose that X is contained in an irreducible
surface of degree a ≥ 2 and that b ≥ 1. Let a′ be an integer with 2 ≤ a′ ≤ a. Then
na+1 ≥ na′, if
(i) ni = n1 + i− 1 for all 1 ≤ i ≤ a
′, or
(ii) a′ ≥ 3 and ni = n1 + i− 2 for all 2 ≤ i ≤ a
′.
Proof. Suppose that na+1 < na′ . We use Theorem 5.7 with m = 1. Then t = t1 and
p ≥ 1. If ni = n1 + i− 1 for all 1 ≤ i ≤ a
′, then t1 = 1 and 0 = t1(t1 − 1)/2 > p ≥ 1 by
Theorem 5.7. Likewise if a′ ≥ 3 and ni = n1 + i − 2 for all 2 ≤ i ≤ a
′, then t1 = 2 and
1 = t1(t1 − 1)/2 > p ≥ 1. Thus we are led to a contadiction.
In the remaining part of this section, we describe other miscellaneous results that
can be proved using the existence of an irreducible homogeneous polynomial of minimal
degree.
Lemma 5.9. Assume that a ≥ 2 and that X is contained in an irreducible surface of
degree a. Suppose ni = n1 + i − 1 for all 1 ≤ i ≤ a. Then, there is a Weierstrass basis
{e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} of I with respect to x1, x2, x3, x4 such that U21 = 0. Moreover,
it also have the properties stated in Lemmas 5.1 and 5.2 or in Lemma 5.3 with m = t = 1.
Proof. Let {e11, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b} be the Weierstrass basis of I stated in Lemmas 5.1
and 5.2 with m = t = 1 for a ≥ 3, or in Lemma 5.3 with m = t = 1 for a = 2. Denote
by J the ideal (e11, e
2
1) ⊂ R. Then,
U21
(
a
)
= 0 and rankk
(
U1
(
a
)
(mod (x1, x2, x3, x4))
)
= a− 1.
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These equalities imply that e22, . . . , e
2
a ∈ J , since (e
1
1, e
2
1, . . . , e
2
a, e
3
1, . . . , e
3
b)λ2 = 0. Hence
J = (e11, e
2
1, . . . , e
2
a). We have na+1 ≥ na by Corollary 5.8 and a ≤ n1 < n2 < · · · < na by
hypothesis, so that [J ]a = [I]a. Since there is no unit in the first two rows of λ2, the ideal
J is minimally generated by e11 and e
2
1. Besides, [I]a contains an irreducible polynomial
by hypothesis. Consequently, J must be a complete intersection of two homogeneous
polynomials of of degree a and n1. Moreover
I ′ := Re11 +
(
a∑
l=1
k[x2, x3, x4]e
2
l
)
= Re11 ⊕
(
a⊕
l=1
k[x2, x3, x4]e
2
l
)
⊂ J,
where I ′ is considered as a k[x2, x3, x4]-module here. Since nl = n1+ l−1 by hypothesis,
it follows from the above equality that
dimk([I
′]t) =
(
t− a+ 3
3
)
+
+
a∑
l=1
(
t− n1 − l + 3
2
)
+
for t ∈ Z. Here, given integers µ and ν, ( µν )+ := µ!/(µ−ν)!ν! if µ ≥ ν ≥ 0 and (
µ
ν )+ := 0
otherewise. Similarly, we see
dimk([J ]t) =
(
t− a+ 3
3
)
+
+
a∑
l=1
(
t− n1 − l + 3
2
)
+
for t ∈ Z, since the basic sequence of J is (a;n1, n1 + 1, . . . , n1 + a − 1) by Lemma
1.4. Hence the subset I ′ coincides with the ideal J . This implies that x1e
2
a ∈ J = I
′,
therefore
x1e
2
a = g
1
1e
1
1 +
a∑
l=1
g2l e
2
l
with some g11 ∈ R, g
2
l ∈ k[x2, x3, x4] (1 ≤ l ≤ a). Thus the last column of U21 must also
be zero, which proves our assertion.
Lemma 5.10. Let
A =
[
0 ϕ1
ϕ2 ϕ3
]
and B =
[
0 ψ1
ψ2 ψ3
]
be matrices with entries in k[x3, x4] such that [A,B] = 0. Suppose that ϕi (1 ≤ i ≤ 3)
and ψi (1 ≤ i ≤ 3) are homogeneous with degϕ1 = degψ1 ≤ degϕ3 = deg ψ3 = 1 ≤
degϕ2 = degψ2, degϕ1−deg ϕ3 = degϕ3−deg ϕ2. Then, there are ϕ, ψ ∈ k[x3, x4] and
a 2× 2 matrix C with homogeneous entries in k[x3, x4] such that A = ϕC and B = ψC.
Proof. By the hypothesis [A,B] = 0, we have a system of equations

ϕ1ψ2 − ϕ2ψ1 = 0
ϕ2ψ3 − ϕ3ψ2 = 0
ϕ3ψ1 − ϕ1ψ3 = 0
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which is symmetric with respect to the permutation of {1, 2, 3}.
Case 1. We consider first the case where degϕi = deg ψi = 1 for all 1 ≤ i ≤ 3.
Suppose gcd(ϕ1, ϕ2) = 1. Then (ψ1, ψ2) = c(ϕ1, ϕ2) with some c ∈ k and the equations
ϕ3(cϕ1)− ϕ1ψ3 = 0 and ϕ2ψ3 − ϕ3(cϕ2) = 0 imply ψ3 = cϕ3. Hence B = cA. Suppose
gcd(ϕ1, ϕ3) = 1 or gcd(ϕ2, ϕ3) = 1. Then in the same way as above, we see B = cA
with some c ∈ k. Suppose next that ϕ1 6= 0, ϕ2 = c2ϕ1, ϕ3 = c3ϕ1 with c2, c3 ∈ k.
Then the equations ϕ1ψ2 − (c2ϕ1)ψ1 = 0 and (c3ϕ1)ψ1− ϕ1ψ3 = 0 imply ψ2 = c2ψ1 and
ψ3 = c3ψ1 and we get
A = ϕ1
[
0 1
c2 c3
]
and B = ψ1
[
0 1
c2 c3
]
.
If ϕ2 6= 0, ϕ1 = c1ϕ2, ϕ3 = c3ϕ2 with c1, c3 ∈ k, or ϕ3 6= 0, ϕ2 = c2ϕ3, ϕ1 = c1ϕ3 with
c2, c1 ∈ k, then we obtain similar expressions as above. Finally, if ϕ1 = ϕ2 = ϕ3 = 0,
then A = 0B.
Case 2. Next we consider the case degϕ1 = degψ1 < degϕ3 = degψ3 = 1 < degϕ2 =
degψ2. Suppose ϕ1 6= 0. Then ϕ1 must be an element of k, so that ψ3 = (ψ1/ϕ1)ϕ3, ψ2 =
(ψ1/ϕ1)ϕ2. Hence B = (ψ1/ϕ1)A. In the same way, A = (ϕ1/ψ1)B if ψ1 6= 0. Suppose
ϕ1 = ψ1 = 0. Then (ϕ2, ϕ3) and (ψ2, ψ3) are proportional. Hence A = ϕC and B = ψC
with some 2×2 matrix C with homogeneous entries in k[x3, x4] and ϕ, ψ ∈ k[x3, x4].
Proposition 5.11. Suppose that X is contained in an irreducible surface of degree a
and that b > 0. Suppose further that ni = n1 + i − 1 for all 1 ≤ i ≤ a. Then b > 2.
Moreover, if there is an integer b0 with 0 < b0 < b such that na+b0 + 1 < na+b0+1, then
b0 > 2.
Proof. We use the Weierstrass basis stated in Lemma 5.9. Let vj be the j-th col-
umn of tU4 for each 1 ≤ j ≤ a, P the k[x3, x4]-module generated by va, and Ξ
the module over k[x3, x4] generated by the columns of [
t
◦
U3,
t
◦
U5]. Since U21 = 0, it
follows from the relation λ2λ3 = 0 that [
tU3,
tU5] = [
t
◦
U3,
t
◦
U5] = [
tU3,
t
◦
U5] = 0 and
that Ξ = 0. Besides, vj ∈ (x3, x4) Im
R(tU3,
tU5) + Im
R(va) for all 1 ≤ j ≤ a as in
(38) by Lemma 5.5. Hence (t
◦
U5)
ρvj ∈ (x3, x4) Im
R(tU3,
tU5) + Im
R((t
◦
U5)
ρva). Since
xµ1x
ν
2(
t
◦
U5)
ρva ≡ (
t
◦
U3)
µ(t
◦
U5)
ν(t
◦
U5)
ρva = (
t
◦
U3)
µ(t
◦
U5)
ν+ρva modulo (x3, x4) Im
R(tU3,
tU5) for
all µ ≥ 0, ν ≥ 0 by Lemma 4.3, there is a ϕ ∈
∑
m≥0, n≥0(
t
◦
U3)
m(t
◦
U5)
nP such that
(t
◦
U5)
ρvj ≡ ϕ modulo (x3, x4) Im
R(tU3,
tU5). We find therefore by Corollary 4.5 that
(t
◦
U5)
ρvj − ϕ ∈
∑
m≥0, n≥0(
t
◦
U3)
m(t
◦
U5)
nP . Hence
(t
◦
U5)
ρvj ∈
∑
m≥0, n≥0
k[x3, x4](
t ◦U3)
m(t
◦
U5)
nva (43)
for all ρ ≥ 0 and 1 ≤ j ≤ a. Let b′ denote b0 if there is a b0 with 0 < b0 < b such that
na+b0 + 1 < na+b0+1, otherwise let b
′ := b. Then, there are b′ × b′ matrices
◦
U ′3 and
◦
U ′5
with homogeneous components in k[x3, x4] such that
t ◦U3 =
[
t
◦
U ′3 0
∗ ∗
]
, t
◦
U5 =
[
t
◦
U ′5 0
∗ ∗
]
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for reasons of the degrees of the components. Notice that [t
◦
U ′3,
t
◦
U ′5] = 0. Let pr :⊕b
i=1 k[x3, x4](na+i + 2) −→
⊕b′
i=1 k[x3, x4](na+i + 2) be the natural projection to the
first b′ components, v′j := pr(vj) (1 ≤ j ≤ a) and
tU ′4 := (v
′
1, . . . , v
′
a). Then
lR(Ext
3
R(R/I,R)) ≥ lk[x3,x4]
(
b′⊕
i=1
k[x3, x4](na+i + 2)/
∑
ρ≥0
Imk[x3,x4](t
◦
U ′5)
ρ · tU ′4)
)
(44)
by Lemma 1.3. Suppose b′ = 1 or b′ = 2. When b′ = 1, the matrices t
◦
U ′3 and
t
◦
U ′5 are just
elements of k[x3, x4], so that
t ◦U ′5
ρv′j ∈
∑
m≥0, n≥0
k[x3, x4](
t ◦U ′5)
m(t
◦
U ′3)
nv′a ⊂ k[x3, x4]v
′
a
by (43). Since v′a is also merely an element of (x3, x4)k[x3, x4], the length of Ext
3
R(R/I,R)
must be infinite by (44), which is a contradiction. When b′ = 2, let
t ◦U ♮3 := g112 −
t ◦U ′3 =
[
0 ϕ1
ϕ2 ϕ3
]
, t
◦
U ♮5 := g212 −
t ◦U ′5 =
[
0 ψ1
ψ2 ψ3
]
,
where g1 (resp. g2) denotes the (1, 1) component of
◦
U ′3 (resp.
◦
U ′5). Since the degrees of
the entries of
◦
U ♮3 and
◦
U ♮5 are determined by na+1 and na+2, one sees that ϕi (1 ≤ i ≤ 3)
and ψi (1 ≤ i ≤ 3) are homogeneous elements of k[x3, x4] such that degϕi = deg ψj = 1
for all i, j or degϕ1 = degψ1 < deg ϕ3 = degψ3 = 1 < degϕ2 = degψ2, degϕ1 −
degϕ3 = degϕ3 − degϕ2. Moreover, [
t
◦
U ♮3,
t
◦
U ♮5] = 0 by [
t
◦
U ′3,
t
◦
U ′5] = 0. By Lemma 5.10,
there are ϕ, ψ ∈ k[x3, x4] and a 2 × 2 matrix C with homogeneous entries in k[x3, x4]
such that t
◦
U ♮3 = ϕC and
t
◦
U ♮5 = ψC. We find therefore
(t
◦
U ′5)
ρv′j ∈
∑
m≥0, n≥0
k[x3, x4](
t ◦U ′3)
m(t
◦
U ′5)
nv′a
=
∑
m≥0, n≥0
k[x3, x4](g112 −
t ◦U ♮3)
m(g212 −
t ◦U ♮5)
nv′a
⊂
∑
m≥0, n≥0
k[x3, x4](
t ◦U ♮3)
m(t
◦
U ♮5)
nv′a ⊂
∑
m≥0, n≥0
k[x3, x4]C
m+nv′a
= k[x3, x4]v
′
a + k[x3, x4]Cv
′
a
for all ρ ≥ 0 and 1 ≤ j ≤ a by (43) and Hamilton-Cayley’s formula. Since the compo-
nents of v′a lie in (x3, x4)k[x3, x4], the length of Ext
3
R(R/I,R) must be infinite by (44).
In any case we are let to a contradiction. Thus b′ > 2.
Proposition 5.12. Suppose that X is contained in an irreducible surface of degree a
and that b > 1. Suppose further that ni = n1 + i − 1 for all 1 ≤ i ≤ a. Then,
na+j 6= na+1 + j − 1 for some 1 ≤ j ≤ b. Moreover, if there is an integer b0 with
1 < b0 < b such that na+b0 +1 < na+b0+1, then na+j 6= na+1 + j − 1 for some 1 ≤ j ≤ b0.
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Proof. We use the Weierstrass basis and the standard relation matrix λ2 stated in
Lemma 5.9. Let b′′ denote b0 if there is a b0 with 0 < b0 < b such that na+b0+1 < na+b0+1,
otherwise let b′′ := b. Then, there are b′′ × b′′ matrices U ′′3 and U
′′
5 with homogeneous
components in R such that
tU3 =
[
tU ′′3 0
∗ ∗
]
, tU5 =
[
tU ′′5 0
∗ ∗
]
for reasons of the degrees of the components. Suppose that na+j = na+1 + j − 1 for all
1 ≤ j ≤ b′′. Let b′ be the minimum of j (1 ≤ j < b′′) such that the (j, j+1) components
of tU ′′3 and
tU ′′5 are both zero. In case there is no such j, let b
′ := b′′. Since a unit can
appear only as a (j, j + 1) component (1 ≤ j < b′′) in tU ′′3 and
tU ′′5 , one has
tU ′′3
(
b′ + 1, . . . , b′′
1, 2, . . . , b′
)
= tU ′′5
(
b′ + 1, . . . , b′′
1, 2, . . . , b′
)
= 0 and
rankk
(
tU ′′3
(
b′ + 1, . . . , b′′
b′ + 1, . . . , b′′
)
+ stU ′′5
(
b′ + 1, . . . , b′′
b′ + 1, . . . , b′′
))
(mod (x1, x2, x3, x4)) = b
′ − 1
for some s ∈ k. Put tU ′3 :=
tU ′′3
(
b′+1,... ,b′′
b′+1,... ,b′′
)
and tU ′5 :=
tU ′′5
(
b′+1,... ,b′′
b′+1,... ,b′′
)
. Then, they are
b′ × b′ matrices with homogeneous components in R such that
tU3 =
[
tU ′3 0
∗ ∗
]
, tU5 =
[
tU ′5 0
∗ ∗
]
,
rankk(
tU ′3 + s
tU ′5) (mod (x1, x2, x3, x4)) = b
′ − 1. (45)
Since U21 = 0, one has [
tU3,
tU5] = 0, so that [
tU ′3,
tU ′5] = [
tU ′3+ s
tU ′5,
tU ′5] = 0. Taking the
degrees of the components into account, one sees that
ImR(tU ′3,
tU ′5) = Im
R(tU ′3 + s
tU ′5,
tU ′5)
= ImR
(
tU ′3 + s
tU ′5,
tU ′5
(
1, 2, . . . , b′ − 1
))
.
On the other hand, since the j-th column vj of
tU4 is contained in (x3, x4) Im
R(tU3,
tU5)+
ImR(va) for all 1 ≤ j ≤ a by Lemma 5.5, one has Im
R(tU3,
tU5,
tU4) = Im
R (tU3,
tU5, va).
Let pr :
⊕b
i=1 k[x3, x4](na+i + 2) −→
⊕b′
i=1 k[x3, x4](na+i + 2) be the natural projection
to the first b′ components, v′j := pr(vj) (1 ≤ j ≤ a) and
tU ′4 := (v
′
1, . . . , v
′
a), where
tU4 = (v1, . . . , va). Then, by what we have seen,
pr(ImR(tU3,
tU5,
tU4)) = Im
R
(
tU ′3 + s
tU ′5,
tU ′5
(
1, 2, . . . , b′ − 1
)
, v′a
)
.
By (45), therefore,
pr(CokerR(tU3,
tU5,
tU4)) ∼= R/(g, g
′, g′′)
with suitable homogeneous polynomials g, g′, g′′. Since the length of this module is
infinite and since
lR(Ext
3
R(R/I,R)) = lR(Coker
R(tU3,
tU5,
tU4))
≥ lR(pr(Coker
R(tU3,
tU5,
tU4))),
we are led to a contradiction. Hence na+j 6= na+1 + j − 1 for some 1 ≤ j ≤ b
′′. This
proves our assertion.
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§6. The case b = 1
Let the notation be the same as in Section 5. We can give a fairly precise characterization
of the basic sequences of integral curves with b = 1.
Lemma 6.1. Assume that b = 1 and that X does not contain any line as an irreducible
component. Let g1 := U3, g2 := U5. Then
rankR/(g1,g2)



U01U1
U21

 (mod (g1, g2))

 ≥ a− 1.
Proof. Let {e11, e
2
1, . . . , e
2
a, e
3
1} be a Weierstrass basis of I with respect to x1, x2, x3, x4
and let λ1 and λ2 be as in Section 1. Let pt be a point of P
3. Since X is locally
Cohen-Macaulay, the ideal sheaf IX of X has a free resolution
0 −→ Oa+1X |W
λ¯
−−→ Oa+2X |W
λ1−−→ IX |W −→ 0
on a neighborhoodW of pt, where λ¯ is a matrix obtained from λ2 by deleting one column.
By Hilbert-Burch theorem, each eil is an (a+ 1)× (a+ 1) minor of the (a+ 2)× (a+ 1)
matrix λ¯ on W. If our assertion did not hold, then
rankR/(g1,g2) ( λ2 (mod (g1, g2)) ) < a+ 1.
This would mean that eil ≡ 0 (mod (g1, g2)) for all i, l, i.e. IX ⊂ (g1, g2)OX , contradict-
ing the assumption that X does not contain any line as an irreducible component.
Lemma 6.2. Assume that b = 1 and that X is contained in an irreducible surface of
degree a. Let (v1, . . . , va) :=
tU4, pi := deg(vi) = na+1 + 1− ni (1 ≤ i ≤ a), and
0 −→
a−1⊕
j=1
k[x3, x4](−qj)
F
−−→
a⊕
i=1
k[x3, x4](−pi)
tU4−−−→ a −→ 0 (46)
a free resolution of a := Imk[x3,x4](tU4), where p1 ≥ p2 ≥ · · · ≥ pa and q1, . . . , qa−1 are
suitable integers with q1 ≥ q2 ≥ · · · ≥ qa−1. Let further n
′
1, . . . , n
′
ω (ω ≥ 1) be a strictly
increasing sequence of integers such that {n′1, . . . , n
′
ω} = { ni | 1 ≤ i ≤ a } and let
iγ := min{ i | ni = n
′
γ , 1 ≤ i ≤ a } for each 1 ≤ γ ≤ ω. Denote by ∆F (resp. ∆U1)
the a × (a − 1) matrix (resp. a × a matrix) whose (i, j) component is qj − pi (resp.
nj + 1− ni). Then, for each γ (2 ≤ γ ≤ ω), there is a jγ (1 ≤ jγ ≤ a− 1) such that the
transpose of the jγ-th column of ∆F coincides with the iγ-th row of ∆U1.
Proof. Let g1 := U3, g2 := U5. Since g1 and g2 are linear forms with g1 − x1, g2 − x2 ∈
k[x3, x4], we can write
U01 = g2U
′
01 + U
′′
01, U1 = g11a + g2U
′
1 + U
′′
1 , (47)
with U ′01, U
′
1 ∈ MAT(k[x2, x3, x4]), U
′′
01, U
′′
1 ∈ MAT(k[x3, x4]).
Let γ be an integer with 2 ≤ γ ≤ ω. By Lemma 2.4, there must exist an integer i′γ
(1 ≤ i′γ ≤ a) with ni′γ = niγ = n
′
γ such that the i
′
γ-th row of U1 contains a unit. Since the
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unit of U1 lies in U
′′
1 , this means that the i
′
γ-th row of U
′′
1 contains a unit. On the other
hand, it follows from the relation λ2λ3 = 0 that U
′′
1U4 = 0, i.e.
tU4
tU ′′1 = 0. The i
′
γ-th
column of tU ′′1 is therefore a linear combination over k[x3, x4] of the columns of F by
(46). Since the i′γ-th row contains a unit, this implies that there is a jγ (1 ≤ jγ ≤ a− 1)
such that the jγ-th column of F contains a unit. Consequently, the jγ-th column of ∆F
coincides with the i′γ-th column of ∆(
tU ′′1 ) = ∆(
tU1) =
t∆U1 . Hence the transpose of the
jγ-th column of ∆F coincides with the i
′
γ-th row of ∆U1 . Besides, the iγ-th row and the
i′γ-th row of ∆U1 are the same. Thus the transpose of the jγ-th column of ∆F coincides
with the iγ-th row of ∆U1 .
Lemma 6.3. Assume that b = 1, X is contained in an irreducible surface of degree a,
and that X does not contain any line as an irreducible component. Denote by ∆U01 and
∆U21 the row vectors (n1 + 1 − a, n2 + 1 − a, . . . , na + 1 − a) and (n1 + 1 − na+1, n2 +
1 − na+1, . . . , na + 1 − na+1) respectively. With the notation of Lemma 6.2, let ∆
(1)
U1
:=
∆U1
(
i2,i3,...,iω
)
and ∆
(1)
F = (φij) := ∆F
(
j2,j3,...,jω
)
. Rearrange the rows of the matrix

∆U01∆(1)U1
∆U21


in such a way that the last column becomes a decreasing sequence of integers, and denote
the resulting matrix by ∆ = (δij), i.e. δ1a ≥ δ2a ≥ · · · ≥ δa+3−ω a. Then δia ≥ φai for all
1 ≤ i ≤ a− ω.
Proof. Let the notation be as in the proof of Lemma 6.2. The i′γ-th column of
tU ′′1 is
a linear combination of the columns of F over k[x3, x4] in which the coefficient of the
jγ-th column of F is a nonzero constant. Hence we may assume that the jγ-th column
of F coincides with the i′γ-th column of
tU ′′1 for all 2 ≤ γ ≤ ω, after a suitable column
operations on F if necessary. Let U ′′
(2)
1 be the (ω−1)×amatrix whose (γ−1)-th row is the
i′γ-th row of U1 for all 2 ≤ γ ≤ ω and F
(2) be the a×(ω−1) matrix whose (γ−1)-th column
is the jγ-th column of F for all 2 ≤ γ ≤ ω. Further, let U
′′(1)
1 := U
′′
1
(
i′2,i
′
3,...,i
′
ω
)
and
F (1) := F
(
j2,j3,...,jω
)
. Note that ∆(F (1)) = ∆
(1)
F ,
tU ′′
(2)
1 = F
(2), and that F = (F (2), F (1))
(resp. U ′′1 =
[
U ′′
(2)
1
U ′′
(1)
1
]
) up to permutation of the columns (resp. rows). Let Θ be the
invertible matrix representing a permutation of {1, 2, . . . , a+ 3− ω} such that
Θ

∆U01∆(1)U1
∆U21

 = ∆, and let V ′′ := Θ

 U ′′01U ′′(1)1
U21

 , U ′′ := [U ′′(2)1
V ′′
]
.
We have V ′′, U ′′ ∈ MAT(k[x3, x4]). Moreover, U
′′ is obtained from

U ′′01U ′′1
U21


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by rearranging its rows. Since the iγ-th row and the i
′
γ-th row of ∆U1 are the same,
∆(U ′′
(1)
1 ) = ∆
(1)
U1
, so that ∆(V ′′) = ∆. Besides, V ′′U4 = 0, i.e.
tU4
tV ′′ = 0, by the
relation λ2λ3 = 0. Each column of
tV ′′ is therefore a linear combination of the columns
of F over k[x3, x4] by (46), so that each row of V
′′ is a linear combination of the rows
of tF over k[x3, x4]. Suppose there is a t with 1 ≤ t ≤ a− ω such that δta < φat. Then,
comparing the degrees, we find that, for every i ≥ t, the i-th row of V ′′ is a linear
combination over k[x3, x4] of the rows of
t
(
F (1)
(
1,2,...,t
))
and tF (2). Moreover, the rows
of U ′′
(2)
1 are the rows of
tF (2). This implies that the rows of U ′′ are linear combinations
over k[x3, x4] of the first t− 1 rows of V
′′, the a− ω − t rows of t
(
F (1)
(
1,2,...,t
))
and of
the ω − 1 rows of tF (2). Hence
rankR/(g1,g2)



U01U1
U21

 (mod (g1, g2))


= rankk[x3,x4](U
′′) ≤ (t− 1) + (a− ω − t) + (ω − 1) = a− 2,
which contradicts Lemma 6.1. Thus δia ≥ φai for all 1 ≤ i ≤ a− ω.
Theorem 6.4. Assume that b = 1, X is contained in an irreducible surface of degree
a, and that X does not contain any line as an irreducible component. Let n′1, . . . , n
′
ω
and iγ (1 ≤ γ ≤ ω) be as in Lemma 6.2. Delete the terms n
′
2, . . . , n
′
ω from the se-
quence (a, n1, . . . , na, na+1) and then rearrange the remaining terms so that they make a
nondecreasing sequence. Let (n′′1, . . . , n
′′
a+3−ω) denote the resulting sequence. Then
na+1 ≤ a− 2 +
a∑
j=1
nj −
ω∑
γ=2
n′γ −
a−ω∑
i=1
n′′i .
Proof. Let the notation be as in Lemmas 6.2 and 6.3. Denote by (ξγ1, . . . , ξγa) the iγ-th
row of ∆U1 for each 2 ≤ γ ≤ ω. Then, we have an exact sequence of the form
0 −→
a−1⊕
j=1
k[x3, x4](−q
′
j)
(F (2),F (1))
−−−−−−−→
a⊕
i=1
k[x3, x4](−pi)
tU4−−−→ a −→ 0
by (46), where (q′1, . . . , q
′
a−1) = (q1, . . . , qa−1) up to permutation. Let ∆
(2)
U1
(resp. ∆
(2)
F )
be the (ω− 1)× a (resp. a× (ω− 1)) matrix whose (γ− 1)-th row (resp. column) is the
iγ-th row (resp. jγ-th column) of ∆U1 (resp. ∆F ) for all 2 ≤ γ ≤ ω. Then, ∆
(2)
F =
t∆
(2)
U1
by Lemma 6.2, so that
∆(F (2), F (1)) = (∆
(2)
F ,∆
(1)
F ) =


ξ21 · · · ξω1 φ11 · · · φ1 a−ω
... · · ·
...
... · · ·
...
ξ2a · · · ξωa φa1 · · · φa a−ω

 .
By Hilbert-Burch theorem, the first component of tU4 is the determinant of the (a −
1)× (a− 1) matrix (F (2), F (1))
(
1
)
up to multiplication by a constant. Comparing the
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degrees, we see
na+1 + 1− n1 = p1 =
ω∑
γ=2
ξγ γ +
a−ω∑
i=1
φω+i i. (48)
Observe that δia + pa = δij + pj, φai + pa = φji + pj for all 1 ≤ i ≤ a− ω and 1 ≤ j ≤ a,
so that δij ≥ φji by Lemma 6.3. With the use of this inequality, we find by (48) that
na+1 + 1− n1 ≤
ω∑
γ=2
ξγ γ +
a−ω∑
i=1
δi ω+i.
Since the components of ∆U01 , ∆U21 and ∆U1 are as stated in Lemmas 6.2 and 6.3, we
see that ξγj = nj + 1− niγ = nj + 1− n
′
γ , δij = nj + 1− n
′′
i for all γ, i, j. Putting them
into the above inequality, we get our assertion.
Remark 6.5. (i) One needs rearrangements as stated in the above theorem only in
case na+1 < ni for some 1 ≤ i ≤ a.
(ii) In section 4 of the paper [1], the case U21 = 0 is treated in detail. Since we do
not assume it in this section, the results loco citato are somewhat different from those
given here.
§7. Comparison of our results with Cook’s assertions by numer-
ical computations with the help of a computer
Let X be a curve in P3 and I the saturated homogeneous ideal of X in R. Assume that
char(k) = 0. Let ρ be an arbitrary nonnegative integer. With the notation of Remark
1.1, we consider the strongly Borel fixed monomial ideal in k[x1, x2] generated by
{ xa1, x
a−1
1 x
βa−1
2 , . . . , x1x
β1
2 , x
β0
2 } ∪ { x
tl
1 x
ul
2 | 1 ≤ l ≤ b, βtlul ≤ ρ }, (49)
and let x
sρ
1 , x
sρ−1
1 x
µsρ−1(ρ)
2 , . . . , x1x
µ1(ρ)
2 , x
µ0(ρ)
2 (1 ≤ µsρ−1(ρ) < µsρ−2(ρ) < · · · < µ0(ρ))
be its minimal generators, where the linear forms x1, x2, x3, x4 are chosen sufficiently
generally. Put νl(ρ) := deg(x
sρ−l
1 x
µsρ−l(ρ)
2 ) = sρ − l + µsρ−l(ρ) for 1 ≤ l ≤ sρ. We have
νl(ρ) ≤ νl+1(ρ) for all 1 ≤ l < sρ and sρ ≤ ν1(ρ). Now assume further that X is integral.
With our notation, the assertions in the main theorem of [11] can be formulated in the
following manner:
(i) νl(ρ) ≤ νl+1(ρ) ≤ νl(ρ) + 1 for all 1 ≤ l < sρ,
(ii) if further sρ < a, then sρ ≤ ν1(ρ) ≤ sρ + 1.
Unfortunately, there is an error in the proof of the above assertions (see [12, Section 4]).
In [9], however, a proof of (i) is given for a special case.
Theorem 7.1 ([9, Theorem 5]). With the notation above, the assertion (i) is true
for all ρ such that sρ = s0.
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Let d(X) and g(X) denote the degree and the arithmetic genus of X respectively,
and let (a;n1, . . . , na;na+1, . . . , na+b) be the basic sequence of I. Since
1− g(X) + νd(X) = dimk([R/I]ν) = dimk([R]ν)− dimk([I]ν)
=
(
ν + 3
3
)
−
(
ν − a+ 3
3
)
−
a∑
l=1
(
ν − nl + 2
2
)
−
b∑
l=1
(
ν − na+l + 1
1
)
for all ν ≫ 0, direct computation shows that
d(X) =
a∑
l=1
nl −
1
2
a(a− 1)− b,
g(X) = 1 +
a∑
l=1
1
2
nl(nl − 3)−
b∑
l=1
na+l + b−
1
6
a(a− 1)(a− 5)
(see [2, Remark 1.9]). We want to consider sequences satisfying these equalities.
Let (d, g) be a pair of positive integer d and a nonnegative integer g, and Bseq =
(a;n1, . . . , na;na+1, . . . , na+b) be a sequence of integers such that
0 < a ≤ n1 ≤ · · · ≤ na, n1 ≤ na+1 ≤ · · · ≤ na+b, b ≥ 0,
a ≤ d− 1, nl ≤ d− 1 (1 ≤ l ≤ a+ b), d = D(Bseq), g = G(Bseq).
(50)
See Introduction for the definitions of D(Bseq) and G(Bseq). When Bseq = BR(I),
we have d(X) = D(BR(I)) and g(X) = G(BR(I)) by the above formulas. Moreover,
a ≤ d(X) − 1 and nl ≤ d(X) − 1 for all 1 ≤ l ≤ a + b by Castelnuovo’s regularity
theorem combined with the results of [10]. Hence BR(I) satisfies (50). Moreover the
generic initial ideal inx(I) is strongly Borel fixed by [15]. With this in mind, we shall
say that a sequence Bseq satisfies A-conditions for (d, g), if there is a strongly Borel
fixed monomial ideal in k[x1, x2, x3, x4] giving the sequence Bseq as in Remark 1.1, and
if Bseq satisfies (50) and all the numerical conditions described in Lemma 2.4, Theorem
5.7, Corollary 5.8, Propositions 5.11, 5.12, and Theorem 6.4. Likewise, we shall say that
Bseq satisfies C-conditions for (d, g), if Bseq satisfies (50) and is given by a strongly
Borel fixed monomial ideal which fulfills Cook’s assertions (i) and (ii). We can find all
the sequences Bseq satisfying A-conditions and C-conditions respectively with the help
of a computer. We can find the sequences satisfying both conditions, too.
Since there are only a finite number of possibilities of a, b, nl (1 ≤ l ≤ a + b) with
the property (50) for a fixed (d, g), one can extract from them all Bseq’s satisfying the
numerical conditions described in the lemma, the propositions, the theorems and the
corollary mentioned just above, carrying out simple numerical testings.
In order to get the generators of strongly Borel fixed monomial ideals with a given
Bseq, we need some more knowledge of the structure of such ideals. Assume that Bseq =
(a;n1, . . . , na;na+1, . . . , na+b) satisfies (50). Let βl (0 ≤ l ≤ a−1), tl, ul, βtlul (1 ≤ l ≤ b)
be integers such that nl = a − l + βa−l (1 ≤ l ≤ a), na+l = tl + ul + βtlul (1 ≤ l ≤ b),
1 ≤ βa−1 < βa−2 < · · · < β0, tl < a, ul < βtl , βtlul > 0 for 1 ≤ l ≤ b, and (tl, ul) 6=
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(tl′ , ul′) for l, l
′ with l 6= l′. As explained in Remark 1.1, we can treat our problem in
this setting. Let
J := Rxa1 +
a∑
l=1
k[x2, x3, x4]x
a−l
1 x
βa−l
2 +
b∑
l=1
k[x3, x4]x
tl
1 x
ul
2 x
βtlul
3 .
The right hand side is a k[x3, x4]-submodule of R and in fact the sum is direct over
k[x3, x4]. Notice that J is a strongly Borel fixed monomial ideal in R if and only if so is
J ∩ k[x1, x2, x3] in k[x1, x2, x3]. For nonnegative integers n and γ with n ≥ γ, let
ε(n, γ) := max{ u | 0 ≤ u ≤ n− γ and xn−γ−u1 x
u
2x
γ
3 ∈ [J ]n },
where [J ]n denotes as usual the subsets of J consisting of homogeneous elements of
degree n. In case the set on the right hand side is empty, we put ε(n, γ) := −∞ for
convenience sake. It is easy to verify that J is a strongly Borel fixed monomial ideal in
R if and only if
xn−γ−u1 x
u
2x
γ
3 ∈ [J ]n for all u, n, γ with 0 ≤ u ≤ ε(n, γ), 0 ≤ γ ≤ n, and (51)
ε(n− 1, γ − 1) ≤ ε(n, γ) ≤ ε(n, γ − 1)− 1 for all n, γ with 1 ≤ γ ≤ n. (52)
Rewriting the first one of the above conditions in terms of the integers tl, ul, βtlul (1 ≤
l ≤ b), we obtain the following necessary and sufficient condition for J to be a strongly
Borel fixed ideal.
Lemma 7.2. The set J is a strongly Borel fixed monomial ideal in R if and only if the
condition (52) holds and
{ (tl, ul, βtlul) | na+l = n and βtlul = γ (1 ≤ l ≤ b)}
= { (n− γ − u, u, γ) | u ≥ 0 and ε(n− 1, γ − 1) + 1 ≤ u ≤ ε(n, γ)}
(53)
for all n, γ with n ≥ 1, 1 ≤ γ ≤ n.
Proof. Let J ′ := Rxa1 +
∑a
l=1 k[x2, x3, x4]x
a−l
1 x
βa−l
2 and J
′′ :=
∑b
l=1 k[x3, x4]x
tl
1 x
ul
2 x
βtlul
3 .
Then J ′ is a strongly Borel fixed monomial ideal in R. We have
[J ]n = [J
′]n ⊕ (kx3 + kx4) [J
′′]n−1 ⊕
⊕
1≤l≤b, na+l=n
kxtl1 x
ul
2 x
βtlul
3 ,
[J ]n−1 = [J
′]n−1 ⊕ [J
′′]n−1
over k. Assuming that J is a strongly Borel fixed monomial ideal, we show (53). When
n < a, both sides of (53) are empty. Suppose that n ≥ a and that γ ≥ 1. Let
xn−γ−u1 x
u
2x
γ
3 be an element of [J
′]n ⊕ (kx3 + kx4) [J
′′]n−1. Then it lies in x3 [J ]n−1,
since [J ′′]n−1 ⊂ [J ]n−1 and [J
′]n ∩ k[x1, x2, x3]x3 ⊂ x3 [J
′]n−1. Namely, x
n−γ−u
1 x
u
2x
γ−1
3
lies in [J ]n−1, so that u ≤ ε(n − 1, γ − 1). Besides, x
n−γ−ε(n−1,γ−1)
1 x
ε(n−1,γ−1)
2 x
γ
3 =
x3(x
n−γ−ε(n−1,γ−1)
1 x
ε(n−1,γ−1)
2 x
γ−1
3 ) ∈ x3 [J ]n−1 in this case. Hence max{ u | 0 ≤ u ≤
n−γ and xn−γ−u1 x
u
2x
γ
3 ∈ [J
′]n⊕(kx3+kx4) [J
′′]n−1 } = ε(n−1, γ−1) unless ε(n−1, γ−1) 6=
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−∞. The right hand side of (53) therefore coincides with the left hand side by (51).
Conversely, assuming that both (52) and (53) hold, we show (51) by induction on n.
The case n < a is trivial. Suppose that n ≥ a and that (51) is true for smaller values of
n. When γ = 0, we see xn−u1 x
u
2 ∈ [J
′]n for all 0 ≤ u ≤ ε(n, 0) since J
′ is a strongly Borel
fixed monomial ideal. Let γ be an integer with 1 ≤ γ ≤ n. It is enough to consider
the case where ε(n, γ) ≥ 0. If ε(n − 1, γ − 1) = −∞, then xn−γ−u1 x
u
2x
γ
3 ∈ [J ]n for all
0 ≤ u ≤ ε(n, γ) by (53). Otherwise, xn−γ−u1 x
u
2x
γ−1
3 ∈ [J ]n−1 for all 0 ≤ u ≤ ε(n−1, γ−1)
by the induction hypothesis, which implies that xn−γ−u1 x
u
2x
γ
3 ∈ [J ]n for all such u. Hence
we see (51) by (53).
Assume that (51) – (53) are valid. Let δ(n, γ) := max{−1, ε(n, γ)}−max{−1, ε(n−
1, γ − 1)} for 1 ≤ γ ≤ n and χ(n) := #{ l | na+l = n, 1 ≤ l ≤ b } for n ≥ 0. Then
δ(n, γ) = { (tl, ul, βtlul) | na+l = n and βtlul = γ (1 ≤ l ≤ b) } by (53). One sees
n∑
γ=1
δ(n, γ) = χ(n), (54)
ε(n, γ) = ε(n− 1, γ − 1) if δ(n, γ) = 0, and (55)
ε(n, γ) = δ(n, γ) + max{−1, ε(n− 1, γ − 1)} if δ(n, γ) > 0. (56)
In particular, ε(n, γ) = ε(n− 1, γ − 1) for all 1 ≤ γ ≤ n such that χ(n) = 0. Moreover,
the ε(n, 0) (n ≥ 0) are completely determined by J ′ and are nonnegative for n ≥ a.
Given Bseq satisfying (50), the βa−l can be obtained by the simple formula nl =
a − l + βa−l for all 1 ≤ l ≤ a. The above observation indicates that we can find
tl, ul, βtlul (1 ≤ l ≤ b) with the help of a computer in the following manner.
(i) Find all possible nonnegative integers δ(n, γ) with 1 ≤ γ ≤ n satisfying (54) for
all n ≥ 1. In fact, we have only to consider the finite cases where χ(n) > 0. We
put δ(n, γ) = 0 for all 1 ≤ γ ≤ n with χ(n) = 0.
(ii) Define ε(n, γ) by (55) and (56) for all 0 ≤ γ ≤ n inductively on γ, starting with
ε(n, 0) (n ≥ 0).
(iii) Check if ε(n, γ) satisfies (52) for all 1 ≤ γ ≤ n ≤ na+b.
(iv) Define tl, ul, βtlul (1 ≤ l ≤ b) by (53).
Since ε(n, γ) = ε(n−1, γ−1) for all n, γ with 1 ≤ γ ≤ n, n > na+b by our constructions
(i) and (ii), it is enogh to check if ε(n, γ) sagisfies (52) only for 1 ≤ γ ≤ n ≤ na+b. Once
the integers βl (0 ≤ l ≤ a− 1), tl, ul, βtlul (1 ≤ l ≤ b) are obtained, it is an easy matter
to verify if J stisfies Cook’s assertions (i) and (ii).
The programs we have used to find all Bseq’s satisfying A- or C-conditions are written
in C in which only numerical computations of integers are carried out. The sequences
we get by this program do not necessarily correspond to integral curves in P3.
At present, the numbers of the outputs seem too big. That is, we are far from the
answer to the problem stated in Introduction. The tables below help us to see how
A-conditions and C-conditions differ from each other.
Tables 1 and 2 show the numbers of the basic sequences which satisfy A-conditions
or C-conditions or both. If g is close to the upper bound 1 + d(d − 3)/6 of the genus
of a nonsingular irreducible curve in P3 not contained in any quadric surfaces (see [14,
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Introduction]), A-conditions seem stronger than C-conditions. In general, however, both
of the implications “A-conditions ⇒ C-conditions”and “C-conditions ⇒ A-conditions”
are false.
Table 3 shows the basic sequences with (d, g) = (10, 9) that satisfy C-conditions
and the corresponding Borel fixed monomial ideals, where a triplet (s, t, u) indicates the
monomial xs1x
t
2x
u
3 . Among them, only the four sequences
(3; 4, 5, 5; 7), (3; 5, 5, 5; 5, 6), (4; 4, 4, 4, 5; 6), (4; 4, 4, 5, 5; 5, 5)
satisfy A-conditions. Other ones are ruled out by Proposition 5.11 and Corollary 5.8.
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Table 1: Numbers of outputs
(d, g) C A both
(3,0) 1 1 1
(4,0) 1 1 1
(5,0) 3 2 2
(6,0) 4 3 3
(7,0) 9 6 6
(8,0) 20 13 12
(9,0) 48 28 27
(10,0) 111 69 68
(11,0) 250 142 137
(12,0) 570 348 311
(13,0) 1380 804 731
Table 3: C-conditions for (d, g) = (10, 9)
Borel fixed monomial ideals Basic sequences
(3,0,0) (3;4,5,5;7)
(2,2,0)(1,4,0)(0,5,0)
(1,3,3)
(3,0,0) (3;4,5,6;6,6)
(2,2,0)(1,4,0)(0,6,0)
(0,5,1)(1,3,2)
(3,0,0) (3;5,5,5;5,6)
(2,3,0)(1,4,0)(0,5,0)
(2,2,1)(1,3,2)
(3,0,0) (3;5,5,6;5,5,6)
(2,3,0)(1,4,0)(0,6,0)
(2,2,1)(1,3,1)(0,5,1)
(4,0,0) (4;4,4,4,5;6)
(3,1,0)(2,2,0)(1,3,0)(0,5,0)
(0,4,2)
(4,0,0)
(3,1,0)(2,2,0)(1,3,0)(0,5,0)
(3,0,3)
(4,0,0) (4;4,4,5,5;4,6)
(3,1,0)(2,2,0)(1,4,0)(0,5,0)
(3,0,1)(1,3,2)
(4,0,0) (4;4,4,5,5;5,5)
(3,1,0)(2,2,0)(1,4,0)(0,5,0)
(1,3,1)(0,4,1)
(4,0,0)
(3,1,0)(2,2,0)(1,4,0)(0,5,0)
(1,3,1)(3,0,2)
(4,0,0) (4;4,4,5,6;4,5,6)
(3,1,0)(2,2,0)(1,4,0)(0,6,0)
(3,0,1)(1,3,1)(0,5,1)
(4,0,0) (4;4,5,5,5;4,5,5)
(3,1,0)(2,3,0)(1,4,0)(0,5,0)
(3,0,1)(2,2,1)(1,3,1)
Table 2: Numbers of outputs
(d, g) C A both
(26,100) 1 1 1
(26,99) 2 1 1
(26,98) 3 1 1
(26,97) 5 2 2
(26,96) 6 3 3
(27,109) 1 1 1
(27,108) 2 1 1
(27,107) 2 1 1
(27,106) 3 2 2
(27,105) 4 3 3
(28,117) 1 1 1
(28,116) 1 1 1
(28,115) 3 2 2
(28,114) 4 2 2
(28,113) 5 3 3
(29,126) 2 2 2
(29,125) 2 1 1
(29,124) 3 1 1
(29,123) 5 2 2
(29,122) 6 3 3
(30,136) 1 1 1
(30,135) 2 1 1
(30,134) 2 1 1
(30,133) 3 2 2
(30,132) 5 4 4
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