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INTRODUCTION
Rising environmental concerns, in particular on climate change, have triggered policy initiatives aimed at limiting further damage. To achieve this objective the invention and implementation of cleaner production technologies is vital. Environmental innovation, however, creates externalities that may require policy action to provide sufficient incentives for research and development (R&D) directed at exploring new technologies as well as for the adoption of greener production methods.
Although environmental policies may be crucial to avoid the socio-economic cost of environmental disasters, economic policy is also concerned not to threaten competitiveness of the business sector. Innovation has long been understood to be a crucial driver of such competitiveness (Solow 1957 , Griliches and Mairesse 1984 , Griliches 1979 . Thus, any environmental policy should be designed such that it avoids a crowding out of other inventive efforts in the affected firms. In other words, the role of opportunity cost of environmental regulation ought to be taken into account as " [...] any new environmental R&D that comes at the expense of other R&D investment will dampen the cost-savings potential of induced technological change" (Popp and Newell 2012, p. 980) .
Environmental regulation, especially command-and-control regulation, has been particularly suspect to being a source of crowding out effects. Regulated firms are often obliged to devote substantial financial and human resources to fulfilling the given requirements. The resources allocated to compliance efforts may then simply lack for other innovation projects and firms may be forced to scale down their innovative activities at least in the short-term. The review of the existing literature shows that only little empirical work has tried to assess the existence 1 or even the magnitude of a potential crowding out of policy-induced technological change. With few exceptions such as Roediger-Schluga (2003) and Popp and Newell (2012) , firm-level analyzes on this issue are basically non-existent.
This study therefore aims to contribute to the understanding of potential sideeffects of environmental regulation at the firm-level. Using propensity score matching, we study the effects of regulation-induced environmental technology invention and adoption on the firms' other innovative activities. A crowding out is thus understood as a displacement of productive inventive efforts by regulationinduced spending for pollution control technology, regardless whether this is due to own (environmental) R&D or the acquisition of abatement technology. We employ econometric treatment effects models for estimating the treatment effect on the treated. A treatment in our case means that regulation induced these firms to develop, adopt or implement environmental-friendly technologies. Firm-level survey data covering the period 2006 to 2008 allows us to assess whether environmental policy has been effective for the individual firm. However, we do not intend to study here whether or not a particular regulation had been effective, but how the firms' innovation efforts were affected given that they had been subject to effective regulation.
What is more, environmental policy programs often include public R&D support, for instance, via direct subsidies (de Coninck, Fischer, Newell and Ueno 2008, Newell 2007 ). In the following study, we therefore consider subsidies that triggered environmental technology implementation as an (additional) treatment. In the context of this paper, inducing increased efforts on environmental R&D via subsidies may come at the high cost of other innovative efforts if public as well as private R&D funding is diverted away from other areas. On the other hand, it can be argued that subsidies may be needed to prevent a potential crowding out, 2 especially in firms with constrained access to financial resources.
Our study further adds to previous research as we draw from representative data covering small and medium-sized firms as well as large firms in Germany active in a broad range of industries. Germany provides an ideal testing ground for our analysis as it has been rather active in terms of environmental regulation as well as in terms of subsidy schemes to stimulate environmental technology. Our analysis further intends to complement previous research that used patent data to measure innovation output by studying a crowding out in innovation input.
Therefore, this study does not rely on patent data as, especially in the case of small and medium-sized firms and depending on the industry, innovative activity may be underestimated using patent counts. Moreover, using patent data may not allow to account sufficiently for environment-friendly process innovations and, importantly, the adoption of environmental technology.
The article proceeds as follows. The next section provides a brief overview of related literature and German laws and regulations relevant for our study. Section 3 sets out our empirical strategy. Section 4 describes the data from the German Community Innovation Survey (CIS) used for the empirical analysis. Results will be presented in section 5 before section 7 concludes.
RELATED LITERATURE
Given the market failures associated with environmental innovations 1 , many governments in industrialized economies attempt to correct them by using policy instruments. Besides empirical evidence for price-induced environmental inno-1 "Pollution creates a negative externality, and so the invisible hand allows too much of it. Technology creates positive externalities, and so the invisible hand produces too little of it" (Popp, Newell and Jaffe 2009, p.3). 3 vation 2 , the efficacy of policy for inducing green technological change has been stressed: "In general, policy, rather than prices, appears to be the main driver of innovation in these technologies" (Johnstone, Hascic and Popp 2010, p.146) .
A detailed overview of the existing policy tools and their potential effects on firm-level activities is beyond the scope of this article 3 as our focus is on whether policy-induced environmental technology invention and adoption come at the cost of other inventive efforts.
A crowding out may question the premise of cost-free controls and may lead to competitiveness losses at the firm, industry and national level. Despite the policy relevance of these considerations, only very limited empirical evidence exists, especially at the firm-level. Although, for instance, Lanjouw and Mody (1996) studying patent applications find that environmental regulation stimulates related innovations, they cannot rule out that there had been a crowding out, i.e. that regulated firms had been even more innovative in the absence of regulation.
As one of the first empirical contributions, Gray and Shadbegian (1998) study directly a crowding out effect of pollution control spending on conventional (i.e. productive) investments in the pulp and paper sector. They find that a Dollar spent for abatement investments reduces any other productive investment spending by 1.88 Dollars. Roediger-Schluga (2003) uses firm-level survey data to descriptively study how Austrian Volatile Organic Compound (VOC) emission standards affect competitiveness in a small sample of selected Austrian manufacturers and whether compliance-stimulated innovation crowded out other, more productive R&D. He finds neither unequivocally negative nor positive effects on competitiveness of 2 For instance Newell, Jaffe and Stavins (1999) find that increasing energy prices are associated with new energy-saving technology for air conditioners and Popp (2002) observes patent applications for energy-saving technologies to respond to increasing energy prices.
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See Jaffe, Newell and Stavins (2002) for a review of the literature. Rennings and Rexhäuser (2011) provide an overview of policies in place in Germany since the 1960s. 4 manufacturers of regulated products. He concludes that some "firms devoted almost their entire R&D budget to developing compliant products" which suggests that -at least to some extent -compliance efforts may have displaced or postponed other R&D projects. Popp and Newell (2012) is another notable exception studying whether new energy R&D crowds out other types of R&D spending. First, they study the effect of economy-wide increases in energy R&D on total R&D spending at the industry level and find little evidence of a crowding out across sectors. Secondly, at the firm level, they use patent data to examine changes in the research portfolios of companies engaged in alternative energy R&D and find that green patenting does crowd out other types of patenting. However, their results also suggest a high social value of the former as alternative energy patents are cited more frequently. However, the sample of firms in Popp and Newell (2012) consists of large, publicly traded and patent-active firms which does not allow drawing conclusions for small and medium-sized firms, which are more likely to be affected by financing constraints for R&D 4 . Especially in financially constrained firms the amount of resources allocated to environmental innovation reduces those available for other innovation projects. If firms additionally have to re-allocate financial resources to compliance efforts due to regulations and standards, research budgets, especially of long-term research projects aiming at radical innovations in non-environmental-related areas may be scaled-down. Thus, although environmental technologies are socially very valuable, a crowding out of other fundamental R&D may dampen the social benefits to environmental regulation. When implementing environmental regulation that aims at stimulating environmental technology at the firm-level, it seems cru-4 See for instance for recent empirical evidence for Germany. They show that financial constraints for R&D decrease monotonically with firm size, while constraints for investments in physical assets are less binding.
cial to think about sources of funding for such activities, for instance, via subsidy schemes. Fischer and Newell (2004) compare R&D subsidies and other policies aimed at reducing carbon emissions in the U.S. electricity sector. They conclude, however, that R&D subsidies are the least effective policy tool for reducing emis-
sions. Yet, they do not consider the effect of knowledge spillovers that justify R&D subsidies and do not take into account the use of a policy mix in which subsidies are only part of the policy spectrum.
Few other studies focus on the industry or national level. Jaffe and Palmer (1997) find ambiguous evidence for regulation-induced innovation at the industry level. More precisely, they find pollution abatement costs expenditure (PACE) as a proxy of regulatory stringency to have no significant impact on patent applications, indicating a re-direction rather than a crowding out of patents as a measure for innovation output. On the other hand, they find a positive impact of PACE on firms' R&D expenditures controlling for industry specific effects. Similarly, Brunnermeier and Cohen (2003) find PACE to have a significant positive impact on firms' overall patent applications.
The main reason for little empirical evidence at the firm-level may be related to measurement problems due to a lack of sufficiently disaggregated data and the difficulties in distinguishing regulation-induced and other innovative activities. The survey data used for the following analysis have several features that address these issues. The major advantage is that we can identify firms that -as a reaction to the policy in place -implemented some sort of environmental technology. Such technologies comprise, for instance, ways to reduce energy and material consumption as well as waste, improved recycling methods and measures to limit air, soil and water pollution. In other words, rather than using a proxy for the stringency of environmental regulation we derive indicators from a survey that 6 allow us to identify directly whether regulation had indeed induced environmentfriendly technological changes in a particular firm. This does, but not exclusively, cover cases in which firms developed the new technology themselves in addition to firms that implemented environmental technology developed by others. Taking that aspect into account is crucial as the diffusion of environmental technology strongly depends on the adoption of existing technologies. Although it can be argued that the former case of technology development is more resource intensive and hence more likely to crowd-out other R&D, it should also be considered that the implementation of these technologies in other firms may require critical amounts of human and financial resources. Such technologies not only need to be acquired, but they also have to be incorporated into production processes, potentially requiring adjustment to and alignment with already implemented technologies. Moreover, new technologies usually require training of employees. Our approach that takes the costs related to environmental innovation at the firm level into account accommodates for the fact that compliance costs which define the impact of the environmental regulation are highly firm-specific.
Regulation inducing Environmental Innovation
There is a considerable body of theoretical research on the impact of regulation on environmental innovation that studies the effects of different regulatory instruments like tradable permits, taxes or standards (command-and-control) on the R&D incentives for pollution control technologies 5 . Regarding the impact on both pollution control and productive innovation expenditures, however, much less theoretical work exists. Magat (1978) assumes a profit-maximizing firm subject to pollution control regulation that has to allocate a fixed R&D budget over 5 Popp et al. (2009) . Thus, the extent to which a crowding out occurs may depend crucially on the policy design.
The number of regulations in force in Germany has increased substantially during the past decades (see Figure 1 ). An overwhelming part of these laws and directives are command-and-control regulations (see Frondel, Horbach and Rennings 2007) . This is strongly mirrored in the firm survey used for the present analysis. Please note that the results of Magat (1978) crucially depend on the degree of labor substitutability. If substitutability was very easy, an emission standard leads to a relative increase in conventional R&D over time. 7 Unfortunately, only a fraction of the firms that adopted pollution control technology responded to the survey question of what specific regulation(s) or law(s) required adoption of abatement technology. These answers, nevertheless, provide an indication of those regulations that initiated the green innovations in the firms that we study in detail in the following. based regulation is the European Emission Trading Scheme (EU ETS) for greenhouse gases that came into force in 2005. To add further evidence, we linked our firm database to the Community Independent Transaction Log (CITL) that reports every single firm that is covered in the EU ETS. In our data, only 1.22 percent of the firms were identified to be subject to this cap and trade system. This confirms that firms in our sample are mainly affected by command-and-control regulations. Based on theoretical consideration by Magat (1978) and in light of the predominance of the command-and-control character of these regulations, we could therefore expect that in our setting a (partial) crowding out of other R&D may indeed be more likely by compliance spending compared to a setting in which market-based policy instruments are prevailing.
ECONOMETRIC METHOD
In the following, we are interested in the effects of regulation-induced environmental innovation on the firms' conventional innovative efforts. In this setting, we therefore consider the introduction of an environment-friendly innovation due to regulation to be the observed "treatment".
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Our main research question can be illustrated by an equation describing the average treatment effect on the treated firms While E(Y T |R = 1) is directly observable, this is not the case for E(Y C |R = 1).
However, as the probability to be subject to effective regulation is not random
) a potential "selection bias" may arise so that the counterfactual situation cannot simply be approximated by the average outcome of the non-regulated firms.
11
The same applies to the receipt of a subsidy. Thus, we have to take into account that not all firms are affected by regulation and not all firms received a subsidy that supported their environmental technology. Investigating the behavior of firms that responded to regulation therefore requires to take this selection into account. The conditional independence assumption (CIA) Y C ⊥R|X = x has been introduced by Rubin (1977) to overcome this selection problem. That is in our case, regulation-induced environmental technology adoption and the outcome variable of interest like non-green R&D spending are statistically independent for firms with the same set of exogenous characteristics X. The result of the matching approach is such that the potential "untreated outcome" of treated firms is constructed from a control group of firms that did not react to environmental regulation. Hence, the matching allows to compare the outcome of treated firms to the hypothetical outcome of these firms if they had not been treated. Differences in the outcome variable between these "groups" are then attributed to the treatment. Consequently, if the CIA holds, it follows that
Thus, the average treatment effect on the treated can be written as:
For surveys of econometric techniques addressing selection bias see Heckman, Lalonde and Smith (1999) or Imbens and Wooldridge (2009) .
In the following analysis, we employ a propensity score matching which has the advantage not to require assumptions about functional forms and error term distributions.
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In particular, we perform a nearest neighbor propensity score matching.
For that purpose, we pair each firm that had implemented a regulation-induced environmental technology with the single closest non-regulation-affected firm. Thus, for each treated firm we search for twins in the "potential control group" that share the same characteristics X as the treated firms. The pairs are defined based on the similarity in the estimated probability of having introduced a compliance technology based on regulatory pressure.
In other words, the propensity score stemming from a probit estimation on a dummy variable indicating the policy induction serves as matching criterion.
Matching on the propensity score has the advantage not to run into the "curse of dimensionality" since we use only one single index as matching argument (Rosenbaum and Rubin 1983) . Thus, the first step of our analysis is the specification and estimation of a probit model to obtain the propensity scoreP (X).
Thereby it is essential to have enough overlap between the control and the treated group (common support) which means that in practice, the sub-samples of treated firms and firms in the control group are restricted to those with common support.
Thus, in a second step we restrict the sample to common support. Therefore, we calculate the minimum and the maximum of the propensity scores of the potential control group and delete observations on treated firms with probabilities larger than the maximum and smaller than the minimum in the potential control group.
For discussions and applications of matching estimators see e.g. Angrist (1998) , Heckman, Ichimura and Todd (1997) and Heckman, Ichimura, Smith and Todd (1998) , Dehejia and Wahba (1999) , and Smith and Todd (2005) .
Next, we pick one observation from the sub-sample of treated firms and remove it from the pool of treated firms. Then we calculate the Mahalanobis Distance (MD) between this firm and all non-treated firms in order to find the most similar control observation:
where Ω is the empirical covariance matrix of the matching arguments (Z) based on the sample of potential controls. After that, we select the observation with the minimum distance from the remaining control group. Unlike for the treated firms, we do not remove the selected control firms from the pool of potential controls.
This routine is applied to all treated firms. Finally, the average effect on the treated can be calculated as the mean difference in the outcome variable(s) of the matched samples using the matched group as comparison.
withŶ C i being the counterfactual for i and n T is the sample size of treated firms.
We conduct t-tests on difference in means in the outcome variable(s) after the matching. A significant difference in means may then be attributed to the treatment. In our case, a smaller mean of the outcome variable, like non-environmental R&D in the group of regulated firms, would indicate a crowding out due to the regulation-induced environmental innovation. It should be noted that, since we perform sampling with replacement to estimate the counterfactual situation, an ordinary t-statistic on mean differences is biased as it does not take the possibility of repeated observations into account. We therefore follow Lechner (2001) and calculate an asymptotic approximation of the standard errors that corrects for this bias. this core data set, we are able to identify firms that adopted or implemented some form of environmental technology. This data has been complemented with a telephone survey that addressed this sub-sample of firms that indicated in the CIS that they had introduced environmentally beneficial technologies. This additional telephone survey allowed to collect more detailed information on the respective environmental technologies. The most important information drawn from this data relates to the cost of introducing and implementing the environmental technology.
We complement the survey data with information on the firms patent applications at the European Patent Office (EPO) and market concentration data from the German Monopoly Commission. Finally, we obtain a credit rating index for each firm from CREDITREFORM, Germany's largest credit rating agency. 
The Treatment
Firms were asked if they had introduced some form of technology or production process with beneficial effects for the environment and if so, to indicate the initiation factors for the development and/or adoption and implementation of the technology. In particular, firms were asked to indicate if this innovation was driven by regulation, expectations about future regulation, public subsidies or, alternatively, by customer demand and/or by voluntary agreements at the sector level.
We consider a firm to be treated if it introduced an environment-friendly technological innovation due to regulation (REG), but not due to customer demand for greener technologies or voluntary agreements. Moreover, the treatment variable thus takes the value one only, if regulations had induced the innovation, but the firm did not receive subsidies for green technology of any type. Finally, we define a treatment variable SU B that takes the value of one if the receipt of a subsidy induced the introduction of environment-friendly technology.
16 Table   1 presents descriptive statistics for these treatment variables. For each of these treatments, we will estimate the treatment effect on the outcome variables. The ratio of treated to non-treated firms is favorable for a matching approach for both treatment indicators as the potential control group is sufficiently large. Note that we test the robustness of our results to an alternative definition for which we consider a firm to be treated only if it was both regulation-affected and subsidy-affected in section 6. This second survey addressed all firms in our sample that indicated that they had introduced some form of environmental innovation. On average, these firms stated they spend about 401 thousand euros (per year) on their environmental innovation. The median, however, is much lower with about 50 thousand euros. Table 2 We argued before that firms may rather scale down investment in areas that are not directly related to current production, but are rather long-term oriented and less certain in terms of returns like R&D. For reasons of comparison we therefore also include the firms' investment in non-innovation related assets (IN V ) as an outcome variable. 17 Unfortunately, we can not disentangle the expenses for the environmental innovation by its R&D and fixed investment component. Thus, we calculate the net spending for the total innovation expenses only. However, it should be kept in mind that IN N O_N ET is only a rough approximation due to two limitations of the measure for environmental innovation expenses. First, these are total expenses which may have occurred over more than one year. Deducting them from IN N O_T OT AL implicitly assumes that the expenses had all been made in one year. Secondly, not all firms may have included such expenses in the IN N O_T OT AL as indicated in the CIS survey. For these firms, we may "correct" the innovation expenses wrongly and hence underestimate their true innovation expenditure. Nevertheless, as we can argue that the true total net innovation expenditure is somewhere between IN N O_T OT AL and IN N O_N ET on average, we still want to include both of these variables in the set of outcome variables. 
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Outcome Variables
Control Variables
A set of control variables is defined for inclusion in the first-stage probit model in which we model the selection into the treatment. Thus, these control variables are likely to impact the fact of whether or not a firm has introduced an environmental technology due to regulation and whether the firms used a subsidy to (co-)finance the introduction, respectively. In particular, we include the firms' logged value of tangible assets as more capital-intensive (as measured by the ratio of tangible assets to sales) firms may be more likely to be subject to environmental regulation (logCAP ). Likewise, we control for firm size by including the logged number of employees (logLAB). Furthermore, we include the logged value of the firms' expenses on material and energy used in the production process (logM AT ) as more material and energy-intensive firms may have higher incentives to introduce innovations that reduce consumption in these input factors and they may be more likely to be affected by regulation. The (logged) age of the firms is included (logAGE) to account for the fact that older firms may be more likely to have to renew part of their production capital which may make them more likely to make their production more environmentally-friendly when replacing their superannuated assets. The firms' labor productivity (LABP RO) measured as sales per employee is included to account for the firms' overall relative productivity.
The firms' competitive environment is accounted for by including the HirschmanHerfindahl measure of sales concentration (HHI). We further include a dummy to control for whether the firm is continuously R&D-active (d_R&D) and whether it is a producer or supplier of environmental technology (ECP ROD). The latter control especially addresses the concern that environmental R&D may also be spent by firms to develop new, e.g. energy saving, products or pollution control technologies to be sold to other companies. That is, we want to control for the fact that producing such environmental technology may be the core business of some firms. The firms patent stock (P AT ST OCK) is included to control for the firms technological capabilities. We calculate the firms' patent stock as a perpetual inventory of patent applications with a constant depreciation rate of 15 percent, as is common in the literature (Griliches and Mairesse 1984) . We also account for the fact whether the firm is part of an enterprize group (GROU P ). Additionally, we control for structural differences between Eastern and Western Germany that may affect the likelihood to react to regulatory pressure. Firms located in Eastern Germany (EAST ) may show differences due to historical developments and due to extensive general subsidy programs to foster innovation in Eastern Germany (see for instance Czarnitzki (2006) ). Finally, we distinguish 17 different sectors. Table A .1 in the Appendix shows the distribution of firms over these sectors. However, as argued above, it would be invalid to conclude that the treatment had therefore no effect or that the difference in IN N O_N ET was due to compliance efforts. Likewise, the higher average investment in innovation-related physical assets and other non-innovation related investment in the group of subsidized firms does not necessarily mean that this higher investment was caused by the subsidy.
Descriptive Statistics
The analysis presented in the following aims at identifying the treatment effects taking the non-randomness of the treatment into account. 
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ECONOMETRIC RESULTS
Probit Models on the Selection into Treatment
As described above, in order to apply the matching estimator, we first estimate a probit model to obtain the predicted probability of having introduced a policyinduced environmental innovation. We estimate two different specifications, that is one for each definition of the treatment. Table 4 presents the results from this exercise. We find larger firms in terms of physical assets and more material and energy-intensive firms to be more likely to introduce regulation-induced environ- 
The Matching
As mentioned before, a necessary condition for the validity of the matching estimator is common support. In our case, this condition is fulfilled for all our firm pairs. Table 5 shows that all control variables are well balanced after the matching. From that we can conclude that the matching was successful in the sense This may suggest a partial crowding out of non-environment-related innovative activities. The magnitude of the crowding out, that is the average treatment effect on the treated (ATT), is the difference between the means. The ATT is higher for R&D than for physical innovation investments and amounts to about 617 thousand euros. Regulation-affected firms thus spend significantly less on internal R&D than their matched control group. For the total innovation expenditure this difference amounts to 833 thousand euros in the respective year, on average. For the adjusted IN N O_N ET which is net of cost due to the environmental innovation the ATT is slightly larger with about 978 thousand euros. Note that this is considerably more than the average cost of introducing an environmental technology of 401 thousand euros. These results may thus imply that the average firm in our sample reduced its overall innovation budget by more than the cost related to the environmental innovation project. For the number of innovation projects we do not find a significant difference between the groups. This may indicate that firms 18 We checked the robustness of our results to the design of the matching procedure by employing different cut-off points for the maximum distance and tested how the results were affected by matching on other variables in addition to the propensity score (e.g. the firms' patent stocks). We also varied the number of neighbors. Table A .2 in section 6 presents the results from a two-nearestneighbor matching. As these results are very much in line with the following ones, we refrain from discussing them in detail. 24 reduce the scale rather than the scope of their R&D projects. As expected, investment in non-innovation related physical assets are not subject to a crowding-out.
When we consider subsidies as the treatment we no longer find, as can be seen on the right-hand side of Table 5 , such a crowding out effect. Although we see that the mean values for several of the outcome variables are higher in the treated group, the difference is not statistically significant once we account for the fact that we had been drawing from the control group with replacement. Thus, subsidized firms also do not seem to invest significantly more than other firms due to the receipt of public money. Industry dummies (all balanced) not presented. t-tests of differences in means based on Lechner-adjusted standard errors in parentheses.
ROBUSTNESS TESTS AND EXTENSIONS
To test the sensitivity of our results to specific features of our empirical strategy, we perform a series of robustness test. First, we run the model as described above, but compare the mean outcome of the treated firms to the average of their two nearest neighbors. Table A .2 shows that the main insights do not change compared to the ones from the initial analysis. Next, we are interested in testing how the results for the treatment REG change when we account for the fact that also expectations about future regulations in addition to regulations that are already in place did initiate environmental technology implementation. The results show that the crowding out effects much less pronounced -but still significant -if we consider firms also as treated if they had reacted based on expectations (see left hand side of Table A. 3). This may indicate that these firms tried to forestall future regulations by rather minor adjustments to their existing technologies, by adjustments that are more in line with their overall technology or adjustments that took place at a point in terms when opportunity costs were lower. Pure expectations, do not result in a negative treatment effect. However, we only find 44 matched pairs if we perform our analysis on this definition of the treatment.
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Further, we test how the results differ if we consider a firm as treated if it indicated that it had introduced the environmental technology with support of a subsidy and was at the same time also driven by regulation. In our previous definition of SU B the subsidy receipt was considered independent of wether the subsidy supported a technological change that was required to fulfil regulation.
One may, however, argue that we do not find a crowding out in the analysis presented above due to the fact that these subsidy-driven environmental technologies
Detailed results are available upon request from the authors.
did not necessarily take place in firms that were also regulation-affected. Hence, we test the robustness of the results by considering a firm as being subsidy-treated if the subsidy and regulation was effective (SU B_REG). The results from this exercise confirm the previous ones as we neither find a crowding out nor a crowding in due to the treatment (see right hand side of Table A. 3).
So far, we have considered an average treatment effect for the entire sample.
It seems plausible, however, to test whether the average treatment effects differ between different groups of firms. Financially constrained firms, for instance, that have limited access to additional financing may face a stronger crowding out compared to firms that can obtain additional funds from external sources. Likewise, the regulatory burden may be comparatively higher for smaller firms. To test these hypotheses we divide the sample into groups and perform t-tests on the differences in the ATT between groups. The upper panel in Table 6 shows that the treatment effect on IN N O_R&D is significantly larger for small firms with less than 20 employees which corresponds to the 25th percentile of the distribution. Likewise, relatively younger firms in our sample (younger than the median) show a higher treatment effect. These findings are in line with insights from the literature on financing constraints for innovation that identified small and young firms to be most likely to face financing constraints. As a more direct measure for access to financing, we split the sample based on the firms' credit rating. Firms with outstanding credit ratings should be able to raise funds in the financial markets at the best possible interest rates. Indeed, we find that for firms with a credit rating in the top 25%, that is in the range between 100 and 193 (RAT IN G ∈ [100, 600]), the ATT is positive and significantly different from the negative ATT of firms with worse credit ratings. In other words, we find a negative treatment effect for all firms but those with the best credit ratings in our sample. These insights are ro- 
CONCLUSION
The presented analysis set out to complement the few existing studies on potential crowding out effects of policy-induced environmental innovation on firms' conventional innovative activities. Since innovation in general is a crucial driver of economic growth and competitiveness, a potential crowding out of other innovation could be a barrier to competitiveness and economic growth in the long-run adding to the cost of fighting environmental damage. Using propensity score matching, we estimated the effects of regulation-induced environmental innovation on the firms' non-green innovative activities. We find indeed evidence for a crowding out of the firms' R&D and total innovation expenditure net of those costs due to the environmental innovation. On the other hand, we find no crowding out of investments in non-innovation related assets. Thus, firms may rather scale down investment in areas like R&D that are not directly related to current production, but are rather long-term oriented and less certain in terms of returns. For firms with subsidy-induced environmental innovations, no crowding out of nongreen innovation is found. These results support the idea that only a policy mix of market-based mechanisms, direct financial support, and command-and-control regulation may yield efficient environment-friendlier technological advances.
We also observed differences in the magnitude of the estimated treatment effect between different groups of firms. Larger firms experience significant smaller treatment effects and firms with very good credit ratings even show a positive treatment effect, on average. This points to the conclusion that firms that already face financing constraints may have to scale down current R&D to a greater extent than less constrained firms. However, when interpreting these results, we need to keep in mind that we studied short-term effects here. Future research would ex-tremely benefit from panel data observing R&D activities and green R&D of firms over time, and ideally, at the project level. This would allow to assess the impact of regulation-induced environmental innovation on the long-run innovation performance in product markets and hence on firms' overall competitiveness and importantly on the long-term direction of technological change. In case of a substantial crowding out of competitiveness-enhancing R&D, one would expect to observe a reduced overall innovation performance of affected firms. Moreover, while there might be a crowding out in the sense that "other R&D" is reduced if firms devoted effort to introducing environmental innovations, this may also be the result of rational, profit maximizing firms switching R&D resources from established, for instance, more energy intensive technologies, to greener technologies. If this was the case, a potential crowding out may not be a reason for concern. In particular, the decrease in "other R&D" may even be socially desirable as it may represent a shift from the dirty-innovation path towards a cleaner one. If the crowding out affects merely dirty technologies we would expect no long-lasting effect on innovation and firm performance. These considerations illustrate that there is need for further analysis on the long-term effects of regulation. 
