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Log p-divisible groups associated to log 1-motives
Matti Wu¨rthen and Heer Zhao
Abstract. We first provide a detailed proof of Kato’s classification theorem
of log p-divisible groups over a henselian local ring. Exploring Kato’s idea
further, we then define the notion of a standard extension of a classical finite
e´tale group scheme (resp. classical e´tale p-divisible group) by a classical finite
flat group scheme (resp. classical p-divisible group) in the category of finite
Kummer flat group log schemes (resp. log p-divisible groups), with respect to
a given chart on the base. We show that the finite Kummer flat group log
scheme Tn(M) := H−1(M ⊗LZ Z/nZ) (resp. the log p-divisible group M [p
∞])
of a log 1-motive M over an fs log scheme is e´tale locally a standard extension.
We further show that M [p∞] and its infinitesimal deformations are formally
log smooth. At last, as an application of these formal log smoothness results,
we give a proof of the Serre-Tate theorem for log abelian varieties with constant
degeneration.
Introduction
When studying degenerations of abelian varieties one is led to Kato’s theory of
finite Kummer flat group log schemes and log p-divisible groups, for which we refer
to [Kat92] and [MS], see also [Zha17, App.]1 for a brief account of finite Kummer
flat group log schemes. For instance, by a theorem of Kato (see [Zha19, Theorem
1.3]), the p-divisible group of a semistable abelian variety over a complete discrete
valuation field extends to a log p-divisible group over the corresponding discrete
valuation ring. In this paper we will expand on some ideas developed in [Kat92]
and connect them with the theory of log 1-motives and log abelian varieties.
Let S be an fs log scheme endowed with a suitable global chart, whose un-
derlying scheme is the spectrum of a noetherian henselian local ring with positive
residue characterisitic p. One key point of understanding finite Kummer flat group
log schemes over S, is to understand extensions of classical finite e´tale group schemes
by classical finite flat group schemes over S, see [Zha17, the pragraph before Thm.
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1The terminology “log finite flat group scheme” in [Zha17, App.] is replaced by “finite
Kummer flat group log scheme” here which should be more suitable.
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A.3] for an explanation to this. In [Kat92], see also [MS, Thm. 2.3.1] or Theorem
2.1, Kato gives a description of such an extension in terms of a classical exten-
sion together with a certain monodromy datum. As a corollary of Kato’s theorem
(Theorem 2.1), one then also gets a description of the extensions of a classical e´tale
p-divisible group by a classical p-divisible group over S, see [MS, Thm. 2.3.6] or
Theorem 2.3. After presenting the basic objects in the first section, we then in
the second section present a detailed proof to Kato’s theorem following Kato’s ap-
proach. In the procedure we explore Kato’s idea further and define the notion of
a standard extension of a classical finite e´tale group scheme (resp. classical e´tale
p-divisible group) by a classical finite flat group scheme (resp. classical p-divisible
group), see Definition 2.1 (resp. Definition 2.2). Then Kato’s results amount to
saying that, over a noetherian henselian local fs log scheme admitting a global
chart, any extension of a classical finite e´tale group scheme (resp. classical e´tale
p-divisible group) by a classical finite flat group scheme (resp. classical p-divisible
group) is always standard. Over a general base, we then show that any extension
of a classical finite e´tale group scheme by a classical finite flat group scheme is
standard e´tale locally in Theorem 2.2.
In the third section, we study the finite Kummer flat group log scheme
Tn(M) := H
−1(M ⊗L
Z
Z/nZ)
for a log 1-motiveM = [Y
u
−→ Glog] over a locally noetherian fs log scheme S, as well
as the log p-divisible groupM [p∞] := lim
−→n
Tpn(M) of M . We show in Theorem 3.1
that Tn(M) and M [p
∞] are both standard e´tale locally on S. As a consequence of
M [p∞] being standard e´tale locally, we show in Theorem 3.2 thatM [p∞] is formally
log smooth over S on which p is locally nilpotent. This is analogous to the formal
smoothness of classical p-divisible groups, see [Mes72, Chapter II 3.3.13].
In the fourth section, we turn to the study of infinitesimal deformations of
finite Kummer flat group log schemes which are extensions of a classical e´tale finite
flat group scheme by a classical finite flat group scheme. In Proposition 4.1, we
show that any infinitesimal deformation of such a finite Kummer flat group log
scheme remains an extension of a classical e´tale finite group scheme by a classical
finite flat group scheme. In Theorem 4.1, under the assumption that the base
is locally noetherian, we show that any infinitesimal deformation of a standard
extension remains a standard extension. In the end, we show in Theorem 4.2 that
any infinitesimal deformation of M [p∞] remains formally log smooth.
As an application of the formal log smoothness results obtained in section 4, we
prove the Serre-Tate theorem (Theorem 5.2) for log abelian varieties with constant
degeneration. We follow Drinfeld’s approach for abelian varieties as in [Kat81,
§1]. The key point here is to verify the hypotheses from [Kat81, Lem. 1.1.3]
for log p-divisible groups of certain type and log abelian varieties with constant
degeneration.
1. Finite Kummer flat group log schemes and log p-divisible groups
1.1. Kummer log topologies. Let S be an fs log scheme. We denote by
(fs/S) the category of fs log schemes over S. We recall Kato’s Kummer flat topology
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and Kummer log e´tale topology on (fs/S), see [Kat19, Def. 2.3] or [Niz08, Def.
2.13].
Definition 1.1. For U ∈ (fs/S), a family of morphisms {Ui
fi
−→ U} is called a
Kummer log flat cover (resp. Kummer log e´tale cover), if the following are
satisfied.
(1) Each fi is log flat (resp. log e´tale) and of Kummer type, and its underlying
map of schemes is locally of finite presentation.
(2) The family is set-theoretically surjective, i.e. U =
⋃
i fi(Ui).
The Kummer flat topology (resp. Kummer e´tale topology) on (fs/S) is the
Grothendieck topology given by the Kummer flat cover (resp. Kummer e´tale cover)
on (fs/S). We denote the resulting sites by (fs/S)kfl and (fs/S)ke´t respectively.
To see that these are indeed Grothendieck topology, we refer to [Kat19, §2]
and [Niz08, §2].
By taking the strict flat covers, i.e. families of strict morphisms whose under-
lying maps of schemes form flat covers of schemes, one gets the classical flat site
(fs/S), denoted as (fs/S)fl. Similarly, one also gets the classical e´tale site on (fs/S),
denoted as (fs/S)e´t. We have a natural “forgetful” map of sites
ε : (fs/S)kfl → (fs/S)fl.
There is of course the e´tale version of the above forgetful map of sites, but we do
not need it in this article. In order to shorten formulas, we will mostly abbreviate
(fs/S)e´t (resp. (fs/S)ke´t, resp. (fs/S)fl, resp. (fs/S)kfl) as Se´t (resp. Ske´t, resp. Sfl,
resp. Skfl).
Definition 1.2. Kato’s multiplicative group (or the log multiplicative group)
Gm,log is the sheaf on Se´t defined by Gm,log(U) = Γ(U,M
gp
U ) for any U ∈ (fs/S),
where MU denotes the log structure of U and M
gp
U denotes the group envelope of
MU .
The Kummer e´tale sheaf Gm,log is also a sheaf on Skfl, see [Kat19, Thm. 3.2]
or [Niz08, Cor. 2.22].
By convention, for any sheaf of abelian groups F on Skfl and a subgroup sheaf G
of F on Skfl, we denote by (F/G)Se´t (resp. (F/G)Sfl , resp. (F/G)Ske´t) the quotient
sheaf on Se´t (resp. Sfl, resp. Ske´t), while F/G denotes the quotient sheaf on Skfl.
Sometimes we abbreviate the quotient sheaf Gm,log/Gm on Skfl as Gm,log, again for
the sake of shortening formulas.
1.2. Finite Kummer flat group log schemes and log p-divisible groups.
Definition 1.3. The category (fin/S)c is the full subcategory of the category
of sheaves of finite abelian groups over (fs/S)kfl consisting of objects which are
representable by a classical finite flat group scheme over S. Here classical means
that the log structure of the representing log scheme is the one induced from S.
The category (fin/S)f is the full subcategory of the category of sheaves of finite
abelian groups over (fs/S)kfl consisting of objects which are representable by a
classical finite flat group scheme over a kummer flat cover of S. For F ∈ (fin/S)f ,
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let U → S be a log flat cover of S such that FU := F ×S U ∈ (fin/S)c, then the
rank of F is defined to be the rank of FU over U .
The category (fin/S)e´ is the full subcategory of (fin/S)f consisting of objects
which are representable by a classical finite flat group scheme over a kummer e´tale
cover of S.
The category (fin/S)r is the full subcategory of (fin/S)f consisting of objects
which are representable by a log scheme over S.
Let F ∈ (fin/S)f , the Cartier dual of F is the sheaf F
∗ := HomSkfl(F,Gm). By
the definition of (fin/S)f , it is clear that F
∗ ∈ (fin/S)f .
The category (fin/S)d is the full subcategory of (fin/S)r consisting of objects
whose Cartier duals also lie in (fin/S)r.
The category (fin/S)r also has an alternative description as follows.
Proposition 1.1. Let G be a sheaf of abelian groups on (fs/S)kfl. Then we
have G ∈ (fin/S)r if and only if G satisfies the following condition.
(⋆) G is representable by an fs log scheme such that the structure morphism G→ S
is Kummer log flat and its underlying morphism of schemes is finite.
Proof. Assume that G satisfied the condition (⋆). We want to show that
G ∈ (fin/S)r. As the problem is classically e´tale local on S, we can assume that S
is quasi-compact and that the log structure on S admits a global chart. Moreover,
if S is quasi-compact, so is G. Hence by [Kat19, Theorem 2.7 (2)] there then is
a Kummer log flat cover S′ → S such that GS′ → S
′ is strict. By [KS04, Lem.
4.3.1], the morphism GS′ → S
′ is classically flat. The underlying morphism of
schemes of GS′ → S
′ is also finite by [Nak97, 1.10]. Hence GS′ → S
′ is a classical
finite flat group scheme over S′. It follows that G ∈ (fin/S)r.
Conversely assume that G ∈ (fin/S)r, i.e. there is a Kummer log flat cover
S′ → S such that GS′ → S
′ is a classical finite flat group scheme. The property of
being log-flat descends along Kummer log flat covers of the base, by [INT13, Thm.
0.1]. Hence G is log flat over S. Moreover by [Kat19, Prop. 2.7 (1)] G → S is of
Kummer type. To finish the proof, we are left with showing that the underlying
map of schemes of G→ S is finite, which follows from Proposition C.12. 
Definition 1.4. Due to Proposition 1.1, we call an object of (fin/S)r a finite
Kummer log flat group log scheme, abbreviated as finite kfl group log
scheme.
Definition 1.5. Let p be a prime number. A log p-divisible group over S is a
sheaf of abelian groups G on (fs/S)kfl satisfying:
(1) G =
⋃
n>0Gn with Gn := ker(p
n : G→ G);
(2) p : G→ G is surjective;
(3) Gn ∈ (fin/S)r for any n > 0.
2This is actually contained in [Kat19, Thm. 7.1]. However the proof for the descent of
finiteness there is referred to Tani’s thesis [Tan14] which is in Japanese. So we present a proof
in Proposition C.1.
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We denote the category of log p-divisible groups over S by (p-div/S)logr . The full
subcategory of (p-div/S)logr consisting of objects G with Gn ∈ (fin/S)d for n > 0
will be denoted by (p-div/S)logd . A log p-divisible group G with Gn ∈ (fin/S)c for
n > 0 is clearly just a classical p-divisible group, and we denote the full subcategory
of (p-div/S)logd consisting of classical p-divisible groups by (p-div/S)
log
c .
Remark 1.1. In Definition 1.5, one can replace the condition (3) by simply
requiring G1 ∈ (fin/S)r. This follows from the fact that the category (fin/S)r is
closed under extension in the category of sheaves of abelian groups on (fs/S)kfl, see
[Zha17, Prop. A.1]. Similarly, a p-divisible group G lies in (p-div/S)logd if G1 ∈
(fin/S)d, this also follows from [Zha17, Prop. A.1]. Note that the corresponding
result for (p-div/S)logc does not hold.
2. Kato’s classification theorem of log p-divisible groups
In this section, let S be an fs log scheme whose underlying scheme is locally
noetherian.
2.1. Standard extensions of finite Kummer flat group log schemes.
In this subsection, we further assume that S admits a global chart PS →MS with
P an fs monoid.
Let F ′′ ∈ (fin/S)c be e´tale and killed by some positive integer n, and let
F ′ ∈ (fin/S)c. We denote by
ExtSkfl(F
′′, F ′) (resp. ExtSfl(F
′′, F ′))
the category of extensions of F ′′ by F ′ in (fin/S)r (resp. (fin/S)c). Let F
′′(1) :=
F ′′ ⊗Z/nZ Z/nZ(1), and we denote by
Hom(F ′′(1), F ′)⊗Z P
gp
the discrete category associated to the set HomS(F
′′(1), F ′) ⊗Z P
gp. There is a
natural functor
(2.1) Φ : ExtSfl(F
′′, F ′)× Hom(F ′′(1), F ′)⊗Z P
gp → ExtSkfl(F
′′, F ′)
constructed as follows.
Firstly we construct a functor
(2.2) Φ2 : Hom(F
′′(1), F ′)⊗Z P
gp → ExtSkfl(F
′′, F ′).
For every element a ∈ P gp, let Ma be the log 1-motive [Z
17→a
−−−→ Gm,log]. Then
Ea := H
−1(Ma ⊗
L
Z
Z/nZ) fits into a short exact sequence
0→ Z/nZ(1)→ Ea → Z/nZ→ 0,
which splits Kummer flat locally. Hence we get another short exact sequence
0→ F ′′(1)→ Ea ⊗Z/nZ F
′′ → F ′′ → 0
after taking tensor with F ′′. For any N ∈ HomS(F
′′(1), F ′), we define Φ2(N ⊗
a) as the push-out of Ea ⊗Z/nZ F along N . Now for any β =
∑
iNi ⊗ ai ∈
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HomS(F
′′(1), F ′)⊗Z P
gp, we define Φ2(β) ∈ ExtSkfl(F
′′, F ′) as the Baer sum of the
extensions Φ2(Ni ⊗ ai). Now the functor Φ is defined as
Φ(F cl, β) := F cl +Baer Φ2(β)
for F cl ∈ ExtSfl(F
′′, F ′) and β ∈ HomS(F
′′(1), F ′) ⊗Z P
gp. Here the sum +Baer
denotes the Baer sum.
Definition 2.1. An extension F of F ′′ by F ′ in the category (fin/S)r is called
standard with respect to the given chart, if it lies in the essential image of the
functor Φ. We denote by ExtSkfl(F
′′, F ′)std the full subcategory of ExtSkfl(F
′′, F ′)
consisting of standard extensions. Then the functor Φ induces a functor
(2.3) ExtSfl(F
′′, F ′)× Hom(F ′′(1), F ′)⊗Z P
gp → ExtSkfl(F
′′, F ′)std.
For an extension F = Φ(F cl, β) in ExtSkfl(F
′′, F ′)std, we call β a monodromy of
the extension F .
In general, not every extension is standard, and a standard extension F admits
more than one monodromy.
Now we are going to investigate the essential image of the functor Φ.
Given an element 0 → F ′ → F → F ′′ → 0 in ExtSkfl(F
′′, F ′), applying the
direct image functor ε∗, we get a long exact sequence
(2.4) 0→ F ′ → F → F ′′
δF−−→ R1ε∗F
′.
By [Niz08, Thm. 3.12] or [Kat19, Thm.4.1], R1ε∗F
′ =W ⊗Z (Gm,log/Gm)Sfl with
W := lim
−→r
HomS(Z/rZ(1), F
′). Then the homomorphism δF can be rewritten as
δF : F
′′ →W ⊗Z (Gm,log/Gm)Sfl , which is an element of the group HomS(F
′′,W ⊗Z
(Gm,log/Gm)Sfl). At the same time, the chart P →MS induces a canonical homo-
morphism P gp → (Gm,log/Gm)Sfl . Therefore, we have a canonical homomorphism
W ⊗Z P
gp →W ⊗Z (Gm,log/Gm)Sfl = R
1ε∗F
′.
Remark 2.1. In [Kat92] and [MS, the proof of Thm. 2.3.1],
R1ε∗F
′ = lim
−→
n
HomS(Z/nZ(1), G2)⊗ (Gm,log/Gm)Sfl
is simply replaced by
lim
−→
n
HomS(Z/nZ(1), G2)⊗ P
gp
without further explanation. From the authors’ point of view, this is not completely
correct. This is one reason why we present a complete treatment to Kato’s theorem.
Lemma 2.1. Let β ∈ HomS(F
′′(1), F ′)⊗Z P
gp, and let Fβ := Φ2(β). Applying
the functor ε∗ to the short exact sequence 0 → F
′ → Fβ → F
′′ → 0, gives rise
to a long exact sequence 0 → F ′ → Fβ → F
′′
δFβ
−−→ R1ε∗F
′. Let δ¯Fβ be the
homomorphism corresponding to β under the canonical identification
HomS(F
′′,W ⊗Z P
gp) = HomS(F
′′,W )⊗Z P
gp = HomS(F
′′(1), F ′)⊗Z P
gp.
Then the homomorphism δFβ factors through
W ⊗Z P
gp →W ⊗Z (Gm,log/Gm)Sfl = R
1ε∗F
′
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as
W ⊗Z P
gp

F ′′
δFβ
//
δ¯Fβ
::t
t
t
t
t
R1ε∗F
′
.
Proof. It suffices to consider the case β = N ⊗ a ∈ HomS(F
′′(1), F ′)⊗Z P
gp.
We abbreviate (Gm,log/Gm)Sfl as G in order to shorten formulas. Applying the
functor ε∗ to the short exact sequence
0→ Z/nZ(1)→ Ea → Z/nZ→ 0
we get a map
λ : Z/nZ→ R1ε∗Z/nZ(1) = HomS(Z/nZ(1),Z/nZ(1))⊗Z G, 1¯ 7→ 1¯⊗ a.
Applying the functor ε∗ to 0→ F
′′(1)→ Ea ⊗Z/nZ F
′′ → F ′′ → 0, we get another
map
γ : F ′′ = Z/nZ⊗Z/nZ F
′′ → R1ε∗F
′′(1) = R1ε∗Z/nZ(1)⊗Z/nZ F
′′.
The map γ is identical to the map λ ⊗ 1F ′′ . Applying the functor ε∗ to the com-
mutative diagram
0 // F ′′(1) //
N

Ea ⊗Z/nZ F
′′ //

F ′′ // 0
0 // F ′ // N∗(Ea ⊗Z/nZ F
′′) // F ′′ // 0
with exact rows, we get the following commutative diagram
F ′′
γ
// R1ε∗F
′′(1)
R1ε∗N

HomS(Z/nZ(1), F
′′(1))⊗Z G
N∗⊗idG

F ′′
δFβ
// R1ε∗F
′ HomS(Z/nZ(1), F
′)⊗Z G
.
It is clear that λ factors through
λ¯ : Z/nZ→ HomS(Z/nZ(1),Z/nZ(1))⊗Z P
gp, 1¯ 7→ 1¯⊗ a.
Therefore γ factors through
γ¯ = λ¯⊗1F ′′ : F
′′ = Z/nZ⊗Z/nZF
′′ → HomS(Z/nZ(1),Z/nZ(1))⊗ZP
gp⊗Z/nZF
′′.
We can rewrite γ¯ as F ′′ → HomS(Z/nZ(1), F
′′(1)) ⊗Z P
gp. We have an obvious
commutative diagram
HomS(Z/nZ(1), F
′′(1))⊗Z P
gp //
N∗⊗idPgp

R1ε∗F
′′(1)
R1ε∗N

HomS(Z/nZ(1), F
′)⊗Z P
gp // R1ε∗F
′
.
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It follows that δFβ factors through δ¯Fβ := (N∗ ⊗ idP gp) ◦ γ¯. This finishes the
proof. 
Remark 2.2. In the proof of Lemma 2.1, the map
γ¯ : F ′′ = F ′′ ⊗Z Z→ HomS(Z/nZ(1), F
′′(1))⊗Z P
gp
corresponds to idF ′′ ∈ HomS(F
′′,HomS(Z/nZ(1), F
′′(1))) = HomS(F
′′(1), F ′′(1))
and Z→ P gp, 1 7→ a. Therefore (N∗ ⊗ idP gp) ◦ γ¯ is nothing but
N ⊗Z a ∈ HomS(F
′′(1), F ′)⊗Z P
gp.
Proposition 2.1. Let F be an extension of F ′′ by F ′ in the category (fin/S)r.
Then F is a standard extension with respect to the given chart if and only if the
homomorphism δF from (2.4) factors
W ⊗ P gp

0 // F ′ // F // F ′′
δF //
δ¯F
::✉
✉
✉
✉
✉
R1ε∗F
′
through the homomorphism W ⊗ P gp →W ⊗Z (Gm,log/Gm)Se´t .
Proof. The “only-if” part follows from the above lemma easily. Now we
assume that δF has a factorization as above, we want to express F as a standard
extension. By abuse of notation, we use the same notation δ¯F for the element
in HomS(F
′′(1), F ′) ⊗Z P
gp corresponding to δ¯F in HomS(F
′′,W ⊗Z P
gp). Let
Fδ¯F := Φ2(δ¯F ), and let F
cl := F −Baer Fδ¯F . By the above lemma, the connection
map F ′′ → R1ε∗F
′ for F cl is δF − δF = 0. Therefore F
cl lies in ExtSfl(F
′′, F ′),
and F = F cl +Baer Fδ¯F = F
cl +Baer Φ2(δ¯F ) is standard with respect to the given
chart. 
We abbreviate (Gm,log/Gm)Sfl as G in order to shorten formulas. The chart
P → MS induces a canonical epimorphism P
gp → G. Let K be the kernel of this
homomorphism, then we get a short exact sequence
0→ K → P gp → G → 0
of sheaves on (fs/S)fl. On the e´tale site, both P
gp and G are constructible Z-
modules, hence so is K by [Sta20, Tag 03RZ]. By [Mil80, Chap. V, Rmk. 1.7 (e)]
and Lemma A.1, the sheaf W = HomS(Z/nZ(1), F
′) is a constructible Z-module
for the e´tale topology. By [Sta20, Tag 095I], the tensor product of W and K
for the e´tale topology is a constructible Z-module, hence it is representable by an
algebraic space by [AGV71, Exp. IX, Prop. 2.7], therefore automatically a sheaf
on (fs/S)fl. It follows that the tensor product W ⊗Z K on (fs/S)fl coincide with
the corresponding tensor product for the e´tale topology. So we do not have to
distinguish for which topology we take the tensor product of W and K, and just
simply write W ⊗Z K. We have similar results for W ⊗Z P
gp and W ⊗Z G. Since
the stalks of K, P gp and G for the e´tale topology are free abelian groups, the stalks
of the canonical sequence
(2.5) 0→W ⊗Z K →W ⊗Z P
gp →W ⊗Z G → 0
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are all exact. It follows that the sequence itself is exact for the e´tale topology. But
we have just shown that these sheaves are inverse images of the corresponding e´tale
sheaves, therefore the sequence is also exact on (fs/S)fl.
Now applying the functor HomS(F
′′,−) to the above short exact sequence, we
get another exact sequence
(2.6) 0→ HomS(F
′′,W ⊗Z K)→ HomS(F
′′,W ⊗Z P
gp)
α
−→ HomS(F
′′,W ⊗Z G).
Proposition 2.2. Let the notation and the assumptions be as above.
(1) Assume that HomS(F
′′,W ⊗Z K) = 0, i.e. the map α from (2.6) is injective,
then the functor (2.3) is an equivalence with an inverse functor
Ψ : ExtSkfl(F
′′, F ′)std → ExtSfl(F
′′, F ′)× Hom(F ′′(1), F ′)⊗Z P
gp
F 7→ (F −Baer Φ2(βF ), βF )
,(2.7)
where βF , under the identification
HomS(F
′′(1), F ′)⊗Z P
gp ∼= HomS(F
′′,Hom(Z/nZ(1), F ′)⊗Z P
gp),
corresponds to δ¯F which is the unique lift of the connecting map δF : F
′′ →
R1ε∗F
′ of F , and the uniqueness of δ¯F is guaranteed by HomS(F
′′,W ⊗ZK) =
0.
(2) Assume that α is an isomorphism, then
ExtSkfl(F
′′, F ′)std = ExtSkfl(F
′′, F ′),
whence Φ is an equivalence of categories with inverse Ψ.
Proof. (1) The functor (2.3) is clearly essentially surjective, it suffices to show
that Ψ ◦ Φ = 1.
By Lemma 2.1, for F = Φ2(β) with β ∈ HomS(F
′′(1), F ′) ⊗Z P
gp, we have
βF = β. Hence for any F ∈ ExtSkfl(F
′′, F ′)std, we have
βF−BaerΦ2(βF ) = βF − βΦ2(βF ) = βF − βF = 0.
This implies that the direct image of the short exact sequence
0→ F ′ → (F −Baer Φ2(βF ))→ F
′′ → 0
remains exact, therefore F −Baer Φ2(βF ) is indeed classical. We also have
Ψ(Φ(F cl, β)) = Ψ(F cl +Baer Φ2(β)) = (F
cl, β).
This proves part (1).
(2) Under the assumption that α is an isomorphism, every extension of F ′′ by
F ′ is standard with respect to the given chart by Proposition 2.1. Then part (2)
follows from part (1). 
Lemma 2.2. Assume that the underlying scheme of S is SpecA with A a noe-
therian henselian local ring, and S admits a global chart PS → MS such that the
induced map P →MS,s¯/O
×
S,s¯ is an isomorphism for the closed point s of S. Then
the group HomS(F
′′,W ⊗Z (Gm,log/Gm)Sfl) can be canonically identified with the
group
HomS(F
′′,W ⊗Z P
gp) = HomS(F
′′,W )⊗Z P
gp.
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Proof. It suffices to prove that the map α from (2.6) is an isomorphism. Then
the result follows from P gp ∼= Zr for some r ∈ N.
We first deal with the case that the finite e´tale group scheme F ′′ is constant.
Then for any sheaf G on (fs/S)fl, the group HomS(F
′′, G) is determined by the
group Hom(F ′′(S), G(S)). On the other hand, we have Γ(S,G) = Γ(s,G|s) by
Gabber’s theorem, see [Sta20, Tag 09ZI]. This implies that the exact sequence
0→ Γ(S,W ⊗Z K)→ Γ(S,W ⊗Z P
gp)
β
−→ Γ(S,W ⊗Z G)
can be identified with the exact sequence
0→ Γ(s, (W ⊗Z K)|s)→ Γ(s, (W ⊗Z P
gp)|s)→ Γ(s, (W ⊗Z G)|s).
By the property of the given chart PS →MS , we have P
gp|s ∼= G|s. It follows that
the map β is an isomorphism. Therefore the map α is an isomorphism.
In general, choose a finite e´tale cover S˜ = Spec A˜→ SpecA with A′ henselian
local, such that F ′′|S˜ is a constant group scheme. Let
f ∈ HomS(F
′′,W ⊗Z (Gm,log/Gm)Sfl),
then f˜ := f ×S S˜ lifts to a unique g˜ ∈ HomS˜(F
′′,W ⊗Z P
gp) by the previous case.
Since S˜ ×S S˜ is a disjoint union of henselian local schemes which are finite e´tale
over S˜, we have p∗1g˜ = p
∗
2g˜ by the previous case again, where p1 and p2 are the
projections from S˜ ×S S˜ to its two factors. It follows that g˜ descends to a unique
element of HomS(F
′′,W ⊗Z P
gp). This finishes the proof. 
Theorem 2.1 (Kato). Let the assumptions be as in Lemma 2.2. Then
ExtSkfl(F
′′, F ′)std = ExtSkfl(F
′′, F ′)
and the functor (2.1)
Φ : ExtSfl(F
′′, F ′)× Hom(F ′′(1), F ′)⊗Z P
gp → ExtSkfl(F
′′, F ′)
is an equivalence of categories with inverse (2.7)
Ψ : ExtSkfl(F
′′, F ′)→ ExtSfl(F
′′, F ′)× Hom(F ′′(1), F ′)⊗Z P
gp.
Proof. This follows from Lemma 2.2 and Proposition 2.2. 
Remark 2.3. We remark here that, under the additional assumption that
the local ring has positive residue characteristic p, the previous theorem gives a
complete description of the objects in (fin/S)d that are killed by some power of
p, as in this case one also always has a connected-e´tale exact sequence, where the
maximal e´tale quotient is in fact a classical finite e´tale group scheme by [MS,
Cor. 2.2.8]. This then establishes any p-power torsion object F ∈ (fin/S)d as an
extension of a classical finite e´tale by a classical finite flat group scheme (for details,
see [MS]).
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2.2. Extensions are always standard e´tale locally. In last section, we
study standard extensions of classical finite flat group schemes after fixing a chart
on the base. In this section we show that any extension of one classical e´tale
finite flat group scheme by another classical finite flat group is always e´tale locally
standard with respect to a suitable chosen local chart.
Theorem 2.2. Let S be an fs log scheme whose underlying scheme is locally
noetherian. Let F ′, F ′′ ∈ (fin/S)c with F
′′ e´tale, F ∈ (fin/S)r an extension of F
′′
by F ′. Then for any s ∈ S, there exists an e´tale neighborhood S˜ of s such that the
log structure of S admits a chart PS˜ → MS˜ = (MS)|S˜ on S˜ with P an fs monoid,
and F is standard with respect to this chart.
Proof. By shrinking S e´tale locally if necessary, we assume that S admits a
chart PS →MS such that the induced map P →MS,s is an isomorphism and PS →
MS is an epimorphism. We adopt the notation from Subsection 2.1. By Proposition
2.1, we are left with lifting δF : F
′′ → R1ε∗F
′ = W ⊗Z G to a homomorphism
δ¯F : F
′′ →W ⊗ P gp e´tale locally around s.
The short exact sequence (2.6) extends to a longer exact sequence
→ HomS(F
′′,W ⊗Z P
gp)
α
−→ HomS(F
′′,W ⊗Z G)
γ
−→ Ext1Se´t(F
′′,W ⊗Z K).
The local to global extension spectral sequence gives rise to an exact sequence
0→H1(Se´t,HomS(F
′′,W ⊗Z K))→ Ext
1
Se´t
(F ′′,W ⊗Z K)→
Γ(S, Ext1Se´t(F
′′,W ⊗Z K)).
We claim that γ(δF ) has trivial image in Γ(S, Ext
1
Se´t
(F ′′,W ⊗ZK)). It suffices
to show that γ(δF ) vanishes at all the stalks of Ext
1
Se´t
(F ′′,W ⊗Z K). Let t be any
point of S with t¯ a geometric point above t, and let St¯ be the strict henselization
of S at t¯. Pulling back the short exact sequence (2.5) to St¯ and then taking global
section, we get a short exact sequence
0→ Γ(St¯,W ⊗Z K)→ Γ(St¯,W ⊗Z P
gp)→ Γ(St¯,W ⊗Z G)→ 0.
By [Sta20, Tag 09ZH], this exact sequence can be identified with the short exact
sequence
0→ Γ(t¯,W ⊗Z K)→ Γ(t¯,W ⊗Z P
gp)→ Γ(t¯,W ⊗Z G)→ 0.
Now over the geometric point t¯, the epimorphism P gp → G admits a section. It
follows that the epimorphism Γ(St¯,W ⊗Z P
gp) → Γ(St¯,W ⊗Z G) also admits a
section. This forces the homomorphism
HomSt¯(F
′′,W ⊗Z P
gp)
α
−→ HomSt¯(F
′′,W ⊗Z G)
to be surjective. It follows that the stalk of γ(δF ) at t¯ vanishes.
Now we see that γ(δF ) lies in the subgroup H
1(S,HomS(F
′′,W ⊗Z K)) of
Ext1S(F
′′,W ⊗Z K). Hence passing to a e´tale cover of S, γ(δF ) vanishes, in other
words δF lifts to a homomorphism δ¯F : F
′′ →W ⊗Z P
gp after passing to a suitable
e´tale cover of S. This finishes the proof. 
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2.3. Standard extensions of log p-divisible groups. First we assume that
S admits a global chart PS →MS with P an fs monoid.
Let H ′ = lim
−→n
H ′n, H
′′ = lim
−→n
H ′′n be two objects in (p-div/S)
log
c , and we
assume that H ′′ is e´tale. We denote by
ExtSkfl(H
′′, H ′) (resp. ExtSfl(H
′′, H ′))
the category of extensions of H ′′ by H ′ in (p-div/S)logr (resp. (p-div/S)
log
c ). Let
H ′′(1) := lim
−→n
H ′′n ⊗Z/pnZ Z/p
n
Z(1), and we denote by
Hom(H ′′(1), H ′)⊗Z P
gp
the discrete category associated to the set HomS(H
′′(1), H ′) ⊗Z P
gp. Let Hcl =
lim
−→n
Hcln ∈ ExtSfl(H
′′, H ′), and β ∈ Hom(H ′′(1), H ′)⊗ZP
gp. The element β induces
a compatible system {βn ∈ Hom(H
′′
n(1), H
′
n)⊗Z P
gp}n. We apply the functor (2.1)
to the pair (Hcln , βn) for each n ≥ 1 and change the notation for the functor (2.1)
(resp. (2.2)) from Φ (resp. Φ2) to Φ
n (resp. Φn2 ) in order to indicate its relation
with (Hcln , βn). Then we get a compatible system {Φ
n(Hcln , βn)}n with
Φn(Hcln , βn) = H
cl
n +Baer Φ
n
2 (βn) ∈ ExtSkfl(H
′′
n , H
′
n).
Note that Φ2(β) := lim−→n
Φn2 (βn) is an object of (p-div/S)
log
r . Therefore
lim
−→
n
Φn(Hcln , βn) = lim−→
n
(Hcln +Baer Φ
n
2 (βn))
lies in (p-div/S)logr . We denote lim−→n
Φn(Hcln , βn) by Φ(H, β). The association of
Φ(H, β) to the pair (H, β) gives rise to a functor
(2.8) Φ : ExtSfl(H
′′, H ′)× Hom(H ′′(1), H ′)⊗Z P
gp → ExtSkfl(H
′′, H ′).
Note that we use the same notation for both the functor (2.8) and the functor (2.1),
but the potential confusion between the two functors can be cleared in the context.
Definition 2.2. Let H ′, H ′′ ∈ (p-div/S)logc with H
′′ e´tale. An extension H of
H ′′ by H ′ in the category (p-div/S)logr is called standard with respect to the
given chart PS → MS, if it lies in the essential image of the functor (2.8). If
H ∼= Φ(Hcl,β), we call β a monodromy of H with respect to the given chart
PS →MS .
Theorem 2.3 (Kato). Let S be an fs log scheme whose underlying scheme is
SpecA for a noetherian henselian local ring A, and let PS →MS be a global chart
such that the induced map P → MS,s¯/OS,s¯ is an isomorphism for the closed point
s of S. Let H ′, H ′′ ∈ (p-div/S)logc with H
′′ e´tale. Then the functor
Φ : ExtSfl(H
′′, H ′)× Hom(H ′′(1), H ′)⊗Z P
gp → ExtSkfl(H
′′, H ′)
from (2.8) is an equivalence of categories.
Proof. This follows from the equivalences, see Theorem 2.1, on the finite
levels. 
LOG p-DIVISIBLE GROUPS ASSOCIATED TO LOG 1-MOTIVES 13
Remark 2.4. Let S be a general fs log scheme whose underlying scheme is
locally noetherian, and let H = (Hn)n be extension of an e´tale classical p-divisible
group H ′′ by another classical p-divisible group H ′. For each n, we can make Hn
standard e´tale locally on S by Theorem 2.2. With some more effort, we can make
all Hn standard at the same time over some e´tale neighborhood of any point s ∈ S.
However, it is not clear to the authors how to construct a compatible system of
monodromies at all levels.
3. Log p-divisible groups associated to log 1-motives
Let S be an fs log scheme with its underlying scheme locally noetherian. Let
M = [Y
u
−→ Glog] be a log 1-motive over S, see [KKN08, Def. 2.2] for the definition
of log 1-motives.
Proposition 3.1. Suppose G is an extension of an abelian scheme B by a torus
T over the underlying scheme of S. Then e´tale locally on S we have a decomposition
u = u1+u2, where ui : Y → Glog for i = 1, 2, such that u1 factorizes as Y → G →֒
Glog and u2 factorizes as Y → Tlog →֒ Glog.
Proof. Let u¯ be the composition Y
u
−→ Glog → (Glog/G)Se´t
∼= (Tlog/T )Se´t .
The short exact sequence 0 → T → Tlog → (Tlog/T )Se´t → 0 gives rise to an exact
sequence
→ HomS(Y, Tlog)→ HomS(Y, Tlog/T )
δ
−→ Ext1Se´t(Y, T )→ .
E´tale locally, Ext1Se´t(Y, T ) = Ext
1
Se´t
(Zr,Gtm) = Ext
1
Se´t
(Z,Gm)
rt ∼= Pic(S)rt. Since
a line bundle is Zariski locally trivial, δ(u¯) is zero e´tale locally on S. It follows that
there exists u2 ∈ HomS(Y, Tlog) lifting u¯ e´tale locally on S. Let u1 := u − u2 as a
homomorphism from Y to Glog, it is easy to see that u1 factors through G. This
finishes the proof. 
Proposition 3.2. Assume that S admits a global chart α : PS → MS, where
P is an fs monoid and PS denotes the constant sheaf on S associated to P . Then
e´tale locally on S, there exists a bilinear map 〈, 〉 : X × Y → P gpS such that the
homomorphism u2 : Y → Tlog →֒ Glog, which is induced from the pairing 〈, 〉, gives
rise to a decomposition u = u1 + u2 with u1 : Y → G →֒ Glog.
Proof. The chart α : PS →MS gives rise to a push-out diagram
α−1(O×S )
//

O×S

PS // MS
.
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Since taking group envelope commutes with colimits, we get another push-out di-
gram
αgp,−1(O×S )
//

O×S

P gpS
// MgpS
,
where αgp : P gpS →M
gp
S denotes the homomorphism induced from α. This push-out
diagram gives an short exact sequence
0→ αgp,−1(O×S )→ P
gp
S →M
gp
S → 0
on the small e´tale site of S with M
gp
S := M
gp
S /O
×
S . Applying HomSe´t(Y ⊗Z X,−)
to this short exact sequence, we get an exact sequence
HomS(Y ⊗Z X,P
gp
S )→ HomS(Y ⊗Z X,M
gp
S )
δ
−→ Ext1Se´t(Y ⊗Z X,α
gp,−1(O×S )).
The homomorphism u¯ : Y → (Tlog/T )Se´t = HomS(X, (Gm,log/Gm)Se´t) corresponds
to a homomorphism γ¯ : Y ⊗Z X → (Gm,log/Gm)Se´t . Since both X and Y are e´tale
locally constant, the map γ¯ is determined by its induced map Y ⊗Z X → M
gp
S
which we still denote by γ¯ by abuse of notation. Since
Ext1Se´t(Y ⊗Z X,α
gp,−1(O×S )) = H
1(Se´t,HomS(Y ⊗Z X,α
gp,−1(O×S ))),
the element δ(γ¯) is e´tale locally trivial on S. Therefore, e´tale locally on S the
map γ¯ lifts to a homomorphism γ : Y ⊗Z X → P
gp
S . The map γ gives rise to a
homomorphism Y ⊗ZX → Gm,log which corresponds to a homomorphism u2 : Y →
Tlog. Obviously, u2 lifts u¯. Let u1 := u − u2, we have that u1 factors through
G →֒ Glog. This finishes the proof. 
For any positive integer n, let Tn(M) := H
−1(M ⊗L Z/nZ).
Proposition 3.3. Let S be a locally noetherian fs log scheme, M = [Y
u
−→ Glog]
a log 1-motive over S, and n a positive integer. Then we have the following.
(1) Tn(M) fits into the following exact sequence
0→ G[n]→ Tn(M)→ Y/nY → 0
of sheaves of abelian groups on (fs/S)kfl.
(2) Tn(M) ∈ (fin/S)d.
(3) Let m be another positive integer, then the map Tmn(M)→ Tn(M) induced by
Z/mnZ
m
−→ Z/nZ is surjective.
Proof. The map Y
n
−→ Y is clearly injective. Consider the following commu-
tative diagram
0 // G //
n

Glog //
n

HomSkfl(X,Gm,log/Gm) //
n

0
0 // G // Glog // HomSkfl(X,Gm,log/Gm) // 0
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with exact rows. Since HomSkfl(X,Gm,log/Gm)
n
−→ HomSkfl(X,Gm,log/Gm) is an
isomorphism and G
n
−→ G is surjective, we get that G[n] ∼= Glog[n] and Glog
n
−→
Glog is surjective. By [Ray94, §3.1], we get a short exact sequence 0 → G[n] →
Tn(M)→ Y/nY → 0
By [Kat92, Prop. 2.3] and the short exact sequence from part (1), we have that
Tn(M
log) ∈ (fin/S)r. Let M
∨ be the dual log 1-motive of M . Then we can identify
the Cartier dual of Tn(M) with Tn(M
∨). Since we also have Tn(M
∨) ∈ (fin/S)r,
we get Tn(M) ∈ (fin/S)d.
Part (3) is clearly true for the two log 1-motives [Y → 0] and [0 → Glog]. It
follows that it also holds for M . 
Definition 3.1. By Proposition 3.3,M [p∞] := lim
−→n
Tpn(M) is a log p-divisible
group, we call it the log p-divisible group associated to M .
Proposition 3.4. Assume that S admits a global chart α : PS → MS, where
P is an fs monoid and PS denotes the constant sheaf on S associated to P . Let
M = [Y
u
−→ Glog] be a log 1-motive over S and n a positive integer.
Assume further that there exists a bilinear map 〈, 〉 : X × Y → P gpS with both
X and Y constant, such that the homomorphism u2 : Y
β
−→ Tlog →֒ Glog, which
is induced from the pairing 〈, 〉, gives rise to a decomposition u = u1 + u2 with
u1 : Y
α
−→ G →֒ Glog. Then we have the following.
(1) Tn(M) is standard with respect to the given chart.
(2) Let f1, · · · , fm (resp. e1, · · · , en) be a basis of X (resp. Y ), and let f
∗
1 , · · · , f
∗
m
(resp. e∗1, · · · , e
∗
n) be the corresponding dual basis of X
∗ = HomZ(X,Z) (resp.
Y ∗ = HomZ(Y,Z)). The pairing 〈, 〉 : X × Y → P
gp
S gives rise to a canonical
monodromy of Tn(M), namely the element
∑
i,j δij ⊗ 〈fi, ej〉 in the group
HomS(Y/nY (1), T [n])⊗ P
gp = HomS(X/nX, Y
∗/nY ∗)⊗ P gp.
Here δij denotes the map f¯k 7→
{
0, if k 6= i
e¯∗j , if k = i.
(3) For varying n, the monodromies from (2) are compatible with each other.
Proof. Let M1 := [Y
u1−→ Glog], Mα := [Y
α
−→ G], M2 = [Y
u2−→ Glog], and
Mβ := [Y
β
−→ Tlog]. Then Tn(M1) is canonically isomorphic to Tn(Mα), Tn(M2)
is given by the push-out of Tn(Mβ) along the canonical map T [n] →֒ G[n], and
Tn(M) = Tn(M1) +Baer Tn(M2). Since Tn(M1) = Tn(Mα) ∈ (fin/S)c, we are
reduced to show that Tn(M2) is standard.
We first deal with the case that G = T . Applying the functor ε∗ to the short
exact sequence 0→ T [n]→ Tn(M2)→ Y/nY → 0 on (fs/S)kfl, we get a long exact
sequence
0→ T [n]→ Tn(M2)→ Y/nY
δ
−→ R1ε∗T [n]
on (fs/S)fl. For any 1 ≤ j ≤ n, δ(e¯j) is represented by the T [n]-torsor
{a ∈ Tlog | a
n = u2(ej)}.
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Let u¯ be the composition Y
u2−→ Tlog → Tlog/T ∼= HomSkfl(X,Gm,log/Gm), then
u¯(ej)(fi) = pij , where pij ∈ P
gp is such that 〈fi, ej〉 = pij for each 1 ≤ i ≤ m.
Therefore, under the identification
R1ε∗T [n] ∼= HomSfl(Z/nZ(1), T [n])⊗ (Gm,log/Gm)Sfl
∼= X∗/nX∗ ⊗ (Gm,log/Gm)Sfl ,
we have δ(e¯j) =
∑m
i=1 f¯
∗
i ⊗ pij . It follows that δ can be lifted canonically to a
homomorphism
δ¯ : Y/nY → HomSfl(Z/nZ(1), T [n])⊗ P
gp = X∗/nX∗ ⊗ P gp, e¯j 7→
m∑
i=1
f¯i ⊗ pij .
Therefore Tn(M2) is standard with respect to the given chart by Proposition 2.1.
In general, applying the functor ε∗ to the push-out diagram
0 // T [n] //

Tn(Mβ) //

Y/nY // 0
0 // G[n] // Tn(M2) // Y/nY // 0
,
we get the following commutative diagram
0 // T [n] //

Tn(Mβ) //

Y/nY // R1ε∗T [n]

0 // G[n] // Tn(M2) // Y/nY // R
1ε∗G[n]
with exact rows. Therefore we are reduced to the case G = T by Proposition 2.1.
This finishes the proof of part (1). The searched canonical monodromy in part (2)
is given by the canonical lift δ¯ of the map δ. The compatibility in part (3) is clear
from the construction of the canonical monodromy. 
Theorem 3.1. Let M = [Y
u
−→ Glog] be a log 1-motive over S. Then Tn(M)
and M [p∞] are e´tale locally standard.
Proof. A chart for the log structure of S always exists e´tale locally. By
Proposition 3.2, we may assume that we are in the situation of Proposition 3.4.
Then the results follow from Proposition 3.4. 
Lemma 3.1. Assume that p is locally nilpotent on S, and S admits a chart
PS →MS with P an fs monoid. Let H be an object in (p-div/S)
log
r such that it is
standard with respect to the given chart and admits a monodromy N : H ′′(1)→ H ′.
Let T0 → T be any strict closed immersion of fs log schemes over S defined by a
square-zero ideal. Then the canonical homomorphism H(T )→ H(T0) is surjective.
In particular, H is formally log smooth.
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Proof. We have the following canonical commutative diagram
0 // H ′(T ) //
α

H(T ) //
β

H ′′(T )
δ //
∼= γ

H1kfl(T,H
′)
λ

0 // H ′(T0) // H(T0) // H
′′(T0)
δ0 // H1kfl(T0, H
′)
with exact rows. Since both H ′ and H ′′ are classically formally smooth by [Mes72,
Chap. II, 3.3.13], both α and γ are surjective. Moreover, since H ′′ is e´tale, γ is
even an isomorphism. To show the surjectivity of β, it suffices to show that the
restriction λ|im(δ) of λ to im(δ) is injective by the five lemma.
Let ε : (fs/S)kfl → (fs/S)fl be the canonical forgetful map between the two
sites, then the Leray spectral sequence gives the following commutative diagram
0 // H1fl(T,H
′) //
λ1

H1kfl(T,H
′)
τ //
λ

H0fl(T,R
1ε∗H
′)
λ2

0 // H1fl(T0, H
′) // H1kfl(T0, H
′)
τ0 // H0fl(T0, R
1ε∗H
′)
with exact rows. We have
R1ε∗H
′ = lim
−→
n
R1ε∗H
′
n = lim−→
n
HomSfl(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Sfl .
The sheaf HomSfl(Z/p
n
Z(1), H ′n) is representable by an e´tale group scheme over S
by Lemma A.1. Let θ : (fs/S)fl → (fs/S)e´t denote the forgetful map between these
two sites. We have the following identifications
H0fl(T,HomSfl(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Sfl)
=H0fl(T, θ
∗(HomSe´t(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Se´t))
=H0e´t(T,HomSe´t(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Se´t)
=H0e´t(T0,HomSe´t(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Se´t)
=H0fl(T0,HomSfl(Z/p
n
Z(1), H ′n)⊗Z (Gm,log/Gm)Sfl).
Therefore the map λ2 is injective.
By our assumptions onH , we haveH = Hcl+BaerH
N , whereHN is constructed
out of the monodromy operator N and Hcl ∈ (p-div/S)logc is the corresponding
classical part of H . Let prcl (resp. prN ) be the projection from H
cl (resp. HN)
to H ′′. For any x ∈ H ′′(T ), δ(x) can be represented by the sum of the two torsors
pr−1cl (x) ∈ H
1
fl(T,H
′) and pr−1N (x) ∈ H
1
kfl(T,H
′). Let x be such that δ(x) ∈ ker(λ),
then we get λ2(τ(δ(x))) = τ0(λ(δ(x))) = 0. Since λ2 is injective, we get τ(δ(x)) = 0,
hence δ(x) ∈ H1fl(T,H
′). It follows that δ(x) is represented by its classical part
pr−1cl (x), and λ(δ(x)) = λ1(pr
−1
cl (x)). Since H
cl is formally smooth by [Mes72,
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Chap. II, 3.3.13], the homomorphism βcl in the diagram
0 // H ′(T ) //
α

Hcl(T ) //
βcl

H ′′(T )
δcl //
∼= γ

H1fl(T,H
′)
λ1

0 // H ′(T0) // H
cl(T0) // H
′′(T0)
δcl0 // H1fl(T0, H
′)
is surjective. An easy diagram chasing tells us that δ(x) = δcl(x) is trivial (here
the bijectivity of γ is used). Hence λ|im(δ) is injective. This finishes the proof. 
Theorem 3.2. Let M = [Y
u
−→ Glog] be a log 1-motive over S. Then M [p
∞] is
formally log smooth over S.
Proof. It suffices to prove that, for any strict closed square-zero immersion
T0 →֒ T in (fs/S), any element of M [p
∞](T0) can be lifted to an element of
M [p∞](T ) e´tale locally on T . Hence it is harmless to pass to any e´tale localization
of S. A chart for the log structure of S always exists e´tale locally. By Propo-
sition 3.2, we may assume that we are in the situation of Proposition 3.4, and
we adopt the notation from there. By Proposition 3.4, the log p-divisible group
M [p∞] =M1[p
∞] +BaerM2[p
∞] satisfies the conditions from Lemma 3.1, therefore
M [p∞] is formally log smooth. 
Corollary 3.1. Let A be a weak log abelian variety with constant degeneration
over S, see [KKN15, §1.7]. By [KKN15, §1.7], there exists an admissible and
nondegenerate log 1-motive M = [Y → Glog] such that A = G
(Y )
log /Y . Then we
have the following.
(1) For any positive integer, A[n] is canonically identified with Tn(M).
(2) A[p∞] :=
⋃
n>0A[p
n] is canonically identified with M [p∞]. In particular, it is
a log p-divisible group over S which is formally log smooth over S.
Proof. Part (2) follows from part (1) and Theorem 3.2. We are left with
proving part (1).
Consider the following two commutative diagrams
0 // Y //
n

G
(Y )
log
//
n

A //
n

0
0 // Y // G
(Y )
log
// A // 0
and
0 // Y //
n

Glog //
n

Glog/Y //
n

0
0 // Y // Glog // Glog/Y // 0
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with exact rows. By Lemma [Zha17, Lem. 3.2], we have that G
(Y )
log
n
−→ G
(Y )
log
is surjective with kernel G[n]. We also have that Glog
n
−→ Glog is surjective with
kernel G[n]. It follows that A[n] and (Glog/Y )[n] fit into the following commutative
diagram
0 // G[n] // A[n] //

Y/nY // 0
0 // G[n] // (Glog/Y )[n] // Y/nY // 0
with exact rows. Hence A[n] is canonical identified with (Glog/Y )[n]. The canon-
ical quasi-isomorphism [Y → Glog] → Glog/Y gives rise to canonical isomorphism
Tn(M) ∼= (Glog/Y )[n]. It follows that A[n] is canonical identified with Tn(M). 
4. Deformation of a standard extension is standard
Proposition 4.1. Let S be an fs log scheme, F ′, F ′′ ∈ (fin/S)c with F
′′ being
e´tale, and F ∈ (fin/S)r an extension
(4.1) 0→ F ′ → F → F ′′ → 0
of F ′′ by F ′. Let S˜ be an fs log scheme such that S is a strictly closed log subscheme
of S˜ defined by a nilpotent sheaf of ideals, and let F˜ ∈ (fin/S˜)r be a lifting of F .
Then there exists a unique lifting F˜ ′ ∈ (fin/S˜)c (resp. F˜
′′ ∈ (fin/S˜)c) of F
′ (resp.
F ′′), such that
(1) F˜ ′′ is e´tale;
(2) F˜ fits into a short exact sequence
(4.2) 0→ F˜ ′ → F˜ → F˜ ′′ → 0
whose reduction to S is (4.1)
Proof. First we assume that F ′′ is constant, i.e. F ′′ =
∐
a∈F ′′(S) S. Then we
have that F =
∐
a∈F ′′(S) Fa, with Fa the inverse image of a, in particular F0 = F
′.
Since F˜ as an infinitesimal extension of F , has the same topological space as F , we
have F˜ =
∐
a∈F ′′(S) Fa as a topological space. Let F˜a be the open and closed strict
log subscheme of F˜ corresponding to Fa, then we have F˜ =
∐
a∈F ′′(S) F˜a. 
Claim (I). The log structure of F˜0 is the one induced from S˜.
Proof of Claim (I). Consider the following Cartesian diagram
F0

 ι //
pi

F˜0
p˜i

S

 j
// S˜
.
For a log structure MX on a scheme X , let MX := MX/O
×
X . For any morphism
α : X → Y of schemes and any log structure MY on Y , let α
∗MY be the inverse
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image log structure on X of MY , see [Ill02, 1.2], then we have α∗MY ∼= α
−1MY
by [Kat96, Lem. 3.3]. We have the following commutative diagram
0 // O×
F˜0
// π˜∗MS˜
//

π˜−1MS˜
//

0
0 // O×
F˜0
// MF˜0
// MF˜0
// 0
with exact rows. In order to prove that MF˜0 = π˜
∗MS˜ , it suffices to prove that
π˜−1MS˜
∼=
−→ MF˜0 . Since j is strict, so is ι. We also have that π is strict. Applying
the functor ι−1 to the map π˜−1MS˜ → MF˜0 , we get MF0 = MF0 . Since ι as a map
of topological spaces is the identity map, the adjunction (ι−1, ι∗) identifies the map
π˜−1MS˜ → MF˜0 with ι∗ι
−1π˜−1MS˜ → ι∗ι
−1MF˜0 , which is an isomorphism. This
finishes the proof. 
Claim (II). The group structure of F˜ induces a group structure on F˜0, which
makes F˜ ′ := F˜0 into a subobject of F˜ in (fin/S˜)r.
Proof of Claim (II). Let m˜ : F˜ ×S˜ F˜ → F˜ , i˜ : F˜ → F˜ , and e˜ : S˜ → F˜
be the morphisms of log schemes defining the group law of F˜ , then m := m˜×S˜ S,
i := i˜×S˜ S, and e := e˜×S˜ S define the group law of F . Since m, i, and e induce the
group law of F ′ = F0, and F0 and F˜0 have the same topological space, it follows
that m˜, i˜, and e˜ induce a group structure on F˜0. Since F˜ is locally finite flat for
the Kummer flat topology, so is F˜0. It is clear that the inclusion α : F˜0 → F˜ is a
monomorphism in the category (fin/S˜)r. This finishes the proof. 
Proof of Proposition 4.1 (continued). Let F˜ ′′ :=
∐
a∈F ′′(S) S˜, and we
endow F˜ ′′ with the unique structure of constant S˜-group scheme which reduces to
the one of F ′′. Let β˜ : F˜ → F˜ ′′ be the morphism given by the structure morphisms
F˜a → S˜ for each a ∈ F
′′(S). The commutativity of the diagram
F˜ ×S˜ F˜
m˜

∐
(a,b) F˜a ×S˜ F˜b
β˜×S˜ β˜ //
m˜

∐
(a,b) S˜ ×S˜ S˜
m˜′′

F˜ ′′ ×S˜ F˜
′′
m˜′′

F˜
∐
a∈F ′′(S) F˜a
β˜
//
∐
a∈F ′′(S) S˜ F˜
′′
can be reduced to the commutativity of the diagram
F˜a ×S˜ F˜b
//

S˜ ×S˜ S˜

F˜ab // S˜
,
which is clear, since both compositions are equal to the structure morphism F˜a×S˜
F˜b → S˜. It follows that β˜ is a homomorphism in the category (fin/S˜)r.
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Since F˜ =
∐
a∈F ′′(S) F˜a is Kummer flat locally finite flat, so is F˜a for each
a ∈ F ′′(S). It follows that the structure morphism F˜a → S˜ is an epimorphism. It
follows that the homomorphism β˜ is an epimorphism.
Now we have a sequence
0→ F˜ ′
α˜
−→ F˜
β˜
−→ F˜ ′′ → 0
in the category (fin/S˜)r, with α˜ a monomoprhism and β˜ an epimorphism. By the
construction of α˜ and β˜, it is clear that ker(β˜) = F˜ ×β˜,F˜ ′′,0F˜ ′′
S˜ = α˜. Hence the
above sequence is exact. This gives rise to the required decomposition of F˜ in the
special case that F ′′ is constant.
In general, F ′′ can always be expressed as a disjoint union of the unit section
of F ′′ with its complement. Therefore we can always decompose F (resp. F˜ ) as a
disjoint union of F0 (resp. F˜0) with its complement, where F0 (resp. F˜0) is the open
and closed strict log subscheme of F (resp. F˜ ) corresponding to the unit section
of F ′′. Similar to the constant case, F˜0 can be canonically realized as a subgroup
object F˜ ′ ∈ (fin/S˜)c of F˜ . Therefore we still get a short exact sequence
0→ F˜ ′ → F˜ → F˜ ′′ → 0
with F˜ ′′ := F˜ /F˜ ′. By passing to a finite e´tale cover of S such that F ′′ becomes
constant, the special case tells us that F˜ ′′ is e´tale locally representable. Therefore
F˜ ′′ ∈ (fin/S˜)c by e´tale descent. This finishes the proof. 
Theorem 4.1. Let S be an fs log scheme whose underlying scheme is locally
noetherian. Let F ′, F ′′ ∈ (fin/S)c with F
′′ being e´tale, and F ∈ (fin/S)r an exten-
sion
0→ F ′ → F → F ′′ → 0
of F ′′ by F ′. Let S˜ be an fs log scheme such that S is a strictly closed log subscheme
of S˜ defined by a nilpotent sheaf of ideals, and let F˜ ∈ (fin/S˜)r be a lifting of F .
Suppose that S˜ admits a global chart PS˜ →MS˜ with P an fs monoid.
If F is standard with respect to the induced chart PS →MS, then F˜ is standard
with respect to the chart PS˜ →MS˜.
Proof. We assume that F = F cl +Baer Φ2(β) for F
cl ∈ (fin/S)c and β ∈
HomS(F
′′(1), F ′) ⊗Z P
gp. Let ∆ be the element corresponding to β under the
identification
HomS(F
′′,HomS(Z/nZ(1), F
′)⊗Z P
gp) ∼= HomS(F
′′(1), F ′)⊗Z P
gp.
By Proposition 4.1, we have an exact sequence
0→ F˜ ′ → F˜ → F˜ ′′ → 0
with F˜ ′, F˜ ′′ ∈ (fin/S˜)c. Applying the functor ε∗ to this exact sequence, we get a
long exact sequence
0→ F˜ ′ → F˜ → F˜ ′′
δ˜
−→ R1ε∗F˜
′.
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We regard δ˜ as a map F˜ ′′ → HomS˜(Z/nZ(1), F˜
′) ⊗Z (Gm,log/Gm)S˜fl via the iden-
tification
R1ε∗F˜
′ ∼= HomS˜(Z/nZ(1), F˜
′)⊗Z (Gm,log/Gm)S˜fl .
We are left with lifting δ˜ to a map F˜ ′′ → HomS˜(Z/nZ(1), F˜
′) ⊗Z P
gp along the
canonical map
α˜ : HomS˜(Z/nZ(1), F˜
′)⊗Z P
gp → HomS˜(Z/nZ(1), F˜
′)⊗Z (Gm,log/Gm)S˜fl .
We have that F˜ ′′ is an e´tale group scheme, HomS˜(Z/nZ(1), F˜
′) is representable by
an e´tale group scheme by Lemma A.1, F˜ ′′ ×S˜ S = F
′′, and
HomS˜(Z/nZ(1), F˜
′)×S˜ S = HomS(Z/nZ(1), F
′),
hence ∆ lifts uniquely to a map ∆˜ : F˜ ′′ → HomS˜(Z/nZ(1), F˜
′) ⊗ P gp. Since
(α˜ ×S˜ S) ◦∆ = δ, we get α˜ ◦ ∆˜ = δ˜. Therefore F˜ is standard with respect to the
chart PS˜ →MS˜ by Proposition 2.1. 
Remark 4.1. Theorem 4.1 and its proof show that deforming F ∈ (fin/S)r,
which is a standard extension of an e´tale F ′′ ∈ (fin/S)c by F
′ ∈ (fin/S)c, amounts
to deforming the classical part F cl of F , and the resulting deformations remain
standard.
Theorem 4.2. Let S be an fs log scheme whose underlying scheme is locally
noetherian, and M = [Y
u
−→ Glog] a log 1-motive over S. Let S˜ be an fs log scheme
such that S is a strict closed log subscheme of S˜ defined by a nilpotent sheaf of
ideals, and H˜ = (H˜n)n a log p-divisible group over S˜ deforming M [p
∞]. Then H˜
is formally log smooth over S˜.
Proof. Similar to in the proof of Theorem 3.2, we can work e´tale locally over
S˜. Therefore we may assume that we are in the situation of Proposition 3.4 for the
log 1-motive M over S, and we also adopt the notation from Proposition 3.4. We
have thatM [p∞] is standard with respect to the given chart PS →MS, and for each
n > 0, Tpn(M) admits a canonical monodromy Nn ∈ HomS(Y/p
nY (1), G[pn]) ⊗Z
P gp. By Proposition 4.1, for each positive integer n, the canonical decomposition
0→ G[pn]→M [pn]→ Y ⊗Z Z/p
n
Z→ 0
gives rise to a short exact sequence
0→ H˜ ′n → H˜n → H˜
′′
n → 0
with H˜ ′n, H˜
′′
n ∈ (fin/S)c and H˜
′′
n being e´tale.
We claim that these H˜ ′n and H˜
′′
n form inductive systems and that H˜
′ :=
⋃
n H˜
′
n
and H˜ ′′ :=
⋃
n H˜
′′
n lie in (p-div/S)
log
c . For any positive integers m and n, the
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following commutative diagram
(4.3) 0

0

0

0 // G[pm] //

M [pm] //

Y ⊗Z Z/p
mZ //

0
0 // G[pm+n] //
pm

M [pm+n] //
pm

Y ⊗Z Z/p
m+nZ //
pm

0
0 // G[pn] //

M [pn] //

Y ⊗Z Z/p
nZ //

0
0 0 0
with exact rows and columns, induces the following diagram of bold-faced arrows
(4.4) 0

0

0

0 // H˜ ′m //
α

H˜m //

H˜ ′′m //
γ

0
0 // H˜ ′m+n
//
β

H˜m+n //
pm

H˜ ′′m+n
//
δ

0
0 // H˜ ′n //

H˜n //

H˜ ′′n //

0
0 0 0
with exact rows. Since the reduction to S of the composition
ϕ : H˜ ′m → H˜m → H˜m+n → H˜
′′
m+n
is the zero map and H˜ ′′m+n is a classical finite e´tale group scheme, we get ϕ = 0. This
together with exactness of the middle row gives rise to a map α making the upper-
left square of (4.4) commutative. Further we get a map γ making the upper-right
square of (4.4) commutative. By a similar argument, we also get the two dotted
arrows β and δ making the full diagram (4.4) commutative. By construction, the
reduction of the diagram (4.4) is just the diagram (4.3). Since the right column of
(4.3) is an exact sequence of classical finite e´tale group scheme, the right column
of (4.4) is also exact and δ = pm. By the nine lemma, the left column is also exact
and the second arrow in the column has to be the multiplication by pm. It follows
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that H˜ ′ :=
⋃
n H˜
′
n and H˜
′′ :=
⋃
n H˜
′′
n satisfy the conditions in Definition 1.5. This
proves the claim.
By construction we get a short exact sequence
0→ H˜ ′ → H˜ → H˜ ′′ → 0
with H˜ ′, H˜ ′′ ∈ (p-div/S)logc and H˜
′′ being e´tale. By Theorem 4.1, for each n the
object H˜n is standard with respect to the given chart. By the proof of Theorem
4.1, the canonical monodromy Nn of Tpn(M) lifts to a unique monodromy N˜n of
H˜n. The monodromies Nn are compatible with each other for varying n, so do the
monodromies N˜n. Therefore we get a monodromy N˜ : H˜
′′(1) → H˜ ′ for H˜ . Now
applying Lemma 3.1, we get the formal log smoothness of H˜. 
5. The Serre-Tate theorem for log abelian varieties with constant
degeneration
In this section we want to show how one can modify Drinfeld’s proof of the
classical Serre-Tate theorem to the situation of log abelian varieties with constant
degeneration using the results from the previous sections.
We first recall the notion of a log abelian variety with constant degeneration
from [KKN08, §3]. Let S be an fs log scheme. Let [Y
u
−→ Glog] be a log 1-
motive over S with its dual log 1-motive [X
u∗
−→ G∗log]. Consider the subsheaf
Hom(X,Gm,log/Gm)
(Y ) of Hom(X,Gm,log/Gm) on the site (fs/S)e´t, whose sec-
tions over U ∈ (fs/S) are defined to be:
{φ ∈ Hom(X,Gm,log/Gm)(U) : for any u ∈ U and x ∈ Xu¯, there exist
yu,x, y
′
u,x ∈ Yu¯, such that 〈yu,x, x〉u¯|φ(x)u¯|〈y
′
u,x, x〉u¯}.
Here 〈−,−〉 : X × Y → Z denotes the duality pairing. We then define G
(Y )
log as the
preimage of Hom(X,Gm,log/Gm)
(Y ) under the natural map
Glog → Glog/G ∼= Hom(X,Gm,log/Gm).
A log abelian variety with constant degeneration over S is defined to be a sheaf of
abelian groups on (fs/S)e´t, which is isomorphic to G
(Y )
log /Y for a pointwise polariz-
able log 1-motive [Y
u
−→ Glog]. For the notion of polarization of a log 1-motive we
refer to [KKN08, Definition 2.8]. One of the main results of [KKN08] is then the
following:
Theorem 5.1. [KKN08, Theorem 3.4] The association
[Y
u
−→ Glog] 7→ G
(Y )/Y
defines an equivalence of categories from pointwise polarizable log 1-motives over S
to log abelian varieties with constant degeneration over S.
Remark 5.1. Pointwise polarizable log 1-motives satisfy effective e´tale descent.
For this assume that S˜ → S is e´tale and [u˜ : Y˜ → G˜log] is a pointwise polarizable
log 1-motive on S˜, with a gluing datum on S˜×S S˜. Then by [KKN08, Proposition
2.5] one also gets a descent datum on the group scheme G˜, which is an extension
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of an abelian scheme by a torus. Hence G˜ descends to such an extension G over
S. Moreover, Y˜ also descends to some Y over S and then u˜ glues to a morphism
[u : Y → Glog]. By the definition of being pointwise polarizable, u is still pointwise
polarizable.
By this one then also gets effective e´tale descent for log abelian varieties with
constant degeneration.
From now on, we assume that the underlying scheme of S is locally noetherian.
Lemma 5.1. Let F1 ∈ (fin/S)c and let F2 be a subobject of F1 in (fin/S)r.
Then we have F2 ∈ (fin/S)c. In other words, the category (fin/S)c is closed under
subobjects in (fin/S)r.
Proof. We need to show that the log scheme representing F2 has log structure
induced from S. This can be verified on each fiber over S. Hence we are reduced
to the case that S is a log point, which is [Zha17, Lem. 3.1] 
The following lemma corresponds to [Zha17, Lem. 3.2].
Lemma 5.2. Let M = [Y → Glog],M
′ = [Y ′ → G′log] be two non-degenerate
log 1-motives over S, (f−1, f0) : M → M
′ a homomorphism of log 1-motives,
and fc : G → G
′ the map induced by f0. Let X (resp. X
′) be the character
group of the torus part T (resp. T ′) of G (resp. G′), Q (resp. Q′) the sheaf
HomSlog
fl
(X,Gm,log/Gm)
(Y ) (resp. HomSlog
fl
(X ′,Gm,log/Gm)
(Y ′)), fl : X
′ → X the
map induced by fc, and f˜d : Q → Q
′ the map induced by fl. If fc is an isogeny, then
the map f˜ : G
(Y )
log → G
′(Y ′)
log induced by (f−1, f0) is surjective with kernel Ker(fc),
and the map f˜d is bijective.
Proof. Without loss of generality, we may assume that the underlying scheme
of S is noetherian. Then the proof of [Zha17, Lem. 3.2] works also here. 
The following proposition corresponds to [Zha17, Prop. 3.2].
Proposition 5.1. Let A be a log abelian variety over S, and F ∈ (fin/S)r be
a subsheaf of A. Then:
(1) F is an extension of objects of (fin/S)c.
(2) F ∈ (fin/S)d.
(3) The quotient A/F is also a log abelian variety over S.
Proof. Without loss of generality, we may assume that the underlying scheme
of S is noetherian.
The proofs of [Zha17, Prop. 3.2 (1) and (2)] still work here after our general-
ization of [Zha17, Lem. 3.1] to Lemma 5.1.
Now we prove part (3). The proof of [Zha17, Prop. 3.2 (3)] supplies us
a log 1-motive M ′ = [Y ′
u′
−→ G′log] together with a homomorphism (f−1, f0) :
M = [Y
u
−→ Glog] → M
′, where M is a log 1-motive over S giving rise to A. By
fiberwise consideration, the proof of (3) of [Zha17, Prop. 3.2] also implies that M ′
is pointwise polarizable. Let A′ be the log abelian varieties associated to M ′, then
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we get a homomorphism f : A → A′ associated to (f−1, f0). It is the same as in
the proof of [Zha17, Prop. 3.2 (3)], that f has kernel F . By the diagram [Zha17,
(2.9)] and Lemma 5.2, it is easy to see that A′ = A/F . 
The following exposition closely follows Katz’s paper [Kat81]:
Let R be a ring which is killed by an integer N ≥ 1, and I an ideal of R satisfying
Iv+1 = 0. Let S be an fs log scheme with its underlying scheme SpecR, (fs/S)
the category of fs log schemes over S, and (fsAff/S) the full subcategory of (fs/S)
consisting of fs log schemes whose underlying scheme is affine. We denote by
(fs/S)kfl the Kummer log flat site on the category (fs/S). We denote R/I (resp.
Spec(R/I)) by R0 (resp. S0), and we endow S0 with the induced log structure from
S.
Definition 5.1. Let G be a functor from (fsAff/S) to the category of abelian
groups. The subgroup functor GI of G is defined by
GI(U) = ker(G(U)→ G(U ⊗R R0))
for U ∈ (fsAff/S), where U ⊗R R0 is endowed with the induced log structure from
U .
The subgroup functor Gˆ of G is defined by
Gˆ(U) = ker(G(U)→ G(U red)),
for U ∈ (fsAff/S), where U red is the reduced closed subscheme of U endowed with
the induced log structure from U .
Lemma 5.3. Let G be a commutative formal Lie group over R, and we endow
G with the log structure induced from S. Then the subgroup functor GI is killed by
Nv.
Proof. See [Kat81, Lem. 1.1.1]. 
Lemma 5.4. Let G be a sheaf of abelian groups on (fs/S)kfl such that Gˆ is
locally representable by a classical formal Lie group over R, then Nv kills GI .
Proof. See [Kat81, Lem. 1.1.2]. 
Lemma 5.5. Let G and H be two sheaves of abelian groups on (fs/S)kfl such
that:
(a) G is N -divisible;
(b) Hˆ is locally representable by a classical formal Lie group;
(c) H is formally log smooth.
Let G0 (resp. H0) denote the pullback of G (resp. H) to (fs/S0)kfl. Then we have:
(1) the groups HomS(G,H) and HomS0(G0, H0) have no N -torsion;
(2) The natural map “reduction mod I” HomS(G,H) → HomS0(G0, H0) is injec-
tive;
(3) for any homomorphism f0 : G0 → H0, there exists a unique homomorphism
“Nvf ′′ : G→ H which lifts Nvf0;
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(4) in order that a homomorphism f0 : G0 → H0 lifts to a (necessarily unique) ho-
momorphism f : G→ H, it is necessary and sufficient that the homomorphism
“Nvf ′′ : G→ H annihilates the subgroup G[Nv] := ker(G
Nv
−−→ G) of G.
Proof. Properties (1), (2), (4) follow from Lemma 5.4 just as in [Kat81, Lem.
1.1.3] . Only (3) requires a bit more care. Let T be an fs log scheme over S, and let
T0 be the closed subscheme defined by I together with the induced log structure
from T . We will construct a map G(T ) → H(T ) lifting Nvf0 and its uniqueness
will again follow from Lemma 5.4.
For any t ∈ G(T ), let t0 ∈ G(T0) be its reduction mod I. Then by log formal
smoothness of H there is an e´tale cover T˜ → T such that the image of f0(t0) in
H(T˜0) lifts to some element h˜ ∈ H(T˜ ). Now N
vh˜ is unique, so in particular on
the overlap T˜ ×T T˜ we have pr
∗
1(N
vh˜) = pr∗2(N
vh˜). Hence Nvh˜ descends to some
h ∈ H(T ). One readily checks that this construction is natural in T . 
Now let N be pr for a prime number p and a positive integer r. Let A be a log
abelian varieties with constant degeneration over S, and A[p∞] the log p-divisible
group associated to A. We are going to show that both A and A[p∞] satisfy the
conditions (a)-(c) from Lemma 5.5.
Proposition 5.2. The conditions (a)-(c) from Lemma 5.5 hold for A.
Proof. The multiplication by n map nA : A → A is an isogeny by [Zha21,
Cor. 2.1] for any positive integer n. In particular, A is p-divisible.
By [KKN15, Thm. 4.1], A is log smooth over S. In particular it is formally
log smooth over S.
We are left with checking the condition (b). Assume that A ∼= G
(Y )
log /Y for a
pointwise polarizable log 1-motive [Y → Glog] over S. By [Zha17, Thm. 2.1], A
fits into the following short exact sequence
(5.1) 0→ G→ A→ HomS(X,Gm,log/Gm)
(Y )/Y → 0
of sheaves of abelian groups over (fs/S)kfl. We abbreviateHomS(X,Gm,log/Gm)
(Y )
as Q. Let U ∈ (fsAff/S), we have the following two commutative diagrams
(5.2) 0 // G(U) //

A(U) //

Q/Y (U)

0 // G(U red) // A(U red) // Q/Y (U red)
and
(5.3) 0 // Y (U) //

Q(U) //

Q/Y (U) //

H1(Ukfl, Y )

0 // Y (U red) // Q(U red) // Q/Y (U red) // H1(U redkfl , Y )
with exact rows. By [Zha17, Lem. 2.4], we have H1(Ukfl, Y ) ∼= H
1(Ufl, Y ) and
H1(U redkfl , Y )
∼= H1(U redfl , Y ). Since Y is a smooth group scheme over S, we further
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get H1(Ufl, Y ) ∼= H
1(Ue´t, Y ) and H
1(U redfl , Y )
∼= H1(U rede´t , Y ). Since the small
e´tale site of U and the small e´tale site of U red are equivalent, we get H1(Ue´t, Y ) ∼=
H1(U rede´t , Y ) and Y (U)
∼= Y (U red). Hence the left vertical map and the right
vertical map of (5.3) are both isomorphisms. Since the formation of Gm,log/Gm is
compatible with strict base change of log schemes, we get that the canonical map
Q(U)→ Q(U red) is an isomorphism. Applying five lemma to (5.3), we get that the
canonical map Q/Y (U)→ Q/Y (U red) is injective. By diagram (5.2), we have that
the canonical map Gˆ(U)→ Aˆ(U) is an isomorphism. Since Gˆ is representable by a
formal Lie group, so is Aˆ. 
Proposition 5.3. Let S1 be an fs log scheme such that S is a strict closed
log subscheme of S1 defined by a nilpotent sheaf of ideals, and H = (Hn)n a log
p-divisible group over S1 deforming A[p
∞]. Then H satisfies the conditions (a)-(c)
from Lemma 5.5.
Proof. The log formal smoothness of H follows from Corollary 3.1 (2) and
Theorem 4.2.
Furthermore by the proof of Theorem 4.2, H fits into an exact sequence
0→ H ′ → H → H ′′ → 0
of log p-divisible groups over S1 with H
′, H ′′ ∈ (p-div/S1)
log
c and H
′′ e´tale. Let
U ∈ (fsAff/S1), we have the following commutative diagram
0 // H ′(U) //

H(U) //

H ′′(U)

0 // H ′(U red) // H(U red) // H ′′(U red)
with exact rows. Since H ′′ is e´tale, the map H ′′(U)→ H ′′(U red) is an isomorphism.
It follows that Hˆ ∼= Hˆ ′. Since the subgroup functor Hˆ ′ of the classical p-divisible
groupH ′ is representable by a formal Lie group, so is Hˆ . This finishes the proof. 
Remark 5.2. In the classical case, we know that all p-divisible groups are
formally smooth. By Proposition 5.3, we have the log formal smoothness of the
infinitesimal deformations of A[p∞], which is actually sufficient for the Serre-Tate
theorem for log abelian varieties with constant degeneration. By Lemma 3.1, one
sees that any extension H of an e´tale classical p-divisible group H ′′ by another
classical p-divisible group H ′ such that e´tale locally H is a standard extension, is
log formally smooth. Theorem 2.2 suggests that there might be some hope that
any extension of H ′′ by H ′ is e´tale locally standard. Furthermore by a similar
argument as in the proof of Theorem 4.2, any infinitesimal deformation of such H
is also log formally smooth.
We denote by LAVwCDS the category of log abelian varieties with constant
degeneration over S, and by Def(S, S0) the category of triples
(A0, H, ε)
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consisting of a log abelian varieties with constant degeneration A0 over S0, a log
p-divisible group H over S, and an isomorphism ε : H0
∼=
−→ A0[p
∞] of log p-divisible
groups over S0.
Theorem 5.2 (Serre-Tate for LAVwCD). Let R,R0, S, S0, I, N , and v be as
in the beginning of this section. We further assume that N is a power of a prime
number p. Then the canonical functor
LAVwCDS → Def(S, S0), A 7→ (A0, A[p
∞], idA0[p∞])
where A0 denotes the base change of A to S0, is an equivalence of categories.
Proof. We first prove the fully faithfulness. Let A,A′ be log abelian varieties
over S, fp∞ : A[p
∞] → A′[p∞] a homomorphism of log p-divisible groups over S,
and f0 : A0 → A
′
0 a homomorphism of log abelian varieties over S0 such that f0[p
∞]
coincides with fp∞×SS0. To finish the proof of fully faithfulness, it suffices to show
that there exists a unique homomorphism f : A→ A′ which induces both fp∞ and
f0.
By Proposition 5.2 and Proposition 5.3, both LAVwCDs (log abelian varieties
with constant degeneration) and the infinitesimal deformations of log p-divisible
groups attached to LAVwCDs satisfy all the conditions of Lemma 5.5. If such a
homomorphism f exists, it is unique by the injectivity of
HomS(A,A
′)→ HomS0(A0, A
′
0)
guaranteed by part (2) of Lemma 5.5. Now we construct the homomorphism f .
Consider the canonical lifting “Nvf” : A → A′ of Nvf0 guaranteed by part (3) of
Lemma 5.5. Since “Nvf” lifts Nvf0, the induced map “N
vf”[p∞] on log p-divisible
groups lifts Nv(f0[p
∞]). By part (2) of Lemma 5.5, we have “Nvf”[p∞] = Nvfp∞ .
Hence “Nvf” kills A[Nv]. By part (4) of Lemma 5.5, there exists a homomorphism
f : A → A′ lifting f0 such that “N
vf” = Nvf . Since f lifting f0 implies f [p
∞]
lifting f0[p
∞], we get f [p∞] = fp∞ again by part (2) of Lemma 5.5. This finishes
the proof of fully faithfulness.
We are left with the proof of the essential surjectivity. Let (A0, H, α0) be
an object of Def(S, S0), we look for a log abelian variety A which gives rise to
(A0, H, α0) up to isomorphism. By [KKN19, Theorem 3.4] the moduli functor
for polarizable log abelian varieties is log formally smooth. Since S is a strict
infinitesimal extension of S0, A0 lifts to a log abelian variety A
′ over S˜ where S˜ → S
is some e´tale cover. Denote by S˜0 → S0 its reduction mod I. The isomorphism
α˜0 : A
′
0 := A
′ ×S˜ S˜0
∼=
−→ (A0)S˜0
of log abelian varieties over S˜0 induces an isomorphism
α˜0[p
∞] : A′0[p
∞]→ (A0)S˜0 [p
∞]
of log p-divisible groups over S˜0. By part (3) of Lemma 5.3, N
vα˜0[p
∞] has a unique
lifting to a homomorphism
“Nvα˜[p∞]” : A′[p∞]→ H˜ := H ×S S˜
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of log p-divisible groups over S˜. The same procedure applied to β˜0 := α˜
−1
0 , we get
a homomorphism
“Nvβ˜[p∞]” : H˜ → A′[p∞]
of log p-divisible groups over S˜. Since the composition
(Nvα˜0[p
∞]) ◦ (Nvβ˜0[p
∞]) (resp. (Nvβ˜0[p
∞]) ◦ (Nvα˜0[p
∞]))
is the multiplication by N2v map on H ×S S˜ ×S˜ S˜0 = H˜ ×S˜ S˜0 (resp. A
′
0[p
∞]), the
composition
“Nvα˜[p∞]” ◦ “Nvβ˜[p∞]” (resp. “Nvβ˜[p∞]” ◦ “Nvα˜[p∞]”)
is the multiplication by N2v map on H˜ (resp. A′[p∞]).
Let K be the kernel of “Nvα˜[p∞]”.
Claim. K lies in (fin/S˜)r.
For this note first that K sits in an exact sequence
0→ K → A′[N2v]
u
−→ ker(“Nvβ˜[p∞]”)→ 0
of fs group log schemes. This follows for example by looking at the kernel-cokernel
exact sequence for
A′[N2v]
(“Nvα˜[p∞]”)N2v−−−−−−−−−−−→ H˜[N2v]
(“Nvβ˜[p∞]”)N2v−−−−−−−−−−−→ A′[N2v]
and
H˜ [N2v]
(“Nv β˜[p∞]”)N2v−−−−−−−−−−−→ A′[N2v]
(“Nvα˜[p∞]”)N2v−−−−−−−−−−−→ H˜ [N2v]
and then using that the cokernel of the multiplication by N2v map vanishes.
Now write Q = ker(“Nvβ˜[p∞]”). We have K ×S˜ S˜0 ∈ (fin/S˜0)r, as it is given
by the kernel of “multiplication by Nv times an isomorphism”, which becomes a
morphism of finite flat group schemes after passing to a Kummer log flat cover. In
particular K mod I is log flat. From this it then follows that u0 is log flat, where
we write u0 for the reduction of u mod I. Now consider the following diagram of
algebraic stacks
LogA′[N2v]
Log(u)
//
%%❑
❑❑
❑❑
❑❑
❑❑
LoQ
||①①
①①
①①
①①
LogS˜
.
Here, if Z is a log scheme, LogZ denotes the stack of log structures introduced in
[Ols03, §1]. It is an algebraic stack. If Z is locally noetherian, then so is Log(Z)
(by [Ols03, 5.25]). Furthermore a morphism f : Z → Z ′ of fine log schemes is log
flat if and only if the induced morphism Log(f) : LogZ → LogZ′ is flat (see [Ols03,
Theorem 4.6 + Remark 4.7]).
Moreover, by [Ols03, Proposition 3.20], the diagram above reduces modulo I
to
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LogA′0[N2v ]
Log(u0)
//
%%❑
❑❑
❑❑
❑❑
❑❑
❑
LogQ0
{{✈✈
✈✈
✈✈
✈✈
✈
LogS˜0
.
Now, as u0 is log flat, Log(u0) is flat. Thus, by the fiberwise flatness criterion for
algebraic stacks (see Lemma B.1), Log(u) is flat as well, which means that u is log
flat. From this it then follows that K is log flat.
Moreover, the Kummer-property extends to infinitesimal lifts. Therefore K is
also of Kummer type over S˜. But then, K being finite Kummer log flat, one has
K ∈ (fin/S˜)r (see Proposition 1.1).
Now by Proposition 5.1 (3) the quotient A˜ = A′/K exists as a log abelian
variety over S˜, and then “Nvα˜[p∞]” induces an isomorphism A˜[p∞]
∼=
−→ H˜. Now
as H˜ comes from the log p-divisible group H on S, we have an effective descent
datum on H˜ ∼= A˜[p∞]. Using the fully faithfulness proved above we then get an
e´tale descent datum for A˜ on S˜ ×S S˜. This is effective by Remark 5.1. Hence
A˜ descends to a log abelian variety A over S, which lifts A0 and one checks that
A[p∞] ∼= H . For this note that we again get a unique lift ”Nvα” : A[p∞]→ H , but
which now by the above becomes an isomorphism after base-changing to S˜. Hence
it must already be an isomorphism itself. 
In the proof above we have used the following:
Lemma 5.6. Assume that S0 ⊂ S is a nilpotent thickening of fs log schemes
and let f : X → Y be a morphism of fs log schemes over S, such that f0 = f ×S S0
is Kummer. Then f is also Kummer.
Proof. Let x be a point of X . Note that one has g−1MZ′ = MZ , for any
map g : Z → Z ′ of log schemes. Therefor, by the invariance of the e´tale sites
under nilpotent thickenings, the map MY,f(x) → MX,x, which is induced by f , is
identified with MY0,f(x) →MX0,x, which is of Kummer type by assumption. 
Remark 5.3. Theorem 5.2 is a generalization of the classical Serre-Tate the-
orem for abelian schemes to log abelian varieties with constant degeneration. The
generalization towards 1-mtoives has been treated in [BM19] and [MS11]. One
can try a further generalization for log 1-motives, and in this case the deformation
base should be restricted to the local artinian ones, similar as in [BM19].
Appendix A. A lemma on finite flat group schemes
Lemma A.1. Let S be a scheme, F a finite flat group scheme over S which is
of multiplicative type, and F ′ a finite flat group scheme over S. Then the fppf sheaf
H := HomS(F, F
′) is representable by an e´tale quasi-finite separated group scheme
over S.
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Proof. Let 0 → F ′ → G1 → G2 → 0 be the canonical smooth resolution of
F ′ with G1, G2 affine smooth group schemes over S, see [Mil06, Thm. A.5]. Then
we have an exact sequence
0→ HomS(F, F
′)→ HomS(F,G1)
α
−→ HomS(F,G2)
of fppf sheaves of abelian groups over S. By [sga70, Exp. XI, Cor. 4.2], the
sheaves HomS(F,Gi) for i = 1, 2 are representable by smooth separated group
schemes over S. Hence H = HomS(F, F
′) as the kernel of α is representable. Let n
be a positive integer which kills F , then we have HomS(F,Gi) = HomS(F,Gi)[n],
where HomS(F,Gi)[n] denotes the n-torsion subgroup scheme of HomS(F,Gi).
The fibers of the group scheme HomS(F,Gi) over S are finite by the structure
theorem [sga70, Exp. XVII, Thm. 7.2.1] of commutative group schemes and
[sga70, Exp. XVII, Prop. 2.4]. It follows that the group schemes HomS(F,Gi) for
i = 1, 2 are e´tale and quasi-finite over S. By [Sta20, Tag 02GW], α is e´tale. It is
also separated. It follows that H is e´tale separated and quasi-finite. This finishes
the proof. 
Appendix B. Fiberwise flatness for algebraic stacks
Lemma B.1. Let S be a locally noetherian algebraic stack. Let f : X → Y be a
1-morphism of locally noetherian algebraic stacks over S, where X is flat over S.
Assume that fs : Xs → Ys is flat for all points (valued in fields) s : Spec(k(s))→ S.
Then f is flat.
Proof. As being locally noetherian and flatness of a morphism are local for
the smooth topology, everything reduces to the case of schemes, where the relevant
statement is [Sta20, Tag 039D].
More precisely, we have a commutative diagram
X
f˜
//

Y //

S

X
f
// Y // S
.
where the vertical maps are smooth covers by locally noetherian schemes. Let
s′ : Spec(k(s)) → S be a point of S. It maps to a point s of S. We then get a
commutative diagram
Xs′
f˜s′ //

Ys′

Xs
fs
// Ys
.
where again the vertical maps are smooth coverings by schemes. Now fs is flat by
assumption. But this is the same thing as saying that f˜s′ is flat (see for example
[Sta20, Tag06FM] and note that flatness is local on the source-and-target). Hence
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f˜s′ is flat for all s
′ ∈ S. So, by the fiberwise flatness criterion for schemes, f˜ is flat
as well. This in turn implies that f is flat. 
Appendix C. Kummer log flat descent of finiteness
Following [Nak97, Def. 1.9], we say a morphism f : X → S of fs log scheme
is finite (resp. quasi-finite, resp. separted, resp. proper, resp. universally closed,
resp. locally of finite presentation), if the underlying morphism of schemes is so.
Remark C.1. According to [Ols03, Lem. 4.8], f : X → S is locally of finite
presentation if and only if the induced morphism Log(f) : LogX → LogS of alge-
braic stacks is locally of finite presentation, where LogT , for a log scheme T , is the
stack of log structures as in [Ols03, §1].
By [Sta20, Tag 02LA], the finiteness of morphisms of schemes descend in the
fpqc topology. According to [Kat19, Thm. 7.1], the descent of the finiteness of
morphisms of fs log schemes in the Kummer flat topology has been shown in Tani’s
thesis [Tan14]. However the thesis is in Japanese, so we present a proof here.
Let X → S and T → S be two morphisms of fs log schemes. We denote by
X˚ ×S˚ S˚
′ the fiber product of the underlying schemes. Recall that X ×S T denotes
the fiber product in the category of fs log schemes.
Proposition C.1. Let f : X → S be a morphism of fs log schemes, and g :
S′ → S be a Kummer log flat cover, see Definition 1.1. Let f ′ : X ′ := X×SS
′ → S′
be the base change of f . Then f is finite if and only if f ′ is finite.
Proof. If f is finite, so is f ′ by [Nak97, §1.10].
Conversely assume that f ′ is finite. To show that f is finite, we need to show
that f is quasi-finite, universally closed, separated, and of finite type.
The quasi-finiteness of f follows from Nakayama’s “fourth point lemma” (see
[Nak97, §2.2.2]) and the finiteness of f ′.
To show f is universally closed, it suffice to show that for any strict morphism
U → S, the base change X ×S U → U is closed. Consider the following digram
X ′

X ′ ×S Uoo //

X ×S U

S′ S′ ×S Uoo // U
with the two squares cartesian. Since X ′ → S′ is universally closed and S′×S U →
S′ is strict, the map X ′ ×S U → S
′ ×S U is closed. Since S
′ → S is a Kummer
log flat cover, so are S′ ×S U → U and X
′ ×S U → X ×S U . By [Kat19, Prop.
2.5], the underlying topological maps of S′×S U → U and X
′×S U → X ×S U are
open. They are also surjective as Kummer log flat covers. Since U → S is strict,
the right square is actually cartesian in the category of schemes, in particular in
the category of topological spaces. Now put all the information in the following
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cartesian square
X ′ ×S U
open
surjective
//
closed

X ×S U

S′ ×S U
open
surjective
// U
of topological spaces, one sees that the map X ×S U → U is closed.
Let ∆X′/S′ : X
′ → X ′×S′X
′ (resp. ∆X˚′/S˚′ : X˚
′ → X˚ ′×S˚′ X˚
′) be the diagonal
map in the category of fs log schemes (resp. category of schemes). Similarly for
∆X/S and ∆X˚/S˚ . We have X
′ ×S′ X
′ = (X ×S X) ×S S
′ (resp. X˚ ′ ×S˚′ X˚
′ =
(X˚ ×S˚ X˚)×S˚ S˚
′) and ∆X′/S′ = ∆X/S ×S S
′ (resp. ∆X˚′/S˚′ = ∆X˚/S˚ ×S˚ S˚
′). In the
commutative diagram
X ′
∆X′/S′
//
∆X˚′/S˚′ $$■
■■
■■
■■
■■
X ′ ×S′ X
′

X˚ ′ ×S˚′ X˚
′
,
the map ∆X˚′/S˚′ is a closed immersion by the separatedness of X
′ → S′, the map
X ′ ×S′ X
′ → X˚ ′ ×S˚′ X˚
′ is finite by [Nak97, §1.10], hence ∆X′/S′ is a closed
immersion. In particular ∆X′/S′ is universally closed. By the descent of universal
closeness along Kummer log flat covers from last part, we have that ∆X/S is univer-
sally closed. The finite morphism X ×S X → X˚ ×S˚ X˚ is clearly universally closed,
hence ∆X˚/S˚ as the composition X
∆X/S
−−−−→ X ×S X → X˚ ×S˚ X˚ is also universally
closed. By [Sta20, Tag 01KJ], ∆X˚/S˚ is an immersion. It follows that ∆X˚/S˚ is a
closed immersion, i.e. X is separated over S.
By [Sta20, Tag 04XU], the universally closed map X → S is quasi-compact.
To show that X → S is of finite type, it suffices to show that it is locally of finite
type. In fact we are going to use [KS04, Lem. 4.3.1] to prove it is log locally of
finite presentation. Assume that we have an arbitrary commutative diagram
W //

X
f

T // S
of fs log schemes with W → X ×S T log e´tale and W → T strict, we want to prove
that W → T is locally of finite presentation. Since W → X ×S T is log e´tale, it is
in particular locally of finite presentation. Hence
α :W ×S S
′ → (X ×S T )×S S
′ = X ′ ×S T
f ′×ST
−−−−→ T
LOG p-DIVISIBLE GROUPS ASSOCIATED TO LOG 1-MOTIVES 35
is locally of finite presentation. Consider the following diagram
W ×S S
′ //
β

α
$$❍
❍❍
❍❍
❍❍
❍❍
❍
W

T ×S S
′
gT
// T,
where the square is Cartesian and gT denotes the base change of g along T → S.
The map gT is a Kummer log flat cover, as it is the base change of the Kummer
log flat cover g : S′ → S, and it is in particular locally of finite presentation. It
follows that β is locally of finite presentation. Note that the strictness of W → T
implies that the scheme underlying W ×S S
′ is the fiber product of the underlying
schemes of T ×S S
′ → T ← W . If the Kummer log flat cover gT is of the form as
in [INT13, Lem. 2.1], then W → T is locally of finite presentation by [INT13,
Lem. 2.3 (5)]. In general, since being locally of finite presentation is locally on the
source for the fppf topology by [Sta20, Tag 036N], we are reduced to the special
case by [INT13, Prop. 1.3 (2)]. This finishes the proof. 
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