The spectral stochastic finite element method (SSFEM) aims at constructing a probabilistic representation of the response of a mechanical system, whose material properties are random fields. The response quantities, e.g. the nodal displacements, are represented by a polynomial series expansion in terms of standard normal random variables. This expansion is usually post-processed to obtain the second-order statistical moments of the response quantities. However, in the literature, the SSFEM has also been suggested as a method for reliability analysis. No careful examination of this potential has been made yet. In this paper, the SSFEM is considered in conjunction with the first-order reliability method (FORM) and with importance sampling for finite element reliability analysis. This approach is compared with the direct coupling of a FORM reliability code and a finite element code. The two procedures are applied to the reliability analysis of the settlement of a foundation lying on a randomly heterogeneous soil layer. The results are used to make a comprehensive comparison of the two methods in terms of their relative accuracies and efficiencies. q
Introduction
Many applications in mechanics require consideration of stochastic properties of materials, geometry or loads. The basic representation of uncertain parameters in the underlying models is obtained by introducing random variables or fields. Different kinds of analysis accounting for uncertainties can be carried out. Second moment analysis aims at characterizing the second-order statistical moments, i.e. means and variances of response quantities (displacements, strain and stress components, etc.) from those of the input variables. The perturbation method [1 -4] and the weighted integral method [5 -7] are in this category. On the other hand, reliability methods focus on the calculation of the probability of failure associated with a limit-state function. First-order reliability method (FORM) and SORM approximations and various simulation methods are commonly used in reliability analysis [8] . Because of the typically high level of reliability of civil structures, the failure probability is usually small (in the order of 10 22 -10 26 ). To account for the spatial variability of uncertain quantities (for instance, that of a material property), a characterization in terms of a random field is usually employed. Through a process of discretization, it is possible to represent the random field by a vector of random variables. One of the methods mentioned above may then be used to carry out second-moment or reliability analysis.
The spectral stochastic finite element method (SSFEM) proposed by Ghanem and Spanos [9] is an approach well suited to analysis involving random fields. It is based on two discretizations of the system of (stochastic) partial differential equations governing the problem under consideration, one in the spatial domain and one in the probabilistic domain. The response (e.g. the random vector of nodal displacements) is cast as a series expansion in standard normal random variables. This can be interpreted as an 'intrinsic' representation of the random response, from which quantities such as statistical moments can be computed by post-processing, either analytically or by simulation.
In the past, SSFEM has been applied to various kinds of problems including two-dimensional elasticity [9] , soil mechanics [10] , soil dynamics [11] , transport in porous media [12] and heat conduction [13] . The first attempt to include material non-linearity such as plasticity can be found in Ref. [14] . In these applications, the authors compute the coefficients of the series expansion of the response, and in most cases post-process the polynomial expression to compute the mean and standard deviation of various response quantities. The possibility of using these probabilistic response expressions for reliability analysis has been suggested in Ref. [15] , p. 2362 and in Ref. [9] , Section 4.1, p. 101 -4 and Section 4.4, p. 118-9. However, no careful examination has been made of this potential, although a comparison between FORM/SORM analysis and polynomial chaos expansion for highly non-linear systems has been presented in Ref. [16] .
This paper critically examines the applicability of SSFEM in the context of reliability analysis using the FORM approximation as well as importance sampling. The approach is compared with a direct coupling of a FORM reliability code and a finite element code, similar to that used in Refs. [17 -19] . The comparison is illustrated through an application to a geotechnical engineering problem involving the settlement of a foundation supported on randomly heterogeneous soil. Specific quantitative measures of accuracy and efficiency of the two methods are given.
Discretization of random fields
A random field Hðx; uÞ is a collection of random variables associated with a continuous index x [ V , R n ; where u [ Q is the coordinate in the outcome space. With this notation, Hðx; u 0 Þ denotes a particular realization of the field, whereas Hðx 0 ; uÞ is the random variable associated with point x 0 : Gaussian random fields are of practical interest because they are completely described by a mean function mðxÞ; a variance function s 2 ðxÞ and an autocorrelation coefficient function rðx; x 0 Þ: Discretizing the random field Hð·Þ consists in approximating it byĤð·Þ; which is defined by means of a finite set of random variables {x i ; i ¼ 1; …; n}; grouped in a random vector denoted by x:
Hðx; uÞ ! DiscretizationĤ ðx; uÞ ¼ ½Fx; xðuÞ ð1Þ
Several methods have been developed in the 1980s to carry out this task, such as the spatial average method [20] , the midpoint method [17] and the shape function method [3, 4] . A comprehensive review and comparison of these methods is presented in Ref. [21] . These early methods are relatively inefficient, in the sense that a large number of random variables is required to achieve a good approximation of the field. More efficient approaches for discretization of random fields using series expansion methods have been introduced in the past 10 years, including the Karhunen -Loève Expansion (KL) [9] , the Orthogonal Series Expansion (OSE) [22] and the Expansion Optimal Linear Estimation (EOLE) method [21] . Reviews of these methods have been presented in Refs. [21, 23, 24] . As shown in Ref. [24] , all three methods result in a representation of the Gaussian field in the form
where {j i ðuÞ; i ¼ 1; …; M} are standard normal random variables {H i ðxÞ; i ¼ 1; …; M} are deterministic functions depending on the correlation structure of the field and M is the number of terms used in the series expansion. The accuracy of the representation depends on M and the particular expansion method used. Details about the respective advantages of each method in terms of accuracy and efficiency can be found in Ref. [24] .
Summary of SSFEM
The SSFEM is detailed in Ref. [9] . For the sake of clarity and completeness, the principles and main steps are presented in the sequel. As mentioned in Section 1, SSFEM is based on two successive discretizations of the system of stochastic partial differential equations governing the problem under consideration: † A spatial discretization similar to the one used in classical finite element analysis, i.e. involving a mesh of the structure and shape functions. † A probabilistic discretization of the random field(s)
representing the uncertain properties of the constitutive material or loads. The KL expansion has been used in the literature. However, any of the series expansion methods mentioned in Section 2 is equally applicable.
In classical finite element analysis, the basic response quantity is the vector of nodal displacements. In SSFEM, due to the introduction of a random field as an input, the basic response quantity is a random vector of nodal displacements UðuÞ; whose probabilistic content is a priori unknown. Each component U i ðuÞ is expanded over the socalled polynomial chaos (see Ref. [24] for a simplified presentation of this concept):
where {j k ðuÞ; k ¼ 1; …; M} denote the standard normal variables appearing in the discretization of the input random field (Eq. (2)), C j ð{j k ðuÞ} M k¼1 Þ are multidimensional Hermite polynomials defined by means of the j i s and P is the order of expansion. The latter is connected to the number of random variables M (order of the expansion of the random field) and the highest order p of the polynomials C j by:
Using classical notation, the finite element method for static problems in linear elasticity eventually yields a linear system of size N £ N (N being the number of degrees of freedom)
where F is the deterministic load vector, and where the global stiffness matrix K is obtained after assembling the element stiffness matrices k e :
In the above, D stands for the elasticity matrix and B is the matrix that relates the components of strain to the element nodal displacements. Suppose that the Young's modulus of the material is a random field. Then the elasticity matrix at point x can be written as
where D 0 is a constant deterministic matrix corresponding to a unit value of the Young's modulus. Substituting Eq. (7) in Eq. (6) yields the stochastic stiffness matrix
When the random field Hðx; uÞ appearing in Eq. (8) is discretized as in Eq. (2), the stochastic stiffness matrix takes the form
where the mean-and weighted stiffness matrices K 0 and K i are given by
Collecting the terms in Eq. (3) in a vector form, the random vector of nodal displacements is expanded over the polynomial chaos with P coefficient vectors {U 0 ; …; U P21 }: These coefficients are computed using the Galerkin method for minimizing the residual in the equilibrium equation, leading to:
. . . . . .
where {K jk ¼ P M i¼0 c ijk K i ; j; k ¼ 0; …; P 2 1} and c ijk ¼ E½j i C j C k (mathematical expectation of products).
In essence, in SSFEM, the characterization of the random vector of nodal displacements is reduced to solving a linear system of size ðN £ PÞ; where N is the number of degrees of freedom of the structure, and P is the order of expansion of the response. In application, P is usually in the range 10 -35, which means that the above system of equations can be quite large, even for small size problems. Specific methods for efficiently solving this system of equations have been proposed by Ghanem and Kruger [25] .
Finite element reliability analysis
Reliability methods aim at evaluating the probability of failure of a system whose modeling takes into account randomness. Let x denote the set of all basic random variables pertaining to the structure under consideration. If random fields are involved, one of the discretization schemes mentioned earlier can be used to represent them in terms of a finite set of random variables, which are also included in x. Let S denote the vector of load effects (displacements, strains, stresses, measures of damage, etc.). These two vectors are related through the mechanical transformation S ¼ SðxÞ; which in non-trivial cases is defined in an algorithmic sense, e.g. through a finite element computer code. To assess the reliability of the structure, a limit-state function g depending on load effects is defined such that gðSÞ . 0 defines the safe state and gðSÞ # 0 defines the failure state. The values of S satisfying gðSÞ ¼ 0 define the limit-state surface of the system. Using this notation, the aim of reliability analysis is to compute the probability of the failure event
where f x ðxÞ is the joint probability density function (PDF) of the random variables x. System reliability problems involve a multitude of limit-state functions and a logical expression of events as described above [8] . Direct evaluation of Eq. (13) usually is not possible because of the high dimension of the integral. To overcome this difficulty, the problem is recast in the standard normal space through a probabilistic transformation YðxÞ of the basic random variables x: The Nataf or Rosenblatt transformations can be used for this purpose [8] . The problem then reduces to that of computing
where wðyÞ denotes the standard normal PDF.
First-order reliability method (FORM)
The FORM consists in replacing the integration domain in Eq. (14) by the half-space obtained from the tangent to the limit-state surface at the design point y p : This is the point satisfying gðS+Y 21 ðy p ÞÞ ¼ 0 that is closest to the origin in the standard normal space. The design point y p is determined using an optimization algorithm, e.g. the improved Hasofer -Lind, Rackwitz -Fiessler (iHLRF) algorithm ( [26] , see also Refs. [27, 28] for other algorithms). The reliability index b is then obtained as the norm of y p ; from which the FORM approximation of the probability of failure is P f ¼ Fð2bÞ; where Fð·Þ denotes the standard normal cumulative distribution function (CDF).
The algorithm used to find the design point is an iterative procedure that requires evaluation of the limit-state function gð·Þ and its gradient with respect to the basic random variables x at each step. The former implies computing the mechanical response of the system for a given realization of the basic random variables. The latter involves, through the use of the chain rule of differentiation, the gradient of the mechanical response with respect to the basic random variables [17, 18] . This can be obtained either from the finite element code itself by use of the direct differentiation method [29] , or through a finite difference scheme. In all cases, the reliability code drives the finite element code as shown in Fig. 1 .
The direct coupling approach is rather general and can be applied to non-linear and time-variant problems, and to Gaussian as well as non-Gaussian random fields. See Refs. [19, 30] for applications to non-linear problems and Ref. [31] for an application in dynamics.
Importance sampling
In order to validate the results obtained by FORM, importance sampling is often used after the FORM analysis (see Ref. [32] , Chapter 3). It is based on the following reformulation of Eq. (13):
where n is the length of vector x and I½· is the indicator function. Thus the probability of failure is interpreted as the expectation of a quantity with respect to the importance sampling probability density function h s ðxÞ: It can be estimated as follows:
where {x i ; i ¼ 1; …; N s } are the sample values. To take advantage from the FORM analysis previously carried out, the sampling PDF is usually centered on the FORM design point, and is assigned a prescribed covariance matrix. By this procedure, the simulation points are concentrated around the design point. Thus, Eq. (16) provides a good estimation of P f with a relatively small number of samples (e.g. 50 -100), regardless of the value of the failure probability. Convergence of the simulation estimate is determined by monitoring the coefficient of variation of the estimate. It is emphasized that the choice of the center of the sampling PDF is arbitrary, meaning that the approach would lead to a correct result even if the design point obtained by FORM were inexact (though in that case the convergence would occur more slowly) or not unique (in this case, the number of samples required for a good accuracy would probably be greater than 50-100).
Reliability analysis by SSFEM

Introduction
The basic response quantity produced by SSFEM is the random vector of nodal displacements, cast as an expansion over the polynomial chaos. As in deterministic finite element analysis, quantities such as stress or strain in each Gauss point can be derived in terms of the nodal displacements. Consequently, each response quantity can be cast as a function of standard normal random variables. As an extension, any limit-state function involving these response quantities can be given an analytical expression in terms of standard normal random variables:
where GðjÞ is the limit-state function in the standard normal space. In the simplest case, if we are interested in the probability that the displacement U i at a particular degree of freedom will exceed the threshold u 0 ; then
the coefficients U i j being computed by the SSFEM procedure described in Section 3.
Post-processing of SSFEM for reliability analysis
Once SSFEM is carried out and the coefficients in the polynomial expansion of the response are computed, any desired probabilistic analysis can be performed with the approximate limit-state function. In particular, following Section 4.1, a FORM analysis can be carried out to approximately determine the probability of failure associated with the limit-state function (17) . It is emphasized that this limit-state function is analytical and already cast in the standard normal space. Its evaluation is possible at a low cost, since no additional finite element calculations are needed once the SSFEM analysis has been carried out. Its gradient with respect to the random variables j k is also known analytically and, thus, easy to compute. A chart describing the procedure is given in Fig. 2 .
Moreover, it is easy to improve the FORM estimate of the probability of failure by importance sampling around the design point, as described in Section 4.2.
Additional evaluations of the limit-state function required for that purpose are computationally inexpensive. The direct Monte Carlo simulation can also be used efficiently, if the probability of failure is not too small.
Finally, it is possible to obtain at low cost the PDF of any response quantity by sensitivity analysis. From Eqs. (13) and (18), one has
where F i is the cumulative distribution function of random variable U i : By differentiation, the PDF of U i is
Classical FORM sensitivity analysis [8] allows to compute the derivative of the reliability index b with respect to the parameter u 0 by
In this expression, the derivative of g with respect to u 0 is simply 1 due to Eq. (18) . Thus, substituting Eq. (21) in Eq. (20) yields
To compute the entire PDF of a nodal displacement, a FORM analysis is carried out for different thresholds u 0 ; yielding bðu 0 Þ and j p ðu 0 Þ: Eq. (22) is then evaluated for each u 0 :
The accuracy achieved in the above analysis with SSFEM will depend on the accuracy of the representation of the limit-state function in terms of the polynomially expanded response quantities. This is examined in detail in Section 6.
6. Application: foundation on a heterogeneous soil layer
Implementation of the various approaches
The comparison of the methods described in Sections 4 and 5 requires: † A software for discretizing random fields.
† A reliability software allowing to determine the design point for FORM analysis and to perform simulation, importance sampling, etc. † A deterministic finite element code capable of considering space-variant material properties (i.e. realizations of a random field). † An implementation of SSFEM.
For the second item, Finite Element Reliability Using Matlab (FERUM) was used. This is an educational and research software developed at the University of California at Berkeley by Haukaas and Der Kiureghian [33] . For the other three items, softwares were developed in the Matlab environment as well. These include a 'random field toolbox' implementing the various series expansion methods mentioned in Section 2 as well as a 'SSFEM toolbox'. Details about the implementation are given in Ref. [24] and download files can be found at http://www.ce.berkeley. edu/~haukaas under the item 'FERUM'. For the direct coupling approach, the direct differentiation method is used to compute the gradient of the finite element response, see details in Ref. [24] .
Description of the deterministic problem
Consider an elastic soil layer of thickness t lying on a rigid substratum. A superstructure to be founded on this soil mass is idealized as a uniform pressure P applied over a length 2B of the free surface (Fig. 3) . The soil is modeled as an elastic linear isotropic material. A plane strain analysis is carried out.
Due to the symmetry, half of the structure is modeled by finite elements. Strictly speaking, there is no symmetry in the system when random fields of material properties are introduced. However, it is believed that this simplification does not significantly influence the results. The parameters selected for the deterministic model are listed in Table 1 .
A refined mesh was first used to obtain the 'exact' maximum displacement under the foundation (point A in Fig. 3 ). Less refined meshes were then tried in order to design a mesh with as few elements as possible that yielded no more than 1% error in the computed maximum settlement. The mesh shown in Fig. 4a was eventually chosen. It contains 99 nodes and 80 elements.
For the input parameters given in Table 1 , the maximum displacement obtained with the most refined mesh is u 
Description of the probabilistic data
The assessment of the serviceability of the foundation described in the above paragraph is now investigated under the assumption that the Young's modulus of soil is a homogeneous random field. The limit-state function is defined in terms of the maximum settlement u A at the center of the foundation:
where u 0 is an admissible threshold initially set equal to 10 cm. The Young's modulus of the soil is considered to vary only in the vertical direction, so that it is modeled as a onedimensional random field along the depth. This is a reasonable model for a layered soil medium. For the sake of simplicity, the field is assumed to be Gaussian and homogeneous. Initially, its second-moment properties are considered to be the mean m E ¼ 50 MPa; the coefficient of variation d E ¼ s E =m E ¼ 0:2; and the autocorrelation coefficient function r EE ðz; z 0 Þ ¼ expð2lz 2 z 0 l='Þ; where z is the depth coordinate and ' ¼ 30 m is the correlation length.
The accuracy of the random field discretization depends 
where the point-wise error estimator 1rrðxÞ is defined as:
1rrðxÞ ¼ Var½HðxÞ 2ĤðxÞ Var½HðxÞ ð25Þ Table 2 lists the error estimates for varying M. It appears that M ¼ 3 is sufficient to assure less than 10% error in the discretization. Of course this value is closely related to the parameters defining the random field, particularly the correlation length ':
Comparison between direct coupling and SSFEM postprocessing
Using the direct coupling approach, the reliability index b direct is computed for different orders of expansion M of the input random field. Results are reported in Table 3 , column #2. For the initial choice of the parameters, it appears that the direct coupling provides two-digit accuracy in the reliability index b direct for M $ 2; which approximately corresponds to a discretization error 1 < 10%: When using SSFEM, the highest order p of polynomials included in the series expansion of the response must also be specified. For each value of M and p, the corresponding number of terms in this expansion, P, is given in Table 3 , column #4. Following the method described in Section 5.2, the reliability index is obtained by FORM post-processing of the SSFEM result, and is given in column #5.
As expected, b SSFEM converges to b direct for each value of M, when the order p of the polynomial chaos expansion is increased (results should be identical for p ¼ 1). From the results in Table 3 , it appears that at least p ¼ 3 should be selected to have 5% accuracy in the reliability index.
Parametric study
A comprehensive comparison of the two approaches is presented by Sudret and Der Kiureghian [24] , where the influences of various parameters are investigated. The main results are reported in the sequel.
Influence of the reliability index
The threshold u 0 in the limit-state function is varied in this section from 6 to 30 cm, leading to an increasing reliability index. M ¼ 2 is used. The results are reported in Table 4 .
Using the direct coupling approach, it is observed that the number of iterations required to determine the design point (always starting from the mean point) increases with b (column #3 in Table 4 ). However, convergence is achieved regardless of the value of the threshold. The accuracy of the results obtained with M ¼ 2 (compared to those obtained with M ¼ 3; not presented in the table) is the same regardless of the value of u 0 : In other words, for a given discretized random field, this approach provides correct results for the reliability index regardless of the level of the reliability. When using SSFEM up to order p ¼ 5; it appears that fair results (i.e. less than 5% discrepancy between b SSFEM and b direct ) are obtained only for u 0 # 20 cm. It is emphasized that the present example was designed such that only two terms ðM ¼ 2Þ provide sufficient accuracy in the discretization of the random field, thus allowing the use of up to fifthorder polynomial chaos terms in the expansion of the response. In practice, the number of terms necessary to achieve an accurate discretization of the random field is usually larger than 2. As a result, only second-or third-order polynomial chaos terms (p ¼ 2 or 3) in the SSFEM response expansion are practically applicable. Restricting the analysis to the third-order SSFEM, it is seen from Table 4 that the SSFEM estimation of the reliability index is fair only if this index is less than or equal to 3. It is evident that higher-order terms in the SSFEM expansion are necessary in order to accurately compute the far tail of the distribution of u A :
Influence of the correlation length
To investigate the influence of the correlation length, ' ¼ 10 m is considered (instead of 30 m), while keeping the initial values of all remaining parameters. The results are reported in Table 5 .
Comparing column #2 of Table 5 with column #2 of  Table 2 (the latter corresponding to ' ¼ 30 m), it is evident that a larger number of terms M is now required in order to achieve an acceptable accuracy in the discretization of the random field. However, for M $ 3; i.e.
1 # 23%; a twodigit accuracy in the reliability index is achieved when the direct coupling method is used.
When using SSFEM, it appears that fair results (i.e. less than 5% discrepancy between b SSFEM and b direct ) are obtained for M $ 2 -3; and p $ 3: Higher orders of the polynomial chaos expansion would lead to an enormous amount of computation time.
As a conclusion, the direct coupling approach is applicable regardless of the correlation length of the field, since it is computationally inexpensive even for M ¼ 10 or more. In contrast, due to the computation cost, it would not be practical to use the SSFEM with p . 2 when M ¼ 10 or more. The computed reliability index with a lower order expansion may not be sufficiently accurate.
Influence of the coefficient of variation
In this section, the order of expansion M is set equal to 2 and the threshold in the limit-state function is u 0 ¼ 20 cm: The reliability index is computed for different coefficients of Table 6 . When the direct coupling is used, convergence of the FORM algorithm is always achieved, the number of required iterations varying from 4 to 12, depending on the level of b (more iterations required for larger b) . The values obtained are within 1% of those obtained with M ¼ 3 (not presented here). It is observed that the reliability index rapidly decreases with increasing variability in the Young's modulus.
When SSFEM is used, poor results are obtained for d E ¼ 0:1: This is expected because this value corresponds to a large value of the reliability index, for which the SSFEM approach does not provide accurate results (see above for the influence of the reliability index). For larger d E ; the results are not good either. In some cases the FORM analysis after SSFEM does not converge, and in other cases it converges to a wrong design point, especially when the order of the polynomial chaos is large. This may be explained by the fact that the polynomial response surface associated with SSFEM is undulatory in this case (due to higher order polynomials) and may have several local design points. As an example, for the case of d E ¼ 0:4; it is observed that the convergence to the true reliability index is not monotonic with increasing p. Thus, the result obtained with SSFEM for a given expansion order cannot be a priori positioned with respect to the true value of the reliability index.
From these examples, it appears that SSFEM coupled with FORM cannot be applied safely for large coefficients of variation of the input (e.g. d E . 0:3), whereas the results obtained for the reliability index by the direct coupling method are reliable regardless of the value of d E :
Comparison of efficiency
The computer processing time (CPT) required by the direct coupling approach and by SSFEM and its postprocessing are reported in Table 7 . These are for the initial values of the parameters. The bold characters correspond to choices of the parameters ðM; pÞ that give fair estimates of the reliability index.
From column #2 of Table 7 , it is seen that the CPT required by the direct coupling method is linearly increasing with the order of the expansion M. This can be explained as follows: the only step that is modified in the finite element analysis when M is changed is the computation of the element stiffness matrices. Each of these matrices requires evaluation of the realization of the random field at the element Gauss points, and each evaluation takes a time exactly proportional to the order of the expansion M (Eq. (2)). The number of the gradients computed is also proportional to M.
In contrast, when using SSFEM, the CPT increases extremely rapidly with the order of the polynomial chaos expansion. Thus, the method can be applied efficiently only when a small number of terms M allows to describe the random field accurately, and when the reliability index under consideration is sufficiently small so that the second or third-order SSFEM gives a fairly accurate estimate.
Application of importance sampling
So far, the SSFEM result has been post-processed by FORM to obtain a first-order approximation of the probability of failure of the system. It could be argued that this is not the best way of post-processing the SSFEM result for reliability analysis, since: † the analytical polynomial expression of the limit-state function contains information that is lost when the FORM linearization is employed, † the limit-state surface obtained from SSFEM could be globally accurate, but not around the design point, such that applying FORM could give poor results.
To determine whether the FORM approximation deteriorates the SSFEM result, importance sampling around the design point [32] is used after the FORM analysis based on the limit-state function (23), see Section 4.2. This kind of analysis with SSFEM is inexpensive, because the limit-state function is cast in an analytical form. The sampling probability density function used in the analysis is Gaussian with a unit standard deviation and centered at the design point. Ten thousand samples are used for each case. The estimated probability of failure is then transformed back into the reliability index b IS SSFEM for comparison purposes. The results are summarized in Table 8 .
The FORM is exact for M ¼ 1 regardless of the value of p (because the limit-state surface is reduced to a single point), and when p ¼ 1 regardless of M (because the limitstate surface is then an hyperplane). For these cases, it can be seen in Table 8 that importance sampling gives exactly the same results as FORM, the last-digit discrepancy being due to the finite sample size.
Significant discrepancies between the two approaches appear only for higher orders of polynomial chaos expansion, e.g. p $ 3: In any case, they do not exceed 2% of the value of the reliability index, which means that the FORM approximation is satisfactory in all cases. Thus, it can be concluded that, for the present example, the limitstate surface defined analytically by the SSFEM analysis is sufficiently smooth so that FORM gives good results in comparison to importance sampling. It follows that errors observed in the reliability estimates based on SSFEM in the previous sections are due to the truncation of the polynomial chaos expansions and not due to the FORM approximation.
Probability density function of a response quantity
As mentioned earlier, an important advantage of SSFEM is the availability of an analytical form for the response quantities. After the coefficients in the SSFEM expansion are obtained, reliability analysis for any limit-state function can be easily carried out without additional finite element calculations. For example, one can easily compute the probability density function of a response quantity, as described in Section 5.2.
As an example, the PDF of the nodal displacement U A is plotted in Fig. 5 . 200 points are used, i.e. 200 reliability problems are solved. This is done in a matter of seconds on a personal computer. To improve the efficiency, the starting point of each analysis is chosen as the design point of the previous analysis. This allows convergence of the iHLRF algorithm within three iterations. Of course, similar analysis can be carried out by the direct coupling approach. However, in that case, a few additional finite element calculations at each threshold are necessary.
It can be seen that the obtained PDF has its mode close to u 0 ¼ 25:42 cm, which is the value obtained from the deterministic finite element analysis. It should be emphasized that, whereas the central region of this distribution can be expected to be accurate, the far tails may be inaccurate, since they correspond to high reliability indices that are not computed accurately by the SSFEM.
Conclusions
Two methods for finite element reliability analysis involving random fields are reviewed and compared. One method is based on a direct coupling of finite element and reliability codes, and the other involves post-processing of results obtained from the SSFEM. The paper critically evaluates the purported potential of SSFEM for reliability analysis. The comparison is carried out for an example application involving the settlement of a foundation on randomly heterogeneous soil. While deriving general conclusions from a single numerical example is always dangerous, the comparison provides ample evidence regarding the scope and limitations of SSFEM for reliability analysis.
As far as the direct coupling method is concerned, the approach appears to be robust and efficient for the example problem, regardless of the parameter values. The cost of the analysis increases linearly with the order of the expansion of the input random field.
With SSFEM, fair results for the reliability index can be obtained only with high order polynomial chaos expansions ðp $ 3Þ: However, when more than two or three terms are used in the discretization of the random field, the computational time with a high-order polynomial chaos expansion rapidly increases and becomes prohibitive. Consequently, only results obtained with a low order polynomial chaos expansion are practically available in such cases. They appear poor compared to those obtained by direct coupling. In some cases, the computed reliability index can be in gross error. For the example application, this occurs when the input coefficient of variation is large or when the reliability index is large.
The case of log -normal input random fields was also investigated in Ref. [24] , using the discretization scheme proposed in Ref. [34] . The conclusions are in essence similar to those presented in this paper. However the computation cost for a given choice of ðM; pÞ is even greater than in the Gaussian case. This is due to the fact that the input random field is discretized using the polynomial chaos as well, which requires more terms than the series expansion used in the Gaussian case.
As an overall conclusion, it is found that SSFEM has limited applicability to reliability problems involving small failure probabilities. The polynomial chaos expansion provides a global fit to each response quantity, which may be good in the central region of the respective distribution, but poor in the tail regions. Since small-probability events are influenced by the tail regions of these probability distributions, accurate results from SSFEM cannot be expected for such problems. This limitation is more severe for problems involving random fields with short correlation lengths or large coefficients of variation.
The above conclusions do not invalidate the effectiveness of SSFEM for second-moment analysis. Furthermore, SSFEM might be effective in providing a good approximation to the central region of the probability density function of a response quantity.
