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Wannier functions are real-space localized wavefunctions for electronic systems. The con-
struction of Wannier functions from Schro¨dinger equation has been extensively studied in
the community of condensed matter physics. The most widely used scheme is to minimize
spread functional, i.e., second moment, with respect to the gauge matrices, resulting in the
maximally localized Wannier functions (MLWFs) [1, 2, 3].
The recent advancement in machine learning, image processing and compressive sensing
has brought tremendous computational efficiency to study complex many-particle systems,
in terms of solving non-convex and non-differentiable optimization problems. Inspired by
the variable selection property of Least Absolute Shrinkage and Selection Operator (LASSO)
[4, 5] in machine learning, we calculate Wannier functions by minimizing total energy plus
an L1 regularization term. The resulting ”compressed” Wannier functions have compact
support, which means they are localized only within a finite region and are strictly zero
outside.
Another question considered in this dissertation is how to calculate symmetry-adapted
Wannier functions. We show that induced group representation theory fits nicely into our
variational formula. Same algorithms work equally well for both metals and insulators, in
a sense that no prior disentanglement procedure is needed for our calculations. When sym-
metry constraints are incorporated, it suffices to use Gaussians at Wannier centers as initial
ii
trial functions for all the orbitals. Such algorithms have been implemented in planewaves-
pseudopotential codes for real materials simulations.
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CHAPTER 1
Introduction
Nowadays, the concept of sparsity has been extensively studied in areas such as image
processing[11, 12], compressive sensing[13, 14] and machine learning[15, 16], yet its impor-
tance has not been fully awared of in physics. Many metrics have been designed to measure
sparsity [17], among which L1 norm is the most widely used one due to its convexity and
linearity away from the origin. L1 norm is always incorporated into the task as a regularizer
that trades off with the accuracy of objective function. In the classical linear regression prob-
lem, the model has the form yi = x
>
i β + i, i = 1, 2, · · · , N where xi is a feature vector and
yi is the corresponding training label. N is the number of samples and i ∼ N(0, σ2) is the
normal random noise. The goal is to learn an optimal β that has the best predicting power
on test set. When the model’s dimension (dimension of β) becomes very high, usually it is
useful to introduce L1 regularization to avoid overfitting. Then the optimization problem
becomes,
min.
β
N∑
i=1
(
yi − x>i β
)2
+ λ‖β‖1 (1.1)
larger weight of L1 norm will reduce the variance of the model at the expense of higher
bias. Usually, cross validation is used to select the best λ that achieves the best accuracy
on test data. L1 regularization not only shrinks β’s components but also has variable selec-
tion property that penalizes weights of unimportant features to strictly zero. Therefore L1
regularized regression is also called least absolute shrinkage and selection operator (LASSO)
The fact that LASSO can generate sparse pattern inspires us to use sparsity as a paradigm
for building physical models. For example, compressive sensing has been used to recover
effective cluster interactions (ECI’s) coefficients in alloy cluster expansion [18] and force
constant tensors (FCTs) in lattice dynamics [19]. In this thesis, its profound implication
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for localization has also been demonstrated in terms of localized electronic wave functions,
which is a major concern in condensed matter physics. As is known, the electronic wave
functions of crystalline solids are usually described in terms of Bloch eigenfunctions |ψnk〉
within the framework of single-particle approximation. An combination of arbitrary unitary
transformation of band index n and Fourier transformation of crystal momentum index k
gives an alternative description of electronic states, called Wannier functions [20],
|WmR〉 = Ω
(2pi)3
∫
BZ
dke−ik·R
M∑
n=1
U (k)nm|ψnk〉 . (1.2)
Here, an Wannier function WmR(r) ≡ Wm(r−R) is labeled by a band index m and lattice
site R and is periodic image of Wm0(r). Wannier functions are not only orthogonal across
different bands but also orthogonal to their translational images, which is formulated as,
〈WmR|WnR′〉 ≡
∫
Wm(r−R)Wn(r−R′) dr
= δmnδRR′ .
(1.3)
We refer to this property as shift-orthogonal constraints. Due to its gauge indeterminacy
arised from unitary matrices U (k), Wannier functions are highly non-unique. But in general
they can be localized in real space by a proper choice of U (k) and thus become extremely
useful for lots of application, such as electric polarization[21], orbital magnetization [22],
topological insulators [23, 24, 25] and linear-scaling methods [26, 27] for electronic structure
calculations.
Search for localized Wannier functions usually falls into two categories. One is to start
from calculated Bloch eigenstates of the Hamiltonian and solve for the unitary transforma-
tion matrix U (k) in Eq. (1.2) according to some criteria. In 1990s, Marzari and Vanderbilt
generalized the Foster-Boys localization criteria [28, 29] from quantum chemistry to periodic
solids and resulted in the famous and widely used Maximally localized Wannier Functions
(MLWF) scheme [1, 2, 3]. They define localization functional as spread (second moments)
of all Wannier functions,
Ω =
∑
m
[〈Wm0|r2|Wm0〉 − 〈Wm0|r|Wm0〉2]
=
∑
m
[〈r2〉m − 〈r〉2m] (1.4)
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and use steepest descent to minimize the spread with respect to unitary matrices U (k).
Another category is to directly calculate Wannier functions from variational principles. As
a matter of fact, the first proposal of variational approach is to minimize total energy with
respect to Wannier functions, which is proposed by Koster [30] and later put into use by
Kohn [31]. The Kohn’s approach starts with localized, normalized, symmetry-adapted but
nonorthogonal guess functions with a set of variational parameters, then orthogonalizes them
to get an approximation of the form of Wannier functions, after which the total energy is
minimized with respect to variational parameters. However, because the choice of the form
of guess function is restricted, the optimal variational parameters might not yield a good
approximation to true Wannier functions. What’s more, localization is not carried out
explicitly. Although beautiful in theory, this approach is not practical to be implemented in
numerical simulation. Other functionals for variational principle are also developed [32] but
are seldom used as well.
Based on Kohn’s approach, we have shown that such localization can be induced by an L1
regularization term added to the electronic energy functional, giving us a sparse representa-
tion of Wannier functions [6, 7]. Wannier functions obtained this way have compact support,
which means they are nonzero only within a finite region and are strictly zero outside. In
this thesis, we proposed a more general framework to calculate compactly supported Wan-
nier functions in two-dimensional and three-dimensional systems without loss of symmetry.
We also implemented the algorithms in our homemade planewaves-pseudopotential codes to
calculate real world materials. The codes are also improved to achieve computational effort
that is similar to traditional ground state self-consistent calculations.
We start, in Chapter 2, to give a brief introduction to electronic structure theory, espe-
cially density functional theory (DFT). We also show how norm-conserving pseudopotential
is implemented in our homemade DFT codes.
In chapter 3, we introduce group theory treatment in terms of how to relate symmetries
at several k points in Brillouin zone to Wannier functions’ centers and irreducible represen-
tations and how to derive symmetry constraints for Wannier functions. Method dealing with
these are known as theory of group induced representation.
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Chapter 4 is the core of the thesis. We demonstrate how to put everything together to
formulate the variational problem and how to simplify and prove several ingredients of the
optimization problem. In Chapter 5, we solve the optimization problem using alternating
direction method of multiplier (ADMM) and demonstrate the correctness of our method on
two-dimensional toy model system.
The last chapter, Chapter 6, provides real materials examples, i.e. their symmetry-
adapted and compactly-supported Wannier functions. We also use the calculated Wannier
functions to construct tight binding Hamiltonian for band analysis of topological crystalline
insulator.
4
CHAPTER 2
Elements of electronic structure theory
2.1 Single particle approximation for many-body system
One of the primary interests of condensed matter physics community is to study systems
that contain many electrons and nuclei. The Hamiltonian of such system, in its general form,
is,
Hˆ({ri}, {RI}) =− ~
2
2me
∑
i
∇2i −
∑
I
~2
2MI
∇2I +
1
2
∑
i 6=j
e2
|ri − rj|
+
1
2
∑
I 6=J
ZIZJe
2
|RI −RJ | −
∑
i,I
ZIe
2
|ri −RI | ,
(2.1)
where RI , ZI and MI stand for the coordinates, charge and mass of the I-th nucleus and
ri refers to electron with mass me. The first two terms are kinetic energies of electrons and
nuclei, and the following three terms correspond to electron-electron, nucleus-nucleus and
electron-nucleus interactions. The Schro¨dinger equation of such system is,
Hˆ({ri}, {RI})Φ({ri}, {RI}) = E Φ({ri}, {RI}). (2.2)
The electron-electron term in general is the most difficult one to deal with and really varies
from system to system. The complication of electron-nucleus and nucleus-nucleus interaction
can be reduced by Born-Oppenheimer or adiabatic approximation [33]. Since nuclear mass
is much larger than electron mass, this approximation allows nuclei to oscillate around their
equilibrium positions, but much more slowly than electrons’ motion. Therefore, electrons
follow nuclei instantaneously, staying at the ground states of electronic Hamiltonian with
nuclear coordinates as parameters. Now the many-body wavefunction can be decoupled as,
Φ({ri}, {RI}) = χ({RI})Ψ{RI}({ri}) (2.3)
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with χ({RI}) being the nuclear wavefunction and Ψ{RI}({ri}) being the electronic wave-
function. The derivative of electronic wavefunction with respect to nuclear configuration is
zero under adiabatic approximation. Then the equation of motions for electrons and nuclei
can be separated as,(
− ~
2
2me
∑
i
∇2i −
∑
i,I
ZIe
2
|ri −RI | +
1
2
∑
i 6=j
e2
|ri − rj|
)
Ψ{RI}({ri})
= Eel({RI})Ψ{RI}({ri})
(2.4)
and, (
−
∑
I
~2
2MI
∇2I +
1
2
∑
I 6=J
ZIZJe
2
|RI −RJ | + Eel({RI})
)
χ({RI}) = E χ({RI}), (2.5)
The electron-electron interaction can also be simplified with mean field approximation.
Namely, electrons are represented by non-interacting ”quasi-particles” subject to mean ef-
fective potential that incorporates electron-electron interactions to some degree. Hence, the
many-electron problem (2.4) can be replaced by a set of single-particle equations for each
”quasi-particle”. (
− ~
2
2me
∇2 + Veff(r)
)
ψi(r) = iψi(r) (2.6)
The ground state of the many-electron system is found by occupying lowest eigenstates of
(2.6) following the exclusion principle. If the Hamiltonian is spin degenerate, then we can
treat up and down spins as a factor of two in counting. Since the non-interacting property of
these ”quasi-particles”, it is natural to express the N electron wavefunction Ψ(r1, r1, · · · , rN)
as a product of single-particle eigenstates ψi(r). Due to the antisymmetric property of
fermionic wavefunctions, Ψ can be expressed as a Slater determinant,
Ψ(r1, r2, · · · , rN) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ2(r1) · · ·ψN(r1)
ψ1(r2) ψ2(r2) · · ·ψN(r2)
...
...
...
...
ψ1(rN) ψ2(rN) · · ·ψN(rN)
∣∣∣∣∣∣∣∣∣∣∣∣
. (2.7)
It can be shown that Ψ(r1, r1, · · · , rN) is normalized to 1 and is antisymmetric when ex-
changing coordinates of any two particles. So far, our discussion has not considered any
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specific atomic configuration and thus quite general. When these equations are applied to
crystalline solids, the single-particle effective potential will share the same periodicity with
the lattice. Therefore, we only need to calculate wavefunctions within a primitive cell. This
is great simplification of the original problem.
2.2 Density functional theory
Electronic structure calculations nowadays are mostly based on density functional theory
(DFT) [34]. Compared to Hartree-Fock method, DFT reduces the degree of freedom of
the many-body problem with N electrons from 3N spatial coordinates to only three spatial
coordinates, using electron density as key quantity. As proved by Hohenberg and Kohn [35],
any property of this many-electron system can be written as a functional of the ground state
electronic density,
n0(r) = N
∫
Ψ∗0(r, r2, · · · , rN)Ψ0(r, r2, · · · , rN)dr2 · · · drN . (2.8)
This is the first Hohenberg-Kohn theorem. Due to the normalization property of electronic
wavefunction, the electron density is normalized to the number of particles in the system.∫
n0(r)dr = N (2.9)
Though the existence of such functional has been proved, no exact functionals are known for
any many-electron system. It is really the Kohn-Sham ansatz [36] that makes the calculation
tractable. We will discuss these ideas in this session.
2.2.1 Hohenberg-Kohn theorems
Suppose we formulate a many-electron Hamiltonian as,
Hˆ({ri}) =− ~
2
2me
∑
i
∇2i +
∑
i
Vext(ri) +
1
2
∑
i 6=j
e2
|ri − rj| , (2.10)
where Vext(ri) is the external potential. The nuclei-electron interaction is included in Vext(ri).
This form is still valid if the bare nuclear Coulomb interaction is replaced by a pseudopo-
tential that takes into account the effect of core electrons. Other external potentials such as
7
electric or magnetic fields can also be included into this term. Two theorems from Hohenberg
and Kohn lay the foundation of DFT [35].
The first Hohenberg-Kohn theorem: For any system of interacting particles in an
external potential Vext(r), the potential Vext(r) is uniquely determined by the ground state
particle density n0(r). Since the hamiltonian is thus fully determined, it follows that the
many-body wavefunctions for all states are also determined. Therefore all properties of the
system are completely determined given only the ground state density n0(r).
Based on the Hamiltonian (2.10), we can further define the total energy functional as,
EHK[n] = 〈Ψ[n]|
[
− ~
2
2me
∑
i
∇2i +
1
2
∑
i 6=j
e2
|ri − rj|
]
|Ψ[n]〉+
∫
Vext(r)n(r)dr, (2.11)
The second Hohenberg-Kohn theorem: The exact ground state energy of the system
is the global minimum of functional (2.11), and the density that minimize the functional is
the exact ground electron density n0(r).
At this moment, no prescription has been shown to solve the interacting electrons prob-
lem. All we know is the fact that n0(r) uniquely determines all properties of the system.
2.2.2 Kohn-Sham ansatz
The Kohn-Sham ansatz [36] calculates properties of the original many-electron interacting
system using a fictitious independent-particle system. The ground state density of this
auxiliary system is same as the exact ground state density of the original system. The actual
calculations are performed on the independent-particle system. If we denote single-particle
wavefunction as ψj(r) with j referring to a composite index for all quantum numbers, then
the density is,
n(r) =
∑
j
|ψj(r)|2. (2.12)
The summation involves occupied orbitals only. Independent-particle kinetic energy is given
by,
Tnon−interacting[n] = − ~
2
2me
∑
i
〈ψi|∇2i |ψi〉. (2.13)
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And the classical Coulomb energy of the electronic density interacting with itself has the
form,
EHartree[n] =
1
2
e2
∫
n(r)n(r′)
|r− r′| drdr
′. (2.14)
Now the energy functional can be reorganized as,
EHK[n] = − ~
2
2me
∑
i
〈ψi|∇2i |ψi〉+
1
2
e2
∫
n(r)n(r′)
|r− r′| drdr
′ +
∫
Vext(r)n(r)dr + E
XC[n].
(2.15)
The last term is called the exchange-correlation functional, which is just the difference of the
kinetic and the electron Coulomb interacting energies of the true interacting system from
those of the fictitious system with electron-electron interaction replaced by Hartree energy.
EXC[n] does not depend on Vext(r) and is thus a universal functional. Various schemes have
been developed to approximate EXC[n], including local density approximation (LDA) and
Generalized gradient approximation (GGA). Therefore the Kohn-Sham approach is feasible
to calculate electronic ground state properties.
2.2.3 Kohn-Sham variational equations
The Kohn-Sham equations are obtained by minimizing functional (2.15) subject to the
constraint that Kohn-Sham orbitals are orthonormal,[
− ~
2
2me
∇2i + Veff(r)
]
ψi(r) = iψi(r), (2.16)
where i’s are the Lagrange multipliers and also eigenvalues. Effective potential has three
terms and depends on density,
Veff(r) = e
2
∫
n(r′)
|r− r′|dr
′ + Vext(r) +
δEXC[n(r)]
δn(r)
. (2.17)
Therefore, the problem can be solved iteratively to obtain Kohn-Sham orbitals and effective
potential at the same time. The algorithm is outlined below.
1. Make an initial guess of charge density.
2. Calculate effective potential Vext(r) from this density and obtained Hamiltonian.
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3. Solve the single-particle equation (2.16) to obtain Kohn-Sham orbitals ψi(r).
4. Calculate new electron density nnew(r) =
∑
i |ψi(r)|2 and compared it with the last
one.
5. If ‖nnew(r)− nold(r)‖ > threshold, go to step 2. using the new density. Otherwise when
‖nnew(r)− nold(r)‖ < threshold, the algorithm achieves convergence.
Upon convergence, the calculated ground state electron density is exact provided that the
exact form of exchange-correlation functional is known. Any properties of the original inter-
acting system can be deduced from the ground state electron density. However, exchange-
correlation can only be approximated. We will discuss approximation schemes in the follow-
ing section.
2.2.4 Local density approximation
Kohn and Sham considered electrons in solids very similar to homogeneous electron gas [36].
Under this assumption, they approximated the exchange-correlation functional EXC [n(r)] in
Eq. (2.15) as a local functional of electron density, which is called local density approximation
(LDA). LDA assumes that electron density varies slowly with respect to spatial coordinates.
In other words, the density is locally uniform. EXC [n(r)] can be approximated as
EXCLDA[n(r)] =
∫
n(r)XCLDA[n(r)]dr, (2.18)
where XCLDA[n(r)] denotes the exchange-correlation energy per unit density, and can be further
separated into two terms, namely the exchange energy density and correlation energy density.
XCLDA[n(r)] = 
X
LDA[n(r)] + 
C
LDA[n(r)]. (2.19)
Since the density is assumed to be locally uniform, one can use exchange-correlation
energy of uniform electron gas with the density of the real system to derive XCLDA[n(r)]. For
uniform electron gas, the exchange energy density in Eq. (2.19) is known exactly [37],
XLDA[n(r)] = −
3
4
(
3
pi
n(r)
) 1
3
. (2.20)
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Therefore, the exchange energy is,
EXLDA[n(r)] = −
3
4
(
3
pi
) 1
3
∫
[n(r)]
4
3 dr. (2.21)
Then we can get its functional derivative that appears in the Kohn-Sham Hamiltonian,
V XLDA[n(r)] =
δEXLDA[n(r)]
δn(r)
= −
[
3
pi
n(r)
] 1
3
. (2.22)
The correlation energy density can be obtained from quantum Monte Carlo simulation of
uniform electron gas [38]. Despite its simplicity, LDA actually works well for a wide variety
of metallic, ionic and covalent systems that are close to homogeneous gas. However, For
systems whose electron density varies abruptly, LDA tends to fail. Hence, more sophisticated
approximation is needed.
2.2.5 Generalized gradient approximation
Generalized gradient approximation (GGA) no longer assumes electron density to be uni-
form. Electron density gradient is also considered. Therefore, the approximation can be
expressed as,
EXCGGA[n(r)] =
∫
f(n(r),∇n(r))dr. (2.23)
Numerous forms have been proposed. The three most widely used ones are Becke [39], Perdew
and Wang (PW91) [40] and Perdew, Burke and Enzerhof (PBE) [41]. GGA improves almost
from every aspect compared to LDA. More complicated functionals like orbital-dependent
functionals are also developed. Recently, machine learning techniques are also used to di-
rectly ’learn’ density functionals [42].
2.3 Pseudopotential
2.3.1 Norm-conserving pseudopotential
The primary goal of using pseudopotential is to reduce computational cost and simplify in-
terpretation of electronic structure. The electronic properties of solids are mostly affected by
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valence electron. Therefore, the strong nucleus potential acting on core and valence electrons
can be replaced by an effective ionic potential acting on valence electrons only, namely the
pseudopotential [43, 44, 45]. Pseudopotentials can be generated in single atomic calculations
and later transferred to molecular and crystalline environment. The pseudopotentials used
in this thesis are ab initio norm-conserving.
Hamann, Schluter and Chiang (HSC) [46] proposed criteria to obtain pseudopotential
with good transferability and accuracy. They are,
1. Real and pseudo valence eigenvalues agree for a chosen “prototype” atomic configura-
tion.
2. Real and pseudo valence wavefunctions agree beyond a chosen “core radius” rc.
3. (Norm Conserving) The integrated charge inside rc agree for real and pseudo wave-
functions. If we denote real and pseudo radial wavefunctions as Rps(r) and Rae(r), this
implied, ∫ rc
0
r2|Rps(r)|2dr =
∫ rc
0
r2|Rae(r)|2dr. (2.24)
4. The logarithmic derivatives of real and pseudo wavefunctions agree at rc. The dimen-
sionless logarithmic derivatives is defined as,
D(, r) = r
d
dr
lnR(r). (2.25)
Since the potential is uniquely determined by wavefunction and eigenenergy, from the above
1. and 2. pseudopotential agrees with real potential outside rc as well. The general workflow
of generating pseudopotentials is,
1. Solve the all-electron Kohn-Sham equation to obtain valence electron radial wavefunc-
tions Rae(r), eigenenergies and corresponding screened true potential V aescr,l(r).
2. For each angular momentum channel l :
(a) Construct nodeless and norm-conserving pseudowavefunctions Rps(r) according
to Rae(r)
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(b) Invert Kohn-Sham equation to get screened pseudopotential V psscr,l(r).
(c) Unscreened such pseudopotentials by subtracting Hartree and exchange-correlation
potentials,
V psion,l(r) = V
ps
scr,l(r)− V psHatree(r)− V psXC(r). (2.26)
The l-dependent unscreened pseudopotentials V psion,l(r) can be written as a semi-local form,
V psion,l(r) = Vlocal(r) + δVl(r), (2.27)
where local potential Vlocal(r) is an l -independent term that includes all the long-range
Coulomb effect outside a certain radius rc,
V aeion(r)|r≥rc = V psion,l(r)|r≥rc = Vlocal(r)|r≥rc . (2.28)
Therefore, the non-local terms are zero outside rc,
δVl(r) = 0, r ≥ rc (2.29)
This semi-local pseudopotential can also be expressed as an operator form,
Vˆ pssemi−local(r) = Vlocal(r) +
∑
lm
|Ylm〉δVl(r)〈Ylm|, (2.30)
where Ylm is the spherical harmonic.
Our DFT implementation uses Kleinman-Bylander (KB) formula [47] to further fully
separate pseudopotentials. Compared with semi-local form, such formula gives us faster
matrix computation without loss of accuracy.
Vˆ psnon−local(r) = Vlocal(r) +
∑
lm
|ψpslmδVl〉〈δVlψpslm|
〈ψpslm|δVl|ψpslm〉
(2.31)
with ψpslm = Rl(r)Ylm(θ, φ) being the eigenfunctions of the atomic pseudo-Hamiltonian.
2.3.2 Implementation under planewaves basis
For periodic solids, non-local pseudopotential involves an extra sum over N atoms. We use
Rj to denote j-th atom’s coordinates. Then the non-local projector can be written as
VˆNL =
∑
j
∑
lm
|ψpslm,j(r−Rj)δVl(r−Rj)〉〈δVl(r−Rj)ψpslm,j(r−Rj)|
〈ψpslm,j(r−Rj)|δVl(r−Rj)|ψpslm,j(r−Rj)〉
. (2.32)
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For simplicity, we use wlm,j to denote every denominator,
wlm,j = 〈ψpslm,j(r−Rj)|δVl(r−Rj)|ψpslm,j(r−Rj)〉. (2.33)
We are interested in how VˆNL operates on an wavefunction under planewaves basis set.
〈k + G|VˆNL|ψk〉 =
∑
j
∑
lm
1
wlm,j
〈k + G|ψpslm,j(r−Rj)δVl(r−Rj)〉
· 〈δVl(r−Rj)ψpslm,j(r−Rj)|ψk〉,
(2.34)
where k is the wave vector in the first Brillouin Zone. Under planewaves basis set, we have,
〈k + G|ψpslm,j(r−Rj)δVl(r−Rj)〉 =
∫
V
ψpslm,j(r−Rj)δVl(r−Rj)e−i(k+G)rdr
= e−i(k+G)Rj
∫
V
ψpslm,j(r)δVl(r)e
−i(k+G)rdr
= e−i(k+G)Rjηlm,j(k + G).
(2.35)
Here we use ηlm,j to denote the integral. If we further expand Bloch functions ψk(r) in (2.34)
as,
ψk(r) =
∑
G′
ψ˜k(G
′)ei(k+G
′)r, (2.36)
Therefore,
〈k + G|VˆNL|ψk〉 =
∑
j
∑
lm
1
wlm,j
e−i(k+G)Rjηlm,j(k + G)
·
∑
G′
ψ˜k(G
′)ei(k+G
′)Rjη∗lm,j(k + G
′)
=
∑
j
∑
lm
∑
G′
1
wlm,j
e−iGRjηlm,j(k + G)ψ˜k(G′)eiG
′Rjη∗lm,j(k + G
′).
(2.37)
If we use Zlm,j(k + G) to denote e
−iGRjηlm,j(k + G), then
〈k + G|VˆNL|ψk〉 =
∑
j
∑
lm
∑
G′
1
wlm,j
Zlm,j(k + G)ψ˜k(G
′)Z∗lm,j(k + G
′). (2.38)
This is how pseudopotential operators are implemented under planewaves basis set.
Other ingredients of the Kohn-Sham formula can also be implemented under planewaves
basis set, for example, the Kohn-Sham equation can be formulated in reciprocal space using
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planewaves basis,∑
G′
[
1
2
(k + G)2δGG′ + VHXC(G−G′) + Vlocal(G−G′) + VNL(G−G′)
]
ψi,k(G
′)
= i,kψi,k(G)
(2.39)
where VHXC is the sum of Hartree, exchange and correlation potentials.
In practice, it is more convenient to replace convolution of potentials VHXC, Vlocal with
wavefunctions in reciprocal space by their pointwise multiplication in real space primitive
cell followed by a fast Fourier transform back to reciprocal space,
1
2
(k + G)2ψi,k(G) + 〈k + G|VHXC|ψi,k〉+ 〈k + G|Vlocal|ψi,k〉
+ 〈k + G|VˆNL|ψi,k〉 = i,kψi,k(G).
(2.40)
Compared to localized basis set, the planewaves form a complete basis set. In theory,
Eq. (2.36) is a infinite series. But in practice, Eq. (2.36) is always truncated for compu-
tational purpose. For each k, only G translations that satisfy Eq. (2.41) will be saved.
~2
2me
|k + G|2 ≤ Ecut (2.41)
Ecut is a cut-off energy that is different for different materials. Therefore, only finite number
of G’s are considered for each k-point during computation.
If only raw ionic potentials are used instead of pseudopotentials, wavefunctions will os-
cillate rapidly near the core. Then the energy cut-off Ecut should be very large to produce
a much finer real space mesh for accurate approximation. The pseudopotential method
greatly reduces the number of planewaves and the computational cost, thus is widely used
in practical calculations.
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CHAPTER 3
Induced group representation theory and band
symmetry analysis
3.1 Elements of group representation theory
3.1.1 Definition, cosets
A group G is a set of elements that satisfies four principles,
1. Composition Law (multiplication): A binary operation is defined on a set G such that
the operation yields another element within the set.
gigj = gk, gi, gj, gk ∈ G (3.1)
2. Associative Law: The multiplication is associative.
(gigj)gk = gi(gjgk), gi, gj, gk ∈ G (3.2)
3. Identity element exits:
∃E, Egi = giE = gi, gi ∈ G (3.3)
4. Inverse element exits: Each element g within set G has an inverse element g−1 such
that,
gg−1 = g−1g = E, g, g−1 ∈ G (3.4)
Let H be a subgroup of G (H ⊂ G) with elements h1, h2, · · · , hnH . Then the coset
decomposition of G with respect to H is,
G =
t∑
i=1
giH, (3.5)
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where t = nG/nH is the number of different cosets within G. All cosets have same number of
elements nH and do not have common elements. In general, a left coset giH does not coincide
with the corresponding right coset Hgi. But when they coincide, H is called invariant
subgroup of G (H C G). That is,
giH = Hgi or giHg
−1
i = H ∀gi ∈ G, (3.6)
If H C G, and all the coset representatives gi form a group Q themselves, then G is
called a semidirect product of H and Q,
G = H ∧Q. (3.7)
3.1.2 Representation of a group
The homomorphous image of a group G in a linear vector space L also forms a group GD,
which is called a representation of G. The group GD contains a set of linear operators
Dˆ(g) = gˆ as its elements. The linear space L is called the space of the representation. Any
basis in L is also the basis functions of the representation. The representation shares the
same dimension with the linear space L.
If e1, e2, · · · , en is a set of basis in L, then the operator gˆ is defined by a matrix D(g),
gˆei =
n∑
j=1
Dji(g)ej. (3.8)
A representation is reducible if, in the corresponding space L, there exists a subspace
with smaller dimension invariant under all group operators from G. Otherwise, it is an
irreducible representation (irrep).
Let χ(i)(g) be the character, i.e. trace, of the i-th irrep on group element g, D(i)(g). Let
χ(g) be the character of a reducible representation on group element g, D(g). We obtain
the multiplicity of irrep contained in the reducible representation,
ri =
1
nG
∑
g∈G
χ(g)[χ(i)(g)]∗. (3.9)
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Subduction of representation: H is a subgroup of G. When the α-th irrep D(α)(g)
of group G is restricted to elements of H only, denoted as D(α)↓H, then the representation
is in general reducible and can be decomposed into irreps dγ(h) of H ,
D(α) ↓ H =
∑
γ
r(α)γ d
γ(h) (3.10)
where the multiplicity can be calculated from (3.9) as,
r(α)γ =
1
nH
∑
h
χ(α)(h)[χ(γ)(h)]∗. (3.11)
Group subduction gives us a way to generate representation of subgroup from irrep of a
larger group.
Induction of Representation: H is a subgroup of G,
G =
t∑
j=1
gjH, g1 = E, t = nG/nH , (3.12)
where gj is the coset representative. Suppose d
(γ)(h) is an irrep of H. The corresponding
vector space L(1) of this irrep is invariant under H,
Dˆ(h)L(1) = L(1). (3.13)
However, every coset representative gj, after acting on L
(1), will generate a new linear space,
denoted as L(j),
Dˆ(gj)L
(1) = L(j). (3.14)
Then the direct sum of this set of linear spaces Ln =
∑
j L
(j) is the space of a representation
of the larger group G. This representation matrix of G is in general reducible and has the
form
D
[γ]
i′j′,ij(g) = d
(γ)
i′i (g
−1
j′′ ggj)δj′j′′ . (3.15)
Group induction gives us a way to generate representation (not necessarily an irrep) of
larger group from irrep of its subgroup.
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3.2 Irreducible representation of space group
3.2.1 Crystal symmetry and Bloch function
Each real crystalline solid is connected to one of the 14 Bravais lattice, or 7 crystal system.
Each system is invariant under one type of point group, called holosymmetric point group
P . They are,
• Ci(1¯) — triclinic
• C2h(2/m) — monoclinic
• D2h(mmm) — orthorhombic
• D4h(4/mmm) — tetragonal
• D3d(3¯m) — trigonal
• D6h(6/mmm) — hexagonal
• Oh(m3¯m) — cubic
A primitive cell of a crystal contains only one lattice point while conventional unit cell is
the one that preserves point symmetry of the lattice. Wigner-Seitz cell has both advantages.
Namely, it contains only one lattice point and preserves point symmetry of the lattice as
well. Fig. 3.1 shows the three types of unit cell for face centered cubic.
Figure 3.1: From left to right: primitive cell, crystallographic conventional cell and Wign-
er-Seitz unit cell for a face centered cubic (fcc) lattice. The figure is from [9].
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When atoms are arranged around each Bravais lattice point, the crystal point group F
that leaves crystal invariant is a subset of the holosymmetric point group P (F ⊆ P ). After
we take all Ri’s from F and combine them with lattice translations, each element in the
crystal space group G can be written as Seitz symbol,
{Ri|vi + Rn} (3.16)
where every vi is a fractional translation arised from atomic arrangement around Bravais
lattice points and is associated with the corresponding Ri. They could be different by
choosing different origins and orientations of coordinate system. Rn is an integer lattice
translation defined as,
Rn = n1a1 + n2a2 + n3a3 (3.17)
where a1, a2, a3 are the primitive cell lattice vectors and n1, n2, n3 are integers. Hence the
coset decomposition of space group G with respect to pure translation subgroup T is,
G =
nF∑
i=1
{Ri|vi}T (3.18)
We can also prove T is a invariant subgroup of space group G.
If by proper choice of coordinate system we can set all vi to be zero, then all the coset
representatives form crystal point group F . Therefore, G is a semidirect product of F and
T .
G = T ∧ F (3.19)
Crystal with such property is symmorphic, otherwise it is nonsymmorphic.
When dealing with cyclic crystal lattice, Fourier transform is commonly used. It maps
real space functions to reciprocal space. Reciprocal lattice basis vectors b1, b2, b3 in this
space are defined by,
ai · bj = 2piδij . (3.20)
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In three dimensional space, we can solve for b1, b2, b3 as,
b1 = 2pi
a2 × a3
a1 · (a2 × a3)
b2 = 2pi
a3 × a1
a1 · (a2 × a3)
b3 = 2pi
a1 × a2
a1 · (a2 × a3) .
(3.21)
Then each reciprocal lattice translation is formed by,
Gm = m1b1 +m2b2 +m3b3 , (3.22)
where m1, m2, m3 are integers. It is easy to show that ,
Rn ·Gm = 2pi(n1m1 + n2m2 + n3m3). (3.23)
The unit cell spanned by b1, b2, b3 is defined as the first Brillouin zone (BZ). The Wigner-
Seitz cell of reciprocal lattice is also called the first Brillouin zone (BZ).
Since the effective potential in the Kohn-Sham Hamiltonian (2.16) is now cell periodic
in the cyclic crystalline environment, it follows that the eigenfunctions of the Hamiltonian
are also cell periodic up to a phase factor,
ψKSnk (r + R) = e
ik·RψKSnk (r) (3.24)
This is called Bloch theorem and ψKSnk is called Bloch states. k is a number labelling trans-
lational symmetry and will be further discussed in Section 3.2.2. n labels the eigenvalues
regarding the Hamiltonian. (3.32) can be written in another way as,
ψKSnk (r) = e
ik·ruKSnk (r). (3.25)
Then uKSnk is cell periodic Bloch state without phase factor.
uKSnk (r + R) = u
KS
nk (r). (3.26)
3.2.2 Little group method of generating irreps for space group
With periodic boundary condition, we only consider, instead of infinite lattice, a supercell
that spans N1, N2 and N3 primitive cells along three lattice directions a1, a2, a3. Points out-
side the supercell are equivalent to their periodic images within the supercell by translations
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An =
∑3
i=1 ni(Niai). Therefore, the translation group T has only N = N1N2N3 elements.
They are Rn =
∑3
i=1 niai with ni = 1, 2, · · · , Ni. Since T is an Abelian group, all of its
irreps are one-dimensional. Therefore, there are N = N1N2N3 number of irreps for T . For
each direction, periodicity implies,
{E|ai}Ni = {E|0}. (3.27)
The corresponding irrep matrix satisfies the similar property,
[D({E|ai})]Ni = D({E|0}) = 1, (3.28)
which gives us,
D(pi)({E|ai}) = e−2piipi/Ni pi = 0, 1, · · · , Ni − 1. (3.29)
Generalizing this equation to three-dimensional case, we have all irrep matrices for T ,
D(p1,p2,p3)({E|Rn}) = e−2pii(p1n1/N1+p2n2/N2+p3n3/N3) pi = 0, 1, · · · , Ni − 1. (3.30)
If we use wave-vector k within the first BZ to label the irreps, (3.30) is same as,
D(k)({E|Rn}) = e−ikRn
with k =
p1
N1
b1 +
p2
N2
b2 +
p3
N3
b3 pi = 0, 1, · · · , Ni − 1
(3.31)
Therefore, Bloch theorem (3.32) can be rewritten as,
{E|Rn}ψKSnk (r) = D(k)({E|Rn})ψKSnk (r), (3.32)
which implies that Bloch eigenfunctions are basis functions for the irreps of translation group
T . The next step is to show that band index can also be interpreted as labels for irreps of
space group G.
In order to generate irreps for G, we can apply group representation induction procedure
on (3.18). Find among coset representatives in (3.18) those that leave k invariant. Namely,
these {R(k)i |vi} should satisfy,
R
(k)
i k = k + Gm, (3.33)
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The cosets corresponding to these {R(k)i |vi} form a new space group called group of wave
vector Gk. Bloch functions at wave vector k first span the space of irrep (called small irrep)
of Gk,
gˆψ
(α)
i,k (r) =
nα∑
i′=1
D
(k,α)
i′i (g)ψ
(α)
i′,k(r), g ∈ Gk. (3.34)
Then the space group G can be decomposed as a sum of cosets with respect to the
subgroup Gk,
G =
ns∑
j=1
gjGk, gj = {Rj|vj} /∈ Gk. (3.35)
Using standard representation induction procedure in Section 3.1.2 from Gk to G, we obtain
representation matrix for the larger group G,
D
(∗k,α)
i′j′,ij (g) = D
(k,α)
i′i (g
−1
j′′ ggj)δj′′j′ (3.36)
This is an irrep of space group G induced from α-th irrep of Gk. It can be proved that basis
functions of this new irrep are,
ψ
(α)
i (kj, r) = gjψ
(α)
i (k, r) i = 1, · · · , nα; j = 1, · · · , ns
kj = Rjk with Rj from gj
(3.37)
The vectors k1,k2, · · · ,kns form a set called the star of k. Various methods (especially
for nonsymmorphic crystal) have been used to calculate small irrep matrices D(k,α)(g) or
character tables at high symmetry k points. Then the character tables are further used
to calculate compatibility relation among different k points that are connected. At this
moment, we have used group theory to label Bloch eigenstates. The running index of an
irrep is actually the band index. The following theorem tells us how each irrep relates to
eigenenergies.
Wigner Theorem: Eigenfunctions of Kohn-Sham Hamiltonian Hˆ with the same eigen-
value are the basis functions of an irrep of the symmetry group of Hˆ, i.e. space group G for
periodic solid, in the absence of accidental degeneracy.
According to Wigner Theorem, we can conclude that Bloch eigenfunctions and eigenval-
ues of Hˆ are classified by irreps D(∗k,γ) of space group. Each irrep has dimension pnγ, where
p is number of rays in star of k and nγ is the dimension of small irrep γ.
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We can also define simple (nondegenerate) band: for any k in 1BZ, small irrep γ is always
one dimensional in eigenenergy. Otherwise, it is a composite (degenerate) band.
3.3 Induced representation of space group from site symmetry
group
3.3.1 Site symmetry group
Given a point (or Wyckoff position) q in the real space primitive cell. All symmetry opera-
tions from space group G that leave q invariant form the site symmetry group of q, denoted
as Gq.
gqq ={Rq|vq + tq}q = Rqq + vq + tq
=q, with gq ∈ Gq
(3.38)
The subgroup Gq is sometimes called little group of q and is isomorphic with point group
formed by Gq’s pure rotational part. Therefore, the space group G can be written as sum
of left cosets of Gq,
G =
∑
jn
gjnGq =
∑
jn
{Rj|vj + tj + tn}Gq (3.39)
Here gj0 = {Rj|vj+tj} is one of the symmetry operations that transforms q to its symmetry
equivalent Wyckoff position qj within the same primitive cell. The number of qj within a
primitive cell is defined as the multiplicity J of Wyckoff position q. q1 is actually q in our
context. We choose g10 = {R1|v1 + t1} to be identity operation of G, which is also a group
element in Gq.
Two-dimensional square and triangular lattices are used as examples to visualize Wyckoff
positions in Figure 3.2. There are 7 symmetry distinct Wyckoff positions in square lattice.
They are denoted by letters from a to g. For triangular lattice, there are 6 different Wyckoff
positions denoted from a to f . The various sets of Wyckoff positions for all the space
groups have been given in the International Tables for Crystallography [48]. One can easily
references for the system under study.
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Figure 3.2: Wigner-Seitz Cell of two-dimensional square and triangular lattices. Square
lattice Wyckoff positions: 1a, 1b, 2c, 4d, 4e, 4f, 8g. Triangular lattice Wyckoff positions:
1a, 2b, 3c, 6d, 6e, 12f. The number before each letter is the corresponding multiplicity. The
figure is from [10].
3.3.2 Symmetry-adapted Wannier functions
The symmetry-adapted Wannier functions centered at a Wyckoff position q are basis func-
tions of irrep of little group Gq. We denote them as W
(β)
i1 (r) = W
(β)
i (r−q). Therefore, these
Wannier functions transform under gq as,
{Rq|vq + tq}W (β)i1 (r) = W (β)i (R−1q (r− vq − tq)− q)
= W
(β)
i (R
−1
q (r− q))
=
nβ∑
i′=1
d
(β)
i′i (Rq)W
(β)
i′1 (r),
(3.40)
where d(β)(Rq) are representation matrices of irrep β. We can generate Wannier functions
centered at q’s symmetry equivalent point qj as follows,
W
(β)
ij (r) = gj0W
(β)
i1 (r)
= {Rj|vj + tj}W (β)i (r− q)
= W
(β)
i (R
−1
j (r− qj))
(3.41)
Wannier functions can be chosen to be real if the irrep matrices d(β) are real. From group
induction theory, we can understand how Wannier functions transform under a general space
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group symmetry operation {R|v}. For an arbitrary g = {R|v} ∈ G and coset representative
gjn, there exist only one gj′n′ and one h = {Rq|vq + tq} ∈ Gq such that,
g = gj′n′hg
−1
jn (3.42)
This is obvious from group rearrangement theorem. After several mathematical manipula-
tion, we can get,
R = Rj′RqR
−1
j (3.43)
tn′ = Tj′j +Rtn (3.44)
Tj′j = {R|v}qj − qj′ (3.45)
Therefore, symmetry-adapted Wannier function that centered at qj and is i-th basis function
of irrep β, transforms as,
{R|v}W (β)ij (r− tn) = gj′n′hg−1jnW (β)ij (r− tn)
= gj′n′hW
(β)
i1 (r)
= gj′n′
nβ∑
i′=1
d
(β)
i′i (Rq)W
(β)
i′1 (r)
=
nβ∑
i′=1
d
(β)
i′i (R
−1
j′ RRj)W
(β)
i′j′ (r−Rtn −Tj′j)
(3.46)
This is an induced representation of the space group and is in general reducible. In practice,
we only calculate Wannier functions centered within one primitive cell, because the rest are
just periodic translated. So for the following sections, we set tn = 0 from (3.42) to (3.46).
Then (3.46) is exactly the symmetry constraint in problem (4.5), where a composite index
{ijβ} indicates a band index {mβ}.
3.3.3 Band symmetry analysis
Within the space of induced representation (q, β) of the space group (3.46), construct a set
of new basis functions that span irreps of translation group T , namely, Bloch functions in
Wannier gauge,
ψ
(β)
ij (k, r) =
∑
n
eik·tnW (β)ij (r− tn). (3.47)
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They transform as,
{R|v}ψ(β)ij (k, r) = e−iRk·Tj′j
nβ∑
i′=1
d
(β)
i′i (R
−1
j′ RRj)ψ
(β)
i′j′(Rk, r). (3.48)
If we fix the wave vector k and restrict {R|v} in (3.48) only taken from Gk, i.e. the group
of wave vector at k, then ψ
(β)
ij (k, r) with i = 1, · · · , nβ and j = 1, · · · , J span the space the
representation of Gk with character,
χ
(β)
k ({R|v}) =
J∑
j=1
e−ik·Tjj χ˜(β)(R−1j RRj), (3.49)
where
χ˜(β)(R−1j RRj) =

0 if R−1j RRj /∈ {Rq}
nβ∑
i=1
d
(β)
ii (Rq) if R
−1
j RRj ∈ {Rq}
(3.50)
Then with the help of orthogonality relationship, we obtain the subduction frequency r
(q,β)
(k,α),
which is the number of times that the small irrep (k, α) of Gk with character X
(α)
k is contained
in this induced representation (q, β) subduced on Gk,
r
(q,β)
(k,α) =
1
N{R|v}∈Gk
∑
{R|v}∈Gk
(χ
(β)
k ({R|v}))∗X(α)k ({R|v}). (3.51)
Another subduction frequency of interest r
(k,α)
(q,β) is the number of times that irrep β of Gq
with character χ(β) is contained in full irrep (∗k, α) of the space group with with character
X(∗k,α) subduced on Gq and it can be calculated in the same way,
r
(k,α)
(q,β) =
1
Ng∈Gq
∑
g∈Gq
(χ(β)(g))∗X(∗k,α)(g) (3.52)
(3.51) basically says given Wannier functions’ centers and irrep, we can determine the cor-
responding irreps at each k point, and vice versa from (3.52). By Frobenius Theorem, r
(q,β)
(k,α)
equals to r
(k,α)
(q,β) .
Subduction frequency (3.51) gives us a way to label the induced representation (q, β)
using irreps of Bloch eigenfunctions at several high symmetry k points that belong to a set
K.
(q, β) ∼ k1(α(1)1 , α(1)2 , · · · ),k2(α(2)1 , α(2)2 , · · · ), · · · with ki ∈ K (3.53)
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Set K only contains a few k-points because the symmetry of other k-points can be uniquely
determined by compatibility relation.
Band representation is further introduced to describe the symmetry of an electron band
as a whole entity. A band representation of a space group G is direct sum of G’s irreps and
has the following properties:
• The basis functions of a band representation are Bloch eigenfunctions on all k stars
within the first Brillouin zone. There are same number p of Bloch eigenstates at every
k point.
• If the supercell of periodic lattice has N = N1N2N3 primitive cells, the band represen-
tation is an Np-dimensional reducible representation.
• These basis functions should satisfy compatibility relation throughout the Brillouin
zone.
An induced representation (q, β) is a special case of band representation with p = nqnβ.
(nq is the multiplicity of Wyckoff position q.) An induced representation (q, β) is called
simple if it is impossible to split the space of this representation into subspaces which are
also spaces of some induced representation. Otherwise, it is called composite induced repre-
sentation which is a direct sum of simple ones. Simple and composite induced representation
are both reducible since according to (3.48) they can be decomposed to full irreps at several
star of k.
Moreover, we only care about Wannier functions that center at a few Wyckoff positions
that form a set Q. Set Q contains Wyckoff positions whose site symmetry groups are not
included by any other site symmetry groups. Therefore, the site symmetry groups Gq for
q ∈ Q are called maximal isotropy subgroups. It can be shown that all simple induced
representations may be generated by induction from irreps of maximal isotropy subgroups.
The site symmetry group of any q ∈ Q will only induce simple induced representations.
Mathematically we can prove that if q /∈ Q , the space group representation (q, β) induced
from irrep β of Gq is composite. The decomposition of composite representation into simple
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representation is not always unique as Gq might be included in several maximal isotropy
subgroups.
The principles in this sections are essential to tabulate induced representation tables
in Ref. [9]. These tables basically tells how to speicifiy correct centers and symmetries of
Wannier functions given a band representation. The simple induced representation table of
square lattice is given in Table. 5.1. The simple induced representation table of space group
Fd3¯m (227) is also given in Table. 6.1.
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CHAPTER 4
Compressed symmetry-adapted Wannier functions
4.1 L1 regularized variational problem
As we have mentioned in Chapter 3, Wannier functions can be generated by minimizing the
ground state electronic total energy. However, it is usually very hard to design localization
criteria. We have proposed a fast iterative algorithm in [8] to generate localized real-space
Wannier functions from an L1 regularized minimization problem of the total energy, where
localization and shift-orthogonalization are enforced simultaneously and explicitly.
W1 = argmin.
W
J (W ) s.t. 〈WR|WR′〉 = δRR′
Wm = argmin.
W
J (W ) s.t. 〈WR|WR′〉 = δRR′
and 〈WR|WnR′〉 = 0
for n < m.
(4.1)
Here, the L1 regularized energy functional is,
J (W ) := 1
µ
‖W‖1 + 〈W |Hˆ|W 〉 , (4.2)
with Hˆ being the Kohn-Sham Hamiltonian. The L1 norm of a real wavefunction is defined
as,
‖W‖1 =
∫
Ω
|W (r)| dr, (4.3)
where Ω is the supercell. For complex function, the L1 norm is defined as,
‖W‖1 =
∫
Ω
(|Re[W(r)]|+ |Im[W(r)]|) dr. (4.4)
Unlike Kohn’s approach, the objective function is minimized with respect to Wannier func-
tions directly, instead of variational parameters, hence much less human intuition is involved.
30
The effect of the L1 term is to localize the solutions, and the parameter µ controls the trade-
off between sparsity and accuracy: larger values of µ give solutions that better minimize the
total energy at the expense of more extended Wannier functions, while a smaller µ gives
highly localized wavefunctions at the expense of larger errors in the calculated energies. Fur-
thermore, due to the properties of the L1 term, the wavefunctions that minimize Eq. (4.2)
have compact support, i.e. they are nonzero only in a finite spatial region. In practice, µ
can vary for different Wannier functions, but for simplicity we set them to be same for all
levels in the following discussions and simulations.
Eq. (4.1) is a level-by-level approach. One Wannier function is calculated at a time, and
is not only an minimizer of its energy, but also orthogonal to calculated Wannier functions
with lower energies.
4.1.1 All-irreps approach
As is discussed in Cahpter 3, Wannier functions transform as irreducible representation
of crystal site symmetry group [49]. Unfortunately, the level-by-level scheme (4.1) tends
to lose symmetry properties for Wannier functions of higher energies (usually fall into the
manifold of composite bands or entangled bands), even though they are well localized and
still preserve the band structure. This is because as a minimizer of energy functional, each
Wannier function tends to fill the lowest unoccupied eigenstate of Hamiltonian for each k in
Brillouin Zone. Within entangled bands where different branches couple, the branch spanned
by each (asymmetric) Wannier function might contain parts that do not satisfy compatibility
relations. Namely, each Wannier function does not span a complete band representation.
Usually, this is not a problem for single bands because they are separated from others and
no entanglement comes in. Nevertheless, there will be no problem if we minimize, instead
of using level-by-level approach, the summation of L1 regularized energy functionals of all
the Wannier functions and meanwhile incorporate symmetry constraints explicitly. Before
minimization, symmetry information is retrieved from Simple Induced Representation Table
[9], as is stated in Section 3.3.3. Therefore, the symmetry and centers of this set of Wannier
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functions can be deduced from symmetry behavior of Bloch functions only at several high
symmetry points within irreducible Brillouin zone. In this case, the optimization problem
can be formulated as,
min.
{Wm}M
M∑
m=1
(
1
µ
‖Wm‖1 + 〈Wm|Hˆ|Wm〉
)
s.t. 〈WmR|Wm′R′〉 = δmm′δRR′
{R|v}Wmβ(r) =
∑
m′β
D
(β↑)
m′βmβ
(R)Wm′β(r−Tj′′j)
(4.5)
where D
(β↑)
m′βmβ
(R) = d
(β)
i′i (R
−1
j′′ RRj)δj′′j′ is the induced representation matrix of a space group
symmetry operation {R|v} with R being the rotation and v being the fractional translation.
β specifies an irreducible representation (irrep) of Wannier functions. Band index mβ here
is a collective index that consists of {ij} with i running over the dimension of the irrep β
and j indicating the center of that Wannier function.
4.1.2 Irrep-by-irrep approach
Moreover, an alternative modification of the level-by-level scheme (4.1) is an irrep-by-irrep
approach. This approach does not break symmetry since Wannier functions within one irrep
are calculated at a time and are required to be orthogonal to the ones from previous irreps.
Wm1 =argmin.
Wm1
∑
m1
(
1
µ
‖Wm1‖1 + 〈Wm1|Hˆ|Wm1〉
)
s.t. 〈Wm1R|Wm′1R′〉 = δm1m′1δRR′
{R|v}Wm1(r) =
∑
m′1
D
(1↑)
m′1m1
(R)Wm′1(r−Tj′′j)
Wmβ =argmin.
Wmβ
∑
mβ
(
1
µ
‖Wmβ‖1 + 〈Wmβ |Hˆ|Wmβ〉
)
s.t. 〈WmβR|Wm′βR′〉 = δmβm′βδRR′
and 〈WmβR|WmαR′〉 = 0 for α < β.
{R|v}Wmβ(r) =
∑
m′β
D
(β↑)
m′βmβ
(R)Wm′β(r−Tj′′j)
(4.6)
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When implemented numerically, the only difference between (4.5) and (4.6) exists in the
orthogonalization step, where (4.5) uses Singular Value Decomposition (SVD) orthogonal-
ization [50] and (4.6) uses SVD orthogonalization for Wannier functions within each irrep
and Gram-Schmidt orthogonalization between different irreps.
Therefore, for simplicity, we consider (4.5) in this section. The minimization problems
(4.5) and (4.6) becomes k-separable under planewaves basis set. No derivatives with respect
to k are involved into our calculations. With symmetry constraints, only k points from the
irreducible wedge of the Brillouin zone need to be considered. Therefore, the computational
effort is similar to that required for conventional band structure calculations.
4.1.3 Comparison with maximally localized Wannier functions
Compared to MLWFs scheme, our method has significant differences:
1. Minimization problem (4.5) and (4.6) is completely formulated in terms of Wannier
functions.
2. Under planewaves basis set, the optimization problem is fully k-separable. No deriva-
tive of k is involved into calculations. We will discuss this in detail in the next section.
3. Our method works same for insulators and metals. Energy window is not required to
choose the manifold of interest. No disentanglement procedure is needed for entangled
bands.
4. With a finite µ, compactly-supported Wannier functions are nonzero only within a
finite region where we want to achieve a certain extent of accuracy and are strictly
zero anywhere else. This is advantageous when they are used to construct efficient
algorithms and for a lot of other applications, because the resulting Wannier functions
do not need to be cut off “by hand” and significant numerical errors are avoided.
5. Our method does not require symmetric initial trial functions in a sense that Gaussians
with random background noise are usually enough. Even though shift-orthogonal con-
straints have brought non-convexity to the problem, symmetric functions with highly
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compact support can easily form within a few iterations when the weight of L1 norm
is very large, i.e. at small µ (note: µ can be different for different Wannier func-
tions). Then one starts to gradually lower the weight of L1 norm by increasing µ. As
a result, the compact supports of Wannier functions become larger and larger until
certain degree of accuracy is achieved. Wannier functions with finite compact support
will become Wannier functions with exponential (or polynomial) decay if µ approaches
infinity. In the sense of avoiding local minimum, tuning 1
µ
from large to small is quite
analogous to decreasing temperature in the simulated annealing process. An appropri-
ate cooling rate drives solution path towards global minimum more efficiently.
4.2 Implementation under planewaves basis set
In the planewaves pseudopotential setting, Fourier expansion of Wannier functions can be
written as,
Wm(r) =
∑
k
∑
G
W˜mk(G)e
i(k+G)r, (4.7)
The inverse Fourier transform is given by,
W˜mk(G) =
1
|Ω|
∫
Ω
Wm(r)e
−i(k+G)r dr. (4.8)
W˜mk(G) is exactly the Bloch function in Wannier gauge under planewaves basis set. Hence
the total energy can be written in reciprocal space as,
M∑
m=1
〈Wm|Hˆ|Wm〉 = |Ω|2
M∑
m=1
1BZ∑
k
∑
G,G′
W˜ ∗mk(G)Hˆk(G,G
′)W˜mk(G′) (4.9)
with,
Hˆk(G,G
′) = 〈k + G|Hˆ|k + G′〉
=
1
2
(k + G)2δGG′ + V˜ (G−G′)
(4.10)
Our previous algorithm [8] has shown that the shift-orthogonality constraint in real space is
equivalent with orthogonal constraint in reciprocal space, (Eq. 7.19 in Ref. [51])∑
G
W˜ ∗m′k(G)W˜mk(G) =
δm′,m
N |Ω| ∀ k ∈ 1BZ. (4.11)
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The symmetry constraint can also be written in reciprocal space following the same manner,
W˜mβ ,R−1k(G) =
∑
m′β
D
(β↑)
m′βmβ
(R)ei(k+RG)(v−Tj′j)
· W˜m′βk(RG) ∀ k ∈ 1BZ.
(4.12)
with D
(β↑)
m′βmβ
(R) = d
(β)
i′i (R
−1
j′′ RRj)δj′′j′ . In the rest of this section, we will illustrate in general
how symmetry constraint can help reduce the computation effort by only taking into account
k points from irreducible Brillouin zone and also enforce Wannier functions to transform
according to irreps of site symmetry group.
4.2.1 Energy functional
We introduce notations NR as the number of all symmetry operations in the space group
without integer lattice translation, NRk as the number of symmetry operations that leave an
irreducible k point “invariant”, i.e. Rk = k + G, and wk =
1
NRk
as the weight index for
irreducible k point. The total energy expressed in reciprocal space suffices to be evaluated
on irreducible k points only,
M∑
m=1
〈Wm|Hˆ|Wm〉 =|Ω|2NR
M∑
m=1
iBZ∑
k
∑
G,G′
wkW˜
∗
mk(G)
· Hˆk(G,G′)W˜mk(G′)
(4.13)
Proof. From now on, we expand all band indices {mβ} to be full symmetry indices {ijβ} in
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our derivation. Combine (4.9) and (4.12),
(4.9) =
∑
β
nβ∑
i=1
J∑
j=1
〈W (β)ij |Hˆ|W (β)ij 〉
=|Ω|2
∑
β
nβ∑
i=1
J∑
j=1
1BZ∑
k
∑
G,G′
W˜
(β)∗
ij,k (G)Hˆk(G,G
′)W˜ (β)ij,k(G
′)
=|Ω|2
∑
β
nβ∑
i=1
J∑
j=1
∑
R
iBZ∑
k
∑
G,G′
wkW˜
(β)∗
ij,R−1k(G)
· HˆR−1k(G,G′)W˜ (β)ij,R−1k(G′)
=|Ω|2
∑
β
nβ∑
i=1
J∑
j=1
∑
R
iBZ∑
k
∑
G,G′
wkHˆR−1k(G,G
′)
·
nβ∑
i′=1
d
(β)∗
i′i (R
−1
j′ RRj)e
−i(k+RG)(v−Tj′j)W˜ (β)∗i′j′,k(RG)
·
nβ∑
i′′=1
d
(β)
i′′i (R
−1
j′ RRj)e
i(k+RG′)(v−Tj′j)W˜ (β)i′′j′,k(RG
′)
=|Ω|2
∑
β
J∑
j=1
∑
R
iBZ∑
k
∑
G,G′
wk
nβ∑
i′=1
eiR(G
′−G)v
W˜
(β)∗
i′j′,k(RG)· HˆR−1k(G,G′)W˜ (β)i′j′,k(RG′)
(4.14)
Here we have used the unitarity of representation matrices d(β). We can further expand
Hamiltonian and prove,
HˆR−1k(G,G
′) = 〈R−1k + G|Hˆ|R−1k + G′〉
= 〈k +RG|Hˆ|k +RG′〉eiR(G−G′)v
= Hˆk(RG, RG
′)eiR(G−G
′)v
(4.15)
Hence,
(4.14) =|Ω|2
∑
β
∑
R
J∑
j=1
iBZ∑
k
∑
G,G′
wk
nβ∑
i′=1
W˜
(β)∗
i′j′,k(RG)
· 〈k +RG|Hˆ|k +RG′〉W˜ (β)i′j′,k(RG′)
(4.16)
As is discussed from Section 3.3.2 and from (3.42) and (3.43), we can prove that there is
an one to one correspondence between two symmetry equivalent Wyckoff position j and j′
given {R|v}, i.e.
j = j(R, j′) (4.17)
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j′ = j′(R, j) (4.18)
Therefore, The summation
∑J
j=1 in (4.16) can be replaced by
∑J
j′=1,
(4.16) =|Ω|2
∑
β
∑
R
J∑
j′=1
iBZ∑
k
∑
G,G′
wk
nβ∑
i′=1
W˜
(β)∗
i′j′,k(G)
· Hˆk(G,G′)W˜ (β)i′j′,k(G′)
=|Ω|2NR
∑
β
nβ∑
i=1
J∑
j=1
iBZ∑
k
∑
G,G′
wkW˜
(β)∗
ij,k (G)
·
[
1
2
(k + G)2δGG′ + V˜ext(G−G′)
]
W˜
(β)
ij,k(G
′)
(4.19)
4.2.2 Shift-orthogonalization theorem
Combine (4.11) and (4.12), we can come to the conclusion that as long as k-space orthog-
onality condition in (4.11) holds for k in irreducible Brillouin zone, it also holds for any k
points in the first Brillouin zone,∑
G
W˜ ∗m′k(G)W˜mk(G) =
δm′,m
N |Ω| ∀ k ∈ iBZ. (4.20)
Proof. For ∀k′ ∈ 1BZ, there exist symmetry operation R (pure rotation part of space group
element), and k ∈ iBZ, such that k = Rk′. Then the left hand side of (4.11) becomes,∑
G
W˜
(β′)∗
i′j′,k′(G)W˜
(β)
ij,k′(G) =
∑
G
W˜
(β′)∗
i′j′,R−1k(G)W˜
(β)
ij,R−1k(G) (4.21)
Plug (4.12) into (4.21), then,
(4.21) =
∑
G
nβ′∑
i′0=1
nβ∑
i0=1
d
(β′)∗
i′0i′
(R−1j′0 RRj′)d
(β)
i0i
(R−1j0 RRj)
· ei(k+RG)(Tj′0j′−Tj0j)W˜ (β′)∗i′0j′0,k(RG)W˜
(β)
i0j0,k
(RG)
=
nβ′∑
i′0=1
nβ∑
i0=1
d
(β′)∗
i′0i′
(R−1j′0 RRj′)d
(β)
i0i
(R−1j0 RRj)
· eik(Tj′0j′−Tj0j)
∑
G
W˜
(β′)∗
i′0j
′
0,k
(G)W˜
(β)
i0j0,k
(G)
(4.22)
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Because the shift-orthogonalization constraint holds for k ∈ iBZ,
(4.22) =
nβ′∑
i′0=1
nβ∑
i0=1
d
(β′)∗
i′0i′
(R−1j′0 RRj′)d
(β)
i0i
(R−1j0 RRj)
· eik(Tj′0j′−Tj0j) δi′0,i0δj′0,j0δβ′,β
N |Ω|
(4.23)
Again, we use one to one correspondence between symmetry equivalent Wyckoff position
given R,
j0 = j0(R, j), j = j(R, j0) (4.24)
j′0 = j
′
0(R, j
′), j′ = j′(R, j′0) (4.25)
This means j0 = j
′
0 is equivalent with j = j
′. In other words, this implies δj′0,j0 = δj′0,j0δj′,j =
δj′,j. Plug it in (4.23) and use the unitarity of d
(β),
(4.23) =
nβ′∑
i′0=1
nβ∑
i0=1
d
(β)†
i′i′0
(R−1j0 RRj)d
(β)
i0i
(R−1j0 RRj)
δi′0,i0δj′,jδβ′,β
N |Ω|
=
nβ∑
i0=1
d
(β)†
i′i0 (R
−1
j0
RRj)d
(β)
i0i
(R−1j0 RRj)
δj′,jδβ′,β
N |Ω|
=
δi′,iδj′,jδβ′,β
N |Ω|
(4.26)
Hence complete the proof.
4.2.3 Symmetry projection
While it is convenient for total energy and shift-orthogonalization to be evaluated in recipro-
cal space, L1 shrinkage step (or localization) can only be performed in real space. Symmetry
constraint is enforced explicitly via a projection from irreducible k-components of W˜mk(G)
to real space Wannier functions, bridging the gap k-space and real space operations. To be
specific,
Wmβ(r) =
iBZ∑
k
∑
G
∑
m′β
W˜m′βk(G)·A
(β)
m′βmβk
(G, r) (4.27)
where A (β)m′βmβk
(G, r) is termed Symmetrized Planewaves here,
A (β)m′βmβk
(G, r) = wk
∑
Rq
d
(β)
i′i (Rq)e
i(k+G)gj′0{Rq|vq+tq}g−1j0 r
(4.28)
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A (β)m′βmβk
(G, r) can be calculated as input parameters for the program once and for all. Irrep
matrices d(β)(Rq) for all site symmetry elements Rq are the only symmetry related parame-
ters needed for input once the Wyckoff positions of Wannier functions are given.
Proof.
W
(β)
ij (r) =
1BZ∑
k
∑
G
W˜
(β)
ij,k(G)e
i(k+G)r
=
∑
R
iBZ∑
k
wk
∑
G
W˜
(β)
ij,R−1k(G)e
i(R−1k+G)r
=
∑
R
iBZ∑
k
wk
∑
G
nβ∑
i′=1
d
(β)
i′i (R
−1
j′ RRj)
· ei(k+RG)(v−Tj′j)W˜ (β)i′j′,k(RG)ei(k+RG)·Rr
=
iBZ∑
k
∑
G
nβ∑
i′=1
∑
R
W˜
(β)
i′j′,k(G)·wkd(β)i′i (R−1j′ RRj)
· ei(k+G)(v−Tj′j+Rr)
(4.29)
Because of one to one correspondence between symmetry equivalent Wyckoff position,
j′ = j′(R, j) (4.30)
In (4.30), if we fix j and treat j′ as a function of R, then it is a surjection instead of a
bijection. If j′ and j are specified, we denote R(j′, j) as those R that satisfy j′ = j′(R, j).
(4.29) =
iBZ∑
k
∑
G
nβ∑
i′=1
∑
j′
W˜
(β)
i′j′,k(G)·wk
·
∑
R(j′,j)
d
(β)
i′i (R
−1
j′ RRj)e
i(k+G)(v−Tj′j+Rr)
=
iBZ∑
k
∑
G
nβ∑
i′=1
∑
j′
W˜
(β)
i′j′,k(G)·A (β)i′i,j′j(k + G, r)
(4.31)
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where A (β)i′i,j′j(k + G, r) is called Symmetrized Planewaves here. Our next task is to simplify
A (β)i′i,j′j(k + G, r) to a computable form. Using (3.42) to (3.45),
v −Tj′j +Rr = v − {R|v}qj + qj′ +Rr
= qj′ − gqj + gr
= qj′ − gj′n′hg−1j0 qj + gj′n′hg−1j0 r
= qj′ − (qj′ + tn′) + gj′0hg−1j0 r + tn′
= gj′0hg
−1
j0 r
(4.32)
Hence the Symmetrized Planewaves have a concise form,
A (β)i′i,j′j(k + G, r) = wk
∑
Rq
d
(β)
i′i (Rq)e
i(k+G)gj′0hg
−1
j0 r (4.33)
where h = {Rq|vq+tq} and the summation runs over all elements h within the site symmetry
group of one Wyckoff position (Wannier center).
Another option for symmetry projection is to make use of Fast Fourier Transform (FFT)
for acceleration. The structure of A (β)i′i,j′j(k + G, r) can be further explored so as to achieve
“N logN” scaling,
W
(β)
ij (r) =
nβ∑
i′=1
∑
j′
∑
Rq
d
(β)
i′i (Rq)gj0h
−1g−1j′0U
(β)
i′j′ (r)
= gj0
 nβ∑
i′=1
∑
Rq
d
(β)
i′i (Rq)h
−1∑
j′
g−1j′0U
(β)
i′j′ (r)
 (4.34)
where,
U
(β)
i′j′ (r) =
iBZ∑
k
∑
G
wkW˜
(β)
i′j′,k(G)e
i(k+G)·r (4.35)
Here, we multiply a weight index with Fourier space Wannier function only on irreducible
k-components, i.e. wkW˜
(β)
i′j′ (k + G), ∀k ∈ iBZ, and set the components outside iBZ to be
zero. Then apply inverse FFT to get U
(β)
i′j′ (r) from (4.35). In this case, symmetry operations
are carried out in real space.
The most efficient implementation, which is the one we used in our codes, is to directly
use (4.12) to propagate the values of k-space Wannier functions from iBZ to 1BZ. Then
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we apply inverse FFT to directly get real space Wannier functions. In this case, symmetry
operations are carried out in k-space.
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CHAPTER 5
Optimization algorithms
5.1 Alternating direction method of multipliers
5.1.1 Background of ADMM
Alternating direction method of multipliers (ADMM) [52], sometimes called split Bregman
algorithm [53, 54, 55], is a first order gradient type algorithm which is fast for large scale
programming. It is designed to solve optimization problems with separable objective and
coupling constraint. That is,
min.
x,y
f(x) + h(y)
s.t. Ax+By = b.
(5.1)
The augmented Lagrangian with penalty parameter µ has the form,
Lµ(x, y, λ) = f(x) + h(y) + λ>(Ax+By − b) + µ
2
‖Ax+By − b‖2 (5.2)
Instead of minimizing x and y together, ADMM alternately minimizes the augmented Lan-
grangian over x and y followed by an multiplier update, giving the following algorithm,
xk = argmin
x
Lµ(x, yk−1, λk−1)
yk = argmin
y
Lµ(xk, y, λk−1)
λk = λk−1 + µ(Axk +Byk − b)
(5.3)
ADMM allows to perform optimization in parallel and is very efficient when updating x, y in
each step has low computational cost. For most problems, each subprogram has closed form
solution. The convergence has been proven for problems where there are only two blocks
of variables x and y. But for three or more blocks, ADMM is not guaranteed to converge.
Fortunately, our problem converges even if at least three blocks splitting is necessary.
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5.1.2 Three block ADMM to solve for Wannier functions
To solve optimization problem (4.5) with non-differential objective function and non-convex
orthogonal constraints, we use ADMM. By substituting (4.13)(4.20)(4.27) into (4.5) and
introducing auxiliary variables φ˜mk and ϕ˜mk for L1 term and shift-orthogonal constraint, we
can reorganize the problem as follows,
min.
W˜ ,φ˜,ϕ˜
M∑
m=1
(
1
µ
‖ϕm‖1
)
+ |Ω|2NR
M∑
m=1
iBZ∑
k
∑
G,G′(
wk· W˜ ∗mk(G)Hˆk(G,G′)W˜mk(G′)
)
s.t.
∑
G
φ˜∗m′k(G)φ˜mk(G) =
δm′,m
N |Ω| ∀ k ∈ iBZ.
W˜mk(G) = φ˜mk(G) ∀ k ∈ iBZ
ϕ˜mk(G) = φ˜mk(G) ∀ k ∈ iBZ
ϕmβ(r) =
iBZ∑
k
∑
G
∑
m′β
W˜m′βk(G)·A
(β)
m′βmβk
(G, r) ,
(5.4)
which can be decomposed into the following subprograms.
Quadratic Programming W˜ -update is a convex quadratic program. It can be solved by
preconditioned conjugate gradient method,
W˜+m,k(G) =argmin
W˜m,k
∑
G,G′
W˜ ∗m,k(G)Hˆk(G,G
′)W˜m,k(G′)
+
λ
2
‖W˜m,k(G)− φ˜m,k(G) + b˜m,k(G)‖22
+
γ
2
‖W˜m,k(G)− ϕ˜m,k(G) + c˜m,k(G)‖22
∀ k ∈ iBZ .
(5.5)
Solving such step requires evaluation of
∑
G′ Hˆk(G,G
′)W˜m,k(G′), which already exists
as routines in traditional planewaves-pseudopotential DFT packages.
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Shift-orthogonalization φ˜-update requires minimization of the partial augmented La-
grangian over φ subject to shift-orthogonality constraints,
φ˜+mk(G) = argmin
φ˜mk
χ
2
M∑
m=1
‖φ˜mk(G)− ϕ˜mk(G) + d˜mk(G)‖22
+
λ
2
M∑
m=1
‖φ˜mk(G)− W˜+mk(G)− b˜mk(G)‖22
s.t.
∑
G
φ˜∗m′k(G)φ˜mk(G) =
δm′,m
N |Ω|
∀ k ∈ iBZ .
(5.6)
which can be solved by the singular value decomposition based algorithm proposed in
Ref. [50].
Symmetry Projection
v˜mβk(G) =
γ
γ + χ
(
W˜+mβk(G) + c˜mβk(G)
)
+
χ
γ + χ
(
φ˜+mβk(G) + d˜mβk(G)
) (5.7)
vmβ(r) =
iBZ∑
k
∑
G
∑
m′β
v˜m′βk(G)·A
(β)
m′βmβk
(G, r) (5.8)
L1 Shrinkage ϕ-update requires minimization of the partial augmented Lagrangian over
ϕ, i.e. the proximity operator of L1 norm,
ϕm(r) =argmin
ϕm
1
µ
‖ϕm(r)‖1
+
γ
2
‖ϕm(r)−Wm(r)− cm(r)‖22
+
χ
2
‖ϕm(r)− φm(r)− dm(r)‖22
=argmin
ϕm
1
µ
‖ϕm(r)‖1 + γ + χ
2
‖ϕm(r)− vm(r)‖22 .
(5.9)
Then the real space ϕ is transformed into reciprocal space ϕ˜ and served as input for next
iteration,
ϕ˜+m,k(G) = FFT (ϕm(r)) . (5.10)
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(5.9) can be solved by shrinkage operator, i.e., a component-wise soft thresholding operation,
ϕm(r) = sgn (vm(r)) ·max
(
0, |vm(r)| − 1
(γ + χ)µ
)
. (5.11)
Residual update Update Lagrange multipliers,
b˜+mk(G) := b˜mk(G) + W˜mk(G)− φ˜mk(G)
c˜+mk(G) := c˜mk(G) + W˜mk(G)− ϕ˜mk(G)
d˜+mk(G) := d˜mk(G) + φ˜mk(G)− ϕ˜mk(G) .
(5.12)
Most parameters like converged Hartree, exchange and correlation potential, k-mesh size
and energy cutoff can be directly inherited from self-consistent DFT calculation. The sym-
metry related input parameters of the program are centers of Wannier functions, i.e., Wyckoff
positions, and irrep matrices of their site symmetry group. Space group elements and site
symmetry group elements can be automatically generated once the geometric parameters
of the crystal lattice and the Wyckoff positions are given. Wannier functions and their re-
lated splitting variables φ and ϕ can be initialized by Gaussian trial functions centered at
the given Wyckoff positions plus small background noise, then Fourier transformed to re-
ciprocal space. The parameters µ can start with small values for all irreps until stable and
localized solutions are obtained, then gradually increases as the iterations proceed. When
µ approaches infinity, the compactly-supported Wannier functions become exponentially or
polynomially localized. Usually a finite µ suffices to achieve satisfactory accuracy while not
loosing compact support. The penalty parameters λ, γ and χ control the convergence rate
of Bregman algorithm and does not need to be changed unless the iterations become slow.
At most one of λ, γ and χ can be set to zero.
5.2 Wannier interpolation
Wannier functions form a very accurate basis set for constructing tight-binding Hamiltonian
which can be later used for more efficient calculations involving fine sampling of the Brillouin
zone. Wannier interpolation of the band structure is essentially a Slater-Koster scheme
[56, 57, 58].
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In the beginning, first-principle and Wannier functions calculations are both performed
on a coarser grid. Then the calculated Bloch functions in Wannier gauge, denoted as ψ
(β)
ij,k
in Eq. (3.47) or W˜mk in Eq. (4.8), are used to calculate hopping matrix,
〈Wn0|Hˆ|WmR〉 = 1
N
∑
k∈1BZ
e−ik·R〈W˜nk|Hˆ|W˜mk〉 (5.13)
with Bloch functions in Wannier gauge,
|W˜mk〉 =
∑
R
eik·R|WmR〉 m = 1, 2, · · · , J (5.14)
J is the number of branches in the band representation. The Hamiltonian defined on this
J-branch manifold at each k point can be written as matrix multiplication in reciprocal
space,
〈W˜nk|Hˆ|W˜mk〉 = N |Ω|2
∑
G,G′
W˜ ∗nk(G)Hˆk(G,G
′)W˜mk(G′) (5.15)
Therefore, the hopping matrix elements can be written as,
〈Wn0|Hˆ|WmR〉 = |Ω|2
∑
k∈1BZ
e−ik·R
∑
G,G′
W˜ ∗nk(G)Hˆk(G,G
′)W˜mk(G′) (5.16)
When Wannier functions are localized in the supercell, the magnitude of hopping matrix
element 〈Wn0|Hˆ|WmR〉 decays rapidly with R. Therefore, these short-range matrices can be
transformed into reciprocal-space Hamiltonian matrices defined on arbitrary k-points,
Hk,nm =
∑
R
eik·R〈Wn0|Hˆ|WmR〉 , n,m = 1, 2, · · · , J . (5.17)
Diagonalizing this J by J matrix at each k point is much more efficient than direct diag-
onalizing the Hamiltonian under planewaves basis set, since in the later case, hundreds of
planewaves are needed at each k point.
5.3 Two dimensional square lattice
As an example, we calculate symmetry-adapted Wannier functions for a two-dimensional
square Lattice toy system with lattice parameter w and Hamiltonian Hˆ = −1
2
∇2 + V (r),
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where V (r) takes the form,
V (x, y) = −
∞∑
j=−∞
∞∑
i=−∞
2∑
m=1
Vm
× exp
[
−(x− xm − iw)
2 + (y − ym − jw)2
2σ2
]
.
(5.18)
We choose w = 1, x1 = 0, y1 = 0, x2 = w/2, y2 = w/2, V1 = 60, V2 = 100, σ = 0.2. In this
setting, the system is trying to simulate a binary compound crystal with an atom of stronger
potential centered at integer site (0,0), i.e. Wyckoff position a, and another atom of weaker
potential centered at half integer site (1
2
, 1
2
), i.e. Wyckoff position b. The (symmorphic) space
group of this 2D square lattice is p4mm (space group #11) with pure point elements as E,
C+4z, C
−
4z, C2z, σx, σy, σd1, σd2 corresponding to C4v point group. The symmetry relations
between symmetry-adapted Wannier functions and Bloch eigenfunctions of this system can
be calculated from SITESYM program[59, 60] and has been studied in Ref. [61], resulting
in Table. 5.1, which is called simple induced representation table. The first column of
the table lists all types of Wyckoff positions of this space group with their multiplicities
in the front. The second column shows what kind of irrep Wannier functions can belong
to if they are centered at one Wyckoff position. The third to the fifth columns show that
when a band representation generated by an irrep of Wannier functions is subduced on little
group of high symmetry points Γ(0, 0), X(0, 1
2
) and M(1
2
, 1
2
), what kind of small irreps the
corresponding Bloch eigenfunctions will be. In practice, deducing the centers and irreps of
Wannier functions from band symmetry is like looking the first and second columns up based
on information from the third to the fifth columns.
We diagonalize the Hamiltonian only at the set of high symmetry points Γ, X and M and
summarize the irrep types of first twelve Bloch eigenfunctions (sorted in an energy increasing
order) respectively in Table. 5.2 with the help of character tables of little groups at these
three k points. Compared with Table. 5.1, We can deduce a possible combination of well
localized and compatible symmetry-adpated Wannier functions with corresponding multi-
plicity/center/irrep labeled as 1aA1, 1bA1, 1bA1, 1bB1, 1aB1, 1bB2, 1bE, 1bE, 1aE(Table.
5.3), which serves as symmetry constraint. We calculated twelve symmetry-adapted Wan-
nier functions in a supercell with L = 20 that span the lowest band representation. The
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parameters in Section 5.1 are chosen to be µ = 10√
L
, γ = 102, λ = 103, χ = 0. Initial
guess functions are chosen to be gaussians with centers from symmetry constraint plus ran-
dom noise throughout the supercell. All twelve Wannier functions are presented in FIG 5.1,
which shows compact supports and anticipated symmetries. We also calculated eight Wan-
nier functions using level-by-level approach (4.1), as shown in Fig. 5.2. As anticipated,
Wannier functions that fall into composite band manifold lose symmetry even though they
are still well localized.
Figure 5.1: Compressed Wannier functions calculated in a 20×20 supercell, with prescribed
symmetries and their energies. Only 4×4 ranges near their centers are shown.
We can further calculate Wannier interpolated band dispersion, starting from construct-
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Figure 5.2: Compressed Wannier functions calculated in a 20×20 supercell using lev-
el-by-level approach. Only 6×6 ranges near their centers are shown.
ing the k-space Hamiltonian using Eq. (5.17), where J = 12. By calculating the 12 eigen-
values of matrix Hk in Eq. (5.17), we obtain band structure at each point k. FIG. 5.3
shows perfect agreement of band structure using Wannier interpolation (red dashed lines)
and direct diagonalization under regularized plane-wave basis set (black lines). The higher
branches of the interpolated bands display a slight deviation from the ground true black
lines. This is because of the hybridization of these branches with higher energy Wannier
functions not involved in our optimization problem. One can improve the agreement of in-
terpolated branches ground truth by just including more Wannier functions into calculation,
or can just simply increase µ to reproduce a more accurate band structure with the help of
the energy and sparsity trade-off.
The assignment of centers and irreps of Wannier functions is usually nonunique since
simple induced representation table may generate multiple compatible hybridization schemes
for the same band manifold of interest, especially for entangled bands. However if symmetries
are assigned arbitrarily not following Table. 5.1(for example, all 12 Wannier centers are
assigned at integer sites), the interpolated bands will skip part of the lower ground true
bands while tending to fill up the higher ones due to the symmetry restriction. On the
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Figure 5.3: Energy dispersion from Wannier interpolation (red dashed lines) and diagonal-
ization under regularized plane-wave basis set (black lines).
contrary, variational total energy minimization always wants to fill up the lowest occupied
eigenspace. In this case, these two strength contradict with each other, resulting in poor
localization and slow convergence. Therefore, we should always be careful about symmetry
assignments that violate simple induced representation table.
5.4 Annealed dynamic shrinkage
When this algorithm is implemented with planewaves basis and pseudopotential as a post-
processing tool to calculate Wannier functions of real materials. The parameters tuning
becomes a little bit difficult than that of mathematical toy models. The key difference is
that regularization parameter µ can not be fixed throughout the whole iterations. It has
to start from a small value until symmetric functions are formed from asymmetric initial
trial functions. Then as iterations proceed, one can gradually increase µ until compactly
supported Wannier functions that satisfy certain accuracy are obtained. This procedure is
50
very similar to simulated annealing with 1
µ
being the analogy to temperature. A proper
cooling rate is necessary for the solutions to stay localized.
We have also implemented four different regularization schemes besides the uniform L1
regularization in (4.5). These ideas originate from the adaptive variations of LASSO and
ridge regression whose regularization weights at each ADMM iteration are no longer con-
stants across the whole supercell, but are adaptive to the current Wannier functions at that
iteration. We will illustrate the ideas of these variants in this section. Convergence plots
will be shown along with examples in Chapter 6. In the first scheme, the L1 regularization
of m-th Wannier function is redefined as,
‖ 1
νm(r)
Wm(r)‖1 (5.19)
where for each ADMM iteration the weights νm(r) will be updated right after symmetry
projection sub-step (5.8) and before L1 shrinkage sub-step (5.9).
ν+m(r) = µ|Ω|
|vm(r)|α∫
Ω
|vm(r)|αdr (5.20)
In our second variant, all µ’s are also defined as functions of spatial coordinates. More-
over, they are treated as optimization variables as well.
min.
{Wm,νm}M
M∑
m=1
(
‖ 1
νm(r)α
Wm(r)‖1 + 〈Wm|Hˆ|Wm〉
)
s.t. 〈WmR|Wm′R′〉 = δmm′δRR′
{R|v}Wmβ(r) =
∑
m′β
D
(β↑)
m′βmβ
(R)Wm′β(r−Tj′′j)
νm(r) ≥ 0 and 1|Ω|
∫
Ω
νm(r)dr = µ
1
α .
(5.21)
The update of νm(r) within each ADMM iteration is also placed between symmetry projec-
tion (5.8) and L1 shrinkage (5.9) and has a closed form solution,
ν+m(r) =
|vm(r)|
1
α+1∫
Ω
|vm(r)|
1
α+1 dr
|Ω|µ 1α . (5.22)
For complex Wannier functions, constraints of ν in (5.21) become,
Re[νm(r)] ≥ 0 , Im[νm(r)] ≥ 0 ,
1
|Ω|
∫
Ω
(Re[νm(r)] + Im[νm(r)])dr = 2µ
1
α .
(5.23)
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So the ν will be updated as,
ν+m(r) =
2|Ω|µ 1α (|Re[vm(r)]|
1
α+1 + i|Im[vm(r)]|
1
α+1 )∫
Ω
(|Re[vm(r)]|
1
α+1 + |Im[vm(r)]|
1
α+1 )dr
(5.24)
We refer to this scheme as alternating adaptive L1 regularization since each ADMM it-
eration is an alternating update of Wannier functions and penalty weights. α is a positive
hyperparameter. According to (5.22) and (5.24), those spatial points with larger Wannier
amplitudes will be penalized more slightly in the next round and vice versa. This mechanism
takes longer for symmetric functions to form at smallest µ if initial trial functions are asym-
metric, since whenever there are larger noises further away from the Wannier center, they
are just slightly suppressed in the next iteration. However, it is also due to this adaptive
feedback nature that more efficient minimization of the total energy can be achieved when µ
gradually increase. In practice, starting from random trial functions and the smallest µ, we
run a few iterations with constant L1 regularization until symmetric functions are formed.
Then these symmetric functions are served as input for the annealing process under (5.21).
Analogous to the maximally localized Wannier functions scheme, regularization weight at
each spatial point can also be adaptive to the distance from that point to the corresponding
Wannier center. For example, it can have the form of α-order moment, which essentially
penalizes values of Wannier function more heavily at regions that are far from the center
and vice versa, pushing all nonzero values towards the center. For moment adaptive L1
regularization, it can be designed as,
1
µ
‖(1 + |r− qm|α)Wm(r)‖1 (5.25)
where qm can be fixed as the center of the m-th Wannier function and α is a nonnega-
tive hyper-parameter. qm can also be updated during each iteration as mean (first order
moment) of the current m-th Wannier function, which could be an extra sub-step between
symmetry projection and shrinkage. Fig. 6.5 compares the convergence results of constant
L1 regularization with that of moment adaptive L1 regularization.
In our last variant, the penalization term is replaced by the 2nd-order moment adaptive
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L2 regularization, namely, the spread functional of maximally localized Wannier function,
1
µ
∫
Ω
(r− qm)2|Wm(r)|2 dr . (5.26)
However, symmetric solutions can not be obtained at the smallest µ starting from Gaussian
trial orbitals plus random noise. Only when symmetric orbitals are used as initial trail func-
tions can the algorithm converge to optimal solution. Meanwhile, the obtained solutions have
nonzero tail far from their centers, indicating that they are no longer compactly supported.
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Table 5.1: Simple induced representation table for 2D square lattice. The first column
corresponds to Wyckoff position (Centers of Wannier functions) and their multiplicities.
The second column refers to the irreps of site symmetry group of Wyckoff position. The
rightmost three columns are small irreps of high symmetry points Γ, X, M
q d(q,β) D(Γ,α) D(X,α) D(M,α)
1a A1 A1 A1 A1
A2 A2 A2 A2
B1 B1 A1 B1
B2 B2 A2 B2
E E B1 +B2 E
1b A1 A1 B2 B2
A2 A2 B1 B1
B1 B1 B2 A2
B2 B2 B1 A1
E E A1 + A2 E
2c A1 A1 +B1 A1 +B2 E
A2 A2 +B2 A2 +B1 E
B1 E A2 +B2 A2 +B2
B2 E A1 +B1 A1 +B1
4d A A1 +B2 + E A1 +B1 + A2 +B2 A1 +B2 + E
B A2 +B1 + E A1 +B1 + A2 +B2 A2 +B1 + E
4e A A1 +B1 + E 2A1 +B1 +B2 A1 +B1 + E
B A2 +B2 + E 2A2 +B1 +B2 A2 +B2 + E
4f A A1 +B1 + E A1 + A2 + 2B2 A2 +B2 + E
B A2 +B2 + E A1 + A2 + 2B1 A1 +B1 + E
8g A A1 + A2 +B1 2A1 + 2A2 A1 + A2 +B1
+B2 + 2E +2B1 + 2B2 +B2 + 2E
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Table 5.2: Small irreps of Bloch eigenfunctions at high symmetry points Γ, X, M with
potential Eq. (5.18), sorted in an energy increasing order.
level D(Γ,α) D(X,α) D(M,α)
1 A1 B2 B2
2 A1 A1 A1
3 E A2 E
4 E A1 E
5 B1 B2 E
6 A1 B1 E
7 E B2 B2
8 E A1 A1
9 B2 B2 A2
10 B1 B1 E
11 E A1 E
12 E A2 B1
Table 5.3: A possible set of compatible symmetry-adapted Wannier functions with potential
Eq. (5.18), extracted from simple induced representation table.
d(q,β) D(Γ,α) D(X,α) D(M,α)
1bA1 A1 B2 B2
1aA1 A1 A1 A1
1bE E A1, A2 E
1bB1 B1 B2 A2
1bA1 A1 B2 B2
1bE E A1, A2 E
1bB2 B2 B1 A1
1aB1 B1 A1 B1
1aE E B1, B2 E
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CHAPTER 6
Real materials simulation
We now further verify our method in three dimensional real materials systems. Without
loss of generality, we study a semiconductor (Si), a transition metal (Cu) and a topological
crystalline insulator (SnTe). The calculation is performed using our homemade DFT package
with local density approximation (LDA) exchange-correlation functionals, planewaves basis
set and norm-conserving pseudopotentials. The energy cutoffs are set to 10 Hartrees for Si,
20 Hartrees for Cu and 10 Hartrees for SnTe. The lattice constants are 10.2 Bohrs for Si, 6.82
Bohrs for Cu and 11.91 Bohrs for SnTe. The Monkhorst-Pack k-meshs for self consistent
calculation with Γ point included, correspondingly the super cells for Wannier functions, are
chosen to be 8×8×8 for Si, 12×12×12 for both Cu and SnTe. All initial guess functions are
Gaussians at Wannier centers plus random noise across the supercell.
6.1 Silicon
Silicon has a nonsymmorphic crystal space group of Fd3¯m (227). Within one primitive cell,
silicon atoms are at the two symmetry equivalent Wyckoff positions a with site symmetry
group Td, while the four Si-Si bond centers are at Wyckoff positions c with site symmetry
groupD3d. The induced representation table of this space group has been shown in Table. 6.1.
Set K for this space group only contains Γ, L, W , X points. Set Q consists of Wyckoff
positions a, b, c and d. Due to the symmetry properties of valence bands and the low-lying
four conduction bands at high symmetry k points from set K, it can be deduced that two sets
of Wannier functions can be constructed to comply with the 8-branches band representation.
These two sets of induced representations have been highlighted bold in Table. 6.1. One is
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a combination of a1 and t2 irreps of site symmetry group Td (4¯3m) at Wyckoff position a,
which correspond to s-like and p-like states on silicon atom. The other set is a combination
of a1g and a2u irreps of site symmetry group D3d (3¯m) at the four Wyckoff position c, which
corresponds to bonding orbitals and anti-bonding orbitals of Si-Si bonds. We employed
all-irreps formula (4.5) to calculate all the eight Wannier functions. In Fig. 6.1, we have
displayed one of the four bonding and anti-bonding states, s-like and one of the p-like states.
(a) (b) 
(c) (d) 
Figure 6.1: Silicon (a)bonding and (b)antibonding Wannier functions centered at Wyck-
off position c, (c)s-like and (d)p-like Wannier functions centered at Wyckoff position a.
The amplitudes are +0.3/
√
v (orange) and −0.3/√v (purple) for (a), +0.4/√v (orange)
and −0.4/√v (purple) for (b), +0.2/√v (orange) and −0.2/√v (purple) for (c), as well as
+0.6/
√
v (orange) and −0.6/√v (purple) for (d), where v is the volume of primitive cell.
We can also see from the Wannier interpolated band structure in Fig. 6.2 that this two
set of Wannier functions reproduce the band structure almost identically, agreeing with the
fact that they represent the same band representation of the space group.
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Figure 6.2: Interpolated band structure (red dashed lines) calculated from (a) silicon bonding
and anti-bonding Wannier functions and (b) silicon atom centered s-like and p-like Wannier
functions. Black solid lines are from DFT direct diagonalization.
Particularly, we use valence manifold to explore the energy accuracy and sparsity trade-
off as a function of regularization parameter µ. The metric to measure accuracy is mean
squared error err(µ) between Wannier interpolated eigenvalues (from four valence states)
and direct diagonalized eigenvalues at the irreducible k points,
err(µ) =
√√√√ 1
M
1
nk
M∑
m=1
∑
k∈iBZ
(mk − λmk)2 (6.1)
with mk and λmk corresponding to Wannier interpolated and direct diagonalized eigenvalues
respectively. The sparsity is measured by the compact volumes, only within which the
Wannier function has nonzero values. Fig. 6.3 shows as µ becomes larger and larger, the
energies become more and more accurate and even though Wannier functions have larger
and larger volumes, they are still localized within finite region and are strictly zero outside.
We also tested alternating adaptive L1 regularization formula (5.21) and compare it with
the original uniform L1 regularization formula (4.5). The convergence results of silicon bond-
ing and anti-bonding Wannier functions of these two approaches are shown in Fig. 6.4. Both
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Figure 6.3: Energy accuracy and sparsity trade-off of silicon valence manifold. (a) Variation
of energy accuracy with respect to µ. (b) Variation of nonzero volume with respect to µ. λ,
γ and χ are fixed to be 8 during the whole process.
use the same initial trial functions obtained from 50 iterations under constant regularization
weight µ = 16 starting with random Gaussian trial functions. 30 iterations are run for each
µ. (5.21) performs more slowly than (4.5) in the first two iterations, but much faster in the
later annealing phases.
The convergence results with adaptive moments L1 regularization and uniform L1 regu-
larization are also compared in Fig. 6.5. Silicon bonding and anti-bonding Wannier functions
are calculated starting from µ = 24 with annealing rate 0.5. 50 Bregman iterations are run for
each µ. The spikes for all four lines indicate that symmetric compactly supported functions
are obtained during the second annealing phase, when µ = 25. Uniform L1 regularization
performs better in terms of either obtaining a symmetric solution when µ is small or con-
verging faster when µ increases. Counterintuitively, adaptive moments are not necessarily
needed for faster localization starting from random trial functions, at least for the examples
in this paper.
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Figure 6.4: Variation of energy accuracy with respect to µ as a way to measure convergence
rate. Silicon bonding and anti-bonding manifold is considered. Red line corresponds to
alternating adaptive L1 regularization with α = 1. Blue line corresponds to uniformly
weighted L1 regularization. λ, γ and χ are fixed to be 16 during the whole process.
6.2 Copper
Copper has a symmorphic crystal space group of Fm3¯m (225). The induced representation
table is given in . Only irreps corresponding to copper orbitals are highlighted bold. As is
known, the d-states of copper are split into eg and t2g irreducible representations of the site
symmetry group Oh (m3¯m) on copper atom, i.e. Wyckoff position a. The extended nearly
free electron states can be described in terms of three cases, which are a1g irreducible repre-
sentations of site symmetry group of Oh (m3¯m) Wyckoff position a(Cu atom), of site sym-
metry group Oh (m3¯m) of Wyckoff position b(
1
2
, 1
2
, 1
2
) and of site symmetry group Td (4¯3m)
of Wyckoff position c(±1
4
,±1
4
,±1
4
). Each corresponds to a distinct induced representation
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Figure 6.5: Variation of energy accuracy with respect to µ as a way to measure convergence
rate. Silicon bonding and anti-bonding manifold is considered in (a). Blue, green and red
lines correspond to moment adaptive L1 regularization with α = 1, α = 2, α = 3 respectively.
Black lines corresponds to uniformly weighted L1 regularization. λ, γ and χ are fixed to be
16 during the whole annealing process for silicon.
of the space group that are contained in a band representation of interest.
We chose irrep-by-irrep approach (4.6) to calculate all three cases. eg orbitals are cal-
culated in the first place. Then three t2g orbitals are obtained afterwards, during which
they are not only required to be shift-orthogonal within themselves, but are also ensured
to be shift-orthogonal to the two eg orbitals. Calculation of s-states from each of the three
cases follows the same procedure. Hence, the calculation of five d-states is not affected by the
nearly free electron states, by which we can demonstrate our method’s capability of automat-
ically decoupling the d-states during energy minimization without a prior disentanglement
procedure, as is shown in Fig. 6.7(a). Also, Fig. 6.7(b)(c)(d) demonstrate the accuracy of
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interpolated band structures when nearly free electron s-like state is hybridized with the five
d-states. The corresponding Wannier functions are also shown in Fig. 6.6.
(a) (b) (c) 
(d) (e) (f) 
Figure 6.6: Copper (a)(b)eg states centered at Cu atom, (c)one of the three t2g states
centered at Cu atom, s-like Wannier functions centered at (d) (1/4,1/4,1/4) tetrahedral
interstitial site, (e) (1/2,1/2,1/2) octahedral interstitial site and (f) Cu atom. The amplitude
is +0.5/
√
v (orange) and −0.5/√v (purple) for (a), (b) and (c). The amplitude for (d) is
+0.48/
√
v (orange) and −0.48/√v (purple). The amplitude for (e) is +0.11/√v (orange) and
−0.11/√v (purple). The amplitude for (f) is +0.19/√v (orange) and −0.19/√v (purple). v
is the volume of primitive cell.
6.3 Topological crystaline insulator
Topological crystalline insulators (TCI) are bulk insulators that have metallic surface states
protected by crystal symmetry [62]. Rocksalt SnTe is a TCI with mirror symmetry in its
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naive phase [63]. For SnTe, an even number of Dirac cones exist at high symmetry crystalline
planes, such as {001}, {110} and {111}, that are perpendicular to (110) mirror symmetry
planes. In other words, these gapless surface states are protected by mirror symmetry and
form chiral electrons gas that is robust against disorder.
The symmetry-adapted Wannier functions calculated from our approach are used to
construct ab initio tight binding model Hamiltonian, upon which surface band structures
are calculated to verify the presence of even number of Dirac cones. A compatible choice
of Wannier centers and irreps that reflect the correct band representation is a combination
of atom-like s and p-states centered at Sn and Te atoms, shown in Fig. 6.8. Their band
interpolation is shown in Fig. 6.9(a) that displays a correct band crossing between W and L
points.
A sizable Spin-Orbit Coupling (SOC) is necessary for the presence of bulk band gap and
gapless surface modes. Here, we adopt the atomic p-states matrix from Ref. [64],
HpSO(λ) =
λ
2

0 0 −i 0 0 1
0 0 0 i −1 0
i 0 0 0 0 −i
0 −i 0 0 −i 0
0 −1 0 i 0 0
1 0 i 0 0 0

(6.2)
where both row and column indices on an increasing order correspond to p orbital basis {|px, ↑
〉, |px, ↓〉, |py, ↑〉, |py, ↓〉, |pz, ↑〉, |pz, ↓〉}. The coupling constants λ are taken from experimental
data in Ref. [65], where λSn = 0.27, λTe = 0.49.
Then we constructed the tight binding slab Hamiltonian for the (001), (110) and Sn
terminated (111) crystal surfaces with 77 layers. The surface band structures correspond to
these three slab geometry are presented in Fig. 6.9(b)(c)(d), which clearly demonstrate the
existence of gapless surface states. The (001) surface has four massless Dirac cones that lie
at four symmetry equivalent Γ − X lines respectively. The (011) surface has two massless
Dirac cones lying at two symmetry equivalent Γ−X lines respectively. For (111) surface, one
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Dirac cone centers at Γ point, while the other three Dirac cones center at three M points.
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Table 6.1: Simple induced representation table for Fd3¯m (227) space group. The first column
corresponds to Wyckoff position (Centers of Wannier functions) and their multiplicities. The
second column refers to the irreps of site symmetry group of Wyckoff position. The rightmost
four columns are small irreps of high symmetry points Γ, X, L and W
q d(q,β) D(Γ,α) D(X,α) D(L,α) D(W,α)
2a a1 1
+2− 1 1+2− 1
a2 1
−2+ 2 1−2+ 2
e 3+3− 1 2 3+3− 1 2
t1 4
+5− 2 3 4 1−2+3+3− 1 1 2
t2 4
−5+ 1 3 4 1+2−3+3− 1 2 2
2b a1 1
+2− 1 1+2− 2
a2 1
−2+ 2 1−2+ 1
e 3+3− 1 2 3+3− 1 2
t1 4
+5− 2 3 4 1−2+3+3− 1 2 2
t2 4
−5+ 1 3 4 1+2−3+3− 1 1 2
4c a1g 1
+5+ 1 3 1+2−3− 1 2
a1u 1
−5− 2 3 1−2+3+ 1 2
a2g 2
+4+ 2 4 1−2+3− 1 2
a2u 2
−4− 1 4 1+2−3+ 1 2
eg 3
+4+4+ 1 2 3 4 1−2−3+3−3− 1 1 2 2
eu 3
−4−4− 1 2 3 4 1+2+3−3+3+ 1 1 2 2
4d a1g 1
+5+ 1 3 1+2−3+ 1 2
a1u 1
−5− 2 3 1−2+3− 1 2
a2g 2
+4+ 2 4 1−2+3+ 1 2
a2u 2
−4− 1 4 1+2−3− 1 2
eg 3
+4+4+ 1 2 3 4 1−2+3+3+3− 1 1 2 2
eu 3
−4−4− 1 2 3 4 1+2−3−3−3+ 1 1 2 2
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Table 6.2: Simple induced representation table for Fm3¯m (225) space group. The first col-
umn corresponds to Wyckoff position (Centers of Wannier functions) and their multiplicities.
The second column refers to the irreps of site symmetry group of Wyckoff position. The
rightmost four columns are small irreps of high symmetry points Γ, L, X and W
q d(q,β) D(Γ,α) D(L,α) D(X,α) D(W,α)
1a a1g 1
+ 1+ 1+ 1
· · · · · · · · · · · · · · ·
eg 3
+ 3+ 1+2+ 1 2
· · · · · · · · · · · · · · ·
t2g 5
+ 1+3+ 4+5+ 4 5
1b a1g 1
+ 2− 1+ 2
· · · · · · · · · · · · · · ·
2c a1 1
+2− 1+2− 4+3− 5
a2 2
+1− 2+1− 3+4− 5
e 3+3− 3+3− 3+4+3−4− 5 5
t1 4
+5− 2+ 3+ 1− 3− 2+5+1−5− 1 2 3 4 5
t2 5
+4− 1+ 3+ 2− 3− 1+5+2−5− 1 2 3 4 5
d · · · · · · · · · · · · · · ·
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Figure 6.7: Copper interpolated band structure (red dashed lines) of (a) five d-like Wannier
functions, (b) d-like states and a1g Wannier functions centered at the two tetrahedral inter-
stitial site ±(1
4
, 1
4
, 1
4
), (c)d-like states and a1g Wannier function centered at Cu atom (0, 0, 0),
(d) d-like states and a1g Wannier function centered at the octahedral interstitial site (
1
2
, 1
2
, 1
2
).
DFT direct diagonalization bands are black solid lines.
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(a) (b) 
(c) (d) 
Figure 6.8: SnTe s-like Wannier functions cantered at (a) Sn and (c) Te atom and one of
the three p-like Wannier functions centered at (b) Sn and (d) Te atom. The amplitudes
are +0.02/
√
v (orange) and −0.02/√v (purple) in both (a) and (c), +0.15/√v (orange) and
−0.15/√v (purple) in (b), as well as +0.12/√v (orange) and −0.12/√v (purple) in (d),
where v is the volume of primitive cell.
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Figure 6.9: (a) SnTe bulk band structures from DFT direct diagonalization without SOC
(black solid lines), Wannier interpolation without SOC (red dashed lines) and tight binding
Wannier interpolation with SOC (blue dashed lines). Surface band structures on (b) (001),
(c) (011) and (d) Sn terminated (111) surfaces.
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CHAPTER 7
Conclusion
So far we have designed a new paradigm to calculate Wannier functions of real materi-
als systems. This new approach allows to obtain compactly supported Wannier functions
with desired, compatible centers and symmetries, while not necessarily yielding the global
minimum of the total energy. With the theory of site symmetry group and induced rep-
resentation, we have successfully implemented the algorithm as a post-proccessing tool for
the conventional planewaves-pseudopotential calculation. A self-consistent way of generating
symmetry-adapted Wannier functions and Bloch eigenstates simultaneously is straightfor-
ward as one just needs to alternate a number of iterations among optimizing for Wannier
functions, diagonalizing for Bloch eigenstates and updating electron density (or local po-
tential). For spin-orbit coupling DFT calculations, double group representation can also be
incorporated into this formalism in the future.
Symmetry-adapted Wannier functions provide accurate basis functions for tight-binding
approximation and are useful for symmetry analysis for band structure. The robustness of
initial guess functions and automation of parameters of this method has enabled itself an
appealing candidate for high-throughput materials calculation.
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