A challenge in training discriminative models like neural networks is obtaining enough labeled training data. Recent approaches use generative models to combine weak supervision sources, like user-defined heuristics or knowledge bases, to label training data. Prior work has explored learning accuracies for these sources even without ground truth labels, but they assume that a single accuracy parameter is sufficient to model the behavior of these sources over the entire training set. In particular, they fail to model latent subsets in the training data in which the supervision sources perform differently than on average. We present Socratic learning, a paradigm that uses feedback from a corresponding discriminative model to automatically identify these subsets and augments the structure of the generative model accordingly. Experimentally, we show that without any ground truth labels, the augmented generative model reduces error by up to 56.06% for a relation extraction task compared to a state-of-the-art weak supervision technique that utilizes generative models.
Introduction
Complex discriminative models like deep neural networks require significant amounts of training data. For many real-world applications, obtaining this magnitude of labeled data is expensive and time-consuming. Recently, generative models have been used to combine noisy labels from various weak supervision sources, such as knowledge bases and user-defined heuristics [31, 19, 27, 23, 1] . They treat the true class label as a latent variable and learn a distribution over labels associated with each source using unlabeled data. Probabilistic training labels, which can be used to train any discriminative model, are assigned to unlabeled data by sampling from this distribution.
Even without ground truth data, generative models have been successful in learning accuracies for [19] and dependencies among [2] the different weak supervision sources. However, each of these methods relies on the crucial assumption that weak supervision sources have uniform accuracy over the entire dataset. This assumption rarely holds for real-world tasks; for example, a knowledge base is usually relevant for part of the data being labeled and users develop their heuristics based on their understanding of the data, which is likely to be incomplete, and thus implicitly model only a subset of the data. As we show in Section 4, failure to model these latent subsets in training data can affect performance by up to 3.33 F1 points, measured in terms of the performance of the discriminative model trained on labels from the generative model.
Accounting for latent subsets in training data when the true label is unknown is a challenging problem for several reasons. First, the lack of ground truth data makes it difficult for users to manually recognize subsets that their heuristics are more accurate for. Second, the generative model only has access to the observed variables, noisy labels from the weak supervision sources, which do not contain enough information to learn appropriate parameters to model the latent subsets. Finally, without knowledge of specific properties of the underlying data, it is difficult to identify the latent subsets that need to be modeled in order to accurately capture the underlying distribution of the training labels.
We present Socratic learning, a paradigm that uses information from the discriminative model to represent latent subsets in the training data and augments the generative model accordingly. To address the first challenge above, Socratic learning is designed to be an automated pipeline that requires no user input. Next, to provide the generative model with knowledge about latent subsets in the training data, Socratic learning The generative model receives the heuristics and captions as input. It creates a probabilistic training label for each object to pass to the discriminative model, which learns a representation over the images. The training labels and predictions are passed to the difference model, which selects features related to "sky" and passes it to the generative model. packages the necessary information using features from the corresponding discriminative model, which can be any model appropriate for the given problem. Using features of the data to represent the latent subsets ensures that the subsets are related to specific characteristics of the data and therefore likely to systematically affect accuracies of weak supervision sources. Finally, Socratic learning augments the generative model by adding extra parameters that capture different accuracies of the weak supervision sources conditional on the value of the representative features (Section 3.3).
While this process addresses the challenge of representing and incorporating latent subsets in the generative model, the challenge of identifying the features associated with the subsets without ground truth labels remains. Since, the corresponding discriminative model in our setting is more powerful than the generative model, it learns a better representation of the underlying data than the generative model. We therefore utilize this difference in the generative and discriminative models of the data to identify which features are representative of the latent subsets. As shown in Figure 1 , the difference model operates over the disagreement between generative and discriminative labels and identifies features that are most correlated with this disagreement. We prove that under a standard set of assumptions, the number of unlabeled data points needed to select the correct features with high probability scales logarithmically with the total number of features (Section 3.2).
To describe Socratic learning concretely, we look at an image classification example shown in Figure 1 . The generative model assigns probabilistic labels for the unlabeled captions after learning the accuracies of the heuristics fly,cruise,plane. These probabilistic labels and the associated images are used to train the corresponding discriminative model, which in turn predicts labels for the same data. Socratic learning uses the difference model to identify the disagreement between the two models' labels and selects the features most correlated with it. In this case, the features representative of the disagreement represent the presence of sky in the background. These are then passed to the generative model, which then learns a much higher accuracy for the cruise heuristic when these features are active.
Our motivation for Socratic learning also comes from observing domain experts working within paradigms where the generative model is specified by user-defined heuristics [19] . Heuristics for tasks like scientific textrelation extraction are complex rules that are, for example, pertinent only for specific types of documents can be difficult to debug manually. Adding Socratic learning to their pipeline incorporates these nuances and automatically corrects the generative model. Biomedical experts confirm that the features that Socratic learning identifies are indeed correlated with the accuracy of the heuristics they wrote (Section 4). We apply Socratic learning to a range of real-world datasets that utilize discriminative models such as CNNs [15] and LSTMs [12] . Socratic learning improves discriminative model performance by reducing error in terms of achieving the performance of the fully supervised approach by up to 56.06% for a text relation extraction task and 39.75% for an image classification task.
Summary of Contributions
Our main contribution is the Socratic learning paradigm, which addresses the issue of latent subsets in training data by augmenting the generative model defined by weak supervision sources. Socratic learning relies on knowledge transfer between generative and discriminative models in the context of weak supervision to identify these subsets via the difference model. In Section 3.2, we prove under standard assumptions that the difference model successfully selects features representative of the latent subsets. We then describe how we modify the single parameter version of the generative model to incorporate these features in Section 3. Finally, we report the performance of Socratic learning on various real-world datasets in Section 4.
Background
As the need for large, labeled training sets grows, recent methods use a generative model to combine various forms of weak supervision and assign noisy labels to available training data. Socratic learning augments these generative models to model the latent subsets in training data. To concretely describe the modifications made by Socratic learning on such generative models, we choose a recent approach, data programming [19] , which generalizes and incorporates various sources of weak supervision such as crowdsourcing, distant supervision, and hierarchical topic modeling. Data programming models these sources as labeling functions, or heuristics, and uses the generative model to learn their accuracies and estimate probabilistic training labels, without the use of any ground-truth labels.
Data programming focuses on binary classification problems where each object o ∈ O has an unknown true label Y (o) ∈ {−1, 1}; a vector of features V (o) ∈ R Q ; and a set of M heuristics Λ(o) ∈ {−1, 0, 1} M , which can vote for either class or abstain. We have access to the features and heuristics for N objects, but not their true label. The goal is to learn a distribution for Y (o) over all objects o.
Generative Model The generative model G uses a distribution in the following family to describe the relationship between the heuristics Λ ∈ R M ×N and the latent variable Y ∈ R N , which represents the true class:
where Z φ is a partition function to ensure π is a normalized distribution. The parameter φ ∈ R M , which encodes the average accuracy of each of the M heuristics, is estimated by maximizing the marginal likelihood of the observed heuristics Λ. The generative model assigns probabilistic labels by computing π φ (Y | Λ(o)) for each object o in the training set.
Discriminative Model
The probabilistic labels for training data and the features V ∈ R N ×Q are passed to the discriminative model D, which learns a classifier that can generalize over all objects, including those not labeled by the generative model. Since the discriminative model has access to the probabilistic labels, it minimizes the noise-aware empirical risk of the following form for a logistic regression model:
This loss takes the expectation over the distribution of the true class learned by the generative model. ,Any discriminative model can be made noise-aware by modifying its loss function similarly.
Socratic Learning
In this section, we describe how Socratic learning initiates a cooperative dialog between the generative and discriminative models to incorporate information about latent subsets in the training data into the generative model. First, we provide an overview of the Socratic learning algorithm. We then show how to identify the latent subsets in the training data using the disagreement between the generative and discriminative models. Finally, we describe how to incorporate the latent subsets into the generative model, resulting in a more expressive model that improves training set accuracy.
Algorithm
Socratic learning first uses the original generative model, such as the one described in Equation (1), to compute probabilistic labels Y G for the training data. These labels are then used to train a discriminative model, which then computes its own labels Y D for the training data. Socratic learning uses the disagreement Y = −Y G Y D between the labels assigned by the generative and discriminative models to identify the latent subsets that will help improve the generative model. We describe how these features are selected in Section 3.2. The generative model is then updated to model the latent subsets represented by the selected features. These modifications are described in Section 3.3. The augmented generative model assigns new training labels that are more accurate than those from the original generative model. These probabilistic labels are used to re-train the discriminative model. In practice, the number of latent subsets is unknown. As a result, the number of features to select (K) is treated as a hyperparameter and updated iteratively as described in Algorithm 1. The re-trained discriminative model is evaluated on a held-out development (dev) set at each step to track its performance. In case no ground truth labels are available, the agreement between the generative and discriminative labels can also be used to decide when to stop passing features to the generative model, as shown in Figure 2 . We observe that as K increases, the quality of the generative model also increases, as witnessed by the increasing agreement between the generative and discriminative model labels. However, if too many features are passed to the generative model, then it can overfit, thus reducing agreement with the discriminative model.
Algorithm 1 Socratic Learning
Input:
Use difference model (with appropriate λ) to select features X S1...S K indicative ofỸ (Equation ( 
Difference Model: Identifying Latent Classes
We now describe the difference model used by Socratic learning to select the features, which are representative of the latent subsets in training data, to pass to the generative model. The difference model takes in the probabilistic generative labels
N , and a set of binary features X ∈ {−1, 1} N ×P . Note that these features may be different than the features V ∈ R N ×Q used by the discriminative model, and we explore both scenarios in our experiments.
Socratic learning recovers the features that are most useful for predicting the disagreement between the labelsỸ = −Y D Y G (element-wise product). We denote these relevant features as the set X S . Since the set of relevant features is typically sparse, the difference model uses 1 -regularized linear regression (LASSO) and solves the following problem:θ
Our setting differs from conventional LASSO problems in several ways. First, in conventional LASSO problems, the data is assumed to be drawn from a noisy linear regression model. In contrast, we only know that some features and the disagreement are correlated, but do not have any information about the parameters associated with these features. Second, in the conventional setting, all non-zero parameters should be recovered. In the Socratic learning setting, we are not necessarily interested in recovering all features correlated with the disagreement, only ones that will improve the generative model. For example, we may not need a particular feature for predicting the disagreement if there is another feature very similar to it, since they would both relate to the same latent subset in the data. As a result, our setting requires us to determine which features are necessary to recover.
Theoretical Guarantees In the rest of this section, we provide sufficient conditions under which the correct set of features is recovered with high probability. To specify our conditions, we will use the shorthand notations
where XS contains the features in X but not in X S . We now state two assumptions related to standard conditions used in the conventional setting. First, we assume incoherence [20, 29] 
Our next assumption resembles the dependence condition [20] and requires that the relevant features are not overly dependent on each other.
We also describe properties of X S and XS that are necessary due to the fact that we only observe correlations, not the true parameters. First, notice that |Σ −1 SS E[X SỸ ]| represents the predictive value of each element in X S . The relevant features must satisfy the following element-wise:
which means that all relevant features have some predictive power for estimating the disagreement. Next, for any irrelevant feature in XS, we must have that
for some c > 0, where
denotes the projection onto the space that can be predicted by the features X S . Notice that (Π S − I)Ỹ then represents the residual of the disagreement that cannot be represented by the relevant features. This property implies that none of the irrelevant features are strongly correlated with the residual after the relevant features are used.
Under the stated conditions, we provide a guarantee on the probability of the difference model identifying the correct set of relevant features X S in Theorem 1. Theorem 1. Suppose we satisfy conditions (4) and (5) and have relevant features X S satisfying property (6) and irrelevant features XS satisfying property (7). Then, for any tolerated failure probability δ > 0, solving the LASSO problem (3) with λ = γ β − c α and an unlabeled input dataset of size
c 2 log 4P δ will succeed in recovering X S and XS with probability at least 1 − δ.
We now provide a proof sketch and include the full proof in the appendix. First, consider the case in which there are enough samples to accurately estimate the correlations-that is,
In this case, we show that by solving problem (3), the correct features will always be selected. We then consider the general case in which we only receive samples and have to estimate the correlations from the samples. We use concentration inequalities to show that with high probability, we will fall in the regime of the previous case, implying that the correct features will be selected. We run a simulation to verify that the correct features are recovered with high probability, results of which are shown in Figure 3 . In this simulation, we have 100 features, of which 3 are relevant. The expected correlation of the relevant features is selected from 0.2, 0.4, and 0.6 in three experiments. In each experiment, the probability of successfully recovering the 3 relevant features rapidly grows to 1 as the number of unlabeled data points is increased.
Incorporating Latent Classes into the Model
Once the set of K P features representative of the latent subsets are selected, Socratic learning augments the generative model to account for them. With access to the selected features, the generative model learns a different set of accuracies for each subset. In the crowdsourcing setting, this could mean that for a subset of the data, we trust the workers more than on average since those data points are easier to label. For knowledge bases, this could mean that a database is better suited for a portion of the data than the rest.
For concreteness, we describe this augmented generative model in Equation (1) . Socratic learning jointly models the relationship between the heuristics, the latent true class, and the features X S via the following family:
where Z φ,W ∈ R is a partition function to normalize the distribution, and W i ∈ R M are weights associated with the features X Si ∈ R N , i = 1, . . . , K. The first term in the exponential models the heuristics as having a uniform accuracy over the whole data set. The second term adjusts the accuracies by encoding the latent class in feature X Si . This model captures a wider set of underlying distributions for the data than the model from Equation (1), while only requiring additional unlabeled data to accurately learn the additional parameters, W i . These parameters determine how the accuracy of the weak supervision sources are different for the latent subsets specified by selected features X S . This concept of modeling latent subsets in training data by identifying features that represent them, then learning a different set of parameters for them via the generative model can be extended to other approaches that use generative models to combine sources of weak supervision as well. In this section, we explore classification tasks that range from image and sentiment classification to text relation extraction, with weak supervision sources that include knowledge bases, heuristics, and crowd workers. We compare the performance of discriminative models trained using labels generated by Socratic learning (SL), the single-parameter-per-source (SP) generative model, majority vote (MV), and the fully supervised (FS) case if ground truth is available. We show that the performance of the end discriminative model trained using labels from our generative model is better than that of the same model trained on labels from the SP model. We also discuss how we validated the features that were identified by the difference model by working with domain experts to interpret higher-level topics associated with them.
Experimental Results

Experimental Datasets
We applied Socratic learning to two text-based relation extraction tasks, Disease Tagging (DT) and Chemical Disease Relation Extraction (CDR) [30] , which look for mentions of diseases and valid disease-chemical pairs in PubMed abstracts. The CDR task relied on user-defined heuristics and distant supervision from the Comparative Toxicogenomics Databse (CTD) [8] knowledge base. The DT task relied on user-defined heuristics and knowledge bases that were part of the Unified Medical Language System (UMLS) [3] collection. For both tasks, domain experts fine-tuned their weak supervision sources over a period of several weeks; yet, SL is able to reduce error by up to 56.06% compared to the SP generative model in terms of achieving the fully supervised score ( Table 2) .
We also used crowd workers as sources of weak supervision for a Twitter sentiment analysis task [17] , which meant the number of sources was significantly higher for this task than others. Moving from the text to the image domain, we defined a task based on the MS-COCO dataset [16] where we wrote heuristic rules that used the content of captions to determine whether there was a human in the image or not. In each of these cases where the weak supervision sources were not tuned at all, SL is able to provide improvements of up to 2.44 accuracy points, reducing error by up to 39.75%. This demonstrates that even for relatively simple tasks or tasks with several sources of labels, SL can still correctly identify and augment the generative model and improve end discriminative model performance significantly.
The number of features passed to the generative model before the performance degrades is 3 or less for each dataset. Although this is a seemingly small number of features, this leads to an exponential number of subsets in training data. Moreover, these subsets have to affect the training labels from the augmented generative model enough to lead to an improvement in the end discriminative model. Finally, these features represent subsets that users did not account for while developing their weak supervision sources, despite domain experts spending weeks on the task in some cases. 
CDR (LR)
Performance of Discriminative Model
For the text relation extraction tasks, we used two discriminative models, logistic regression (LR) with handtuned features and LSTMs that take the raw text as input. The features for the discriminative and difference model are the same in the LR case and different for the LSTM case, in which the difference model features are the hand-tuned features and the discriminative model operates over the raw text. We report the results in terms of F1 score, the harmonic mean of recall and precision. As shown in Table 2 , Socratic learning improves over the single parameter model consistently. With LR as the discriminative model, it improves by 3.33 F1 points, and with the LSTM model, by 0.99 F1 points, despite the weak supervision sources being extensively tuned by domain experts. As discussed in the next section, the latent subsets Socratic learning identifies are relevant to these highly technical tasks as well.
SL performs even better on the Twitter and MS-COCO datasets, where the weak supervision sources are not finely tuned. Even though the training labels were acquired from 503 crowd workers for Twitter, SL provides an improvement of 4.07 over majority vote and 2.44 over SP (Table 2) , using a bag-of-words feature representation. For MS-COCO, we apply transfer learning by using AlexNet pre-trained on ImageNet, using the last layer as a feature extractor [32] . Although the fairly simple task was to differentiate images that contained a person or not, SL is able to identify latent subsets in the training data that the heuristics did not model properly, reducing error by 39.75% (Table 2 ). This demonstrates that even seemingly simplistic datasets can have latent subsets that are difficult to recognize manually. 
Features Selected by Difference Model
For each of our experimental tasks, we validate the features that the difference model selects by showing users higher-level topics associated with them. Note that while we describe how users interpret the features the difference model selects and manually improve their sources accordingly, this is beyond the automated improvement that Socratic learning provides without any user interaction. The core Socratic learning algorithm relies on automated generative model augmentation; the interpretability of the features is a side-effect that can lead to additional improvements, as described in this section. For the DT task, one of the selected features represents "induction of", a common phrase that occurs with the word "anesthesia" when describing surgical procedures. One of the user-defined heuristics for this task marked candidate disease words as being false when the word "anesthesia" appeared nearby. Socratic learning correctly identified that this heuristic had a lower accuracy when the phrase "induction of" was also present, which biomedical experts confirmed is the case since surgical reports often contain names of potential diseases. For the CDR task, one of the features selected represented the word "toxicity" and affected the accuracy of heuristics that labeled a chemical-disease relation as true by looking for words like "induce" and "associated". The presence of the word "toxicity" increased the accuracy of these sources since it suggested that the chemical was toxic, therefore increasing the likelihood that it induces a disease. While there were additional features that were detected for both the CDR and DT tasks, we omit them since they require significantly more exposition about the task and structure of PubMed abstracts. When biomedical experts edited their heuristics and the way they used knowledge bases given this information, they improved upon the the Socratic learning performance by up to 1.15 F1 points points ( Table 3 ), demonstrating that the interpretability of features can help users manually improve the generative model as well. We provide details about the identified features for the remaining tasks in the Appendix.
Related Work
Using weak supervision to efficiently label training data is a popular approach, relying on methods like distant supervision [5, 18] , multi-instance learning [22, 13] , heuristic patterns [11, 4] , user input [25, 26, 19] , and crowdsourcing [9] . Estimating the accuracies of these sources without access to ground truth labels is a classic problem [9] , especially in the field of crowdsourcing [10, 7, 14, 33] . Ruvolo et al. [24] introduce the idea that these experts have specializations making their labels more accurate on a subset of the data. Socratic learning also finds latent subsets in training data, but does so without any ground truth data and for any type of weak supervision source, not only crowd workers.
Recently, generative models have been used to combine various sources of weak supervision [1, 27, 23] . These approaches can operate in the semi-supervised setting by modeling the ground-truth data as a very accurate source, but do not require any ground truth data. Xiao et al. [31] proposes a generative approach to train CNNs with a few clean labels and numerous noisy labels by developing a probabilistic graphical model to describe the relationship between images and the labels. Stewart and Ermon [26] show how to learn object detectors without any labels by incorporating hand-engineered constraint functions as part of the training objective. Reed et al. [21] avoids directly modeling the noise distribution via a bootstrapping approach by using a convex combination of noisy labels and the current model's predictions to generate the training targets.
The specific example discussed in this paper, data programming [19] , proposes using multiple sources of weak supervision in order to describe a generative model and subsequently learn the accuracies of these source. We chose data programming as a basis to explain Socratic learning since it subsumes various forms of weak supervision, making it a general framework to build upon. However, we note that Socratic learning can help identify latent subsets in training data with any generative model that assigns training labels, since the difference model that identifies the subsets only needs labels from the generative and discriminative models and a set of features that represent the data. It can then augment the generative model for the specific method in a manner similar to the one described for data programming, where the model is forced to learn multiple parameters to represent the latent subsets in the data.
Finally, Socratic learning is also inspired by ideas similar to rule extraction [28, 6] , where a complex model is simplified in terms of if-then statements. We instead simplify the connections between the latent subsets in training data and the weak supervision sources by augmenting the generative model in a manner such that there are implicit if-then statements that model the accuracy of each source conditioned on whether it is operating over a specific latent subset.
Conclusion
We introduced Socratic learning, a novel framework that initiates a cooperative dialog between the generative and discriminative models. We demonstrated how the generative model can be improved using feedback from the discriminative model in the form of features. We reported how Socratic learning works with text relation extraction, crowdsourcing for sentiment analysis and multi-modal image classification, where it reduces error by up to 56.05% for a relation extraction task and up to 39.75% for an image classification task over a single parameter generative model.
A Proof of Main Theorem
Lemma 1. Suppose that we have
Then, solving the problem
with the regularization parameter λ bounded by
results in all elements of θS being non-zero, and all elements of θS being zero.
Proof. To find the solution to the problem arg min
Next, we will prove that the subgradient is zero for some θS = 0 with θS = 0 as long as λ < γ β
. This implies that
Then, for the subgradient to be zero, it must be the case that θS = 0.
Theorem 1. Suppose we satisfy conditions (4) and (5) and have relevant features XS satisfying property (6) and irrelevant features XS satisfying property (7). Then, for any tolerated failure probability δ > 0, solving the LASSO problem ( and an unlabeled input dataset of size
c 2 log 4P δ will succeed in recovering XS and XS with probability at least 1 − δ.
Proof. To prove this theorem, we will show that we satisfy the requirements of Lemma 1 with high probability. In particular, we need conditions (9), (10), (11), and (12) to hold for parameters where
First, notice that condition (4) implies that condition (9) holds for α = α, and condition (5) implies that condition (10) holds for β = β/N . Now, it remains to show that conditions (9) and (10) hold for γ and such that the desired inequality holds with high probability.
Property (6) implies that the expected value of |(X T S XS) −1 X T SỸ | is at least γ for each element, and property (7) implies that the expected value of (X T S XS)(XSXS) −1 XSỸ − XSỸ ∞ is at most N αγ β − c . Now, it remains to show that the original inequality will hold with high probability with finite samples.
To ensure that the original inequality holds, if suffices to ensure that no term of |(X . Each term is the sum of N terms bounded in absolute value by β/N . Then, by the Asuma-Hoeffding inequality, the probability that a particular term deviates from the mean by more than cα 2β is at most
By the union bound, the probability that any term deviates from the mean by more than cα 2β
is at most
Next, we will bound the probability that any term of . Then, by the Asuma-Hoeffding inequality, the probability that a particular term deviates from the mean by more than By the union bound, the probability that any term deviates from the mean by more than c 2 is at most
Additionally, we can union bound to bound the probability that either fails as
We require that this be less than δ, so 
B Additional Experimental Results
B.1 Features Selected by Difference Model
In the main text, we provided two example datasets where the features are interpretable and thus helped user tweak their weak supervision sources accordingly. This further improves the generative model over the automated improvements that SL provided. In this section, we elaborate on the the features selected for the Twitter and MS-COCO datasets.
For the Twitter task, running latent semantic analysis (LSA) on the identified features provides a list of closely related words with "disappointed", "unexpected", and "messaged you" among the top 20. We surmise that this represents the tweets related to customer complaints, which are easy to identify for labelers, thus increasing their accuracy. Heuristically labeling tweets with any of the identified words as negative improves performance over automated Socratic learning by around 1 accuracy point of the end model (Table 3 ). This suggests that Socratic learning was able to capture this latent subset properly in an automated manner.
For MS-COCO, we first cluster the images according to the features that Socratic learning identifies and analyze the captions of these images. The top words in the captions are: "people", "person", "riding", and "holding". The first two phrases suggest the lack of a heuristic that captures groups of people in the images while the second two relate to action words that are usually associated with humans, which improves the accuracy of the heuristics that label images as "Human". Manually accounting for these latent subsets after Socratic learning augments the generative model leads to an improvement by 2.24 accuracy points (Table 3 ). 
B.2 Generative Model Performance
We provide details regarding end discriminative model performance in the main text. We provide a similar comparison for the generative model in Table 4 . For each of these tasks, we measured generative model performance by assigning probabilistic labels to the test set for fair comparison, even though in reality, the generative model would never be used for final classification on the test set. Across all tasks, the SL generative model improves over labels assigned by the SP model. Note that even though the labels assigned by both the SP and SL models were probabilistic, we converted them to binary labels in order to compare them to the ground truth labels. This method fails to capture the change in the probabilistic labels, thus leading to seemingly small gains in performance in some cases. Therefore, to properly measure the effect of the improved training labels, we chose to report end discriminative model performance in the main text. 
B.3 Absolute Generative and Discriminative Model Performance
In Tables 5 and 6 , we provide absolute performance numbers for both models on the test set. We note that the test set is normally not available to users while they write and develop the weak supervision heuristics that are part of the generative model. For example, for the CDR task, the generative model uses heuristics that directly apply distant supervision, which would normally not be available at test time. In some cases, the generative model is more accurate than the discriminative models, but this is without accounting for the lower coverage generative models have. The advantage of discriminative models is that it can generalize over all data points, not only what is labeled by the heuristics that are part of the generative model.
B.4 Text Relation Extraction
While we report F1 scores for the end discriminative model in the main text, we also include the performance in terms of precision and recall for the discriminative models in Table 7 . Note that in the generative model performance, SL improves the precision and not recall of the weak supervision sources, since SL only improves the generative model's estimate of the accuracy of the existing sources and does not change the number of data points they label. 
