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ABSTRACT
NANOSCIENCE AT INTERFACES AND SURFACES:
FROM JAMMING TO ELECTRODE TEXTURING

SEPTEMBER 2016
MENGMENG CUI
B.S., UNIVERSITY OF SCIENCE AND TECHNOLOGY OF CHINA
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph. D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Thomas P. Russell

This dissertation focuses on the nanoparticle self-assembly on the liquid/liquid
interface and the nanomaterial modification on surface. The self-assembly of nanoparticles
at the liquid/liquid interface was utilized to trap non-equilibrium morphology when the
nanoparticles reach jamming state. The dynamics of jammed systems were further studied
by X-ray photon correlation spectroscopy. For the surface part, the nanomaterials were
modified on the electrodes to improve the performance of microbial electrosynthesis. Also,
a novel and simple method was developed to prepare nanomaterials including nanoparticle
surfactants and carbon nanotubes (CNTs).
A sophisticatedly designed nanoparticle surfactant was generated at the interface
between two immiscible liquids to overcome the inherent weak forces governing the
interfacial adsorption of nanoparticles by using nanoparticles dispersed in water and amine
end-capped polymers in oil. Non-equilibrium morphology originating from a water droplet
was generated by electric field, and then further stabilized by in-situ formed nanoparticle
surfactants. The jammed nanoparticles remained disordered and liquid-like at the interface,
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enabling multiple, consecutive deformations and jamming events. Further stabilization was
realized by replacing mono-functional ligands with di-functional ones that crosslinked the
assemblies. The ability to generate and stabilize liquids with a prescribed shape poses
unique opportunities for reactive liquid systems, packaging, delivery, and storage.
Nanoparticles assemble at the interface between two fluids into disordered, liquidlike arrays where the nanoparticles can diffuse laterally at the interface. The dynamics of
emulsions stabilized by the partially wettable nanoparticles are studied by X-ray photon
correlation spectroscopy. The stability of emulsions are improved by using selfemulsification driven by osmotic pressure. The presence of osmotic pressure originating
from the aggregations balances with the Laplace pressure, thus prevent emulsions from
Ostwald ripening. A clear transition from diffusive dynamic to confined dynamic,
intermittent dynamic, is observed, indicating a transition from unjammed state to jammed
state.
A noval and simple method of CNTs synthisis is develped. CNTs were synthesized
in 15~20 seconds by a single carbon fiber initiating the pyrolysis of ferrocene under
microwave field without any other chemicals. The growth of CNTs can also be triggered
by other carbonaceous materials and influenced by their configurations.
Surface modification of carbon based materials is applied to improve the
performance of microbial electrosysthesis when used as electrodes. One is electrospinning
of chitosan on the surface aiming at improving the surface area/volume ratio and
biocompatibility. Another one is fabricating a metal-carbon hybrid material with a
hierarchical pore structure by microwave pyrolysis of organic compounds. Microwave
pyrolysis of ferrocene with carbon felt as a microwave absorber, a rapid method within
ix

tens of seconds, does not require harsh conditions nor costly equipment, and can be readily
scaled up. When this material is used as an electrode in microbial electrosynthesis, the
performance of this electrode is improved by several times comparing with that of the
unmodified materials, and the optimal biofilm of microorganism formed on the surface as
well.
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CHAPTER 1
STABILIZING LIQUID DROPS IN NON-EQUILIBRIUM SHAPES BY THE
INTERFACIAL JAMMING OF NANOPARTICLES
1.1 Introduction to Jamming
To understand the nature of glass transition has been one of the most challenging,
long standing problems in material science. Jamming, similar to glass transition, is a
process that happens in a wide variety of systems, from traffic jamming in daily life to
colloidal particles, granular materials and molecular systems under microscope.1-11
Granular materials often get jammed during flowing through a hopper when the applied
stress is lowered;3 colloidal particles become rigid when the density is high enough;4-7 and
super-cooled liquids become solid when the temperature decreases. Jamming is used to
unify the property of all these systems which means a transition from a liquid-like state to
a solid-like state as the packing density increases above a critical value. However, jamming
is different from crystallization, because the internal structure of jammed systems retains
disordered when the dynamics of systems change hugely, while crystallization usually
leads to ordered structure.1 Except crystallization, jamming provides us another pathway
through which liquid develops rigidity.
The fundamental principles of jamming for all systems are essentially the same: the
contraction of the system is arrested by the formation of a percolated pathway or network
that can bear a load.2 Therefore, while unjammed systems are vulnerable to external stress
and can be irreversibly deformed, jammed systems can resist applied stress within certain
range and maintain their original shape. Liu & Nagel developed a common framework to
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connect these disparate jamming phenomena. (Fig. 1.1) In this jamming diagram, the
temperature, the applied stress and the density are the three important control parameters
for the jamming transition.

Figure 1.1 Jamming diagram with three independent variables: temperature, packing
density, and temperature. (Images are reprinted from Ref. 1, 2, and 12).
The phenomena of jamming in a wide range of disordered systems are tied together
by this jamming phase diagram. They share a lot of similarities, such as lack of significant
structural signature of jamming, kinetic heterogeneities, super-Arrhenius increase of the
viscosity or characteristic relaxation time, force networks and inhomogeneous responds to
applied stress in the jammed state.13-16 However, the dominant control parameter varies in
different systems. Here we briefly describe two major types of jammed system. The
structural unit in the first system is larger than molecules. These systems are athermal
systems in which thermal energy is insufficient to cause any motion. Therefore,
temperature is not a parameter for these systems. For example, colloidal particles will
unjam when the packing intensity reduces; foams and emulsions will flow when the applied
sheared stress is higher than the yield stress of system. The phase diagram for these
athermal systems is the density-applied stress plane of the three-dimensional jamming
2

phase diagram. The line between jammed system and unjammed system is the yield stress
as a function of density. When the density increases, the yields stress increases, so the
system requires larger stress to unjam. Contrarily, the structural unit in the second type of
system is on molecular level, and their motions will be affected by temperature. Molecular
system unjams when temperature increases, which is usually referred to as glass transition.
The density-temperature plane of the three-dimensional jamming phase diagram is the
phase diagram for the glass transition, as glass transition of super-cooled liquids is regarded
as one special kind of jamming transition. The line between the glass and the liquid is the
glass transition temperature as a function of volume fraction. The glass transition
temperature increases as the volume fraction increases in the system. There are still some
differences between the typical jamming transition for bubbles, droplets, and colloidal
particles and the glass transition for molecular system, for example, the super-cooled liquid
never approaches jamming transition with increased applied stress.
When jamming is confined to 2D, it is referred to as interfacial jamming. 1907 S.
U. Pickering first found that the partially wettable solid particles self-assembled at the
interface between two immiscible liquids and stabilized the emulsion instead of traditional
surfactant.17-18 Interfacial jamming of particles at the interface opens new avenues of
materials with unique properties. Dinsmore etc. demonstrated a colloidosome with
controlled permeability, size and mechanical strength by self-assemble of micro-sized
particles on the emulsion.

19-20

(Fig. 1.2A) Lin & Russell found the size-selective

nanoparticle assembly at the liquid/liquid interface resulting from the weak confinement
of nanoparticles at the interface.21-22 (Fig. 1.2B)

3

Figure 1.2 Scanning electron microscope image of a dried colloidosome covered by
microsized particles (A);20 Confocal microscopy image of emulsions stabilized by CdSe
nanoparticles (B);21 Schematic illustration (C)24 and confocal microscopy image of a
bicontinuous interfacially jammed gel (D)23. (Images are reprinted from Ref. 20, 21, 23,
and 24.)
Moreover, interfacial jamming opens the opportunity to many new kinds of
morphologies which we cannot prepare by conventional ways.23-32 Imagine being able to
arbitrarily control the shape of one liquid domain within another liquid, breaking away for
the classic equilibrium spherical shape or planar interface. This would enable the design of
liquid-liquid systems for the long-term storage of solutions in a protective or even reactive
environment, the generation of two-phased systems with an arbitrary, yet controlled
morphology, or systems with significantly amplified interfacial area. 23-24, 26 The jamming
of particles at interfaces is emerging as a very promising route to achieve this goal.
Mahadevan and Stone compressed a fluid droplet between two planar surfaces, generating
droplet with the shape of an oblate ellipsoid and used the interfacial jamming of colloidal
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particles to arrest the relaxation of the droplet to its equilibrium spherical shape.26 Clegg
and Cates generated “bijels” in a water-lutidine system where colloidal particles
segregating to the interface of a mixture undergoing spinodal phase separation jammed,
freezing-in a bi-continuous morphology, possibly a new state of matter.(Fig. C, D)27-29
Pawar and coworkers discussed the ability to arrest droplet coalescence when colloidal
particles are jammed at the interface.30 These studies have pointed to the importance of
jamming to freeze-in liquid structures.
Particle properties, such as shape, size, and wettability, will influence the stability
of emulsions. The energy ∆G gained when spherical particles absorb to the interface of two
phases as shown in Fig. 1.3:

Figure 1.3 Schematic illustration of the contact angle of particle at the oil/water interface
Here R is the radius of particle,

 o / w is the interfacial tension, o / w is the contact

angle as in the above figure.34-36 For micro-size particles, this energy is much larger than
thermal energy, which means it is easy to stabilize on the interface for micro-sized particles.
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But for nanoparticle (NP), this energy is comparable to the thermal energy. According to
Binks’ study, when the contact angle is either between 0° and 20° or between 160° and 180°,
the energy falls rapidly and is only 10 kT or less for 10 nm particles.35-36 This competition
brings serious obstacle for stabilizing non-equilibrium morphologies. Herzig etc. claims
the high requirement of wettability of particles to produce “bijel” morphology.23 This latter
point is quite important since, as pointed out by Binks, equal wettability is essential to trap
NPs to a liquid/liquid interface. Any slight preference of the NP to one of the phases will
result, over time, in the NP being drawn into that phase. So here we introduce a new and
easy way to generate nanoparticle-surfactant in situ and overcome the difficulty of carful
chemical modification on surface. Also, even prior studies demonstrated that nonequilibrium shapes could be produced, but tailoring and preserving the shape or reducing
the size scale of the structures was not discussed. Here, we use a uniform electric field
to control the shape of fluid drops

that are suspended in a second fluid.

This deforms

the drop by an amount that depends on the strength of the applied field and inversely with
the interfacial energy.
1.2 Preparation and Application of In-situ Formed Nanoparticle Surfactants
Here, nanoparticles, dispersed in a water drop that is suspended in an oil, selfassemble at the interface to reduce the interfacial energy, forming a monolayer of
nanoparticles at the oil-water interface that pack in a liquid-like manner. The decrease in
the interfacial energy per nanoparticle is enhanced by dissolving an end-functionalized
polymer in the oil phase that interacts with the nanoparticles, forming nanoparticle
surfactants. The assembly of nanoparticle surfactants saturates the interface to maximize
the reduction in interfacial energy and form a disordered, jammed assembly. Upon
6

application of an electric field, the drop deforms, and the surface area (not the volume) of
the drop increases and unjams the nanoparticle surfactant assembly. The increased surface
area allows for new formation and assembly of additional nanoparticle surfactants at the
interface. Upon removal of the field, the drop attempts to return to its lowest energy
(spherical) shape to minimize the interfacial area. However, the assembled layer of
nanoparticle surfactants jams, arresting further shape changes in the drop and kinetically
trapping the drop into a shape far away from equilibrium.

Figure 1.4 Schematic representation of arbitrarily shaped fluid drops kinetically trapped
by the jamming of nanoparticles in external fields.
When an aqueous dispersion of carboxylated polystyrene nanoparticles was placed
in a mixture of oils, consisting of 95% (volume) of a higher viscosity ( = 60,000 cSt)
silicone oil and 5% of a lower viscosity silicone oil ( = 50 cSt) with an amine end-group
(an amine terminated poly (dimethylsiloxane, PDMS), nanoparticle surfactants formed, as
7

a result of carboxylate-amine interactions, and assembled at the interface, reducing the
interfacial energy. The number of polymers interacting with the nanoparticle is limited by
the minimum in the energy, balancing the solubilization of the surfactant in each fluid and
the reduction in the interfacial energy. Consequently, the system is self-regulating.

Figure 1.5 Water droplet containing 1% (weight percentage) 15 nm carboxylated
polystyrene nanopartilces while the below one is pure water droplet as a control under 4.6
kV/cm electric field.
As shown in Fig. 1.5 the above droplet is water droplet containing 1% ( weight
percentage) 15 nm carboxylated polystyrene nanopartilces while the below one is pure
water droplet as a control. Both the spherical water drops are stretched into the prolate
ellipsoid under the influence of the applied electric field (4.6 kV/cm). Over time the drop
stretches further, increasing the major axis of the ellipsoid, while the minor axis decreases,
up to a point where the increase in surface area, i.e. interfacial energy, balances the applied
force of the electric field. When the field is shut off, the deformation of the above drop
decreases slightly, at which point the nanoparticle surfactants are jammed at the interface,
arresting further relaxation, and kinetically trapping the drop in a non-equilibrium, nonspherical shape. As a control, we can find the pure water droplet return to spherical droplet
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completely. At the same time, the deformation of the above droplet is much larger than the
one of the below droplet.
1.3 Deformation of Droplets under Electric Field
The

deformation

happening

here

can

be

explained

by

theory

of

electrohydrodynamics. The story of the electrohydrodynamics dates back to seventeenth
century when William Gilberts first found the formation of a conical shape of a sessile drop
by a charged rod.37-41 Since then electrohydrodynamics has been utilized in numerous
applications from academia research to everyday life: spraying, ink jet printing,
augmentation of heat and mass and so on.

Figure 1.6 Scheme for how spherical droplet change when under parallel electric filed
As in the above scheme, a droplet is suspending in another immiscible liquid, and
when applying the electric field, the molecules inside droplets will rearrange. As a result
of rearrangements, different charges appear on the two semi-sphere and a new electric field
is generated to offset the applied electric field. For water droplet, there will be no net
electric field inside the droplet. So now there is an electric field jump for the interface,
9

which sets the fluids into motion. Once the fluids start to move, another force, viscous force
will be triggered.
This can be proved by the following experiment. Several drops containing 1%
carboxylated nanoparticles by weight were suspended in the mixed silicone oil with 5%
amino functional silicone oil.

Figure 1.7 Non-coalescence of two droplets when touching with each other
When the electric field was applied (same as above), the charge arrangement on the
interface is depicted in the figure. An attraction force existed between two drops, so the
drops moved close to each other while the elongation took place. One would naturally
expect that the two drops with opposite charges will finally fuse together, however, as
shown in the Fig. 1.7, two drops connected first, and then rejected from each other. Stone
etc. thought the two drops contacted each other by forming a microscopic capillary bridge,
and a critical angle of this capillary bridge decide the direction of coalescence or noncoalescence.42 When the angle is less than the critical angle, which is this 60o~70o, the
drops will fuse together. Before the two droplets touch each other, attraction led by
opposite charges on two droplets will force them to move close to each other. While
10

capillary bridge is formed, short circuit happens quickly, therefore the charges on two
droplets become the same, and they begin to repel to each other.
Since the deformation is small, a force balance exists on the droplet interface in
radial direction:

[Tre ]  [Trv ]   C  0
Tr e 
Tr v 
Here,
is the electric force along radical direction,
is the viscous force along

radical direction,  C is the force due to interfacial tension, C refers to the curvature of the
interface. The deformation, including elongation and compression, is affected by interfacial
tension, conductivity, permittivity, and viscosity.

Based on these analysis, Taylor

introduced the leaky dielectric model to relate the deformation, D, of a spherical liquid
drop to the strength of the applied electric filed, 37

D
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The deformation D is defined by D= (d1- d2)/ (d1+ d2), where d1 and d2 are the major and
minor axes of the ellipsoid, a is the radius of the initial droplet, γ = interfacial tension,  0
= permittivity of free space, and  d = permittivity of the liquid inside the drop. S is the ratio
of the dielectric permittivities of the drop to the surrounding liquid, R is the ratio of the
respective conductivities, and M is the ratio of the respective viscosities.
The time and E2 dependence of D are shown in Fig. 1.8, respectively. In Fig. 1.8c
the rate at which the final shape of the deformed drop approaches its final value will depend
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on the viscosities of the fluids and the rate at which the nanoparticle surfactants form at the
interface. We note in Figure 1.8a that, with only nanoparticles in the water phase, the drop
deformation is identical to that seen with pure water in oil. With only functionalized PDMS
in the oil phase, the rate at which D changed with E2 was 2.1 times greater, indicating that
the functionalized PDMS acts like a surfactant, decreasing interfacial tension. However,
when the field was removed, the drop returned to its spherical shape.

When both the

nanoparticles and functionalized PDMS are in the water and oil phases, respectively, the
rate at which D increased with E2 was 2.6 times greater than that of the pure fluids,
indicating a further small reduction in interfacial tension, due to the in situ formation of the
nanoparticle surfactants. With the assumption that the conductivity, viscosity and
permittivity ratios are constant, we can determine the values, since interfacial tension
between water and silicone oil is 25 mN/m. So interfacial tension for pure water with the
silicone oil mixture containing amino end-capped silicone oil is 12.14 mN/m and the one
for water with the nanoparticles in the silicone oil mixture containing amino end-capped
silicone oil 9.58 mN/m. These results provide insight into the mechanism of the formation
of the nanoparticle surfactants. It is apparent that the nanoparticles alone do not show any
strong interfacial activity, whereas the amine end-capped silicone oil does. Thus, it is
reasonable to conclude that the end-capped silicone oil initially assembles at the interface
and the nanoparticles then diffuse to the interface and interact with the amine end-groups
on the silicone oil to form the nanoparticle surfactant. The same results were found when
oil drops were dispersed in an aqueous dispersion of the nanoparticles.
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Figure 1.8 a) The linear relationship between the deformation (D) and aE2 under various
reaction conditions. Blue triangle: pure water in silicone oil with no functional (amine
terminated) PDMA; black squares: PS-NPs in water dispersed in a silicone oil, also with
no functional PDMS; red circles: pure water in mixed silicone oils, one of which is an
amine-terminated PDMS; green inverted triangle: a drop of an aqueous dispersion of PSNPs in the mixed silicon oils, one of which is an amine-terminated PDMS. b) Interfacial
tension between water with PS-NPs and toluene (blue), water and toluene with amineterminated PDMS (red) and water with PS-NPs and toluene with amine-terminated
PDMS(black). c) The relationship between the droplet deformation (D) and the time that
the droplet has been suspended in mixed silicone oil.
1.4 Preparation of Non-equilibrium Morphologies
The unjamming of the nanoparticle surfactant assemblies opens opportunities to
control the shape of the fluid drops and stabilize highly non-equilibrium drop shapes. We
note that the nanoparticle surfactant assembly does not show cracking when the drop is
deformed, which is indicative of its jammed state, as opposed to being glassy or ordered.
By multiple jamming and unjamming steps, where the direction of the applied field is
changed, unusual shapes are produced that are stable for at least one month. Shown in Fig.
1.9 is a water drop containing carboxylated polystyrene nanoparticles in an oil containing
amine end-capped PDMS that is sequentially subjected to electric fields in the orthogonal
directions. Applying the field in the x-direction deforms the drop into an ellipsoid with the
major axis in the direction of the applied field. Then the field was re-applied, deforming
the drop further in the x-direction, yielding tubular structures extending from the drop. An
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orthogonal electric field was then applied in the y-direction, which resulted in a further
deformation of the drop, producing a similar type of “flounder-like” formation in the ydirection. These results demonstrate that the unjamming of the nanoparticle surfactant
assembly initially occurs locally, enabling this independent deformation in different
directions. Figure 1.9E shows a liquid droplet that was treated after another electric field
along y-direction similarly, leaving a fish-shaped droplet that remained in this state for one
month before the experiment was terminated.

Figure 1.9 The deformation a nanoparticle surfactant stabilized water drop in orthogonal
directions by the sequential application of and electric field and mechanically. The
diameter of the water droplet is 1.5mm. (A) The drop is deformed into an ellipsoid with an
electric field (4.5 kV/cm). (B) and the drop was further deformed in the same direction
with a larger electric field (5.4 kV/cm). (C) A field of 4.5 kV/cm was then applied
orthogonal to the original field direction, i.e. in the y-direction, producing protrusions in
the y-direction on the already deformed droplet (D). Using another field of 5.4 kV/cm was
still applied along the y-direction, unusual shapes, even the fish-like drop shown (E), could
be produced and stabilized indefinitely. Different morphologies are shown using a stirring
rod to deform the droplet. (F) The droplet after a minimal amount of stirring, where
aqueous tubes, cladded with nanoparticle surfactants, traced the path of the rod. (G) A more
rapid, longer time of stirring was used producing a “glass wool”-type structure comprised
of small diameter aqueous tubes cladded with nanoparticle surfactants.
14

The generality of drop deformation is shown in Fig. 1.9E where a stirring rod was
placed within a droplet of the aqueous dispersion of nanoparticles suspended in the mixed
silicone oil. The rod was then placed in the aqueous phase and dragged through the oil,
resulting in an aqueous tube clad with the nanoparticle surfactants that traced the path of
the rod. When the system was stirred, the aqueous tubes cladded with the nanoparticle
surfactants were smaller in diameter and exceptionally long, reminiscent of glass wool
except that the structures are fully liquid. The three dimensional nature of the morphology,
the continuity of the tubular structures, and the cladding of the interfaces by the
nanoparticle surfactant are evident. Thus, simply by stirring, a bicontinuous jammed
system, a “bijel”-type of morphology, is achieved, without the need to modify and tune the
surface chemistry of the nanoparticle to achieve neutral wetting, which is necessary to
confine the nanoparticles to the liquid/liquid interface and impart long-term stability to the
morphology. The carboxylate-amine interactions between the nanoparticles and
functionalized silicone oil are self-regulating, maximizing the reduction in the interfacial
energy, overcoming thermal energies and stabilizing the nanoparticle surfactants at the
interface.
Fig. 1.10 shows the exceptional stability of the deformed water drop after removal
of electric field. Even after one month, the drop retained the highly deformed shape. Any
shape changes are attributable to solvent evaporation. It should be noted that if the volume
of the drop decreases, either intentionally or due to evaporation, the jammed nanoparticle
surfactant assembly will wrinkle and buckle, depending on the amount of volume loss, in
a manner resembling raisins or other dried fruits. However, without volume contraction,
no wrinkling occurs.
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Figure 1.10 Stability of the non-equilibrium droplet.
1.5 Jamming vs Jamming & Crosslinking
When the mono-functional end-capped silicone oil was replaced with a difunctional PDMS, capped on both ends with primary amines, the nanoparticle surfactant
assemblies were stabilized even further, as the PDMS chains bridge adjacent nanoparticles,
effectively crosslinking the jammed nanoparticle assembly (Fig. 1.11A). Shown in Figures
B-E are two drops of water with PS nanoparticles that were suspended in silicone oil
containing the di-functional PDMS. The length of time that the drop at the bottom was in
contact with the silicone oil is 2 min, whereas the contact time of the upper drop is 30 s. A
4.6 kV/cm electric field is applied and the drop at the bottom does not deform, while the
drop at the top deforms. Even though the interfacial energy of the drop at the bottom is
lower, due to the increase in the number of nanoparticle surfactants formed at the interface,
the crosslinking of the nanoparticle surfactants is greater, preventing the deformation of
the drop .The very strong resistance of the drop to deformation demonstrates an alternate
route by which drops of different shapes can be stabilized.
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Figure 1.11 A route to stabilize nanoparticle surfactant assemblies with di-functional
PDMS. (A) A schematic showing the bridging of the di-functionalized PDMS to adjacent
nanoparticles, crosslinking the nanoparticle assembly at the interface. The deformation of
two drops containing an aqueous dispersion of carboxylated polystyrene nanoparticles in a
silicone oil containing di-functionalized PDMS with an amine group on each end is shown
in the lower frames (B-E). The drop on the top is in contact with the oil mixture for 30 s,
whereas the lower droplet is in contact with the mixed oil for 2 minutes. The initial drops
are shown in (B). An electric field (4.6 kv/cm) is applied for 5 s and the upper drop deforms,
while the lower droplet retains its shape (C). After 10 s in the electric field, the upper drop
deforms further and the lower drop retains its shape (D). The electric field is increased to
5.8kv/cm and the upper drop deforms further and only tiny change occurs on the lower
drop (E).
1.6 Conclusions
In summary, we have demonstrated a simple route to produce and stabilize fluid
drops having shapes far-removed from their equilibrium spherical shape using the in situ
formation of nanoparticle surfactants. The increased interfacial activity of the nanoparticle
surfactants stabilized the assemblies against desorption, allowing them to jam at the
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interface, arresting change in the droplet shape and imparting long-term stability to droplets
with unusual shapes. The sequential application of external fields in different directions
leads to local unjamming and jamming of the assemblies, enabling the shape of the drop to
be tailored into a wide range. We are currently investigating the possibility of stabilizing
asymmetric shapes to determine the importance on the jamming process. Both electric and
shear fields were used to deform the drops, though other fields, like magnetic and ultrasonic
fields, are also under investigation. Crosslinking the nanoparticle surfactant assemblies at
the interface is shown to increase the stability of the drop shape. These stabilized
assemblies provide easy routes for encapsulation, bicontinuous flow (microfluidic devices)
or separations media, delivery vehicles, and reaction platforms.
1.7 Reference
(1)

Liu, A. J.; Nagel, S. R.; Nature, 1998, 396, 21.

(2)

Bi, D.; Zhang, J.; Chakraborty,B.; Behringer, R.P.; Nature, 2001, 480 (7377), 355–
358.

(3)

Clusel, M.; Corwin, E. I.; Siemens, A.O.N.; Brujić, J.; Nature, 2009, 460 (July),
611–615.

(4)

Pusey, P.N. ; Megen, W. van; Nature, 1986, 320 (6060), 340–342.

(5)

Torquato S., Stillinger, F.H.; Rev. Mod. Phys., 2010, 82 (3), 2633–2672.

(6)

Zaccarelli, E.; J. Phys. Condens. Matter, 2007, 19 (32), 323101.

(7)

Anderson, V.J. ; Lekkerkerker, H.N.W.; Nature, 2002, 416 (6883), 811–815.

(8)

Park J. A. et al., Nat. Mater., 2015, 14 (10), 1040–1048.

(9)

Song, C.; Wang, P.; Makse, H.A.; Nature, 2008, 453 (7195), 629–632.

(10)

Trappe, V.; Prasad, V.; Cipelletti, L.; Segre, P.N.; Weitz, D. A.; Nature, 2001, 411
(6839), 772–775, (2001).

18

(11) Ballesta, P.; Duri, A.; Cipelletti, L.; Nat. Phys. 2008, 4 (7), 550–554.
(12) Berthier, L.; Witten, T. A.; Europhysics Letters, 2009, 86(1),10001.
(13) O'Hern, C. S.; Langer, S. A.; Liu, A. J.; and Nagel, S. R.; Phys. Rev. Lett. 2002, 88,
075507.
(14) O'Hern, C. S.; Silbert, L. E.; Liu, A. J.; and Nagel, S. R.; Phys. Rev. E 2003, 68,
011306.
(15)

Silbert, L. E.; Liu, A. J.; and Nagel, S. R.; Phys. Rev. Lett. 2005, 95, 098301.

(16)

Silbert, L. E.; Liu, A. J.; and Nagel, S. R.; Phys. Rev. E 2006, 73, 041304.

(17)

Pickering, S.U.; “Emulsions”, J. Chem. Soc. 2001, 91 (1907).

(18)

Ramsden, W.; "Separation of Solids in the Surface-layers of Solutions and
'Suspensions'". Proc. R. Soc. London, 1903, 72, 156.

(19)

Lee, D.; Weitz, D. A.; Advanced Materials , 2008, 20, 3498.

(20)

Dinsmore A. D. et al., Science 2002, 298, 1006.

(21)

Lin, Y.; Skaff, H.; Emrick, T.; Dinsmore, A. D.; Russell, T. P.; Science, 2003, 299,
226.

(22)

Lin Y. et al., Langmuir 2005, 21, 191.

(23)

Herzig, E. M.; White, K. A.; Schofield, A. B.; Poon, W. C. K.; Clegg, P. S.; Nature
Materials 2007, 6, 966.

(24)

Stratford, K.; Adhikari, R.; Pagonabarraga, I. ; Desplat, J. C.; Cates, M. E.; Science
2005, 309, 2198.

(25)

Bon, S. A. F.; Mookhoek, S. D.; Colver, P. J. ; Fischer, H. R. ; van der Zwaag, S.;
European Polymer Journal 2007, 43, 4839.

(26)

Subramaniam, A. B.; Abkarian, M.; Mahadevan, L. ; Stone, H. A.; Nature 2005,
438, 930.

(27)

Cheng, H. L. ; Velankar, S. S.; Langmuir , 2009, 25, 4412.

(28)

Clegg P. S. et al., Langmuir 2007, 23, 5984.

(29)

Clegg P. S. et al., Journal of Physics-Condensed Matter 2005, 17, S3433.

19

(30)

Pawar, A. B.; Caggioni, M.; Ergun, R.; Hartel, R. W.; Spicer, P. T.; Soft Matter
2011, 7, 7710.

(31)

Tavacoli, J. W.; Thijssen, J. H. J.; Schofield, A. B.; Clegg, P. S.; Advanced
Functional Materials 2011, 21, 2020.

(32)

Li L. et al., Nano Letters 2011, 11, 1997.

(33)

Bramhaiah, K.; John, N. S.; Rsc Advances 2013, 3, 7765.

(34)

Abkarian M.; Subramaniam, A. B.; Kim, S.; Larsen, R. J.; Yang, S.; Stone, H. A.;
Physical Review Letters 2007, 99, 188301.

(35)

Binks, B. P.; Horozov, T. S.; Colloidal Particles at Liquid interfaces, 2006.

(36)

Binks, B. P.; Lumsdon, S. O.; Langmuir 2000, 16, 8622.

(37)

Taylor G., Disintegration of water drops in an Electric field. Proc. R. SOC. Lond A
1964, 280 (1382).

(38)

Ha, J. W.; Yang, S. M.; Journal of Fluid Mechanics 2000, 405, 131.

(39)

Saville, D. A.; Electrohydrodynamics: The Taylor-Melcher leaky dielectric model.
Annual Review of Fluid Mechanics 1997, 29, 27.

(40)

Stone, H. A.; Lister, J. R. ; Brenner, M. P.; Proceedings of the Royal Society aMathematical Physical and Engineering Sciences 1999, 455, 329.

(41)

Vizika, O.; Saville, D. A.; Journal of Fluid Mechanics 1992, 239, 1.

(42)

Ristenpart, W. D.; Bird, J. C.; Belmonte, A.; Dollar, F.; Stone, H. A.; Nature, 2009,
461, 377-380.

20

CHAPTER 2
DYNAMICS OF EMULSIONS STABILIZED BY NANOPARTICLES THROUGH
X-RAY PHOTON CORRELATION SPECTROSCOPY
2.1 Introduction
2.1.1 Introduction to characterization techniques for dynamics
Recent advances in characterization methods, for example optical fluorescence
microscopy,
(XPCS),

1-8

19-26

dynamic light scattering

and rheology,

27-29

9-18

, X-ray photon correlation spectroscopy

have accelerated the studies of dynamics of jammed

systems. Fluorescence microscopy has been used to characterize the dynamics by tracking
and analyzing the trajectories of particles.

1-8

Early characterization of three-dimensional

dynamics by laser scanning confocal microscopy was performed by Weeks and coworkers,
6

who determined the structure and distribution of clusters and dynamics at a microscopic

level. In addition to direct observation, dynamic measurements by confocal microscopy
can also be made by using fluorescence recovery after photobleaching (FRAP). 7 The
dynamics are measured by bleaching nanoparticles and recording the recovery time. By
using FRAP, Lin et al measured the in-plane 2D diffusion of CdSe nanoparticles that selfassemble at the oil/water interface.7 Scanning electron microscopy has also been used to
measure dynamics by directly observing the individual trajectories of particles, as has done
by White with coworkers.8
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Figure 2.1 Schematic illustration of a small-angle X-ray Photon Correlation Spectroscopy
measurement. The incident light, a partially coherent portion of monochromatic x-ray beam,
scatters with samples and results a series of scattering diffractions at different time. (Image
is reprinted from ref. 21)
In addition to above characterization methods, another powerful technique that is
suitable for characterizing dynamical response of jammed systems is scattering. In this
technique, when a coherent light is incident on jammed systems, a highly irregular
diffraction (“speckle” intensity pattern) related to the exact spatial arrangements of the
system is generated.13, 16, 21, 22 The “speckle” pattern changes as the spatial arrangement of
the jammed systems varies with time. Thus the system dynamics are measured from the
evolution of temporal intensity fluctuations of speckles. Techniques that have been used
to characterize the temporal intensity fluctuations include dynamic light scattering and Xray photon correlation spectroscopy. Dynamic light scattering has been widely used to
characterize the dynamics of different jammed systems, including emulsions, 10, 12 foams16
and colloidal gel17. However, the application of dynamic light scattering is limited by the
wavelength of the coherent visible light. Dynamic light scattering cannot be applied to the
nano-scale due to the resolution limits of light. Multiple scattering, a phenomenon where
22

photons scattered from the sample are rescattered by another part of sample, is another
disadvantage of DLS that leads to difficulties in analyzing data.18 Moreover, the DLS can’t
be applied to opaque materials, such as emulsions.
If the wavelength of the incident radiation is decreased to that of x-rays, typically
several tenth of nanometers, and the x-rays are coherent, then the principles of DLS can be
extended to the nanoscopic level, where fluctuations in density correlations on the tens of
nanometer length scale can be probed. A schematic illustration of XPCS is depicted is
shown in Fig. 2.1.

Figure 2.2 The ranges of wave vector and frequency typically accessible with different
techniques. (Image is reprinted from Ref. 26)
XPCS also overcomes the problem of multiple scattering which is frequently
encountered in DLS. Therefore, recent advances of XPCS, include measurement of slow
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and heterogeneous relaxations in non-equilibrium systems, such as emulsions, foams,
colloidal gel, have been made.
2.1.2 Introduction to instability of emulsions
Emulsions have been used in a wide variety of technologies, such as foods, drug
delivery, oil recovery and daily care products,

30-32

yet the cause of instabilities in

emulsions is under constant study, and much research has focused on the prevention of
emulsion break-down.33-43 The formation of emulsions requires that the applied shear stress
should be larger than the Laplace pressure to break up droplets.34 During emulsion
formation, the change in free energy, ΔG, consists of two components: an entropy term
TΔS (negative) and an interfacial energy term ΔAγ (positive). The formation of a lot of
droplets from the bulk results in an increase in

the interfacial area (A) and the

configurational entropy (S) .38 In most cases, ΔG is positive, since the interfacial energy
term outweighs the entropy term, which means the system is thermodynamically unstable
and emulsion formation is not spontaneous.
G   S T  A

The final size of droplets is determined by a balance between applied shear stress and
coalescence process. When an emulsion consists of a low volume fraction and negligible
𝛾

viscosity of continuous phase, the droplet size is, 𝑟~ 𝛿η, dictated by the interfacial tension
(γ), the shear rate (δ) and the continuous phase viscosity (η), which is predicted by Taylor.34,
36-37

As emulsions are thermodynamically unstable, their states are decided by both
thermodynamic conditions and process history.33,38-40 As a result of thermodynamic
24

instability of emulsions, the emulsion will break and reduce the total free energy through
several processes, such as flocculation, coalescence, Ostwald ripening, creaming, or a
combination of these.

Figure 2.3 Schematic representation of emulsions degradation in different routes. (Image
is reprinted from Ref. 38)
As illustrated in Figure 2.3, an emulsion is a metastable system and there are a
number of different paths for emulsion degradation

33, 34, 42

: 1) Creaming means the

formation of a concentration gradient in emulsions resulting from external force (usually
gravitational); 2) flocculation is the aggregation of droplets due to the van der Waals
attraction; 3) coalescence is droplet fusion as a result of interface fluctuation and close
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contact of close droplets; and 4) Ostwald ripening which is driven by the minimization of
the surface energy.39-43 As the chemical potential of a droplet is described as:

 (r )   () 

2 Vm
r

Here, σ is the interfacial tension, and r is the radius of droplet. The difference of chemical
potential for droplets with different radius drives the liquid to transfer from small droplet
to large droplet.
Long-term stability of emulsions are desired from both an applied and fundamental
point of view. Many efforts and methods have been tried to improve the stability.
Controlling the size of emulsions to the nanometer scale is an important method to avoid
creaming, as the thermal motion of nanoemulsions is large enough to overcome the external
force.39 Using surfactants to stabilize the emulsions against coalescence is the most popular
way. Traditional small-molecule surfactants prevent emulsions from coalescence by the
Gibbs-Marangoni effect.34, 36-37 The interface is usually not covered fully and evenly when
the emulsion is newly formed, as the surfactant concentrations in the bulk is larger than
that in the regions between droplets. This uneven coverage of surfactants leads to a
difference of interfacial tension, which causes a flux from the bulk to the depleted region.
This flux pushes the droplets from each other. Further stabilization is obtained by using
Pickering emulsions.44-49 Pickering emulsion is an emulsion stabilized by partially wetting
solid particles instead of traditional surfactants. The coverage of the interface by the
particles forms a solid-like layer and provides a steric barrier against coalescence. 35-37 To
reduce the Ostwald ripening effect, Liftshitz, Slesov, and Wagner introduce a second oil
with much lower solubility in the continuous phase (Fig. 2.4).39 The mechanism behind
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this method is that the soluble oil diffuses from the small droplets to the large droplets
while the insoluble oil doesn’t diffuse between droplets. Thus, the larger droplets become
enriched with soluble oil while the smaller droplets are enriched with insoluble oil, which
leads to an osmotic pressure mismatch. Therefore, the stabilization is obtained when the
effect of Ostwald ripening is compensated by the osmotic pressure mismatch.

Figure 2.4 Illustration of adding of second insoluble oil prevent Ostwald ripening by
providing a kinetic barrier. (Image is reprinted from Ref. 39)
As we propose to investigate the dynamics of emulsions, we claim a novel simple
method to avoid instabilities based on all the methods mentioned above. A system where
oil contains nanoparticles and salt aggregations is utilized. In this system, the osmotic
pressure between the salt aggregations and the continuous water drives the water to diffuse
from the continuous phase into oil. Finally, the w/o emulsions are obtained near the
water/oil interface.
The osmotically driven self-emulsification has been reported and utilized to form
double emulsions, as shown in Fig. 2.5. The inner micro-scale water droplets are
spontaneously formed at the interface of the primary o/w droplets, owing to an osmotic
pressure difference relative to the continuous water phase provided by salt species
dispersed in the oil phase.50
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Figure 2.5 Schematic representation of emulsion formation at the oil/water interface
driven by osmotic pressure due to the presence of salt aggregates.( Image is reprinted from
Ref. 50)
2.1.3 Introduction to CdSe nanoparticles
Diverse and unique properties of semiconducting nanoparticles have attracted a lot
of attentions.51-56 Size confinement ranging from 1 nm to 20 nm endows nanoparticles
special size-dependent optical properties. Brus et al demonstrated that high fluorescence
quantum yield came from the quantum confinement of electron-hole pairs.57-58 Successful
synthesis of semiconducting nanoparticles, such as CdS, CdSe and CdTe, began in 1993,
when Norries and Bawendi first synthesized CdTe nanoparticle by pyrolysis of
organometallic precursors at high temperatures.59 However, poor control of the size and
surface of the nanoparticles by traditional micellular methods is still a serious problem,
leading to low fluorescence efficiency.57, 60-62 Lack of sharp absorption of the nanoparticle
emission spectra arises from radiative recombination at defective sites on nanoparticle
surface. This situation is partially improved by introducing the surfactant,
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trioctylphosphine oxide (TOPO), into the high temperature pyrolysis of organometallic
precursors.63 The surfactants not only stabilize the growth to prevent aggregation, but also
act as ligands to improve the stability and solubility of nanoparticles. During this
improvement, cadmium oxide (CdO) and cadmium acetate, Cd (CH3CO2)2, were employed
instead of dimethylcadmium ((CH3)2Cd), which is air sensitive and toxic, to develop a
better method.64-65 And then Hines and Guyot-Sionnest developed a new method to
improve the efficiency by synthesizing core/shell CdSe-ZnS nanoparticles.66 The role of
ZnS shell here is to passivate the surface defects and to generate wider band-gap.
Ideal CdSe TOPO nanoparticles are made of CdSe core with ratio of cadmium to
selenide 1:1, and ligand shell of TOPO connecting to cadmium by native bonds.

67-69

However, the surface studies of nanoparticles by various kinds of techniques, such as Xray photoelectron spectroscopy (XPS)70, Nuclear magnetic resonance (NMR)71-72, energydispersive X-ray spectroscopy(EDS)73, and inductively coupled plasma atomic emission
spectroscopy (ICP-AES)69 all suggest that the composition, surface bonding and ligands
with nanoparticles are complicated and far different from the ideal case. It’s found that the
ligands on the surface contain not only TOPO (neutral ligands, marked as L) but also some
phosphonate (marked as X). As shown in Fig. 2.6, the atomic ratio of Cd/Se reduces as the
radius of nanoparticles increases, as well as the ratio of L/X ligands. All these arise from
the impurities in commercial TOPO. By controlling the impurities in TOPO, the ratio of
Cd/Se, ligands and bindings can be controlled. The exact compositions of impurities in
commercial TOPO are characterized and shown in Fig. 2.7. Also, the beneficial effects of
these impurities on the growth of high-quality CdSe nanoparticles have been shown.74-77
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Figure 2.6 (A) Cd/Se ratios as a function of radius, and (B) the number of phosphorous
ligands per surface area as a function of radius, within CdSe nanoparticles synthesized with
90% TOPO, 99% TOPO and 99% TOPO plus 1.3% OPA. Illustration of nanoparticles
covered by neutral ligands (Left of the top scheme) prepared in 99% TOPO, and
nanoparticles encapsulated by Cd2+ alkylphosphonate complexes from the impurities in
90%TOPO. (Images are reprinted from Ref. 69.)
If highly pure TOPO is used, the growth rate of the NPs is too fast, so some
impurities are necessary to slow down the reaction and achieve better control.74-77 Peng et
al. discovered that adding some molecules, like alkyl phosphonic and phosphinic acids,
which bind more tightly to cadmium atoms, help to control the size and morphology of the
nanoparticles or nanorods.77 Therefore, CdSe TOPO nanomaterials are actually capped
with two kinds of ligands: X-type ligands and L-type ligands. L-ligands are usually
hexadecylamine(HAD), TOPO and trioctylphosphine selenide (TOPSe), while X-ligands
are usually OPA and PPA, which are impurities in technical-grade TOPO. As reported by
Wang et al., different morphologies can be adjusted by using different impurities. Highquality nanoparticles are obtained when adding di-n-octylphosphine oxide, nanorods when
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adding di-n-octylphosphinic acid, mono-n-octylphosphinic acid, and n-octylphosphinic
acid, while nanowires when adding di-n-octylphosphinic acid.74 Fig. 2.7 shows the
different morphologies of nanomaterials by adding different kind of impurities.

Figure 2.7 Molecular structures of impurities in commercial TOPO (left); TEM images of
CdSe nanorods prepared by TOPO with different kinds of impurities: (a) recrystallized
TOPO, (b) 2.5 g TOPO with 30 mg DOPA, (c) 2.5 g TOPO with 30 mg MOPA, and (d)
2.5 g TOPO with 50 mg DOPO. (Images are reprinted from Ref. 74.)
Purification is another important parameter which affects the morphology and
property of CdSe nanomaterials.78-79 Traditional purification is precipitating/redispersing
nanomaterials in a nonsolvent/solvent. 69

The purification not only affects the ligand

density on the CdSe nanoparticles, but also has an effect on the type of ligand bound to the
surface. The L-type (dative bond) ligands are removed during two-cycle precipitation/
dispersion purification. X-type ligands, on the other hand, are still bound to the surface,
even after numerous purifications.
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The presence of a hydrophilic core and a hydrophobic shell of ligands imparts CdSe
nanomaterials with a partially wetting characteristic at the oil/water interface. Thus, CdSe
nanomaterials have been widely used to self-assemble at the oil/water interface and form
stable Pickering emulsions.80-81
2.2 Osmotically Driven Formation of Emulsions with Entropy Stability
2.2.1 Materials: Nanoparticle Synthesis
CdSe-ZnS with TOPO ligands: 0.2 mmol (1 eq) Cd(OAc)2 (from Aldrich, +99.99 %)
and 3.5 g TOPO (from Aldrich, ~ 90 %) were heated to 100 °C in a three-neck round
bottom flask under nitrogen. Then the system was heated to 300°C under nitrogen. Another
reagent was prepared in the glovebox by mixing 1 mmol (5 eq) Se (from Aldrich) and 2 ml
TOP (from Aldrich) and then was injected into the flask. The reaction was kept for 3 mins
to get the CdSe core. The reaction was stopped by cooling to 95 °C for 30 minutes. Then
the ZnS shell was prepared by adding a mixture of 0.28 mmol Zn(Et)2 (from Aldrich), 0.28
mmol hexamethyldisilathiane (from Aldrich) and 3 ml TOP (from Aldrich) at a rate of 1
ml/hr. The whole system was heated at 95 °C for three hours. The reaction was stopped
by cooling down to 60 °C. Methanol was added to precipitate the nanoparticles from the
solution. Further purification was done by solubilize nanoparticles into chloroform and reprecipitate in methanol.65, 66
CdSe-Oleic Acid synthesis: The CdSe nanoparticles stabilized by oleic acid were
prepared in a three-neck flask. At first, 1.6 mmol of CdO power, 6.4 mmol of Oleic acid
and 40 ml of trioctylamine were added into a three-neck flask and heated to 150 °C. Then
0.2 ml 2M Se in trioctylphosphine was injected into the flask and the reaction temperature
was raised to 300 °C. The reaction was kept for 10 min.82
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2.2.2 Results and Discussions for Emulsions Formed at Oil/Water interface

Figure 2.8 (A)-(C) Optical micrographs of emulsions at the water/toluene interface. The
water droplets are immersed in 30 mg/ml nanoparticle solution for different periods of time:
left one for 30 min while the right one for 10 s (C). Figure A and B are the highmagnification images of the left droplet which becomes opaque after 30 min. (D) are the
emulsions at the water/chloroform interface. (E) The morphologies of nanoparticle thin
film formed at the water/toluene interface after washed in toluene. (F) TEM image of CdSeZnS nanoparticles that are dried on copper grid.
The experiments are inspired by an observation that a water droplet changes from
transparent to cloudy after it was immersed in the CdSe-ZnS TOPO toluene solution for 30
mins (Fig. 2.8 C). As a control, another water droplet was immersed in the same solution
for 10s. The high-magnification images (Fig. 2.8 A and 2.8 B) revealed many dark points
on the interface of the first droplet. A closer look at these dark points under optical
microscopy in a water/chloroform system (Fig. 2.8D) showed that these dark points were
droplets at the interface. After washing the water droplet by toluene, the small droplets
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were removed and a solid-like film was left behind with wrinkles on surface. This thin film
was made of CdSe-ZnS TOPO nanoparticles that self-assembled at water/oil interface,
indicating a jammed state of nanoparticles after 30 mins, which explained why the
experimental water droplet became opaque. To the contrary, a short immersion time of 10
s for the control group was not sufficient to form a jammed state of nanoparticles, so the
control water droplet remained transparent. The wrinkles were formed by compression
when the volume of water droplet reduced during evaporation. TEM image (Fig. 2.8 F) of
CdSe nanoparticles show the size is about 8.5 nm.

Figure 2.9 TEM image of CdSe-ZnS nanoparticles dispersed on the copper grid and the
corresponding energy-disperse x-ray spectroscopy (EDS) images of different elements.
It is predicted that the driving force for formation of emulsion originates from
water-soluble salt aggregation in the nanoparticle solution. The aggregates were observed
in the TEM image (Fig. 2.9), which indicated that the size of aggregations were several
hundred nanometers. The aggregates, although water-soluble, were stabilized by the
nanoparticles adsorbed on their surfaces. To further examine the composition of these
aggregations, electron dispersive spectroscopy (EDS) was performed. The EDS images
revealed some extra elements, i.e. Zn, S and Si, on the spectroscopy, which arose from the
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chemicals used during nanoparticle synthesis.65-66 The osmotic pressure originating from
these water-soluble impurities drove the spontaneous formation of emulsions on the
interface.

Figure 2.10 Optical micrographs of evolution of the emulsions at water/chloroform
interface. The droplets first appear over the smooth surface, and then the droplets grow
largely and move to the center by buoyancy.
The formation of emulsion at the interface was studied by optical microscopy. As
shown in Fig. 2.10, a chloroform droplet with nanoparticles in a continuous water phase
was observed. At the beginning, the interface was completely clear, then small dark points
began to appear near the interface. Size of droplets grew quickly at the beginning while the
buoyancy drove these emulsion droplets to rise to the top center of the interface. Then the
droplets stopped growing and reached equilibrium state between droplet and water
35

continuous phase, as well as among droplets. The final size of a droplet was determined
by the amount of impurity aggregation. The polydispersed sizes of the impurities gave rise
to a polydispersity of emulsion droplets. And the Ostwald ripening (OR) instability of
traditional emulsion was overcame by the osmotic pressure. During the whole process, no
coalescence of droplets occurred, due to the formation of solid-like nanoparticle film on
the water/oil interface. Finally a jammed stable system was formed at the interface. The
osmotically driven self-emulsion avoided the OR instability, while the self-assembly of
nanoparticles avoided the coalescence instability.

Figure 2.11 Optical micrographs of emulsions formed at water/chloroform interface with
different salt concentrations.
The mechanism was proven by a series of experiments using an aqueous phase with
different salt concentrations. By adding salts into the continuous phase, the osmotic
pressure between water-soluble salt aggregates and the continuous water phase was
decreased. When the osmotic pressure was lowered to zero, no emulsions were formed at
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the interface. Fig. 2.11 show the morphologies of newly-formed water droplets at the
interface. When the salt concentration reached about 10 mg/ml, only very few droplets
were formed.
To further prove the mechanism, the salt was added into the continuous water phase
to reduce the osmotic pressure gradually. As the salt concentration increased in the
continuous water phase, there was a continua imbalance between the osmotic and Laplace
pressures. Thus, the emulsion gradually disappeared as more salts were added. In this case,
we injected a small chloroform droplet into the aqueous phase with different salt (CaCl2)
concentrations. The concentration of nanoparticles within the chloroform droplet is 30
mg/ml. The first image in Fig. 2.12 was a control when the continuous water phase did not
contain any salts. It showed that the jammed droplets floated to the top center of the
chloroform droplet. The following images were taken as the salt concentration was
continuously increased. The images clearly show that a progressive decrease in the number
of droplet was found as the salt concentration increased.
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Figure 2.12 Optical micrographs of gradually disappearance of emulsions at the interface
as salt concentration increases.
The unique property of this system that contains both surfactants and salt
aggregations allows us to prepare double emulsions. The double emulsions were prepared
by shaking the nanoparticle chloroform solution and water together. The primary o/w
emulsions were generated after shaking and were stabilized by CdSe-ZnS TOPO
nanoparticles. The osmotic between the salt aggregations and the continuous water phase
drives the water to diffuse into oil droplets and formed the secondary w/o emulsions. The
optical micrograph after 30 min proves the formation of double emulsions.
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Figure 2.13 Optical image of double emulsions, where the primary droplet is toluene
containing 30 mg/ml nanoparticle, the continuous phase is deionized water and the
secondary emulsion is formed inside the primary droplets.
A series of experiments with purified nanoparticles should be carried out as a
control to support the proposed mechanism. However, the dative bonds of TOPO ligands
on the nanoparticle surface is too weak to survive purification. The TOPO ligands on the
surface were completely removed after three rounds of purification.69 In our experiments,
after two cycles of precipitation/redispersion, the nanoparticle solution became cloudy (Fig
2.14 B). As characterized by TEM, aggregations of nanoparticles were found after three
cycles of purification.
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Figure 2.14 Picture of CdSe-ZnS nanoparticle in chloroform after two-circle purification
(A) and after three-circle purification (B). TEM images of particle after two-circle
purification (C) and after three-circle purification (D).
Therefore, an alternative method was used to indirectly prove the mechanism. The
CdSe nanoparticles with oleic acid ligands, a type of X-ligand, were used instead of pure
CdSe TOPO nanoparticles. The morphology of these nanoparticles was characterized by
TEM. The CdSe-oleic acid nanoparticles were found to be more hydrophobic than CdSe
TOPO nanoparticles, due to the higher ligand density on the surface of the CdSe-oleic acid
nanoparticles. This leads to an easy and complete purification due to larger difference of
solubility between impurities and nanoparticles. After two purifications in methanol and
re-dispersions in hexane, no impurities were left as confirmed by TEM.
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Figure 2.15 TEM image of CdSe nanoparticle with oleic acid ligands.
The mechanism was further proven by using nanoparticles without salt aggregates.
Fig. 2.16(A) shows a chloroform droplet containing CdSe-oleic acid nanoparticles
immersed in the water for 1 hour. No emulsions were formed at the interface, as
characterized by the optical microscopy. Similar results were obtained when preparing the
emulsions (C, D). Another possible origin of the emulsions is the ligands (TOPO) left in
solution. When a system containing 99% TOPO was characterized, no emulsions were
formed on the interface.
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Figure 2.16 (A, B) Optical micrograph of a chloroform droplet immersed in water, where
the droplet contains (A) 5 mg/ml CdSe nanoparticle, (B) 10 mg/ml 99% TOPO. (C, D)
Optical micrographs of o/w emulsions where the droplet contains 5 mg/ml CdSe
nanoparticle chloroform solution and the continuous phase is water.
2.2.3 Conclusions
In conclusion, we demonstrated a simple method to stabilize traditional nonequilibrium emulsions by significantly reducing irreversible instability, i.e. Ostwald
ripening and coalescence. The system contains a water phase and an oil phase with
nanoparticles and salt aggregations where the oil phase. The w/o emulsions were formed
at the interface spontaneously, driven by the osmotic pressure difference between water
and salt aggregation. The new water droplets increase in size until a balance between
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droplets and continuous water phase is achieved. The nanoparticles self-assembled at the
interface and form a solid-like film against coalescence.
2.3 Dynamics of Emulsions Stabilized by Nanoparticles
2.3.1 Experimental Setup

Figure 2.17 Top: Illustration of Small-Angle X-ray Photon Correlation Spectroscopy
measurements on emulsions stabilized by nanoparticles. Bottom: Schematization of the
emulsions at water/toluene interface which is formed spontaneously due to the presence of
salt aggregations. Bottom right: Structure of CdSe-ZnS nanoparticles functionalized with
TOPO ligands.
The partially coherent x-ray is generated by adding a pinhole aperture into
monochromatic x-ray beam before the sample. The samples were prepared by placing
water into a capillary tube with a 1mm diameter, and then adding CdSe nanoparticle
solutions in toluene. Because of salt aggregates inside the nanoparticle solution in toluene,
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osmotic pressure drives formation of emulsions. The samples were aged for 10 hours to
reach an equilibrium state. Experiments were conducted at sector 8-ID at the Advanced
Photon Source at the Argonne National Laboratory. The x-rays, with an energy of 7.35
keV, were incident on the water/oil interface of the sealed capillary tube. The temperature
was always kept at 20 °C during the experiment. The scattering vector range from 0.02 nm1

~0.1 nm-1 corresponds to size scale from 60 nm to 300nm. The quantity characterizing

the dynamic is obtained by averaging the measured intensity autocorrelation function over
a duration that is usually much longer than the relaxation time of system. A multi-element
detector was used, so the intensity was averaged over both time and different speckles from
different element detector. The typical exposure time of scattering images is 0.5 s and the
duration time is about 20min.
2.3.2 Results and Discussions for Dynamics of Emulsions

Figure 2. 18 Intensity at the different Z position of capillary tube near the water/toluene
interface where the red arrow marks the measured position.
The interface was determined by scanning the intensity changes at the interface. As
shown in Fig. 2.18, the stronger absorption of water compared with that of toluene
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generated an abrupt change of intensity collected by the CCD camera. The width of
emulsions part near the interface is 0.3 mm. The small size of beam, 20 µm by 20 µm,
allows the dynamic study to be focused on the position near the interface (the red narrow
as showed in the scheme).

Figure 2. 19 Time dependences of interfacial tension of the toluene/water interface during
adsorption of CdSe-ZnS nanoparticles at different concentrations (left). Scheme of
emulsions formed at the interface at different concentrations.
The dynamic interfacial tensions of the interface between the water droplet and
continuous nanoparticle/toluene solution were measured by tensiometer. As shown in Fig.
2.19, a fast decrease of interfacial tension was always observed at the beginning and
followed by an approximate plateau later. This phenomenon indicates a two-stage
mechanism in our systems: (1) the nanoparticles at the sub-interface region, which is a
small region of bulk solution next to the interface with a thickness of several particle
diameters, collided with interface and absorbed at the interface freely, leading to a rapid
decrease of interfacial tension; and (2) more nanoparticles at the interface lead to a potential
barrier ΔEp between the interface and the bulk, inhibiting further adsorption. The potential
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barrier arises from several aspects. The first one is physical hindrance due to less available
interface for adsorption. Desorption of nanoparticles from the interface due to thermal
fluctuation is the second reason, as the desorption hinders the diffusion of nanoparticles
from bulk to the interface. As CdSe-ZnS nanoparticles contain free charges on the surface
when they are prepared in 90% ligand (TOPO), the third reason for the potential barrier is
repulsive force between nanoparticles.

Therefore, the first step here is the diffusion-

controlled motion while the second step is controlled by the potential barrier. The
approximate equilibrium interfacial tension is very different for different concentrations,
ranging from 24 mN/m to 13 mN/m. At the same time, the reduction from the interfacial
tension of pure water/toluene, which is 36 mN/m, to the approximate plateau value is very
different for different concentrations, indicating a big difference in nanoparticle coverages
at the interface.
As discussed in the introduction, the density is an important control parameter for
jamming. Due to the diffusion coefficient in the second stage is very low, the nanoparticle
coverage, even after 10 hours’ aging, are very different for different concentrations. When
the concentration of nanoparticles changes, the nanoparticles that self-assembled at the
water/oil interface decreases. As the nanoparticle concentration changes, the concentration
of salt aggregates varies at the same time, so is the concentration of emulsions. Here, we
want to study how the density affects the dynamics of jamming.
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Figure 2.20 Small Angle X-ray Scattering profiles of polydisperse emulsions stabilized
with CdSe TOPO nanoparticles at different concentrations.
The scattering curves in Fig. 2.20 is a combination of scattering from emulsions
(water droplets) and scattering from nanoparticles which self-assemble at the water/oil
interface of the droplets. The scattering intensity is given as following equation:
I (q)  I (q)emulsions  C1I (q)nanoparticles  C2

At small wave vectors, q, the scattering falls into the Debye region and the scattering curve
is determined by shape and size of the emulsion droplets. The size of droplets is microscale, which corresponds to a q of ~ 10-3 nm-1. As q increases to q > 1/R, where R is size
of droplets, the scattering falls into Porod regions. The scattering curve follows Porod’s
law resulting from the surface of droplets. If the surface is smooth, the curve follows a
power law decay of the form, I (q) ~ q-4, and if the surfaces are rough, the intensity fall off
as I (q) ~ q-3. At higher q, scattering from the assembly of nanoparticles emerges. The
range we measured in Fig. 2.20 covers a combination of Porod scattering from droplets
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and scattering from nanoparticle interferences. Here, for different concentrations, the
scattering curves follow a power law decay of the form I (q) ~q-a, where a ranges from 2.57
to 3.32. Similar power law decay has been studied by Schmitt et al. in a micro-sized crosslinked whey protein gel which is made of nano-sized particles. 83
The basic quantity obtained in XPCS experiments is the time-averaged intensity
autocorrelation function g2 (q, t):
I (q, t ) I (q, t  t )

g 2 ( q, t ) 

I ( q, t ) 2

Here, I (q, t) is the intensity measured at time t and wave vector q. If the system does not
have time-related density fluctuation, i.e. I (q, t) = I (q, t+Δt), then g2 (q, t) =1. If the system
is a diffusive system (Brownian motion), the g2 (q, t) will be:

g 2 (q, t )  b e 2 q D ( q ) t  1
2

Here, D (q) is diffusion coefficient. The microscopic dynamics of a system near the
jamming transition often follows the Kohlrausch-Williams-Watts (KWW) relaxation
function, 5, and 13





g 2 (q, t )  b exp  (t /  )  

2

1

  1/ Dq
From fits to the experimental relaxation data, exponent β can be determined, indicating
whether the delay is faster (β>1) or slower (β<1) than exponential. Another parameter is
exponent γ derived from the dependence of the relaxation time on wave vector q, indicating,
for example, a hyperdiffusive dynamic (γ~1) or Brownian dynamic (γ~2).
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Figure 2.21 the corresponding intensity autocorrelation function g2 (q, t) at different wave
vectors. The blue line represents diffusive motion while the red line is obtained by fitting
KWW expression.
Fig. 2.21 shows the corresponding intensity autocorrelation function, g2 (q, t), for
q ranging from 0.02 nm-1- 0.1 nm-1. The correlation functions decay on a time scale that
decreases with increasing wave vector. Considering the similarities between jamming and
glass transition, the classic Mode Coupling theory has been widely used to analyze the
autocorrelation function for the jamming transition.84-88 The characteristic decay pattern
with a two-step relaxation separated by a plateau is expected from Mode Coupling theory.86
Due to the limits of the detector frame rate and scattering intensity, the first decay wasn’t
observed here. The red solid lines in Figure are fits to KWW expression while the blue
lines represent the corresponding expression of Brownian motion. By fitting KWW
expression, we derived the exponent β and relaxation time from the figure. From the value
of plateau, we can find the dynamics of the first-step decay.
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Figure 2.22 (A) The corresponding intensity autocorrelation function g2 (q, t) at different
concentrations. (B) Concentration dependence of the relaxation time at wave vector
q=0.022 nm-1.
Fig. 2.22 shows a series of time averaged autocorrelation functions at different
concentrations. For the concentration higher than 5 mg/ml, both the plateau and the second
decay were observed, while the plateau cannot be measured for concentrations lower than
5 mg/ml. Characteristic relaxation time as a function of concentration at wave vector 0.022
nm-1 is also shown in figure xxx. The relaxation time increases several decades, from 0.2 s
to 12 s.
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Figure 2.23 (A) The q dependence of the short-time plateau amplitude. (B) Concentration
dependence of the short-time plateau amplitude of 0.01 s at wave vector q=0.022 nm-1.
The dynamic structure factor f (q, t) can be calculated from the intensity
autocorrelation function g2 (t) from the Siegert relation:
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In above equations, fq is the short-time plateau amplitude, b0 is a Siegert factor. Siegert
factor is determined by experiment equipment. In our case, Siegert factor is about 0.30. In
an ideal case, the amplitude fq is 1 when t approaches 0. The value of fq is smaller than 1
in Fig. 2.23, indicating a partial relaxation at inaccessibly short times and thus a two-step
relaxations in the system. The first-step relaxation happens at inaccessible short times and
the second-step relaxation is the one observed in the measurement here. A similar
phenomenon has been discovered in many disordered systems, such as emulsions and
colloidal suspensions.84-88 The relaxation results from formation of cages for each droplet
by its neighbors. The first-step relaxation corresponds to a fast local motion of particles
inside restricted cages, while the second-step relaxation corresponds to escape of the
particles from the cages with cooperative motion from its neighbors. Due to the limited
frame rate of CCD camera, the first-step relaxation cannot be observed here. The shorttime plateau observed arises from the relaxation of cages. The relaxation observed here
arises from a process where particles try to escape the cages by entire particle assembly.
The dependence of fq on q implies there are more local motions within cages at larger wave
vectors that correspond to smaller length scales.
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The dependence of fq on concentration is only observable when the concentration
is above 5 mg/ml. For concentrations lower than 5 mg/ml, the plateau appears at shorter
times that are not accessible by the instrument used here. Comparing the f (q) of 5 mg/ml
with the one of 30 mg/ml, one can see that fq decreases as the concentration decreases,
which indicates that more free and collisions occur at lower concentrations.

Figure 2.24 (A) Logarithmic presentation of characteristic relaxation time as a function of
a wave vector q for concentration ranging from 0.5 mg/ml to 30 mg/ml. The solid lines are
the results of fits to the form q-γ, which gives an exponent ranging from 0.98 to 2.53,
indicating a transition from diffusive motion to constrained motion. (B) Wave vector q
dependence of exponent β at different concentrations. As concentration increases, the value
increases from about 0.7 to above 1. Both results of the q dependence on relaxation time
and exponent β indicate a transition from unjamming to jamming. When the concentration
reaches 30 mg/ml, the decrease of exponent β from 1.5 to 1 implies an intermittent dynamic.
The exponent variation in β implies a change in the shape of autocorrelation
function. The exponent β is derived by fitting the decay to the KWW expression. As shown
in Fig. 2.24, at lower concentrations (0.5 mg/ml, 1mg/ml, and 2mg/ml), the faster
relaxation can be explained by a stretched exponent, and β is ~ 0.7. Similar was observed
by using traditional dynamic light scattering to study colloidal fractal gels. 13-14 Since no
cages were formed when concentration is low, there is no two-step relaxation but only one
relaxation when concentration is below 5 mg/ml. The exponent of 0.7 implies the dynamics
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result from thermally excited internal elastic modes. As the concentration increases, the
exponent β approaches or surpasses 1, corresponding to diffusive dynamics. When the
concentration reaches 30 mg/ml, the value of exponent is 1.5 at smaller wave vectors and
then decreases to 1 as the wave vector increases, indicating a compressed relaxation. The
wave vector dependence of the relaxation is another proof of different dynamics. As the
concentration increases, the exponent γ varies from 2 to 1. When the concentration reaches
a certain value (30 mg/ml), both β and the linear q-dependence of relaxation rate imply a
constrained motion in the jammed system.

Figure 2.25 Schematization of different types of diffusion when concentration varies:
Brownian diffusion, intermittent diffusion, Ballistic diffusion. Brownian motion happens
when concentration is low and particles separate from each other, originated from collision
between particles and molecules of liquids. Intermittent diffusion happens when particles
form a network, resulting from occasional formation or rupture of network which induces
rearrangement of particles positons. Intermittent diffusion is the diffusion for the jamming
in this system. Ballistic diffusion happens when concentration further increases, originated
from micro-collapse of jammed system which generates the continuous relaxation of
strains.
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Several models have been proposed to explain the constrained motion and have
been used in many jammed or glassy systems. The first model was put forward by
Bouchaud and Pitard based on the concept of “micro-collapse”.89 The motion in this model
is ballistic. The motion arises from the micro-collapse of jammed system that leads to the
formation of force dipoles. The surrounding highly-correlated particles will move rapidly
in a straight line at a constant velocity until hindered by collisions. The motion is motivated
by the strain field induced by force dipole. In the ballistic motion, the displacement of
particles grows linearly in time, while for diffusive motion it is mean-squared displacement,
and a value of β is larger than 1, which reflects the velocity distribution. (β=2 corresponds
to a Gaussian distribution).
However, this model did not predict the q-dependence of β in our experiment. An
extended model developed by Duri and Cipelletti hypothesized that the correlation of the
scattered intensity is driven by rare intermittent rearrangements.14 As shown in the Fig.
2.25, particles interact with each other and form the backbone of network. The intermittent
motion happens when the particle positions rearranges due to occasional formation or the
rupture of bonds of the network. During the intermittent motion, there is a sudden change
of the degree of particle correlations. This model predicted a q dependence of β. The change
of β from 1.5 to 1 as the wave vector increases in our system agrees well with this model.
Although dynamics in our system may originate from the motion of droplets or the
motion of nanoparticles at the interface, both the designed setup and the range of wave
vector suggests the dynamics originate from the motions of nanoparticles. As shown in the
figure of the intensity as a function of Z, the interface was clearly identifiable. The small
size of beam (~20 µm× 20 µm) allows the measurements to focus on the position near the
54

water phase. The gravity of the formed water droplet drives the sedimentation. Thus, even
as the concentration of salt aggregations decreases, the concentration of droplets near the
interface did not change significantly, especially at higher concentrations. However, the
dynamics at different concentrations vary dramatically, indicating the dynamics originates
from the nanoparticle motion at the interface. Another proof is the static scattering profile
over a range between 60 nm and 300 nm. The scattering curves follow a power law decay
of the form I (q) ~q-a where the value of a, varies between 2 and 3. All imply the dynamics
originate from the nanoparticle at the interface.
Our finding shares many similarities with previous investigations on the dynamics
of liquid-solid transitions in different jamming systems, such as colloidal gel,17 coarsening
processes in colloids,90 aged laponite,91 2D nanoparticle gel,92

metallic glasses,93

emulsions94 and foams 10, 16. All the dynamics of these systems are intermittent dynamics.
Among these systems, the studies on emulsions and foams show that the intermittent
dynamics are induced by coarsening of systems arising from Ostwald ripening or applied
stress. Our system is different from previous studies, as the effect of Ostwald ripening was
offset by inducing osmotic pressure in our system and no stress are applied in the system.
Our results are also different from previous dynamic studies on emulsions stabilized by
silica particles, which shows a combination of ballistic-like dynamic with exponent below
1.96
2.3.3 Conclusions
In conclusion, we presented a simple method to overcome the difficulty of studying
the liquid/liquid interface - low scattering intensity due to the strong adsorption. The
scattering intensity was successfully increased by increasing the scatterers in the interfacial
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area. The interfacial area was increased by spontaneous formation of emulsions. Moreover,
the instability of emulsions, coarsening and coalescence of droplets, were avoided. A clear
jamming transition from liquid to solid was found as the concentration increases. The
dynamics transition from diffusive Brownian motion in a liquid to intermittent motion in a
jammed system.
2.4 Reference
1.

Knowlton, E. D.; Pine, D. J.; Cipelletti, L. Soft Matter 2014, 10, 6931–6940.

2.

Menut, P.; Seiffert, S.; Sprakel, J.; Weitz, D. a. Soft Matter 2012, 8 (1), 156.

3.

Bursac, P.; Lenormand, G.; Fabry, B.; Oliver, M.; Weitz, D. a; Viasnoff, V.; Butler,
J. P.; Fredberg, J. J. Nat. Mater. 2005, 4 (7), 557–561.

4.

Huang, R.; Chavez, I.; Taute, K. M.; Lukić, B.; Jeney, S.; Raizen, M. G.; Florin,
E.-L. Nat. Phys. 2011, 7 (7), 576–580.

5.

Orsi, D.; Guzmán, E.; Liggieri, L.; Ravera, F.; Ruta, B.; Chushkin, Y.; Rimoldi, T.;
Cristofolini, L. Sci. Rep. 2015, 5, article number 17930.

6.

Weeks E.R.; Crocker J.C.; Levitt A.C.; Schofield A.; Weitz D. A.; Science 2000,
287(5453), 627-631.

7.

Lin Y.; Böker A.; Skaff H.; Cookson D.; Dinsmore A.D.; Emrick T.; Russell T.P.;
Langmuir 2005, 21, 191-194.

8.

White E.R.; Mecklenburg M.; Shevitski B.; Singer S.B.; Regan B.C.; Langmuir
2012, 28(8), 3695-3698.

9.

Martinez, V. A.; Bryant, G.; Van Megen, W. Phys. Rev. Lett. 2008, 101 (13), 1–4.

10.

Durian, D. J.; Weitz, D. A.; Pine, D. J. Science 1991, 252 (5006), 686–688.

11.

Krall, A. H.; Weitz, D. A. Phys. Rev. Lett. 1998, 80 (4), 778–781.

12.

Guo, H.; Wilking, J. N.; Liang, D.; Mason, T. G.; Harden, J. L.; Leheny, R. L. Phys.
Rev. E - Stat. Nonlinear, Soft Matter Phys. 2007, 75 (4), 1–8.

13.

Prasad, V.; Trappe, V.; Dinsmore, a. D.; Segre, P. N.; Cipelletti, L.; Weitz, D. a.
Faraday Discuss. 2003, 123, 1–12.

14.

Duri, A.; Cipelletti, L. Europhys. Lett. 2006, 76 (5), 972.
56

15.

Reinelt, D.; Boltenhagen, P.; Rivier, N. 2001, 304, 299–304.

16.

Gopal, A.D.; Durian, D.J.; Physical Review Letters 1995, 75(13), 2610-2614.

17.

Bissig, H.; Romer, S.; Cipelletti, L.; Trappe, V.; Schurtenberger, P. Phys. Chem.
Comm. 2003, 6 (5), 21–23.

18.

Pine D.J.; Weitz D.A.; Zhu J.X.; Herbolzheimer E.; Journal de Physique 1990,
51(18), 2101-2127.

19.

Angelini, R.; Ruzicka, B. Colloids Surfaces A Physicochem. Eng. Asp. 2015, 483,
316–320.

20.

Mansel, B. W.; Williams, M. a. K. Soft Matter 2015, 11 (35), 7016–7023.

21.

Duri, A.; Autenrieth, T.; Stadler, L. M.; Leupold, O.; Chushkin, Y.; Grübel, G.;
Gutt, C. Phys. Rev. Lett. 2009, 102 (14), 1–4.

22.

Leheny, R. L. Curr. Opin. Colloid Interface Sci. 2012, 17 (1), 3–12.

23.

Madsen, A.; Leheny, R. L.; Guo, H.; Sprung, M.; Czakkel, O. New J. Phys. 2010,
12, 055001.

24.

Bandyopadhyay, R.; Liang, D.; Yardimci, H.; Sessoms, D. A.; Borthwick, M. A.;
Mochrie, S. G. J.; Harden, J. L.; Leheny, R. L. Phys. Rev. Lett. 2004, 93 (22), 2.

25.

van ’t Zand, D. D.; Chushkin, Y.; Belkoura, L.; Lobo, C. V.; Strey, R.; Lyakhova,
K.; Clegg, P. S. Soft Matter 2012, 8 (15), 4062.

26.

Shpyrko O.G.; J. Synchrotron Rad. 2014, 21, 1057-1064.

27.

Vincent-Bonnieu, S.; Höhler, R.; Cohen-Addad, S. Europhys. Lett. 2006, 74 (3),
533–539.

28.

Bandyopadhyay, R.; Liang, D.; Harden J.L.; Leheny R.L.; Slow dynamics, aging,
and glassy rheology in soft and living matter, 2008, e-print cond-mat/0606466.

29.

R. G. Larson, The structure and rheology of complex fluids, Oxford University
Press, New York, 1999.

30.

Lundin L.; Golding M.; Wooster T.J.; Nutr. Diet. 2008, 65, 79-85.

31.

Mehnert W.; Mäder K.; Advanced Drug Delivery Reviews 2001, 47(2-3), 165-196.

32.

Vinatieri, J.E.; Society of Petroleum Engineers J. 1980, 20(5), 402-406.

33.

Robins, M. M. Curr. Opin. Colloid Interface Sci. 2000, 5 (5-6), 265–272.

34.

Walstra, P. Chem. Eng. Sci. 1993, 48, 333.
57

35.

Vankova, N., Tcholakova, S.; Denkov, N.D.; Ivanov, I.B.; Vulchev, V.D.; Danner,
T.J.; Colloid Interface Sci. 2007, 312, 363.

36.

Meleson, K., Graves, S., and Mason, T. G. Soft Mater. 2004, 2, 109.

37.

Taylor, G. I. Proc. R. Soc. 1934 A146 501.

38.

Leal-Calderon, F. OCL - Ol. Corps Gras Lipides 2012, 19 (2), 111–119.

39.

Wooster, T. J.; Golding, M.; Sanguansri, P. Langmuir 2008, 24 (22), 12758–12765.

40.

Taylor, P. Colloids Surfaces A Physicochem. Eng. Asp. 1995, 99 (2-3), 175–185.

41.

Kabalnov, A. S. J. Dispers. Sci. Technol. 2007, 22 (June 2013), 37–41.

42.

Kabalnov, A. S.; Shchukin E.D.; Advances in colloid and interface science 1992,
38, 69-97.

43.

Kabalnov, A. S., Pertzov A.V.; Shchukin E.D.; Journal of colloid and interface
science 1987, 118(2), 590-597.

44.

Chevalier, Y.; Bolzinger, M. A. Colloids Surfaces A Physicochem. Eng. Asp. 2013,
439, 23–34.

45.

Narsimhan, G., and Goel, P. J. Colloid Interface Sci. 2001, 238, 420.

46.

Tcholakova, S., Denkov, N. D., and Danner, T. Langmuir 2004, 20, 7444.

47.

Binks, B. P.; Lumsdon, S. O. Langmuir 2000, 16, 2539–2547.

48.

Binks, B. P. Curr. Opin. Colloid Interface Sci. 2002, 7 (1-2), 21–41.

49.

Ashby, N.P.; Binks, B.P.; Phys. Chem. Chem. Phys. 2000, 2(24), 5640-5646.

50.

Bae, J.; Russell, T. P.; Hayward, R. C. Angew. Chemie - Int. Ed. 2014, 53 (31),
8240–8245.

51.

Colvin, V.L.; Schlamp, M.C.; Alivisatos, A.P.; Nature 1994, 370(4), 354–357.

52.

Zhao, J.; Bardecker, J.A.; Munro, A.M.; Liu, M.S.; Niu, Y; Ding, I.; Luo, J.; Chen,
B.; Jen, A.; Ginger, D.S.; Nano Lett 2006, 6(3), 463–467.

53.

Liu, J.; Tanaka, T.; Sivula, K.; Alivisatos, A.P.; Frechet, J.M.J.; J. Am. Chem.
Soc. 2004, 2004(126), 6550–6551.

54.

Robel, I.; Subramanian, V.; Kuno, M.; Kamat, P.V.; J. Am. Chem. Soc. 2006, 128,
2385–2393.

58

55.

Pablo, J. J. De; Sambriski, E. J.; Abbott, N. L.; Herna, J. P.; Moreno-Razo, J. a;
Sambriski, E. J.; Abbott, N. L.; Hernández-Ortiz, J. P.; de Pablo, J. J. Nature 2012,
485 (7396), 86–89.

56.

Rosenthal, S. J.; McBride, J.; Pennycook, S. J.; Feldman, L. C. Surf. Sci. Rep. 2007,
62 (4), 111–157.

57.

Rossetti, R.; Nakahara, S.; Brus, L. E. J. Chem. Phys. 1983, 79, 1086.

58.

Rmsetti, R.; Ellison, J. L.; Bigson, J. M.; Brus, L. E. J. Chem. Phys. 1984, 80, 4464.

59.

Norris, D.J.; Bawendi, M.G.; Phys. Rev. B. 1996, 53(24), 16338–16346.

60.

Duonghong, D.; Ramsden, J.; Gratzel, M.; J. Am. Chem. Soc. 1981, 104, 2977–
2985.

61.

Henglein, A.; J. Phys. Chem. 1982, 8, 2291–2294.

62.

Dannhauser, T.; O’Neil, M.; Johansson, K.; Whitten, D.; McLendon, G. J. Phys.
Chem. 1986, 90 (23), 6074–6076.

63.

Murray, C.B.; Norris, D.J.; Bawendi, M.G.; J. Am. Chem. Soc. 1993, 115, 8706–
8715.

64.

Peng, Z. A.; Peng, X. J. Am. Chem. Soc. 2001, 123 (1), 183–184.

65.

Skaff, H.; Ilker, M. F.; Coughlin, E. B.; Emrick, T. J. Am. Chem. Soc. 2002, 124
(20), 5729–5733.

66.

Hines, M.A.; Guyot-Sionnest, P.; J. Phys. Chem. 1996, 100, 468–471.

67.

Morris-Cohen, A. J.; Malicki, M.; Peterson, M. D.; Slavin, J. W. J.; Weiss, E. A.
Chem. Mater. 2013, 25 (8), 1155–1165.

68.

Jasieniak, J.; Mulvaney, P. J. Am. Chem. Soc. 2007, 129 (10), 2841–2848.

69.

Morris-Cohen, A. J.; Frederick, M. T.; Lilly, G. D.; McArthur, E. A.; Weiss, E. A.
J. Phys. Chem. Lett. 2010, 1 (7), 1078–1081.

70.

Colvin VL, Goldstein AN, Alivisatos AP. J. Am. Chem. Soc. 1992, 114, 5221–5230.

71.

Kopping, J. T.; Patten, T. E. J. Am. Chem. Soc. 2008, 130 (17), 5689–5698.

72.

Hens, Z.; Martins, J. C. Chem. Mater. 2013, 25 (8), 1211–1221.

73.

Sone, E.D.; Zubare, E.R.; Stupp, I.S.; Angew.Chem. Int. Ed. 2002, 41, 1705-1709

74.

Wang, F.; Tang, R.; Buhro, W. E. Nano Lett. 2008, 8 (10), 3521–3524.

59

75.

Kawa, M.; Morii, H.; Ioku, A.; Saita, S.; Okuyama, K.; J. Nanopart. Res. 2003, 5,
81-85.

76.

Kanaras, A.G.; Sonnichsen, C.; Liu, H.; Alivisatos, A.P.; Nano Lett. 2005, 5, 21642167.

77.

Peng, X.; Manna, L.; Yang, W.; Wickham, J.; Scher, E.; Kadavanich, a; Alivisatos,
A. Nature 2000, 404 (6773), 59–61.

78.

Shen, Y.; Gee, M. Y.; Tan, R.; Pellechia, P. J.; Greytak, A. B. Chem. Mater. 2013,
25 (14), 2838–2848.

79.

King, L. A.; Riley, D. J. J. Phys. Chem. C 2012, 116 (5), 3349–3355.

80.

Lin, Y.; Skaff, H.; Emrick, T.; Dinsmore, A.D.; Russell, T.P., Science 2003, 299,
226-229.

81.

Lin, Y.; Skaff, H.; Emrick, T.; Dinsmore, A.D.; Russell, T.P., J. Am. Chem. Soc.
2003, 125, 12690–12691.

82.

Schmitt, C.; Moitzi, C.; Bovay, C.; Rouvet, M.; Bovetto, L.; Donato, L.; Leser, M.
E.; Schurtenberger, P.; Stradner, A. Soft Matter 2010, 6, 4876.

83.

Lim, J.; Jun, S.; Jang, E.; Baik, H.; Kim, H.; Cho, J. Adv. Mater. 2007, 19 (15),
1927–1932.

84.

Gang, H.; Krall, a.; Cummins, H.; Weitz, D. Phys. Rev. E 1999, 59 (1), 715–721.

85.
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CHAPTER 3
RAPID SYNTHESIS OF CARBON NANOTUBES BY MICROWAVE
3.1 Introduction to Carbon Nanotube Synthesis
As an allotrope of carbon, carbon nanotubes (CNTs) are hollow cylindrical
structures made of rolled graphene, one-atom-thick carbon sheet1. Unique properties and
versatile applications of CNTs have drawn wide interests in the synthetic methodology of
this special material2-7. However, most existing synthesis methods, including laser ablation,
plasma-enhanced chemical vapor deposition, arc discharge and pyrolysis, require either
harsh conditions or intricate equipment, such as vacuum, inert gas protection and/or high
temperature, which leads to difficult scale-up and unaffordable cost8-14. In addition, poor
solubility/dispersibility induced by strong van der Waals force, an attractive interaction
potential of 0.5~2.0 eV per nanometer of tube-to-tube contact in vacuum, further restricts
application of CNTs, especially in reinforcing composite materials1.

Many surface

modification techniques, including mechanical grinding, covalent bonding of functional
groups, non-covalent wrapping or adsorption of mediating molecules, have been suggested
to improve the solubility and dispersibility of CNTs1. One of the most efficient methods is
to develop covalent derivatives of CNTs. For example, acid treatment is a quite popular
method, but defects formed after acid treatment diminish CNTs’ properties. Another
effective way to nondestructively enhance the dispersibility is to adsorb amphiphilic
molecules onto CNT surfaces, such as surfactants and amphiphilic copolymers 1.
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Figure 3.1 Fabrication of a Flexible CNT Field Emitter by microwave and morphology of
CNTs on the surface. (Images are reprinted from Ref. 17.)
In order to solve these problems, microwave, an eco-friendly heating method, is
used instead of conventional heating means. Hong et al. are the first to develop this
microwave method in which heating is generated from interaction between electromagnetic
wave and metal catalyst covered on substrates16. Based on this method, Yoon et al.
fabricated flexible CNT field emitter arrays with good field emission properties 17. As the
energy absorbed mainly depends on the dielectric property of absorber, a certain material
in a mixture can be selectively heated by microwave if the difference in dielectric properties
presents

16-21

. Thus, only the catalyst particles covered on substrate are heated and no

damage on the polymer substrate is observed. This endorses several advantages of
microwave synthesis of CNTs: direct synthesis on low melting point substrate, rapid
reaction in 30 s, accessible equipment, mild conditions, and avoidance of post-treatments.
Moreover, microwave treatment could significantly improve the adhesion of CNTs on
substrates. In this paper, after 5 minutes of sonication, no loss of as-grown CNT is observed
on the substrate treated by microwave irradiation, while in the control, almost no CNT is
left on the substrate without microwave treatment15.
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Figure 3.2 Adhesion improvement: SEM image of as-grown CNTs on substrate by CVD
without sonication (left); SEM image of as-grown CNTs without microwave treatment
after 5 minutes of sonication (middle); SEM image of as-grown CNTs with 1 minutes of
microwave treatment after 5 minutes of sonication (right). (Images are reprinted from Ref.
21.)
Recently, Liu et al. simplified the synthesis of CNTs by using microwave heating,
where conductive polymer was coated on substrate as the microwave subsector and the
ferrocene served as both the carbon source and the catalyst.23 Unlike conventional heating,
microwave heating has a higher heating rate which is resulted from the intrinsic transition
of electromagnetic energy to thermal energy by a molecular interaction with the
electromagnetic field, rather than heat transfer by conduction or convection.24, 25 Although
materials are heated differently by microwaves, the maximum temperature is determined
primarily by the dielectric properties of the receptor.26-28 The microwave heating of carbonbased materials gives rise to hot spots that appear as small sparks or electric arcs, with local
temperature higher than 1100 oC.29-30 These hot spots have been well established as the
thermal sensitizer upon microwave irradiation in the ﬁelds of organic synthesis,
environmental remediation, preparation of catalysts, and carbon nanostructures.31-34
Although this ambient method did not require any complex apparatus, high temperature or
inert atmosphere, the prerequisite synthesis of conductive polymer layer hugely
complicated this method and limited its convenience. On the other hand, clear mechanism
of CNT development in this method is still unclear. Following previous discoveries, we
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will establish a more convenient method to synthesize CNTs by microwave, and will
explain the formation mechanism of this microwave reaction. CNTs produced by this
method is comparable, if not better than, the commercially available CNTs in many
properties.
3.2 Synthesis and Characterization of CNTs by Microwave
The amount of absorbed microwave energy (P) by a certain material depends on
the frequency of microwave (f), the loss factor (  ), the volume (V) and the root mean
"

square volume of the electric field strength in the material 16:
2
P  f  " Erms
V

Therefore, commercially available carbon materials, such as carbon cloth, carbon
paper, carbon brush, graphite and carbon felt, are considered as a replacement for
synthesized conductive polymer. The designed experiment here is schematized in Fig. 3.3:
graphite plate loaded with ferrocene is put in a microwave oven (GE Appliance, 1000 Watt,
2.45 MHz).
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Figure 3.3 Top left: schematic illustration of microwave initiated reaction of ferrocene on
graphite sheet; top right: actual reaction mixture before and after 15 seconds of microwave
irradiation; bottom: SEM image of nano-structure grown on the graphite sheet.
The reactant is irradiated by microwave along with electric arcing. After 15 s, the
powder color changed from yellow to dark. SEM image shows the nanostructures are
formed on the graphite plate. In this case, the CNT synthesis was initiated on a surface.
This makes us wonder whether the microwave reaction can be initiated one dimension,
even on a single point. Thus, a “one-point” initiation experiment is designed (Fig. 3.4) to
simplify the synthesis and to further understand the reaction mechanism.

Figure 3.4 Schematic illustration of CNT microwave synthesis triggered by single carbon
fiber.
We placed a single carbon fiber contacting with ferrocene powder in a vial. The
powder changed to black color after microwave irradiation, indicating carbonization during
this process. Many long tubes were observed in the SEM, which proves the generation of
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CNTs, along with some aggregations that might be amorphous carbons, graphitic particles
or metal particles.

Figure 3.5 a) SEM image of produced black powder before purification; b) SEM image of
produced black powder after purification; c) TEM image of CNTs from black powder.
To purify the CNTs, aggregated materials were ultra sonicated for 2 h to separate
them from each other. Further, 2M HCl is used to remove amorphous carbons and metal
particles. Deeper purification can be done by refluxing the product in concentrated HNO3
for 6 h at 100 °C. After purification, SEM image shows that most aggregated particles are
removed (Fig. 3.5b). Further characterization of CNT structure by TEM revealed the
presence of multi walls and measured the cylindrical diameter to be about 12 nm. (Fig.
3.5c)
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Figure 3.6 a) X-ray diffraction pattern of black powder; b) Raman spectra of produced
black powder and commercial carbon nanotubes; (c) TEM image of tubes in black powder;
(d) Thermogravimetric analysis of CNTs purified in concentrated nitric acid.
The quality of the CNTs was assessed by both Raman spectroscopy and X-ray
diffraction (XRD). As shown in Fig. 3.6, two prominent Raman features are observed with
the CNTS: a D (disordered)-band (1100–1400 cm−1) and G (graphite)-band (1500–1700
cm−1). The presence of the D band is known as the disordered or defect mode in the
hexagonal framework of the graphite layers. This Raman feature proves the existence of
CNTs, also the existence of some disorder and defects. For comparison, the Raman spectra
of commercial CNTs were also examined. Remarkably, the quality of graphene shells of
the CNTs synthesized here is comparable to, if not better than, the commercial CNTs, as
evidenced by the decrease in the D to G band ratio (ID/IG) from 1.6 to 1.1on Raman spectra
XRD pattern from the as-grown powders shows the co-existence of CNTs, Fe3C (which is
known to be an active phase for the CNTs formation), and Fe. A strong, sharp reflection in
the diffraction profile, at 2θ = 26°, can be attributed to the (002) reflection of graphite. The
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peaks at 45.0° (110) and 65.5° correspond to a face-centered cubic Fe crystal (γ-Fe, JCPDS
No.87-0877) with spacing of 2.12 and 1.23 nm, respectively. The other diffraction peaks
can be indexed to Fe3C (JCPDS No. 63-0040).35 The diffraction peaks associated with Fe3C
and Fe phases are in agreement with other reports. TGA measurement were done in air for
the purified CNTs. The data indicates a high purity due to the low weight loss in air below
400 °C, which corresponds to loss of amorphous carbon and the decarboxylation of the
carboxylic groups present on the MWCNT walls. The major impurities present in the
purified nanotubes were the encapsulated iron residue. Interaction between microwave and
carbon fiber leads to electric arcing which generates spot temperature higher than 1000°C.
Heating from the interaction is sufficient to decompose the ferrocene and further form
metal particles for catalysis and carbon source for carbonization. Due to the rapid heating
of mixed powders, the formation of black CNT powder is completed in a few seconds.
3.3 Mechanism of Rapid CNT Growth
This success of “one-point” initiation, similar to radial polymerization, makes
CNTs synthesis easy to scale up. Thus a thorough understanding of the formation
mechanism is necessary to optimize the experiment for practical application. To verify
the mechanism the single carbon fiber was replaced with 1 mg of commercial carbon
nanotubes, the CNTs obtained are shown in the electron micrograph in Fig. 3.7a. A
large amount of CNTs was also produced along with a violent arcing during the reaction.
In contrast, no reaction phenomenon was observed when the same amount of CNTs was
homogenously mixed with ferrocene. A carbon fiber powder was also used as the
receptor, but the yield of CNTs was very low after 20s irradiation. In fact,
nanostructured carbon particles rather than CNTs were obtained (Fig. 3.7b). It should
69

be noted that the micro-plasma produced by exposing the carbon fiber powder to the
microwave was far less violent than that observed with one single carbon fiber. The
heat required to produce CNTs comes from the dielectric heating of the carbon fiber by
the microwave. Different microwave responses, including the generation of small
sparks and violent arcing, corresponding to different levels of energy absorption and
emission, occurred with different receptors. Consequently, the growth rate and yield of
CNTs depended significantly on the configuration of receptor.

Figure 3.7 SEM images of the formed black powder after 20s irradiation with commercial
carbon nanotubes (a) and carbon fiber powder as the microwave absorbers (b).
A mechanism is proposed as follows: efficient microwave acceptors, like carbon
fiber and carbon nanotubes, absorb sufficient amount of energy to convert the ferrocene
into iron nanoparticles which further catalyze the carbonization of cyclopentadienyls.36-39
Upon carbonization, carbon and metallic iron combine together and form a metallic carbide,
resulting in the carbon nanostructure growing from the carbide particle as it saturates with
carbon. The produced solid residue, including the iron nanoparticles and nanostructured
carbon, also serve as an energy source to heat the outermost ferrocene, until all of the
ferrocene has reacted to form the carbon tubes. Consequently, the initiate heating resulting
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from the microwave acceptors determines whether this reactions will proceed. Remarkably,
this formation process of CNTs which starts from the tip and grows along the axis, is
similar to the propagation of a growing polymer radical. The amount of heat generated by
carbonaceous materials serves as the active spot of CNT growth and provide high reaction
rate.
3.4 Conclusions
In summary, we developed a one-step and low-cost CNTs fabrication method
by a single carbon fiber triggering the pyrolysis of ferrocene under microwave field.
The large amount of heat generated by a single carbon fiber and the solid residue
produced created an active center of MWCNT growth and made the reaction rate fast
similar to the growth of radical polymer chain. Compared with the reported method, no
chemical rea-gents, apart from one single fiber and ferrocene, or pre-treatment
processes were necessary. By replacing the single fiber with commercial CNTs or other
microwave receptors, one is able to synthesize large quantities of rapidly. The CNTs
prepared by the method described here have a graphitic structure that is better than the
commercial MWCNTs of the same diameter. The precise mechanism of CNTs growth
is still under investigation
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CHAPTER 4
ELECTRODE MODIFICATION FOR MICROBIAL ELECTROSYNTHESIS
4.1 Introduction to Microbial Electrosynthesis
Since the Industrial Revolution, the wide usage of fossil fuels and human activities
have upset the original balance of the carbon cycle, leading to climate change, energy
source diminishment, air pollution, and water pollution, just a few of the resultant problem
that threaten our existence.1 Since natural photosynthesis alone cannot convert all the
carbon dioxide (CO2) emitted by fossil fuel combustion to usable organic compounds, a
new technology of CO2 conversion to restore the carbon balance on the Earth is needed.
One option is microbial electrosynthesis (MES), a microorganism-catalyzed reduction of
CO2, where electric energy is captured in organic molecules, products that are readily
stored and easily distributed. 2, 3 The combination of MES with solar cells, devices that
convert light into electricity, represents an artificial form of photosynthesis that has many
potential advantages over bioenergy strategies that rely only on biological photosynthesis.2
Solar celss have seen dramatic improvement in efficiencies with multijunction solar cells
having efficiencies of ~46%.4 The concept of MES, however, has only recently been
demonstrated by Nevin et al. with a biocathode-driven reduction of CO2 to acetate.2, 3, 5
The low efficiency of microbial electrosynthesis is a big problem that hinders commercialization.

To realize large-scale practical application of MES, the efficiency must be improved. The
species of microorganism, the working environment (chamber design and feeding
condition), and the electrode material are all important factors that influence the efficiency
of an MES cell. 6-10
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Figure 4.1 a) Natural photosynthesis; b) Artificial form of photosynthesis made of solar
cell device and microbial electrosynthesis device. (Images are reprinted from Ref. 3.)
4.2 Electrode Modification on Carbon Based Materials
The ideal electrode requires a large surface area for the adherence of bacteria, high
electric conductivity for the smooth electron transfer, great biocompatibility, and
physical/chemical stability. A number of carbon materials have been used for cathode material
in microbial synthesis because of great conductivity and durability, such as carbon brush, carbon
cloth, graphite sheet, carbon felt.6, 14-22

Figure 4.2 Carbon based materials for microbial synthesis
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4.2.1 Electrospinning of Chitosan on Graphite Sheet – Improve Surface Area/Volume
Ratio and Biocompatibility
S.

ovata,

one

kind

of

gram-negative

microorganismas

for

microbial

electrosynthesis, has a negative charged surface.23 This charged surface is partly evolved
for infection: the adhesion to host cells can be improved by electric interaction between
surfaces. Chitosan, a naturally derived polymer, is widely used for biomedical applications
because of its great biocompatibility.24-29 Moreover, positive charged chitosan is believed
to enhance the bioelectrocatalysis processes with the negative charged bacteria by
promoting the electron transfer between bacteria and cathode.23 To provide more adhesion
points for bacteria and thus improving bioelectrosynthesis, the large surface area-tovolume ratio and high porosity of chitosan is desired. This demand luckily falls into the
advantage of electrospinning, which has been widely used as an efficient method to
fabricate three-dimensional scaffolds with nano-sized fibers and pores.29 The size of pores
of electrospun scaffold ranges from several microns to hundreds of microns which is
suitable for one micron bacteria used here.

Figure 4.3 Schematic illustration of electrospinning setup (left) and electrostatic
interaction between negative charged bacteria and positive charged surface originating
from amine functional groups of chitosan (right).
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However, electrospinning pure chitosan fiber is difficult because of poor solubility
in common solvents due to hydrogen bonds of chitosan. Acid with low evaporating
temperature is used to solve this problem. Medium molecular weight chitosan (Mv = 1.1 x
106 g/mol) is used in this work, which is 75-85% deacetylated. Chitosan is dissolved in
three kinds of solvents: 90% acetic acid in water, pure trifuoroacetic acid (TFA), and TFA:
DCM (7:3) mixed solvent and concentration is about 15 mg/ml. These ready solutions were
continuously supplied from a Hamilton syringe with a rate of 0.02 ml/min using a syringe
pump (KDS220). The anode of a high voltage power supply is connected to the tip of the
syringe and the cathode attached to the graphite plate. The high voltage, 25 kV, draws
liquids into fibers which are collected directly on graphite plate.
At the acetic acid concentration of 90%, concave beads are formed instead of fine
fibers. And the concentration of chitosan cannot be increased to improve fiber production
because of limited solubility. Nevertheless, acetic acid concentration of 90% is believed to
be the most suitable concentration for fiber formation. Using pure TFA, thin nanofibers
about 30 nm ~ 120 nm in diameter are produced without beads. After mixing with 30%
(volume ratio) of DCM, the fiber diameter increases to 160 nm ~ 300 nm. The pore size in
the former case is about 600 nm and 2 ~ 3 μm for the latter.
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Figure 4.4. a) SEM of morphology of chitosan beads by electrospinning in acetic
acid/water (9:1); b) SEM of chitosan fibers by electrospinning in trifluoroacetic acid; c)
SEM of chitosan fibers by electrospinning in trifluoroacetic acid/dichloromethane (v:v =
7:3).
There is another problem to solve for electrode application - chitosan is partially
soluble in water, especially in dilute acetic acid which is the reduced product in our system. To
improve the stability and durability, chitosan fibers are crosslinked by glutaraldehyde vapor in a
solvent annealing chamber. The morphology of fibers after two hours of crosslinking is shown in
SEM image (Fig. 4.5). The final electrode is obtained by pulling off remaining small molecules in
in vacuum. To check the stability, crosslinked fibers were immersed in water for 48 hours. The
final morphology exhibits some swelling, but overall the porous structure is well maintained.

Figure 4.5 a) Chamber setup for chitosan fiber crosslinking by glutaraldyhyde; b) SEM
image of fibers after crosslinking; c) SEM image of cross-linked fibers after immersing in
water for 48 hrs.
4.2.2 Three-dimensional Hierarchical Metal-Carbon Nanostructures directly Grown
on Carbon Felt
To maximum electron transfer capability, hierarchical carbon architecture with
high conductivity and micro/nano-scale pores is the desired choice. 3D porous electrode
has attracted attention in enhancing the overall performance of energy storage device due
to the synergistic advantages of multilevel morphologies. The popular configuration of
these electrodes includes a conductive scaffold, like porous metal (copper, nickel and gold),
carbon substrate and even polymer texture, and a layer of active electrode materials,
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nanostructured carbon, conductive polymer and their composite on these scaffolds.30-32
Fabrication of these electrodes involves tedious absorption coating on scaffold template,
physical mixing process, atomic layer deposition under gas protection and other composite
in-situ growth route.
Performance improvement of microbial electrosynthesis has been achieved by
incorporating positively charged functional groups to enhance electrode-microbe electron
transfer

10

using nanoparticles or nanowires to reduce the activation energy of electron

transfer, 9 or growing carbon nanotube (CNT) on structural materials.7, 9Among these,
reticulated vitreous carbon modified with CNTs has shown the most promise for increasing
MES performance with the highest reported current density and production of organic
molecules. However, existing methods for using CNTs to modify electrodes usually require
harsh conditions or intricate instruments, which increases the cost and decreases the
convenience.11-13 A close examination of previously reported CNT-based electrode
materials provides us a possible alternative.7,9 Yet, the hollow structure of CNTs has not
been claimed to be a reason for MES performance improvement.
Based on previous chapter on microwave synthesis of CNT, we developed a facile
and versatile method to fabricate three dimensional (3D) hierarchical electrodes by
pyrolysis of ferrocene supported on carbon felt. This direct growth of a graphitized carbon
substructure on a carbon based material improved the MES performance and reduced the
complexity, difficulty and cost of electrode synthesis.
Carbon felt is chosen as the base material here due to its high conductivity, high
surface to volume ratio, and excellent chemical and physical stability. 33,

34

The 3D

hierarchical metal-carbon material was fabricated by microwave pyrolysis of ferrocene
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deposited on carbon felt. The high microwave absorption capability of carbon felt, due to
its relative permittivity and porous structure which results in a high permeability of
microwaves, increased the temperature of the entire volume to 1000 ˚C uniformly and
efficiently.17, 35 Ferrocene was decomposed and formed nanostructures in a few seconds.36,
37

As shown in the schematic illustration, the carbon felt was immersed in a saturated

ferrocene solution in hexane. After drying, the pre-treated carbon felt was pyrolyzed under
microwave irradiation at 2.45 GHz for 30 s. This immersion and irradiation process was
repeated three times to fully grow the substructures on the carbon felt.

Figure 4.6 Schematic for the formation of hierarchical metal-carbon structure (Left). SEM
images of carbon felts (Right): (A) SEM image of untreated carbon fibers, and insert is the
high magnification image; (B) SEM image of carbon fibers with the deposition of the
hybrid layer of carbon and iron oxide; (C-D) Low- and high-magnified SEM images of the
pyrolysis products on carbon fibers, and both SEM images of modified carbon felt illustrate
the nano-dendritic structure.
The morphology of the original carbon fiber and the resultant structure after
microwave irradiation was investigated by scanning electron microscopy (SEM). The
average diameter of the original carbon fiber is ~14 μm (Fig. 4.6A) with a relatively smooth
surface. After microwave heating, closely packed nanostructures grew directly on the
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carbon fibers, resulting in a rough shrub-like surface with an increase in the average
diameter of the fibers to ~22 μm (Fig. 4.6B). A hierarchical structure, consisting of micronsized pores ranging from 20 - 100 μm and nano-scale pores, hundreds of nanometers in
size, was formed (Fig. C, D). This kind of structure allowed microorganism to infiltrate
into the interior of electrode and provided more active electron transfer locations.
To determine the exact composition of the dendritic nanosturcutures, the samples
were characterized by X-ray photoelectron spectroscopy (XPS) and X-ray powder
diffraction (XRD). XPS of microwave irradiated carbon felt clearly showed peaks
corresponding to Fe, C and O, while no Fe was observed for the untreated carbon-felt
starting material. Further, the associated satellite peak at 719 eV appeared between the two
peaks at 725 eV and 711 eV, which can be assigned to Fe 2p1/2 and Fe 2p3/2, respectively,
confirmed the presence of Fe2O3 in the nanostructures (Fig. 4.7A, B).38, 39 In the XRD
pattern, the peaks at 29.6˚ and 47.6˚ associated respectively with plane (002) and plane
(101) of the graphitized carbon (Fig. C),40 and the lamellar sub-structures in the
transmission electron microscopy (TEM) image also proved the formation of graphitized
carbon (Fig. D). The new appearing reflections seen from 30-40˚ and in the higher angular
region arise from Fe2O3, agreeing well with the XPS results. Overall, the coexistence of
graphitized carbon and Fe2O3 in the dendric nanostructures is confirmed by XPS, XRD and
TEM.
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Figure 4.7 (A, B) XPS analysis of treated carbon felt proves the nano-dendritic structures
consist of Fe2O3 and graphitized carbon. (C) X-ray diffraction pattern of the deposited
hybrid layer of pyrolysis product further demonstrates the presence of Fe2O3 and
graphitized carbon. (D) TEM image illustrates the lamellar structure of graphitized carbon.
We postulate a reaction mechanism for the co-formation of graphitized carbon and
Fe2O3. Under microwave irradiation, the carbon fibers were rapidly heated to thousands of
degrees, far beyond the thermal decomposition temperature of ferrocene. As a result, the
ferrocene coated on the carbon fibers decomposed into iron particles and carbonaceous
matrial.41-43 The iron particles formed further catalyzed the carbonization of
cyclopentadienyls and yielded graphitized carbon, as well as more iron particles. All these
products in turn served as new microwave absorbers and further decomposed the
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ferrocenes to produce more graphitized carbon and iron particles. This way the surface
modification degree of the carbon felt can be controlled by varying the amount of ferrocene
coated onto the fiber and the number of repetitions.
The chemical and structural stability are important for the actual use of the electrode
materials. The metal cations in the as-produced Fe2O3-carbon material are reduced to Fe
(0), when the material is used as the cathode generating a Fe-graphitized carbon structure.
The Fe (0) is prevented from oxidation by the electric current. The metal part of the
dendritic nanostructure led to better electron transfer, since it reduces the energy threshold
for electron transfer from the electrode to the microorganism, as discussed in previous
reports.10 It is also important to note that the Fe-graphitized carbon is quite stable, with no
obvious change observed by scanning electron microscopy (SEM) after sonicating the
electrode in water for 30 mins (Fig. 4.8).

Figure 4.8 SEM image of modified carbon felt after sonicating in water for 30 mins which
identify the physical stability of nano-dendric structures.
The whole process was performed at room temperature without any gas protection.
Meanwhile, carbon materials are effective microwave absorbers. Depending on the
configuration of carbon materials, the generated microwave heating decomposes
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organometallic compounds coated on carbon substrate and resulted in the formation of
nanostructured hybrid of metal oxide. Unlike active electrode materials in 3D nanostructure
suffering from poor conductivity and fragile structure. This composite hierarchical
electrode has the advantages of lightweight, mechanical robustness, high conductivity and
macroporous structure owing to the support of carbon felt matrix. Furthermore, the unique
features of nanostructured pyrolysis products, such as their large specific surface area and
rich micro-porosity, are beneficial to improve the microelectrochemical performance of
microbial electrosynthesis cells.
Experimental Section
Materials
Ferrocene and hexane were purchased from Sigma Aldrich. Carbon felt was
purchased from Alfa Aesar. All chemicals were used without further purification.
Sporomusa ovata (DSM 2662) was obtained from Deutsche Sammlung Mikroorganismen
und Zellkulturen and routinely grown in DSM medium 311 (omitting betaine, fructose,
casitone, and resazurin) with hydrogen as the electron donor (H2-CO2 [80:20]) at 30 °C
under strict anaerobic conditions as previously described. 2, 3
Electrode preparation
Carbon felt with the thickness of 10 mm were cut into blocks of 80mm×30 mm.
They were dipped into saturated solution of ferrocene in hexane and then taken out. After
the fast evaporation of hexane by air gun in the fume hood, the carbon felt electrodes were
put in a microwave oven (GE Applicance, 1000Wt) and irradiated at 2.45 GHz for 40
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seconds. Subsequently, we dipped the carbon felt electrodes in the saturated ferrocene
solution again, and then repeated the microwave pyrolysis process for another 3 times.
Characterization
The morphology was studied with FESEM (FEI Magellon 400, Japan) and highresolution transmission electron microscopy (JEM-2000FX, JEOL, Japan). X-ray
diffraction (XRD) experiments were performed in a Shimadzu XRD-6000 X-ray powder
diffractometer with Cu K (λ=0.154 nm) radiation at a generator voltage of 45 kV and a
current of 40 mA. X-ray photoelectron spectra (XPS) were obtained on a Physical
Electronics Quantum 2000 Scanning ESCA Microprobe. Depth profiling was done by
collecting spectra at 15˚ and 75˚ take-off angles with respect to the plane of the sample
surface. The analysis at 15˚ corresponds to compositions with a penetration depth of ~10
Å and the one at 75˚ corresponds to compositions with a penetration depth of ~40 Å.

4.3 Productivity of Organic Compounds in Microbial Electosynthesis
An H-cell device comprising an anode cell, a cathode cell, and a separating
membrane was used for microbial electrosynthesis, as shown in Fig. 4.9a. The
microorganism on the cathode extracted the electrons from the electrode and reduced CO2
to acetate. [2, 3] The overall net chemical reaction is
MES
CO2  H 2O 
 CH3COOH  O2
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Figure 4.9 a) Electron transfer process in bioelectrosynthesis; b) Digit image of cathode in
this experiment.
For the chitosan modified electrode, the production of acetate measured via high
performance liquid chromatography (HPLC) increased to 5.14×104 mM day-1 m-3 (volume
of electrode) from 2.46×104 mM day-1 m-3. The production of acetate relative to the volume
of the electrode was used as a new evaluation criterion, as the volume of electrode is a
more precise measure of the size of the reactor for engineering applications, as opposed to
the surface area. However, the increase is not enough for industrial application. Even with
larger surface area and better biocompatibility, poor conductivity of chitosan hinders the
electron transfer from electrode to bacteria.
By using the 3D carbon-metal modified electrode, the efficiency of
electrosynthesis increased greatly, in comparison to the unmodified carbon felt as shown
in Fig. 4.10. An efficiency of 2.48×105 mM day-1 m-3 for acetate production with 86±9 %
of the electrons recovered in acetate was achieved using this electrode (Fig. 4.10B). When
carbon felt was used as the cathode, the rate of acetate production is ~5.19 ×104 mM day-1
m-3 with a recovery of 73±7 % of the electrons in acetate (Fig. 4.10C). In comparison, the
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modified, hierarchical electrode with the dendritic hybrid metal-carbon nanostructure
showed a five-fold increase in acetate production over the carbon felt, further underscoring
the efficiency of this electrode geometry for microbial electrosynthesis. The efficient
acetate production was maintained with these electrodes for more than 40 days,
demonstrating the stability of the modified electrode.

Figure 4.10 Schematic of the apparatus for microbial electrosysnthesis (A). Measurements
of electron consumption, acetate and current production over time with different cathodes:
untreated carbon felt cathode (B) and modified carbon felt (C).
As expected, when the hierarchical electrode was employed in MES, where
acetogenic bacteria, Sporomusa ovata was used as the microorganism, a mature biofilm
was formed on the electrode that wrapped around carbon ﬁber. As shown in Fig. 4.11A-D,
coherent microorganisms attached to the surface and adhered to each other. Even for the
internal fibers, a densely packed biofilm was found on the surface (Fig. 4.11C, D), which
means modification with metal-carbon hybrid nanostructure improved the wetting
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properties of the carbon felt. Optimal wetting ability of modified carbon felt favors culture
media transport and cell penetration. At a higher magniﬁcation (Fig. 4.11D), it appears
that more than a single layer of bioﬁlm was formed on the deposited layer, as evidenced
by the surface roughness. These results demonstrate that the multilevel porous structure of
3D electrode allows suﬃcient culture media exchange to support internal microorganism
bioﬁlm growth. As a control, Fig. 4.11E, F showed that only a few microorganisms
attached to the plain carbon fiber, which further suggests that the 3D electrodes with the
nanostructured hybrid surface and multi-length scale porosity provided a superior
environment for microbial colonizing.

Figure 4.11 (A-B) SEM micrographs of microorganism films on 3D hierarchical electrode
surface at different magnification. (C) SEM image of microorganism on the electrode
interior. (D) SEM image of microorganism on the surface of nanostructured hybrid layer
at high magnification. (E-F) SEM images of microorganism films on plain carbon fiber at
different magnification.
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Experimental Section
Microbial electrosynthesis
Unmodified carbon felt cathode (80mm×30mm×10 mm) and the achieved 3D
cathode (modified from the carbon felt cathode with above mentioned size) were tested at
25 ˚C in a three-electrode, dual-chambered system, with Sporomusa grown in the cathode
chamber as previously described.[2,3]The tested cathode and graphite stick anode (65 cm2;
Mersen, Greenville, MI) were suspended in 250 ml of media in two chambers which are
separated by a Nafion 117 cation-exchange membrane (Electrolytica, Amherst, NY). The
anode chamber was continually bubbled with N2-CO2 (80:20). The cathode was poised
with a potentiostat (ECM8, Gamry Instruments, PA, USA) at -900 mV (versus Ag/AgCl).
Hydrogen-grown cultures of Sporomusa were established in the cathode chamber in a
medium that described above, and hydrogen containing gas mix N2-CO2-H2 (83:10:7) was
used as additional electron donor to gas out the cathode chamber for biofilm growth. The
cathode gas mix was switched to N2-CO2 (80:20) after several fresh medium swaps.
Acetate was measured via high performance liquid chromatography (HPLC) as previously
described. 3
Sample preparation for SEM: Cell Fixation
The density of bacteria was directly characterized by SEM. To check it with
scanning electron microscopy (SEM), samples of cathode materials were collected and
fixed overnight in a buffer solution (0.1 M phosphate buffer, pH=7) containing 2.5%
glutaraldehyde at room temperature. Then, samples was washed using a phosphate buffer
solution (pH=7) and immersed successively in different aqueous solutions with increasing
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ethanol content (30, 50, 60, 70, 80, 90 and 100% ethanol), and washed again with
increasing acetonitrile content (50, 60, 70, 80, 90 and 100% acetonitrile). Vacuum dried
samples wias finally coated with Au before SEM observation. The microscopic features of
the samples were investigated using a JEOL 6320 model scanning electron microscope
(SEM) at an accelerating voltage of 5 kV.44
4.4 Conclusions
In order to improve the productivity of microbial electrosysthesis, two kinds of
modification of the carbon based electrodes were utilized to improved surface area/volume
ratio and biocompatibility or to assist electron transfer. Electrospinning of chitosan focuses
on the improvement of biocompatibility and the increase of surface area/volume ratio. The
productivity of acetate increases twice when modified electrode is used.
3D hierarchically carbon-metal hybrid porous electrode is an attractive system for
microbial electrosynthesis: high conductivity, increased surface area, interconnected
macroporosity, improved electrochemisty and robust mechanical support. The unique
character of this 3D electrode provides sufficient space for microbial colonization, culture
media transport and improved electro-activity. For the microbial reduction of carbon
dioxide by Sporomusa ovate, a five–fold increase in acetate production rate was achieved
with these 3D electrode in comparison to carbon felt. This simple, rapid and low-cost
pyrolysis method can be extended to fabricate other nanostructured architectures for more
energy storage devices and electrochemical systems.
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CHAPTER 5
FUTURE STUDIES
5.1 Tuning Formation of In-situ Nanoparticle Surfactants at Oil/Water Interface
Many parameters are influencing the property of in-situ formed nanoparticle
surfactants. The molecular weight (MP) and concentration of the functionalized polymer
(CP) dissolved in the oil will dictate the time required for the diffusion of the polymer chain
to the interface and the time required for the polymer to assume different configurations,
so that it can hydrogen bond to the NP. The size of nanoparticle, Rnp, and concentration of
nanoparticles similarly will influence the time for the diffusion of NP to the interface.
Moreover, pH and temperature will also have important effects on interaction between
amine-functionalized polymer and carboxylated nanoparticles. We are proposing to study
how interfacial tension varies with different concentrations of polymer, NP, different
molecular weights of polymer, size of NP, pH and temperature.

Oil

Water

Din-plane

DP

rNP

DNP
MP

Figure 5.1 Schematic of NP-surfactant formation at the oil-water interface.
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5.2 Electrode Modification: Carbon Nanotube/ Polyaniline Composite
Although there is a lack in understanding of the mechanisms for electron transfer
from electrodes to bacteria, we can still deduce the reason empirically for the limited
increase of the production by chitosan modification. The problem for chitosan is its nonconductivity which hinders the electron transfer between bacteria and electrode. So to
further improve the production the material should maintain the electrostatic interaction
with bacteria, and also have proper conductivity. Polyaniline, a conductive polymer, meets
these requirements. Polyaniline does not only provide protective effect for the
microorganisms but also improves the electro-catalytic activity of the catalyst. Conductive
polymer/CNTs hybrid composites have received significant interest in microbial fuel cells
(MFCs) because the incorporation of CNTs in conductive polymers can lead to a
synergistic effect. Recently a highly conductive, porous, and flexible material was made
by dipping textiles into CNT ink, a CNT aqueous solution. Then, the polyaniline can be
coated on CNT-textile composite through chemical oxidative polymerization. The pores
between fibers of textile are about 20 μm and new pores formed by CNTs coated on fiber
are nanoscale. The advantages of two-scale porous carbon nanotube-textile composite
containing increased interaction between bacteria and electrode, ideal conductivity, large
area/vlume ratio make it a promising material for microbial electrosysnthesis.
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