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Abstract
Frames are the foundation of the linear operators used in the decomposition and recon-
struction of signals, such as the discrete Fourier transform, Gabor, wavelets, and curvelet
transforms. The emergence of sparse representation models has shifted of the emphasis
in frame theory toward sparse l1-minimization problems. In this paper, we apply frame
theory to the sparse representation of signals in which a synthesis dictionary is used for
a frame and an analysis dictionary is used for a dual frame. We sought to formulate a novel
dual frame design in which the sparse vector obtained through the decomposition of any
signal is also the sparse solution representing signals based on a reconstruction frame. Our
findings demonstrate that this type of dual frame cannot be constructed for over-complete
frames, thereby precluding the use of any linear analysis operator in driving the sparse
synthesis coefficient for signal representation. Nonetheless, the best approximation to the
sparse synthesis solution can be derived from the analysis coefficient using the canonical
dual frame. In this study, we developed a novel dictionary learning algorithm (called Parseval
K-SVD) to learn a tight-frame dictionary. We then leveraged the analysis and synthesis
perspectives of signal representation with frames to derive optimization formulations for
problems pertaining to image recovery. Our preliminary, results demonstrate that the images
recovered using this approach are correlated to the frame bounds of dictionaries, thereby
demonstrating the importance of using different dictionaries for different applications.
Wen-Liang Hwang is at Institute of Information Science, Academia Sinica, Taipei 11529, Taiwan. Ping-Tzan
Huang and Tai-Lang Jong are at Department of Electrical Engineering, National Tsing Hua University, Hsinchu,
Taiwan.
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2I. INTRODUCTION
Signal representation is a fundamental aspect of signal processing, serving as the
basis of signal decomposition (analysis), processing, and reconstruction (synthesis) [1].
A signal is first mapped as a vector of coefficients in the transform domain using
a decomposition operator (analysis operator). The coefficients are then modified and
mapped to the signal space using a reconstruction operator (synthesis operator). The
fundamental prerequisite in the design of analysis and synthesis operators is the perfect
reconstruction of the signal [2], [3]. Frame theory refers to the branch of mathematics
tasked with the design of linear decomposition and reconstruction operators capable of
perfectly reconstructing any signal in a vector space [4]–[7]. A frame comprises of a
set of linearly independent vectors spanning a vector space. Any signal in the vector
space can be represented as a linear combination of elements in the frame. Analysis
coefficients (also referred to as decomposition coefficients or frame coefficients) are
derived by applying the input product between the signal and elements in a dual frame.
A dual frame associated with the frame used for this type of signal representation is
not unique. Milestones in the development of frame theory include the construction of
the canonical dual frame via the frame operator, the constructions of discrete Fourier
transform, Gabor, wavelets, and curvelet transforms [6], [8]–[10], and the exploration
of frame redundancy in various signal processing applications [3], [11], [12]. In cases
where the signal space is a finite-dimensional discrete vector space, the frame and
canonical dual frame have a connection to pseudo-inverse, singular value decomposition
in matrix linear algebra.
The emergence of the sparse representation model has shifted the emphasis in frame
theory toward sparse l1-minimization problems [13]–[15], as evidenced by the plethora
of algorithms aimed at elucidating the model and making practical use of it. Sufficient
conditions for a unique k-sparse solution to the sparse model can be derived through the
analysis of mutual incoherence [15], [16], the null space property [17], the restricted
isometry property (RIP) [18], and spark [19], (ψ), which is defined as the smallest
possible number k such that there exists a subset of k columns of ψ that are linearly
dependent. Throughout the paper, we assume that
spark(ψ) > 2k (1)
to ensure that the solution to the l1-synthesis problem is unique. We also assume that
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3ψ (denoting a frame) and φ (denoting a dual frame) are both in Rm×n with m ≥ n and
the ranks of ψ and φ are n.
In this paper, we introduce a novel method by which to establish a connection between
sparse representation problems and frame theory. If we regard the synthesis dictionary
for sparse representation as a frame, then the analysis dictionary can be regarded as
its dual frame. This novel perspective leads to the following conclusions: (1) It is
impossible to construct a dual frame for any over-complete frame with the aim of
obtaining the minimizer of the ℓ1-synthesis-based problem; and, (2) The canonical dual
frame is best linear decomposition operator by which to obtain the approximation of
the ℓ1-minimizer. This provides theoretical support for the trend toward the use of non-
linear decomposition operators to derive the ℓ1-minimizer in a straightforward manner;
i.e., without relying on iterative algorithms [20], [21].
The relationship between sparse representation problems and frame theory shifts our
perspective with regard to dictionary learning problems. To the best of our knowledge,
no existing dictionary (or frame) learning algorithm has addressed the issue of frame
bounds. Frame bounds correspond to the largest and smallest eigenvalues of the frame
operator ψψ⊤ of frame ψ. The ratio of the bounds (i.e., the condition number) determines
the degree of redundancy between frame coefficients [22], which means that it is
fundamentally associated with numerical stability and the performance of various signal
processing problems. In this paper, we demonstrate that the properties of frame theory
can be applied to the development of a learning algorithm to learn a Parseval dictionary
from a set of observations. This is a frame whose numerical properties are closest
to an orthonormal matrix, as the ratio of the frame bounds is 1. Finally, we describe
the preliminary application of the resulting learned dictionary to problems associated
with the restoration of images (denoising, image compression, and filling-the-missing-
pixels). Our objective is to illustrate how the frame bounds of dictionaries affects
the performance of optimization problems that leverage the synthesis and analysis
perspectives of frame coefficients of images.
The remainder of the paper is organized as follows. Section II presents a review of
studies on frame theory as well as analysis and synthesis sparsity. Our main theoret-
ical contributions are presented in Section III and Section IV. Section V outlines our
approach to training a Parseval tight frame from observations. Section VI presents our
experiment results. Concluding remarks are drawn in Section VII.
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4II. BACKGROUND AND RELATED WORKS
A. Frames
A frame comprises a set of linearly independent vectors in a vector space spanned by
the vectors. Frames are the cornerstone of signal processing in the formulation of perfect
reconstruction pairs of linear operators used to decompose signals into the transform
domain and reconstruct the original signals from the transform coefficients.
Frame studies designing a set of vectors ψi ∈ V span the vector space by representing
any f ∈ V as
f =
m∑
i=1
〈f, c˜i〉ψi, (2)
where {c˜i} and {〈f, c˜i〉} are called the dual frame and the frame coefficients of ψ,
respectively [4], [6]. If frame ψ is over-complete, then there are different choices for
g˜i 6= c˜i in which
f =
m∑
i=1
〈f, g˜i〉ψi. (3)
The frame operator S of frame fi with i = 1, · · · , m is defined as follows:
Sf = ψ⊤ψf =
m∑
i
〈f, ψi〉ψi, (4)
where ψ⊤ maps signal f in V to coefficients in Cm. Ensuring that S has an inverse
requires that the frame condition is met for any f ∈ V :
A‖f‖2 ≤ 〈f, Sf〉 = 〈f, ψψ⊤f〉 = 〈ψ⊤f, ψ⊤f〉 ≤ B‖f‖2, (5)
where ∞ > B ≥ A > 0 are frame bounds. If A = B, then the frame is tight; and if
A = B = 1, then the frame is Parseval.
The canonical dual frame is defined as sequence S−1f1, · · · , S
−1fm, where S
−1 is
the inverse of the frame operator. The canonical dual frame satisfies the frame condition
for any f ∈ V with bounds A−1 and B−1:
B−1‖f‖2 ≤ 〈f, S−1f〉 ≤ A−1‖f‖2. (6)
A milestone of the frame theory indicates that the frame coefficients derived from the
canonical dual frame is the solution of ℓ2-synthesis problem

min
u
‖u‖2
f =
∑m
i=1 uiψi for all f ∈ V ,
(7)
with u = [u1 · · ·um]
⊤. This sequence of coefficients has the smallest l2-norm of all
frame coefficients of ψ representing any signal f ∈ V .
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5B. Analysis and Synthesis Sparse Models
The synthesis-based sparse model comprises a dictionary ψ of size n×m with m ≥ n
in which it is assumed that a signal is a linear combination of fewer than k atoms in the
dictionary (x = ψu and ‖u‖0 ≤ k). Signals of interest lie within a union of k-subspaces
of the space spanned by all atoms in the dictionary. The parallel analysis-based sparse
model (also called the co-sparse analysis model) is used to design an analysis operator
φ (a n×m matrix with m ≥ n) in which the analysis vector φ⊤x of signal x is sparse
and the signal with the sparsest analysis coefficients is recovered.
The paper by Elad et al. [23] provided deep insight into the use of analysis and syn-
thesis models as priors for Bayesian methods. They pointed out that the two models are
equivalent as long as ψ is square and invertible. They also provided examples showing
the dichotomy between the two models in the case of over-complete dictionaries, where
m > n. Finally, they presented theoretical results indicating that any sparse analysis-
based problem poses an equivalent sparse synthesis-based problem, but the reverse does
not hold. They also demonstrated that the reformulation of an analysis problem to an
identical synthesis problem can lead to an exponentially large dictionary. Nam et al.
[24] demonstrated that, for over-complete ψ and φ, there is generally a considerable
difference in the union of subspaces provided by synthesis and analysis models. If ψ
and φ both have sizes of n×m, then the number of atoms of ψ that can synthesize a
signal is freely from 0 to n − 1 while that of φ that obtains zero coefficients of φ⊤x
(co-sparsity) freely and from 0 to n − 1. The number of zero coefficients of φ⊤x is
inversely proportional to the subspace of ψ in which signal x = ψu lies on the number
of non-zero coefficients in u. Thus, the algorithm of the co-sparsity analysis model is
designed to derive zero coefficients whereas the algorithm of the synthesis-based sparse
model is designed to derive non-zero coefficients. The above studies demonstrate that
analysis and synthesis models can be viewed as complementary. This, in turn, suggests
that analysis and synthesis operators and the corresponding recovery algorithms could
perhaps be designed in pairs.
III. SPARSE SYNTHESIS COEFFICIENTS VIA DUAL FRAME
The dual frame of ψ that minimizes the l2-norm frame coefficient of any signal is
its canonical dual frame. We sought to determine whether there exists a universal dual
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6frame of ψ that minimizes the l1-norm frame coefficient for any signal. The existence
of l1-norm frame coefficients for any ψ is provided by the following proposition.
Proposition 1 [7]. Let ψ = [ψi ∈ C
n]i be a frame for finite-dimension vector space V .
Given x ∈ V , there exists coefficients di ∈ C
m such that
x = ψ d =
m∑
i=1
diψi, (8)
and
‖d‖1 = inf{di|x =
m∑
i=1
diψi}, (9)
where d = [d1, · · · , dm]
⊤ is the vector of sparse synthesis coefficients.
If ψ is under-complete or square with n ≥ m, then the answer to our question is
affirmative and the canonical dual frame is the solution [23]. Unfortunately, Theorem
3 shows that this is not the case if ψ is over-complete.
First, we highlight an interesting result of Nam et al. [25], [26]: if φ is a frame with
the form of an n ×m matrix and with columns φi in general positions (any set of at
most n columns are linearly independent), then the number k of non-zero coefficients
of φ⊤x, where x is a signal in Rn, is at least m − n + 1. Since m − k rows in φ⊤x
are zeros and these rows take up no more than n − 1 dimensions, k ≥ m − n + 1.
In the case of m > n, the result excludes the case in which φ⊤x is sparse for any k.
Theorem 3 extends this result by showing that there does not exist a dual frame φ of
over-complete ψ for any pair of x ∈ Rn and u ∈ Rm with k ≥ m+ n− 1 that satisfies

x = ψu ;
u = φ⊤x.
(10)
Lemma 2 . Let the n ×m matrix φ = [φ1 · · ·φm] be a frame in R
n with columns φi
in general positions, and φ is a dual frame of ψ (thus, ψφ⊤ = In×n). Suppose that
k ≥ m− n + 1. Then, for m > n, there exists no pair of φ and ψ that meets (10) for
any pair of k-sparse vector u and signal x.
Proof. Suppose that there is a pair of frame ψ and dual frame φ satisfying conditions (10)
for all pairs of signal x and corresponding k-sparse vector u. With no loss of generality,
we suppose that the indices of non-zero coefficients of u are 1, · · · , k. Because x = ψu,
x is in the subspace spanned by ψ1, · · · , ψk (denoted as V
ψ
a (k)). Meanwhile, because
u = φ⊤x, x is in the subspace spanned by φ1, · · · , φk (denoted as V
φ
a (k)), as well as
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7in the subspace perpendicular to that spanned by the remaining m−k vectors (denoted
as V
φ
b (m− k)
⊥). Hence,
x ∈ V ψa (k) ∩ V
φ
a (k) ∩ V
φ
b (m− k)
⊥. (11)
Nam et al. [25], [26] reported that to have a non-empty intersection of V φa (k) and
V
φ
b (m−k)
⊥, k must be at least m−n+1. Because the set of signals satisfying Equation
(11) is a vector space of dimension k (x = ψu and the bottom m − k elements in u
are zeros.), the dimension of V
φ
b (m− k) is n− k.
Let φ = [φa φb] and ψ = [ψa ψb], where φa = [φ1 · · ·φk], φb = [φk+1 · · ·φm],
ψa = [ψ1 · · ·ψk], and ψb = [ψk+1 · · ·ψm]. Equation (10) stipulates that we have
u = φ⊤ψu. (12)
Therefore, φ⊤b ψau1 = 0m−k and φ
⊤
a ψau1 = u1, where u1 is the first k elements in u.
Since u1 ∈ R
k is arbitrary, we obtain the following:
φ⊤b ψa = 0m−k×k; (13)
φ⊤a ψa = Ik×k; (14)
which corresponds to V
φ
b (m−k) ⊥ V
ψ
a (k) and V
φ
a (k) = V
ψ
a (k), respectively. Combining
the results of Equations (13) and (14) while considering that the dimensions of V
φ
b (m−
k) and V ψa (k) are respectively n− k and k, we obtain the following:
V ψa (k) = V
φ
a (k) = V
φ
b (m− k)
⊥. (15)
Based on the fact that the dimension spanned by m − k columns in φb is n − k,
we know that m − k = n − k + (m − n). Because m − n > 0, we can deduce that
there exists a set of n− k+1 vectors in φb spanning a dimension n− k subspace. This
violates the assumption that φi are in general positions.
End of Proof.
Theorem 3 . Let ψ be an over-complete frame and let u∗1(x) be the k-sparse minimizer
of l1-synthesis problem for signal x with

min
u
‖u‖1
x = ψu;
(16)
for signal x. There does not exist a dual frame φ1 in general positions that yields
u∗1(x) = φ
⊤
1 x for any x, regardless of the value of k.
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8Proof. Th results reported by Nam et al. [25], [26] forfeit the existence of φ for k =
‖u∗1‖0 ≤ m− n. Meanwhile, Lemma 2 forfeits the existence of φ for k ≥ m− n+ 1.
End of Proof.
Proposition 1 claims the existence of l1-norm minimizer for any x. Theorem 3 shows
that the minimizer cannot be derived through the decomposition of signals with a
universal linear operator, which depends exclusively on ψ.
IV. OPTIMAL PROXY TO SPARSE SYNTHESIS COEFFICIENTS
Theorem 3 provides a negative answer concerning the existence of a dual frame φ1 of
over-complete frames as the analysis operator to obtain the l1-minimizers of any signal.
Nevertheless, this section presents an affirmative answer concerning the existence of a
universal dual frame for the following approximation problem:


min
φ
‖φ⊤x− u∗1(x)‖2
φ is a dual frame of ψ.
(17)
The following proposition shows that the canonical dual frame, φ2, is the solution to
(17) resulting in frame coefficients closest to the l1-minimizer of any signal and can be
derived by solving the following ℓ2-analytical problem:

min
φ
‖φ⊤x‖2
φ is a dual frame of ψ.
(18)
Theorem 4 . (i) The canonical dual frame yields the optimal proxy of u∗1(x), the
solution of l1-synthesis problem (16), for any signal x. (ii) φ2 is also the minimizer of
the l2-analysis problem (18).
Proof.
(i) If ψ is an under-complete or square frame, then φ⊤2 x = u
∗
1(x) is applicalbe to any
x [23].
The canonical dual frame, φ2, of the over-complete frame ψ is (ψψ
⊤)−1ψ. Since
φ⊤2 ψ = ψ
⊤(ψψ⊤)−1ψ = ψ⊤φ2, the kernel φ
⊤
2 ψ is the rank n orthogonal projection
1
from Rm to Rm, due to the fact that

(φ⊤2 ψ)
2 = φ⊤2 (ψφ
⊤
2 )ψ = φ
⊤
2 ψ;
(φ⊤2 ψ)
⊤ = ψ⊤φ2 = φ
⊤
2 ψ.
(19)
1P is an orthogonal projection if and only if P 2 = P and P⊤ = P .
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‖φ⊤2 x− u
∗
1(x)‖2 = ‖φ
⊤
2 ψu
∗
1 − u
∗
1(x)‖2 = ‖(Im×m − φ
⊤
2 ψ)u
∗
1(x)‖2. (20)
If φ differs from φ2, then kernel φ
⊤ψ is a projection operator but is not necessarily
an orthogonal projection as (φ⊤ψ)2 = φ⊤(ψφ⊤)ψ = ψ⊤ψ. Thus, the canonical dual
frame yields the optimal proxy of u∗1(x).
(ii) The case where ψ is a square or under-complete frame: Equation x = ψu∗2, with
u∗2 being the minimizer of ℓ2-synthesis problem (7), implies that (ψψ
⊤)−1ψ⊤x = u∗2.
Since the canonical dual frame φ⊤2 is (ψψ
⊤)−1ψ⊤, we have φ⊤2 x = u
∗
2.
In the case where ψ is an over-complete frame: u∗2 is also the solution of

minu
1
2
‖u‖22
x = ψu.
(21)
Taking partial derivatives with respect to λ and u on the Lagrangian function gives
L(u, λ) =
1
2
‖u‖22 + λ
⊤(ψu− x) (22)
and then setting the results to zero, we obtain solution (u∗2, λ
∗) that satisfy,
ψu∗2 = x and u
∗
2 = ψ
⊤λ∗; (23)
respectively. It follows that x = ψψ⊤λ∗. (ψψ⊤)−1x = λ∗ and φ⊤2 x = u
∗
2 can be deduced
from the fact that ψ is an over-complete frame and φ⊤2 = ψ
⊤(ψψ⊤)−1.
End of Proof.
Thus, φ⊤2 x is referred to as the optimal proxy of u
∗
1(x). The following corollary is
summarized from Theorems 3 and 4.
Corollary 5 . (i) Let ψ be an over-complete frame; φ be its dual frame; and let
x be a signal. Let S(x) = {u|x = ψu} be the synthesis coefficients of x and let
A(x) = {φ⊤x|φ is a dual frame of ψ} be the frame coefficients of the signal. Then,
A(x) ⊆ S(x), u∗1(x) ∈ S(x). The orthogonal projection of u
∗
1(x) to A(x) obtains the
frame coefficient u∗2(x), which is the solution of ℓ2-synthesis problem (7) (see Figure
1).
(ii) u∗2 can be obtained linearly by applying φ
⊤
2 to x (see Figure 2).
The fact that u∗1 cannot be obtained with a linear operator implies that some non-linear
method must be adopted in order to obtain u∗1 analytically. This conclusion provides
theoretical support for the recent trend of adopting non-linear operators to derive the
solutions to sparse representation and compressed sensing problems.
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Fig. 1. Signal x and frame ψ are fixed. S(x) is a linear sub-space. A(x) is a convex set due to the fact that if φa
and φb are dual frames of ψ, so does αφa + (1− α)φb for any α ∈ [0, 1]. If u
∗
1 does not belong to A(x), then u
∗
2
is its best approximation in A(x); otherwise, u∗1 = u
∗
2, obtainable by a linear operation.
Fig. 2. Frame ψ is used as the reconstruction (synthesis) operator. The decomposition (analysis) operator is the
transpose of canonical dual frame φ2. The optimal solution of ℓ2-sythesis poblem, u
∗
2, can be obtained analytically
with linear operator φ2.
V. LEARNING PARSEVAL FRAMES FOR SPARSE REPRESENTATION
Aharon et al. [27] addressed the problem of learning a synthesis dictionary to sparsely
represent a set of observations. The K-SVD algorithm is perhaps the most popular
algorithm of that kind. Let Y = [y1, · · · , yN ] be a n × N matrix, where each column
is an observation. The K-SVD algorithm optimizes

minX,ψ ‖Y − ψX‖
2
F
X = [x1, · · · , xN ]
‖xi‖0 ≤ k for i = 1, · · ·N.
(24)
Rubinstein et al. [28] addressed a parallel problem, wherein they concentrated on
learning an analysis dictionary to produce a sparse outcome from a set of observations.
The synthesis and analysis dictionaries are learned using a similar approach; however,
they are mutually exclusive.
Dictionary learning problems can be brought within the context of frame theory by
controlling the frame bounds of the learned dictionary. Frame bounds A and B in
(5) are related to the correlation between basis elements in frames. Higher B
A
values
increase the likelihood of correlation between basis elements in frames. If B
A
is far
from 1, then uniform distortion in a signal yields non-uniform, direction-dependent
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distortion in its frame coefficients. The K-SVD algorithm is able to learn a frame
ψksvd; however, it has no control over the bounds, due to the fact that it imposes no
constraints on frame bounds (the largest and smallest singular values of ψksvdψ
⊤
ksvd).
Parseval tight frames with frame bounds of 1 have been widely used in signal processing
[29]–[31]. Thus, we re-formulated the K-SVD optimization problem in our development
of a learning algorithm to learn the optimal Parseval tight frame as well as the sparse
coefficients from a set of observations. Note that ψ is a Parseval tight frame if and only
if |〈ψ⊤x, ψ⊤x〉|2 = ‖x‖2. Thus, ψψ⊤ = In×n.
A. Design of Parseval Frames
By imposing a Parseval frame ψ using a K-SVD-like approach, we obtain the fol-
lowing: 

min
X,ψ
‖Y − ψX‖2F
X = [x1, · · · , xN ]
‖xi‖0 ≤ k for i = 1, · · · , N
ψ is a Parseval tight frame and ψψ⊤ = In×n.
(25)
This problem is difficult to solve because applying the augmented Lagrangian ap-
proach would introduce fourth-order polynomial terms on ψ, due to the tight frame
constraint ψψ⊤ = In×n. Thus, we take advantage of the fact that the canonical dual
frame of a Parseval tight frame is itself (φ2 = [(ψψ
⊤)−1]⊤ψ = ψ) and formulate (25)
as follows: 

min
X,φ,ψ
‖φ⊤Y − φ⊤ψX‖2F
X = [x1, · · · , xN ]
‖xi‖0 ≤ k for i = 1, · · · , N
φ = ψ
ψφ⊤ = In×n.
(26)
In the following, we present the Parseval-frame learning algorithm, also referred to as
the Parseval K-SVD algorithm, which trains dictionaries as well as sparse coefficients
based on the formulation of (26).
B. Parseval K-SVD
The learning algorithm is designed through the alternating optimization of (φ, ψ)
and X . Parameter ρ1 is introduced and the objective function of the problem is altered
DRAFT
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to make it the weighted sum of (25) and (26), with the aim of enhancing numerical
stability in the optimization process, as follows:
‖φ⊤Y − φ⊤ψX‖2F + ρ1‖Y − ψX‖
2
F . (27)
The alternation does not change the minimizers, due to the fact that problems (25) and
(26) are equivalent2. However, as we shown below, ρ1 makes the updated X numerically
stable, due to the fact that the nominator of (38) is a non-zero value.
The augmented Lagrangian function of problem (26) is
Lρ2,ρ3(X, φ, ψ;λ2, λ3) = ρ1 ‖Y − ψX‖
2
F +
∥∥φ⊤Y − φ⊤ψX∥∥2
F
+ Trace(λ⊤2 (ψφ
⊤ − In×n)) +
ρ2
2
∥∥ψφ⊤ − In×n
∥∥2
F
(28)
+ Trace(λ⊤3 (ψ − φ)) +
ρ3
2
‖ψ − φ‖2F ,
where ρ2 and ρ3 are parameters, and λ2 and λ3 are matrices of Lagrangian multipliers
of sizes n × n and n ×m, respectively. We solve the following optimization problem
by minimizing the primal variables and maximizing the dual variables as follows:

max
λ2,λ3
min
X,ψ,φ
Lρ2,ρ3(X, φ, ψ;λ2, λ3),
‖xi‖0 ≤ k for i = 1, · · ·N.
(29)
The learning algorithm is derived based on the primal-dual approach, in which the
optimal Parseval tight frame is learned from image blocks by the alternating direction
method of multiplier (ADMM) method [32], [33].
We adopted the alternating direction method of multiplier (ADMM) due to the
robustness of the updates of dual variables and that fact that this method supports
decomposition of primal variable updates. The updates of φ and ψ are different from
that of X , due to the fact that the latter has sparse constraints on its columns. The
updates of φ and ψ are
φk+1 = argmin
φ
Lρ2,ρ3(X
k, φ, ψk;λk2, λ
k
3); (30)
ψk+1 = argmin
ψ
Lρ2,ρ3(X
k, φk+1, ψ;λk2, λ
k
3); (31)
and the update of X is

Xk+1 = argmin
X
Lρ2,ρ3(X, φ
k+1, ψk+1;λk2, λ
k
3)
‖xk+1i ‖0 ≤ k for i = 1, · · ·N.
(32)
2φ⊤Y = φ⊤ψX if and only if Y = ψX because of ψφ⊤ = I.
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The dual variables λ2 and λ3 are updated using the standard gradient ascent method of
ADMM (λ02 and λ
0
3 are initialized using zero matrices):
λk+12 ← λ
k
2 + ρ2(ψ
k+1(φk+1)⊤ − In×n);
λk+13 ← λ
k
3 + ρ3(ψ
k+1 − φk+1).
(33)
The complexity of updating λ2 and λ3 are O(n
2) and O(nm), respectively. In the
following, we detail the procedures involved in minimizing the primal variables in (30),
(31), and (32), wherein we omit the superscript indices on all variables in order to
simply the notation.
1) Update of φ and ψ: Taking the partial derivative of the augmented Lagrangian
Lρ2,ρ3(X, φ, ψ;λ2, λ3) with respect to φ and setting the result to zero, we obtain the
following:
(2Y Y ⊤ − 2Y X⊤ψ⊤ + 2ψXX⊤ψ⊤ − 2ψXY ⊤)φ+ φ(ρ2ψ
⊤ψ + ρ3I)
= −λ⊤2 ψ + ρ2ψ + λ3 + ρ3ψ. (34)
Similarly, taking the partial derivative of the augmented Lagrangian with respect to ψ
and setting the result to zero, we obtain
2φφ⊤ψ + ψ(2ρ1XX
⊤ + ρ2φ
⊤φ+ ρ3I)(XX
⊤)−1
= (2ρ1Y X
⊤ − λ2φ+ ρ2φ− λ3 + ρ3φ+ 2φφ
⊤Y X⊤)(XX⊤)−1. (35)
Both (34) and (35) are derived from Sylvester matrix equations:
A1β + βB1 = C1, (36)
the solutions of which can be derived by solving linear systems using the least square
method obtained by taking the vec operator on both sides of (36):
(Im×m ⊗ A1 +B
⊤
1 ⊗ In×n)vec(β) = vec(C1), (37)
where ⊗ is the Kronecker product, A1, B1 and C1 are known matrices, and β is the
unknown term. The A1, B1, C1 and β corresponding to (34) are 2Y Y
⊤ − 2Y X⊤ψ⊤ +
2ψXX⊤ψ⊤ − 2ψXY ⊤, ρ2ψ
⊤ψ + ρ3I, −λ
⊤
2 ψ + ρ2ψ + λ3 + ρ3ψ, and φ, respectively.
Likewise, A1, B1, C1, and β of (35) are respectively 2φφ
⊤, (2ρ1XX
⊤ + ρ2φ
⊤φ +
ρ3I)(XX
⊤)−1, (2ρ1Y X
⊤−λ2φ+ ρ2φ−λ3+ ρ3φ+2φφ
⊤Y X⊤)(XX⊤)−1, and ψ. The
numbers of constraints and variables for both systems are equal to mn. The complexity
of updating φ and ψ by solving systems of linear equations is thus no more than
O(m3n3).
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2) Update of X: The objective related to the update of X is (27), the same at that to
update φ and ψ. Following the approaches in [27], [34], we iteratively and exclusively
update the non-zero coefficients in one row of X . This ensures that the number of
zero coefficients is increased as the number of iterations is increased, because once a
coefficient becomes zero, it remains at zero thereafter.
First, for each row of X , we generate a row vector that contains only the non-zero
entries in the row. Let ψk, (φ
⊤ψ)k denote the k-th columns in ψ and φ
⊤ψ, respectively;
and let the 1×N vector r⊤k denote the k-th row in X . Furthermore, let p(i) be the i-th
non-zero index in r⊤k and let
∥∥r⊤k
∥∥
0
be the number of non-zero coefficients. If we let
Gk be an N ×
∥∥r⊤k
∥∥
0
matrix in which (p(i), i) is set at one and the other entries are set
at zero, then r⊤k Gk is a 1 ×
∥∥r⊤k
∥∥
0
vector with non-zero entries in row r⊤k of X . For
example, if r⊤k = [0 0 0 2 0 0 1], then r
⊤
k Gk is [2 1].
Next, we consider the update of r⊤k Gk. Let B = φ
⊤Y ; let rˆ⊤k = r
⊤
k Gk; and let
Ek = Y −
∑
j 6=k ψjr
⊤
j , Fk = B−
∑
j 6=k ψjr
⊤
j , E˜k = EkGk, and F˜k = FkG. Ek, Fk, and
E˜k are all known matrices. Then, we obtain the following
ρ1 ‖Y Gk − ψXGk‖
2
F +
∥∥φ⊤Y Gk − φ⊤ψXGk
∥∥2
F
= ρ1 ‖Y Gk − ψXGk‖
2
F +
∥∥BGk − φ⊤ψXGk
∥∥2
F
= ρ1
∥∥∥∥∥(Y −
∑
j 6=k
ψjr
⊤
j )Gk − ψkr
⊤
k Gk
∥∥∥∥∥
2
F
+
∥∥∥∥∥(B −
∑
j 6=k
ψjr
⊤
j )Gk − φ
⊤ψkr
⊤
k Gk
∥∥∥∥∥
2
F
= ρ1
∥∥EkGk − ψkr⊤k Gk
∥∥2
F
+
∥∥FkGk − φ⊤ψkr⊤k Gk
∥∥2
F
= ρ1
∥∥∥E˜k − ψkrˆ⊤k
∥∥∥
2
F
+
∥∥∥F˜k − φ⊤ψkrˆ⊤k
∥∥∥
2
F
.
The non-zero coefficients in the k-th row of X can be updated by solving
min
rˆ⊤
k
ρ1
∥∥∥E˜k − ψkrˆ⊤k
∥∥∥
2
F
+
∥∥∥F˜k − φ⊤ψk rˆ⊤k
∥∥∥
2
F
.
The above has the following closed-form solution:
rˆ⊤k =
ρ1ψ
⊤
k E˜k + ψ
⊤
k φF˜k
ρ1 ‖ψk‖
2 + ‖φ⊤ψk‖
2
. (38)
Thus, the complexity of one update of non-zero entries in a row of X takes O(n2).
This update of non-zero entries in a row is processed from row 1 to row m and repeats
j times in one update of X . A full description of the proposed learning algorithm is
given in Table I.
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TABLE I
PARSEVAL K-SVD
Parseval K-SVD Algorithm
Deriving initial frame ψ and coefficients X from observation Y using the K-SVD with DCT as the initial
dictionary of K-SVD.
Input:
(i) Set initial ψ (of size n×m) and X (of size m×N ).
(ii) Set the values for ρ1, ρ2, ρ3, and the maximum number of iterations.
(iii) The initial matrices of Lagrangian multipliers λ2 and λ3 are set to zero.
(iv) The default iteration number j = 20 for one update of X .
For i = 1 to max number of iterations:
(v) Update φ by solving (34) followed by updating ψ using (35).
(vi) Update Lagrangian matrices λ2 and λ3 using (33).
(vii) Update X one row at a time from the first to the last row. This process is repeated j times.
end i
Output:
ψ, φ, and X
The complexity associated with one update of φ and ψ of Step (v) involves solving
systems of mn linear equations, each of which takes at most O(m3n3). Meanwhile, one
update of non-zero entries in X in Step (vii) takes O(jn2m), where j (default is set
at 20) is the number of iterations associated with one update of X . The complexity of
updating λ2 and λ3 in Step (vi) areO(n
2) and O(n2m), respectively. Thus, one update of
Parseval K-SVD (Steps (v), (vi) and (vii)) is O(m3n3). Let M (typically, M = 200) be
the number of iterations required for the learning algorithm to converge. The complexity
of learning the Parseval dictionary is thus O(m3n3M)+ the complexity of learning K-
SVD dictionary. However, the Parseval K-SVD algorithm needs to be completed only
once, after which the learned dictionary can be used for a host of sparse recovery
problems.
Finally, we address the question of whether the Parseval K-SVD algorithm converges.
First, let us assume that X is fixed. Each update of either φ or ψ would decrease the
objective value of (27) or result in no change. Then, with fixed φ and ψ, updating
non-zero entries in each row of X would reduce this objective value as well as the
number of zero elements in the row, or result in no change. Executing a series of
such steps would ensure a monotonically non-increasing of the objective value, thereby
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guaranteeing convergence to a local minimum (27).
VI. EXPERIMENT RESULTS
We first applied the Parseval K-SVD algorithm to blocks of natural images in order
to determine whether the learned dictionary is capable of recovering the desired results.
We then conducted several experiments using natural image data, in an attempt to
demonstrate the applicability of the synthesis and analysis views of image representation
when used in conjunction with the learned dictionaries (K-SVD and Parseval K-SVD)
for the restoration of images.
A. Learning Parseval Dictionaries and Reconstruction of Original Images
Our goal is to derive a Parseval dictionary capable of recovering original images
using linear operators, based on the tenets of frame theory. We consider a number of
implementation issues. The matrix of observations Y is of size n×N , set at 64×4096.
The initial dictionary ψ and coefficients X in Table I(i) are derived using the K-SVD
method. The dictionary ψ is of size n×m, set at 64×256; and the coefficient X of size
m×N is set at 256× 4096. The training data consists of 4, 096 blocks of size 8 × 8,
which was obtained from generic 512 × 512 gray scale images. The 8 × 8 blocks are
mapped to 1-D vectors, each of size 64. The K-SVD removes the mean values of all
blocks and reserves one dictionary element exclusively for the mean value. Although
it is preferable that all elements except one have a zero mean, it is not a necessary for
the design of dictionary. Thus, we preserved the mean values of all blocks. The initial
dictionary for the K-SVD algorithm in Table I is the discrete cosine transform (DCT)
of size 64× 256 with the sparsity level of K-SVD set at 64.
As previously discussed, the parameter ρ1 is robust because its value does not change
the minimizer of (27) and is set to make X update numerically stable by not dividing
a zero in (38). Thus, ρ1 is set at 0.1. We then applied the proposed algorithm to
image blocks obtained from the image Barbara, using various sets of parameters ρ2
and ρ3 in conjunction with the matrices of Lagrangian multipliers λ2 and λ3, which
were initially set at 064×64 and 064×256, respectively. For each set of parameters, we
conducted l iterations and observed the convergence of functions corresponding to the
equality constraints of (26) in terms of log10(‖ψl − φl‖
2
F ), log10(
∥∥ψlφ⊤l − I
∥∥2
F
) and
|log10(tr(ψlφ
⊤
l )) − log10(64)|. The term log10(‖ψl − φl‖
2
F ) measures the closeness of
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the constraint ψ = φ is reached and the last two terms measure that of the constraint
ψlφ
⊤
l = I64×64. Sparsity level k in (26) for each column of X is set at 64. Figure 3
illustrates the distribution of the number of non-zero coefficients in columns of X . The
maximum number of iterations in Table I was set at 200. As shown in Figures 4, 5, and
6, this is a sufficient number of iterations to achieve numerical convergence for some
parameter sets. As shown in the figures, large ρ2 and ρ3 values result in smaller objective
values. Parameters ρ2 and ρ3 determine the severity of the penalty to the approximations
of ψφ⊤ − I and ψ − φ, respectively, and the sizes of ψφ⊤ is 64 × 64 and that of ψ
is 64× 256. The fact that ρ2 and ρ3 take higher values, means that the approximation
become increasingly accurate. Figure 7 displays the array of reconstructed images of
Barbara, obtained through decomposition followed by reconstruction operators using the
learned dictionaries, as shown in Figure 8. The quantity and quality performance depends
on the values selected for ρ2 and ρ3. Experimental results indicate that respectively
setting their values at 1011 and 1011 yields optimal PSNR performance in Figure 7.
This set of values is then fixed. Figure 9 shows reconstructed images of Lena and Boat
with the dictionaries trained using data from the image Barbara.
Figure 10 presents a reconstruction of the image Lena, which was derived using
dictionaries learned using 8, 192 image blocks obtained from Barbara and Boat. This
demonstrates that increasing the number of observations does not necessarily improve
or quality of reconstructed images.
The trained dictionaries are displayed in Figure 11. Low variance elements (bottom
rows) comprise separable horizontal and vertical cosine waves of different frequencies,
whereas high variance elements (top rows) contain rotation-dependent variations and
details. Similar patterns can be found in reports such as [27], [28], [35]. Although they
are perceptually similar, the two dictionaries are dissimilar in terms of quantity. Figure
12 shows the distribution of the distances of the i-th element di between dictionary D
and dictionary E, which is defined as follows:
1−max
j
|d⊤i ej |, (39)
where ej is the j-th elements of dictionary E.
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Fig. 3. Bell-shaped distribution of number of non-zero coefficients in columns of X with a peak at 32. Numerically,
it is impossible to determine whether a number is zero; therefore, we set any number with an absolute value smaller
than 10−6 as zero.
Fig. 4. Comparison of the convergence rate of log10(
∥
∥ψφ⊤ − I
∥
∥
2
F
) vs. number of iterations using various sets of
ρ1, ρ2, and ρ3 values. Curves corresponding to ρ2, ρ3 ≥ 10
9 showed small numerical fluctuations of approximately
10−20 where number of iterations exceeded 100.
B. Application to Image Processing: Preliminary results
The optimization formulations using in the following experiments were designed to
take advantage of the analysis and synthesis perspectives of representation coefficients
(derived from frame theory) to problems involved in image recovery. Our objective in
the performance comparison using the learned Parseval dictionary (the ratio of frame
bounds is 1) and the learned K-SVD dictionary (the ratio of frame bounds is 3.74)
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Fig. 5. Comparison of convergence rate of |log10(tr(ψφ
⊤))−log10(64)| vs. number of iterations using various sets of
ρ1, ρ2, and ρ3 values. Curves corresponding to ρ2, ρ3 ≥ 10
7 showed small numerical fluctuations of approximately
0 where number of iterations exceeded 100. First term |log10(tr(ψφ
⊤)) − log10(64)| measures the sum of the
diagonal elements of ψφ⊤, the desired solution of which 64. Thus, the value is subtracted from log
10
(64).
Fig. 6. Comparison of convergence rate of log10(‖ψ − φ‖
2
F
) vs. number of iterations using various sets of ρ1, ρ2,
and ρ3 values. Curves corresponding to ρ2, ρ3 ≥ 10
7 showed small numerical fluctuations of approximately 10−10
where number of iterations exceeded 100.
was not to identity the better dictionary, but rather to elucidate how dictionaries with
different frame bounds would affect performance.
In denoising, tests were designed to leverage the sparse synthesis and redundant
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Fig. 7. Reconstruction of image Barbara using flow diagram in Figure 8 with analysis and synthesis operations
derived using values of ρ2 and ρ3. Top: Original image. Second row from left to right: Parameters are ρ2, ρ3 =
101, ρ2, ρ3 = 10
3, ρ2, ρ3 = 10
5 and ρ2, ρ3 = 10
7. Third row from left to right: Parameters are ρ2, ρ3 = 10
9,
ρ2, ρ3 = 10
11, ρ2, ρ3 = 10
13 and ρ2, ρ3 = 10
15. Comparison of peak-signal-to-noise-ratio (PSNR) of reconstructed
images: PSNRs of images in the second row are 16.09dB, 27.17dB, 88.27dB and 172.27dB, respectively; PSNRs of
the images in the third row are 274.32dB, 288.01dB, 271.0dB and 266.51dB, respectively. The highest PSNR was
from the image derived using ρ2 = ρ3 = 10
11 with ρ1 fixed at 0.1.
Fig. 8. Flow diagram of frame-based image reconstruction: Decomposition operation is followed by a reconstruction
operation. An image is partitioned into non-overlapping blocks. Each block, a column in Y , is decomposed using
analysis dictionary φ⊤ to obtain the frame coefficients, a row of Z. The coefficients are then used to reconstruct the
block using synthesis dictionary ψ.
representations of an image. In image compression and filling-the-missing-pixels, we
demonstrate that the effectiveness of a method relies on the frame bounds, which
are used to obtain the redundancy measure of the frame [22] in the learned frame
dictionaries.
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Fig. 9. Reconstruction of images Boat and Lena. The dictionaries were trained, using parameters ρ1 = 0.1, ρ2 =
1011, and ρ3 = 10
11, on image blocks taken from image Barbara. PSNRs of the reconstructed images Boat and
Lena are 287.75 dB and 289.20 dB, respectively.
Fig. 10. Image Lena after reconstruction using dictionaries learned on image blocks of Barbara and Boat, using
parameters ρ1 = 0.1, ρ2 = 10
11, and ρ3 = 10
11. The number of training blocks was 8, 192, which is double the
number of training blocks used to derive the dictionaries for Figure 9. PSNR of the reconstructed Lena is 288.19
dB. By comparing the PSNR of Lena in Figure 9, we can see that increasing the number of training blocks does
not improve the PSNR of reconstructed images.
Fig. 11. Learned Parseval frame: (left) trained on Barbara, (right) trained on Boat and Barbara. Columns of the
frames are sorted in descending order of variance and stretched to their maximal range for the purpose of illustration.
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Fig. 12. Distribution of distances between elements in the dictionary learned on Barbara and those in the dictionary
learned on Barbara and Boat. (Most of the distances exceed 0.5 and the range of distances is [0, 1]).
1) Image Denoising: We address the following image denoising problem:
Y = X +N, (40)
where the ideal imageX is corrupted in the presence of additive white and homogeneous
Gaussian noise, N , with mean zero and standard deviation of σ. We formulate this
problem using the frame and the Bayesian approach as a constrained inverse problem.
The objective of the optimization process is to use the learned dictionaries to recover the
sparse synthesis coefficients (W ) of image with constrained redundant frame coefficients
(φ⊤ψW ).
min
W
‖W‖
1
subject to
∥∥Z − φ⊤ψW∥∥
2
≤ ε, (41)
where ψ and φ are synthesis and analysis dictionaries, respectively; Z is the frame
coefficient of Y ; and the value of ε is related to σ. In implementation, ε’s value is
manually selected from a set of candidate value ranging from 2 to 24. The ones that
yield the best performance are retained for use in deriving the denoised results from
which the average performance is then measured. This problem can be solved using the
basis pursuit denoising (BPDN) method [14], [36].
Table II and Table III compare the average PSNR and structural similarities (SSIM)
between the images recovered using the proposed method with K-SVD and learned Par-
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seval dictionaries in various noisy environments. As shown in the tables, using Parseval
dictionaries obtains higher average PSNR and SSIM performance. In the experiments,
the dictionary of K-SVD was used as the synthesis dictionary and its pseudo-inverse
was adopted as the analysis dictionary. Note that the performance of the noisy results
can be improved as long as structure in the frame coefficients can be explored [37]–[39].
TABLE II
COMPARISON OF AVERAGE PSNR FOLLOWING NOISE REDUCTION TASK. THE MEANS OF THE ORIGNAL IMAGES
WERE SUBTRACTED FROM OBSERVATIONS IN EXPERIMENTS. THE MEANS WERE THEN ADDED TO THE
RESTORED IMAGES FROM WHICH PSNR VALUES WERE OBTAINED. THE VALUES ARE THE AVERAGES OBTAINED
FROM FIVE EXPERIMENTS USING THE SAME NOISE LEVEL (σ). EACH BLOCK OF A FIXED σ COMPRISES FOUR
ROWS. THE TOP ROW IS THE PSNR OF A NOISY IMAGE. THE SECOND ROW IS THE PSNR OF AN IMAGE
PROCESSED USING THE K-SVD DICTIONARIES. THE THIRD ROW IS THE PSNR OF AN IMAGE PROCESSED USING
THE LEARNED PARSEVAL DICTIONARIES. THE PSNR UNIT IS dB .
σ Barbara Man Lena Hill Boat Average
noisy image 34.16 34.16 34.16 34.16 34.16 34.16
5 K-SVD dictionaries 34.77 34.73 35.11 34.73 34.76 34.82
Parseval dictionaries 35.82 35.78 36.53 35.69 35.73 35.91
noisy image 28.14 28.14 28.14 28.14 28.15 28.14
10 K-SVD dictionaries 29.82 29.98 31.01 30.22 30.14 30.23
Parseval dictionaries 31.22 31.34 32.53 31.44 31.41 31.59
noisy image 24.64 24.62 24.62 24.64 24.65 24.63
15 K-SVD dictionaries 27.37 27.82 28.98 28.20 27.95 28.07
Parseval dictionaries 28.78 29.10 30.44 29.34 29.21 29.37
noisy image 22.18 22.15 22.14 22.17 22.19 22.17
20 K-SVD dictionaries 25.82 26.57 27.79 27.04 26.61 26.77
Parseval dictionaries 27.17 27.69 29.06 28.02 27.78 27.94
noisy image 20.31 20.25 20.24 20.29 20.29 20.28
25 K-SVD dictionaries 24.73 25.66 26.83 26.16 25.62 25.80
Parseval dictionaries 26.00 26.70 28.08 27.11 26.75 26.93
noisy image 18.80 18.73 18.71 18.76 18.75 18.75
30 K-SVD dictionaries 23.92 25.07 26.25 25.59 24.92 25.15
Parseval dictionaries 25.11 25.93 27.24 26.39 25.94 26.12
2) Image Compression: We conducted a comparison of image compression between
the synthesis dictionary learned using the K-SVD method and its pseudo-inverse as
the analysis dictionary and the proposed Parseval dictionaries. The entropy of the bit
distribution at each bit-plane of frame coefficients is encoded under the assumption that
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the bit distribution is an independently identically distributed (i.i.d.) random variable.
The resulting rate-distortion graph is presented in Figure 13. An image was partitioned
into 8×8 disjoint blocks. All blocks were encoded independently from the other blocks.
The mean of the image was assumed to be known and subtracted from the image in the
experiments. The mean was then added to the compressed image to measure the PSNR.
As shown in Figure 13, using the Parseval dictionary obtains a better performance than
using the K-SVD dictionary. For a fixed PSNR, using the Parseval dictionary achieved
a savings in bits per pixels (bpp) up to 0.7 dB when its value was above 0.8.
The frame bounds can be used as an indication of the correlation between frame coef-
TABLE III
COMPARISON OF AVERAGE SSIM ASSOCIATED WITH NOISE REDUCTION TASK. THE MEANS OF THE ORIGNAL
IMAGES WERE SUBTRACTED FROM OBSERVATIONS IN EXPERIMENTS. THE MEANS WERE THEN ADDED TO THE
RESTORED IMAGES FROM WHICH SSIM VALUES WERE OBTAINED. THE VALUES ARE THE AVERAGE OBTAINED
FROM FIVE EXPERIMENTS USING THE SAME NOISE LEVEL (σ). EACH BLOCK OF A FIXED σ CONSISTS OF FOUR
ROWS. THE TOP ROW IS THE SSIM OF A NOISY IMAGE. THE SECOND ROW IS THE SSIM OF AN IMAGE
PROCESSED USING THE K-SVD DICTIONARIES. THE THIRD ROW IS THE SSIM OF AN IMAGE PROCESSED USING
LEARNED PARSEVAL DICTIONARIES.
σ Barbara Man Lena Hill Boat Average
noisy image 0.89 0.88 0.85 0.89 0.89 0.88
5 K-SVD dictionaries 0.91 0.90 0.87 0.90 0.90 0.90
Parseval dictionaries 0.94 0.92 0.91 0.92 0.92 0.92
noisy image 0.72 0.68 0.61 0.69 0.69 0.68
10 K-SVD dictionaries 0.81 0.77 0.76 0.78 0.78 0.78
Parseval dictionaries 0.86 0.83 0.83 0.82 0.83 0.83
noisy image 0.58 0.52 0.45 0.53 0.54 0.52
15 K-SVD dictionaries 0.74 0.69 0.69 0.69 0.70 0.70
Parseval dictionaries 0.80 0.75 0.77 0.74 0.76 0.76
noisy image 0.48 0.41 0.34 0.41 0.43 0.42
20 K-SVD dictionaries 0.68 0.63 0.66 0.63 0.65 0.65
Parseval dictionaries 0.74 0.69 0.72 0.68 0.70 0.71
noisy image 0.40 0.33 0.27 0.33 0.35 0.34
25 K-SVD dictionaries 0.63 0.59 0.62 0.58 0.60 0.60
Parseval dictionaries 0.70 0.65 0.69 0.63 0.66 0.67
noisy image 0.35 0.27 0.22 0.27 0.29 0.28
30 K-SVD dictionaries 0.59 0.57 0.61 0.55 0.57 0.58
Parseval dictionaries 0.66 0.61 0.66 0.59 0.62 0.63
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Fig. 13. Rate-distortion graphs of images: Barbara (Top) and Boat (Bottom). Proposed method uses the learned
Parseval analysis dictionary to obtain frame coefficients, whereas the K-SVD method is based on the pseudo-inverse
of the K-SVD dictionary.
ficients, wherein a lower value B
A
indicates lower correlation between frame coefficients
[40]. The above two experiments demonstrate the advantage of using a Parseval tight
frame to remove the correlation between frame coefficients. The frame bounds A and
B of the learned Parseval frame are 1 whereas those of K-SVD are respectively 1 and
3.74. The smaller B
A
value of a Parseval frame is the reason why the method based on
Parserval dictionaries obtains superior performance in image compression. Similarly, a
high degree of correlation between frame coefficients facilitates the recovery of missing
pixels, due to the fact that missing coefficients can be compensated for using other
coefficients through high frame redundancy.
DRAFT
26
3) Filling Missing Pixels: Information pertaining to an image is given by a sequence
of irregularly sampled pixels. This means that the problem lies in determining the means
by which to recover the image from the input.
We partitioned an image into 8× 8 blocks. We then randomly removed a fraction of
the pixels of an image block (between 0.1 and 0.8) by setting their values at zero. Let
X denote the ideal image and let Q be a matrix of either 0 or 1, respectively indicating
the positions of the corrupted and non-corrupted pixels in X . Thus, their product, QX ,
consists exclusively of non-corrupted pixels in X . For example, if Xk=[2 3 5 0 0 1]
⊤
is the k-th column of X , then the k-th column of QX is [2 3 5 1]⊤.
We formulate the problem using the frame as a constrained inverse problem, with
the aim of recovering the sparse synthesis coefficients (W ) of image X:
min
W
‖W‖
1
subject to ‖QX −QψW‖
2
≤ ε, (42)
where ε is a parameter set at 0.01 for all cases; and ψ is the synthesis dictionary. This
problem can be solved using the BPDN algorithm. The reconstructed image is obtained
by applying synthesis frame ψ to solution W .
The performance of the dictionaries is presented in Tables IV and V. We assumed
that the mean of an image is known. The mean was subtracted in the experiments
and then added to the image to determine the performance. The images in Figure 14
are the results. The perceptual quality of the restored images remains good as long as
no more than 60% of the pixels are missing. This is consistent with the PSNR and
SSIM performance shown in Tables IV and V. The PSNR and SSIM with missing
fractions below 60% exceed 30 dB and 0.88, respectively. The performance of the K-
SVD dictionary is uniformly better than that of the Parseval dictionary, as the frame
redundancy of the K-SVD dictionary is higher.
DRAFT
27
TABLE IV
COMPARISON OF AVERAGE PSNR IN EXPERIMENTS INVOLVING MISSING PIXELS. THE VALUES ARE THE
AVERAGE OF FIVE EXPERIMENTS USING THE SAME PERCENTAGE OF MISSING PIXELS. THE TOP ROW OF EACH
BLOCK IS THE PSNR OF AN IMAGE DERIVED FROM MISSING PIXELS. THE SECOND ROW PRESENTS THE
RESULTS DERIVED USING THE K-SVD DICTIONARY, AND THE THIRD ROW PRESENTS RESULTS DERIVED USING
THE LEARNED PARSEVAL DICTIONARY. THE PSNR UNIT IS dB .
Missing Level Barbara Man Lena Hill Boat Average
Corrupted image 31.17 32.87 33.68 34.00 31.95 32.73
10% K-SVD dictionaries 40.37 39.69 42.85 40.48 40.20 40.72
Parseval dictionaries 38.36 38.11 40.88 39.19 38.60 39.03
Corrupted image 28.16 29.81 30.68 30.96 28.99 29.72
20% K-SVD dictionaries 36.02 35.89 38.95 36.73 36.28 36.78
Parseval dictionaries 34.30 34.45 37.07 35.58 34.82 35.24
Corrupted image 26.38 28.08 28.92 29.20 27.25 27.97
30% K-SVD dictionaries 33.07 33.42 36.36 34.32 33.62 34.16
Parseval dictionaries 31.52 32.07 34.54 33.29 32.27 32.74
Corrupted image 25.13 26.82 27.66 27.95 26.01 26.71
40% K-SVD dictionaries 30.68 31.43 34.17 32.40 31.46 32.03
Parseval dictionaries 29.31 30.10 32.42 31.47 30.19 30.70
Corrupted image 24.16 25.85 26.69 26.98 25.05 25.75
50% K-SVD dictionaries 28.61 29.62 32.19 30.71 29.51 30.13
Parseval dictionaries 27.37 28.42 30.53 29.86 28.42 28.92
Corrupted image 23.36 25.06 25.90 26.18 24.27 24.95
60% k-SVD dictionaries 26.67 27.92 30.22 29.12 27.67 28.32
Parseval dictionaries 25.56 26.89 28.73 28.39 26.77 27.27
Corrupted image 22.69 24.39 25.22 25.50 23.60 24.28
70% K-SVD dictionaries 24.82 26.24 28.17 27.53 25.83 26.52
Parseval dictionaries 23.90 25.44 26.98 26.99 25.17 25.69
Corrupted image 22.11 23.80 24.64 24.92 23.02 23.70
80% K-SVD dictionaries 22.98 24.51 26.02 25.79 23.94 24.65
Parseval dictionaries 22.36 24.05 25.30 25.51 23.59 24.16
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TABLE V
COMPARISON OF AVERAGE SSIM IN EXPERIMENTS INVOLVING MISSING PIXELS. THE VALUES ARE THE
AVERAGE OF FIVE EXPERIMENTS USING THE SAME PERCENTAGE OF MISSING PIXELS. THE TOP ROW OF EACH
BLOCK IS THE SSIM OF AN IMAGE DERIVED FROM MISSING PIXELS. THE SECOND ROW PRESENTS THE RESULTS
DERIVED USING THE K-SVD DICTIONARY AND THE THIRD ROW PRESENTS RESULTS DERIVED USING THE
LEARNED PARSEVAL DICTIONARY.
Missing Level Barbara Man Lena Hill Boat Average
Corrupted image 0.94 0.94 0.95 0.95 0.94 0.95
10% K-SVD dictionaries 0.99 0.98 0.99 0.98 0.99 0.99
Parseval dictionaries 0.99 0.98 0.98 0.98 0.98 0.98
Corrupted image 0.89 0.89 0.91 0.89 0.89 0.90
20% K-SVD dictionaries 0.98 0.97 0.97 0.96 0.96 0.97
Parseval dictionaries 0.97 0.95 0.97 0.95 0.96 0.96
Corrupted image 0.84 0.85 0.87 0.85 0.85 0.85
30% K-SVD dictionaries 0.96 0.94 0.96 0.93 0.94 0.95
Parseval dictionarie 0.94 0.92 0.94 0.92 0.93 0.93
Corrupted image 0.80 0.80 0.83 0.80 0.80 0.81
40% K-SVD dictionaries 0.93 0.91 0.94 0.90 0.91 0.92
Parseval dictionaries 0.91 0.89 0.92 0.88 0.89 0.90
Corrupted image 0.75 0.76 0.80 0.75 0.75 0.76
50% K-SVD dictionaries 0.90 0.87 0.91 0.86 0.87 0.88
Parseval dictionaries 0.87 0.84 0.88 0.84 0.84 0.85
Corrupted image 0.70 0.71 0.77 0.70 0.71 0.72
60% K-SVD dictionaries 0.85 0.82 0.87 0.81 0.81 0.83
Parseval dictionarie 0.81 0.78 0.84 0.78 0.79 0.80
Corrupted image 0.65 0.67 0.73 0.65 0.66 0.67
70% K-SVD dictionaries 0.77 0.75 0.82 0.74 0.74 0.76
Parseval dictionaries 0.73 0.71 0.79 0.71 0.72 0.73
Corrupted image 0.59 0.62 0.70 0.60 0.61 0.62
80% K-SVD dictionaries 0.67 0.65 0.75 0.64 0.64 0.67
Parseval dictionaries 0.63 0.63 0.72 0.63 0.63 0.65
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Fig. 14. Filling in pixels missing from Barbara. Top: Original image. Second row from left to right respectively
presents images with missing pixels percentage 20% and 80% missing pixels. The images in the third row were
derived using the K-SVD dictionary. The images in the fourth row were derived using the learned Parseval dictionary.
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VII. CONCLUSIONS
Frames theory provides the foundation for the design of linear operators used in the
decomposition and reconstruction of signals. In this paper, we sought to formulate a dual
frame design in which the sparse vector obtained through the decomposition of a signal
is also the sparse solution representing the signals that use a reconstruction frame. Our
findings demonstrate that such a dual frame does not exist for over-complete frames.
Nonetheless, the best approximation to the sparse synthesis solution can be derived from
the analysis coefficient using the canonical dual frame. We took advantage of the analysis
and synthesis views of signal representation from the frame perspective and proposed
optimization formulations for problems pertaining to image recovery. We then compared
the performance of the solutions derived using dictionaries with different frame bounds.
Our results revealed a correlation between recovered images and the frame bounds of
dictionaries, thereby demonstrating the importance of using different dictionaries for
different applications.
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