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16 MÉTHODE DE MAHLER, TRANSCENDANCE ET
RELATIONS LINÉAIRES : ASPECTS EFFECTIFS
par
Boris Adamczewski & Colin Faverjon
Résumé. — Cette note est consacrée aux aspects algorithmiques de la mé-
thode de Mahler. Dans un travail récent, nous avons utilisé un résultat de
Philippon pour montrer qu’étant donnés une fonction q-mahlérienne f(z) ap-
partenant à k{z}, où k est un corps de nombres, et un nombre algébrique
α dans le domaine d’holomorphie de f , le nombre f(α) est soit transcen-
dant, soit dans k(α). Nous décrivons ici un algorithme permettant de tran-
cher cette alternative. Plus généralement, étant donnés plusieurs fonctions q-
mahlériennes f1(z), · · · , fr(z) et un nombre algébrique α dans le domaine d’ho-
lomorphie des fi, nous montrons comment calculer explicitement une base de
l’espace vectoriel des relations de dépendance linéaire sur Q entre les nombres
f1(α), · · · , fr(α).
1. Introduction
Soit q ≥ 2 un entier. Une fonction f(z) ∈ Q{z} est dite q-mahlérienne s’il
existe des polynômes p−1(z), p0(z), . . . , pn(z) ∈ Q[z], non tous nuls, tels que
(1) p−1(z) + p0(z)f(z) + p1(z)f(z
q) + · · ·+ pn(z)f(z
qn) = 0.
Étant donnée une telle équation, on peut toujours se ramener explicitement à
une équation pour laquelle p0(z) 6= 0 (cf. Remarque 6), ce que nous supposerons
dans toute la suite. Afin d’étudier une fonction q-mahlérienne, il est souvent
commode de considérer un système d’équations fonctionnelles de la forme :
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(2)


f1(z)
...
fn(z)

 = A(z)


f1(z
q)
...
fn(z
q)

 ,
où A(z) est une matrice de Gln(Q(z)) et les fi sont des fonctions de la variable
z, analytiques au voisinage de z = 0. Rappelons qu’une fonction est solution
d’une équation de type (1) si, et seulement si, elle est la coordonnée d’un
vecteur solution d’un système de type (2). La donnée d’une équation de type
(1) ou d’un système de type (2) ne permet pas en général de déterminer une
solution f(z) ou un vecteur solution (f1(z), . . . , fn(z)) de façon unique. Pour
lever cette ambiguïté, il suffit, comme l’a remarqué Dumas [3], de se donner
un nombre suffisant de coefficients du développement de Taylor à l’origine de
f ou des fonctions fi. Dans la section 4, nous reprenons la démarche de [3],
afin de préciser brièvement ce point. Dans la suite, nous considérerons donc
que chaque fonction q-mahlérienne est donnée avec une équation de type (1)
ou un système de type (2), ainsi qu’avec un nombre suffisant de coefficients de
Taylor pour la déterminer de manière unique. Rappelons également les faits
classiques suivants (voir par exemple [1, 3, 5]).
• Une série formelle f(z) ∈ Q[[z]] solution d’une équation de type (1) est
toujours convergente au voisinage de l’origine. Elle admet de plus un pro-
longement méromorphe sur le disque unité ouvert, le cercle unité formant
une frontière naturelle dès lors que f(z) n’est pas une fraction rationnelle.
• Les coefficients de Taylor d’une fonction q-mahlérienne engendrent une
extension finie de Q.
D’après la remarque précédente, on ne perd donc aucune généralité à sup-
poser que f(z) appartient à k{z}, où k est un corps de nombres. Soient
f(z) ∈ k{z} une fonction q-mahlérienne et α ∈ Q dans le domaine d’holo-
morphie de f(z). En nous appuyant sur un théorème de Philippon [4], nous
avons montré dans [2] que l’on a toujours l’alternative suivante : soit f(α)
est transcendant, soit f(α) ∈ k(α). L’objectif principal de cette note est de
montrer que cette alternative peut être tranchée de façon algorithmique.
Algorithme 1. — Soient f(z) une fonction q-mahlérienne donnée par une
équation de type (1) ou un système de type (2), et α, 0 < |α| < 1, un nombre
algébrique. On peut déterminer de manière algorithmique si la fonction f est
définie au point α, et, le cas échéant, si f(α) est algébrique ou transcendant.
L’étude de la transcendance des valeurs d’une fonction q-mahlérienne f(z)
est un cas particulier de l’étude des relations de dépendance linéaire entre les
3valeurs de plusieurs fonctions mahlériennes. Nous montrerons plus générale-
ment le résultat suivant.
Algorithme 2. — Soient f1(z), · · · , fr(z) des fonctions q-mahlériennes, don-
nées chacune par une équation de type (1) ou un système de type (2), et α,
0 < |α| < 1, un nombre algébrique. On peut déterminer de manière algorith-
mique si les fonctions fi(z) sont toutes définies au point α, et, le cas échéant,
déterminer une base de l’espace vectoriel
RelQ(f1(α), . . . , fr(α)) :=
{
(λ1, . . . , λr) ∈ Q
r
:
r∑
i=1
λifi(α) = 0
}
.
Afin étudier la nature des valeurs d’une fonction q-mahlérienne f(z), il est
souvent agréable de considérer son équation inhomogène minimale, c’est-à-dire
l’équation de type (1) satisfaite par f(z) pour laquelle l’entier n est minimal.
Cette équation est bien unique (à multiplication par une constante près) si l’on
impose aux polynômes pi(z) d’être premiers entre eux. Une étape intermédiaire
dans l’algorithme 1 consiste à déterminer une telle équation.
Algorithme 3. — Soit f une fonction q-malherienne donnée par une équa-
tion de type (1) ou un système de type (2). On peut déterminer explicitement
l’équation inhomogène minimale de f .
Cet algorithme, dont l’intérêt est indépendant, est décrit dans la section 2.
Les algorithmes 1 et 2 sont détaillés dans la section 3.
2. Détermination des relations linéaires entre fonctions
mahlériennes
Déterminer les relations algébriques sur Q(z) entre des fonctions q-
mahlériennes est a priori une tâche ardue qui relève de la théorie de Galois aux
différences associée à l’opérateur mahlérien z 7→ zq. Nous remarquions dans
[2, Théorème 6.1] que l’on peut a contrario déterminer de manière effective
une base de l’espace vectoriel des relations de dépendance linéaires sur Q(z)
entre plusieurs fonctions q-mahlériennes données.
Algorithme 4. — Soient f1(z), . . . , fn(z) des fonctions q-mahlériennes solu-
tions d’un système de type (2) et à coefficients dans un corps de nombre k. On
peut calculer explicitement la dimension r de l’espace vectoriel engendré sur
k(z) par les fonctions f1(z), . . . , fn(z), et, pour chaque r-uplet de fonctions
fi1(z), . . . , fir(z), tester si ces dernières sont linéairement indépendantes sur
k(z). Le cas échéant, on peut déterminer un système de la forme (2) contenant
uniquement ces r fonctions.
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Description de l’algorithme 4. — Notons de manière compacte f(z) le vecteur
colonne formé des fonctions f1(z), . . . , fn(z). Développant chaque coordonnée
en séries entières, on note
f(z) :=
∞∑
i=0
fiz
i .
Soient b(z) le plus petit multiple commun des dénominateurs des coefficients
de A(z), d le maximum des degrés des coefficients de la matrice b(z)A(z), et ν
la valuation en z = 0 du polynôme b(z). On pose h := 4nd et
M :=


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+d
q−1
q − 1

 ·
On définit alors la matrice de Sylvester associée à f(z) par
S(f) :=


f0 f1 · · · fh · · · fM
0 f0
. . . . . . . . . fM−1
...
. . .
...
0 · · · 0 f0 · · · fM−h

 ,
où fi désigne le vecteur colonne de kn dont les coordonnées correspondent aux
i-èmes coefficients des fonctions f1(z), . . . , fn(z). On pose
kerS(f) :=
{
λ ∈ (kn)h+1 | λS(f) = 0
}
.
Si w = (w0, . . . ,wh) appartient à kerS(f), on définit le vecteur de polynômes
w(z) :=
h∑
i=0
wiz
i .
Nous avons montré, dans [2, théorème 6.1], qu’alors
〈w(z), f(z)〉 = 0 ,
où 〈 , 〉 désigne le produit scalaire usuel, et que toutes les relations de dépen-
dance linéaires entre les fonctions fi(z), 1 ≤ i ≤ n, s’obtiennent de cette
manière là. On peut calculer de manière explicite la dimension s du noyau
kerS(f), ainsi qu’une base w1(z), . . . ,ws(z) de l’espace vectoriel
Relk(z)(f1(z), . . . , fn(z)) :=
{
(w1(z), . . . , wn(z)) ∈ k(z)
n :
n∑
i=1
wi(z)fi(z) = 0
}
5en déterminant une base de kerS(f). La dimension du k(z)-espace vectoriel
engendré par les fonctions f1(z), . . . , fn(z) vaut donc r = n− s, et la matrice
Λ(z) :=


w1(z)
...
ws(z)


est de rang s. L’étude des mineurs non nuls de cette matrice nous permet
de déterminer les parties {fi1(z), . . . , fir(z)} formées de fonctions linéairement
indépendantes. En effet, fixons i1, . . . , ir, 1 ≤ i1 < · · · < ir ≤ n, des entiers
distincts. Notons J := {1, . . . , n} \ {i1, . . . , ir} et ∆J le mineur de Λ associé à
l’ensemble J , on montre qu’on a l’équivalence
(3) ∆J = 0⇔ fi,1(z), . . . , fir(z) sont linéairement dépendantes sur k(z).
Supposons que ∆J = 0. Il existe un vecteur µ(z) ∈ k[z]s non nul tel que
κ(z) := µ(z)Λ(z) est nul sur J , c’est-à-dire que κ(z) := (κ1(z), . . . , κn(z)) ∈
k[z]n avec κi(z) = 0 pour tout i dans J . D’autre part, la matrice Λ étant de
rang s, le vecteur κ(z) est nécessairement non nul. Il vient donc :
r∑
l=1
κil(z)fil(z) = κ(z)


f1(z)
...
fn(z)

 = µ(z)Λ(z)


f1(z)
...
fn(z)

 = 0 ,
ce qui montre que les fonctions fi1(z), . . . , fir(z) sont linéairement dépendantes
sur k(z).
Réciproquement, supposons que les fonctions fi1(z), . . . , fir(z) sont li-
néairement dépendantes. Il existe alors un vecteur non nul κ(z) :=
(κ1(z), . . . , κn(z)) ∈ k[z]
n tel que
∑n
i=1 κi(z)fi(z) = 0 et κi(z) = 0 pour
tout i dans J . Comme les vecteurs w1(z), . . . ,ws(z) forment une base de
Relk(z)(f1(z), . . . , fn(z)), il existe un vecteur non nul µ(z) ∈ k[z]
s tel que
µ(z)Λ(z) = κ(z). Ainsi ∆J = 0.
On peut donc tester algorithmiquement, pour tout choix d’entiers i1, . . . , ir,
si les r fonctions fi1(z), . . . , fir(z) sont linéairement indépendantes. Supposons
à présent que ce soit le cas. Quitte à renuméroter, on peut supposer sans perte
de généralité qu’il s’agit des fonctions f1(z), . . . , fr(z). Considérons alors la
matrice
S(z) :=


1 0 · · · · · · · · · · · · 0
0 1
. . .
...
...
. . . . . . . . .
...
0 · · · 0 1 0 · · · 0
Λ(z)


.
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D’après (3) cette matrice est inversible, et on a
S(z)


f1(z)
...
fn(z)

 =


f1(z)
...
fr(z)
0
...
0


.
Notons B(z) le bloc principal r× r de la matrice S(z)A(z)S(zq)−1. On obtient
par construction que
(4)


f1(z)
...
fr(z)

 = B(z)


f1(z
q)
...
fr(z
q)

 .
D’autre part, les fonctions f1(z), . . . , fr(z) étant linéairement indépendantes,
la matrice B(z) est inversible, et le système (4) est bien un système de type
(2).
2.1. Détermination de l’équation inhomogène minimale d’une fonc-
tion mahlérienne. — Soit f(z) une fonction q-mahlérienne définie par une
équation de type (1). L’espace vectoriel
Vf := VectQ(z){1, f(z), f(z
q), f(zq
2
), · · · } .
est donc de dimension finie. Le lemme suivant montre que la dimension de Vf
est déterminée par l’ordre de l’équation inhomogène minimale de f .
Lemme 5. — Soit f(z) une fonction q-malherienne d’équation inhomogène
minimale
(5) p−1(z) + p0(z)f(z) + p1(z)f(z
q) + · · ·+ pn(z)f(z
qn) = 0 .
La dimension de l’espace Vf est exactement n+ 1.
Démonstration. — Notons (Vm)m≥1 la suite d’espaces emboîtés
Vm := VectQ(z){1, f(z), f(z
q), f(zq
2
), . . . , f(zq
m
)} .
Nous montrons que si Vm0+1 = Vm0 pour un m0 fixé, alors Vm = Vm0 pour
tout m ≥ m0. Il suffit en fait de montrer que dans un tel cas, Vm0+2 = Vm0+1.
Soit m0 un entier tel que Vm0+1 = Vm0 . On peut trouver des fractions
rationnelles q−1(z), . . . qm0(z), telles que
f(zm0+1) = q−1(z) + q0(z)f(z) + · · ·+ qm0(z)f(z
qm0 ) .
7En appliquant cette égalité en zq, on trouve
f(zm0+2) = q−1(z
q) + q0(z
q)f(zq) + · · ·+ qm0(z
q)f(zq
m0+1) ∈ Vm0+1 .
On en déduit que Vm0+2 = Vm0+1.
Par minimalité de l’équation (5), on a Vm ( Vm+1 pour tout m < n − 1.
D’autre part, l’équation (5) implique l’égalité d’espaces vectoriels, Vn = Vn−1.
On a donc, par stationnarité, Vf = Vn−1, et dimVn−1 = n+ 1, ce qui termine
la preuve du lemme.
Remarque 6. — Soit f(z) solution d’une équation de la forme
p−1(z) + p0(z)f(z) + · · · + pn(z)f(z
qn) = 0 ,
où les pi sont des polynômes non tous nuls. Si le polynôme p0(z) est nul, on
peut déterminer explicitement une équation
p˜−1(z) + p˜0(z)f(z) + · · ·+ p˜n−j(z)f(z
qn−j ) = 0
telle que p˜0(z) 6= 0, où j désigne le plus petit entier positif tel que pj(z) 6= 0.
En effet, en décomposant les pi selon les puissances de z modulo qj, on obtient
pi(z) :=
qj−1∑
k=0
pi,k(z
qj )zk
et l’équation
p−1(z) + pj(z)f(z
qj ) + · · ·+ pn(z)f(z
qn) = 0
implique que
p−1,k(z) + pj,k(z)f(z) + · · · + pn,k(z)f(z
qn−j ) = 0
pour tout k tel que 0 ≤ k < qj. Comme pj(z) 6= 0, il existe au moins un entier k0
tel que pj,k0(z) 6= 0 et il suffit de poser p˜−1(z) = p−1,k0(z) et p˜i(z) = pi+j,k0(z)
pour 0 ≤ i ≤ n− j.
Nous sommes à présent en mesure de décrire l’algorithme 3.
Description de l’algorithme 3. — Nous pouvons supposer sans perte de géné-
ralité que f est donnée comme coordonnée d’un système de type (2). En effet, si
f est donnée comme solution d’une équation de type (1), il suffit de considérer
le système compagnon suivant :


1
f(z)
...
f(zq
n−1
)

 =


1 0 · · · · · · 0
−p−1(z)
p0(z)
p1(z)
p0(z)
· · · · · · pn(z)
p0(z)
0 1 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · · · · 1 0




1
f(zq)
...
f(zq
n
)

 .
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On suppose donc que f(z) est donnée comme coordonnée d’un vecteur so-
lution d’un système de type (2). On note (f1(z), . . . , fn(z)) un tel vecteur
solution. Quitte à effectuer des permutations sur la matrice A(z) et éventuel-
lement à ajouter la fonction identiquement égale à 1, en changeant la matrice
A(z) en 

0
A(z)
...
0
0 · · · 0 1

 ,
on supposera désormais que f1(z) = f(z) et fn(z) = 1.
Le théorème 6.1 de [2] permet de déterminer si la fonction f(z) est ra-
tionnelle ou non, et le cas échéant, de trouver deux polynôme A et B pre-
miers entre eux tels que f = A/B. L’équation minimale inhomogène est alors
A(z)−B(z)f(z) = 0.
On supposera donc à présent que f n’est pas une fraction rationnelle. Dans
ce cas, f est nécessairement transcendante sur k(z), de sorte que 1 et f sont li-
néairement indépendantes. En appliquant l’algorithme 4, on trouve une matrice
B(z) inversible, et des fonctions g1(z) := f(z), g2(z), . . . , gs(z), gs+1(z) := 1 li-
néairement indépendantes sur k(z) telles que
(6)


g1(z)
...
gs+1(z)

 := B(z)


g1(z
q)
...
gs+1(z
q)

 .
En inversant le système, on obtient f(zq) en fonction de g1(z), . . . , gs+1(z),
f(zq) = g1(z
q) = λ1(z)


g1(z)
...
gs+1(z)

 .
En itérant le système (6) s fois, et en inversant les matrices Bl(z) :=
B(z)B(zq) · · ·B(zq
l−1
), on trouve, pour chaque l ≤ s, un vecteur λl(z) tel que
f(zq
l
) = g1(z
ql) = λl(z)


g1(z)
...
gs+1(z)

 .
On notera aussi, λ0 := (0, . . . , 0, 1) de sorte que
1 = λ0


g1(z)
...
gs+1(z)

 .
9Considérons alors la matrice C(z), dont les lignes sont les vecteurs λl(z), l =
0 . . . s. On a 

1
f(zq)
...
f(zq
s
)

 = C(z)


g1(z)
...
gs+1(z)

 .
Les fonctions g1(z), . . . , gs+1(z) étant linéairement indépendantes, le rang r de
C(z) est égal à la dimension de l’espace engendré sur Q(z) par les fonctions
1, f(zq), . . . , f(zq
s
), c’est à dire, de l’espace Vg ⊂ Vf où g(z) := f(zq). Ainsi
dimVf ≥ r. Montrons maintenant que dimVf = r. En effet, d’après le lemme
5, il existe r + 1 polynômes q−1(z), q1(z), . . . , qr(z) tels que
q−1(z) + q1(z)f(z
q) + · · ·+ qr(z)f(z
qr) = 0 .
Comme dans la remarque 6, en ne regardant que les puissances de z selon leur
reste modulo q, on extrait r polynômes q˜−1(z), · · · , q˜r−1(z) tels que
(7) q˜−1(z) + q˜0(z)f(z) + · · · + q˜r−1(z)f(z
qr−1) = 0
et q˜0(z) 6= 0. D’après le lemme 5, il vient dimVf ≤ r et donc dimVf =
r. L’entier r se calcule explicitement puisque c’est simplement le rang de la
matrice C(z).
L’équation (7) donne alors l’existence d’un vecteur non nul µ(z) :=
(µ1(z), . . . , µr(z), 0, . . . , 0) tel que
µ(z)


1
f(zq)
...
f(zq
s
)

 = f(z) (= g1(z)) .
L’indépendance linéaire des fonctions g1(z), . . . , gs+1(z) entraîne que
µ(z)C(z) = (1, 0, . . . , 0) .
Un tel vecteur µ(z) se calcule donc explicitement en résolvant un système
linéaire. On obtient alors :
µ1(z) + µ2(z)f(z
q) + · · ·+ µr(z)f(z
qr−1) = f(z) .
On note p0(z) le ppcm des dénominateurs des fractions rationnelles µi(z), puis
on pose :
p−1(z) := −p0(z)µ1(z) et pi(z) := −p0(z)µi−1(z) , pour i ∈ {1, . . . , r} .
En vertu du lemme 5, l’équation
p−1(z) + p0(z)f(z) + p1(z)f(z
q) + · · · + pr−1(z)f(z
qr−1) = 0
est bien l’équation inhomogène minimale de f(z).
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Remarque 7. — Comme dans le cas différentiel, la notion d’équation mini-
male est vraiment relative à une solution donnée. L’exemple suivant illustre
ce fait en exhibant une équation mahlérienne qui est minimale par rapport à
l’une de ses solutions, tout en admettant également une solution qui est une
fraction rationnelle. Considérons l’équation fonctionnelle
(8) zf(z)− (1 + 2z)f(z2) + (1 + z)f(z4) = 0 .
On voit rapidement que la fonction identiquement égale à 1 est solution.
D’autre part, l’étude des relations entre les coefficients montre qu’il existe une
solution analytique dont les premiers coefficients sont
f(z) = z + 2z2 + z3 + 3z4 + 2z5 + 2z6 + z7 + 4z8 + · · · .
Nous allons voir que (8) est l’équation inhomogène minimale de la fonction f(z)
(bien qu’elle possède un terme constant nul). Écrivons le système inhomogène
compagnon associé à cette équation :
 1f(z)
f(z2)

 =

 1 0 00 1+2z
z
−1+z
z
0 1 0



 1f(z2)
f(z4)

 .
Comme dans la description de l’algorithme 4, le théorème [2, Théorème 6.2]
montre que les fonctions 1, f(z) et f(z2) sont linéairement indépendantes si et
seulement si la matrice de Sylvester
S :=


1 0 0 0 0 0 0 0 0 · · ·
0 1 2 1 3 2 2 1 4 · · ·
0 0 1 0 2 0 1 0 3 · · ·
0 1 0 0 0 0 0 0 0 · · ·
0 0 1 2 1 3 2 2 1 · · ·
0 0 0 1 0 2 0 1 0 · · ·
0 0 1 0 0 0 0 0 0 · · ·
0 0 0 1 2 1 3 2 2 · · ·
0 0 0 0 1 0 2 0 1 · · ·


est de rang maximal. Le déterminant de la matrice formée par les 9 premières
colonnes vaut 1. Les fonctions 1, f(z) et f(z2) sont donc linéairement indépen-
dantes et l’équation (8) est bien l’équation inhomogène minimale associée à la
fonction f(z).
3. Description des algorithmes 1 et 2
L’algorithme 1 est bien sûr un cas particulier de l’algorithme 2, mais, pour
la clarté de l’exposition, il nous semble préférable de présenter ces deux algo-
rithmes de manière distincte. Nous commençons par décrire l’algorithme 1.
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Description de l’algorithme 1. — Une fonction q-mahlérienne f(z) étant don-
née par une équation de type (1) ou un système de type (2), on applique d’abord
l’algorithme 3 pour déterminer l’équation inhomogène minimale associée à la
fonction f . En écrivant cette équation sous forme d’un système, on obtient :
(9)

1
f(z)
...
...
f(zq
n−1
)


=


1 0 · · · · · · 0
−p−1(z)
p0(z)
p1(z)
p0(z)
· · · · · · pn(z)
p0(z)
0 1 0 · · · 0
...
. . . . . . . . .
...
0 · · · · · · 1 0




1
f(zq)
...
...
f(zq
n
)


:= A(z)


1
f(zq)
...
f(zq
n
)

 .
Soit ρ, 0 < ρ < 1, un nombre réel strictement inférieur aux modules des pôles
non nuls des coefficients de A(z) et des racines non nulles du déterminant de
A(z). La matrice A(z) étant inversible et à coefficients dans Q(z), un tel ρ se
calcule de manière effective.
Nous montrons dans un premier temps comment déterminer si α est ou
non un pôle de f . Observons d’abord que la fonction f(z) est définie sur le
disque D(0, ρ). En effet, dans le cas contraire choisissons ξ un pôle de module
minimal pour la fonction f , de sorte que |ξ| ≤ ρ. Par définition de ρ, le nombre
ξ ne serait pas un pôle de la matrice A(z). L’équation (9) impliquerait alors
que ξ serait pôle d’une des fonctions f(zq), . . . , f(zq
n
), ce qui contredirait la
minimalité de ξ.
On choisit maintenant un entier l tel que |αq
l
| ≤ ρ. En itérant le système 9,
on a : 

1
f(z)
...
f(zq
n−1
)

 = Al(z)


1
f(zq
l
)
...
f(zq
l+n−1
)


où Al(z) = A(z) · · ·A(zq
l−1
). La minimalité du système (9) impliquent de
plus que les fonctions 1, f(z), . . . , f(zq
n−1
) sont linéairement indépendantes.
D’après le théorème 1.10 de [2], chaque pôle de Al(z) est pôle d’au moins
une des fonctions 1, f(z), . . . , f(zq
n−1
). D’autre part, par choix de l’entier l,
α n’est pôle d’aucune des fonctions f(zq
l
), . . . , f(zq
l+n−1
). Par conséquent, α
est un pôle de f(z) si et seulement si c’est un pôle d’un des coefficients de la
deuxième ligne de la matrice Al(z). Comme Al(z) se calcule explicitement, on
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peut déterminer de façon effective si la fonction f est définie ou non au point
α.
Supposons à présent que la fonction f(z) est bien définie en α.
Si α n’est pas une racine du déterminant de Al(z), alors c’est un point
régulier pour la matrice Al(z), par choix de l’entier l. D’après le corollaire 1.5
de [2], les fonctions 1, f(z), . . . , f(zq
n−1
) étant linéairement indépendantes, le
nombre f(α) est transcendant.
Il reste à traiter le cas où α est une racine du déterminant de Al(z). Le
nombre f(α) est algébrique si, et seulement si, il existe deux nombres algé-
briques ω1 et ω2, non tous nuls, tels que
ω1 + ω2f(α) = 0 .
D’après le théorème 1.9 de [2], cela est équivalent à l’existence d’un vecteur
non nul de la forme (ω1, ω2, 0, . . . , 0) dans le noyau à gauche de la matrice
Al(α). L’existence d’un tel vecteur peut se tester algorithmiquement.
Décrivons à présent l’algorithme 2.
Description de l’algorithme 2. — Pour chaque fonction fi(z), 1 ≤ i ≤ r, on
dispose d’un système de la forme (2). L’algorithme 3 nous permet de trouver
le système inhomogène minimal associé à chaque fonction fi(z), 1 ≤ i ≤ r. Soit
ρ un réel positif tel que les matrices des systèmes sont définies et inversibles
sur le disque fermé épointé D(0, ρ)⋆, et l un entier tel que |αq
l
| ≤ ρ. Comme
dans la preuve de l’algorithme 1, on itère l fois chaque système pour obtenir


1
fi(z)
...
fi(z
qni−1)

 = Ai,l(z)


1
fi(z
ql)
...
fi(z
ql+ni−1)


puis déterminer si chaque fonction fi(z) est définie en α.
On supposera dans la suite que les fonctions fi(z) sont toutes définies en α.
Chaque fonction fi(z) étant également ql-mahlérienne, l’algorithme 3 permet
de déterminer l’équation inhomogène minimale associée :
pi,−1(z) + pi,0(z)fi(z) + pi,1(z)fi(z
ql) + · · ·+ fi(z
ql+ni ) = 0 .
Ainsi, toutes les fonctions fi(z), fi(zq
l
), . . . , fi(z
ql+ni ) sont définies au point α.
En mettant bout à bout les systèmes compagnons associés à ces équations, on
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obtient un système diagonal par bloc de la forme :

1
f1(z)
...
f1(z
ql+n1−1)
1
f2(z)
...
fr(z
ql+nr−1)


=


B1(z)
. . .
Br(z)




1
f1(z
ql)
...
f1(z
ql+n1 )
1
f2(z
ql)
...
fr(z
ql+nr )


.
Le théorème 6.1 de [2] nous permet d’obtenir une base B de l’espace
Relk(z)(1, f1(z), · · · , f1(z
ql+n1−1), . . . , fr(z
ql+nr−1)). Soit S la codimension de
cet espace et s la dimension de l’espace vectoriel engendré par les fonctions
f1(z), . . . , fr(z). On choisit, parmi les fonctions f1(z), . . . , fr(z), des fonctions
g1(z), . . . , gs(z) linéairement indépendantes telles que

f1(z)
...
fr(z)

 = Γ(z)


g1(z)
...
gs(z)


où la matrice Γ(z) est définie au point α. Un tel choix de Γ(z) se calcule
explicitement, comme expliqué ci-après. On construit à partir de B une base
B′ de Relk(z)(f1(z), · · · , fr(z)) et on considère un premier vecteur q1(z) :=
(q1,1(z), . . . , q1,r(z)) dans B′ de sorte que
(10) q1,1(z)f1(z) + · · ·+ q1,r(z)fr(z) = 0 ,
où les q1,i(z) sont des polynômes premiers entre eux, et on choisit un indice i1
pour lequel q1,i1(α) 6= 0. On a
fi1(z) =
∑
i 6=i1
−q1,i(z)
q1,i1(z)
fi(z) .
On choisit alors un second vecteur q2(z) dans B′. On peut toujours supposer
que q2,i1(z) = 0, quitte à remplacer q2(z) par une combinaison linéaire de
q2(z) et q1(z). Il vient ∑
i 6=i1
q2,i(z)fi(z) = 0 .
On fixe ensuite i2, tel que q2,i2(α) 6= 0 et on écrit
fi2(z) =
∑
i 6=i1,i2
−q2,i(z)
q2,i2(z)
fi(z) .
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En itérant ce procédé, on obtient des entiers distincts i1, i2, . . . , ir−s tels que :
(11) fik(z) =
∑
i 6=i1,i2,...,ik
−qk,i(z)
qk,ik(z)
fi(z)
et qk,ik(α) 6= 0 pour tout k, 1 ≤ k ≤ r − s. On choisit g1, . . . , gs de sorte que
{g1, . . . , gs} = {fi : i 6= i1, i2, . . . , ir−s}. Les équations (11) permettent d’ex-
primer chaque fik comme une combinaison linéaire définie en α des fonctions
g1, . . . , gs, d’où l’on tire Γ(z).
On a alors l’inclusion suivante entre l’ensemble RelQ(f1(α), . . . , fr(α)) et
l’ensemble RelQ(g1(α), . . . , gn(α)) :
(12) RelQ(f1(α), . . . , fr(α)) · Γ(α) ⊂ RelQ(g1(α), . . . , gs(α)) .
En appliquant l’algorithme 4, on complète les fonctions g1(z), . . . , gs(z) en un
système 

g1(z)
...
gS(z)

 = A(z)


g1(z
ql)
...
gS(z
ql)


dans lequel les fonctions g1(z), . . . , gS(z) sont linéairement indépendantes.
Comme les fonctions g1, . . . , gS sont définies en α, le théorème 1.10 de [2]
implique que la matrice A(z) est bien définie en α. D’après le théorème 1.9 de
[2], on a l’égalité
RelQ(g1(α), . . . , gS(α)) = kergA(α),
où kergA(α) désigne le noyau à gauche de A(α). En ne considérant que les vec-
teurs de RelQ(g1(α), . . . , gS(α)) nuls sur les S−s dernières coordonnées, on peut
déterminer une base µ1, . . . ,µt de l’espace RelQ(g1(α), . . . , gs(α)). On peut
alors calculer de manière explicite une base de l’ensemble RelQ(f1(α), . . . , fr(α)),
en résolvant dans Q
r
les systèmes linéaires
(x1, . . . , xr).Γ(α) = µi ,
ce qui termine cette démonstration.
4. Détermination des solutions analytiques d’une équation
mahlérienne
Dans cette partie nous reprenons les travaux de Dumas [3]. Nous montrons
comment calculer de manière effective, à partir des premiers coefficients d’une
solution d’équation mahlérienne, des coefficients arbitrairement élevés de la
fonction. Les démonstrations fourniront au passage une méthode pour déter-
miner une base de solutions analytiques d’une équation mahlérienne. Nous
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abordons séparément le cas d’une équation de type (1) et d’un système de
type (2).
Étant donnée une équation de la forme (1), notons νi la valuation du poly-
nôme pi(z) à l’origine pour 0 ≤ i ≤ n. Définissons alors l’entier d par :
(13) d := max
{ ⌊
ν0 − νi
qi − 1
⌋
, 1 ≤ i ≤ n
}
.
De [3, Théorème 5], on tire le résultat suivant, que nous redémontrons ici.
Lemme 8. — Soit f(z) :=
∑∞
k=0 fkz
k une solution de l’équation (1). Alors,
si d < 0, cette solution est unique et l’équation permet de déterminer tous
les coefficents fk. De plus f(z) est nulle si, et seulement si, p−1(z) = 0. Si
d ≥ 0, les coefficients fk, pour k > d, sont déterminés de manière unique par
les coefficients fk, pour k ≤ d.
Démonstration. — Si k appartient à Q \ N, on pose fk := 0. Dans l’équation
(1), on isole f(z)
(14) f(z) = −
p−1(z)
p0(z)
−
p1(z)
p0(z)
f(zq)− · · · −
p−n(z)
p0(z)
f(zq
n
).
Considérons alors le développement en série de Laurent des fractions ration-
nelles −pi(z)/p0(z), −1 ≤ i ≤ n, et notons :
−
pi(z)
p0(z)
:=
∑
k≥νi−ν0
pi,kz
k .
Pour tout entier k ≥ 0, l’étude du terme de valuation k dans l’équation (14)
donne la relation suivante :
(15) fk = p−1,k +
n∑
i=1
k∑
j=νi−ν0
pi,jf k−j
qi
.
Si k > d, alors
k >
ν0 − νi
qi − 1
pour chaque i, 1 ≤ i ≤ n. On vérifie que cela implique, pour tout j ≥ νi − ν0
que
k − j
qi
< k .
On en déduit que le coefficient fk est déterminé de manière unique par les
coefficients fl pour l < k.
En particulier, si d < 0, les coeffcients fk sont tous uniquement déterminés
par (15). Cette dernière implique de plus que ces coefficients sont tous nuls si,
et seulement si, p−1,k = 0 pour tout k.
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Étant donnée une équation de la forme (1), le lemme 8 nous permet de
déterminer l’espace affine des solutions analytiques. Si d < 0, cet espace est
réduit à une unique fonction, laquelle est entièrement déterminée par (15). Si
d ≥ 0, il suffit de résoudre dans kd+1 les d + 1 équations affines (15), pour
0 ≤ k ≤ d. On déduit immédiatement le résultat suivant.
Corollaire 9. — Étant donné une équation de type (1), notons ν0 la valuation
du polynôme p0(z). La dimension de l’espace affine des solutions analytiques
de cette équation est au plus 1 + ν0
q−1 . En particulier, on peut la majorer indé-
pendamment de n.
Pour les systèmes de type (2), nous obtenons un résultat similaire.
Lemme 10. — Soit f(z) =
∑∞
k=0 fkz
k un vecteur non nul de fonctions ana-
lytiques solution d’un système de type (2). Soit ν le minimum des valuations
en z = 0 des coefficients de la matrice A(z). Alors, on a ν ≤ 0 et les vecteurs
de coefficients fk pour k >
⌊
−ν
q−1
⌋
sont déterminés de manière unique par les
vecteurs de coefficients fk pour k ≤
⌊
−ν
q−1
⌋
.
Démonstration. — Les coefficients de la matrice A(z) sont des fractions ra-
tionnelles. On peut donc considérer le développement en série de Laurent de
la matrice A(z),
A(z) :=
∑
k≥ν
Akz
k, Ak ∈Mn(k)
où Aν est une matrice non nulle. La relation matricielle entre f(z) et f(zq)
implique les relations suivantes entre les coefficients
(16) fk =
k∑
r=ν
Arf k−r
q
,
où l’on convient que f k−r
q
= 0 si q ne divise pas k − r. Si ν > 0, alors f
est identiquement nulle. En effet, en considérant k0 le plus petit entier tel que
fk0 6= 0, l’équation (16) serait contradictoire. Supposons maintenant que ν ≤ 0.
Si l’entier k est strictement supérieur à −ν
q−1 , alors kq > k−ν et pour tout r ≥ ν,
k >
k − r
q
et l’équation (16) permet de définir de manière unique le vecteur fk en fonctions
des vecteurs fl avec 0 ≤ l < k.
17
Références
[1] B. Adamczewski and J. Bell, A problem around Mahler functions, Ann. Sc. Norm.
Super. Pisa, to appear.
[2] B. Adamczewski, C. Faverjon, Méthode de Mahler : relations linéaires,
transcendance et applications aux nombres automatiques , prétirage 2015,
arXiv:1508.07158 [math.NT].
[3] P. Dumas, Récurrences mahlériennes, suites automatiques, études asymptotique
Mathématiques, Thèse, Université de Bordeaux I, Talence, 1993.
[4] P. Philippon, Groupes de Galois et nombres automatiques, J. Lond. Math. Soc.
92 (2015), 596–614.
[5] B. Randé, Equations fonctionnelles de Mahler et applications aux suites p-
régulières, Thèse, Université de Bordeaux I, Talence, 1992.
Boris Adamczewski, Univ Lyon, Université Claude Bernard Lyon 1, CNRS UMR 5208,
Institut Camille Jordan, 43 blvd du 11 novembre 1918, F-69622 Villeurbanne Cedex,
France • E-mail : Boris.Adamczewski@math.cnrs.fr
Colin Faverjon • E-mail : colin.faverjon@ac-creteil.fr
