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RANDOM DATA THEORY FOR THE CUBIC FOURTH-ORDER NONLINEAR
SCHRO¨DINGER EQUATION
VAN DUONG DINH
Abstract. We consider the cubic nonlinear fourth-order Schro¨dinger equation
i∂tu−∆
2u+ µ∆u = ±|u|2u, µ ≥ 0
on RN , N ≥ 5 with random initial data. We prove almost sure local well-posedness below the scaling
critical regularity. We also prove probabilistic small data global well-posedness and scattering. Finally,
we prove the global well-posedness and scattering with a large probability for initial data randomized
on dilated cubes.
1. Introduction
1.1. Introduction. We consider the Cauchy problem for the cubic fourth-order nonlinear Schro¨dinger
equation {
i∂tu−∆2u+ µ∆u = ±|u|2u, (t, x) ∈ R× RN ,
u|t=0 = u0,
(1.1)
where u : R × RN → C, u0 : R
N → C, and µ ≥ 0. The plus (resp. minus) sign in front of the
nonlinearity corresponds to the defocusing (resp. focusing) case. The fourth-order Schro¨dinger equation
has been introduced by Karpman [21] and Karpman-Shagalov [22] to take into account the role of small
fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr
nonlinearity.
It is well-known that the equation (1.1) with µ = 0 enjoys the scaling invariance
uλ(t, x) := λ
2u(λ4t, λx), λ > 0. (1.2)
A direct computation shows
‖uλ(0)‖H˙γ = λ
γ+2−N2 ‖u0‖H˙γ .
We thus define the critical exponent
γc :=
N − 4
2
. (1.3)
For initial data u0 ∈ Hγ(RN ), we say that the Cauchy problem (1.1) is subcritical, critical or supercritical
if γ > γc, γ = γc or γ < γc respectively.
1.2. Known results. In the last decade, the fourth-order Schro¨dinger equation has been attracted a
lot of interest in mathematics, numerics and physics. Let us recall some known results related to (1.1) in
both deterministic and probabilistic settings.
(1) Deterministic setting. Artzi-Koch-Saut [1] established sharp dispersive estimates for the fourth-
order Schro¨dinger operator. Thanks to these dispersive estimates, Pausader [31] showed the local well-
posedness for fourth-order nonlinear Schro¨dinger equations in the (sub)critical cases. Pausader [31–33]
and Miao-Xu-Zhao [27, 28] investigated the asymptotic behavior of global H2-solutions in the energy-
critical case. In the mass and energy intercritical case, the energy scattering for the defocusing problem
was shown by Pausader [31] in dimensions N ≥ 5 and Pausader-Xia [35] in dimensions 1 ≤ N ≤ 4.
The energy scattering for the focusing problem was studied by Guo [16] and the author [14]. In the
mass-critical case, the asymptotic behavior of global L2-solutions for was proved by Pausader-Shao [34]
in dimensions N ≥ 5. The asymptotic behavior of global solutions below the energy space was studied by
Miao-Wu-Zhang [29] and the author [12]. In [5], Boulenger-Lenzmann established the existence of finite
time blow-up H2-solutions for the focusing problem. Dynamical properties such as mass-concentration
and limiting profile of blow-up H2-solutions were studied by Zhu-Yang-Zhang [37] and the author [13].
(2) Probabilistic setting. In the supercritical case, it was shown in [11, 31] that (1.1) is ill-posed
in the sense that the solution map fails to be continuous at 0. Recently, the probabilistic techniques
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have been exploited to show almost sure local well-posedness for nonlinear dispersive equations below the
critical regularity threshold. This approach was initiated by Bourgain [6]. More precisely, he considered
random initial data of the form
fω(x) =
∑
n∈Z2
gn(ω)√
1 + |n|2
ein·x,
where (gn)n∈Z2 is a sequence of independent standard complex-valued Gaussian random variables. By
combining deterministic PDE techniques and probabilistic arguments, he showed that the (Wick ordered)
cubic NLS on T2 with initial data fω is almost sure well-posed. Later, Burq-Tzvetkov [7] considered a
more general class of random initial data on compact Riemannian manifolds M of the form
fω(x) =
∞∑
n=1
gn(ω)cnen(x), cn = 〈u, en〉L2(M) =
ˆ
M
u(x)en(x)dvol(x),
where (en)n≥1 is an orthonormal basis of L
2(M) consisting of eigenfunctions of the Laplace-Beltrami
operator, and (gn)n≥1 is a sequence of independent mean-zero random variables with uniform bound
on the fourth moments. They proved the almost sure local well-posedness for the cubic nonlinear wave
equation on the three-dimensional compact manifolds. After, Burq-Thomann-Tzvetkov [8] and Deng
[10] showed the almost sure well-posedness for nonlinear Schro¨dinger equation with harmonic potential
in dimensions 1 and 2 respectively. Recently, Be´nyi-Oh-Pocovnicu [3] and Lu¨hrmann-Mendelson [26]
independently introduced randomizations on RN . As consequences, the almost sure well-posedness for
cubic nonlinear Schro¨dinger equation was shown in [3], and the almost sure well-posedness for energy
subcritical nonlinear wave equations was established in [26]. There are several works on random Cauchy
theory followed these results (see e.g. [2, 4, 15, 19, 24, 30]).
Concerning the random data Cauchy problem for fourth-order nonlinear Schro¨dinger equations, we
mention recent works of Hirayama-Okamoto [20], Chen-Zhang [9] and Zhang-Xu [36]. Motivated by
aforementioned results, in this paper, we study the random data Cauchy problem for (1.1). Before stating
our results, let us recall the definition of Wiener randomization on RN due to [3]. Let ψ ∈ C∞0 (R
N ) be
such that 0 ≤ ψ ≤ 1, supp(ψ) ⊂ [−1, 1]N and∑
n∈ZN
ψ(ξ − n) = 1, ∀ξ ∈ RN . (1.4)
Given a function f on RN , we have
f(x) =
∑
n∈ZN
ψ(D − n)f(x),
where
ψ(D − n)f(x) = (2π)−N
ˆ
eix·ξψ(ξ − n)fˆ(ξ)dξ.
The Wiener randomization of f on RN is defined by
fω(x) =
∑
n∈ZN
gn(ω)ψ(D − n)f(x), (1.5)
where (gn)n∈ZN is a sequence of independent mean-zero complex-valued random variables on a probability
space (Ω,F ,P), where the real and imaginary parts of gn are independent and endowed with probability
distributions µ
(1)
n and µ
(2)
n .
In the sequel, we make the following assumption: there exists c > 0 such that∣∣∣∣ˆ
R
eδxdµ(j)n (x)
∣∣∣∣ ≤ ecδ2 (1.6)
for all δ ∈ R, n ∈ ZN and j = 1, 2. Note that (1.6) is satisfied by standard complex-valued Gaussian ran-
dom variables, standard Bernoulli random variables and any random variables with compactly supported
distributions.
1.3. Main results. Denote Uµ(t) = e
−it(∆2−µ∆) the Schro¨dinger operator associated to (1.1) and define
γN := max
{
(N − 1)(N − 4)
2(N + 5)
,
N − 4
4
}
. (1.7)
Our first result is the following almost sure local well-posedness.
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Theorem 1.1 (Almost sure local well-posedness). Let N ≥ 5, µ ≥ 0 and γ ∈ (γN , γc). Let f ∈ H
γ(RN )
and fω be the Wiener randomization defined in (1.5) satisfying (1.6). Then the equation (1.1) is almost
surely locally well-posed with respect to the randomization data fω. More precisely, there exist C, c, θ > 0
such that for each 0 < T ≪ 1, there exists a set ΩT ⊂ Ω with the following properties:
• P(Ω\ΩT ) ≤ C exp
(
−cT−θ‖f‖−2Hγ(RN )
)
.
• For each ω ∈ ΩT , there exists a unique solution u to (1.1) with the initial data fω in the class
Uµ(t)f
ω + C([0, T ], Hγc(RN )) ⊂ C([0, T ], Hγ(RN )).
We will prove Theorem 1.1 by considering the equation satisfied by the nonlinear part of u. More
precisely, let
z(t) = zω(t) := Uµ(t)f
ω, v(t) := u(t)− Uµ(t)f
ω. (1.8)
Then the equation (1.1) with initial data fω is reduced to{
i∂tv −∆2v + µ∆v = ±|v + z|2(v + z),
v|t=0 = 0.
(1.9)
We will prove the Cauchy problem (1.9) is almost sure locally well-posed by viewing z as a random
forcing term. This is done by using variants of the Bourgain Xγ,b-spaces adapted to the Up- and V p-
spaces introduced by Tataru, Koch and their collaborators [17,18,25]. Since we are considering algebraic
nonlinearity, we use the Littlewood-Paley decomposition to decompose the nonlinearity into dyadic pieces,
and then carefully perform the case-by-case analysis. We refer the reader to Sections 3 and 4 for more
details.
The next result is the probabilistic small data global well-posedness and scattering.
Theorem 1.2 (Probabilistic small data global well-posedness and scattering). Let N ≥ 5, µ ≥ 0 and
γ ∈ (γN , γc). Let f ∈ H
γ(RN ) and fω be the Wiener randomization defined in (1.5) satisfying (1.6).
Then there exist C, c > 0 such that for each 0 < ε ≪ 1, there exists a set Ωε ⊂ Ω with the following
properties:
• P(Ω\Ωε) ≤ C exp
(
−cε−2‖f‖−2
Hγ(RN )
)
→ 0 as ε→ 0.
• For each ω ∈ Ωε, there exists a unique global in time solution u to (1.1) with initial data εfω in
the class
εUµ(t)f
ω + C(R, Hγc(RN )) ⊂ C(R, Hγ(RN )).
• For each ω ∈ Ωε, there exists fω+ ∈ H
γc(RN ) such that
‖u(t)− εUµ(t)f
ω − Uµ(t)f
ω
+‖Hγc (RN ) → 0
as t→∞. A similar statement holds for t→ −∞.
Remark 1.3. In [9], Chen-Zhang considered the Cauchy problem of the fourth-order nonlinear Schro¨dinger
equation of the form
i∂tu+ µ∆u +∆
2u = Pm
(
(∂αx u)|α|≤2, (∂
α
x u)|α|≤2
)
,
where µ ∈ R, Pm is a homogeneous polynomial of degree m ≥ 3 containing the second order derivative.
More precisely, Pm is of the form
c1
m∏
k=1
uk + c2
N∑
i=1
∂iu1
m∏
k=2
uk + c3
N∑
i,j=1
∂iu1∂ju2
m∏
k=3
uk + c4
N∑
i,j=1
∂2iju1
m∏
k=2
uk,
where uk = u or u for k = 1, · · · ,m. They established almost sure local well-posedness and probabilistic
small data global existence and scattering for random initial data in Hγ with γ ∈ (βN,m, βc,m], where
βc,m :=
N
2
−
2
m− 1
, βN,m :=

βc,m −
1
2 +
m−2
3m−7 if N = 2,m ≥ 4,
βc,m −
1
2 +
5−m
2(N−1)(m−1) if N ≥ 3, 3 ≤ m < 5,
βc,m −
1
2 if N ≥ 3,m ≥ 5.
In particular, when m = 3, we have
βc := βN,3 =
N − 2
2
, βN := βc,3 =
(N − 2)2
2(N − 1)
.
It is easy to see that βN > γc. Thus, the result in [9] does not apply to show almost sure well-posedness
for (1.1) below the critical regularity threshold.
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Finally, we have the almost sure global well-posedness and scattering with a large probability. This
is done by considering the randomization based on a partition of the frequency space by dilated cubes.
More precisely, given λ > 0, we define
ψλ(ξ) := ψ(λξ),
where ψ is as in (1.4). We can write a function f on RN as
f(x) =
∑
n∈ZN
ψλ(D − λ
−1n)f(x).
We now introduce the randomization fω,λ of f on dilated cubes of scale λ by
fω,λ(x) :=
∑
n∈ZN
gn(ω)ψλ(D − λ
−1n)f(x), (1.10)
where (gn)n∈ZN is a sequence of independent mean-zero complex-valued random variables satisfying (1.6).
We have the following global well-posedness and scattering with a large probability.
Theorem 1.4 (Large probability global well-posedness and scattering). Let N ≥ 5, µ = 0 and γ ∈
(γN , γc). Let f ∈ Hγ(RN ) and fω,λ be the Wiener randomization on dilated cubes of scale λ≫ 1 defined
in (1.10). Then the equation (1.1) is globally well-posed with a large probability. More precisely, for each
0 < ε ≪ 1, there exists a large dilation scale λ0 = λ0(ε, ‖f‖Hγ ) > 0 such that for each λ > λ0, there
exists a set Ωλ ⊂ Ω with the following properties:
• P(Ω\Ωλ) < ε.
• For each ω ∈ Ωλ, there exists a unique global-in-time solution to (1.1) with initial data fω,λ in
the class
U0(t)f
ω,λ + C(R, Hγc(RN )) ⊂ C(R, Hγ(RN )).
• For each ω ∈ Ωλ, there exists fω+ ∈ H
γc(RN ) such that
‖u(t)− U0(t)f
ω,λ − U0(t)f
ω
+‖Hγc (RN ) → 0
as t→∞. A similar statement holds for t→ −∞.
This paper is organized as follows. In Section 2, we give some preliminaries needed in the sequel
including some basic properites of the Wiener randomization, probabilistic Strichartz estimates and
function spaces. In Section 3, we prove probabilistic nonlinear estimates which are key ingredients of the
proof. Finally, in Section 4, we prove the almost sure well-posedness given in Theorems 1.1, 1.2 and 1.4.
2. Preliminaries
2.1. Notations. Let 1 ≤ r ≤ ∞ and γ ∈ R. We denote the Lebesgue space and Sobolev space by
Lr(RN ) and Hγ(RN ) respectively. The notation A . B means that there exists a constant C > 0 such
that A ≤ CB. Similarly, A & B means A ≥ cB for some constant c > 0. We also use A ∼ B if A . B
and A & B. Let I ⊂ R and 1 ≤ q, r ≤ ∞. We define the mixed norm
‖u‖LqtLrx(I×RN ) :=
(ˆ
I
(ˆ
RN
|u(t, x)|rdx
) q
r
dt
) 1
q
with a usual modification when either q or r are infinity. When q = r, we use the notation Lqt,x(I × R
N )
instead of LqtL
q
x(I × R
N ). Let ϕ be a smooth real-valued radial function on RN satisfying
ϕ(ξ) =
{
1 if |ξ| ≤ 1,
0 if |ξ| ≥ 2.
We define the Littlewood-Paley operators
P̂1f(ξ) = ϕ(ξ)fˆ (ξ)
and for dyadic numbers M = 2m,m ≥ 1,
P̂Mf(ξ) =
(
ϕ(M−1ξ)− ϕ(2M−1ξ)
)
fˆ(ξ).
We also define
P≤M1 =
∑
1≤M≤M1
PM , P≥M1 =
∑
M≥M1
PM .
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2.2. Wiener randomization and Probabilistic Strichartz estimates. In this subsection, we first
recall some basic properties of the Wiener randomization and probabilistic Strichartz estimates related
to the fourth-order Schro¨dinger equation.
The first property of the Wiener randomization is that it preserves the differentiability in the sense: if
f ∈ Hγ(RN ), then fω ∈ Hγ(RN ) almost surely.
Lemma 2.1 ( [2, Lemma 3]). Let f ∈ Hγ(RN ) and fω be the Wiener randomization defined in (1.5)
satisfying (1.6). Then it holds that
P
(
‖fω‖Hγ (RN ) > λ
)
≤ C exp
(
−cλ2‖f‖−2
Hγ(RN )
)
for all λ > 0. In particular, fω ∈ Hγ(RN ) almost surely.
Remark 2.2. It was shown in [7, Appendix] that the Wiener randomization does not gain differentiability
in the sense: if f ∈ Hγ(RN )\Hγ+ε(RN ), then fω ∈ Hγ(RN )\Hγ+ε(RN ) almost surely.
The second property of the Wiener randomization is that it gains the integrability in the sense: if
f ∈ L2(RN ), then fω ∈ Lp(RN ) for all 2 ≤ p <∞ almost surely.
Lemma 2.3 ( [2, Lemma 4]). Let f ∈ L2(RN ) and fω be the Wiener randomization defined in (1.5)
satisfying (1.6). Then it holds that
P
(
‖fω‖Lp(RN ) > λ
)
≤ C exp
(
−cλ2‖f‖−2
L2(RN )
)
for all p ∈ [2,∞) and all λ > 0. In particular, fω ∈ Lp(RN ), p ∈ [2,∞) almost surely.
Remark 2.4. Comparing to the Sobolev embedding H
N
2 (RN ) →֒ Lp(RN ) for all p ∈ [2,∞), the Wiener
randomization makes a gain of N2 derivatives.
The Wiener randomization also allows us establish some improvements of Strichartz estimates which
are essential tools to the almost sure well-posedness of (1.1). Let us recall Strichartz estimates for (1.1)
on RN . A pair (q, r) is Biharmonic admissible, or (q, r) ∈ B for short, if
4
q
+
N
r
=
N
2
,

r ∈
[
2, 2NN−4
]
if N ≥ 5,
r ∈ [2,∞) if N = 4,
r ∈ [2,∞] if N ≤ 3.
Let µ ∈ R. We denote Uµ(t) := e−it(∆
2−µ∆) the propagator for the free fourth-order Schro¨dinger
equation
i∂t −∆
2u+ µ∆u = 0.
We have the following dispersive estimates due to Ben Artzi-Koch-Saut [1].
Lemma 2.5 ( [1, Theorem 1]). Let N ≥ 1 and µ ∈ R. It holds that
‖Uµ(t)f‖L∞(RN ) . |t|
−N4 ‖f‖L1(RN )
for all t 6= 0, and if µ < 0, it requires |t| ≤ 1.
Using this dispersive estimate and the abstract theory of Keel-Tao [23], we have the following Strichartz
estimates for (1.1).
Lemma 2.6 (Strichartz estimates [31, Proposition 3.1]). Let N ≥ 1, µ ∈ R and I ⊂ R be an interval. It
holds that
‖Uµ(t)f‖LqtLrx(I×RN ) . ‖f‖L2(RN )
for all Biharmonic admissible pairs (q, r), and if µ < 0, it requires |I| <∞.
Remark 2.7. We have from Sobolev embedding and Strichartz estimates that
‖Uµ(t)f‖Lpt,x(I×RN ) . ‖|∇|
N
2 −
N+4
p f‖L2(RN ) (2.1)
for p ≥ 2(N+4)N . Note that the derivative loss in (2.1) depends only on the size of the frequency support
and not its location. Namely, if fˆ is supported on a cube Q of side length M , then
‖Uµ(t)f‖Lpt,x(I×RN ) .M
N
2 −
N+4
p ‖f‖L2(RN )
which follows from Bernstein’s inequalities.
We have the following improvements of Strichartz estimates under the Wiener randomization.
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Lemma 2.8 (Local-in-time probabilistic Strichartz estimates). Let N ≥ 1 and µ ∈ R. Let f ∈ L2(RN )
and fω be the Wiener randomization defined in (1.5) satisfying (1.6). Then for 2 ≤ q, r <∞, there exist
C, c > 0 such that
P
(
‖Uµ(t)f
ω‖LqtLrx([0,T ]×RN) > λ
)
≤ C exp
(
−cλ2T−
2
q ‖f‖−2L2(RN )
)
for all T > 0 and all λ > 0.
Remark 2.9. Taking λ = T θR, we have
‖Uµ(t)f
ω‖LqtLrx([0,T ]×RN ) . T
θR (2.2)
outside a set of probability at most
C exp
(
−cR2T−2(
1
q
−θ)‖f‖−2
L2(RN )
)
for all T, θ, R > 0. Note that for R > 0 fixed, this probability can be made arbitrarily small by letting
T → 0 as long as θ < 1q .
Lemma 2.10 (Global-in-time probabilistic Strichartz estimates). Let N ≥ 1 and µ ≥ 0. Let f ∈
L2(RN ) and fω be the Wiener randomization defined in (1.5) satisfying (1.6). Let (q, r) be a Biharmonic
admissible pair with q, r <∞. Let r˜ ≥ r. Then there exist C, c > 0 such that
P
(
‖Uµ(t)f
ω‖LqtLr˜x(R×RN ) > λ
)
≤ C exp
(
−cλ2‖f‖−2
L2(RN )
)
for all λ > 0.
The proofs of Lemmas 2.8 and 2.10 follow the same argument as in [2] using Strichartz estimates given
in Lemma 2.6. We thus omit the details.
2.3. Function spaces and their properties. In this subsection, we recall the definitions and basic
properties of the Up- and V p-spaces developed by Tataru, Koch and their collaborators [17,18,25]. These
spaces have been very effective in establishing well-posedness of various dispersive PDEs in critical regu-
larities.
Let Z be the the collection of finite partitions (tk)Kk=0 of R, i.e. −∞ < t0 < · · · < tK ≤ ∞. If tK =∞,
we use the convention u(tK) := 0 for all functions u : R→ Hγ(RN ).
Definition 2.11. Let 1 ≤ p <∞ and γ ∈ R.
• A Up-atom is defined by a step function a : R→ Hγ(RN ) of the form
a(t) =
K∑
k=1
φk−1χ[tk−1,tk)(t),
K−1∑
k=0
‖φk‖
p
Hγ(RN )
= 1,
where (tk)
K
k=0 ∈ Z, (φk)
K−1
k=0 ⊂ H
γ(RN ) and χI is the characteristic function of I.
• We define the atomic space Up(R, Hγ(RN )) to be the collection of functions u : R→ Hγ(RN ) of
the form
u =
∞∑
j=1
λjaj (2.3)
with the norm
‖u‖Up(R,Hγ (RN )) := inf

∞∑
j=1
|λj | : (2.3) holds
 ,
where aj are U
p-atoms and (λ)j≥1 ∈ ℓ1(C).
• We define the space of bounded p-variation V p(R, Hγ(RN )) to be the collection of functions
u : R→ Hγ(RN ) with the norm
‖u‖V p(R,Hγ(RN )) := sup
(tk)Kk=0∈Z
(
K∑
k=1
‖u(tk)− u(tk−1)‖
p
Hγ(RN )
) 1
p
.
We also define V prc(R, H
γ(RN )) to be the closed subspace of all right-continuous functions in
V p(R, Hγ(RN )) such that limt→−∞ u(t) = 0.
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• We define Up∆H
γ(RN ) ( resp. V p∆H
γ(RN )) to be the space of all functions u : R→ Hγ(RN ) such
that the following norm is finite:
‖u‖Up∆Hγ (RN ) := ‖Uµ(−t)u‖Up(R,Hγ(RN ))
(
resp. ‖v‖V p∆Hγ (RN ) := ‖Uµ(−t)u‖V
p
∆H
γ (RN )
)
.
We use V prc,∆H
γ(RN ) to denote the subspace of right-continuous functions in V p∆H
γ(RN ).
Remark 2.12. It was shown in [17] that the spaces Up(R, Hγ(RN )), V p(R, Hγ(RN )) and V prc(R, H
γ(RN ))
are Banach spaces. The closed subspace of continuous functions in Up(R, Hγ(RN )) is also a Banach space.
Moreover, we have the following embeddings:
Up(R, Hγ(RN )) →֒ V prc(R, H
γ(RN )) →֒ U q(R, Hγ(RN )) →֒ L∞(R, Hγ(RN ))
for 1 ≤ p < q <∞. Similar embeddings hold for Up∆H
γ(RN ) and V p∆H
γ(RN ).
We have the following tranference principle.
Lemma 2.13 (Tranference principle [17]). Let N ≥ 1 and µ ≥ 0. Let T be a k-linear operator. Suppose
that we have
‖T (Uµ(t)f1, · · · , Uµ(t)fk)‖LptL
q
x(R×RN ) .
k∏
j=1
‖fj‖L2(RN )
for some 1 ≤ p, q ≤ ∞. Then, we have
‖T (u1, · · · , uk)‖LptL
q
x(R×RN ) .
k∏
j=1
‖uj‖Up∆L2(RN ).
We also have the following interpolation inequality.
Lemma 2.14 (Interpolation lemma [17]). Let γ ∈ R and E be a Banach space. Suppose that T :
Up1(R, Hγ(RN ))× · · · × Upk(R, Hγ(RN ))→ E is a bounded k-linear operator such that
‖T (u1, · · · , uk)‖E ≤ C1
k∏
j=1
‖uj‖Upj (R,Hγ (RN ))
for some p1, · · · , pk > 2. Moreover, assume that there exists
1 C2 ∈ (0, C1] such that
‖T (u1, · · · , uk)‖E ≤ C2
k∏
j=1
‖uj‖U2(R,Hγ (RN )).
Then we have
‖T (u1, · · · , uk)‖E ≤ C2
(
ln
C1
C2
+ 1
)k k∏
j=1
‖uj‖V 2(R,Hγ (RN ))
for uj ∈ V 2rc(R, H
γ(RN )), j = 1, · · · , k.
We refer the reader to [17] (see also [25]) for the proof of above results.
Definition 2.15. Let γ ∈ R.
• We define Xγ(R) to be the space of all tempered distributions u : R → Hγ(RN ) such that the
norm
‖u‖Xγ(R) :=
 ∑
M≥1
dyadic
M2γ‖PMu‖
2
U2∆L
2(RN )

1
2
is finite.
• We define Y γ(R) to be the space of all tempered distributions u : R → Hγ(RN ) such that for
every dyadic number M = 2m,m ≥ 0, the map t 7→ PMu(t) is in V 2rc,∆H
γ(RN ) and the norm
‖u‖Y γ(R) :=
 ∑
M≥1
dyadic
M2γ‖PMu‖
2
V 2∆L
2(RN )

1
2
is finite.
1Since U2(R, Hγ(RN )) →֒ Up(R, Hγ(RN )), we have C2 ≤ C1.
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By definition, we have
‖Uµ(t)f‖Xγ(R) ∼ ‖f‖Hγ(RN ). (2.4)
Moreover, we have the following embeddings:
U2∆H
γ(RN ) →֒ Xγ(R) →֒ Y γ(R) →֒ V 2∆H
γ(RN ) →֒ Up∆H
γ(RN ) →֒ L∞(R, Hγ(RN )) (2.5)
for p > 2.
Given an interval I ⊂ R, we define the local-in-time versions Xγ(I) and Y γ(I) of these spaces as
restriction norms. For example, we define the Xγ(I)-norm by
‖u‖Xγ(I) := inf
{
‖v‖Xγ(R) : v|I = u
}
.
We have the following lemmas due to Be´nyi-Oh-Pocovnicu [3, Appendix].
Lemma 2.16 ( [3, Appendix]). Let γ ∈ R and 1 ≤ p <∞. Let
u =
∞∑
j=1
λjaj ,
where (λj)j≥1 ∈ ℓ1(C) and aj are Up-atoms. Given an interval I ⊂ R. Then we can write
u · χI =
∞∑
j=1
λ˜j a˜j
for some (λ˜j)j≥1 ∈ ℓ1(C) and a˜j are Up-atoms satisfying
∞∑
j=1
|λ˜j | ≤
∞∑
j=1
|λj |.
As a consequence, we have
‖u · χI‖Up(R,Hγ (RN )) ≤ ‖u‖Up(R,Hγ(RN ))
for any u ∈ Up(R, Hγ(RN )) and any I ⊂ R.
Given an interval I ⊂ R. We define the local-in-time Up-norm in the usual manner as a restriction
norm
‖u‖Up(I,Hγ (RN )) = inf
{
‖v‖Up(R,Hγ(RN )) : v|I = u
}
.
Note that this infimum achieve by v = u · χI in view of Lemma 2.16.
We have the following Strichartz estimates adapted to the Xγ- and Y γ-spaces.
Lemma 2.17. Let N ≥ 1 and µ ≥ 0. Let (q, r) be a Biharmonic admissible pair with q > 2 and
p ≥ 2(N+4)N . Then for any 0 < T ≤ ∞, we have
‖u‖LqtLrx([0,T )×RN) . ‖u‖Y 0([0,T )), (2.6)
‖u‖Lpt,x([0,T )×RN) . ‖|∇|
N
2 −
N+4
p u‖Y 0([0,T )). (2.7)
Proof. By Strichart estimates, we have
‖Uµ(t)f‖LqtLrx([0,T )×RN ) . ‖f‖L2(RN ).
It follows from the tranference principle that
‖u‖LqtLrx([0,T )×RN ) . ‖u‖U
q
∆([0,T ),L
2(RN )) ≤ ‖u‖Y 0([0,T )),
where we have used the embedding (2.5).
Similarly, by (2.1) and the tranference principle, we have
‖u‖Lpt,x([0,T )×RN ) . ‖|∇|
N
2 −
N+4
p u‖Up∆([0,T ),L2(RN )) ≤ ‖|∇|
N
2 −
N+4
p u‖Y 0([0,T )).

Remark 2.18. • The derivative loss in (2.7) depends only on the size of the spatial frequency
support and not its location. Namely, if the spatial frequency support of uˆ(t, ξ) is contained in a
cube of side length M for all t ∈ R, then
‖u‖Lpt,x([0,T )×RN ) .M
N
2 −
N+4
p ‖u‖Y 0([0,T ))
by Bernstein’s inequalities.
• By (2.5), we can replace the norm Y 0([0, T )) in (2.6) and (2.7) by X0([0, T )).
We also have the following bilinear estimate related to the fourth-order Schro¨dinger equation.
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Lemma 2.19 (Bilinear estimate). Let N ≥ 5 and µ ≥ 0. Let M1,M2 ∈ 2
N be such that M1 ≤M2. Then
it holds that
‖[Uµ(t)PM1f ][Uµ(t)PM2g]‖L2t,x(R×RN ) .M
N−4
2
1
(
M1
M2
) 3
2
‖f‖L2(RN )‖g‖L2(RN ). (2.8)
Proof. For simplifying the notation, we denote LptL
q
x, L
p
t,x and L
2
x instead of L
p
tL
q
x(R×R
N), Lpt,x(R×R
N)
and L2(RN ) respectively.
We first consider the case M1 ∼ M2. By Ho¨lder’s inequality, Sobolev embedding and Strichartz
estimates, we have
‖[Uµ(t)PM1f ][Uµ(t)PM2g]‖L2t,x . ‖Uµ(t)PM1f‖L4tLNx ‖Uµ(t)PM2g‖
L4tL
2N
N−2
x
. ‖|∇|
N−4
2 Uµ(t)PM1f‖
L4tL
2N
N−2
x
‖Uµ(t)PM2g‖
L4tL
2N
N−2
x
.M
N−4
2
1 ‖f‖L2x‖g‖L2x ∼M
N−4
2
1
(
M1
M2
) 3
2
‖f‖L2x‖g‖L2x.
Here we have used the fact
(
4, 2NN−2
)
is Biharmonic admissible.
We next consider the case M1 ≪M2. By duality, we have
LHS(2.8) = sup
‖G‖
L2
t,x
=1
∣∣∣〈[Uµ(t)PM1f ][Uµ(t)PM2g], G〉L2t,x∣∣∣ ,
where
〈F,G〉L2t,x =
¨
R×RN
F (t, x)G(t, x)dxdt =
ˆ
R
〈F (t), G(t)〉L2x dt.
By Parseval’s identity, we have
LHS(2.8) = sup
‖G‖
L2t,x
=1
∣∣∣∣ˆ
R
〈
F ([Uµ(t)PM1f ][Uµ(t)PM2g]) , Gˆ(t)
〉
L2
ξ
dt
∣∣∣∣ ,
where
F ([Uµ(t)PM1f ][Uµ(t)PM2g]) (ξ) =
ˆ
RN
e−it(|ξ−η|
4−µ|ξ−η|2)P̂M1f(ξ − η)e
−it(|η|4−µ|η|2)P̂M2g(η)dη
=
ˆ
RN
e−it((|ξ−η|
4+|η|4)−µ(|ξ−η|2+|η|2))P̂M1f(ξ − η)P̂M2g(η)dη.
It follows thatˆ
R
〈
F ([Uµ(t)PM1f ][Uµ(t)PM2g]) , Gˆ(t)
〉
L2
ξ
dt
=
ˆ
R
〈ˆ
RN
e−it(|ξ−η|
4+|η|4−µ(|ξ−η|2+|η|2))P̂M1f(ξ − η)P̂M2g(η)dη, Gˆ(t)
〉
L2
ξ
dt
=
ˆ
RN
〈
P̂M1f(· − η)P̂M2g(η), G˜
(
| · −η|4 + |η|4 − µ(| · −η|2 + |η|2), ·
)〉
L2
ξ
dη
=
¨
RN×RN
P̂M1f(ξ − η)P̂M2g(η)G˜
(
|ξ − η|4 + |η|4 − µ(|ξ − η|2 + |η|2), ξ
)
dξdη,
where G˜ is the space-time Fourier transform of G. Thus, the estimate (2.8) is reduced to show∣∣∣∣¨
RN×RN
G˜
(
|ξ|4 + |η|4 − µ(|ξ|2 + |η|2), ξ + η
)
P̂M1f(ξ)P̂M2g(η)dξdη
∣∣∣∣
.M
N−4
2
1
(
M1
M2
) 3
2
‖G˜‖L2
τ,ζ
‖fˆ‖L2
ζ
‖gˆ‖L2
ζ
. (2.9)
By renaming the components, we can assume that |ξ| ∼ |ξ1| ∼ M1 and |η| ∼ |η1| ∼ M2, where ξ =
(ξ1, ξ), η = (η1, η) with ξ, η ∈ RN−1. By the change of variables{
τ = |ξ|4 + |η|4 − µ(|ξ|2 + |η|2),
ζ = ξ + η,
a direct computation shows
dτdζ = Jdξ1dη,
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where
J = |4(|ξ|2ξ1 − |η|
2η1)− 2µ(ξ1 − η1)| ∼ |η|
3 ∼M32 .
By the Cauchy-Schwarz inequality with the fact |ξ| .M1, we get
LHS(2.9) =
∣∣∣˚
R×RN−1×RN
G˜(τ, ζ)P̂M1f(ξ)P̂M2g(η)J
−1dτdξdζ
∣∣∣
≤ ‖G˜‖L2
τ,ζ
ˆ
RN−1
(¨
R×RN
|P̂M1f(ξ)|
2|P̂M2g(η)|
2J−2dτdζ
)1/2
dξ
.M
N−1
2
1 ‖G˜‖L2τ,ζ
(˚
R×RN−1×RN
|P̂M1f(ξ)|
2|P̂M2g(η)|
2J−2dτdξdζ
)1/2
.M
N−1
2
1 ‖G˜‖L2τ,ζ
(¨
R×RN−1×RN
|P̂M1f(ξ)|
2|P̂M2g(η)|
2J−1dξ1dξdη
)1/2
≤M
N−1
2
1 M
− 32
2 ‖G˜‖L2τ,ζ‖P̂M1f‖L2ζ‖P̂M2g‖L2ζ
which proves (2.9), and the proof is complete. 
We have the following bilinear estimate adapted to the Xγ- and Y γ-spaces.
Lemma 2.20. Let N ≥ 5 and µ ≥ 0. Then for any 0 < T ≤ ∞ and M1 ≤M2, we have
‖PM1u1PM2u2‖L2t,x([0,T )×RN ) .M
N−4
2
1
(
M1
M2
) 3
2−
‖PM1u1‖Y 0([0,T ))‖PM2u2‖Y 0([0,T )). (2.10)
Remark 2.21. By (2.5), we can replace the Y 0([0, T ))-norm of the above estimate by the X0([0, T ))-
norm.
Proof of Lemma 2.20. We follow the argument of [3]. By (2.8) and the tranference principle, we have
‖PM1u1PM2u2‖L2t,x([0,T )×RN ) .M
N−4
2
1
(
M1
M2
) 3
2
‖PM1u1‖U2∆([0,T ),L2(RN ))‖PM2u2‖U2∆([0,T ),L2(RN )). (2.11)
Since
(
4, 2NN−2
)
is Biharmonic admissible, we have
‖eit∆PM1f‖L4t,x([0,T )×RN ) . ‖|∇|
N−4
4 eit∆PM1f‖
L4tL
2N
N−2
x ([0,T )×RN )
.M
N−4
4
1 ‖f‖L2(RN ).
The tranference principle gives
‖PM1u‖L4t,x([0,T )×RN ) .M
N−4
4
1 ‖u‖U4∆([0,T ),L2(RN )).
By Ho¨lder’s inequality, we get
‖PM1u1PM2u2‖L2t,x([0,T )×RN ) .M
N−4
4
1 M
N−4
4
2 ‖u1‖U4∆([0,T ),L2(RN ))‖u2‖U4∆([0,T ),L2(RN )). (2.12)
By the interpolation lemma, we have from (2.11) and (2.12) that
‖PM1u1PM2u2‖L2t,x([0,T )×RN )
.M
N−4
2
1
(
M1
M2
) 3
2
(
ln
[(
M2
M1
)N+2
4
]
+ 1
)2
‖u1‖V 2∆([0,T ),L2(RN ))‖u2‖V 2∆([0,T ),L2(RN ))
.M
N−4
2
1
(
M1
M2
) 3
2−
‖u1‖Y 0([0,T ))‖u2‖Y 0([0,T )).
This shows (2.10) and the proof is complete. ✷
To finish this section, we recall the following linear estimates which are needed in the sequel.
Lemma 2.22 (Linear estimates [18, Propositions 2.10 and 2.11]). Let N ≥ 1 and µ ≥ 0. Let γ ≥ 0 and
0 < T ≤ ∞. Then it holds that
‖Uµ(t)f‖Xγ([0,T )) ≤ ‖f‖Hγ(RN ) (2.13)
and ∥∥∥∥ˆ t
0
Uµ(t− s)F (s)ds
∥∥∥∥
Xγ([0,T ))
≤ sup
v∈Y−γ ([0,T ))
‖v‖
Y−γ
=1
∣∣∣∣∣
ˆ T
0
ˆ
RN
F (t, x)v(t, x)dxdt
∣∣∣∣∣ (2.14)
for all f ∈ Hγ(RN ) and F ∈ L1([0, T ), Hγ(RN )).
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3. Probabilistic nonlinear estimates
In this section, we will prove probabilistic nonlinear estimates needed to show the almost sure well-
posedness. Denote
Φ(v(t)) := ∓i
ˆ t
0
Uµ(t− s)N (v + z)(s)ds (3.1)
and
Φ˜(v(t)) := ∓i
ˆ t
0
Uµ(t− s)N (v + εz)(s)ds, (3.2)
where z, v are as in (1.8) and N (f) = fff . We have the following probabilistic nonlinear estimates.
Proposition 3.1. Let N ≥ 5, µ ≥ 0 and γ ∈ (γN , γc), where γc and γN are as in (1.3) and (1.7)
respectively. Let f ∈ Hγ(RN ) and fω be the Wiener randomization defined in (1.5) satisfying (1.6).
• Let 0 < T ≤ 1. Then there exists 0 < ϑ≪ 1 such that
‖Φ(v)‖
X
N−4
2 ([0,T ))
≤ C1
(
‖v‖3
X
N−4
2 ([0,T ))
+ T ϑR3
)
, (3.3)
‖Φ(v1)− Φ(v2)‖
X
N−4
2 ([0,T ))
≤ C2
 2∑
j=1
‖vj‖
2
X
N−4
2 ([0,T ))
+ T ϑR2
 ‖v1 − v2‖
X
N−4
2 ([0,T ))
(3.4)
for all v, v1, v2 ∈ X
N−4
2 ([0, T )) and all R > 0, outside a set of probability at most
C exp
(
−cR2‖f‖−2
Hγ(RN )
)
.
• For 0 < ε≪ 1, we have
‖Φ˜(v)‖
X
N−4
2 (R)
≤ C3
(
‖v‖3
X
N−4
2 (R)
+R3
)
, (3.5)
‖Φ˜(v1)− Φ˜(v2)‖
X
N−4
2 (R)
≤ C4
 2∑
j=1
‖vj‖
2
X
N−4
2 (R)
+R2
 ‖v1 − v2‖
X
N−4
2 (R)
(3.6)
for all v, v1, v2 ∈ X
N−4
2 (R) and all R > 0, outside a set of probability at most
C exp
(
−cR2ε−2‖f‖−2
Hγ(RN )
)
.
Proof. We mainly follow the argument of Be´nyi-Oh-Pocovnicu [3].
• Let 0 < T ≤ 1. We only prove (3.3), and the one for (3.4) is treated similarly. Given M ≥ 1, we
define
ΦM (v(t)) := ∓i
ˆ t
0
Uµ(t− s)P≤MN (v + z)(s)ds.
By Bernstein’s and Ho¨lder inequalities, we have
‖P≤MN (v + z)‖
L1tH
N−4
2
x ([0,T )×RN )
.M
N−4
2 ‖N (v + z)‖L1tL2x([0,T )×RN )
.M
N−4
2 ‖v‖3L3tL6x([0,T )×RN)
+M
N−4
2 ‖z‖3L3tL6x([0,T )×RN )
. (3.7)
Thanks to the local in time probabilistic Strichartz estimates, the second term in (3.7) is finite almost
surely. On the other hand, by the Sobolev embedding and (2.6), we have
‖v‖L3tL6x([0,T )×RN ) . ‖|∇|
N−4
3 v‖
L3tL
6N
3N−8
x ([0,T )×RN )
. ‖v‖
X
N−4
2 ([0,T ))
<∞.
This shows that for each M ≥ 1, P≤MN (v + z) ∈ L1tH
N−4
2
x ([0, T )×RN ) almost surely. Thus, by Lemma
2.22,
‖ΦM (v)‖
X
N−4
2 ([0,T ))
. sup
v4∈Y
0([0,T ))
‖v4‖Y 0
=1
∣∣∣∣∣
ˆ T
0
ˆ
RN
〈∇〉
N−4
2 [N (v + z)(t, x)]v4(t, x)dxdt
∣∣∣∣∣ , (3.8)
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where v4 = P≤Mv4. In the following, we estimate the right hand side of (3.8) independently of the cutoff
size M ≥ 1, by performing a case-by-case analysis of expressions of the form
∣∣∣∣∣
ˆ T
0
ˆ
RN
〈∇〉
N−4
2 (w1w2w3)v4dxdt
∣∣∣∣∣ , (3.9)
where ‖v4‖Y 0([0,T )) ≤ 1 and wj = v or z, j = 1, 2, 3. As a result, by letting M → ∞, the same estimate
holds for Φ(v) without any cutoff, thus yielding (3.3).
Before proceeding further, let us simplify some of the notation. In the following, we drop the complex
conjugate sign since it plays no role. We also denote Xγ([0, T )) and Y 0([0, T )) by Xγ and Y 0 since T
is fixed. Similarly, we will use LptL
q
x, L
p
t,x and H
γ instead of LptL
q
x([0, T )× R
N ), Lpt,x([0, T ) × R
N ) and
Hγ(RN ) respectively. Lastly, in most of the cases, we dyadically decompose wj = vj or zj, j = 1, 2, 3, and
v4 such that their spatial frequency supports are {|ξj | ∼ Mj} for some dyadic Mj ≥ 1 but still denoted
them as wj = vj or zj , j = 1, 2, 3, and v4. Note that by the Parseval formula
2, we have
∑4
j=1 ξj = 0.
Case 1. vvv case. In this case, we do not need to perform dyadic decomposition, and we divide
the frequency spaces into {|ξ1| ≥ |ξ2|, |ξ3|}, {|ξ2| ≥ |ξ1|, |ξ3|}, and {|ξ3| ≥ |ξ1|, |ξ2|}. Without loss of
generality, we assume that |ξ1| ≥ |ξ2|, |ξ3|. By Ho¨lder’s inequality, we have∣∣∣∣∣
ˆ T
0
ˆ
RN
〈∇〉
N−4
2 v1v2v3v4dxdt
∣∣∣∣∣ ≤ ‖ 〈∇〉N−42 v1‖L 2(N+4)Nt,x ‖v2‖LN+42t,x ‖v3‖LN+42t,x ‖v4‖L 2(N+4)Nt,x .
By (2.7) and Remark 2.18, we have
‖ 〈∇〉
N−4
2 v1‖
L
2(N+4)
N
t,x
. ‖v1‖
X
N−4
2
, ‖v4‖
L
2(N+4)
N
t,x
. ‖v4‖Y 0 ≤ 1.
By Sobolev embedding and (2.6), we have
‖v2‖
L
N+4
2
t,x
. ‖|∇|
N−4
2 v2‖
L
N+4
2
t L
2N(N+4)
N2+4N−16
x
. ‖v2‖
X
N−4
2
,
similarly for v3. We thus get∣∣∣∣∣
ˆ T
0
ˆ
RN
〈∇〉
N−4
2 v1v2v3v4dxdt
∣∣∣∣∣ .
3∏
j=1
‖vj‖
X
N−4
2
.
Case 2. zzz case. Without loss of generality, we assume M3 ≥M2 ≥M1. Note that M4 .M3 since
otherwise the corresponding localized functions have disjoint supports.
Subcase 2a. M2 ∼M3. By Ho¨lder’s inequality, we have∣∣∣∣∣
ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣∣∣ ≤ ‖z1‖LN+42t,x ‖z2‖L4t,x‖ 〈∇〉N−42 z3‖L4t,x‖v4‖L 2(N+4)Nt,x
∼ ‖z1‖
L
N+4
2
t,x
‖ 〈∇〉
N−4
4 z2‖L4t,x‖ 〈∇〉
N−4
4 z3‖L4t,x‖v4‖
L
2(N+4)
N
t,x
.
2We have
ˆ
RN
f1(x)f2(x)f3(x)f4(x)dx =
ˆ
ξ1+ξ2+ξ3+ξ4=0
fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ3)fˆ4(ξ4),
where
ˆ
ξ1+ξ2+ξ3+ξ4
denotes the integration with respect to the hyperplane’s measure δ0(ξ1 + ξ2 + ξ3 + ξ4)dξ1dξ2dξ3dξ4.
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By the Littlewood-Paley decomposition and the local-in-time probabilistic Strichartz estimates, we ob-
serve that for r ≥ 2, ∑
M1≥1
‖PM1z1‖Lrt,x =
∑
M1≥1
M0−1 ‖ 〈∇〉
0+
PM1z1‖Lrt,x
≤
( ∑
M1≥1
M0−1
) 1
r′
∥∥∥‖ 〈∇〉0+ PM1z1‖Lrt,x∥∥∥ℓrM1
=
( ∑
M1≥1
M0−1
) 1
r′
∥∥∥‖ 〈∇〉0+ PM1z1‖ℓrM1∥∥∥Lrt,x
≤
( ∑
M1≥1
M0−1
) 1
r′
∥∥∥‖ 〈∇〉0+ PM1z1‖ℓ2M1∥∥∥Lrt,x
. ‖ 〈∇〉0+ z1‖Lrt,x
= ‖ 〈∇〉0+ Uµ(t)f
ω‖Lrt,x
≤ T 0+R
outside a set of probability at most
C exp
(
−cR2T−
2
r
+‖f‖−2H0+
)
.
Applying the above observation to r = N+42 and 4, we obtain∣∣∣∣∣
ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣∣∣ . T 0+R3
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2H0+
)
+ C exp
(
−cR2T−
1
2+‖f‖−2
H
N−4
4
+
)
.
Here we have extracted a negative power of M3 and used M4 .M3 to estimate∑
M4≥1
M0−4 ‖PM4v4‖
L
2(N+4)
N
t,x
. ‖v4‖
L
2(N+4)
N
t,x
. ‖v4‖Y 0 ≤ 1.
Note that since T ≤ 1 and γ > N−44 , the above probability can be bounded by
C exp
(
−cR2‖f‖−2Hγ
)
.
Subcase 2b. M3 ≫M2 ≥M1. Note that we must have M4 ∼M3.
Subcase 2b.i. M
3
N−1
3 ≫M2 ≥M1. By Ho¨lder’s inequality, we have∣∣∣∣∣
ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣∣∣ ≤ ‖z2 〈∇〉N−42 z3‖L2t,x‖z1v4‖L2t,x .
Let a > 0 be a small constant to be chosen shortly, we estimate
‖z2 〈∇〉
N−4
2 z3‖L2t,x .M
(N−4)a
2
3 ‖z2‖
a
L4t,x
‖z3‖
a
L4t,x
‖z2 〈∇〉
N−4
2 z3‖
1−a
L2t,x
.M
−aγ
2 M
(N−4)a
2 −aγ
3 ‖ 〈∇〉
γ
z2‖
a
L4t,x
‖ 〈∇〉γ z3‖
a
L4t,x
‖z2 〈∇〉
N−4
2 z3‖
1−a
L2t,x
.
We next use (2.10) and (2.4) to have
‖z2 〈∇〉
N−4
2 z3‖L2t,x .M
N−1
2 −
2 M
− 32+
3 ‖z2‖X0‖ 〈∇〉
N−4
2 z3‖X0
.M
N−1
2 −
2 M
N−4
2 −
3
2+
3 ‖PM2f
ω‖L2‖PM3f
ω‖L2
.M
N−1
2 −γ−
2 M
N−4
2 −γ−
3
2+
3 ‖PM2f
ω‖Hγ‖PM3f
ω‖Hγ .
It follows that
‖z2 〈∇〉
N−4
2 z3‖L2t,x .M
N−1
2 −γ−
N−1
2 a−
2 M
N−7
2 −γ+
3a
2 +
3
3∏
j=2
‖ 〈∇〉γ zj‖
a
L4t,x
‖PMjf
ω‖1−aHγ . (3.10)
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Similarly, by (2.10), we have
‖z1v4‖L2t,x .M
N−1
2 −
1 M
− 32+
4 ‖z1‖X0‖v4‖Y 0
.M
N−1
2 −
1 M
− 32+
4 ‖PM1f
ω‖L2
.M
N−1
2 −γ−
1 M
− 32+
4 ‖PM1f
ω‖Hγ .
Since M
3
N−1
3 ≫M2 ≥M1 and M3 ∼M4, we obtain∣∣∣∣∣
ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣∣∣ .M N−42 −N+5N−1γ+3 ‖PM1fω‖Hγ
3∏
j=2
‖ 〈∇〉γ zj‖
a
L4t,x
‖PMjf
ω‖1−aHγ .
provided
N − 1
2
− γ −
N − 1
2
a > 0 or a < 1−
2γ
N − 1
.
We want the largest frequency M3 to have a negative power so that we can sum over dyadic blocks. This
requires
N − 4
2
−
N + 5
N − 1
γ < 0 (3.11)
which is satisfied as
γ > γN ≥
(N − 1)(N − 4)
2(N + 5)
.
Under this condition, we can sum over dyadic blocks as in Case 2a. We thus get∣∣∣∣∣
ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣∣∣ . T 0+R3
outside a set of probability at most
C exp
(
−cR2T−
1
2+‖f‖−2Hγ
)
+ C exp
(
−cR2‖f‖−2Hγ
)
.
Subcase 2b.ii. M2 &M
3
N−1
3 ≫M1. By Ho¨lder’s inequality and (2.10), we have∣∣∣ˆ T
0
ˆ
RN
z1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖z2‖L4t,x‖ 〈∇〉N−42 z3‖L4t,x‖z1v4‖L2t,x
.M
N−1
2 −γ−
1 M
−γ
2 M
N−4
2 −γ
3 M
− 32+
4 ‖PM1f
ω‖Hγ‖ 〈∇〉
γ
z2‖L4t,x‖ 〈∇〉
γ
z3‖L4t,x‖v4‖Y 0
.M
N−4
2 −
N+5
N−1γ+
3 ‖PM1f
ω‖Hγ‖ 〈∇〉
γ
z2‖L4t,x‖ 〈∇〉
γ
z3‖L4t,x
. T 0+R3
outside a set of probability at most
C exp
(
−cR2T−
1
2+‖f‖−2Hγ
)
+ C exp
(
−cR2‖f‖−2Hγ
)
as long as (3.11) holds.
Subcase 2b.iii. M2 ≥M1 &M
3
N−1
3 . By Ho¨lder’s inequality, we have∣∣∣ˆ T
0
ˆ
RN
z1z3 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ . ‖z1‖
L
6(N+4)
N+8
t,x
‖z2‖
L
6(N+4)
N+8
t,x
‖ 〈∇〉
N−4
2 z3‖
L
6(N+4)
N+8
t,x
‖v4‖
L
2(N+4)
N
t,x
.M
−γ
1 M
−γ
2 M
N−4
2 −γ
3
3∏
j=1
‖ 〈∇〉γ zj‖
L
6(N+4)
N+8
t,x
‖v4‖Y 0
.M
N−4
2 −
N+5
N−1γ
3
3∏
j=1
‖ 〈∇〉γ zj‖
L
6(N+4)
N+8
t,x
. T 0+R3
outside a set of probability at most
C exp
(
−cR2T−
N+8
3(N+4)
+‖f‖−2Hγ
)
as long as (3.11) holds.
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Case 3. vvz case. Without loss of generality, we assume M1 ≥M2.
Subcase 3a. M1 & M3. In this case, we only perform the dyadic decomposition on v1, v2 and z3.
Note that M1 & max{M2,M3, |ξ4|}, where ξ4 is the spatial frequency of v4. By Ho¨lder’s inequality and
(2.10), we have∣∣∣ ˆ T
0
ˆ
RN
〈∇〉
N−4
2 v1v2z3v4dxdt
∣∣∣ . ∑
M1≥M2
‖ 〈∇〉
N−4
2 PM1v1PM2v2‖L2t,x
∑
M3
‖PM3z3‖
L
N+4
2
t,x
‖v4‖
L
2(N+4)
N
t,x
.
∑
M1≥M2
M
N−4
2
2
(
M2
M1
) 3
2−
‖ 〈∇〉
N−4
2 PM1v1‖X0‖PM2v2‖X0
∑
M3
‖PM3z3‖
L
N+4
2
t,x
‖v4‖Y 0
.
∑
M1≥M2
(
M2
M1
) 3
2−
‖PM1v1‖X
N−4
2
‖PM2v2‖X
N−4
2
∑
M3
‖PM3z3‖
L
N+4
2
t,x
.
If M1 ∼M2, then we simply remove
(
M2
M1
) 3
2−
and use Cauchy-Schwarz inequality to bound
∑
M1∼M2
‖PM1v1‖X
N−4
2
‖PM2v2‖X
N−4
2
.
(∑
M1
‖PM1v1‖
2
X
N−4
2
) 1
2
(∑
M1
‖PM1v2‖
2
X
N−4
2
) 1
2
. ‖v1‖
X
N−4
2
‖v2‖
X
N−4
2
.
If M1 ≫ M2, then we can extract from
(
M2
M1
) 3
2−
a negative power of M1 which allows to sum over M1.
By extracting a negative power of M1, we can sum over M2. We thus get∣∣∣ˆ T
0
ˆ
RN
〈∇〉
N−4
2 v1v2z3v4dxdt
∣∣∣ . T 0+R‖v1‖
X
N−4
2
‖v2‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2H0+
)
.
Subcase 3b. M3 ≫M1 ≥M2. Note that we must have M3 ∼M4.
Subcase 3b.i. M1 &M
3
N−1
3 . By Ho¨lder’s inequality, Lemma 2.17 and (2.10), we have∣∣∣ˆ T
0
ˆ
RN
v1v2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖v1‖
L
2(N+4)
N
t,x
‖ 〈∇〉
N−4
2 z3‖
L
N+4
2
t,x
‖v2v4‖L2t,x
.M
N−4
2
2
(
M2
M4
) 3
2−
M
N−4
2
3 ‖v1‖X0‖v2‖X0‖z3‖
L
N+4
2
t,x
‖v4‖Y 0
.M
−N−42
1 M
3
2−
2 M
N−7
2 −γ+
3 ‖v1‖X
N−4
2
‖v2‖
X
N−4
2
‖ 〈∇〉γ z3‖
L
N+4
2
t,x
.M
(N−4)(N−7)
2(N−1)
−γ+
3 ‖v1‖X
N−4
2
‖v2‖
X
N−4
2
‖ 〈∇〉γ z3‖
L
N+4
2
t,x
. T 0+R‖v1‖
X
N−4
2
‖v2‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2Hγ
)
provided
(N − 4)(N − 7)
2(N − 1)
− γ < 0 or γ >
(N − 4)(N − 7)
2(N − 1)
which is less restrictive than (3.11).
Subcase 3b.ii. M
3
N−1
3 ≫M1. By Ho¨lder’s inequality, we have∣∣∣ ˆ T
0
ˆ
RN
v1v2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖v1 〈∇〉N−42 z3‖L2t,x‖v2v4‖L2t,x .
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Let a > 0 be a small constant to be chosen later, we use Lemma 2.17 and (2.10) to estimate
‖v1 〈∇〉
N−4
2 z3‖L2t,x .M
(N−4)a
2
3 ‖v1‖
a
L
2(N+4)
N
t,x
‖z3‖
a
L
N+4
2
t,x
‖v1 〈∇〉
N−4
2 z3‖
1−a
L2t,x
.M
(N−1)(1−a)
2 −
1 M
− 3(1−a)2 +
3 M
(N−4)a
2
3 ‖v1‖X0‖z3‖
a
L
N+4
2
t,x
‖PM3 〈∇〉
N−4
2 fω‖1−aL2
.M
3
2−
(N−1)a
2 −
1 M
N−7
2 −γ+
3a
2 +
3 ‖v1‖X
N−4
2
‖ 〈∇〉γ z3‖
a
L
N+4
2
t,x
‖PM3f
ω‖1−aHγ .
Similarly, we have
‖v2v4‖L2t,x .M
N−1
2 −
2 M
− 32+
4 ‖v2‖X0‖v4‖Y 0
.M
3
2−
2 M
− 32+
3 ‖v2‖X
N−4
2
.
It follows that∣∣∣ˆ T
0
ˆ
RN
v1v2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣
.M
3
2−
(N−1)a
2 −
1 M
3
2−
2 M
N−10
2 −γ+
3a
2 +
3 ‖v1‖X
N−4
2
‖v2‖
X
N−4
2
‖ 〈∇〉γ z3‖
a
L
N+4
2
t,x
‖PM3f
ω‖1−aHγ
.M
(N−4)(N−7)
2(N−1) −γ+
3 ‖v1‖X
N−4
2
‖v2‖
X
N−4
2
‖ 〈∇〉γ z3‖
a
L
N+4
2
t,x
‖PM3f
ω‖1−aHγ
provided
3
2
−
(N − 1)a
2
> 0 or a <
3
N − 1
.
We want the power of M3 is strictly negative in order to sum over dyadic blocks. This requires
γ >
(N − 4)(N − 7)
2(N − 1)
which is less restrictive than (3.11). It follows that∣∣∣ˆ T
0
ˆ
RN
v1v2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ . T 0+R‖v1‖
X
N−4
2
‖v2‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2Hγ
)
+ C exp
(
−cR2‖f‖−2Hγ
)
.
Case 4. vzz case. Without loss of generality, we assume that M3 ≥M2.
Subcase 4a. M1 &M3. By Ho¨lder’s inequality and Lemma 2.17, we have∣∣∣ ˆ T
0
ˆ
RN
〈∇〉
N−4
2 v1z2z3v4dxdt
∣∣∣ ≤ ‖ 〈∇〉N−42 v1‖
L
2(N+4)
N
t,x
‖z2‖
L
N+4
2
t,x
‖z3‖
L
N+4
2
t,x
‖v4‖
L
2(N+4)
N
t,x
. ‖v1‖
X
N−4
2
‖z2‖
L
N+4
2
t,x
‖z3‖
L
N+4
2
t,x
‖v4‖Y 0
. T 0+R2‖v1‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2H0+
)
.
Here we have used that if M3 & max{M1,M4}, then we can extract a negative power of M3 to sum over
M1 and M4. Otherwise, we have M1 ∼ M4 ≫ M3. In this case, we can use Cauchy-Schwarz inequality
to sum over M1 and M4.
Subcase 4b. M3 ≫M1.
Subcase 4b.1. M3 ∼ M2 ≫M1. We must have M1 ∼M4. By Ho¨lder’s inequality and Lemma 2.17,
we have∣∣∣ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖v1‖
L
N+4
2
t,x
‖z2‖L4t,x‖ 〈∇〉
N−4
2 z3‖L4t,x‖v4‖
L
2(N+4)
N
t,x
.M
N−4
2 −2γ
3 ‖v1‖X
N−4
2
‖ 〈∇〉γ z2‖L4t,x‖ 〈∇〉
γ
z3‖L4t,x‖v4‖Y 0
. T 0+R2‖v1‖
X
N−4
2
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outside a set of probability at most
C exp
(
−cR2T−
1
2+‖f‖−2Hγ
)
as long as γ > N−44 which is less restrictive than (3.11).
Subcase 4b.2. M3 ≫M2,M1. In this case, we must have M3 ∼M4.
Subcase 4b.2.i. M1,M2 ≪M
3
N−1
3 . By Ho¨lder’s inequality, (3.10) and Lemma 2.17, we have∣∣∣ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖z2 〈∇〉N−42 z3‖L2t,x‖v1v4‖L2t,x
.M
N−1
2 −
1 M
N−1
2 −γ−
N−1
2 a−
2 M
N−7
2 −γ+
3a
2 +
3 M
− 32+
4 ‖v1‖X0
3∏
j=2
(
‖ 〈∇〉γ zj‖
a
L4t,x
‖PMjf
ω‖1−aHγ
)
‖v4‖Y 0
.M
3
2−
1 M
N−1
2 −γ−
N−1
2 a−
2 M
N−10
2 −γ+
3a
2 +
3 ‖v1‖X
N−4
2
3∏
j=2
(
‖ 〈∇〉γ zj‖
a
L4t,x
‖PMjf
ω‖1−aHγ
)
.M
(N−4)2
2(N−1)
− (N+2)γ
N−1 +
3 ‖v1‖X
N−4
2
3∏
j=2
(
‖ 〈∇〉γ zj‖
a
L4t,x
‖PMjf
ω‖1−aHγ
)
provided
a < 1−
2γ
N − 1
.
We want the largest frequency to have a negative power in order to sum over dyadic blocks. This requires
γ >
(N − 4)2
2(N + 2)
which is again less restrictive than (3.11). We thus get∣∣∣ ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ . T 0+R2‖v1‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
1
2+‖f‖−2Hγ
)
+ C exp
(
−cR2‖f‖−2Hγ
)
.
Subcase 4b.2.ii. M1 ≪M
3
N−1
3 .M2. By Ho¨lder’s inequality, Lemma 2.17 and (2.10), we have∣∣∣ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖z2‖L4t,x‖ 〈∇〉N−42 z3‖L4t,x‖v1v4‖L2t,x
.M
N−1
2 −
1 M
−γ
2 M
N−4
2 −γ
3 M
− 32+
4 ‖v1‖X0
3∏
j=2
‖ 〈∇〉γ zj‖L4t,x‖v4‖Y 0
.M
3
2−
1 M
−γ
2 M
N−7
2 −γ+
3 ‖v1‖X
N−4
2
3∏
j=2
‖ 〈∇〉γ zj‖L4t,x
.M
(N−4)2
2(N−1)
− (N+2)γ
N−1 +
3 ‖v1‖X
N−4
2
3∏
j=2
‖ 〈∇〉γ zj‖L4t,x
. T 0+R2‖v1‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
1
2+‖f‖−2Hγ
)
as long as
γ >
(N − 4)2
2(N + 2)
which is satisfied if (3.11) holds.
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Subcase 4b.2.iii. M2 ≪M
3
N−1
3 .M1. By Ho¨lder’s inequality, Lemma 2.17 and (2.10), we have∣∣∣ ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖v1‖
L
2(N+4)
N
t,x
‖ 〈∇〉
N−4
2 z3‖
L
N+4
2
t,x
‖z2z4‖L2t,x
.M
N−1
2 −
2 M
N−4
2 −γ
3 M
− 32+
4 ‖v1‖X0‖PM2f
ω‖L2‖ 〈∇〉
γ
z3‖
L
N+4
2
t,x
‖v4‖Y 0
.M
−N−42
1 M
N−1
2 −γ−
2 M
N−7
2 −γ+
3 ‖v1‖X
N−4
2
‖PM2f
ω‖Hγ‖ 〈∇〉
γ
z3‖
L
N+4
2
t,x
.M
(N−4)2
2(N−1)−
(N+2)γ
N−1 +
3 ‖v1‖X
N−4
2
‖PM2f
ω‖Hγ‖ 〈∇〉
γ
z3‖
L
N+4
2
t,x
. T 0+R2‖v1‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2‖f‖−2Hγ
)
+ C exp
(
−cR2T−
4
N+4+‖f‖−2Hγ
)
as long as
γ >
(N − 4)2
2(N + 2)
which is satisfied if (3.11) holds.
Subcase 4b.2.iv. M1,M2 &M
3
N−1
3 . By Ho¨lder’s inequality and Lemma 2.17, we have∣∣∣ˆ T
0
ˆ
RN
v1z2 〈∇〉
N−4
2 z3v4dxdt
∣∣∣ ≤ ‖v1‖
L
2(N+4)
N
t,x
‖z2‖
L
N+4
2
t,x
‖ 〈∇〉
N−4
2 z3‖
L
N+4
2
t,x
‖v4‖
L
2(N+4)
N
t,x
.M
−N−42
1 M
−γ
2 M
N−4
2 −γ
3 ‖v1‖X
N−4
2
3∏
j=2
‖ 〈∇〉γ zj‖
L
N+4
2
t,x
‖v4‖Y 0
.M
(N−4)2
2(N−1)
− (N+2)γ
N−1 +
3 ‖v1‖X
N−4
2
3∏
j=2
‖ 〈∇〉γ zj‖
L
N+4
2
t,x
. T 0+R2‖v1‖
X
N−4
2
outside a set of probability at most
C exp
(
−cR2T−
4
N+4+‖f‖−2Hγ
)
as long as
γ >
(N − 4)2
2(N + 2)
which is again satisfied if (3.11) holds.
Collecting the above cases, we prove (3.3).
• We next estimate (3.5), the estimate (3.6) is treated in a similar manner. Given M ≥ 1, we define
Φ˜M (v(t)) := ∓i
ˆ t
0
Uµ(t− s)P≤MN (v + εz)(s)ds.
By Bernstein’s inequality and Ho¨lder’s inequality, we have
‖P≤MN (v + εz)‖
L1tH
N−4
2
x (R×RN )
.M
N−4
2 ‖N (v + εz)‖L1tL2x(R×RN )
.M
N−4
2 ‖v‖3L3tL6x(R×RN ) +M
N−4
2 ε‖z‖3L3tL6x(R×RN ).
Thanks to the global in time probabilistic Strichartz estimates and the fact
(
3, 6N3N−8
)
is Biharmonic
admissible with 6 ≥ 6N3N−8 , we see that the second term in the right hand side is finite almost surely. On
the other hand, by Sobolev embedding and Lemma 2.17, we have
‖v‖L3tL6x(R×RN ) . ‖|∇|
N−4
3 v‖
L3tL
6N
3N−8
x (R×RN )
. ‖v‖
X
N−4
2 (R)
<∞.
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This shows that for each M ≥ 1, P≤MN (v + εz) ∈ L1tH
N−4
2 (R × RN ) almost surely. Thus, by Lemma
2.22,
‖Φ˜M (v)‖
X
N−4
2 (R)
. sup
v4∈Y
0(R)
‖v4‖Y 0
=1
∣∣∣∣ˆ
R
ˆ
RN
〈∇〉
N−4
2 [N (v + εz)(t, x)]v4(t, x)dxdt
∣∣∣∣ (3.12)
almost surely, where v4 = P≤Mv4. As above, we will estimate the right hand side of (3.12) independent
of the cutoff size M ≥ 1, by performing a case-by-case analysis of expressions of the form∣∣∣∣ˆ
R
ˆ
RN
〈∇〉
N−4
2 (w1w2w3)v4dxdt
∣∣∣∣ , (3.13)
where ‖v4‖Y 0(R) ≤ 1 and wj = v or z, j = 1, 2, 3. Then, letting M → ∞, the same estimate holds for
Φ˜(v) without any cutoff.
The rest of the proof follows in a similar manner as the proof of the first part by changing the
time interval from [0, T ) to R and replacing z by εz. Note that
(
N+4
2 ,
2N(N+4)
N2+4N−16
)
,
(
4, 2NN−2
)
and(
6(N+4)
N+8 ,
6N(N+4)
3N2+8N−32
)
are Biharmonic admissible and N+42 ≥
2N(N+4)
N2+4N−16 , 4 ≥
2N
N−2 and
6(N+4)
N+8 ≥
6N(N+4)
3N2+8N−32 ,
we can use the global in time probabilistic Strichartz estimates for (q, r˜) =
(
N+4
2 ,
N+4
2
)
, (4, 4) and(
6(N+4)
N+8 ,
6(N+4)
N+8
)
, for instance
‖ 〈∇〉γ z‖
L
N+4
2
t,x
≤
R
ε
outside a set of probability at most
C exp
(
−cR2ε−2‖f‖−2Hγ
)
.
We see that the contribution to (3.13) is given by
Case 2: R3, Case 3: R
2∏
j=1
‖vj‖
X
N−4
2 (R)
, Case 4: R2‖v1‖
X
N−4
2 (R)
outside a set of probability at most
C exp
(
−cR2ε−2‖f‖−2Hγ
)
in all cases as long as γ > γN . The proof is complete. 
4. Probabilistic well-posedness
We are now able to prove the almost sure local well-posedness for (1.1) given in Theorem 1.1.
Proof of Theorem 1.1. We will show that (1.9) is almost sure locally well-posed. To this end, we
consider
X :=
{
v ∈ X
N−4
2 ([0, T ]) ∩C([0, T ], H
N−4
2 (RN )) : ‖v‖
X
N−4
2 ([0,T ])
≤ η
}
equipped with the distance
d(v1, v2) := ‖v1 − v2‖
X
N−4
2 ([0,T ])
for some T, η > 0 to be chosen later. It is enough to show that the functional
Φ(v(t)) = ∓i
ˆ t
0
Uµ(t− s)N (v + z)(s)ds
is a contraction on (X , d). By Proposition 3.1, we have for 0 < T ≤ 1, there exists 0 < ϑ≪ 1 such that
‖Φ(v)‖
X
N−4
2 ([0,T ])
≤ C1
(
‖v‖3
X
N−4
2 ([0,T ]
+ T ϑR3
)
,
‖Φ(v1)− Φ(v2)‖
X
N−4
2 ([0,T ])
≤ C2
 2∑
j=1
‖vj‖
2
X
N−4
2 ([0,T ])
+ T ϑR2
 ‖v1 − v2‖
X
N−4
2 ([0,T ])
for all v, v1, v2 ∈ X
N−4
2 ([0, T ]) and R > 0, outside a set of probability at most
C exp
(
−cR2‖f‖−2
Hγ(RN )
)
.
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It follows that for v, v1, v2 ∈ X ,
‖Φ(v)‖
X
N−4
2 ([0,T ])
≤ C1
(
η3 + T ϑR3
)
,
d(Φ(v1),Φ(v2)) ≤ C2
(
2η2 + T ϑR2
)
d(v1, v2)
outside a set of probability at most
C exp
(
−cR2‖f‖−2
Hγ(RN )
)
.
We choose η > 0 small so that
C1η
2 ≤
1
2
, 2C2η
2 ≤
1
4
.
For given R≫ 1, we choose T = T (R) so that
C1T
ϑR3 ≤
η
2
, C2T
ϑR2 ≤
1
4
,
hence
T ϑ = min
{
η
2C1R3
,
1
4C2R2
}
.
With such choices, we see that Φ is a contraction on (X , d) outside a set of probability at most
C exp
(
−cR2‖f‖−2Hγ(RN )
)
∼ C exp
(
−cT−θ‖f‖−2Hγ(RN )
)
for some θ > 0. The proof is complete. ✷
We next prove the probabilistic small data global well-posedness and scattering for (1.1) given in
Theorem 1.2.
Proof of Theorem 1.2. We consider
Y :=
{
v ∈ X
N−4
2 (R) ∩ C(R, H
N−4
2 (RN )) : ‖v‖
X
N−4
2 (R)
≤ δ
}
equipped with the distance
d(v1, v2) := ‖v1 − v2‖
X
N−4
2 (R)
for some δ > 0 to be chosen later. For 0 < ε≪ 1, we will show that the functional
Φ˜(v(t)) := ∓i
ˆ t
0
Uµ(t− s)N (v + εz)(s)ds
is a contraction on (Y, d). By Proposition 3.1 with R = δ, we have for any v, v1, v2 ∈ Y,
‖Φ˜(v)‖
X
N−4
2 (R)
≤ 2C3δ
3,
d(Φ˜(v1), Φ˜(v2)) ≤ 3C4δ
2d(v1, v2)
outside a set of probability at most
C exp
(
−cδ2ε−2‖f‖−2
Hγ(RN )
)
.
By choosing δ > 0 small so that
2C3δ
2 ≤ 1, 3C4δ
2 ≤
1
2
, (4.1)
we see that Φ˜ is a contraction on (Y, d) outside a set of probability at most
C exp
(
−cδ2ε−2‖f‖−2
Hγ(RN )
)
.
Noting that δ is an absolute constant, we conclude that for each 0 < ε ≪ 1, there exists a set Ωε ⊂ Ω
such that
• P(Ω\Ωε) ≤ C exp
(
−cε−2‖f‖−2Hγ(RN )
)
;
• For each ω ∈ Ωε, there exists a unique global in time solution to (1.1) with initial data εfω in
the class
εUµ(t)f
ω + C(R, Hγc(RN )) ⊂ C(R, Hγ(RN )).
RANDOM DATA CUBIC 4NLS 21
It remains to show the scattering. Fix ω ∈ Ωε and let v = v(ε, ω) be the global in time solution to (1.9)
constructed above. We will show that there exists fω+ ∈ H
N−4
2 (RN ) such that
Uµ(−t)v(t) = ∓i
ˆ t
0
Uµ(−s)N (v + εz)(s)ds→ f
ω
+ (4.2)
in H
N−4
2 (RN ) as t→∞. Set w(t) = Uµ(−t)v(t). For 0 < t1 ≤ t2 <∞, we have
Uµ(t2)(w(t2)− w(t1)) = ∓i
ˆ t2
t1
Uµ(t2 − s)N (v + εz)(s)ds
= ∓i
ˆ t2
0
Uµ(t2 − s)χ[t1,∞)(s)N (v + εz)(s)ds =: I(t1, t2).
In the following, we view I(t1, t2) as a function on t2 and estimate its X
N−4
2 ([0,∞))-norm. We now
revisit the computation in the proof of Proposition 3.1.
In Case 1, we proceed slightly differently. By Lemma 2.22 and Ho¨lder’s inequality, we have
‖I(t1, t2)‖
X
N−4
2 ([0,∞))
. sup
v4∈Y
0([0,∞))
‖v4‖Y 0
=1
∣∣∣∣ˆ ∞
0
ˆ
RN
χ[t1,∞)(t) 〈∇〉
N−4
2 vvvv4dxdt
∣∣∣∣
≤ ‖ 〈∇〉
N−4
2 v‖
L
2(N+4)
N
t,x ([t1,∞)×R
N )
‖v‖2
L
N+4
2
t,x ([t1,∞)×R
N )
. (4.3)
By Lemma (2.17), we have
‖ 〈∇〉
N−4
2 v‖
L
2(N+4)
N
t,x (R×R
N )
+ ‖v‖
L
N+4
2
t,x (R×R
N )
. ‖v‖
X
N−4
2 (R)
≤ δ.
Then by the monotone convergence theorem, (4.3) tends to 0 as t1 →∞.
In Cases 2, 3 and 4, we had at least one factor z. We multiply the cutoff function χ[t1,∞) only on
the εz-factors but not on the v-factors. Note that ‖v‖
X
N−4
2 (R)
≤ δ. As in the proof of Proposition 3.1,
we estimate at least a small portion of these z-factors in ‖ 〈∇〉γ εzω‖Lrt,x([t1,∞)×RN ) with q =
N+4
2 or 4
or 6(N+4)N+8 . Recall that ‖ 〈∇〉
γ
εzω‖Lrt,x([t1,∞)×RN ) ≤ δ for ω ∈ Ωε. Hence, by the monotone convergence
theorem, we have ‖ 〈∇〉γ εzω‖Lrt,x([t1,∞)) → 0 as t1 → ∞. Thus, the contributions from Cases 2, 3 and 4
tend to 0 as t1 →∞. Therefore,
lim
t1→∞
‖I(t1, t2)‖
X
N−4
2 ([0,∞))
= 0.
In conclusion, we obtain
lim
t1→∞
sup
t2>t1
‖w(t2)− w(t1)‖
H
N−4
2 (RN )
= lim
t1→∞
sup
t2>t1
‖Uµ(t2)(w(t2)− w(t1))‖
H
N−4
2 (RN )
= lim
t1→∞
‖I(t1, t2)‖
L∞t2H
N−4
2
x ([0,∞)×RN )
. lim
t1→∞
‖I(t1, t2)‖
X
N−4
2 ([0,∞))
= 0.
This proves (4.2) and the scattering of uω(t) = εUµ(t)f
ω + vω(t), which completes the proof of Theorem
1.2. ✷
Finally, we prove the global well-posedness and scattering with a large probability given in Theorem
1.4. We follow the idea of [3], that is to exploit the dilation symmetry (1.2) of the cubic 4NLS (1.1).
Denote
fλ(x) := λ
2f(λx), λ > 0.
We have
‖fλ‖H˙γ (RN ) = λ
γ−N−42 ‖f‖H˙γ(RN ). (4.4)
If γ < γc =
N−4
2 , then we can make the H
γ-norm of the scaled function fλ small by taking λ≫ 1. The
issue is that the Strichartz estimates we employ in proving probabilistic well-posedness are (sub)critical
and do not become small enven if we take λ≫ 1. It is for this reason that we consider the randomization
fωλ on dilated cubes.
Proof of Theorem 1.4. Fix f ∈ Hγ(RN ) with γ ∈ (γN , γc), where γN is as in (1.7). Let fω,λ be its
randomization on dilated cubes of scale λ as in (1.10). Instead of considering (1.1) with u0 = f
ω,λ, we
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consider the scaled Cauchy problem{
i∂tuλ −∆2uλ = ±|uλ|2uλ,
uλ|t=0 = u0,λ = (fω,λ)λ,
(4.5)
where uλ is as in (1.2) and (f
ω,λ)λ(x) = λ
2fω,λ(λx) is the scaled randomization. For simplicity, we
denote (fω,λ)λ by f
ω,λ
λ in the following. We denote the linear and nonlinear part of uλ by zλ(t) =
zωλ (t) := U0(t)f
ω,λ
λ and vλ(t) := uλ(t)− U0(t)f
ω,λ
λ . We reduce (4.5) to{
i∂tvλ −∆2vλ = ±|vλ + zλ|2(vλ + zλ),
vλ|t=0 = 0.
(4.6)
Note that if u satisfies (1.1) with initial data u(0) = fω,λ, then uλ, zλ and vλ are the scalings of u, z :=
U0(t)f
ω,λ and v := u− z respectively. In fact, it is clear for uλ by using (1.2). For zλ and vλ, this follows
from the following observation:
Fx
[(
U0(t)f
ω,λ
)
λ
]
(ξ) = λ2−Ne−iλ
4t|λ−1ξ|4 f̂ω,λ(λ−1ξ) = e−it|ξ|
4
f̂
ω,λ
λ (ξ) = ẑλ(t, ξ). (4.7)
Define
Φ˜λ(vλ(t)) := ∓i
ˆ t
0
U0(t− s)N (vλ + zλ)(s)ds.
We will show that there exists λ0 = λ0(ε, ‖f‖Hγ(RN )) > 0 such that, for λ > λ0, the estimates (3.5) and
(3.6) in Proposition 3.1 (with Φ˜ replaced by Φ˜λ) hold with R = δ outside a set of probability strictly
smaller than ε, where δ is as in (4.1). In fact, we first observe that
ψ(D − n)fλ =
(
ψλ(D − λ
−1n)f
)
λ
.
Hence, we have
f
ω,λ
λ = (f
ω,λ)λ =
∑
n∈ZN
gn(ω)ψ(D − n)fλ. (4.8)
Given δ as in (4.1) and λ > 0, we define
Ω1,λ :=
{
ω ∈ Ω : ‖U0(t)f
ω,λ
λ ‖LrtW
γ,r
x (R×RN ) ≤ δ, r =
N + 4
2
, 4,
6(N + 4)
N + 8
}
.
We also define
Ω2,λ :=
{
ω ∈ Ω : ‖fω,λλ ‖Hγ(RN ) ≤ δ
}
.
Now, set Ωλ = Ω1,λ ∩ Ω2,λ. It follows from (4.8), Lemma 2.1 and Lemma 2.10 that
P(Ω\Ωλ) ≤ C exp
(
−cδ2‖fλ‖
−2
Hγ(RN )
)
≤ C exp
(
−cδ2λ−2γ+N−4‖f‖−2
Hγ(RN )
)
for λ ≥ 1. Note that
‖fλ‖
2
Hγ = ‖fλ‖
2
L2 + ‖fλ‖
2
H˙γ
= λ−N+4‖f‖2L2 + λ
2γ−N+4‖f‖2
H˙γ
= λ2γ−N+4
(
λ−2γ‖f‖2L2 + ‖f‖
2
H˙γ
)
≤ λ2γ−N+4‖f‖2Hγ
since λ ≥ 1. By setting
λ0 ∼
(
log
(
1
ε
)
‖f‖2Hγ(RN )
δ2
) 1
N−4−2γ
,
we have
P(Ω\Ωλ) < ε
for all λ > λ0. Note that λ0 →∞ as ε→ 0.
Recall that the pairs
(
N+4
2 ,
N+4
2
)
, (4, 4) and
(
6(N+4)
N+8 ,
6(N+4)
N+8
)
are the only relevant values of the
space-time Lebesgue indices controlling the random forcing term in the proof of Proposition 3.1. Hence,
the estimates (3.5) and (3.6) in Proposition 3.1 (with Φ˜ replaced by Φ˜λ) hold with R = δ for each ω ∈ Ωλ.
Then repeating the proof of Theorem 1.2, we see that for each ω ∈ Ωλ, there exists a unique global
solution uλ to (4.5) which scatters both forward and backward in time. By undoing the scaling, we
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obtain a unique global solution u to (1.1) with initial data fω,λ for each ω ∈ Ωλ. Moreover, scattering
for uλ implies the scattering for u. Indeed, as in Theorem 1.2, there exists f
ω
+,λ ∈ H
N−4
2 (RN ) such that
lim
t→∞
‖uλ(t)− U0(t)f
ω,λ
λ − U0(t)f
ω
+,λ‖H
N−4
2 (RN )
= 0.
A computation similar to (4.7) gives
U0(t)f
ω,λ
λ + U0(t)f
ω
+,λ =
(
U0(t)f
ω,λ + U0(t)f
ω
+
)
λ
,
where fω+ = (f
ω
+,λ)λ−1 ∈ H
N−4
2 (RN ). Then, by (4.4), we obtain
lim
t→∞
‖u(t)− U0(t)f
ω,λ − U0(t)f
ω
+‖H
N−4
2 (RN )
= 0.
This proves that u scatters forward in time. The proof is complete. ✷
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