This chapter describes Aneka-Federation, a decentralized and distributed system that combines enterprise Clouds, overlay networking, and structured peer-to-peer techniques to create scalable wide-area networking of compute nodes for high-throughput computing. The Aneka-Federation integrates numerous small scale Aneka Enterprise Cloud services and nodes that are distributed over multiple control and enterprise domains as parts of a single coordinated resource leasing abstraction. The system is designed with the aim of making distributed enterprise Cloud resource integration and application programming flexible, efficient, and scalable. The system is engineered such that it: enables seamless integration of existing Aneka Enterprise Clouds as part of single wide-area resource leasing federation; self-organizes the system components based on a structured peer-to-peer routing methodology; and presents end-users with a distributed application composition environment that can support variety of programming and execution models. This chapter describes the design and implementation of a novel, extensible and decentralized peer-to-peer technique that helps to discover, connect and provision the services of Aneka Enterprise Clouds among the users who can use different programming models to compose their applications. Evaluations of the system with applications that are programmed using the Task and Thread execution models on top of an overlay of Aneka Enterprise Clouds have been described here.
Introduction
Wide-area overlays of enterprise Grids [4] [11] [14] [18] and Clouds [25] [26] [27] [32] are an appealing platform for the creation of high-throughput computing resource pools and crossdomain virtual organizations. An enterprise Cloud 1 is a type of computing infrastructure that consists of a collection of inter-connected computing nodes, virtualized computers, and software services that are dynamically provisioned among the competing end-user's applications based on their availability, performance, capability, and Quality of Service (QoS) requirements. Various enterprise Clouds can be pooled together to form a federated infrastructure of resource pools (nodes, services, virtual computers). In a federated organisation: (i) every participant gets access to much larger pools of resources; (ii) the peak-load handling capacity of every enterprise Cloud increases without having the need to maintain or administer any additional computing nodes, services, and storage devices; and (iii) the reliability of a enterprise Cloud is enhanced as a result of multiple redundant clouds that can efficiently tackle disaster condition and ensure business continuity.
Emerging enterprise Cloud applications and the underlying federated hardware infrastructure (Data Centers) are inherently large, with heterogeneous resource types that may exhibit temporal resource conditions. The unique challenges in efficiently managing a federated Cloud computing environment include:
• Large scale -composed of distributed components (services, nodes, applications, users, virtualized computers) that combine together to form a massive environment. These days enterprise Clouds consisting of hundreds of thousands of computing nodes are common (Amazon EC2 [25] , Google App Engine [26] , Microsoft Live Mesh [27] ) and hence federating them together leads to a massive scale environment; 1 3 rd generation enterprise Grids are exhibiting properties that are commonly envisaged in Cloud computing systems.
is engineered over a peer-to-peer routing and indexing system that has the ability to route, search and manage complex coordination objects in the system. The rest of this chapter is organized as follows: Section 2 outlines the challenges and requirements of designing decentralized enterprise Cloud overlays. Section 3 briefly introduces the Aneka Enterprise Cloud system including the basic architecture, key services and programming models. In Section 4, we describe how the Aneka-Federation software system builds upon the decentralized Content-based services. Section 5 lists the comprehensive details on the design and implementation of decentralized Content-based services for message routing, search, and coordinated interaction. Next, Section 6 presents the experimental case study and analysis based on the test run of two enterprise Cloud applications on the Aneka-Federation system. Section 7 puts this work in context with the related works. And finally Section 8 presents a conclusion.
Designing Decentralized Enterprise Cloud Overlay: Challenges
In decentralized organization of Cloud computing systems both control and decision making are decentralized by nature and where different system components interact together to adaptively maintain and achieve a desired system wide behavior. A distributed Cloud system configuration is considered to be decentralized "if none of the components in the system are more important than the others, in case that one of the component fails, then it is neither more nor less harmful to the system than caused by the failure of any other component in the system".
A fundamental challenge in managing the decentralized Cloud computing system is to maintain a consistent connectivity between the components (self-organization) [28] . This challenge cannot be overtaken by introducing a central network model to connect the components, since the information needed for managing the connectivity and making the decisions is completely decentralized and distributed. Further, centralized network model [2] does not scale well, lacks fault-tolerance, and requires expensive server hardware infrastructure. needs to start an instance of the configurable Aneka container hosting required services on each selected Cloud node. The purpose of the Aneka container is to initialize services and acts as a single point for interaction with the rest of the enterprise Cloud. To support reliability and flexibility, services are designed to be independent of each other in a container. A service can only interact with other services on the local node or other Cloud node through known interfaces. This means that a malfunctioning service will not affect other working services and/or the container. Therefore, the resource provider can seamlessly configure and manage existing services or introduce new ones into a container. Aneka thus provides the flexibility for the resource provider to implement any network architecture for an enterprise Cloud. The implemented network architecture depends on the interaction of services among enterprise Cloud nodes since each Aneka container on a node can directly interact with other Aneka containers reachable on the network.
Aneka-Federation
The Aneka-Federation system self-organizes the components (nodes, services, clouds) based on a DHT overlay. Each enterprise Cloud site in the Aneka-Federation (see Figure 2) 
Design and Implementation
Aneka Coordinator software service is composed of the following components:
• Aneka Services: These include the core services for peer-to-peer scheduling (Thread A UML (Unified Modeling Language) class diagram that displays the core entities within the Aneka Coordinator's Scheduling service is shown in Figure 5 . The main class (refer to Figure   5 ) that undertakes activities related to application scheduling within the Aneka Coordinator is the P2PScheduling service, which is programmatically inherited from the Aneka's IndependentScheduling service class. The P2PScheduling service implements the methods for:
(i) accepting application submission from client nodes (see Figure 8) 
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Post Resource Claim
Post Resource Ticket The mandatory services within a Aneka Coordinator that are required to instantiate a fully functional Aneka Enterprise Cloud site includes P2PMembershipCatalogue, P2PExecution, P2PScheduling, .Net web service, and Content-based services (see Figure 8 ). These services exports a enterprise Cloud site to the federation, and give it capability to accept remote jobs based on its load condition (using their P2PExecution services), and submit local jobs to the federation (through their P2PScheduling services). Figure 8 ). Clients discover the point of contact for local scheduling services by querying their domain specific Aneka Coordinator service. On receipt of an application submission message, a P2PScheduling service encapsulates the resource requirement for that application in a resource claim object and sends a query message to the P2PMembershipCatalogue (see step 2 in Figure 8 ).
N o t i f i c a t i o n N o t i f i c a t i o
Execution services (such as the P2PThreadExecution, P2PTaskExecution), which are distributed over different enterprise Clouds and administered by enterprise specific Aneka Coordinator services, update their status by sending a resource ticket object to the P2PMembership Catalogue (see step 3 in Figure 8 ). A resource ticket object in the AnekaFederation system abstracts the type of service being offered, the underlying hardware platform, and level of QoS that can be supported. The finer details about the composition and the mapping of resource ticket and claim objects are discussed in Section 5.
The P2PMembershipCatalogue then posts the resource ticket and claim objects with the decentralized Content-based services (see step 4 and 5 in Figure 8 ). When a resource ticket, issued by a P2PTExecution service, matches with a resource claim object, posted by a P2PScheduling service, the Content-based service sends a match notification to the P2PScheduling service through the P2PMembershipCatalogue (see step 6, 7, 8 in figure 8 ). After receiving the notification, the P2PScheduling service deploys its application on the P2PExecution service (see step 9 in Figure 8 ). On completion of a submitted application, the P2PExecution service directly returns the output to the P2PScheduling service (see step 10 in Figure 8 ).
The Aneka Coordinator service supports the following two inter-connection models as regards to an Aneka Enterprise Cloud site creation. First, a resource sharing domain or enterprise Cloud can instantiate a single Aneka-Coordinator service, and let other nodes in the Cloud connect to the Coordinator service. In such a scenario, other nodes need to instantiate only the P2PExecution and P2PScheduling services. These services are dependent on the domain specific Aneka Coordinator service as regards to load update, resource lookup, and membership to the federation (see Figure 11) . In second configuration, each node in a resource domain can be installed with all the services within the Aneka Coordinator (see Figure 4 ). This kind of interconnection will lead to a true peer-to-peer Aneka-Federation Cloud network, where each node is an autonomous computing node and has the ability to implement its own resource management and scheduling decisions. Hence, in this case the Aneka Coordinator service can support completely decentralized Cloud computing environment both within and between enterprise Clouds.
Content-based Decentralized Cloud Services
It was pointed out in Section 2 that the DHT based overlay presents a compelling solution for creating a decentralized network of Internet-wide distributed Aneka Enterprise Clouds. However, DHTs are efficient at handling single-dimensional search queries such as "find all services that match a given attribute value". Since Cloud computing resources such as enterprise computers, supercomputers, clusters, storage devices, and databases are identified by more than one attribute, therefore a resource search query for these resources is always multi-dimensional. These resource dimensions or attributes include service type, processor speed, architecture, installed operating system, available memory, and network bandwidth. Recent advances in the domain of decentralized resource discovery have been based on extending the existing DHTs with the capability of multi-dimensional data organization and query routing [5] .
Our decentralized Cloud management middleware supports peer-to-peer Content-based resource discovery and coordination services for efficient management of distributed enterprise Clouds. The middleware is designed based on a 3-tier layered architecture: the Application layer, Core Services layer, and Connectivity layer (see Figure 9 ). Cloud services such as the Aneka Coordinator, resource brokers, and schedulers work at the Application layer and insert objects via the Core services layer. The core functionality including the support for decentralized coordinated interaction, and scalable resource discovery is delivered by the Core Services Layer.
The Core services layer, which is managed by the Aneka peer software service, is composed of two sub-layers (see Figure 9 ): (i) Coordination Service [31] ; and (ii) Resource discovery service .
The Coordination service component of Aneka peer accepts the coordination objects such as a resource claim and resource ticket. A resource claim object is a multi-dimensional range look-up query [29] (spatial range object), which is initiated by Aneka Coordinators in the system in order to locate the available Aneka Enterprise Cloud nodes or services that can host their client 's applications. A resource claim object has the following semantics: Every cell at the f min level is uniquely identified by its centroid, termed as the control point. Figure 10 shows four control points A, B, C, and D. A DHT hashing (cryptographic functions such as SHA-1/2) method is utilized to map the responsibility of managing control points to the Aneka Peers. In a 2-dimensional setting, an index cell i = (x 1 , y 1 , x 2 , y 2 ), and its control point are computed as ((x 2 -x 1 )/2, (y 2 -y 1 )/2). The spatial hashing technique takes two input parameters, SpatialHash (control point coordinates, object's coordinates), in terms of DHT common API primitive that can be written as Put (Key, Value), where the cryptographic hash of the control point acts as the Key for DHT overlay, while Value is the coordinate values of the resource claim or ticket object to be mapped. In Figure 10 , the Aneka peer at Cloud s is assigned index cell i through the spatial hashing technique, which makes it responsible for managing all objects that map to the cell i (Claim T2, T3, T4 and Ticket s).
For mapping claim objects, the process of mapping index cells to the Aneka Peers depends on whether it is spatial point object or spatial range object. The mapping of point object is simple since every point is mapped to only one cell in the attribute space. For spatial range object (such as Claims T2, T3 or T4), the mapping is not always singular because a range object can cross more than once index cell (see Claim T5 in Figure 10 ). To avoid mapping a spatial range object to all the cells that it intersects, which can create many duplicates, a mapping strategy based on diagonal hyperplane [24] in the attribute space is implemented. This mapping involves feeding spatial range object coordinate values and candidate index as inputs to a mapping function, F map (spatial object, candidate index cells). An Aneka Peer service uses the index cell(s) currently assigned to it and a set of known base index cells as candidate cells, which are obtained at the time of bootstrapping into the federation. The F map returns the index cells and their control points to which the given spatial range object should be stored with. Next, these control points and the spatial object is given as inputs to function SpatialHash(control point, object), which in connection with the Connectivity layer generates DHT Ids (Keys) and performs routing of claim/ticket objects to the Aneka Peers.
Similarly, the mapping process of a ticket object also involves the identification of the intersection index cells in the attribute space. A ticket is always associated with a region [24] and all cells that fall fully or partially within the region are selected to receive the corresponding ticket. The calculation of the region is based upon the diagonal hyperplane of the attribute space. Coordinated Load Balancing: Both resource claim and ticket objects are spatially hashed to an index cell i in the multi-dimensional Aneka services' attribute space. In Figure 10 , resource claim object for task T1 is mapped to index cell A, while for T2, T3, and T4, the responsible cell is i with control point value C. Note that, these resource claim objects are posted by P2PScheduling services (Task or Thread) of Aneka Cloud nodes. In Figure 10 , scheduling service at Cloud p posts a resource claim object which is mapped to index cell i. The index cell i is spatially hashed to an Aneka peer at Cloud s. In this case, Cloud s is responsible for coordinating the resource sharing among all the resource claims that are currently mapped to the cell i. Subsequently, Cloud u issues a resource ticket (see Figure 10 ) that falls under a region of the attribute space currently required by the tasks T3 and T4. Next, the coordination service of Aneka peer at Cloud s has to decide which of the tasks (either T3 or T4 or both) is allowed to claim the ticket issues by
Cloud u. The load-balancing decision is based on the principle that it should not lead to overprovisioning of resources at Cloud u. This mechanism leads to coordinated load-balancing across Aneka Enterprise Clouds and aids in achieving system-wide objective function, while at the same time preserving the autonomy of the participating Aneka Enterprise Clouds. The examples in Table 1 are list of resource claim objects that are stored with an Aneka peer's coordination service at time T = 700 secs. Essentially, the claims in the list arrived at a time <= 700 and wait for a suitable ticket object that can meet their application's requirements (software, hardware, service type). Table 2 depicts a ticket object that has arrived at T = 700. FreePastry is currently available under BSD-like license. FreePastry framework supports the P2P
Common API specification proposed in the paper [21] .
Experimental Evaluation and Discussion
In this section, we evaluate the performance of the Aneka-Federation software system by creating a resource sharing network that consists of 5 Aneka Enterprise Clouds (refer to Figure 11 ).
These Aneka Enterprise Clouds are installed and configured in three different Laboratories spatial index that forms the basis for mapping, routing, and searching the claim and ticket objects is set to 3, while the maximum height of the spatial index tree, f max is constrained to 3. In other words, the division of the d-dimensional attribute is not allowed beyond f min. This is done for simplicity, understanding the load balancing issues of spatial indices [23] with increasing f max is a different research problem and is beyond scope of this chapter. The index space has provision for defining claim and ticket objects that specify the Aneka nodes/service's characteristics in 4 dimensions including number of Aneka service type, processors, processor architecture, and processor architecture, and number of processors are fixed, i.e. they are expressed as equality constraints. The value for processing speed is expressed using >= constraints, i.e. search for the Aneka services, which can process application atleast as fast as what is available on the submission node. However, the P2PScheduling services can create claim objects with different kind of constraints, which can result in different routing, searching, and matching complexity.
Studying this behavior of the system is beyond the scope of this chapter.
Application Models: Aneka supports composition and execution of application programmers using different models [22] 
Results and Discussion
To measure the performance of Aneka-Federation system as regards to scheduling, we quantify the response time metric for the POV-Ray and Mandelbrot applications. The response time for an application is computed by subtracting the output arrival time of the last task/thread in the execution list from the time at which the application is submitted. The observations are made for different application granularity(sizes) as discussed in the last Section. However, the application submitted at Aneka Clouds 3 and 4 can be executed only on Clouds 3, 4, and 5. Accordingly, the application submitted in Aneka Cloud 3 can only be processed locally as the spatial dimension and processing speed for the resource claim objects specifies constraints as >= 3.5 GHz. Due to these spatial constraints on the processing speed attribute value, the application in different Clouds gets access to varying Aneka node pools that result in different levels of response times. For the aforementioned arguments, it can be seen in 
Related Work
Volunteer computing systems including Seti@home [1] and Boinc [10] are the first generation implementation of public resource computing systems. These systems are engineered on the traditional master/worker model, wherein a centralized scheduler/coordinator is responsible for scheduling, dispatching tasks and collecting data from the participant nodes in the Internet. These systems do not provide any support for multi-application and programming models, a capability which is inherited from the Aneka to the Aneka-Federation platform. Unlike Seti@home and XtermWeb-CH [16] extends the XtermWeb [17] project with the functionalities such as peer-to-peer communication among the worker nodes. However, the core scheduling and management component in XtermWeb-CH, which is called the coordinator, is a centralized service that has a limited scalability. G2-P2P [18] uses the Pastry framework to create a scalable cycle-stealing framework. The mappings of objects to nodes are done via Pastry routing method.
However, the G2-P2P system does not implement any specific scheduling or load-balancing algorithm that can take into account the current application load on the nodes and based on that perform runt-time load-balancing. In contrast, the Aneka-Federation realizes a truly decentralized, cooperative and coordinated application scheduling service that can dynamically allocate applications to the Aneka services/nodes without over-provisioning them.
Conclusion and Future Directions
The functionality exposed by the Aneka-Federation system is very powerful, and our experimental results on real test-bed prove that it is a viable technology for federating high throughput Aneka Enterprise Cloud systems. One of our immediate goals is to support substantially larger Aneka-Federation setups than the ones used in the performance evaluations.
We intend to provide support for composing more complex application models such as eResearch workflows that have both compute and data node requirement. The resulting AnekaFederation infrastructure will enable new generation of application composition environment where the application components, Enterprise Clouds, services, and data would interact as peers.
There are several important aspects of this system that require further implementation and future research efforts. One such aspect being developing fault-tolerant (self-healing) application scheduling algorithms that can ensure robust executions in the event of concurrent failures and rapid join/leave operations of enterprise Clouds/Cloud nodes in decentralized Aneka-Federation overlay. Other important design aspect that we would like to improve is ensuring a truly secure (self-protected) Aneka-Federation infrastructure based on peer-to-peer reputation and accountability models.
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