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ABSTRACT: We explain the key features of quantum computing via three heuristics and                         
apply them to argue that a deep understanding of quantum computing is unlikely to be                             
helpful to address current bottlenecks in Artificial Intelligence Alignment.  
Our argument relies on the claims that Quantum Computing leads to compute overhang                         
instead of algorithmic overhang, and that the difficulties associated with the measurement                       
of quantum states do not invalidate any major assumptions of current Artificial Intelligence                         
Alignment research agendas.  
We also discuss tripwiring, adversarial blinding, informed oversight and side effects as                       
possible exceptions. 
KEYWORDS: Quantum Computing, Artificial Intelligence Alignment, Quantum Speedup,               
Quantum Obfuscation, Quantum Resource Asymmetry. 
EPISTEMIC STATUS:​ Exploratory, we could have overlooked key considerations. 
Introduction 
Quantum Computing (QC) is a disruptive technology that may not be too far ahead in the                               
horizon. Small proof-of-concept quantum computers have already been built ​[1] and major                       
obstacles to large-scale quantum computing are being heavily researched ​[2]​. 
Among its potential uses, QC will allow breaking classical cryptographic codes, simulate                       
large quantum systems and faster search and optimization ​[3]​. This last use case is of                             
particular interest to Artificial Intelligence (AI) Strategy. In particular, variants of the                       
Grover algorithm can be exploited to gain a quadratic speedup in search problems, and some                             
recent Quantum Machine Learning (QML) developments have led to exponential gains in                       
certain Machine Learning tasks ​[4] (though with important caveats which may invalidate                       
their practical use ​[5]​). 
These ideas have the potential to exert a transformative effect on research in AI (as noted in                                 
[6]​, for example). Furthermore the technical aspects of QC, which put some physical limits                           
on the observation of the inner workings of a quantum machine and hinder the verification                             
of quantum computations ​[7]​, may pose an additional challenge for AI Alignment concerns. 
In this short article we introduce a heuristic model of quantum computing that captures the                             
most relevant characteristics of QC for technical AI Alignment research. 
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 We then apply our model to abstractly answer in which areas we expect knowledge of QC                               
might be relevant, and discuss four specific avenues of current research where it might                           
come into play: tripwiring, adversarial blinding, informed oversight and avoiding side                     
effects. 
A model of Quantum Computing for AI Alignment 
Here we give a very short and simplified introduction to QC for AI Alignment Researchers.                             
For a longer introduction to QC we recommend ​Quantum Computing for the Very Curious ​[8]​.                             
If you're already familiar with QC you may want to check our technical refresher in the                               
footnotes in appendix A. 
We introduce ​three heuristics, ​which to the best of our knowledge capture all relevant                           
aspects of QC for AI Alignment concerns:  
1. Quantum speedup - quantum computers are, at most, as powerful as classical                       
computers we allow to run for an exponential amount of time .  
QC usually just gets you quadratic advantages (ie Grover database search ​[9]​,                       
Quantum Walks ​[10]​...), although in some cases they are exponential with respect to                         
the best known classical algorithms (eg. Shor ​[11]​, Hamiltonian simulation ​[12]​, HHL                       
[13]​...).  
Technically, the class of problems efficiently solvable with a probabilistic classical                     
computer (BPP) is a subset of the class of problems efficiently solvable by a quantum                             
computer (BQP), and that one is itself a subset of the problems solvable in                           
exponential time by a classical deterministic computer (EXP). This means that QC                       
are at least as fast as classical computers, but no more than exponentially faster ​[14​,                             
15]​. 
2. Quantum obfuscation - there is no efficient way of reading the state of a quantum                             
computer while it is operating. 
Quantum operations cannot copy quantum states (“​No-cloning theorem​”) ​[16​, ​17]                   
and performing a partial or total measure of a quantum state will collapse that part                             
of the state, resulting in loss of information. 
To recover information from a quantum state one has several inefficient options:                       
performing the inner product of the state with another vector (usually through a                         
procedure called the swap test ​[18]​), perform many measurements on many                     
identically prepared states to do statistics on the entries (tomography ​[19]​), or using                         
amplitude estimation ​[20]​ to estimate a single amplitude.  
The former procedure depends on the precision quadratically and destroys the state,                       
albeit it is independent of the dimension of the vector. The latter two require a                             
number of repetitions at least linear with respect to the dimension of the vector,                           
which grows exponentially with the number of qubits. 
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 3. Quantum isolation - a quantum computer cannot interact with the classical world                       
without its state becoming at least partially classic. 
In other words, if a quantum computer creates a side-channel to the outside world                           
during their quantum computation it destroys its coherence and randomizes state                     
according to well defined rules.  
This is directly derived from the postulates of Quantum Mechanics, and in particular                         
the collapse of the wave function when it interacts with the outside world. 
In the following two sections we look at how this model can be applied to gather insight on                                   
the phases of research in AI Alignment and kinds of alignment strategies where QC may or                               
may not be relevant. 
Bottlenecks in Artificial Intelligence Alignment research 
In this section we introduce a simplified way of thinking about the different phases of                             
research through which we expect the field of AI Alignment to go, and reason about the                               
relevance of quantum computing during each of these phases. 
Looking at some landmark achievements in computer science, it seems that most research                         
begins with working on the formalization of a problem, which then is followed by a period                               
where researchers try to find solutions to the problem, at first just theoretical, then                           
inefficient and finally practical implementations (see for example the history of chess                       
playing, from Shannon’s seminal paper in 1950 to the Deeper Blue vs Kasparov match in                             
1997 ​[21]​). 
We expect research in AI Alignment to develop in a similar fashion, and while we have some                                 
formalized frameworks to handle some subsets of the problem (see for example IRL ​[22]​),                           
there is no agreed upon formalization that captures the essence of the whole alignment                           
problem. 
On the other hand, theoretical proposals for QC applications are mostly concerned with                         
speeding up classical algorithms, sometimes with notable improvements (see for example                     
Shor’s algorithm for factorization ​[11]​), and in some rare cases it has inspired the creation of                               
novel algorithmic strategies ​[23]​. In no case that we know of has QC lead to a formalization                                 
insight of the kind that we believe AI Alignment is bottlenecked on. 
That is, QC has so far only helped find efficient solutions to problems that were already                               
properly formalized, while we believe that the most significant problems in AI Alignment                         
have not yet matured into proper formalizations. 
This observation serves as an empirical verification of the quantum speedup heuristic, that                         
instructs us to think about quantum computing as a black box accelerator rather than a                             
novel approach to algorithmic design, and thus we should not expect formalization insights                         
to come from QC. In other words, QC may lead to what would be equivalent to compute                                 
overhang, but not lead to significant insight overhang. 
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 We conclude that while QC may help in a later phase of AI Alignment research with making                                 
safe AI algorithms practical and competitive, it is very unlikely that it will lead to novel                               
theoretical insights that fundamentally change how we think about AI Alignment. 
As a side note, the same reasoning applies to AI capabilities research; QC is unlikely to lead                                 
to new formal insights on that field. However, the quantum speedup may enable the                           
practical use of algorithms which were previously considered inefficient. This is concerning                       
to the extent that we expect compute overhang to lead to more opaque and/or less safe                               
algorithms. 
Alignment Strategies: incentive design versus active oversight 
In this section we introduce a distinction between two main broad complementary                       
strategies for achieving AI Alignment: incentive design and active oversight, and reason                       
about how QC may interact with them. 
By ​incentive design we mean static strategies, where the design of an agent is verified to                               
have certain safety properties that incentivize the agent to pursue desirable goals. 
By ​active oversight we refer to dynamic strategies, where an agent, which may or may not                               
be safe, is monitored, and if certain metrics indicate unsafeness, an intervention is made to                             
safely interrupt or modify the agent. 
We believe that a complete solution to the AI Alignment problem will include both elements                             
of incentive design and active oversight. 
Since we can treat QC as a black box accelerator according to the quantum speedup                             
heuristic, we can see that QC does not present any additional challenges for incentive                           
design. In other words, since designing the right incentives for the behaviour of the agent is                               
independent of the hardware and implementation efficiency, QC is unlikely to help with this                           
endeavour.  
Instead of concerning themselves with the intricacies of QC, AI Alignment researchers may                         
just treat QC as a black box and reason about classical equivalents instead. This is analogous                               
to how AI Safety researchers do not need to think about whether an agent will be                               
implemented over GPUs or serial processors and only focus on the formalisms. 
Those alternatives may be exponentially slower; however, if the safety of our agent design                           
relies on the assumption that the agent will not be able to acquire exponentially more                             
resources for computation we cannot really deem it safe, making this a moot point. 
One possible counter-argument to our line of reasoning above is that quantum computing                         
may influence which AI designs end up being successful, and knowledge about the AI                           
designs that are going to be more popular in the future can allow us to make extra                                 
assumptions to facilitate incentive design. We leave as an open question whether we can                           
reliable predict features about QC-powered agents that will allow us to make these kind of                             
simplifying assumptions. 
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 Moving on from incentive design, we point out that QC may pose an additional challenge to                               
active oversight due to quantum obfuscation, as it might interfere with measures of the                           
internal state of a QC. In the next section we explore some AI Alignment research areas                               
where this fact comes into play. 
Review of AI Alignment research agendas 
We have reviewed the AI Alignment agendas of ​Concrete Problems in AI Safety ​[24]​, MIRI’s                             
research agendas ​[25]​ and ​Iterated Distillation and Amplification​ ​[26]​. 
Most of their work focuses on incentive design as the de facto route to a solution. As such,                                   
QC does not affect the main assumptions and considered solutions. However, we have been                           
able to identify four areas of active oversight where QC may be a relevant consideration:                             
tripwiring, adversarial blinding, informed oversight and avoiding side effects. 
We discuss each of these areas in depth. 
Tripwiring 
Tripwiring ​is a class of mechanisms that alert of, or directly prevent attempts of an agent                               
to hack its reward function ​[24]​. If a particular tripwire design relies on access to the                               
internal state of the agent, quantum obfuscation may impede its effective implementation. 
For example, in the Transparency section of ​Techniques for optimizing worst-case                     
performance​ ​[27]​, Paul Christiano writes: 
“While training a model, we are free to look inside and ‘see what it’s thinking’. If we                                 
could actually understand those thoughts, we might be able to more easily predict under                           
what conditions it would fail malignantly.” 
Unfortunately, due to quantum obfuscation, this seems rather complicated if the agent has                         
quantum capabilities. You will just be able to efficiently read the input/output of the used                             
quantum subroutines, but not its inner operation. 
Nevertheless, there might be easier ways for a misaligned agent to obfuscate what it is                             
doing, such as classically encoding its hidden plans in ways that an overseer will not                             
understand (for example, it can encode its state with quantum-resistant cryptography ​[28]​).                       
However some early work points in the direction that quantum-based obfuscation may be                         
significantly more powerful than classical alternatives ​[29]​. 
Another consideration is that quantum obfuscation offers a more plausible excuse for                       
obfuscation than classical cryptography. For a classical agent that doesn't need to encrypt                         
information during its expected workflow, any encryption attempt might indicate                   
misalignment and trigger a shutdown. If, in contrast, the QC agent hides important                         
information in a quantum superposition, this might be misaligned behavior or just a                         
consequence of wanting to exploit the quantum speedup. 
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 Finally, one could imagine some kind of quantum tripwire that monitors the quantum                         
computer from within the superposition. For example, a quantum bit that flags whether the                           
tripwire has been activated. Since quantum computing allows for conditional operations,                     
one could imagine freezing the state if such state has been reached in the superposition,                             
only allowing it to proceed while it has not. Then one could perform amplitude estimation                             
to check that the flag has not been activated in any branch of the computation, and                               
otherwise kill it. 
Adversarial blinding 
Adversarial blinding consists of using adversarial techniques to blind the agent with                       
respect to some variables. This technique could be used to make it difficult for the agent to                                 
understand how its reward is generated and therefore how it can be hacked ​[24]​. 
In the case where there is an asymmetry of resources and the overseer has access to                               
quantum computers but the agent does not, we know that there are distributions that are                             
just not efficiently computable classically (will need exponential resources), but are                     
efficiently computable quantically. This suggests the possibility of using one of those                       
distributions to generate a difficult to hack reward. 
Informed oversight 
In the ​informed oversight scenario, the verifier checks that the behavior of an agent is                             
safe, and the requirements on the verifier do not grow too much as the agent becomes more                                 
and more powerful ​[30]​. 
If there is an asymmetry in resources where the verifier has access to QC while the agent                                 
does not, this may be exploited using quantum speedup to allow the verifier to do certain                               
checks in polynomial time for operations that will take the agent exponential time to check                             
themselves. 
In particular, quantum speedup may help with the amplification step of IDA, where we give                             
an agent access to QC to design and verify a stronger successor, whose resources will be                               
constrained as in not having access to QC themselves during the verification step. 
It is however unclear whether this scheme of only giving access to the agent to QC after it                                   
has been verified is possible, and whether we can reliably restrain the agent from accessing                             
QC while it is being verified. 
Side effects and AI boxing 
We would like to be able to reliably detect and prevent AI systems from interacting with the                                 
world in unexpected ways (this is referred to in the literature as ​avoiding side effects​ ​[24]​).  
Per the quantum isolation heuristic, when a process implemented in a quantum computer                         
tries to affect the outside world it has to necessarily partially collapse part of the state                               
(unless the state is already classical). 
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 One may think of taking advantage of this phenomena to monitor whether a quantum                           
agent has interacted with the outside world. There are however some associated difficulties. 
Firstly, and most importantly, we cannot distinguish a partial collapse from a constructive                         
interference when the amplitude of the subset of qubits we are interested in is 1. That is, it                                   
may be the case that part of the state is classical and we cannot effectively tell whether this                                   
is due to collapse or because all states in superposition agree on the state of a particular                                 
subset of qubits. 
Secondly, to tell whether the process has (partially) collapsed we need to measure it, which                             
will collapse it in turn, and even worse, we will not be able to know whether the state had                                     
collapsed before or because of our measurement. Thus we would need to resort to one of the                                 
inefficient ways of measuring the quantum state, like amplitude estimation. 
All this means it does not seem possible to strongly and efficiently infer interaction with the                               
outside world through learning that part of the state of the agent’s mind is classical. 
Relatedly, ​AI boxing refers to restraintment strategies where an AI system is isolated from                           
the environment to prevent unexpected side effects  ​[31]​. 
The quantum isolation heuristic may mislead us into thinking that boxing may be easier to                             
achieve in QC. However this is not the case; as long as a process inside a QC is willing to                                       
partially collapse part of its state it can escape its quantum box. In fact, one of the most                                   
active areas of current research in QC is investigating how to isolate the quantum system so                               
it does not collapse unexpectedly. 
So, in conclusion, one may think of quantum computers as oracles, but that does not mean                               
that they are naturally boxed already. 
Conclusion and open questions 
We have presented a simplified model of quantum computing for AI Alignment,                       
summarized in three heuristics: quantum speedup (QC allows a quadratic and sometimes                       
exponential speedup), quantum obfuscation (qubits cannot be read without destroying the                     
computation) and quantum isolation (interacting with the classical world destroys any                     
superposition). 
Our main conclusion is that we do not expect Quantum Computing to be relevant to the                               
current technical AI Alignment research agendas.  
In particular, we do not expect QC techniques to be relevant for safety until we are actually                                 
interested in making algorithms and protocol as efficient as possible. 
Furthermore, we expect QC to not be relevant for general incentive design purposes.                         
However, we have also listed some current research problems related to active oversight                         
where it might be helpful to have our simplified model of quantum computing in mind. In                               
any case we do not expect these issues to have high relevance right now, as most of the                                   
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 current work in current AI Alignment falls under incentive design strategies rather than                         
active oversight. 
Some further questions that came up during our research: 
■ Can we expect humanity to develop reliable QC before AGI? How do the                         
developments in each field interact with one another? Will quantum machine                     
learning significantly increase AI capabilities? Since one of the most straightforward                     
and promising applications of QC is material science, should we expect QC to lead to                             
further improvements in non-QC computing technology? How does that affect AI                     
Capabilities? 
■ In the case where QC is relevant for the design of advanced AIs, can we expect to                                 
have an actual quantum agent in the future, or will it just be a classical agent with                                 
access to quantum subroutines, in a Comprehensive AI Services fashion ​[32]​? 
■ How does QC affect AI Governance? How easy is to deploy powerful QC-powered AI                           
systems? How easily can we monitor the labs that have QC capabilities? If QC is                             
relevant to the development of AGI, can the fact that QC capabilities are more                           
concentrated affect the dynamics of development of AGI?   
■ How does the quantum speedup possibility affect AI design? Can developments in                       
QC lead to opaque AI, as the compute improvements allow raw search design to be                             
used instead of design from first principles? Relatedly, what AI designs would be                         
particularly favored by QC technology versus raw improvements in compute?  
■ Is quantum obfuscation the most efficient obfuscation strategy a misaligned agent                     
can have access to? Can classical cryptography be used to obfuscate information? 
■ Is asymmetry of resources a reasonable assumption to make in verifier / agent                         
scenarios? How can asymmetry of QC resources be exploited for safety purposes? 
■ How could we design quantum tripwires? What are their strengths and limitations? 
■ How would we go about implementing an adversarial blinding scheme based on                       
quantum distribution sampling? 
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 Appendix A: Speed technical introduction to Quantum Computing 
Quantum states are complex unitary vectors. A basis vector is just a classical state, whereas                             
any other is called a superposition (a linear combination of basis states) ​[33]​. Quantum                           
Computing is based on unitary transformations of these quantum states. Non-unitary                     
dynamics can be introduced via measurements: a measurement projects the quantum state                       
into a basis state (classical state) with a probability equal to the square of the amplitude of                                 
that state (the coefficient in the linear combination). 
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