1. Introduction {#sec1}
===============

The determination of mutual diffusion coefficients by the Taylor dispersion method^[@ref1]^ for multicomponent systems is a milestone technique for both physical chemistry and chemical engineering problems in that the related experimental setup is relatively easy to build and the parameters obtained are realistic and comparable with those obtained from more sophisticated techniques.^[@ref2]^ Actually, a stream of a multicomponent solution at a fixed average composition is pumped into a long narrow pipe. It reaches a differential detector. If a pulse of the same multicomponent solution but with a slightly different composition is injected into the pipe and reaches the detector, the system "reads" the refractive index (RI) difference between the stream and the pulse, which gives rise to a concentration profile along the time represented by the superimposition of two or more broadened Gaussian peaks.

In this work, the collected experimental data are then elaborated with a sophisticated model, which is a general mass balance for a fully developed laminar model.

For a two-component system diffusing in a solvent, the mass balance can be written as in [eqs [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"} and [2](#eq2){ref-type="disp-formula"}.^[@ref3]^

Here, the accumulation term is considered to be equal to the convection term and to the sum of two different contributions related to both axial and radial dispersion, whose coefficients are, respectively, the axial dispersion coefficient (*D*~*Z*~) and the mutual diffusivities (*D*~*ij*~). By considering that the presented model demands the solution of partial differential equations, a good knowledge of both computer programming and mathematics is needed. For this reason, the necessity to write an analytical solution was of significance. In 1988, Price^[@ref3]^ demonstrated that it is possible to write a correct analytical solution by assuming a negligible axial dispersion contribution, the assumption being generally valid for systems where [eq [3](#eq3){ref-type="disp-formula"}](#eq3){ref-type="disp-formula"} is satisfied.This relationship is validated by using very long and narrow pipes and thus with a small inner radius value (*R*) and a high pipe length (*Z*), by imposing a small fluid velocity (*u*). In this way, the model can be written as in [eq [4](#eq4){ref-type="disp-formula"}](#eq4){ref-type="disp-formula"}.

Starting from [eq [4](#eq4){ref-type="disp-formula"}](#eq4){ref-type="disp-formula"}, it is possible to calculate the RI profile along the time equation following the procedure reported in [Annex](#app1){ref-type="other"},^[@ref4]^ obtaining [eqs [5](#eq7){ref-type="disp-formula"}](#eq7){ref-type="disp-formula"} and [6](#eq8){ref-type="disp-formula"}.*D*~1~ and *D*~2~ represent the eigenvalues of the function, while *W*~1~ is the weight of the first peak function. As can be seen, the eigenvalues are weighted through a linear correlation, and *a* and *b* are the related parameters.

The four parameters, *D*~1~, *D*~2~, *a*, and *b*, must be obtained by parameter estimation analysis of the collected experimental data. Once the parameter estimation is concluded, it is possible to calculate the mutual diffusion coefficients as in [eqs [7](#eq10){ref-type="disp-formula"}](#eq10){ref-type="disp-formula"}--[10](#eq13){ref-type="disp-formula"}.

Nowadays, this analysis is normally performed by averaging the results obtained by fitting 2--4 experimental outputs obtained with different α~1~ values. In both cases, traditional least-square methods, such as the well-known Levenberg--Marquardt algorithm,^[@ref5]^ are normally adopted to find the minimum of the objective function.^[@ref6]−[@ref12]^ Even if the effect of using local versus global solvers in parameter estimation analysis is a well-known topic for several kinds of applications,^[@ref13]−[@ref20]^ no specific studies are present in the literature that deal with the choice of the best minimization algorithm, which could give place to the determination of the real global minimum of the objective function with a single-parameter estimation analysis on multiple experimental datasets, for diffusivity measurements obtained by the Taylor dispersion method. For this reason, in this work, we have chosen a specific experimental system and performed Taylor measurements. In particular, sodium dodecyl sulfate (SDS) + sodium octanoate (SOC) mutual diffusion experiments have been performed in water. The collected data have been simultaneously submitted for parameter estimation analysis by using different minimization algorithms that are included in MATLAB R2016a. The results are compared with the ones reported in the literature.^[@ref21]^

2. Materials and Methods {#sec2}
========================

2.1. Materials {#sec2-1}
--------------

SDS and SOC have been supplied by Sigma-Aldrich at the highest purity available.

2.2. Methods {#sec2-2}
------------

Taylor dispersion experiments have been performed in a classical lab-scale equipment, well-described in many papers.^[@ref1]−[@ref6]^ It is constituted by a peristaltic pump that flows a solution of SDS(1) + SOC(2) + water (*C̅*~1~ = *C̅*~2~ = 25 mol·m^--3^) at a fixed flow rate to a 20 m length capillary pipe that is characterized by an internal radius of *R* = 3.945 × 10^--4^ m. The pipe is set in a thermostatic bath working at 25 °C. The outlet flow is sent to an RI Detector (K006Eauer RI Detector K-2301) with a sensitivity of 3 × 10^--8^ RIU with a noise of ±1.5 × 10^--8^ RIU. A pulse of 70 μL of a solution with different SDS or SOC concentration is sent to the system by a high-performance liquid chromatography injector. The response is analyzed by the above-mentioned detector. The experimental data are acquired continuously, with a frequency of 1 sample/s, by an RS232 port. The data acquisition software is written in LabVIEW 2011. The experimental data collected for the SDS + SOC + water system are reported in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsomega.7b00384/suppl_file/ao7b00384_si_001.pdf). For reading purposes, data are reported with a frequency of 1 sample every 20 s. Data are normalized, and the baseline is subtracted.

For the parameter estimation analysis, the objective function has been built in all of the tested cases as in [eq [11](#eq14){ref-type="disp-formula"}](#eq14){ref-type="disp-formula"}.

All calculations have been performed by fixing a function tolerance of 1 × 10^--14^, which means that iterations end when the relative change in the best objective function value over the last iterations is less than the function tolerance value. It is well-known that deterministic algorithms involve the calculation of a single objective function value at each iteration, whereas evolutive algorithms are characterized by an entire population of values. To compare both classes, we decided to report the best *f*(*x*) values for the evolutive algorithms.

3. Results and Discussion {#sec3}
=========================

A list of all of the collected experiments, together with the details of the adopted experimental conditions is reported in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}, and the obtained profiles are reported in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. The experimental data reported in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} have been reduced in number for reading purposes.

![Normalized RI signals for all collected experimental data. Symbols are the experimental points, reduced for reading reasons, and lines are the calculated values \[*f*(*x*) = 0.010322\].](ao-2017-00384n_0001){#fig1}

###### List of the Performed Experiments with the Related Experimental Conditions Details

  test   *C̅*~1~ \[mol·m^--3^\]   *C̅*~2~ \[mol·m^--3^\]   Δ*C*~1~ \[mol·m^--3^\]   Δ*C*~2~ \[mol·m^--3^\]   α~1~ \[---\]
  ------ ----------------------- ----------------------- ------------------------ ------------------------ --------------
  1      25                      25                      11.3                     0.785                    0.96
  2      25                      25                      0.209                    10.1                     0.03
  3      25                      25                      0.209                    10.1                     0.03
  4      25                      25                      --0.05                   --9.64                   0.01
  5      25                      25                      --0.05                   --9.64                   0.01
  6      25                      25                      11.3                     0.785                    0.96
  7      25                      25                      11.3                     0.785                    0.96
  8      25                      25                      10.0                     --9.76                   2.46
  9      25                      25                      10.0                     --9.76                   2.46

As can be seen, a good range of α~1~ has been investigated, to reduce the correlation between the parameters to be estimated. The evaluation of the *R*~2~/*R*~1~ ratio has been performed by measuring the area of the obtained peak functions for the experiments with α~1~ = 0 and 1, obtaining *R*~2~/*R*~1~ = 0.6094 ± 0.0317. In this way, the only parameters to be fitted are *D*~1~, *D*~2~, *a*, and *b*. For this purpose, different classes of minimization algorithms have been tested and compared with the collected experimental data. More than 10 starting points have been used for each case; however, only the parameter intervals that gave the final parameters with the physical meaning have been reported in the paper (the completed list of the obtained results has been reported in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsomega.7b00384/suppl_file/ao7b00384_si_001.pdf)).

The first two algorithms that have been tested are the trust-region-reflective (TRR) and Levenberg--Marquardt (LM) algorithms, both included in the MATLAB function called lsqnonlin. In particular, the TRR algorithm is based on the interior-reflective Newton method, as reported in refs ([@ref22]) and ([@ref23]). Each iteration involves the approximate solution of a large linear system using the preconditioned conjugate gradients (PCG) method.^[@ref24]^ The LM algorithm uses, instead, a search direction that is a cross between the Gauss--Newton direction and the steepest descent direction.^[@ref24]−[@ref27]^ The main operative difference of the two algorithms is that the LM algorithm does not allow the use of constraints on the parameters to be estimated. The algorithms have been tested by using two different starting points. The parameter estimation settings and the obtained results are reported in [Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"}, where both the parameters, 95% confidence intervals, and the objective function values are listed.

###### Parameters Obtained by Using the TRR and LM Algorithms[a](#t2fn1){ref-type="table-fn"}

                         TRR                                   LM                                                                              
  ---------------------- ------------------------------------- ----------------------------------------- ------------------------------------- -----------------------------------------
  starting points        0.1 × 10^--9^, 1 × 10^--9^, −1, 0.5   0.1 × 10^--9^, 0.8 × 10^--9^, −0.3, 1.2   0.1 × 10^--9^, 1 × 10^--9^, −1, 0.5   0.1 × 10^--9^, 0.8 × 10^--9^, −0.3, 1.2
  lower bounds           1 × 10^--10^, 1 × 10^--10^, −0.5, 1                                                                                   
  upper bounds           1 × 10^--8^, 1 × 10^--8^, −0.2, 2                                                                                     
  *D*~1~, m^2^·s^--1^    1.72 × 10^--10^ ± 8.66 × 10^--13^     0.98 × 10^--10^ ± 3.94 × 10^--11^         1.73 × 10^--10^ ± 8.71 × 10^--13^     0.95 × 10^--10^ ± 3.85 × 10^--11^
  *D*~2~, m^2^·s^--1^    7.64 × 10^--10^ ± 4.17 × 10^--11^     6.99 × 10^--10^ ± 1.44 × 10^--10^         7.65 × 10^--10^ ± 4.21 × 10^--11^     6.89 × 10^--10^ ± 1.38 × 10^--10^
  *a*, ---               --0.40 ± 0.008                        --0.3 ± 0.03                              --0.41 ± 0.008                        --0.3 ± 0.04
  *b*, ---               1.34 ± 0.005                          1.2 ± 0.02                                1.36 ± 0.005                          1.3 ± 0.03
  *D*~11~, m^2^·s^--1^   0.18 × 10^--9^ ± 4.05 × 10^--12^      0.12 × 10^--9^ ± 5.08 × 10^--11^          0.17 × 10^--9^ ± 4.08 × 10^--12^      0.13 × 10^--9^ ± 5.03 × 10^--11^
  *D*~12~, m^2^·s^--1^   0.15 × 10^--9^ ± 1.51 × 10^--11^      0.12 × 10^--9^ ± 5.16 × 10^--11^          0.15 × 10^--9^ ± 1.48 × 10^--11^      0.12 × 10^--9^ ± 5.21 × 10^--11^
  *D*~21~, m^2^·s^--1^   0.04 × 10^--9^ ± 1.12 × 10^--11^      0.07 × 10^--9^ ± 5.54 × 10^--11^          0.06 × 10^--9^ ± 1.08 × 10^--11^      0.08 × 10^--9^ ± 5.61 × 10^--11^
  *D*~22~, m^2^·s^--1^   0.75 × 10^--9^ ± 4.36 × 10^--11^      0.68 × 10^--9^ ± 1.51 × 10^--10^          0.78 × 10^--9^ ± 4.45 × 10^--11^      0.68 × 10^--9^ ± 1.48 × 10^--10^
  *f*(*x*)               0.7977                                10.9371                                   0.7987                                10.9217

Starting point parameters and constraint values refer to the estimated parameters listed in the following order: *D*~1~, *D*~2~, *a*, and *b*.

As can be seen, even if the two algorithms give similar results, they fall into suboptimal local minima in both cases, the estimated *D*~*ij*~ being completely different from the ones reported by Leaist and MacEwan^[@ref21]^ (see [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}). What we can conclude is that a single estimation analysis of the fitting parameters is not enough to obtain good results. For both the TRR and the LM approaches, the constraints must be tightened around the solution that gives place to the best data fit. This fact demands a lot of trial and error work. For this reason, no further tests have been performed on these algorithms.

###### Parameters Estimated by Leaist and MacEwan^[@ref21]^ for the Same Mean Concentrations of the Same System Investigated in this work

                         value
  ---------------------- ----------------
  *D*~11~, m^2^·s^--1^   0.17 × 10^--9^
  *D*~12~, m^2^·s^--1^   0.15 × 10^--9^
  *D*~21~, m^2^·s^--1^   0.08 × 10^--9^
  *D*~22~, m^2^·s^--1^   0.76 × 10^--9^

The "patternsearch" (PS) MATLAB function has also been tested. By default, PS looks for a minimum based on an adaptive mesh in the parameter space.^[@ref28]^ In this work, both the lower and upper bounds have been fixed, whereas the starting-point influence of the parameter estimation analysis has been investigated. Four cases have been fixed, labeling them dependently on how far the initial point is from the values reported in the literature, as shown in [Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"}.

###### Parameters Obtained by Using PS Algorithm[a](#t4fn1){ref-type="table-fn"}

                         case 1---very near                        case 2---near                         case 3---far                          case 4---very far
  ---------------------- ----------------------------------------- ------------------------------------- ------------------------------------- ---------------------------------------
  lower bounds           1 × 10^--11^, 1 × 10^--11^, −5, 0                                                                                     
  upper bounds           1 × 10^--8^, 1 × 10^--8^, 0, 5                                                                                        
  starting points        0.1 × 10^--9^, 0.8 × 10^--9^, −0.3, 1.2   0.1 × 10^--9^, 1 × 10^--9^, −0.5, 1   0.1 × 10^--9^, 1 × 10^--9^, −1, 0.5   0.5 × 10^--9^, 1 × 10^--9^, −0.5, 0.5
  *D*~1~, m^2^·s^--1^    1.50 × 10^--10^ ± 3.64 × 10^--12^         1.50 × 10^--10^ ± 3.64 × 10^--12^     1.00 × 10^--10^ ± 1.21 × 10^--10^     5.00 × 10^--10^ ± 2.94 × 10^--10^
  *D*~2~, m^2^·s^--1^    7.79 × 10^--10^ ± 2.79 × 10^--11^         7.79 × 10^--10^ ± 2.79 × 10^--11^     1.00 × 10^--9^ ± 1.02 × 10^--10^      1.00 × 10^--9^ ± 2.81 × 10^--10^
  *a*, ---               --0.36 ± 0.005                            --0.36 ± 0.005                        --0.008 ± 0.0127                      --1.35 ± 0.16
  *b*, ---               1.25 ± 0.003                              1.25 ± 0.003                          0.84 ± 0.008                          3.09 ± 0.11
  *D*~11~, m^2^·s^--1^   0.17 × 10^--9^ ± 6.25 × 10^--12^          0.17 × 10^--9^ ± 6.25 × 10^--12^      0.10 × 10^--9^ ± 1.23 × 10^--10^      0.34 × 10^--9^ ± 5.16 × 10^--10^
  *D*~12~, m^2^·s^--1^   0.15 × 10^--9^ ± 1.06 × 10^--11^          0.15 × 10^--9^ ± 1.06 × 10^--11^      0.05 × 10^--9^ ± 9.67 × 10^--12^      0.31 × 10^--9^ ± 4.27 × 10^--10^
  *D*~21~, m^2^·s^--1^   0.08 × 10^--9^ ± 9.64 × 10^--12^          0.08 × 10^--9^ ± 9.64 × 10^--12^      0.24 × 10^--9^ ± 8.57 × 10^--11^      --0.35 × 10^--9^ ± 5.67 × 10^--10^
  *D*~22~, m^2^·s^--1^   0.76 × 10^--9^ ± 2.90 × 10^--11^          0.76 × 10^--9^ ± 2.90 × 10^--11^      0.99 × 10^--9^ ± 1.05 × 10^--10^      0.12 × 10^--9^ ± 5.02 × 10^--10^
  *f*(*x*)               0.010322                                  0.010322                              0.031222                              0.11843

Starting point parameters and constraint values refer to the estimated parameters listed in the following order: *D*~1~, *D*~2~, *a,* and *b*.

As can be seen, cases 1 and 2 give the same results, finding the real minimum, giving place to a good fit of the collected experimental data (see [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}) and the same parameters as reported in the literature (see [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}). By observing the best *f*(*x*) trend along the iteration number for four of the mentioned cases, cases 1 and 2 are the fastest to reach the real minimum. In fact, only 2 iterations are needed. The obtained parameters are not correlated, as can be seen from [Table [5](#tbl5){ref-type="other"}](#tbl5){ref-type="other"}, demonstrating that the parameters are consistent.

###### Correlation Matrix Obtained by Using PS Algorithm (Case 2)

           *D*~1~   *D*~2~   *a*      *b*
  -------- -------- -------- -------- -----
  *D*~1~   1                           
  *D*~2~   0.49     1                  
  *a*      --0.70   --0.33   1         
  *b*      0.78     0.39     --0.94   1

From [Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"}, it is possible to observe a difference in the objective function between 0.01 and 0.03 for cases 2 and 3. Even if small, this variation is significant for this kind of data fit. In fact, as can be seen from the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsomega.7b00384/suppl_file/ao7b00384_si_001.pdf), cases 2 and 3 lead to very different results in data fit, overall near to the baseline. From the obtained results, it is possible to conclude that the PS algorithm is a good solution for the parameter estimation analysis for the investigated topic. A real global minimum can be found within small iteration numbers.

Finally, two nature-inspired evolutive algorithms have been chosen and tested from the MATLAB libraries, the genetic algorithm ("ga" MATLAB function), GA, and the particle swarm ("particleswarm" MATLAB function), PSW. GA works by creating a random initial population. At each step, the algorithm selects the individuals in the current generation to create the next population on the basis of the values of the objective function. Of course, only the best individuals are chosen and a new population is built around this elite. Further details can be found in the literature.^[@ref24],[@ref29]^ PSW algorithm works in a different way. This algorithm begins the estimation analysis by creating the initial particles and assigning them initial velocities. Once the lowest function value and the best locations are determined, the algorithm chooses new velocities and iteratively updates the particle locations, velocities, and neighbors of the best locations. Also, in this case, all details can be found in the MATLAB help and references within.^[@ref24]^ Both algorithms do not need a starting point.

In the case of the GA algorithm, the influence of different settings such as the parameter range and population size has been investigated. The results are reported in [Table [6](#tbl6){ref-type="other"}](#tbl6){ref-type="other"}.

###### Parameters Obtained by Using GA Algorithm[a](#t6fn1){ref-type="table-fn"}

                         case 1                              case 2                               case 3                              case 4                              case 5
  ---------------------- ----------------------------------- ------------------------------------ ----------------------------------- ----------------------------------- -----------------------------------
  lower bounds           1 × 10^--11^, 1 × 10^--11^, −5, 0   1 × 10^--11^, 1 × 10^--11^, −5, −5                                                                           
  upper bounds           1 × 10^--8^, 1 × 10^--8^, 0, 5      1 × 10^--8^, 1 × 10^--8^, 5, 5                                                                               
  population size        100 000                             10 000                               1000                                100                                 100 000
  *D*~1~, m^2^·s^--1^    1.48 × 10^--10^ ± 6.88 × 10^--12^   1.69 × 10^--10^ ± 1.80 × 10^--11^    1.37 × 10^--10^ ± 2.75 × 10^--11^   2.37 × 10^--10^ ± 4.48 × 10^--10^   1.55 × 10^--10^ ± 1.02 × 10^--12^
  *D*~2~, m^2^·s^--1^    7.79 × 10^--10^ ± 2.71 × 10^--11^   7.01 × 10^--10^ ± 5.42 × 10^--11^    8.82 × 10^--10^ ± 3.44 × 10^--11^   1.93 × 10^--9^ ± 4.34 × 10^--10^    7.57 × 10^--10^ ± 2.47 × 10^--11^
  *a*, ---               --0.33 ± 0.005                      --0.56 ± 0.007                       --0.190 ± 0.006                     --3.57 × 10^--12^ ± 0.06            --0.41 ± 0.005
  *b*, ---               1.22 ± 0.003                        1.48 ± 0.005                         1.07 ± 0.004                        0.98 ± 0.05                         1.30 ± 0.003
  *D*~11~, m^2^·s^--1^   0.17 × 10^--9^ ± 9.31 × 10^--12^    0.19 × 10^--9^ ± 2.18 × 10^--11^     0.15 × 10^--9^ ± 2.69 × 10^--11^    0.24 × 10^--9^ ± 4.50 × 10^--10^    0.17 × 10^--9^ ± 3.64 × 10^--12^
  *D*~12~, m^2^·s^--1^   0.14 × 10^--9^ ± 1.05 × 10^--11^    0.19 × 10^--9^ ± 3.01 × 10^--11^     0.10 × 10^--9^ ± 1.21 × 10^--11^    0.38 × 10^--22^ ± 6.25 × 10^--11^   0.16 × 10^--9^ ± 9.85 × 10^--12^
  *D*~21~, m^2^·s^--1^   0.09 × 10^--9^ ± 1.05 × 10^--11^    0.04 × 10^--9^ ± 1.21 × 10^--11^     0.12 × 10^--9^ ± 1.96 × 10^--11^    0.06 × 10^--9^ ± 3.14 × 10^--10^    0.07 × 10^--9^ ± 8.18 × 10^--12^
  *D*~22~,m^2^·s^--1^    0.77 × 10^--9^ ± 2.83 × 10^--11^    0.68 × 10^--9^ ± 5.58 × 10^--11^     0.87 × 10^--9^ ± 3.62 × 10^--11^    0.19 × 10^--9^ ± 4.36 × 10^--10^    0.74 × 10^--9^ ± 2.58 × 10^--11^
  *f*(*x*)               0.010440                            0.01322                              0.01404                             0.1078                              0.01054

Constraint values refer to the estimated parameters listed in the following order: *D*~1~, *D*~2~, *a*, and *b*. Stall limit generation fixed to 25; maximum number of generations fixed to 1000.

As can be seen, the influence of the population size has been investigated in cases 1--4. By increasing the population size, a decrease in the objective function can be observed. This fact leads to parameters that are closer, but not the same, to the very trustable ones reported in the literature. By comparing the results obtained with the PS and GA algorithms, it is evident that PS leads to a lower objective function. Moreover, PS needs a smaller iteration number to achieve better results than GA (see [Figures [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"}). Finally, from [Table [6](#tbl6){ref-type="other"}](#tbl6){ref-type="other"}, it is possible to see that by increasing the parameter constraints, GA finds a different minimum. This fact could lead to the determination of wrong *D*~*ij*~ values.

![or all four cases analyzed using the PS algorithm, *f*(*x*) trend along the iteration number plot. Profiles of cases 1 and 2 are overlapped.](ao-2017-00384n_0002){#fig2}

![For all five cases analyzed using the GA algorithm, *f*(*x*) trend along the iteration number plot.](ao-2017-00384n_0003){#fig3}

The second tested nature-based algorithm is the PSW. In this case, both the swarm size and the reproducibility of this algorithm have been tested. The results are reported in [Table [7](#tbl7){ref-type="other"}](#tbl7){ref-type="other"} and [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}.

![For all cases analyzed using the PSW algorithm, *f*(*x*) trend along the iteration number plot. (A) Swarm size of 40 and (B) swarm size of 1000.](ao-2017-00384n_0004){#fig4}

###### Parameters Obtained by Using PSW Algorithm[a](#t7fn1){ref-type="table-fn"}

                         cases 1--4                           case 5--8
  ---------------------- ------------------------------------ -----------------------------------
  lower bounds           1 × 10^--11^, 1 × 10^--11^, −5, −5   
  upper bounds           1 × 10^--8^, 1 × 10^--8^, 5, 5       
  swarm size             40                                   1000
  *D*~1~, m^2^·s^--1^    1.50 × 10^--10^ ± 3.64 × 10^--12^    1.50 × 10^--10^ ± 3.64 × 10^--12^
  *D*~2~, m^2^·s^--1^    7.79 × 10^--10^ ± 2.79 × 10^--11^    7.79 × 10^--10^ ± 2.79 × 10^--11^
  *a*, ---               --0.36 ± 0.005                       --0.36 ± 0.005
  *b*, ---               1.25 ± 0.003                         1.25 ± 0.003
  *D*~11~, m^2^·s^--1^   0.17 × 10^--9^ ± 6.25 × 10^--12^     0.17 × 10^--9^ ± 6.25 × 10^--12^
  *D*~12~, m^2^·s^--1^   0.15 × 10^--9^ ± 1.06 × 10^--11^     0.15 × 10^--9^ ± 1.06 × 10^--11^
  *D*~21~, m^2^·s^--1^   0.08 × 10^--9^ ± 9.64 × 10^--12^     0.08 × 10^--9^ ± 9.64 × 10^--12^
  *D*~22~, m^2^·s^--1^   0.76 × 10^--9^ ± 2.90 × 10^--11^     0.76 × 10^--9^ ± 2.90 × 10^--11^
  *f*(*x*)               0.01032                              0.01032

Constraint values refer to the estimated parameters listed in the following order: *D*~1~, *D*~2~, *a*, and *b*.

As can be seen, we chose wide constraints. By using this algorithm, it is possible to obtain the same minimum as that obtained by using PS, which is the lowest one. The obtained parameters are the same as the ones reported, and the code is fast running (10 times lower than GA and 2 times lower than PS). Finally, by increasing the swarm size from 40 to 1000, the iteration number necessary to achieve the minimum is about 2 times smaller.

4. Conclusions {#sec4}
==============

In this paper, the influence of the choice of the minimization algorithms for the determination of diffusion coefficients, by performing experiments by the Taylor dispersion technique, has been investigated. A model system has been chosen to compare the obtained results with the ones reported in the literature. All collected data have been submitted to a simultaneous parameter estimation analysis by testing the different minimization algorithms present in MATLAB R2016a libraries. For each algorithm, several attempts have been made to verify its performance, that is, by testing the initial parameter set values or the population size. We verified that the commonly used algorithms (TRR and LM) fall into suboptimal local minima, estimating *D*~*ij*~ values that are completely different from the ones reported in the literature. As has been demonstrated by other authors, global methods, such as GA, PS, and PSW algorithms are able to find the real objective function minimum. In particular, for the considered system, PS and PSW algorithms can be considered the best ones and also in terms of calculation speed. The results are promising and give an idea that for the chosen three-component system, the latest two algorithms are surely the best ones. We suggest the reader to test them when faced with multicomponent diffusion problems with the Taylor dispersion technique. Therefore, a wider investigation on a bigger number of physical systems is needed to claim that PS and PSW algorithms are the best ones until now. Finally, it is possible to conclude that the results of the present work are certainly a guide for researchers interested in determining diffusivity coefficients from experiments by the Taylor dispersion technique.

As it is difficult in practice to measure the concentration of each component of the solution along time, it is possible to record the RI profile through dedicated detectors. This profile is correlated with concentration in [eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}.^[@ref4]^Here, *R*~1~ = ∂*n*/∂*C*~1~ and *R*~2~ = ∂*n*/∂*C*~2~ are the molar refractivities of the two solutes evaluated at the carrier stream average compositions *C̅*~1~ and *C̅*~2~. Thus, by using the signal definition reported in [eq [A.2](#fdA-2){ref-type="disp-formula"}](#fdA-2){ref-type="disp-formula"}, it is possible to arrange [eq [A.1](#fdA-1){ref-type="disp-formula"}](#fdA-1){ref-type="disp-formula"} as reported in [eqs [A.3](#fdA-3){ref-type="disp-formula"}](#fdA-3){ref-type="disp-formula"} and [A.4](#fdA-4){ref-type="disp-formula"}.Where *B*~0~ and *B*~1~ are baseline correction parameters that can be easily obtained by the linear fit of the experimental baseline and *k* is an instrument constant.

[Equation [A.3](#fdA-3){ref-type="disp-formula"}](#fdA-3){ref-type="disp-formula"} is in practice the sum of two peak functions. Here, *S*~max~ is the maximum of the collected signal value that can be directly obtained from the experimental data profile. α~1~ is the fraction of the initial refractive index contributed by solute 1, and it is defined in [eq [A.5](#fdA-5){ref-type="disp-formula"}](#fdA-5){ref-type="disp-formula"}.

The molar refractivities of the two solutes are difficult to be measured separately. It can be used to perform two different measurements at α~1~ = 0 and 1, at a fixed stream average concentration. In this way, by integrating the resulting peak area (*A*~1~ and *A*~2~), it is possible to obtain the molar refractivities by using the following approximation with good results: *R*~1~ = *A*~1~/Δ*C*~1~ and *R*~2~ = *A*~2~/Δ*C*~2~. Furthermore, *D*~1~ and *D*~2~ represent the eigenvalues of the function, whereas *W*~1~ is the weight of the first peak function. As can be seen, the eigenvalues are weighted through a linear correlation, and *a* and *b* are the related parameters.

The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acsomega.7b00384](http://pubs.acs.org/doi/abs/10.1021/acsomega.7b00384).Output obtained by performing parameter estimation analysis with the different MATLAB minimization algorithms ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acsomega.7b00384/suppl_file/ao7b00384_si_001.pdf))List of the performed experiments with the related experimental condition details ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acsomega.7b00384/suppl_file/ao7b00384_si_002.pdf))
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*a*

:   eigenvalues weight parameter

*A*~*i*~

:   area of a signal peak, mV·s

*A*~*ik*~

:   eigenvalues weight

*b*

:   eigenvalues weight parameter

*B*~0~

:   baseline correction constant, mV

*B*~1~

:   baseline correction constant, mV·s^--1^

*C*~*i*~

:   concentration of *i* component, mol·m^--3^

*C̅*~*i*~

:   average stream concentration of *i* component, mol·m^--3^

*D*~*ii*~

:   main diffusion coefficient of component *i*, m^2^·s^--1^

*D*~*ij*~

:   cross diffusion coefficient of component *i* under the *j* concentration gradient, m^2^·s^--1^

*D*~*k*~

:   eigenvalues (*k* = 1,2), m^2^·s^--1^

*D*~*Z*~

:   axial dispersion coefficient, m^2^·s^--1^

*f*(*x*)

:   objective function

GA

:   genetic algorithm

*k*

:   detector constant, mV

LM

:   Levenberg--Marquardt algorithm

*n*

:   refractive index

*n̅*

:   average stream refractive index

N.Data

:   number of collected experimental data

PCG

:   preconditioned conjugate gradients

PS

:   pattern search algorithm

PSW

:   particle swarm algorithm

*R*

:   pipe inner radius, m

*r*

:   pipe radial coordinate, m

*R*~*i*~

:   molar refractivities, m^3^·mol^--1^

*S*

:   detector signal, mV

*S*~calc~

:   calculated detector signal, mV

*S*~exp~

:   experimental detector signal, mV

*S*~max~

:   maximum of the detector signal, mV

*t*

:   time, s

*t*~*R*~

:   retention time, s

TRR

:   trust-region-reflective algorithm

*u*

:   fluid velocity, m·s^--1^

*W*~1~

:   eigenvalues weight

*Z*

:   pipe length, m

*z*

:   pipe axial coordinate, m
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α~1~

:   fraction of the initial refractive index

Δ*C*~*i*~

:   concentration difference of component *i*, mol·m^--3^, between the stream and the pulse
