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BOUNDS IN COHEN’S IDEMPOTENT THEOREM
TOM SANDERS
Abstract. Suppose that G is a finite Abelian group and write WpGq for the set of
cosets of subgroups of G. We show that if f : G Ñ Z has }f}ApGq ď M then there is some
z : WpGq Ñ Z such that
f “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq “ exppM
4`op1qq.
1. Introduction
This paper is about quantitative aspects of Cohen’s idempotent theorem [Coh60, The-
orem 3] (stated here as Theorem 12.1). To state our results precisely we shall need some
notation and basic results.
Suppose that G is a finite Abelian group. We write pG for its dual group, that is the
finite Abelian group of homomorphisms GÑ S1 where S1 :“ tz P C : |z| “ 1u. We regard
G as endowed with a Haar probability measure mG so that we can then define the Fourier
transform of a function f P L1pmGq to be
pf : pGÑ C; γ ÞÑ ż fpxqγpxqdmGpxq.
We shall be interested in the Fourier algebra norm of functions, and this is defined by
}f}ApGq :“ } pf}ℓ1p pGq “ÿ
γ
| pfpγq|.
It is an easy calculation to see that if H ď G then
x1Hpγq “ #mGpHq if γphq “ 1 for all h P H
0 otherwise,
and it follows from this and Parseval’s theorem (see (6.1) in §6 if unfamiliar) that
(1.1) }1H}ApGq “
ÿ
γP pG
|x1Hpγq| “ 1
mGpHq
ÿ
γP pG
|x1Hpγq|2 “ 1
mGpHq
ż
12HdmG “ 1.
Write WpGq :“ Ť tG{H : H ď Gu and suppose that z : WpGq Ñ Z. Then
f :“
ÿ
WPWpGq
zpW q1W
1
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is integer-valued and has
Im f Ă Z and }f}ApGq ď }z}ℓ1pWpGqq.
Our main result is the following weak converse.
Theorem 1.1. Suppose that M ě 1. Then for all finite Abelian groups G and functions
f : GÑ Z with }f}ApGq ďM there is some z : WpGq Ñ Z such that
f “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exp
`
M4`op1q
˘
.
This may be compared with [GS08, Theorem 1.3] which gives a bound of exppexppOpM4qqq.
On the other hand long arithmetic progressions show that we cannot do much better:
Proposition 1.2. Suppose that M ě 1. Then there is a finite Abelian group G and a
function f : GÑ Z with }f}ApGq ďM such that if z : WpGq Ñ Z has
f “
ÿ
WPWpGq
zpW q1W then }z}ℓ1pWpGqq “ Ω
ˆ
exp
ˆ
π2
4
M
˙˙
.
Proof. The characters onG “ Z{NZ are exactly the functions of the form x ÞÑ expp2πijx{Nq
for 1 ď j ď N and so for N, n ą 1 writing IN :“ tm ` NZ : ´n ď m ď nu and inserting
the calculation of the L1-norm of the Dirichlet kernel (from e.g. [Hei11, Theorem 13.18])
we have
lim
NÑ8
}1IN }ApZ{NZq “ lim
NÑ8
1
N
Nÿ
j“1
ˇˇˇˇ
ˇ nÿ
m“´n
exp
ˆ
2πi
mj
N
˙ˇˇˇˇ
ˇ
“
ż 1
0
ˇˇˇˇ
ˇ nÿ
m“´n
expp2πimθq
ˇˇˇˇ
ˇ dθ ““ 4π2
nÿ
k“1
1
k
`Op1q “ 4
π2
log n`Op1q.
Since there are infinitely many primes it follows that for all n P N there is some prime N ě
4n`2 such that G :“ Z{NZ contains a set A of size 2n`1 with }1A}ApGq ď 4π2 log n`Op1q.
Since N is prime we see that any representation of 1A in terms of a function z of the required
type must have }z}ℓ1pWpGqq ě |A| from which we get the result. 
Proving our main result in the setting of general finite Abelian groups rather than
Abelian groups of bounded exponent adds a number of difficulties. To help understand
the overarching method we have presented Theorem 1.1 in the case when G is a group of
exponent 2 in [San18], where the simplifications also lead to a better bound. We state this
result explicitly in §11 along with some results from other classes of group where more can
be said.
1.3. Applications and connections. Although some similarity may already be clear at
this stage, we explicitly connect our work to Cohen’s idempotent theorem in §12. One of
the applications of this is to describe the algebra homomorphisms L1pG1q Ñ MpG2q where
G1 and G2 are locally compact Abelian groups. The rough idea is to note that such a map
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must arise as the pullback of a function between the dual groups whose graph has small
algebra norm. The details may be found in [Rud90, §4.1.3].
Wojciechowski [Woj11], and then Czuron and Wojciechowski [CW13], made use of quan-
titative information from the idempotent theorem to strengthen consequences of the results
above about non-existence of algebra homomorphisms into ‘local’ results about the norms
of maps between finite dimensional subspaces. Stronger quantitative information in the
present paper can be inserted directly to give stronger information there.
As a last connection to other work we mentioned that there is a quantitative connection
between the coset ring (defined just before Theorem 12.1) and the stability ring of Terry
and Wolf [TW17, TW18].
1.4. Outline of the paper. Before moving on to the rest of the paper we should discuss
the structure and notation, and a little about the contribution. The overarching structure
is the same as that of [GS08]. In §2, §3, §4, §5 and §6, we set up the basic background theory
we shall need which is for much the same purpose as in [GS08]. Notation and definitions
are set up and made as needed. In particular, the two different types of covering number
we use are defined in §2; Bohr sets and their various types of dimension are defined in §3;
notation for measures and convolutions at the start of §4; and approximate annihilators at
the start of §5.
There were three main parts to the argument in [GS08], and essentially the first two
of them introduce a need for a doubly (rather than singly) exponential bound in [GS08,
Theorem 1.3]. The main contribution of this paper is to note how these can be removed.
The first part of the argument in [GS08] was a sort of quantitative continuity result
developed from the work of Green and Konyagin in [GK09]. Our analogue of this is in
§7 and is closely related to their work, although here we make use of an advance due to
Croot, Sisask and  Laba [C LS11] to get a sort of Lp version.
The second ingredient was a Freiman-type theorem. Freiman’s theorem has been im-
proved since then to have quasi-polynomial dependencies and our work simply takes ad-
vantage of this. We record a suitable Freiman-type theorem in §8.
The third ingredient is the concept of arithmetic connectivity. We refine this in §9, but
the improvement it leads to is polynomial rather than exponential. (Without any change
to the notion of arithmetic connectivity from [GS08] our arguments lead to Theorem 1.1
with the 4` op1q replaced by some larger constant.)
These three main ingredients are combined in the argument in §10 to give Theorem 10.1
which has Theorem 1.1 as a special case.
1.5. Limitations of the argument. As with the argument in [GS08], though for different
reasons, the argument for Theorem 1.1 has two separate points, both of which force bounds
of the shape we get. The first point is in Proposition 7.1, the core of which goes back to
Green and Konyagin [GK09]. Whilst we improve one dependency, the other dependencies
have not been touched since their work.
The second point is in Proposition 8.1. Here there is a well-known conjectural improve-
ment – the polynomial Freiman-Ruzsa conjecture – although it doesn’t seem like such
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an improvement is altogether necessary. In particular, it seems quite realistic to hope to
improve Lemma 9.1 directly.
2. Covering numbers
Given two sets S, T Ă G with T non-empty, the covering number of S by T is
CGpS;T q :“ min t|X| : S Ă X ` T u .
We often omit the subscript if the underlying group is clear.
Since T is non-empty and G is finite this minimum is well-defined. Moreover, if S is also
non-empty then CpS;T q ě 1 whatever the set T .
Covering numbers enjoy the following simple properties.
Lemma 2.1 (Behaviour of covering numbers). Suppose that G and H are Abelian groups.
(i) (Restrictions and extensions) For all U Ą S and T Ą V ‰ H we have
CpS;T q ď CpU ;V q.
(ii) (Products) For all S, T Ă G and U, V Ă H with T, V ‰ H we have
CGˆHpS ˆ U ;T ˆ V q ď CGpS;T qCHpU ;V q.
(iii) (Compositions) For all S, T, U with T, U ‰ H we have
dCpS;Uq ď CpS;T qCpT ;Uq.
(iv) (Pullbacks) For all U, V Ă H with V ‰ H and homomorphisms φ : G Ñ H we
have
CGpφ´1pUq;φ´1pV ´ V qq ď CHpU ;V q.
Proof. First, if U Ă X ` V and U Ą S and T Ą V then certainly S Ă X ` T from which
(i) follows.
Secondly, if S Ă X ` T and U Ă Y ` V then S ˆ U Ă X ˆ Y ` T ˆ V and (ii) follows.
Thirdly, if S Ă X ` T and T Ă Y ` U then S Ă X ` Y ` U and hence CpS, Uq ď
|X ` Y | ď |X||Y | from which (iii) follows.
Finally, if U Ă X`V then writeX 1 for the set of x P X such that px`V qXφpGq ‰ H and
let z : X 1 Ñ G be a choice function such that φpzpxqq P x` V . Put Z :“ tzpxq : x P X 1u.
If y P φ´1pUq then
φpyq P pX ` V q X φpGq Ă X 1 ` V Ă φpZq ´ V ` V.
It follows that y P Z ` φ´1pV ´ V q and we have (iv) since |Z| ď |X 1| ď |X|. 
Covering numbers are closely related to doubling as the following lemma captures.
Lemma 2.2. Suppose that A,B, S, T Ă G with B, T ‰ H. Then
mGpA` Sq ď CpA;BqCpS;T qmGpB ` T q.
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Proof. Let X be such that A Ă X `B and |X| “ CpA,Bq, and Y be such that S Ă Y ` T
and |Y | “ CpS, T q. Then A ` S Ă X ` Y `B ` T and hence
mGpA` Sq ď mGpX ` Y `B ` T q ď |X||Y |mGpB ` T q ď CpA,BqCpS, T qmGpB ` T q,
and the lemma is proved. 
Conversely we have Ruzsa’s covering lemma.
Lemma 2.3 (Ruzsa’s covering lemma). Suppose that A,B Ă G for some B ‰ H. Then
CpA;B ´Bq ď mGpA `Bq
mGpBq .
Proof. Suppose thatX Ă A is a maximal such that for every x, x1 P X if px`BqXpx1`Bq ‰
H. It then follows that if x P AzX , there is some x1 P X such that px`BqXpx1`Bq ‰ H,
and hence AzX Ă X`B´B. Of course, since 0G P B´B we certainly have X Ă X`B´B
and so A Ă X `B ´ B. On the other hand, the sets tx `B : x P Xu are disjoint subsets
of A`B and there are |X| of them. The lemma follows. 
In the light of Lemma 2.1 part (iv) above, for sets S, T Ă G with 0G P T it is natural to
define the difference covering number of S by T to be
C∆G pS;T q :“ min
 
CHpU ;V q : H P Ab, φ P HompG,Hq, S Ă φ´1pUq, φ´1pV ´ V q Ă T
(
,
where Ab denotes the category of Abelian groups and HompG,Hq is the set of homomor-
phisms between G and H . As before we often omit the subscript if the underlying group
is clear.
Again, since 0G P T the minimum above is well-defined, and if S is non-empty then
C∆G pS;T q ě 1.
For our purposes difference covering numbers turn out to behave slightly better than
covering numbers.
Lemma 2.4 (Behaviour of difference covering numbers).
(i) (Restrictions and extensions) For all S 1 Ą S and T Ą T 1 Q 0G we have
C∆pS;T q ď C∆pS 1;T 1q.
(ii) (Intersections) For all S, S 1, T, T 1 with T, T 1 Q 0G we have
C∆ pS X S 1;T X T 1q ď C∆ pS;T q C∆ pS 1;T 1q .
(iii) (Domination by coverings numbers) For all S, T with T Q 0G we have
C∆pS;T ´ T q ď CpS;T q.
(iv) (Domination of coverings numbers) For all S, T with T Q 0G we have
CpS;T q ď C∆pS;T q.
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Proof. First, (i) follows immediately from the definition of the difference covering number.
Secondly, suppose that φ P HompG,Hq and ψ P HompG,H 1q, and U, V Ă H have
CHpU ;V q “ C∆G pS;T q and U 1, V 1 Ă H have CH 1pU 1;V 1q “ C∆G pS 1;T 1q, are all such that
S Ă φ´1pUq, φ´1pV ´ V q Ă T, S 1 Ă ψ´1pU 1q, and ψ´1pV 1 ´ V 1q Ă T 1.
The map φ ˆ ψ is a group homomorphism G Ñ H ˆ H 1 (defined by x ÞÑ pφpxq, ψpxqq).
Moreover,
S X S 1 Ă φ´1pUq X ψ´1pU 1q “ pφˆ ψq´1pU ˆ U 1q
and
pφˆ ψq´1pV ˆ V 1 ´ V ˆ V 1q “ pφˆ ψq´1ppV ´ V q ˆ pV 1 ´ V 1qq
“ φ´1pV ´ V q X ψ´1pV 1 ´ V 1q Ă T X T 1.
By the definition of the difference covering number and Lemma 2.1 (ii) we have that
C∆G pS X S 1;T X T 1q ď CHˆH 1pU ˆ U 1;V ˆ V 1q
“ CHpU ;V qCH 1pU 1;V 1q “ C∆G pS;T qC∆G pS 1;T 1q.
Part (ii) is proved.
Thirdly, let φ : G Ñ G be the identity homomorphism, U :“ S and V :“ T so that
S Ă φ´1pUq and φ´1pV ´ V q Ă T ´ T . It follows that
C∆pS;T ´ T q ď CGpU ;V q “ CGpS;T q
and (iii) is proved.
Finally, let φ P HompG,Hq and U, V Ă H be such that S Ă φ´1pUq and φ´1pV ´V q Ă T
and CHpU ;V q “ C∆G pS;T q. Then by Lemma 2.1 (i) and (iv) we see that
CGpS;T q ď CGpφ´1pUq;φ´1pV ´ V qq ď CHpU ;V q “ C∆G pS;T q.
This gives (iv). 
It will also be useful to have a version of Ruzsa’s covering lemma for difference covering
numbers.
Lemma 2.5 (Ruzsa’s covering lemma, revisited). Suppose that A,B,X Ă G with both
X ‰ H and 0G P B. Then
C∆pA;Bq ď mGpA`Xq
mGpXq C
∆pX ´X ;Bq.
Proof. Let H be an Abelian group, φ P HompG,Hq and U, V Ă H be such that φ´1pUq Ą
X ´X and φ´1pV ´ V q Ă B. By Ruzsa’s covering lemma (Lemma 2.3) we see that there
is some set T with
|T | ď mGpA `Xq
mGpXq and A Ă T `X ´X.
Let U 1 :“ φpT q ` U so that CHpU 1;V q ď |T |CHpU ;V q. On the other hand φ´1pU 1q Ą
T `X ´X Ą A and the result follows. 
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3. Bohr systems
Bohr sets interact particularly well with covering numbers and difference covering num-
bers. We write } ¨ } for the map S1 Ñ r0, 1
2
s defined by
}z} :“ mint|θ| : z “ expp2πiθqu.
It is easy to check that this is well-defined and that the map pz, wq ÞÑ }zw´1} is a
translation-invariant metric on S1. Given a set of characters Γ on G, and a function
δ : ΓÑ Rą0, then we write
BohrpΓ, δq :“ tx P G : }γpxq} ă δpγq for all γ P Γu ,
and call such a set a (generalised1) Bohr set.
In fact we shall not so much be interested in Bohr sets as families of Bohr sets. A Bohr
system is a vector B “ pBηqηPp0,1s for which there is a set of characters Γ and a function
δ : ΓÑ Rą0 such that
Bη “ BohrpΓ, ηδq for each η P p0, 1s.
We say that B is generated by pΓ, δq and, of course, the same Bohr system may be
generated by different pairs.
This definition is motivated by that of Bourgain systems [GS08, Definition 4.1], although
it is in some sense ‘smoother’. (In this paper what we mean by this is captured by Lemma
3.4 which does not hold for Bourgain systems.)
We first record some trivial properties of Bohr systems; their proof is left to the reader.
Lemma 3.1 (Properties of Bohr systems). Suppose that B is a Bohr system. Then
(i) (Identity) 0G P Bη for all η P p0, 1s;
(ii) (Symmetry) Bη “ ´Bη for all η P p0, 1s;
(iii) (Nesting) Bη Ă Bη1 whenever 0 ă η ď η1 ď 1;
(iv) (Sub-additivity) Bη `Bη1 Ă Bη`η1 for all η, η1 P p0, 1s with η ` η1 ď 1.
[GS08, Definition 4.1] took the approach of axiomatising these properties along with
something called dimension. In that vein we define the doubling dimension of a Bohr
system B to be
dim˚B “ sup
!
log2 C
´
Bη;B 1
2
η
¯
: η P p0, 1s
)
.
It may be instructive to consider two examples.
Lemma 3.2 (Bohr systems of very low doubling dimension).
(i) Suppose that B is a Bohr system with dim˚B ă 1. Then there is a subgroup
H ď G such that Bη “ H for all η P p0, 1s.
(ii) Conversely, suppose that H ď G. Then the constant vector B with Bη “ H for all
η P p0, 1s is a Bohr system and dim˚B “ 0.
1We call these generalised Bohr sets because usually (e.g. [TV06, Definition 4.6]) Bohr sets are defined
using only the constant functions; we use this more general definition to ensure that the intersection of
two Bohr sets is a Bohr set, but quite apart from being a natural extension this is by no means the first
time this has been done (see e.g. [Bou08, (0.11)] and [Ruz09, Definition 5.1]).
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Proof. First, since dim˚B ă 1 we see that for each η P p0, 1s there is a set Xη with
|Xη| ă 21 “ 2 such that Bη Ă Xη `B 1
2
η. Since Bη is non-empty we see that 0 ă |Xη| ă 2
and so |Xη| “ 1. Write X1 “ tx1u. Then
B1 ´B1 Ă
´
x1 `B 1
2
¯
´
´
x1 `B 1
2
¯
“ B 1
2
´B 1
2
Ă B1,
and so for all x, y P B1 we have x ´ y P B1 and so there is some subgroup H ď G such
that B1 “ H . We show by induction that for each i P N0 the set B2´i contains a translate
of H , from which the result follows since 0G P B2´i .
Turning to the induction: the base case of i “ 0 holds trivially. Suppose that B2´i
contains a translate of H . Then there is some set X2´i “ tx2´iu such that B2´i Ă x2´i `
B2´pi`1q, whence B2´pi`1q contains a translate of H as required and the first result is proved.
In the other direction, simply let Γ :“ tγ : γpxq “ 1 for all x P Gu and let δ be the
constant function 1{|G|. Writing B for the Bohr system generated by Γ and δ we see that
H Ă Bη for all η P p0, 1s. On the other hand if x P B1 then |G|}γpxq} ă 1 and
cosp2π|G|}γpxq}q “ 1
2
pexpp2πi|G|}γpxq}q ` expp´2πi|G|}γpxq}qq
“ 1
2
´
γpxq|G| ` γpxq|G|
¯
“ 1.
It follows that 2π|G|}γpxq} P 2πZ and hence |G|}γpxq} P Z. We conclude that }γpxq} “ 0
and hence γpxq “ 1 for all x P G and γ P Γ. It follows that B1 “ H and hence B is a
constant vector by nesting. It remains to note that CpH ;Hq “ 1 and so dim˚B “ log2 1 “ 0
as claimed. 
We say that a Bohr system B has rank k if it can be generated by a pair pΓ, δq with
|Γ| “ k.
Lemma 3.3 (Rank 1 Bohr systems). Suppose that B is a rank 1 Bohr system. Then
dim˚B ď log2 3.
Proof. Let pΓ, δq generate B where Γ “ tγu and write δ “ δpγq. Suppose that η P p0, 1s.
We shall show that there is some x P G such that
(3.1) Bη Ă t´x, 0, xu `B 1
2
η.
If Bη “ B 1
2
η then we may take x “ 0G and be done; if not let x P BηzB 1
2
η be such that
}γpxq} is minimal. Let ψ P `´1
2
, 1
2
‰
be such that γpxq “ expp2πiψq; note that }γpxq} “ |ψ|.
Suppose that y P BηzB 1
2
η and let θ P
`´1
2
, 1
2
‰
be such that γpyq “ expp2πiθq; note that
}γpyq} “ |θ|. Since x R B 1
2
η, |ψ| is minimal, and y P Bη we have
1
2
ηδ ď }γpxq} “ |ψ| ď |θ| “ }γpyq} ă ηδ.
Thus if ψ and θ have the same sign then
|θ ´ ψ| “ ||θ| ´ |ψ|| “ |θ| ´ |ψ| ă ηδ ´ 1
2
ηδ “ 1
2
ηδ,
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and hence }γpy´xq} ă 1
2
ηδ (since γpy´xq “ expp2πipθ´ψqq), so y P x`B 1
2
η. Similarly if
ψ and θ have opposite signs then |θ`ψ| ă 1
2
ηδ and }γpy`xq} ă 1
2
ηδ, and so y P ´x`B 1
2
η.
The claimed inclusion (3.1) follows and the result is proved. 
We define the width of a Bohr system B to be
wpBq :“ inf  }δ}ℓ8pΓq : pΓ, δq generates B( .
Lemma 3.4. Suppose that B is a Bohr system and wpBq ă 1
4
. Then
dim˚B ď log2 C
´
B1;B 1
8
¯
ď 3 dim˚B
To prove this we shall use the following trivial observation.
Observation. Suppose that γ is a character, x P G, and n P N. Then
}γpnxq} “ n}γpxq} provided }γpxq} ă 1
2n
.
Proof. Let θ, ψ be such that }γpxq} “ |θ|, }γpnxq} “ |ψ|, γpxq “ expp2πiθq, and γpnxq “
expp2πiψq. Since γ is a homomorphism, γpnxq “ γpxqn “ expp2πiθnq, and so nθ ´ ψ P Z.
However, |nθ ´ ψ| ă n|θ| ` |ψ| ă 1 (since |θ| ă 1
2n
and |ψ| ď 1
2
) and so ψ “ nθ and the
result is proved. 
Proof of Lemma 3.4. The right hand inequality is easy from Lemma 2.1 part (iii) and the
definition of doubling dimension:
log2 C
´
B1;B 1
8
¯
ď log2 C
´
B1;B 1
2
¯
` log2 C
´
B 1
2
;B 1
4
¯
` log2 C
´
B 1
4
;B 1
8
¯
ď 3 dim˚B.
In the other direction, since wpBq ă 1
4
there is a pair pΓ, δq generating B such that
}δ}ℓ8pΓq ă 14 .
Suppose that η P p0, 1s and let X Ă Bη be B 1
2
η-separated i.e. if x, y P X have x´y P B 1
2
η
then x “ y. Let k P N be a natural number such that 1
2
ď ηk ď 1 (the reason for which
choice will become clear). Then by nesting of Bohr sets and Lemma 2.1 part (i) we have
C
´
Bηk;B 1
4
ηk
¯
ď C
´
B1;B 1
8
¯
and so there is a set Z such that Bηk Ă Z `B 1
4
ηk and |Z| ď C
´
B1;B 1
8
¯
.
Since ηk ď 1 and each x P X has x P Bη we conclude (by sub-additivity) that kx P Bηk,
and hence there is some zpxq P Z such that kx P zpxq ` B 1
4
ηk. Suppose that zpxq “ zpyq
for x, y P X . By sub-additivity and nesting we have
x´ y P B2η Ă B 2
k
and kpx´ yq P B 1
4
ηk ´B 1
4
ηk Ă B 1
2
ηk.
Suppose that γ P Γ. Then we have just seen that }γpx´ yq} ă 2
k
δpγq ă 1
2k
(since δpγq ă 1
4
)
and so by the Observation we see that
k}γpx´ yq} “ }γpkpx´ yqq} ă 1
2
ηkδpγq.
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Dividing by k and noting that γ was an arbitrary element of Γ it follows that x´y P B 1
2
η and
hence x “ y. We conclude that the function z is injective and hence |X| ď |Z| ď CpB1;B 1
8
q.
Finally, if X is maximal with the given property then for any y P Bη either y P X and
so y P X `B 1
2
η or else there is some x P X such that y P x`B 1
2
η. It follows that
Bη Ă X `B 1
2
η,
and the left hand inequality is proved given the upper bound on |X|. 
We can make new Bohr systems from old by taking intersections: given Bohr systems
B and B1 we define their intersection to be
B ^B1 :“ pBη XB1ηqηPp0,1s.
Writing BpGq for the set of Bohr systems on G we then have a lattice structure as captured
by the following trivial lemma.
Lemma 3.5 (Lattice structure). The pair pBpGq,^q is a meet-semilattice, meaning that
is satisfies
(i) (Closure) B ^B1 P BpGq for all B,B1 P BpGq;
(ii) (Associativity) pB ^B1q ^B2 “ B ^ pB1 ^B2q for all B,B1, B2 P BpGq;
(iii) (Commutativity) B ^B1 “ B1 ^B for all B,B1 P BpGq;
(iv) (Idempotence) B ^B “ B for all B P BpGq.
Proof. The only property with any content is the first, the truth of which is dependent
on the slightly more general definition of Bohr set we made. Suppose that B is generated
by pΓ, δq and B1 is generated by pΓ1, δ1q. Then consider the Bohr system B2 generated by
pΓY Γ1, δ ^ δ1q where
δ ^ δ1 : ΓY Γ1 Ñ Rą0; γ ÞÑ
$’&’%
δpγq if γ P ΓzΓ1
δ1pγq if γ P Γ1zΓ
mintδpγq, δ1pγqu if γ P ΓX Γ1
.
It is easy to check that B2 “ B ^B1 and hence B ^B1 P BpGq. The remaining properties
are inherited from the meet-semilattice pPpGq,Xqp0,1s. 
As usual this structure gives rise to a partial order on BpGq where we write B1 ď B if
B1 ^B “ B1.
Another way we can produce new Bohr systems is via dilation: given a Bohr system B
and a parameter λ P p0, 1s, we write λB for the λ-dilate of B, and define it to be the
vector
λB “ pBηλqηPp0,1s.
We then have the following trivial properties.
Lemma 3.6 (Basic properties of dilation).
BOUNDS IN THE IDEMPOTENT THEOREM 11
(i) (Order-preserving action) The map
p0, 1s ˆ BpGq Ñ BpGq; pλ,Bq ÞÑ λB
is a well-defined order-preserving action of the monoid pp0, 1s,ˆq on the set of
Bohr systems.
(ii) (Distribution over meet) We have
λpB ^B1q “ pλBq ^ pλB1q for all B,B1 P BpGq, λ P p0, 1s.
The doubling dimension interacts fairly well with intersection and dilation and it can be
shown that
dim˚ λB ď dim˚B and dim˚B ^B1 “ Opdim˚B ` dim˚B1q
for Bohr systems B,B1 and λ P p0, 1s. (The first of these is trivial; the second requires a
little more work.)
The big-O here is inconvenient in applications and to deal with this we define a variant
which is equivalent, but which behaves a little better under intersection. The dimension
of a Bohr system B is defined to be
dimB “ sup
!
log2 C
∆
´
Bη;B 1
2
η
¯
: η P p0, 1s
)
.
Lemma 3.7 (Basic properties of dimension).
(i) (Sub-additivity of dimension w.r.t. intersection) For all B,B1 P BpGq we have
dimB ^B1 ď dimB ` dimB1.
(ii) (Monotonicity of dimension w.r.t. dilation) For all B P BpGq and λ P p0, 1s we
have
dimλB ď dimB.
(iii) (Equivalence of dimension and doubling dimension) For all B P BpGq we have
dim˚B ď dimB ď 2 dim˚B.
Proof. First, from Lemma 2.4, part (ii) we have
C∆
´
pB ^B1qη; pB ^B1q 1
2
η
¯
“ C∆
´
Bη XB1η;B 1
2
η XB11
2
η
¯
ď C∆
´
Bη;B 1
2
η
¯
C∆
´
B1η;B
1
1
2
η
¯
for all η P p0, 1s. Taking logs the sub-additivity of dimension follows since suprema are
sub-linear.
Secondly, monotonicity follows immediately since
dimλB “ sup
!
log2 C
∆
´
pλBqη; pλBq 1
2
η
¯
: η P p0, 1s
)
“ sup
!
log2 C
∆
´
Bη;B 1
2
η
¯
: η P p0, λs
)
ď dimB.
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Finally, it follows from Lemma 2.4 part (iv) that dim˚B ď dimB. On the other hand
from the sub-additivity and symmetry of Bohr sets we have B 1
2
η Ą B 1
4
η ´ B 1
4
η, and so by
Lemma 2.4 parts (i) and (iii) we get
C∆
´
Bη;B 1
2
η
¯
ď C∆
´
Bη;B 1
4
η ´B 1
4
η
¯
ď C
´
Bη;B 1
4
η
¯
.
Hence by Lemma 2.1 part (iii) and the definition of doubling dimension we have
C
´
Bη;B 1
4
η
¯
ď C
´
Bη;B 1
2
η
¯
C
´
B 1
2
η;B 1
4
η
¯
ď 22dim˚B,
and so dimB ď 2 dim˚B as claimed. 
As well as the various notion of dimension, Bohr systems also have a notion of size
relative to some ‘reference’ set. Very roughly we think of the ‘size’ of a Bohr system B
relative to some reference set A as being C∆pA;B1q. This quantity is then governed by the
following lemma.
Lemma 3.8 (Size of Bohr systems). Suppose that B is a Bohr system and A Ă G. Then
the following hold.
(i) (Size of dilates) For all λ P p0, 1s we have
C∆pA; pλBq1q ď C∆ pA;B1q p4λ´1qdimB.
(ii) (Size and non-triviality) If C∆pA;B1q ă |A| then there is some x P B1 with x ‰ 0G.
Proof. By symmetry and sub-additivity of Bohr sets we see that pλBq1 Ą B 1
2
λ ´ B 1
2
λ and
so by Lemma 2.4 parts (i) and (iii) we have
C∆pA; pλBq1q ď C∆
´
A;B 1
2
λ ´B 1
2
λ
¯
ď C
´
A;B 1
2
λ
¯
.
Write r for the largest natural number such that 2rλ ď 1. By Lemma 2.1 part (iii) we see
that
C
´
A;B 1
2
λ
¯
ď C pA;B2rλq
rź
i“0
C pB2iλ;B2i´1λq
ď C pA;B1q C pB1;B2rλq
rź
i“0
C pB2iλ;B2i´1λq
ď C pA;B1q 2pr`2q dim˚B ď C∆ pA;B1q 2pr`2qdimB,
where the last inequality is by Lemma 2.4 part (iv) and the first inequality in Lemma 3.7
part (iii). The first part follows.
By Lemma 2.4 part (iv) we then see that CpA;B1q ď C∆pA;B1q ă |A|. If follows that
there is some set X with |X| ă |A| such that A Ă X `B1 whence |A| ď |X||B1| ă |A||B1|
which implies that |B1| ą 1 and hence contains a non-trivial element establishing the
second part. 
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4. Measures, convolution and approximate invariance
Given a probability measure µ and a set S with µpSq ą 0, we write µS for the probability
measure induced by
CpXq Ñ C; f ÞÑ 1
µpSq
ż
f1Sdµ.
Moreover, if S is a non-empty subset of G then we write mS for pmGqS. (Note that this
notation is consistent since mG “ pmGqG.)
Given f P CpGq and an element x P G we define
τxpfqpyq :“ fpy ´ xq for all y P G.
We write MpGq for the space of complex-valued measures on G and recall that each µ P
MpGq naturally defines a linear functional
CpGq Ñ C; f ÞÑ xf, µy :“
ż
fpxqdµpxq.
Moreover, these are all the linear functionals. (This is the Riesz Representation Theorem
[Rud90, E4], though of course it is rather simple in our setting of finite G.)
Given µ P MpGq we define τxpµq to be the measure induced by
CpGq Ñ C; f ÞÑ
ż
τ´xpfqdµ.
We also write µ˜ for the measure induced by
CpGq Ñ C; f ÞÑ
ż
fp´xqdµpxq,
and given a further measure ν P MpGq we define the convolution of µ and ν to be the
measure
µ ˚ ν :“
ż
τxpν˜qdµpxq.
This operation makes MpGq into a commutative Banach algebra with unit; for details see
[Rud90, §1.3.1].
This notation all extends in the expected way to functions so that if f P L1pmGq then f˜
is defined point-wise by rfpxq :“ fp´xq for all x P G,
and given a further g P L1pmGq we define the convolution of f and g to be f ˚ g which is
determined point-wise by
f ˚ gpxq “
ż
fpyqgpx´ yqdmGpyq for all x P G.
This can be written slightly differently using the inner product on L2pmGq. If g, f P L2pmGq
then
xf, gyL2pmGq “
ż
fpxqgpxqdmGpxq,
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and
f ˚ gpxq “ xf, τxpg˜qyL2pmGq for all x P G.
Finally, if f P L1pmGq and µ PMpGq then
µ ˚ fpxq “ f ˚ µpxq “
ż
fpyqdµpx´ yq.
Given a Bohr system B we say that a probability measure µ on G is B-approximately
invariant if for every η P p0, 1s there are probability measures µ`η and µ´η such that
p1´ ηqµ´η ď τxpµq ď p1` ηqµ`η for all x P Bη.
It may be worth remembering at that for two measures ν and κ we say ν ě κ if and only
if ν ´ κ is non-negative.
To motivate the name in this definition we have the following lemma.
Lemma 4.1. Suppose that B is a Bohr system and µ is B-approximately invariant. Then
for all η P p0, 1s we have
}µ´ τxpµq} ď η for all x P B 1
2
η.
Proof. Suppose that x P B 1
2
η. Thenˆ
1´ 1
2
η
˙
µ 1´
2
η
ď τxpµq ď
´
1` η
2
¯
µ 1`
2
η
and
ˆ
1´ 1
2
η
˙
µ 1´
2
η
ď µ ď
´
1` η
2
¯
µ 1`
2
η
.
It follows that
τxpµq ´ µ ď
ˆ
1` 1
2
η
˙
µ 1`
2
η
´
ˆ
1´ 1
2
η
˙
µ 1´
2
η
,
and
τxpµq ´ µ ě
ˆ
1´ 1
2
η
˙
µ 1´
2
η
´
ˆ
1` 1
2
η
˙
µ 1`
2
η
.
The Jordan decomposition theorem tells us that there are two measurable sets P and N
(which together form a partition of G) such that τxpµq ´ µ is a non-negative measure on
P and a non-positive measure on N . We conclude that
}τxpµq ´ µ} “ pτxpµq ´ µqpP q ´ pτxpµq ´ µqpNq
ď
ˆ
1` 1
2
η
˙
µ 1`
2
η
pP q ´
ˆ
1´ 1
2
η
˙
µ 1´
2
η
pP q
`
ˆ
1` 1
2
η
˙
µ 1`
2
η
pNq ´
ˆ
1´ 1
2
η
˙
µ 1´
2
η
pNq
“
ˆ
1` 1
2
η
˙
´
ˆ
1´ 1
2
η
˙
“ η,
since µ`η and µ
´
η are probability measures and N \ P “ G. The result is proved. 
This can be slightly generalised in the following convenient way.
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Lemma 4.2. Suppose that B is a Bohr system and µ is a B-approximately invariant
probability measure. Then
}τxpf ˚ µq ´ f ˚ µ}L8pGq ď η}f}L8pGq for all x P B 1
2
η.
Proof. Simply note that
|f ˚ µpy ´ xq ´ f ˚ µpyq| ď
ż
|fpzq|d|τxpµq ´ µ|pzq ď η}f}L8pGq
by the triangle inequality and Lemma 4.1. 
Approximately invariant probability measures are closed under convolution with proba-
bility measures.
Lemma 4.3. Suppose that B is a Bohr system, µ is a B-approximately invariant proba-
bility measure, and ν is a probability measure. Then µ ˚ ν is a B-approximately invariant
probability measure.
Proof. Since µ is B-approximately invariant there are probability measures pµ´η qηPp0,1s and
pµ`η qηPp0,1s such that
p1´ ηqµ´η ď τxpµq ď p1` ηqµ`η for all x P Bη.
Since ν is a probability measure we can integrate the above inequalities to get
p1´ ηqµ´η ˚ ν ď τxpµq ˚ ν ď p1` ηqµ`η ˚ ν for all x P Bη.
But then since τxpµq ˚ ν “ τxpµ ˚ νq we can put pµ ˚ νq´η :“ µ´η ˚ ν and pµ ˚ νq`η :“ µ`η ˚ ν
to get the required family of measures for µ ˚ ν. 
The last result of this section is essentially [Bou99, Lemma 3.0] and ensures a plentiful
supply of approximately invariant probability measures.
Proposition 4.4. Suppose that B is a Bohr system, and X is a non-empty set with
mGpX `B1q ď KmGpXq. Then there is a λB-approximately invariant probability measure
with support contained in X `B1 for some 1 ě λ ě 124 log 2K .
Proof. Let C :“ 24 and λ :“ 1{C log 2K. Note that K ě 1 and so λ ă 1{6. Suppose that
for all κ P “1
4
, 3
4
‰
there is some δκ P p0, λs such that
mGpX `Bκ`δκq
mGpX `Bκ´δκq
ą exp
ˆ
1
2
λ´1δκ
˙
.
Write Iκ :“ rκ ´ δκ, κ ` δκs, and note that
Ť
κ Iκ Ą
“
1
4
, 3
4
‰
. By the Vitalli covering lemma
we conclude that there is a sequence κ1 ă ¨ ¨ ¨ ă κm such that the intervals pIκiqmi“1 are
disjoint and
mÿ
i“1
2δκi “
mÿ
i“1
µpIδκi q ě
1
3
µ
ˆ„
1
4
,
3
4
˙
“ 1
6
.
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Since the intervals pIκiqmi“1 are disjoint, pκiqmi“1 is an increasing sequence, and δκ1 , δκm ď
λ ă 1
4
we see that
0 ă κ1 ´ δκ1 ă κ1 ` δκ1 ă ¨ ¨ ¨ ă κi ` δκi ă κi`1 ´ δκi`1 ă ¨ ¨ ¨ ă κm ` δκm ă 1,
and hence
expp1{24λq ď exp
˜
1
4
λ´1
mÿ
i“1
2δκi
¸
“
mź
i“1
exp
ˆ
1
2
λ´1δκi
˙
ă
mź
i“1
mGpX `Bκi`δκi q
mGpX `Bκi´δκi q
“ mGpX `Bκm`δκm q
mGpX `Bκ1´δκ1 q
¨
m´1ź
i“1
mGpX `Bκi`δκi q
mGpX `Bκi`1´δκi`1 q
ď mGpX `B1q
mGpXq ď K.
This is a contradiction and so there is some κ P “1
4
, 3
4
‰
such that
mGpX `Bκ`δκq
mGpX `Bκ´δκq
ď exp
ˆ
1
2
λ´1δ
˙
for all δ P p0, λs .
Let µ be the uniform probability measure on X `Bκ, and for each η P p0, 1s let µ´η be the
uniform probability measure on X `Bκ´λη and µ`η be the uniform probability measure on
X `Bκ`λη. If x P pλBqη then x P Bλη and so
τxpµq ď mGpX `Bκ`ληq
mGpX `Bκq µ
`
η ď exp
ˆ
1
2
λ´1λη
˙
µ`η ď p1` ηqµ`η ,
since 1` x ě exppx{2q whenever 0 ď x ď 1. Similarly
τxpµq ě mGpX `Bκ´ληq
mGpX `Bκq µ
´
η ě exp
ˆ
´1
2
λ´1λη
˙
µ´η ě p1´ ηqµ´η ,
since 1´ x ď expp´x{2q whenever 0 ď x ď 1. The result is proved. 
For applications it will often be useful to have the following corollary.
Corollary 4.5. Suppose that B is a Bohr system with dimB ď d for some parameter
d ě 1. Then there is some λ P pΩpd´1q, 1s and a λB-approximately invariant probability
measure µ supported on B1.
Proof. Put X :“ B 1
2
and B1 :“ 1
2
B. By Lemma 2.2 we know that
mGpX `B11q “ mGpB 1
2
`B 1
2
q ď C
´
B 1
2
;B 1
4
¯2
mGpB 1
4
`B 1
4
q.
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However, by sub-additivity of Bohr sets B 1
4
`B 1
4
Ă B 1
2
“ X . Thus given the definition of
doubling dimension and the first inequality in Lemma 3.7 part (iii) we see that
mGpX `B11q
mGpXq ď C
´
B 1
2
;B 1
4
¯2
ď 22 dim˚B ď 22d.
By Proposition 4.4 applied to X and B1 there is a λB1-approximately invariant probability
measure µ with support in X ` B11 “ B 1
2
` B 1
2
Ă B1. The result follows since λ ě
1{24 log 22d`1 and λB1 “ λ
2
B. 
5. Approximate annihilators
We shall understand the dual group of G through what we call ‘approximate annihila-
tors’, though this nomenclature is non-standard.
Given a set S Ă G and a parameter ρ ą 0 we define the ρ-approximate annihilator
of S to be the set
NpS, ρq :“ tγ P pG : |1´ γpxq| ă ρ for all x P Su.
Approximate annihilators enjoy many of the same properties as Bohr sets as we record
in the following trivial lemma (an analogue of Lemma 3.1).
Lemma 5.1 (Properties of approximate annihilators). Suppose that S is a set. Then
(i) (Identity) 0 pG P NpS, ρq for all ρ ą 0;
(ii) (Symmetry) NpS, ρq “ ´NpS, ρq for all ρ ą 0;
(iii) (Nesting) NpS, ρq Ă NpS, ρ1q whenever 0 ă ρ ď ρ1;
(iv) (Sub-additivity) NpS, ρq `NpS, ρ1q Ă NpS, ρ` ρ1q for all ρ, ρ1 ą 0.
Approximate annihilators and approximately invariant measures interact rather well as
is captured by the following version of [GK09, Lemma 3.6].
Lemma 5.2 (Majorising annihilators). Suppose that B is a Bohr system with µ a B-
approximately invariant probability measure, and κ, η P p0, 1s are parameters. Then
tγ P pG : |pµpγq| ą κu Ă NpB 1
2
κη, ηq.
Proof. Suppose that |pµpγq| ě κ and y P B 1
2
κη. Then ´y P B 1
2
κη by symmetry and so by
Lemma 4.1 we have
|1´ γpyq|κ ă
ˇˇˇˇż
γpxqdµpxq ´
ż
γpx` yqdµpxq
ˇˇˇˇ
ď }µ´ τ´ypµq} ď ηκ.
The result follows on dividing by κ. 
In the more general topological setting where G is not assumed finite, approximate
annihilators form a base for the topology of the dual group [Rud90, Theorem 1.2.6]. [Rud90,
Theorem 1.2.6] also captures the natural duality between our approximate annihilators and
sets of the form
(5.1) tx P G : |1´ γpxq| ă ρ for all γ P Γu for Γ Ă pG.
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A number of elements of this paper would be neater if our Bohr sets were replaced by (a
suitable generalisation of) sets of the form given in (5.1). The only benefit we know of
arising from our choice is that the proof of Lemma 3.4 is slightly easier for vectors of Bohr
sets.
For us the duality in [Rud90, Theorem 1.2.6] is captured in the following lemma.
Lemma 5.3 (Duality of Bohr sets and approximate annihilators).
(i) If X is a non-empty subset of G and ǫ P p0, 1s then
X Ă Bohr pNpX, ǫq, δq where δ :“ ǫ
2
?
2
¨ 1NpX,ǫq;
(ii) if Γ is a non-empty set of characters of G and δ : ΓÑ Rą0 then
Γ Ă N pBohr pΓ, δq , ǫq where ǫ “ 2π}δ}ℓ8pΓq.
Proof. First note that
1´ θ
2
2
ď cos θ ď 1´ 2θ
2
π2
whenever |θ| ď π.
On the other hand }z} ď 1
2
for all z P S1 anda
2´ 2 cos 2π}z} “ |z ´ 1|.
It follows that
2
?
2}γpxq} ď |γpxq ´ 1| ď 2π}γpxq} for all x P G, γ P pG.
The result is proved once we disentangle the meaning of the two claims. 
The following is [TV06, Proposition 4.39] extended to two sets. The proof is the same.
Lemma 5.4. Suppose that S, T are non-empty sets such that mGpS ` T q ď KmGpSq and
ǫ P p0, 1s is a parameter. Then
tγ P pG : |z1S`T pγq| ą p1´ ǫqmGpS ` T qu Ă NpT ´ T, 2?2ǫKq.
Proof. For each γ P pG let ωγ P S1 be such that ωγz1S`T pγq “ |z1S`T pγq|. For all t, t1 P T we
then have
|γptq ´ γpt1q|2mGpSq ď
ż
S
|γpt` sq ´ γpt1 ` sq|2dmGpsq
ď 2
ˆż
S
|γpt` sq ´ ωγ|2dmGpsq
`
ż
S
|γpt1 ` sq ´ ωγ|2dmGpsq
˙
ď 4
ż
S`T
|γpxq ´ ωγ |2dmGpxq “ 8pmGpS ` T q ´ |z1S`T pγq|q.
It follows that if |z1S`T pγq| ą p1´ ǫqmGpS ` T q then
|γpt ´ t1q ´ 1| “ |γptq ´ γpt1q| ă 2
?
2ǫK,
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and the result is proved. 
6. Fourier analysis
In this section we turn our attention to the Fourier transform itself. First we have the
Fourier inversion formula [Rud90, Theorem 1.5.1]: if f P ApGq then
fpxq “
ÿ
γP pG
pfpγqγpxq for all x P G.
Since G is finite this is a purely algebraic statement which can be easily checked. It can
be used to prove Parseval’s theorem [Rud90, Theorem 1.6.2] that if f, g P L2pmGq then
(6.1) xf, gyL2pmGq “ x pf, pgyℓ2p pGq “ ÿ
γP pG
pfpγqpgpγq.
One of the key uses of Bohr sets is as approximate invariant sets for functions.
Lemma 6.1. Suppose that Γ is a set of k characters. Then there is a Bohr system B with
C∆pG;B1q ď 1 and dimB “ Opkq, such that for every f P ApGq with supp pf Ă Γ we have
}τxpfq ´ f}L8pGq ď ǫ}f}ApGq whenever x P B 1
pi
ǫ.
Proof. For each γ P Γ let Bpγq be the Bohr system with frequency set tγu and width
function the constant function 1
2
and put B :“ ŹγPΓBpγq. (Equivalently, let B be the
Bohr system with frequency set Γ and width function the constant function 1
2
.)
Since }z} ď 1
2
for all z P S1 we see that B1 “ G. It follows from Lemma 2.4 part (iii)
that C∆pG;B1q “ C∆pG;G ´ Gq ď CpG;Gq. On the other hand G Ă t0Gu ` G and so
CpG;Gq ď 1 as claimed.
By Lemma 3.3 (and the second inequality in Lemma 3.7 part (iii)) we have dimBpγq “
Op1q and by Lemma 3.7 part (i) we conclude that dimB “ Opkq.
Now, suppose that f is of the given form, meaning supp pf Ă Γ and f P ApGq. Then by
Fourier inversion we have
|τxpfqpyq ´ fpyq| “
ˇˇˇˇ
ˇÿ
γPΓ
pfpγqpγpx` yq ´ γpyqqˇˇˇˇˇ ď }f}ApGq supt|γpxq ´ 1| : γ P Γu.
On the other hand the second part of Lemma 5.3 tells us that this supremum is at most
2π 1
2
ǫ and the result is proved. 
The next result is a variant of [C LS11, Lemma 3.2] proved using their beautiful method.
Lemma 6.2. Suppose that A Ă G, B is a Bohr system, µ is B-approximately invariant,
g P ApGq, and p P r2,8q and ǫ P p0, 1s are parameters. Then there is a Bohr system
B1 ď B with
C∆pA;B11q ď p2ǫ´1qOppǫ
´2qC∆pA;B1q and dimB1 ď dimB `Oppǫ´2q
such that
}τxpgq ´ g}Lppµq ď ǫ}g}ApGq for all x P B11.
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Proof. We may certainly suppose that g ı 0 so that }g}ApGq ą 0 (or else simply take
B1 :“ B and we are trivially done). Consider independent identically distributed random
variables X1, . . . , Xl taking values in L8pGq with
P
ˆ
Xi “ pgpγq|pgpγq|γ
˙
“ 1}g}ApGq |pgpγq| for all γ P pG such that |pgpγq| ‰ 0.
Note that this is well-defined since 0 ă }g}ApGq ă 8. Moreover, by the Fourier inversion
formula, we have
EXipxq “
ÿ
γP pG
γpxq pgpγq|pgpγq| ¨ |pgpγq|}g}ApGq “ gpxq}g}ApGq for all x P G.
Regarding the variables Xipxq´gpxq}g}´1ApGq as elements of LppPlq and noting, further, that››››Xipxq ´ gpxq}g}ApGq
››››
L8pPlq
ď }Xipxq}L8pPlq `
›››› gpxq}g}ApGq
››››
L8pPlq
“ 1` |gpxq|}g}ApGq ď 2,
we can apply the Marcinkiewicz-Zygmund inequality (see e.g. [C LS11, Lemma 3.1]) to get
E
ˇˇˇˇ
ˇ lÿ
i“1
Xipxq ´ gpxql}g}ApGq
ˇˇˇˇ
ˇ
p
“ O pplqp{2 .
We integrate the above against µ`1 (recall this is one of the family of measures provided
by the hypothesis that µ is B-approximately invariant) and rearrange so that
E
›››››}g}ApGq1l
lÿ
i“1
Xi ´ g
›››››
p
Lppµ`1 q
“ O `pl´1}g}2ApGq˘p{2 .
Now, take l “ Opǫ´2pq such that the right hand side rescaled is at most
´
ǫ}g}ApGq
4
?
2
¯p
. It
follows that there are characters γ1, . . . , γl such that
}f ´ g}Lppµ`1 q ď
ǫ}g}ApGq
4
?
2
where f :“ }g}ApGq ¨ 1
l
lÿ
i“1
pgpγiq
|pgpγiq|γi.
Since }f}ApGq ď }g}ApGq (by the triangle inequality) we may apply Lemma 6.1 to the set of
character tγ1, . . . , γlu to get a Bohr system B2 with C∆pG;B21q ď 1 and dimB2 “ Oplq “
Opǫ´2pq such that
}τxpfq ´ f}L8pGq ď
ǫ}g}ApGq
2
for all x P B11
2pi
ǫ
.
If x P B1 then by the approximate invariance of µ we have τxpµq ď 2µ`1 and µ ď 2µ`1 , and
so by the triangle inequality we have
}τxpgq ´ g}Lppµq ď }τxpgq ´ τxpfq}Lppµq ` }τxpfq ´ f}Lppµq ` }f ´ g}Lppµq
“ }g ´ f}Lppτ´xpµqq ` }τxpfq ´ f}Lppµq ` }f ´ g}Lppµq
ď 2 ¨ 2 1p }g ´ f}Lppµ`1 q ` }τxpfq ´ f}L8pGq.
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We conclude that
}τxpgq ´ g}Lppµq ď 2 ¨ 21{p ¨
ǫ}g}ApGq
4
?
2
` ǫ}g}ApGq
2
ď ǫ}g}ApGq whenever x P B1 XB21
2pi
ǫ
.
Put B1 :“ B ^ pp 1
2π
ǫqB2q and note by Lemma 3.7 parts (i) and (ii), and the earlier bound
on dimB2 that
dimB1 ď dimB ` dim
ˆˆ
1
2π
ǫ
˙
B2
˙
ď dimB ` dimB2 “ dimB `Oppǫ´2q;
and by Lemma 2.4 part (ii) and Lemma 3.8 part (i) and the bounds on B2 we have
C∆pA;B11q “ C∆
ˆ
AXG;B1 X
ˆˆ
1
2π
ǫ
˙
B2
˙
1
˙
ď C∆ pA;B1q C∆
ˆ
G;
ˆˆ
1
2π
ǫ
˙
B2
˙
1
˙
ď C∆ pA;B1q p8πǫ´1qdimB2C∆ pG;B21q ď C∆ pA;B1q p2ǫ´1qOppǫ
´2q.
The result is proved. 
7. Quantitative continuity
It is well known that if G is a locally compact Abelian group and f P ApGq then f is
uniformly continuous. If G is finite then this statement has no content – every function
on G is uniformly continuous – but in the paper [GK09], Konyagin and Green proved a
statement which can be thought of as a quantitative version of this fact which still has
content for finite Abelian groups. The main purpose of this section is to prove the following
result of this type using essentially their method.
Proposition 7.1. Suppose that A Ă G, B is a Bohr system of dimension at most d (for
some d ě 1), f P ApGq, and δ, κ P p0, 1s and p ě 2 are parameters. Then there is a Bohr
system B1 ď B with
C∆pA;B11q ď exppOpδ´1d log 2κ´1d` pδ´3 log3 2pκ´1δ´1qqC∆pA;B1q
and
dimB1 ď d`Oppδ´2 log2 2δ´1q,
and a B1-approximately invariant probability measure µ and a probability measure ν sup-
ported on B1κ such that
sup
xPG
}f ´ f ˚ µ}Lppτxpνqq ď δ}f}ApGq.
We shall prove Proposition 7.1 iteratively using the following lemma (which is, itself,
proved iteratively).
Lemma 7.2. Suppose that A Ă G, B is a Bohr system of dimension at most d (for some
d ě 1), ν is a B-approximately invariant probability measure, µ is a probability measure
supported on a set X, f P ApGq and δ, η P p0, 1s and p ě 2 are parameters. Then at least
one of the following is true:
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(i) we have
sup
xPG
}f ´ f ˚ µ}Lppτxpνqq ď δ}f}ApGq;
(ii) there is some 1 ě ρ “ Ω pδq and a Bohr system B1 ď B with
C∆pA;B11q ď exppOppρ2δ´2 log3 2pδ´1 ` d log dqqC∆pA;B1q
and
dimB1 ď dimB `Oppρ2δ´2 log2 2δ´1q,
such that ÿ
γPN
´
B1
2´7δη
,η
¯
zNpX,2´5δq
| pfpγq| ě ρ}f}ApGq.
Proof. Since the hypotheses and conclusions are invariant under translation by x it suffices
to prove that if
(7.1) }f ´ f ˚ µ}Lppνq ą δ}f}ApGq,
then we are in the second case of the lemma.
Let κ :“ rlog2 8δ´1s´1 for reasons which will become clear later; at this stage it suffices
to note that κ P p0, 1{2s. Define δi :“ p1 ´ κqiδ for integers i with 0 ď i ď κ´1 and put
g0 :“ f ´ f ˚ µ. Suppose that we have defined a function gi such that
}gi}Lppνq ą δi}f}ApGq, }gi}ApGq ď 21´i}f}ApGq and gi “ g0 ˚ µi
for some probability measure µi. By taking µ0 to be the delta probability measure assigning
mass 1 to 0G, we see from (7.1) that gi satisfies these hypotheses for i “ 0.
By Lemma 6.2 applied to the function gi, the Bohr system B and measure ν with
parameters p and ǫi :“ κ}gi}Lppνq}gi}´1ApGq, there is a Bohr system Bpiq with
(7.2) C∆pA;Bpiq1 q ď exppOppǫ´2i log 2ǫ´1i qqC∆pA;B1q
and
(7.3) dimBpiq ď dimB `Oppǫ´2i q
such that
}τxpgiq ´ gi}Lppνq ď κ}gi}Lppνq for all x P Bpiq1 .
By Corollary 4.5 applied to Bpiq there is some 1 ě λi “ Ωpp1 ` dimBpiqq´1q and a λiBpiq-
approximately invariant probability measure νpiq supported on Bpiq1 . Integrating (and ap-
plying the integral triangle inequality) we conclude that
}gi ´ gi ˚ νpiq}Lppνq ď κ}gi}Lppνq,
and so by the triangle inequality and hypothesis on gi we have
}gi ˚ νpiq}Lppνq ě }gi}Lppνq ´ κ}gi}Lppνq ą δi`1}f}ApGq.
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Put gi`1 :“ gi ˚ νpiq and µi`1 “ µi ˚ νpiq. If }gi`1}ApGq ď 21´pi`1q}f}ApGq then repeat;
otherwise terminate the iteration. Since x ÞÑ p1´ xqx´1 is monotonically decreasing for all
x P p0, 1s we see that if i ď κ´1 then
1
4
δ}f}ApGq ď p1´ κqκ´1δ}f}ApGq ď p1´ κqiδ}f}ApGq(7.4)
ď δi}f}ApGq ă }gi}Lppνq ď }gi}ApGq
Given our choice of κ we see that 21´κ
´1}f}ApGq ď 14δ}f}ApGq and so it follows from (7.4) that
there is some minimal i ď κ´1 such that }gi}ApGq ą 21´i}f}ApGq. In particular 2´i ě 2´4δ.
By choice of i, construction of µi, and definition of g0 we have
21´i}f}ApGq ď }gi}ApGq “ }g0 ˚ µi´1 ˚ νpi´1q}ApGq
“
ÿ
γP pG
| pfpγq||1´ pµpγq||zνpi´1qpγq||yµi´1pγq|
ď
ÿ
γP pG
| pfpγq||1´ pµpγq||zνpi´1qpγq|.
Hence ÿ
|{νpi´1qpγq|ą2´6δ
|1´γpxq|ě2´5δ for some xPX
| pfpγq||1´ pµpγq||zνpi´1qpγq|
`
ÿ
|1´γpxq|ă2´5δ for all xPX
| pfpγq||1´ pµpγq||zνpi´1qpγq|
`
ÿ
|{νpi´1qpγq|ď2´6δ
| pfpγq||1´ pµpγq||zνpi´1qpγq|
ě
ÿ
γP pG
| pfpγq||1´ pµpγq||zνpi´1qpγq|.
If γ P pG is such that |1 ´ γpxq| ă 2´5δ for all x P X , then by the triangle inequality
|1 ´ pµpγq| ď 2´5δ, and hence the second sum on the left is at most 2´5δ}f}ApGq. Since
|1´pµpγq| ď 2 by the triangle inequality, the third sum on the left is at most 2}f}ApGq ¨2´6δ,
and so by the triangle inequality we haveÿ
|{νpi´1qpγq|ą2´6δ
|1´γpxq|ě2´5δ for some xPX
| pfpγq||1´ pµpγq||zνpi´1qpγq| ě 21´i}f}ApGq ´ 2´4δ}f}ApGq
ě 21´i}f}ApGq ´ 2´i}f}ApGq “ 2´i}f}ApGq.
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Put B1 :“ λiBpiq and apply Lemma 5.2 to νpi´1q and B1 with parameters 2´6δ and η to see
that
tγ : |zνpi´1qpγq| ą 2´6δ and |1´ γpxq| ě 2´5δ for some x P Xu
Ă NpB12´7δη, ηqzNpX, 2´5δq.
Writing ρ :“ 2´i´1 “ Ωpδq and recalling that |1 ´ pµpγq||zνpi´1qpγq| ď 2 by the triangle
inequality we have ÿ
γPN
´
B1
2´7δη
,η
¯
zNpX,2´5δq
| pfpγq| ě ρ}f}ApGq.
It remains to note that ǫi ą κδi2i´1 “ Ωpκδρ´1q and so by Lemma 3.7 part (ii), and (7.3)
we see that dimB1 satisfies the claimed bound. Finally, by Lemma 3.8 part (i), (7.2), (7.3),
and the lower bound on λi we have
C∆pA;B11q “ C∆pA;Bpiqλi q
ď p4λ´1i qdimB
piq
C∆pA;Bpiq1 q
ď p4λ´1i qdimB
piq
exppOppǫ´2i log 2ǫ´1qqC∆pA;B1q
ď dOpdq exppOppρ2δ´2 log 2pδ´1qqC∆pA;B1q,
from which the lemma follows. 
Proof of Proposition 7.1. We proceed iteratively constructing Bohr systems pBpiqqJi“0 and
reals pρiqJi“1, and pdiqJi“0, such that
(i) Bpi`1q ď Bpiq;
(ii) 1 ě ρi “ Ωpδq and ÿ
NpBpi`1q
1
,2´5δqzNpBpiq
1
,2´5δq
| pfpγq| ě ρi}f}ApGq;
(iii)
C∆pA;Bpi`1q1 q ď exppOppρ2i δ´2 log3 2pδ´1 ` di log κ´1diqqC∆pA;Bpiq1 q;
(iv)
di`1 ď di `Oppρ2i δ´2 log2 2δ´1q.
We initialise with Bp0q :“ B and d0 :“ d. Suppose that we are at stage i of the iteration.
Apply Corollary 4.5 to Bpiq to get some λi “ Ωpp1`dimBpiqq´1q and a λiBpiq-approximately
invariant probability measure µi supported on B
piq
1 . Apply Corollary 4.5 to κλiB
piq to get
some
λ1i “ Ωpp1 ` dimκλiBpiqq´1q “ Ωpd´1i q
and a λ1iκλiB
piq-approximately invariant probability measure νi supported on κλiBpiq.
By Lemma 3.7 part (ii) we see that
dimλ1iκλiB
piq ď dimBpiq ď di.
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Apply Lemma 7.2 to A, λ1iκλiB
piq, di, νi, µi, B
piq
1 and f with parameters δ and 2
´5δ (and
p).
CASE 1: If we are in the first case of the lemma then we terminate the iteration and put
B1 :“ λiBpiq, µ :“ µi and ν :“ νi, so that
sup
xPG
}f ´ f ˚ µ}Lppτxpνqq ď δ}f}ApGq.
By Lemma 3.8 part (i) we see that
C∆pA;B11q “ C∆pA;Bpiqλi q(7.5)
ď p4λ´1i qdimB
piq
C∆pA;Bpiq1 q ď exppOpdi log 2diqqC∆pA;Bpiq1 q;
and by Lemma 3.7 part (ii) we have
(7.6) dimB1 “ dimλiBpiq ď dimBpiq ď di.
Once we have estimated di and C
∆pA;Bpiq1 q we shall be done.
CASE 2: If we are not in the first case of the lemma then there is some ρi “ Ωpδq and a
Bohr system Bpi,1q ď λ1iκλiBpiq such that
(7.7) dimBpi,1q ď dimλ1iκλiBpiq `Oppρ2i δ´2 log2 δ´1q;
and
C∆pA;Bpi,1q1 q ď exppOppρ2i δ´2 log3 2pδ´1 ` di log diqqC∆pA; pλ1iκλiBpiqq1q.
However,
C∆pA; pλ1iκλiBpiqq1q “ C∆pA;Bpiqλ1iκλiq ď p4λ
´1
i pλ1iq´1κ´1qdimB
piq
C∆pA;Bpiq1 q,
by Lemma 3.8 part (i). Thus
C∆pA;Bpi,1q1 q ď exppOppρ2i δ´2 log3 2pδ´1 ` di log κ´1diqqC∆pA;Bpiq1 q.
Additionally we have ÿ
NpBpi,1q
2´12δ2
,2´5δqzNpBpiq1 ,2´5δq
| pfpγq| ě ρi.
Put Bpi`1q :“ p2´12δ2qBpi,1q and we get (ii). Moreover,
Bpi`1q “ p2´12δ2qBpi,1q ď Bpi,1q ď λ1iκλiBpiq ď Bpiq
by the order preserving nature of dilation and the fact that 2´12δ ď 1 and λ1iκλi ď 1; it
follows that we have (i). Now, Lemma 3.7 part (ii) and (7.7) gives
dimBpi`1q “ dimp2´12δ2qBpi,1q ď dimBpi,1q ď dimλ1iκλiBpiq `Oppρ2i δ´2 log2 δ´1q
ď dimBpiq `Oppρ2i δ´2 log2 δ´1q
ď di `Oppρ2i δ´2 log2 δ´1q,
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from which we get (iv). Finally, Lemma 3.8 part (i) tells us that
C∆pA;Bpi`1q1 q “ C∆pA;Bpi,1q2´12δ2q
ď p214δ´2qdimBpi,1qC∆pA;Bpi,1q1 q
ď exppOppρ2i δ´2 log3 2pδ´1 ` di log κ´1diqqC∆pA;Bpiq1 q,
from which we get (iii).
In the light of (i) we see that B
pi`1q
1 Ă Bpiq1 and hence
NpBpi`1q1 , 2´5δq Ą NpBpiq1 , 2´5δq.
It follows that after i steps we have
}f}ApGq ě
ÿ
NpBpiq
1
,2´5δq
| pfpγq| ěÿ
jďi
ρj}f}ApGq.
It follows that ÿ
jďi
ρj ď 1.
Since ρj “ Ωpδq we conclude that we must be in CASE 2 at some step J “ Opδ´1q of the
iteration. In light of (iv) we see that
di ď d`Oppδ´2 log2 2δ´1q for all i ď J.
It follows that
C∆pA;BpJq1 q ď
˜ź
jăJ
exppOppρ2jδ´2 log3 2pδ´1 ` dJ log κ´1dJqq
¸
C∆pA;B1q
ď exppOpJd log 2κ´1d` Jpδ´2 log3 2pκ´1δ´1qqC∆pA;B1q.
The result is proved on inserting these bounds into (7.5) and (7.6). 
8. A Freiman-type theorem
The purpose of this section is to prove the following proposition, which is a routine if
slightly fiddly variation on existing material in the literature.
Proposition 8.1. Suppose that A is non-empty and mGpA` Aq ď KmGpAq. Then there
is a Bohr system B with
C∆pA;B1q “ exppOplog3 2Kplogp2 log 2Kqq4qq
and
dimB “ Oplog3 2Kplogp2 log 2Kqq4q,
such that
(8.1) }1A ˚ β}L8pGq “ expp´Oplog 2Kplogp2 log 2Kqqqq
for any probability measure β supported on B1.
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The proposition itself is closely related to Freiman’s theorem and we refer the reader to
[TV06, Chapter 5] for a discussion of Freiman’s theorem. For our purposes there are two
key differences:
(i) Freiman’s theorem is usually only stated with the first two conclusions. It is
possible to infer the fact that
}1A ˚ β}L8pGq “ expp´Oplog3 2Kplogp2 log 2Kqq4qq
for any probability measure β supported on B1 from the bound on C
∆pA;B1q,
and the fact that one can do better and get (8.1) in this sort of situation is an
unpublished observation of Green and Tao.
(ii) Freiman’s theorem also produces a coset progression rather than a Bohr system. A
set M is a d-dimensional coset progression if there are arithmetic progressions
P1, . . . , Pd and a subgroup H such thatM “ P1`¨ ¨ ¨`Pd`H . This definition was
made by Green and Ruzsa in [GR07] when they gave the first proof of Freiman’s
theorem for Abelian groups. The conclusion of Freiman’s theorem then is that
there is a coset progression M with
C∆pA;Mq “ OKp1q and dimM “ OKp1q,
and the challenge is to identify good estimates for the OKp1q-terms.
For us it is the quantitative aspects of Proposition 8.1 that are important. The quantitative
aspects of Freiman’s theorem are surveyed in [San13], and primarily arise from the quan-
titative strength of the Croot-Sisask Lemma (in particular the m-dependence in [CS10,
Proposition 3.3]), but also some combinatorial arguments of Konyagin [Kon11] discussed
just before [San13, Corollary 8.4]. Conjecturally all the big-O terms should be Oplog 2Kq,
though the proof below does not come close to that. It could probably be tightened up to
same on the power of logp2 log 2Kq in the first two estimates above, at least reducing the
4 to a 3 but quite possible further.
We shall prove Proposition 8.1 as a combination of the next three results which we shall
show in §8.5, §8.10, and §8.11 respectively. We say that a set X has relative polynomial
growth of order d if
mGpnXq ď ndmGpXq for all n ě 1.
The first result can be read out of the proof of [San13, Proposition 2.5] and essentially
captures the power of the Croot-Sisask Lemma for our purposes.
Lemma 8.2. Suppose that A is non-empty with mGpA ` Aq ď KmGpAq. Then there
is a symmetric neighbourhood of the identity X of relative polynomial growth of order
Oplog3 2Kplogp2 log 2Kqq3q and
mGpXq ě expp´Oplog3 2Kplogp2 log 2Kqq3qqmGpAq,
and some naturals m “ Ωplog 2Kplogp2 log 2Kqqq and r “ Oplogp2 log 2Kqq such that
mX Ă rpA´ Aq.
The second result is one we have already touched on and captured a key insight of Green
and Ruzsa in [GR07] that allows passage from relative polynomial growth to structure.
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Lemma 8.3. Suppose that X is a symmetric non-empty set with relative polynomial growth
of order d ě 1. Then there is a Bohr system B with
dimB “ Opdq and mGpB1q “ dOpdqmGpXq.
such that X ´X Ă B1.
Finally the last lemma is a development of a result of Bogoliou`boff [Bog39] revived for
this setting by Ruzsa [Ruz94], and then refined by Chang [Cha02].
Lemma 8.4. Suppose that A is a non-empty set, B is a Bohr system and µ is a B-
approximately invariant probability measure, S Ă B1 has µpSq ą 0, and L, non-empty, is
such that }1L ˚ µS}2L2pmGq ě ǫmGpLq. Then there is a Bohr system B1 ď B with
C∆pA;B11q ď p2ǫ´1qOpǫ
´2 log 2µpSq´1qC∆pA;B1q
and
dimB1 “ dimB `Opǫ´2 log 2µpSq´1q
such that B11 Ă L´ L` S ´ S.
With these results in hand we can turn to proving the main result of the section.
Proof of Proposition 8.1. We apply Lemma 8.2 to A to get a non-empty symmetric set X
of relative polynomial growth of order Oplog 2K logp2 log 2Kqq3 with
(8.2) mGpXq ě expp´Oplog 2K logp2 log 2Kqq3qmGpAq,
and natural numbers m “ Ωplog 2K logp2 log 2Kqq and r “ Oplogp2 log 2Kqq such that
mX Ă rpA´ Aq. By Lemma 8.3 there is a Bohr system B1 with X ´X Ă B11 such that
dimB1 “ Oplog 2K logp2 log 2Kqq3 and mGpB11q ď exppOplog3 2Kplogp2 log 2Kqq4qqmGpXq.
By nesting of Bohr we have that
C∆pX ´X ;B11q ď C∆ pB11;B11q ď C∆
´
B11;B
1
1
2
¯
ď 2dimB1 “ exppOplog 2K logp2 log 2Kqq3q.
By Corollary 4.5 there is a probability measure µ and a Bohr system B2 “ λB1 for some
λ “ Ωpp1`dimB1q´1q such that µ is supported on B11 and µ is B2-approximately invariant.
By Lemma 3.8 part (i) (with reference set X ´X) we have
C∆pX ´X ;B21q ď p4λ´1qdimB
2
C∆pX ´X ;B11q ď exppOplog3 2Kplogp2 log 2Kqq4qq.
By the second inequality in Lemma 3.7 part (iii) and the definition of dimension there is
a set T with
|T | ď 22 dim˚B1 “ exppOplog 2K logp2 log 2Kqq3q and B11 Ă T `B11
2
.
It follows from nesting of Bohr sets that
B11 `B11 Ă T ` T `B11
2
`B11
2
Ă T ` T `B11.
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Now, since supp µ Ă B11 we see that 1B11`B11 ˚ µpxq “ 1 for all x P B11 and so (since 0G P X
we have
mGpXq ď x1X , 1B1
1
`B1
1
˚ µyL2pmGq
ď
ÿ
tPT´T
x1X ˚ µ, 1t`B1
1
yL2pmGq ď |T ´ T | sup
xPG
µpx`XqmGpB11q.
Inserting the upper bound for mGpB11q and the upper bound for |T |, it follows that there
is some x such that
µpx`Xq ě expp´Oplog3 2Kplogp2 log 2Kqq4qq.
Now, put S :“ x`X and note from Plu¨nnecke’s inequality that
m´1ź
l“0
mGpA´ A ` lS ` Sq
mGpA´ A ` lSq “
m´1ź
i“0
mGpA ´ A` lX `Xq
mGpA´ A` lXq
“ mGpA´ A `mXq
mGpA ´ Aq ď K
2pr`1q.
Given the lower bound on m and upper bound on r it follows that there is some 0 ď l ď
m´ 1 such that
mGpA´ A` lS ` Sq ď K
2pr`1q
m mGpA´ A` lSq “ OpmGpA´ A ` lSqq.
Putting L :“ A´ A` lS it follows by the Cauchy-Schwarz inequality that
}1L ˚ µS}2L2pmGq ě
mGpLq2
mGpL` Sq “ ΩpmGpLqq.
By Lemma 8.4 (with reference set X´X) we then see that there is a Bohr system B ď B2
with
C∆pX ´X ;B1q ď exppOplog3 2Kplogp2 log 2Kqq4qqC∆pX ´X ;B21q
ď exppOplog3 2Kplogp2 log 2Kqq4qq(8.3)
and
dimB “ dimB2 `Oplog3 2Kplogp2 log 2Kqq4q “ Oplog3 2Kplogp2 log 2Kqq4q,
such that
B1 Ă S ` L´ L´ S Ă 2pA´ Aq ` pl ` 1qpS ´ Sq
“ 2pA´ Aq ` 2pl ` 1qX Ă p2r ` 1qpA´ Aq.
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Since 0G P X we see thatX Ă rpA´Aq and hence by Lemma 2.5 and Plu¨nnecke’s inequality
(and (8.2) and (8.3)) we have
C∆pA;B1q ď mGpA`Xq
mGpXq C
∆pX ´X ;B1q
ď K
r`1mGpAq
expp´Oplog 2K logp2 log 2Kqq3qmGpAq exppOplog
3 2Kplogp2 log 2Kqq4qq
“ exppOplog3 2Kplogp2 log 2Kqq4qq.
Finally, if β is supported on B1 then
mGpAq ď x1A ˚ β, 1A`4rpA´AqyL2pmGq ď }1A ˚ β}L8pGqmGpA` 4rpA´ Aqq
from which the final bound follows by Plu¨nnecke’s inequality. 
8.5. Croot-Sisask Lemma arguments. The aim of this section is to prove the following
lemma.
Lemma (Lemma 8.2). Suppose that A is non-empty with mGpA ` Aq ď KmGpAq. Then
there is a symmetric neighbourhood of the identity X of relative polynomial growth of order
Oplog3 2Kplogp2 log 2Kqq3q and
mGpXq ě expp´Oplog3 2Kplogp2 log 2Kqq3qqmGpAq,
and some naturals m “ Ωplog 2Kplogp2 log 2Kqqq and r “ Oplogp2 log 2Kqq such that
mX Ă rpA´ Aq.
The material follows the proof of [San13, Proposition 8.5] very closely, though we shall
need some minor modifications. We start by recording two results used to prove that
proposition.
Corollary 8.6 ([San13, Corollary 5.3]). Suppose that X Ă G is a symmetric neighbourhood
and mGpp3k ` 1qXq ă 2kmGpXq for some k P N. Then X has relative polynomial growth
of order Opkq.
This is just a variant of Chang’s covering lemma from [Cha02] (see also [TV06, Lemma
5.31]).
Lemma 8.7 (Croot-Sisask, [San13, Lemma 7.1]). Suppose that f P LppmGq for some
p P r2,8q, S, T Ă G are non-empty such that mGpS ` T q ď LmGpSq, and η P p0, 1s is a
parameter. Then there is a symmetric neighbourhood of the identity X with
mGpXq ě p2Lq´Opη´2pqmGpT q
such that
}τxpf ˚mSq ´ f ˚mS}LppmGq ď η}f}LppmGq for all x P X.
This captures the content of the Croot-Sisask Lemma [CS10, Proposition 3.3] for our
purposes.
We shall also need a slight variant of [San13, Proposition 8.3].
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Proposition 8.8. Suppose that A, S and T are non-empty with mGpA ` Sq ď KmGpAq
and mGpS ` T q ď LmGpSq, and m P N is a parameter. Then there is a symmetric
neighbourhood of the identity, X, with
mGpXq ě expp´Opmp2 log 2Kq log 2LqqmGpT q and mX Ă S ` A´ A´ S.
Proof. Let f :“ 1A`S and apply the Croot-Sisask lemma (Lemma 8.7) with a parameters
η and p (to be optimised later) to get a symmetric neighbourhood of the identity, X , with
mGpXq ě p2Lq´Opη´2pqmGpT q such that
}τxp1A`S ˚m´Sq ´ 1A`S ˚m´S}LppmGq ď η}1A`S}LppmGq for all x P X.
It follows by the triangle inequality that
}τxp1A`S ˚m´Sq ´ 1A`S ˚m´S}LppmGq ď ηm}1A`S}LppmGq for all x P mX.
Taking an inner product with mA we see that for all x P X we have
|xτxp1A`S ˚m´Sq, mAy ´ x1A`S ˚m´S, mAy| ď ηm}1A`S}LppmGq}mA}Lp1pmGq
where p1 is the conjugate exponent to p. Now
x1A`S ˚m´S, mAy “ x1A`S, mA ˚mSy “ 1.
Thus
|mA ˚ 1´pA`Sq ˚mSpxq ´ 1| ď ηmK1{p for all x P X.
We take p “ 2 ` logK, and then η “ Ωpm´1q such that the term on the right is at most
1{2 to get the desired conclusion. 
The above proposition is almost all we need for our main argument and it can be used in
the proof of Lemma 8.2 below to give a result with only slightly weaker bounds. However,
we shall want a slight strengthening proved using the aforementioned idea of Konyagin
[Kon11].
Proposition 8.9. Suppose that A is non-empty with mGpA`Aq ď KmGpAq and r, s P N
are parameters with r ě 3. Then there is an integer m “ Ωpsr log1´Opr´1q 2Kq and a
symmetric neighbourhood T such that
mT Ă rpA´ Aq and mGpT q ě expp´Ops2r3 log3 2KqqmGpAq.
Proof. Define sequences
ri :“ 3ˆ 2i ´ 2 and Ki :“ mGpripA´ Aqq
mGpAq ;
by Plu¨nnecke’s inequality we have Ki ď K2ri .
We proceed inductively to define sequences of non-empty sets pSiqiě0 and pTiqiě0 with
Li :“ mGpSi ` Tiq
mGpSiq and mi :“ s
R
log 2Ki`1?
log 2Li
V
.
We shall establish the following properties inductively for all i ě 0.
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(i) Si and Ti are symmetric neighbourhoods of the identity such that
pA ´ Aq Ă Si Ă ripA ´Aq;
(ii) and
Li ď expp4 log2´i 2Kq;
(iii) and
miTi`1 Ă Si ` A´ A´ Si;
(iv) and
mGpTi`1q ě exp
˜
´O
˜
s2
˜
iÿ
j“0
r3j`1
¸
log3 2K
¸¸
mGpT0q.
We initialise with S0 :“ A ´ A and T0 :“ A ´ A so that S0 and T0 are symmetric neigh-
bourhoods of the identity (since A is non-empty) and
pA´ Aq “ S0 “ A ´ A “ 1pA´ Aq “ r0pA ´ Aq,
whence (i) holds. Moreover, by Plu¨nnecke’s inequality we have
L0 “ mGpS0 ` T0q
mGpS0q “
mGppA´ Aq ` pA´ Aqq
mGpA ´ Aq ď K
4 ď expp4 log 2Kq,
so that (ii) holds.
Suppose that we are at stage i of the iteration. Apply Proposition 8.8 to the sets A, Si,
and Ti with parameter mi. This produces a symmetric neighbourhood of the identity Ti`1
such that
(8.4) mGpTi`1q ě expp´Opmpi2 log 2Kqi log 2LiqqmGpTiq and miTi`1 Ă Si ` A´ A´ Si.
First note that given the definition of mi, ri and ri`1 we have
mGpTi`1q ě expp´Ops2 log2 2Ki`1 log 2KiqqmGpTiq
“ expp´Ops2r3i`1 log3 2KqqmGpTiq,
and so we get (iv). The second part of (8.4) ensures (iii). Moreover, we have
miTi`1 ` pA´ Aq Ă Si ` A ´ A´ Si ` A´ A
Ă ripA´ Aq ` pA ´ Aq ´ ripA´ Aq ` pA ´ Aq
“ p2ri ` 2qpA´ Aq “ ri`1pA ´ Aq.
By the pigeon-hole principle there is some non-negative integer li ď mi{s´ 1 such that
(8.5)
mGpsTi`1 ` sliTi`1 ` pA´ Aqq
mGpsliTi`1 ` pA´ Aqq ď
mGpri`1pA´ Aqq
mGpA´ Aq
s
mi
.
Set Si`1 :“ sliTi`1 ` pA ´ Aq which is a symmetric neighbourhood of the identity since
both Ti`1 and A´ A are. Since 0G P Ti`1 and li ď mi{s´ 1 we have
A ´ A Ă Si`1 Ă miTi`1 ` pA´ Aq Ă ri`1pA ´ Aq
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which gives (i). Moreover, from (8.5) we have
Li`1 “ mGpTi`1 ` Si`1q
mGpSi`1q ď
mGpri`1pA ´ Aqq
mGpA ´ Aq
s
mi
ď K
s
mi
i`1
ď p2Ki`1q
s
mi
ď expp
a
log 2Liq
ď expp
b
4 log2
´i
2Kq ď expp4 log 2´pi`1q2Kq,
so that (ii) holds.
Let i ě 1 be maximal such that 2ri´1 ` 1 ď r (possible since r ě 3 “ 2r0 ` 1, so that
iÿ
j“0
r3i “ Opr3q and 2´i “ Opr´1q,
and put T :“ Ti. The result follows since
mi´1T Ă Si´1 ` A´ A´ Si´1 Ă p2ri´1 ` 1qpA´ Aq Ă rpA´ Aq,
and mGpT0q ě mGpAq. 
Proof of Lemma 8.2. Let 3 ď r “ Oplog 2 log 2Kq be such that logOpr´1q 2K “ Op1q and
apply Proposition 8.9 to the set A with the parameter s to be optimised shortly. We get
a natural m “ Ωprs log 2Kq and a symmetric neighbourhood of the identity X such that
mX Ă rpA´ Aq and mGpXq ě expp´Ops2r3 log3 2KqqmGpAq.
Let k :“ m3. By Plu¨nnecke’s inequality we have
mGpp3k ` 1qXq ď mGp3pm2 ` 1qmXq
ď mGp3pm2 ` 1qrpA´ Aqq
ď K3m2r exppOps2r3 log3 2KqqmGpXq ď exppOpk{sqqmGpXq.
For s “ Op1q sufficiently large the right hand side is strictly less than 2k (since X is non-
empty) and hence we can apply Corollary 8.6 to see that X has relative polynomial growth
of order Opplogp2 log 2Kqq3 log3 2Kq. The result is proved. 
8.10. From relative polynomial growth to Bohr sets of bounded dimension. The
next proposition is routine with the core of the argument coming from [GR07].
Lemma (Lemma 8.3). Suppose that X is a symmetric non-empty set with relative poly-
nomial growth of order d ě 1. Then there is a Bohr system B with
dimB “ Opdq and mGpB1q “ dOpdqmGpXq,
such that X ´X Ă B1.
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Proof. Let m “ Opd log 2dq be a natural number such that m dm´1 ď 3
2
. Since X has
relative polynomial growth of order d we see by the pigeonhole principle that there is some
2 ď l ď m such that
mGplXq
mGppl ´ 1qXq ď
ˆ
mGpmXq
mGpXq
˙ 1
m´1
ď m dm´1 ď 3
2
.
Let ǫ :“ 1{218d2 (the reason for which choice will become clear later) and write
Γ :“ tγ P pG : |x1lXpγq| ą p1´ ǫqmGppl ` 1qXqu
so that by Lemma 5.4 (applicable since l ě 2) we have that
Γ Ă NpX ´X, 2
?
3ǫq.
Let δ : ΓÑ Rą0 be the constant function taking the value 2´4 and B1 be the Bohr system
with frequency set Γ and width function δ. By the first part of Lemma 5.3 we see that
X ´X Ă Bohr
ˆ
NpX ´X, 2
?
3ǫq, 1NpX´X,2?3ǫq
ǫ
2
?
2
˙
Ă Bohr
˜
Γ,
c
3ǫ
2
¸
Ă B11{25d.(8.6)
We now show that this Bohr system is not too large. Let k P N be a natural number to
be optimised shortly. Begin by noting that
(8.7)
ż ´
1
pkq
lX
¯2
dmG ě 1
mGpkplXqq
ˆż
1
pkq
lX dmG
˙2
ě mGplXq
2k´1
pklqd ,
where 1
pkq
lX denotes the k-fold convolution of 1lX with itself, and the inequalities are Cauchy-
Schwarz and then the relative polynomial growth hypothesis. On the other hand, by
Parseval’s theoremÿ
γRΓ
|x1lXpγq|2k ď pp1´ ǫqmGplXqq2k´2 ÿ
γP pG
|x1lXpγq|2
ď expp´Ωpkd´2qqmGplXq2k´1 ď mGplXq
2k´1
2pklqd
for some natural k “ Opd3 log dq. In particular, from (8.7) we have thatÿ
γRΓ
|x1lXpγq|2k ď 1
2
ż ´
1
pkq
lX
¯2
dmG.
It then follows from Parseval’s theorem and the triangle inequality thatÿ
γPΓ
|x1lXpγq|2k “ ÿ
γP pG
|x1lXpγq|2k ´ÿ
γRΓ
|x1lXpγq|2k
ě
ż ´
1
pkq
lX
¯2
dmG ´ 1
2
ż ´
1
pkq
lX
¯2
dmG “ 1
2
ż ´
1
pkq
lX
¯2
dmG.
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Write β for the uniform probability measure induced on B11. By the second part of Lemma
5.3 and the nesting of approximate annihilators we see that
Γ Ă N `B11, 2π}δ}ℓ8pΓq˘ Ă N ˆB11, 2π24
˙
Ă N
ˆ
B11,
1
2
˙
.
Thus by the triangle inequality, if γ P Γ then
|1´ pβpγq| “ ˇˇˇˇż p1´ γpxqqdβpxqˇˇˇˇ ď ż |1´ γpxq|dβpxq ď 1
2
,
and hence |pβpγq| ě 1
2
. We conclude thatÿ
γP pG
|x1lXpγq|2k|pβpγq|2 ě 1
4
ÿ
γPΓ
|x1lXpγq|2k ě mGplXq2k´1
8pklqd .
But, by Parseval’s theorem and Ho¨lder’s inequality we have thatÿ
γP pG
|x1lXpγq|2k|pβpγq|2 “ ż ´1pkqlX ˚ β¯2 dmG
“
ż
1
pkq
lX ˚ 1pkq´lXdβ ˚ β˜
“ mGpB11q´1
ż
1
pkq
lX ˚ 1pkq´lX1B11 ˚ β˜dmG
ď mGpB11q´1}1pkqlX ˚ 1pkq´lX}L1pmGq
›››1B1
1
˚ β˜
›››
L8pGq
“ mGplXq
2k
mGpB11q
,
and so
(8.8) mGpB11q ď 8pklqdmGplXq ď exppOpd log 2dqqmGpXq.
Now, note by sub-additivity and symmetry of Bohr sets and Ruzsa’s Covering Lemma
(Lemma 2.3) that for i ě 1 we have
C
`
B12´i ;B
1
2´pi`3q
˘ ď C `B12´i ;B12´pi`4q ´B12´pi`4q˘ ď mG
`
B1
2´i
`B1
2´pi`4q
˘
mG
`
B1
2´pi`4q
˘
ď mG
`
B1
2´pi´1q
˘
mG
`
B1
2´pi`4q
˘ .
Let J :“
Y
log2 d
5
]
so that
Jź
j“0
C
`
B1
2´p5j`1q
;B1
2´p5j`4q
˘ ď Jź
j“0
mG
`
B1
2´5j
˘
mG
`
B1
2´5pj`1q
˘
ď mGpB
1
1q
mGpB12´5pJ`1qq
ď mGpB
1
1q
mGpB11{25dq
ď mGpB
1
1q
mGpX ´Xq ,
where the last inequality is from (8.6).
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By averaging there is some 0 ď j ď J such that
C
`
B1
2´p5j`1q
;B1
2´p5j`4q
˘ ď ˆ mGpB11q
mGpX ´Xq
˙ 1
J
“ exppOpdqq,
where the last inequality is from (8.8).
Set B :“ 2´p5j`1qB1 and apply Lemma 3.4 (possible since wpBq ď 2´5 ă 1
4
) to see
that dim˚B “ Opdq. It follows by the second inequality in Lemma 3.7 part (iii) that
dimB “ Opdq. Moreover, nesting of Bohr sets tells us that X ´X Ă B1 and
mGpB1q ď mGpB11q ď exppOpd log 2dqq.
The result is proved. 
8.11. Bogoliou`boff-Chang. In the paper [Bog39] Bogoliou`boff showed how to find Bohr
sets inside four-fold sumsets. The importance of this was emphasised by Ruzsa in [Ruz94]
and refined by Chang in [Cha02]. We shall need the following result in our work.
Lemma (Lemma 8.4). Suppose that A is a non-empty set, B is a Bohr system and µ is a
B-approximately invariant probability measure, S Ă B1 has µpSq ą 0, and L, non-empty,
is such that }1L ˚ µS}2L2pmGq ě ǫmGpLq. Then there is a Bohr system B1 ď B with
C∆pA;B11q ď p2ǫ´1qOpǫ
´2 log 2µpSq´1qC∆pA;B1q
and
dimB1 “ dimB `Opǫ´2 log 2µpSq´1q
such that B11 Ă L´ L` S ´ S.
Proof. Since µ is B-approximately invariant and rµ is a probability measure, Lemma 4.3
tells us that µ ˚ rµ is B-approximately invariant. By Parseval’s theorem we have
}1L ˚ 1´L}ApGq “
ÿ
γP pG
|x1Lpγq|2 “ ż 12LdmG “ mGpLq.
Apply Lemma 6.2 to B, µ ˚ rµ, and 1L ˚ 1´L with parameters p ě 2 and η P p0, 1s to be
optimised later. This gives us a Bohr system B1 with
C∆pA;B11q ď p2η´1qOppη
´2qC∆pA;B1q and dimB1 ď dimB `Oppη´2q
such that
}τxp1L ˚ 1´Lq ´ 1L ˚ 1´L}Lppµ˚rµq ď ηmGpLq for all x P B11.
Since µ is non-negative we have
0 ď µS ˚ĂµS ď µpSq´2µ ˚ rµ,
and so there is a function f with 0 ď f ď µpSq´2 point-wise such thatż
gdµS ˚ĂµS “ ż gfdµ ˚ rµ for all g P L1pµS ˚ĂµSq.
(f is the Radon-Nikodym derivative of µS ˚ĂµS with respect to µ ˚ rµ.)
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Write p1 for the conjugate index of p (so 1
p
` 1
p1
“ 1) we have
}f}Lp1pµ˚rµq ď
ˆż
µpSq´2pp1´1qfdµ ˚ rµ˙1{p1 “ µpSq´2{p.
If we take p “ 2` 2 logµpSq´1 then we see from Ho¨lder’s inequality that for all x P B11 we
have
|x1L ˚ 1´L, µS ˚ĂµSy ´ xτxp1L ˚ 1´Lq, µS ˚ĂµSy|
“ ˇˇx1L ˚ 1´L, fyL2pµ˚rµq ´ xτxp1L ˚ 1´Lq, fyL2pµ˚rµq ˇˇ
“ ˇˇx1L ˚ 1´L ´ τxp1L ˚ 1´Lq, fyL2pµ˚rµq ˇˇ
ď }1L ˚ 1´L ´ τxp1L ˚ 1´Lq}Lppµ˚rµq }f}Lp1pµ˚rµq ď eηmGpLq.
By hypothesis
x1L ˚ 1´L, µS ˚ĂµSy “ }1L ˚ µS}2L2pmGq ě ǫmGpLq;
it follows that for η “ 1
2e
ǫ we have
xτxp1L ˚ 1´Lq, µS ˚ĂµSy ě ǫ
2
mGpLq for all x P B11.
However, the left hand side is 0 is x` L´ LX S ´ S “ H i.e. if x R L´ L` S ´ S. The
result is proved. 
9. Arithmetic connectivity
The basic approach of our main argument (captured in Lemma 10.2) is iterative and to
make this work we need to consider not just integer-valued functions, but almost integer-
valued functions. For ǫ P p0, 1{2q we say that f : G Ñ C is ǫ-almost integer-valued if
there is a function fZ : GÑ Z such that
}f ´ fZ}L8pGq ď ǫ.
Since ǫ ă 1{2 this actually means that fZ is uniquely defined.
When a function f has small algebra norm and is close to integer-valued, it turns out
that fZ has a lot of additive structure. This is captured by a concept called arithmetic
connectivity identified by Green in [GS08, Definition 6.4]. We shall need a slight refinement
of this: for m, l P N we say that a set A is pm, lq-arithmetically connected if for every
x P Am there is some σ P Zm with }σ}ℓm
1
ď l and |σi| “ 1 for at least two is such that
σ ¨ x :“
ÿ
i
σixi P A.
The definition is perhaps a little odd. To help we present some simple examples we leave
as exercises.
(i) A is pm, 1q-arithmetically connected for some m if and only if A “ H.
(ii) If every element of A has order 2 then A is pm,m ` kq-arithmetically connected
for some k ě 0 if and only if it is pm,mq-arithmetically connected.
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(iii) If A is a subgroup then x ` y P A and x ´ y P A for all x, y P A and so A is
p2, 2q-arithmetically connected. Conversely, if A is p2, 2q-arithmetically connected
then either x ` y P A or x ´ y P A for all x, y P A. Nothing about the definition
of arithmetic connectivity requires G to be finite and in, for example, Z there are
sets such as N that are p2, 2q-arithmetically connected but are not ‘close’ to any
subgroup.
(iv) If A is a union of k cosets (of possibly different subgroups) then by the pigeonhole
principle for any vector x P A2k`1 there are indices i ă j ă k such that xi, xj, xk
are all in the same coset. It follows that xi ` xj ´ xk is in that same coset and
hence in A. We conclude that A is p2k ` 1, 3q-arithmetically connected.
Arithmetic connectivity is related to additive structure by the following easy adaptation
of [GS08, Proposition 6.5].
Lemma 9.1. Suppose that A is pm, lq-arithmetically connected. Then
}1A ˚ 1A}2L2pmGq “ m´OplqmGpAq3.
Proof. First we count the number of σ P Zm such that }σ}ℓm
1
ď l. The number of ways
of writing a total of r as a sum of m non-negative integers is
`
r`m
m
˘
. For each such σ we
can choose the signs of the various integers in at most 2l ways (since at most l of them are
non-zero) and so the total number of σ P Zm with }σ}ℓm
1
ď l is at most
lÿ
r“0
ˆ
r `m
m
˙
2l “ mOplq.
It follows that there is such a σ P Zm such that for at least m´Oplq vectors x P Am we have
σ ¨ x P A. Rewriting this we have
mGpAqmm´Oplq ď
ż
1A
˜
mÿ
i“1
σixi
¸
mź
i“1
1ApxiqdmGpxiq
“
ÿ
γ
x1Apγq mź
i“1
x1Ap´σi ¨ γq.
Since |σi| “ 1 for at least two i P rms, |x1Apγq| “ |x1Ap´γq|, and |x1Ap´σi ¨ γq| ď mGpAq by
the Hausdorff-Young inequality we conclude that
mGpAqm´2
ÿ
γ
|x1Apγq|3 ě mGpAqmm´Oplq.
The result now follows from Cauchy-Schwarz and Parseval’s theorem which gives
ÿ
γ
|x1Apγq|3 ď
˜ÿ
γ
|x1Apγq|4
¸1{2˜ÿ
γ
|x1Apγq|2
¸1{2
“
˜ÿ
γ
|x1Apγq|4
¸1{2
mGpAq1{2.

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On the other hand additive connectivity is related to small algebra norm via the following
result.
Proposition 9.2. There is an absolute constant CMe´l ą 0 such that the following holds.
Suppose that g P ApGq is ǫ-almost integer-valued for some ǫ P p0, 1{2q and has }g}ApGq ďM
for some M ě 1. Then provided ǫ ď expp´CMe´lMq, the set supp gZ is pOpM3q, OpMqq-
arithmetically connected.
The proof of this owes a lot to [Me´l82, Lemme 1] of Me´la, and we are grateful to
Ben Green for directing us to that paper. Indeed, as noted in [GS08, §9] an example in
Me´la’s paper shows that one cannot hope to weaken the requirement that ǫ ď expp´CMqq
to anything with C below a certain absolute threshold. One can also make use of the
auxiliary measures [Me´l82, Lemme 4] constructed in Me´la’s paper to show that supp gZ
is pOpM2 log 2Mq, OpM log 2Mqq-arithmetically connected but for us this extra logarithm
in the second parameter is worse than the benefit of a power saving in the first when we
apply Lemma 9.1.
We write Tnpxq for the Chebychev polynomial of degree n. Recall (from, for example,
[ZKR03, §6.10.6]) that we have a formula for Tn:
Tnpxq “ n
2
tn{2uÿ
r“0
p´1qr
n´ r
ˆ
n ´ r
r
˙
p2xqn´2r “ cospn arccosxq;
the last form tells us immediately that }Tn}L8pr´1,1sq ď 1.
We shall be particularly interested in the Chebyshev polynomials of odd degree. Indeed,
note from the above formula that if n “ 2l ` 1 for some non-negative integer l, then only
the coefficients of odd powers of x are non-zero and
T2l`1pxq “
lÿ
j“0
cpj, lqx2j`1,
where
cpj, lq “ 22jp´1ql´j 2l ` 1
2j ` 1
ˆ
l ` j
l ´ j
˙
“ 22jp´1ql´j 2l ` 1
2j ` 1
ˆ
l ` j
2j
˙
.
In view of this we have
(9.1) |cp0, lq| “ 2l ` 1 and |cpj, lq| “ Opl{jq2j`1.
Added to this information we shall need the following lemma.
Lemma 9.3. Suppose that m P N, and l P N0 are parameters, g : G Ñ C has support A
and x P Gm is such that if σ P Zm has }σ}ℓm
1
ď 2l ` 1 and σ ¨ x P A then |σi| “ 1 for at
most one value of i. Then for every ω P ℓm8 with }ω}ℓm8 ď 1 and 0 ď r ď l we haveˇˇˇˇ
ˇˇÿ
γ
˜
Re
mÿ
i“1
ωiγpxiq
¸2r`1 pgpγq
ˇˇˇˇ
ˇˇ “ exppOpr ` 1qqpr ` 1qrmr`1}g}L8pGq.
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Proof. We write C for the conjugation operator and note that by Fourier inversion we have
ÿ
γ
˜
Re
mÿ
i“1
ωiγpxiq
¸2r`1
Cppgpγqq
“
ÿ
γ
˜
mÿ
i“1
1
2
pωiγpxiq ` Cpωiqγp´xiqq
¸2r`1
Cppgpγqq
“ 1
22r`1
ÿ
π:r2r`1sÑrms
ι:r2r`1sÑt0,1u
ÿ
γ
Cppgqpγqγ˜2r`1ÿ
i“1
p´1qιixπi
¸
2r`1ź
i“1
Cιipωπiq
“ 1
22r`1
ÿ
π:r2r`1sÑrms
ι:r2r`1sÑt0,1u
Cpgq
˜
´
2r`1ÿ
i“1
p´1qιixπi
¸
2r`1ź
i“1
Cιipωπiq.
Applying the triangle inequality we see that
(9.2)
ˇˇˇˇ
ˇˇÿ
γ
˜
Re
mÿ
i“1
ωiγpxiq
¸2r`1 pgpγq
ˇˇˇˇ
ˇˇ ď 122r`1 ÿ
π:r2r`1sÑrms
ι:r2r`1sÑt0,1u
}g}L8pGq1A
˜
´
ÿ
i
p´1qιixπi
¸
.
Given π : r2r ` 1s Ñ rms and ι : r2r ` 1s Ñ t0, 1u we define σpπ, ιq P Zm by
σjpπ, ιq :“ ´
ÿ
i:πi“j
p´1qιi.
By the triangle inequality we have
}σpπ, ιq}ℓm
1
“
mÿ
j“1
|σj | ď
mÿ
j“1
ÿ
i:πi“j
1 “ 2r ` 1 ď 2l ` 1.
Moreover,
σpπ, ιq ¨ x “
mÿ
j“1
σjpπ, ιqxj “ ´
mÿ
j“1
xj
ÿ
i:πi“j
p´1qιi “ ´
2r`1ÿ
i“1
p´1qιixπi ,
and so 1Apσpπ, ιq ¨xq “ 0 unless |σjpπ, ιq| “ 1 for at most one j P rms. It remains to bound
from above the number of functions π : r2r ` 1s Ñ rms and ι : r2r ` 1s Ñ t0, 1u such that
|σjpπ, ιq| “ 1 for at most one j P rms. Since |σjpπ, ιq| “ 1 for at most one j it follows that
the image of π has size at most r ` 1, and hence the number of pairs pπ, ιq is at mosstˆ
m
r ` 1
˙
¨ pr ` 1q2r`1 ¨ 22r`1 “ exppOpr ` 1qqpr ` 1qrmr`1.
Inserting this into (9.2) gives the result. 
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Proof of Proposition 9.2. Let A :“ supp gZ, and take l and m to be parameters to be
chosen later. Suppose that A is not pm, 2l ` 1q-arithmetically connected, so that there is
some x P Am such that for all σ P Zm with }σ}ℓm
1
ď 2l ` 1 and |σi| “ 1 for at least two
i P rms, we have gZpσ ¨ xq “ 0.
Our first task is to define ω P ℓm8. With ω appropriately defined we shall put
h :“ |G|
m
mÿ
j“1
1
2
`
ωj1txju ` ωj1t´xju
˘
,
so that
}h}L1pmGq ď 1 and phpγq “ 1m Re
mÿ
j“1
ωjγpxjq.
The function gZ is real and since xj P A we see that |gZpxjq| ě 1 for all j P rms. It
follows that
(i) either at least 1{3 of the indices j P rms have gZp´xjq “ 0, in which case we set
ωj “ sgn gZpxjq for all these indices and ωj “ 0 for all others, and get
mÿ
j“1
1
2
pωjgZpxjq ` ωjgZp´xjqq ě m
6
;
(ii) or at least 1{3 of the indices j P rms have sgn gZpxjq “ sgn gZp´xjq, in which case
we set ωj “ sgn gZpxjq for all these indices and ωj “ 0 for all others and get
mÿ
j“1
1
2
pωjgZpxjq ` ωjgZp´xjqq ě m
3
;
(iii) or at least 1{3 of the indices j P rms have sgn gZpxjq “ ´ sgn gZp´xjq, in which
case we set ωj “ i for all these indices and ωj “ 0 for all others and getˇˇˇˇ
ˇ mÿ
j“1
1
2
pωjgZpxjq ` ωjgZp´xjqq
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ mÿ
j“1
1
2
pgZpxjq ´ gZp´xjqq
ˇˇˇˇ
ˇ ě m3 .
By construction }ω}ℓm8 ď 1 andˇˇˇˇAph, pgZE
ℓ2p pGq
ˇˇˇˇ
“
ˇˇˇˇ
ˇ mÿ
j“1
1
2
pωjgZpxjq ` ωjgZp´xjqq
ˇˇˇˇ
ˇ ě 16 .
By Lemma 9.3 for every 1 ď r ď l we haveˇˇˇ
xph2r`1, pgZyℓ2p pGq ˇˇˇ “
ˇˇˇˇ
ˇˇÿ
γ
˜
Re
mÿ
i“1
ωiγpxiq
¸2r`1 pgZpγq
ˇˇˇˇ
ˇˇ
“ exppOpr ` 1qqpr ` 1qrmr`1}gZ}L8pGq
“ Oprqrmr`1p}g}L8pGq ` ǫq “ Oprqrmr`1M.
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On the other hand, by Young’s inequality }hp2r`1q}L1pmGq ď 1 and so by Plancherel’s
theorem we see thatˇˇˇ
xph2r`1, pgZyℓ2p pGq ´ xph2r`1, pgyℓ2p pGq ˇˇˇ “ ˇˇˇxphp2r`1qq^, pgZyℓ2p pGq ´ xphp2r`1qq^,pgyℓ2p pGq ˇˇˇ
“
ˇˇˇ
xphp2r`1qq^, pgZ ´ gq^yℓ2p pGq
ˇˇˇ
“ ˇˇxhp2r`1q, gZ ´ gyL2pmGqˇˇ ď }g ´ gZ}L8pGq ď ǫ
for all 0 ď r ď l.
Finally, ´1 ď phpγq ď 1, and so |T2l`1pphq| ď 1 and hence by (9.1) we get
M ě
ˇˇˇ
xT2l`1pphq, pgyℓ2p pGq ˇˇˇ
ě
ˇˇˇˇ
ˇ lÿ
r“0
cpr, lqxph2r`1,pgy
ℓ2p pGq
ˇˇˇˇ
ˇ
ě |cp0, lq||xph, pgyℓ2p pGq| ´ lÿ
r“1
|cpr, lq||xph2r`1, pgyℓ2p pGq|
ě |cp0, lq||xph, pgZyℓ2p pGq| ´ ǫ lÿ
r“0
|cpr, lq| ´
lÿ
r“0
|cpr, lq||xph2r`1, pgZyℓ2p pGq|
ě p2l ` 1q1
6
´ ǫ
lÿ
r“1
O
ˆ
l
r
˙2r`1
´M
lÿ
r“1
O
ˆ
l
r
˙2r`1
Oprqrm´r
ě l
3
´ ǫ exppOplqq ´M l
3
m
exppOpl2{mqq.
It follows that if ǫ ď exppC1lq for some sufficiently large C1 ą 0, m “ C2l3 for some
sufficiently large C2 ą 0 and l “ C3M for some sufficiently large C3 ą 0 then we arrive at
a contradiction, and we find that A is pm, 2l ` 1q-arithmetically connected. 
10. The main argument
We shall prove the following of which Theorem 1.1 is a special case arising from taking
δ :“ 1 and ǫ :“ expp´C 1
Me´l
Mq.
Theorem 10.1. There is an absolute constant C 1
Me´l
ą 0 such that ifM ě 1 and ǫ, δ P p0, 1s
are such that ǫ ď δ expp´C 1
Me´l
Mq, and f : GÑ Z is ǫ-almost integer-valued with }f}ApGq ď
M , then there is some non-negative integer l ďMp1 ` δq, subgroups H1, . . . , Hl ď G, and
functions z1 : G{H1 Ñ Z, . . . , zl : G{Hl Ñ Z such that
fZ “
lÿ
i“1
ÿ
WPG{Hi
zipW q1W
and
}zi}ℓ1pG{Hiq ď exppOpM4 log8 2M `M3 log δ´1plogp2 log 2δ´1qqqq for 1 ď i ď l.
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To do this we combine all our previous work into our key iterative lemma.
Lemma 10.2. Suppose that f P ApGq is ǫ-almost integer-valued, }f}ApGq ď M for some
M ě 1, supp fZ is non-empty and η P
`
0, 1
4
‰
a parameter. Then provided we have
ǫ ď mintexpp´CMe´lMq, 1{8u there is a function g that is pǫ ` ηq-almost integer-valued,
a subgroup H ď G, and a function z : G{H Ñ Z with
}z}ℓ1pG{Hq ď exppOpM4 log8 2M `M3 log η´1plogp2 log 2η´1qqqq,
such that
gZ “
ÿ
WPG{H
zpW q1W and }f ´ g}ApGq ď }f}ApGq ´ 1` pǫ` ηq.
Proof. Apply Proposition 9.2 to f to get that the set A :“ supp fZ is pOpM3q, OpMqq-
arithmetically connected (provided ǫ is sufficiently small). By Lemma 9.1 we see that
}1A ˚ 1A}2L2pmGq “ expp´OpM log 2MqqmGpAq3.
It follows from the Balog-Szemere´di-Gowers Theorem that there is a set A1 Ă A such that
mGpA1q “ expp´OpM log 2MqqmGpAq and mGpA1 ` A1q ď exppOpM log 2MqqmGpA1q.
By Proposition 8.1 there is a Bohr system B with
dimB “ OpM3 log7 2Mq and C∆pA1;B1q “ exppOpM3 log7 2Mqq
and a constant ψ “ expp´OpM log2 2Mqq such that
(10.1) }1A1 ˚ β}L8pGq ě ψ for all probability measures β with supp β Ă B1.
Apply Proposition 7.1 to the set A1, the Bohr system B, d :“ 1` dimB, and the function
f with parameters
δ :“ 1{24M and κ :“ 1{25M,
and
p :“ maxt100CMe´lM, 1` log2 ψ´1, 3` log3M ` log3 η´1u
“ OpmaxtM log2 2M, log η´1uq
to get a Bohr system B1 ď B with
C∆pA1;B11q ď exppOpδ´1d log 2κ´1d` pδ´3 log3 2pκ´1δ´1qqC∆pA1;B1q
ď exppOpM4 log8 2M `M3 log η´1plogp2 log 2η´1qqqq
and
dimB1 ď d`Oppδ´2 log2 2δ´1q “ OpM3 log7 2M `M2plog2 2Mq log η´1q,
and a B1-approximately invariant probability measure µ and a probability measure ν sup-
ported on B1κ such that
sup
xPG
}f ´ f ˚ µ}Lppτxpνqq ď δM.
By the integral triangle inequality it follows that
sup
xPG
}f ´ f ˚ µ}Lppτxpν˚rνqq ď δM.
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Since µ is B1-approximately invariant and κ ď 1{2 it follows from Lemma 4.2 that for all
y P supp ν ˚ rν we have
|f ˚ µpy ` xq ´ f ˚ µpxq| ď 2κ}f}L8pGq ď 2κM,
and hence
sup
xPG
}f ´ f ˚ µpxq}Lppτxpν˚rνqq ď δM ` 2κM “ pδ ` 2κqM.
By the triangle inequality we then have
(10.2) sup
xPG
}fZ ´ f ˚ µpxq}Lppτxpν˚rνqq ď pδ ` 2κqM ` ǫ ď 14 ,
given the choices of δ and κ, and the upper bound on ǫ. We put k :“ pf ˚ µqZ which will
turn out to be the gZ in the conclusion. We establish the various properties in order.
Claim. f ˚ µ is 1
4
-almost integer-valued i.e. }k ´ f ˚ µ}L8pGq ď 14 .
Proof. Suppose that there is some x P G such that |f ˚ µpxq ´ kpxq| ą 1
4
. Then
}fZ ´ f ˚ µpxq}Lppτxpν˚rνqq ě }pf ˚ µqZ ´ f ˚ µpxq}Lppτxpν˚rνqq
ě }pf ˚ µqZ ´ f ˚ µpxq}Lppτxpν˚rνqq ą 14
which contradicts (10.2). 
Claim. k is invariant under translation by elements of B1κ.
Proof. Since µ is B1-approximately invariant it follows by the triangle inequality and
Lemma 4.2 that for all y P B1κ and x P G we have
|kpy ` xq ´ kpxq| ď |kpy ` xq ´ f ˚ µpy ` xq|
` |f ˚ µpy ` xq ´ f ˚ µpxq| ` |f ˚ µpxq ´ kpxq|
ď 1
2
` 2Mκ ă 1.
It follows that kpy ` xq “ kpxq as claimed. 
The next two claims require the same calculation. Put θx :“ τxpν ˚rνqpty : fZpyq ‰ kpxquq
and note that
}fZ ´ f ˚ µpxq}pLppτxpν˚rνqq ě
ż
tz:fZpzq‰kpxqu
||fZpyq ´ kpxq| ´ |kpxq ´ f ˚ µpxq||p dτxpν ˚ rνqpyq
ě θx
ˆ
3
4
˙p
.
In light of (10.2) we then have θx ď 3´p.
Claim. }f ˚ ν ˚ ν˜ ´ k}L8pGq ď η ` ǫ so that f ˚ ν ˚ ν˜ is pǫ ` ηq-almost integer-valued and
pf ˚ ν ˚ ν˜qZ “ k.
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Proof. By the triangle inequality we see that
|f ˚ ν ˚ ν˜pxq ´ kpxq| ď |fZ ˚ ν ˚ ν˜pxq ´ kpxq| ` |pf ´ fZq ˚ ν ˚ ν˜pxq|
ď θx}fZ}L8pGq ` ǫ ď pM ` ǫqθx ` ǫ ď 2M3´p ` ǫ.
It follows that f ˚ ν ˚ ν˜ is pη ` ǫq-almost integer-valued in light of the choice of p. Since
2M3´p ` ǫ ă 1
2
we see that the integer part is unique and so pf ˚ ν ˚ ν˜qZ “ k. 
Claim. k ı 0.
Proof. Since κ ď 1{2 and B1 ď B we see that supp ν ˚ ν˜ Ă B1, and hence by (10.1) that
1A1 ˚ ν ˚ ν˜pxq ě ψ
for some x P G. If kpxq “ 0 then
ψ ď 1A1 ˚ ν ˚ ν˜pxq ď 1A ˚ ν ˚ ν˜pxq “ τxpν ˚ rνqpty : fZpyq ‰ 0uq “ θx ď 3´p,
which contradicts the choice of p. It follows that kpxq ‰ 0. 
Claim. }k}L1pmGq ď 2MmGpsupp fZq.
Proof. Note that
|kpxq| ´ }pfZ ´ fq ˚ µ}L8pGq ´ }f ˚ µ´ k}L8pGq ď |fZ ˚ µpxq|,
and so
1
2
ż
|kpxqdmGpxq ď
ż
|fZ ˚ µpxq|dmGpxq ď pM ` ǫqmGpsupp fZq.

Write H for the group generated by B1κ so that Lemma 2.2, Lemma 2.4 part (iv), and
Lemma 3.8 part (i) tell us
mGpHq ě mGpB1κq ě
mGpA1q
CpA1;B1κq
ě mGpA
1q
C∆pA1;B1κq
ě
´κ
4
¯dimB1 mGpA1q
C∆pA1;B11q
ě expp´OpM4 log8 2M `M3 log η´1plogp2 log 2η´1qqqqmGpsupp fZq.
From the claims, k is H-invariant and so there is a well-defined function z : G{H Ñ Z
such that zpW q “ kpwq for all w PW . Now we have from the claims that
}z}ℓ1pG{HqmGpHq “ }k}L1pmGq ď 2MmGpsupp fZq,
which gives
}z}ℓ1pG{Hq ď exppOpM4 log8 2M `M3 log η´1plogp2 log 2η´1qqqq.
It remains to put g :“ f ˚ν ˚ ν˜ and note that gZ “ k has the required properties. Moreover,
since k is not identically 0 we see that
}g}ApGq ě }g}L8pGq ě }k}L8pGq ´ pǫ` ηq ě 1´ ǫ´ η,
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and
}f}ApGq “
ÿ
γ
| pfpγq|
“
ÿ
γ
| pfpγq|p1´ |pνpγq|2q `ÿ
γ
| pfpγq||pνpγq|2
“ }f ´ f ˚ ν ˚ ν˜}ApGq ` }f ˚ ν ˚ ν˜}ApGq ě }f ´ f ˚ ν ˚ ν˜}ApGq ´ p1´ pǫ` ηqq,
from which we get the final inequality. 
We are now in a position to prove our main result.
Proof of Theorem 10.1. We produce a sequence of functions fi, reals ǫi`1, subgroups Hi`1,
and functions zi`1 : G{Hi`1 Ñ Z such that
(i) ǫi :“ 2iǫ` 4i´2M´4δ expp´CMe´lMq;
(ii) fi is ǫi-almost integer-valued;
(iii) }fi`1}ApGq ď }fi}ApGq ´ 11`δ ;
(iv) pfi`1 ´ fiqZ “
ř
WPG{Hi`1 zi`1pW q1W .
Set f0 :“ f and note that since f is ǫ-almost integer-valued it is certainly ǫ0-almost integer-
valued. At stage i ď 2M`1 apply Lemma 10.2 with parameter η :“ 4´2M´3δ expp´CMe´lMq,
which is possible (provided ǫ is sufficiently small) since
ǫi ď 22M`1ǫ` 42M`1´2M´4δ expp´CMe´lMq ď mintexpp´CMe´lMq, δ2´3u.
Either pfiqZ ” 0 and we terminate the iteration, or we get a function fi`1, a group Hi`1
and a function zi`1 : G{Hi`1 Ñ Z, such that fi`1 ´ fi is pǫi ` ηq-almost integer-valued,
pfi`1 ´ fiqZ “
ÿ
WPG{Hi`1
zi`1pW q1W ,
}zi`1}ℓ1pG{Hi`1q ď exppOpM4 log8 2M `M3 log δ´1plogp2 log 2δ´1qqqq
and
}fi`1} ď }fi}ApGq ´ p1´ pǫi ` ηqq ď }fi}ApGq ´ 1
1` δ .
Since fi is ǫi-almost integer-valued it follows that fi`1 is p2ǫi ` ηq-almost integer-valued.
But
p2ǫi ` ηq ď 2p2iǫ` 4i´2M´4δ expp´CMe´lMqq ` 4´2M´3δ expp´CMe´lMq
ď 2i`1ǫ` 4pi`1q´2M´4δ expp´CMe´lMq,
and so fi`1 is ǫi`1-almost integer-valued.
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Since }fi}ApGq ě 0 we must have pflqZ ” 0 for some l ďMp1 ` δq. But then›››››f ´ pflqZ ´ l´1ÿ
j“0
pfj`1 ´ fjqZ
›››››
L8pGq
ď
›››››f ´ fl ´ l´1ÿ
j“0
pfj`1 ´ fjq
›››››
L8pGq
` }fl ´ pflqZ}L8pGq `
l´1ÿ
j“0
}pfj`1 ´ fjq ´ pfj`1 ´ fjqZ}L8pGq
“ 0` ǫl `
l´1ÿ
j“0
pǫj ` ηq ď exppOpMqqǫ` 1
4
ă 1
2
,
provided ǫ is sufficiently small. The result follows since fZ is uniquely defined in this case
and pfiqZ ” 0 when the iteration terminates. 
11. Specific classes of groups
In this section we discuss work for specific classes of groups.
11.1. Groups of bounded exponent. In [Gre05] Green set out a model setting for
additive combinatorics. (See [Wol15] for a recent perspective.) In this setting a number
of arguments simplify and Theorem 10.1 could be proved for groups of bounded exponent
without the need for any discussion of Bohr systems.
As mentioned in the introduction [San18] carries out this simplification for finite groups
of exponent 2 – i.e. groups isomorphic to Fn2 for some n – though more general (Abelian)
groups of bounded exponent are no harder.
Theorem 11.2. Suppose that G “ Fn2 and f : G Ñ Z has }f}ApGq ď M . Then there is
some z : WpGq Ñ Z such that
f “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exppM3`op1qq.
In certain regimes there are already stronger results, at least for indicator functions of
sets. Indeed Shpilka, Tal and lee Volk established the following in [STV14].
Theorem 11.3 ([STV14, Theorem 1.2]). Suppose that G “ Fn2 and A Ă G has }1A}ApGq ď
M . Then there is some z : WpGq Ñ Z such that
1A “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exppOpM2 `M log log |G|qq.
While our aim is to avoid any sort of |G| dependence, it is worth noting that in the
above theorem it is really rather mild.
It is also interesting that for this class of groups arithmetic progressions are no longer a
limiting example – we do not have Proposition 1.2 – and it might be that the bound on
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}z}ℓ1pWpGqq can be polynomial in M . Some efforts in this direction for particular classes of
function can be found in work of Tsang, Wong, Xie and Zhang, in particular [TWXZ13,
Corollary 7].
11.4. Cyclic groups of prime order. For cyclic groups of prime order there are a range of
results by Konyagin and various authors. In particular the following is an easy consequence
of [GK09, Theorem 1.3].
Theorem 11.5. Suppose that G “ Z{pZ and A Ă G has mGpAq “ α P
`
0, 1
2
‰
. Then
}1A}ApGq “ α log 13´op1q p.
The above bound becomes weaker quite quickly as A gets smaller, and Konyagin and
Shkredov [KS15, KS16] have the following results to deal with this.
Theorem 11.6 ([KS15, Theorem 13]). Suppose that G “ Z{pZ and A Ă G has size
2 ď |A| ď exppplog p{ log log pq1{3q. Then
}1A}ApGq “ Ωplog |A|q.
Theorem 11.7 ([KS16, Theorem 3]). Suppose that G “ Z{pZ and A Ă G has density α
with exppplog p{ log log pq1{3q ď |A| ď p{3. Then
}1A}ApGq “ Ωplogα´1q1{3´op1q.
In Z{pZ there are no non-trivial subgroups and so these three results can be combined
to give the following.
Theorem 11.8 (Green-Konyagin-Shkredov). Suppose that G “ Z{pZ and A Ă G has
}1A}ApGq ďM for some M ě 1. Then there is some z : WpGq Ñ Z such that
1A “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exppexppM3`op1qqq.
Note that this is already a strengthening of the main result of [GS08] in the particular
case of groups of prime order. In fact, however, Konyagin and Shkredov’s results are much
sharper if one takes A to be sparse. For example, they combine to give the following.
Theorem 11.9 (Konyagin-Shkredov). Suppose that G “ Z{pZ and A Ă G has }1A}ApGq ď
M for some M ě 1 and |A| ď p9{10. Then there is some z : WpGq Ñ Z such that
1A “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exppM3`op1qq.
This is stronger than our main theorem in this particular case of small sets in groups of
prime order.
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11.10. Torsion-free groups. For a non-vacuous discussion of torsion-free groups we need
to have a definition of ApGq for infinite groups. This is virtually the same, but see the start
of §12 for the formal details. Konyagin [Kon81] and McGehee, Pigno and Smith [MPS81]
resolved the Littlewood conjecture by proving the following in our language.
Theorem 11.11. Suppose that G “ Z and f P ApGq is integer-valued. Then there is some
z : WpGq Ñ Z such that
f “
ÿ
WPWpGq
zpW q1W and }z}ℓ1pWpGqq ď exppOp}f}ApGqqq.
In fact some work has been done on the constant behind the big-O term. Stegeman
[Ste82] and Yabuta [Yab82] independently give a bound of the shape
}z}ℓ1pWpGqq ď exp
ˆˆ
c
π3
4
` op1q
˙
}f}ApGq
˙
.
for some c ă 1. It must be that c ě π´1 in view of the example of a Dirichlet kernel (see
[Hei11, Theorem 13.18]).
12. Cohen’s idempotent theorem
In this section we extend our work to locally compact Abelian groups; suppose that G
is such. Then we write pG for the (locally compact Abelian group [Rud90, §1.2.6, Theorem
(d)]) of continuous homomorphisms GÑ S1. We say f is an element of BpGq if there is a
measure µ PMp pGq such that
fpxq “
ż
γpxqdµpγq for all x P G,
and f P ApGq if there is a representation of the above form in which µ is absolutely
continuous with respect to the Haar measure on pG. We write }f}BpGq :“ }µ} which is
well-defined since the choice of µ, if it exists, is unique [Rud90, §1.3.6]. We also put
}f}ApGq “ }f}BpGq if f P ApGq and
WpGq :“
ď
tG{H : H ď G is openu,
and note that if G is finite these definitions agree with those in the introduction.
A ring of sets on G is a subset of PpGq including G, and closed under complements and
finite intersections (and hence finite unions by de Morgan’s laws). PpGq is the standard
example of a ring of sets on G. Another easy example is ApGq :“ tA Ă G : 1A P BpGqu:
A short calculation [Rud90, §3.1.2] shows that if W P WpGq then W P ApGq and
}1W }BpGq “ 1. It follows from the triangle inequality for } ¨ }BpGq that if A P ApGq then
 A P ApGq since 1 A “ 1G ´ 1A; and it follows from the sub-multiplicativity of } ¨ }BpGq
that A XB P ApGq if A,B P ApGq since 1AXB “ 1A ¨ 1B.
The coset ring of G is the intersection of all rings of sets on G containing WpGq. This
is a ring, and by the above is contained in ApGq. Cohen’s idempotent theorem is the
following converse.
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Theorem 12.1 ([Rud90, §3.1.3]). Suppose that A P ApGq. Then A P LpGq.
To give a quantitative version of this we need a more constructive view of LpGq. With
an eye to our later results we take a slightly more complicated definition than one might
at first choose.
Given H ď G and S Ă G{H we write S˚ :“ S Y t ŤSu, that is the partition of
G into cells from S and an additional cell that is everything else. We say that A has
a pk, sq-representation if there are open subgroups H1, . . . , Hk ď G, and sets S1 Ă
G{H1, . . . ,Sk Ă G{Hk of size at most s such that A is the (disjoint) union of some cells in
the partition2 S˚1 ^ ¨ ¨ ¨ ^ S˚k .
We write Wk,spGq for the set of sets with pk, sq-representations. It can be shown fairly
directly that
Ť
kWk,spGq “ LpGq for any s P N, but as this also follows from what we are
about to show we omit the details.
The triangle inequality and sub-multiplicativity of } ¨ }BpGq gives that each cell in the
partition has algebra norm at most ps` 1qk and there are at most ps` 1qk cells so
(12.1) }1A}BpGq ď ps` 1q2k for all A PWs,kpGq.
We shall prove the following converse.
Theorem 12.2 (Quantitative idempotent theorem). Suppose that }1A}BpGq ď M and
δ P p0, 1s is a parameter. Then A PWk,spGq where
k ďMp1` δq and s ď exppOpM4 log8 2M `M2 log δ´1plog 2 log 2δ´1qqq.
We shall prove this after the proof of the next result.
The earlier work of this paper concerned integer-valued functions, not just t0, 1u-valued
functions, and we now turn to these. We say that f : GÑ C has an pl, Lq-representation
if there are open subgroups H1, . . . , Hl ď G and functions z1 : G{H1 Ñ Z, . . . , zl : G{Hl Ñ
Z such that
(12.2) f “
lÿ
i“1
ÿ
WPG{Hi
zipW q1W and max
i
}zi}ℓ1pG{Hiq ď L.
Note that in this case f is necessarily integer-valued.
By the triangle inequality and the aforementioned calculation [Rud90, §3.1.2], if f has
an pl, Lq-representation then }f}BpGq ď lL. We shall bootstrap our main result to give the
following.
Theorem 12.3. Suppose that G is a locally compact Abelian group and f P BpGq is
integer-valued with }f}BpGq ďM and δ P p0, 1s is a parameter. Then f has an pMp1`δq, Lq-
representation where
L ď exppOpM4 log8 2M `M2 log δ´1plog 2 log 2δ´1qqq.
2Recall that if P and Q are partitions of the same set then P ^Q :“ tP XQ : P P P , Q P Qu.
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Proof of Theorem 12.3. Our argument proceeds essentially as in [GS08, Appendix A]; recall
that if Λ ď G then ΛK :“ tγ P pG : γpxq “ 1 for all x P Λu, and µ is absolutely continuous
w.r.t. ν if there is some f P L1pνq such that dµ “ fdν.
We begin with a qualitative variant of our result, [AI64, Theorem]. This gives open
subgroups S1, . . . , Sk ď G; mutually orthogonal measures µ1, . . . , µk P Mp pGq; natural
numbers Ri; signs and pǫi,jqRij“1, and elements pxi,jqRij“1 such that
(12.3) dµipγq “
Riÿ
j“1
ǫi,jγpxi,jqdmipγq for 1 ď i ď k,
where mi :“ mSKi is the Haar probability measure on the compact group SKi ; and
(12.4) fpxq “
kÿ
i“1
ż
γpxqdµipγq for all x P G.
Since the µi are mutually orthogonal we have
}f}BpGq “
kÿ
i“1
}fi}BpGq.
In view of (12.3) the functions fi are integer-valued. The argument now proceeds as in the
proof of [GS08, Proposition A.1]. 
If one wished to avoid appealing to Cohen’s theorem in the proof above the key obstacle
comes in §9. The concept of arithmetic connectivity extends easily enough to locally
compact Abelian groups (using, e.g., the definition of BpGq developed by Eymard [Eym64,
(2.14) Lemme] for non-Abelian groups), but this does not lead to a statement about large
energy directly because we do not yet have a natural measure with respect to which the
support of f is positive but finite.
Proof of Theorem 12.2. Apply Theorem 12.3 to get k ďMp1`δq open subgroupsH1, . . . , Hk
and functions z1 : G{H1 Ñ Z, . . . , zl : G{Hl Ñ Z such that
1A “
lÿ
i“1
ÿ
WPG{Hi
zipW q1W
and
max
i
}zi}ℓ1pG{Hiq ď exppOpM4 log8 2M `M2 log δ´1plog 2 log 2δ´1qqq.
Let Si :“ tW P G{Hi : zipW q ‰ 0u for 1 ď i ď k and note that 1A is constant on cells of
the partition S˚1 ^ ¨ ¨ ¨ ^ S˚k , which gives the required result. 
Returning to Theorem 12.3, taking δ “ 1
2M
ptM ` 1u ´Mq P p0, 1s we have the following
corollary.
Corollary 12.4. Suppose that G is a locally compact Abelian group and f P BpGq is
integer-valued with }f}BpGq ďM . Then f has an pM,OMp1qq-representation.
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This is best possible in the first parameter of the representation as can be seen by
considering a disjoint union of cosets of subgroups H1, . . . , Hl ď G where |Hi ` Hj :
Hi XHj| “ 8 if i ‰ j.
It is important to note that the error term is not monotonic in the M parameter and
this is necessarily the case: consider A :“ Gzt0Gu for G a group whose order is a large
prime. Then }1A}BpGq ă 2 and so if we are to write A as a sum of indicator function of
cosets of at most }1A}BpGq subgroups, then there can only be one subgroup and we can
require arbitrarily many cosets of this as the prime p increases.
Apart from Cohen’s original proof [Coh60] of Theorem 12.1, which is the proof on which
Rudin’s [Rud90, Chapter 3] is based, there are proofs of the idempotent theorem due to
Amemiya and Itoˆ [AI64] (shortening Cohen’s original argument), and Host [Hos86] also
shortening Cohen’s argument, but the main purpose of which is to beautifully extend it to
non-Abelian groups.
As stated these results are trivial for finite groups and the arguments do not seem to
immediately extend to give quantitative information. Both Amemiya and Itoˆ’s and Host’s
are very soft; Cohen’s less so. That being said they do have non-trivial quantitative content
in one respect and in particular they can all be used to prove the following theorem.
Theorem 12.5. Suppose that G is a locally compact Abelian group and f P BpGq is
integer-valued. Then there are integer-valued functions f1, . . . , fl P BpGq such that each fi
has a p1, Ofp1qq-representation,
(12.5) f “
lÿ
i“1
fi and }f}BpGq “
lÿ
i“1
}fi}BpGq.
Here Ofp1q is a finite constant depending on f . This has the following corollary.
Corollary 12.6. Suppose that G is a locally compact Abelian group and f P BpGq is
integer-valued with }f}BpGq ďM . Then f has an pM,Ofp1qq-representation.
This is slightly weaker than Corollary 12.4 since there are multiple functions with the
same algebra norm.
It is worth noting that one cannot guarantee equality in the right sum in (12.5) for finite
groups unless l “ 1 – the example following Corollary 12.4 applies here too. This means
that we have to relax the requirement that the underlying measures – that is the measures
µi such that fipxq “
ş
γpxqdµipγq are mutually orthogonal to simply a requirement that
they are ‘quite’ orthogonal. In some respects this is what happens in our quantitative
continuity argument in §7.
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