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The aim of the paper is to construct a solution for the equation f  μ = g, where f  μ
is the convolution of f and μ given by
∫
R2
f (x¯ − y¯)dμ( y¯), g is an arbitrary continuous
function and μ is a ﬁnitely supported measure on the plane.
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1. Introduction
We consider the convolution equation of the following type:
f  μ = g, (1.1)
where g is a given continuous function, μ is a compactly supported measure and f is an unknown continuous function.
Delsarte [3] was interested in solving the equations of the type 1τ
∫ x+τ/2
x−τ/2 f (t)dt = g(x). The particular case when g = 0
was analyzed by Laurent Schwartz [16]. He gave an intrinsic characterization of solutions on the real line and the solutions
are called mean-periodic functions. The same was analyzed by many authors [1,2,7,8,12,17,18] on various locally compact
groups. The special case of Eq. (1.1) when μ is a characteristic function on the interval [−a,a] is analyzed in [14,15].
The case when g is an exponential polynomial is discussed in [5]. When μ is ﬁnitely supported, Eq. (1.1) gets reduced to
a nonhomogeneous constant coeﬃcient difference equation. In [6], Edgar and Rosenblatt have studied the corresponding
homogeneous equation (i.e., when g = 0). They have given a characterization that a complex valued function f has linearly
independent translates precisely when f does not satisfy a nontrivial homogeneous difference equation. Eq. (1.1) on the real
line is analyzed in [4] for the case when μ is ﬁnitely supported.
An analogous convolution equation which is of the type
P (D) f = g, (1.2)
where P (D) is a constant coeﬃcient partial differential operator and g is a given function, was analyzed by Malgrange [13],
Ehrenpreis [9], John [10], and Hörmander [11]. A criterion was given by Hörmander for the existence of solution f ∈D′F (Ω)
for an arbitrary g ∈D′F (Ω) on an open set Ω ⊆Rn .
In general, no necessary and suﬃcient conditions for the existence of solutions of Eq. (1.1) are known. It is easy to see
the following:
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(ii) If f0 is a particular solution of Eq. (1.1), then every other solution f can be written as f = f0 + h, where h  μ = 0.
(iii) If the Fourier–Laplace transform μˆ(λ) = 0 for some λ and if there exists a solution to Eq. (1.1), then there are inﬁnitely
many solutions to Eq. (1.1).
One may approach this problem by considering μ as a weak limit of ﬁnitely supported measures μn and construct a solution
fn such that fn  μn = g . This is one of the motivating factors for taking μ as a ﬁnitely supported measure and analyze
Eq. (1.1). In this paper, a solution is constructed for the convolution Eq. (1.1) on the plane R2 when the given measure is
ﬁnitely supported and for an arbitrary continuous function g .
2. Notations and preliminaries
Deﬁnition 2.1. A convex cone in R2 is a nonempty set C ⊂ R2 such that x¯1, x¯2, . . . , x¯k ∈ C and αi  0 imply ∑ki=1 αi x¯i ∈ C .
We say a convex cone C is pointed if C ∩ (−C) = {0}.
Deﬁnition 2.2. The bisector of a convex cone generated by two nonzero vectors v¯1 and v¯2 is the ray {t( v¯12‖v¯1‖ +
v¯2
2‖v¯2‖ )/t  0}.
We use the following notations for the coordinate-wise projections:
πi
(
(x, y)
) := { x if i = 1,
y if i = 2.
The following notations are used for lines and half spaces on the plane:
L(a,b,α) := {(x, y) ∈R2/ax+ by = α},
HS1(a,b,α) :=
{
(x, y) ∈R2/ax+ by  α}, and
HS2(a,b,α) :=
{
(x, y) ∈R2/ax+ by  α}.
Using the projection maps, the above lines and half spaces may also be written as
L(a,b,α) := {x¯ ∈R2/aπ1(x¯) + bπ2(x¯) = α},
HS1(a,b,α) :=
{
x¯ ∈R2/aπ1(x¯) + bπ2(x¯) α
}
, and
HS2(a,b,α) :=
{
x¯ ∈R2/aπ1(x¯) + bπ2(x¯) α
}
.
Lemma 2.1. Given a ﬁnite set S = {x¯1, x¯2, . . . , x¯n} of distinct vectors on the plane, the following hold:
1. There exist x¯i0 , x¯ j0 ∈ S and a pointed convex cone C such that {x¯i − x¯i0/i = i0} ⊂ C and {x¯ j − x¯ j0/ j = j0} ⊂ −C.
2. There exists s 0, such that the bisector of C is
{
t
( 1
2
√
(1+s2) ,
√
(1+s2)−s
2
√
(1+s2)
)
/t  0
}
.
Proof. (1) Deﬁne
x∗ := min{π1(x¯i)/1 i  n},
y∗ := min{π2(x¯i)/π1(x¯i) = x∗ and 1 i  n},
x∗∗ := max{π1(x¯i)/1 i  n}, and
y∗∗ := max{π2(x¯i)/π1(x¯i) = x∗∗ and 1 i  n}.
Clearly (x∗, y∗), (x∗∗, y∗∗) ∈ S and hence (x∗, y∗) = x¯i0 and (x∗∗, y∗∗) = x¯ j0 for some i0 and j0 in the range 1 to n.
Take s = 2max{s1, s2}, where
s1 = max
1in
{∣∣∣∣π2(x¯i − x¯i0)π1(x¯i − x¯i0)
∣∣∣∣/i = i0, π1(x¯i − x¯i0) = 0} and
s2 = max
1 jn
{∣∣∣∣π2(x¯ j − x¯ j0)π1(x¯ j − x¯ j0)
∣∣∣∣/ j = j0, π1(x¯ j − x¯ j0) = 0}.
Set s1 = 0 if π1(x¯i − x¯i0 ) = 0 for all i = i0 and s2 = 0 if π1(x¯ j − x¯ j0 ) = 0 for all j = j0.
Deﬁne
C := {x¯ ∈R2/π1(x¯) 0 and −sπ1(x¯) π2(x¯)}.
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Therefore x¯i − x¯i0 ∈ C and x¯ j − x¯ j0 ∈ −C .
The convexity of C follows from the deﬁnition, since it is the intersection of the half spaces HS2(1,0,0) and HS2(s,1,0).
To show C is pointed, let x¯ ∈ C ∩ (−C). Now x¯ ∈ C implies π1(x¯) 0 and −sπ1(x¯) π2(x¯). And x¯ ∈ −C implies π1(x¯) 0
and −sπ1(x¯) π2(x¯). Hence π1(x¯) = 0 and π2(x¯) = 0. Therefore x¯ = (0,0).
(2) In the proof of (1), the pointed convex cone is generated by the positive half of the lines x = 0 and y = −sx. Therefore
the bisector of the cone is the ray{
t
(
1
2
√
(1+ s2) ,
√
(1+ s2) − s
2
√
(1+ s2)
)/
t  0
}
. 
Deﬁnition 2.3. We say a compactly supported Borel measure on R2 is a discrete Borel measure, if there exists a ﬁnite set
of distinct vectors x¯1, x¯2, . . . , x¯n and nonzero complex constants c1, c2, . . . , cn such that μ(E) =∑ni=1 ciδx¯i (E) for every Borel
set E . The set of all compactly supported discrete Borel measures on R2 is denoted by Mcd(R2).
Deﬁnition 2.4. For f ∈ C(R2) and μ ∈ Mcd(R2), the convolution of f with μ is deﬁned as ( f  μ)(x¯) =
∫
R2
f (x¯− y¯)dμ( y¯).
The above convolution is reduced to ( f  μ)(x¯) =∑ni=1 ci f (x¯− x¯i) when μ =∑ni=1 ciδx¯i .
3. Existence theorem
Theorem 3.1. For every g ∈ C(R2) and every μ ∈ Mcd(R2), there exists f ∈ C(R2) such that f  μ = g.
We prove the following lemmas and use them to prove the above theorem.
Lemma 3.1. For μ ∈ Mcd(R2) and α > 0, the following hold:
1. If supp(μ) ⊂ C ∩ HS2(a,b,α), then supp(μm) ⊂ C ∩ HS2(a,b,mα).
2. If supp(μ) ⊂ (−C) ∩ HS1(a,b,−α), then supp(μm) ⊂ (−C) ∩ HS1(a,b,−mα).
Proof. (1) We prove by induction on m. Let μ =∑ni=1 ciδx¯i . Since supp(μ) ⊂ C ∩ HS2(a,b,α), x¯i ∈ C ∩ HS2(a,b,α). Now
μ2 =∑ni, j=1 cic jδx¯i+x¯ j . Since C is a convex cone, x¯i + x¯ j ∈ C . Also x¯i ∈ HS2(a,b,α) implies aπ1(x¯i) + bπ2(x¯i) α. Using the
linearity of π1 and π2, we get
aπ1(x¯i + x¯ j) + bπ2(x¯i + x¯ j) =
[
aπ1(x¯i) + bπ2(x¯i)
]+ [aπ1(x¯ j) + bπ2(x¯ j)]
 α + α = 2α.
Hence x¯i + x¯ j ∈ C ∩HS2(a,b,2α). Therefore supp(μ2) ⊂ C ∩HS2(a,b,2α). Inductively, we get supp(μm) ⊂ C ∩HS2(a,b,mα).
Proof of (2) is similar to that of (1). 
Lemma 3.2. For μ ∈ Mcd(R2), α > 0, and β ∈R, the following hold:
1. If supp(μ) ⊂ HS2(a,b,α) and supp(g) ⊂ HS2(a,b, β), then for every x¯ ∈ R2, there exists N such that (g  μm)(x¯) = 0 for
m N.
2. If supp(μ) ⊂ HS1(a,b,−α) and supp(g) ⊂ HS1(a,b, β), then for every x¯ ∈ R2, there exists N such that (g  μm)(x¯) = 0 for
m N.
Proof. (1) Let μm =∑li=1 ciδ y¯i . Then (g  μm)(x¯) =∑li=1 ci g(x¯− y¯i).
By Lemma 3.1, aπ1( y¯i) + bπ2( y¯i)mα. Choose N such that [aπ1(x¯) + bπ2(x¯)] −mα < β for m N .
Now
aπ1(x¯− y¯i) + bπ2(x¯− y¯i) =
[
aπ1(x¯) + bπ2(x¯)
]− [aπ1( y¯i) + bπ2( y¯i)]

[
aπ1(x¯) + bπ2(x¯)
]−mα < β,
for m N . Therefore x¯− y¯i /∈ HS2(a,b, β) and hence(g  μm)(x¯) = 0 for suﬃciently large m.
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∑l
i=1 ciδ y¯i . Then (g  μm)(x¯) =
∑l
i=1 ci g(x¯− y¯i).
Using Lemma 3.1, we get aπ1( y¯i) + bπ2( y¯i) < −mα.
Now
aπ1(x¯− y¯i) + bπ2(x¯− y¯i) =
[
aπ1(x¯) + bπ2(x¯)
]− [aπ1( y¯i) + bπ2( y¯i)]

[
aπ1(x¯) + bπ2(x¯)
]+mα > β,
for m suﬃciently large. Hence (g  μm)(x¯) = 0 for suitably large m. 
The following lemma is very crucial to prove the main result of this paper:
Lemma 3.3. For μ,ν ∈ Mcd(R2) and g ∈ C(R2), the following hold:
1. If supp(μ) ⊂ (−C) ∩ HS1(a,b,−α) for some α > 0 and supp(g) ⊂ HS1(a,b, β) for some β ∈ R, then there exists f ∈ C(R2)
such that f  (δ0 + μ) = g.
2. If supp(ν) ⊂ C ∩ HS2(a,b,α) for some α > 0 and supp(g) ⊂ HS2(a,b, β) for some β ∈ R, then there exists f ∈ C(R2) such
that f  (δ0 + ν) = g.
Proof. (1) Since supp(μ) ⊂ (−C) ∩ HS1(a,b,−α), by Lemma 3.2, (g  μk)(x¯) = 0 for suﬃciently large k. Therefore
g(x¯) +∑∞k=1(−1)k(g  μk)(x¯) is a ﬁnite sum for every x¯.
We deﬁne
f (x¯) := g(x¯) +
∞∑
k=1
(−1)k(g  μk)(x¯).
To show that f is continuous, it is enough to show that the convergence of the above series is uniform on every compact set.
Let K be a compact subset of R2. Then there exists d > 0 such that K ⊂ HS1(a,b,d) ∩ HS2(a,b,−d). Let the representation
of μk be
∑l
i=1 ciδ y¯i .
Choose N such that −d + kα > β for k N .
For x¯ ∈ K , aπ1(x¯) + bπ2(x¯)−d.
Now
aπ1(x¯− y¯i) + bπ2(x¯− y¯i) =
[
aπ1(x¯) + bπ2(x¯)
]− [aπ1( y¯i) + bπ2( y¯i)]
−d + kα > β,
for suﬃciently large k. Therefore (g  μk)(x¯) = 0 for every x¯ ∈ K and for all k N .
Let us take the partial sums of the series to be
sn(x¯) = g(x¯) +
n∑
k=1
(−1)k(g  μk)(x¯).
Clearly sn(x¯) − sm(x¯) =∑nk=m+1(−1)k(g  μk)(x¯) = 0, for nm N .
This implies sk(x¯) → f (x¯) uniformly on every compact set. Therefore f is continuous. It is easy to check f  (δ0 +μ) = g .
(2) Since supp(ν) ⊂ C ∩ HS2(a,b,α), by Lemma 3.2, (g  νk)(x¯) = 0 for suﬃciently large k. Therefore g(x¯) +∑∞
k=1(−1)k(g  νk)(x¯) is a ﬁnite sum for every x¯.
We deﬁne
f (x¯) := g(x¯) +
∞∑
k=1
(−1)k(g  νk)(x¯).
We show that f is continuous. Let K be a compact subset of R2.
Then K ⊂ HS1(a,b,d) ∩ HS2(a,b,−d), for some real number d > 0.
Let the representation of μk be
∑l
i=1 ciδ y¯i .
Choose N such that d − kα < −β for k N . For x¯ ∈ K , aπ1(x¯) + bπ2(x¯) d.
Now
aπ1(x¯− y¯i) + bπ2(x¯− y¯i) =
[
aπ1(x¯) + bπ2(x¯)
]− [aπ1( y¯i) + bπ2( y¯i)]
 d − kα < β.
Therefore (g  νk)(x¯) = 0 for every x¯ ∈ K and for all k N .
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sn(x¯) = g(x¯) +
n∑
k=1
(−1)k(g  νk)(x¯).
Then sn(x¯) − sm(x¯) =∑nk=m+1(−1)k(g  νk)(x¯) = 0, for n m  N . This implies sk(x¯) → f (x¯) uniformly on every compact
set. Therefore f is continuous. It is simple to verify f  (δ0 + ν) = g . 
Proof (Main Theorem). Let μ =∑ni=1 ciδx¯i . By Lemma 2.1, there is a pointed convex cone C and x¯i0 , x¯ j0 for some i0, j0 such
that x¯i − x¯i0 ∈ C and x¯ j − x¯ j0 ∈ −C .
Now μ can be written as
μ =
n∑
i=1
ciδx¯i
=
n∑
i=1
ciδx¯i  δ−x¯i0  δx¯i0
= δx¯i0 
n∑
i=1
ciδx¯i−x¯i0
= ci0δx¯i0 
(
δ0 +
n∑
i=1,i =i0
ci
ci0
δx¯i−x¯i0
)
= ci0δx¯i0  (δ0 + ν), where ν =
n∑
i=1,i =i0
ci
ci0
δx¯i−x¯i0 .
Also we can write μ as
μ =
n∑
j=1
c jδx¯ j
=
n∑
j=1
c jδx¯ j  δ−x¯ j0  δx¯ j0
= δx¯ j0 
n∑
j=1
c jδx¯ j−x¯ j0
= c j0δx¯ j0 
(
δ0 +
n∑
j=1, j = j0
c j
c j0
δx¯ j−x¯ j0
)
= c j0δx¯ j0  (δ0 + ψ), where ψ =
n∑
j=1, j = j0
c j
c j0
δx¯ j−x¯ j0 .
Choose s 0 as in Lemma 2.1(2) such that{
t
(
1
2
√
(1+ s2) ,
√
(1+ s2) − s
2
√
(1+ s2)
)/
t  0
}
is the bisector of the pointed cone C . Let L(a,b, r) be the line perpendicular to the bisector of the cone C . Choose α > 0
such that supp(ν) ⊂ C ∩ HS2(a,b,α) and supp(ψ) ⊂ −C ∩ HS1(a,b,−α).
Deﬁne η1, η2 ∈ C(R2) by
η1(x¯) :=
⎧⎨⎩
0 if aπ1(x¯) + bπ2(x¯)−k,
aπ1(x¯)+bπ2(x¯)+k
2k if −k aπ1(x¯) + bπ2(x¯) k,
1 if aπ1(x¯) + bπ2(x¯) k,
η2(x¯) :=
⎧⎨⎩
1 if aπ1(x¯) + bπ2(x¯)−k,
k−(aπ1(x¯)+bπ2(x¯))
2k if −k aπ1(x¯) + bπ2(x¯) k,
0 if aπ1(x¯) + bπ2(x¯) k.
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supp(g2) ⊂ HS2(a,b,k).
We show that f1  μ = g1 and f2  μ = g2 have solutions f1 and f2 respectively. These f1 and f2 are then used to
construct a solution of the equation f  μ = g .
Using Lemma 3.3, we get h1,h2 ∈ C(R2) such that
h1 ∗ (δ0 + ν) = g1 (3.1)
and
h2 ∗ (δ0 + ψ) = g2. (3.2)
Convolving both sides of Eq. (3.1) with ci0δx¯i0 and Eq. (3.2) with c j0δx¯ j0 , we get
h1 ∗ (δ0 + ν)  ci0δx¯i0 = ci0 g1  δx¯i0 (3.3)
and
h2 ∗ (δ0 + ψ)  c j0δx¯ j0 = c j0 g2  δ j0 . (3.4)
That is
h1 ∗ μ = ci0 g1  δx¯i0 (3.5)
and
h2 ∗ μ = c j0 g2  δx¯ j0 . (3.6)
Eqs. (3.5) and (3.6) imply ( 1ci0
h1  δ−x¯i0 )  μ = g1 and ( 1c j0 h2  δ−x¯ j0 )  μ = g2.
Deﬁne f := 1ci0 h1  δ−x¯i0 +
1
c j0
h2  δ−x¯ j0 .
Now
f  μ =
(
1
ci0
h1  δ−x¯i0
)
 μ +
(
1
c j0
h2  δ−x¯ j0
)
 μ
= g1 + g2 = g. 
Remark 3.1. The convolution equation f  μ = g may have unbounded solutions even if g is a bounded function. This can
be seen from the following example:
Example 3.1. Take g((x, y)) = ei2πx and μ = δ(0,0) − δ(1,1) . It is easy to check that f ((x, y)) = xei2πx satisﬁes f  μ = g .
Clearly g((x, y)) is bounded, but f ((x, y)) is unbounded.
Remark 3.2. In general, one cannot take both f and g to be continuous, but when μ is ﬁnitely supported it is possible to
choose both f and g in the same space.
Remark 3.3. The results are true even if we drop the continuity conditions and assume that the functions f and g take real
or complex values.
Remark 3.4. The convolution equation of the type we have discussed may also be looked as a functional equation or as a
nonhomogeneous difference equation of the following type:
c1 f (x¯− x¯1) + c2 f (x¯− x¯2) + · · · + cn f (x¯− x¯n) = g(x¯), (3.7)
where g is a given function, ci are known complex constants and x¯i are known vectors in the plane.
Remark 3.5. Theorem 3.1 is possible even if g ∈ L1(R2), ĝ never vanishes and μ̂((λ1, λ2)) = 0 for some (λ1, λ2). This
happens because the solution f becomes unbounded and nonintegrable.
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