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SOME FUNCTIONAL TRANSCENDENCE RESULTS AROUND THE
SCHWARZIAN DIFFERENTIAL EQUATION.
DAVID BLA´ZQUEZ-SANZ, GUY CASALE, JAMES FREITAG, AND JOEL NAGLOO
Abstract. This paper centers around proving variants of the Ax-Lindemann-Weierstrass
(ALW) theorem for analytic functions which satisfy Schwarzian differential equations. In
previous work, the authors proved the ALW theorem for the uniformizers of genus zero
Fuchsian groups, and in this work, we generalize that result in several ways using a variety
of techniques from model theory, Galois theory and geometry.
1. Introduction
Let X and Y be algebraic varieties over C and let φ : Xan → Y an be a complex analytic
map which is not algebraic. In this case, for most algebraic subvarieties X0 ⊂ X, the
image φ(X0) is not algebraic. The pairs of algebraic subvarieties (X0, Y0) with X0 ⊂ X and
Y0 ⊂ Y such that φ(X0) = Y0 are called bi-algebraic for φ. Bi-algebraic subvarieties should
be rare and revealing of important geometric aspects of the analytic map φ. This manuscript
centers around the problem of determining the bi-algebraic subvarieties of analytic maps
and several related problems of functional transcendence. The maps we consider satisfy
nonlinear differential equations of a certain general form.
The condition that X is an algebraic variety is in fact slightly too restrictive for many
of the specific interesting examples both here and in the literature, and so generally we
will allow X to be an o-minimally definable open subset of an algebraic variety.1 Then an
algebraic subvariety of X is a set given by the vanishing of a finite system of polynomial
equations on the open set. We will be especially interested in the case that X is the
universal cover of Y , where open domains such as H, the complex upper half-plane arise
naturally. In fact, though it does not play a significant role in this paper, the maps φ which
we consider are also o-minimally definable, when restricted to an appropriate fundamental
domain. Recent approaches to the problem have relied on o-minimal methods, but our
approach, started in [3], is much different.
We approach the problem through studying the differential equations satisfied by φ. Then
the bi-algebraic subvarieties correspond in a natural way to algebraic relations between
solutions of systems of differential equations. The classification of such relations for a given
system is one of the central preoccupations of differential Galois theory and the model theory
of differential fields, two of the central tools we employ. In [3], we solved the bi-algebraicity
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1
ar
X
iv
:1
91
2.
09
96
3v
1 
 [m
ath
.N
T]
  2
0 D
ec
 20
19
2 D. BLA´ZQUEZ-SANZ, G. CASALE, J. FREITAG, AND J. NAGLOO
problem with φ given by the map applying jΓ and its first two derivatives to any number
of coordinates in Hn, where jΓ is a uniformizing function associated with the quotient Γ\H
which is genus zero. In this case, denoting a coordinate in the domain by t, we have that
jΓ(t) is a solution of the Schwarzian equation:
St(y) +
1
2
(y′)2RΓ(y) = 0,
where RΓ is a rational function with coefficients in C, y′ = dydt , and St(y) =
y′′′
y′ − 32
(
y′′
y′
)
denotes the Schwarzian. In this paper we wish to consider the bi-algebraicity problem for
solutions of an arbitrary (no assumption on the rational function R) Schwarzian equation:
St(y) +
1
2
(y′)2R(y) = 0.
In the case of a Fuchsian group Γ, the rational function RΓ depends on the group Γ, and
as there are only countably many Fuchsian groups of the first kind of genus zero, there
are many rational functions R to which the results of [3] do not apply. The bi-algebraicity
problem has an equivalent statement in terms of functional transcendence, see [14, 3]. We
will, following [14] refer to both forms as Ax-Lindemann-Weierstrass type theorems.
In this paper, we make two significant steps towards the solution of the general bi-
algebraicity problem for analytic functions satisfying Schwarzian equations. In Section 3,
we consider those R which are of the same general form as those in the Schwarzian equations
satisfied by analytic functions which are uniformizers of Fuchsian triangle groups. Here we
give a complete solution to the problem of bi-algebraicity, even with different such analytic
functions applied to each coordinate. The case of generalized triangle equations is generally
interesting (it includes, for instance the ALW result for the j-function associated with elliptic
curves), but it also allows for an important and interesting generalization of our ALW result
from [3], which we describe next.
The compactification of Γ\H is a Riemann surface, and so it can be represented as an
algebraic curve. In [3] we proved the ALW theorem for Γ\H genus zero. In Section 3.21 we
drop the assumption that Γ\H is genus zero, but assume that Γ\H is given by an algebraic
curve over Qalg. Belyi [2] proved that any nonsingular projective algebraic curve over Qalg
gives a cover of the Riemann sphere which is ramified at only three points. Belyi’s theorem
allows us to apply our result for triangle groups to prove the ALW theorem in the case that
Γ\H has arbitary genus but is an algebraic curve over Qalg. We leave the general case in
which Γ\H is not assumed to be defined over Qalg as an open problem for future work. In
Proposition 3.23, we also establish a nice general fact showing that ALW results are not
sensitive to finite index changes in Γ, a result used implicitely in [4] for the modular group.
In our previous work, we intensively studied the Schwarzian equation with RΓ the rational
function coming from a genus zero Fuchsian group of first kind, while in Section 3 we
generalized our work under various assumptions on the form of the rational function R or
of the field of definition of Γ\H. The second setting we consider in Section 4 assumes only a
very mild assumption about the rational function R (that the Riccati equation associated
with the rational function R has no algebraic solutions), but restricts attention to only
bi-algebraic curves.
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2. Summary of the Genus zero case
Let us begin with a quick review of the results in [3].
2.1. Schwarzian Equation. By a Schwarzian differential equation, we mean an equation
of the form
(?) St(y) + (y
′)2R(y) = 0.
where St(y) =
(
y′′
y′
)′− 12 (y′′y′ )2 denotes the Schwarzian derivative (′ = ddt) and R is a rational
function over C. The equation naturally appears in the study of automorphic functions.
Indeed, the Riemann mapping theorem states that if D is a non-empty simply connected
open subset of C which is not all of C, then there exists a biholomorphic mapping f from
D onto the upper half complex plane H. Furthermore, if D is bounded by a simple closed
contour, then f extends to a homeomorphism from the closure of D onto H = H ∪P1(R).
In the case when D is a circular polygon with vertices v1, v2, . . . , vn and with respective
internal angles piα1 ,
pi
α2
, . . . , piα2 , Schwarz (cf. [1, Section 5.8]) showed that there exist 2n
real numbers a1, . . . , an and β1, . . . , βn such that the (unique up to action of PSL2(R))
biholomorphic mapping J : D → H satisfies a Schwarzian equation (?) with R given by
RJ(y) =
1
2
r∑
i=1
1− α−2i
(y − ai)2 +
r∑
i=1
βi
y − ai .
Example 2.1. In the special case when D is a circular triangle 4(α, β, γ) with vertices
v1, v2, v3 and with respective internal angles
pi
α ,
pi
β and
pi
γ , one can completely determine
the constants appearing in the equations. Indeed, if we impose that J sends the vertices
v1, v2, v3 to ∞, 0, 1 respectively, then
R(y) = R4(y) =
1
2
(
1− β−2
y2
+
1− γ−2
(y − 1)2 +
β−2 + γ−2 − α−2 − 1
y(y − 1)
)
.
The function J(t) (as well as its inverse) is called a Schwarz triangle function. On the other
hand, by a Schwarz triangle equation we mean the equation (?) where the parameters α, β, γ
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are any complex numbers. By a generic Schwarzian triangle equations we mean the ODE
(?) with R = R4 and such that α, β, γ are algebraically independent over Q.
Some differential algebraic properties of solutions of equation (?) can be understood by
means of its linearization. Let us consider the following second order linear differential
equation
(2.1)
d2ψ
dy2
+
1
2
R(y)ψ = 0.
A direct substitution shows that the logaritmic derivative u = d logψdy of any solution satisfies
the Riccati equation
(2.2)
du
dy
+ u2 +
1
2
R(y) = 0.
Moreover, if ψ1 and ψ2 are linearly independent solutions of (2.1) then the quotient t =
ψ1
ψ2
satisfies d
2t
dy2
= −2u dtdy and it follows,
(2.3) Sy(t) = R(y).
From the inversion formula for Schwarzian derivatives we obtain that the inverse function
of t is a solution of (?). The definition of t as the quotient of two linearly independent
solutions of (2.1) ensures that the group of PSL2(C) acts free and transitively in the space
of solutions (2.3): if t1 and t2 are two such solutions then t2 =
at1+b
ct1+d
for certain a, b, c, d ∈ C
with ad− bc = 1.
Let us fix a local solution y(t) for (?) and let t(y) be its inverse function. Let us denote
by t˙, t¨ the derivatives of t with respect to y. We have
y′ =
1
t˙(y)
, y′′ = − t¨(y)
t˙3(y)
and thus we have an identity of fields (but not differential fields),
C(t)〈y〉 d
dt
= C(t, y, y′, y′′) = C(y, t, t˙, t¨) = C(y)〈t〉 d
dy
.
Proposition 2.2. The differential field extension C(y) ⊂ C(y)〈t〉 is a Picard-Vessiot ex-
tension with Galois group in PSL2(C). The following are equivalent
(1) t, y, y′, y′′ are algebraically independent over C.
(2) The differential Galois group Aut(C(y)〈t〉/C(y)) is PSL2(C).
(3) The Riccati equation (2.2) has no solution in C(y)alg.
Proof. Let us write t as the quotient t = ψ1ψ2 of two solutions of (2.1). Then C(y) ⊂
C(y)〈ψ1, ψ2〉 is a Picard-Vessiot extension. Its differential Galois group, Aut(C(y)〈ψ,ϕ〉/C(y)),
is represented in SL2(C) as a group of special linear matrices,[
ψ1
ψ2
]
7→
[
a b
c d
] [
ψ1
ψ2
]
.
It follows, from Galois correspondence, that the intermediate extension C(y) ⊂ C(y)〈t〉 is a
Picard-Vessiot extension whose differential Galois group Aut(C(y)〈t〉/C(y)) is the image of
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Aut(C(y)〈ψ,ϕ〉/C(y)) in PSL2(C). The equivalence between (1) and (3) follows from the
preliminary considerations to Kovacic’s algorithm; see [9]. 
2.2. Irreducibly a`-la-Umemura and strong minimality. We fix a differentially closed
field U and assume that U contains the differential field
(
C(t), ddt
)
.
Definition 2.3. Let Y be a subset of U defined by a differential equation of the form
y(n) = f(t, y, y′, . . . , y(n−1)), where f is rational over C. Then Y is said to be strongly
minimal if and only if for any differential field extension K of C and solution y ∈ Y ,
tr.deg.KK 〈y〉 = 0 or n.
Strong minimality has many interesting consequences on the relations between solutions
of the equation.
Definition 2.4. Let Y be a set defined by an order n ODE. Then Y is geometrically trivial
if for any differential field extension K and for any distinct solutions y1, . . . , ym, if the
collection consisting of y1, . . . , ym together with all their derivatives y
(j)
i up to order n− 1
is algebraically dependent over K then for some i < j, yi, yj together with their derivatives
is algebraically dependent over K.
For autonomous differential equation, i.e. y(n) = f(y, y′, . . . , y(n−1)) with f rational over
C, strong minimality implies geometric triviality.
Proposition 2.5. [3, Proposition 5.8] Let Y be a strongly minimal set of order > 1 and
suppose that Y is defined over C. Then Y is geometrically trivial.
Schwarzian equations are autonomous and we aim to prove that algebraic relation between
theirs solutions have very specific arithmetic origins. Proposition 2.2 can be seen as the
0-step version of strong minimality theorem below has it involves no field extensions.
Theorem 2.6. [3, Theorem 3.2] Let (K, ∂) be any differential field extension of C and let
us assume that the Riccati equation (2.2) has no algebraic solution. For any solution jR of
the Schwarzian equation (?) we have that
tr.deg.KK 〈jR〉 = 0 or 3.
In other words, the set defined by the equation (?) is strongly minimal.
The idea of the proof is to replace the action of the Galois group of the equation (2.1) on
the field C(t, y, y′, y′′) by the infinitesimal action of its Lie algebra. On the field K(y, y′, y′′)
of rational functions in four indeterminates, one consider the following derivations:
• D = ∂∂t +y′ ∂∂y +y′ ∂∂y′ +
(
3
2
y′′2
y′ − (y′)3R(y)
)
∂
∂y′′ , is the derivation such that this field
is the field generated by a generic solution,
• X = − ∂∂t ,
• H = −t ∂∂t + y′ ∂∂y′ + 2y′′ ∂∂y′′ ,
• Y = − t22 ∂ + ty′ ∂∂y′ + (y′ + 2ty′′) ∂∂y′′ .
The last three derivations are the infinitesimal action of the Galois group, PSL2(C). One
has [D,X] = 0, [D,H] = −D and [D,Y ] = −tD. Using an alternative description of
the differential structure of the field one can see that this infinitesimal action commute
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with the differential structure : [ 1y′D,X] = 0 [
1
y′D,H] = 0 and [
1
y′D,Y ] = 0. Then the
usual computations from differential Galois theory can be adapted to obtain the desired
conclusion (see [3] for details).
A particular case of strong minimality already appear in the work of H. Umemura on
the irreducibility of Painleve´ equations [19, 20]. Following the classification of transcen-
dency of solutions of differential equations started by Painleve´ in his Lec¸ons de Stockholm,
Umemura defined the notion of irreducible equation ([19]) and proved the irreducibility of
the first Painleve´ equation. Then, for a second order differential equation without algebraic
solutions, irreducibility is a consequence of the condition (J) (see [20, page 169]).
Umemura’s condition (J) is equivalent to strong minimality. Umemura’s theorem is
stated in the case of second order differential equation. A general statement is given by
: If a differential equation defines a strongly minimal set then its generic solution is not
contained in a field obtained by successive iteration of Kolchin G-primitive extensions and
extensions by solutions of lower order differential extension.
2.3. Fuchsian Triangle Groups. We will now describe the main object of study of the
paper [3]. We will restrict ourselves to Fuchsian Triangle Groups. For details about other
Fuchsian Groups of genus zero, we direct the reader to Section 2 of that paper.
Let Γ(k,l,m) ⊂ PSL2(R) be a Fuchsian triangle group, that is assume that Γ(k,l,m) is
a Fuchsian group of first kind with signature is (0; k, l,m). It is known that Γ(k,l,m) is
generated by the reflections in the sides of a hyperbolic Fuchsian triangle 4(k, l,m); namely
circular triangles such that the parameters k, l,m satisfying the relation 1k +
1
l +
1
m < 1 and
such that k, l,m ∈ N ∪ {∞}. The group Γ(k,l,m) has the following presentation
Γ(k,l,m) =
〈
g1, g2, g3 : g
k
1 = g
l
2 = g
m
3 = g1g2g3 = I
〉
and acts on H by linear fractional transformation: for
(
a b
c d
)
∈ Γ(k,l,m) and τ ∈ H(
a b
c d
)
· τ = aτ + b
cτ + d
.
We will assume, without loss of generality, that 2 ≤ k ≤ l ≤ m ≤ ∞.
Example 2.7. The group PSL2(Z) is a triangle group of type (0; 2, 3,∞). It is well known
that the generators of SL2(Z) can be taken to be
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
.
By setting g1 = −S, g2 = −T−1S and g3 = T we have that
SL2(Z) =
〈
g1, g2, g3 : g
2
1 = g
3
2 = g1g2g3 = −I
〉
.
We have that the Schwarz triangle function J(k,l,m)(t) for a hyperbolic triangle 4(k, l,m)
satisfies the Schwarzian equation (?) with the rational function RJ given as in Example
2.1 and with α = k, β = l, γ = m (cf. [1, Chapter 5]). Very importantly, the functions
J(k,l,m)(t) are automorphic uniformizers for Γ(k,l,m):
J(k,l,m)(g · τ) = J(k,l,m)(τ) for all g ∈ Γ(k,l,m) and τ ∈ H.
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The first two main results of [3] are as follows
Theorem 2.8. [3, Theorem 2.12] Assumme that 4(k, l,m) is a hyperbolic Fuchsian trian-
gle, that is assume that k, l,m ∈ N ∪ {∞} and satisfy the relation 1k + 1l + 1m < 1. Then
the set defined by the ODE (?) (with α = k, β = l, γ = m and R4 as in Example 2.1) is
strongly minimal and so geometrically trivial.
Theorem 2.9. Assume that the set defined by the Schwarzian equation (?) is strongly
minimal and let K be any differential field extension of C. Then for any distinct solutions
y1, . . . , yn of (?) not in K
alg, if there is an algebraic relation between
y1, y
′
1, y
′′
1 · · · , yn, y′n, y′′n
over K, then there is a polynomial P ∈ C[X1, X2] and some i < j such that
P (yi, yj) = 0
Proof. First, if the set defined by (?) is strongly minimal, it follows from [3, Proposition
5.8] that it also is geometrically trivial. So for any distinct solutions y1, . . . , yn of (?) not in
Kalg, if there is an algebraic relation between y1, y
′
1, y
′′
1 · · · , yn, y′n, y′′n over K, then for some
i < j there is an algebraic relation between yi, y
′
i, y
′′
i , yj , y
′
j , y
′′
j over K (indeed over C). But
then [3, Theorem 5.10] gives the desired result (see also [3, Remark 5.14]). 
A natural diving lines among the triangle groups is the notion of arithmeticity. This
notion plays a central role when tackling functional transcendence questions. We now give
some details. For more details see [21].
Let F be a totally real number field of degree k+ 1 and denote by OF its ring of integers.
Let A be a quaternion algebra over F that is ramified at exactly one infinite place, that is,
A⊗Q R 'M2(R)×Hk
where H is Hamilton’s quaternion algebra
(
−1,−1
R
)
. Let ρ be the unique embedding of A
into M2(R) and let O be an order in A, namely a finitely generated OF -module such that
O⊗OF F ' A. The image ρ(O1) of the norm-one group of O under ρ is a discrete subgroup
of SL2(R). We denote by Γ(A,O) the projection in PSL2(R) of the group ρ(O1).
Definition 2.10. A Fuchsian triangle group Γ(k,l,m) is said to be arithmetic if it is com-
mensurable with a group of the form Γ(A,O).
Recall that two subgroups G and H of PSL2(R) are commensurable, denoted by G ∼
H, if their intersection G ∩ H has finite index in both G and H. We now explain how
commensurability and arithmeticity give rise to polynomials that violates the algebraic
independence of solutions. First let us recall some facts about commensurable Fuchsian
groups.
Fact 2.11. Let Γ and Γ1 be Fuchsian groups such that Γ ∼ Γ1. Then
(1) Γ and Γ1 have the same set of cusps; and
(2) Γ is of the first kind if and only if Γ1 is of the first kind.
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Let Γ = Γ(k,l,m) be a Fuchsian triangle group and let Comm(Γ) be the commensurator
of Γ, namely
Comm(Γ) = {g ∈ PSL2(R) : gΓg−1 ∼ Γ}.
If g ∈ Comm(Γ) \ Γ then by Fact 2.11, the intersection Γg = gΓg−1 ∩ Γ is a Fuchsian
group of first kind with the same set of cusps as Γ. Since the functions J(k,l,m)(t) and
J(k,l,m)(g
−1t) are respective automorphic uniformizers for Γ and gΓg−1, we have that they
also are automorphic functions for Γg.
A classical theorem of Poincare´ (cf. [10, Chap. 5 Section 6]) states that any two au-
tomorphic functions for a Fuchsian group are algebraically dependent over C. So there
is a polynomial Φg ∈ C[X,Y ], such that Φg(J(k,l,m)(t), J(k,l,m)(gt)) = 0. We call such
polynomial a Γ(k,l,m)-special polynomial and say that the uniformizers are in Comm(Γ)-
correspondence.. The following result of Margulis gives a characterization of arithmeticity
in terms of Γ(k,l,m)-special polynomials.
Fact 2.12 ([11]). The group Γ(k,l,m) is arithmetic if and only if Γ(k,l,m) has infinite index
in Comm(Γ) and so there are infinitely many Γ(k,l,m)-special polynomials.
We can now state the next two main result from [3].
Theorem 2.13. [3, Theorem 2.13] Suppose that Γ = Γ(k,l,m) is arithmetic and suppose that
jΓ(g1t), ..., jΓ(gnt) are distinct solutions of the Schwarzian equation (?) that are pairwise
not in Comm(Γ)-correspondence. Then the 3n functions
jΓ(g1t), j
′
Γ(g1t), j
′′
Γ(g1t), . . . , jΓ(gnt), j
′
Γ(gnt), j
′′
Γ(gnt)
are algebraically independent over C(t).
Theorem 2.14. [3, Theorem 2.14] Suppose that Γ = Γ(k,l,m) is non-arithmetic. Then there
is a k ∈ N such that if jΓ(g1t), ..., jΓ(gnt) are distinct solutions of the Schwarzian equation
(?) satisfying
tr.deg.C(t)C 〈t, jΓ(g1t) . . . , jΓ(gnt)〉 = 3n,
then for all other solutions jΓ(gt), except for at most n · k,
tr.deg.C(t)C 〈t, jΓ(g1t) . . . , jΓ(gnt), jΓ(gt)〉 = 3(n+ 1).
In Section 4 we will explain how one can refine these results in the non-arithmetic case.
Finally, we state the Ax-Lidemann-Weierstrass Theorem with derivatives for the Fuchsian
triangle groups. In what follows, we say that t1, . . . , tn are geodesically independent if ti
is nonconstant for i = 1, . . . , n and there are no relations of the form ti = γtj for i 6= j,
i, j ∈ {1, . . . , n} and γ ∈ Comm(Γ).
Theorem 2.15. [3, Theorem 2.16] Let C(V ) be an algebraic function field, where V ⊂ An
is an irreducible algebraic variety defined over C. Let
t1, . . . , tn ∈ C(V )
take values in the upper half complex plane H at some P ∈ V and are geodesically indepen-
dent. Then the 3n-functions
J(k,l,m)(t1), J
′
(k,l,m)(t1), J
′′
(k,l,m)(t1) . . . , J(k,l,m)(tn), J
′
(k,l,m)(tn), J
′′
(k,l,m)(tn)
(considered as functions on V (C) locally near P ) are algebraically independent over C(V ).
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3. The generic Schwarz triangle equation and Belyi Surfaces
Throughout we assume that (U, ∂) is a saturated differentially closed field of characteristic
0 and that C is its field of constants. We work in the language L∂ = (0, 1,+, ·, ∂) of
differential fields. Recall by a generic Schwarzian triangle equations we mean the ODE (?)
with
R4(y) =
1
2
(
1− β−2
y2
+
1− γ−2
(y − 1)2 +
β−2 + γ−2 − α−2 − 1
y(y − 1)
)
.
and such that α, β, γ are algebraically independent over Q (see example 2.1).
3.1. Strong Minimality. We now aim to prove the following result.
Theorem 3.1. The set defined by a generic Schwarz triangle equation (?) is strongly min-
imal.
We will need the following fact:
Fact 3.2. Let θ(x1, x2, . . . , xn) be a L∂-formula with parameters in F . Suppose we have
(α1, α2, . . . , αn) ∈ Cn which is a generic point on some algebraic variety V over F such that
U |= θ(α1, α2, . . . , αn). Then for an F -definable (thus constructible) Zariski dense subset of
a¯ ∈ Cn, we have U |= θ(a¯).
Proof. This is a generalization of [12, Fact 2.11]. 
Proof of Theorem 3.1. Assume that α, β, γ are algebraically independent overQ. We denote
by C the constant field generated by α, β, γ over Q, that is C = Q(α, β, γ). Let us denote
by X(α, β, γ) the set defined by ODE (?). We write φ(y, u1, u2, u3) for the L∂-formula such
that X(α, β, γ) = {y ∈ U : |= φ(y, α, β, γ)}. Of course φ(y, u1, u2, u3) is obtained from
the equation (?) with the added condition that y′ 6= 0, which is required once we clear the
denominators.
For contradiction, assume that X(α, β, γ) is not strongly minimal. Then by defini-
tion, there exists a differential field extension K of C and z ∈ X(α, β, γ), such that
tr.deg.KK 〈z〉 = 1 or 2. We can assume that K = C
〈
b
〉
for some b ∈ Um and m ∈ N.
So it follows that there exist a differential polynomial F ∈ K{y} of order 1 or 2, such that
F (z) = 0. We write F (y) as F (y, α, β, γ, b) to emphasize that those parameters appear
in F (y). Finally, let Pi(α, β, γ, b) (for i = 1, . . . , r) be the non-zero coefficients of F (y) as
a polynomial in y, y′, y′′. Here each Pi ∈ K = C
〈
b
〉
. Let us write ρ(u1, u2, u3, v) for the
L∂-formula such that ρ(α, β, γ, b) is the true L∂-sentence
∀y (F (y, α, β, γ, b)→ φ(y, α, β, γ)) .
Claim: We have a L∂-formula θ(u1, u2, u3) such that if U |= θ(α0, β0, γ0), then α0, β0, γ0
are constants and there exists an order 1 or 2 definable subset of X(α0, β0, γ0) defined over
Q 〈α0, β0, γ0, c〉 for some c ∈ Um.
Proof of Claim. The formula θ(u1, u2, u3) is simply chosen so that θ(α, β, γ) is the true
L∂-sentence
∃v
(
ρ(α, β, γ, v) ∧
r∧
i=1
Pi(α, β, γ, v) 6= 0
)
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
So we have θ(α, β, γ) is true in U and so we can apply Fact 3.2 with V = A3. We obtained
k, l,m ∈ N such that 2 ≤ k ≤ l ≤ m and U |= θ(k, l,m). By making our initial choice of k
large enough (say k > 6) we can also ensure that 1k +
1
l +
1
m < 1. But now by the above
claim, there exists an order 1 or 2 definable subset of X(k, l,m). This contradicts Theorem
2.8, namely that X(k, l,m) is strongly minimal. 
In the previous proof, note that the only point at which we used the fact that (α, β, γ)
are independent transcendental numbers was in the final paragraph while applying Fact
3.2. Therefore, it is not hard to see that the proof works identically in the following slightly
more general case:
Theorem 3.3. The set defined by (?) with (α, β, γ) a generic point on an algebraic variety
V ⊂ A3 over Q with a dense set of points in N3>1 is strongly minimal.
By means of differential Galois theory we can also specify the kind of Q-algebraic depen-
dence relations that may appear between en the parameters (α, β, γ) for non-generic and
non-strongly minimal triangle equations (?).
Proposition 3.4. Let us assume that equation (?) with R = R4 with complex parameters
(α, β, γ) is not strongly minimal. One of the following holds:
(1) At least one of the four complex numbers, α−1 + β−1 + γ−1, −α−1 + β−1 + γ−1,
α−1 − β−1 + γ−1, α−1 + β−1 − γ−1 is an odd integer.
(2) The quantities α−1 or −α−1, β−1 or −β−1 and γ−1 or −γ−1 take, in an arbitrary
order, values given in the following table:
±α−1 ±β−1 ±γ−1
1 12 + `
1
2 +m arbitrary
2 12 + `
1
2 +m
1
2 + n
3 23 + `
1
3 +m
1
4 + n `+m+ n even
4 12 + `
1
3 +m
1
4 + n
5 23 + `
1
4 +m
1
4 + n `+m+ n even
6 12 + `
1
3 +m
1
5 + n
7 25 + `
1
3 +m
1
3 + n `+m+ n even
8 23 + `
1
5 +m
1
5 + n `+m+ n even
9 12 + `
2
5 +m
1
5 + n `+m+ n even
10 35 + `
1
3 +m
1
5 + n `+m+ n even
11 25 + `
2
5 +m
2
5 + n `+m+ n even
12 23 + `
1
3 +m
1
5 + n `+m+ n even
13 45 + `
1
5 +m
1
5 + n `+m+ n even
14 12 + `
2
5 +m
1
3 + n `+m+ n even
15 35 + `
2
5 +m
1
3 + n `+m+ n even
where `, m, n stand for arbitrary integer numbers.
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Proof. First, let us recall the criterion of strong minimality given in [3] Theorem 3.2. If
Riccati equation (2.2) has no algebraic solutions, then equation (?) is strongly minimal.
On the other hand, Riccati equation (2.2) has an algebraic solution if and only if linear
equation (2.1) is Liouville integrable. This linear equation is projectively equivalent to an
hypergeometric equation,
(3.1) t(1− t)y′′ + (c− (a+ b+ 1)t)y′ − aby = 0
that gives rise to the same Schwarzian equation. Note that equation (2.1) is Liouville inte-
grable if and only if its projectively equivalent hypergeometric equation is so. Parameters
a, b, c are algebraically related to the angles of the triangle equation (?) by the following
equations:
pi(1− c) = pi/β, pi(c− a− b) = pi/γ, pi(a− b) = pi/α,
(see, for instance, [22] page 68) and therefore we have:
a =
1
2
(1 + α−1 − β−1 − γ−1), b = 1
2
(1− α−1 − β−1 − γ−1), c = 1− β−1.
The Liouville integrable hypergeometric equations (3.1) are completely classified by the so-
called exponent differences 1 − c, c − a − b and a − b that in this case are α−1, β−1, γ−1.
By application of Theorem I in [7] we obtain the desired result. 
Now that we have proved strong minimality in various cases, we aim to understand the
existence of possible algebraic relations between solutions of the given equation. We are
only able to do so in the generic case and leave other cases for future work. By Theorem 3.1,
we have that the conclusion of Theorem 2.9 holds for a generic Schwarz triangle equations
(?), and our next step will be to prove that no such polynomials as in Theorem 2.9 exist.
That is, there are no algebraic relations between solutions of a generic Schwarzian equation.
Our argument exploits the fact that arithmetic triangle groups are rare.
Fact 3.5. [18] Up to PSL2(R)-conjugation, there are finitely many arithmetic triangle
groups; 76 cocompact and 9 non-cocompact. A complete (finite) list of triples (k, l,m) with
2 ≤ k ≤ l ≤ m ≤ ∞ such that Γ(k,l,m) is arithmetic can be found in [18, Theorem 3].
So most Fuchsian triangle groups are non-arithmetic. We will use this to our advantage.
We also need a finer analysis of the non-arithmetic groups, especially those groups which
are equal to their commensurators (and thus have no associated special polynomials).
Definition 3.6. A Fuchsian group Γ is maximal if Γ cannot be properly embedded in any
Fuchsian group.
Fact 3.7 ([6],[16]). Let Γ = Γ(k,l,m) be a Fuchsian triangle group. The following holds:
(1) Any Fuchsian group containing Γ is itself a triangle group.
(2) If Γ is non-arthimetic, then Comm(Γ) a triangle group. Indeed, it is the largest
triangle group containing Γ.
So from Fact 3.7 a non-arithmetic triangle group Γ is maximal if and only if Γ =
Comm(Γ). In this case there are no Γ-special polynomials. We have a precise descrip-
tion of when this occurs:
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Fact 3.8 ([5]). A triangle group Γ(k,l,m) is maximal if and only if (k, l,m) is not of the form
(3.2) (k, l, l), (2, l, 2l), or (3, l, 3l)
with k, l,m ∈ N ∪ {∞} not necessarily in increasing order.
We can now give a finer version of some results in [3]. We will denote by ∆ the set of
triples of natural numbers that has form given in (3.2).
Theorem 3.9. Let Γ = Γ(k,l,m) be a non-arithmetic triangle group.
(1) If (k, l,m) ∈ ∆, then there is k ∈ N>1 such that if y1, . . . , yn are distinct solutions
of the Schwarzian equation (?) (with α = k, β = l, γ = m) satisfying
tr.deg.CC 〈y1, . . . , yn〉 = 3n,
then for all other solutions y, except for at most n · k,
tr.deg.CC 〈y1, . . . , yn, y〉 = 3(n+ 1).
(2) If (k, l,m) 6∈ ∆, then for any distinct solutions y1, . . . , yn of the Schwarzian equation
(?) (with α = k, β = l, γ = m) we have that
tr.deg.CC 〈y1, . . . , yn〉 = 3n,
Proof. As mentioned above this is basically just a refinement of Theorem 2.14 in [3]. The
ideas of the proof are as follows. First for Fuchsian triangle groups, Theorem 2.9 is more
precise. By lemmas 5.15 and 5.16 of [3], the polynomials (in C[X1, X2]) that can witness
algebraic dependencies among solutions must all be Γ-special.
Now, if (k, l,m) ∈ ∆, then Γ is properly contained in Comm(Γ). But since Γ is non-
arithmetic, Γ has finite index (say k > 1) in Comm(Γ). From this we get the desired result.
On the other hand, if (k, l,m) 6∈ ∆, then Γ = Comm(Γ) and so there all no Γ-special
polynomials. 
We are now ready to prove our next Theorem.
Theorem 3.10. The set defined by a generic Schwarz triangle equation (?) is strictly
disintegrated. More precisely, if K is any differential field extension of C and y1, . . . , yn are
distinct solutions that are not algebraic over K, then
tr.deg.KK(y1, y
′
1, y
′′
1 , . . . , yn, y
′
n, y
′′
n) = 3n
.
We will again make use of Fact 3.2. In what follows W will denote the union of ∆ with
the finite set consisting of triples of natural number corresponding to arithmetic Fuchsian
triangle groups.
Proof of Theorem 3.10. We begin with the same conventions as in the proof of Theorem
3.1. Let α, β, γ be algebraically independent over Q and denote by C the constant field
generated by α, β, γ over Q. We write X(α, β, γ) for the set defined by ODE (?) and
assume X(α, β, γ) = {y ∈ U : |= φ(y, α, β, γ)} for some L∂-formula φ(y, u1, u2, u3). By
Theorem 3.1, we have that X(α, β, γ) is strongly minimal.
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Let y1, . . . , yn be distinct elements of X(α, β, γ) and for contradiction assume that there
is an algebraic relation between
y1, y
′
1, y
′′
1 · · · , yn, y′n, y′′n.
Using Theorem 2.9, we have a polynomial P ∈ C[x, y] and some i < j such that P (yi, yj) = 0.
Let us write P (x, y) as P (x, y, α, β, γ, b) where b is a tuple of complex numbers all distinct
from α, β, γ. We let ρ(u1, u2, u3) be the L∂-formula such that ρ(α, β, γ) is the true L∂-
sentence
∃v∃x∃y (v′ = 0 ∧ x 6= y ∧ φ(x, α, β, γ) ∧ φ(y, α, β, γ) ∧ P (x, y, α, β, γ, v) = 0) .
We can now use Fact 3.2 with V = A3 and obtain a triple (k, l,m) of natural number such
that (k, l,m) 6∈W, 2 < k < l < m, 1k + 1l + 1m < 1 and U |= θ(k, l,m). But this means that
there is a polynomial in C[x, y] which vanishes on two distinct element of X(k, l,m). This
contradicts case (2) of Theorem 3.9. 
Similar to Theorem 3.1, the proof of the previous result applies in slightly more generality,
so similarly to Theorem 3.3, we next sketch the most general version of Theorem 3.10 which
can be established with the methods we used above.
Theorem 3.11. Suppose that (α, β, γ) is the generic point on a variety V ⊂ A3 over Q of
dimension at least one such that V has a dense set of points with coordinates in N3. Work
with coordinates (x, y, z). Assume further that
(1) V is not the curve given by x = 2, z = 2y.
(2) V is not the curve given by x = 3, z = 3y.
(3) V is not contained in surface y = z.
If K is any differential field extension of C and y1, . . . , yn are distinct solutions to (?)
with parameters (α, β, γ) then
tr.deg.KK(y1, y
′
1, y
′′
1 , . . . , yn, y
′
n, y
′′
n) = 3n
.
Proof. The argument used in the proof of Theorem 3.10 applies directly to the triple (α, β, γ)
whenever it has infinitely many specializations over Q which correspond to maximal triangle
groups and the conditions of Theorem 3.3 apply (that the N-points are Zariski dense on the
Zariski closure of (α, β, γ) over Q). Work with coordinates (x, y, z) in A3 in what follows.
So, when V is any algebraic surface with dense N-points and V is not given by y = z, the
result follows. Suppose that V is any algebraic curve with dense N-points such that none
of the following hold:
• V is given by x = 2, z = 2y.
• V is given by x = 3, z = 3y
• V lies on the surface y = z.
As long as none of the three conditions holds, we have infinitely many specializations of
(α, β, γ) which correspond to maximal triangle groups, and the argument of Theorem 3.10
applies to yield our result. 
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3.2. Orthogonality. We will now study the possible algebraic relations between solutions
of two generic Schwarzian equations. We will show that the definable sets are orthogonal:
Definition 3.12. Let X and Y be two strongly minimal sets both defined over some differ-
ential field K.
(1) X and Y are nonorthogonal if there is some definable (possibly with additional pa-
rameter) relation R ⊂ X× Y such that the images of the projections of R to X and
Y respectively are infinite and these projections are finite-to-one.
(2) X and Y are non weakly orthogonal if they are nonorthogonal, that is there is an
infinite finite-to-finite relation R ⊆ X×Y, and the formula defining R can be chosen
to be over Kalg.
Remark 3.13. Suppose X and Y are nonorthogonal strongly minimal sets and that the
relation R ⊂ X × Y witnessing nonorthogonality is defined over some field F . Then by
definition for any x ∈ X \ F alg there exist y ∈ Y \ F alg such that (x, y) ∈ R. In that case
F 〈x〉alg = F 〈y〉alg, that is x, y and derivatives are algebraically dependent over K.
We will need the following important fact. We restrict ourselves to strictly disintegrated
strongly minimal sets as this is all we need for the Schwarzian equations. We direct the
reader to [15, Corollary 2.5.5] for the more general context.
Fact 3.14. Let X and Y be strongly minimal sets both defined over some differential field
K. Assume further that they are both strictly disintegrated. If X and Y are nonorthogonal,
then they are non weakly orthogonal.
So by Theorem 3.10, we see that if the solution sets of two generic Schwarzian equations
are nonorthogonal, then they are non weakly orthogonal. As with the proof of theorems
3.1 and 3.10 our strategy is to make a “descent” argument to the Fuchsian triangle groups.
We review the relevant results in [3].
Let Γ1 and Γ2 be two Fuchsian triangle group. We say that Γ1 is commensurable with
Γ2 in wide sense if Γ1 is commensurable to some conjugate of Γ2. In particular, if Γ1 is
commensurable with Γ2 in wide sense, then Comm(Γ1) is conjugate to Comm(Γ2).
Remark 3.15. Suppose that Γ1 = Γ(k1,l1,m1) and Γ2 = Γ(k2,l2,m2) are two distinct maximal
non-arithmetic triangle groups (that is assume Comm(Γ1) = Γ1 and Comm(Γ2) = Γ2). We
have that Γ1 is not commensurable with Γ2 in wide sense. This follows since Γ1 is not
conjugate to Γ2 - the two group not being of same type.
Theorem 3.16. [3, Theorem 6.5] Suppose that Γ(k1,l1,m1) and Γ(k2,l2,m2) are two Fuchsian
triangle groups that are not commensurable in wide sense. Then the sets defined by the
two Schwarzian equations (?) (with parameters (k1, l1,m1) and (k2, l2,m2) respectively) are
orthogonal.
Proof. This is simply Theorem 6.5 restricted to the case of Fuchsian triangle group. 
This is all we need to prove the desired result.
Theorem 3.17. Let α1, β1, γ1, α2, β2, γ2 ∈ C be algebraically independent over Q. Let
X(α1, β1, γ1) and X(α2, β2, γ2) be the set defined by the two generic Schwarzian equations (?)
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(with parameters (α1, β1, γ1) and (α2, β2, γ2) respectively). Then X(α1, β1, γ1) is orthogonal
to X(α2, β2, γ2).
Proof. As before, W will denote the union of ∆ - the set of triples of natural numbers
that has form given in (3.2) - with the finite set consisting of triples of natural number
corresponding to arithmetic Fuchsian triangle groups.
For contradiction, if X1 = X(α1, β1, γ1) is nonorthogonal to X2 = X(α2, β2, γ2), then there
is a definable finite-to-finite relation R ⊂ X1 ×X2 between the two sets and we can assume
that the relation is defined over Q(α1, β1, γ1, α2, β2, γ2)alg. Let σ(u1, v1, w1, u2, v2, w2) be the
L∂-formula such that σ(α1, β1, γ1, α2, β2, γ2) is the true L∂-sentence stating that R ⊂ X1×X2
is a definable finite-to-finite relation.
We can now use Fact 3.2 with V = A3 to specialize (α1, β1, γ1) and get a triple of
integers (k1, l1,m1) 6∈ W such that 2 < k1 < l1 < m1, 1k1 + 1l1 + 1m1 < 1 and U |=
σ(k1, l1,m1, α2, β2, γ2). Notice that Γ(k1,l1,m1) is a maximal non-arithmetic triangle group.
Now we again apply Fact 3.2 with V = A3 - this time to specialize (α2, β2, γ2) - and
choose a triple of integers (k2, l2,m2) 6∈ W ∪ {(k1, l1,m1)} such that 2 < k2 < l2 < m2,
1
k2
+ 1l2 +
1
m2
< 1 and U |= σ(k1, l1,m1, k2, l2,m2). This time we have a maximal non-
arithmetic triangle group Γ(k2,l2,m2) which is distinct from Γ(k1,l1,m1).
But this means that there is a definable relation between X(k1, l1,m1) and X(k2, l2,m2),
that is they are nonorthogonal. But the triples where chosen so that Γ(k1,l1,m1) is not
commensurable with Γ(k2,l2,m2) in wide sense (see Remark 3.15). This contradicts Theorem
3.16 above. 
3.3. Non-zero Fibers of generic Schwarzian triangle equations. In this subsection
we consider the differential operator
χ4, d
dt
(y) := S d
dt
(y) + (y′)2R4(y)(3.3)
and for a ∈ U, study equations of the form
χ4, d
dt
(y) = a.
We call such equations the fibers of the Schwarzian triangle equations. For Fuchsian groups
of first kind and genus zero a complete answer is known. The main result, stated in the
case of the Fuchsian triangle groups, is as follows
Theorem 3.18. [3, Theorem 6.2] Let a ∈ U. Assumme that 4(k, l,m) is a hyperbolic
Fuchsian triangle. Then the set defined χ4, d
dt
(y) = a (with α = k, β = l, γ = m) is strongly
minimal and geometrically trivial. Furthermore if a1, . . . , an ∈ U satisfy χ4, d
dt
(ai) = a
and are dependent, then there exist i, j ≤ n and a Γ-special polynomial, P such that
P (ai, aj) = 0.
Remark 3.19. Note that if (k, l,m) 6∈ W, where W still denotes the union of ∆ with the
finite set of triples for arithmetic Fuchsian triangle groups, then Γ-special polynomials do
not exists. As such Theorem 3.18 tell us that if in addition (k, l,m) 6∈ W, then the set
defined χ4, d
dt
(y) = a is strictly disintegrated.
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It is now clear from the work in [3] and [4] that, in the case of a Fuchsian group Γ, if one
is able to show that the corresponding Schwarzian equation is strongly minimal, then one
can conclude that any non-zero fiber of the equation is strongly minimal. This follows since
the solutions of the non-zero fibers can be written in terms of the automorphic uniformizer
jΓ of Γ. Using this fact and the chain rule, one can then reduce the problem to determining
strong minimality of the zero fiber (see [3, Section 6] for more details).
Outside the context of Fuchsian groups, one cannot write all solutions of non-zero fibers
in terms of some solution of the zero fiber. Nevertheless, we are able to use the same
techniques as in the previous subsections to study non-zero fibers of the generic Schwarzian
triangle equations.
Theorem 3.20. Let a ∈ U be non-zero. Assume that α, β, γ are algebraically independent
over C. Then the set defined by χ4, d
dt
(y) = a is strongly minimal and strictly disintegrated.
Proof. Assume that α, β, γ are algebraically independent over Q. As before, denote by C
the constant field generated by α, β, γ over Q, that is C = Q(α, β, γ). Let us denote by
X(α, β, γ, a) the set defined by χ4, d
dt
(y) = a.
The proof of strong minimality has some similarity to that of the proof of Theorem 3.1.
So some details are omitted. For contradiction, assume that X(α, β, γ, a) is not strongly
minimal. Then for some differential field K = C
〈
a, b
〉
, where b ∈ Um and some z ∈
X(α, β, γ, a), we have that tr.deg.KK 〈z〉 = 1 or 2. So we have a differential polynomial
F ∈ K{y} of order 1 or 2, such that F (z) = 0. We write F (y) as F (y, α, β, γ, a, b) to
emphasize that those parameters appear in F (y) and write Pi(α, β, γ, a, b) (for i = 1, . . . , r)
for the non-zero coefficients of F (y). Let us also write ρ(u1, u2, u3, u, v) for the L∂-formula
such that ρ(α, β, γ, a, b) is the true L∂-sentence
∀y (F (y, α, β, γ, a, b)→ y ∈ X(α, β, γ, a)) .
Claim: We have a L∂-formula θ(u1, u2, u3) such that if U |= θ(α0, β0, γ0), then α0, β0, γ0 are
constants and there exists a0 ∈ U and an order 1 or 2 definable subset of X(α0, β0, γ0, a0)
defined over Q 〈α0, β0, γ0, a0, c〉 for some c ∈ Um.
Proof of Claim. The formula θ(u1, u2, u3) is simply chosen so that θ(α, β, γ) is the true
L∂-sentence
∃u∃v
(
ρ(α, β, γ, u, v) ∧
r∧
i=1
Pi(α, β, γ, u, v) 6= 0
)

We have that θ(α, β, γ) is true in U and so we can apply Fact 3.2 with V = A3. We
obtained k, l,m ∈ N such that 2 ≤ k ≤ l ≤ m, 1k + 1l + 1m < 1 and U |= θ(k, l,m). But now
by the above claim, there is a0 ∈ U such that there exists an order 1 or 2 definable subset
of X(k, l,m, a0). This contradicts Theorem 3.18.
Now to the proof of strict disintegratedness: For contradiction, assume that X(α, β, γ, a)
is not strictly disintegrated. Then for some differential field K = C
〈
a, b
〉
, where b ∈ Um
and some z1, . . . , zn+1 ∈ X(α, β, γ, a), we have that tr.deg.KK 〈z1, . . . , zn+1〉 6= 3(n+1). By
strong minimality we have that zn+1 ∈ K 〈z〉alg, where z = (z1, . . . , zn).
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Let ϕ(u, v, α, β, γ, a, b) be the L∂-formula that witness this, i.e. U |= ϕ(zn+1, z, α, β, γ, a, b)
and for any yn+1, y such that U |= ϕ(yn+1, y, α, β, γ, a, b), we have that yn+1 ∈ K 〈y〉alg.
Note here that the variables u and v are in the sorts X(α, β, γ, a).
Consider the L∂-formula θ(u1, u2, u3) so that θ(α, β, γ) is the true L∂-sentence
∃u∃v∃w∃x (ϕ(u, v, α, β, γ, x, w)) .
If U |= θ(α0, β0, γ0), then α0, β0, γ0 are constants and there exists a0 ∈ U and y1, . . . , yn+1 ∈
X(α0, β0, γ0, a0) such that y1, . . . , yn+1 are interalgebraic over Q 〈α0, β0, γ0, a0, c〉 for some
c ∈ Um. But then if we apply Fact 3.2 with V = A3, we obtain a triple (k, l,m) of natural
number such that (k, l,m) 6∈ W, 2 < k < l < m, 1k + 1l + 1m < 1 and U |= θ(k, l,m). But
then this contradicts Theorem 3.18 (also see Remark 3.19). 
3.4. Belyi Surfaces. Let Γ be a Fuchsian Group of first kind and not necessarily of genus
zero. If the compactification CΓ of the quotient Γ \H is defined over Qalg, then CΓ is called
a Belyi surface. The following theorem, proved by Belyi [2] (in this form see for example
[17, Theorem 4.1]), will play an important role.
Fact 3.21. Let Γ be a Fuchsian Groups of first kind.
(1) If Γ is cocompact, then CΓ is a Belyi surface if and only if Γ is a finite index subgroup
of a cocompact Fuchsian triangle group Γ(k,l,m).
(2) If Γ is not cocompact, then CΓ is a Belyi surface if and only if one of the following
holds
(i) Γ is a finite index subgroup of Γ(2,3,∞); or
(ii) Γ is a finite index subgroup of Γ(2,∞,∞); or
(iii) Γ is a finite index subgroup of Γ(∞,∞,∞).
Our main result in this section is
Theorem 3.22. Let Γ be a Fuchsian Groups of first kind and assume that CΓ is a Belyi
surface. Then the set defined by the Schwarzian equation for Γ is strongly minimal and
geometrically trivial. Furthermore the Ax-Lindemann-Weierstrass Theorem holds for Γ.
Recall that if Γ is a Fuchsian group and jΓ its uniformizing function, then we say that the
Ax-Lindemann-Weierstrass Theorem (ALW) holds for Γ if the following condition is proven
to hold: Let C(V ) be an algebraic function field, where V ⊂ An is an irreducible algebraic
variety defined over C. Let t1, . . . , tn ∈ C(V ) take values in the upper half complex plane
H at some P ∈ V and are geodesically independent. Then the 3n-functions
jΓ(t1), j
′
Γ(t1), j
′′
Γ(t1) . . . , jΓ(tn), j
′
Γ(tn), j
′′
Γ(tn)
(considered as functions on V (C) locally near P ) are algebraically independent over C(V ).
We have the following very general proposition.
Proposition 3.23. Let Γ be a Fuchsian Groups of first kind and assume that Γ1 is is a
finite index subgroup of Γ. If the Ax-Lindemann-Weierstrass Theorem holds for Γ, then it
holds for Γ1.
Proof. Let j and j1 be a respective uniformizing functions for Γ and Γ1. Since Γ1 < Γ,
we have that j and j1 are automorphic functions for Γ1. So as in the discussion following
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Fact 2.11, we have that j and j1 are interalgebraic over C. Furthermore notice that Γ is
commensurable with Γ1 and so Comm(Γ) = Comm(Γ1).
If Φ ∈ C[X1, X2] witness that j and j1 are interalgebraic, that is Φ(j(t), j1(t)) = 0, then
for any g ∈ PSL2(C), we have that Φ(j(gt), j1(gt)) = 0. The Ax-Lindemann-Weierstrass
Theorem for Γ completely describes the possible algebraic relations between of j(t) and
j(gt). So using that j(gt) and j1(gt) are algebraically dependent over C, we have that for
any g1, . . . , gn which lie in distinct cosets of Comm(Γ), the functions j1(g1t), . . . , j1(gnt)
(and derivatives) are algebraically independent over C. From this the result follows. 
Proof of Theorem 3.22. We fix a Fuchsian triangle group Γ(k,l,m) such that Γ < Γ(k,l,m) as
in Fact 3.21. Since the uniformizers jΓ and J(k,l,m) are interalgebraic over C, by Thereom
2.8, the type of jΓ over C is strongly minimal. The main Theorem of Nishioka [13] for the
automorphic function jΓ gives that any differential specialization of jΓ over C satisfies no
lower order differential equation. From this we get that the set defined by the Schwarzian
equation for Γ is strongly minimal. Finally, Proposition 2.5 gives geometric triviality and
Theorem 2.15 and Proposition 3.23 gives the Ax-Lindemann-Weierstrass Theorem for Γ.

4. Bi-algebraic curves of general Schwarzian equations in genus 0.
Let Y1 and Y2 be two genus zero algebraic curves over C; R1 and R2 be rational functions
on Y1 and Y2 respectively. Assume that both Riccati equations associated to R1 and R2
have no algebraic solutions and consider the following equations:
(4.1) St1(y1) +
(
∂y1
∂t1
)2
R1(y1) = 0
(4.2) St2(y2) +
(
∂y2
∂t2
)2
R2(y2) = 0
For a couple of solutions J1 : U1 → Y1 and J2 : U2 → Y2 holomorphic on some domains, let
J : U1 × U2 → Y1 × Y2 be the map sending (t1, t2) on (J1(t1), J2(t2)). An algebraic curve
C ⊂ C2 is bi-algebraic with respect to J (or simply bi-algebraic) if the Zariski closure of
J(C ∩ (U1 × U2)) is a algebraic curve in Y1 × Y2. This algebraic curve will be denoted by
J(C).
We will show that under the Riccati hypothesis, bi-algebraic curves are very simple;
namely, they are graph of homographies. Moreover if one controls the polar locus of the
two rational functions R1 and R2 then the curve J(C) is a Comm(Γ)-correspondence between
Zariski opens subsets Y ?1 ⊂ Y1 and Y ?2 ⊂ Y2 for some Fuchsian group Γ given by the image
of pi1(Y
?
1 ) ⊂ PSL2(C).
Theorem 4.1. If C is bi-algebraic curve with respect to J , then C is the graph of an
homography or C is vertical (= {b} × C) or horizontal (= C× {b}).
Proof. Vertical and horizontal curves are clearly bi-algebraic. Assume C is not vertical nor
horizontal.
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Consider the field K1 = C(t1, y1, y′1, y′′1) with the four derivations X1, H1, Y1, D1 as given
on page 5. We also define K2 analogously.
Let V ⊂ C4×C4 be the Zariski closure of (t1, J1(t1), J ′1(t1), J ′′1 (t1), t2, J2(t2), J ′2(t2), J ′′2 (t2))
for (t1, t2) ∈ C ∩ (U1 × U2). By strong minimality and transcendence of J1(t1) and J2(t2),
C(V ) is an algebraic extension of K1 and of K2.
Let X1, H1, Y1,D1, X2, H2, Y2, D2 be the lifts of these derivations on C(V ). On this
field D1 and D2 are colinear, indeed D1 = σD2 with σ =
∂t2
∂t1
as a function on the algebraic
curve C.
As X1, H1, Y1 and X2, H2, Y2 are two basis of C(J(C))-derivations of C(V ), one hasX1H1
Y1
 = A
X2H2
Y2
 ,
where A is a 3 × 3 matrix with coefficients in C(V ). The Lie bracket of D1 = σD2 with
each components of
X1H1
Y1
 gives
 0−D1
−t1D1
 = D1A
X2H2
Y2
+A
σD2,
X2H2
Y2
 = D1A
X2H2
Y2
−A
 X2σ(H2σ − 1)
(Y2σ − t2)
D2.
By independence of the derivations, A is a matrix of D1-constants and so by geometric
triviality, a matrix of complex numbers.
The derivations X1, H1, Y1, X2, H2 and Y2 preserve C(C) the field of rational functions
on the curve C. From this, we get that C is the graph of a correspondence on P1 preserving
the set of infinitesimal transformations psl2(C) = C ddt +Ct
d
dt +C
t2
2
d
dt . Hence it is the graph
of a homography. 
A pole p ∈ Y1 of R1 is said to have a finite order local monodromy if near p, R1(y) =
1
2
1−α−2
(y−p)2 + . . . with α ∈ Q∗. By Fuch’s theory this condition is equivalent to the fact that
any Schwarzian primitives of R1 near p has finite monodromy and moderate growth.
Let Y ∗1 be the curve Y1 punctured at poles of R1 and let Γ1 = pi1(Y ∗1 ) be the fundamental
group of the complex curve Y ∗1 seen as a Fuchsian subgroup of PSL2(R). We define Y ∗2 and
Γ2 similarly.
Theorem 4.2. Assume R1 and R2 have no poles with finite order local monodromies.
If C is a bi-algebraic curve with respect to J , then Γ1 ∼ Γ2 and J(C) is a Comm(Γ1)-
correspondence.
Proof. The proof consists of two lemmas.
Lemma 4.3. Assume R1 and R2 have no poles with finite order local monomodromy. If
p ∈ J(C) such that one of the projection on Y1 or Y2 ramifies, then the projection of p on
Y1 (resp. Y2) is a pole of R1 (resp. R2).
Proof. By Theorem 4.1 and using the hypothesis, we may assume that the curve C is the
graph of g ∈ PSL2(C). Let p ∈ J(C) a point such that the first projection ramifies at p and
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its second projection is not a pole of R2. Let τ2 be a Schwarzian primitive of R2 near the
projection of p. Its pull back on J(C) is an holomorphic function and its direct image near
the projection of p in Y1 has finite monodromy. As it is a Schwarzian primitive of R1, and
R1 has not poles of finite order local monodromy, the first projection of p is not a pole of
R1. The lemma is proved. 
Lemma 4.4. [11, page 337] If a correspondence X ⊂ Y ∗1 × Y ∗2 is a covering of both factors
then Γ1 ∼ Γ2 and X is a Comm(Γ1)-correspondence .
Proof. Let ρi : H→ Y ∗i be uniformisation maps and Z ⊂ H×H be a irreducible component
of the analytic variety (ρ1, ρ2)
−1(X). The subset Z is a non-ramified covering of H and
hence it is the graph of automorphism from H to H. By the Schwarz lemma, it is the graph
of an homography g ∈ PSL2(C). General arguments ensure that g ∈ Comm(Γ1). 
The polar locus of R1 is mapped by J(C) on the polar locus of R2 and these sets contained
the projection of ramification points. Hence the restriction of J(C) above Y ∗1 × Y ∗2 is a
covering of both factors.
Applying the second lemma, one gets that J(C) is a Comm(Γ1)-correspondence. 
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