We describe some known metrics in the family of convex sets which are stronger than the Hausdorff metric and propose a new one. These stronger metrics preserve in some sense the facial structure of convex sets under small changes of sets.
Introduction
This paper is based on a lecture given by the author at the VI Symposium on Nonlinear Analysis held in Toruń in September 2011. It contains mostly the results proved elsewhere but also new elements are included, open problems are posed and a proposal for a new metric is given.
The well-known Hausdorff metric in the family of closed sets of arbitrary metric space is widely applied. It would be difficult to enumerate all the areas where it proves to be useful -optimization, control theory, differential games -to mention just a few. In some situations, however, it is not fine enough to capture some changes in sets which may be crucial. We can try to use then some other metrics. For example, if we slightly rotate a polytope then the Hausdorff distance between the set before and after rotation will be small but their faces will not be parallel. If we want to avoid this effect we may use the Demyanov metric, described in Sections 2, 3 and 4. A set slightly perturbed under this metric will have faces parallel to those of the unperturbed one and close in the sense of Hausdorff metric. Another situation is when we admit rotations but do not want the facial structure change much under small perturbations. Then we can use the graph metric described in Section 5.2. One of the main applications of it so far was concerned with the differentiation of convex-valued multifunctions, see [3, 4] . (The facial structure of a convex set is understood here as in [9, Chapter 2.1] .) It is interesting that the Demyanov metric has been introduced earlier by Pliś and used to formulate the conditions under which there is exactly one solution to an optimal control problem, see [8] . It has been later probably forgotten and was recalled in [7] .
The Demyanov metric was originally defined in the space of convex, closed and bounded subsets of R . A reformulation of this original definition given in [7] permitted to extend it to some subfamilies of the family of convex and bounded sets, not necessarily closed. Such generalization is not possible for the Hausdorff metric which by its character is confined to the world of closed sets.
Metric spaces described in Section 4, defined in some subfamilies of bounded, convex sets using extended Demyanov metric present some difficulties related to completeness. Except for one trivial case these spaces are not complete and so the characterization of the completion (which exists by general rules) would be useful. This problem, however, was solved only in the case of spaces defined on subfamilies of convex subsets of R 2 and is still open for higher dimensions. We include a description of the characterization of completion for = 2 and give a reference to a suitable example which explains problems arising in higher dimensions.
Finally, in the last section, we describe some other metrics than various variants of the Demyanov metric. One of them is new.
Preliminaries
We recall here some basic facts, introduce notation which follow mainly those in [7] and discuss some features of the Hausdorff metric.
By K we shall denote the family of convex, compact and nonempty subsets of R , K will be its subfamily composed of strictly convex sets and K the family of all convex, bounded and nonempty sets in R .
For every nonempty A ⊂ R its support function is denoted as
denotes the scalar product. For bounded A this is a convex, positively homogenous functional on R .
The set of points in A for which the supremum in A ( ) is attained is denoted as A( ),
A( ) may happen to be empty for noncompact sets, however if is not empty then we may apply the same procedure to the set A( ), use the functional A( ) ( ) and consider the sets A( )( ). This can be continued and we get in that way the sets A(
If A ∈ K then these sets are extremal faces of A and all the extremal faces can be obtained in this way. In order to get the extremal faces it is enough to consider linearly independent, or even orthonormal,
. For = we get the set of all extremal points of A.
The vectors 1 in A( 1 ) can in general be taken arbitrary. However, as it was said above, it is sufficient to use only orthonormal systems ( 1 ), with ≤ of course. The family of orthonormal systems of length not less than will be denoted by E and E = E 1 is the family of all orthonormal systems with arbitrary length. We shall also use the set E with the zero vector joint, E 0 = E ∪ {0}. In order to shorten the notation we shall use, when possible, a single letter to denote an orthonormal system of vectors, like E = ( 1 2 ).
We recall now the Hausdorff distance. Definition 1.1.
and dist( W ) = inf { − : ∈ W }. The letter B above denotes the unit ball and by + we mean the Minkowski addition of sets.
This formula defines a metric in the family of compact subsets of R . For sets A B ∈ K there is a useful representation of the Hausdorff distance which uses the support functions
2. The Demyanov (Pliś) metric for strictly convex sets
Having in mind the form of the Hausdorff distance given by (2) we may define a new metric in the subfamily of K composed of strictly convex sets where instead of distances of the support hyperplanes we may use the distances of corresponding exposed points. This will be in fact the restriction of the Demyanov metric on K (to be defined later) to the family K of strictly convex sets and will permit us to explain later the Demyanov metric in general case where we shall consider it in the family K of convex, bounded but not necessarily closed sets.
Definition 2.1 (the case of compact, strictly convex sets).
Let A B ∈ K . We put
All A( ) and B( ) here are singletons so the usage of the norm in R is justified.
The triangle inequality and the symmetricity are obvious. In order to prove that (3) actually defines a metric it is enough to remark that for A B ∈ K the sets {A( ) : ∈ S −1 } and {B( ) : ∈ S −1 } composed of exposed points are respectively equal to their boundaries. So, if ρ D (A B) = 0 then the boundaries of A and B coincide and the sets themselves are equal.
Let us remark that to the sets A B there correspond two mappings A(·) B(·) : S −1 → R , defined by (1) and ρ D (A B)
can be looked at as the distance between these two mappings in the metric sup (of uniform convergence).
It may be surprising but ρ D and ρ H are equivalent in K -the situation will be different for the space K , what we shall discuss later on.
Theorem 2.2.
The metrics ρ H and ρ D are equivalent in K , the metric space ( K ρ H ) is not complete and the space ( K ρ D ) is complete. for which A ( ) − A( ) > α. Taking again subsequences we may consider that we have sequences for which
Proof. Equivalence of ρ H and ρ D . In view of (4) it is enough to prove that if
Let ε > 0 be such that − > 2ε -it exists because A is strictly convex and belongs to the normal cone to A at . For sufficiently large the intersection A ∩ { : > − ε} is nonempty, because ρ H (A A) → 0.
As → and the union of A is bounded, for all sufficiently large
But, on the other hand, as A ( ) → , for large ,
This contradiction shows that ρ D (A A) → 0.
is not complete. This is obvious as there exist sequences of strictly convex sets convergent with respect to ρ H to a set which is not strictly convex. (4) it is also a Cauchy sequence in (K ρ H ) which is known to be complete. So there exists A ∈ K for which ρ H (A A) → 0. If we prove that A ∈ K then, in view of the first part of this theorem, we shall have ρ D (A A) → 0 and the proof will be completed.
Suppose, on the contrary, that A is not strictly convex and so, for some ∈ S −1 , A( ) is not a singleton. There is a subsequence of A (denoted again as A ), for which A ( ) is convergent to some point and belongs to A( ). Take = in the relative boundary of A( ) and put = − . Let be such that for all ≥ ,
Fix ≥ for which A ( ) − < /4 and let be the projection of A ( ) on the hyperplane { : = A ( )}. We consider the sequence
For sufficiently large we have A ( ) − A ( ) < /4 and we fix also such . Let now → ∞. Then, on the one hand lim sup →∞ A ( ) ≤ A ( ), on the other hand there are points ∈ A such that → . These two facts imply that A ( ) − A ( ) > /4 for large (remember that ≥ and were fixed). This contradicts (5) and completes the proof.
The Demyanov metric for convex, compact sets
The definition we give below is not usually presented while introducing the Demyanov metric. It is, however, similar to the one from Definition 2.1 and has almost the same shape as the definition given by Pliś in [8] .
Definition 3.1 (the case of compact, convex sets).
In that case we can give an analogous interpretation as for Definition 2.1. Namely, there is a correspondence between arbitrary compact, convex sets A B and defined in (1) mappings
The metric defined by (6) is the metric of uniform convergence of these mappings described above.
The formula used in (6) will make it easy to define in the sequel the Demyanov metric in the general case -it will require, however, some preparations. We shall recall now some other representations of the Demyanov metric in the case of compact, convex sets as well as some of its properties.
The usual presentation of the Demyanov metric is done similarly as in Definition 2.1 but with the use only of such for which A( ) B( ) are singletons. This is possible due to the fact that for any set A ∈ K the complement of the set T A of vectors ∈ R for which A( ) is a singleton is of measure zero -this is a well-known fact. If we take any set T ⊂ T A of full measure in T A then A = clco{A( ) : ∈ T }, clco stands here for the closed, convex hull of a set. This equality is a consequence of the fact that every compact, convex set is the closed, convex hull of the set of its extreme points and of the Straszewicz theorem which states that the set of extreme points of a set in K is contained in the closure of the set of its exposed points. Exposed points of a closed, convex set A are all its faces A( ) which are singletons.
Proposition 3.2.
For any
where T is any subset of full measure in T A ∩ T B .
The proof of the equivalence of formulas (7) and (6) can be found in [7] .
Before describing some basic properties of the Demyanov metric let us see one simple example which can be found in [5] .
Example 3.3.
Let ( ), for ∈ [0 2π), be the segment in R 2 with one end at (0 0) and the other at (cos sin ).
One can easily determine the value of ρ D ( ( ) (τ)) for any τ ∈ [0 2π) but it is enough if we remark that for all = τ
This implies instantly that the space (K 2 ρ D ) is not separable -the metric ρ D defines on the family of these segments the discrete topology. One more important consequence is that rotations are not continuous with respect to the Demyanov metric. For any set A which is not strictly convex there is an axis the rotation around which is discontinuous with respect to ρ D .
This example shows also in an obvious way that the metric ρ D in K , for > 1, is essentially stronger than the metric ρ H .
There exist properties which fully characterize the Demyanov metric. Here is a worth mentioning theorem [5, Theorem 4.1] which provides such a characterization.
Theorem 3.4.
The Demyanov metric is well defined by the following three properties:
The following theorem describes the Demyanov metric in a different way [7, Theorem 31].
Theorem 3.5.
For all A B ∈ K and 1 ≤ ≤ ,
Let us see one proposition whose proof is quite simple in view of Theorem 3.5.
Proposition 3.6.
The set K of strictly convex sets is closed in K with respect to the metric ρ D .
Proof. Let we have ρ H (A ( ) A( )) → 0. As A ( ) are singletons, A( ) must also be a singleton.
An instant corollary to this proposition is another proof of the third part of Theorem 2.2 provided we already know that the space (K ρ D ) is complete. This is due to the fact that a subspace of a complete metric space is a complete subspace if and only if it is closed.
The formula given in (8) is rather obvious and it may seem that the supremum at the right-hand side is defined for unnecessarily vast sets E . But it gives a possibility of defining an infinite family of metrics on K among which there are infinitely many nonequivalent ones.
Definition 3.7.
Fix an arbitrary subset U ⊂ E and put
The first term at the right-hand side of (9) is necessary in order to assure that ρ U (A B) = 0 implies A = B which otherwise could happen to be false. This kind of metric can be useful if we wish to consider sets to be close if not only their Hausdorff distance is small but also their extremal faces defined by some chosen orthonormal systems are close.
Example 3.8.
Consider a sequence A of ellipses We shall see in the next section that the idea used in Definition 3.7 may serve to define a metric in the family of convex, bounded, but not necessarily closed sets.
An extension of Demyanov metric to some subfamilies of bounded, convex sets
The extension of Demyanov metric could be defined on the whole K but then we would have to admit that the distance between some sets is infinite. In order to avoid this inconvenience we introduce the following relation of equivalence.
Definition 4.1.

A ≡ B if and only if for every E ∈ E
0 either both A(E) and B(E) are nonempty or both are empty.
Considering any fixed equivalence class we see that the set of E ∈ E 0 for which A(E) = ∅ is common for all the elements of this class. We may denote this set by U and the corresponding equivalence class by K U .
We call a set U ⊂ E 0 admissible if it corresponds to some equivalence class of relation described in Definition 4.1. Not all subsets of E 0 are admissible. Every admissible set must satisfy the following conditions:
• 0 ∈ U;
Not all the sets satisfying the above conditions are, however, admissible. (See [7] for an example.)
We are in a position now to define the Demyanov metric in equivalence classes of the relation from Definition 4.1. So fix an admissible set U ⊂ E 0 .
Definition 4.2.
For
We can see now the reason for introducing the equivalence relation in Definition 4.
If for some E one of A(E) B(E) was empty and the other nonempty then we would have ρ H (A(E) B(E)) = +∞ and so the value of ρ U (A(E) B(E))
should be also infinite.
The only thing that is not obvious in the proof that ρ U is actually a metric is that ρ U One can easily prove that the metric space ( K U ρ U ) is not separable, except for U finite. In particular, for = 1 every admissible U is finite so the spaces K 1 U are all separable.
There is a problem with completeness. Only the space ( K 1 U ρ U ) for U = {0 1 −1} is complete. But for this U this space is K 1 consisting of closed and bounded intervals in R.
All other spaces ( K U ρ U ) are not complete. For > 1 it is so even if we take for U the set E 0 , which means that for A ∈ K E 0 and all E ∈ E 0 the support set A(E) is not empty. The lack of completeness in this case is related to the fact that not all the sets in K E 0 are closed. For the proof see [6] .
However, every metric space can be completed and so can be ( K U ρ U ). It is convenient to have some characterization or a model for this completion. For the spaces ( K U ρ U ), with > 1, a satisfactory result has been obtained only in the case = 2, see [6] . The problem for > 2 is open.
We describe briefly the completion for = 2. First of all we shall change slightly the description of a convex, compact set A by extremal faces A(E). Instead of considering the whole faces A(E) we shall consider only their relative interiors
Recall that the relative interior of a convex set is the interior with respect to the affine subspace generated by this set. A set A ∈ K is fully characterized by the family {A E : E ∈ E 0 } -all the sets in this family are disjoint and A is equal to their union. A similar characterization is possible for any set A ∈ K U -it can be represented in the following way:
where A E are given by (11). This can be derived from [9, Theorem 2.1.2].
We can now define a metric space which will be complete and which will contain an isometric image of K U . We fix an admissible set U ⊂ E 0 and define D E as the family of all relatively open, bounded and nonempty convex subsets of R which are orthogonal to each vector belonging to E. It can be seen easily that every metric space (D E ρ H ) is complete. We put
where stands for the Cartesian product. Every set A ∈ K U can be identified with
by the formula (11). κ becomes thus a mapping defined on K U with values in X U . It is an isometry. The space X U can be considered with a metric defined by
We can now formulate a theorem characterizing the completion of ( K 2 U ρ U ).
Theorem 4.3.
A set A ∈ X 2 U belongs to the closure of κ( K 2 U ) with respect to the topology generated by the metric σ if and only if
for all , ( 1 2 ) ∈ U, here the bar denotes the closure operator.
So the condition given in (14) is the characterization of the completion of ( K 2 U ρ U ) that we are interested in. A detailed proof is given in [6] .
An analogous condition may also be formulated for spaces of higher dimension. It would look in the following way:
for all ( 1 ) ∈ U, with > 1.
It is true that an element A belonging to the closure of κ( K U ) in X U with respect to the metric σ U satisfies (15) but for > 2 the inverse need not be true. A suitable example is provided in [6, Example 3.1] . The problem of characterization of the completion of ( K U ρ U ) for > 2 is thus open.
Other metrics in the family of convex sets
The Hausdorff metric, the Demyanov metric and its variants do not cover all metrics which may be useful while considering the family of convex sets. We describe here shortly some other possibilities.
The Bartels-Pallaschke metric
This is an example of a metric which is even stronger than the Demyanov metric. Before defining it we have to recall a well-known relation of equivalence in the set K × K which is used, among others, to define the so-called Rådström-Hörmander spaces.
Two pairs of sets (
We shall use ≈ to denote this relation.
Definition 5.1.
where C and D are maximal values of norms of elements of these sets.
The author does not know any other representation of this metric which could better explain its nature.
The Bartels-Pallaschke metric is strictly stronger than the Demyanov metric. As a consequence it generates a nonseparable topology. The space (K ρ BP ) is complete. For the proofs and more details one can consult [5] . No work was done till now on the possibility of extending the Bartels-Pallaschke metric to the space K .
A metric permitting rotations
Neither the Demyanov metric and its variants nor the Bartels-Pallaschke metric satisfy the requirement that rotations should be continuous and at the same time close sets should have similar facial structure -these metrics satisfy only the second condition. On the other hand, rotations are continuous with respect to the Hausdorff metric but close sets may have quite different facial structure.
In order to propose a metric which could answer to our requirement let us look again at Definition 3.1. As was mentioned just after it, the Demyanov metric can be treated as the metric of uniform convergence for the mappings A(·) B(·) : S −1 → K . This is one possible way of defining the distance between mappings. Another one, which may be convenient here, is the distance between their graphs. In order to use this possibility here we need some preparation.
We define first a metric in the Cartesian product
The metric generates, in turn, the Hausdorff metric in the family of bounded subsets of S −1 × K -we shall denote it by H .
Definition 5.2.
where Gr stands for the graph of a mapping in the usual sense.
The rotations of sets are continuous with respect to ρ G . It is also true that if two sets are closed then their facial structures are similar. The meaning of this fact is that if a set A has some face of dimension and ρ G (A B) is sufficiently small, then B has a face of dimension not smaller than and the Hausdorff distance of these two faces is small.
The metric space (K ρ G ) is not complete which is shown by the following example.
Example 5.3.
Let A ∈ K 2 be the triangle with vertices (−1 0) (1 0) and (0 1/ ). With respect to the metric ρ G this is a Cauchy sequence which is not convergent.
The fact that the sequence A above satisfies the Cauchy condition is easy to see. The only possible limit would have to be the segment I joining (−1 0) and (1 0). The pair ((0 1) I) which belongs to the graph of I( ·) has no near pairs in the graphs of A (· ) and this is the reason why ρ G (A I) → 0.
The graph metric or the graph convergence is well known for usual functions and the lack of completeness is quite natural which is explained by the following example. to K .
The metric ρ G requires further investigations. This does not close, however, the quest for some other suitable metrics in K , flexible enough to permit rotations to be continuous and strong enough to preserve a similarity of the facial structure under small changes.
Apart the applications mentioned in Introduction there may be important ones in control theory and differential inclusions. One of possible directions is investigating the properties of differential inclusions˙ ∈ F ( ) where the right-hand side satisfies the Lipschitz condition with respect to the state variable but in the sense of the Demyanov metric. It should provide stronger results as to the structure of the solution set and attainable sets than in the case of usual Lipschitz condition. A version of the Filippov Theorem [1, Theorem 1, p. 120] would be very useful here.
A remark on a metric of Baier and Farkhi
In [2] a metric is used which is quite near to the Demyanov one. It can be explained on the basis of formula (6) . Instead of using the Hausdorff distance ρ H (A( ) B( )), the Hausdorff distance of the projections of A( ) B( ) on a common hyperspace is used. The metric obtained in this way is equivalent to the Demyanov metric.
