Owing to the advances of computer and communication technologies, clustering analysis on moving objects has attracted increasing attention in recent years. An interesting pattern is to find the moving clusters that are composed of objects moving along for a long period of time. However, a moving cluster inclines to break after some time due to the goal change of some individual objects. In order to identify the moving clusters, we propose a semantically clear definition of moving clusters. Based on the definition, we propose delicate approaches to cluster moving objects. The proposed approaches are evaluated using synthetic data set.
Introduction
The research on moving objects has attracted increasing attention in recent years. With the advances of telecommunication technologies, it is possible to record the movements of objects over a long time. As the number of users equipped with location-aware devices (e.g., GPS) continues to soar, new applications dealing with extremely large numbers of moving objects begin to emerge. A moving cluster is defined as a set of objects that are close and move together for a sufficient amount of time. Real-life examples include a group of migrating animals and a convoy of cars moving in a city. Clustering analysis on moving objects has numerous applications, including weather forecasting (e.g., cyclone clustering [1] ), traffic jam prediction [13] , animal migration analysis [6] , and outlier analysis [9] .
In this paper, we employ the moving object model used in [10, 11] , where the objects are assumed to move along a straight line with some constant speed till it changes the velocity. We observe that in many cases moving clusters do not retain the same set of objects in their lifetime. A moving cluster tends to break or merge with others after some time due to the goal change of some individual objects. To avoid the deterioration of the quality of moving clusters, clusters may split and get reorganized at appropriate time instances. We aim to identify a set of clusters that are close together for some meaningful duration and find the set of valid moving clusters.
The rest of this paper is organized as follows. In Section 2 we review the mobile group mining works and the previous works of clustering spatial data, the spatial-temporal data and the moving objects. In Section 3 we provide the formal definition of valid moving clusters. In Section 4 we propose two algorithms for finding a collection of valid moving clusters and their cohesive time segments. In Section 5, the performance of the proposed methods is evaluated. Finally, the conclusion and future work are given in Sections 6.
Related work
Trajectories of moving objects contain detailed information about personal and vehicular mobile behavior, and therefore offer interesting practical opportunities for finding behavioral patterns. Wang et al. proposed the formal definition for mobile group pattern mining problem, which aims to identify a collection of mobile groups, each of which contains objects that are close to each other for a sufficient amount of time [12] . However, the identified groups are non-disjoint and form cliques.
Nanni and Pedreschi adopted density-based clustering method to cluster trajectory data based on a simple notion of distance between trajectories [7] . Hirano and Tsumoto presented a new method for cluster analysis of moving objects trajectories with an application to finding interesting pass patterns from time series soccer game records [2] . However, these methods focused on grouping trajectories of similar shape. In our opinion, clustering similar trajectories or time-series is practically different from that of finding moving clusters. The main difference is that a trajectory cluster has a constant set of objects throughout its lifetime, while the information of a moving cluster may change over time.
Kalnis et al. defined a moving cluster as a sequence of clusters over an extended time period such that each pair of adjacent clusters only slightly differ [3] . However, it is possible that clusters located near the start and the end of moving cluster contains completely different sets of objects, and thus the physical meaning of such a moving cluster is unclear.
The first time interval dependent moving object clustering was first defined in [5] based on the concept of micro-clustering. A micro-cluster refers to a group of objects that are so close to each other that they are likely to belong to one cluster. [14] . Li et al. extended the concept to moving micro-cluster, which is defined as a group of objects that are not only close to each other at current time, but also likely to move together for an extended period of time [5] . They defined clustering feature of moving micro-clusters to maintain the profile of a micro-cluster and proposed algorithms to keep moving micro-clusters geographically small. The concept of moving micro-clusters was exploited by Nehme and Rundensteiner [8] , towards the optimization of the execution of the spatio-temporal queries on moving objects. They grouped both moving objects and moving queries into moving clusters based on common spatio-temporal properties. As objects and queries can enter or leave a moving cluster at any time, the properties of the cluster are adjusted accordingly. However, the profile based definition of moving object clustering may not be adequate for describing moving object clusters as the shape of moving clusters in this case is often non-globular. In addition, Li et al. proposed to use an orthogonal rectangle of fixed size for constraining the profile of a moving cluster is too restrictive and may not be able to properly capture moving clusters in many applications.
Problem Definition

Object Movement Database
We consider the objects in the R n space with some n > 0. In addition, we assume that time is an additional continuous dimension that can be represented as R. We define the trajectory of an object as a continuous piece-wise linear function from time to the n-dimensional space. That is, f: R→R n . Therefore, each coordinate of a trajectory is a linear function of the time variable t, and the trajectory may change speed and direction at a finite number of time instances. Using the linear function on time in an interval for describing time-dependent locations, a trajectory is represented as a disjunction of linear constraints using the time variable and coordinate variables. Specifically, the location of an object is denoted by a vector ) ,..., , (
. The location of the object in a given time interval is a function of time t and can be written as
is the initial location of the object at some referential instance t 0 , and ∈ v v R n is the velocity vector. For the remainder of this paper, we mainly consider the case of the movement in the 2-dimensinal space, which can be readily extended to higher dimensions.
In our object movement database, we assume that the turning time points of each object are accessible. A turning time point is the time instance when the object changes the speed and/or direction. For example, Table 1 shows the trajectories of three objects in a 2-dimensional space during 10 time instances, each having three time segments. Since each object remains the same velocity during each segment, the velocity can be easily derived. 
Cluster Validity
As clusters of moving objects may form different shapes at any given time, we adopt density-based approach in defining clusters and use the maximum distance threshold (Max_dist) to measure the cluster validity.
Definition 1 A set of objects S is said to be cohesive at a time instance t, if 1. there exists a cluster C at time instance t such that S ⊆ C, and 2. for any object o i in S, there exists another object o j in S such that the Euclidean distance between o i and o j is no larger than Max_dist.
Definition 2 A time segment s is valid for a moving group C if C is a (density-based) cluster in at least one time instance in s and remains cohesive in all time instances of s. In addition, the length of s is no less than Min_dur, the minimum amount of consecutive time for which a group of moving objects are cohesive.
Note that for a moving group C to be valid in a time segment s, C has to be cohesive at all time instance in s. Besides, C must be a cluster in some time instance in s. The later requirement is used to reveal an important feature of a cluster-the objects in a cluster must be well separated from other objects in addition to be cohesive. Thus, if a moving group C is always cohesive but never forms a cluster at any time instance in a time segment s, s is not considered a valid time segment for C.
Definition 3 A moving group C is a valid moving cluster if C has at least one valid time segment.
Definition 4 (The moving object clustering problem)
Given an object movement database that records the trajectories of moving objects and two thresholds Max_dist and Min_dur, find a collection of valid moving clusters and their (maximal) cohesive time segments.
Therefore, the moving objects in the valid moving cluster are expected to be spatially cohesive for a sufficient amount of consecutive time, provided they form a cluster at some time instance. Therefore, it is possible that objects of a valid moving cluster mingle with other objects for some extended period of time. During this period, although they still stay close, they are no longer separated from other objects.
Our approach
In this section, we describe two algorithms for finding a collection of valid moving clusters and their cohesive time segments. The first one is a direct implementation using the definition of valid moving clusters. The next algorithm improves the efficiency by eliminating the need of clustering at every time instance.
Time-point-clustering
Following the definition provided in section 3, we developed an algorithm to find a collection of valid moving clusters and their cohesive time segments from the trajectories of moving objects. This approach, called Time-point-clustering, first applies density-based clustering technique on the location data at each time point. It subsequently examines the clusters at each time point to identify valid moving clusters and their cohesive time segments. The pseudo code for the algorithm is given in Figure 1 .
We assume that there are n discrete time points in the object movement database, and D t stores the locations of objects at time t. Initially, we use DBSCAN to cluster moving objects at each time point t (Line 2). Since DBSCAN compares all the pair-wise distances against Max_dist, we are able to record the set of neighbor objects for each object, i.e., the set of objects whose distances to the target object are no larger than Max_dist. We will exploit this information when determining the cohesiveness of a cluster later (i.e., in Function Cohesive( )). We then examine each cluster at each time point t (that has two or more members) to find the largest time point i before t that is not cohesive (Line 07-11). Note that in Line 09, the condition (∃C′∈ S i , C⊆ C′) is checked first. If it does not hold, C must not be cohesive. Otherwise, we check whether C is cohesive in time i by invoking Cohesive(C, i), whose pseudo code is shown in Figure 2 . We then try to find the smallest time point j after t that is not cohesive (Line 12-16) using the same approach. The time segment (i+1, j−1) is finally reported as a cohesive time segment for C. In Line 19-20, we mark C as "checked" in time instance (t, j-1) so as to prevent repeating checking for validity of C in the same time segment (Line 5). 
Time-window-clustering
The Time-point-clustering algorithm involves clustering objects at each time point and examining every cluster (several times) at each time point, which could be time-consuming. In this section we present an improved algorithm, called Time-window-clustering, with the goal of decreasing the execution time. The idea is that instead of clustering objects based on the locations at each individual time point, we cluster objects based on those of each time window. Specifically, we cluster objects in a time window w based on the maximum pair-wise distances in w. The algorithm is shown in Figure 3 . Figure 3 Pseudo code of Time-Window-Clustering Suppose there are n discrete time points, and D t is the locations of objects at time point t. Initially, we exploit the time window w to compress n time instances into n / w time windows. Each time window w is associated with a database MD w that stores the maximum pair-wise distances of objects in w. Note that the maximum pair-wise distance between two objects in a time window must occur at the beginning, the end of the window, or some turning point of either object. Figure 4 displays the pseudo code for computing the maximum pair-wise distances given a time window. If the maximum pair-wise distance in the time window between two objects is no larger than Max_dist, they are assumed to be close.
We first cluster objects in each window (Line 1-2) and follow the same approach as shown in Time-point-clustering to identify valid mobile groups and their cohesive time segments. Note that Window-cohesive(C, i) (Line 10 and 15) determines whether C is cohesive in the i-th window using the maximum pair-wise distance in the window as the distance measure. Its operations are very similar to that of Cohesive(C, i) and are not provided for simplicity. 
Performance evaluation
In the experiment, we firstly evaluate the accuracy of the Time-point-clustering and Time-window-clustering methods using data with a strong underlying trajectory model. We then compare the execution time and the accuracy of these two methods using data randomly generated from IBM City simulator [4] . The performance metrics are precision and recall. Precision is the proportion of the identified real cluster-time pairs to the number of identified cluster-time pairs, while recall measures the ratio of the real cluster-time pairs to the number of real cluster-time pairs.
Due to the limitation of pages, the experimental results are summarized as follows. We will display the experiment details during the presentation: 1. Time-point-clustering method is conservative in that it reports no false positive for data with underlying trajectory model but the false negative rate increases when Max_dist becomes larger. 2. Time-window-clustering method has less execution time than Time-point-clustering method does, but it has comparable precision and recall for data with underlying trajectory model. However, when using random data, time-window-clustering, though still executed faster, incurred lower precision and recall. 
Conclusions
In this paper, we proposed Time-point-clustering and Time-window-clustering methods to identify the set of valid moving clusters and reported the experimental results of these two methods. Overall we conclude that Time-window-clustering method is a promising approach because it incurs much less execution time and tends to result in clusters of smaller size, which are subset of clusters identified by Time-point-clustering method.
This work can be extended by proposing methods for dynamically varying the time window for clustering so as to decrease the execution time while maintaining high accuracy.
