In Part V of this study, we presented an original Lagrangian approach for computing the dynamic characteristics along stationary rays, by solving the linear, second-order Jacobi differential equation, considering four sets of initial conditions as the basic solutions (two for point-source and two for plane-wave). We then focused on the computation of the Green function amplitude (the geometric spreading) and phase changes due to caustics, where only the two point-source basic solutions with their corresponding initial conditions are required. Solutions of the Jacobi equation represent the normal shift vectors of the paraxial rays and define the geometry of the ray tube with respect to the stationary central ray.
INTRODUCTION
This part of our study is a direct continuation of Part V. We elaborate on the relations between the proposed Lagrangian approach and the commonly used Hamiltonian approaches, demonstrating their theoretical equivalences and comment on the main differences, and emphasize the advantages of our proposed Lagrangian approach. The readers who like to proceed to the finite-element implementation of the theory presented in Part V, may omit this part, and move to Part VII.
Applying the proposed arclength-related Lagrangian   , L xr and its matching Hamiltonian   , H xp , we derive the two-way relationships between all their corresponding Hessian matrices.
In particular, we relate the Hessian tensors 1 and LH  rr pp , which are the core computational elements in dynamic ray theory. While both of them represent the gradient of the slowness vector p , with respect to (wrt) the ray direction vector r , /  pr , these are different tensors. The directional Hessian of the Lagrangian, L rr , is a singular matrix, with a vanishing determinant, while the slowness Hessian of the Hamiltonian, H pp and its inverse, 1 H  pp , are regular invertible matrices, with the exception of inflection points along the ray path (Bona and Slawinski, 2003) .
We interpret the physical nature of this discrepancy between the two matrices, and then demonstrate that the eigensystems of these matrices are fairly close, with a single divergent parameter.
The connection between the Hamiltonian's and Lagrangian's Hessians is then illustrated using two numerical examples: analytically, for an ellipsoidal orthorhombic medium, and numerically, for a triclinic medium.
Appendices
In order to make the paper more readable, the body of the paper contains the main theoretical concepts with the principal governing equations, with minimum mathematical derivations. The detailed derivations have been moved to the appendices.
In Appendices A and B, we demonstrate that both Cartesian dynamic ray tracing (DRT) formulations: the proposed Jacobi Lagrangian-based second-order ODE, and the commonly used
Hamiltonian-based first-order ODE set (e.g., Červený, 2000) , are fully consistent for isotropic media (Appendix A) and for general anisotropic media (Appendix B). We then derive the relationships between the second derivatives of the Lagrangian wrt the location and direction vector components, and those of the Hamiltonian wrt the location and slowness vector components, for isotropic and general anisotropic media.
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In Appendix C, we demonstrate the relationships presented in Appendix B numerically, using a spatially varying triclinic medium, and analytically, for an ellipsoidal orthorhombic medium.
In appendix D, we further explain the physical meaning of the (ray-direction based) plane-wave initial conditions (IC) used in this study. Our definition of the paraxial plane wave differs from the conventional, standard one: We assume that the direction of the paraxial plane wave at the source point is collinear with that of the central ray (ray direction), while normally in the literature, the source plane waves are defined such that their paraxial slowness is collinear with the slowness vector of the central ray. To explore this discrepancy, we study the difference between the paraxial and central slowness directions for a plane-wave at the source.
HAMILTONIAN AND LAGRANGIAN APPROACHES TO DYNAMIC RAY TRACING
Both, kinematic and dynamic ray tracing (KRT and DRT) can be performed either with the Lagrangian or with the Hamiltonian approaches, depending on the problem to be solved. In this section, we compare our proposed Lagrangian-based approach with the alternative Hamiltonianbased approach, demonstrating their theoretical equivalence, and provide the two-way relationships between the Hamiltonian's and Lagrangian's Hessians.
Lagrangian approach
As demonstrated in Part V, the Lagrangian dynamics workflow for computing the geometrical spreading includes three stages: a) Obtaining the normal paraxial shifts vectors, 
Hamiltonian approach
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The Hamiltonian DRT set is usually formulated as a system of two first-order ordinary differential equations (e.g., Červený, 2000) , 
where the Hamiltonian-based paraxial shifts and the slowness variations are defined by,
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The superscript H emphasizes that the paraxial ray location prx H x has been obtained with the Hamiltonian approach; it differs from the Lagrangian prx
x , but, as explained below, this difference is inessential, 
where   t s  is a scalar function.
The Lagrangian and Hamiltonian solutions, and uw , respectively, differ only by this inessential tangent counterpart, t  r (see also Appendix B), which has no effect on the ray Jacobian (and thus, neither on the relative geometric spreading),
In Appendix B we show that for the arclength-related Hamiltonian, the general constraint of equation 7 simplifies to,
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where r is the curvature vector of the ray at x . At the start point of the point-source paraxial ray, the tangent counterpart vanishes (as well as the normal one), and it follows from equations 3 and 13, that its derivative also vanishes, ,, 0 , 0
This, in turn, means that for point-source rays, the initial conditions for the Lagrangian and
Hamiltonian shift vectors are identical, 
Relationship between the two approaches Note that due to the first-order homogeneity of the proposed Lagrangian wrt the ray direction vector r , any arclength-dependent vector tangent to the ray is a solution of the Jacobi equation (Bliss, 1916) . This means that if the Lagrangian-based shift u is a solution of equation 2, then the Hamiltonian-based shift w is its solution as well, The detailed derivation is provided in Appendix B.
DIRECTIONAL GRADIENT OF SLOWNESS: HAMILTONIAN AND LAGRANGIAN
In this section we define the slowness vector gradient wrt the ray direction vector r , /    r p p r , applying the Lagrangian and the Hamiltonian approaches, where the results prove to be different. We will explain the physical nature of this difference and provide the constraint relating the two matrices.
Lagrangian approach
According to the momentum equation,
where, for the first-degree homogeneous Lagrangian wrt r , the directional Hessian L rr (which represents also the directional slowness gradient) is a symmetric singular matrix, with a zero eigenvalue corresponding to the eigenvector r .
Hamiltonian approach
With the arclength-related Hamiltonian, we obtain, 
where the subscript H emphasizes that the Hamiltonian approach has been used in the computation. 
Matrix L  r rr p takes into account that for the updated ray direction,  rr , and the updated slowness,  pp , both equations of set 24 are still satisfied,
The second equation of set 25, can be linearized for infinitesimal slowness variations, Recall that any symmetric matrix A of dimension n with (real) eigenvalues i  and eigenvectors i v can be naturally expanded by its eigensystem, 
SLOWNESS OF PLANE-WAVE PARAXIAL RAYS AT THE SOURCE
Our definition of plane-wave paraxial rays differs from the standard one. We call plane-wave paraxial rays those, whose ray direction at the start point is collinear to that of the central ray.
This definition is suitable for the Lagrangian formulation, where the primary DoF are the ray location and directions. The standard formulations assume collinear slowness directions of the Page 16 of 43 paraxial plane-wave and central rays as it is mainly oriented on the Hamiltonian approach, where the primary DoF are the ray location and slowness vectors. In Appendix D, we study the difference between the two slowness directions that follows from our modified definition.
CONCLUSIONS
Considering a general wave type, we demonstrate that both Cartesian DRT formulations: the proposed Jacobi Lagrangian-based second-order ODE, and the commonly used Hamiltonianbased first-order ODE set, are fully consistent for the computation of the dynamic ray properties in isotropic and general anisotropic media.
We provide the fundamental connection between the Lagrangian's directional Hessian and the inverse matrix of the Hamiltonian's slowness Hessian; we compare their eigensystems and we interpret the physical nature of the differences between the two matrices. We demonstrate the two approaches numerically, using an example of spatially varying triclinic medium, and analytically, for an ellipsoidal orthorhombic medium.
We show that both, the proposed Lagrangian-based and the Hamiltonian-based DRT solutions have identical ray-normal vector components. In addition, the Hamiltonian solution is accompanied by an inessential and unnecessary ray-tangent counterpart that does not affect the ray Jacobian and the geometric spreading. We therefore consider the Lagrangian approach simpler, but both approaches are elsewise similar, and the final choice of the method may depend on the specific DRT problem.
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APPENDIX A. LAGRANGIAN VERSUS HAMILTONIAN DYNAMIC RAY TRACING

APPROACH FOR ISOTROPIC MEDIA
In this appendix, we demonstrate that the proposed Lagrangian-based Jacobi DRT equation is consistent with the conventional Hamiltonian approach. We start by studying isotropic media (in this appendix), and we then consider general anisotropy (in Appendix H). To derive the conventional Hamiltonian-based DRT equations vs. the arclength, we follow Červený (2000) .
For the purpose of derivation, the most suitable flow parameter is  , so we obtain the isotropic 
where   s x is the central ray position, but this is not a must. For simplicity, we omit the index of  here. The three other RC are assumed fixed.
The isotropic Hamiltonian can be written as (Červený, 2000) 
where n is the index of the flow parameter: for the traveltime 0 n  , for the arclength, 1 n  , and for sigma, 2 n  .
The DRT set is given (in our notations) by (Červený, 2000) The Hamiltonian vanishes for any value of the RC  . We apply the chain rule, and this leads to the following constraint (Červený, 2000) 
where H  is a general Hamiltonian. Hence, due to the constraint A6, only five of the six equations in set A3 are independent.
In this appendix, we apply the Hamiltonians for isotropic media,   iso n HH   . Note, however, that equations A3, A5 and A6 are valid for general anisotropic media as well.
DRT with respect to sigma converted to DRT with respet to the arclength
The sigma-related Hamiltonian reads,
The gradients of the Hamiltonian are,
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where r is the normalized ray direction (recall that for isotropic media, v  pr ). The above derivatives are computed at the central ray, 0   . This leads to the following constraint,
The sub-matrices read,
where I is the identity matrix, and the Hessian matrix
can be explicitly written as,
The governing set A3 becomes, 
DRT with respect to the arclength In this case, the Hamiltonian reads,
(A16)
The constraint coincides with equation A9. The sub-matrices read,
We introduce equation A19 into the last term of A20,
Note that for any four vectors , , , a b c d , the following identity holds,
A particular case of this identity reads,
Taking into account that 1  rr , we apply this property to the last term of equation A21, and the equation simplifies to the first equation of set A24,
Combining equations A9 and A19, we eliminate prx, p from the constraint,
Application of the auxiliary equation, these matrices simplify to,
Introduction of equation A27 into 12 leads to,
where u is the solution of the Jacobi equation,     ss  uw . Recall that the constraint (the second equation of set A28, "the normal solution") is not an inherent property of the Jacobi DRT equation. The Jacobi DRT equation only says that the tangent part of the solution is undefined (and may be arbitrary). Since the component tangent to the ray has no effect on the ray Jacobian and the geometric spreading, we set it to zero in the solution of the Jacobi DRT.
Next, we assume that the Lagrangian and the Hamiltonian DRT solutions,     
We now compare the Lagrangian and Hamiltonian DRT equations (where the latter was obtained wrt sigma and then converted for the flow parameter arclength). The "residual" (difference) between equations A30 and A14 reads,
where the second equation of set A31 is the constraint. Applying equation A26, the residual is
Both, the left-and right-hand sides of equation A32 vanish separately due to the constraint.
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Next, we compare the Lagrangian and Hamiltonian DRT equations, where the latter was obtained immediately wrt the arclength. The residual between equations A30 and A24 reads,
Applying equation A26, the residual is simplified to,
where the numerator vanishes due to the constraint (the second equation of set A33).
In summary, we conclude that equation A30 
The matrix of the directional second derivatives of the Lagrangian reads, 
Comment on the numerical integration of the Jacobi DRT set
In this study, we apply the variational approach to solve the Jacobi DRT equation. However, in principle, a numerical integration (e.g., with the Runge-Kutta method) is also possible. This approach requires the ODE set to be resolved for the higher derivative (wrt the arclength), in our case u . By opening the brackets on the left-hand side of the Jacobi DRT equation ( 
The matrix on the right-hand side of equation C18 is invertible, which allows us to explicitly obtain the Jacobi set in the form, required for the numerical integration,  u A u B u , where and AB are the corresponding matrices of dimension 33  with the arclength-dependent components.
