Directed acyclic graphs represent the dependence structure among multiple variables. When learning these graphs from data, different amounts of information may be available for different edges. Although many methods have been developed to learn the topology of these graphs, most of these methods do not provide a measure of the uncertainty in the inference. Here, we propose a Bayesian method, namely baycn (BAYesian Causal Network), to estimate the posterior probability of three states for each inferred edge: present with one direction (X → Y), present with the opposite direction (X ← Y), and absent. Unlike existing Bayesian methods, our method requires that the prior probabilities of the three states be specified, and therefore provides a coherent interpretation of the posterior probabilities. We develop a fast Metropolis-Hastings Markov chain Monte Carlo algorithm for the inference. To perform the inference efficiently, our algorithm takes as input a candidate graph, which may be the output of another graph inference method and may contain false edges. In simulation studies our method achieves high accuracy with small variation across different scenarios and is comparable or better than existing Bayesian methods.
Introduction
Directed acyclic graphs (DAGs) represent the dependence structure among multiple variables and are used in a wide range of fields and applications (Korb and Nicholson, 2010) . Directed edges may be interpreted as causal relationships: for example, the edge X → Y in a graph can be interpreted as X being causal to Y (under assumptions that may be specific to the scientific problem). It has been of great interest to learn the structure of the DAG, such that we can understand the relationships among the variables. On the other hand, data often contain different amounts of information for different edges. Just because two edges (e.g., X → Y and X → Z) are inferred to be in the DAG, it does not mean that the two edges are necessarily supported by equally strong evidence. It is therefore of interest to also quantify the level of uncertainty in the inferred graph, preferably for each individual edge.
Many methods have been developed to infer DAGs and largely fall into three main classes (Koller and Friedman, 2009) : the constraint-based methods, the score-based learning methods, and the hybrid methods. Constraint-based methods start with a fully connected graph, conduct a series of marginal and conditional independence tests among pairs of nodes, and remove the edge if the test does not reject the null hypothesis of independence between the two nodes (Scutari, 2009; Colombo and Maathuis, 2014) . A major benefit of these algorithms is their efficiency and scalability to large graphs. On the other hand, these algorithms typically do not adjust for multiple testing and can be sensitive to how nodes (i.e., variables) are ordered (Colombo and Maathuis, 2014; Badsha and Fu, 2019) .
Score-based learning methods move through the graph space according to a score computed for the graph given the data. Non-Bayesian methods may take a hill climbing (Russell and Norvig, 2009; Margaritis, 2003) approach to maximize the score, which is typically based on likelihood or penalized likelihood. Bayesian methods sample directly from a closed-form posterior distribution (Schwaller et al., 2015; Leday and Richardson, 2018) or, more often, use a Markov Chain Monte Carlo (MCMC) algorithm (Friedman and Koller, 2003; Giudici and Castelo, 2003; Goudie and Mukherjee, 2016; Grzegorczyk and Husmeier, 2008; He et al., 2013; Kuipers and Moffa, 2017; Kuipers et al., 2018; Madigan et al., 1995; Mohammadi et al., 2015) for inference, moving through graph space by proposing new graph structures, scoring them, and determining whether to stay at the current structure or move to the proposed structure.
The score-based Bayesian MCMC methods vary in how they move around in graph space but each of them calculates the posterior probability of the graph. They can be further broken down into two different classes the structure-based algorithms and the order-based algorithms. The structurebased algorithms search the space of DAGs (Madigan et al., 1995; Goudie and Mukherjee, 2016) , considering different combinations of edges and edge directions, and sampling the DAGs based on the posterior distribution. The order-based algorithms search the space of node orderings (Friedman and Koller, 2003; Kuipers et al., 2018) . These methods require that a parent node must appear after the child node in the node ordering. The space of node orderings is much smaller than the graph space because one ordering can represent multiple DAGs. However, this method may introduce bias into the inference when certain DAGs are over represented. Kuipers and Moffa (Kuipers and Moffa, 2017) proposed a variation based on the order of node partitions, which are more succinct representations of a DAG than node orderings. A partition divides the nodes into subsets and can group multiple node orderings of the same DAG into one partition.
Hybrid methods have been proposed to combine the strengths of the constraint-and scoredbased approaches. For example, a non-Bayesian hybrid method is the max-min hill-climbing algorithm (Tsamardinos et al., 2006) . It first applies the PC algorithm (named after developers Peter Spirtes and Clark Glymour) (Spirtes et al., 2000; Kalisch et al., 2012) to infer a candidate graph, and then performs a greedy hill-climbing search for graphs similar to the candidate graph. Bayesian hybrid methods have also been proposed to address the speed issue of the MCMC methods.
In summary, Bayesian methods for DAGs have the advantage of quantifying the uncertainty in the inference, although they are typically unable to deal with larger graphs or are not as fast as non-Bayesian methods. Here, we propose a novel Bayesian approach, namely baycn (BAYesain Causal Network), for inferring a DAG. Our method also defines three states for an edge, namely present with one direction (X → Y), present with the opposite direction (X ← Y), and absent. We specify the prior probabilities of these states and estimate their posterior probabilities. Whether the posterior probability for an edge state is large enough depends on the corresponding prior. In other words, if the data are informative about an edge, then the posterior probabilities of this edge should be substantially different from the prior. For example, if the prior probability is 0.05 for an edge state, then a posterior probability of 0.3 indicates support from the data for this state, even though 0.3 is not typically considered a large posterior. We develop a Metropolis-Hastings MCMC algorithm that samples the space of edge states. It removes directed cycles when moving between graphs, and accounts for Markov equivalence, which refers to different DAGs having the same likelihood. Our method can be used either as a hybrid or as a stand-alone score-based method. As a hybrid method, we can use the graph inferred by other more efficient graph inference methods as input; the input graph may contain false edges or undirected edges but can help reduce the search space to a more manageable size. We perform simulation to examine the performance of our method, and compare with other Bayesian methods for DAGs.
Model 2.1 The Bayesian graphical model
A graph G = (V, E) is a set of vertices (nodes) V = {1, 2, ..., b} and edges E ⊆ V × V, where V × V is the set of all ordered pairs of nodes, such as ( j, k), which denotes an edge pointing from node j to node k where j, k ∈ V. The structure (or topology) of the graph is typically represented by the adjacency matrix A of dimension b × b: A jk = 1 and A k j = 0 represent an edge from node j to node k, and A jk = 0 and A k j = 1 represent an edge from node k to node j. If A jk = A k j = 0 there is no edge between nodes j and k.
We introduce an alternate representation of the graph to directly describe the states of individual edges with the vector S = (S 1 , S 2 , . . . , S m ), where m is the number of edges. Each edge is in one of three possible states:
Pr(S i = k) ≡ p k = 1.
(1)
Note that the state 2 represents the absence of the edge. With a slight abuse of notation, we draw connections to the adjacency matrix and define Pr(S jk = 0) ≡ Pr(A jk = 1) and Pr(S jk = 1) ≡ Pr(A k j = 1),
where S jk with the double subscript represents the state of the edge between nodes j and k. Under this notation,
Incidentally, if Pr(S i = 0) = Pr(S i = 1) = 0.5, then the ith edge is bidirected with the two directions being equally likely. When data are available at all the nodes, the set of nodes V corresponds to a random vector T = (T 1 , T 2 , ..., T b ) T . We aim to infer the posterior edge state probability Pr(S i | T) for all edges. Similar to Equation (1), the posterior probabilities of the three states for an edge also add up to 1. If Pr(S i = 2 | T) > 0.5, then the data do not support the presence of this edge; in other words, this is a false edge. Alternatively, if Pr(S i = 0 | T) = Pr(S i = 1 | T) = 0.4, the data support the presence of this edge but there is not enough information to determine the direction.
The probability of the graph can be written as a product of conditional probabilities where each node is conditioned on its parents
where pa(T j ) are the parents of T j , θ j is the parameter vector for the distribution of T j , and θ = {θ 1 , . . . , θ b }. If pa(T j ) = ∅ the probability is reduced to a marginal probability Pr(T j | θ j ). We assume normality for the data at each node:
where µ j is the mean and σ 2 j the variance. If the node T j does not have any parents then µ j = β 0 .
Markov Equivalence
Two graphs are Markov equivalent if they have the same likelihood (Verma and Pearl, 1990) . A set of Markov equivalent graphs form a Markov equivalence class. For example, the graphs T 1 → T 2 → T 3 , T 1 ← T 2 → T 3 , and T 1 ← T 2 ← T 3 are Markov equivalent and all represent marginal dependence between T 1 and T 3 (i.e., T 1 ⊥ ⊥ T 3 ) and conditional independence given T 2 (i.e., T 1 ⊥ ⊥ T 3 | T 2 ). By contrast, the graph T 1 → T 2 ← T 3 , also known as a v structure, has no Markov equivalent graphs. In this graph T 1 and T 3 are marginally independent (i.e., T 1 ⊥ ⊥ T 3 ) and conditionally dependent given T 2 (i.e., T 1 ⊥ ⊥ T 3 | T 2 ). The probability of the edge states for each edge in a graph need to account for Markov equivalence (see examples in Figure 1 ).
The Metropolis-Hastings MCMC Algorithm
We have developed a Metropolis-Hastings algorithm that proposes changes to edge states. The input is the binary adjacency matrix of a candidate graph and the data at the nodes. The candidate graph may be a fully connected graph, where all nodes are connected. A more efficient approach is to run a fast graph inference algorithm to produce a candidate graph and use it as the input, even if this graph may contain false edges. We will use the graph skeleton as the candidate graph, where the edges are undirected, and the adjacency matrix is therefore symmetric. At the tth iteration, the key steps of the Metropolis-Hastings algorithm are: 1. Generate a proposal graph S (t) from the current graph S (t−1) . When t = 1, the current graph is randomly generated from the candidate graph in the input. 2. Check for and remove directed cycles in S (t) . 3. Calculate the acceptance probability α (t)
where Pr(S) is the prior probability of the graph, Pr(T | S, θ) the graph likelihood, and Pr(S | S ) the transition probability. 4. Generate a random probability u from the uniform distribution U(0, 1).
Accept the proposal and set S (t) = S (t) if u < α (t) ; or stay at the current graph and set S (t) = S (t−1) otherwise. To generate the proposal graph in step 1, we first determine the number of edges to change states by sampling from a binomial distribution B(m, 1/m), where m is the number of edges in the network and 1/m is the "success" probability. For each of the selected edges, we then sample from a Bernoulli distribution with probability p to decide which edge state to change to. Since we do not allow for the edge to remain at the same state, p is determined by that of the other two possible edge states. For example, if an edge in state 0 is selected to change states, and if the prior probability for the three edge states are p 0 = 0.05, p 1 = 0.05, and p 2 = 0.9, then the probability of switching to state 1 is p = 0.05/(0.05 + 0.9).
This MCMC algorithm generates a sample of graphs represented by edge states. For each edge, the relative frequencies of the three states in the MCMC sample provide an estimate of the posterior probabilities of edge states Pr(S i | T).
Through changes in edge states, our algorithm can sample from multiple Markov equivalent graphs and thus produce posterior probabilities that account for Markov equivalence. With sufficient data, the posterior probabilities of edge states should be the same asymptotically as expected under Markov equivalence.
Identifying and removing directed cycles
In a directed cycle, one can follow the directed edges and return to the starting node (e.g., T 1 → T 2 → T 3 → T 1 ). Directed cycles can have a higher likelihood than the true graph, a graph with directed edges but no cycles, and therefore should be removed during the MCMC iterations when generating a proposal graph.
We have developed a "cycle finder" algorithm (Supplementary Section S1) to find all directed cycles (including overlapping cycles, as well as multiple disjoint ones) in a graph, and a "cycle remover" algorithm (Supplementary Section S2) to move out of directed cycles such that the proposed graph is free of directed cycles. It is plausible that when proposing a new graph, our MCMC algorithm may propose a graph with one or more directed cycles, try to move out of these directed cycles only to generate a graph with different directed cycles. Therefore, our algorithm may need to repeatedly identify and remove directed cycles in one MCMC iteration. However, since we focus on relatively small graphs in this paper, this scenario is rather unlikely.
Recall that our algorithm next calculates the acceptance probability for the proposed graph relative to the current one. Although the (repeated) removal of directed cycles enters the calculation of the transition probability between the current and proposed graph, the probabilities involving the cycles are in the end canceled in the calculation of the acceptance ratio. Let D be a vector of indices of the edges that differ between the current graph S and proposed graph S and C be an integer vector where the element c j represents the number of edges that can change state for the edge represented by d j (see examples in Supplementary Section S3). These two vectors have the same length, denoted by h. The probability of moving from S to S , i.e., Pr(S → S ), is the product of the probabilities of changes at individual edges in D, and each of these probabilities further consists of two probabilities: the probability that an edge in the graph is chosen to change states, which is 1/c j , and the probability of edge d j changing from its current state S d j to the state S d j , denoted by Pr(S d j → S d j ). Therefore,
We prove that the transition probabilities do not depend on the path taken from the current graph to the proposed graph (the process of introducing and removing directed cycles) but only on the edges that have different states between the two graphs.
Theorem 1 When calculating the acceptance probability, α, the transition probability between the current and proposed graph, Pr(S → S ) and Pr(S → S), depends only on the edges whose states are different between the two graphs.
Proof See Supplementary Section S4 for the proof and S3 for examples.
Relationships to existing MCMC methods
We compare baycn to four existing Bayesian MCMC methods for inferring DAGs: two structurebased methods and two order-based methods ( Table 1 ). The structure-based methods, which include a Gibbs sampler (Goudie and Mukherjee, 2016) and MC 3 (Madigan et al., 1995; Goudie and Mukherjee, 2016) , are similar to baycn and sample the graph space based on edges. The Gibbs sampler considers a DAG as a set of parent nodes and moves through the graph space by proposing new parents for a subset of nodes. At each iteration of the MC 3 algorithm a proposal graph is selected from all neighbor graphs, each of which has one edge more or less than the current graph. The order-based methods include order MCMC a method based on node orderings (Friedman and Koller, 2003; Kuipers et al., 2018) and partition MCMC which is based on node partitions (Kuipers and Moffa, 2017) . A DAG leads to one distinct node partition, but one node partition may correspond to multiple DAGs. On the other hand, a node partition may imply multiple node orderings and is a more succinct representation of a DAG than a node ordering. These methods propose a new order or partition by moving one node in the current order or by splitting or joining the current partition. Our method differs from these existing methods in two ways. First, although all the Bayesian methods directly or indirectly estimate the posterior probabilities of the adjacency matrix, our method requires that the prior probabilities of the edge states are specified (for example, p 0 = 0.05, p 1 = 0.05, and p 2 = 0.9). With this specification, we can assess if the data support an edge state by examining how much the posterior has changed from the prior. The other methods do not specify such a prior, thus making it difficult to interpret the posterior probabilities. Second, baycn, Gibbs and MC 3 explore only among the edges in the candidate graph, whereas the two order-based methods allow for inclusion of other edges. Figure 1a ) and M2 (a v structure; Figure 1b ) are among the building blocks of more complex DAGs. Both GN4 and GN5 (Figure 2a ) contain M1 and M2 as subgraphs, and their skeletons allow for directed cycles. The Supplementary Figures S3 and S5 show examples of the Markov equivalence classes for topologies GN4 and GN5. These graphs test the ability of baycn to find and remove directed cycles from the inferred graph. The multi-parent graph (Figure 2c ) contains three v structures. Graph GN11 ( Figure 2d ) contains one v structure but more edges with Markov equivalent edges. Graph GN8 (Figure 2e ) is more complex than previous graphs, containing two v structures and allowing for three overlapping directed cycles. For all of our simulations we generated data for each node under a normal distribution with the mean following a linear model (Equation 6). For simplicity, we set all the variance to one, all the intercept β 0 to zero and all other βs to take the same value. The signal in the data is primarily reflected in the latter, which we refer to as the signal strength. The signal strength has three values 0.2 (weak signal), 0.5 (moderate signal), and 1 (strong signal). We also consider three sample sizes: 100, 200 and 600. For each topology we simulated 25 data sets under each of the nine different combinations of signal strength and sample size. 
Performance assessment of methods
We assess the performance and compare methods using the following metrics: 1. The edge-wise Mean Squared Error (eMSE): for an edge j, we calculate the MSE between the expected and posterior probabilities of the three states:
where Pr(S j = k) is the expected probability under Markov equivalence. This metric informs us which edges are more accurately inferred and which ones are not. 2. The MSE for the whole graph based on three possible edge states: this is the eMSE averaged over all m edges in the graph:
3. The MSE between the expected and posterior probabilistic adjacency matrix on all m edges. This metric is essentially the same as MSE 1 , but makes it easy to compare with other Bayesian methods.
For baycn, we use the posterior probability for state 0 and state 1 in place of Pr(A jk = 1 | T)
and Pr(A k j = 1 | T) respectively. 4. The MSE between the expected and posterior probabilistic adjacency matrix on all (b 2 −b)/2 possible edges among the b nodes in the graph.
This metric is helpful to assess how likely a method is to infer edges outside the candidate graph. If the candidate graph is the skeleton of the true graph, then this metric quantifies the extent to which false positive edges are inferred. 5. Precision and power for the whole graph. Precision measures how many of the inferred edges are in the true graph and power measures how many of the inferred edges are true edges.
To calculate these metrics, we will apply a cutoff of 0.5 to the posterior probability of an edge being present, which is the sum of the probability of both directions. These metrics ignore the nuances in the probabilities, but as percentages, they are easy to interpret and provide a quick indication of the inference accuracy.
Results from using the true graph skeleton as the candidate graph
For all the topologies we ran baycn once per simulated data set and used a burn-in of 20%. For topologies M1, M2, GN4, GN5, and multi-parent we ran baycn for 3 × 10 4 iterations with a step size of 120 and for topologies GN8 and GN11 we ran baycn for 5 × 10 4 iterations with a step size of 200. We used the probability (p 0 , p 1 , p 2 ) = (0.05, 0.05, 0.9) as the prior for edge states. We assess the performance with MSE 1 (Equation 10). In general, the performance of baycn depends on the signal strength β, the sample size N, and the complexity of the graph. As expected, for each topology MSE 1 decreases as both N and β increase ( Table 2) . Between the signal strength and sample size, the former has a larger effect on MSE 1 , because for all seven topologies the MSE is much lower for a strong signal and small sample size than for a weak signal and large sample size. A close examination of the graphs inferred for different values of MSE 1 shows that an MSE 1 of below 0.1 typically corresponds to accurate inference: the direction of all the edges is correctly inferred, and the relative magnitude of the posterior probabilities of the three states for any edge is similar to that of the expected probabilities. Using this guideline, we observe that baycn performs well on GN4 and GN5 even with a weak signal, as long as the sample size is large, indicating that baycn can find and remove directed cycles from the graph. In GN11 baycn can also correctly identify the edge directions in smaller subgraphs separated by a v structure. For both M2 and multi-parent topologies that contain one or more v structures, MSE 1 is nearly perfect at moderate to strong levels of β but is larger at a weak signal than that for any other topology with the same sample size. This is consistent with our observation that it is generally difficult for existing graph inference algorithms to correctly identify v structures with a weak signal (Badsha and Fu, 2019; Badsha et al., 2018) . Additionally, for all combinations of N and β, except for topologies M2 and multi-parent with a weak signal, baycn performs the worst on GN8, the most complex topology in our simulation, suggesting that the complexity of the graph strongly influences the performance of baycn. 
Results on the identification of false positive edges
For this assessment we include a false edge in M1, M2 and GN4, and two false edges in the larger GN11 (Supplementary Figure S9) . These false edges lead to the possibility of generating one or more directed cycles in the graph during MCMC, making the identification of false edges more challenging. We used the same data generated in the previous section for these topologies (without false edges) and ran baycn with the candidate graph being the true graph skeleton plus the false edges. We calculated eMSE (Equation 9) to assess the edge-wise performance. We explored the impact of three edge-state priors on the inference, with an increasing probability of the edge being absent: prior 1: (p 0 , p 1 , p 2 ) = (1/3, 1/3, 1/3); prior 2 (p 0 , p 1 , p 2 ) = (0.25, 0.25, 0.5), and prior 3: (p 0 , p 1 , p 2 ) = (0.05, 0.05, 0.9) (previously used in Section 4.3). Once again using MSE < 0.1 as the criterion for correct inference, we observed that baycn can identify false positive edges under prior 3, which assigns a large prior probability to absence ( Supplementary Tables S1 -S4 ). In all four graphs the eMSE for the false edges decreases as p 2 increases. On the other hand, the edge probabilities of the true edges are generally estimated correctly under all three priors and for different signal strengths or sample sizes, even when the false edges are not properly identified and have a large eMSE (Supplementary Tables S1 -S4). The impact of the prior on the true edges is more complex: in M1 and M2 the eMSE for true edges decreases as p 2 increases, whereas in GN4 and GN11 the eMSE for the true edges follows an opposite trend in some cases. This may be due to the amount of information in the data and the expected edge state probabilities. With sufficient information in the data, it does not matter much which prior is used, the posterior probabilities for the true edges are close to the expected ones. However, if the information in the data is insufficient but the prior happens to be close to the expectation, then the posterior probabilities will be close to the prior and result in a small eMSE. In summary, this investigation confirms that prior 3 is the prior of choice, as it balances the need to detect false positive edges and to correctly infer the true edges. We have primarily used prior 3 in other simulations.
Comparison with existing Bayesian MCMC methods
We compare baycn with other Bayesian methods using the true graph skeleton as the input. We focus on GN4, GN8 and GN11, which have different levels of complexity (Figure 2 ; Supplementary  Tables S6 and S7 ). We ran all the methods for 3 × 10 4 iterations on GN4 and for 5 × 10 4 iterations on GN8 and GN11. We used a burn-in of 20% for all the methods. We set the step size in baycn to be 120 for GN4 and 200 for GN8 and GN11. We used the default step size for order and partition MCMC which is calculated by # of iterations/1000. This results in the step size being 30 for GN4 and 50 for GN8 and GN11. Gibbs and MC 3 use all of the iterations after the burn-in.
Using MSE 2 (Equation 11) as the metric, which evaluates the deviation from the expected probabilistic adjacency matrix on true edges, we observed that all five methods have similar MSE 2 , with MC 3 having larger mean MSE 2 and larger variation (Figure 3a ). Since the signal strength is crucial to the performance (Section 4.3), we grouped the results by signal strength, and observed that as expected, MSE 2 decreases as the signal strength increases for each method in general ( Figure 3b ). However, MC 3 produced higher MSE 2 for two of the three topologies (GN4 and GN8) at β = 1 than at β = 0.5, which leads to the large variation for MC 3 at β = 1. Additionally, order and partition MCMC performed worse than others at weak signal. The complexity of the graph also strongly influences the inference accuracy (Section 4.3). Grouping the results by topologies, we observed that MSE 2 is generally small for GN11, which contains only one v structure despite having the largest number of nodes. MC 3 performs worse than others on GN4 and GN8, both of which can easily generate directed cycles during MCMC. baycn and other methods perform similarly on the three topologies, with partition MCMC being slightly worse for GN11. In summary, across different simulation scenarios, baycn and Gibbs show similar and better performance than other methods. Partition and order MCMC are slightly worse in some cases, whereas MC 3 is the least accurate and least stable among the five methods. Supplementary Table  S6 .
Whereas baycn considers only edges in the candidate graph, both order and partition MCMC allow for inclusion of additional edges and can estimate substantial posterior probability for those edges. To assess the overall inclusion of false edges, we also calculated MSE 3 on all possible edges in each graph for each method from the simulations above. Results from this evaluation (Supplementary Figure S10 and Table S7 ) lead to observations similar to those under MSE 2 , indicating that although these methods may include false edges, posterior probabilities for these edges are small overall.
Although it is more efficient to use baycn with a sparse candidate graph as input, we are interested in whether baycn can run on a fully connected graph and how its performance compares with other methods. We calculated precision, power and MSE 2 for this evaluation. Precision is nearly perfect for all the methods in most of the simulation scenarios ( Figure 4 ). Power is also nearly 100% for both moderate and strong signals (Figure 4 ). However, for data sets with a weak signal (β = 0.2), the power is low especially at a lower sample size ( Supplementary Table S5 ), resulting in a large variation in power with this signal strength for all the methods (Figure 4 ). However, order MCMC has even lower power on average and partition MCMC has larger variation than other methods at β = 0.2, as they tend to infer a higher posterior probability for edge absence and therefore infer fewer true edges as present (see examples in Supplementary Tables S9-S11). In terms of the MSE, similar to our observation in Section 4.3, MSE 2 for each method decreases as the signal strength or sample size increases ( Supplementary Table S5 ) and is influenced more by the signal strength than by the sample size. Also similar to the results on power, we observe that order and partition MCMC have higher mean or larger variation than other methods at low signal strength. We also note that Gibbs and MC 3 have slightly higher mean MSE 2 with a strong signal (β = 1).
Our MCMC algorithm is also fast. To compare the runtime of the five algorithms we used the data simulated for GN4, GN8, and GN11 with β = 1 and N = 600. We ran each algorithm once per data set on an Intel Xeon D-1540 2.00 GHz processor with 128 GB of memory (see runtime in Supplementary Table S8 ). On all three topologies, order MCMC is the fastest, followed closely by baycn and partition MCMC. baycn is approximately three times as fast as MC 3 and can be 50 times as fast as Gibbs. On the larger topology GN11, baycn is slightly faster than partition MCMC. 11) of baycn and other Bayesian methods for GN4 when a fully connected graph was used as the input. Precision, power, and MSE 2 are grouped by method and signal strength β. Also see Supplementary Table S5 .
Discussion
Here we present our Bayesian approach to DAG inference. We have developed a novel and coherent definition of the edge state and used this definition to represent a DAG. The posterior probabilities of edge states are therefore much easier to interpret than those of existing methods. We have developed an MCMC algorithm for sampling under this representation. Our algorithm deals with directed cycles and accounts for Markov equivalence. We have demonstrated through simulation studies that baycn is fast and can accurately estimate the edge probabilities in general, and that it performs as well as or better than current MCMC methods. With a suitable prior of edge states, baycn can correctly estimate edge probabilities both when the true graph skeleton is the input and when false edges are included in the input.
In the method comparison we used two types of MSE to assess the deviation from the expected probabilistic adjacency matrix (MSE 2 on only the true edges and MSE 3 on all possible edges). MSE 2 favors the two order-based methods, as these methods allow for additional edges outside the true skeleton and MSE 2 ignores these false positive edges. In comparison, MSE 3 favors the structure-based methods, since only the true edges enter the calculation when the true graph skeleton is used as input. Despite this difference, the two MSEs show similar patterns in our simulation studies.
We also used 0.5 as the cutoff value for the posterior probability of edge presence when calculating precision and power. This value is a natural choice for other Bayesian methods under comparison, since the prior probabilities are generally unspecified. With baycn, 0.5 can be over conservative, especially when prior 3 of (p 0 , p 1 , p 2 ) = (0.05, 0.05, 0.9) is used. Under this prior, a posterior probability of say, 0.2, for each of the two directions can already indicate strong evidence for edge presence, even though the edge presence probability is 0.4 in this case. However, precision and power for baycn with such a conservative cutoff are still nearly perfect in most cases and comparable to or better than other methods in other cases. This again confirms that baycn performs satisfactorily in our simulation.
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Supplementary Materials
Note: All of the references to equations and figures in Sections S1 -S4 refer to equations and figures in the Supplementary Materials file and not in the main text. S1 Identifying directed cycles 1. Find the nodes that are connected to two or more nodes as a cycle contains at least three nodes and each node in a cycle has at least one incoming edge and one outgoing edge. To do so, we use the following steps: i. Add the adjacency matrix to its transpose. ii. Sum each row and delete rows (the row indices are preserved) with a sum less than 2. iii. Apply the following rule to the adjacency matrix
where J is the set of remaining row indices in the adjacency matrix. iv. Repeat steps ii and iii until ∀A j,k = 1, k ∈ J or the reduced adjacency matrix has two or fewer rows. 2. Create a tree as deep as possible starting with the node (i.e., root node) whose index is in the first row of the reduced adjacency matrix. To do this we create a branch, which is a vector of node indices, for each of the nodes (i.e., child nodes) connected to the root. For each branch we add the index of the child node to the end of the vector, repeating the process of a child node becoming the parent node, until we add an index that has been added to the branch previously. If a parent node has two or more children a new branch is created for each child node. 3. Remove the nodes from the branches that do not belong to the cycle. In addition to the nodes that create a cycle a branch may also contain nodes outside the cycle. To remove these nodes, we start at the last node (i.e., the leaf) of the branches created in the previous step and work up the branch until we come to a node index that matches the leaf. Nodes above this node are then removed. For example, a branch may be (3, 4, 1, 6, 5, 2, 1) and the trimmed branch would be (1, 6, 5, 2, 1). 4. Convert the trimmed branches of a cycle into a vector of adjacency matrix coordinates by pairing up the adjacent nodes in each trimmed branch to produce a vector of edge coordinates. For example, if a trimmed branch is (1, 6, 5, 2, 1) then the adjacency matrix coordinates for the edges between the nodes in the cycle are (1, 6), (6, 5), (5, 2), (2, 1) . 5. Generate a vector of edge states from the vector of edge coordinates by considering each pair of coordinates and comparing the first number to the second number. If the first number is smaller than the second number the edge state is 0, indicating that the edge points from the node with a smaller index to the node with the larger index. If the first number is larger than the second number the edge state is 1, indicating that the edge points from the node with a larger index to the node with a smaller index. The coordinates vector from the example in Step 4 is (1, 6), (6, 5), (5, 2), (2, 1) and the edge states that form a directed cycle are (0, 1, 1, 1). 6. Use the vector of edge coordinates from step 4 to create a vector of edge indices. For example, the edge indices for the coordinates (1, 6), (6, 5), (5, 2), (2, 1) are (2, 6, 5, 1). 7. Define each cycle by the number of edges in the cycle and a decimal number calculated using the vector of edge states (step 5) and the vector of edge indices (step 6). The decimal number for the jth cycle is calculated by
where
The vector, Q j , is the set of edges that make up cycle j, S k is the state of edge k, and m is the number of edges in the network.
For example, Figure 1 shows a graph with two cycles nested within a larger cycle. If the edges are oriented as shown in the figure the decimal number for the cycle involving edges (2, 3, 5, 6, 7) with states S = (0, 1, 0, 0, 0) is 0(0 × 3 1 ) + 1(0 × 3 2 ) + 1(1 × 3 3 ) + 0(0 × 3 4 ) + 1(0 × 3 5 ) + 1(0 × 3 6 ) + 1(0 × 3 7 ) = 9, and the decimal number for the cycle involving edges (1, 3, 4, 5, 6, 7) with states S = (0, 1, 0, 0, 0, 0) is 1(0 × 3 1 ) + 0(0 × 3 2 ) + 1(1 × 3 3 ) + 1(0 × 3 4 ) + 1(0 × 3 5 ) + 1(0 × 3 6 ) + 1(0 × 3 7 ) = 9.
Because two different cycles can have the same decimal number we also group the cycles by the number of edges in the cycle. By grouping cycles this way we are able to distinguish between the two cycles in the example above because the first cycle has 5 edges and the second cycle has 6 edges. 
S2 Removing Directed Cycles
1. For the current graph calculate the decimal for each set of edges that could form a directed cycle following Equation (1). 2. Compare the number of edges and the decimal, for each set of edges that could form a directed cycle, to the list of decimals and number of edges for the directed cycles. 3. For each directed cycle, randomly select an edge and change it from its current state to a different state according to the prior probability of edge states. 4. Repeat steps 1 -3 until there are no directed cycles in the graph.
S3 Examples of Theorem 1 Example 1 -One directed cycle
Consider the current graph in Figure 2a with states S = (0, 0, 0, 1, 1) and the proposed graph in Figure 2c with states S = (0, 1, 2, 1, 1). Edges #2 and #3 have different states between S and S therefore D = 2, 3. There are two different paths to move from S to S . In path 1 there are two steps: i) edge #2 changes direction which creates a directed cycle between nodes T 1 , T 2 , and T 3 (Figure 2b) and ii) the directed cycle is removed by edge #3 changing from state 0 to 2. In path 2 edges #2 and #3 change states in one step. If the prior on edge states is p 0 = 0.05, p 1 = 0.05 and p 2 = 0.9 then the probabilities for the two paths are path 1: Pr(S d 2 → S d 2 ) = 0.05 0.95 , Pr(S d 3 → S d 3 ) = 0.9 0.95 , C 1 = 5, 3 and path 2: Pr(S d 2 → S d 2 ) = 0.05 0.95 , Pr(S d 3 → S d 3 ) = 0.9 0.95 , C 2 = 5, 5.
Combining the probabilities from each path we obtain the transition probability of moving to the proposed graph:
Pr(S → S ) = 1 5 
Any directed cycle created when moving from S to S needs to be created when moving from S to S. Therefore, when moving from S to S there are also two paths. Path 1 is made up of two steps: i) edge #3 changes from state 2 to 0 creating a cycle between nodes T 1 , T 2 , and T 3 and ii) the cycle is removed by changing edge #2 from state 1 to 0. For path 2 edges #2 and #3 both change states in one step. The probabilities for the paths are path 1:
The transition probability of moving back to the current graph is 
The term 1 5 1 3 + 1 5 2 in equations 3 and 4 cancels out when calculating the acceptance probability, α, and we are left with the probability of moving between the states that differ between the current graph (Fig 2a) and the proposed graph (Fig 2c) . More generally, we can apply the same procedure to traverse the paths between any two graphs. 
Example 2 -Multiple directed cycles
We show a second more complex example below. If we start with the graph in Figure 3a with states S = (0, 0, 0, 1, 1) and the proposed graph in Figure 3d with states S = (2, 1, 1, 1, 0) there are four edges with different states between the two graphs and D = 1, 2, 3, 5. There are three different paths to move from S to S . The steps in path 1 are: i) edges #2 and #5 change directions creating two directed cycles, the first cycle is between nodes T 1 , T 2 , and T 3 and the second cycle is between nodes T 2 , T 3 , and T 4 (Figure 3b ), ii) edge #1 changes from state 0 to 2 removing the first cycle (Figure 3c ), and iii) edge #3 changes direction which removes the second cycle (Figure 3d ). The steps in path 2 are: i) edges #1, #2, and #5 all change states creating one directed cycle between nodes T 2 , T 3 , and T 4 (Figure 3c ) and ii) edge #3 changes direction removing the cycle. In path 3 edges #1, #2, #3, and #5 all change states in one step. If the prior on edge states is p 0 = 0.05, p 1 = 0.05, and p 2 = 0.9 then the probabilities for the three paths are: 
As in example 1 any directed cycle that is created when moving from S to S needs to also be created when moving from S to S. There are also three different paths to move back to S from S . In path 1 the steps are: i) edges #1 and #3 change states creating two directed cycles the first cycle is between nodes T 1 , T 2 , and T 3 and the second cycle is between nodes T 2 , T 3 , and T 4 , ii) edge #2 changes direction removing the first cycle, and iii) edge #5 changes direction removing the second directed cycle. Path 2 has two steps i) edges #1, #2 and #3 all change state creating a directed cycle between nodes T 2 , T 3 , and T 4 and ii) edge #5 changes direction removing the cycle. In path 3 there is only one step where edges #1, #2, #3, and #5 all change states. The probabilities for these paths are path 1: 
The term 1 5 2 1 3 2 + 1 5 3 1 3 + 1 5 4 in equations 5 and 6 cancels out when calculating the acceptance probability, α, and we are left with the probability of moving between the states that differ between the current graph (Fig 3a) and the proposed graph (Fig 3d) . More generally, we can apply the same procedure to traverse the paths between any two graphs. 
S4 Proof of Theorem 1
Theorem 2 When calculating the acceptance probability, α, the transition probability between the current and proposed graph, Pr(S → S ) and Pr(S → S), depends only on the edges whose states are different between the two graphs.
Proof Recall that S is a vector of edge states representing the current graph G and S is a vector of edge states representing the proposal graph G . Let D be a vector of indices of the edges that differ between the current graph S and proposed graph S and C be an integer vector where the element c j represents the number of edges that can change state for the edge represented by d j . These two vectors have the same length, denoted by h. We will consider two cases: without and with potential directed cycles in the graph.
Case 1 Without potential directed cycles the probability of moving from the current graph to the proposed graph is
We can use the same procedure of deriving the equation for moving back to the current graph from the proposed graph. Therefore, the probability can be broken down in the same way when moving backwards:
Since there are no potential directed cycles in the network the value c j will always be m which is the number of edges in the network. Therefore, h j=1 1 c j = h j=1 1 m whether going from S → S or S → S and will cancel when calculating the acceptance probability, leaving h j=1 Pr(S d j → S d j ) and h j=1 Pr(S d j → S d j ).
Case 2 With potential directed cycles there can be multiple paths when moving from the current graph to the proposed graph. Let C k be a vector where each c k j is the number of edges that can change state in path k when moving from S to S and C k be a vector where each c k j is the number of edges that can change state in path k when moving from S to S. Using equation (7) the transition probability of moving from the current graph to the proposed graph when there are multiple paths becomes
Similarly, the transition probability when there are multiple paths of moving back to the current graph from the proposed graph is
In equations (9) and (10) the summation over K represents the different paths (Section S3) to get from one graph to another and the last equality holds because the edges that are different between S and S do not depend on the path k. 
The first j elements can create one or more directed cycles. The remaining h − j elements then remove the cycle(s) that were introduced in the network and their values are equal to the number of edges that make up the directed cycle that is being removed. The cycles that are created and removed in any path k from S to S can also be created and removed when moving from S to S. Therefore, the equations for moving from the proposed graph to the current graph will be the same as Equations 11 -13 except for the symbol indicating we are moving backwards: 
The terms in equation 17 will cancel when calculating the acceptance probability and we will be left with h j=1 Pr(S d j → S d j ) and h j=1 Pr(S d j → S d j ). Table S1 : The mean and standard deviation of the edge-wise MSE for each edge in topology M1. We used the data sets previously simulated for M1 and included one false edge with the true edges in the input to baycn. We ran baycn with three different priors on edge states for each data set. The rows in red represent false edges. Table S3 : The mean and standard deviation of the edge-wise MSE for each edge in topology GN4. We used the data sets previously simulated for GN4 and included one false edge with the true edges in the input to baycn. We ran baycn with three different priors on edge states for each data set. The rows in red represent false edges.
Supplementary tables

eMSE: Topology GN4
Prior 1 Table S4 : The mean and standard deviation of the edge-wise MSE for each edge in topology GN11. We used the data sets previously simulated for GN11 and included two false edges with the true edges in the input to baycn. We ran baycn with three different priors on edge states for each data set. The rows in red represent false edges. 0.0006 0.0008 0.0009 0.0013 0.0031 0.0036 10 0.0015 0.0018 0.0023 0.0033 0.0058 0.0069 11 0.0017 0.0021 0.0029 0.0047 0.0066 0.0087 12 0.0026 0.005 0.0022 0.0041 0.0046 0.0047 Table S5 : The mean and standard deviation of precision, power, and MSE 2 for topology GN4 when a fully connected graph was the input to each algorithm. When calculating precision and power we considered an edge present if the sum of the probability of the two directions was greater than 0.5. Table S6 : The mean and standard deviation of MSE 2 when the true skeleton was used as input. We simulated 25 data sets for each combination of topology, N, and β and we ran each algorithm once per data set. MSE 2 is calculated only from the true edges. Table S7 : The mean and standard deviation of the MSE 3 when the true skeleton was used as input. We simulated 25 data sets for each combination of topology, N, and β and we ran each algorithm once per data set. MSE 3 is calculated from all possible edges in the network. Table S8 : The mean runtime in seconds across 25 data sets. For each topology 25 data sets were generated with β = 1 and N = 600 and each algorithm was run once per data set and the runtime in seconds was recorded. All algorithms were run on an Intel Xeon D-1540 2.00 GHz processor with 128 GB of memory.
Runtime
Topology baycn Gibbs MC 3 order partition GN4 4.49 235.00 11.94 1.78 3.93 GN8 8.11 363.91 22.49 2.88 7.97 GN11 7.07 380.97 23.52 3.10 9.39 Table S9 : The posterior probability of the three edge states for baycn and partition MCMC from the first 7 simulated data sets of GN4 ( Figure S2 ) with N = 100 and β = 0.2. The edges in red are the false edges, edge numbers with -v are the edges that make a v structure, and the edge numbers in bold are the edges where baycn inferred a true edge as present but partition MCMC did not. S10: The posterior probability of the three edge states for baycn and partition MCMC from the first 7 simulated data sets of GN4 ( Figure S2 ) with N = 200 and β = 0.2. The edges in red are the false edges, edge numbers with -v are the edges that make a v structure, and the edge numbers in bold are the edges where baycn inferred a true edge as present but partition MCMC did not. S11: The posterior probability of the three edge states for baycn and partition MCMC from the first 7 simulated data sets of GN4 ( Figure S2 ) with N = 600 and β = 0.2. The edges in red are the false edges, edge numbers with -v are the edges that make a v structure, and the edge numbers in bold are the edges where baycn inferred a true edge as present but partition MCMC did not. 
