Introduction {#Sec1}
============

It is now well understood that the production of speech relies on neural activity in a wide range of different areas of the brain e.g.^[@CR1]--[@CR7]^. How this activity is coordinated over time such that it results in fast and fluent speech remains largely unknown. Therapy design for various pathologies such as aphasia, dysarthria and stuttering requires first a good understanding of the workings of speech production under non-pathological circumstances. Here we examined the activation dynamics of different areas of the brain while speech was produced. Specifically, speech production was elicited using a picture naming task in which participants overtly produced single words in response to visually presented objects. Previous Positron Emission Tomography (PET) and functional Magnetic Resonance Imaging (fMRI) studies have repeatedly shown that picture naming yields activation in occipital, temporal, frontal and parietal areas of the cortex, as well as in the striatum, thalamus and brain stem of the subcortex e.g.^[@CR8]--[@CR12]^. Although these studies are informative about the location of brain activity underlying picture naming, other techniques such as Magnetoencephalography (MEG) and Electroencephalography (EEG) are needed to examine the precise temporal dynamics of neural activity underlying the task. With respect to this issue, previous MEG studies have concluded that neural activation underlying picture naming proceeds from posterior to anterior areas of the brain in a sequential manner e.g.^[@CR13]--[@CR18]^. Here we attempted to validate this conclusion from MEG studies by using a different analysis approach that relied on EEG data.

Before we start we should highlight that our study addressed a specific hypothesis about the activation dynamics of different brain regions during speech production. This topic bears resemblance to but is different from topics addressed by recent other studies in the field of language production and EEG. These studies have focused on questions about the timecourse of cognitive/linguistic properties such as semantics, lexical access and phonology e.g.^[@CR19]--[@CR25]^, and not on the activation dynamics of brain regions. We will come back to this issue in the General Discussion.

Previous MEG studies on the activation dynamics of speech production in the picture naming task have all relied on a similar analysis approach. For example, in a seminal study by Salmelin *et al*.^[@CR16]^, participants were required to overtly produce the names of around 100 presented objects that appeared for 100 ms every 5 s on a computer screen. The analysis approach involved the following three steps. First, a grand average stimulus-locked epoch was calculated for each participant. This epoch contained the activation profile across all trials for a time period of 1.5 s following stimulus onset for each sensor. Next, for each participant, the time-varying topographic maps corresponding to the stimulus-locked epochs were scanned for dipolar map profiles. The cortical location of each discovered dipole was then estimated using Equivalent Current Dipole (ECD) fitting procedures^[@CR26]^. This led to the identification of approximately 10 neural sources for each participant. Finally, the point in time when a given cortical source was activated was based on the peak latency of fitted dipole time courses. This peak latency was then classified into one of three time bins. Salmelin *et al*. observed that there were sources in occipital areas in a timebin that spanned from 0 to 200 ms, in temporo-parietal areas between 200 to 400 ms, and in frontal areas between 400 to 800 ms. Other MEG studies using this procedure have found comparable results e.g.^[@CR14],[@CR17]^. Given that picture naming typically takes around 700 ms, these results have led to the conclusion that during picture naming, activation progresses sequentially from occipital input areas to higher level temporo-parietal areas, and finally to frontal motor output areas.

However, there are four important problems with this analysis approach that undermine this conclusion. First, a major aspect of the analysis approach relied on the identification of neural sources from the detection of dipolar maps in the epoched MEG data. However, topographic maps of original epoched data usually contain a mix of dipoles which may produce uncertainties in the source localization procedure^[@CR27]^. In addition, the analysis approach did not verify that the obtained neural sources affected performance in the task and therefore their inclusion in the analyses may have been spurious. Third, the procedure relied on the peak latency as the primary identifier for the point in time when a particular neural source was active during speech production. However, it is not obvious that peak latency is a representative marker for characterizing the dynamics of a source's neural activity. Consider, for example, the visual evoked potential which is a complex of peaks and troughs (N1, P1, N2) that appears in early visual processing e.g.^[@CR28],[@CR29]^. It would be misleading to characterize activity of this potential by a single peak latency. Finally, to obtain grand average timecourses, amplitudes across all trials were averaged. However, it is well known that there is a substantial amount of trial-by-trial response latency jitter in the picture naming task^[@CR30],[@CR31]^. Simply averaging across all trials may have led to imprecise characterization of the activation dynamics underlying the picture naming task. In short, these problems call into question the claim that activity in the picture naming task proceeds from posterior to anterior areas of the brain in a sequential manner.

In the experiment reported below participants produced the names of 100 visually presented objects while their EEG was recorded. In order to examine the temporal dynamics of brain regions involved in the picture naming task we relied on the following analysis approach. Instead of finding dipolar maps in the original observed data, we attempted to identify dipolar maps generated by a procedure called Independent Component Analysis (ICA). One advantage of ICA is that the obtained topographic component maps often contain single dipoles^[@CR27]^. The neural sources of these dipolar maps can be estimated in a relatively straightforward manner using ECD fitting procedures^[@CR26]^. In addition, in contrast to the aforementioned MEG studies, we ensured that the component activity of these discovered neural sources was affecting performance in the picture naming task. We did this by regressing the picture naming latency onto the independent component's amplitude in the task at each respective time point on a by-trial basis^[@CR32]^. Furthermore, we did not rely on peak latency measures. Instead, we calculated the onset and offset time of neural activity of each neural source based on the time at the full-width half maximum (FWHM) values for each component and then computed their percentage of temporal overlap. Finally, we examined the degree to which our estimates were affected by the latency jitter that is inherent in picture naming. To this end we performed an analysis with all trials as well as an analysis that only included those trials that fell within 0.25 standard deviations of the mean latency of the experiment.

We expected that if the brain regions involved in picture naming are active in sequence, we would find little overlap in the activity between any of the neural sources obtained from the ICA.

Methods {#Sec2}
=======

Participants {#Sec3}
------------

Thirty native speakers of Spanish took part in the experiment. Participants were students at the Universidad de La Laguna, and received course credit or were paid 10 Euro. The experiment was approved by the Ethics Committee of the University of La Laguna (CEIBA) and was executed in accordance with their guidelines. Informed consent was obtained from all participants in the study. The data from five participants were discarded due to excessive noise in the recordings (i.e., \>30% rejection of trials). The analyses reported below therefore contained 25 participants.

Task details {#Sec4}
------------

One hundred images were selected from a standardized picture database commonly used in speech production research^[@CR33]^. The images depicted black and white line-drawings of common, every-day objects that had high name agreement (\>90%). In addition, the images varied in terms of image complexity (mean = 16147; sd = 8756), and had names with variability in log word frequency (mean = 3.23; sd = 2), and word length in phonemes (mean = 6; sd = 2). Pictures were standardized with respect to their size such that each picture fit within a rectangle of 300 × 300 pixels. Each picture appeared in the center of the screen as a white line-drawing on a black background. Pictures were presented on a CRT monitor using a refresh rate of 80 Hz in a 1024 × 768 resolution. Response latencies and vocal responses were recorded using an electret large diaphragm microphone (IMG stage line, ECM-140) placed at an average distance of 100 cm away from the participant. Stimulus presentation, voice-key detection, and digitization of vocal responses were controlled by a computer running Presentations (Neurobs, V14.5).

In the experiment, participants were instructed to produce the name of presented pictures. On each trial, a fixation cross was presented for 700 ms, followed by the target picture for 1500 ms. The next trial started after a blank screen presentation for 2000 ms. All 100 pictures were named three times; once before familiarization, once during familiarization, and once after familiarization. During familiarization, the pictures were presented with their names and participants were instructed to name each picture with its corresponding name. EEG was not recorded during this familiarization stage. This study does not consider the role of familiarization and therefore data from before and after familiarization were analyzed jointly, leading to 200 trials per participant. Note, however, that familiarization reduces naming latencies which introduces a naming latency jittering in the data. Consequently, we considered the impact of familiarization in complementary analyses reported below.

EEG Recordings {#Sec5}
--------------

The software used to register the EEG signal was BrainVision Recorder (Brain Products, V1.03). The continuous EEG signal was recorded with 32 Ag/AgCl electrodes embedded in an elastic cap using Easycap (<http://www.easycap.de>) that followed the standard 10--20 system. On-line recordings were referenced to the left mastoid. The signal was amplified (BrainAmp amplifiers) and digitized at a sampling rate of 250 Hz, with a 0.01--100 Hz band pass filter. The horizontal electrooculogram (EOG) was measured by placing two electrodes at the outer canthi, and the vertical EOG was measured with two electrodes placed above and below the left eye. Electrode impedance was kept below 5 k*Ω* for all electrodes.

EEG Pre-processing {#Sec6}
------------------

Pre-processing was performed in EEGLAB (v2019_1;^[@CR34]^). After data acquisition, the data were offline re-referenced using the right mastoid. The electrode corresponding to the right mastoid was subsequently removed from the data, leaving 31 electrodes. Next, low frequency oscillations in the raw EEG data were removed using the eeglab default highpass filter at 1 Hz. This particular highpass filter value was chosen as an optimal compromise between maximizing the SNR and detection of ICs with ICA^[@CR35]^, and minimizing the impact of data alterations^[@CR36]--[@CR39]^. High frequency oscillations were subsequently removed by a lowpass filter at 50 Hz. Next, we epoched the continuous EEG data for each participant into 200 extended epochs with a duration of 2000 ms each (500 ms before stimulus onset until 1500 ms after stimulus onset), with each epoch corresponding to a picture naming trial. The following step in pre-processing consisted of automatic artifact rejection. Specifically, an epoch was removed if it contained an amplitude value that was outside a given negative or positive threshold. Determination of these thresholds was done by automatically lowering or raising the threshold value such that it resulted in the removal of approximately 10% of the epochs for a given participant. In order to prevent this procedure from resulting in very high thresholds (when data was noisy), a maximum value for each threshold was instigated (±200 *μV*). For some participants this resulted in a rejection rate of more than 10%. In addition, we removed those epochs for which the participant did not produce the correct target stimulus, or for which the target naming latency was outside the \[300, 1500\] ms range. In total, the average number of rejected epochs was 16% (range 11--27%).

The final step in preprocessing was the reduction of the epoch length to 600 ms. Specifically, each epoch was reduced to a time window from −100 to 500 ms. This epoch length was chosen in order to avoid the influence of artefacts due to articulation that is inherent in an overt speech production task. Previous speech production EEG studies have shown that EEG data are strongly affected by the onset of speech due to the movement of muscles in face which may contaminate the EEG signal^[@CR40]^. Given that only 1.6% of latencies were \<500 ms (see Fig. [1](#Fig1){ref-type="fig"}), we assumed that this epoch length was sufficiently long to lead to good ICA estimations (see below) while also minimizing the contamination produced by speech motor artefacts.Figure 1Distribution of response latencies in the experiment as a smoothed density function. On x-axis are plotted the naming latencies (in ms), and on the y-axis are plotted the relative frequencies. Also plotted are the mean naming (vertical solid line) and latencies at 1 standard deviation (dotted lines).

### Group temporal ICA {#Sec7}

ICA is a blind-source separation technique that attempts to discover underlying sources from the linear mixing of these sources in the observed data^[@CR41]^. In contrast to fMRI studies where spatial ICA is more common^[@CR42]^, electrophysiological studies have generally relied on a version of ICA called temporal ICA^[@CR43]^. In temporal ICA (tICA), it is assumed that the data matrix *X* with *m* electrode rows and *n* timepoint columns is the product of a mixing matrix *A* and a sources matrix *S* (*X* = *AS*). Matrices *A* and *S* can be calculated by an iterative procedure in which the non-gaussianity of the sources found in the rows of matrix *S* is maximized by estimation of a weight matrix *W* such that *S* = *WX*^[@CR44]^. After *S* has been found, matrix *A* can be found by the calculation of *W*^−1^. Group tICA involves an identical procedure, except that the data matrix *X* now contains all individual participant data matrices concatenated by columns, leading a very wide data matrix \[see, for example^[@CR45]^, for a more complete formal description of group ICA in EEG\].

In our data, matrix *X* corresponded to a concatenation of all correct trials for all participants. The size of this matrix was 31 × *k*, where 31 refers to the number of electrodes, and *k* was equal to the total number of correct epochs across all participants times the number of time points per epoch = 4217 × 150 = 632, 550. This whole matrix was then entered into the ICA. Following others^[@CR46]^, we used all 31 electrodes in the analyses including those related to eye movements. Although it is common to use an initial principal component analysis to reduce to size of data matrix *X*, we decided to skip this step based on previous research that has shown improved component estimation under such circumstances^[@CR47]^. We used the INFOMAX version of ICA in the pre-compiled binary FastICA implementation that is available in the Linux version of EEGLAB^[@CR48]^. We will refer to the component sources as revealed by ICA as Independent Components (ICs). Note that this use of the word 'component' differs from other uses of this word in the ERP literature where it typically refers to a large deflection in the ERP amplitude (e.g., N400 component).

### Dipole fitting {#Sec8}

Each of the 31 detected ICs had a corresponding topographical scalp map that often contained a single dipole^[@CR27]^. For those components that contained a single dipole, its source activity could be estimated in a relatively straightforward manner using ECD modeling^[@CR27]^. ECD modeling of each IC was performed using the DIPFIT plug-in (v3.3) available in EEGLAB. ECD modeling is a procedure that fits a dipole model with parameters for location, orientation and amplitude to the data using a least squares algorithm. For forward modeling we chose the standard spherical head model. This model is based on a four-shell model of electrical conductance across four layers of the brain (skin, skull, CSF, and cortex). For each dipole we obtained its location, orientation, and amplitude in MNI space (as a 3D vector), as well as its Residual Variance (a goodness of fit estimate). This version of Dipfit also provided anatomical inferences of each fitted dipole using the Harvard-Oxford cortical and sub-cortical probabilistic Atlas^[@CR49]^.

### Classification of ICs {#Sec9}

Next, we classified each IC as signal (i.e., having a neural source) or noise (i.e., having a non-neural source). This classification was made on the basis each IC's average component timecourse, topographic map and fitted dipole map. Specifically, ICs were classified as signal when they met all of the following three citeria: 1) if their timecourse revealed clear synchronized activity that was present on all trials, 2) if the topographic map was clearly dipolar, and 3) if the residual variance of the fitted dipole was ≤6%. Importantly, note that this procedure also addresses the issue of artefact removal. Specifically, to the degree that ICA successfully separates noise components (e.g., eye blinks, electrical signal noise, muscle artifacts) from signal components, the signal components will be statistically unrelated to the noise components e.g.^[@CR50],[@CR51]^. In other words, given that our further downstream analyses were performed only on ICs identified as signal they will be effectively free of artefacts.

### Relationship between IC and task performance {#Sec10}

In the next step of the analysis we determined whether a given IC identified as signal was involved in the picture naming task. We reasoned that if an IC was involved in the task, its component activity should be predictive of the naming latency in the task. Note that establishing whether neural activity plays a causal role in a task is a complex issue that is relevant to many branches of neuro-imaging^[@CR52]^. To assess this, we fitted a linear regression model using the picture naming latency as the dependent variable and the component amplitude as the predictor for each time point in the 600 ms epoch. This kind of analysis is commonly known as a running t-test^[@CR32],[@CR53]^. Note that for these analyses we used all available trials that were not averaged by-participants, meaning that our degrees of freedom was large (\>4000). In addition, for a given component we computed 150 t-tests (i.e., at each time point across the −100 to 500 ms range). To protect against false-positives, we used the procedure outlined by^[@CR54]^ to compute an appropriate null level for hypothesis testing. Using an in-house implemented version of their procedure with 10000 simulations, N = 25, timepoints = 150, autocorrelation = 0.9, and alpha = 0.0005, we determined that significance at this alpha level can be assumed if there are at least 5 consecutive timepoints with p values below the alpha level. Our assumption of at least 10 consecutive timepoints with p-values below the alpha level of *p* \< 0.0005 can therefore be considered a strongly conservative estimate of significance.

### Temporal overlap between ICs {#Sec11}

The next step of the analyses involved determining the percentage of overlap in the activity time courses of the various signal ICs. Specifically, for each IC we first computed the group-level average component time course by averaging across all epochs from all participants. We then computed for each IC, the onset timepoint of the activity in a component as the first moment in time (relative to stimulus onset) when a component's amplitude first reached 50% of the component's absolute maximum amplitude value (i.e., the component's time to FWHM). The offset of component activity was computed in an identical manner by starting at the end of the time course and working backwards. The percentage of activity overlap (*AO*) between one target IC*A* relative to another IC*B* was then computed as follows $$\documentclass[12pt]{minimal}
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                \begin{document}$$AO=\frac{I(a,b)}{{T}_{a}},$$\end{document}$$ where *a* and *b* referred to the sequence of timepoints from the obtained activity onset to the activity offset for ICs *A* and *B* respectively, *I*(⋅) computes the intersection of timepoints between vectors *a* and *b*, and *T*~*a*~ refers to the total number of timepoints (from onset to offset) for target IC *A*. This formula therefore computed the sequence of overlapping timepoints between one target IC and another IC relative to the total number of timepoints in the target IC. Note that this will result in asymmetrical overlaps because the overlap of a given target *a* with respect to *b* may be different than the overlap of *b* with respect to *a*. Finally, we computed the overlap in milliseconds (ms) as the difference between the offset and onset of the intersection timepoints.

### Latency jitter {#Sec12}

In the final step of the analyses we estimated the effect of latency jitter on the component time courses^[@CR31]^. To do this, we re-computed the above analyses using only those trials on which the naming latency fell within ±0.25 standard deviations from the mean naming latency in the experiment. Latency jitter may blur the precise onset and offset of the component time courses and therefore yield incorrect results. Note that this aspect of the analyses takes into account the potential jittering in naming latencies due to the familiarization procedure. By restricting the analyses to a set of naming latencies that are similar one minimizes the effects of latency jitter on the component time courses.

Results {#Sec13}
=======

RT results {#Sec14}
----------

All digitized vocal responses were manually checked using CheckVocal^[@CR55]^. We removed those response latencies that corresponded to an incorrect response, as well as those which were implausible in a picture naming experiment (those smaller than 300 or larger than 1500 ms). From a total number 5000 response latencies (i.e., 25 subjects \* 200 trials), 256 latencies were removed (5.1%). As explained above, trials were also removed based on EEG properties. The final number of trials that was included in the analysis was 4217 (84.3%). In this final set, the mean picture naming latency was 768 ms, and the standard deviation was 184 ms. For a graphical presentation of the distribution of response latencies in the experiment using a smoothed histogram plot, see Fig. [1](#Fig1){ref-type="fig"}.

EEG results {#Sec15}
-----------

After the group temporal ICA, manual inspection of the 31 ICs revealed a set of 15 ICs that met our previously defined criteria for an IC that is likely a neural source of activity (see above), and was involved in the picture naming task. These ICs were IC5, IC6, IC8, IC9, IC10, IC11, IC12, IC13, IC15, IC16, IC17, IC22, IC23, IC24 and IC25. Figures [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"} display the topographic maps and dipoles of each IC. See also Supplementary Figs. S[1](#MOESM1){ref-type="media"}--S[3](#MOESM1){ref-type="media"} for an overview of all ICs that were considered noise using the three criteria outline above. Figures [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"} also displays each IC's corresponding timecourse for each trial (sorted by naming latency) across the full range of timepoints that formed the basis of the ICA, and the timecourse averaged across all trials extracted from the erpimage function of EEGLAB^[@CR56]^. Note in Fig. [2](#Fig2){ref-type="fig"} how component amplitudes display deflections that are present across most trials in the experiment, the topographic map of each detected IC has a single dipole, and how the residual variance of each fitted dipole is ≤6%).Figure 2Topographic map and corresponding ERPimage of ICs 5,6,8,9,10, and 11. The topographic maps displays each dipole's location and moment (Residual Variance in the map's title). The ERPimage contains all the component time courses for each trial in the experiment. The trials are sorted on a linear transformation of their naming latency (denoted by the curved black line), with shorter naming latencies at the bottom of the graph. Below is presented the average component time course across all trials. Note how this component time course is present across the majority of trials in the experiment, contains a single dipole and has RV \< 6%.Figure 3Topographic map and corresponding ERPimage of ICs 12, 13,15,16,17, and 22. See caption Fig. [2](#Fig2){ref-type="fig"} for details.Figure 4Topographic map and corresponding ERPimage of ICs 23, 24 and 25. See caption Fig. [2](#Fig2){ref-type="fig"} for details.

 Figure [5](#Fig5){ref-type="fig"} displays the estimated location of the cortical sources that gave rise to the topographic maps of each IC as obtained by ECD modeling^[@CR26]^. Table [1](#Tab1){ref-type="table"} lists each IC with the anatomical interpretation of its nearest identifiable gray matter source using the Harvard-Oxford probabilistic atlas^[@CR49]^ as was provided by the Dipfit plugin. As can be seen in Table [1](#Tab1){ref-type="table"}, sources in a wide variety of cortical locations were found. Specifically, sources were found in occipital (IC13, IC9, IC11), parietal (IC5,IC24,IC10,IC23), temporal (IC22, IC25, IC8) and frontal (IC6,IC16,IC17,IC15,IC12) regions. In addition, Fig. [6](#Fig6){ref-type="fig"} revealed the correlation of each of these components' amplitude with the naming latency across each timepoint in the epoch. As is clear from this figure, the component amplitude was predictive of the trial's naming latency across a wide range of timepoints suggesting the involvement of these components in the task (see Fig. S[4](#MOESM1){ref-type="media"} for an overview of the relationship between naming latency and all ICs).Figure 5Source localizations of the fifteen components in the experiment using equivalent current dipole source fitting. Plotted are the fifteen components with clear dipolar topographic maps (see Figs. [2](#Fig2){ref-type="fig"}--[4](#Fig4){ref-type="fig"}). For each component we also list the Residual Variance (RV) between the model prediction and the observed data, as well as the anatomical coordinates in Talairach space (between brackets). Note how sources are localized in many different areas of the brain, including occipital, parietal, temporal and frontal areas.Table 1Estimated source localization of each Independent Component using the group-level data. Coordinates in MNI space (XYZ) as well as detected onset, offset and their difference (in ms) of activity in the component timecourses (see text for further details).ICEstimated LocalizationXYZonsetoffsetdiffIC5inferiorparietal R−30−331788496408IC6caudalanteriorcingulate L231619152412260IC8inferiortemporal L−2451−3292496404IC9lateraloccipital L−728−39104488384IC10inferiorparietal L−303120108496388IC11fusiform R−62− 38−31120240120IC12caudalanteriorcingulate R40− 21729637680IC13cuneus L−5502992496404IC15paracentral R−2047240436196IC16caudalmiddlefrontal R19−2120156496340IC17rostralmiddlefrontal L403313168496328IC22middletemporal R−36−73−1988404316IC23superiorparietal R−23−2937252496244IC24supramarginal L−4513588496408IC25middletemporal L−3078−988480392^1^IC = Independent Component.Figure 6Relationship between component amplitude and naming latency across the component time course. Plotted here are the t-values that express the degree to which naming latencies were predicted by the amplitude at each time point and for each individual component. Warm (yellow) colors denote positive t-values, whereas cool (magenta) colors denote negative t-values. Thus, for example, the green values at around 100 ms for component C9 indicate that at around 100 ms after picture presentation, amplitudes of component C9 are predictive of the specific naming latency. Regression analyses took place on trial-based data. To protect against false-positives due to the high number of statistical tests, only t-values \> 4 for ten consecutive time points are plotted.
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To examine the impact of latency jitter on these data, we performed the same analyses on a subset of data that was restricted to epochs on which the latency was highly similar. Specifically, we selected those trials whose naming latency fell within ±0.25 standard deviations from the mean. This resulted in 797 trials that had naming latencies within a 80 ms range (i.e., trials had naming latencies faster than 730 and slower than 810 ms). For this specific set, the average percentage overlap between IC timecourses decreased slightly to 79.9%. A graphical presentation of the component timecourses using the restricted set of trials is presented in Fig. [8](#Fig8){ref-type="fig"}.Figure 8The effect of latency jitter on the component timecourses. As in Fig. [7](#Fig7){ref-type="fig"}, we plot again the average timecourses for components 6, 9, 8, 10, 22, 11, 5, and 13 (top panel), and for components 24, 25, 23, 12, 17, 16, and 15 (bottom panel). In this plot, averages are based on a subset of the data that includes only those epochs on which the naming latency was within 0.25 standard deviations from the overall mean. Although it is clear that there is more noise in the data (there are fewer data points), the overall overlapping structure is preserved.

Complementary analyses {#Sec16}
----------------------

In further analyses we considered the impact of our familiarization procedure on the percentage of overlap between IC timecourses. Behavioral analyses revealed that naming latencies were significantly slower before than after familiarization (808 ms vs 726 ms, p \<  0.0001). One potential concern is that familiarization may alter neural processing in a qualitative way thereby undermining our justification of performing a joint analysis that collapses across familiarization. We ran separate Independent Component Analyses on the preprocessed trials prior to familiarization and on those after familiarization. We then classified components from the two Independent Component Analyses as signal or noise following the three criteria listed above. Supplementary Figs. S[5](#MOESM1){ref-type="media"}--S[8](#MOESM1){ref-type="media"} represents an overview of all ICs detected prior to familiarization, and Supplementary Figs. S[9](#MOESM1){ref-type="media"}--S[12](#MOESM1){ref-type="media"} represents an overview of the ICS detected after familiarization. Tables S1 and S2 present the percentage and millisecond overlap between ICs before and after familiarization. As can be seen in Fig. [9](#Fig9){ref-type="fig"}, similar but not identical sets of ICS met our criteria for the trials before and after familiarization presumably reflecting the fact that different sets of the trials are used before and after familiarization. The average activity overlap of these ICs was 70% before familiarization and increased to 80% after familiarization. We therefore concluded that familiarization leads to quantitative but not qualitative changes in neural processing, and that there is a substantial amount of overlap in the activity profiles of sources detected prior to familiarization as well as after familiarization.Figure 9Average component timecourses of ICs that met our previously established criteria before (top panel) and after (bottom panel) familiarization (see also Supplementary Figs. S[5](#MOESM1){ref-type="media"}--S[12](#MOESM1){ref-type="media"} and Supplementary Tables S[1](#MOESM1){ref-type="media"} and S[2](#MOESM1){ref-type="media"}). Note that similar but not identical sets of ICs met our criteria before and after familiarization, and that there was in both cases a large degree of temporal overlap.

In addition, we attempted to assess whether the method of overlap calculation led to inflated estimates of concurrent activity. Specifically, in this analysis, we only considered those sources that had a transient activation profile (ie., an activation duration of ≤ 350 ms during the epoch, see Table [1](#Tab1){ref-type="table"}). One could argue that such transient sources are active only for a short period of time during the task and may therefore reveal the sequential activation pattern predicted by the MEG studies. Eight ICs met our selection criteria (ICs 6, 11, 12, 15, 16, 17, 22, and 23). In addition, to avoid inflated estimates of overlap we took two further precautions: First, to avoid inflated overlap due to nearby sources, we only computed overlap between sources from the four major anatomical lobes (occipital, parietal, temporal, and frontal). Second, we only considered a single source for each of these four major lobes. These conditions led to four possible permutations of four sets of sources: occipital (IC11), parietal (IC23), temporal (IC22), and frontal (either IC6, 12, 16, or 17). In other words, we computed percentage overlap between these four different sets of sources, where there was only a single transiently activated source in each of the four major anatomical lobes. Under the predictions of the MEG study we expected to see a sequential pattern of activity with a minimal amount of overlap. The obtained overlaps for these four sets was (48%, 45%, 43%, 43%) with an average of 45%. We discuss this issue further below.

General Discussion {#Sec17}
==================

The current study examined the temporal dynamics of brain activity during speech production. Participants were asked to overtly produce the names of depicted objects while their naming latencies and EEG were recorded. We used group temporal ICA to obtain temporally independent component timecourses and their corresponding topographic maps. Source estimations of dipolar maps revealed 15 brain regions that were classified as signal using three explicit criteria. We verified that the component activity of these sources affected performance in the task using regression analyses. We found that activity in these fifteen brain regions was largely concurrent: Overlap in activity defined in terms of an amplitude's FWHM between the fifteen regions varied from 0% to 100% (average 80.1%). This overlap was found even when latency jitter across all trials was taken into account.

These results are at odds with the prediction from previous MEG studies that brain activity during speech production in the picture naming task proceeds from posterior to anterior areas of the brain in a sequential manner e.g.^[@CR13]--[@CR18]^. One explanation for this difference relates to the different analysis methods used to decide whether and when a particular region in the brain was active during the picture naming task. Specifically, previous MEG studies have relied on source localization from raw epoched MEG data which may have led to imprecise source localization. Moreover, previous MEG studies relied on the classification of peak latencies into three discrete timebins to determine when a particular region is active during the task. However, classification of peak latencies into discrete timebins may produce inaccurate estimates of when a particular brain region is active during a task. To illustrate this issue, consider, for example, ICs 22 and 16 (see Fig. [3](#Fig3){ref-type="fig"}). Independent Component 22 was localized in the temporal region and IC16 was located in the lateral Frontal region (see Fig. [5](#Fig5){ref-type="fig"}). A peak latency approach may lead to the classification of IC22 in an early timebin (0--200 ms) which may be earlier than the peak latency found for IC16. However, it does not seem accurate to claim that IC22 was active only in a timebin between 0 and 200 ms when its activation profile clearly extends beyond the 200 ms boundary (see Fig. [3](#Fig3){ref-type="fig"}). Note the long onset for this component is not simply a product of latency smoothing: It is also found in the analyses with the restricted latencies (cf., Figs. [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"}). By contrast, in the current approach, component IC22's onset activity was detected at 88 ms and its offset at 404 ms (see Table [1](#Tab1){ref-type="table"}) and therefore overlapped significantly with other components (e.g., with IC16 79% or 248 ms). Thus, differences in the methodology of determining whether and when a given brain region is active may explain why our results differ from those found in previous studies.

One potential concern with this line of reasoning is that we have overestimated the degree of temporal overlap during picture naming because we have included in our analyses source regions that show activity across the entire epoch. For example, as can be seen Table [1](#Tab1){ref-type="table"}, there are several ICs that show activity across the entire epoch (e.g., IC5, IC9, IC24, IC25). One potential problem is that such regions may reflect general cognitive processes such as visual attention that are not directly related to the picture naming task. In such a scenario, the computation of overlap does not reflect only processes involved in picture naming and may therefore lead to inflated estimates of overlap. However, there are at least three reasons why this scenario is unlikely. First, we directly verified whether a given observed component contributed to performance in the task by regressing the component's amplitude against the trial's picture naming latency (see Fig. [6](#Fig6){ref-type="fig"}). These results revealed that all regions including those with activity across the entire epoch contributed to performance in the picture naming task. Second, note that regions with activity across the entire epoch were found in a wide variety of brain areas that included various parietal (IC5, IC10, IC24), occipital (IC9, IC13) and temporal regions (IC8, IC25). It seems unlikely that all these regions implement general cognitive processes that are not directly related to the picture naming task. Thus, even though the EEG method cannot conclusively establish causal relationships between activated regions and the involvement in the task^[@CR52]^, it seems highly unlikely that the source regions that showed activity across an entire epoch are unrelated to the picture naming task. Moreover, as demonstrated above in the complementary analyses, even if we only consider transiently activated sources that are in each of the four major lobes, they are still activated concurrently for nearly half of the time that they are activated (45%). Thus, it seems unlikely that we have overestimated the temporal overlap of temporal profiles during the picture naming task.

The anatomical sources and their temporal dynamics observed in the current study correspond closely to those reported in previous studies. Previous hemodynamic studies of picture naming have typically reported activity in medial and lateral regions of the occipital cortex, in medial inferior and middle gyri of the temporal cortex, in posterior medial and inferior lateral portions of the parietal cortex, and in medial anterior (cingulate) and in medial and lateral (motor) regions of the frontal cortex^[@CR8],[@CR10]--[@CR12],[@CR57],[@CR58]^. The current study found activations in occipital (cuneus, lateral, fusiform), temporal (inferior, middle), frontal (medial cingulate, lateral), and parietal areas (inferior, superior) and thus align with those previously reported. Moreover, our study is in line with a recent EEG study examining the spatio-temporal dynamics of large-scale brain networks underlying the picture naming task^[@CR59]^. Interestingly, this study reported various overlapping transient and stable large-scale brain networks underlying the task, and that strikingly, the occipital cortex remained activated across a series of such networks that spanned the initial 400 ms of picture naming. This observation of concurrent occipital cortex activity with other regions resonates well with our observation that IC9 (cuneus, central occipital) overlapped strongly with the other identified components. Thus, despite the limitations on localization accuracy due to fundamental properties of the EEG technique as well as due to the limited coverage available in the current study e.g.^[@CR60]^, the source estimates and temporal dynamics obtained in our study are in line with those obtained in previous studies.

The data reported here suggest that brain regions involved in speech production display largely parallel activity. The finding of parallel activated brain regions in the domain of speech production fits well with data from other research domains. For example, early neurophysiological studies of intra-cranial recordings in monkey have revealed the near-instantaneous and parallel activity of many areas of the brain during manual motor decision tasks \[e.g.,^[@CR61]--[@CR63]^ and see^[@CR64]^ for an early review\]. For example^[@CR62]^, recorded local field potentials from 15 implanted electrodes in various cortical areas during a go/no-go task. They found evidence for a fast feedforward sweep of activity in occipital and frontal areas of the brain within 100 ms of stimulus presentation. Crucially, the go/no-go decision was found at around 150 ms and was evident in many different areas of the brain including occipital, parietal, temporal and pre-motor areas. These authors suggested that the decision to 'go' was subserved by parallel activity in distinct brain regions. Similarly, fMRI studies have focused on task-based or resting-state networks that are assumed to reflect parallel activity across many different regions of the brain e.g.^[@CR65]^. Finally, a large number of electrophysiological studies are currently exploring ideas about how ensembles of neurons in different areas of the brain communicate with each other and take the large-scale parallel nature of brain activity as a given e.g.^[@CR59],[@CR66]^. Thus, our finding that speech production relies on the activation of parallel networks of brain regions is well-supported by other research findings across different research domains.

Two aspects of the results reported here warrant further discussion. First, it is worth pointing out the diversity of temporal profiles that underlie the production of speech. For example, for all ICs there is strong synchronized activity across trials, but for some this synchronized activity is of a rather short duration (IC5, 8, 9), for others this synchronized activity has a longer duration (IC6, 10, 11). Similarly, for some regions activity has a sharp rising edge while for others there is a more gradual slope (cf., IC5 and IC6). Such slow rising slopes in IC6 (caudal ACC) are reminiscent of the bereitshaft-potential typically observed over premotor cortices^[@CR67]^. Whether these aspects of activation dynamics are meaningful is a question for future research. Second, complementary to the apparent diversity across temporal profiles, there are also regions that have quite similar temporal profiles (cf., IC5 and 8). Computing higher-order structure using functional connectivity analyses may provide further insight into how parallel computations underlie the production of speech (again see^[@CR59]^ for similar observations).

One limitation of the current approach is that it relies on a group-level analysis rather than a more conventional participant-level analysis. Specifically, as described above, our analysis approach relied on the concatenation of all individual participant's data matrices into one large data matrix. Subsequent analyses (ICA, ECD) were performed on this group level specification of the data that ignores differences between individual participants. The reason why we opted for this group-level approach is that a comparable approach at the individual participant level did not work well. Specifically, the data from individual participants was relatively noisy which meant we had problems finding clear source localizations with small errors for individual participants. As demonstrated here, combining the data across participants led to reliable source localizations with small residual error variances. The main drawback of the group level approach adopted here concerns the level at which statistical inferences can be specified. Whereas traditional by-participant analyses of EEG data permit the generalization of results to different participants that perform the same experiment (for discussion on this point see, for example^[@CR53]^), the current results generalize to the current set of participants that performed this experiment. Future studies that either use this analysis approach at the individual participant level, or that enable back projection of group level ICA data to the individual participants \[as is common in fMRI^[@CR68]^;\], could resolve the issues related to statistical inference present in the results obtained here.

A second limitation pertains to the range of timepoints for which our interpretation holds. Given that we have only analyzed the first 500 ms, our conclusions only hold for this time period and given that picture naming takes around 700 ms, it remains theoretically possible that brain activity proceeds in a sequential manner for the final 200 ms or so. However, although we currently cannot rule out this possibility, we deem it highly unlikely. A final limitation concerns the particular algorithm that was used for onset detection. We used a method in which we assumed that a source becomes active when it reaches the FWHM point (i.e., the time point at which its activation value passes 50% of the maximum value point). However, this choice is arbitrary and other criteria should be considered.

Before concluding one final issue needs to be addressed. As pointed out in the Introduction, there are a number of studies in the field of language production and EEG that have examined whether cognitive/linguistic components involved in speech production are activated in a serial or parallel fashion e.g.^[@CR4],[@CR20]--[@CR25]^. However, our current data have no bearing on the conclusions reached by these studies. Indeed as argued by^[@CR19]^, even though brain activity in areas subserving speech production may be parallel, the cognitive and linguistic components that are computed by this parallel activity may nevertheless proceed in a serial manner (see discussion between^[@CR19],[@CR25]^). For example, neurophysiological studies may show early activity in motor cortex during the production of speech, suggesting parallel processes. However, as pointed out by^[@CR19]^, such early activity in motor cortex may reflect sequential semantic processing that relies on embodied representations. In other words, the current data on the dynamics of brain activity cannot be used to distinguish between theoretical proposals on the timecourse of cognitive and linguistic components during speech production. In our opinion, the question is whether theoretical proposals about the timecourse of cognitive/linguistic processes can generate falsifiable predictions that may be settled in the long run.

To conclude, speech production is a complex skill that relies on neural activity in many different areas of the brain. Previous studies using the MEG technique have claimed that speech production in the picture naming task progresses sequentially from occipital input areas to higher-level temporo-parietal and finally to frontal motor output areas e.g.^[@CR14],[@CR16],[@CR17]^. Here we attempted to verify this claim using the EEG technique and a different analysis approach. Using group temporal ICA and ECD source modeling we identified 15 different regions of the brain that were verified to affect performance in the task, and which were previously identified in fMRI picture naming studies e.g.^[@CR8],[@CR9],[@CR11],[@CR12]^. At odds with the results from the previous MEG studies, our results revealed that there was a large degree of temporal overlap in the activity in the fifteen regions during the course of producing speech. These results fit well with results from other research domains e.g.^[@CR62],[@CR64],[@CR66]^, and suggest that speech production relies on the parallel interactions between many different brain regions. Understanding how these interactions lead to fast, fluent and non-pathological speech is a crucial question for future research.
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