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Abstract
We study one-dimensional stochastic differential equations of form dXt = σ(Xt)dYt,
where Y is a suitable Ho¨lder continuous driver such as the fractional Brownian motion
BH with H > 12 . The innovative aspect of the present paper lies in the assumptions on
diffusion coefficients σ for which we assume very mild conditions. In particular, we allow
σ to have discontinuities, and as such our results can be applied to study equations with
discontinuous diffusions.
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1 Introduction
The theory of stochastic differential equations (SDEs) is rather well-established whenever co-
efficients are smooth enough. In order to ensure the existence and uniqueness of solutions
to SDEs, most of the assumptions used for the coefficients are related to Lipschitz continuity
and/or linear growth. Only very few cases have been studied under more general conditions,
especially, when dealing with discontinuous or singular coefficients. Nakao [12] proved pathwise
uniqueness of solutions to SDEs driven by Brownian motion, assuming diffusion coefficient to
be uniformly positive and of bounded variation on compact intervals. Later Engelbert and
Schmidt [4, 5] proved an existence of weak solution to the SDE
dXt = σ(Xt)dBt (1.1)
driven by Brownian motion, where σ is a general real-valued measurable function satisfying∫
1
σ2(s)
ds < ∞. However, the uniqueness in law fails in general. In 1983 Le Gall [8] extended
the results of Nakao by proving existence and uniqueness provided that σ is bounded below
away from zero, and satisfies |σ(x) − σ(y)|2 ≤ |g(x) − g(y)| for some increasing and bounded
function g. In [1], the authors studied the existence of strong and positive solutions and pathwise
uniqueness in the case σ(x) = |x|α, where α ∈ (0, 1).
Existence and uniqueness of strong solutions of SDEs driven by fractional Brownian motion
under Lipschitz and linear growth conditions was proved by Nualart and Raˇs¸canu [13]. After
this seminal paper, such equations are studied by many authors (see, e.g. references in a
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monograph [10]). In the case of the fractional Brownian motion, articles studying discontinuous
coefficients are extremely rare. For an SDE
Xt = X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dB
H
s (1.2)
with discontinuities in the drift b, we can mention papers [2] and [11]. In [2] the authors proved
existence of a weak solution to (1.2) in a case σ ≡ 1 and b(s,Xs) = b1(s,Xs) + b2(s,Xs), where
b1(s, x) is a Ho¨lder continuous function of order strictly larger than 1−
1
2H
in x and strictly larger
than H − 1/2 in t, and b2 is a real bounded nondecreasing left- or right-continuous function.
Similarly in [11], the authors applied Girsanov theorem to prove existence of weak solutions
in the case of constant σ and discontinuous b. Finally, we mention [9] where the Lipschitz
continuity in σ was relaxed. In [9] the authors studied existence of solutions, in a case where σ
belongs to a class of functions including σ(x) = |x|γ with γ ∈ (0, 1) as a prototype.
While the case of discontinuous drift b is studied in the above mentioned articles, to the best of
our knowledge there exists only one article by Garzo´n et al. [6] where σ in (1.2) is allowed to
be discontinuous. In [6] the authors proved existence and uniqueness for a particular equation
Xt = X0 +
∫ t
0
σ(Xs)dB
H
s , t ≥ 0; (1.3)
where σ is the discontinuous function given by
σ(x) =
1
α
1{x ≥ 0}+
1
1− α
1{x < 0}, α ∈
(
0,
1
2
)
. (1.4)
In this article we will study existence and uniqueness for the SDE
dXt = σ(Xt)dYt, (1.5)
where σ(x) is a general function of locally bounded variation and satisfies σ(x) ≥ 0 or σ(x) ≤ 0,
and Y is a Ho¨lder continuous process of order α > 1
2
, satisfying certain sufficient variability
assumption (see Assumption 2.1). Possible driving forces Y include, among others, fractional
Brownian motions with H > 1
2
and the Rosenblatt process. In particular, our results generalises
the results provided in [9] and [6]. To the best of our knowledge, this article is the first attempt
towards general theory of one-dimensional SDEs driven by Ho¨lder continuous forces, where we
allow discontinuities for σ. Our results are based on a recent integration theory developed in
[3].
The rest of the paper is organised as follows. In Section 2 we state and discuss our main results.
In Section 3 we recall some basic facts on fractional derivatives and generalised Lebesgue-
Stieltjes integrals, and in Section 4 we build up the integration theory that we need to prove
our main results. Section 5 is devoted to the proofs of our main results.
2 Stochastic differential equations with discontinuous co-
efficients
In this article we consider stochastic differential equations of form
dXt = σ(Xt)dYt (2.1)
with some (possibly random) initial condition X0 and suitable driving force Y that is Ho¨lder
continuous of order α > 1
2
. The innovative aspect of the present paper lies in the assumptions
2
on the coefficient σ, that we allow to contain discontinuities. More precisely, throughout the
paper we assume merely that σ ≥ 0 (≤ 0, respectively) and σ is of locally bounded variation
such that 1
σ
is locally integrable. This means that we also allow jump-type discontinuities for
σ, which makes the analysis of (2.1) rather difficult.
Our existence and uniqueness result is based on the Laplace method. Since 1
σ
is locally inte-
grable, the function
Λ(x) =
∫ x
a
1
σ(y)
dy (2.2)
is well-defined. Furthermore, since σ is non-negative, the function Λ is increasing, and thus the
inverse Λ−1 exists. We will show that this gives us a solution candidate Λ−1(Yt + Λ(X0)− Y0).
This is in line with the classical results for Lipschitz diffusions σ. Indeed, since α > 1
2
, we have
f(Yt) = f(Y0) +
∫ t
0
f ′(Yu)dYu (2.3)
for all smooth functions f . Now if σ is Lipschitz, then one easily obtains from the formula above
that Λ−1(Yt) is a solution to (2.1). Moreover, the uniqueness can be obtained by a certain fixed
point argument. However, in our case the following questions arise;
1. Does the integral
∫ t
0
σ(Λ−1(Yt))dYt exist for arbitrary bounded variation function σ?
2. Does Equation (2.3) hold?
3. In what sense the solution is unique?
Albeit easily stated, the above mentioned questions are rather subtle in the presence of jumps
in σ. First of all, the existence of the pathwise integral is far from clear as usually the disconti-
nuities of σ imply that σ(Xt) behaves rather badly even when Xt is nice enough. For example,
if σ has a discontinuity at x = 0, then σ(Xt) can be of bounded p-variation for some p only if
X crosses the zero-level finitely many times. The latter condition is not satisfied by many in-
teresting random processes such as Brownian motions or fractional Brownian motions. Instead,
they both have uncountably many crossings of the zero-level. Secondly, one cannot apply a
fixed point argument in a straightforward manner to obtain uniqueness, which follows again
from the bad behaviour of σ(Xt). In contrast, in the Lipschitz case σ(Xt) is Ho¨lder continuous
of the same order as X , which then can be used to derive some estimates.
The key to handle bad coefficients σ is to compensate its bad behaviour by variability of the
driving force Y . The heuristic argument is that, while σ may have discontinuities, the process
Y do not spend time around these points so that discontinuities of σ can be handled. This
heuristic is encoded into the following assumption.
Assumption 2.1. Let α ∈
(
1
2
, 1
)
be such that X is α-Ho¨lder continuous. We assume that
there exists β ∈ (1− α, α) and ǫ > 0 such that
sup
y∈IR
IE
∫ T
0
|Xt − y|
−β+ǫ
α dt <∞. (2.4)
Example 2.1. If Xt has a density function pt(y) Lebesgue almost everywhere that satisfies
sup
y∈IR
pt(y) ∈ L
1([0, T ]), (2.5)
then (2.4) is automatically valid (cf. [3]). This class is already very large, and includes many
interesting examples. For example, all Gaussian process X with variance function V (t) satis-
fying [V (t)]−
1
2 ∈ L1([0, T ]) belong to this class. In particular, fractional Brownian motion BH
3
belongs to this class, and thus BH with H > 1
2
satisfies Assumption 2.1. Another interesting
example satisfying Assumption 2.1 is the Rosenblatt process ZH of order H > 1
2
(see, e.g. [15]
and references therein for basic properties of this process). To the best of our knowledge, SDEs
driven by the Rosenblatt process are not extensively studied in the literature. Finally, any sta-
tionary process with bounded density function satisfies (2.1). These examples should convince
the reader that the class of possible driving noises in (2.1) is considerably large. For more
interesting examples, we refer to Subsection 3.4 of [3].
For the coefficient σ we make the following assumption.
Assumption 2.2. We suppose that σ is of locally bounded variation. Moreover, we assume
that σ(x) ≥ 0 (≤ 0, respectively) for all x ∈ IR and that 1
σ
is locally integrable.
The following existence result is the first main theorem of the present paper.
Theorem 2.1. Suppose that Zt = Λ(X0)+Yt−Y0 satisfies Assumption 2.1 and that σ satisfies
Assumption 2.2. Then (2.1) admits a solution that is given by Xt = Λ
−1(Λ(X0) + Yt − Y0),
where Λ−1 is the inverse of Λ given by (2.2).
As the coefficient σ has rather bad behaviour, one cannot expect general uniqueness result.
However, we can provide the following partial answer.
Theorem 2.2. Suppose σ satisfies Assumption 2.2 and let X be an arbitrary solution to SDE
(2.1) satisfying Assumption 2.1. Set
τ = inf{t ≥ 0 : σ(Xt) = 0}.
Then τ is uniquely defined, and the solution X is unique on [0, τ ]. In particular, if σ(x) 6= 0
for all x, the solution X is unique in the class of processes satisfying Assumption 2.1.
By combining these two theorems we obtain the following two corollaries.
Corollary 2.1. Let σ satisfy Assumption 2.2 and suppose that Zt = Λ
−1(Λ(X0) + Yt − Y0)
satisfies Assumption 2.1. Then it is the unique solution to (2.1) on [0, τ ], where τ = inf{t ≥ 0 :
σ(Zt) = 0}.
Corollary 2.2. Let σ satisfy Assumption 2.2 and let X0, Y0 ∈ IR be constants. Suppose further
that Yt admits a density function pt(y) almost everywhere such that
sup
y∈IR
pt(y) ∈ L
1([0, T ]).
If further σ ≥ ǫ for all x ∈ IR, then (2.1) has a unique solution in the class of processes
satisfying 2.1 given by Zt = Λ
−1(Λ(X0) + Yt − Y0).
2.1 Examples
In this subsection we present some interesting examples. Throughout we assume that the
driving process Yt is Ho¨lder continuous of order α >
1
2
and has a density pt(y) satisfying (2.5).
Such processes are discussed in Example 2.1, and include particularly the case of the fractional
Brownian motion BH with H > 1
2
. We stress also that the following examples are simply
illustrations how our results can be applied. For notational simplicity, we also assume Y0 = 0.
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Example 2.2. Let
σ(x) = β+1x≥a + β−1x<a + σ0(x),
where σ0(x) ≥ 0 is an arbitrary function of locally bounded variation, and β+, β− > 0. Then for
any initial condition X0 the SDE (2.1) admits a unique solution Xt = Λ
−1(Λ(X0) + Yt − Y0).
This can be viewed as a generalisation of the results provided in [6] to cover larger class of
coefficients σ and drivers Y . Indeed, the particular equation studied in [6] can be recovered by
choices σ0 ≡ 0, β+ =
1
α
, β− =
1
1−α
, a = 0, and Y = BH .
Example 2.3. Let σ be of locally bounded variation such that σ(x) ≥ |x|γ, where γ ∈ (0, 1),
and suppose X0 is a constant. It follows directly from Theorem 2.1 that Xt = Λ
−1(Λ(X0) + Yt)
provides a solution to (2.1). This generalises the existence result provided in [9], where σ was
assumed to be monotonic and continuous. In addition, the authors in [9] posed additional
condition γ < 1
H
− 1. In comparison, here we do not need additional assumptions for γ, or
on continuity or monotonicity of σ. Furthermore, [9] did not discuss the uniqueness in details.
Applying Theorem 2.2 we can directly say that the solution is unique (in the class of processes
satisfying 2.1) up to the first point τ when σ(Xτ ) = 0. Furthermore, we can apply Corollary 2.1
to study when Xt = Λ
−1(Λ(X0) + Yt) provides the unique solution. For this σ(x) ≥ |x|
γ implies
|Λ−1(y)|−
β
α ≤ |y|
− β
α(1−γ) , which leads to a restriction γ < 2 − 1
α
by choosing β ≈ 1 − α. This
means that for α > 2
3
we can tackle larger values of γ compared to [9], and beyond continuity
or monotonicity assumptions. On the other hand, for 1
2
< α < 2
3
our condition γ < 2 − 1
α
is stronger than the one posed in [9]. We also point out that, by using continuity of σ, the
authors of [9] were able to study multidimensional SDEs. In this article we are only studying
one-dimensional problems.
Example 2.4. Let σ(x) = ǫ0+f(x), where ǫ0 > 0 and f(x) is the Cantor function. Furthermore,
let X0 be a constant. Then Corollary 2.2 implies that Xt = Λ
−1(Λ(X0)+Yt) provides the unique
solution to (2.1). This provides an example of an SDE that involves the Cantor function and
is still solvable uniquely. Even if this SDE does not have direct practical applications, such
equations are interesting at least out of academic curiosity.
3 Fractional integrals and derivatives
In this section we recall some preliminaries on fractional integrals and the concept of generalised
Lebesgue-Stieltjes integral. For details we refer to [13, 14, 16].
Throughout this section, let T < ∞ be fixed. The fractional left and right Riemann–Liouville
integrals of order θ > 0 of a function f ∈ L1 are denoted by
Iθ0+f(t) =
1
Γ(θ)
∫ t
0
f(s)
(t− s)1−θ
ds
and
IθT−f(t) =
(−1)−θ
Γ(θ)
∫ T
t
f(s)
(t− s)1−θ
ds.
It is known that the integral operators Iθ0+, I
θ
T− : L1 → L1 are linear and one-to-one. The inverse
operators are known as Riemann–Liouville fractional derivatives, and denoted by I−θ0+ = (I
θ
0+)
−1
and I−θT− = (I
θ
T−)
−1. Furthermore, it is known that, for any θ ∈ (0, 1) and for any f ∈ Iθ0+(L1)
and g ∈ IθT−(L1), the Weyl–Marchaud derivatives
Dθ0+f(t) =
1
Γ(1− θ)
(
f(t)
tθ
+ θ
∫ t
0
f(t)− f(s)
(t− s)θ+1
ds
)
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and
DθT−g(t) =
(−1)θ
Γ(1− θ)
(
g(t)
(T − t)θ
+ θ
∫ T
t
g(t)− g(s)
(s− t)θ+1
ds
)
are well defined, and coincide with the Riemann–Liouville derivatives by relations Dθ0+f(t) =
I−θ0+f(t) and D
θ
T−g(t) = I
−θ
T−g(t) for almost every t ∈ (0, T ).
Let now f and g be functions such that the limits f(0+), g(0+), g(T−) exist in IR, and denote
f0+(t) = f(t)− f(0+) and gT−(t) = g(t)− g(T−). When f0+ ∈ I
θ
0+(Lp) and gT− ∈ I
1−θ
T− (Lq) for
some θ ∈ [0, 1] and p, q ∈ [1,∞] such that 1/p+ 1/q = 1, the fractional version of the Stieltjes
integral introduced by Za¨hle [16] is defined by
∫ T
0
ft dgt = (−1)
θ
∫ T
0
Dθ0+(f − f(0+))(t)D
1−θ
T− (g − g(T−))(t) dt
+ f(0+)(g(T−)− g(0+)),
(3.1)
where the right side does not depend on θ. In order to ensure the existence of the integral, we
introduce the following spaces. For θ > 0, we denote by Wθ,1,T (0+) the space of measurable
functions f : (0, T )→ IR such that f(0+) ∈ IR exists and
‖f‖θ,1,T =
∫ T
0
|f(t)|
tθ
dt+
∫ T
0
∫ t
0
|f(t)− f(s)|
|t− s|1+θ
dsdt (3.2)
is finite. Similarly, we denote by Wθ,∞(T−) the space of measurable functions f : (0, T ) → IR
such that f(T−) ∈ IR exists and
||f ||θ,∞,T = sup
t∈(0,T )
|f(T−)− f(t)|
(T − t)θ
+ sup
t∈(0,T )
∫ T
t
|f(t)− f(s)|
|t− s|1+θ
ds <∞.
As T is fixed, throughout the paper we drop the dependence on T and simply write Wθ,∞ and
‖f‖θ,∞ instead of Wθ,∞(T−) and ‖f‖θ,∞,T . We have the following result (see, e.g. [13]).
Proposition 3.1. Assume that f ∈ Wθ,1,T (0+) and g ∈ W1−θ,∞ for some θ ∈ (0, 1). Then the
integral in (3.1) is well defined, representable as
∫ T
0
ft dgt = (−1)
θ
∫ T
0
Dθ0+f(t)D
1−θ
T− (g − g(T−))(t) dt, (3.3)
and bounded by ∣∣∣∣
∫ b
a
ft dgt
∣∣∣∣ ≤ ||f ||θ,1,T ||g||1−θ,∞Γ(θ)Γ(1− θ) . (3.4)
In this case, for every t ∈ [0, T ] the restriction 1[0,t]f belongs to Wθ,1,T (0+) and the integral
∫ t
0
fs dgs =
∫ T
0
1[0,t](s)fs dgs
is well-defined.
Motivated by this result, we introduce the space Wθ,1 (which do depend on T as well but
omitted on the notation) as the space of functions such that (3.2) is finite, but f(0+) does not
necessarily exists. We use the following definition for our integral.
Definition 3.1. Let f ∈ Wθ,1 and g ∈ W1−θ,∞ for some θ ∈ (0, 1). Then we define the integral
by ∫ T
0
ft dgt = (−1)
θ
∫ b
a
Dθ0+f(t)D
1−θ
T− (g − g(T−))(t) dt. (3.5)
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We get the following result stating that our integral is well-defined.
Proposition 3.2. Let f ∈ Wθ,1 and g ∈ W1−θ,∞ for some θ ∈ (0, 1). Then the integral (3.5) is
well-defined and bounded according to (3.4). Moreover, for every t ∈ [0, T ] the integral
∫ t
0
fs dgs =
∫ T
0
1[0,t](s)fs dgs
is well-defined.
Throughout the paper we consider integrals with respect to g that is Ho¨lder continuous of some
order strictly larger than 1 − θ and f ∈ Wθ,1 such that f is bounded. Thus we introduce the
following notation: the Ho¨lder seminorm of order θ > 0 of a measurable function x : [0, T ]→ IR
is denoted by
[x]θ,∞ = sup
0≤s<t≤T
|x(t)− x(s)|
|t− s|θ
,
and the Gagliardo seminorm of order θ > 0 and exponent p by
[x]θ,p =
(∫ T
0
∫ T
0
|x(t)− x(s)|p
|t− s|1+θp
ds dt
) 1
p
. (3.6)
We will make use of the following simple proposition all the time.
Proposition 3.3. Let f be bounded. Then f ∈ Wθ,1 if and only if [f ]θ,1 < ∞. Moreover, for
every fn such that fn → f pointwise and fn is uniformly bounded, we have fn → f in Wθ,1 if
and only if [fn − f ]θ,1 → 0.
Proof. Since f is bounded, the first term in (3.2) is bounded. Thus the result follows from the
very definitions of Wθ,1 and [f ]θ,1. Similarly, the second assertion follows easily from Lebesgue
dominated convergence theorem. Indeed, since fn and f are bounded, it follows that∫ T
0
|fn(t)− f(t)|t
−θdt ≤ C
∫ T
0
t−θdt <∞,
and thus pointwise convergence implies
∫ T
0
|fn(t)− f(t)|t
−θdt→ 0.
Thus it suffices to consider only the second term in (3.2) which is [·]θ,1.
We also exploit the following proposition.
Proposition 3.4. Suppose that fn is uniformly bounded and fn → 0 pointwise. Set fn,t =
fn1·≤t. Then [fn,t]θ,1 → 0 if and only if
∫ t
0
∫ t
0
|f(s)− f(r)|
|s− r|θ+1
dsdr → 0.
Proof. We have
|fn,t(s)− fn,t(r)| ≤ |fn(s)− fn(r)|1s≤t + |fn(r)||1s≤t − 1r≤t|.
Now
|1s≤t − 1r≤t| = 1s≤t<r + 1r≤t<s
which is integrable with respect to |s− r|−θ−1dsdr. The claim follows from this.
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4 Pathwise integrals of discontinuously evaluated stochas-
tic processes
In this section we briefly recall and refine essential results from [3] that ensures the existence
of pathwise integrals of type ∫ T
0
σ(Xs)dYs,
where σ is of locally bounded variation and X and Y are suitable processes. The essential
differences in our case are;
1. By defining the pathwise integrals using (3.5), we can drop the assumption that σ(X0+)
exists. As σ contains discontinuous, this fact is crucial in order to study general SDEs
(2.1).
2. In [3] the authors assumed the existence of density function Lebesgue almost everywhere
for X such that it has an integrable upper bound (cf. Example 2.1). In our case, this
assumption is usually not satisfied whenever σ attains zero at some points (cf. Example
2.3). Thus we work with the essential Assumption 2.1 directly (see also Remark 3.3 in
[3]).
We begin with the following Proposition, taken from [3].
Proposition 4.1 ([3]). Let f : IR → IR be right-continuous and of finite variation. Let x :
[0, T ] → IR be Ho¨lder continuous of order α > 0. Then the Gagliardo seminorm defined in
(3.6) of order θ ∈ (0, 1) and exponent p ∈ [1,∞) of the composite path f ◦ x is bounded by
[f ◦ x]pθ,p ≤ 2
p+1(θp)−1µf(Kx)
p−1[x]θp/αα,∞
∫ T
0
∫
Kx
|xt − y|
−θp/α µf(dy) dt, (4.1)
where Kx is the closure of the range of x.
The following theorem ensures the existence of the integral.
Theorem 4.1. Let X and Y be Ho¨lder continuous random processes of orders α and η, respec-
tively, such that α+ η > 1. Suppose that X satisfies Assumption 2.1. Then for any f : IR→ IR
of locally finite variation, the pathwise integral
∫ T
0
f(Xt) dYt
exists almost surely in the sense of (3.5).
Proof. The claim follows by following the arguments of the proof of Theorem 3.1 in [3] and
using Proposition 4.1. Indeed, using Definition 3.1 allows us to drop the assumption that
f(X0+) exists, and by the localisation argument we may suppose that µf has compact support.
Then the claim f ◦ x ∈ W1,β follows from Proposition 3.3 and Proposition 4.1 applied with
p = 1 and θ = β together with Assumption 2.1.
In order to extend several other key results of [3] we need the following simple lemma.
Lemma 4.1. Suppose X satisfies Assumption 2.1. Then for any δ ∈ (0, β) we also have
sup
y∈IR
∫ T
0
IE|Xt − y|
−β−δ
α dt <∞.
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Proof. The claim follows directly from the observation
|Xt − y|
−β−δ
α = 1|Xt−y|≥1|Xt − y|
−β−δ
α + 1|Xt−y|<1|Xt − y|
−β−δ
α ≤ 1 + |Xt − y|
−β
α .
Using Lemma 4.1 the following result follows essentially from the proof of Lemma A.3 in [3].
For this reason we present only the main differences.
Lemma 4.2. Let X satisfy Assumption 2.1. Then for any θ ∈ (1 − β, β) and q ≥ θ/α, the
functions
y 7→ IE
{
(1 + [X ]α,∞)
−q
∫ T
0
∫ t
0
1Xs<y<Xt
(t− s)1+θ
dsdt
}
and
y 7→ IE
{
(1 + [X ]α,∞)
−q
∫ T
0
∫ t
0
1Xt<y<Xs
(t− s)1+θ
dsdt
}
are bounded and continuous.
Proof. Denote φ(y) = IEΦ(y), where
Φ(y) = (1 + [X ]α,∞)
−q
∫ T
0
∫ t
0
1(Xs,Xt)(y)
(t− s)1+θ
dsdt.
Then
Φ(y) ≤ θ−1
[X ]
θ/α
α,∞
(1 + [X ]α,∞)q
∫ T
0
|Xt − y|
−θ/α dt ≤ θ−1
∫ T
0
|Xt − y|
−θ/α dt.
Thus using Lemma 4.1 with δ = β − θ we obtain that φ(y) is bounded. Similarly, we observe
that φ(y) is right-continuous as long as we are able to show that for small enough p > 1 we
have
sup
ǫ>0
IE
∫ T
0
∫ t
0
Φ1,ǫ(s, t)
p dsdt <∞, (4.2)
where
Φ1,ǫ(s, t) = (1 + [X ]α,∞)
−q 1y≤Xs<y+ǫ<Xt
(t− s)1+θ
.
We choose p ∈ (1, 1+β
1+θ
) so small that 1/p ≥ 1 + θ − αq. Then
Φ1,ǫ(s, t)
p = (1 + [X ]α,∞)
−q˜ 1y≤Xs<y+ǫ<Xt
(t− s)1+θ˜
≤ (1 + [X ]α,∞)
−q˜ 1Xs<y+ǫ<Xt
(t− s)1+θ˜
,
where q˜ = pq and θ˜ = (1 + θ)p− 1. Now our choice of p implies that q˜ ≥ θ˜/α. Thus, as above,
we obtain
(1 + [X ]α,∞)
−q˜
∫ T
0
∫ t
0
1Xs<y+ǫ<Xt
(t− s)1+θ˜
dsdt ≤ θ˜−1
∫ T
0
|Xt − y − ǫ|
−θ˜/αdt,
from which (4.2) follows by noting that with our choice of p we have θ˜ < β and applying Lemma
4.1. The rest of the proof follows as in [3].
With Lemma 4.2 at hand, the following result follows directly by following the proof of Propo-
sition A.1 of [3]. For this reason, we omit the details.
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Proposition 4.2. Suppose X satisfies Assumption 2.1 and let f be of locally finite variation.
Let fn be a standard smooth approximation of f . Then for any θ ∈ (0, β),
[fn ◦X − f ◦X ]θ,1 → 0.
We also need the following result that provides us the solution candidate. The proof follows
directly from the proof of Theorem 3.4 in [3] together with Proposition 4.2, and thus we omit
the details.
Theorem 4.2. Assume that X satisfies Assumption 2.1 and let f : IR → IR be absolutely
continuous, having a derivative f ′ of locally finite variation. Then for any t ∈ [0, T ],
f(Xt)− f(X0) =
∫ t
0
f ′(Xs) dXs (4.3)
almost surely.
5 Proofs of main results
We begin with the proof of Theorem 2.1 that is now rather easy, taking account the results
obtained in Section 4.
5.1 Proof of Theorem 2.1
We claim that Xt = Λ
−1(Λ(X0) + Yt − Y0) is a solution to (2.1). For this we observe first that[
Λ−1
]′
(y) = σ(Λ−1(y)).
As, by assumption, the process Zt = Λ(X0) + Yt − Y0 satisfies
sup
z∈IR
∫ T
0
|Zt − z|
− β
αdt <∞,
the claim follows by Theorem 4.2 as long as we show that y 7→ σ(Λ−1)(y) ∈ BVloc. But this
follows trivially from the fact that Λ−1(y) is an increasing function. Indeed, by [7] a composition
σ ◦ f on a compact interval is of bounded variation for any bounded variation function σ if and
only if there exists N ∈ N such that for all a, b ∈ IR the pre-image f−1([a, b]) can be represented
as a union of N intervals. Now, since Λ−1 is increasing, the pre-image of [a, b] under Λ−1 is just
[Λ(a),Λ(b)]. Hence y 7→ σ(Λ−1)(y) ∈ BVloc, and Theorem 4.2 gives
Λ−1(Λ(X0) + Yt − Y0) = Λ
−1(X0) +
∫ t
0
σ(Λ−1(Λ(X0) + Ys − Y0))dYs
providing us one solution. This concludes the proof.
5.2 Proof of Theorem 2.2 and Corollary 2.1
The idea of the proof of Theorem 2.2 is that we approximate σ with non-negative smooth
functions σn such that
1
σn
is locally integrable. With the help of these functions we then prove
that, for any ǫ, the solution is unique up to the first time when σ(Xt) ≤ ǫ. Then the uniqueness
follows from the fact that ǫ is arbitrary. Moreover, by the standard localisation argument,
instead of only locally bounded variation function we may and will assume without loss of
generality, that σ is of bounded variation. Indeed, since X is Ho¨lder continuous, it follows σ(X)
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can be always identified with σK(X), where the compact set K = KX is the closure of the
range of X and σK is of bounded variation, and coincides with σ on K. This fact will be used
throughout this section without explicitly stated. We also recall that any bounded variation
function f can be represented as a difference of two increasing functions f+ and f−, i.e.
f = f+ − f−. (5.1)
We split the proof into several lemmas and propositions.
Lemma 5.1. Let σ satisfying Assumption 2.2 with a decomposition
σ = σ+ − σ−,
where both σ+ and σ− are increasing. Let ξ be an arbitrary random variable with infinitely
differentiable density function that has support on [0, 1], and define
σn(x) = IEσ
+(x+ n−1ξ)− IEσ−(x− n−1ξ).
Then σn(x) is infinitely differentiable and converges pointwise to σ. Moreover, we have
σ−1n (x) ≤ σ
−1(x)
and
σn(x) ≤ |µ|([x− 1, x+ 1]) + σ(x− 1),
where |µ|([a, b]) is the variation of σ over [a, b]. In particular, σ−1n is locally integrable, and
σn(x) is bounded on compacts.
Proof. Since ξ has infinitely differentiable density, it follows that σn is infinitely differentiable.
Moreover, the pointwise convergence follows from Lebesgue dominated convergence theorem.
For the last two assertions, we first observe that since ξ is supported on [0, 1] and σ+ is increasing,
we have
IEσ+(x+ n−1ξ) ≥ σ+(x).
Similarly,
IEσ−(x− n−1ξ) ≤ σ−(x),
and thus
σn(x) ≥ σ(x).
Since both σn and σ are non-negative, this implies
0 ≤
∫ x
0
1
σn(y)
dy ≤
∫ x
0
1
σ(y)
dy <∞.
Finally, since ξ ∈ [0, 1], we get
σn(x) ≤ σ+(x+ 1)− σ−(x− 1).
Finally, from
|µ|([a, b]) = σ+(b)− σ+(a) + σ−(b)− σ−(a)
it follows that
σ+(x+1)−σ−(x−1) = σ+(x+1)−σ+(x−1)+σ+(x−1)−σ−(x−1) ≤ |µ|([x−1, x+1])+σ(x−1).
Since σ is of locally bounded variation and locally bounded, this implies that σn(x) is locally
bounded as well.
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Proposition 5.1. Let X be a solution to (2.1) satisfying Assumption 2.1 and for ǫ > 0, set
τǫ = inf{t : σ(Xs) ≤ ǫ}.
Let σn be as in Lemma 5.1 and let Λn(x) =
∫ x
0
σ−1n (y)dy. Then for any t ∈ [0, τǫ], we have
Λn(Xt) = Λn(X0) +
∫ t
0
σ(Xs)
σn(Xs)
dYs.
Proof. By the definition of τǫ and Lemma 5.1, we have, for any s ∈ [0, τǫ], that
1
σn(Xs)
≤
1
σ(Xs)
≤ ǫ−1.
This implies that ∣∣∣∣ 1σn(Xs) −
1
σn(Xr)
∣∣∣∣ ≤ ǫ−2|σn(Xr)− σn(Xs)|,
and thus ∣∣∣∣ σ(Xs)σn(Xs) −
σ(Xr)
σn(Xr)
∣∣∣∣
≤ |σ−1n (Xs)||σ(Xs)− σ(Xr)|
+ |σ(Xr)|
∣∣∣∣ 1σn(Xs) −
1
σn(Xr)
∣∣∣∣
≤ ǫ−1|σ(Xs)− σ(Xr)|
+ |σ(Xr)|ǫ
−2 |σn(Xs)− σn(Xr)| .
By Proposition 4.1 and Lemma 4.1 we have, for θ ∈ (1− α, β), that
[σ ◦X ]θ,1 <∞,
i.e. ∫ T
0
∫ T
0
|σ(Xr)− σ(Xs)|
|r − s|θ+1
dsdr <∞. (5.2)
Moreover, σ ◦X is almost surely bounded. Thus, since σn is Lipschitz continuous, we also have
∫ T
0
∫ T
0
|σ(Xr)||σn(Xr)− σn(Xs)|
|r − s|θ+1
dsdr ≤ C
∫ T
0
∫ T
0
|σn(Xr)− σn(Xs)|
|r − s|θ+1
dsdr ≤ C <∞.
Thus, by Proposition 3.3,
s 7→
σ(Xs)1s≤t
σn(Xs)
∈ Wθ,1.
for every t ≤ τǫ. Note also that, by Lipschitz continuity of σn and Ho¨lder continuity of X , we
have
Λn(Xt)− Λn(X0) =
∫ t
0
1
σn(Xs)
dXs.
Here the integral exists in the sense of 3.5 as well as a Riemann–Stieltjes limit (see [17])
∫ t
0
1
σn(Xs)
dXs = lim
n
n∑
k=1
Xtk −Xtk−1
σn(Xtk−1)
.
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Therefore, denoting σπn(s) =
∑m−1
j=0
1[si,si+1](s)
σn(xsi )
and using that x is a solution to (2.1), we get
∫ t
0
dxs
σn(xs)
= lim
|π|→0
m−1∑
j=0
∫ si+1
si
σ(xr)
σn(xsi)
dYr
= lim
|π|→0
∫ t
0
σ(xr)σ
π
n(r)dYr. (5.3)
Thus it suffices to prove that, for any t ≤ τǫ, we have∥∥∥∥σ(X·)1·≤tσn(X·) − 1·≤tσ(X·)σ
π
n(·)
∥∥∥∥
θ,1
→ 0.
Moreover, in order to simplify the notation, Proposition 3.4 implies that it suffices to consider
integral over the region 0 ≤ s, r ≤ t and drop the indicator term. By Proposition 3.3 together
with the pointwise convergence and the fact that σ(Xt) is almost surely bounded, it suffices to
study the Gagliardo seminorm [·]θ,1. We split
σ(Xs)
σn(Xs)
− σ(Xs)σ
π
n(s)−
σ(Xr)
σn(Xr)
− σ(Xr)σ
π
n(r)
= σ(Xs)
(
1
σn(Xs)
− σπn(s)−
1
σn(Xr)
− σπn(r)
)
+
(
1
σn(Xr)
− σπn(r)
)
(σ(Xs)− σ(Xr)) .
Since σ−1n (Xr) ≤ ǫ
−1 for r ∈ [0, τǫ], it follows that∣∣∣∣ 1σn(Xr) − σ
π
n(r)
∣∣∣∣ |σ(Xs)− σ(Xr)| ≤ 2ǫ−1 |σ(Xs)− σ(Xr)|
which is, by (5.2), integrable with respect to |s−r|−θ−1dsdr. Thus, again by Lebesgue dominated
convergence Theorem, we have∫ t
0
∫ t
0
∣∣∣∣ 1σn(Xr) − σ
π
n(r)
∣∣∣∣ |σ(Xs)− σ(Xr)| |s− r|−θ−1drds→ 0.
It remains to study the first term∫ t
0
∫ t
0
∣∣∣∣σ(Xs)
(
1
σn(Xs)
− σπn(s)−
1
σn(Xr)
− σπn(r)
)∣∣∣∣ |s− r|−θ−1dsdr.
Now almost sure boundedness of σ(Xs) implies
|σ(Xs)|
∣∣∣∣ 1σn(Xs) − σ
π
n(s)−
1
σn(Xr)
− σπn(r)
∣∣∣∣ ≤ C
∣∣∣∣ 1σn(Xs) − σ
π
n(s)−
1
σn(Xr)
− σπn(r)
∣∣∣∣ .
To conclude, it was proved in [17] that for any Ho¨lder continuous function f we have
[f − fn]θ,1 → 0,
where fn is the discrete approximation of f . Now fn = σ
π
n(r) is a discrete approximation of
Ho¨lder continuous f = σ−1(Xs), and thus we observe that∫ t
0
∫ t
0
∣∣∣∣ 1σn(Xs) − σ
π
n(s)−
1
σn(Xr)
− σπn(r)
∣∣∣∣ |s− r|−θ−1dsdr→ 0.
This concludes the proof.
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We also need the following elementary lemma.
Lemma 5.2. Let X = (X, µ, ‖ · ‖µ) be a normed space of functions. Let fn ∈ X be a family of
functions such that
fn ≤ gn + g, (5.4)
where ‖gn‖µ → 0 and g ∈ L
p(µ) for some p > 1. Then the family fn is uniformly integrable. In
particular, if fn → f ∈ X pointwise, then
‖fn − f‖µ → 0.
Proof. By the very definition of uniform integrability, we have to show that for each ǫ > 0 there
exists K such that
sup
n
‖fn1fn>K‖µ < ǫ.
Let ǫ > 0 be arbitrary and let K > 0 be a fixed number to be determined later. First we
observe two elementary facts that, by (5.4), we have
1fn>K ≤ 1gn+g>K
and
1gn+g>K ≤ 1gn>K2
+ 1g>K
2
.
Thus, using (5.4) again, we get
fn1fn>K ≤ (gn + g)1fn>K
≤ gn + g
(
1gn>K2
+ 1g>K
2
)
.
Triangle inequality gives us
‖fn1fn>K‖µ ≤ ‖gn‖µ + ‖g1g>K
2
‖µ + ‖g1gn>K2
‖µ.
By Ho¨lder and Chebyshev inequalities, we have, for conjugate p, q such that 1
p
+ 1
q
= 1, that
‖g1gn>K2
‖µ ≤
(∫
X
|g|pdµ
) 1
p
(
µ
(
gn >
K
2
)) 1
q
≤
(∫
X
|g|pdµ
) 1
p
‖gn‖
1
q
µ
(
2
K
) 1
q
.
Let now N be large enough so that
‖gn‖µ <
ǫ
3
< 1, n ≥ N.
Then above yields, for all n ≥ N , that
‖fn1fn>K‖µ <
ǫ
3
+ ‖g1g>K
2
‖µ +
(∫
X
|g|pdµ
) 1
p
(
2
K
) 1
q
,
and by choosing K = K such that
‖g1
g>K
2
‖µ <
ǫ
3
and (∫
X
|g|pdµ
) 1
p
(
2
K
) 1
q
<
ǫ
3
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implies that
‖fn1fn>K‖µ < ǫ
for all n ≥ N . Moreover, since ‖fn‖µ <∞ for all n, it follows that for each n there exists K(n)
such that
‖fn1fn>K(n)‖µ < ǫ.
Thus it suffices to choose K = max(K,K(1), . . . , K(N − 1)) to get
‖fn1fn>K‖µ < ǫ.
Finally, the last assertion follows from the well-known facts that pointwise convergence implies
convergence in measure and convergence in measure together with the uniform integrability
implies strong convergence in the norm ‖ · ‖µ.
Proposition 5.2. Let X be a solution to (2.1) satisfying Assumption 2.1 and τǫ be as in
Proposition 5.1. Then for any t ∈ [0, τǫ] we have
Λ(Xt)− Λ(X0) = Yt − Y0.
Proof. Let σn be as in Lemma 5.1 and θ ∈ (1− β, β). As σn converges almost everywhere to σ
and σ−1n ≤ σ
−1, it follows from the dominated convergence theorem that
Λn(x) =
∫ x
0
1
σn(y)
dy →
∫ x
0
1
σ(y)
dy = Λ(x).
Now trivially
Yt − Y0 =
∫ t
0
dYs,
and by Proposition 5.1 we have
Λn(Xt)− Λn(X0) =
∫ t
0
σ(Xs)
σn(Xs)
dYs.
Thus, using pointwise convergence σn(x)→ σ(x) and Proposition 3.3, it suffices to prove that,
for any t ≤ τǫ, we have [
σ(X·)1·≤t
σn(X·)
− 1
]
θ,1
→ 0.
Moreover, again by Proposition 3.4 it suffices to study the integral over the region 0 ≤ s, r ≤ T
and drop the indicator terms. We have, again by using the fact that σ−1n (Xs), σn(Xs), and
σ(Xs) are almost surely bounded by some (random) constant C,∣∣∣∣ σ(Xs)σn(Xs) −
σ(Xr)
σn(Xr)
∣∣∣∣ =
∣∣∣∣σ(Xs)σn(Xr)− σ(Xr)σn(Xs)σn(Xs)σn(Xr)
∣∣∣∣
≤ C|σ(Xs)σn(Xr)− σ(Xr)σn(Xs)|
≤ C(|σ(Xs)
∣∣|σn(Xr)− σn(Xs)|+ |σn(Xs)∣∣|σ(Xs)− σ(Xr)|)
≤ C
(
|σn(Xr)− σn(Xs)
∣∣+ |σ(Xs)− σ(Xr)|)
≤ C
(
|σn(Xr)− σn(Xs)− σ(Xr) + σ(Xs)
∣∣ + 2|σ(Xs)− σ(Xr)|) .
Let dµ = dsdr. Choose next p > 1 small enough such that pθ˜ = pθ+p−1 ≤ β. By Proposition
4.1, we have
∫ t
0
∫ t
0
|σ(Xs)− σ(Xr)|
p|s− r|−θp−pdsdr ≤ C
∫ T
0
|Xt − y|
− pθ˜
α dt,
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which is finite almost surely by Lemma 4.1. Thus g(s, r) = |σ(Xs)− σ(Xr)||s− r|
−θ−1 ∈ Lp(µ)
for our choice of p. Moreover, for
gn(s, r) =
∣∣σn(Xr)− σn(Xs)− σ(Xr) + σ(Xs)∣∣|s− r|−θ−1
we have ‖gn‖µ → 0 by Proposition 4.2. Thus using Lemma 5.2 with
fn(s, r) = C
−1
∣∣∣∣ σ(Xs)σn(Xs) −
σ(Xr)
σn(Xr)
∣∣∣∣ |s− r|−θ−1
together with the fact fn → 0 pointwise we get
∫ t
0
∫ t
0
C−1σ
∣∣∣∣ σ(Xs)σn(Xs) −
σ(Xr)
σn(Xr)
∣∣∣∣ |s− r|−θ−1dsdr → 0
which implies ∫ t
0
∫ t
0
∣∣∣∣ σ(Xs)σn(Xs) −
σ(Xr)
σn(Xr)
∣∣∣∣ |s− r|−θ−1dsdr→ 0.
This concludes the proof.
We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. We begin by proving that τ is uniquely defined. Fix ǫ > 0 and let X
and X˜ be arbitrary solutions and let τǫ and τ˜ǫ be the corresponding stopping times defined in
Proposition 5.1. Suppose τǫ < τ˜ǫ. Then, by Proposition 5.2, we have
Λ(Xt)− Λ(X0) = Yt = Λ(X˜t)− Λ(X0)
on t ∈ [0, τǫ]. Since Λ has an inverse and X and X˜ are Ho¨lder continuous, it follows that
actually X = X˜ on t ∈ [0, τǫ]. Consequently, τ˜ǫ = τǫ by the very definition. Furthermore, as,
for any solution X , the mapping ǫ 7→ τǫ is decreasing, we obtain τǫ → τ . Since for any ǫ > 0
the random time τǫ is uniquely defined, it follows that also τ is uniquely defined. Then Ho¨lder
continuity of X implies that also the solution is unique up to τ . Finally, the last assertion
follows from the fact that τ =∞ whenever σ(x) 6= 0.
Proof of Corollary 2.1. Since σ is of locally bounded variation and Zt = Λ
−1(Λ(X0) + Yt − Y0)
satisfies Assumption 2.1, it follows from Theorem 4.2 together with the proof of Theorem 2.1
that Z is one solution. The uniqueness now follows from Theorem 2.2.
Proof of Corollary 2.2. It is straightforward to check that if Yt has a density pt(y), then
Zt = Λ
−1(Λ(X0) + Yt − Y0)
has a density p˜t(y) given by
p˜t(y) = pt(Λ(y)− Λ(X0) + Y0)Λ
′(y).
Since Λ′(y) = 1
σ(y)
≤ C, we observe that
sup
y∈IR
p˜t(y) ∈ L
1([0, T ])
and consequently, the solution Zt satisfies Assumption 2.1. The uniqueness then follows from
Corollary 2.1.
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