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4-connexité Dans ces travaux : configuration dans laquelle
un nœuds dispose de 4 voisins.
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ADAGRS Asynchronous Dynamicity Aware Graph Re-
labeling System : un modèle de réécriture de
graphes permettant l’expression d’algorithmes
adaptés aux réseaux dynamiques basés sur des
communications asynchrones.
51
AETOS Nom du Cluster drones de La Région Aqui-
taine.
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arcs virtuels Arcs entrants introduits en ADAGRS pour
aider au traitement de l’évolution de la dyna-
mique du réseau.
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autopilote Dispositif embarqué dans un drone (entres
autres), chargé de le piloter et de lui faire
suivre son plan de vol.
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beacon Un système de messages envoyés régulièrement
par un nœud afin de signifier sa présence dans
un réseau.
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CARUS Cooperative Autonomous Reconfigurable UAV
Swarm. CARUS est un démonstrateur basé sur
l’essaim SCUAL consistant en la surveillance
collaborative de 15 points d’intérêt par 5
drones.
157
chemin Un chemin entre deux sommets a et b d’un
graphe est une suite de sommets voisins dont
les extrémités sont a et b.
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DAGRS Dynamicity Aware Graph Relabeling System :
un modèle de réétiquetage de graphes permet-
tant d’exprimer des réactions aux connexions
et déconnexions au sein d’un réseau.
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iii
iv
DGA La Direction Générale de l’Armement est une
direction du ministère de la Défense, qui a pour
mission de concevoir, d’acheter et d’évaluer
tous les systèmes d’armes destinés à l’armée
française.
2
DGAC La Direction Générale de l’Aviation Civile est
l’organisme français qui réglemente et super-
vise l’aviation civile en France.
131
ENAC L’École Nationale de l’Aviation Civile est char-
gée d’assurer la formation initiale et le perfec-
tionnement des cadres et principaux acteurs
de l’aviation civile.
149
FAA La Federal Aviation Administration est l’équi-
valent aux États Unis de la DGAC en France.
131
fairness Hypothèse assurant que lorsqu’un système se
trouve infiniment souvent dans une configura-
tion donnée, il empruntera toutes les branches
d’exécution possibles.
20, 28
Fly-n-Sense Société basée à Mérignac qui conçoit et com-
mercialise des systèmes de drones. Elle four-
nit également des services autour des drones
(surveillance, relevés de capteurs, conseil, for-
mation, . . . ).
153
FNS-ACCESS Drone de type quadrirotor de la société Fly-
n-Sense ayant servi de base pour les appareils
du second essaim SCUAL.
154
FNS-CB750 Drone de type quadrirotor de la société Fly-n-
Sense ayant servi de base de départ pour les
appareils du premier essaim SCUAL.
153
GCS Ground Control Station (station de contrôle
sol). Cet équipement sert à suivre le fonction-
nement des drones depuis le sol et à superviser
leur évolution.
146,
158
GIS Albatros Groupement d’Intérêt Scientifique permettant
de faciliter les coopérations entre Thales et
l’Université de Bordeaux.
2
graphe évolutif Représentation de l’évolution au cours du
temps de la topologie du graphe de communi-
cation d’un réseau dynamique, au moyen de
la suite des différents sous-graphes statiques
correspondante.
32
GRS Graph Relabeling System : dénomination du
modèle “classique” de réétiquetage de graphes.
23
vGTD Global Termination Detection 22
hypothèse de progression Hypothèse faite en DAGRS permettant de ga-
rantir que, pendant une période donnée, l’algo-
rithme “avancera” si certaines conditions sont
remplies.
34
IMU Inertial Measurement Unit : la centrale iner-
tielle est un appareil qui fournit à un engin
des informations sur sa position, sa vitesse,
son accélération et son attitude.
135
ITD Implicit Termination 22
lien de communications potentielles Possibilité de transmission d’un message d’un
nœud à un autre.
53
LTD Local Termination Detection 22
MANet Un Mobile Ad-hoc Network est un réseau mo-
bile ad-hoc.
8
MAV Micro Aerial Vehicle. 132
nœud Terme désignant toute entité communicante
dans un réseau.
1, 7
OTD Observed Termination Detection 22
RSSI Received Signal Strength Indicator : un indica-
teur de la puissance d’un signal radio reçu.
114,
125
SCUAL Swarm of Communicating UAVs At LaBRI.
SCUAL est un essaim de 5 drones dont s’est
équipé le LaBRI.
144
SLAM Simultaneous Localization And Mapping : mé-
thode permettant à un engin de construire une
carte d’un endroit qui lui est inconnu (totale-
ment ou partiellement) tout en s’y localisant.
142,
199
SNR Signal to Noise Ratio : le rapport signal à
bruit est un indicateur de qualité d’un signal
radio reçu qui compare l’amplitude du signal
au bruit.
125
trajet (J ) Un trajet est un chemin temporel entre deux
sommets d’un graphe évolutif.
33
UAS Unmanned Aircraft System. 131
UAV Unmanned Aerial Vehicle. 131
vi
UGV Unmanned Ground Vehicle. 132
USV Unmanned Surface Vehicle. 132
UUV Unmanned Underwater Vehicle. 132
VANet Un Vehicular Ad-hoc Network est un type de
MANet composé de véhicules.
14, 52
waypoint Ensemble de coordonnées décrivant un point
de l’espace. Les waypoints sont utilisés pour
décrire les différentes étapes d’un chemin dans
un plan de vol.
97
weak LTD weak Local Termination Detection 22
Résumé des notations
FGEi,t Estimation de la situation globale (du plan de
vol global) par i au temps t.
96, 100
FGRt Situation globale (plan de vol réel global) au
temps t.
96
FLEi,t (j) Estimation du plan de vol local de j, par i au
temps t.
96, 100
FLRi,t Plan de vol réel (local) du nœud i au temps t. 96, 99
GD Graphe de déplacements autorisés. 97
ASGEi,t (w) Test d’affectation d’un waypoint à un plan de
vol selon l’estimation du nœud i au temps t.
103
ASGRt (w) Test d’affectation réelle d’un waypoint à un
plan de vol.
103
⋂
2 Opérateur d’intersection ’2 à 2’ 104⋂
1 X Opérateur d’intersection ’1 à n’ 104
unionmulti Opérateur de fusion des FGE lorsque deux
nœuds se rencontrent.
100
unionsq Opérateur générique de fusion d’ensembles
composés de données disposant d’un numéro
de version et d’un âge.
101
NGEknown:i,t Estimation, par i, de NGRknown:t. 96
NGRknown:t Ensemble des nœuds ayant réellement été pré-
sents sur le réseau entre le début de la mission
et l’instant t.
96
NGEup:i,t Estimation, par i, de NGRup:t. 103
NGRup:t Ensemble des nœuds réellement opérationnels
au temps t.
103
WGEi,t Estimation, par i, de l’ensemble des waypoints
affectés dans toute la flotte au temps t.
97
WGRi,t Ensemble des waypoints réellement affectés au
nœud i au temps t.
97
WLEi,t (j) Estimation, par i, des waypoints affectés au
nœud j au temps t.
97
WLRi,t Ensemble des waypoints réellement affectés au
nœud i au temps t.
97
ZGEi,t Estimation, par i, de ZGRt . 104
vii
viii
ZGRt Ensemble des points déjà visités par la flotte. 104
ZLEi,t (j) Estimation, par i, de ZLRj,t . 104
ZLRi,t Ensemble des points déjà visités par i au
temps t.
104
la→bt Existence en ADAGRS d’un lien de communi-
cations potentielles entre les nœuds a et b au
temps t (relation asymétrique).
53
next() Fonction d’exécution du plan de vol. 102
replan() Fonction de recalcul local du plan de vol. 102
Table des matières
Introduction 1
I Préliminaires : types de mobilité et modèles de calcul 5
1 Réseaux mobiles ad hoc et formes de mobilité sous-jacentes 7
1.1 Réseaux mobiles, MANet et DTN . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 Routage dans les MANet . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1.1 Protocoles réactifs . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1.2 Protocoles proactifs . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1.3 Protocoles hybrides . . . . . . . . . . . . . . . . . . . . . . 11
1.1.2 Impact de la forte mobilité considérée . . . . . . . . . . . . . . . . . 11
1.2 Mobilité des nœuds du réseau . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Restriction de la mobilité des nœuds du réseau en fonction du contexte 12
1.2.1.1 Zero Mobility Available (ZMA) . . . . . . . . . . . . . . . . 13
1.2.1.2 Partial Mobility Available (PMA) . . . . . . . . . . . . . . 13
1.2.1.3 Full Mobility Available (FMA) . . . . . . . . . . . . . . . . 13
1.2.2 Contrôle de la mobilité des nœuds du réseau par l’application . . . . 14
1.2.2.1 Zero Mobility Control (ZMC) . . . . . . . . . . . . . . . . . 14
1.2.2.2 Partial Mobility Control (PMC) . . . . . . . . . . . . . . . 14
1.2.2.3 Full Mobility Control (FMC) . . . . . . . . . . . . . . . . . 15
1.2.2.4 Intérêt du contrôle de la mobilité par l’algorithme . . . . . 15
1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Calculs locaux et modèles associés 19
2.1 Introduction aux calculs locaux . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Différentes formes de calculs locaux . . . . . . . . . . . . . . . . . . 22
2.1.2 La terminaison d’une exécution et son éventuelle détection . . . . . 23
2.1.2.1 Algorithmes à finalité . . . . . . . . . . . . . . . . . . . . . 23
2.1.2.2 Algorithmes de maintien d’une propriété . . . . . . . . . . 24
2.2 Modèle de réétiquetage de graphes statiques (GRS) . . . . . . . . . . . . . . 24
2.2.1 Domaine d’application du modèle . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Différents modèles d’interactions . . . . . . . . . . . . . . . . . . . . 26
2.2.2.1 LC0 cellulaire . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2.2 LC0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2.3 LC1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
ix
x TABLE DES MATIÈRES
2.2.2.4 LC2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.3 Exemples d’algorithmes décrits à l’aide de ce modèle . . . . . . . . . 27
2.2.3.1 Diffusion d’information . . . . . . . . . . . . . . . . . . . . 27
2.2.3.2 Création d’un arbre couvrant . . . . . . . . . . . . . . . . . 27
2.2.3.3 Comptage des sommets d’un graphe . . . . . . . . . . . . . 28
2.3 Modèle Dynamicity Aware Graph Relabeling System (DAGRS) . . . . . . . 32
2.3.1 Domaine d’application du modèle . . . . . . . . . . . . . . . . . . . . 33
2.3.2 Le modèle DAGRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.2.1 Gestion du dynamisme du réseau . . . . . . . . . . . . . . . 33
2.3.2.2 Support pour l’analyse d’algorithmes . . . . . . . . . . . . 35
2.3.3 Discussion sur le contrôle de la mobilité . . . . . . . . . . . . . . . . 37
2.3.4 Exemples d’algorithmes décrits à l’aide de ce modèle . . . . . . . . . 38
2.3.4.1 Diffusion d’information . . . . . . . . . . . . . . . . . . . . 38
2.3.4.2 Création et maintien d’une forêt couvrante . . . . . . . . . 39
2.3.4.3 Comptage des sommets d’un graphe (adapté aux graphes
évolutifs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.5 Analyse d’algorithmes décrits à l’aide de ce modèle . . . . . . . . . . 42
2.3.5.1 Diffusion d’information . . . . . . . . . . . . . . . . . . . . 42
2.3.5.2 Comptage des sommets d’un graphe (adapté aux graphes
évolutifs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
II Contribution : Réalisation de missions collaboratives, avec contrôle
de la mobilité et utilisation de communications asynchrones 49
3 Modèle pour la communication asynchrone dans les calculs locaux : Asyn-
chronous DAGRS (ADAGRS) 51
3.1 Domaine d’application du modèle . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Communications asynchrones : voisinage et lien de communications potentielles 54
3.3 Le modèle ADAGRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Étiquetage et représentation . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 Gestion de la dynamicité du graphe . . . . . . . . . . . . . . . . . . 56
3.4 Gestion des événements applicatifs . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.1 Étiquetage et représentation . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.2 Transition tirée par l’application . . . . . . . . . . . . . . . . . . . . 57
3.5 Affaiblissement de certaines hypothèses du modèle ADAGRS . . . . . . . . 58
3.5.1 Modélisation des communications . . . . . . . . . . . . . . . . . . . . 59
3.5.1.1 File de messages . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5.1.2 Règles de réétiquetage ADAGRS . . . . . . . . . . . . . . . 60
3.5.2 Étiquetage et représentation . . . . . . . . . . . . . . . . . . . . . . . 62
3.5.3 Introduction d’arcs virtuels pour la gestion de la dynamique du réseau 62
3.5.3.1 Apparition d’un sommet . . . . . . . . . . . . . . . . . . . 63
3.5.3.2 Disparition d’un sommet . . . . . . . . . . . . . . . . . . . 64
3.5.3.3 Exemple de fonctionnement du système sous-jacent . . . . 65
3.6 Exemples d’algorithmes décrits avec ce modèle . . . . . . . . . . . . . . . . 67
TABLE DES MATIÈRES xi
3.6.1 Diffusion d’information . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.6.2 Comptage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.6.3 Maintien d’une forêt couvrante . . . . . . . . . . . . . . . . . . . . . 72
3.7 Analyse d’algorithmes décrits avec ce modèle . . . . . . . . . . . . . . . . . 79
3.7.1 Classes de graphes et communications réussies . . . . . . . . . . . . 80
3.7.2 Tentatives, réussites et échecs de communications multi-sauts . . . . 80
3.7.3 Diffusion d’information (cas continu) . . . . . . . . . . . . . . . . . . 81
3.7.4 Densité de voisinage . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.7.4.1 Un sommet peut être joint en retour à un moment donné . 83
3.7.4.2 Un sommet peut toujours être joint en retour . . . . . . . . 83
3.7.4.3 Tous les sommets peuvent être joints en retour à un moment
donné . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.7.4.4 Tous les sommets peuvent toujours être joints en retour . . 84
3.7.5 Forêt orientée inversée . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.7.5.1 Sans perte de message ni coupure de communication . . . . 86
3.7.5.2 Sans perte de message, avec coupure de communication . . 87
3.7.5.3 Avec perte de message et coupure de communication . . . . 88
3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4 Formalisation d’une mission en FMC 91
4.1 Approche FMC de la mission . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.1.1 Relation entre graphe de communications et graphe de déplacements 93
4.1.2 Séquencement des informations . . . . . . . . . . . . . . . . . . . . . 95
4.1.2.1 Utilisation de dates locales . . . . . . . . . . . . . . . . . . 95
4.1.2.2 Utilisation de dates absolues . . . . . . . . . . . . . . . . . 95
4.1.2.3 Numéros de séquence et de version . . . . . . . . . . . . . . 95
4.1.2.4 Utilisation de l’âge estimé d’une information . . . . . . . . 96
4.1.3 Notions de visions locales et globales dans une mission . . . . . . . . 97
4.2 Formalismes introduits pour la gestion d’une mission . . . . . . . . . . . . . 99
4.2.1 Ensemble des nœuds connus : NGRknown:t/NGEknown:i,t . . . . . . . . . . . 99
4.2.2 Ensemble des waypoints du plan de vol : W . . . . . . . . . . . . . . 99
4.2.3 Graphe des déplacements autorisés . . . . . . . . . . . . . . . . . . . 100
4.2.3.1 Itinéraires et degré d’aboutissement d’itinéraires . . . . . . 101
4.2.4 Plans de vol et estimation de la situation . . . . . . . . . . . . . . . 102
4.2.4.1 Plan de vol réel : FLRi,ti . . . . . . . . . . . . . . . . . . . . . 102
4.2.4.2 Plans de vol estimés : FGEi,t /FLEi,ti (j) . . . . . . . . . . . . . 102
4.2.4.3 Union des estimations locales de la situation globale : unionmulti . . 103
4.2.5 Gestion des déplacements au sein du plan de vol . . . . . . . . . . . 104
4.2.5.1 Règles de déplacement RD . . . . . . . . . . . . . . . . . . 104
4.2.5.2 Fonction replan() . . . . . . . . . . . . . . . . . . . . . . . 104
4.2.5.3 Fonction next() . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.6 Fonctions et opérateurs utilisés pour raisonner sur les plans de vol . 105
4.2.6.1 Ensemble des nœuds en fonctionnement : NGRup:t/NGEup:i,t . . . 106
4.2.6.2 Test d’affectation d’un point : ASGRt (w)/ASGEi,t (w) . . . . . 106
4.2.6.3 Ensemble des points visités : ZGRt /ZLEi,t (j) . . . . . . . . . 106
4.2.6.4 Opérateur d’intersection “2 à 2” : ⋂2 . . . . . . . . . . . . . 107
xii TABLE DES MATIÈRES
4.2.6.5 Opérateur d’intersection “1 à n” : ⋂1 X . . . . . . . . . . . . 107
4.3 Résumé des éléments composant un nœud . . . . . . . . . . . . . . . . . . . 107
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5 ADAGRS en FMC 109
5.1 Considérations sur une mission en FMC . . . . . . . . . . . . . . . . . . . . 110
5.1.1 Discussion sur l’existence ou non d’une information . . . . . . . . . . 110
5.1.2 Problème de répartition des tâches (perdues) . . . . . . . . . . . . . 111
5.1.2.1 Détection de la nécessité d’une re-répartition . . . . . . . . 111
5.1.2.2 Re-répartition des tâches . . . . . . . . . . . . . . . . . . . 111
5.1.3 Impossibilité d’échanger une tâche entre deux nœuds . . . . . . . . . 112
5.2 Modélisation avec ADAGRS du maintien des estimations locales de l’état
global de la flotte via des interactions locales . . . . . . . . . . . . . . . . . 113
5.2.1 Diffusion des estimations de la situation globale FGE . . . . . . . . . 113
5.2.2 Perte d’un voisin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.3 Apparition d’un voisin . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3 Exemples d’algorithmes en FMC . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3.1 Discussion sur les algorithmes développés dans les chapitres précédents115
5.3.1.1 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3.1.2 Comptage des nœuds du réseau . . . . . . . . . . . . . . . 116
5.3.1.3 Maintien de forêt couvrante orientée inversée . . . . . . . . 117
5.3.2 Exemples d’algorithmes/missions permis par le FMC . . . . . . . . . 117
5.3.2.1 Vol en formation/suivi de leader . . . . . . . . . . . . . . . 117
5.3.2.2 CARUS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.3.2.3 Collecte d’informations avec utilisation d’une mule de données120
5.3.2.4 Création et maintien d’un lien de communication entre
deux points . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
III Application de l’approche développée à une flotte de drones 131
6 Réalisation d’une plate-forme matérielle/logicielle : SCUAL 133
6.1 État de l’art des Drones et des Systèmes de drones . . . . . . . . . . . . . . 134
6.1.1 Véhicules autonomes non aériens . . . . . . . . . . . . . . . . . . . . 134
6.1.2 Unmanned Aircraft/Aerial Systems (UASs) . . . . . . . . . . . . . . 135
6.1.2.1 Unmanned Aerial Vehicles (UAVs) . . . . . . . . . . . . . . 136
6.1.2.2 Mini et micro UAV . . . . . . . . . . . . . . . . . . . . . . 137
6.1.3 Flottes de drones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.1.3.1 Flottes évoluant en intérieur . . . . . . . . . . . . . . . . . 139
6.1.3.2 Flottes évoluant en extérieur . . . . . . . . . . . . . . . . . 142
6.1.3.3 Positionnement de nos travaux . . . . . . . . . . . . . . . . 147
6.2 SCUAL : Swarm of Communicating UAVs At LaBRI . . . . . . . . . . . . 147
6.2.1 Présentation du système . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.1.1 Flotte de drones . . . . . . . . . . . . . . . . . . . . . . . . 149
6.2.1.2 Station de contrôle sol . . . . . . . . . . . . . . . . . . . . . 149
TABLE DES MATIÈRES xiii
6.2.1.3 Station de monitoring application . . . . . . . . . . . . . . 151
6.2.2 Architecture Matérielle . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.2.2.1 L’autopilote, une ressource critique . . . . . . . . . . . . . 151
6.2.2.2 La charge utile, hôte de l’application (Overo) . . . . . . . . 153
6.2.2.3 Interface Autopilote-Overo . . . . . . . . . . . . . . . . . . 154
6.2.3 Différentes plates-formes de test . . . . . . . . . . . . . . . . . . . . 155
6.2.3.1 Drones volants . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2.3.2 Banc de test sol . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7 CARUS 159
7.1 Scénario, Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.2 Station de contrôle sol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.3 Visualisateur Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.4 Algorithmique Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.4.1 Parcours de la grille . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.4.2 Évitement de collision . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.4.2.1 Découpage en paliers . . . . . . . . . . . . . . . . . . . . . 165
7.4.2.2 Ascenseurs, points d’intervention et distances de sécurité . 166
7.4.2.3 Entrée et sortie de la zone de surveillance . . . . . . . . . . 169
7.4.3 Répartition des tâches et gestion d’incident . . . . . . . . . . . . . . 170
7.4.3.1 Limites de l’approche utilisée . . . . . . . . . . . . . . . . . 170
7.4.3.2 Découpage de la grille en tâches et calcul de priorités . . . 171
7.4.3.3 Algorithme distribué de répartition de tâches . . . . . . . . 173
7.4.3.4 Traitement distribué d’incident . . . . . . . . . . . . . . . . 175
7.4.3.5 Règles ADAGRS . . . . . . . . . . . . . . . . . . . . . . . . 176
7.4.4 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
7.4.4.1 Analyse du comportement global . . . . . . . . . . . . . . . 184
7.4.4.2 Analyses des fonctions et procédures utilisées . . . . . . . . 190
7.4.4.3 Analyse de l’impact des hypothèses réalisées . . . . . . . . 192
7.5 Retour d’expérience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
7.5.1 Station sol et visualisateur . . . . . . . . . . . . . . . . . . . . . . . . 195
7.5.2 Algorithmique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
7.5.3 Réglementation et procédures de sécurité . . . . . . . . . . . . . . . 196
8 Conclusion 199
8.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
8.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
A Famille de classes Council 203
A.1 Condition COpen-Council . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
A.2 Condition CPonctually-Closed-Council . . . . . . . . . . . . . . . . . . . . . . . . 205
A.3 Intégration des nouvelles classes dans la classification existante . . . . . . . 205
xiv TABLE DES MATIÈRES
B Discussion sur l’estimation de l’âge d’une information : temps de trans-
mission et dérives d’horloge 207
B.1 Temps de transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
B.2 Dérives d’horloge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
B.3 Impact des deux problématiques . . . . . . . . . . . . . . . . . . . . . . . . 210
C Construction de forêts inversées en ADAGRS 213
C.1 Exemple de fonctionnement de l’algorithme . . . . . . . . . . . . . . . . . . 213
C.2 Exemple de création de cycle . . . . . . . . . . . . . . . . . . . . . . . . . . 216
C.3 Traitement en réception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
D Spécification de la carte OVERO Gumstix 223
E CARUS 225
E.1 Affectation en alternance sans visite réelle . . . . . . . . . . . . . . . . . . . 225
E.2 Interblocage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
E.3 Types d’incidents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
Introduction
Les drones, en anglais Unmanned Aerial Vehicles (UAV), sont des véhicules aériens
sans pilote à bord. Ayant des degrés d’autonomie variables (personnel au sol servant à
les diriger ou seulement à superviser la mission) et des tailles elles aussi variables (de
quelques centimètres à plusieurs mètres voire dizaines de mètres d’envergure), ils ont
d’abord été développés et employés dans le secteur militaire pour des missions dites 3D
(Dull, Dirty, Dangerous) souvent trop longues et/ou trop dangereuses pour des pilotes à
bord (surveillance de longue durée, en milieu hostile, . . . ). Leur utilisation dans le monde
civil et leur démocratisation sont quant à elles récentes, et se concrétisent pour l’essentiel
par la réalisation de prestations telles que de l’inspection d’ouvrages d’arts, de la prise de
vues ou de la surveillance de site.
Cette thèse s’inscrit dans la continuité des travaux menés au LaBRI, sur les flottes
de terminaux mobiles communicants. Avant le début de cette thèse (octobre 2008), le
thème Mobilité Ubiquité Sécurité (MUSE) de l’équipe Langages Systèmes et Réseaux
(LSR), dirigé par Serge Chaumette, du Laboratoire Bordelais de Recherche en Informatique
(LaBRI) travaillait déjà sur des flottes, mais essentiellement de téléphones. En particulier,
la thèse de Lionel Barrère, financée par la DGA, portait sur le partage décentralisé de
documents (Shaadhoc) [12]. Ces travaux étaient menés en parallèle à la création, lors de
la thèse d’Arnaud Casteigts, d’un modèle à base de réétiquetage de graphes dynamiques
appelé Dynamicity Aware Graph Relabeling System (DAGRS) (voir sec. 2.3, p 32). Ce
modèle permet de déterminer, en fonction de certaines propriétés structurelles du graphe
de mobilité des entités considérées, si un algorithme remplira toujours, jamais ou sous
certaines conditions, ses objectifs. Dans la continuité de ces travaux, le thème MUSE
s’est intéressé aux flottes de robots au travers de la thèse de Jérémie Albert [7] et de
collaborations avec le projet Robhan d’Olivier Ly.
Jusque là, les travaux avaient donc porté sur des flottes de nœuds autonomes dont
la mobilité n’était pas contrôlée par l’application (e.g. les téléphones étaient portés par
des utilisateurs libres de leurs mouvements ; les robots se déplaçaient selon un modèle de
mobilité aléatoire). L’avancée suivante consistait à donner à l’application le contrôle de
la mobilité des nœuds sur lesquels elle s’exécute et de constater l’impact sur les résultats
pouvant être obtenus. De plus, comme nous le mentionnons dans le chapitre 1 (p. 7),
différents types de nœuds possèdent différentes capacités de déplacement et les applications
pouvant y être implantées peuvent avoir un contrôle plus ou moins grand sur les mouvements
desdits nœuds.
À ce titre, les drones ont des caractéristiques propres qui soulèvent des problémes spé-
cifiques. Il s’agit d’un enjeu scientifique et technique réel, comme en atteste en particulier
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le Livre Blanc de La Défense publié en 2008 [67]. Le but de cette thèse a donc été de tester
la faisabilité d’une extension/adaptation des approches existantes, et en particulier de
celles développées au sein de MUSE, sur une telle flotte, avec les modifications que cela
implique, et de développer les outils formels nécessaires à la validation des algorithmes
portés/créés. Le thème MUSE ayant des contacts privilégiés avec la société Fly-n-Sense,
conceptrice et fabricante de micro-drones (voilures fixes ou tournantes), et la Direction
Générale de l’Armement (DGA), il a naturellement été décidé de placer ces travaux au
centre d’un partenariat avec Fly-n-Sense sur un financement de thèse DGA. Au vu de
l’importance et de la pertinence du sujet, ces recherches ont permis la mise en place du
projet CARUS. Celui-ci est mis au service du cluster AETOS de La Région Aquitaine
(créé en juillet 2010 pour favoriser le développement du secteur des drones en Aquitaine) et
soutenu par celui-ci en tant que son premier démonstrateur. Outre le LaBRI qui en est le
responsable scientifique et technique, CARUS implique les sociétés Fly-n-Sense et Thales
(dans le cadre du GIS Albatros) ainsi que Bordeaux Technowest et La Région Aquitaine.
Dans une première partie (Partie I, p. 5), nous introduisons les réseaux mobiles ad-hoc
et le concept de contrôle de mobilité (Chap. 1, p. 7), puis nous donnons une vue d’ensemble
des modèles sur lesquels nous nous appuyons (Chap. 2, p. 19). À cette occasion nous
introduisons trois algorithmes (diffusion d’une information dans un graphe, création d’un
arbre couvrant et comptage des sommets dans un graphe) qui sont traités successivement
au moyen des trois modèles que nous développons dans cette thèse (GRS, DAGRS et
ADAGRS), avec les adaptations qu’imposent les hypothèses faites dans chacun d’entre eux.
Nous présentons dans une seconde partie (Partie II, p. 49) les outils formels que nous
proposons pour l’adaptation des modèles étudiés au contexte des drones et au contrôle
de la mobilité par l’application. Le modèle Asynchronous DAGRS que nous introduisons
(Chap. 3, p. 51) adapte le modèle DAGRS à l’aspect asynchrone des communications
pouvant intervenir au sein d’une flotte de drones (et de manière plus générale dans tout
réseau dans lequel les communications sont incertaines). Dans le chapitre 4 (p. 91), nous
introduisons des formalismes permettant l’expression d’une mission utilisant le contrôle
de la mobilité des nœuds par l’application. Dans le chapitre 5 (p. 109), nous présentons
l’utilisation conjointe de ces formalismes dédiés au contrôle de la mobilité et du modèle
ADARGS.
Nous exposons dans une troisième partie (Partie III, p. 131) le travail réalisé pour
permettre la mise en œuvre réelle d’applications sur un essaim de drones, ainsi que l’une
de ces applications. Dans le chapitre 6 (p. 133), nous dressons un état de l’art des drones
et flottes de drones avant de décrire la flotte de drones SCUAL (Swarm of Communicating
UAVs At LaBRI ), mise en place au LaBRI pendant ces travaux de thèse, ainsi que les
choix qui ont été faits lors de sa création. Parmi les applications qui ont pu être testées
“grandeur nature”, nous présentons le démonstrateur CARUS (Cooperative Autonomous
Reconfigurable UAV Swarm, Chap. 7, p. 159), qui consiste en une visite régulière, par 5
drones, de points d’incident potentiel. Chaque drone est autonome vis-à-vis du sol (i.e.
une fois lancée, la mission pourrait théoriquement se passer de la station sol) et vis-à-
vis de ses pairs (aucun drone ne donne d’ordre aux autres). En effet, les décisions sont
prises localement à chaque nœud de la flotte en fonction de l’estimation de la situation
globale qu’il s’est construite en fusionnant son estimation avec celles qu’il a pu recevoir
des autres drones. Grâce à cette méthode la flotte peut s’adapter à la perte potentielle de
3messages et à des variations de sa taille (arrivées et départs de drones) au cours de la mission.
Les travaux menés lors de cette thèse ont pour vocation de contribuer au domaine des
flottes de terminaux mobiles communicants, mais aussi d’ouvrir des pistes de recherche
encore non développées au LaBRI en soulevant des problèmes pertinents autant sur le plan
théorique que pratique.
4 Introduction
Première partie
Préliminaires : types de mobilité
et modèles de calcul
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Réseaux mobiles ad hoc et formes
de mobilité sous-jacentes
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Ce chapitre a vocation à sensibiliser le lecteur aux contraintes que supportent les
algorithmes devant fonctionner sur le type de réseaux mobiles que nous étudions, ainsi
qu’à la variété d’applications qui deviennent possibles lorsque l’on considère les différents
niveaux de mobilité qu’offrent les nœuds d’un réseau et le contrôle dont peut disposer
l’application étudiée sur ladite mobilité (comme c’est le cas dans une flotte de drones).
Nous décrivons, dans un premier temps, les réseaux mobiles ad hoc qui sont la cible
de ces travaux (sec. 1.1, p. 8). À cette occasion, les notions de routage, de MANet et de
DTN sont abordées. Nous développons, dans un second temps, une réflexion sur la mobilité
dont jouissent les nœuds d’un réseau (sec. 1.2.1, p. 12) et sur l’intérêt de permettre à un
algorithme étudié de la contrôler (sec. 1.2.2, p. 14).
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1.1 Réseaux mobiles, MANet et DTN
Les réseaux sans fil sont des réseaux de télécommunication caractérisés par le fait que
les entités communicantes qui les composent (on parlera de nœuds) communiquent par
ondes radio (e.g. réseau WiFi, CB — citizen band —, partie aérienne du réseau ACARS
dédié à la communication entre les avions et une tour de contrôle). C’est sur ce type de
réseaux que s’appuient nos travaux de recherches.
L’absence de lien physique entre les nœuds de ces réseaux leur laisse une certaine
liberté de déplacement. Nous considérons qu’un réseau est mobile à partir du moment où
ces déplacements entraînent l’existence de nouvelles connexions (apparitions de liens de
communication) et de déconnexions (disparitions de liens de communication). Un réseau
dans lequel il n’existe ni connexion, ni déconnexion peut être considéré comme statique car
la topologie du graphe de communication ne change pas.
Les réseaux mobiles conventionnels, tels que les réseaux WiFi “classiques”, reposent
généralement sur la connexion des nœuds du réseau à un ou plusieurs points de centralisation
(e.g. point d’accès internet WiFi public). Ceux-ci, généralement considérés comme pérennes,
sont chargés de maintenir une certaine structuration du réseau : on parle de réseau
infrastructuré. Les progrès relativement récents en matière de matériel informatique ainsi
que l’évolution de leur emploi (e.g. consoles portables proposant des jeux à plusieurs en
mode ad hoc) par des utilisateurs de plus en plus mobiles ont conduit à l’émergence de
configurations dans lesquelles tous les nœuds sont égaux et participent au maintien du
réseau ; on parle alors de réseaux non-infrastructurés ou réseaux ad hoc.
Comme son nom l’indique un Mobile Ad hoc NETwork (MANet) est un réseau ad hoc
mobile. Ces réseaux sont par nature généralement plus instables/volatiles (i.e. sujets à des
connexions et des déconnexions ainsi qu’à des pertes de paquets) que ceux qui disposent
d’une infrastructure 1, du fait de la mobilité des nœuds dont ils sont composés. C’est sur
ce type de réseau que se portent nos recherches.
1.1.1 Routage dans les MANet
On appelle routage [92] toute méthode utilisée par la couche Réseau du modèle OSI 2
[115, 66] des nœuds d’un réseau pour acheminer les données émises par un nœud émetteur
à son (ses) destinataire(s). Pour atteindre sa destination, un message doit être relayé
de proche en proche à travers le réseau, et ceci peut être réalisé de différentes manières
en fonction du contexte visé. Nous expliquons section 1.1.2 (p. 11) que les hypothèses
formulées dans ces travaux nous conduisent à utiliser une méthode de type inondation.
Nous décrivons néanmoins les principales techniques de routage, mais donc de manière
succincte.
Lorsqu’il dispose d’un message à transmettre à un nœud destination, un émetteur
regarde dans sa table de routage qui regroupe les routes (menant à un nœud destination)
dont il a déjà connaissance, afin de déterminer comment transmettre le message (routage
1. Les réseaux infrastructurés peuvent être plus ou moins stables en fonction de la mobilité des nœuds
ne faisant pas partie de l’infrastructure.
2. Le modèle Open System Interconnection vise à standardiser les fonctionnalités que doivent offrir les
nœuds communicants.
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proactif). S’il ne dispose pas déjà d’une route pour le destinataire de son message, il s’efforce
d’en trouver une (routage réactif).
1.1.1.1 Protocoles réactifs
Les protocoles de routage réactifs s’efforcent de découvrir les routes nécessaires à
l’acheminement d’un message seulement lorsque c’est nécessaire (i.e. lorsqu’une application
le demande et qu’il n’existe pas déjà une route précédemment découverte) ; on parle de
routage “à la demande”.
Lorsqu’il souhaite envoyer un message, le nœud source effectue une demande de route
qui consiste à inonder le réseau d’un message particulier. Une fois que ce message est reçu
par le nœud destination, l’information comprenant la route qu’il a utilisée est renvoyée à la
source (potentiellement par un autre chemin si les liaisons ne sont pas symétriques) qui
peut alors transmettre son (ses) message(s).
Parmi les protocoles les plus connus, on peut citer :
– Dynamic Source Routing (DSR) [69] : comme son nom l’indique, dans ce protocole,
une fois la route trouvée, c’est la source qui indique dans le message le chemin
(i.e. une suite composée de l’adresse de chacun des nœuds intermédiaires) qu’il doit
emprunter pour arriver à destination. Les nœuds intermédiaires se contentent de
relayer le message.
– Ad hoc On Demand Distance Vector (AODV) [90] : dans ce protocole, contrairement
à DSR, une fois une route trouvée, la table de routage de chacun des nœuds de la
route connaît le prochain nœud par lequel il doit faire transiter le message pour qu’il
arrive à destination. Ceci a l’avantage de réduire la taille des messages qui transitent
sur le réseau.
Ces protocoles tentent d’économiser de l’énergie en ne découvrant et ne maintenant les
routes que lorsque c’est nécessaire (ils ne font pas de requête lorsque ce n’est pas utile). En
revanche, ils présentent une légère latence due au temps nécessaire à la construction de la
route. Ces protocoles de routage sont donc plutôt destinés à des réseaux dans lesquels les
applications ont sporadiquement besoin de communiquer.
1.1.1.2 Protocoles proactifs
Les protocoles de routage proactifs s’efforcent de constamment maintenir les routes
disponibles permettant à un nœud d’atteindre l’ensemble des autres nœuds du réseau.
Lorsqu’il souhaite transmettre un message, l’émetteur regarde dans sa table de routage
pour déterminer par quel nœud voisin il doit faire transiter ce message afin que celui-ci
arrive à destination. L’existence de telles tables de routage (à jour au moment de la requête),
est possible car chaque nœud envoie périodiquement sa propre table à ses voisins et choisit,
pour chaque destination, le (ou les) voisin(s) qui offre(nt) la route la plus intéressante. Un
nœud détecte lorsqu’un voisin disparaît ou apparaît et met alors à jour sa table de routage
en fonction, grâce à l’échange fréquent de messages dédiés.
Parmi les plus connus, on peut citer :
– Optimized Link State Routing Protocol (OLSR) [6, 68] : grâce à des messages de type
HELLO, chaque nœud est capable de connaître son voisinage à 2 sauts (chacun de ses
voisins lui fournissant son voisinage direct). Grâce à cette connaissance, des nœuds
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appelés multipoint relays (MPR) sont élus de manière décentralisée. Ils sont choisis
de sorte à ce que chaque nœud du réseau soit voisin direct de l’un d’entre eux et à
ce qu’il existe, pour chaque nœud, une route qui passe par un MPR pour atteindre
chacun de ses voisins à 2 sauts. Ce sont les MPR qui sont chargés de maintenir une
connaissance de la topologie globale du réseau ; ceci a pour effet de réduire le nombre
de messages nécessaires pour maintenir les tables de routage de chacun. Lorsqu’un
nœud “classique” ne dispose pas d’une route à 2 sauts menant au nœud destination,
il relaie le message à un MPR qui se charge du routage.
– Destination-Sequenced Distance-Vector (DSDV) [89] : les tables de routage utilisées
par ce protocole de routage (peu utilisé mais ayant servi de base à d’autres) sont
construites de proche en proche par envoi de la table de routage complète d’un
nœud en cas de grosse modification de son voisinage, ou simplement par l’envoi de
mises à jour incrémentales afin de ne faire transiter que les données ayant changé
et ainsi minimiser le trafic sur le réseau. Des numéros de séquence permettent à un
nœud recevant une entrée pour une destination donnée de déterminer si l’information
est plus récente que celle dont il dispose déjà. Afin de minimiser l’espace mémoire
nécessaire, une seule entrée de la table de routage est dédiée à chaque destination du
réseau.
– Better Approach To Mobile Ad hoc Networking (BATMAN) [6] : ce protocole est
basé sur la décentralisation complète du routage. Aucun nœud n’a une connaissance
complète de la topologie du réseau, mais seulement, pour chacun des nœuds dont
il a connaissance, un voisin lui permettant de le joindre. Le principe utilisé est de
considérer que seuls les liens de bonne qualité offrent des routes intéressantes (rapides
et sûres). Ainsi, chaque nœud diffuse périodiquement un message de type particulier
(appelé Originator Message) qui est retransmis à chacun des autres nœuds du réseau.
Durant le processus, les liens étant de plus ou moins bonne qualité, seules les routes
utilisant des liens de bonne qualité tendent à être gardées, les liens de mauvaise
qualité ayant tendance à perdre les messages.
Ces protocoles sont destinés à des réseaux dans lesquels les applications communiquent
fréquemment et avec de nombreux destinataires, ce qui justifie d’actualiser régulièrement les
tables de routages, plutôt qu’à la demande. Ils ont l’avantage d’avoir une latence plus faible
que les protocoles réactifs, car les routes sont déjà connues au moment où un message doit
être envoyé. En revanche, la quantité de messages continuellement échangés pour maintenir
les routes peut consommer inutilement les ressources dans un réseau très dynamique, de
grande taille [98, 87].
Il serait par exemple aberrant d’utiliser un protocole proactif dans le cadre d’une
application dans laquelle un client récupère une fois par jour une donnée collectée à heure
fixe par un capteur donné sur réseau de capteurs (e.g. relevé de température dans une zone
donnée avant de se rendre sur le terrain). Il serait plus judicieux d’utiliser un protocole
réactif qui n’activerait l’ensemble du réseau qu’une seule fois par jour pour récupérer la
donnée sur le capteur choisi, économisant ainsi les ressources énergétiques des capteurs le
reste du temps.
En revanche, dans le cadre d’une surveillance de zone en cas de catastrophe naturelle,
on privilégierait un protocole proactif qui offre une faible latence, permettant de recevoir
au plus vite des informations fréquemment mises à jour.
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1.1.1.3 Protocoles hybrides
Les protocoles de routage hybrides combinent les deux approches précédentes afin d’en
tirer avantage. Le plus connu est Hybrid Wireless Mesh Protocol (HWMP) [2] qui est le
protocole de routage par défaut des réseaux Mesh (IEEE 802.11s). Il est basé sur AODV
dans le sens où il utilise sa méthode réactive de création de route (diffusion d’une requête
devant atteindre la destination et revenir) mais il intègre aussi une partie proactive qui a
pour but de construire un arbre permettant d’accélérer les requêtes de découverte d’une
route.
1.1.2 Impact de la forte mobilité considérée
Dans ces travaux, nous parlons de forte mobilité pour les réseaux mobiles fortement
volatiles qui se caractérisent par le fait que les événements topologiques (i.e. connexions et
déconnexions) et les pertes de messages surviennent à une fréquence qui ne permet pas :
– à l’ensemble des nœuds de réagir à un événement topologique avant la survenue du
suivant ;
– d’assurer, dans les cas les plus extrêmes, les échanges de messages nécessaires à la
réalisation d’une synchronisation entre deux nœuds à portée de communication.
Un Delay/Disruption Tolerant Network (DTN) est un réseau ad hoc conçu pour être
tolérant à de longs délais de transmission, voire à des coupures (définitives) de communica-
tions. Ceux-ci peuvent être dus à des facteurs tels que le bruit dans les communications,
les ressources énergétiques limitées des nœuds du réseau, leur mobilité, leur portée radio.
Dans ce type de réseaux, il est a priori impossible à un nœud émetteur de disposer d’une
route de bout en bout (qu’elle soit connue à l’avance ou calculée le moment venu) pour
acheminer un message jusqu’à son destinataire 3. La méthode de routage employée sur ce
genre de réseau est dite opportuniste : un message est gardé en mémoire jusqu’à ce que les
aléas du réseau lui permettent d’être transféré à un nœud lui permettant potentiellement
de se rapprocher de sa destination.
Étant donné que nous considérons un type de nœuds ayant des vitesses de déplacement
potentiellement grandes et une qualité de communication assez faible, nous nous plaçons
dans le cadre de réseaux MANet de type DTN (tolérant aux délais et aux coupures).
En d’autres termes, nous considérons que les couches basses ne fournissent pas de
protocole permettant à un nœud n1 du réseau d’adresser directement un nœud nk. En
effet, dans le contexte de forte mobilité qui nous intéresse, il nous paraît très optimiste
— voire irréaliste — d’utiliser des algorithmes tels que OLSR ou AODV [70], qui voient
leur performance diminuer lorsque la densité du réseau et la mobilité augmentent. Ces
protocoles de routage offrent de meilleures performances lorsque les perturbations sur le
réseau (dans notre cas : pertes de messages, coupures de lien de communications dues à la
mobilité des nœuds, disparition/apparition d’un nœud du réseau) sont plus faibles.
3. Dans certains cas, le contrôle de la mobilité des nœuds du réseau permet la mise en place d’une route
de bout en bout. Cette mise en place n’est néanmoins pas instantanée et la route résultante peut toujours
être sujette à rupture. Par ailleurs, dans une mise en œuvre effective, ce contrôle de mobilité théoriquement
total reste généralement soumis à des contraintes opérationnelles.
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Il faut noter que d’autres types de routages ont également fait l’objet de recherches (e.g.
le routage géographique [105]), mais ils sont spécifiques de certains contextes. Par exemple,
le protocole LANMAR [88] se base sur le principe que certains nœuds ont tendance à
se déplacer en groupe en fonction de leurs intérêts communs. Au niveau modèle, nous
préférons ne faire d’hypothèse ni sur le contexte dans lequel évoluent les nœuds, ni sur leur
mobilité et donc adopter une approche sans route basée uniquement sur de la diffusion. Ce
sont alors les algorithmes étudiés qui doivent déterminer quelles informations doivent être
retransmises et quand elles doivent l’être.
1.2 Mobilité des nœuds du réseau
On parle de degrés de liberté locaux pour caractériser les mouvements et déplacements
qu’un objet (solide et rigide) est capable d’effectuer dans un repère donné. Son degré de
liberté global correspond au nombre de degrés de liberté nécessaires pour exprimer toutes
les positions (comprenant également son orientation) que peut prendre l’objet dans le
repère considéré. Dans le monde à 3 dimensions qui est le notre, un objet peut au maximum
disposer de 6 degrés de liberté locaux (i.e. son degré de liberté global) :
– translation sur l’axe des x (avant/arrière)
– translation sur l’axe des y (gauche/droite)
– translation sur l’axe des z (haut/bas)
– rotation autour de l’axe x (roulis)
– rotation autour de l’axe y (tangage)
– rotation autour de l’axe z (lacet)
Ainsi, un hélicoptère dispose de 6 degrés de liberté locaux tandis qu’un avion n’en a que
de 4 (translation selon son axe des x, roulis, tangage et lacet), une voiture 2 (translation
selon son axe x et lacet) et un train un seul (avant/arrière par rapport à ses rails).
Un véhicule est dit holonome lorsque son nombre de degrés locaux de liberté est égal à
son nombre global de degrés de liberté. Ainsi, l’hélicoptère et l’avion, se déplaçant dans un
espace à 3 dimensions, ont un degré liberté global de 6. L’hélicoptère est donc holonome et
l’avion est non holonome. Partant d’une même position, un véhicule non holonome peut
atteindre les mêmes positions qu’un véhicule holonome à ceci près qu’il aura potentiellement
besoin de plus de déplacements pour y parvenir (e.g. un simple changement d’orientation —
demi-tour surplace — demandera plus de manœuvre à l’avion qu’à l’hélicoptère).
Outre ces degrés de liberté théoriques, nous donnons dans les sections suivantes une
classification se basant, dans un premier temps, sur les restrictions de déplacement qui
peuvent être appliquées à un nœud en fonction du contexte (sec. 1.2.1), puis dans un
second temps sur le degré de contrôle sur la mobilité du nœud qui est offert à l’application
(sec. 1.2.2, p. 14).
1.2.1 Restriction de la mobilité des nœuds du réseau en fonction du
contexte
Nous appelons mobilité disponible des nœuds du réseau les capacités de déplacement
des nœuds d’un réseau dans un certain contexte/application. En effet, malgré les degrés
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de liberté dont disposent les différents nœuds d’un réseau, il se peut que certaines zones
de l’espace/procédures leur soient interdites pour des raisons inhérentes au contexte dans
lequel se déroule l’application.
Nous détaillons trois cas différents, en fonction du niveau de restriction appliqué à
chacun des nœuds (e.g. un capteur de pression inséré dans une route pour détecter le
passage des voitures (immobile) est bien moins mobile qu’un téléphone mobile (que son
propriétaire peut déplacer dans les trois dimensions)).
1.2.1.1 Zero Mobility Available (ZMA)
On parle de zero mobility available lorsque les nœuds sont statiques (qu’ils disposent
initialement de capacités mobiles ou non). Ainsi, quelque soit le degré de liberté théorique
du nœud dans le repère considéré, il ne se déplace finalement pas. On peut par exemple
penser à :
– un capteur au sol ;
– un ordinateur de bureau, une imprimante, un cadre photo-numérique, une smartTV ;
– un répéteur réseau, une borne WiFi ;
– un satellite géostationnaire ;
– une voiture dans un parking.
1.2.1.2 Partial Mobility Available (PMA)
On parle de partial mobility available lorsque les nœuds ont des capacités mobiles
mais que celles-ci sont en partie restreintes (et non totalement éliminées) par un facteur
contextuel. Voici quelques exemples correspondant à ce cas de figure :
– une voiture particulière : bien qu’elle pourrait théoriquement rouler ailleurs que sur les
routes (e.g. champ, pelouse, jardin), celles-ci la contraignent dans ses déplacements.
– un avion de ligne : bien qu’un avion de ligne puisse potentiellement voler n’importe
où, dans la plupart des cas, il est contraint de suivre des couloirs aériens et de se
conformer aux indications des aiguilleurs du ciel.
– un participant à une course : bien qu’un coureur (e.g. à pied ou en voiture) puisse, a
priori, aller partout où il le souhaite, il est contraint de suivre le tracé de la course.
– un chien : bien qu’un chien puisse, a priori, aller où il le souhaite, lorsqu’il est en
laisse, ses déplacements sont contraints par la surface du disque ayant pour rayon la
longueur maximale de sa laisse.
– un aspirateur robot : pour des raisons de sécurité ou de contraintes liées au travail à
faire, il est possible de limiter (par un mur virtuel) la zone de travail de la plupart
des aspirateurs robots (type Roomba [w130]).
1.2.1.3 Full Mobility Available (FMA)
On parle de full mobility available lorsque les capacités mobiles des nœuds sont pleine-
ment disponibles. Les exemples suivants sont considérés comme du FMA :
– un drone : dans une zone ségréguée suffisamment grande, un drone peut voler partout,
profitant ainsi de la totalité de ses capacités de déplacement.
– une voiture militaire : dans un contexte militaire, une voiture peut théoriquement
rouler où bon lui semble.
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– un train : un train ne pouvant rouler ailleurs que sur ses rails, on considère (si
toutes les voies lui sont accessibles) que toutes ses capacités de déplacements sont
disponibles.
– Mars Explorer : un robot d’exploration en mission autonome peut utiliser tous ses
degrés de mobilité.
– un aspirateur robot : un aspirateur robot peut théoriquement disposer de toutes ses
capacités de mobilité dans son périmètre de travail.
– robot autonomeWALL-E : le personnage d’animation imaginé par Pixar pour nettoyer
la Terre dispose de toutes ses capacités de mobilité.
– Iron Man : bien que fictif, le personnage d’Iron Man (un homme dans une armure
futuriste lui permettant entre autres de voler) peut être vu comme un nœud mobile
pouvant utiliser toutes ses capacités de déplacement.
1.2.2 Contrôle de la mobilité des nœuds du réseau par l’application
Il est important de bien différencier les types de mobilité disponibles du degré de
contrôle qu’une application peut avoir sur ladite mobilité. C’est le degré de contrôle qui est
laissé à l’application sur la mobilité du nœud qui l’héberge (après les restrictions apportées
par la section précédente) que nous considérons ici.
Le tableau 1.3 (p. 17) présente différents exemples d’application illustrant le contrôle
de mobilité au regard des restrictions qui sont appliquées aux degrés de liberté théorique
du matériel. Dans cette section nous expliquons de surcroît les différents termes liés au
contrôle de mobilité.
1.2.2.1 Zero Mobility Control (ZMC)
En zero mobility control (ce niveau de contrôle est aussi appelé passive mobility [9]),
l’application ne contrôle pas les déplacements des nœuds sur lesquels l’algorithme étudié
s’exécute. Quelques cas concrets impliquant du ZMC sont des applications sur :
– un réseau de smartphones ;
– un réseau de capteurs environnementaux (au sol, dans les airs, dans un bâtiment) ;
– un réseau de capteurs biologiques (sur des humains, sur des animaux [9], . . . ) ;
– un VANet de véhicules de particuliers (hors freinages d’urgence).
1.2.2.2 Partial Mobility Control (PMC)
En partial mobility control, l’algorithme étudié contrôle partiellement les déplacements
du nœud sur lequel il s’exécute.
Quelques exemples sont :
– les Google Street View Car, patrouilles de police : l’application générale choisit une
zone à couvrir plutôt qu’une autre (répartition des tâches) mais la collecte/patrouille
dans la zone n’est pas contrôlée.
– une application calculant un itinéraire de secours sur une ligne de bus : en cas
d’accident, une application embarquée peut décider de dérouter la ligne seulement
lorsque cela est nécessaire. La conduite du bus incombe toujours au chauffeur. Celui-ci
ne suit les indications de l’application que lorsque cela s’impose.
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– une application d’urgence qui, dans un VANet de véhicules de particuliers, est
autorisée à effectuer des freinages d’urgence pour éviter une collision.
– une application gérant uniquement le cœur de la mission d’un drone : l’application
gère l’ensemble des déplacements du drone à l’exception de certaines phases jugées
trop critiques (e.g. décollage/attérissage, survol nécessaire d’une zone interdite au
survol en mode automatique).
– les rames du métro de Toulouse (les VAL) qui sont capables d’évoluer de manière
automatique, mais le trafic est régulé par un poste central qui prend la main en cas
d’incident.
1.2.2.3 Full Mobility Control (FMC)
En full mobility control (ce niveau de contrôle est aussi appelé controlled mobility [106]),
l’algorithme étudié contrôle totalement les déplacements du nœud sur lequel il s’exécute.
Quelques cas concrets impliquant du FMC sont :
– une application gérant l’ensemble de la mission d’un UAV avec modification possible
de son plan de vol en complète autonomie ;
– une application gérant l’ensemble de la mission d’un drone sous-marin : certains
drones sous-marins étant totalement autonomes, l’application les dirigeant dispose
d’un contrôle total de leur mobilité ;
– système pilotant une Google Car : cette application gère rue par rue les déplacements
que doit suivre la voiture en prenant en compte les obstacles éventuels ;
– aspirateur robot : certains aspirateurs robots sont capables de contrôler leur mobilité
dans tout leur périmètre de travail ;
– robot autonome WALL-E : ce robot autonome fictif dispose d’un contrôle complet
de sa mobilité.
1.2.2.4 Intérêt du contrôle de la mobilité par l’algorithme
Le contrôle partiel ou total de la mobilité d’un nœud permet à l’algorithme développé
de réagir s’il le souhaite à des évènements tels que la non-satisfaction d’une contrainte
faisant partie de ses objectifs (fig. 1.1, p. 16). Tout au long de l’exécution de la mission
un nœud s’efforce de détecter localement lorsque le système ne se trouve plus dans une
configuration favorable à la réussite de ladite mission et de réagir de sorte à retrouver une
configuration favorable.
Nous verrons section 4.1 (p. 92) que le contrôle de la mobilité est un paramètre
essentiel dans une mission en coopération. En effet, dans ce type de configuration, les
nœuds peuvent se partager le travail afin de garantir la réussite de la mission qui leur est
confiée. L’algorithme embarqué peut également réagir dynamiquement à des événements
topologiques tels que la disparition d’un voisin (i.e. un nœud avec lequel il pouvait échanger
des données sans intermédiaire), et ce afin de garantir ses objectifs (e.g. “visite régulière
d’un point”, dans une mission de surveillance).
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Configurations
favorables
Configurations
non favorables
événement
suspecté
adaptation
Figure 1.1 – Réactions aux événements afin de satisfaire les contraintes liées aux objectifs
fixés.
1.3 Conclusion
Dans ce chapitre, nous avons introduit les réseaux MANet et les réseaux DTN sur
lesquels nous travaillons. Nous avons précisé la forte mobilité qui y règne et son impact
sur les communications au sein d’une flotte : les connexions et déconnexions entre les
nœuds sont trop fréquentes pour (1) assurer une synchronisation (plusieurs échanges de
messages) entre deux drones voisins et pour (2) permettre au système de se rétablir entre
deux événements topologiques. Il en découle également que nous ne pouvons nous appuyer
sur aucune forme de routage disponible pour les MANet.
Nous avons également évoqué les capacités de déplacement des nœuds d’un réseau ainsi
que les restrictions qu’elles peuvent subir en fonction du contexte dans lequel ils sont placés.
Nous avons introduit les différents degrés de contrôle dont l’algorithme peut disposer sur
la mobilité du nœud sur lequel il s’exécute et l’impact positif que ce contrôle peut avoir
sur la réussite d’une mission, en particulier dans un cadre collaboratif.
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Chapitre 2
Calculs locaux et modèles associés
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Dans le paradigme distribué, plusieurs nœuds (processus) travaillent ensemble à résoudre
un problème complexe. Celui-ci peut être de différentes natures. On peut vouloir profiter de
la puissance de calcul de chacun des nœuds du système pour effectuer conjointement une
tâche (e.g. fouille de données) ou encore tenter de fournir des capacités de communications
(e.g. communication de proche en proche entre secouristes lors de catastrophes naturelles) ou
des informations aux différents utilisateurs d’un réseau (e.g. dissémination d’informations,
annotation collaborative de carte [11]). Dans les cas que nous considérons, la topologie du
système n’est, en général, pas connue à l’avance et le système doit, en pratique, être résistant
aux pannes (i.e. selon les cas : déconnexions, perte de messages, perte de nœuds, . . . ).
Les communications nécessaires au fonctionnement de tels systèmes peuvent être de
différentes natures :
– passage de message (message passing) : les communications entre les processus se
font par envoi et réception de messages.
– mémoire partagée (shared memory) : les communications entre les processus se font
par lecture et écriture dans des zones de mémoire partagée.
Les modèles de calculs locaux (local computations) permettent de s’abstraire du mode
de communication effectif pour raisonner sur l’état d’un nœud et sur les états de ses voisins.
Avec ce type de modèle, il est ainsi possible de raisonner sur des propriétés générales du
graphe de communication (i.e. graphe dans lequel les sommets sont les nœuds du réseau et
les arêtes sont les liens de communication entre ces nœuds, sec. 2.2, p. 24) et de produire
des preuves d’impossibilité [8] (e.g. l’existence de conditions nécessaires). Des conditions
suffisantes [78] peuvent également être caractérisées sous certaines hypothèses. Les résultats
d’impossibilité dans le cadre des calculs locaux sont très généraux. Par exemple, ils restent
valides dans les deux modèles cités précédemment. Cela peut être établi en montrant que
tout algorithme exprimé dans ces modèles peut être simulé par un algorithme exprimé en
calculs locaux (e.g. dans le cas du passage de message, cela a été montré par Chalopin et
Métivier dans [33, 34]).
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Dans ce chapitre, nous traitons de différents modèles de réétiquetage de graphes (un
formalisme adéquat pour les calculs locaux). Dans un premier temps (sec. 2.1), nous
positionnons les calculs locaux au sein des modèles du distribué. Ensuite, nous présentons
le réétiquetage de graphes statiques (que nous appelons “classique” ou GRS) (sec. 2.2,
p. 24). Nous nous arrêtons ensuite sur le modèle DAGRS (sec. 2.3, p. 32), qui constitue une
extension des GRS aux graphes dynamiques. Ces deux premiers modèles sont présentés
car ils servent de base au modèle ADAGRS que nous introduisons dans le chapitre suivant
(chap. 3, p. 51). Il s’agit d’une évolution asynchrone de DAGRS qui constitue une des
contributions de ce travail de thèse.
Au fil de ce document, nous développons et adaptons aux contextes visés les exemples
concrets suivants :
– la diffusion d’information qui consiste à propager une information à l’ensemble des
sommets qui composent un graphe à partir d’un (ou plusieurs) sommet(s) source(s).
La diffusion d’information est un point crucial pour une bonne coopération dans une
flotte.
– le comptage (ou sa variante d’estimation de densité selon le modèle considéré)
qui permet de compter les (d’estimer le nombre de) sommets présents dans un graphe.
Dans une de ses variantes, le mécanisme que nous avons développé permet d’obtenir
une approximation du nombre de sommets dans le graphe. Dans une autre variante,
il permet à un sommet de construire une approximation du nombre de sommets dans
son voisinage au moment auquel il a déclenché la procédure. Ce type de procédure est
souvent utilisé pour avoir une estimation du nombre de nœuds dans un état donné.
– la création/maintien d’un arbre couvrant qui permet de maintenir une struc-
ture d’arbre (orienté ou non), couvrant l’ensemble des sommets d’un graphe/d’une
composante connexe. Dans les variantes dynamiques de ce mécanisme, on s’efforce
de maintenir un arbre couvrant par composante connexe. On parle alors de forêt
couvrante. Les structures couvrantes sont souvent une brique de base d’algorithmes
plus complexes.
Dans ce chapitre, nous rappelons quelques analyses existantes de ces algorithmes. Nous
proposons également certains outils d’analyses et des résultats associés originaux.
Une multitude de modèles apparaît avec les différentes hypothèses que l’on peut faire sur
le système étudié (e.g. nature de la synchronisation entre les processus, type d’initialisation,
priorités, exclusions de contextes, équité 1, . . . ). Dans la suite de ce document, les pistes
les plus pertinentes en terme de communication pour les types de réseaux considérés sont
bien sûr plus développées que les autres.
2.1 Introduction aux calculs locaux
Le modèle des calculs locaux [8] permet d’exprimer des algorithmes distribués. L’état
d’un (ou plusieurs) processus est modifié en fonction de son état (i.e. des informations dont
il dispose localement) et de ceux des processus avec lesquels il est en relation. Selon les cas,
un processus peut être en relation avec un nombre variable d’autres processus (entre 0 et
1. Dans la littérature, on trouve souvent le terme fairness.
22 Chapitre 2. Calculs locaux et modèles associés
n− 1, n étant le nombre total de processus composant le système) et les calculs peuvent
affecter un sous-ensemble plus ou moins grand de ces processus.
2.1.1 Différentes formes de calculs locaux
Parmi les formes de calculs locaux, on peut citer :
– les réétiquetages de graphes [76, 75] (sec. 2.2, p. 24) : l’algorithme est décrit par un
ensemble de règles de réétiquetage qui peuvent modifier l’état d’un sommet d’un
graphe (et potentiellement ceux de ses voisins) en fonction de son état (et de tout ou
une partie de son voisinage).
– les réseaux de Pétri [93] : un ensemble de places, contenant des jetons, sont reliées par
des transitions qui deviennent franchissables lorsque la condition (pouvant impliquer
plusieurs places et être elle-même temporisée) sur leur entrée est remplie ; les places de
sortie de la transition sont alors modifiées. Lorsque deux transitions ayant des places
en commun peuvent être tirées, le franchissement est réalisé de manière séquentielle 2
et non-déterministe.
– les automates cellulaires [110, 65] : toutes les cellules calculent simultanément à un
temps t leur état au temps t+ 1. Il s’agit d’une exécution dite “par rounds”.
– les agents mobiles [71, 83] : les agents mobiles sont des programmes autonomes,
capables de se déplacer de nœud en nœud dans le réseau et d’y effectuer différents
traitements.
Ils ont tous cet avantage que le prochain état de chaque processus ne dépend que d’infor-
mations “locales” (e.g. son état et celui d’un ou plusieurs de ses voisins), permettant ainsi
de décentraliser le fonctionnement des algorithmes/applications et donc, quand cela est
possible, de les paralléliser. En effet dans certains cas, les modifications d’états peuvent
s’effectuer “simultanément” dans plusieurs sous-graphes disjoints :
– réétiquetages de graphes : plusieurs règles peuvent être appliquées simultanément à
un temps t (leurs exécutions étant indépendantes) à différents endroits du graphe.
– réseaux de Pétri : deux transitions n’impliquant pas les mêmes places du réseau
peuvent être tirées simultanément.
– automates cellulaires : une version asynchrone des automates cellulaires existe [95]. Au
lieu d’activer toutes les cellules en même temps, seules certaines le sont aléatoirement 3.
– les agents mobiles : les agents mobiles sont des programmes autonomes, capables de
se déplacer de nœud en nœud dans le réseau et d’y effectuer différents traitements.
Comme pour les réétiquetages de graphes, plusieurs agents peuvent agir simultanément
sur des nœuds différents du réseau.
Le fait que les calculs soient décentralisés est un moyen d’apporter plus de robustesse
aux pannes d’une partie des nœuds du réseau qu’une approche centralisée. En effet, dans
un système décentralisé, si n’importe lequel des processus vient à disparaître, les autres
sont généralement capables de garder un comportement cohérent. En revanche, dans un
système centralisé, si le processus central (ou une liaison menant à ce processus) est perdu,
l’intégrité de tout le système est compromise.
2. Le franchissement de la première transition peut rendre la seconde infranchissable
3. Cela peut intuitivement se traduire en du réétiquetage de graphe en LC1 (sec. 2.2.2.3, p. 26) dans un
graphe représentant les interactions possibles.
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2.1.2 La terminaison d’une exécution et son éventuelle détection
Un algorithme peut avoir plusieurs types de buts. Les algorithmes dits à finalité
cherchent à calculer un résultat particulier et ponctuel 4 (e.g. élection d’un nœud, calcul
du nombre de nœuds d’un réseau), tandis que les algorithmes dits de maintien travaillent
de manière continue et illimitée dans le temps au maintien d’une structure ou d’une
information (e.g. une structure d’arbre, nombre de nœuds dans une composante connexe)
malgré la survenue d’aléas (e.g. erreurs mémoire, ruptures de communications).
2.1.2.1 Algorithmes à finalité
On ne parle de terminaison d’un algorithme que pour les algorithmes à finalité. Un
calcul distribué termine lorsque le système atteint une configuration dite terminale, dans
laquelle plus aucun pas de calcul n’est possible (on parle de forme normale du système
ou d’état irréductible). On distingue plusieurs types de détection de terminaison dont la
plupart sont développées dans [55] :
– terminaison implicite (implicit termination), ITD : le déroulement de l’algorithme
est terminé sur l’ensemble du graphe (plus aucun pas de calcul n’est possible) mais
aucun sommet ne le détecte ;
– détection de la terminaison locale faible (weak local termination detection), weak
LTD [32] : dans ce mode de détection chaque sommet est capable de détecter lorsqu’il
a calculé sa valeur finale, mais ne s’arrête pas immédiatement de participer au
fonctionnement du système afin de continuer à transmettre aux autres sommets
d’éventuelles informations ;
– détection locale de la terminaison locale (local termination detection), LTD : chaque
sommet est capable de détecter lorsqu’il a atteint sa valeur finale et ne participe
alors plus à l’algorithme (plus de communications) ;
– détection de la terminaison globale observée (observed termination detection), OTD :
tout sommet est, à terme, au courant que tous les nœuds ont calculé leur valeur
finale ;
– détection locale de la terminaison globale (global termination detection), GTD : un
(unique) nœud sait qu’il est le dernier à effectuer un calcul. Plus aucun pas de calcul
n’est possible et tous les sommets ont calculé leur valeur de sortie.
On note la distinction entre terminaison explicite (i.e. détectée par les sommets) et
terminaison implicite (i.e. non détectée par les sommets).
Les travaux menés au cours de cette thèse ont vocation à être appliqués à des réseaux
dynamiques non nécessairement bornés dans le temps (i.e. ils n’ont pas une durée de vie
limitée). De plus, l’idée même de détecter la terminaison de certains algorithmes distribués
dans un réseau dynamique dont on ne connaît pas, par exemple, la taille maximum ne
paraît pas réaliste. C’est pourquoi, bien que certains algorithmes et contributions présentés
dans ce document présentent sous certaines conditions une détection de terminaison, la
plupart en sont dépourvus. C’est le cas des algorithmes de maintien d’une propriété qui
n’ont pas vocation à arriver à un résultat stable et définitif et qui sont l’objet de la section
suivante.
4. Une fois établi, le résultat reste stable.
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2.1.2.2 Algorithmes de maintien d’une propriété
Ce type d’algorithme s’efforce de maintenir une propriété dans le temps malgré la
survenue éventuelle de différents types d’aléas. Parmi ceux-ci, on peut citer : les fautes
Byzantines [72] (i.e. modifications spontanées d’une zone mémoire), les ruptures de liens
de communications, les apparitions/disparitions de nœuds.
Un algorithme autostabilisant [46] est un algorithme qui, partant de n’importe quelle
configuration potentiellement non sûre (i.e. dans laquelle la propriété que doit garantir le
système est fausse) atteindra, pour toute exécution, une configuration sûre dans laquelle il
reste alors indéfiniment (tant qu’une nouvelle faute ne remet pas le système dans une confi-
guration non sûre). Il existe plusieurs variantes de la notion d’autostabilisation. On parle
de superstabilisation [49] lorsque l’algorithme est également capable de réagir aux modifi-
cations topologiques (e.g. coupures de communications, disparition/apparition d’un nœud).
D’autre part, en stabilisation zéro étape (snap-stabilization) [39], le système est capable de
garantir un état cohérent du système de manière instantanée. Les algorithmes décrits dans
ce document en DAGRS et ADAGRS s’apparentent à de la superstabilisation (gestion
des communications dynamiques) à ceci près que l’autostabilisation sous-jacente n’est
pas efficace pour toutes les configurations non sûres (e.g. certains algorithmes nécessitent
l’existence d’un identifiant unique pour chaque sommet du graphe).
Plutôt que de calculer un résultat définitif, la majeure partie des applications (“terrain”)
issues des algorithmes ciblés dans cette thèse (e.g. CARUS) tend à atteindre et maintenir
une propriété dans le temps malgré les changements topologiques.
2.2 Modèle de réétiquetage de graphes statiques (GRS)
Nous avons choisi d’utiliser des réétiquetages de graphes (et leurs variantes) car ce
formalisme est, comme nous le verrons par la suite, intuitif et adapté aux algorithmes
distribués qui sont la cible de cette thèse. De plus, c’est un formalisme que nous connaissons
bien et nous disposons au LaBRI d’outils pédagogiques (ViSiDiA [14][w132] et JBotSim
[25][w122]) permettant l’analyse et le prototypage d’algorithmes utilisant ce type de
modèles.
Comme son nom l’indique, la notion de réétiquetage de graphe statique a initialement
été développée pour s’appliquer sur des graphes statiques [75, 76], même si des extensions
permettent d’introduire des ruptures de communication modélisées par l’inactivité de cer-
tains sommets et arêtes [103]. Cette approche permet d’exprimer des algorithmes distribués
dans lesquels chaque nœud exécute le même code que ses voisins et a une connaissance
réduite de l’état global du système.
Nous donnons maintenant une description formelle de ce modèle. Un graphe G =
(V (G), E(G)), est composé d’un ensemble de sommets V (G) (nœuds du réseau) et d’un
ensemble d’arêtes E(G) (communications bidirectionnelles entre les nœuds du réseau).
Dans un graphe étiqueté G = (G,λ) sur un ensemble (fini ou infini) d’étiquettes L, chaque
sommet du graphe (et potentiellement chaque arête) dispose d’une étiquette, définie par la
fonction d’étiquetage λ : V (G)⋃E(G)→ L, dont la valeur définit son état courant.
Un système de réétiquetage est composé de :
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– l’étiquetage initial du graphe. Celui-ci peut être uniforme (i.e. tous les sommets
portent la même étiquette), ou non.
– l’algorithme, décrit sous forme de règles de réétiquetage. Celles-ci peuvent être
représentées graphiquement comme c’est le cas figure 2.2.
0A B 1C D
sommetarête étiquettes
précondition réétiquetage
Figure 2.2 – Description d’une règle de réétiquetage
Plus précisément, une règle de réétiquetage est de la forme (précondition, réétiquetage).
Une règle est applicable lorsque sa précondition est remplie pour un sous-graphe donné (e.g.
ici, deux sommets étiquetés A et B reliés par une arête étiquetée 0). En cas d’application
de la règle, le sous-graphe vérifiant la précondition est modifié conformément à la partie
réétiquetage de la règle (e.g. ici, A devient C, B devient D et 0 devient 1). Pour qu’une
règle vérifiant la précondition puisse s’appliquer, une synchronisation (i.e. une sélection
réciproque par les sommets impliqués) est généralement nécessaire entre le sommet et les
voisins concernés. La modification peut, en fonction du modèle d’interactions employé,
affecter le sommet lui même, un ou plusieurs sommets de son voisinage ainsi que les arêtes
le reliant à chacun de ces éventuels voisins. Nous ne nous intéressons ici qu’à la classe LC0
(synchronisation et modification de deux sommets voisins), mais d’autres natures de syn-
chronisation/modification existent (sec. 2.2.2, p. 26). En LC0, lorsque deux sommets voisins
se sont synchronisés, l’étiquetage de chacun des deux sommets est modifié en fonction de la
règle de réétiquetage appliquée. Cette règle de réétiquetage est choisie en fonction de l’état
(étiquetage) des sommets synchronisés parmi l’ensemble des règles fournies par l’algorithme
utilisé. Si plusieurs règles sont applicables, une seule est sélectionnée (de manière aléatoire
ou avec un système de priorités) pour être exécutée.
2.2.1 Domaine d’application du modèle
Travailler avec des graphes statiques signifie que les sommets et les arêtes présents dans
le graphe au début de l’exécution de l’algorithme le resteront jusqu’à la fin et qu’aucun
autre sommet ou arête ne sera ajouté. Les réseaux modélisés ne peuvent donc, a priori,
pas comporter de nœuds mobiles ou défaillants. On travaille donc de fait sur une seule
composante connexe.
Comme indiqué plus haut, le modèle permet de faire abstraction de la technologie
de communication (e.g. filaire ou sans fil) et du mode de communication (e.g. mémoire
partagée ou passage de messages) employés. Les algorithmes exprimés dans ce modèle se
passent généralement d’un identifiant unique des sommets, bien que l’hypothèse de leur
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existence soit réaliste dans de nombreux cas pratiques, comme nous le verrons dans la suite
de ce document.
2.2.2 Différents modèles d’interactions
Comme mentionné précédemment, les modèles peuvent être classés en fonction de la
façon dont sont considérés les sommets pour l’application d’une règle de réétiquetage.
Nous donnons ici une brève introduction à ces différents modèles. Chacun d’entre eux est
inclus dans le suivant (i.e. le suivant a un pouvoir d’expression au moins aussi grand). Une
description plus complète peut être trouvée dans la thèse de Jérémie Chalopin [31].
2.2.2.1 LC0 cellulaire
Pour appliquer une règle en LC0 cellulaire (fig. 2.3), un sommet choisit un sommet de
son voisinage et modifie sa propre étiquette en fonction de celle de ce voisin et de la sienne.
Il ne change pas l’étiquetage de son voisin.
Le réétiquetage se fait seulement
sur le sommet mais en prenant en
compte l’état de l’un de ses voisins.
Figure 2.3 – LC0 cellulaire
2.2.2.2 LC0
Le modèle LC0 (fig. 2.4) fonctionne comme le modèle LC0 cellulaire à ceci près que
l’étiquette du voisin impliqué peut également être modifiée.
Le réétiquetage se fait sur le sommet
et un de ses voisins.
Figure 2.4 – LC0
2.2.2.3 LC1
Pour appliquer une règle de réétiquetage en LC1 (fig. 2.5, p. 27), un sommet interagit
avec l’ensemble de ses voisins (à distance 1). Il peut alors modifier son étiquette en fonction
de celle de ses voisins et de la sienne. Comme en LC0 cellulaire, l’étiquetage des voisins
n’est pas modifié.
2.2.2.4 LC2
Le modèle LC2 (fig. 2.6, p. 27) est au LC1 ce que le LC0 est au LC0 cellulaire : les
étiquettes des voisins du nœud considéré peuvent être modifiées lors du réétiquetage.
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Le réétiquetage se fait seulement sur
le sommet “central”, mais en prenant
en compte les voisins.
Figure 2.5 – LC1
Le réétiquetage se fait sur l’ensemble
des voisins à un saut du sommet
“central”.
Figure 2.6 – LC2
2.2.3 Exemples d’algorithmes décrits à l’aide de ce modèle
Dans cette section, nous introduisons les trois algorithmes (diffusion d’information dans
un graphe, création d’un arbre couvrant et comptage des sommets du graphe) qui seront
ensuite repris et adaptés en fonction du contexte dans les chapitres suivants.
2.2.3.1 Diffusion d’information
Un algorithme simple de diffusion d’information est présenté figure 2.7. Au début
de l’algorithme un seul sommet possède l’information à diffuser ; on dit qu’il est informé
(I), contrairement aux autres qui ne le sont pas (0).
Il est très simple de voir que l’unique règle de réétiquetage de l’algorithme diffuse
l’information de proche en proche à l’ensemble des sommets.
I 0 I I
Figure 2.7 – Réétiquetage : Diffusion d’information.
Cet algorithme offre seulement une détection de la terminaison locale faible (weak
LTD). En effet, un sommet quelconque ne sait pas si l’ensemble des sommets du graphe
a reçu l’information. En revanche, lorsqu’un sommet dispose de l’information (I), il sait
que celle-ci restera inchangée, bien qu’il puisse toujours être impliqué dans l’application de
l’unique règle pour diffuser l’information : son état est donc terminal.
2.2.3.2 Création d’un arbre couvrant
L’algorithme présenté figure 2.8 (p. 28), permet la création d’un arbre couvrant tel
que présenté section 3.2 de [75]. Toutes ses exécutions terminent mais aucun sommet ne
détecte la terminaison (ITD).
Cet algorithme fonctionne de la façon suivante. Au départ, chaque sommet porte
l’étiquette N (“normal” ou “nœud”) sauf un qui est étiqueté A (“arbre”) et chaque arête
est marquée 0 (“n’appartient pas à l’arbre”).
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A N0 A A1
Figure 2.8 – Réétiquetage : Création d’un arbre couvrant.
Les applications successives de la règle de réétiquetage présentée figure 2.8 permettent
de construire l’arbre de proche en proche. Lorsqu’un sommet de l’arbre (A) trouve un
sommet qui n’en fait pas partie (N), il l’y ajoute. L’étiquette de ce voisin devient A et celle
de l’arête correspondante passe de 0 (n’appartient pas à l’arbre) à 1 (appartient à l’arbre).
La figure 2.9 présente une règle permettant la construction d’un arbre couvrant orienté.
Grâce à l’étiquetage des brins d’arête (i.e. l’extrémité de l’arête incidente à chaque sommet),
chaque sommet est capable de déterminer si une arête le mène vers la racine de l’arbre (ici,
l’initiateur de l’algorithme) ou vers un de ses propres sous-arbres.
A N0 A
2
A
1
1
Figure 2.9 – Réétiquetage : Création d’un arbre couvrant orienté. Sur une arête de
l’arbre, le sommet ayant le brin d’arête étiqueté 2 est le père et celui ayant le brin d’arête
étiqueté 1 est le fils.
2.2.3.3 Comptage des sommets d’un graphe
Dans cette section, nous décrivons trois algorithmes dont le but est de compter les
sommets présents dans un graphe. Ces algorithmes reposent sur différentes hypothèses (e.g.
initialisation uniforme ou non, connaissances initiales) et offrent aussi différentes garanties
en termes de détection de terminaison et de l’information disponible sur chaque sommet
pendant l’exécution de l’algorithme.
Avec n compteurs circulants. La figure 2.10 (p. 29) présente un algorithme de comp-
tage en LC0 sans détection de terminaison avec initialisation uniforme (C,1). L’étiquetage
des sommets est de la forme (<État Sommet>, <#comptés>).
L’idée de cet algorithme, plus amplement détaillé en DAGRS (sec. 2.3.4.3, p. 40), est de
fusionner (fig. 2.10a) peu à peu l’ensemble des jetons de comptage 5 (étiquetés C) présents
dans le graphe (au départ, il y a autant de jetons que de sommets dans le graphe). Pour
permettre aux compteurs de se trouver sur des sommets voisins, la règle de circulation
de jeton de comptage (fig. 2.10b) échange l’étiquetage d’un sommet compteur (étiqueté
C) lorsqu’il se synchronise avec un sommet déjà compté (étiqueté F). Une exécution est
réussie lorsqu’il ne reste plus qu’un seul compteur.
5. Dans un réseau, un jeton est une information qui passe de nœud en nœud en donnant un rôle
particulier au nœud sur lequel il se trouve.
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C,n C,m F,n+m C,n+m
(a) Comptage effectif par cumul
C,n F,m F,n C,n
(b) Circulation du jeton de comptage et diffusion du résultat
Figure 2.10 – Réétiquetage : Comptage avec initialisation uniforme. LC0, pas de
détection de terminaison, terminaison non garantie.
En l’état, cet algorithme ne compte pas toujours tous les sommets. En effet, dans
certains cas, les jetons peuvent continuer à se déplacer indéfiniment sans jamais se trouver
sur des sommets voisins, ou encore se trouver sur des sommets voisins mais qu’au moins
un des deux se synchronise avec un autre de ses voisins et applique la règle 2.10b. Dans
un système non déterministe non borné dans le temps, les hypothèses d’équité (fairness)
assurent que lorsque le système se trouve infiniment souvent dans une configuration donnée,
il empruntera toutes les branches d’exécutions pouvant en découler [9]. Il est possible
d’utiliser de telles hypothèses qui garantissent en particulier que, lorsque deux jetons
“se courent après”, l’un fini par rattraper l’autre. En employant une hypothèse d’équité,
tous les sommets finissent par être, dans un premier temps, comptés puis informés du ré-
sultat final. En revanche, le dernier compteur continue tout de même à circuler indéfiniment.
Remarque : Dans cette version de l’algorithme, la règle présentée figure 2.10b peut faire
régresser l’estimation d’un sommet déjà compté s’il se synchronise avec un compteur
ayant une estimation du nombre de sommets présents plus faible que la sienne (issue d’un
réétiquetage précédent avec un compteur plus “avancé”). Une règle permettant aux sommets
comptés de diffuser leur estimation permettrait d’éviter cette régression et d’augmenter la
vitesse de diffusion du résultat final à l’ensemble des sommets.
Avec un arbre couvrant et avec la connaissance du degré des sommets (OTD).
On présente ici un comptage présentant une détection observée de la terminaison globale
(basée sur l’algorithme de Dijkstra-Scholten [45] pour la détection de terminaison dans un
arbre). Il fonctionne en LC0 avec initialisation non uniforme et connaissance initiale du
degré de chaque sommet 6. À l’initialisation, chaque sommet v ∈ G est étiqueté (N, deg(v))
sauf un qui est étiqueté (I, deg(v), 0) et chaque arête est étiquetée 0.
Cet algorithme ODT est composé de trois phases :
1. construction d’un arbre à partir du sommet initial I
2. remontée du nombre de sommets dans chaque sous-arbre. Chaque sommet attend
d’avoir compté les sommets de tous ses sous-arbres avant de se laisser compter par
son père.
3. une fois le résultat remonté jusqu’au sommet initial, il est diffusé au sein du graphe
(en utilisant l’arbre précédemment construit).
La légende et l’étiquetage correspondant aux différents états est donnée figure 2.11 (p. 30).
6. L’équivalence entre LC1 et LC0 avec connaissance du degré des sommets a été montrée [76, 31].
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N, #voisins : Nœud normal du graphe.
A/I, #voisins, #fils : Nœud de l’arbre/Nœud initiateur de l’arbre.
C/I’, #fils_non_comptés,
#sommets_ssarbre : Nœud compteur.
F : Nœud compté. En attente du résultat final.
E, resultat_final : Nœud final. Diffusion du résultat.
Figure 2.11 – Réétiquetage : Comptage avec détection de terminaison. LC0, connaissance
initiale du nombre de voisins. Légende.
{I,A}, n1, s1 N, n2 {I,A}, n1 − 1, s1 + 1
2
A, n2 − 1, 0
10 1
(a) Rattachement de N en tant que nouveau fils dans l’arbre. Il y a un voisin de moins
à traîter pour les deux nœuds impliqués et un fils de plus pour celui qui joue le rôle de
père.
{I,A}, n1, s1 A, n2, s2 {I,A}, n1 − 1, s1 A, n2 − 1, s2
0 2
(b) Traitement des arêtes n’appartenant pas à l’arbre. Les deux sommets sont déjà
dans l’arbre et il ne faut donc pas les connecter entre eux. On marque l’arête et on
décrémente le nombre de voisins à traîter.
{I/A}, 0, s {I’/C}, s, 1
(c) Transition d’une phase de l’algorithme à la suivante.
Lorsqu’il n’y a plus de voisin/fils à traîter, on passe à la
phase de comptage.
Figure 2.12 – Réétiquetage : Comptage avec détection de terminaison. LC0, connaissance
initiale du nombre de voisins. Phase 1 : création de l’arbre.
Lors de la phase de création de l’arbre (fig. 2.12), la règle présentée figure 2.12a sert à
construire l’arbre. Lorsqu’une arête adjacente à un sommet mène à son père (respectivement
un de ses fils) dans l’arbre, le brin d’arête correspondant est étiqueté 1 (respectivement
2). Pour que le nombre de voisins non comptés atteigne 0, permettant ainsi à la règle
présentée figure 2.12c de faire passer le sommet à la phase suivante de l’algorithme, il est
également nécessaire de décompter les arêtes qui ne font pas partie de l’arbre (fig. 2.12b).
Afin de différencier le nœud initiateur (I) des autres nœuds de l’arbre (A), dans la phase
de comptage, l’initiateur est étiqueté I’ et les autres sont étiquetés C (compteur).
Lors de la phase de comptage proprement dite, la règle présentée figure 2.13a (p. 31)
permet à chaque sommet de compter l’ensemble des sommets de son sous-arbre. En effet, à
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{I’,C}, s, n
2
C, 0, m
1
{I’,C}, s− 1, m+ n
2
F
11 1
(a) Comptage d’un niveau. À chaque application de cette règle, il y a un fils de
moins à traîter.
I’, 0, n E, n
(b) Transition d’une phase de l’algorithme à la suivante.
Lorsque l’initiateur n’a plus de voisin/fils à traîter, il passe
à la phase de diffusion du résultat.
Figure 2.13 – Réétiquetage : Comptage avec détection de terminaison. LC0, connaissance
initiale du nombre de voisins. Phase 2 : comptage des niveaux.
chaque fois qu’un sommet n’a plus de fils à prendre en compte (étiquette #fils_non_comptés
à 0 et #sommets_ssarbre totalisant tous les sommets du sous-arbre), son père dans l’arbre
peut prendre en compte le nombre de sommets présents dans le sous-arbre correspondant.
En commençant par les feuilles, ce comptage remonte peu à peu jusqu’à la racine. Une fois
que la racine de l’arbre (nœud initiateur) a compté tous les sommets de l’ensemble de ses
sous-arbres (étiquette #fils_non_comptés à 0), elle dispose du résultat final et la règle
de la figure 2.13b la fait passer à la dernière phase de l’algorithme.
E, n F E, n E, n
∗ ∗
Figure 2.14 – Réétiquetage : Comptage avec détection de terminaison. LC0, connaissance
initiale du nombre de voisins. Phase 3 : diffusion du résultat.
Lors de de cette dernière phase de l’algorithme qui consiste en la diffusion du résultat,
la règle présentée figure 2.14 propage le résultat de proche en proche à l’ensemble de l’arbre.
Cet algorithme requiert que chaque sommet du graphe connaisse initialement son
degré (i.e. le nombre de ses voisins). Cette connaissance a été prouvée équivalente à une
synchronisation LC1 ou LC0 avec priorité sur l’exécution des règles. Cependant, pour le
contexte dans lequel nous nous plaçons, il semble moins contraignant (en terme de mise
en œuvre de synchronisation), que chaque sommet connaisse son degré initial plutôt qu’il
soit conscient de l’état courant de chacun de ses voisins tout au long du déroulement de
l’algorithme (nécessaire à la mise en œuvre de LC0 avec priorités sur l’application des
règles et celle de LC1). D’autres exemples d’utilisation de l’algorithme de Dijkstra-Scholten
mettant en œuvre une détection de terminaison dans un arbre, utilisant cette fois des règles
avec priorités et/ou exclusion de contexte, sont présentés dans les travaux [75, 54].
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Avec un arbre couvrant (ITD). L’algorithme décrit par la figure 2.15 dispose égale-
ment d’une initialisation non uniforme : la racine de l’arbre est étiquetée (A, 1, 1) et les
autres sommets sont étiquetés (N, 1, 1). Tout comme l’algorithme précédent, il utilise un
arbre couvrant pour compter les sommets du graphe. Il fonctionne en LC0 et, contrairement
au précédent, il ne suppose aucune connaissance sur le voisinage de chaque sommet. En
revanche, cet algorithme termine mais il n’y a pas de détection de la terminaison (ITD).
En effet, on travaille toujours avec un arbre au sein duquel on fait remonter à la racine
le nombre de sommets dans chaque sous-arbre, mais ici lorsqu’un nouveau sommet est
rattaché à l’arbre par un de ses voisins (fig. 2.15b), ce dernier fait tout de suite remonter
l’information en direction de la racine (fig. 2.15c), sans attendre d’avoir compté tous ses
voisins. Ne disposant d’aucun mécanisme permettant à un sommet de déterminer s’il a
compté l’ensemble de ses voisins, il n’y a pas moyen de savoir quand tous les sommets du
graphe ont été comptés.
À chaque instant, on a sur chaque sommet une borne inférieure du nombre de sommets
présents dans son sous-arbre (cpt_ssarbre) et surtout une borne inférieure du nombre de
sommets présents dans tout le graphe (cpt_global). Lorsque plus aucun pas de calcul n’est
possible (ITD), chaque sommet dispose du nombre exact de sommets présents dans son
sous-arbre et du nombre exact de sommets présents dans tout le graphe.
N, 1, 1 : Nœud du graphe (pas encore dans l’arbre).
A, cpt_ssarbre, cpt_global : Nœud de l’arbre.
(a) Légende.
A, n, x N, 1, 1 A, n+ 1, x+ 1
2
A, 0, x+ 1
1
(b) Création arbre. Comptage de la nouvelle feuille.
A, n, x
2
A, m, y
1
A, n+m, x+m
2
A, 0, x+m
1
(c) Remontée du comptage. Redescente de la valeur connue. La précondition
comporte également x 6= y ou m 6= 0.
Figure 2.15 – Réétiquetage : Comptage avec initialisation non uniforme. LC0, Pas de
détection de terminaison.
2.3 Modèle Dynamicity Aware Graph Relabeling System
(DAGRS)
Nous décrivons ici le modèle DAGRS [27], qui a été développé lors de la thèse d’Arnaud
Casteigts afin d’étendre les travaux existants aux réseaux dynamiques. Le lecteur souhaitant
approfondir le sujet pourra se rapporter au document [24].
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2.3.1 Domaine d’application du modèle
Le modèle DAGRS a pour vocation à permettre d’exprimer et de valider des algorithmes
destinés à des contextes dynamiques et il considère donc des graphes (non orientés dont
les sommets sont les nœuds du réseau et les arêtes sont des liens de communication
bidirectionnelles entre ces nœuds) qui sont dynamiques. Néanmoins, comme nous le verrons
par la suite, il doit exister une phase de stabilité suffisamment longue de la connexion entre
deux nœuds pour qu’une règle puisse être appliquée 7. La mobilité des nœuds du réseau
entre alors en ligne de compte. En effet, il faut que la vitesse relative des nœuds les uns
par rapport aux autres soit suffisamment faible pour permettre les échanges nécessaires à
l’application d’une règle. Ce type de mobilité peut correspondre à un réseau de terminaux
mobiles portés par des utilisateurs statiques ou se déplaçant à faibles vitesses (e.g. à pied
[91], en vélo) ou dans la même direction à vitesses comparables (e.g. voitures en convoi).
L’applicabilité d’un tel modèle sur des réseaux ayant une volatilité des connexions plus
grande (e.g. voitures se croisant à grande vitesse, avions forcés d’effectuer des cercles serrés
au dessus de deux points distincts en limite de portées radio) semble moins réaliste. Cette
volatilité peut être le résultat (i) de fréquentes pertes de messages dues à un environnement
défavorable ou à du matériel défaillant, (ii) de l’existence de nœuds ayant des portées radio
différentes et/ou (iii) de la mobilité des nœuds.
2.3.2 Le modèle DAGRS
DAGRS fonctionne sur le principe des réétiquetages de graphes GRS (décrit précédem-
ment dans ce chapitre) et il enrichit ce modèle en introduisant la dynamicité du graphe
sous-jacent et la possibilité pour l’algorithme de réagir aux événements en résultant. Le
type de graphe utilisé dans ce formalisme consiste en la superposition des graphes des
communications possibles après chaque événement topologique ; on parle de graphe évolutif
(fig. 2.16) [51].
(a) Instant t1 (b) Instant t2 (c) Instant t3
1, 2
32
1, 3
(d) Graphe évolutif
correspondant
Figure 2.16 – Exemple de graphe évolutif. Les figures a, b et c, présentent le graphe des
communications possibles aux instants considérés. La figure d présente le graphe évolutif
correspondant.
2.3.2.1 Gestion du dynamisme du réseau
Le passage des calculs locaux statiques (travaillant sur des graphes fixes) à DAGRS
(travaillant sur des graphes dynamiques) implique l’apparition et la disparition possibles
7. Le modèle permet cependant de définir pour chaque règle des états de secours dans lesquels passent
les nœuds, en cas de détection de coupure de la connexion avant la fin de l’application d’une règle.
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d’arêtes entre les sommets lors du déroulement d’un algorithme. L’apparition d’une arête
peut être due au rapprochement de deux nœuds déjà présents dans le réseau ou à l’arrivée
d’un nouveau nœud à portée d’un autre. Symétriquement, la disparition d’une arête peut
être due à l’éloignement de deux nœuds ou à la disparition de l’un d’entre eux. L’expression
du dynamisme du graphe est réalisée au moyen des graphes évolutifs, dont le fonctionnement
a été introduit précédemment.
Graphe évolutif. Formellement, un graphe évolutif G est un triplet (G,SG,ST) où :
– G = (V,E) 8 est le graphe sous-jacent composé de tous les sommets et de toutes les
arêtes existant au moins une fois sur T, le domaine temporel (ensemble de toutes les
dates possibles) du graphe ;
– SG = G0, G1, . . ., avec Gi = (Vi, Ei) 9, est une séquence de sous-graphes statiques de
G correspondant chacun à la topologie du graphe sur l’intervalle de temps [ti, ti+1[ ;
– ST = t0, t1, . . . est une séquence de dates d’événements topologiques tels que ti+1
est la date à laquelle l’événement topologique correspondant transforme Gi en Gi+1.
Lorsque le système dispose d’une date de fin, celle-ci est notée tlast.
La fonction de présence ρ : E × T→ {0, 1}, introduite dans [28], exprime la présence ou
non d’une arête e dans le graphe G à un instant t. On a alors : ρ(e, ti) = 1⇔ e ∈ Ei.
Formalismes associés aux graphes évolutifs. Dans un graphe, un chemin est une
suite de sommets P = u0, u1, ..., un telle que ∀0 ≤ i < n, ui ∈ VG et {ui, ui+1} ∈ EG.
L’introduction du temps dans les graphes évolutifs entraîne la notion de trajet (J ) ou de
chemin temporel. Par exemple, figure 2.16 (p. 33), bien que le sommet en bas à gauche ne
puisse atteindre le sommet en haut à droite par un chemin à aucune des dates t1, t2 ou t3,
il existe deux trajets dans le graphe évolutif le lui permettant. Il est important de noter
que la réciproque n’est pas vraie (i.e. le sommet en haut a droite ne peut pas atteindre le
sommet en bas à gauche).
Plus formellement, il existe un trajet entre les sommets a et b si et seulement si il existe
un chemin P = u0, u1, ..., un dans le graphe sous-jacent et une suite croissante de dates de
traversées Pσ = σ0, σ1, ..., σn telle que ∀σi, ρ({ui, ui+1}, σi) = 1 et u0 = a et un = b.
Un trajet strict est un trajet dans lequel les dates de passage d’un sommet à l’autre se
trouvent toutes dans des périodes différentes.
On note J ∗ l’ensemble des trajets possibles dans le graphe et, J ∗(u,v) l’ensemble des
trajets possibles partant du sommet u au sommet v.
On noteDest(G, u) l’ensemble des destinations d’un sommet u dans un graphe évolutif G.
Le sommet v appartient à Dest(G, u) si et seulement s’il existe un trajet J(u,v) reliant u
à v. On note Dest(G) l’ensemble des destinations communes à l’ensemble des sommets du
graphe évolutif. Dans la littérature, cette notion est parfois appelée horizon.
On note départ(J ) la date σ0 de traversée de la première arête {u0, u1} du trajet J .
arrivée(J ) désigne la date σn de traversée de la dernière arête {un−1, un} du trajet J .
Règles de réaction à un événement topologique. Le système permet de réagir
rapidement à la survenue d’événements topologiques dans le graphe en proposant deux
8. Également noté G = (V (G), E(G)) ou G = (VG, EG).
9. Également noté Gi = (V (Gi), E(Gi)) ou Gi = (VGi , EGi).
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types de règles (apparition/disparition d’arête) appliquées avant les autres, de manière
prioritaire, afin de garder le graphe dans un état “sain” (fig. 2.17).
A A’off
(a) Disparition d’une arête
A B A’ B’(on) (on)
(b) Apparition d’une arête
Figure 2.17 – DAGRS : Exemples de réactions à des événements topologiques.
Note : Comme nous le verrons plus loin, certains algorithmes, bien que fonctionnant sur
des graphes évolutifs, n’ont pas besoin de réagir directement aux événements topologiques.
L’utilisation de ce type de règles n’est donc pas obligatoire.
2.3.2.2 Support pour l’analyse d’algorithmes
Étant donné un algorithme exprimé en DAGRS, on s’efforce de déterminer sous quelles
conditions Ci (déterminant une classe de graphes Fi) cet algorithme réalisera (1) à coup
sûr (condition suffisante), (2) dans certains cas (condition nécessaire) ou (3) pas du tout
(preuve d’impossibilité) l’objectif pour lequel il a été conçu.
Hypothèse de progression. Lorsque l’on souhaite définir une condition suffisante pour
un algorithme en DAGRS, on doit s’appuyer sur une hypothèse de progression. En effet, la
topologie du graphe définie par la condition ne garantit pas, à elle seule, que les sommets
pouvant interagir le feront effectivement. Comme indiqué précédemment, DAGRS nécessite
une durée de connexion suffisamment longue pour que le réétiquetage des deux sommets sur
lesquels une règle (type LC0) est appliquée puisse être effectué. L’hypothèse de progression 1
(celle formulée dans la thèse d’A. Casteigts [24]), qui est généralement utilisée, le garantit.
Hypothèse de progression 1. Pour toute date t de ST\{tlast}, la période [t, t+ 1[ est
"suffisamment longue" pour qu’une règle de réétiquetage au moins puisse être appliquée sur
chaque arête présente, si ses préconditions sont déjà rassemblées au début de la période.
Cette première hypothèse de progression pouvant être sujette à interprétations, nous
expliquons ici le comportement entendu par le concepteur de cette hypothèse. Elle implique
que pour chaque arête e, au moins une des règles éventuellement applicables en début de
période le sera si ses préconditions ne sont pas invalidées, entre temps, par l’application
d’une autre règle. Par exemple, si on considère un algorithme composé uniquement de
la règle R1 : sur un graphe G : en début de période, alors son
étiquetage à la fin de la période sera forcément .
Au contraire, en ne considérant plus R1 mais R′1 : sur le même graphe G, bien
qu’au début de la période, les deux arêtes du graphe soient susceptibles de voir s’appliquer
la règle R′1, son application sur une des deux empêchera son application sur l’autre.
L’hypothèse de progression 1 pouvant être ambiguë sur (1) le fait que les préconditions
d’une règle puissent être invalidées par l’application d’une autre règle et (2) le fait que,
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si ses préconditions ne sont pas invalidées, une règle présente au début de la période
sera nécessairement (l’emploi du mot “puisse” laisse planer le doute), nous proposons
l’hypothèse de progression 2 qui est simplement une reformulation de la première.
Hypothèse de progression 2. Pour toute date t de ST\{tlast}, la période [t, t+ 1[ est
"suffisamment longue" pour qu’au moins une règle de réétiquetage soit appliquée sur chaque
arête présente, si ses préconditions sont déjà rassemblées au début de la période et qu’elles
ne sont pas invalidées par l’application d’une autre règle.
Classes de graphes de communication. Les travaux précédents sur DAGRS ont
permis d’établir une première classification des graphes évolutifs en fonction de leurs
caractéristiques (celles-ci permettent également de répertorier les algorithmes les utilisant).
Celle-ci est itérativement augmentée par les travaux de recherches (parmi lesquels cette
thèse) se basant sur le modèle DAGRS 10.
C1 ∃u ∈ VG, ∀v ∈ VG\{u},∃J (u, v)
Il existe au moins un sommet pouvant joindre chaque autre sommet par un trajet.
C2 ∃u ∈ VG, ∀v ∈ VG\{u},∃Jst(u, v)
Il existe au moins un sommet pouvant joindre chaque autre sommet par un trajet
strict.
C3 ∀u, v ∈ VG,∃J (u, v)
Il existe au moins un trajet de chaque sommet vers chaque autre sommet.
C4 ∀u, v ∈ VG,∃Jst(u, v)
Il existe au moins un trajet strict de chaque sommet vers chaque autre sommet.
C5 ∃u ∈ VG, ∀v ∈ VG\{u}, (u, v) ∈ EG
Il existe au moins un ensemble dominant de cardinalité 1 dans le graphe sous-jacent.
C6 ∀u ∈ VG, ∀v ∈ VG\{u}, (u, v) ∈ EG
Le graphe sous-jacent est complet.
C7 ∃v ∈ VG, v ∈ Dest(G)
Il existe au moins un sommet qui est une destination commune à tous les sommets
du graphe.
Table 2.4 – Premières classes de graphes évolutifs introduites dans la thèse [24].
Ainsi, à chaque condition Cx des tables 2.4 et 2.5 (p. 36 et 38) correspond une classe de
graphes évolutifs Fx qui satisfont cette condition.
Lors des travaux de thèse d’Arnaud Casteigts, des relations d’inclusion ont également
été mises en évidence (sec. 4.5.3, p. 64 de son mémoire de thèse [24]) et sont résumées
figure 2.18 (p. 37). Ceci nous apprend, par exemple, qu’un graphe appartenant à la classe
F4 appartient également aux classes F1, F2, F3 et F7. De telles inclusions permettent de
réutiliser et de comparer les algorithmes prouvés dans une classe pour d’autres classes.
Ainsi, on peut déterminer parmi plusieurs algorithmes celui qui convient le mieux à nos
besoins selon un compromis entre les résultats qu’il offre (e.g. détection de terminaison) et
les restrictions qu’il impose (e.g. graphe complet / existence d’un sommet puits).
10. Il existe une initiative, menée au LaBRI par Arnaud Casteigts, visant à regrouper, et quand c’est
possible nommer, les différentes classes de graphes existantes.
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F1 : ∃u ∈ V,∀v ∈ V,∃J(u,v)
F2 : ∀u, v ∈ V,∃J(u,v)
F3 : ∃u ∈ V,∀v ∈ V,∃Jst(u,v)
F4 : ∀u, v ∈ V,Jst(u,v)
F5 : ∃u ∈ V,∀v ∈ V \{u}, (u, v) ∈ E
F6 : ∀u, v ∈ V, (u, v) ∈ E
F7 : ∃u ∈ V,∀v ∈ V,∃J(v,u)
F6 F4
F5
F2
F3
F7
F1
F8 (Fig. 2.19)
Figure 2.18 – Schéma d’inclusion des premières classes de graphes évolutifs (figure
originale issue de [28]). Par exemple, la classe F6 est incluse dans (plus restrictive que) les
classes F1 et F7.
F8 F2F9
F10
F17
F11F12
F13F14F15F16
Figure 2.19 – Schéma d’inclusion des classes de graphes supplémentaires (figure originale
issue de [28]). Par exemple, la classe F16 est incluse dans (plus restrictive que) la classe F2.
D’autres travaux [28, 30], postérieurs à [24], ont permis d’ajouter d’autres classes de
graphe (tab. 2.5, p. 38) et d’autres inclusions (fig.2.19). De nouvelles classes sont également
introduites dans ce manuscrit.
Des exemples d’analyse plus détaillés de certains des algorithmes traités sont donnés
en section 2.3.5 (p. 42).
2.3.3 Discussion sur le contrôle de la mobilité
La dynamicité introduite ici peut être due à la mise en service ou à l’extinction des
capacités de communication des nœuds du réseau mais aussi, et surtout, à leur mobilité.
Les travaux utilisant DAGRS menés jusqu’ici l’ont été sur des réseaux dans lesquels on
ne contrôle pas la mobilité des nœuds (mobilité passive ou ZMC) et donc pas la création ni
la disparition de connexions entre les nœuds du réseau. Un bon exemple de cas réel est un
réseau de terminaux mobiles portés par des utilisateurs : lorsqu’on conçoit un algorithme
sur un tel réseau, on ne peut bien sûr supposer aucun contrôle sur la mobilité des nœuds.
Il est cependant clair que l’hypothèse de synchronisation lors des réétiquetages reste
pertinente dans certains cas (qui ne sont pas l’objet des travaux ciblés ici) où le contrôle
de mobilité a du sens. Des recherches associant DAGRS au Full Mobility Control font
partie des perspectives ouvertes par cette thèse. Intuitivement, DAGRS en FMC devrait
permettre de garantir des propriétés plus “fortes” que ne le permet ADAGRS en FMC
(chap. 5, p. 109).
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C8 ∀u, v ∈ V,∃J1 ∈ J ∗(u,v),∃J2 ∈ J ∗(v,u), arrivée(J1) ≤ depart(J2)
round connectivity : Chaque nœud peut atteindre tous les autres, et être atteint en
retour.
C9 ∀u, v ∈ V,∀t ∈ T , ∃J ∈ J ∗(u,v), depart(J ) > t.
reccurrent connectivity : À tout moment, on a la garantie qu’il existera dans le futur
un trajet entre chaque paire de sommets.
C10 ∀e ∈ EG, ∀t ∈ T , ∃t′ > t, ρ(e, t′) = 1 et G est connexe.
reccurrence of edges : Le graphe est connexe et si une arête apparaît une fois, on a
la garantie qu’elle réapparaîtra infiniment souvent dans le futur.
C11 ∀e ∈ EG, ∀t ∈ T , ∃t′ ∈ [t, t+ ∆[, ρ(e, t′) = 1, ∆ ∈ T et G est connexe.
time-bounded reccurrence of edges : Le graphe est connexe et si une arête apparaît
une fois, on a la garantie qu’elle réapparaîtra à chaque fois dans un délai borné et
infiniment souvent dans le futur.
C12 ∀e ∈ EG, ∀t ∈ T , ∀k ∈ N, ρ(e, t) = ρ(e, t+ kp), p ∈ T et G est connexe.
periodicity of edges : Le graphe sous-jacent est connexe et chaque arête réapparaît à
intervalles réguliers.
C13 ∀u, v ∈ V,∀i ∈ N,∃j ∈ N, j ≥ i, il existe un chemin de u à v dans Gj .
eventual instant-routability : À chaque instant, on a la garantie que pour toute paire
de nœuds, il existera dans le futur un chemin (durant la période donnée) entre ces
deux nœuds.
C14 ∀i ∈ N,∃j ∈ N, j ≥ i, Gj est connexe.
eventual instant-connectivity : À chaque instant, on a la garantie qu’il existera un
instant dans le futur où le graphe est (statiquement) connexe.
C15 ∀Gi ∈ SG, Gi est connexe.
perpetual instant-connectivity : À chaque instant, le graphe est connexe.
C16 ∀i ∈ N, T ∈ N,∃G′ ⊆ G : VG′ = VG, G′ est connexe, et ∀j ∈ [i, i+ T − 1[, G′ ⊆ Gj .
T-Interval-connectivity : Toute séquence de T événements topologiques comporte au
moins un sous-graphe couvrant identique.
C17 Le graphe sous-jacent G=(V,E) est complet, et ∀e ∈ E,∀t ∈ T ,∃t′ > t, ρ(e, t′)=1.
complete graph of interaction (population protocols) : À chaque instant, on sait qu’il
existera dans le futur une arête entre chaque paire de sommets. Ces graphes sont à la
base des modèles de communications utilisés pour les protocoles de populations [9].
Table 2.5 – Classes de graphes évolutifs supplémentaires [30].
2.3.4 Exemples d’algorithmes décrits à l’aide de ce modèle
Dans cette section, nous présentons l’adaptation aux graphes évolutifs des algorithmes
présentés précédemment (sec. 2.2.3, p. 27) en utilisant le modèle DAGRS. L’analyse
de conditions nécessaires et/ou suffisantes à la terminaison de ces algorithmes et à son
éventuelle détection par les sommets est discutée section 2.3.5 (p.42).
2.3.4.1 Diffusion d’information
La diffusion d’information en DAGRS (fig. 2.20, p. 39) est exprimée de la même
manière qu’en GRS. On note la présence d’une règle relative à la suppression de connexion
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(fig. 2.20b) qui, pour cet exemple, n’est pas très significative car l’étiquetage du sommet
concerné n’est pas modifié. Elle pourrait donc être omise.
À l’initialisation, tous les sommets sont étiquetés 0 (pas d’information) sauf un qui est
étiqueté I (possède l’information, i.e. il est informé).
I 0 I I
(a) Diffusion de l’information
Any Anyoff
(b) Disparition d’une arête
Figure 2.20 – DAGRS : Diffusion d’information.
2.3.4.2 Création et maintien d’une forêt couvrante
Le contexte dynamique étudié en utilisant DAGRS transforme l’algorithme de création
d’un arbre couvrant en un algorithme de création et de maintien d’une forêt couvrante [29]
(fig. 2.21, p. 40). En effet, il peut exister plusieurs composantes connexes dans le graphe
évolutif et il est évidemment impossible de construire un arbre “à cheval” sur ces compo-
santes connexes. C’est pourquoi on cherche à construire un arbre couvrant par composante
connexe, formant ainsi une forêt sur le graphe.
Contrairement à l’algorithme présenté figure 2.8 (p. 28), cet algorithme fonctionne en
fusionnant des arbres (préexistants) plutôt qu’en construisant un seul arbre par ajouts
des sommets jusque là “vierges”. La racine de chaque arbre est alors assimilée à un jeton
(étiquette J), qui se déplace à l’intérieur de l’arbre (la racine de l’arbre n’est donc pas fixe),
dont l’objectif est de favoriser la fusion des arbres présents dans une composante connexe.
Les règles 2.21a et 2.21b ont été ajoutées pour gérer la coupure d’une liaison au sein
d’un arbre :
– côté fils : la règle 2.21a sert à transformer un sommet qui a perdu le lien menant à
sa racine en racine de son arbre (le sous-arbre restant de l’ancien arbre) ;
– côté père : la règle 2.21b sert à "nettoyer" l’étiquette correspondant à l’arête disparue.
L’étiquette du sommet n’est pas modifiée.
La figure 2.22 (p. 40) donne un exemple du maintien d’une forêt couvrante sur un
graphe. Comme on peut le voir figure 2.22a, l’initialisation est uniforme (chaque sommet est
racine de son propre arbre : J). Par fusions successives (fig. 2.22b et 2.22c) faites au moyen
de la règle présentée figure 2.21c, chaque composante connexe tend à n’être composée
que d’un seul arbre. En cas de coupure d’un lien de communication au sein de l’arbre, les
sommets de l’ancien arbre restent dans un “arbre bien formé”, après la création d’une
nouvelle racine (fig. 2.22d) au moyen de la règle de réaction 2.21a. Après un nombre (a
priori non borné) de déplacements des racines (assimilées à des jetons) au moyen de la
règle présentée figure 2.21d, si les deux racines se trouvent en vis-à-vis l’une de l’autre
(fig. 2.22e), celles-ci peuvent fusionner et ainsi permettre au système de converger vers un
unique arbre couvrant par composante connexe (fig. 2.22f).
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N
1
Joff
(a) Génération d’une nouvelle racine
Any
2
Anyoff
(b) Disparition d’une arête quelconque
J
0
J
0
J
2
N
1
(c) Fusion de deux arbres
J
2
N
1
N
1
J
2
(d) Circulation de la racine (jeton)
Figure 2.21 – DAGRS : Création/Maintien d’une forêt couvrante.
(a) État initial du graphe (b) État possible du graphe après
plusieurs pas de calcul
(c) État du graphe après fusion
des deux racines restantes
(d) État possible du graphe après
réaction à la disparition d’une
arête de l’arbre
(e) État possible du graphe après
plusieurs pas de calcul
(f) État du graphe après fusion des
deux racines
Figure 2.22 – Exemple de déroulement de l’algorithme de maintien d’une forêt couvrante.
Les sommets racines sont notés en rouge, les sommets quelconques de l’arbre sont notés en
bleu et les arêtes de l’arbre sont notées par des flèches bleues épaisses orientées en
direction de la racine.
2.3.4.3 Comptage des sommets d’un graphe (adapté aux graphes évolutifs)
Le comptage du nombre de sommets présents dans un graphe évolutif quelconque
devient le calcul d’une borne inférieure du nombre total de sommets présents dans le graphe
au cours du temps. En effet, l’ordonnancement de l’application des règles de réétiquetage
et la présence potentielle dans le graphe de plusieurs composantes connexes dynamiques
2.3. Modèle Dynamicity Aware Graph Relabeling System (DAGRS) 41
qui ne se rejoignent jamais nous empêchent, sauf hypothèses adéquates, d’avoir les mêmes
résultats qu’en GRS.
On pourrait néanmoins essayer de compter le nombre de sommets présents, à chaque instant,
dans chaque composante connexe. Cependant, avec la méthode précédemment utilisée, un
sommet déjà compté dans une première composante connexe pourrait en changer et ne
pas être pris en compte dans sa nouvelle composante. Une solution intéressante, pour un
réseau avec une faible mobilité, serait de créer un arbre par composante connexe. Chaque
racine d’arbre pourrait alors périodiquement estimer le nombre de sommets présents dans
son arborescence.
De plus, contrairement à ce qui est possible sur un graphe statique connexe suivant les
modes de synchronisation choisis, il est difficile de détecter la terminaison d’un algorithme
de type comptage sans faire certaines hypothèses (e.g. contraintes sur la topologie du
graphe de communications).
Avec un seul compteur. L’algorithme de comptage présenté figure 2.23 , issu de [24]
(Section 2.4.3, p. 28 de la thèse d’A. Casteigts), fonctionne avec une initialisation non
uniforme :
– un sommet (le compteur) est étiqueté (C,1) ;
– les autres sommets sont étiquetés (N).
À chaque fois que le compteur entre en contact direct avec un sommet qu’il n’a pas encore
compté (N), il le prend en compte (i+1) et le marque comme compté (F).
Cet algorithme relativement simple n’inclut pas de mécanisme de détection de la
terminaison globale. Seuls les sommets comptés savent qu’ils ne changeront plus. De plus,
seul le compteur a connaissance du nombre de sommets comptés.
C,i N C,i+1 F
Figure 2.23 – DAGRS : Calcul d’une borne inférieure du nombre total de sommets avec
un seul compteur.
Avec n compteurs. L’algorithme de comptage présenté figure 2.24, issu de [24] (Sec-
tion 2.4.4, p. 30), est une évolution du précédent. Tous les sommets sont considérés
comme compteurs. Ils sont donc uniformément étiquetés (C,1). Lorsque deux compteurs se
rencontrent, l’un “absorbe” l’autre qui est alors considéré comme compté (F).
C,n C,m F C,n+m
Figure 2.24 – DAGRS : Borne inférieure du nombre total de sommets avec n compteurs.
Avec n compteurs circulants. La fusion des compteurs dans l’algorithme précédent
se faisant aléatoirement (on ne sait pas lequel sera compteur après application de la règle).
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Il peut arriver qu’il reste plusieurs compteurs mais que ceux-ci ne soient pas capables de
fusionner car non directement reliés par une arête dans le futur (fig. 2.25).
(a) État initial du graphe (b) État final. Plus aucun réétiquetage
n’est possible et il reste deux sommets
compteurs dans le graphe.
Figure 2.25 – Exemple d’instance de l’algorithme de comptage avec compteurs “statiques”
(fig. 2.24) pouvant bloquer. Le graphe évolutif sous-jacent est ici assimilé à un graphe
statique. Les sommets compteurs sont notés en rouge, les sommets comptés sont notés en
bleu.
Afin de permettre de débloquer de telles situations, nous ajoutons la règle de circulation
des compteurs (fig. 2.26). Celle-ci vise à tenter de rapprocher les compteurs restant afin
qu’ils fusionnent.
C,n F F C,n
(a) Circulation du jeton de comptage
Figure 2.26 – DAGRS : Borne inférieure du nombre total de sommets avec n compteurs
circulants.
2.3.5 Analyse d’algorithmes décrits à l’aide de ce modèle
Dans cette section, nous rappelons des résultats existant sur les conditions nécessaires
et/ou suffisantes sur les algorithmes de diffusion et de comptage, et proposons, à l’occasion
de l’analyse de l’algorithme de comptage, une nouvelle hypothèse de progression ainsi que
de nouvelles classes de graphes.
2.3.5.1 Diffusion d’information
L’algorithme de diffusion d’information présenté section 2.3.4.1 (p. 38) a pour but de
propager une information au sein du réseau à partir d’un nœud émetteur. Son analyse
peut être trouvée dans [24] en section 4.4.1 (p. 56). Sa définition, proche de celle que nous
donnons, ainsi que celles de plusieurs variantes y sont également disponibles à partir de la
section 2.4.1 (p. 27).
Pour que le but fixé soit atteint (au moins un nœud peut diffuser une information à
tout le réseau), il faut que le graphe considéré satisfasse la condition (nécessaire) C1 de la
classification proposée dans [24], à savoir :
C1 = ∃u ∈ VG | ∀v ∈ VG \ {u}, ∃J (u, v)
Il existe un trajet entre le sommet u et chacun des sommets du graphe.
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La condition C2, quant à elle, est suffisante si le sommet u est l’émetteur :
C2 = ∃u ∈ VG | ∀v ∈ VG \ {u},∃Jstrict(u, v)
Il existe un trajet strict entre le sommet u et chacun des sommets du graphe.
En effet, étant donné qu’il n’existe qu’une règle applicable, et que les trajets considérés
sont stricts (chaque saut du trajet est présent durant des périodes différentes des autres
sauts), l’hypothèse de progression nous assure que l’information sera diffusée à l’ensemble
des nœuds du réseau.
2.3.5.2 Comptage des sommets d’un graphe (adapté aux graphes évolutifs)
Les algorithmes de comptages présentés section 2.3.4.3 (p. 40) ont pour but de donner
une borne inférieure du nombre de sommets dans le graphe. Nous verrons que dans certains
cas, cette borne inférieure est exacte et le système n’évoluera plus, mais les sommets n’ont
aucun moyen de détecter la terminaison de l’algorithme (ITD).
Avec un seul compteur. Pour que la règle de comptage (fig. 2.23, p. 41) permette
d’étiqueter tous les nœuds du graphe, il est nécessaire qu’une arête soit présente entre le
nœud compteur et chacun des sommets à compter. On en déduit [24] que C5 est nécessaire,
si le sommet u est le compteur :
C5 = ∃u ∈ VG, ∀v ∈ VG\{u}, (u, v) ∈ EG
Il existe au moins un ensemble dominant de cardinalité 1 dans le graphe sous-jacent.
En effet, l’hypothèse de progression faite en DAGRS et le fait que l’étiquetage du
compteur ne varie pas (i.e. le compteur reste compteur) permettent de garantir que, si
une arête est présente entre le compteur u et un nœud non compté, ce dernier sera pris en
compte. La condition C5 est donc aussi une condition suffisante.
Avec n compteurs. Dans cette variante du comptage, chaque sommet fait initialement
office de compteur. Cette initialisation étant uniforme, on ne sait pas a priori quel sommet
sera le compteur final v. Néanmoins, on en déduit [24] que la condition C7 est nécessaire :
C7 = ∃v ∈ VG | v ∈ Dest(G)
Il existe au moins un sommet qui est une destination commune à tous les sommets du graphe.
Le problème consistant à trouver une condition suffisante pour cet algorithme était
resté ouvert dans la thèse d’A. Casteigts. Dans [77], la condition C6 (le graphe sous-jacent
est complet) est formellement prouvée comme suffisante pour cet algorithme en utilisant
l’hypothèse de progression 2. Ce résultat est intéressant car un grand nombre de graphes
évolutifs satisfont cette condition. On peut néanmoins lui reprocher de “surexploiter”
l’hypothèse de progression. En effet, l’utilisation conjointe de l’hypothèse de progression 2
et de la condition C6 permettent, bien que cela ne soit pas toujours réaliste, d’assurer le
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comptage dans le cas particulier où un sommet est adjacent à tous les autres à t0 et où il
est retiré de la composante connexe à t1, et ce jusqu’à la fin de l’exécution 11. Dans le cas
où il reste compteur après chacun de ses réétiquetage, l’hypothèse de progression 3 l’oblige
à compter l’ensemble des autres sommets (jusqu’à n− 1 réétiquetages) avant l’événement
topologique suivant.
Le grand nombre de réétiquetages permis dans ce cas là n’étant pas réaliste dans des
cas de forte mobilité, nous proposons l’hypothèse de progression 3 qui est plus adaptée à
des contextes dans lesquels le temps disponible pour des réétiquetages est plus court.
Hypothèse de progression 3. Pour toute date t de ST\{tlast}, la période [t, t+ 1[ est
"suffisamment longue" pour qu’au moins une règle de réétiquetage soit appliquée sur chaque
arête présente, si ses préconditions sont déjà rassemblées au début de la période et qu’elles
ne sont pas invalidées par l’application d’une autre règle, et si les noeuds impliqués n’ont
pas déjà appliqué plus de k réétiquetages (pour k constant).
La constante k constitue alors un nouveau critère permettant d’aider au choix d’un
algorithme par rapport à un autre dans des conditions données.
Nous introduisons maintenant la condition CClosed-Council 12 plus restrictive que C6. Les
graphes de communication correspondants (fig. 2.27) peuvent être ceux dans lesquels un
individu a un premier contact direct avec les personnes déjà présentes en entrant dans
une salle de réunion (ou dans un amphithéâtre, une pièce où ont lieu des délibérations,
un conclave, une salle de mise en quarantaine, etc). Chaque sommet est ajouté, à une
date qui lui est propre à un ensemble de sommets (qui ne forment pas nécessairement une
composante connexe), ensemble auquel il appartiendra désormais. À partir de cette date,
le sommet n’a plus aucune connexion avec un sommet qui n’appartient pas à cet ensemble.
Au moment de son entrée dans l’ensemble et pendant une période qui lui est également
propre, ce sommet est connecté directement à tous les sommets de l’ensemble (e.g. il lui
est possible de communiquer, au moins visuellement, avec toutes les personnes présentes
dans un amphithéâtre lorsqu’il y entre, mais plus forcément lorsqu’il s’est assis).
Us4
v4
Figure 2.27 – Illustration de la condition CClosed-Council : une fois qu’un sommet a été
ajouté à Usi , il n’a plus de contact avec les sommets externes. Les sommets de Usi peuvent
potentiellement communiquer entre eux. Selon la chronologie présentée fig. 2.28, l’ajout de
v4 à Us4 se fait au temps t6 (s4 = t6).
11. Le cas mentionné peut correspondre à des voitures au départ d’une course. Une voiture est immédia-
tement distancée par les autres, et ne les rattrape jamais.
12. La condition CPonctually-Closed-Council décrite plus loin est moins restrictive mais moins intuitive. Elle
est discutée dans l’Annexe A.2 (p. 205).
2.3. Modèle Dynamicity Aware Graph Relabeling System (DAGRS) 45
t0 t1 t2 t3 t4 t5 t6 t7 t8
s1 s2 s3 s4
Figure 2.28 – Exemple de chronologie des événements topologiques (dates ti) pour un
graphe évolutif G. Les dates si, correspondant à l’ajout d’un sommet à Usi , sont chacune
liées à un événement topologique différent.
Soit G = (G,SG,ST) le graphe évolutif considéré. Nous notons predG(σ) la fonc-
tion qui, à toute date, associe la date de l’événement topologique précédent dans le
graphe G : predG(σ) = max(ti ∈ ST|ti < σ). De la même façon, nous notons succG(σ) la
fonction qui, à toute date, associe la date de l’événement topologique suivant dans G :
succG(σ) = min(ti ∈ ST|ti > σ). Dans la suite, n représente le nombre de sommets dans le
graphe évolutif.
CClosed-Council = ∃s1, s2, . . . sn ∈ ST,∀j ∈ [2, n], sj−1 < sj ,
∃v1, v2, . . . vn ∈ V,∀j,∀k, j 6= k, vk 6= vj ,
Us1 = {v1} ∧ ∀i ∈ [2, n],
(Usi = UpredG(si) ∪ {vi} ∧ (∀v ∈ UpredG(si), (vi, v) ∈ Esi)
∧(∀v ∈ Usi ,∀v′ 6∈ Usi , (v, v′) 6∈ E[si,si+1[)
Proposition 2.1. La condition CClosed-Council est suffisante et est compatible avec l’hy-
pothèse de progression 3, avec k = 1. Autrement dit, si on peut mettre en évidence une
structure interdisant toute communication sortante dans laquelle, lorsqu’un sommet est
ajouté, il est connecté (au moins pendant la durée de la période) à tous les sommets déjà
présents dans la structure, et si tous les sommets y sont ajoutés un à un à des périodes
différentes, alors tous les sommets seront comptés même si l’on ne suppose qu’un nombre
constant de réétiquetages (ici, 1) par nœud et par période.
Lemme 2.1.1. Il y a exactement 1 compteur dans Ux à la fin de la période correspondante.
Preuve 2.1.1. Par récurrence :
La propriété est vraie pour Us1.
Supposons la propriété vraie avant l’événement topologique ayant lieu à la date si.
Usi = UpredG(si) ∪ {vi} ; il existe deux cas :
– vi a déjà été compté (à l’extérieur de Usi) ⇒ la propriété reste vraie à la fin de la
période [si, succG(si)[.
– vi est un compteur (il n’a pas déjà été compté). Par construction, il existe une arête
entre vi et le compteur vc déjà présent dans Usi. Par ailleurs, vc étant unique (par
récurrence) et Usi étant fermé, vi et vc ne peuvent interagir avec aucun autre sommet.
Par hypothèse de progression 3, la règle de comptage (fusion) est donc appliquée et la
propriété est restaurée avant la fin de la période [si, succG(si)[.
Lemme 2.1.2. La somme des valeurs des compteurs présents dans le graphe est constante
tout au long de l’exécution.
Preuve 2.1.2. Les sommets ne pouvant disparaître, les seules modifications des valeurs des
compteurs ne peuvent venir que de l’application de la seule règle de réétiquetage (fig. 2.24,
46 Chapitre 2. Calculs locaux et modèles associés
p. 41). Or, avant l’application de la règle la somme des valeurs des compteurs sur le
sous-graphe considéré est de n+m ; après application, cette valeur reste n+m. Il s’agit
donc d’un invariant.
Preuve 2.1. Par construction, Usn = VG et selon le lemme 2.1.1, il y a exactement un
compteur dans V à la fin de la période, tous les sommets sont donc comptés. D’après le
lemme 2.1.2, l’étiquette du dernier compteur correspond au nombre de sommets présents
dans le graphe.
Remarque 1. On a supposé ici que les nœuds présents le restent jusqu’à la fin de l’exécu-
tion. Dans le cas où l’on considère que les nœuds peuvent disparaître à tout moment, la
condition CCC reste suffisante pour la terminaison ITD de l’algorithme. Néanmoins, on
ne garantit plus qu’il restera un compteur et que son éventuelle valeur correspondra au
nombre de sommets initialement présents. On compte alors en fait une borne inférieure
sur le nombre total de nœuds dans le graphe évolutif.
Puisque la condition CClosed-Council présentée est une condition suffisante sous l’hypo-
thèse de progression 3 avec k = 1, la classe de graphes correspondante est adaptée à des
cas où le temps disponible pour faire des réétiquetages est court.
La classe CClosed-Council fait partie d’une “famille” de classe de graphes que nous avons
mise en évidence lors de ces travaux. Elle est composée de deux autres classes qui sont plus
amplement étudiées dans l’Annexe A (p. 203) :
– la condition COpen-Council : cette condition autorise qu’un sommet de U communique
avec (et soit donc potentiellement compté par) les sommets à l’extérieur de U . Étant
plus restrictive que C6 et n’étant pas compatible avec l’hypothèse de progression 3,
cette condition est donc moins intéressante que C6. Elle requiert néanmoins que
seulement deux nœuds participent à un nombre non borné de réétiquetages dans
chaque période (contre potentiellement tous les nœuds pour C6). Il s’agit de la plus
permissive des classes de cette famille de classes de graphes (fig. 2.29).
– la condition CPonctually-Closed-Council est moins restrictive que CClosed-Council car elle
autorise qu’un sommet de U communique avec (et soit donc potentiellement compté
par) les sommets à l’extérieur de Usi dans les périodes ne correspondant pas aux
intervalles [si; si+1[. Cette classe est compatible avec l’hypothèse de progression 3,
avec k = 1.
F6 F4
F5
F2
F3
F7
F1
FOCFPCCFCC
F8 (Fig. 2.19)
Figure 2.29 – Ajout des classes FOpen-Council, FPonctually-Closed-Council et FClosed-Council
au premier schéma d’inclusion
La figure 2.29 intègre ces observations au premier schéma d’inclusion de classes.
2.4. Conclusion 47
Avec n compteurs circulants. C7 est nécessaire :
C7 = ∃v ∈ VG | v ∈ Dest(G)
Il existe au moins un sommet qui est une destination commune à tous les sommets du graphe.
Avec la circulation de compteur (fig. 2.26, p. 42), pour un même graphe, on ne fait que
“débloquer” des instances “bloquées” de la version sans circulation de compteur.
Il est important de noter, qu’avec cette règle de circulation, on perd les conditions suffisantes
précédentes (famille de classes de graphes Council). En effet, lors d’une période pendant
laquelle la règle de comptage (fusion) pourrait être appliquée entre deux sommets, il se peut
que l’un ou l’autre choisisse un de ses autres voisins pour appliquer la règle de circulation
du jeton. Nous conjecturons qu’il n’est pas possible de garantir le succès d’un tel algorithme
de manière purement topologique, en ne considérant que les hypothèses de progression 2
ou 3.
Conjecture 1. Il est impossible de fournir, avec l’hypothèse de progression 2, une condition
purement topologique suffisante à la réussite de l’algorithme de comptage avec circulation
des jetons (décrit par les figures 2.24 et 2.26 pages 41 et 42).
En faisant une hypothèse d’équité, du même type que celle faite dans la version GRS
(sec. 2.2.3.3, p. 28), la condition C10 (le graphe sous-jacent est connexe et chaque arête
réapparaît infiniment souvent) deviendrait suffisante, du moins si l’on suppose un nombre
fini de sommets (ce que nous avons implicitement fait dans la majorité de ces travaux).
Cette solution implique néanmoins un résultat non borné en temps.
Pour rester dans un cadre déterministe, il serait aussi possible d’ajouter une priorité sur
l’application des règles (e.g. impossibilité d’appliquer la règle de circulation des jetons si la
règle de fusion est applicable) pour pouvoir fournir une condition suffisante. Il nous semble
alors que la condition CPonctually-Closed-Council associée à l’hypothèse de progression 3 puisse
être suffisante.
2.4 Conclusion
Dans ce chapitre, nous avons présenté les calculs locaux, les différents modèles de
synchronisation et les réétiquetages de graphe. Les réétiquetages classiques (GRS) ont été
décrits ainsi que les trois exemples qui serviront de fil rouge dans ce manuscrit.
Nous avons ensuite présenté DAGRS qui, contrairement à GRS, travaille sur des graphes
dynamiques et permet d’exprimer des réactions aux apparitions et disparitions d’arêtes
dans le graphe de communication. Les trois algorithmes illustratifs ont été repris et adaptés
en différentes versions. À l’occasion de l’analyse de ces algorithmes, nous avons proposé
une nouvelle hypothèse de progression, plus adaptée à des contextes dynamiques que la
précédente, ainsi que de nouvelles classes de graphes sur la topologie du graphe évolutif
qui viennent s’ajouter à l’ensemble des conditions mises en évidence dans les travaux
antérieurs.
48 Chapitre 2. Calculs locaux et modèles associés
Deuxième partie
Contribution : Réalisation de
missions collaboratives, avec
contrôle de la mobilité et
utilisation de communications
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Modèle pour la communication
asynchrone dans les calculs
locaux : Asynchronous DAGRS
(ADAGRS)
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Asynchronous Dynamicity Aware Graph Relabeling System (ADAGRS) est une version
asynchrone de DAGRS qui élimine l’hypothèse de synchronisation qui, dans le modèle
initial, permet qu’une règle de réétiquetage modifie simultanément deux sommets. En effet,
dans le contexte visé, on ne peut pas garantir que suffisamment de messages auront le temps
d’être échangés entre les nœuds concernés pour permettre la synchronisation nécessaire au
réétiquetage de ces deux sommets. Comme nous le verrons section 3.3 (p. 55), l’approche
employée peut, par certains aspects, être assimilée à du DAGRS sur LC0 cellulaire : un
sommet modifie son état en fonction des données qu’il reçoit de ses voisins.
Le modèle ADAGRS intègre également un système d’événements (sec. 3.4, p. 57).
Celui-ci comporte une partie code (dédiée à l’application) qui, en modifiant l’étiquetage du
graphe, permet aux règles ADAGRS de réagir à des événements extérieurs.
Dans les évolutions du modèle (sec. 3.5, p. 58), affaiblissant certaines hypothèses afin
d’être plus en adéquation avec la réalité d’une flotte de drones, chaque nœud est amené à
raisonner :
– sur une estimation (plus ou moins juste en fonction des hypothèses faites) de la
situation de chacun de ses voisins supposés ;
– sur une estimation de la situation globale.
Lors de ces affaiblissements d’hypothèses, nous nous rapprochons du message passing en
ajoutant un tampon de messages à chaque lien de communications potentielles (sec. 3.5.1,
p. 59).
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Nous adaptons ensuite les trois algorithmes (sec. 3.6, p. 67) étudiés précédemment aux
hypothèses faites sur la mobilité des nœuds et sur les communications considérées avant
d’analyser leurs comportements (sec. 3.7, p. 79).
3.1 Domaine d’application du modèle
L’objet de ADAGRS est de permettre la modélisation d’algorithmes ayant vocation
à fonctionner avec des communications asymétriques (e.g. les puissances d’émission des
nœuds du réseau sont différentes, l’environnement bloque une partie des émissions, certains
nœuds doivent rester muets pour ne pas être repérés) et dans des cas de forte mobilité
(sec. 1.1.2, p. 11), incluant des cas où l’on ne dispose que de très courtes périodes durant
lesquelles les communications souvent unidirectionnelles entre les nœuds du réseau sont
possibles.
Parmi les scénarios rendus possibles, nous donnons les exemples suivants :
– À l’approche d’une situation de crise, un drone (ayant une portée radio relativement
grande) est chargé de transmettre un message d’alerte à une population (ayant une
portée radio limitée, voire nulle). Ce scénario n’est pas exprimable avec DAGRS alors
qu’il est aisé de l’exprimer avec ADAGRS et de construire une condition nécessaire
afin de garantir que le drone informe la totalité de la population.
– Un nœud “puits” statique, disposant d’une portée radio limitée, est chargé de
centraliser des relevés effectués par des drones à voilure fixe (se déplaçant à grande
vitesse), disposant chacun d’une grande portée radio. Chacun d’entre eux est contraint
à n’effectuer qu’un seul survol du nœud puits. La synchronisation nécessaire en
DAGRS impose que la récupération des données ne peut être faite que lorsque le
drone est à portée radio du nœud puits, i.e. pendant le court instant où il le survole.
Si plusieurs drones passent simultanément au dessus du nœud puits, celui-ci ne sera
pas capable de se synchroniser avec chacun d’entre eux. En revanche, l’approche
supportée par ADAGRS permet de bénéficier d’un plus grand intervalle de temps
pendant lequel la transmission des informations est possible car l’émetteur n’a pas
besoin de se synchroniser avec le récepteur.
Dans les conditions considérées ici, les échanges se limitent à de l’envoi de message (avec
ou sans destinataire adressé) sans attente d’acquittement. Le modèle ADAGRS permet
d’exprimer des algorithmes pouvant fonctionner dans des cas où la mobilité des nœuds est
plus grande et plus fréquente que ne le permet DAGRS. On pourra penser à des réseaux
de type VANet (réseaux de véhicules - généralement des voitures) ou de type UAVNet
(réseaux de drones).
L’aspect asynchrone des communications et la forte mobilité entraînent le fait que
l’image que se fait un nœud d’une communication possible avec un de ses voisins (et a fortiori
de tout son voisinage) change souvent et n’est pas toujours juste. Le modèle ADAGRS
permet d’exprimer ces estimations de voisinage (gérées par un système sous-jacent) et de
réagir à leurs variations.
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3.2 Communications asynchrones : voisinage et lien de com-
munications potentielles
Les communications considérées ici sont asynchrones. On appelle ensemble des nœuds
atteignables par a (ou voisins de a) l’ensemble des nœuds susceptibles de recevoir un
message envoyé par a à un instant t (fig. 3.30a). Cette caractéristique est la résultante de
différents facteurs tels que la portée radio, la position des nœuds, leur vitesse de déplace-
ment, etc. On dit qu’il existe un lien de communications potentielles (symbolisé par un arc)
entre a et b lorsque b est voisin de a (i.e. b est susceptible de recevoir un message émis par a).
a
b0
b1
b2
b3
b4
b5
(a) Voisinage ADAGRS de a au temps t :
N−t (a). Les nœuds b0, b1, b2 et b5 sont des
voisins de a, car ils sont susceptibles de
recevoir un message envoyé par a. b3 et b4
ne le sont pas, car ils ne peuvent pas
recevoir un message de a envoyé au temps t.
a
b0
b1
b2
b3
b4
b5
(b) Nœuds dont a est voisin au temps t :
N+t (a). a est voisin de b0, b1 et b2 car il est
susceptible de recevoir les messages envoyés
par chacun d’entre eux au temps t.
Figure 3.30 – Liens de communications potentielles et relation de voisinage asymétrique
en ADAGRS.
Cette relation de voisinage n’est pas symétrique, comme le rappellent sa notation
(la→bt ) et sa représentation. En effet, deux nœuds n’ont pas forcément la même puissance
d’émission et ne subissent pas les mêmes perturbations de leur environnement : un nœud b
peut donc être à portée d’émission de a sans que a soit à portée d’émission de b. Ainsi,
dans l’exemple donné figure 3.30 , le nœud a peut potentiellement joindre le nœud b5
(fig. 3.30a) alors que celui-ci est dans l’incapacité de joindre a (fig. 3.30b). La figure 3.31
(p. 55) présente un exemple de l’état possible des liens de communications potentielles
entre deux nœuds mobiles.
Il en découle que les graphes de communications que nous considérons ne sont plus
des graphes non-orientés mais des graphes orientés (appelés également graphes dirigés ou
encore digraphs). Un graphe orienté G = (V,A) (parfois noté G = (V,E)) est la donnée
d’un ensemble de sommets V et d’un ensemble d’arc A où ∀a = (x, y) ∈ A tel que x ∈ V
est la source de l’arc a et y ∈ V est la destination de l’arc. Le passage d’un graphe orienté
à un graphe orienté évolutif se fait de la même façon que pour les graphes non-orientés
(sec. 2.3.2, p. 33).
3.3. Le modèle ADAGRS 55
a b
(a) a et b sont voisins l’un de l’autre.
a b
(b) Seul b est voisin de a.
a b
(c) a et b ne sont plus voisins du tout.
Figure 3.31 – Relation de voisinage ADAGRS. Chaque contour correspond à la zone de
couverture du nœud associé. Le nœud b se déplace vers la droite. En (a), chacun des deux
nœuds peut recevoir les messages émis par l’autre. En (b), après un premier déplacement,
seul b est susceptible de recevoir un message de a. En (c), après un autre déplacement, il
n’y a plus de lien de communication potentielle entre a et b.
3.3 Le modèle ADAGRS
Afin de permettre des interactions asynchrones, nous proposons un type de synchroni-
sation plus faible que le LC0 cellulaire (sec. 2.2.2.1, p. 26) : LC0 asynchrone (fig. 3.32).
Le réétiquetage se fait seulement
sur le sommet mais en prenant en
compte l’état de l’un de ses voisins.
Le sommet “annexe” n’est pas ver-
rouillé.
Figure 3.32 – LC0 asynchrone
Dans le cas de la synchronisation LC0 cellulaire, seul le sommet “central” peut modifier
son état. En effet, l’état du sommet “annexe” est verrouillé durant toute la synchronisation
(i.e. le temps de l’application de la règle). Ce dernier peut alors prendre part à d’autres
synchronisations (et donc réétiquetages) en tant que sommet “annexe” : son état ne peut
être modifié.
En synchronisation LC0 asynchrone, le sommet annexe peut toujours prendre part à
d’autres synchronisations mais agir également en tant que sommet “central”. Son état peut
donc être modifié, alors que certains de ses voisins appliquent une règle de réétiquetage
avec son ancien état.
Ce dernier point implique que certaines propriétés ne peuvent plus être garanties. Il
n’est, par exemple, plus possible dans un algorithme travaillant en faisant passer un à un
les sommets dans un premier état vers un second état afin de tendre vers une configuration
où un seul sommet reste dans l’état initial. En effet, les deux derniers sommets peuvent
chacun décider de passer dans le second état.
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Figure 3.33 – LC0 asynchrone orienté
Travaillant sur un graphe orienté, en ADAGRS les règles de réétiquetage s’expriment
dans un premier temps avec des arcs entrants (fig. 3.33), et pas sur des arcs sortants.
3.3.1 Étiquetage et représentation
Prenons, dans un premier temps, l’étiquetage suivant 1 pour étiquetage minimal d’un
sommet (celui-ci évolue au cours de ce chapitre) :
{<État sommet>,<ID sommet>}
Un sommet étiqueté {E, i} est noté : Ei .
Ainsi, la règle de réétiquetage (A, i, a), (B, j, b)→ (A′, i, a′), (B, j, b) est représentée par la
figure 3.34.
Ai Bj
a b
A′i Bj
a′ b
Figure 3.34 – Exemple de règle.
Lorsqu’un des éléments de l’étiquette n’est pas important pour la règle exprimée, il
pourra être remplacé par un tiret (’-’). Lorsque la valeur d’un des éléments de l’étiquette
n’est pas connue, avant ou après modification, celui-ci pourra être noté par un point
d’interrogation (’ ?’).
3.3.2 Gestion de la dynamicité du graphe
Tout comme DAGRS, le modèle ADAGRS permet à un sommet de réagir à l’apparition
(fig. 3.35) et à la disparition (fig. 3.36, p. 57) d’un sommet appartenant à son voisinage.
A B A’ B
Figure 3.35 – Réaction à l’apparition d’un nouveau voisin.
1. Un champ “identifiant” est défini bien que certains algorithmes (type diffusion d’information) puissent
s’en passer.
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A B A’ B
Figure 3.36 – Réaction à la disparition d’un voisin.
3.4 Gestion des événements applicatifs
Lors du déroulement d’un algorithme, certains événements font partie de l’exécution
de l’application et ne sont pas directement gérés/détectés par le modèle de réétiquetage
(détection d’un événement environnemental, demande de création de message spécifique,
. . . ). Il est néanmoins nécessaire d’exprimer leur apparition. Pour cela, nous introduisons
les transitions tirées par l’application (sec. 3.4.2). Ces transitions, qui ne font pas partie
des règles de l’algorithme, disposent d’une notation particulière donnant au lecteur une
information sur leur fonction.
3.4.1 Étiquetage et représentation
Nous mettons maintenant en place la gestion des événements dans ADAGRS. Le sommet
traite les événements dont il est la cible comme une file. Seul l’événement le plus ancien de
la file (celui qui est significatif pour la règle considérée car c’est le prochain à être défilé)
est représenté. L’étiquetage classique d’un sommet devient :
{<Événement>,<État sommet>,<ID sommet>}
La représentation d’un sommet étiqueté {e, E, i} (<Événement> 6= ∅) devient : Eie .
Le même sommet ayant l’étiquette <Événement> vide ({∅, E, i}) est représenté comme
précédemment : Ei .
3.4.2 Transition tirée par l’application
La figure 3.37 donne un exemple générique d’un événement de “passage d’une phase à
une autre” (e.g. reprise d’activité après une attente) dans le déroulement d’une application,
et de son traitement.
Vi Vi
p
(a) Fin d’une phase de l’application
(commandée par l’application).
Vi Wi
p
(b) Réaction du système.
Figure 3.37 – Passage d’une phase de l’application à une autre.
Par la règle présentée figure 3.37a, l’application informe un sommet i dans l’état V
de la survenue d’un événement particulier p. La règle présentée figure 3.37b, quant à elle,
montre comment le système de réétiquetage réagit à cet évènement. p symbolise l’événement
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“changement de phase” qui est intervenu.
Remarque : L’utilisation d’une telle notation sert à désambiguïser la règle à appliquer. En
effet, l’algorithme doit pouvoir réagir différemment selon qu’il s’agit, par exemple, d’un
changement de phase de l’application, d’une demande de création de message ou d’un autre
événement spécifique à l’application visée.
3.5 Affaiblissement de certaines hypothèses du modèle ADA-
GRS
Les hypothèses implicitement formulées dans le modèle ADAGRS tel qu’il est présenté
section 3.3 (p. 55) restent fortes. D’autres possibilités sont envisageables comme :
– la perte de messages ;
– l’existence de délais non négligeables lors de la transmission des messages.
Ces deux points entraînent que chacun des sommets ne travaille plus sur l’état réel de
ses voisins mais sur l’estimation locale de son voisinage ADAGRS et de l’état de ses voisins.
Graphe :
Topologie réelle+estimée
ADAGRS
Code
spécifique
Graphe :
Topologie réelle
-lien de comm. potentielles
-graphe évolutif
Système
d’estimation
sous-jacent
Environnement physique complet
induit
capté par
modif.
utilisé par
sert de
base
modif.
modif.
engendre
application
modif.
Monde
Appli
Figure 3.38 – Schéma global de fonctionnement du modèle ADAGRS
La figure 3.38 présente le fonctionnement global d’un algorithme/une application
exprimé(e) dans le modèle ADAGRS. L’application reste découpée en deux parties :
– une partie de code spécifique à l’application qui prend en charge les éléments que
le modèle ADAGRS ne gère pas directement (e.g. timers, détection de l’environne-
ment, . . . ) ;
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– des règles ADAGRS qui expriment l’algorithme dans le modèle.
Ces dernières travaillent maintenant sur un graphe, issu de la topologie réelle 2, par dessus
lequel est appliquée l’estimation (système sous-jacent, sec. 3.5.3, p. 62) que se fait chaque
nœud de l’ensemble des nœuds dont il est susceptible de recevoir un message.
Certains éléments appelés déclencheurs (en rouge, fig. 3.38, p. 58) sont capables de
modifier le graphe sur lequel travaillent les règles ADAGRS de l’algorithme de manière
à affecter l’exécution de celui-ci (par application ou absence d’application d’une règle).
Parmi ceux-ci, on compte :
– le code applicatif : cette partie de code, dédiée à l’application/la mission, peut
modifier le graphe en utilisant des événements applicatifs (e.g. demande d’envoi de
message, détection d’un élément de l’environnement, . . . ).
– l’environnement physique : il peut entraîner la perte de messages sur les liens de
communications potentielles. La perte de message est décrite par une règle ADAGRS
(fig. 3.41, p. 61), car son expression est naturelle. Il est important de noter que cette
règle ne fait cependant pas à proprement parler partie de l’algorithme, mais bien de
l’environnement physique.
– le système sous-jacent : il modifie l’estimation que se fait un nœud des nœuds dont il
est voisin, grâce aux arcs virtuels. Les règles ADAGRS sont capables de réagir à ces
modifications.
En fonction de l’algorithme exprimé et du type de propriétés recherchées, la totalité de ces
déclencheurs n’est bien entendu pas forcément requise. En effet, une application simple peut
se passer de la partie code applicatif si elle ne requiert pas de captation de l’environnement
ou de timer pour fonctionner. De même, si l’on ne souhaite pas considérer les pertes de
message, la partie de l’environnement physique gérant cette aspect est inutile. Pour finir, si
l’on ne souhaite pas réagir à l’apparition ou la disparition des liens de communications, le
système d’estimation sous-jacent n’est plus utilisé. Seule la partie contenant la définition
des règles ADAGRS est toujours obligatoire.
3.5.1 Modélisation des communications
La représentation associée à un lien de communications potentielles est naturellement
un arc :
– l’ensemble des messages se trouvant sur un arc est traité comme une file (FIFO),
comme spécifié section 3.5.1.2 (p. 60) ;
– seul le sommet source d’un arc peut y produire un message (fig. 3.40c, p. 61) ;
– seul le sommet destination d’un arc peut y consommer un message (fig. 3.42, p. 61) ;
– la perte de message est modélisée par l’application de la règle présentée figure 3.41
(p. 61).
Il existe par définition un tel arc entre a et chacun de ses voisins (fig. 3.30, p. 54).
3.5.1.1 File de messages
L’étiquetage de chaque arc comporte, au moins, une file de messages. Celle-ci est dotée
des primitives suivantes :
2. Ce premier graphe est le graphe des communications possibles induit par l’environnement physique
et la position des différents nœuds.
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– enqueue(msg) : ajoute l’élément msg à la file ;
– dequeue() : enlève le prochain élément de la file et le renvoi ;
– empty() : renvoi vrai si la file ne contient aucun élément et faux sinon.
Ces procédures sont conçues de manière à ce qu’un consommateur puisse retirer un élément
(dequeue()) de la file (après avoir vérifié que celle-ci n’est pas vide) pendant qu’un producteur
y ajoute un autre message (enqueue()). En effet, en pratique deux applications se trouvant
sur des nœuds voisins (récepteur/émetteur) peuvent simultanément (fig. 3.39) : traiter un
message m1 reçu, pour l’une et émettre un nouveau message m2, pour l’autre.
P CM{m1, ?}
m2 m1
Figure 3.39 – Le consomateur (C) et le producteur (P) peuvent accéder simultanément à
la file de messages.
Par commodité d’écriture, on utilise la notationM{m1,m2} où m1 est le prochain message
retourné par la procédure dequeue() et m2 est le dernier message à avoir été ajouté via la
procédure enqueue().
3.5.1.2 Règles de réétiquetage ADAGRS
Jusque là, l’étiquetage minimal d’un sommet était de la forme :
{<Événement>,<État sommet>,<ID sommet>}
Pour gérer les messages, nous proposons dans un premier temps d’ajouter l’ensemble des
messages reçus et des messages à transmettre :
{<Événement>,<État sommet>,<ID sommet>,<Messages reçus>,<Messages à transmettre>}
Un sommet étiqueté {∅, E, i,Min,Mout} est représenté comme suit : Ei
Min,Mout
.
Comme on peut le voir figure 3.40c page 61 (et dans les exemples ci-après – fig. 3.52a,
p. 69 et fig. 3.54c, p. 71), les envois de message sont réalisés en broadcast asynchrone.
L’émetteur ne connaît pas l’ensemble des récepteurs effectifs de son message ; seul un
observateur global de l’évolution d’une instance de l’application pourrait avoir connaissance
des nœuds pouvant être atteints par un message. Au moment de l’envoi, une "copie" du
message est déposée sur l’ensemble des liens de communications potentielles sortant de
l’émetteur (réétiquetage des arcs correspondants) et devient donc potentiellement disponible
à l’ensemble de ses voisins. Cette représentation met en avant l’aspect asynchrone du modèle.
Le message sera alors reçu et consommé, sauf s’il est perdu (règle de perte de message,
fig. 3.41, p. 61).
On parle de perte de message lorsqu’un message n’est finalement pas délivré à un
nœud qui était un voisin au moment de l’émission. Ceci peut être dû à des interférences,
au déplacement du voisin concerné, etc. Ainsi, la règle présentée figure 3.41 décrit le fait
qu’un message m se trouvant sur un arc (i.e. envoyé par un nœud lors de la présence
d’un lien de communications potentielles) peut disparaître sans être traité par le sommet
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N N
c
-,Mout -,Mout
(a) Demande de création de message
(commandée par l’application).
Ni Ei
c
-,Mout -,Mout.m
(b) Création d’un message.
∗i Mn{-,?}
M
2{
-,?
}
M
1
{-
,?
}
-,Mout.m
∗i
-,Mout
Mn{-,m}
M
2{
-,m
}
M
1
{-
,m
}
(c) Diffusion d’un message
Figure 3.40 – ADAGRS : Broadcast Asynchrone
M{m,-} M{?,-}
Figure 3.41 – ADAGRS : Perte de Message.
potentiellement récepteur (fig. 3.42 p. 61). Cette règle, liée à l’évolution de l’environnement,
est inhérente à toute exécution d’algorithme mais ne fait pas à proprement parler partie
des règles ADAGRS de l’algorithme exprimé. Elle n’a donc pas à être réécrite lors de
l’expression des différents algorithmes.
Note d’implémentation : lors de simulations et pour des études probabilistes, l’applica-
tion de cette règle liée à l’environnement physique pourrait être tirée avec une probabilité
contrôlable.
N M{m,-}
Min, -
N
Min.m, -
M{?,-}
Figure 3.42 – ADAGRS : Réception Asynchrone
La figure 3.42 (ainsi que les figures 3.52b, p. 69 et 3.55, p. 72) illustre la réception d’un
message. Le sommet récepteur traite les messages entrants comme une file.
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3.5.2 Étiquetage et représentation
Jusque là, l’étiquetage minimal d’un sommet pour l’expression d’un algorithme dans le
modèle ADAGRS est de la forme :
{<Événement>,<État sommet>,<ID sommet>,<Messages reçus>,<Messages à transmettre>}
Un sommet étiqueté {∅, E, i,Min,Mout} est noté : Ei
Min,Mout
.
En règle générale, les messages sont directement traités par la règle de réception et ne
sont pas sauvegardés. L’étiquette <Messages reçus> est alors inutile. L’étiquetage devient :
{<Événement>,<État sommet>,<ID sommet>,<Messages à transmettre>}
La représentation de l’exemple donné peut alors être simplifiée en Ei
M
ou simplement en
Ei
m
, ne montrant que le dernier message (celui qui est traité par la règle) lorsque ce n’est
pas ambigu.
3.5.3 Introduction d’arcs virtuels pour la gestion de la dynamique du
réseau
Les nœuds que nous considérons sont mobiles. Ceci implique que des liens de communi-
cations potentielles peuvent apparaître et disparaître tout au long du déroulement d’un
algorithme. En conséquence, les algorithmes exprimés auront parfois besoin de raisonner
sur une estimation (seule disponible puisque nous travaillons en asynchrone) du voisinage
d’un nœud.
Pour cela, nous ajoutons au modèle la notion d’arcs virtuels (notés d’un trait bleu
épais). Ceux-ci correspondent à l’estimation que se fait un nœud des nœuds capables de lui
transmettre un message, et par extension, des nœuds potentiellement dans son voisinage
au sens ADAGRS. Ces arcs virtuels ont pour but de permettre l’expression de la réaction
d’un sommet à l’apparition (sec. 3.5.3.1, p. 63) et à la disparition (sec. 3.5.3.2, p. 64)
d’un autre sommet, tout en masquant le système sous-jacent employé pour la gestion
de l’estimation du voisinage. Nous donnons un fonctionnement possible de ce système
sous-jacent (sec. 3.5.3.3, p. 65).
En utilisant la notation développée section 4.1.3 (p. 97), nous ajoutons aux ensembles
N− et N+, décrivant respectivement l’ensemble des arcs sortant et entrant d’un sommet
dans un graphe orienté (fig 3.30, p. 54), la différence entre la réalité de la donnée et
l’estimation qu’en a un nœud :
– N+Rt (i) : ensemble des liens de communications potentielles entrant dans le sommet i
au temps t (fig. 3.30a). C’est sur ceux-ci que le sommet peut lire un éventuel message.
– N+Ei,t (i) : estimation que se fait i de son propre voisinage sortant, N+Rt (i). Cette
estimation correspond à l’ensemble des arcs virtuels entrant dans i (fig. 3.43, p. 63).
La différence réside dans le fait qu’au temps t, certains liens de communications
potentiels :
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– n’ont pas encore été détectés par le système sous-jacent ;
– sont toujours considérés comme présents alors qu’ils ont en fait disparu.
– N−Rt (i) : ensemble des liens de communications potentielles sortant du sommet i au
temps t (fig. 3.30b). C’est sur ceux-ci que sont effectivement écrits tous les messages
lors d’un envoi.
– N−Ei,t (i) : estimation que se fait i de N−Rt (i). Cette estimation n’existe a priori pas
dans le modèle ADAGRS. Elle pourrait néanmoins être construite par un algorithme
qui supposerait que les liens sont symétriques (i.e. “les nœuds dont je suis voisin sont
également mes voisins”).
a
b0
b1
b2
b3
b4
b5
Figure 3.43 – Estimation par a des nœuds au voisinage desquels il appartient au temps t :
N+Ea,t (a). Le graphe de communication considéré est celui de la figure 3.30 (p. 54). Entre
t− 1 et t, le nœud b0 se rapproche de a (création des liens la→b0 et lb0→a) et le nœud b3
s’éloigne (disparition des liens la→b3 et lb3→a). Les arcs représentés sont des arcs virtuels
(vus par a).
3.5.3.1 Apparition d’un sommet
Le système sous-jacent peut informer un sommet, ici étiqueté A, qu’il est potentiellement
voisin d’un nouveau sommet.
A
Figure 3.44 – Syntaxe : Apparition d’un lien de communications potentielles.
Cela se traduit par l’apparition d’un arc virtuel qui est symbolisée par un arc bleu
épais (fig. 3.44).
A B A’ B
Figure 3.45 – Gestion de l’apparition d’un sommet.
Dans l’exemple de gestion d’apparition d’un sommet proposé figure 3.45, on voit que le
sommet étiqueté A réagit à l’apparition du lien de communication potentielle venant du
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sommet étiqueté B en se réétiquetant A’. On note qu’ici, le sommet étiqueté A choisit 3
d’éviter des “détections multiples”, car il choisit de ne pas conserver l’information “trait
épais” de l’arc virtuel.
Il est important de noter qu’un nœud (ici A) ne peut pas directement détecter un de
ses voisins au sens ADAGRS du terme (un nœud atteignable). Il détecte seulement qu’il
est (ou a été) le voisin d’un autre nœud (ici B). Il est nécessaire de prendre en compte cet
aspect lors de la spécification des règles d’un algorithme en ADAGRS. En effet, pour le dire
autrement, cette détection implique seulement l’existence (présente ou passée) du lien de
communications potentielles lB→A. Elle ne donne aucune information sur un hypothétique
lien de communications potentielles lA→B (communications asymétriques). Lors de la
détection présentée ici, le nœud A ne peut donc avoir aucune certitude quant à sa capacité
à atteindre B (existence du lien de communications potentielles lA→B).
3.5.3.2 Disparition d’un sommet
Symétriquement, le système sous-jacent peut informer un sommet, ici étiqueté A, de la
disparition potentielle d’un sommet dont il était voisin.
A
Figure 3.46 – Syntaxe : Disparition supposée d’un lien de communications potentielles.
Tout comme pour l’apparition d’un sommet, sa disparition est symbolisée par un arc
bleu épais, mais celui-ci comporte une croix afin de signifier sa suppression (fig. 3.46).
A B A’ B
Figure 3.47 – Gestion de la disparition supposée d’un sommet.
Pour gérer la disparition supposée d’un sommet (fig. 3.47), lorsque le sommet étiqueté A
détecte la disparition potentielle d’un sommet étiqueté B dont il était (ou pensait être)
voisin, il peut exécuter un traitement particulier (e.g. simplement prendre en compte sa
disparition, récupérer tout ou une partie de son travail, . . . ).
Ici encore, le nœud A ne fait qu’être informé de la disparition présumée du lien de
communications potentielles lB→A. Cela ne lui donne aucune information concernant un
hypothétique lien de communications potentielles lA→B.
3. Bien qu’il s’agisse du comportement généralement souhaité, le système laisse la possibilité de ne pas
modifier l’arc virtuel.
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3.5.3.3 Exemple de fonctionnement du système sous-jacent
Nous donnons ici une méthode d’implémentation possible du système d’estimation
des liens de communications potentielles basée sur un marquage des arcs entrants. Nous
manipulons néanmoins des arcs virtuels car :
– ils englobent les différentes implémentations possibles ;
– ils sont plus intuitifs à utiliser que le marquage des arcs entrants ;
– leur singularité graphique rend les règles qui les utilisent plus reconnaissables.
Nous décrivons tout d’abord comment le système gère les ruptures de lien de communica-
tions potentielles, induisant des changements de topologie dans le graphe de communication.
Nous décrivons ensuite une méthode de marquage des arcs entrants permettant de maintenir
les arcs virtuels.
Changements de topologie. Il peut arriver que le lien de communications potentielles
la→bt soit rompu (e.g. à cause d’un éloignement) avant que tous les messages envoyés par
l’émetteur a ne soient consommés 4 par le récepteur b (fig. 3.48a). C’est pourquoi dans
notre modèle, l’arc la→bt est “détaché” de a (fig. 3.48b) pour permettre à ces messages
d’être consommés par b ou simplement perdus. L’arc la→bt n’est supprimé qu’après que
tous les messages qu’il porte aient disparu (fig. 3.48c), par perte ou consommation, ou que
le nœud récepteur ait lui même disparu.
a
b
M
ab
(a) Avant rupture
a a′
b
M
ab
(b) Après rupture
a
b
(c) Après disparition de tous les messages
Figure 3.48 – Détachement d’un arc après coupure du lien de communication potentielle
la→bt associé. Le nœud b se déplace vers la droite. En (a), la→bt permet à a d’envoyer des
messages vers b. En (b), après un déplacement trop grand, la→bt n’existe plus mais l’arc
correspondant reste présent pour continuer d’acheminer les messages vers b. En (c), tous
les messages de l’arc ont disparu (par consommation ou par perte de message).
Marquage des arcs entrants. Bien que d’autres méthodes de gestion des arcs virtuels
que le marquage soient possibles ( e.g. approche événementielle), nous avons choisi de ne
présenter que celle-ci. En effet, elle est plus en accord avec les travaux déjà réalisés en
DAGRS dans lequel il a été choisi de réagir à l’apparition/disparition d’un voisin grâce à
4. Ces messages peuvent être encore "dans les airs" (si les délais de transmissions sont considérés comme
non-nuls) ou éventuellement reçus et bufferisés par le récepteur sans qu’il ne les ait encore réellement
consommés (i.e. traités).
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un marquage des arêtes.
Le système sous-jacent peut utiliser une des deux stratégies suivantes ou une combinaison
des deux :
– se baser sur des timers sur les messages utilisateurs
– se baser sur un système de beacon et de timer
Le principe de fonctionnement est le même pour les trois méthodes qui en résultent.
On ajoute sur chaque arc entrant (lien de communications potentielles) un marqueur
supplémentaire <link> signifiant l’estimation que se fait le sommet récepteur de l’état du
lien :
1 : le système informe le sommet que le lien est estimé “présent”,
0 : le système informe le sommet que le lien est estimé “absent”,
1′ : l’estimation “présent” est prise en compte par le sommet,
0′ : l’estimation “absent” est prise en compte par le sommet.
Ce sont les modifications des valeurs de ce marqueur qui servent de base aux arcs virtuels.
a bMab 1
(a) la→bt supposé présent
a bM′ab 0
(b) la→bt supposé absent
Figure 3.49 – Estimation de l’état d’un arc entrant d’un sommet. Par exemple, après
plusieurs pertes de messages, un arc supposé présent à un moment donné (a) sera supposé
perdu (b).
Lors de la réception d’un message (beacon ou non) sur un arc dont le sommet est estimé
absent (0 ou 0′), le système étiquette l’arc entrant à 1 (présent, fig. 3.49a). Pour le passage
de présent (1 ou 1′) à absent (fig. 3.49b), le système utilise un timer (plus ou moins long)
sur la réception d’un beacon ou d’un message sur le lien. Si aucun nouveau message n’a été
reçu au moment de l’expiration du timer, le système étiquette l’arc entrant à 0 (absent).
Le tableau 3.6 donne une implémentation possible du système de la gestion de l’estima-
tion de l’état des arcs.
node_id last_seen timeout
Table 3.6 – Implémentation possible du système de gestion des arcs virtuels pour un
sommet donné
Lors de l’application de la règle de détection d’apparition (resp. de disparition) d’un
sommet, manipulant des arcs virtuels, l’étiquette <link> 0 (resp. 1) est modifiée en 0′
(resp. 1′) de manière à éviter que cette règle de détection ne soit appliquée plusieurs
fois. Dans la suite de ce document, l’étiquette <link> n’est pas mentionnée ; seuls les
arcs virtuels sont manipulés. En effet seules les modifications sur les arcs virtuels sont
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significatives. Leur “implémentation” est, ici, simplement basée sur les passages de 0 à 1
(apparition d’un voisin, sec. 3.5.3.1) et de 1 à 0 (disparition d’un voisin, sec. 3.5.3.2).
3.6 Exemples d’algorithmes décrits avec ce modèle
Comme pour les modèles précédents, nous reprenons ici les trois exemples (i.e. diffusion
d’information, arbre couvrant et comptage) que nous utilisons tout au long de ce document.
La figure 3.50, présente les notations employées pour les algorithmes de diffusion et de
comptage décrits ci-après.
Ni : Sommet i en attente (“normal”)
Si : Sommet i transmettant des données (“sending data”)
Figure 3.50 – ADAGRS : Légende
Rappelons que les messages envoyés peuvent être perdus à tout instant du fait de
l’application de la règle dédiée (fig. 3.41, p. 61). Cette règle, liée à l’évolution de l’environ-
nement, ne fait pas à proprement parler partie des règles ADAGRS de l’algorithme et n’a
donc pas à être exprimée dans les exemples suivants.
3.6.1 Diffusion d’information
La diffusion d’information pouvant se faire en broadcast, le passage de DAGRS (syn-
chrone) à ADAGRS (asynchrone) ne présente pas de modification des propriétés garanties.
L’initialisation de cet algorithme se fait comme suit :
– (au moins) un sommet ayant l’information info au départ est dans l’état S ;
– tous les autres sommets sont dans l’état N , sans l’information.
Plusieurs choix sont possibles pour le déclenchement de l’envoi d’un message :
1. envoi en continu. Avec cette méthode, on inonde continuellement le réseau. Bien qu’elle
soit sémantiquement correcte, elle n’est pas très réaliste pour une implémentation
qui devrait cohabiter avec d’autres applications (problèmes de congestion).
2. envoi sur événement applicatif (timer). Avec cette méthode, on envoie un message
à intervalle donné. Celle-ci est plus réaliste que la première mais elle peut conduire
à rater des opportunités de communication. En effet, un lien de communications
potentielles peut apparaître et disparaître entre deux déclenchements de l’événement
applicatif correspondant.
3. envoi lors de l’apparition d’un autre sommet. Dans cette méthode, on suppose que
lorsque l’on détecte la présence d’un autre nœud, on a de bonnes chances de recevoir
un message (ce qui n’est pas certain, sec. 3.5.3.1 et 3.5.3.2, p. 63 et 64).
Les figures 3.51 et 3.52 (p. 68 et 69) présentent les règles d’un algorithme conçu en
diffusion continue (choix 1). La figure 3.53 (p. 70), quant à elle, présente les règles de
réétiquetage ADAGRS pour une version jumelant événements applicatifs et détection des
nouveaux voisins.
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Version avec diffusion continue. On présente ici, de deux manières différentes, les
règles de réétiquetage ADAGRS pour une diffusion d’information en continu. Dans cette
version, chaque sommet inonde continuellement son voisinage.
Remarque : Lorsqu’un sommet possède l’information, il devient “sourd” et se contente
d’émettre continuellement.
La figure 3.51 présente les règles de l’algorithme utilisant un étiquetage de la forme :
{<Évt>,<État>,<ID>,<Msgs à transmettre>,<Information à diffuser>}
Si Mn{-,?}
M
2{
-,?
}
M
1
{-
,?
}
m, info
Si
m, info
Mn{-,m}
M
2{
-,m
}
M
1
{-
,m
}
(a) Diffusion de l’information. m contient un champ info.
Ni M{m,-}
∅, ∅
Si
m, m info
M{?,-}
(b) Réception d’information. m contient un champ info.
Figure 3.51 – ADAGRS : Diffusion d’information. Version avec broadcast continu et des
étiquettes distinctes pour les messages à envoyer et pour l’information.
Comme spécifié section 3.4.1 (p. 57), l’étiquetage minimal en ADAGRS est de la forme :
{<Évt>,<État>,<ID>,<Messages à transmettre>}
L’information à transmettre étant simple et l’ensemble des messages à transmettre se
réduisant ici à au plus un message, on peut simplifier l’étiquetage utilisé en :
{<Évt>,<État>,<ID>,<Information à diffuser>}
La figure 3.52 (p. 69) présente les règles simplifiées qui en découlent.
Version temporisée par l’application. La figure 3.53 (p. 70), correspond à une mise
en œuvre dans laquelle c’est l’application qui décide de la fréquence d’envoi du message
contenant l’information. Comme précédemment, l’étiquetage est de la forme :
{<Évt>,<État>,<ID>,<Information à diffuser>}
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Si Mn{-,?}
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info
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(a) Diffusion de l’information. m contient un champ info.
Ni M{m,-}
∅
Si
m info
M{?,-}
(b) Réception d’information. m contient un champ info.
Figure 3.52 – ADAGRS : Diffusion d’information. Version avec broadcast continu avec
simplification de l’étiquetage utilisé.
On rappelle que la simplification effectuée n’est possible que parce que l’ensemble des
messages à transmettre ne contient jamais plus d’un élément. En effet, dans l’état des règles
présentées, un second message ne peut être créé avant que le premier n’ait été envoyé.
La règle présentée figure 3.53c (p. 70) permet à l’application de faire varier le(s) mo-
ment(s) (timeout réguliers, événement extérieur, . . . ) au(x)quel(s) un sommet passe en
mode "envoi de données". De plus, dès qu’un sommet découvre un nouveau voisin il relance
une diffusion (fig. 3.53e), que ce voisin dispose ou non de l’information.
Remarque 1 : la règle 3.53e n’a une réelle utilité que si la détection se fait grâce à un
système de beacon sous-jacent et pas simplement sur réception des messages applicatifs.
En effet, étant donné que seuls les nœuds ayant l’information envoient des messages, il est
inutile d’envoyer l’information à un nœud détecté sur réception d’un message (il la possède
déjà).
Remarque 2 : On aurait également pu faire en sorte qu’un sommet recevant l’information
pour la première fois passe automatiquement en mode "envoi de données".
Note d’implémentation : cette version est plus exploitable que la précédente pour une
implémentation réelle (ou dans le cadre de simulations).
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Si Mn{-,?}
M
2{
-,?
}
M
1
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}
info
Ni
info
Mn{-,m}
M
2{
-,m
}
M
1
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,m
}
(a) Diffusion de l’information. m contient un champ info.
Ni M{m,-}
∅
Ni
m info
M{?,-}
(b) Réception information. m contient un champ info.
Ni Ni
s
info info
(c) Demande d’envoi
(commandée par l’application).
Ni Si
s
info info
(d) Passage en mode envoi.
Ni ∗j
info
Si ∗j
info
(e) Apparition d’un voisin. On relance une diffusion (sans
attendre d’ordre de l’application).
(f) Perte supposée d’un voisin. Aucun traitement
particulier.
Figure 3.53 – ADAGRS : Diffusion d’information. Version avec contrôle de l’envoi des
messages.
3.6.2 Comptage
En ADAGRS, l’algorithme de comptage est dégradé en une estimation de la densité du
voisinage du nœud k (i.e. le degré sortant N−Rto (k)) ayant démarré l’algorithme à l’instant to
(fig. 3.54 et 3.55, p. 71 et 72). Cette estimation (N−Ek,to(k)) est construite peu à peu, grâce
aux messages que k parvient à recevoir suite à un message qu’il diffuse à l’instant to. À
l’initialisation, tous les sommets sont dans l’état S, sans message à envoyer.
Ici, l’étiquetage est de la forme :
{<Évt>,<État>,<ID>,<Msgs à transmettre>,<Densité>}
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Si Si
c
∅, - ∅, -
(a) Demande de création de message
(commandée par l’application).
Si Si
c
∅, - m, -
(b) Création d’un nouveau message.
On commence le comptage.
Si Mn{-,?}
M
2{
-,?
}
M
1
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}
m, -
Si
∅, -
Mn{-,m}
M
2{
-,m
}
M
1
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,m
}
(c) Diffusion du message
Figure 3.54 – ADAGRS : Densité de voisinage. Envoi de messages.
C’est l’application qui décide de la création d’un message (fig. 3.54a) et donc du début
du comptage (fig. 3.54b). Un message est composé de deux champs :
– initiator : l’identifiant du nœud initiateur du comptage ;
– forwards : la liste des identifiants des nœuds ayant retransmis le message.
Les règles les plus importantes sont les règles, spécifiées figure 3.55 (p. 72), qui indiquent
ce qu’un nœud fait lorsqu’il reçoit un message :
3.55a : s’il est l’initiateur de la requête (le paquet a fini par lui revenir), il l’exploite ;
3.55b : s’il a déjà transmis ce paquet il ne le retransmet pas (ce qui permet d’éviter les
boucles infinies) ;
3.55c : sinon, il met à jour les informations du paquet (chemin qu’il a emprunté, . . . )
et le broadcast à son tour.
L’expression (booléenne) se trouvant au dessus de la flèche de chacune des règles
présentées figure 3.55 constitue en fait une partie de la précondition à l’application de la
règle.
Les préconditions des trois règles ne diffèrent que sur les tests effectués sur m initiator
et m forwards. On pourrait donc les remplacer par une règle équivalente présentant un
“switch” sur le contenu du message que l’on aurait pu noter : . Ces trois règles
couvrent tous les cas de figures possibles en fonction des messages reçus et une seule est
applicable pour chaque cas. En effet, l’initiateur d’une requête ne pouvant pas faire partie
de ses retransmetteurs, les règles 3.55a et 3.55b sont disjointes. De plus, l’intersection des
compléments des ensembles des conditions des règles 3.55a et 3.55b équivaut à l’ensemble
créé par la condition de la règle 3.55c (¬(3.55a ∨ 3.55b)⇔ ¬3.55a ∧ ¬3.55b⇔ 3.55c). Les
trois règles couvrent donc tous les cas de figures.
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Si M{m,-}
∅, d
Si
∅, update_density(m, d)
M{?,-}
m initiator = i
(a) i est initiateur du message. Il l’exploite.
Si M{m,-}
∅, d
Si
∅, d
M{?,-}
i ∈ m forwards
(b) i a déjà retransmis ce message. Il ne le retransmet pas.
Si M{m,-}
∅, d
Si
update_message(m, i), d
M{?,-}
m initiator 6= i ∧
i 6∈ m forwards
(c) i n’est pas source et n’a pas déjà vu ce message. Il le retransmet.
Figure 3.55 – ADAGRS : Densité de voisinage. Réception d’un message.
3.6.3 Maintien d’une forêt couvrante
Le passage de communications synchrones à asynchrones conduit à dégrader l’algorithme
de la forêt couvrante en un algorithme de “forêt couvrante inversée”. En ADAGRS, le fait
que les communications soient à sens unique pose problème, entre autres, au niveau de la
relation père-fils. En effet, l’algorithme présenté figures 3.57, 3.58, 3.59 et 3.60 (p. 74, 75,
76 et 77) conduit à des "arbres" basés sur des relations fils→père : un fils sait qui est son
père et à quel arbre il appartient (identité de la racine) mais n’est pas forcément capable
d’accéder (i.e. d’envoyer un message) à son père pour l’en informer. On parle d’arbres
inversés.
Ces arbres inversés permettent d’introduire la notion originale de référent ; le nœud
racine étant référent de chacun des nœuds de son arbre. Chaque sommet s’associe à un
référent qu’il conserve jusqu’à ce qu’il trouve un référent plus pertinent (en fonction d’un
critère donné) ou qu’il le considère comme disparu (momentanément ou non). La procédure
précise est décrite plus loin. Un référent peut, par exemple, servir aux nœuds d’un réseau
pour déterminer quel procédé cryptographique utiliser en fonction de l’identité de la racine
de l’arbre et pour accorder plus de crédit (confiance) à certains nœuds (père) qu’à d’autres.
Dans le domaine militaire, en donnant à chaque entité un identifiant correspondant à son
rang hiérarchique (le plus haut gradé ayant l’identifiant le plus petit), on pourrait mettre
en place un système dans lequel lorsqu’un soldat (identifiant élevé) perd le contact avec un
de ses supérieurs, il essaie de se “raccrocher à” (d’exécuter les ordres d’) un autre supérieur.
On ne garantit plus ici le fait que chaque sommet se trouve à chaque instant dans
un arbre bien formé. On garantit plutôt qu’une information transmise par un sommet
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racine sera retransmise par l’ensemble des sommets de son arbre (sommets d’identifiants
supérieurs au sien) qui la recevront.
C’est l’existence d’un identifiant unique pour chaque sommet du graphe et la diffusion,
de proche en proche, d’heartbeats (un hearbeat étant, dans le cas présent, un message
contenant l’identifiant de la racine de l’arbre, l’identifiant de l’émetteur et le nombre de
sauts nécessaires pour atteindre la racine) qui permettent à chaque sommet de choisir son
sommet racine. Un exemple d’arbre inversé est donné figure 3.56 . Contrairement à un
arbre orienté “classique”, l’arc symbolisant la relation fils→père pointe bien en direction du
père. Les nœuds en phase d’émission sont représentés en couleur plus foncée que les nœuds
passifs. Les messages utiles pour l’avancée de l’algorithme (i.e. ceux qui entraînent une
réaction du nœud récepteur) sont représentés par des flèches bleues épaisses discontinues
alors que les messages qui ne le sont pas (i.e. ceux qui n’entraînent pas de réaction du nœud
récepteur) sont représentés par des flèches bleues pointillées fines. Cette représentation
permet de montrer que la diffusion d’un hearbeat au travers du réseau se fait par vague.
Un exemple de construction d’arbre inversé est donné dans l’annexe C.1 (p. 213).
père fils
: relation fils→père
: diffusion d’heartbeat utile
: diffusion d’heartbeat inutile
Figure 3.56 – Exemple d’arbre inversé.
Problème de cycles. Avec une solution naïve ne comportant pas un système adéquat
pour l’éviter, on peut mettre en évidence un cas problématique dans lequel un sommet
ayant transmis un heartbeat juste avant de prendre connaissance de la disparition (effective)
de la racine de son arbre finit par re-recevoir ce même heartbeat par un sommet de son
sous-arbre. Il décide alors, à tort, de se rattacher à cet arbre auquel il appartenait déjà,
créant ainsi un cycle, ce qui ne satisfait plus l’objectif de l’algorithme (un exemple est
donné dans l’annexe C.2, p. 216).
Pour éviter la création de cycles, il faut empêcher qu’un sommet ne prenne en compte
un heartbeat qu’il a déjà retransmis. Deux solutions sont envisageables :
1. On peut intégrer au heartbeat la liste des sommets menant à la racine correspondante.
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Si l’identifiant d’un nœud récepteur d’un heartbeat n’est pas déjà dans cette liste,
alors il ne fait pas partie de cette branche de l’arbre. Il peut donc le rejoindre sans
craindre de créer un cycle. Un inconvénient de cette méthode réside dans le fait que
la taille des messages échangés est variable et potentiellement importante (la taille
maximale du réseau).
2. On peut intégrer à chaque heartbeat un numéro de version qui lui est propre, par
exemple un couple (<IDracine>,<versionHB>) unique. Chaque sommet conserve
alors localement le numéro de version du dernier heartbeat qu’il a retransmis pour
chaque arbre auquel il a appartenu. Il peut ainsi déterminer qu’il n’appartient pas
déjà à la branche de l’arbre correspondant au heartbeat reçu. C’est cette méthode que
nous avons choisie ici car elle a l’avantage de fonctionner avec une taille de message
fixe.
Soit T : N→ N une table de hachage, présente sur chaque sommet, qui fait correspondre
à l’identifiant d’une racine, le numéro de version du dernier heartbeat que le nœud a
retransmis (i.e. ayant le plus grand numéro de version).
Soit la structure heartbeat composée de :
version : version du heartbeat (mise à jour lors de la création du heartbeat) ;
root : identifiant de la racine (nœud initiateur du heartbeat) ;
sender : identifiant de l’émetteur (père potentiel) ;
jumps : nombre de sauts séparant sender de root.
On définit la fonction booléenne already_seen(Table, heartbeat)→ booléen comme suit :
already_seen(T, h) : T (h root) ≥ h version
On définit la fonction update_seen(Table, heartbeat)→ Table comme suit :
update_seen(T, h) : T (h root)← h version
Règles de réétiquetage. Comme dans l’algorithme exprimé en DAGRS (sec. 2.3.4.2,
p. 39), chaque sommet est, au départ, racine de son propre arbre. La figure 3.57 présente
une légende donnant la signification des différents états que peut prendre un sommet dans
cet algorithme. On utilise des états permettant de distinguer les comportements de la
racine de celui des sommets “normaux” de l’arbre.
Ni : Nœud i normal en attente (“normal”)
Ri : Nœud i racine en attente (“racine”)
Rti : Nœud i racine débutant une vague de heartbeat (“racine transmet”)
Bi : Nœud normal i diffusant un heartbeat (“broadcasting”)
Figure 3.57 – ADAGRS : Forêt couvrante. 1. Légende.
Ici, l’étiquetage est de la forme :
{<Évt>, <État>, <ID>, <Msgs à transmettre>,<Table>,<versionHB>,<Racine>,
<Père>, <nbr sauts>}.
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La figure 3.58 présente les réactions aux événements qui ne sont pas directement gérés
par le modèle. La règle de la figure 3.58a spécifie que, lorsqu’un sommet est informé
par le système sous-jacent de la disparition supposée de son père dans l’arbre, il devient
racine de son propre arbre. Les règles des figures 3.58b et 3.58c spécifient comment la
partie code de l’application demande à un sommet le début d’une vague de hearbeat et
comment l’algorithme y répond en créant un heartbeat (dont le contenu est décrit ci-dessous).
L’application peut demander le début d’une vague dans deux cas :
– périodiquement, lorsque le sommet concerné est racine de son arbre ;
– sur timer, lorsque le sommet concerné fait partie d’un autre arbre et qu’il n’a pas
retransmis de heartbeat depuis trop longtemps. Ceci évite qu’une branche de l’arbre
se retrouve applicativement morte pendant trop longtemps (e.g. à la suite de trop
nombreuses pertes de messages non détectées par le système sous-jacent).
R∗i ∗k
∅, -, v,
root, k, jumps
Rti ∗k
m, -, v + 1,
i, ∅, 0
(a) Disparition d’une arête importante pour un nœud non
racine (R∗ = {N,B}). Génération d’une nouvelle racine.
Rti Rti
h
-, -, -,
-, -, -
-, -, -,
-, -, -
(b) Demande de début d’une vague
(commandée par l’application).
Rti Rti
h
∅, -, v,
?, ?, ?
m, -, v + 1,
i, ∅, 0
(c) Création d’un heartbeat.
Figure 3.58 – ADAGRS : Forêt couvrante. 2. Réaction aux événements. m = (v+ 1, i, i, 0)
Le heartbeat ainsi créé est ensuite diffusé grâce à l’exécution des règles de la figure 3.59
(p. 76). Lors de sa première diffusion (par la racine, fig. 3.59a), le message contient
seulement :
– le numéro de version du heartbeat tout juste créé : v ;
– l’identité de la racine (i.e. la source du heartbeat) : i ;
– l’identité de l’émetteur : i ;
– le nombre de sauts pour atteindre la racine : 0.
Comme nous le verrons plus loin, dans l’hypothèse où un hearbeat est retransmis par un
sommet de l’arbre (fig. 3.59b), il contient :
– le numéro de version du heartbeat (inchangé) ;
– l’identité de la racine (inchangée) ;
– l’identité de l’émetteur, mise à jour en fonction de l’identifiant du sommet courant ;
– le nombre de sauts pour atteindre la racine, mis à jour par le sommet courant comme
le nombre de sauts nécessaires à son prédécesseur pour atteindre la racine plus un.
Lorsqu’un nœud reçoit un heartbeat, il réalise le traitement indiqué par l’une des règles
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Rti Mn{-,?}
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i, ∅, 0
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(a) Diffusion d’un heartbeat. Début d’une vague de hearbeat.
m = (v, i, i, 0)
Bi Mn{-,?}
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(b) Diffusion du heartbeat.
m = (T (root), root, i, jumps)
Figure 3.59 – ADAGRS : Forêt couvrante. 3. Diffusions.
de la figure 3.60 (p. 77) en déterminant, entre autres, s’il doit ou non le retransmettre 5 :
3.60a : si ce heartbeat a déjà été reçu ou si l’identifiant de la racine proposée par un
autre sommet que son père, est supérieur à l’identifiant de sa racine actuelle ou si
la racine proposée est sa racine actuelle mais que le nombre de sauts à la racine est
plus grand que celui qu’il a déjà :
– il ignore le message et ne le diffuse pas.
3.60b : si ce heartbeat, envoyé par son père, n’a pas déjà été reçu, et si l’identifiant de
la nouvelle racine proposée est supérieur à son propre identifiant :
– il devient racine de son propre arbre car, de son point de vue, il a l’identifiant le
plus petit.
3.60c : si ce heartbeat n’a pas déjà été reçu, si l’identifiant de la racine proposée dans le
message est inférieur à celui de sa racine actuelle, ou si l’émetteur du message est son
père et que l’identifiant de la racine proposé est inférieur à son propre identifiant :
– il prend pour racine la racine proposée (potentiellement la même),
– il prend pour père l’émetteur du heartbeat (potentiellement son père actuel),
– il met à jour le nombre de sauts qui le séparent de la racine,
– il se prépare ensuite à transmettre l’information à ses voisins.
5. Tous les messages reçus sont bien traités par ces règles (cf. Annexe C.3, p. 219).
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On note en particulier que les préconditions de la figure 3.60 portant sur h jumps per-
mettent de favoriser un chemin plus court vers le référent.
Rti M{h,-}
-, -, -,
root, father, jumps
-i
-, -, -,
root, father, jumps
M{?,-}
already_seen(T, h)∨
( h sender Ó=father∧ ( h root>root ∨
(h root = root ∧ (h jumps+ 1≥jumps)) ) )
(a) Réception du heartbeat h : heartbeat inintéressant, on l’ignore.
Rti M{h,-}
-, -, -,
root, father, jumps
Ri
-, -, -,
i, ∅, 0
M{?,-}
!already_seen(T, h)∧
h sender = father∧ h root > i
(b) Réception du heartbeat h : le père a changé de racine pour une racine moins intéressante.
Rti M{h,-}
Mout, T , -,
root, father, jumps
Bi
Mout.m, update_seen(T, h), -,
h root, h sender, h jumps+ 1
M{?,-}
!already_seen(T, h)∧
( (h sender = father ∧ h root < i)∨
(h root = root ∧ h jumps+ 1 < jumps)∨
h root<root )
(c) Réception du heartbeat h : chemin proposé intéressant
m = (h version, h root, i, h jumps+ 1)
Figure 3.60 – ADAGRS : Forêt couvrante. 4. Réception d’un heartbeat. Rt = {B,N,R}.
Discussion. Les arbres inversés tels que définis ici sont “orientés contenu”. En effet, en
intégrant un heartbeat à chaque message applicatif (e.g. un ordre pour une application
militaire), l’arbre est mis à jour au moment où il est utile. Il est alors inutile de mettre
en place un mécanisme de mise à jour de l’arbre pour pallier à la perte éventuelle d’un
message applicatif. En effet, l’arbre n’a d’autre fonction que de transporter les données
applicatives.
Un sommet est seulement modifié :
– lorsqu’un arbre ayant une racine d’identifiant inférieur à celui de la racine de son
arbre actuel lui est proposé (par n’importe quel sommet)
– ou lorsque son père actuel change d’arbre
– ou lorsque son père actuel disparaît.
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Un nœud (un soldat) ne change donc de référent que s’il reçoit un message (un ordre)
venant d’un référent (un gradé) plus intéressant (ayant une plus haute autorité) ou s’il
suppose que le chemin le reliant à son référent a disparu 6.
Si aucun des messages applicatifs venant d’un père n’arrive à un de ses fils mais que
ce dernier considère son père comme toujours présent (car les messages permettant au
système sous-jacent d’estimer l’état du lien lui sont correctement transmis), il peut arriver
qu’une partie de l’arbre soit “applicativement morte” (aucun message applicatif n’y circule)
pendant un certain temps. L’application s’exécutant sur n’importe quel nœud de la branche
morte peut alors décider, si elle dispose d’une information à transmettre, de faire passer
son nœud en mode racine et de débuter une nouvelle vague. Dans l’intervalle de temps
nécessaire à cette réaction, les sommets d’un sous-arbre “mort” restent sourds aux messages
reçus de leurs voisins qui auraient pourtant pu les faire se rattacher à un arbre actif (ayant
une racine d’identifiant compris entre celui de la racine courante et leur propre identifiant).
D’autre part, dans le laps de temps durant lequel son premier chemin vers la racine
est détruit, un nœud peut ignorer une “proposition de chemin” vers sa racine courante
plus long que l’hypothétique chemin actuel (fig. 3.61). Le message applicatif peut alors
être perdu, mais si le nouveau chemin perdure, le nœud finira par s’y rattacher après une
phase de stabilisation. Si l’on souhaite que tous les messages venant d’une même racine
soient pris en compte, il peut être envisagé de retirer la condition sur le nombre de sauts
vers la racine, tel que présenté figure 3.62 (p. 79). On obtient alors un arbre inversé moins
stable dans lequel certains nœuds peuvent continuellement passer d’un père à un autre, en
fonction de la vitesse de propagation du heartbeat dans chacune des deux branches.
Figure 3.61 – Si les règles construisant une forêt en favorisant les plus courts chemins
sont utilisées (fig. 3.60, p. 77), le nœud vert peut ignorer un heartbeat en provenance de
son référent (bleu) qui transite par le nœud jaune car il suppose être toujours relié à son
référent par un chemin plus court (3 < 5).
Dans [5], Mosbah et al. ont réalisé un travail similaire avec des agents mobiles. Contrai-
rement à nos hypothèses, ces travaux de recherche reposent sur des liens bidirectionnels.
Les disparitions de nœuds considérées se font “proprement” : avant de se déconnecter (pas
de disparition “sauvage”), un nœud réinitialise son sous-arbre. L’aspect synchrone des com-
munications permet à un agent mobile de se déplacer d’un nœud à l’autre. Contrairement
à notre méthode, qui inonde le voisinage pour diffuser le heartbeat, un agent qui découvre
6. Ce comportement ressemble à celui de certains militaires isolés sur une île après la fin de la guerre :
http://en.wikipedia.org/wiki/Hiroo_Onoda.
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Rti M{h,-}
-, -, -,
root, father, jumps
-i
-, -, -,
root, father, jumps
M{?,-}
already_seen(T, h)∨
( h sender Ó=father∧ ( h root > root ) )
(a) Réception du heartbeat h : heartbeat inintéressant, on l’ignore.
Rti M{h,-}
-, -, -,
root, father, jumps
Ri
-, -, -,
i, ∅, 0
M{?,-}
!already_seen(T, h)∧
h sender = father∧ h root > i
(b) Réception du heartbeat h : le père a changé de racine pour une racine moins intéressante.
Rti M{h,-}
Mout, T , -,
root, father, jumps
Bi
Mout.m, update_seen(T, h), -,
h root, h sender, h jumps+ 1
M{?,-}
!already_seen(T, h)∧
( (h sender = father ∧ h root < i)∨
h root ≤ root )
(c) Réception du heartbeat h : chemin proposé intéressant
m = (h version, h root, i, h jumps+ 1)
Figure 3.62 – ADAGRS : Forêt couvrante. 4’. Réception d’un heartbeat. Version sans plus
court chemin. Rt = {B,N,R}.
un autre arbre peut se cloner pour l’annexer tout en continuant à se déplacer dans son
arbre initial.
3.7 Analyse d’algorithmes décrits avec ce modèle
Dans cette section, nous proposons une hypothèse de progression analogue à celle qui
est proposée en DAGRS (pour le cas sans perte de message) ainsi qu’un type de condition
intégrant à la fois des contraintes topologiques sur le graphe de communication et des
contraintes sur la réussite des transmissions associées (pour le cas avec pertes de messages).
Ces formalismes sont ensuite utilisés pour étudier les algorithmes spécifiés dans la section
précédente. À cette occasion, une nouvelle famille de classes de graphes est définie.
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3.7.1 Classes de graphes et communications réussies
En DAGRS, les conditions nécessaires sont généralement issues de l’existence d’un
trajet (ou d’un autre motif topologique) tandis que les conditions suffisantes reposent sur
l’existence d’un trajet strict (trajet dont les sauts sont présents à des périodes différentes
et croissantes) et l’hypothèse de progression 2 (p. 36) qui garantissent que l’algorithme
progressera s’il le peut.
En ADAGRS, les conditions nécessaires reposent également sur l’existence de trajets.
Si on ne travaille pas sur les hypothèses affaiblies, on peut ne pas considérer la perte de
message. Le mode de raisonnement employé jusqu’alors en DAGRS (condition+hypothèse
de progression) reste donc valide et l’hypothèse de progression 2 toujours applicable pour
la création de conditions suffisantes.
En revanche, si on considère la perte potentielle de messages lors de la caractérisation
de conditions suffisantes, on ne se repose plus uniquement sur la topologie du graphe de
communications mais également sur la réussite des transmissions qui ont lieu sur cette
topologie. On introduit alors la notion de trajet réussi (
>J , sec. 3.7.2).
Une approche consiste à intégrer la réussite du trajet directement dans les conditions.
La condition intègre alors les contraintes sur la topologie du graphe mais également celles
sur la réalisation des communications.
Il demeure néanmoins toujours possible de raisonner avec les conditions “classiques”
et une hypothèse de progression. Celle-ci vise à assurer qu’au moins un message sera
acheminé durant une certaine période. Nous donnons maintenant l’énoncé de l’hypothèse
de progression 4 pouvant être utilisée en ADAGRS lorsque l’on considère les hypothèses
affaiblies.
Hypothèse de progression 4. Sur une période donnée, tout lien de communications
potentielles est utilisé au moins une fois, si le sommet émetteur de l’arc correspondant est
dans un état “émetteur” et le message est correctement transmis.
Une classification des conditions, similaire à celle qui est faite pour DAGRS, peut être
construite en ajoutant les notions liées à l’asymétrie des liens de communications. Les
études visant à lier un algorithme à des conditions nécessaires et/ou suffisantes doivent alors
être menées pour chacune des hypothèses formulées en ADAGRS (avec et sans pertes de
messages). Il faut noter qu’en considérant les pertes de messages, la création de conditions
suffisantes implique que l’on fasse des suppositions supplémentaire sur le taux de perte des
messages ; on passe alors à des études probabilistes ou non-bornées dans le temps.
3.7.2 Tentatives, réussites et échecs de communications multi-sauts
Pour l’analyse des algorithmes en ADAGRS, nous introduisons les notations ensemblistes
présentées dans la table 3.7 (p. 81) dont la signification est illustrée par des exemples.
La table 3.8 (p. 81) présente l’application de ces notations à la notion de saut dans le
graphe orienté utilisé en ADAGRS (i.e. à un lien de communications potentielles). j(o,p)
correspond à un arc existant entre le sommet o et le sommet p. L’ensemble des tentatives
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Symbole Ensemblestentatives tentatives réussies tentatives échouées
X
≈
X
>
X
⊥
X
Table 3.7 – Notations ensemblistes utilisées pour l’analyse des algorithmes en ADAGRS.
de communications sur l’arc correspondant est noté
≈
j(o,p). L’ensemble
>
j(o,p) (resp.
⊥
j(o,p))
correspond aux tentatives de communications réussies (resp. échouées) sur cet arc.
Symbole Ensemblestentatives tentatives réussies tentatives échouées
j(o,p)
≈
j(o,p)
>
j(o,p)
⊥
j(o,p)
Table 3.8 – Application à un saut j(o,p) dans le graphe de communication (orienté) en
ADAGRS des notations du sommet o au sommet p.
De j(o,p) découle la notion de trajet J(a,b) comme étant une suite de sauts reliant le
sommet a au sommet b dans le graphe temporel (sec. 2.3.2.1, p. 33). L’ensemble J ∗(a,b)
(fig. 3.63, p. 82) est l’ensemble des trajets J(a,b) possibles entre l’émetteur a d’un message
(une information) et un récepteur b.
De la même façon, nous introduisons l’ensemble
≈
J ∗(a,b) comme l’ensemble de tentatives
(abouties ou non) d’acheminements possibles d’un message (une information) partant de
l’émetteur a et à destination de b basé sur J ∗(a,b). Un élément de cet ensemble pourrait être
appelé propagation, dissémination ou dispersion. Il apparaît naturellement que l’ensemble
des trajets complets J ∗(a,b) (correspondant à l’ensemble des tentatives ayant abouties,
>
J ∗(a,b)) est inclus dans l’ensemble des tentatives d’acheminements (J ∗(a,b) ⊂
≈
J ∗(a,b)).
L’ensemble
>
J ∗(a,b) (resp.
⊥
J ∗(a,b)) correspond aux tentatives de communications réussies
(resp. échouées) sur les trajets entre a et b.
On peut décliner une variété de propriétés à partir de la topologie de J ∗ et
≈
J ∗ . Par
exemple, si J ∗ contient n chemins, on peut assurer que l’algorithme fonctionnera à coup
sûr même en la présence de n− 1 pertes de messages.
3.7.3 Diffusion d’information (cas continu)
Dans le cas étudié ici, l’analyse du problème de la diffusion d’information (sec. 3.6.1,
p. 67) consiste à déterminer dans quelles conditions un sommet connu à l’avance est en
mesure de transmettre une information à l’ensemble des autres sommets du graphe.
Pour que l’algorithme atteigne son objectif, il est nécessaire qu’il existe au moins
un trajet dans le graphe évolutif du sommet source vers tous les autres (F1 dans la
classification des graphes dynamiques faites lors des travaux DAGRS). D’autre part, il
faut et il suffit qu’il existe au moins un trajet réussi dans le graphe évolutif du sommet
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a
b
>
J ∗(a,b)
≈
J ∗(a,b) =
>
J ∗(a,b) +
⊥
J ∗(a,b)
Figure 3.63 – ADAGRS : Trajets et Dispersion.
source vers tous les autres (
>F1, l’adaptation de F1 à la notion de réussite, introduite
section 3.7.2 (p. 80)).
>C1 = ∃u ∈ VG, ∀v ∈ VG\{u},∃
>J (u, v)
En utilisant l’hypothèse de progression 4, la condition C2 (existence d’un trajet strict
entre un sommet et tous les autres) reste suffisante. Ce résultat, comparable à celui obtenu
en DAGRS, s’explique par le fait que la diffusion d’information est par nature à sens
unique. La synchronisation de DAGRS n’est, dans ce cas, utilisée que pour garantir que
l’information transmise est bien reçue.
3.7.4 Densité de voisinage
Pour que l’estimation du voisinage de u au moment de l’envoi du message initiateur
(sec. 3.6.2, p. 70) soit juste (pas d’omission de voisin), il est nécessaire qu’il existe un
trajet dans le graphe évolutif partant de chacun de ses voisins et atteignant u.
Nous introduisons donc une nouvelle famille de classes de graphes orientés 7. Nous
appelons ces classes neighborhood round path ou NRP. Afin de donner une intuition du
7. L’adaptation de ces classes de graphes aux graphes non-orientés est intuitive, mais nous ne nous y
sommes pas encore intéressés.
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fonctionnement de cette famille de classes, nous proposons une première condition CNRP
sans la notion de temps (qui correspond à la classe des graphes fortement connexes :
fig. 3.64) telle que :
CNRP = ∀u ∈ VG,∀v ∈ N−G (u),∃J (v, u)
(a) G1 ∈ FNRP (b) G2 /∈ FNRP
Tout voisin d’un som-
met peut lui répondre
(directement ou non).
Figure 3.64 – Exemple de graphes pour famille de classes neighborhood-round-path.
Remarque : Avec l’utilisation de la notation “tentatives réussies” (sec. 3.7.2, p. 80), il est
possible de proposer des conditions suffisantes à la réussite des différents calculs de densité
de voisinage. Bien que nous ne la développions pas par la suite, nous donnons ici une
intuition des conditions correspondantes.
>CNRP = ∀u ∈ VG,∀v ∈ N−G,t(u), ∃
>J (v,u)
Pour que l’estimation du voisinage au moment de l’envoi du message soit juste (pas
d’omission de voisin), il faut et il suffit que pour tout sommet u du graphe, il existe un
trajet réussi dans le graphe partant de chacun de ses voisins et passant par u.
Intuitivement, l’utilisation conjointe de l’hypothèse de progression 4 avec le passage des
conditions de la famille des CNRP à des trajets stricts permet la construction de conditions
suffisantes.
Nous développons à présent différentes conditions envisageables, plus ou moins restric-
tives en fonction des cas à traiter.
3.7.4.1 Un sommet peut être joint en retour à un moment donné
La condition la plus faible que l’on propose pour que l’estimation soit juste à un moment
donné (sans que le nœud soit capable de déterminer quand elle l’est) est CNRP−one−once :
au moins un nœud est, à un moment donné, en mesure de recevoir, directement ou non,
une réponse de chacun de ses voisins.
CNRP−OO = ∃u ∈ VG, ∃t ∈ T,∀v ∈ N−G,t(u),∃J ′ ∈ J (v, u), depart(J ′) > t
3.7.4.2 Un sommet peut toujours être joint en retour
La condition suivante, qui présente un réel intérêt, car fonctionnant pour n’importe
quelle date et étant par conséquent moins contraignante sur la mise en œuvre, est
CNRP−one−always : au moins un nœud est toujours en mesure de recevoir, directement
ou non, une réponse de chacun de ses voisins.
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CNRP−OA = ∃u ∈ VG,∀t ∈ T, ∀v ∈ N−G,t(u), ∃J ′ ∈ J (v, u), depart(J ′) > t
3.7.4.3 Tous les sommets peuvent être joints en retour à un moment donné
L’équivalent de la condition CNRP−OO étendu à l’ensemble des sommets du graphe
est la condition CNRP−all−once : chacun des nœuds est capable, à un moment donné, de
recevoir, directement ou non, une réponse de chacun de ses voisins.
CNRP−AO = ∀u ∈ VG,∃t ∈ T, ∀v ∈ N−G,t(u), ∃J ′ ∈ J (v, u), depart(J ′) > t
3.7.4.4 Tous les sommets peuvent toujours être joints en retour
La condition la plus contraignante, mais la plus intéressante car fonctionnant pour
n’importe quelle date et n’importe quel nœud et étant par conséquent moins contraignante
sur la mise en œuvre, est CNRP−all−always : à chaque instant, tout nœud est en mesure de
recevoir, directement ou non, une réponse de chacun de ses voisins.
CNRP−AA = ∀u ∈ VG,∀t ∈ T, ∀v ∈ N−G,t(u), ∃J ′ ∈ J (v, u), depart(J ′) > t
Les relations d’inclusion entre les classes qui découlent de ces conditions sont triviales
et sont présentées figure 3.65.
FNRP−OO
FNRP−OA
FNRP−AOFNRP−AA
F8
Figure 3.65 – Schéma d’inclusion des classes de graphes à “voisinage fermé”.
Remarque : Des études doivent être menées afin d’établir des relations d’inclusion de ces
classes avec les classes existantes plus précises que celle qui est proposée ici.
3.7.5 Forêt orientée inversée
L’efficacité de l’algorithme de construction d’une forêt couvrante inversée en ADAGRS
présenté section 3.6.3 (p. 72) dépend des hypothèses faites sur différents paramètres pouvant
varier en ADAGRS (i.e. coupures de communications, pertes de messages sur les liens
de communication). Nous détaillons dans cette section l’impact de chacun d’entre eux
sur l’efficacité de l’algorithme. Pour simplifier l’analyse, nous nous bornons à l’étude de
la version sans utilisation du plus court chemin (fig. 3.62, p. 79). La forêt en résultant
est moins stable mais plus réactive aux pannes dans les branches d’un arbre que celle
résultant de la version avec plus court chemin. En effet, le fait que la version étudiée ici
fasse changer de père à un nœud lorsqu’il reçoit un message venant d’un autre nœud se
trouvant potentiellement plus bas dans une autre branche l’arbre que son père entraîne
que les branches d’un arbre sont potentiellement modifiées inutilement mais également que
l’on réagit plus vite à la disparition d’un père (avant même de détecter sa disparition).
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On note rang(V, u) la place de u dans l’ensemble des sommets V . À titre d’exemple, la
table 3.9 illustre les rangs pour un graphe dont l’ensemble des sommets est V = {1, 3, 5, 8, 9}.
sommet 1 3 5 8 9
rang 0 1 2 3 4
Table 3.9 – Exemple de rangs pour l’ensemble des sommets {1, 3, 5, 8, 9}
Dans un graphe évolutif, nous appelons domaine d’autorité d’un sommet d’identifiant i
(vi), l’ensemble des sommets d’identifiant supérieur à i qu’il peut atteindre à un instant
ts en empruntant un trajet composé uniquement de sommets d’identifiants supérieurs au
sien :
DAutorité(vi, ts) = {vj ∈ Vs, j > i|∃Jj ∈ J ∗vi,vj , depart(Jj) ∈ [ts; ts+1[∧∀vk ∈ Jj , k > i}
Le graphe d’autorité correspondant est le sous-graphe de G = (V,A) dont les sommets
appartiennent au domaine d’autorité de vi à l’instant ts et les arcs sont les arcs de A dont
les deux extrémités appartiennent au domaine d’autorité de vi : GAutoritéi,ts = (Vi, Ai)
tel que Vi = DAutorité(vi, ts) et Ai = {(u, v)|u, v ∈ Vi, ρ((u, v), ts) = 1}.
L’ensemble des supérieurs hiérarchiques d’un sommet u (SupHiérarch(u)) correspond
à l’ensemble des sommets aux domaines d’autorités auxquels il appartient.
SupHiérarch(ui, t) = {uj ∈ V (G)|ui ∈ DAutorité(uj , t)}
1
2
3
4 5
6
7
(a) Graphes d’autorité des sommets 1
et 2.
1
2
3
4 5
6
7
(b) Arbres résultants. Les marqueurs
des graphes d’autorité de 1 et de 2 ont
pour valeur 1.
Figure 3.66 – Les deux sommets v1 et v2 ne font pas partie d’aucun autre domaine
d’autorité que le leur (a). Ils sont donc destinés à devenir racine de leur propre arbre (b).
Le but de l’algorithme est atteint lorsque chaque sommet du graphe appartient à l’arbre
de son supérieur hiérarchique ayant le plus petit identifiant, soit :
∃t ∈ ST,∀u ∈ V (G), λ(u) = min(SupHiérarch(u, t)) (3.1)
Un marqueur intéressant est le nombre de sommets étiquetés racine dans chaque
domaine d’autorité, marqueur que l’on souhaite le plus petit possible. Il mesure le degré de
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stabilité de la forêt à l’instant t (un marqueur supérieur à 1 implique des réorganisations
à venir). Le marqueur est calculé pour chacun des graphes d’autorité (notés ici Hi) des
sommets qui sont censés rester racine de leur arbre. Cela correspond aux sommets qui
n’appartiennent à aucun autre domaine d’autorité que le leur. Par exemple, figure 3.66
(p. 85) :
– les sommets 1 et 2 n’appartiennent au domaine d’autorité d’aucun autre sommet et
restent donc racines de leur arbre respectif ;
– les sommets 3 et 6 appartiennent au domaine d’autorité d’un autre sommet et ne
restent donc pas racines de leur arbre respectif :
– 3 appartient au domaine d’autorité de 1, de 2 et de 3 ;
– 6 appartient au domaine d’autorité de 2 et de 6.
Marqueur(Hi) = |{u ∈ Hi|λ(u) = {R,Rt}}|
Remarque : Une condition nécessaire pour qu’il n’y ait qu’un arbre dans la forêt serait
qu’il existe un trajet entre un sommet (celui d’identifiant le plus petit) et tout sommet du
graphe. Il s’agit de la condition C1 avec une hypothèse en plus sur l’identifiant du sommet.
3.7.5.1 Sans perte de message ni coupure de communication
Nous considérons ici qu’il n’y a ni perte de message ni coupure de communication. Il en
découle que la règle de réaction à la coupure d’un lien menant au référent (fig. 3.58a, p. 75)
ne peut être appliquée. Le champ de l’étiquette d’un nœud correspondant à sa racine/son
référent ne peut donc pas augmenter :
∀u ∈ V (G), ∀σk, σl ∈ [ti, ti+1[, σk < σl, λk(u) ≤ λl(u) (3.2)
Par construction, il existe un chemin entre chaque sommet u et chacun de ses supé-
rieurs hiérarchiques, et en particulier celui d’entre eux, s, qui a le plus petit identifiant.
Aucun message ne pouvant être perdu, il existe nécessairement, à chaque instant, sur un
trajet J(s,u), un heartbeat sur un arc, ou un sommet sur le point de le retransmettre. Ce
heartbeat finira donc nécessairement par atteindre u, qui prendra alors sa valeur minimale.
La condition (3.1) est donc bien remplie dans tous les cas. De plus, (3.2) assure que ce
résultat est stable.
Nous appelons ici itération la modification de l’étiquette d’un sommet du graphe
(entraînée par la réception d’un heartbeat). La réception des messages qui sont ignorés n’est
donc pas prise en compte dans les calculs ci-dessous. Nous nous proposons de caractériser
les topologies et les exécutions de l’algorithme qui constituent le meilleur et le pire des cas
possibles.
Pire des cas. Le pire des cas correspond à une exécution de l’algorithme dans laquelle
chaque sommet prend successivement pour référent les éléments de l’ensemble des sommets
d’identifiants inférieurs au sien. L’étiquetage d’un sommet ne pouvant augmenter (3.2),
on maximise ainsi le nombre de modifications (et donc d’itérations) faites. Un exemple
correspond à une exécution sur un graphe comportant une chaîne croissante (il existe un
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trajet, dont les identifiants des sommets vont croissant, entre tout sommet u et les sommets
d’identifiants supérieurs) dans laquelle chaque sommet reçoit et traite les heartbeat dans
l’ordre décroissant des identifiants des référents. Chaque sommet u fait donc l’objet de
rang(V, u) itérations. Dans le pire des cas, il y a donc |V |−1∗(|V |−2)2 itérations, soit O(|V |2)
itérations.
Meilleur des cas. On considère ici un cas où le sommet de rang 0 peut atteindre tous les
autres 8. Dans le meilleur des cas, seuls les heartbeats nécessaires à la création de l’étiquetage
final sont transmis. Chaque sommet de l’arbre, à l’exception du sommet de rang 0, fait
donc l’objet d’une seule itération, soit |V(G)|-1 itérations en tout.
En considérant une itération comme une unité temporelle (pendant laquelle plusieurs
modifications peuvent s’effectuer en parallèle), le meilleur des cas est la configuration dans
laquelle le sommet de rang 0 atteint directement tous les autres, lors de la transmission
de son heartbeat. Un seul pas de calcul est alors nécessaire. En effet, dans ces conditions,
chaque arbre avance d’un niveau par itération.
Le diamètre D(G) d’un graphe orienté G = (V,A) est la plus grande distance entre deux
de ses sommets. Cette notion s’étend aux graphes évolutifs en tant que longueur de son
plus long trajet sans cycle. Pour généraliser, en fonction de l’ordonnancement des règles de
réétiquetage (i.e. la réception des messages), pour tout sommet vi ne se trouvant pas dans le
domaine d’autorité d’un autre sommet du graphe (fig. 3.66, p. 85), un arbre orienté inversé
dont il est référent est construit soit en O(D(GAutoritévi,t0)) itérations (ordonnancement
favorable), soit en soit en O(D(GAutoritévi,t0)
2) itérations (ordonnancement défavorable).
Plus formellement, on a alors :
∀vi ∈ V (G), (@vj ∈ V (G), vi ∈ DAutorité(vj , t0))⇒Marqueur(GAutoritévi,t0) = 1
3.7.5.2 Sans perte de message, avec coupure de communication
Considérons l’ensemble des sommets d’une branche se trouvant morte suite à la rupture
d’un lien de communications potentielles dans un arbre orienté inversé de racine v. Pour
chaque sommet de la branche morte, plusieurs cas sont possibles selon où se situe l’autorité
u qui “doit le prendre en charge” :
– l’autorité u appartenait à la branche morte ; il est alors nécessaire d’attendre la
détection de la coupure. On considère ici que le système sous-jacent utilise un
timer correspondant à un nombre constant d’itérations (un nombre arbitraire de
traitements de messages que le nœud aurait eu le temps d’effectuer) pour détecter
l’absence d’un sommet voisin. Ensuite, il faut O(|DAutorité(v, t)|) pour que u en
soit informé. Il faut enfin que le nouvel arbre se propage dans le graphe d’autorité de
u, en O(|DAutorité(u, t)|). Le pire des cas ici est une chaîne dont les liaisons sont
symétriques et dont u et v sont les deux extrémités. La situation est alors stabilisée
en 2(|D(G)| − 1) + timer_detection itérations, soit O(|D(G)|) itérations.
– l’autorité u est extérieure à la branche morte 9. Il faut alors qu’une nouvelle vague
soit lancée (pour simplifier nous considérons ici que le lancement d’une vague est
8. En considérant le cas où il y a plusieurs composantes connexes, le meilleur des cas est celui où le
graphe est totalement déconnecté.
9. Que ce soit v qui reprenne la main par une autre branche ou une autre autorité
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faite en continu ou à intervalles de temps très réduits) et qu’elle se propage dans
l’arbre, soit O(|DAutorité(u, t)|) itérations. Le pire des cas est une chaîne dont u est
une extrémité et (dont v est exclu). La situation est alors stabilisée en |D(G)| − 2
itérations, soit O(|D(G)|) itérations.
Si les coupures s’enchaînent trop vite pour laisser le temps à un arbre de se reconstruire,
on assiste à la création et à la suppression de plusieurs îlots au cours du temps dans lesquels
les messages applicatifs (associés chacun à un heartbeat) se transmettent à échelle réduite.
Dans le pire des cas en terme de coupures de communications, chaque nœud se considère
seul la plupart du temps (à l’exception des brèves phases durant lesquelles il dispose d’un
référent) et agit donc comme son propre chef. C’est un cas qu’il est nécessaire de prendre
en compte lors de la définition de l’algorithme selon la mobilité considérée et l’utilisation
que l’on souhaite faire de la forêt couvrante inversée.
3.7.5.3 Avec perte de message et coupure de communication
L’introduction de la perte de message implique que :
– si les messages de l’algorithme se perdent et ceux qui servent au système sous-jacent
ne se perdent pas, un nœud peut considérer que son père (toujours présent selon le
système sous-jacent) suit toujours le même référent alors que ce n’est plus le cas (il
a changé de racine). Les messages pouvant l’en informer étant perdus, s’il n’existe
aucun autre chemin reliant la racine au reste de la “branche morte”, celle-ci peut
rester en l’état jusqu’à ce que l’application décide d’elle même de lancer une nouvelle
vague. En revanche, un autre chemin peut permettre de récupérer tout ou une partie
(tous les sommets ne sont pas forcément atteignables en passant par le nouveau
chemin) du sous-arbre mort à cause d’un lien particulier.
– si le système sous-jacent indique à tort à un nœud que son père n’est plus présent
(le système sous-jacent ne reçoit pas non plus de messages), celui-ci va changer de
racine alors qu’un lien de communications potentielles (de mauvaise qualité) existe
toujours entre eux.
Son sous-arbre réagit alors en fonction. De même que pour le cas précédent, si un autre
chemin existe, il sera utilisé. Sinon à terme (O(D(G)) itérations), chacun déterminera
à quel référent il doit se raccrocher (interne ou externe à la branche morte). Si le
lien vient à re-fonctionner, même sporadiquement, le message correspondant sera
potentiellement transmis à tous les nœuds de l’ancienne branche morte toujours
atteignables n’ayant pas, entre temps, trouvé un référent plus intéressant. L’arbre
retrouve alors un comportement “normal”.
– le taux d’erreurs de communications vient impacter le temps de (re)construction d’un
arbre. En effet, s’il n’existe pas un autre trajet reliant le nœud récepteur d’un message
perdu à la racine, le heartbeat est perdu pour lui et potentiellement l’ensemble de
son domaine d’autorité. Il est alors nécessaire d’attendre la prochaine vague afin
d’espérer pouvoir reconstruire l’arbre.
Dans tous les cas vus ici, la forêt se comporte “au mieux” en fonction des informations
dont chacun des sommets dispose (état du voisinage et référents potentiels) et de l’état
des liens de communications potentielles à un moment donné. Nous avons vu que, dans
certains cas, la forêt n’arrive pas à se stabiliser à cause de la trop forte mobilité ou des
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facteurs environnementaux. Les messages applicatifs sont néanmoins délivrés en fonction
de ce que permettent les communications.
3.8 Conclusion
Dans ce chapitre, nous avons introduit le modèle ADAGRS qui est adapté, grâce au
modèle de synchronisation LCO-asynchrone (sec. 3.3, p. 55), aux aspects asynchrone et vo-
latile des communications considérés dans cette thèse. Nous avons ensuite affaibli certaines
hypothèses (pertes de messages, délais de transmissions non-nuls) afin de nous rapprocher
de la réalité d’une flotte de drones. Il en résulte que chaque nœud du réseau travaille sur
une estimation de l’état de son voisinage direct. Ce point est traité par l’introduction dans
le modèle d’arcs virtuels maintenus par un système sous-jacent chargé d’informer un nœud
des apparitions et des disparitions supposées de nœuds dans son voisinage.
Ensuite, nous avons adapté les algorithmes traités précédemment dans cette thèse au
contexte visé et nous en avons apporté des éléments d’analyse :
– diffusion d’information : le principe de l’algorithme de diffusion d’information reste
inchangé par rapport aux versions précédentes. La condition C1 (sec. 2.3.2.2, p. 36)
est toujours nécessaire à sa réussite et la condition
>C1, une adaptation au contexte
ADAGRS de la condition C1, est suffisante. De plus, la condition C2, associée à
l’hypothèse de progression 4, proposée lors de ces travaux reste suffisante.
– comptage des nœuds du réseau : cet algorithme se transforme en la construction
au fil du temps d’une estimation du voisinage direct d’un nœud au moment où il
démarre l’algorithme. À l’occasion de son analyse, nous avons introduit une nouvelle
classe de graphe appelée neighborhood-round-path.
– forêt couvrante : après adaptation au contexte asynchrone, l’algorithme de création
et de maintien devient un algorithme de création et de maintien d’une forêt cou-
vrante inversée dans laquelle un nœud choisit son père dans l’arbre mais n’est pas
nécessairement capable d’en informer ce dernier.
Certaines pistes de recherche non encore explorées nous semblent particulièrement
pertinentes :
– Nous souhaitons approfondir les analyses — et mener à bien les réflexions qui en
découlent — à propos du modèle LC0 asynchrone (sec. 3.3, p. 55). Il s’agira de
faire des analyses d’algorithmes sans affaiblissement des hypothèses (pas de perte de
message), contrairement à ce qui a été décrit dans cette thèse. En effet, l’expression
des algorithmes étudiés est alors plus simple (il n’y a plus à traiter séparément
l’émission et la réception) et chaque nœud peut, théoriquement, avoir accès à l’état
d’un de ses voisins, sans pour autant avoir à se synchroniser avec lui. Nous pensons
que les résultats intermédiaires entre ceux de DAGRS et ceux obtenus durant nos
travaux méritent d’être étudiés.
– Un approfondissement de la classification des conditions de type
>C et des hypothèses de
progression proposées constitue une des pistes analytiques importantes. Nous pensons
que la comparaison de cette classification avec celle qui est présentée section 2.3.2.2
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(p. 35) permettrait de relever des différences notables entre les deux approches
correspondantes. En particulier, une étude plus approfondie des classes
>CNRP , qui
ont été brièvement introduites, et leur adaptation aux graphes évolutifs non-orientés
devra être réalisée dans un souci de complétude et de réutilisation par la communauté.
– Pour une adaptation à un cadre réel, des études probabilistes (qui constituent un
domaine de recherche à part entière et qui sortent du cadre de ces travaux) sur chacun
des algorithmes proposés est un sujet d’étude pertinent. En effet, l’étude de l’impact
des taux de pertes de messages, en fonction de la topologie considérée, sur la réussite
d’un algorithme permettrait de caractériser plus finement son comportement.
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Dans une mission en Full Mobility Control (sec. 1.2.2.3, p. 15) 1, l’algorithme qui
s’exécute sur un nœud est capable de modifier son plan de vol 2 dynamiquement. Cette
caractéristique permet à un algorithme de réagir aux événements qui surviennent dans
son environnement (e.g. obstacle) ou à une demande de modification de mission (e.g.
rectification par la station sol de la zone à couvrir dans le cas d’une application de
cartographie mono-drone). Au sein d’une flotte, cette caractéristique permet par exemple
que les nœuds se partagent dynamiquement les tâches à réaliser pour mener à bien leur
mission commune.
Dans ce chapitre, nous introduisons les notations nécessaires à l’expression d’une mission
en FMC. Certains concepts, tels que le plan de vol d’un nœud, sont primordiaux pour
l’expression de tout type de mission en contrôle de mobilité. Certains concepts, tels que
les estimations locales, sont axés sur une gestion décentralisée de la mission, mais res-
tent en partie valables pour tout type de mission en FMC (qu’elle soit décentralisée ou non).
Nous introduisons, dans un premier temps (sec. 4.1), notre approche d’une mission
effectuée par une flotte de nœuds en FMC. Les hypothèses formulées dans ces travaux
(graphe de communication potentiellement partitionné, nombre de nœuds variable au cours
de la mission, perte possible de messages) impliquent que cette gestion repose en grande
partie sur des estimations construites de proche en proche. Nous introduisons donc les
formalismes servant à ordonner temporellement les informations avant d’introduire les
notations servant à exprimer le fait qu’une information est réelle ou estimée et le fait qu’elle
se rapporte à un nœud ou à un ensemble de nœuds.
Dans un second temps, nous détaillons l’ensemble des notations et outils nécessaires à
la gestion d’une mission (sec. 4.2, p. 99), parmi lesquels se trouvent l’estimation locale de la
situation globale (sec. 4.2.4.2, p. 102), construite de proche en proche, sur laquelle repose
la majorité des prises de décisions. Les informations composant un nœud sont rappelées
section 4.3 (p. 107).
4.1 Approche FMC de la mission
D’une manière générale, dans une mission en FMC, un nœud s’efforce de maintenir
les propriétés qui doivent être garanties pour la réussite de la mission (qu’elle repose sur
plusieurs nœuds ou sur lui seul). Lorsqu’il détecte (nous verrons que cette détection n’est
souvent qu’une estimation) qu’une de ces propriétés n’est plus vraie, il s’efforce de modifier
son propre état (comprenant son plan de vol) pour qu’elle le redevienne.
1. Nous utilisons le terme FMC, mais nos travaux peuvent s’appliquer, dans une certaine mesure, à du
PMC.
2. Nous utilisons ici le mot plan de vol de manière générique pour définir les déplacements et actions
planifiés par un nœud (qu’il vole, ou non).
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4.1.1 Relation entre graphe de communications et graphe de déplace-
ments
Les déplacements que nécessite l’accomplissement d’une mission collaborative donnée
induisent une certaine topologie sur le graphe de communication sous-jacent. On sera
parfois amené à modifier une première topologie (préférentiellement par calcul statique à la
création de la mission mais aussi parfois dynamiquement et de manière distribuée en cours
de mission) afin de tenter de se conformer à une certaine classe de graphes nous permettant
d’assurer la réussite de la mission (i.e. d’avoir un graphe temporel de communication
adéquat). Cela peut, par exemple, se traduire par l’ajout ou la suppression d’un nœud ou
la modification du plan de vol (FLRi , section 4.2.4.1, p. 102) d’un ou plusieurs nœuds. En
pratique, chaque nœud prend localement ses décisions en se basant sur son estimation de
la situation globale et il doit répondre à des contraintes opérationnelles (i.e. distances de
sécurité, vitesses de déplacements, waypoint à visiter). Il en résulte qu’il n’est pas toujours
possible de garder un graphe de communications stable permettant des communications
synchrones. Ce point est traité dans le chapitre 5 (p. 109).
Outre le fait qu’il se réattribue les tâches supposées perdues en modifiant localement
son plan de vol, chaque nœud tente de construire un graphe global de communications
propice aux échanges et donc à la réussite de la mission. On distingue plusieurs cas en
fonction de la nature du graphe des déplacements autorisés (sec. 4.2.3, p. 100) :
– le graphe des déplacements possibles constitue un maillage pré-existant fixe au dessus
duquel le nœud crée/modifie/adapte son plan de vol/parcours en fonction de différents
paramètres (e.g. le nombre de nœuds supposés présents 3, les puissances d’émissions
constatées, . . . ) ;
– le graphe des déplacements possibles est constitué, de manière beaucoup plus souple,
d’une zone (continue ou discrétisée) dans laquelle un nœud choisit une position plus
ou moins aléatoirement (Random Waypoint/Random Walk) avant de s’y rendre. Un
exemple pourrait consister en n drones qui se déplacent aléatoirement dans un espace
et se rassemblent peu à peu (e.g. en effectuant un suivi de leader, section 5.3.2.1,
p. 117), à chaque fois qu’ils se croisent ;
– le graphe des déplacements possibles est constitué de plusieurs niveaux de graphes
de déplacement. En effet, on peut imaginer une maille pré-existante dont la référence
(potentiellement un leader, un élément suivi au sol) peut être mobile. La position
réelle du graphe de déplacements possibles “secondaire” est alors dépendante d’un
graphe de déplacements possibles (ou espace continu libre) “primaire”.
Que cela soit dû à un événement (e.g. perte d’un ou plusieurs nœuds) ou à une nécessité
de la mission (e.g. visite d’un point d’intérêt éloigné du reste de la flotte), il se peut que
le graphe de communication devienne déconnecté (i.e. présente plusieurs composantes
connexes) pendant une période donnée. Ne disposant pas d’un point de centralisation (e.g.
station sol pouvant servir de relais de communication), les îlots de nœuds ainsi formés sont
dans l’incapacité d’échanger des informations.
Ce découpage potentiel du réseau en plusieurs îlots, le fait que les délais d’acheminement
3. Dans CARUS (Chap. 7, p. 159), par exemple, après la perte supposée d’un voisin, le nœud modifie
son plan de vol (il couvre plus de points). Ceci a pour effet de favoriser les possibilités d’échanges avec les
autres nœuds présents.
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d’un message dus aux communications multi-sauts utilisées dans ce type de flotte soient
non-nuls et le fait qu’un message puisse être perdu concourent à l’obligation qu’ont les
nœuds de la flotte de raisonner sur des estimations locales de la situation globale
(ce point est développé section 4.2.4.2, p. 102).
Objectif :
visiter un ensemble de points
algo + contraintes FLR1,t0 . . . F
LR
n,t0
A
manuel manuel
auto
F(G)
FLRi qui réussissent FLRi qui ne réussissent pas
B C
⊂
incident
suspecté
adaptation
n1+
2+
3+
manuel
auto
Figure 4.67 – Schéma global de relation Mission/Classe de Graphes/Évolution
La figure 4.67 présente une mission dont l’objectif est de visiter un ensemble de points.
À partir de cet objectif, on peut construire un algorithme et déterminer un ensemble de
contraintes. On peut en déduire automatiquement un ensemble possible de n (n étant le
nombre de nœuds actifs au début de la mission) plans de vol initiaux (FLRi,t0 ).
À partir de l’algorithme et des contraintes (ou directement de l’objectif), on peut manuelle-
ment définir une classe de graphe à laquelle doit appartenir le graphe de communications
sous-jacent pour permettre la réussite de la mission. De cette classe découle l’ensemble des
plans de vol pour lesquels la mission peut être réussie.
Au cours de la mission, lorsqu’un nœud détecte (estime avoir détecté) localement un
événement (e.g. perte d’un voisin ou disparition d’un nœud) pouvant entraîner la non-
satisfaction d’une des contraintes de la mission, il tente de recalculer, en fonction de son
estimation de la situation globale, une configuration (FLRi,t+1) dans laquelle la mission peut
réussir.
On remarque qu’ici, le plan de vol initial est inclus dans l’ensemble des plans de vol
propices à la réussite de la mission (A ⊂ B). Si aucun événement (e.g. perte de nœud ou
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supposition de perte d’un nœud) n’amène un nœud à modifier son plan de vol, la mission
réussira.
Pour certaines missions, les nœuds peuvent se passer de ce premier plan de vol et
se constituer chacun leur propre plan de vol initial, sans avoir connaissance du nombre
de nœuds dans la flotte. C’est par exemple le cas pour l’algorithme de CARUS, dans
lequel chacun des nœuds découpe une grille à visiter en tranches de points en fonction de
l’estimation qu’il a du nombre de nœuds présents dans la flotte.
4.1.2 Séquencement des informations
Sauf mention contraire, dans nos travaux, nous ne considérons pas d’horloge globale
synchrone.
Nous considérons maintenant les différents mécanismes permettant de dater et d’ordon-
ner (quand cela est possible) les informations manipulées par les nœuds.
4.1.2.1 Utilisation de dates locales
Chaque nœud possède une horloge locale sur laquelle il s’appuie pour dater et ordonner
les événements qui lui sont locaux. Ainsi, t(x) donne la date de la dernière modification de
l’élément x.
Notation : une date locale à un nœud i est notée ti. Lorsqu’il n’y a pas d’ambiguïté possible,
celle-ci peut être notée t.
4.1.2.2 Utilisation de dates absolues
À tout élément étudié ici est associée une date absolue qui, par exemple, garde trace
de sa dernière modification. Ainsi, tabs(x) donne la date absolue de la dernière modification
de l’élément x.
Ces dates servent, a priori, seulement à la vérification du fonctionnement de l’algorithme
(point de vue omniscient) et ne sont pas utilisées dans son expression.
Notation : Une date absolue est notée tabs.
4.1.2.3 Numéros de séquence et de version
Certains éléments, tels que les plans de vol locaux (FLRi ), ont un numéro de séquence
qui est incrémenté à chacune des modifications de l’élément. Ainsi, version(x) donne le
numéro de version de l’élément x.
Ces numéros de séquence permettent d’ordonner les différentes versions d’une informa-
tion et ainsi de déterminer laquelle est la plus à jour.
Notation : Les numéros de séquence sont notés v ou s.
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4.1.2.4 Utilisation de l’âge estimé d’une information
Nous avons vu que les numéros de versions permettent de différencier et d’ordonner
les informations provenant d’une même source. Nous ajoutons maintenant la notion d’âge
d’une information (i.e. le temps écoulé depuis sa création). Cette donnée supplémentaire
permet à l’algorithme de raisonner sur la “fraîcheur” d’une information et donc sur ses
chances d’être toujours pertinente.
j
k
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i
Iv,0(j)
Iv,β1(j)
Iv,β1(j)
Iv,β1+β2(j)
Iv,β1+β2(j)
Iv,β0(j)Iv,0(j)
δ1
β1
δ2
β2
δ0
β0
δ3
Figure 4.68 – Chemins empruntés par une information I dans sa version v ayant pour
source j (notée Iv,0(j)) et temps de transmission associés. Sachant que les temps
d’acheminements (δx) ne sont pas pris en compte mais seulement les durées (βx) pendant
lesquelles un nœud possède l’information, on ne peut obtenir qu’une estimation de l’âge
d’une information. Le nœud i, recevant deux fois la même information, garde celle dont
l’âge estimé est le plus grand, et donc le plus juste : Iv,max(β0,β1+β2)(j).
Une estimation de l’âge d’une information est obtenue en agrégeant (additionnant) les
périodes durant lesquelles l’information est restée sur chacun des nœuds du réseau avant
l’exécution du calcul d’estimation. Avant d’utiliser ou de retransmettre une information, le
nœud concerné additionne l’âge déjà estimé par ses prédécesseurs éventuels à son estimation
de la durée pendant laquelle il l’a lui-même possédée (différence entre l’heure locale courante
et l’heure locale de réception de l’information). Cette méthode, illustrée par la figure 4.68,
ne prend pas en compte les temps de transmission δx de l’information (cumul des temps
d’acheminement du message sur le medium — dans les airs — entre deux nœuds et des
temps de traitement des messages par les couches logicielles) 4 qui nous sont inconnus.
Nous discutons dans l’annexe B (p. 207) de l’impact de ces temps de transmission et des
décalages d’horloge de chacun des nœuds du réseau sur le calcul de cette estimation d’âge.
Il en ressort qu’il existe deux manières d’estimer l’âge d’une information :
– en excès : on surestime alors l’âge de la donnée et on fait donc des détections
d’obsolescence des informations (timeouts) trop tôt. Ceci rend le système moins
stable mais plus réactif.
4. On peut considérer qu’un message est annoté exactement au moment de son envoi et de sa réception
et que les traitements effectués avant et après n’impactent plus l’estimation de son âge. En revanche, le
temps d’acheminement du message d’une carte réseau à l’autre est faible, mais n’est pas nul.
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– en défaut : on sous-estime alors l’âge de la donnée et on fait donc des détections
d’obsolescence des informations (timeouts) trop tard. Ceci rend le système moins
réactif mais plus stable.
Dans la suite, nous faisons le choix de ne considérer que des estimations “en défaut”
afin d’être sûrs de ne pas avoir de faux positifs (détections inutiles) dûs uniquement à
l’estimation de l’âge d’une information. Cette méthode présente l’avantage de pouvoir
considérer des délais de transmissions non-nuls (Annexe B.3, p. 210).
Il est fort probable que plusieurs instances d’une même information (même nœud source
et même numéro de version), ayant emprunté des chemins différents, arrivent à un nœud ré-
cepteur (fig. 4.68, p. 96) avec des estimations d’âge différentes 5. Le récepteur conserve alors
l’estimation d’âge la plus grande car c’est, par essence, la plus juste (estimation “en défaut”).
La manière dont sont créées et reçues certaines informations via des communications
multi-sauts implique que les nœuds raisonnent sur des estimations locales de la situation
globale. La section suivante traite de ce point.
4.1.3 Notions de visions locales et globales dans une mission
Dans ces travaux, nous avons souvent besoin d’exprimer différentes échelles (i.e. unité
ou groupe) et différents degrés de connaissance (i.e. cas idéal, réalité ou estimation). Nous
décrivons ici les mécanismes mis en place pour le permettre.
``````````````échelle
connaissance I R E
(idéale) (réelle) (estimée)
G GI GR GE(globale)
L LI LR LE(locale)
Table 4.10 – Notations Global/Local, Idéal/Réel/Estimé.
Illustrons les notations se trouvant table 4.10 avec un premier exemple. On peut imaginer
une mission continue durant laquelle une flotte de drones s’efforce de construire une photo
aérienne d’une zone déterminée (MGIt ) nécessitant une diffusion proche du temps réel, par
exemple en cas de surveillance de feux de forêt. Les membres de la flotte, dont la méthode
de partage du travail est empruntée à Shaadhoc [12], s’échangent régulièrement une image
géo-référencée de taille fixe (i.e. l’estimation globale par la flotte MGEi,ti ) dont la mise à jour
est faite par fusions successives (toute nouvelle photo étant plaquée sur l’image globale).
Afin de préserver la bande passante, chaque drone transmet moins fréquemment une image
composée uniquement des photos qu’il a lui-même prises (i.e. sa contribution, MLRi,ti ). Ainsi,
tout nœud i de la flotte dispose d’un MGEi,ti récent et également d’un M
LE
i,ti
(j), certes moins
récent et donc moins juste, pour tout membre j de la flotte.
Pour résumer, les éléments considérés sont :
5. Les deux informations sont identiques à l’exception des estimations d’âge, qui ont été forgées
séparément.
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– MGIt : état idéal global au temps t, vu par un observateur omniscient. Il s’agit d’une
photo (type satellite) a priori non réalisable par l’essaim.
– MLIi,t : n’a pas de sens dans ce contexte.
– MGRt : état réel global au temps t. Cette donnée n’est pas calculable par la flotte,
mais pourrait correspondre à l’union de tous les MLRi,t en gardant uniquement, pour
chaque pixel, celui de la photo la plus récente.
– MGEi,t : estimation de la situation globale par i au temps t. Il s’agit de la photo globale
échangée au sein de la flotte.
– MLRi,t : donnée locale réelle de i au temps t. Il s’agit de la photo comportant unique-
ment l’ensemble des contributions de i (i.e. photos prises par i) jusqu’au temps t.
– MLEi,t (j) : estimation par i au temps t de la donnée locale à j. Il s’agit de l’estimation
de i au temps t de l’ensemble des contributions de (photos prises par) j.
On note qu’ici MLEi,t (i) = MLRi,t ; comme nous le verrons par la suite, ce n’est pas toujours
le cas.
Un autre exemple possible est celui d’un classement au regard d’un ou plusieurs critères
(e.g. niveau de batterie, quantité de données, ordre sur les identifiants, . . . ) :
– CGRt ou CGIt : classement réel global au temps t vu par un observateur omniscient.
– CGEi,t : l’estimation par i au temps t du classement global.
– CLRi,t , CLIi,t , CGRt (i) ou CGIt (i) : rang réel (local), relatif au classement sous-jacent, du
nœud i au temps t vu par un observateur omniscient.
– CLEi,t (j) ou CGEi,t (j) : l’estimation du rang de j par i au temps t.
– CLEi,t (i) : l’estimation par i au temps t du rang de i. Ici, contrairement à ce qui est
souvent le cas, CLEi,t (i) n’est pas toujours égal à CLRi,t . En effet, l’estimation qu’un
nœud a de son rang dépend de son estimation du classement global.
Bien que ce soit le cas pour ce second exemple, il est important de noter que l’équivalence
entre les données XG(j) et XL(j) n’est pas toujours vraie. En effet, cela suppose (1) que
les deux données existent et (2) que l’accesseur ’( )’ permette d’extraire une estimation
locale à partir de l’estimation globale. Ceci n’est pas toujours possible. En effet, dans le
premier exemple, il est impossible d’accéder à MLEi (j) (estimation par i des photos prises
par j) à partir de MGEi (estimation par i de la photo globale anonyme).
Prenons l’exemple plus concret issu du démonstrateur CARUS (Chap. 7, p. 159) dans
lequel un calcul local, se basant sur l’estimation du nombre de nœuds présents dans la flotte,
permet de faire un découpage local d’une grille de point (waypoints). Les différents nuances
de ce calcul de tranches en fonction du degré de connaissance et de l’échelle considérés sont
données ici :
– TrGIt : découpage en tranche idéal au temps t ;
– TrGIx,t , TrGIt (x), TrLIt (x) : ensemble des points de la grille dont x est théoriquement
propriétaire au temps t ;
– TrGEx,t : découpage en tranche calculé par x au temps t ;
– TrGEx,t (y) ou TrLEx,t (y) : l’ensemble des points de la grille dont y est propriétaire au
temps t, selon le découpage effectué par le nœud x ;
– TrGEx,t (x), TrLEx,t (x) ou TrLRx,t : ensemble des points de la grille dont x considère être
propriétaire au temps t ;
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– TrGRt : union de tous TrLRx,t , à l’instant t (vu par un observateur omniscient).
Ici encore, l’estimation qu’un nœud a de son état (i.e. la tranche qu’il s’est calculée,
TrLEx,t (x)) ne correspond pas toujours à ce que le calcul théorique prônerait (i.e. la tranche
qui lui reviendrait théoriquement, TrGIx,t).
On peut aisément appliquer les notations se trouvant table 4.10 (p. 97) à un plan de
vol, utilisé lors de ces travaux (sec. 4.2.4, p. 102) :
– FGRt : le plan de vol réel global au temps t, vu par un observateur omniscient ;
– FGEi,t : l’estimation par i au temps t du plan de vol global ;
– FLRi,t ou FGRt (i) : le plan de vol réel (local) du nœud i au temps t, vu par un
observateur omniscient et le nœud i lui même ;
– FLEi,t (j) ou FGEi,t (j) : l’estimation par i au temps t du plan de vol local de j ;
– FGIt : plan de vol global idéal à l’instant t, pour la réussite de la mission (suppose
l’existence d’un plan de vol idéal) ;
– FGIt (i) ou FLIi,t : plan de vol de i idéal à l’instant t, pour la réussite de la mission
(suppose l’existence d’un plan de vol idéal).
On note qu’ici encore FLEi,t (i) = FLRi,t .
4.2 Formalismes introduits pour la gestion d’une mission
Dans la suite, nous introduisons les formalismes utilisables dans un contexte asynchrone
(voire synchrone) visant à permettre l’expression de la coopération au sein d’une flotte de
nœuds. En particulier nous introduisons section 4.2.4 (p. 102) la notion de plan de vol local
à un nœud i (FLRi ) et de son estimation locale de la situation globale à un instant t (FGEi,t ).
4.2.1 Ensemble des nœuds connus : NGRknown:t/NGEknown:i,t
L’ensemble Nknown est un ensemble sur N qui garde trace de l’identifiant de tous les
nœuds connus dans le réseau (qu’ils soient toujours présents ou non).
Nknown se décline en :
– NGRknown:t : ensemble de tous les nœuds ayant réellement été présents dans le réseau,
du début de la mission jusqu’au temps t ;
– NGEknown:i,t : estimation par i au temps t de l’ensemble des nœuds ayant été présents
au cours de la mission.
4.2.2 Ensemble des waypoints du plan de vol : W
Un waypoint wi est un n-uplet dont seule la donnée wp est obligatoire :
– wp : (x, y, z) ∈ R3 (coordonnées dans l’espace) ;
– un identifiant i ;
– data est un ensemble de données modifiables associées au waypoint wpi ;
– nb_pass : le nombre de fois que le nœud a visité ce waypoint ;
– un historique des règles de déplacement déjà appliquées sur ce waypoint.
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Soit W l’ensemble global de tous les waypoints. On note WGRi,t l’ensemble des waypoints
affectés à i à l’instant t : WGRi,t = {w ∈W |w ∈ FLRi,t }.
L’ensemble des waypoints du plan de vol se décline en :
– WGRt : ensemble des waypoints de la mission réellement pris en compte par la flotte
à l’instant t ;
– WGRi,t =WLRi,t : ensemble des waypoints réellement affectés au nœud i au temps t ;
– WGEi,t : estimation, par i, de l’ensemble des waypoints affectés dans toute la flotte au
temps t ;
– WLEi,t (j) : estimation, par i, des waypoints affectés au nœud j au temps t ;
– W=WGI : ensemble (idéal) des waypoints de la mission.
4.2.3 Graphe des déplacements autorisés
On définit sur l’ensemble des waypoints W d’une mission, le graphe de déplacements
autorisés GD (fig. 4.69). Il s’agit d’un graphe orienté complet ayant pour sommets l’ensemble
des positions possibles pour un nœud de la flotte et dont on a retiré les arcs correspondant
aux déplacements impossibles et aux déplacements “interdits” (pour des raisons de sécurité
et/ou de préplanification).
Figure 4.69 – Graphe de déplacements pendant une mission.
Dans le cas où le graphe des déplacements autorisés de départ peut varier au cours de
la mission, on appelle GD le graphe évolutif (sec. 2.3.2.1, p. 33) correspondant à GD . Un
tel graphe évolutif peut être utilisé de plusieurs façons :
– 1 graphe statique : tous les nœuds peuvent disposer d’un même graphe évolutif des
déplacements autorisés prédéfini permettant de supprimer/ajouter des liens d’un
waypoint à un autre pendant des périodes connues à l’avance (e.g. fermeture/ouverture
de certaines zones) ;
– n graphes statiques : il peut exister un tel graphe spécifique à chaque nœud (e.g. pour
des raisons de sécurité/fiabilité, certains nœuds peuvent ne pas avoir les accréditations
pour survoler certaines zones) ;
– n graphes modifiables : on peut envisager de rendre chacun des graphes évolutifs des
déplacements autorisés modifiable au cours de la mission (e.g. détection d’une zone
trop dangereuse pour les appareils).
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Il est également envisageable de transformer ce graphe en un espace continu (dans R3)
comprenant l’ensemble des positions autorisées. En ajoutant l’aspect évolutif à cet espace,
chaque nœud pourrait ajouter les obstacles dynamiques qu’il découvrirait afin de planifier
une trajectoire d’un point à l’autre du graphe de déplacement.
4.2.3.1 Itinéraires et degré d’aboutissement d’itinéraires
Nous reprenons ici les concepts proposés section 3.7.2 (p. 80) en les adaptant aux
déplacements dans un graphe.
mobilité communications
voisinage local étape e saut j
suite itinéraire trajetI(w1,w2) J(a,b)
tentatives sur cet itinéraire sur ce trajet≈I(w1,w2)
≈J (a,b)
réussite sur cet itinéraire sur ce trajet>I(w1,w2)
>J (a,b)
échecs sur cet itinéraire sur ce trajet⊥I(w1,w2) =
≈I(w1,w2) −
>I(w1,w2)
⊥J (a,b) =
≈J (a,b) −
>J (a,b)
ensemble des suites itinéraires possibles trajets possiblesI∗(w1,w2) J ∗(a,b)
tentatives sur tous les itinéraires sur tous les trajets≈
I∗(w1,w2)
≈
J ∗(a,b)
réussites sur tous les itinéraires sur tous les trajets>
I∗(w1,w2)
>
J ∗(a,b)
échecs sur tous les itinéraires sur tous les itinéraires⊥
I∗(w1,w2) =
≈
I∗(w1,w2) −
>
I∗(w1,w2)
⊥
J ∗(a,b) =
≈
J ∗(a,b) −
>
J ∗(a,b)
Table 4.11 – Application des notions de tentative/réussite/échec au domaine de la
mobilité (itinéraire) et à celui des communications (trajet).
La table 4.11 regroupe les différents degrés d’aboutissement de déplacements dans un
graphe de déplacement.
D’un point de vue purement local, une étape (e, eij ou e(i,j)) est un arc (i, j) dans le
graphe de déplacements autorisés GD . L’étape symbolise le déplacement d’un nœud (mobile)
d’un point géographique à un de ses voisins dans le graphe. Soient vi, vj ∈ V (GD), eij ∈
E(GD), on définit src(eij) = vi et dst(eij) = vj .
Un itinéraire (I ) est une suite d’étapes successives dans le temps : I = e1, e2, . . . , en|ei ∈
E(GD) avec ∀ei ∈ I , dst(ei) = src(ei+1). En particulier, un itinéraire(w1, w2) (I(w1,w2)) est
un itinéraire dont le premier point est w1 et le dernier est w2.
102 Chapitre 4. Formalisation d’une mission en FMC
L’ensemble des itinéraires possibles entre deux points donnés (I∗(w1,w2)) est constitué
de tous les itinéraires réalisables entre ces deux points.
Les notions de tentative, de réussite et d’échec sont applicables à un itinéraire entre
deux points et à l’ensemble des itinéraires possibles entre ces deux points. Nous détaillons
ici seulement les ensembles d’itinéraires :
– réussites (
>
I∗(w1,w2)) : ensemble de tous les itinéraires réussis entre w1 et w2 (égal à
I∗(w1,w2)) ;
– échecs (
⊥
I∗(w1,w2)) : ensemble de tous les chemins/trajets empruntant un des itinéraires
possibles mais n’arrivant pas à w2 ;
– tentatives (
≈
I∗(w1,w2)) : union des itinéraires réussis et des itinéraires échoués.
4.2.4 Plans de vol et estimation de la situation
Le graphe des déplacements autorisés (sec. 4.2.3, p. 100) sert de base au plan de vol de
chacun des nœuds de la flotte.
4.2.4.1 Plan de vol réel : FLRi,ti
FLRi,ti est l’état réel du plan de vol (et plus largement des données mission) du nœud i,
au temps ti. Il est composé des éléments suivants :
– id : un identifiant unique du nœud (ayant ici pour valeur i) ;
– v : ce numéro de séquence/version incrémenté localement à chaque modification sert
à ordonner dans le temps les différentes versions du FLR ;
– WLRi,t : un ensemble de waypoints (sec. 4.2.2, p. 99) qui sont réellement affectés au
nœud i à l’instant t ;
– NGEknown:i,t : estimation par i au temps t de l’ensemble des nœuds ayant été pré-
sents dans la flotte (sec. 4.2.1, p. 99). Celle-ci sert, en particulier, à déterminer les
estimations qui doivent être prises en compte lors de la fusion des estimations ;
– GD(WLRi,t ) : un graphe orienté des déplacements autorisés, tel que défini section 4.2.3
(p. 100) ;
– RD : un ensemble de règles de déplacement, tel que défini section 4.2.5.1 (p. 104),
calculé par la fonction replan(). Ces règles déterminent les déplacements que le nœud
doit effectuer en fonction du waypoint sur lequel il se trouve.
4.2.4.2 Plans de vol estimés : FGEi,t /FLEi,ti (j)
La construction d’estimations locales de la situation globale est faite grâce à l’injection
dans le réseau par chaque nœud de son “estimation” de sa propre situation. Son estimation
de lui-même étant juste, cette injection permet de limiter la dérive des estimations globales
par rapport à la réalité.
L’estimation locale par i au temps t du plan de vol de j (FLEi,t (j)) est une
information reçue (directement ou non) de j via le réseau.
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Un nœud j extrait de FLRj (par définition locale et juste) tout ou une partie des
informations pertinentes afin de constituer FLEj,t,v(j). Une fois le FLEj,t,v(j) reçu par un nœud i,
il devient FLEi,t,v(j). Notons qu’une fois que le FLE est créé, c’est déjà une estimation car il
n’est potentiellement déjà plus à jour, le nœud continuant à évoluer. C’est pourquoi cette
information se voit associer un âge estimé (sec. 4.1.2.4, p. 96), permettant de juger de la
pertinence de l’information (plus l’information est vieille, moins elle est exacte).
Note : À des fins de simplification, FLRi,t est assimilé à FLEi,t (i) avec un âge estimé nul.
L’estimation locale par i au temps t de la situation globale FGEi,t est la fonction
locale au nœud i qui, à un identifiant de nœud j et à un instant tabs, fait correspondre le
FLEi (j) le plus à jour reçu par i (ce numéro de version est noté vmax).
FGEi,tabs : ∀j ∈ NGEknown:i,tabs , FGEi,tabs(j) = FLEi,vmax(j)
Cette estimation est obtenue par des fusions successives grâce à l’opérateur de fusion unionmulti
défini ci-après.
Note d’implémentation : Le FGE peut facilement être implémenté avec une table de
hachage.
4.2.4.3 Union des estimations locales de la situation globale (FGE) : unionmulti
Une grande majorité des concepts et notations introduits ici reposent sur l’utilisation des
informations se trouvant dans l’estimation locale de la situation globale. Pour la construire,
lorsqu’un nœud i reçoit de j son estimation du plan de vol global (FGEj,tj , sec. 4.2.4.2), il la
fusionne avec la sienne grâce à l’opérateur unionmulti.
On présente ici l’opérateur de fusion unionmulti utilisé dans ces travaux. Il prend d’abord en
compte les numéros de version des FLE composant les FGE à fusionner puis, pour une
même version d’un FLE(k), les estimations de l’âge du FLE(k) :
FGEi unionmulti FGEj : {latest(FGEi (k), FGEj (k))|k ∈ FGEi NGEknown:i ∪ FGEj NGEknown:j}
latest :

latest(x, ∅) = x
latest(∅, y) = y
latest(x, y) :
si version(x) > version(y)
alors x
sinon si version(x) < version(y)
alors y
sinon oldest(x, y)
Note d’implémentation : Les informations utiles à la mission sont, par construction, in-
cluses dans les FLE . Toute donnée supplémentaire devrait donc être intégrée au niveau
de leur création. Dans les cas où la fusion des FGE se ferait différemment de ce qui est
proposé ci-dessus (e.g. ajout d’informations autres que les FLE), il serait nécessaire de
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modifier/surcharger l’opérateur unionmulti.
Plus généralement, nous définissons l’opérateur unionsq qui garde les composants les plus
récents des deux données fusionnées.
X unionsq Y : {latest(X(k), Y (k))|k ∈ N ∧ (X(k) 6= ∅ ∨ Y (k) 6= ∅)}
4.2.5 Gestion des déplacements au sein du plan de vol
Le déplacement d’un nœud est géré par la fonction next() qui applique des règles de
déplacement RD (distinctes des règles de réétiquetage ADAGRS) générées localement par
la fonction de (re)planification replan() à partir du graphe GD des déplacements possibles
introduit section 4.2.3 (p. 100).
Dans cette section, nous présentons les notions, notations et méthodes impliquées.
4.2.5.1 Règles de déplacement RD
Une règle de déplacement est définie par un triplet (id, src, dest) obligatoire et des
informations facultatives :
– id : un identifiant de règle ;
– src : un waypoint source ;
– dest :un waypoint destination (potentiellement identique au waypoint source) ;
– preaction : une action à exécuter avant de quitter la source ;
– action : une action à exécuter pendant le déplacement ;
– postaction : une action à exécuter après avoir atteint la destination.
Il est naturellement nécessaire qu’il existe un arc entre src et dest dans le graphe
des déplacements autorisés GD (ou dans GD si on travaille sur un graphe évolutif des
déplacements autorisés).
RD est l’ensemble des règles de déplacement générées périodiquement par la fonction
replan() définie ci-après.
4.2.5.2 Fonction replan()
Note : replan() est spécifique à la mission, elle est donc à redéfinir pour chaque mission.
Cette fonction recalcule localement le plan de vol d’un nœud, en s’appuyant sur l’estima-
tion locale de la situation globale. C’est elle qui définit l’ensemble des règles de déplacement
RD qui sont applicables par next(). C’est en effet dans cette fonction que réside toute
“l’intelligence” spécifique à la mission. Elle est hautement dépendante de l’algorithme
considéré et doit donc être redéfinie d’une mission à l’autre.
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4.2.5.3 Fonction next()
Note : La fonction next() présentée ici est celle utilisée pour nos travaux. Elle inclut un
système de priorité la rendant relativement générique.
La fonction next() est chargée d’exécuter les règles de déplacement (RD) du plan de
vol généré par replan(). Dans l’exemple proposé figure 4.70, la fonction replan() a généré
3 règles (3 destinations possibles) à partir du nœud w sur les 5 nœuds théoriquement
accessibles. La fonction next() détermine donc laquelle de ces 3 règles est appliquée.
w
w′0
w′1
w′2
Figure 4.70 – Exemple de règles de déplacement applicables à partir d’un waypoint w.
Elle est définie comme suit : next(RD, w,WLRi,t ) → (w′) | w,w′ ∈ WLRi,t ∧ w′ ∈
succGD (w)
6. Étant donnés un ensemble de règles de déplacement RD et un waypoint
w ∈WLRi,t , elle détermine le prochain waypoint w′ sur lequel le nœud doit se rendre.
Intuitivement, next() est une fonction générique qui applique des règles de réécriture
sur le graphe des déplacements autorisés (GD ou GD) pouvant intégrer des priorités :
1. filtrer les règles de déplacement applicables de RD ;
2. ordonner les règles par priorités (dépendant de la mission) ;
3. appliquer la première règle (i.e. déplacement et actions éventuelles).
4.2.6 Fonctions et opérateurs utilisés pour raisonner sur les plans de vol
Dans cette section, nous définissons différentes fonctions et opérateurs utilisés dans
nos travaux. Les formalismes NGEup: , ASGE et ZGE , qui sont décrits ici, se basent sur
l’estimation par le nœud de la situation globale (FGEi,t ). Les opérateurs
⋂
2 et
⋂
1 X définis
sont de portée plus générales mais sont utilisés ici uniquement pour raisonner sur des plans
de vol.
6. Toutes ces informations sont incluses dans FLRi,t , mais sont exposées ici pour une meilleure compré-
hension.
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4.2.6.1 Ensemble des nœuds en fonctionnement : NGRup:t/NGEup:i,t
Afin de pouvoir raisonner sur la notion de nœuds présents (i.e. en fonctionnement), on
définit la fonction node_up : N→ Boolean comme suit :
node_up(j) :
{
True si j actif
False sinon
On définit ainsi l’ensemble Nup comme l’ensemble des nœuds opérationnels (ou l’en-
semble des nœuds en fonctionnement) :
Nup = {i ∈ Nknown| node_up(i)}
Nup se décline là encore en :
– NGRup:t : ensemble des nœuds réellement opérationnels au temps t ;
– NGEup:i,t : estimation par i de l’ensemble des nœuds opérationnels au temps t.
Les tests booléens suivants s’appuient sur les ensembles correspondants :
– NGRup:t(j) : état (opérationnel ou non) réel de j au temps t ;
– NGEup:i,t(j) : estimation par i de l’état de j au temps t.
Note d’implémentation : L’implémentation de node_up peut être basée sur des timers ou
simplement sur l’apparition ou la disparition du voisinage direct du nœud courant.
4.2.6.2 Test d’affectation d’un point : ASGRt (w)/ASGEi,t (w)
Le test booléen d’affectation d’un waypoint ASt : (W ) → Boolean se base sur
l’ensemble de waypoints W , défini section 4.2.2 (p. 99), pour déterminer pour tout w ∈W
si, à l’instant t, w est affecté à un plan de vol.
– ASGRt (w) = ∃k ∈ NGRup:t, w ∈WGRk,t
– ASGEi,t (w) = ∃k ∈ NGEup:i,t, w ∈WLEi,t (k)
4.2.6.3 Ensemble des points visités : ZGRt /ZLEi,t (j)
Cet ensemble et la fonction booléenne associée sont utiles pour une mission non-continue
visant à visiter au moins une fois chaque waypoint du plan de vol.
Soit Z l’ensemble des waypoints déjà visités. On définit ses variantes :
– ZGRt : ensemble des points réellement déjà visités par la flotte au temps t ;
– ZGEi,t : estimation, selon i, de l’ensemble des points déjà visités par la flotte au temps
t ;
– ZLRi,t : ensemble des points déjà visités par i au temps t ;
– ZLEi,t (j) : estimation, selon i, de l’ensemble des points déjà visités par j au temps t.
On définit alors la fonction visited(w, t) : (W,T)→ Boolean :
visitedX(w, t) :
{
True si w ∈ ZX
False sinon
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4.2.6.4 Opérateur d’intersection “2 à 2” : ⋂2
L’opérateur d’intersection d’ensembles ⋂2 fonctionne de la manière suivante. Soient les
ensembles X0, . . . , Xn, si l’élément x appartient à au moins deux ensembles Xi et Xj , alors
il appartient à ⋂2 (X0, . . . , Xn).⋂
2 (X0, . . . , Xn) =
⋂
2 Xk
k∈[0;n]
= {x|∃i, j ∈ [0;n], i 6= j|x ∈ Xi ∧ x ∈ Xj}
Notation : ⋂2 ( Xk
k∈[0;n]
, Z) = ⋂2 (X0, . . . , Xn, Xn+1), avec Xn+1 = Z
4.2.6.5 Opérateur d’intersection “1 à n” : ⋂1 X
La notation ⋂1 W (X0, . . . , Xn) fait l’intersection de W avec les ensembles passés en
paramètres. Soient les ensembles X0, . . . , Xn, si l’élément x ∈W appartient à au moins un
ensemble Xi, alors il appartient
⋂
1 W (X0, . . . , Xn).⋂
1 W (X0, . . . , Xn) =
⋂
1 W Xk
k∈[0;n]
= {x ∈W |∃i ∈ [0;n]|x ∈ Xi}
Notation : ⋂1 W ( Xk
k∈[0;n]
, Z) = ⋂1 W (X0, . . . , Xn, Xn+1), avec Xn+1 = Z
4.3 Résumé des éléments composant un nœud
Nous exposons ici les éléments qui composent un nœud i :
– un FLRi,t qui correspond à l’état courant du plan de vol du nœud (sec. 4.2.4.1, p. 102).
Il est modifié localement, par exemple pour compenser la perte d’un autre nœud.
– un FGEi,t regroupant les FLEi,t (j) des nœuds de la flotte dont il a connaissance
(sec. 4.2.4.2, p. 102). Il s’agit de son estimation de l’état global de la mission à
l’instant t (états des nœuds, tâches existantes, qu’elles aient été ajoutées dynami-
quement, attribuées, effectuées ou non). Cette donnée est mise à jour par fusions
successives de proche en proche.
– l’ensemble de mécanismes permettant la gestion des déplacements du nœud (sec. 4.2.5,
p. 104) .
– l’ensemble de mécanismes et fonctions permettant l’exploitation du FLR et du FGE :
– replan() : fonction spécifique à la mission servant à redéfinir le plan de vol en
fonction de l’estimation locale de la situation globale ;
– fonction next() : fonction servant à choisir, en fonction du contexte, la prochaine
règle de déplacement à appliquer ;
– toute autre fonction spécifique à l’algorithme (e.g. l’ensemble des waypoints à
visiter WGI).
4.4 Conclusion
Dans ce chapitre, nous avons développé la notion de mission en contrôle de mobilité
introduite dans le chapitre 1 (p. 7) en décrivant la méthode décentralisée employée qui se
base sur l’estimation que se fait chacun des nœud de la flotte de la situation (FGEi,t ). Cette
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estimation est construite de proche en proche par fusions successives des estimations de
chacun des nœuds. Avant d’envoyer son estimation à ses voisins, chaque nœud y insère
les informations significatives le concernant (issues de son plan de vol, FLRi,t ), qui sont par
définition, justes.
Nous avons décrit la méthode employée pour ordonner :
– deux versions d’une information venant d’une même source ;
– deux données représentant une même version d’une information, grâce à une estima-
tion de leurs âges.
Une notation a également été mise en place pour différencier les échelles (unité/groupe) et
le degré de connaissance d’une information (cas idéal, réel, ou estimé).
Après avoir décrit différents formalismes permettant l’expression d’une mission en FMC,
nous avons résumé les éléments constitutifs d’un nœud.
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Nous avons vu, chapitre 3 (p. 51), que le modèle ADAGRS permet d’exprimer des
algorithmes ZMC adaptés à un contexte totalement asynchrone en s’inspirant d’algorithmes
exprimés en DAGRS. Cette gestion de l’asynchronisme constitue une brique de base pour
l’expression de missions appropriées pour une flotte dans laquelle les communications sont
incertaines. Ces flottes, composées de nœuds de type drone, sont la cible de ces travaux de
thèse. Dans le chapitre 4 (p. 91), nous avons introduit le mode de fonctionnement d’un
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algorithme en FMC ainsi que des formalismes nécessaires à son développement. Dans ce
chapitre, nous approfondissons la réflexion menée sur le FMC (sec. 5.1) et nous le conju-
guons à ADAGRS pour permettre l’expression d’algorithmes utilisant des communications
asynchrones (sec. 5.2, p. 113).
Dans la section 5.3 (p. 115), nous discutons de l’adaptation des trois algorithmes
étudiés jusque là (sec. 5.3.1, p. 115) avant d’étudier des algorithmes rendus possibles par
l’existence du FMC (sec. 5.3.2, p. 117). Dans ces algorithmes, la re-répartition des tâches
et les modifications des plans de vol en général doivent être faites de sorte à économiser
les ressources de chaque nœud (afin d’allonger leur temps de présence effective dans la
flotte), mais également à favoriser les communications entre les nœuds. En effet, celles-ci
sont nécessaires à une bonne maintenance des plans de vol.
5.1 Considérations sur une mission en FMC
Lorsque des changements sont effectués dynamiquement durant une mission au sein
d’une flotte de taille elle aussi dynamique (i.e. ayant un nombre de nœuds variable),
certains problèmes liés à l’aspect dynamique du réseau (nombre de nœuds variable et
réseau potentiellement déconnecté), à l’asynchronisme des communications et/ou à l’aspect
distribué de la prise de décision se posent. Ces points font l’objet des sections suivantes.
5.1.1 Discussion sur l’existence ou non d’une information
Toutes les décisions prises par un nœud le sont en fonction de sa vision de la situation,
i.e. de son estimation locale de la situation globale. L’expression “selon son estimation”
(i.e. reposant sur FGEi,t ) rappelle que le nœud raisonne uniquement sur les informations
dont il dispose. Ceci implique l’existence, présente ou passée, d’au moins un trajet dans le
graphe de communications ayant permis d’acheminer l’information de sa source jusqu’au
nœud. Autrement dit, si un nœud dispose d’une information, c’est qu’elle a été vraie à
un moment donné et qu’il a existé un chemin pour la faire transiter du nœud qui en est
la source au nœud courant. En revanche, la non-présence d’une information sur le nœud
courant n’implique pas qu’elle n’existe pas : elle existe peut être mais il ne l’a pas encore
reçue, et ne la recevra d’ailleurs peut être jamais.
Les décisions prises à partir de la vision locale d’un nœud doivent donc prendre en
compte cet aspect. Concrètement, lorsqu’un nœud a reçu une information signifiant qu’une
action à effectuer au moins une fois a été réalisée, il peut considérer cette action comme
faite et donc plus à faire. En revanche, le fait qu’il n’ait pas été informé (i.e. qu’il n’ait pas
reçu d’information) quant à la réalisation de cette action ne veut pas dire que la tâche n’a
pas été effectuée. Elle a pu l’être sans qu’il en ait été prévenu.
Pour aller plus loin, après une absence prolongée d’information en provenance d’un
nœud v, il est naturel de considérer ce nœud comme perdu (utilisation de timer), et le
travail qu’il devait effectuer doit donc être réattribué. Nous présentons section 5.1.2 (p. 111)
une réflexion sur la re-répartition des tâches d’un nœud de la flotte lorsque celui-ci est
considéré comme absent. On remarque que le problème de la re-répartition d’une tâche qui
ne doit être effectué qu’une et une seule fois devient insoluble à cause des hypothèses faites
sur les communications (graphe de communication potentiellement partitionné, graphe
dynamique de taille inconnue, communications asynchrones avec perte de messages). En
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effet, une re-répartition dans ces conditions risque de mener à ce que la tâche soit effectuée
deux fois. C’est l’objet de la section suivante.
5.1.2 Problème de répartition des tâches (perdues)
Étant donné que nous considérons des communications asynchrones au sein d’une flotte
ayant une taille variable et pouvant à certains moments être déconnectée, il est naturel
que les garanties offertes soient moindres sur certains points que celles qui peuvent être
offertes avec des hypothèses plus fortes (communications synchrones, connectivité à chaque
instant). Nous développons ici le fait que les hypothèses faites sur les communications
possibles entraînent que l’on ne peut pas garantir qu’une tâche gérée par une flotte de
nœuds sera exécutée une et une seule fois. Les caractéristiques des communications et la
méthode utilisée pour construire les informations servant à détecter l’apparition d’une
incohérence (sec. 5.1.2.1) qui en découle impactent le processus de re-répartition qui doit
être mis en place (sec. 5.1.2.2).
5.1.2.1 Détection de la nécessité d’une re-répartition
Avant de pouvoir réaffecter une tâche ne devant être effectuée qu’une et une seule fois,
il faut parvenir à détecter l’existence d’un problème (e.g. par la mise en place de timers)
nécessitant la réaffectation.
Il y a deux cas d’erreur possibles dans une telle procédure de détection :
1. absence locale d’une information portant sur une modification au sein de la flotte :
on ne détecte pas que la tâche n’est plus affectée. Si on utilise des timers sur l’arrivée
de messages permettant de détecter l’obsolescence d’une information locale, ce cas
de figure ne peut se présenter (ou du moins pas pendant une durée non bornée). On
peut néanmoins tomber dans le cas 2 ci-dessous.
2. les faux positifs : on pense avoir détecté que la tâche n’est plus affectée alors qu’elle
l’est toujours. Ce cas de figure peut survenir lorsqu’à cause du réseau, un nœud n’a
pas reçu d’information récente sur la tâche ou sur le nœud qui se l’est affectée. Il
considère alors que le nœud porteur de la tâche n’est plus dans le réseau et ne peut
donc pas la réaliser. Celui-ci peut en réalité se trouver dans une autre composante
connexe du graphe avec la tâche toujours affectée.
Il est simple d’imaginer un scénario dans lequel un nœud est victime d’un faux positif et
s’affecte la tâche qui est déjà affectée à un autre nœud. Il en découle que si aucune nouvelle
communication ne permet de corriger cette double affectation, la tâche peut être effectuée
deux fois (ou plus) ce qui va à l’encontre de ce qui est souhaité. Comme nous le détaillons
ci-après, l’existence de ces faux positifs et des doubles affectations qui en découlent doivent
être prises en compte lors de la définition des tâches et de la méthode de re-répartition
utilisée.
5.1.2.2 Re-répartition des tâches
On peut classer toute tâche dans une des catégories suivantes :
– tâche “multi” : la tâche est prévue pour être réalisée plusieurs fois (e.g. surveillance).
Dans les cas où les doublons sont potentiellement problématiques, on est capable de
les supprimer.
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– tâche “mono” : la tâche doit être réalisée une seule fois et on ne sait pas éliminer les
doublons. C’est ce cas qui est problématique dans un contexte distribué non connecté.
Une fois un problème potentiel détecté (“je sais que le nœud v est peut-être parti”),
plusieurs stratégies sont envisageables :
1. chacun des nœuds suspectant la disparition de v prend en charge toutes les tâches
de v ;
2. 1 seul prend toutes les tâches de v et les garde ;
3. 1 seul prend toutes les tâches de v puis les partage.
Le cas problématique qui nous intéresse ici (tâche “mono”) est naturellement incompa-
tible avec 1 . Il reste à envisager les points 2 et 3 .
Problème : Ne disposant pas de réel mécanisme de synchronisation sur l’ensemble du graphe,
on ne peut pas s’assurer que la procédure de re-répartition ne s’exécute pas sur plusieurs
nœuds à la fois, dans des composantes connexes différentes. Une exécution multiple de la
tâche peut résulter de ces re-répartitions, ce qui est contraire à la spécification de ladite
tâche.
On ne peut donc pas garantir qu’une tâche sera réalisée une et une seule fois. Il nous
faut alors revoir nos ambitions à la baisse en cas de réaffectation et choisir une des solutions
suivantes :
– ne pas gérer les tâches devant être réalisées une et une seule fois ;
– prévoir de pouvoir transformer une tâche “mono” supposée non faite qui avait été
pré-affectée à un nœud en une tâche “multi”, lorsqu’on suspecte la disparition de
celui-ci. On peut, par exemple, imaginer de transformer un lâcher de projectile (e.g.
bille de paintball, confettis, épandage, bombe) en une simple prise de photo.
5.1.3 Impossibilité d’échanger une tâche entre deux nœuds
Dans la section précédente, nous avons envisagé la possibilité qu’un nœud repartage
les tâches qu’il a récupérées. Il est en fait impossible de réaliser correctement un tel
échange, avec les hypothèses formulées (communications asynchrones avec perte éventuelle
de messages). En effet, dans ces conditions, il est théoriquement impossible d’implémenter
une transaction 1 entre deux nœuds a et b. L’idée est qu’une fois que le nœud a a reçu un
message de b l’informant qu’il est d’accord avec la transaction réalisée et qu’il souhaite la
clôturer (afin que la tâche ne soit ni dupliquée, ni perdue), a est incapable, avant envoi
d’un acquittement (signifiant à b qu’il est également d’accord pour clôturer la transaction),
de déterminer si son message :
– sera perdu : l’autre nœud attendrait donc toujours sa réponse (la transaction ne
serait donc pas close) ;
– arrivera : l’autre nœud validerait alors la transaction de son côté. En réalité b se
trouverait alors devant le même dilemme que a : devoir répondre à un acquittement
de fin de transaction.
1. Une transaction est une suite atomique d’opérations formant une unité logique.
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Compte tenu des hypothèses faites, nous sommes ici encore obligés de revoir nos
ambitions à la baisse et d’accepter, par exemple, qu’une tâche puisse être soit dupliquée,
soit échangée 2.
5.2 Modélisation avec ADAGRS du maintien des estima-
tions locales de l’état global de la flotte via des interac-
tions locales
Tout au long du déroulement d’une mission, il est (souvent) nécessaire de garder
chaque nœud de la flotte le plus informé possible de l’état de ses voisins ainsi que de
différentes données inhérentes à la gestion de la flotte. Nous donnons ici un aperçu de
certains mécanismes que nous proposons en ADAGRS en FMC afin de faciliter ce processus.
L’étiquetage minimal des sommets lorsqu’on travaille en ADAGRS en FMC est de la
forme :
{<Évt>,<État>,<ID>,<Estimation situation globale>,<Msgs>}
À l’étiquetage minimal précédemment défini (sec. 3.5.2, p. 62) a été ajoutée l’étiquette
<Estimation situation globale> qui garde trace de l’estimation locale courante de la situation
globale (FGEi,t ). Dans la suite du document, on considère par commodité d’écriture que
le plan de vol réel courant du nœud i (FLRi,t ) fait partie de son FGEi,t . Afin de détailler
le processus de maintenance des plans de vol (i.e. diffusions des estimations locales et
réactions aux événements topologiques locaux), nous utilisons, dans les exemples suivants,
un étiquetage plus détaillé qui rend FLRi visible. L’étiquetage est de la forme :
{<Évt>,<État>,<ID>,<Plan Vol>,<Estimation situation globale>,<Msgs>}
5.2.1 Diffusion des estimations de la situation globale FGE
Afin de construire une estimation de la situation globale sur l’ensemble des nœuds,
chacun d’entre eux diffuse sa propre estimation de la situation globale et la fusionne avec
celles qu’il reçoit de ses voisins.
La figure 5.71 (p. 114) montre comment un message contenant l’estimation par le
nœud i de la situation globale à l’instant t (FGEi,t ) est généré pour être ensuite diffusé à son
voisinage. Ici, la génération et l’envoi de l’estimation sont initiés par l’application, mais
cette diffusion pourrait tout aussi bien se faire en continu. On rappelle que, conformément
à ce qui a été décrit section 3.3.1 (p. 56), lorsqu’un des éléments de l’étiquette n’est pas
important pour la règle exprimée, il pourra être remplacé par un tiret (’-’) et que, lorsque
la valeur d’un des éléments de l’étiquette avant ou après modification n’est pas connue,
celui-ci pourra être noté par un point d’interrogation (’ ?’). La figure 5.72 (p. 114), quant à
elle, montre comment se fait la réception d’un message et comment les estimations globales
sont fusionnées. La fusion (opérateur unionmulti, sec. 4.2.4.3, p. 103) utilisée dépend de l’algorithme.
2. L’échange consiste en une proposition par un nœud d’une tâche à un autre. Il ne se la désaffecte que
lorsqu’il est informé que l’autre se l’est bien affectée (or, ce message peut se perdre).
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Figure 5.71 – Maintenance des FGE par diffusion régulière. Le sommet i place FGEi dans
le message m.
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FLRi , FGEi , -
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Figure 5.72 – Réception et fusion du FGE transmis.
5.2.2 Perte d’un voisin
Dans l’exemple présenté figure 5.73, lorsque le sommet i détecte la disparition potentielle
d’un voisin j, il fusionne son plan de vol courant à l’estimation qu’il a du plan de vol local
de j (FLRi
.∪ FLEi (j)). Par cette action, il s’affecte les waypoints qui étaient affectés à j au
moment celui-ci il a transmis le FGEj correspondant, afin d’augmenter les chances d’un
contact direct avec j dans le cas où il serait toujours présent.
Ai Bj
FLRi ,
FGEi ,-
A′i Bj
FLRi
.∪ FLEi (j),
FGEi
′,-
Figure 5.73 – Perte d’un voisin. FGEi
′ est FGEi avec la valeur de FLEi (égale à FLRi ) mise
à jour.
L’union (
.∪) utilisée est définie par l’algorithme. Pour simplifier l’exemple, on considère
ici qu’elle ne prend en compte que les waypoints à visiter. Le FLEi (j) est extrait de FGEi
(i.e. FGEi (j)).
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5.2.3 Apparition d’un voisin
Ai Bj
FLRi ,-,-
?i Bj
?, ?, ?
Figure 5.74 – Apparition d’un voisin.
À l’apparition d’un voisin, trois cas sont à considérer (fig. 5.74) :
1. réapparition d’un voisin ayant possiblement disparu : dans notre cas, il est possible
de se désaffecter les waypoints qui lui appartenaient et qui lui sont toujours affectés ;
2. apparition d’un nouveau voisin jusque là inconnu. On rencontre pour la première fois
un sommet ayant déjà des données mission établies. Pour notre exemple il est alors
possible de déterminer un moyen de relâcher certains waypoints qui font doublons.
3. apparition d’un nouveau voisin fraîchement introduit n’ayant pas encore de plan de
vol (parfois assimilable au point 2). Pour notre exemple, on peut soit attendre qu’il
s’attribue lui même certains points, soit disposer d’une procédure permettant de
connaître, à l’avance, les waypoints qu’il va s’attribuer afin de pouvoir les relâcher.
5.3 Exemples d’algorithmes en FMC
Dans cette section, nous discutons d’abord (sec. 5.3.1) de l’intérêt de l’adaptation au
FMC des trois algorithmes étudiés dans les chapitres précédents avant de nous pencher sur
d’autres algorithmes (sec. 5.3.2, p. 117) qui eux sont dédiés au FMC.
Afin de favoriser les rencontres et donc les communications entre les nœuds, il est
envisageable d’instaurer une route par défaut, étudiée pour favoriser les communications
(e.g. en forme de huit, en ligne droite, . . . ). Ces routes sont parcourues par chaque nœud à
une vitesse qui lui est propre afin d’éviter que deux nœuds ne soient jamais à portée l’un
de l’autre. Dans tous les cas, pour éviter d’imposer une première route trop précise et en
conséquence potentiellement trop contraignante 3 vis-à-vis de la mission, il est possible de
partir d’un parcours aléatoire [23] qui permet tout de même d’assurer les communications.
5.3.1 Discussion sur les algorithmes développés dans les chapitres pré-
cédents
Dans cette section, nous discutons de l’adaptation à l’approche FMC des trois algo-
rithmes développés jusqu’ici. Les algorithmes résultants ne doivent être vus que comme des
outils pouvant servir de support à l’exécution d’une mission. On notera que les réflexions
présentées dans cette section n’ont pas donné lieu à des implémentations. Il est important
de rappeler que la mise en œuvre de ces outils avec contrôle de la mobilité du nœud n’est
possible que dans la mesure où les contraintes de déplacement qu’ils imposent ne vont pas
à l’encontre de la réussite de la mission. Par exemple, pour une mission de couverture de
terrain, il serait aberrant d’empêcher un nœud d’aller faire un relevé sur un point “éloigné”
3. Bien que dans certains cas, cette route puisse tout à fait être compatible avec la mission.
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sous prétexte que cela dégrade le fonctionnement de l’algorithme de maintien d’une forêt
couvrante.
5.3.1.1 Diffusion
L’utilisation du contrôle de la mobilité permet des types de mobilité spécifiques qui, en
fonction des contraintes imposées par la mission, peuvent être choisis afin de maximiser les
probabilités de diffusion de l’information. Un exemple de mobilité intéressante consiste en
une configuration dans laquelle tout nœud voulant effectuer la diffusion d’une information
se place en un point défini à l’avance. Le calcul du plan de vol de chacun des nœuds
“normaux” est alors fait de manière à ce que leurs trajectoires convergent régulièrement
vers ce point de diffusion. Le graphe de communication résultant est alors propice à la
réussite de l’algorithme.
L’algorithme de diffusion d’une information tel qu’il a été défini précédemment ne
fonctionne que pour une seule diffusion initiée par un diffuseur connu à l’avance. Une
adaptation au cas où plusieurs diffuseurs, non déterminés à l’avance, souhaitent propager
des informations différentes est néanmoins possible. Il faudrait alors mettre en place une
structure permettant à plusieurs diffusions de cohabiter sur les nœuds.
5.3.1.2 Comptage des nœuds du réseau
Rappelons que, dans l’algorithme proposé en ADAGRS (sec. 3.6.2, p. 70), on ne calcule
pas le nombre exact de nœuds dans le réseau mais une estimation de la densité du voisi-
nage (degré sortant) d’un nœud au moment de sa requête. L’utilisation du FMC permet
d’améliorer la méthode de comptage.
L’ajout de la position du nœud, et éventuellement de sa trajectoire, dans le message
initiateur permet aux premiers nœuds récepteurs (voisins directs) de se placer (par contrôle
de la mobilité) à distance raisonnable de l’émetteur avant de tenter de lui répondre. Ce
rapprochement peut être effectué en utilisant simplement les coordonnées géographiques
de l’émetteur ou en utilisant la puissance du signal reçu (RSSI) mesurée à la réception
d’autres messages émis par ce même initiateur.
Il paraît également intéressant d’utiliser cet algorithme, couplé à un système de diffusion
de la position géographique de chacun, dans une approche où on chercherait à couvrir le
plus de surface possible tout en gardant un certain degré de connexité dans la flotte [26]
(e.g. maillage, surveillance).
Une approche similaire à celle proposée pour la diffusion d’information est envisageable
pour obtenir une estimation du nombre de nœuds dans le réseau. Un nœud va se placer
(FMC) en un point de convergence des plans de vol pour déclencher la procédure ou
simplement se trouver à un endroit propice au comptage des nœuds. Il faut rappeler que le
NGEup:i,t construit dans les travaux précédents en utilisant la méthode de fusion des FGEi,t
permet également d’avoir une estimation du nombre de nœuds présents dans le réseau.
|NGEup:i,t| constitue une borne inférieure 4 du nombre de nœuds du réseau présents dans la
4. D’autres nœuds sont peut être présents mais l’information n’est pas (encore) parvenue au nœud i.
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flotte dans l’intervalle [t− κdisparition, t] (en l’absence d’informations en provenance d’un
nœud, il est considéré comme perdu après κdisparition secondes).
5.3.1.3 Maintien de forêt couvrante orientée inversée
Dans le cas de la forêt couvrante, l’approche FMC peut servir à la fois à favoriser les
rencontres entre les nœuds et à préserver les liens de communications potentielles au sein
d’un arbre. Si la mission visée le permet, chaque racine effectue un parcours aléatoire (ou
suit un chemin par défaut) permettant de favoriser les communications. Lorsqu’un nœud se
rattache à un arbre, il s’efforce alors de suivre son père dans l’arbre (une diffusion régulière
par chaque nœud de sa position est nécessaire, cf. 5.3.2.1).
On peut ainsi voir l’arbre inversé se déplacer tout entier selon le mode de déplacement
choisi pour la racine. Ce déplacement groupé a pour effet de favoriser la pérennité des
liens de communications entre les nœuds de l’arbre inversé. Les groupes ainsi formés ayant
forcément de plus fortes empreintes radio qu’un nœud seul, la probabilité qu’un nœud v
se rattache à l’arbre issu d’une racine donnée (après qu’il ait reçu un message émis par
un nœud de l’arbre) est d’autant plus forte que cette racine a de suiveurs. Cette méthode
favorise donc le rattachement de nouveaux nœuds aux gros arbres. Le couplage du suivi de
leader avec l’algorithme de maintien de forêt couvrante orientée inversée permet ainsi de
converger vers un unique arbre orienté couvrant. En revanche, avec un graphe de mobilité
quelconque (sans le suivi de leader permis par le FMC), l’algorithme permet seulement de
maintenir une forêt couvrante, soumise à des déconnexions potentiellement fréquentes.
5.3.2 Exemples d’algorithmes/missions permis par le FMC
Les exemples traités ici sont spécifiques au FMC contrairement à ceux de la section
précédente. En effet, le suivi de leader (sec. 5.3.2.1), la visite collaborative de points
présente dans CARUS (sec. 5.3.2.2, p. 119), la collecte d’information avec mule de données
(sec. 5.3.2.3, p. 120) ainsi que la création et le maintien d’un relais de communication entre
deux points (sec. 5.3.2.4, p. 126) sont indissociables du contrôle de la mobilité des nœuds
par l’algorithme.
5.3.2.1 Vol en formation/suivi de leader
Le but ici est de faire du suivi de leader (meneur). Chaque drone suit le nœud qui, à sa
connaissance, a le plus grand identifiant ; s’il n’en connaît pas, il endosse lui-même le rôle
de leader et décide lui même de ses déplacements. Un sommet peut donc être dans trois
états différents (figure 5.75, p. 118) :
– suiveur : lorsqu’il suit un drone d’identifiant supérieur au sien ;
– meneur : lorsqu’il se déplace selon son propre plan de vol ;
– réflexion : état transitoire lui servant à déterminer s’il doit être meneur ou suiveur.
Rappelons que l’étiquetage minimal des sommets lorsqu’on travaille en ADAGRS en FMC
est de la forme :
{<Évt>,<État>,<ID>,<Estimation situation globale>,<Msgs>}
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Si : Nœud i suivant un autre drone (“suiveur”)
Mi : Nœud i en mode meneur (“meneur”)
Ri : Nœud i calculant son prochain état (“réflexion”)
Figure 5.75 – ADAGRS : Vol en Formation. 1. Légende.
Pour cette application, on ajoute l’identifiant du meneur du drone courant :
{<Évt>,<État>,<ID>,<Estimation situation globale>,<Msgs>,<ID meneur>}
ce qui donnera par exemple : Si
FGEi,t , m, j
. On rappelle que lorsqu’un des éléments de l’étiquette
n’est pas significatif pour la règle exprimée et qu’il n’est pas modifié par celle-ci, il pourra
être remplacé par un tiret (’-’), ce qui pourra par exemple donner : Si
FGEi,t , -, -
.
La figure 5.76 décrit les règles responsables de la diffusion des FGE . Les éléments
constitutifs des FGE échangés sont :
– les identifiants des drones estimés présents ;
– une estimation de la position de chaque drone estimé présent ;
– (optionnel) une estimation de la destination courante de chaque drone estimé présent.
∗i ∗icm
-, -, - -, -, -
(a) Demande de création d’un message
(commandée par l’application).
∗i ∗icm
-, ?, - -, m, -
(b) Création d’un nouveau message.
m contient FGEi,t .
∗i Mn{-,?}
M
2{
-,?
}
M
1
{-
,?
}
-, m, -
∗i
-, ?, -
Mn{-,m}
M
2{
-,m
}
M
1
{-
,m
}
(c) Diffusion du message
Figure 5.76 – ADAGRS : Vol en Formation. 2. Envoi de message.
La figure 5.77 (p. 119) indique les conditions dans lesquelles un sommet peut être amené
à modifier son état (i.e. sur réception d’un message — fig. 5.77a — ou sur perte de son
meneur — fig. 5.77b —) et comment son nouvel état est calculé (fig. 5.77c).
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∗i ∗jM{m,-}
FGEi , -, -
Ri ∗j
FGEi unionmultim.FGEj , -, -
M{?,-}
(a) Réception message. Passage en mode réflexion pour
prendre en compte les nouvelles informations.
Si
FGEi,t ,
-, j
Ri
FGEi,t ,
-, ∅
j 6∈ NGEup:i,t
(b) Disparition supposée du meneur.
Réflexion.
Ri
-, -, ?
Mi
-, -, i
!A
Si
-, -, max(NGEup:i,t)
A
(c) Réflexion. A = ∃j > i|j = max(NGEup:i,t).
Figure 5.77 – ADAGRS : Vol en Formation. 3. Réflexion.
La méthode de navigation employée pour effectuer le suivi n’est pas explicitement
spécifiée. Le suiveur peut utiliser :
– la position courante du nœud à suivre ;
– les coordonnées vers lesquelles le nœud à suivre se dirige ;
– les deux informations précédentes combinées.
Nous avons choisi d’utiliser un mode de diffusion sur événements applicatifs. Une
optimisation consisterait en l’ajout d’une règle réagissant à la découverte d’un voisin.
Celle-ci créerait un nouveau message à diffuser, dans le but d’atteindre ce nouveau voisin
potentiel au plus vite, sans attendre le déclenchement applicatif (qui pourrait intervenir
sur timer).
5.3.2.2 CARUS
L’application CARUS consiste en la visite régulière, avec intervention éventuelle, des
15 points d’incidents potentiels se trouvant sur une grille. Les nœuds doivent se répartir
les tâches de sorte à ce que les points soient visités suffisamment souvent (i.e. le temps de
revisite de chaque point est borné par une valeur préétablie).
Cette application fait l’objet d’un chapitre à elle seule (chap. 7, p. 159).
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5.3.2.3 Collecte d’informations avec utilisation d’une mule de données
Dans un réseau mobile, une mule de données [58] est un nœud qui, de par ses dépla-
cements, sert de messager entre deux composantes connexes du réseau. Le problème de
la mule de données a déjà été étudié dans les réseaux mobile ad hoc [106], mais à notre
connaissance, pas dans les conditions qui nous intéressent (i.e. possibilité de disparition
de nœuds, travail sur une estimation de la situation, . . . ). La figure 5.78 présente une
configuration dans laquelle la mule de données (qui suit le trajet bleu) fait le lien entre 5
nœuds (qui suivent les trajets verts) qui font des relevés de données et une base (en rouge)
qui les collecte.
Figure 5.78 – Collecte de données avec une mule
Plusieurs versions du système sont possibles suivant que l’on considère les nœuds
pérennes ou non. Les configurations possibles sont donc les suivantes :
– aucun nœud ne peut disparaître ;
– les nœuds chargés de faire les relevés peuvent disparaître ;
– le nœud mule de données peut disparaître.
Si on suppose que les nœuds collecteurs peuvent disparaître et/ou remplacer la mule,
il est nécessaire pour la réussite de la mission que les tâches relâchées par un nœud
quittant son poste (sur disparition, remplacement, etc.) soient récupérées par l’un des
autres nœuds. Comme indiqué précédemment lors de la discussion sur les tâches dites
“mono” (section 5.1.2, p. 111), il est impossible d’assurer qu’un seul nœud endossera le rôle
de mule. La présence simultanée de plusieurs mules fait donc partie des comportements
possibles du système. Il peut également arriver qu’il n’y ait temporairement aucune mule,
pendant de courtes périodes après la disparition de la dernière mule présente (le temps
qu’un nœud détecte sa disparition).
Pour résumer, le but de la mission est d’acheminer des données collectées à intervalles
constants par un groupe de nœuds vers un nœud base (mode Base) au moyen d’une mule de
données (remplaçable au cours du temps). Lorsqu’un nœud collecteur (mode Collecting)
passe au dessus de certains waypoints de son plan de vol, en commun avec le plan de vol
(fixe) des nœuds mules de données (mode Mule), il attend une de ces mules (mode Waiting)
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afin de lui envoyer les données qu’il a pu collecter. Les nœuds dans les états Collecting
et Mule (fig. 5.79) se déplacent en effectuant une pause sur chaque waypoint de leur plan
de vol. En revanche, les nœuds dans les états Waiting et Base sont immobiles.
Ci : Nœud i en collecte de donnée (Collecting)
Wi : Nœud i en attente d’une mule (Waiting)
Mi : Nœud i en mode mule (Mule)
Bi : Base d’identifiant i (Base)
Figure 5.79 – Légende.
Rappelons que l’étiquetage minimal des sommets lorsqu’on travaille en ADAGRS en
FMC est de la forme :
{<Évt>,<État>,<ID>,<Estimation situation globale>,<Msgs>}
Pour l’algorithme avec mule de données, nous proposons l’étiquetage suivant :
{<Évt>, <État>, <ID>, <Estimation globale>, <Msgs>,
<Données Collectées>, <Index>}
Un sommet étiqueté {∅, E, i, FGE ,Mout, C, I} est noté : Ei
Mout, C, I
. Les différentes données
de l’étiquette sont les suivantes :
– E : État du nœud ;
– i : identifiant du nœud ;
– Mout : ensemble des messages à envoyer ;
– FGEi : estimation de la situation globale :
– ⋃
j∈NGE
known:i
FLEi (j) : union des estimations selon i de l’état de chacun des nœuds
connus de la flotte ;
– D : ensemble des identifiants des mules de données (estimées) courantes.
– Ci : ensemble des ensembles des données collectées. L’ensemble des données collectées
par un nœud est accessible via son identifiant ;
– Ii : index faisant correspondre à l’identifiant de chaque nœud le timestamp de
l’information collectée la plus récente dont on est sûr qu’elle a été reçue par la base.
Il sert à déterminer quelles données doivent être gardées, transmises ou supprimées.
Une donnée collectée est de la forme :
– t : timestamp local au sommet ayant collecté la donnée ;
– id : identifiant du nœud ayant créé la donnée ;
– data : information spécifique au relevé (e.g. coordonnées, valeur du capteur utilisé).
La figure 5.80 (p. 122) présente la règle utilisée par chaque nœud pour diffuser un
message (déjà créé au moment de l’exécution de la règle) à son voisinage. Le premier
message de la file des messages à envoyer en est retiré avant d’être diffusé.
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∗i Mn{-,?}
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2{
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}
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∗i
-, ?, -, -, -
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}
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}
Figure 5.80 – Envoi d’un message.
∗i ∗icm
-, -, -, - -, -, -, -
(a) Demande d’envoi de données
(commandée par l’application).
∗i ∗icm
-, ?, C, I -, m, C, I
(b) Création d’un nouveau message.
Figure 5.81 – Un nœud i envoie ses données périodiquement.
m = new_msg(FGEi , C, I)
Chaque nœud diffuse régulièrement (délai commandé par l’application), un message
servant à la fois de beacon et de vecteur de diffusion pour les données collectées par chacun
et pour les estimations de la situation globale nécessaires au déroulement de la mission
(fig. 5.81). La figure 5.81a modélise la demande faite par l’application, à laquelle le système
répond en créant le message m (fig. 5.81b). Côté réception, ces données sont toujours
fusionnées aux données du nœud qui reçoit afin, entre autres, de se prémunir de leur
perte en cas de disparition des autres nœuds porteurs de ces informations. Chaque donnée
collectée (dans C) est dupliquée et gardée sur chaque nœud jusqu’à ce que l’index des
données reçues par la Base (I) indique qu’il n’est plus nécessaire de la garder.
∗i ∗j
FGEi , ?, C, I
∗i ∗j
FGEi
′, m, C, I
Figure 5.82 – Nouvelle connexion avec un nœud quelconque. Envoi de données.
m = new_msg(FGEi , C, I)
En plus de la création de message sur événement applicatif, un nouveau message est
créé après toute détection d’un sommet dont on est potentiellement voisin. Ceci a pour but
de permettre au nouveau voisin de mettre à jour ses informations au plus tôt (fig. 5.82),
sans attendre une initiative de l’application.
Un nœud dans l’état Collecting visite régulièrement les points qu’il s’est attribués.
Lorsqu’il passe au dessus d’un point spécifique de son plan de vol se trouvant sur le chemin
(fixe) des mules de données, l’application l’en informe (fig. 5.83a, p. 123). Il passe alors en
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Ci Ci
w
-, -, -, - -, -, -, -
(a) Arrivée sur un point d’attente de
mule de données.
(commandée par l’application)
Ci Wi
w
-, -, -, - -, -, -, -
(b) Passage en mode attente de mule.
Figure 5.83 – Passage de Collecting à Waiting.
mode Waiting (fig. 5.83b), dans l’attente d’une mule de données, afin de lui transmettre
les informations qu’il a pu collecter.
Wi Wi
nm
-, -, -, - -, -, -, -
(a) Demande de vérification de la
présence d’une mule.
(commandée par l’application)
Wi
FGEi , -,-, -
nm
Mi
replan(FGEi ), -,-, -
A
Wi
replan(FGEi ), -,-, -
!A
(b) Passage en mode mule s’il n’y a pas de mule connue.
A = i ∈ replan(FGEi ) D.
Figure 5.84 – Un nœud se transforme en mule s’il considère qu’il n’y en a plus.
Pour éviter qu’un nœud n’attende une mule qui n’arrivera jamais (car elle a disparu),
l’application lui “rappelle” régulièrement de vérifier son estimation du nombre de mules
encore présentes (fig. 5.84a). S’il estime qu’il n’y a plus de mule, il devient une mule
lui-même, sinon, il continue d’attendre la venue d’une mule (fig. 5.84b).
Wi MjM{m,-}
FGEi ,Mout,
C, I
Ci Mj
FGEi unionmultim FGEj , m1.Mout,
C unionsqm C, latest(I,m I)
M{?,-}
Figure 5.85 – Dialogue avec la mule. Le message m1 sera le prochain message à être
transmis. m1 = new_msg(FGEi unionmultim FGEj , C unionsqm C, latest(I,m I))
Lorsqu’un nœud en attente reçoit un message en provenance d’une mule, il fusionne les
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données qu’elle lui envoie (en particulier l’index des données déjà reçues par la base) avec
les siennes et crée un nouveau message contenant les informations dont il dispose et qu’il
est utile de faire transiter 5 (fig. 5.85, p. 123). Les données collectées (C) sont fusionnées
grâce à l’opérateur de fusion unionsq (sec. 4.2.4.3, p. 103) et l’index (I) le plus récent est gardé
(celui-ci est uniquement modifié par la base).
Les figures 5.85, 5.86, 5.87, 5.88 et 5.89 représentent les interactions possibles entre les
différents types de nœuds.
M i M jM{m,-}
FGEi , -,
C, I
M i M j
FGEi unionmultim FGEj , -,
C unionsqm C, latest(I,m I)
M{?,-}
Figure 5.86 – Réception par le nœud i de données d’un nœud non mule. Les données
reçues sont fusionnées.
Lorsqu’un nœud i non mule (i.e. Collecting, Waiting, Base, noté M i) reçoit un
message d’un autre nœud non mule, il se contente d’agréger les données reçues (fig. 5.86).
Mi BjM{m,-}
FGEi ,Mout,
C, I
Mi Bj
FGEi unionmultim FGEj , m1.Mout,
C unionsqm C, latest(I,m I)
M{?,-}
Figure 5.87 – Réception par la mule i d’un message de la base. Le message m1 sera le
prochain message à être transmis.
m1 = new_msg(FGEi unionmultim FGEj , C unionsqm C, latest(I,m I))
Lorsqu’une mule reçoit un message de la base, elle fusionne les informations reçues
(fig. 5.87). En particulier, l’index des informations déjà reçues par la base lui sert à construire
un message à envoyer prioritairement contenant seulement les données collectées utiles.
Bi ∗jM{m,-}
FGEi ,Mout,
C, I
Bi ∗j
FGEi unionmultim FGEj , m1.Mout,
C unionsqm C, update(I, C unionsqm C)
M{?,-}
Figure 5.88 – La base i reçoit un message. Elle répond avec l’état de ses données
actuelles et l’index à jour. Le message m1 sera le prochain message à être transmis.
m1 = new_msg(FGEi unionmultim FGEj , C unionsqm C, latest(I,m I))
Lorsque la base reçoit un message d’un autre nœud, elle fusionne les données reçues avec
les siennes et se prépare à envoyer un message en priorité (fig. 5.88). La règle correspondante
5. Les données déjà reçues par la base ne sont plus utiles.
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permet à la base de recevoir des informations venant d’une mule mais également de tout
autre type de nœud qui se trouverait à portée. En renvoyant son nouvel index à la mule, la
base permet au reste de la flotte de supprimer certaines informations déjà reçues. Ce point
est discuté plus loin.
Mi MjM{m,-}
FGEi , -,
C, I
Ci
replan(FGEi unionmultim FGEj ), -,
C unionsqm C, latest(I,m I)
M{?,-}
i > j
(a) Réception d’un message d’une mule prioritaire par rapport au nœud récepteur. Passage en
mode récolteur et replanification du plan de vol.
Mi MjM{m,-}
FGEi , -,
C, I
Mi
FGEi unionmultim FGEj , -,
C unionsqm C, latest(I,m I)
M{?,-}
i < j
(b) Réception d’un message d’une mule non prioritaire par rapport au nœud récepteur. Il reste
mule.
Figure 5.89 – Suppression d’une mule.
Lorsqu’un nœud mule i reçoit un message d’une autre mule j, si j a un identifiant
inférieur au sien (j < i), i redevient collecteur afin de minimiser le nombre de mules (tout
en gardant au moins une mule), fig. 5.89a. De manière symétrique, si i a un identifiant
inférieur à j, c’est j qui devra (après réception d’un message venant de i) quitter son rôle
de mule, fig. 5.89b. Remarque : la détection de la présence (estimée) d’une autre mule
aurait pu se faire sur réception d’un message d’un nœud k quelconque. En considérant
que ladite mule peut avoir disparu dans le laps de temps qu’il a fallu au réseau pour faire
parvenir l’information au nœud courant, nous avons choisi de ne supprimer une mule que
sur réception d’un message direct d’une autre mule.
Utilisation d’un index. L’introduction de l’index I a pour but d’éviter de faire transiter
inutilement sur le réseau certaines informations redondantes. En effet, grâce à cet index, les
nœuds de la flotte peuvent déterminer localement quelles données précédemment collectées
doivent être transmises 6, en l’occurrence celles qu’ils estiment non encore reçues par la
base.
Avec l’approche utilisée, lorsque la base reçoit un relevé ayant pour source le nœud i et
pour timestamp t, elle est sûre d’avoir reçu la totalité des relevés précédemment effectués
par i. En effet, d’une part, I(i) n’est modifié que par la base, après qu’elle ait effectivement
reçu le relevé correspondant. D’autre part, le nœud i transmet (d’un bloc) à ses voisins
l’intégralité des relevés ayant un timestamp supérieur à celui de sa version locale de I.
6. Les nœuds pourraient également supprimer de leurs données locales celles qui ont été réellement
reçues par la base.
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Ces informations sont retransmises telles quelles par les autres nœuds pour atteindre, à
terme, la base. Ainsi, Il en découle bien que, lorsque la base reçoit de nouveaux relevés
issus de i, elle peut mettre à jour I(i) avec le timestamp le plus récent, sans crainte de
perte de relevés intermédiaires.
5.3.2.4 Création et maintien d’un lien de communication entre deux points
Nous formulons ici une variante des travaux menés par le groupe RECUV [47, 48] et
repris à l’EPFL durant la thèse de Sabine Hauert [59]. La mission consiste en la création
et le maintien par une flotte de drones d’un lien de communication entre un émetteur e
(d’identifiant 1) et un récepteur r (d’identifiant +∞). Les coordonnées de e et de r sont
fixes et connues. Le nombre de membres de la flotte de drones est inconnu mais suffisant
pour couvrir la distance entre e et r.
Le but est donc de garder un trajet partant de l’émetteur et allant en direction
du récepteur, malgré les communications incertaines. Compte tenu des communications
considérées, le lien créé pourra être rompu durant le déroulement de la mission. Une
application possible de cet algorithme consiste en la surveillance par un humain d’un site
distant au moyen d’un flux vidéo en direct (potentiellement de mauvaise qualité). On
privilégierait, dans ce type d’application, une information récente et de mauvaise qualité
par rapport à une information de bonne qualité mais ancienne. Bien entendu, en cas de
communications “trop mauvaises”, il est évident qu’un tel lien de communication impliquant
une suite de nœuds sera moins efficace que l’utilisation d’une mule de données.
Pour cet algorithme, on ajoute à l’étiquetage minimal l’identifiant du nœud servant de
lien vers l’émetteur et celui du nœud servant de lien vers le récepteur :
{< Évt >,< État >,< ID >,< Estimation situation >,< Msgs >,
<ID lien émetteur>,<ID lien récepteur>}
Ei : Nœud i en recherche d’un lien vers e (Emetteur)
Ri : Nœud i lié à e cherchant un lien vers r (Recepteur)
Si : Nœud i cherchant à stabiliser le lien avec ses voisins (Stabilisation)
Figure 5.90 – Légende.
Au cours du processus visant à construire et à maintenir une chaîne de nœuds entre
e et r, croissante selon les identifiants des nœuds, chaque nœud peut se trouver dans
3 états différents (fig. 5.90). Dans un premier temps, après avoir déterminé l’identifiant
(et la position) d’un nœud pouvant lui servir de lien vers l’émetteur (dans le pire des
cas, l’émetteur lui même), il se dirige vers lui (FMC) afin d’établir le contact. L’état
correspondant est appelé Emetteur car il cherche à établir le contact avec l’émetteur e.
Dans un second temps, lorsqu’il a établi le contact avec son nœud lien avec l’émetteur (son
prédécesseur dans la chaîne), il se positionne entre celui-ci et le récepteur, dans l’attente
qu’un nœud le prenne pour prédécesseur. L’état correspondant est appelé Recepteur car il
cherche à établir le contact avec le récepteur r. Pour finir, lorsqu’un ou plusieurs autres
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nœuds l’ont pris pour prédécesseur, le nœud sélectionne celui qui a l’identifiant le plus petit
et s’efforce, tout en restant sur la ligne droite définie par les positions de e et r, de garder
dans une plage donnée la valeur du RSSI (ou du SNR) des liens avec ces voisins. Cette plage
prédéfinie est calculée de manière à ce que les liens de communications entre les nœuds de
la chaîne créée soient bidirectionnels. L’état correspondant est appelé Stabilisation car
il cherche à stabiliser le lien.
∗i
FGEi,t ,-,
k,l
Ei
FGEi,t+1,-,
j,∅
∃j ∈ NGEup:i,t,
j = max({m ∈ NGEup:i,t|m < i,
closer-dest(m, k)})
Figure 5.91 – Lorsqu’un nœud découvre l’existence d’un nœud j d’identifiant inférieur au
sien et plus proche du récepteur que k, il se dirige vers lui. La fonction booléenne
closer-dest : N× N→ Boolean est définie comme suit :
closer-dest(a, b) : b 6∈ NGEup:i,t ∨ (distGEi,t (a, r) < distGEi,t (b, r))
La règle présentée figure 5.91 permet de changer le prédécesseur d’un nœud i (peut
importe son état actuel) lorsque c’est opportun :
– lorsqu’un nœud suppose la dispartition du nœud k d’identifiant inférieur au sien le
plus proche du récepteur, il passe en recherche du nouveau nœud j le plus intéressant
(a priori en direction de l’émetteur), selon son estimation de la situation ;
– lorsqu’un nœud se rend compte de l’existence d’un autre nœud j plus intéressant que
son prédécesseur actuel k (identifiant inférieur au sien et plus proche du récepteur
que son prédécesseur actuel).
Ei ∗kM{m,-}
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k,l
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Figure 5.92 – Un nœud dans l’état Emetteur reçoit un message du nœud qu’il recherche.
Il passe alors en mode Recepteur afin de trouver un nœud successeur.
La règle présentée figure 5.92 permet à un nœud i en mode Emetteur de se rendre
compte, sur réception de message, quand il est à portée du nœud qu’il a choisi comme
prédécesseur. Il passe alors en mode Recepteur.
La règle présentée figure 5.93 (p. 128) permet à un nœud i ayant déjà déclaré son lien
avec l’émetteur de sélectionner un successeur (celui-ci doit l’avoir préalablement choisi
comme prédécesseur) :
– si le nœud courant était en mode Recepteur, il s’agit de son premier successeur ;
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Figure 5.93 – Un nœud qui n’est pas en recherche d’un lien vers e (i.e. Recepteur ou
Stabilisation) reçoit un message d’un nœud l’ayant choisi comme prédécesseur,
d’identifiant supérieur au sien et inférieur à son éventuel suivant actuel.
– si le nœud courant était déjà en mode Stabilisation, il s’agit d’un nouveau succes-
seur plus intéressant (son identifiant est plus proche de celui de i tout en lui étant
supérieur).
Pour cet algorithme, les règles responsables de l’émission périodique des estimations de
la situation globale et la règle “par défaut” qui traite leur réception et leur fusion ont été
omises.
5.4 Conclusion
Dans ce chapitre, nous avons approfondi notre réflexion sur le FMC en considérant
la manière dont sont construites les estimations sur lesquelles se basent les algorithmes
étudiés. Entre autres conséquences, le mode de prise de décision décentralisé qui a été
choisi implique qu’il nous est impossible de garantir qu’une tâche sera réalisée une et une
seule fois.
Nous avons ensuite décrit la mise en œuvre du contrôle de mobilité avec le modèle
ADAGRS. En particulier, nous avons présenté les mécanismes permettant la gestion de
l’estimation de la situation (diffusion et fusion des estimations, réactions à l’apparition et
la disparition supposées d’un voisin).
Nous avons discuté de l’adaptation des trois algorithmes étudiés tout au long de ce
document de thèse, avant de décrire quatre algorithmes permis par le contrôle de mobilité.
Nous souhaitons mener à bout la modélisation, voire l’implémentation (en simulation ou
sur une vraie flotte de drone), des algorithmes discutés section 5.3.1 (p. 115). En particulier,
l’implémentation sur une vraie flotte de la forêt couvrante couplée au suivi de leader est
un outil qui constituerait une brique de base utile à des missions beaucoup plus complexes.
Il en est de même pour l’implémentation des algorithmes présentés section 5.3.2 (p. 117).
Bien que ces types de missions fassent déjà l’objet d’études dans la littérature, il nous
semble intéressant d’étudier l’impact qu’ont les communications employées.
L’analyse du temps de convergence de ces algorithmes en fonction de la mobilité choisie,
de la qualité des communications et d’autres facteurs (tels que l’autonomie en vol ou la
probabilité de perte d’un drone) font partie des points que nous souhaitons approfondir.
Parmi les pistes de recherche pour la caractérisation de ce temps de convergence, l’approche
dite des coalescing particles [40] nous semble très pertinente. On considère des particules
qui se déplacent en random walk sur une grille et fusionnent lorsqu’elles se trouvent sur une
même cellule. En particulier, dans [38], l’auteur mentionne que le temps de convergence
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de cet algorithme est proportionnel au “hitting time” (temps nécessaire à ce que deux
particules quelconques se rencontrent) dans une grille.
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Troisième partie
Application de l’approche
développée à une flotte de drones
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Réalisation d’une plate-forme
matérielle/logicielle : SCUAL
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Dans la première partie de ce chapitre (sec. 6.1), nous dressons un état de l’art des
drones et systèmes de drones. Nous évoquons les drones non aériens avant de traiter des
drones aériens (UAV). Nous listons différents types (tailles et fonctions) d’UAV avant de
considérer les flottes de drones existantes, celles-ci constituant le sujet principal de cette
thèse.
Dans la seconde partie de ce chapitre (sec. 6.2, p. 147), nous décrivons la flotte de
drones (SCUAL) mise en place au LaBRI, durant ces travaux de thèse, ainsi que les choix
qui ont été faits lors de sa conception.
6.1 État de l’art des Drones et des Systèmes de drones
Dans cette section, nous évoquons tout d’abord différents types de drones non aériens
(sec. 6.1.1) avant de nous focaliser sur les systèmes de drones aériens (sec. 6.1.2, p. 135). Les
principales flottes de drones existantes sont ensuite décrites (sec. 6.1.3, p. 138). Nous donnons
tout d’abord un ensemble de définitions (et d’acronymes) nécessaires à la compréhension
de la suite :
– UAV : Unmanned Aerial Vehicle désigne un véhicule aérien sans pilote/équipage à
bord. Le degré d’autonomie est variable en fonction du modèle considéré : de piloté
à distance jusqu’à totalement autonome avec un pilote dit de sécurité.
– UAS : Unmanned Aircraft System est un terme introduit par la Federal Aviation
Administration (FAA) 1 afin d’unifier les différentes appellations telles que UAV,
Remotely Piloted Aircraft (RPA) ou Unmanned Aircraft (UA) et afin que le système
soit considéré comme un tout composé de l’UAV (ou des UAV), des liaisons de
données et de la station sol, à des fins de réglementation et de certification. Il est à
noter que pour la FAA, il y a toujours, d’une manière ou d’une autre, un pilote aux
commandes et les systèmes employés ne sont pas considérés comme autonomes [w125].
Cette définition est à privilégier lorsque l’on fait référence au drone en tant que
système et pas seulement en tant qu’aéronef.
– MAV : Micro Aerial Vehicle désigne un UAV de petite taille.
– UGV : Unmanned Ground Vehicle désigne les drones terrestres.
– USV : Unmanned Surface Vehicle désigne les drones navals de surface (ou maritimes).
– UUV : Unmanned Underwater Vehicle désigne les drones sous-marins.
6.1.1 Véhicules autonomes non aériens
Bien que notre choix se soit porté sur les drones volants (sec. 6.1.2, p. 135), il existe
d’autres types de véhicules autonomes, parmi lesquels se trouvent les drones terrestres
(Unmanned Ground Vehicles, UGV), les drones navals de surface (Unmanned Surface
Vehicles, USV) et les drones sous-marins (Unmanned Underwater Vehicles, UUV).
1. FAA : Équivalent aux USA de la DGAC en France.
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De nombreux UGV [4], type rover, sont déjà utilisés pour des missions de reconnaissance
en extérieur comme à l’intérieur de bâtiments (e.g. le FirstLook 110 de iRobot) ou des
missions de déminage (e.g. le MV4 de DOK-ING, le Caméléon de ECA). Comme nous le
verrons plus loin, certains projets visent à faire coopérer des drones au sol avec des drones
aériens (e.g. relais de communications aériens, plate-forme de déploiement mobile), ce qui
constitue un des axes de recherches principaux pour les évolutions de nos travaux.
De nombreuses avancées ont été faites récemment dans les domaines des drones ma-
rins [104] et sous-marins [19]. À titre d’exemple, l’ISAE a développé un voilier fonctionnant
à l’énergie solaire appelé IBoat [17] qui a ensuite donné lieu à la conception de l’IBoat II
par des étudiants de SUPAERO et l’ENSICA, ainsi que des professeurs et des techniciens
de l’ISAE. Plus récemment, l’IFREMER a développé, pour l’exploration des mers [57, 13],
le VAIMOS (Voilier Autonome Instrumenté de Mesures Océanographiques de Surfaces),
qui est également un drone de surface à voile fonctionnant à l’énergie solaire.
En terme de système multi-agents, le programme de Système de Lutte Anti-Mine du
Futur (SLAMF) [w129] de la DGA vise, à terme, au nettoyage automatique d’un chenal
d’éventuelles mines sous-marines. Le système est composé d’un “bateau mère” capable de
déployer des drones de surface “chasseurs de mines” de type Sterenn Du (PEA 2 ESPADON),
eux-mêmes capables de déployer des drones sous-marins dans le but de détecter, classifier, ou
même détruire (après autorisation par un opérateur) les éventuelles mines. Le système doit
également être composé d’un UAV afin, entres autres, d’assurer le relais des communications
entre les différents véhicules.
Le PEA ACTION [99], quant à lui, met en œuvre une collaboration d’UAV, d’UGV et
d’UUV dans des scénarios de type militaire (blanchiment d’un chenal, contrôle de zone
urbaine).
6.1.2 Unmanned Aircraft/Aerial Systems (UASs)
Bien que l’attention se focalise généralement sur l’aéronef (UAV), un système de drone
(UAS) est composé de l’aéronef et de l’ensemble des moyens nécessaires à sa mise en œuvre
(stations sols, opérateurs, . . . ).
La partie sol peut comporter, en fonction des cas :
– une station de pilotage avec son (ses) pilote(s) ;
– une gestion des signes vitaux de l’aéronef ;
– une gestion de la mission (suivi du plan de vol, interactions avec les composantes de
l’environnement) ;
– une gestion spécifique des charges utiles (caméras, traitement et interprétation des
informations).
Dans la suite, nous présentons les drones de taille “conventionnelle” (i.e. de taille
comparable aux aéronefs pouvant embarquer un humain), puis les minis et micros drones
qui sont ceux auxquels nous nous intéressons le plus car ils sont moins encombrants et
adaptés aux mission ne nécessitant pas de grands rayons d’action (supérieur à 1 km) qui
nous intéressent. Pour finir, nous parlerons des différentes flottes de drones existantes.
2. Les Programmes d’Études Amont sont des programmes de recherche financés par la DGA.
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6.1.2.1 Unmanned Aerial Vehicles (UAVs)
Dans cette section, nous traitons des drones ayant des tailles comparables à celles des
avions mono/biplaces conventionnels. Ils ont l’avantage de pouvoir servir à de la prise de
vues (ils peuvent embarquer simultanément plusieurs capteurs relativement lourds) ou
encore de pouvoir participer à des missions sur le terrain (pointage laser, tirs de missiles)
pendant des durées relativement longues et avec un rayon d’action important. Ils nécessitent
en revanche une partie sol assez conséquente.
Note : Il n’existe pas de classification précise des différents types de drones. Ils sont
généralement classés en fonction de leur taille, leur rayon d’action, leur altitude de vol et
leur endurance en vol [109].
Medium Altitude, Long Endurance. Les drones MALE sont des drones volant à
une altitude comprise, selon les classifications, entre 5000m et 15000m et ayant un rayon
d’action de plus de 200 km. Parmi les plus connus, on compte :
– la série des Predator de General Atomics :
– le MQ-1 Predator 3 : initialement conçu pour des missions de surveillance, il a été
modifié pour embarquer deux missiles. Il est utilisé par l’USAF (USA).
– le MQ-9 Reaper (Predator B) : il s’agit d’une évolution du MQ-1 Predator plus
puissante que lui, connu comme étant le premier drone hunter-killer 4. Il est utilisé
par l’USAF, l’US Customs and Border Protection (USA), la Royal Air Force (UK)
et l’Aeronautica Militare (Italie).
– l’Avenger (Predator C ) : il s’agit de la dernière évolution des Predator. Contraire-
ment à ses prédécesseurs, il dispose de capacités de vol furtif ainsi que de soutes
internes à munitions.
– le Harfang (également connu sous l’appellation Système Intérimaire de drone MALE,
SIDM ) de EADS et IAI : il sert à l’Armée Française pour des missions de reconnais-
sance, de relais de communication ou encore de pointage laser de cibles.
– Le Talarion de EADS (avec un soutien technologique de TAI) est un drone visant
à satisfaire les besoins européens en terme de reconnaissance, de surveillance et de
renseignement dans les années futures (planifié pour 2018). Bien que l’appareil soit
opérationnel, EADS a annoncé fin juillet 2012 l’annulation du programme faute de
commandes et d’expressions de leurs besoins par les gouvernements européens.
High Altitude, Long Endurance. Les drones HALE sont des drones volant à une
altitude, selon les classifications, comprise entre 9000m et 20000m et ayant un rayon
d’action supérieur à 1000km. Les représentants de cette catégorie sont rares et certains
sont encore en cours de développement :
– le RQ-4 Global Hawk de Northrop Grumman se décline en différentes versions selon
ses utilisations et ses utilisateurs :
– le RQ-4A est la première version de l’appareil qui a ensuite évolué en RQ-4B
par une augmentation de sa capacité de charge utile, de son envergure et de son
3. L’appareil s’appelait initialement RQ-1 Predator. Dans la classification faite par l’USAF, la lettre M
désigne un engin Multi-mission alors que la lettre R désigne un engin de Reconnaissance.
4. Type de drones capables de chercher et détruire des cibles.
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endurance. Cette version est utilisée par l’USAF et la Navy comme avion de
surveillance et de pointage laser.
– le Global Hawk est utilisé par la NASA pour des missions scientifiques telles que le
suivi des ouragans dans le bassin Atlantique (programme GRIP), des mesures dans
la couche d’ozone ou l’étude de déplacements de particules au dessus de l’océan
Pacifique. De plus, en mai 2012, l’OTAN a annoncé vouloir s’équiper d’une flotte
d’au moins 5 Global Hawks.
– le modèle EuroHawk (basé sur le RQ-4B), qui est équipé, entre autres, du système
de capteur radio SIGINT de EADS a été conçu pour la Luftwaffe (Allemagne).
– le projet ISIS de Lockheed Martin Aeronautics est un ballon stratosphérique prévu
pour des missions de surveillance d’une durée de 10 ans au dessus d’une zone donnée
du globe.
– le projet Global Observer est un drone stratosphérique développé par Aeroviron-
ment ayant une autonomie pouvant aller jusqu’à une semaine. Il est décrit comme
permettant un déploiement rapide d’une infrastructure de communication et d’amé-
lioration d’une couverture GPS. Des capacités telles que la surveillance de frontières
et la réalisation de relevés environnementaux sont également mises en avant par
Aerovironment.
– le NASA Helios Prototype de Aerovironment est le dernier d’une série de prototypes
d’ailes à énergie solaire. Il est destiné à servir de relais de communications ou encore
de plate-forme pour effectuer des relevés dans la stratosphère. La version “endurance”
de l’appareil (HP03 ) a une longueur de 5m pour une envergure de 75.3m, 10 rotors
et peut effectuer des vols de plus de 24 heures.
6.1.2.2 Mini et micro UAV
Les drones de taille inférieure à 1m (mini/micro-drones) nécessitent généralement une
installation au sol moins lourde que ceux présentés précédemment. Seule une station sol
(de type ordinateur portable) est nécessaire. L’ensemble composé du drone et de sa station
sol est généralement transportable par un seul homme, et parfois même, dans son sac à
dos.
Ces dernières années, bon nombre de travaux de recherches ont été menés sur les mini
et micro-drones et beaucoup de modèles de différentes formes ont vu le jour, que ce soit
sous l’impulsion de l’armée, d’entreprises civiles, du milieu académique ou de particuliers
passionnés.
Parmi les modèles de micro-drone accessibles facilement au grand public, on compte les
produits du type de l’AR.Drone développé par Parrot [w126] ou d’autres mini-hélicoptères,
télécommandés de manière conventionnelle ou grâce à un smartphone, comme on peut en
trouver dans le commerce 5. L’AR.Drone, bien que capable de garder une position (sans
GPS) et ayant un SDK ouvert, ne présente pas d’autopilote au sens où nous l’entendons
car il n’est, à ce jour, pas capable de suivre un plan de vol.
L’éventail des applications possibles avec un micro-drone seul est large. Cela va de la
5. Exemple de site internet regroupant des actualités et différents modèles de drones grand public :
http://www.picooz.fr/
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surveillance de manifestations avec l’Engin Léger de Surveillance Aérienne (ELSA) de
la Police Française [37], à la surveillance de la bonne conduite de baleiniers japonais par
l’association Sea Shepherd [w138], en passant par la réalisation de tous types de relevés
(archéologie 3D avec l’université Vanderbilt, état de santé de la végétation avec l’initiative
Conservation Drones, etc.) ou encore la lutte contre les feux de forêt (projet STaFF) [w124]
et l’inspection d’ouvrage d’arts (viaduc de Millau). Certains drones sont capables de voler
en intérieur pour par exemple cartographier un bâtiment ayant subit un tremblement de
terre afin de s’assurer qu’il est sûr avant de laisser entrer des secours [102].
Les mini et micro-drones peuvent être classés en 3 catégories :
– voilure fixe : type avion ;
– voilure tournante : type hélicoptère, quadrirotor et multirotor en général ;
– voilure battante : mimant le vol d’un oiseau.
Il en existe aussi qui ont des formes plus inattendues, comme la Spherical Flying Machine
japonaise qui peut, grâce à sa forme inhabituelle, se déplacer en intérieur sans craindre les
contacts avec l’environnement.
Une centrale inertielle (ou Inertial Measurement Unit, IMU) fournit à l’engin, généralement
à partir d’un gyroscope, d’un accéléromètre et d’un magnétomètre, des informations sur sa
position (3D), sa vitesse, son accélération et son attitude. Une IMU peut utiliser un système
de géolocalisation, type GPS, pour travailler avec des coordonnées absolues. Un autopilote
et l’ensemble de ses capteurs permettent au drone de suivre de manière autonome un plan
de vol préchargé (et potentiellement modifié durant la mission).
Les drones seuls [4] ne constituant pas le sujet principal de ces travaux, nous ne
mentionnons ici que quelques projets accessibles aux tests.
Le projet Paparazzi [18][w137], initié en 2003 par des passionnés puis amené dans le
domaine académique (il est maintenant supporté par l’ENAC) est un autopilote (logiciel et
matériel) libre utilisé dans de nombreux appareils de loisir ou de recherche. Ces utilisateurs
font partie d’une communauté active autour du projet. Le système présente également une
station sol d’interface flexible permettant de planifier une mission avant le vol, de suivre et
modifier son déroulement et de rejouer la mission après un vol.
Certains universitaires (et certains autodidactes) utilisent également le projet Ardupi-
lot [w117] qui est relativement peu coûteux, par rapport à des solutions industrielles, et
facile d’accès.
Les drones complets proposés par des sociétés telles AirRobot [w116] ou Ascending
Technologies [w118] sont en passe d’être largement adoptés (en particulier, les produits
Hummingbird, Pelican, Firefly sont très utilisés dans le milieu universitaire).
6.1.3 Flottes de drones
Les flottes de drones ont de nombreuses possibilités d’application, parmi lesquelles :
– la recherche de survivants après une catastrophe naturelle ;
– l’utilisation en tant qu’infrastructure de communication de secours rapidement dé-
ployable et modulable en cas de catastrophe naturelle ;
– l’exploration collaborative de bâtiments endommagés et la recherche de blessés après
une catastrophe naturelle, éventuellement en préalable à l’envoi de secours ;
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– le relevé de capteurs ou la surveillance de zones (agricoles, industrielles, frontières,
etc.) ;
– la surveillance continue (refuelling) ou tout type d’application (dite continue) dans
laquelle une équipe de drones s’affranchit de la limite habituellement due à l’autonomie
énergétique réduite d’un engin en le remplaçant par un second pendant que le premier
recharge ses batteries.
Lors de la création de la flotte SCUAL, le choix de mini-drones (plutôt que de drones
de plus grande taille) à voilure tournante (plutôt qu’à voilure fixe ou battante) offrant des
capacités de vol stationnaire s’est naturellement imposé. En revanche, le choix d’opter pour
une flotte évoluant en extérieur plutôt qu’une flotte évoluant en intérieur n’a pas été direct,
car ces modes de fonctionnement étaient alors incompatibles. C’est pourquoi l’état de l’art
des flottes existantes se base sur cette caractéristique. Nous faisons néanmoins mention de
flottes récentes qui utilisent des systèmes de positionnement embarqués leur permettant
d’évoluer tant en intérieur qu’en extérieur. SCUAL n’a pas bénéficié de ces progrès récents
(par manque de moyens, d’expertise et de maturité des technologies concernées) mais leur
implémentation constituerait une évolution pertinente de la flotte.
Nous dressons donc, dans cette section, un état de l’art des principales flottes de drones
existantes. Comme précisé précédemment, nous les avons regroupées en deux grandes
catégories (bien qu’il existe certains recouvrements) : les flottes évoluant en intérieur
(sec. 6.1.3.1) et celles évoluant en extérieur (sec. 6.1.3.2, p. 142).
Note : Cette section est dédiée aux matériels constituant les flottes de drones existantes et
aux applications qu’elles permettent. Ainsi, les études portant sur les interfaces homme-
essaim, telles que les projets SMAART [73] et SUSIE [w120], ne sont pas abordées.
6.1.3.1 Flottes évoluant en intérieur
De nombreux groupes de recherches ont fait le choix de travailler en intérieur. Ce choix
peut s’expliquer par des raisons de commodité de mise en œuvre des tests, de sécurité ou
encore de disponibilité de la plate-forme en dépit des conditions météorologiques.
Les testbed en intérieur fonctionnent souvent avec des systèmes de positionnement basés
sur un système de motion capture 6 de grande précision (de l’ordre du millimètre). Les mini-
drones impliqués évoluent dans un environnement composé d’un ensemble de caméras très
rapides capables de déterminer précisément la position dans l’espace de n’importe quel objet,
à partir du moment où il est équipé d’une cible (petit marqueur détectable par les caméras).
Ce système a l’avantage de (i) permettre de réduire la taille des infrastructures nécessaires
aux études menées (e.g. miniaturisation d’un système initialement à l’échelle d’une ville) et
de (ii) permettre à un drone de bénéficier d’une grande précision de positionnement dans
une phase d’apprentissage de déplacements complexes (e.g. saut périlleux).
Ce type d’installation d’un tel équipement est néanmoins très onéreux.
L’Aerospace Controls Laboratory (ACL) du MIT a mis en place un testbed en intérieur
basé sur ce genre de technologie appelé Real-time indoor Autonomous Vehicle test Envi-
ronment (RAVEN) [64]. Il dispose de différents types de véhicules tels que des drones à
voilure fixe, des drones à voilure tournante (majoritairement) et des robots terrestres. Le
RAVEN est notamment utilisé par le UAV SWARM Health Management Project [w119]
6. Telle que proposé par la société Vicon Motion Systems [w141], par exemple.
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qui vise à effectuer des missions continues avec une flotte de drones [15]. Lorsqu’un drone
vient à manquer de batterie, il va automatiquement recharger ses batteries et un autre, qui
dispose de plus d’autonomie prend sa place. Ce projet a donné lieu à une collaboration
avec Boeing dans le cadre du Multi-Vehicle Health Management Project au cours duquel
les travaux ont été étendus à de la surveillance continue impliquant également des nœuds
au sol [16]. Des tests ont été menés non seulement dans RAVEN mais également dans le
testbed de Boeing appelé Vehicle Swarm Technology Lab (VSTL) [97].
La Flying Machine Arena (FMA) [101][w143] de l’ETH Zurich est une autre de ces
infrastructures. Il s’agit d’un cube de 10 mètres de côté accolé à une salle vitrée servant
de poste de contrôle. Pour éviter des dommages aux drones et aux personnels, les côtés
du cube sont pourvus de filets et le sol est recouvert de tapis en mousse déplaçables en
fonction des besoins expérimentaux. Il est également équipé de 8 caméras Vicon pour la
localisation des mobiles qui s’y trouvent. Parmi les projets qui y sont testés, on peut citer
les suivants :
– le projet Dancing in Motion [100] consiste en une flotte de drones (qui ne commu-
niquent pas entre eux) dont les mouvements sont préprogrammés en accord avec de
la musique. Lors de la planification de la mission, un outil valide la faisabilité des
mouvements demandés (du point de vue de la physique du drone et de l’évitement des
collisions). Ce projet, bien qu’impliquant une flotte de drones aux déplacements très
précis, n’est que peu en rapport avec nos recherches car l’exécution des mouvements
est préprogrammée et les drones n’ont pas besoin de communiquer entre eux pour
prendre de quelconques décisions.
– le projet Flight Assembled Architecture [w142], fait en partenariat avec les architectes
Gramazio & Kohler et exposé au FrAC Centre, consiste à faire construire à l’échelle
un “village vertical” de 600m de haut par une flotte de quadrirotors. La structure,
composée d’éléments en mousse de 500g chacun, mesure 6m de haut sur 3,5m de
diamètre. Ici, c’est un programme central appelé The Foreman qui gère la construction
de la structure à partir d’une configuration qui lui est donnée. Il coordonne les drones
en réservant au besoin des voies aériennes afin d’éviter les collisions (entre drones et
avec la structure). Les drones ne communiquent qu’avec ce programme central et ne
font qu’exécuter ses ordres : ils ne prennent aucune décision.
– le projet Blind juggler [84] utilise la plate-forme dans le but de tester l’échange d’une
balle (également suivie par le système de capture de mouvements) entre deux drones.
Ici non plus, l’ensemble des calculs n’est pas réalisé par les drones eux même mais
est déporté au sol.
– le Distributed Flight Array [86] est composé de plusieurs modules de base pouvant
s’accrocher les uns aux autres dans différentes configurations avant de s’envoler
comme un seul aéronef. Chaque module est composé d’un rotor central intégré dans
une coque hexagonale présentant des protubérances destinées à favoriser un arrimage
“passif” entre deux modules. Les communications, synchrones, sont supportées par de
l’infrarouge. Le déplacement au sol se fait au moyen de trois roues omnidirectionnelles
placées sous le module. L’arrimage se fait de manière aléatoire, sans connaissance
préalable de l’environnement, à l’intérieur d’un cercle (défini par une lampe au
plafond). Ici, la FMA a été utilisée uniquement pour mesurer les performances du
système et n’intervient pas dans la partie opérationnelle. Ce projet, bien que novateur
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et intéressant du point de vue de l’adaptabilité de la plate-forme, considère des com-
munications synchrones de bonne qualité, ce qui va à l’encontre des hypothèses faites
dans nos travaux, qui sont nécessaires pour la manœuvrabilité de telles formations.
Le projet SwarMAV [85] (anciennement UltraSwarm), de l’Université de l’Essex, visait
à étudier les comportements dits de flocking (comportement des groupes d’oiseaux) sur
une flotte de micro-hélicoptères (mesurant quelques centimètres). L’idée était de se reposer
dans un premier temps sur des communications Bluetooth puis sur du WiFi, et sur un
système de localisation type motion capture pour la localisation. Ce projet semble avoir
été un des points de départ du projet SUAAVE présenté plus loin.
Le laboratoire General Robotics, Automation, Sensing and Perception (GRASP) de
l’Université de Pennsylvanie a développé un testbed également basé sur de la capture
de mouvement [80]. Les auteurs le décrivent en mettant l’accent sur les efforts qui ont
été faits pour le rendre accessible aux expérimentations. Les quadrirotors employés (des
Hummingbirds d’Ascending Technologies) sont relativement petits (55cm d’envergure avec
les hélices pour 8cm de haut), robustes aux chocs et précis en termes de déplacements.
Les expérimentations restent limitées par la taille de l’environnement (5x4x3.5m) et le
système de capture de mouvements. Les drones sont équipés d’une carte Overo Fire de chez
Gumstix et la technologie de communication choisie est le 802.15.4. La précision du testbed
du GRASP a permis la mise en œuvre de techniques de navigation complexes et de vol en
formation décentralisé [108] : chaque drone détermine sa trajectoire à venir en fonction de
celle d’un leader, du nombre de drones présents et de la forme de la formation souhaitée.
Dans [79], une flotte de quadrirotors est capable de porter de manière collaborative des
objets de formes diverses. Chaque drone est physiquement accroché à un objet. Au départ,
chacun d’entre eux connaît le déplacement global que doit suivre l’objet, sa forme ainsi que
la position à laquelle on l’a attaché sur celui-ci. À tout moment, chaque drone peut alors
déterminer, en fonction de sa position courante et de son orientation par rapport à l’objet
(la position de l’objet est calculée à partir de l’estimation de la position des autres drones),
quel mouvement il doit effectuer. Des travaux portant sur de la surveillance continue et
décentralisée par une flotte de robots ont également été menés au GRASP [44].
La méthode de couverture du terrain utilise une Centroidal Voronoï Tesselation (CVT) :
la zone est découpée en dalles dont le centre de chacune correspond à un nœud. La taille
de la dalle d’un nœud s’adapte en fonction de ses capacités de surveillance et de celles de
ses voisins. Ainsi, cette méthode adaptative permet à un nœud en fin de batterie qui doit
retourner charger ses batteries de rester utile à la couverture de la zone alors qu’il se dirige
vers son point de chargement.
Il faut noter que certains drones du GRASP sont capables d’effectuer des missions de
cartographie de bâtiment sans nécessairement utiliser le GPS ou un système de motion
capture. Pour cela, ils utilisent un laser et une Microsoft Kinect. Ceci permet à un drone
de créer une carte 3D d’un bâtiment [102]. Dans [81], ce type de drone est associé à deux
rovers pour cartographier un bâtiment de l’université du Tohoku ayant subit des dégâts
suite à un tremblement de terre. Les deux robots au sol cartographient la zone au maximum
de leurs possibilités avant de déployer le drone directement aux endroits qui leur sont
inaccessibles (afin d’économiser la batterie du drone).
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Le Robust Robotic Group du MIT et le Robotics and State Estimation Lab de l’univer-
sité de Washington ont mené des travaux similaires en terme d’autonomie de vol sans GPS.
À notre connaissance, on ne retrouve cependant ces capacités dans aucune flotte de drones.
Les travaux que nous avons pu identifier sur des plates-formes en intérieur consistent
souvent en un environnement de capture de mouvement certes très précis et réactif, mais
peu adapté à de vraies missions et très onéreux. On peut reprocher à ces plates-formes
qu’elles ne débouchent que rarement sur des applications directes mais servent plutôt à
tester des algorithmes et à prototyper des applications. Elles ne prennent ainsi en compte
qu’une partie des paramètres d’une vraie mission.
On notera par ailleurs que les calculs nécessaires au fonctionnement des missions vues
ici sont souvent (voire toujours) déportés sur des machines au sol et la prise de décision est
généralement centralisée.
6.1.3.2 Flottes évoluant en extérieur
D’autres groupes ont, quant à eux, fait le choix de testbeds en extérieur. Nous présentons
ici les plus représentatifs.
Dans [82], les auteurs du GRASP décrivent des expérimentations de surveillance conti-
nue de points d’intérêt par une flotte de drones. Les expérimentations sont faites en
simulation, en vol réel intérieur et également en extérieur. En effet, les drones du GRASP
employés présentent maintenant un système de RTK-GPS 7 (précision : 0.02m-0.50m)
permettant la localisation en extérieur. La répartition des points à surveiller est faite par
une station sol qui a connaissance de l’état des différents drones de la flotte et qui envoie
périodiquement à chacun d’entre eux la séquence de tâches qu’il doit accomplir (chaque
drone est supposé accessible via un réseau mesh). Le calcul de trajectoire avec évitement
des collisions est effectué localement à chaque drone. L’évitement de collision est fait à
partir des positions connues à l’avance des obstacles statiques et des positions des autres
engins reçues de ceux-ci durant le vol. Lorsque les trajectoires de deux drones viennent à se
croiser, un simple système de priorités (pré-établies) fait s’arrêter le (les) moins prioritaire(s)
pour laisser place au plus prioritaire. Il faut noter que la bande passante utile disponible
se trouve réduite de moitié à cause du trafic généré par le RTK-GPS (802.25.4 DIGIMESH).
Au Fraunhofer Institute of Optronics, System Technologies and Image Exploitation
(IOSB) en Allemagne, se trouve un testbed très intéressant composé de quadrirotors per-
mettant des vols en extérieur et d’une station sol générique assez flexible. Dans [20], les
auteurs décrivent la plate-forme qui semble être très axée sur des techniques d’Imagerie
(comme le laissait présager le nom de l’institut). En effet, en lieu et place d’une charge
utile intelligente “classique” donnant des ordres au drone se trouve une “smart” camera.
Celle-ci est programmable (procécesseur à 400MHz, 3200MIPS) et dispose de plusieurs
interfaces (Ethernet, I2C ou RS232) grâce auxquelles il peut communiquer avec le drone et
lui donner des ordres. Chaque drone possède des capacités de communication (WiFi) lui
7. Il s’agit d’une méthode permettant à un récepteur GPS d’améliorer son calcul de position en corrigeant
des erreurs dues à des perturbations environnementales. Pour cela, il utilise des informations transmises par
des stations fixes spécifiques capables de déterminer leur propre erreur de positionnement.
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permettant d’être en contact constant avec la station sol et, au besoin, de dialoguer avec les
autres membres de la flotte. Bien que les drones soient censés être autonomes vis-à-vis de
la station sol, il semble que l’application/le module “photo flight” de la GCS [21] s’occupe
de générer les plans de vol des appareils, qui les appliquent. Bien que les travaux soient
très axés sur l’Imagerie, l’utilisation de nez chimiques (le matériel est déjà sélectionné) fait
partie des perspectives envisagées.
En Allemagne, le projet AirShield [41][w136], mené dans le cadre du projet Research
for the civilian safety financé par le Ministère de l’Éducation et de la Recherche allemand,
a pour but de fournir des relevés de capteurs chimiques lors de situations de crise pouvant
entraîner l’apparition de nuages toxiques. Ces informations, collectées au moyen d’une flotte
de MAVs autonomes, sont fournies aux autorités dans le but d’améliorer leur appréciation
de la situation. La flotte repose sur des quadrirotors supposés pouvoir résister à de
mauvaises conditions météorologiques (vents, . . . ). Ils sont équipés de radars FMCW
(Frequency Modulation Continuous Wave) pour l’évitement des collisions et de capteurs
chimiques miniatures capables de détecter jusqu’à 10 substances dangereuses différentes.
Les communications inter-drones sont supportées par des liens type WLAN à 5.5GHz
(802.11a/h [1]) pouvant atteindre une puissance d’émission de 1W. Les communications
entre les drones et le sol sont supportées par des transmissions de type 4G (LTE ou Mobile
WiMAX) ou 3G+ (UMTS/HSPA). L’approche adoptée ici [42, 43, 94] consiste à maximiser
la couverture du terrain par l’essaim tout en minimisant les coupures de communication
au sein de la flotte. Pour cela, ils proposent, entre autres, une méthode utilisant une
combinaison de la puissance du signal reçu (RSSI) et des positions GPS des engins voisins
pour mettre en place du clustering. Bien que non centralisée, cette méthode demande
toutefois la connaissance de la position de tous les nœuds pour calculer la position du
centre du cluster.
Dans ces travaux se basant sur le RSSI, les communications (lorsqu’elles ne sont pas cou-
pées à cause de l’éloignement des stations) sont considérées comme sûres et c’est l’application
s’exécutant sur la flotte qui est chargée de garder le graphe de communication connecté. De
plus, les auteurs supposent que les drones peuvent à chaque instant communiquer avec le sol.
Le projet Sensing, Unmanned, Autonomous Aerial VEhicles (SUAAVE) [107][w123],
mené par l’Université d’Oxford, l’UCL et l’Université de l’Ulster (débuté en 2008) a pour
but la création d’une flotte de drones autonomes collaborant de manière autonome vis-à-vis
du sol. Le projet se concentrent sur la recherche coopérative de blessés, en utilisant de
la détection vidéo [111]. Cette recherche est décentralisée et des problèmes de fusion de
données sont pris en compte. Dans [22], les auteurs décrivent une première plate-forme
basée sur le quadrirotor Hummingbird de Ascending Technologies. Celui-ci a été modifié
pour embarquer des capacités de calcul supplémentaire (Intel Atom 1.6GHz avec 1Go de
RAM), un disque dur SSD de 16Go, 2 cartes 802.11a/b/g/n et une camera USB 1.3Mpix.
Cette partie supplémentaire peut communiquer avec le Flight Control System (i.e. l’au-
topilote) par une liaison série. Pour supporter la charge additionnelle, les moteurs et les
hélices ont dû être remplacés. La configuration finale a une autonomie de 10 minutes
avec le processeur embarqué et la caméra en fonctionnement. Les auteurs planifient de
développer des algorithmes garantissant une certaine qualité de service (QoS). Ils proposent
également des procédures de sécurité et d’autodiagnostic du drone. Les procédures de
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repli envisagées prennent en compte le fait qu’il faut éviter les autres UAVs présents. Les
recherches menées dans le cadre du sense and avoid ne semblent pas prendre en compte le
fait que les communications puissent, à un instant donné, ne plus permettre l’échange des
coordonnées des drones ; ce qui est contraire à nos hypothèses. Les questions de la fréquence
des communications entre les drones de la flotte ainsi que celle des communications de
la flotte avec la station sol (pour informer les secours) [112] sont évoquées mais ne sont
pas développées. L’utilisation de capteurs hétérogènes est envisagée (avec trois modèles de
drones différents). Les résultats montrés ne sont, jusqu’à présent, que des simulations et
beaucoup des questions soulevées n’ont, pour l’heure, pas de réponse.
Le projet SMAVNET [w131] de l’EPFL (Lausanne) vise à développer un essaim de
drones capable de déployer rapidement un nouveau réseau de communications en cas de
catastrophe naturelle. Ceci est, dans un premier temps, fait en implémentant des algo-
rithmes de type “fourmis” sur une flotte de drones autonomes utilisée pour créer un lien de
communication entre une station de base et un client dont la position est a priori inconnue
[60, 61] 8. L’utilisation de ce type d’algorithmes permet au système d’être robuste à la perte
d’un ou plusieurs drones. L’implémentation de ces algorithmes a la particularité de ne pas
nécessiter de positionnement absolu. Elle repose uniquement sur la puissance du signal
reçu des engins voisins. Les drones employés, ayant donné naissance à la société senseFly
[w139], très simples d’utilisation ont une voilure fixe, des capacités de communications sans
fils (type 802.11 ou 802.15.4). L’article [74] propose une méthode générique de calcul de
probabilité de collision au sein d’un essaim de drones et propose une méthode d’évitement
de collision décentralisée. Celle-ci repose sur la détection d’une collision possible avec un
autre UAV simplement lorsqu’on entre en communication avec lui. Une négociation a alors
lieu pour déterminer lequel doit augmenter son altitude et lequel doit diminuer la sienne.
Cette méthode, intéressante par son aspect décentralisé, ne prend pour l’instant en compte
que 2 niveaux d’altitude et n’est pas totalement efficace pour un essaim dense. De plus, elle
suppose que les communications sont suffisamment bonnes pour (1) effectuer la détection 9,
(2) mener à bien la négociation.
Le projet sFly [w140], impliquant entre autres l’ETH Zurich et le projet e-Motion de
l’INRIA Alpes, a pour objectif de développer des drones capables de voler de manière
autonome dans des environnements de type urbain. Pour cela, ils n’utilisent ni système
de capture de mouvements, ni GPS, ni laser, seulement une IMU et des caméras em-
barquées. Chaque drone est capable de se déplacer dans un environnement qui lui est
inconnu [114, 113] (SLAM 10 monoculaire) et de construire une carte 3D de l’environnement
(système de vision stéréo). Les cartes de chacun des drones sont ensuite fusionnées par
une station sol. Dans l’optique d’une mission de type search and rescue, un algorithme
off-line calcule, à partir de la carte 3D, la position optimale de chacun des drones de la
flotte afin de couvrir au mieux la zone considérée. Une fois l’information transmise aux
drones, chacun d’entre eux se positionne sur le point qui lui a été donné en utilisant sa
vision monoculaire et la carte 3D de l’environnement. Ils sont alors capables de localiser
8. Le mémoire de thèse de Sabine Hauert [59] constitue une source d’applications de ce type.
9. L’utilisation du RSSI est néanmoins une piste viable, dans certains cas, pour la détection de la
proximité d’un autre drone.
10. Simultaneous Localization And Mapping : technique de localisation et cartographie simultanées.
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précisément un blessé en se basant sur le signal d’un récepteur radio qu’il porte. Ceci est
réalisé de manière décentralisée bien qu’utilisant des communications synchrones.
L’Université de Stanford a mis en place le Stanford Testbed of Autonomous Rotorcraft
for Multi-Agent (STARMAC). Dans sa nouvelle version (STARMAC 2) [63] les drones
sont capables d’évoluer aussi bien en intérieur qu’en extérieur. Pour se localiser, les 6
quadrirotors qui le composent utilisent un capteur ultrasonique (altitude par rapport au
sol) et une IMU (attitude) couplés :
– pour les vols en extérieur : à un système GPS ayant une précision de 0.02m à 0.05m
par rapport à une station de base 11.
– pour les vols en intérieur : à une technique de traking vidéo (blob traking) utilisant
une caméra à bord qui donne un précision de positionnement de 0.01m à 0.02m.
Celle-ci a ensuite été remplacée par un système de capture de mouvements.
Pour scanner son environnement, le drone peut se voir ajouter différents capteurs tels
que : caméras USB classique, système de vision stéréoscopique, scanner laser (Hokuyo
URG-04LX laser range finder), récepteur de signaux radio émis par les balises de détresse
utilisés dans en cas d’avalanche.
Il est intéressant de noter que, pour les expériences présentées impliquant une coopération
(évitement de collision au sein de la flotte et recherche collaborative d’une balise de détresse),
les drones ont effectivement collaboré et les calculs ont été effectués à bord et non pas
au sol. Dans l’article [53] les auteurs expliquent comment ils conçoivent formellement (en
utilisant des reachable sets) et valident des manœuvres sophistiquées en prenant l’exemple
d’un saut périlleux. Ils exposent également leur méthode de sense and avoid entre membres
de la flotte. Bien que prouvée pour 2 drones et supposée efficace pour plus (en cours
de validation bien que des simulations aient été réalisées), cette méthode suppose que
l’ensemble des drones sont en mesure de s’échanger leurs états (position, vitesse, . . . ) de
manière suffisamment fréquente pour effectuer les calculs d’évitement.
L’Université de Séville est impliquée dans plusieurs projets ayant pour point commun la
coopération de drones évoluant en extérieur et communiquant via des réseaux pair à pair.
Le projet européen COMETS [w135] (2003-2005) a permis la mise en œuvre d’UAV (hélico-
ptères thermiques et ballons dirigeables) pour le suivi de feux de forêt. La coopération pour
une localisation précise du feu en croisant les flux vidéo de chacun des drones (les drones
sont télécommandés) y est étudié. L’allocation dynamique de tâches au sein de la flotte a
été étudiée uniquement en simulation [52] et en supposant de bonnes communications entre
les drones, . Le Projet AWARE [w134] (2006-2009), toujours axé sur de l’aide à la lutte
contre le feu, met l’accent d’une part, sur le réseau de capteurs permettant la détection du
feu et, d’autre part, sur l’évolution vers plus d’autonomie des capacités des différents engins
impliqués (réseau de capteurs, plus d’autonomie au sein de la flotte, présence d’humains,
lance à incendie automatique sur un camion de pompier). La technique de localisation
collaborative du feu [62] a été améliorée par rapport au projet précédent et réellement
mise en œuvre. Lorsqu’un drone détecte un éventuel feu, il peut demander l’assistance
d’un autre (déterminé grâce à un système d’enchères) qui se positionne alors en un point
précis et avec un angle de caméra donné. En cas de perte du signal GPS, les drones sont
11. La technique employée n’est pas décrite mais semble être une technique type DGPS.
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capables de se diriger uniquement avec leur caméra. Ils sont également capables de déployer
un réseau de capteurs pour bénéficier de leurs relevés et/ou réparer la connectivité du
réseau [50]. Le réseau de capteurs est composé de nœuds statiques (voir déplaçables par les
UAV), de différents types de caméras vidéo, des drones et des pompiers eux-mêmes. Le
fort degré de coopération entre les drones a même permis le transport d’une charge (trop
lourde pour un seul drone) par trois engins, et ce par grands vents. Pour finir, le projet
européen ARCAS [w133], encore récent, a pour but le transport collaboratif d’objets par
plusieurs hélicoptères équipés de bras mécaniques dans le but de construire des structures
de manière autonome.
Le Center for Collaborative Control of Unmanned Vehicles (C3UV) [w121], à Berkeley,
adopte dans certaines de ses recherches une approche d’allocation de tâches prenant en
compte le fait que, lors du déroulement d’une mission, les nœuds ne sont pas forcément en
mesure de communiquer entre eux : les Mission State Estimates (MSE) [56]. Une mission
(statique) exprimée par un ensemble de tâches distinctes, elles-mêmes divisées en sous-tâches
élémentaires, est donnée à l’ensemble de la flotte. Chaque tâche (et sous-tâche) peut être
dans l’un des trois états todo, assigned et done. Au cours de la mission, chaque drone garde
localement une estimation de l’état de chacune des tâches (i.e. son MSE) qu’il met à jour
lorsqu’il s’affecte une tâche et/ou la termine et lorsqu’il arrive à échanger des messages
avec un autre drone. Ainsi, lorsqu’il reçoit un MSE indiquant qu’une tâche qu’il estimait
être dans l’état todo est dans l’état done, il est alors sûr qu’elle n’est plus à effectuer. Un
algorithme local d’allocation de tâches à chaque drone sélectionne la prochaine tâche qu’il
doit réaliser (celle qui lui coûte le moins) parmi celles qui sont marquées todo. Dans [96],
les auteurs décrivent la plate-forme extérieure. Elle est composée de 4 drones à voilure fixe
communiquant en WiFi ad-hoc (802.11b). L’autopilote utilisé est un Piccolo qui acceptent
des directives d’un pilote au sol ou d’une carte embarquée type PC/104. Parmi les tâches
qui ont été testées, on compte :
– la visite de points et différents types de patrouilles ;
– la recherche d’un fuyard avec détection garantie : en supposant que l’on connaît la vi-
tesse maximale du fuyard, on peut déterminer une trajectoire “en spirale rétrécissante”
qui permet de passer à coup sûr au dessus de lui ;
– l’évitement de zone aérienne interdite ;
L’allocation dynamique des tâches que comportait la mission de visite de points s’est
révélée fonctionnelle. Les auteurs expliquent que l’utilisation d’une mesure différente des
coûts énergétiques dus aux distances calculées aurait donné de meilleurs résultats.
Dans sa version la plus récente, le système permet de modifier dynamiquement depuis
la station sol (ou un smartphone se connectant à un service web) la mission effectuée par
la flotte.
Pour conclure, les testbed en extérieur sont, selon nous, plus intéressants que les
précédents car ils offrent un plus large spectre d’applications. De plus, bien que les testbed
en intérieur offrent des applications de types différents (parfois complémentaires comme
c’est le cas pour l’exploration de bâtiment), ceux qui fonctionnent en extérieur ont des
applications plus directes (surveillance, relais de communications, etc.).
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6.1.3.3 Positionnement de nos travaux
Les travaux sur les flottes de drones vues dans cette section supposent souvent que les
communications entre les nœuds du réseau sont suffisamment bonnes pour que chacun ait
une bonne estimation de la situation réelle et pour que des échanges de tâches puissent
être faits. Dans nos travaux, nous partons de l’hypothèse réaliste que ces communications
ne sont pas suffisamment bonnes. Les algorithmes exécutés doivent donc être conçus en
conséquence.
Pour permettre la coopération dans ce contexte décentralisé, nous utilisons des estima-
tions de la situation globale, proches de l’approche MSE utilisée à Berkeley.
Les algorithmes étudiés dans cette thèse ont vocation à pouvoir être rapidement utilisés
dans des missions sur le terrain. La mise en œuvre de missions sur une vraie flotte de drones
nous permet de prendre en compte des problématiques (e.g. évitement des collisions) qui
n’apparaîtraient pas forcément en simulation. Nous avons différencié les flottes évoluant en
intérieur de celles qui évoluent en extérieur en considérant les avantages et inconvénients
des deux approches. Les systèmes de positionnement de type SLAM n’étant pas encore
facilement adaptables aux drones, nous avons écarté les flottes en intérieur, qui nécessitent
pour fonctionner un système de positionnement onéreux (même si le coût tend aujourd’hui
à diminuer) basé sur de la capture de mouvement. Nous avons donc fait le choix d’une
flotte en extérieur, utilisant un positionnement GPS, qui peut faire l’objet de nombreuses
applications.
6.2 SCUAL : Swarm of Communicating UAVs At LaBRI
SCUAL (Essaim de Drones Communicants du LaBRI ) est une plate-forme de 5 drones
à décollage vertical mise en place par l’équipe MUSE du LaBRI, en collaboration avec
la société Fly-n-Sense et avec le support d’OSEO, du MIB Carnot 12 et de la Région
Aquitaine [35].
Cette plate-forme (fig. 6.94, p. 148) a pour vocation d’être ouverte à une large gamme
d’expérimentations :
– démonstrateur CARUS ;
– collaborations avec des équipes du LaBRI (image, . . . ) ;
– autres partenariats.
Dans cette section, nous présentons d’abord la plate-forme SCUAL dans son ensemble,
puis l’architecture matérielle et logicielle que nous proposons pour la gestion de l’essaim
ainsi constitué, les drones qui le composent, les stations sol permettant de suivre leur
comportement, et enfin le banc de test sol associé.
6.2.1 Présentation du système
Comme le montre la figure 6.95 (p. 148), notre système s’articule autour d’une flotte de 5
drones autonomes ayant des capacités de communication pair à pair. Cette flotte de drones
12. L’institut Carnot Matérials and systems Institute of Bordeaux est un label accordé à certains
laboratoires de l’Université de Bordeaux leur permettant d’obtenir des moyens nécessaires à la résolution
de problématiques industrielles.
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(a) 4 drones du premier essaim SCUAL (b) Un CB-750 issu du premier
essaim SCUAL avec sa charge utile
Figure 6.94 – Le premier essaim SCUAL
communicants a été construite à partir de drones quadrirotors “classiques” commercialisés
par la société Fly-n-Sense. Ils disposent donc de leur station sol, améliorée par Fly-n-Sense
à l’occasion de cette collaboration afin de permettre la gestion simultanée de plusieurs
drones. Les applications mises en œuvre sur la plate-forme peuvent être suivies depuis le
sol grâce à une station de monitoring mission.
Station de monitoring Station sol
Figure 6.95 – Schéma global du système.
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6.2.1.1 Flotte de drones
Comme nous le verrons plus loin (sec. 6.2.2, p. 151), il y a eu plusieurs évolutions
de SCUAL mais le principe est resté le même : les 5 engins de la flotte sont construits
de manière à ce qu’ils soient autonomes les uns par rapport aux autres (tout en gardant
des capacités de collaboration) et par rapport au sol. En effet, chaque drone possède ses
propres capacités de déplacement, ses propres capacités de calcul (possibilité de prendre
des décisions localement à chaque drone) ainsi que des moyens de communication pair à
pairs (1 à n) 13. Chaque drone dispose donc d’une charge utile intelligente (sec. 6.2.2.2,
p. 153) dédiée à la gestion de la mission.
6.2.1.2 Station de contrôle sol
La station sol (Ground Control Station - GCS) fournie par la société Fly-n-Sense pour
l’utilisation classique de ses drones permet à l’opérateur station sol de suivre l’évolution
du drone pendant sa mission. Elle lui permet également de modifier le plan de vol initial
en le faisant passer d’un bloc (i.e. un ensemble de directives à effectuer pour accomplir une
tâche donnée) du plan de vol à un autre.
La station sol préexistante permettait déjà de recevoir des informations de plusieurs
drones et de leur envoyer des directives. En revanche, elle n’était pas faite pour gérer
efficacement deux et a fortiori cinq drones en simultané. Comme le montre la capture
d’écran de la station sol présentée figure 6.96 (p. 150), celle-ci a été modifiée pour afficher
parallèlement les signes vitaux (niveau de batterie, altitude, position, attitude) de chaque
drone. L’opérateur station sol, dont le rôle reste de superviser le fonctionnement de chaque
drone de la flotte, peut ainsi suivre l’évolution de chacun des appareils et réagir à tout
événement anormal qui pourrait survenir au sein de la flotte. Des boutons d’accès rapide ont
également été mis en place, lui permettant d’envoyer des ordres prédéfinis (e.g. décollage,
atterrissage, début de mission, fin de mission, stop) à tout ou partie de la flotte par une
seule action de sa part. Il pourra, par exemple, s’il le juge nécessaire mettre en attente
(“pause”) une partie de la flotte en un seul clic pour se concentrer sur le (les) drone(s)
au(x) comportement(s) défaillant(s). Il reste néanmoins capable d’agir sur n’importe quel
drone individuellement, sans interférer avec les autres.
Liaison de données. Les informations de télémétrie nécessaires à la prise de décision
sont redescendues à la station sol grâce à la liaison de données (liaison en noir au centre de
la figure 6.95, p. 148). Les commandes de l’opérateur sont envoyées au(x) drone(s) grâce
à cette même liaison. Elle existait naturellement avant la création de la flotte ; elle est
réalisée grâce à des modules XBee.
Lien de sécurité. En plus de la liaison de données permettant à la station sol de
communiquer avec les drones, chacun d’entre eux est suivi comme l’impose la réglementation
par un pilote de sécurité (liaison en rouge figure 6.95, p. 148). Celui-ci peut reprendre le
drone en main, à tout moment, grâce à une télécommande type aéromodélisme (Spektrum,
2.4GHz). Lorsque qu’il est nécessaire de déplacer un drone, le pilote utilise généralement
13. Bien que non utilisées jusque là, des communications pair à pair (1 à 1) sont possibles.
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Figure 6.96 – Capture d’écran de la station sol
un gamepad (manette type jeux vidéo) connecté à la station sol et utilisant la liaison de
données. Le lien de sécurité n’est utilisé que pour des défaillances graves.
Gestion de charge utile préexistante. Avant intégration à la flotte SCUAL, la station
sol disposait parfois d’une liaison (généralement 2.4GHz) avec la charge utile se trouvant à
bord des drones (e.g. caméra, nez chimique). Celle-ci n’est plus utilisée aujourd’hui, mais
elle pourrait être utilisée pour des besoins spécifiques à d’autres expérimentations. On peut,
par exemple, penser à une liaison distincte de la liaison de données (pour ne pas la saturer)
servant à injecter des données dans la charge utile directement depuis le sol. Un autre
exemple serait celui d’un système de retour vidéo haute définition (gourmand en bande
passante) permettant aux opérationnels de prendre des décisions rapides (dès l’acquisition
des données) grâce à des données brutes de bonne qualité. Par exemple, dans le cadre
du projet Système de drone Tactique pour la lutte contre les Feux de Forêt (STaFF), un
drone de la société Fly-n-Sense fournit au SDIS 40 un retour vidéo stabilisé ainsi qu’un
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mosaïquage (effectué au sol à partir d’instantanés pris à intervalles réguliers) permettant
aux pompiers de suivre le front de flammes lors d’un incendie. L’intérêt d’une évolution
coopérative ce projet est évident, plusieurs drones se répartissent dynamiquement le long
du front de flamme. L’utilisation de ce second lien de communication deviendrait alors
primordiale. En effet, il n’est pas raisonnable d’utiliser le lien servant à la gestion de la
coopération au sein de la flotte (bas débit) pour faire transiter les données volumineuses
qu’implique cette mission.
6.2.1.3 Station de monitoring application
Cette station permet de suivre, en direct durant le déroulement d’une mission, ce qui se
passe à l’intérieur de la charge utile de chacun des drones. Ces informations sont disponibles
à partir du moment où le drone est mis sous tension, et jusqu’au moment où il est éteint.
La version la plus simple consiste en la console (mode ligne de commande, administrateur)
du système d’exploitation Linux présent dans la charge utile ; ceci est rendu disponible au
sol au moyen d’une liaison XBee. Il est alors possible de suivre, du point de vue de chaque
charge utile, le déroulement de la mission et éventuellement d’influer dessus en changeant
certains paramètres de l’application correspondante ou en la redémarrant.
Un premier logiciel, développé en utilisant la bibliothèque ncurses et donc graphique-
ment très simple (fig. 6.97a, p. 152), permettait à l’utilisateur de la station de monitoring
de passer de la console d’un drone à celle d’un autre. En effet, dans un premier temps,
les modules XBee de debug de la flotte étaient configurés pour émettre sur le même canal
mais sur des sous-réseaux différents, ce qui permettait à la station de sélectionner le
drone à “écouter”. Ainsi, l’utilisateur devait reconfigurer le module XBee (en lui envoyant
manuellement une suite de commandes) de la station de monitoring pour écouter sur
un sous-réseau plutôt qu’un autre. Cette opération faisait perdre de précieuses secondes
lorsque l’utilisateur l’effectuait à la main. Elle a donc été automatisée dans ce premier
logiciel (une touche par drone de la flotte).
Un logiciel plus évolué, avec une interface graphique plus conviviale en QT (fig. 6.97b,
p. 152) permet à présent de voir ce qui se passe sur chacun des drones de la flotte
simultanément. Les drones émettent maintenant tous sur le même canal et sur le même
sous-réseau. À la réception que le logiciel détermine, en fonction de l’identifiant de l’émetteur
du message, dans quelle fenêtre le texte reçu doit être affiché.
6.2.2 Architecture Matérielle
Nous décrivons ici l’architecture du système que nous avons conçu ainsi que les choix
qui ont mené à cette configuration (fig. 6.98, p. 153). Le système est composé de la partie
préexistante centrée sur l’autopilote (sec. 6.2.2.1) avec lequel peut communiquer la charge
utile qui constitue une extension du système s’articulant autour d’une carte Overo Gumstix
(sec. 6.2.2.2, p. 153).
6.2.2.1 L’autopilote, une ressource critique
L’autopilote (fig. 6.99, p. 153) est un dispositif logiciel et matériel présent dans les
drones de Fly-n-Sense. Basé sur le système Paparazzi de l’ENAC [18], il est chargé de :
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(a) Version 1 (ncurses)
(b) Version 2 (QT)
Figure 6.97 – Captures d’écrans de la station de monitoring
– maintenir le drone en vol, dans un état sûr (sans danger ni pour lui ni pour son
environnement) ;
– piloter le drone suivant le plan de vol qui lui a été donné.
Afin de garantir l’intégrité de l’engin et de son environnement, ce dispositif temps réel
doit traiter le flot d’informations venant de ses différents capteurs et réagir rapidement aux
événements extérieurs (e.g. variations du vent, ordres donnés par la station sol). Ceci fait de
l’autopilote une ressource extrêmement critique. Nous avons donc souhaité conserver le plus
possible son intégrité (matérielle et logicielle). Pour ce faire, nous avons créé une extension
dédiée aux expérimentations et pouvant communiquer avec lui. Les applications s’exécutant
sur ce nouveau matériel utilisent autant de ressource (processeur, mémoire, radio, . . . )
qu’elles le souhaitent : même si elles venaient à être défaillantes, elle n’impacteraient
pas directement l’autopilote. En présence d’une charge utile adoptant un comportement
aberrant dans lequel elle envoie trop de messages à l’autopilote, ce dernier se contente
d’ignorer les messages excédentaires afin d’éviter toute surcharge de son processeur.
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(Capteurs Nav.)
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Intra-Essaim
Lien de
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(photo, vidéo,. . . )
Partie préexistante Extension du système
Figure 6.98 – Architecture système : séparation de l’autopilote (critique) et de l’extension
de gestion de mission.
Figure 6.99 – L’autopilote.
6.2.2.2 La charge utile, hôte de l’application (Overo)
Le premier modèle de charge utile se présente sous la forme d’un boîtier se plaçant
sous le drone (visible figure 6.94b, p. 148). Cette extension (en bleu dans la figure 6.98)
du système préexistant (en orange), qui permet entre autres la gestion du vol en essaim,
comprend :
– un micro processeur (Overo Gumstix) muni du système d’exploitation Linux ;
– un module XBee pour réaliser les communications intra-essaim ;
– (optionnel) un module XBee permettant de se connecter au drone à distance (debug) ;
– (optionnel) d’éventuels capteurs mission.
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Overo Gumstix. L’Overo Gumstix est un processeur ARM Cortex-A8 relativement
puissant (600MHz). Il permet d’exécuter dans de bonnes conditions les applications mission
“standard” déjà testées (e.g. estimation du voisinage du drone, gestion des communications
au sein de la flotte, fusion de données simples) qui ne pourraient pas être supportées par
l’autopilote par manque de puissance et/ou à cause de ses contraintes temps réel. En
revanche, il n’a pas vocation à supporter des applications nécessitant de grosses capacités
de calcul (Annexe D, p. 223).
Communications intra-essaim. Les communications intra-essaim sont réalisées au
moyen de modules XBee (reposant sur les couches PHY et MAC du 802.15.4). Les caracté-
ristiques principales des réseaux 802.15.4 [3] sont :
– faibles débits (∼ 250kbits/s) ;
– faible consommation (en présence de nœuds “peu bavards”) ;
– identification possible des nœuds ;
– 16 canaux différents sur la bande de fréquence des 2.4GHz (27 en comptant les autres
bandes de fréquences) ;
– puissance des transmissions variable 14 (802.15.4 min : −3dBm) ;
– existence de sous-réseaux (appelés PAN).
En l’absence de solution existante satisfaisante, une bibliothèque C++, que nous avons
appelée libxbee, a été développée afin de permettre un accès à cette interface de commu-
nication rapide et de suffisamment bas niveau.
Monitoring. Un lien de debug a été mis en place afin de permettre à l’utilisateur de la
plate-forme de suivre (monitorer) le fonctionnement de son application s’exécutant dans la
charge utile. Ce lien optionnel ne devant pas interférer avec les différentes communications
de l’essaim (i.e. lien de données station-sol et communication intra-essaim), cette liaison se
fait en parallèle des autres, grâce à des modules XBee configurés sur un canal non utilisé
pour les plates-formes en l’air et grâce à une connexion filaire USB pour les bancs de test
au sol.
6.2.2.3 Interface Autopilote-Overo
Figure 6.100 – Le premier boîtier charge utile SCUAL.
14. Les modules XBee utilisés proposent une puissance minimale de −10dBm (XBee) et une puissance
maximale de 18dBm (XBee-PRO).
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L’interface entre la charge utile et l’autopilote est réalisée au moyen d’une liaison série
munie d’un connecteur REDEL facilement débranchable (fig. 6.100, p. 154).
Un ensemble de messages de base a été créé pour permettre la communication entre l’au-
topilote et l’overo. Ceux-ci ont été définis en collaboration avec Fly-n-Sense. Ils permettent
de :
– récupérer les informations pertinentes auprès de l’autopilote (e.g. coordonnées GPS,
altitude, attitude, bloc courant) ;
– demander l’exécution de tâches prédéfinies (déplacement d’un point du plan de vol,
saut d’un bloc du plan de vol à un autre, . . . ). Une telle opération ne peut être
réalisée qu’après vérification par l’autopilote de l’intégrité de la requête et du fait
que son exécution soit sans danger. Par exemple, sur une demande de déplacement
de point du plan de vol, l’autopilote vérifie que les nouvelles coordonnées du point se
trouvent à l’intérieur de la zone dans laquelle il a le droit d’évoluer et à une altitude
correcte (au dessus du sol et en dessous d’un certain plafond).
Nous fournissons aux utilisateurs développant sur la plate-forme la bibliothèque C++
libovero-ap-link permettant l’accès à ces fonctionnalités.
6.2.3 Différentes plates-formes de test
Nous présentons ici les différentes plates-formes que nous avons créées lors de ces
travaux. Nous décrivons d’abord les deux versions de la flotte SCUAL, puis le banc de
test sol permettant une première phase d’expérimentation rapide (et sans risque) des
applications.
6.2.3.1 Drones volants
Jusqu’à présent, tous les appareils utilisés dans SCUAL ont été des quadrirotors. Notre
choix s’est porté sur ce type d’engins car ils permettent des décollages et atterrissages
verticaux ainsi que le vol stationnaire, très pratique pour les phases d’expérimentation. En
effet, il est commode de pouvoir mettre un drone en attente pendant que l’on s’intéresse au
reste de la flotte ou encore de pouvoir mettre le système “en pause” pendant un moment.
Les appareils utilisés jusqu’à présent ne comportent pas de système d’évitement des
collisions (sense-and-avoid). En effet, à l’époque de la création de SCUAL, les techniques
et technologies (e.g. SLAM, LIDAR, système de positionnement précis couplé avec des
communications sûres, . . . ) permettant de mettre en œuvre ce type de comportement
n’étaient pas assez mûres pour être embarquées à bord d’un drone à des coûts raisonnables
(en termes de temps de développement, de temps de calculs, de poids et de coût financier).
Les premières expérimentations faites sur la flotte ne nécessitant pas forcément de sense-
and-avoid, il a été décidé d’ajourner l’implémentation de cette fonctionnalité dans l’attente
d’un réel besoin et d’avancées technologiques dans le domaine.
Le Scancopter X4 CB750. La flotte de drones SCUAL est originellement basée sur le
FNS-CB750 de Fly-n-Sense. Il s’agit d’un produit en carbone de type quadrirotor, comme
le montre la figure 6.94b (p. 148). Les charges utiles, facilement interchangeables, sont
placées sous le drone (entre ses atterrisseurs).
Ses spécifications techniques principales sont les suivantes (données Fly-n-Sense) :
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– Décollage/Atterrissage vertical
– Poids maximum au décollage : 2kg
– Charge utile : jusqu’à 500g
– Diamètre : 80cm
– Autonomie opérationnelle : jusqu’à 20 minutes
– Vitesse maximum en manuel : 15m/s
– Vitesse maximum en automatique : 5m/s
Figure 6.101 – Le second essaim SCUAL basé sur le Scancopter X4 ACCESS
Le Scancopter X4 ACCESS. Afin de permettre un déploiement plus rapide et de
minimiser les coûts lors des phases de tests, nous avons fait évoluer la plate-forme sur
la base du FNS-ACCESS (fig. 6.101). Moins encombrant, plus léger et plus robuste, ce
modèle peut être mis en œuvre sur le terrain plus facilement et à moindre coût.
Contrairement aux premiers SCUAL, notre charge utile (fig. 6.102, p. 157) a été intégrée
au boîtier (sur le dessus de l’appareil) dans lequel se trouve l’autopilote, libérant ainsi
l’espace sous le drone et permettant l’utilisation d’une charge utile additionnelle dédiée
à la mission (e.g. capteur optique, chimique, effecteur). De plus, cette disposition expose
moins notre charge utile à des chocs directs lors d’atterrissages “un peu lourds” 15.
Ses spécifications techniques principales sont les suivantes (données FNS) :
– Décollage/Atterrissage vertical
– Poids maximum au décollage : 1.6kg
– Charge utile : jusqu’à 500g
– Dimensions : 51×51×35cm (sans les hélices, avec les antennes dépliées)
15. L’atterrissage, bien que maîtrisé par les pilotes et/ou l’autopilote, reste une phase critique pendant
laquelle le contact au sol peut être plus ou moins rude.
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Figure 6.102 – Intérieur du Scancopter X4 ACCESS. L’Overo est intégré au boîtier
principal
– Autonomie opérationnelle : jusqu’à 20 minutes
– Vitesse opérationnelle : jusqu’à 15m/s
– Vent maximum : 9m/s (rafales : 15m/s)
– Altitude maximum : 1500m
6.2.3.2 Banc de test sol
Afin de s’assurer que les applications sont correctement implémentées avant de les
tester sur le terrain (ce qui nécessite au moins une demi-journée et fait courir des risque de
détérioration du matériel), elles sont intégrées et testées sur le banc de test sol de SCUAL
(fig. 6.103, p. 158). Celui-ci est le pendant sol de la flotte aérienne. Il est donc composé de
5 unités comportant chacune :
– un autopilote nu (i.e. sans les capteurs ni la partie volante de l’appareil) en mode
simulation : la partie déplacement est simulée mais l’ensemble des fonctionnalités,
dont la communication avec la charge utile, est identique à celle d’un drone de la
flotte ;
– un Overo ;
– un module XBee permettant la communication intra-essaim ;
– une interface USB permettant de se connecter à la console de l’Overo (équivalent du
lien de debug XBee) ;
– les capteurs mission éventuels (généralement en USB).
Comme on peut le voir sur la figure 6.103 (p. 158), les unités sont indépendantes les unes
des autres et facilement transportables. De plus, elles sont empilables, rendant l’ensemble
modulable (utilisation de tout ou partie de l’essaim, création d’îlots).
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(a) Les bancs de tests démontés (b) Les bancs des tests nus empilés
Figure 6.103 – Le banc de test SCUAL
6.3 Conclusion
Dans la première partie de ce chapitre, nous avons défini ce qu’est un drone et avons
dressé un état de l’art des différents types de drones existants. Nous nous sommes concentrés
sur les flottes de drones, celles-ci constituant le sujet principal de nos travaux. Nous avons
différencié les flottes qui évoluent en intérieur de celles qui évoluent en extérieur (et les
technologies employées pour leurs implémentations), bien que depuis peu certaines flottes
soient capables de passer d’un mode à l’autre en fonction du contexte et de la disponibilité
des différentes technologies.
Dans la seconde partie de ce chapitre, nous avons décrit la flotte de drones SCUAL
mise en place au LaBRI. Les engins sont basés sur des produits de la société Fly-n-Sense
auxquels a été ajoutée une charge utile capable de modifier dynamiquement le plan de vol
se trouvant dans l’autopilote et ayant des capacités de communication pair-à-pair. Certains
choix, liés aux applications visées et aux technologies disponibles, ont été faits au moment
de la création de la flotte. En particulier, pour les projets à venir, les évolutions de la flotte
SCUAL compteront l’ajout de techniques d’évitement de collisions qui sont déjà à l’étude.
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CARUS (Cooperative Autonomous Reconfigurable UAV Swarm) est un projet du LaBRI
mené dans le cadre du GIS Albatros, mis au service du cluster AETOS de La Région
Aquitaine et soutenu par celui-ci en tant que son premier démonstrateur. Outre le LaBRI
qui en est le responsable scientifique et technique, il implique les sociétés Fly-n-Sense et
Thales ainsi que Bordeaux Technowest et La Région Aquitaine [36].
L’objectif de ce projet est de montrer la faisabilité de la mise en essaim d’une flotte co-
opérative de drones autonomes communiquant par échanges de messages de type broadcast
asynchrone et de faire un retour sur les problèmes techniques, humains (IHM en particulier)
et réglementaires soulevés par un tel dispositif.
Nous introduisons dans un premier temps le scénario de la mission (sec. 7.1). Nous
présentons ensuite la station de contrôle sol (sec. 7.2, p. 161), développée par Fly-n-Sense,
ainsi que le visualisateur mission (sec. 7.3, p. 162), mis en œuvre par Thales. La première
permet à l’opérateur sol de suivre l’état de chacun des drones durant les opérations, alors
que le second permet à l’utilisateur, et au public, d’avoir une vue globale de l’évolution de la
mission et d’interagir avec elle. Nous présentons ensuite les différents points algorithmiques
(sec. 7.4, p. 163) qui ont dû être traités lors de ce projet, tels que les méthodes mises en
place pour éviter les collisions ou la méthode de partage du travail au sein de la flotte.
Nous présentons enfin notre retour d’expérience (sec. 7.5, p. 195).
7.1 Scénario, Mission
Cinq drones se partagent dynamiquement la surveillance continue de 15 points d’in-
cidents potentiels (au sol) disposés sur une grille de 3 lignes par 5 colonnes (fig. 7.104,
p 161). Pour les besoins du démonstrateur, une station dite de visualisation permet de
créer/supprimer des incidents (feux, radiations, fumées, mouvements, . . . ) sur chacun des
points de la grille. Lorsqu’un drone passe au dessus d’un point en incident, il s’en rapproche
(en descendant) pour réaliser un traitement spécifique (relevé, marquage, . . . ). Pendant
toute la durée de l’incident, le reste de la flotte doit prendre en charge les points que le(s)
drone(s) en incident ne traite(nt) plus. L’objectif est qu’à terme l’ensemble des points en
incident soit traité par la flotte tout en essayant de garder un ordre de survol de l’ensemble
des points de la grille qui facilite la compréhension, par un opérateur ou par le public, de
ce qui se passe au sein de la flotte.
La figure 7.104 (p. 161) présente une configuration possible du dispositif expérimental.
Au départ, chaque drone se situe sur la ligne des points initiaux, d’où l’ensemble des
appareils de la flotte décolle, potentiellement simultanément. Comme nous le verrons
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Figure 7.104 – Schéma global CARUS
plus loin (sec. 7.4.2.3, p. 169), cette ligne de départ doit être pensée de manière à ce
que les trajectoires des drones ne puissent pas se couper lors de leur entrée/sortie de la
zone de surveillance (opérations pour lesquelles ils doivent emprunter un point de la ligne
d’entrée/sortie). Les points initiaux se situent entre la grille et les trois stations (station
de contrôle sol, station de visualisation et station de monitoring mission). Ceci permet
aux différents opérateurs (et au public) d’être suffisamment proches des appareils lors des
phases de décollage et atterrissage sans pour autant gêner leur déploiement ou risquer une
collision avec l’un d’eux.
7.2 Station de contrôle sol
La station de contrôle sol (Ground Control Station - GCS), ou station sol, de la société
Fly-n-Sense (présentée section 6.2.1.2, p. 149) permet à l’opérateur mission de suivre en
direct le fonctionnement des drones de la flotte et, si besoin est, d’intervenir sur n’importe
lequel d’entre eux ou sur tous à la fois.
Sur la capture d’écran 7.105 (p. 162) faite lors d’un vol CARUS, on peut voir :
– les signes vitaux de chaque drone (niveau de batterie, altitude, position, attitude) ;
– un fond de carte 2D de la situation sur le terrain qui montre, avec une couleur
différente pour chaque drone :
– sa position
– les waypoints de son plan de vol
– une trace représentant ses positions passées
– les blocs du plan de vol de chaque drone ;
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Figure 7.105 – Capture d’écrans de la station sol lors d’un vol CARUS
– des boutons d’accès rapide permettant de donner simultanément certaines directives
(décollage, atterrissage, mise en attente, . . . ) à l’ensemble des appareils de la flotte.
7.3 Visualisateur Mission
Dans le cadre de CARUS, un visualisateur a été adjoint à la flotte SCUAL. Celui-ci
a été spécifiquement développé par Thales pour les besoins du démonstrateur. Il fournit
à l’utilisateur une interface tactile grâce à laquelle il peut naviguer dans une scène 3D
présentant l’état global de la mission (fig. 7.106, p. 163) :
– positions des drones de la flotte ;
– empreintes au sol des drones ;
– état des différents points à surveiller.
Il permet de faire passer un ou plusieurs points de la grille de l’état normal à l’état
incident et vice versa, afin de réaliser une démonstration du comportement de l’algorithme
embarqué par la flotte. Dans une configuration réelle, ce sont les capteurs embarqués dans
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Figure 7.106 – Capture d’écran du visualisateur mission
les drones qui permettraient de détecter des incidents effectifs et ainsi de déterminer le
début et la fin d’une intervention sur incident.
7.4 Algorithmique Mission
Note : Dans la suite de ce chapitre, à fin de généralisation, les drones sont parfois
appelés des nœuds (mobiles). Lorsque ce n’est pas ambigu, les points de la grille seront
simplement appelés des points.
Pour permettre la réalisation de la mission fixée par le scénario, l’application mise en
œuvre doit prendre en compte différentes problématiques qui sont interdépendantes. La
bonne répartition des tâches au sein de la flotte (sec. 7.4.3, p. 170) doit favoriser la mise
en place d’un parcours pertinent de la grille (sec. 7.4.1) qui, lui, doit prendre en compte
des aspects plus pratiques tels que l’évitement de collision (sec. 7.4.2, p. 164).
On rappelle que dans ces travaux, toutes les décisions sont prises localement à chaque
nœud sur la base de son estimation locale (FGEi,t ) de la situation globale (FGRt ) (sec. 4.1.3,
p. 97). Chaque nœud diffuse périodiquement à ses voisins directs son FGE et fusionne avec
le sien les FGEj reçus (sec. 5.2.1, p. 113). L’estimation locale d’un nœud est composée de :
– son estimation de la liste des drones toujours présents ;
– son estimation du statut de chaque drone (en incident ou pas) et des points qui lui
sont affectés ;
– son estimation de l’état (en incident ou pas) de chaque point et son estimation de la
dernière date à laquelle il a été effectivement visité.
7.4.1 Parcours de la grille
Les points à surveiller sont numérotés de sorte qu’un nœud (drone), effectuant un
parcours de la grille (réalisé en 4-connexité pour des raisons relatives à l’évitement des
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collisions qui sont développées section 7.4.2) dans l’ordre croissant des points, ait un trajet
facile à calculer et efficace en terme de distances parcourues. Cet aspect est illustré par la
figure 7.107.
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Figure 7.107 – Exemples de parcours continus sur la grille CARUS.
Les flèches pleines représentent le parcours du drone dans l’ordre croissant des points à
surveiller. Les flèches en pointillés, quant à elles, représentent son “trajet retour” pour
reprendre son parcours au début.
Cette figure présente deux exemples de parcours effectués respectivement par un nœud
vert (parcours 1, 2, 3, 4, 5) et par un nœud bleu (parcours 7, 9, 10, 11, 12, 14, 15). On
remarque que dans cet exemple les points 6, 8 et 13 ne sont pas visités par les nœuds mobiles
visibles qui se contentent de les survoler durant leur parcours, sans s’arrêter. Ces points
sont en incident et ils sont chacun traités par un des nœuds non représentés. Chaque nœud
visite en boucle les points qui lui sont affectés dans l’ordre croissant de leur numérotation
(identifiants). On note, par exemple, que pour aller du point 7 au point 9, “bleu” passe au
dessus du point 8 sans s’arrêter et que, pour aller du point 12 au point 14, il ne passe au
dessus du point 13 que parce qu’il est contraint de parcourir la grille en 4-connexité 1. Le
parcours se fait en boucle : une fois qu’un nœud a atteint le point de son parcours (trajet
en trait plein) ayant le plus grand identifiant, il revient, toujours sans s’écarter la grille,
au point ayant le plus petit identifiant (trajet en pointillés) pour préparer son prochain
passage.
7.4.2 Évitement de collision
Dans sa version actuelle, la flotte SCUAL est dépourvue de dispositif de sense and
avoid (voir et éviter) permettant en dernier recours à un aéronef de détecter l’imminence
d’une collision et de l’éviter. Néanmoins, l’utilisation de 5 drones dans un espace restreint
entraîne de forts risques de collision qu’il est impératif de prendre en compte. Pour les
éviter, ne pouvant nous reposer sur des communications sûres entre les appareils, nous
avons déployé un ensemble de parades :
– mise en place d’une altitude de travail différente pour chaque drone (sec. 7.4.2.1,
p. 165) ;
– mise en place d’un cercle d’intervention autour de chaque point de la grille et d’une
procédure d’approche adéquate évitant les collisions lorsqu’un drone se rend de son
1. L’implémentation du plus court chemin euclidien aurait arbitrairement pu le faire passer par le
point 11.
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palier de travail au palier d’intervention pour traiter un incident, et lorsqu’il en
revient (sec. 7.4.2.2, p. 166) ;
– mise en place d’une procédure d’entrée et de sortie de la grille supportant des
décollages et atterrissages verticaux 2 aussi bien simultanés qu’échelonnés dans le
temps (sec. 7.4.2.3, p. 169).
Ces stratégies, décrites ci-après, ne reposent pas sur les estimations locales de la situation
globale de chaque nœuds. Le système d’évitement de collision qui en résulte fonctionne
donc indépendemment de la qualité des communications dans la flotte.
7.4.2.1 Découpage en paliers
Le découpage de l’espace en différentes couches que nous avons réalisé est présenté
figure 7.108. Afin d’éviter que les drones ne se percutent pendant qu’ils parcourent la
grille de waypoint en waypoint, nous avons mis en place des altitudes/paliers de travail
propres à chaque drone. Un drone peut ainsi évoluer sans risque au dessus de n’importe
quel point de la grille sans avoir à se soucier de la position exacte de ses pairs. Le premier
de ces paliers de travail se situe à une altitude de 30m au dessus du sol et les suivants sont
échelonnés tous les 7m jusqu’au dernier, qui se situe à une altitude de 58m. De plus, un
palier d’intervention commun, situé à 10m au dessus du sol, fixe l’altitude à laquelle un
drone descend lorsqu’il traite un incident.
sol
palier d’intervention
paliers de travail
Figure 7.108 – CARUS : configuration dans l’espace.
2. Ce type d’atterrissage est permis par les quadrirotors employés. Avec des engins à voilure fixe, d’autres
techniques auraient dû être mises en place.
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Ces valeurs ont été choisies de manière à ce que les drones évoluent en toute sécurité
et que le déroulement de l’application reste compréhensible depuis le sol. Elles prennent
notamment en compte l’imprécision des différents capteurs intervenant dans le calcul
de position (GPS, baromètre, . . . ) et la capacité des drones à réagir aux événements de
l’environnement (e.g. rafales de vent).
7.4.2.2 Ascenseurs, points d’intervention et distances de sécurité
L’approche employée (décentralisée avec pertes potentielles de messages) peut conduire
à des états (normaux) du système dans lesquels plusieurs (potentiellement 5) nœuds traitent
simultanément le même incident. Pour que la flotte puisse tolérer ce type de comportement
sans risque de collision et de manière pérenne (i.e. une fois sa position atteinte, le drone
reste immobile tant qu’il traite l’incident), nous avons dû définir un système dont la
disposition des éléments est visible figures 7.109 (p. 166) et 7.111 (p. 168). En raison de
l’absence de mécanisme d’évitement à bord des drones SCUAL, nous avons également dû
mettre en place des procédures, dont le fonctionnement est illustré figure 7.108 (p. 165),
permettant aux appareils d’aller traiter un incident (et de revenir) sans percuter les autres
appareils évoluant à leurs altitudes de travail respectives.
Le système mis en place repose sur des points d’intervention situés autour de chaque
point de la grille et d’autant d’ascenseurs. Chaque drone dispose de son propre ascenseur
( , , , , ) qui lui permet de quitter son palier de travail pour aller rejoindre (verticalement)
le palier d’intervention, commun à tous, sans risque de percuter un autre appareil. Une
fois arrivé au palier d’intervention, il se place sur son point d’intervention pour traiter
l’incident.
cercle des ascenseurs
cercle d’intervention
grille
zone de circulation
Figure 7.109 – Distances de sécurité
Le parcours de la grille en 4-connexité (sec. 7.4.1, p. 163) permet la mise en place, autour
des arêtes de la grille, de voies de circulation (zone hachurée fig. 7.109 suffisamment larges
pour couvrir les positions possibles d’un drone sur son palier de travail (elles prennent en
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compte l’imprécision GPS, la vitesse du vent, la réactivité des engins, . . . ). Les ascenseurs
peuvent alors être positionnés de manière à ce qu’un drone empruntant son ascenseur ne
percute pas un drone resté à son altitude de travail (e.g. fig. 7.109, les distances de sécurité
sont bien respectées autour de l’ascenseur orange).
La figure 7.110 (p. 168) présente un cas où l’on souhaite réduire au maximum la taille
de la grille ; les distances de sécurité entre drones constituent alors le facteur limitant.
L’optimisation effectuée réduit d’un tiers la distance initiale entre deux points de la grille.
La figure 7.110a présente un premier placement (naïf) des ascenseurs autour des points de la
grille. Il apparaît que, si deux points voisins présentent “en vis-à-vis” des ascenseurs dédiés
à des drones différents, de l’espace est perdu entre ces ascenseurs à cause des distances de
sécurité à respecter entre les drones pouvant s’y trouver simultanément. Pour y remédier, on
permute 3 deux à deux certains ascenseurs (fig. 7.110b) de manière à ce que les ascenseurs
d’un même drone se trouvent “en vis à vis”. Il n’y a donc plus de distance de sécurité
à respecter entre ces ascenseurs (fig. 7.110c) et ils peuvent, en pratique, être fusionnés
(fig. 7.110d). Pour chaque “cellule” de 4 points de la grille, on gagne ainsi une distance
correspondant à la distance de sécurité minimum entre deux drones.
Cette optimisation pouvant être répétée sur autant de motifs que nécessaire, on ob-
tient un positionnement des ascenseurs (et des points d’interventions) comme présenté
figure 7.111 (p. 168).
Sur le même principe que les ascenseurs, nous avons mis en place autour de chaque
point de la grille un cercle portant les points d’intervention vers lesquels se dirigent les
drones une fois arrivés au palier d’intervention (fig. 7.108, 7.109 et 7.111). C’est sur ces
points d’intervention que les drones se positionnent durant le traitement d’un incident.
On remarque que le cercle d’intervention est plus petit que le cercle des ascenseurs, ce
qui permet aux drones d’être au plus près de l’incident à traiter tout en respectant les
distances de sécurité (e.g. fig. 7.109, les distances de sécurité sont bien respectées entre
le point d’intervention de “gris” et celui de “rouge”). Ceci est possible car, au niveau du
palier d’intervention, il n’y a plus besoin de respecter des distances de sécurité par rapport
aux voies de circulation comme c’est le cas au niveau des paliers de travail.
Avant de traiter un incident, le drone concerné calcule l’emplacement de son ascenseur
et de son point d’intervention autour du point considéré. Il utilise pour cela son identifiant
(modulo 5 — nombre de drones du scénario —) et l’identifiant du point considéré (déter-
minant sa position dans la grille). Le drone ayant le palier de travail le moins élevé a ses
points d’intervention placés à la verticale de chaque waypoint. En effet, il ne risque pas de
percuter un autre drone en changeant d’altitude puisqu’il n’y a pas de palier de travail en
dessous du sien.
Note : L’absence de technique d’évitement à bord des drones SCUAL et l’obligation
qui en résulte de prendre des distances de sécurité importantes entre les drones font que :
– il est nécessaire d’avoir une borne supérieure sur le nombre de nœuds composant la
flotte (pour le calcul du modulo) ;
– en pratique, la solution n’est pas extensible. Bien qu’elle le soit théoriquement,
3. Ces permutations consistent en un “miroir” vertical, horizontal, ou une combinaison des deux.
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(a) Non optimisé. On est obligé de respecter
les distances de sécurité entre les ascenseurs.
(b) On peut permuter 2 à 2 certains
ascenseurs pour améliorer le placement.
(c) Placement intelligent des ascenseurs. Il
est inutile de garder de la distance entre les
ascenseurs de même couleur (même drone).
(d) Optimisé. Après suppression de l’espace
entre les ascenseurs, les distances entre les
points de la grille ont été réduites.
Figure 7.110 – Optimisation du placement des ascenseurs
cercle des ascenseurs
cercle d’intervention
Figure 7.111 – Système d’ascenseurs et de points d’intervention calculés dynamiquement
l’augmentation du nombre de nœuds ferait grandir le rayon des cercles mis en place
au delà du raisonnable, pour une démonstration comme pour une intervention réelle.
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7.4.2.3 Entrée et sortie de la zone de surveillance
Afin d’éviter les collisions avec un élément de l’environnement situé à l’extérieur de
la zone de surveillance, celle-ci doit être située en vis-à-vis direct de la “ligne” des points
initiaux qui fixe les positions de décollage et d’atterrissage de chaque drone : une trajectoire
entre n’importe quel point de la grille et n’importe quel point initial ne présente ainsi pas
d’obstacle. Afin de garantir que deux trajectoires d’entrée ou de sortie ne peut se croiser,
nous forçons les drones à toujours rester à leur altitude de travail, à l’exception des phases
de décollage et d’atterrissage (verticaux). Les drones décollant (resp. atterrissant) chacun
sur un point initial différent, deux drones en phase de montée et/ou de descente ne peuvent
ainsi pas entrer en collision. Si cette contrainte est respectée, alors la “ligne” des points
initiaux peut ne pas être une vraie ligne mais tout motif garantissant que la trajectoire
d’un drone décollant (ou atterrissant) ne peut pas rencontrer celle d’un drone (d’identifiant
inférieur au sien) en mouvement à son altitude de travail. La figure 7.112 présente deux
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(b) En arc de cercle
Figure 7.112 – Exemples de configurations de la “ligne” de points initiaux
configurations possibles. La figure 7.112a présente une configuration en quinconce avec
les trajectoires possibles pour chaque drone. La figure 7.112b présente une configuration
en arc de cercle. Dans les deux cas, les drones d’identifiants les plus grands (plus hautes
altitudes) décollent et se posent bien à une distance supérieure ou égale à celles auxquelles
décollent et se posent les drones d’identifiants les plus petits (plus basses altitudes). Ainsi,
les trajectoires à l’extérieur de la zone de surveillance ne se coupent jamais.
Afin d’éviter les collisions à l’intérieur de la zone à surveiller lorsqu’un drone y entre
ou en sort, nous avons également mis en place une ligne d’entrée/sortie (visible fig. 7.104,
p. 161 et fig. 7.112) contenant l’ensemble des points par lesquels un appareil est autorisé
à passer pour entrer ou sortir de la grille. Sans cette contrainte, un drone traversant
arbitrairement la grille pour rejoindre directement son premier point à traiter (ou revenant
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vers le point où il doit atterrir) pourrait percuter un drone en transit entre son palier de
travail et le palier d’intervention.
7.4.3 Répartition des tâches et gestion d’incident
7.4.3.1 Limites de l’approche utilisée
En supposant des communications sans défaut et en utilisant une solution centralisée, le
système pourrait à chaque instant réagir au mieux aux événements grâce à une connaissance
juste de la situation globale. La visite de la grille de 15 points par 5 nœuds que nous
considérons s’effectuerait alors en donnant une tranche de 3 points (fig. 7.113a) à visiter à
chaque nœud, en suivant par exemple un ordre croissant (les points d’identifiants les plus
petits étant affectés au nœud d’identifiant le plus petit et ceux d’identifiants les plus grands
à celui d’identifiant le plus grand). Ce découpage en tranches 4, arbitraire, a l’avantage d’être
intuitif pour l’opérateur chargé de suivre le déroulement de la mission (ou le public éventuel)
tout en réduisant les distances parcourues par chaque nœud par rapport à une méthode
qui affecterait, par exemple, un point de la grille sur cinq à chaque nœud. Lorsqu’un
nœud passerait en incident, rompant ainsi l’équilibre de la répartition (fig. 7.113b), le
système centralisé pourrait facilement décider (fig. 7.113c) de la re-répartition des points
temporairement non traités. Cette re-répartition pourrait donner la priorité aux nœuds
des tranches voisines afin de garder une certaine cohérence pour l’opérateur mission et afin
de ne pas ajouter trop de distance à parcourir au(x) nœud(s) prenant le relais.
(a) Chaque drone visite ses points. Un point
passe en incident.
(b) Un drone descend pour traiter l’incident.
Ses autres points ne sont plus surveillés.
(c) Le reste de la flotte se répartit les points
non surveillés.
Figure 7.113 – CARUS : cas idéal de reconfiguration après incident.
N’ayant ni garantie sur la qualité des communications, ni mécanisme de synchronisation
forte entre les nœuds du réseau (nous travaillons en broadcast seul) et adoptant une
approche distribuée, nous ne pouvons que tendre vers cette solution idéale. En effet, toutes
4. Le découpage idéal à chaque instant est noté TrGIt , GI signifiant Global Idéal.
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les décisions étant prises localement à chaque nœud sur la base d’une estimation locale
de la situation globale, il peut arriver, par exemple, qu’un même point soit affecté à
plusieurs nœuds à la fois 5. Si tous les messages qu’il envoie pendant un certain temps sont
perdus, il peut aussi arriver qu’un nœud soit momentanément “non vu” par les autres
qui estiment alors qu’il ne fait plus partie du réseau. Le plan d’affectation calculé par ce
nœud (supposé ici conscient du nombre total de nœuds) ne sera donc pas le même que
ceux calculés par le reste de la flotte (qui suppose sa perte) : il y a alors chevauchement
entre la tranche de points qu’il s’est affectée et les tranches de points que se sont affectées
ses voisins ; certains points sont alors affectés à plusieurs nœuds.
Une autre limite de cette approche, comme nous le verrons section 7.4.3.4 (p. 175),
réside dans le fait que deux nœuds traitant un même incident à un même moment peuvent
chacun, du fait des communications, laisser la place à l’autre. Le point se retrouve alors
non traité. Ce comportement ne nuit pas à la réussite de la mission (l’incident sera re-traité
dans le futur), mais il peut être déroutant pour un opérateur qui s’attendrait à observer le
même comportement qu’en présence d’une approche centralisée.
7.4.3.2 Découpage de la grille en tâches et calcul de priorités
Les procédures présentées dans cette section servent de base aux fonctions de réaffecta-
tion des tâches et de traitement des incidents. Leur exécution, comme celles des suivantes,
est supposée atomique, i.e. les données sur lesquelles elles travaillent ne sont pas modifiées
entre le début et la fin celle-ci.
Le premier calcul (algo. 1) qui est effectué (localement et) périodiquement par chaque
nœud consiste à réaliser un découpage en tranches de l’ensemble des points (ordonné,
cf. numérotation figure 7.107, p. 164) entre tous les nœuds participant à la mission de
surveillance : le nœud d’identifiant le plus petit (resp. le plus grand) se voit affecter les
points d’identifiants les plus petits (resp. les plus grands). Ce découpage (noté TrGEi,t ) est
équitable, selon l’estimation locale de la situation globale du nœud qui effectue le calcul :
quand le nombre de points n’est pas un multiple du nombre de drones, il y a au maximum
un écart de 1 point à visiter entre les nœuds. On dit qu’un nœud est (un des) propriétaire(s)
des waypoints qui lui sont affectés à la suite de ce découpage. Grâce à ce calcul, le nœud
obtient une première répartition théorique.
Il en déduit ensuite, pour chaque point à surveiller, des priorités vis-à-vis du (des)
propriétaire(s) calculé(s) (algo. 2) : on décide que plus l’identifiant d’un nœud est proche
de celui d’un propriétaire, plus il sera prioritaire pour le traiter. C’est grâce à ce système
de priorités que chaque nœud peut localement déterminer s’il doit traiter (ou continuer de
traiter) un incident ou laisser la place à un autre nœud.
Fonction de calcul des tranches (algo. 1, p. 172). Cette fonction calcule la répar-
tition idéale des points entre les nœuds de la flotte, en fonction de l’estimation locale du
nombre de nœuds qui la composent à un instant donné. Au moins un point est affecté à
chaque nœud et tous les points sont bien affectés par cette procédure. Deux cas sont à
considérer :
5. Lorsque le nombre de nœuds est supérieur au nombre de points, même une solution centralisée (si
elle est obligée d’utiliser tous les nœuds) affecterait le même point à plusieurs nœuds.
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Algorithme 1 : Fonction de calcul des tranches. Partage de tâches CARUS.
Output : Ensemble des points à visiter découpé en tranches en fonction de
l’estimation du nombre de nœuds présents (i.e. TrGE).
Data : Tranches : N→ Liste(N) : table de hachage faisant correspondre à
l’identifiant d’un nœud les points qui lui sont affectés.
Input : Lpts : liste ordonnée des points à répartir (issue de WGI , ensemble de
points à visiter) ; Lnds : liste ordonnée des nœuds supposés présents (i.e.
NGEup: , issue de FGEi , estimation locale de i de la situation globale).
nbPoints← |Lpts|
nbNoeuds← |Lnds|
if nbPoints ≥ nbNoeuds then /*cas classique*/
taille_tranche← nbPoints/nbNoeuds
nb_pts_surplus← nbPoints mod nbNoeuds
while Lnds 6= ∅ do
nd← pop(Lnds)
tranche← taille_tranche
if nb_pts_surplus 6= 0 then
tranche← tranche+ 1
nb_pts_surplus← nb_pts_surplus− 1
end
mettre dans Tranches(nd) les tranche premiers points de Lpts
end
else/* cas surnombre drones */
noeuds_par_point← nbNoeuds/nbPoints
nb_nds_surplus← nbNoeuds mod nbPoints
while Lpts 6= ∅ do
pt← pop(Lpts)
cpt_nds← noeuds_par_point
if nb_nds_surplus 6= 0 then
cpt_nds← cpt_nds+ 1
nb_nds_surplus← nb_nds_surplus− 1
end
while cpt_nds 6= 0 do
Tranches(pop(Lnds))← pt
cpt_nds← cpt_nds− 1
end
end
end
– lorsqu’il y a au moins autant de points dans la grille que de nœuds dans la flotte,
tous les points de la grille sont affectés et la différence entre le nombre de points
affectés à chaque nœud est d’au plus 1.
– lorsqu’il y a plus de nœuds dans la flotte que de points dans la grille, chaque nœud
de la flotte se voit affecter au moins un point de la grille et la différence entre le
nombre de nœuds auxquels chaque point est affecté est d’au plus 1.
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Algorithme 2 : Fonction de calcul de priorité. Partage de tâches CARUS.
Output : Renvoie VRAI si, selon l’estimation courante, my_id est prioritaire sur le
point pt_id par rapport à other_id, FAUX sinon.
Input : my_id : identifiant du premier nœud ; other_id : identifiant du second
nœud ; pt_id : identifiant du point de la grille considéré ; FGEi :
l’estimation locale de i de la situation globale ; Tranches : N→ Liste(N) :
table de hachage faisant correspondre à l’identifiant d’un nœud les points
qui lui sont affectés (i.e. TrGE).
Data : Propri : ensemble des identifiants des nœuds considérés comme
propriétaires du point pt_id.
Propri← Chercher dans Tranches le (ou les) nœud(s) propriétaire(s) du point
pt_id.
if l’écart minimal qui sépare my_id des identifiants des propriétaires trouvés est
inférieur à l’écart minimal qui les séparent de other_id then
je suis prioritaire
else
if l’écart minimal qui sépare my_id des identifiants des propriétaires trouvés est
égal à l’écart minimal qui les séparent de other_id. then
if mon identifiant est inférieur à other_id then
je suis prioritaire
else
je ne suis pas prioritaire.
end
else mon écart minimal est supérieur à celui de other_id
je ne suis pas prioritaire.
end
end
Fonction de calcul des priorités (algo. 2). Cette fonction décide entre deux nœuds
lequel est prioritaire sur un point donné en fonction de leurs identifiants et de la répartition
théorique calculée par l’algorithme 1. Le nœud prioritaire est celui présentant le plus faible
écart entre son identifiant et chacun des identifiants des propriétaires théoriques (on dit
que son écart minimal avec les propriétaires est le plus faible). En cas d’égalité sur ce
critère, le nœud prioritaire est celui dont l’identifiant est le plus petit.
7.4.3.3 Algorithme distribué de répartition de tâches
Chaque nœud effectue périodiquement le traitement en trois étapes décrit ici afin de
pallier à la non-affectation potentielle, impliquant la non-visite, de certains points de la
grille. Cette absence d’affectation d’un point peut résulter de la sortie, temporaire ou non,
d’un nœud de la flotte (e.g. avarie, refuelling) ou du fait que son propriétaire soit en train
de traiter un incident.
Après s’être affecté les points dont il pense être propriétaire (algo. 1), le nœud s’affecte
également ceux dont il pense qu’il ne sont affectés à personne de plus prioritaire (algo. 2)
que lui.
Enfin, il pourrait arriver, en fonction des moments où interviennent les coupures de
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communications, que deux nœuds s’affectent alternativement (et éventuellement infiniment)
un point et que celui-ci ne soit jamais visité car aucun des deux drones n’en est effectivement
chargé au moment où il passe à proximité (Annexe E.1, p. 225). Pour éviter ce phénomène,
lorsqu’un nœud considère qu’un point n’a pas été réellement visité (il s’agit bien de
visite et pas simplement d’affectation) depuis trop longtemps, il se l’affecte d’office, et ce
jusqu’à ce que ce point soit effectivement visité par lui-même ou par un autre drone et
qu’il en soit informé.
Pour mémoire, chaque nœud diffuse régulièrement son estimation de la situation globale,
laquelle inclut les points qu’il traite réellement. Pour obtenir de bonnes estimations locales,
nécessaires pour que les algorithmes tendent vers des exécutions optimales, on doit avoir des
trajets entre les nœuds du réseau permettant de faire circuler assez largement l’information.
L’obtention d’un graphe de communication favorable à cette circulation résulte de la
combinaison de la fonction de reaffectation et de la méthode de parcours de la grille
utilisées. Celles-ci doivent permettre aux nœuds de se croiser assez souvent afin de favoriser
les communications.
Algorithme 3 : Fonction reassign() : réaffectation des points. Partage de tâches
CARUS.
Input : Cette fonction est exécutée régulièrement sur un nœud. Elle utilise
l’estimation locale de la situation globale.
Output : Propriété garantie : selon l’estimation locale de la situation
globale du nœud courant : s’il traite un incident, il n’a d’affecté que le
point qu’il traite ; sinon, il n’y a plus de point non affecté et les points
non effectivement visités depuis trop longtemps (dits urgents) seront
nécessairement visités avant la fin de son prochain passage.
Je me désaffecte tous les points qui me sont affectés
if Je traite un incident then
Je me reaffecte l’unique point que je traite
else
/* Je ne traite pas d’incident */
Je calcule localement la répartition des points (en tranches) entre les nœuds
supposés présents
Je m’affecte tous les points de ma tranche
Je m’affecte aussi les points que je pense n’être affectés à personne de plus
prioritaire que moi
if Il existe des points qui n’ont pas été visités depuis trop longtemps then
/* Je m’affecte d’office ces points (urgents) qui n’ont pas été visités depuis un
temps trop important, même s’ils sont déjà affectés à quelqu’un d’autre. */
Je me les affecte comme urgents
end
end
Fonction de réaffectation reassign() (algo. 3) Dans le cas où le nœud doit traiter
un incident, il s’affecte uniquement ledit point, relâchant donc les autres points (afin qu’ils
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puissent être pris en charge par le reste de la flotte).
Dans le cas où le nœud ne traite pas un incident (i.e. il parcourt normalement la grille),
il s’affecte une première tranche de points qu’il calcule à partir du nombre de nœuds qu’il
estime toujours appartenir à la flotte et du rang de son identifiant dans celle-ci. En fonction
des informations partielles qu’il a pu recevoir, il s’affecte également les points pour lesquels
il considère que le (les) nœud(s) devant les prendre en charge 6 ne s’en occupe(nt) pas ; que
ce soit vrai ou non.
De plus, comme mentionné précédemment, une instabilité de communication peut
mener à une alternance d’affectation d’un point entre deux nœuds. C’est pourquoi le
nœud s’affecte les points dont il pense qu’ils n’ont pas effectivement été visités depuis
longtemps (grâce à un timer sur l’âge estimé de l’information correspondante). Ce “filet de
sécurité” nous assure que tous les points seront bien visités à fréquence raisonnable par au
moins un nœud. En effet, une fois qu’un nœud s’est affecté un tel point (dit urgent), il
se le réaffecte à chaque fois que la fonction de réaffectation est appelée alors qu’il est en
mode normal (quand il passe en incident, il se les désaffecte temporairement). Il ne cesse
de se le réaffecter que si un autre nœud le visite (et l’en informe) ou s’il le visite lui même
(i.e. lors de son prochain passage).
7.4.3.4 Traitement distribué d’incident
Lorsqu’un nœud se trouve au dessus d’un point en incident (un point qu’il s’est donc
affecté - qu’il en soit propriétaire ou non), il effectue le calcul décrit ici pour déterminer s’il
doit commencer à le traiter ou continuer de le traiter s’il s’en chargeait déjà. Un nœud déjà
en train de traiter un incident l’effectue également, sur réception d’un nouveau message,
de manière à laisser éventuellement la main à un nœud plus prioritaire que lui, mais arrivé
sur le point après lui.
Dans le cas où le nœud était déjà en train de traiter un incident, s’il découvre qu’un
autre nœud, ayant une plus grande priorité que lui, le traite déjà, il abandonne ce point
afin de retourner visiter les autres. S’il se considère prioritaire, le nœud restera en incident
afin d’éviter que les deux nœuds ne quittent le point en le laissant non surveillé 7.
Dans le cas où le nœud vient d’arriver sur le point (il ne traitait pas l’incident), et s’il
a connaissance d’un nœud prioritaire par rapport à lui le traitant déjà 8, il ne prend pas en
charge le point afin d’éviter de créer un doublon. Sinon, il se considère comme prioritaire
et le traite.
L’instabilité des communications faisant varier l’estimation locale de la situation globale
de chaque nœud, il peut arriver que deux nœuds en train de traiter un même point se
considèrent chacun moins prioritaire que l’autre. Ils quittent alors tous les deux le point
6. i.e. le (les) propriétaire(s), selon la répartition qu’il a calculée, et les nœuds éventuels dont les
identifiants seraient plus proches de celui d’un prioritaire que le sien.
7. Le fait que les deux nœuds quittent l’incident n’est pas un réel problème, cet incident pouvant être
traité par un autre nœud ou au prochain passage. Néanmoins, il est naturel d’essayer de traiter au plus tôt
un point en incident.
8. Parce qu’ils sont deux à s’être attribué le point.
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en incident, le laissant non surveillé. Cette situation, dont un exemple est donné dans
l’annexe E.2 (p. 227), n’est pas problématique au regard de la mission. En effet, le point
en incident sera inévitablement traité dans le futur.
Algorithme 4 : Fonction behaviour_selection(). Partage de tâches CARUS.
Input : Cette fonction est exécutée sur un nœud se trouvant au dessus d’un point
en incident (détecté par l’application). Elle utilise l’estimation locale de la
situation globale.
Output : Propriété garantie : selon l’estimation locale du nœud courant, le
point en incident sur lequel il se trouve est traité par au moins un nœud.
if le point est traité par quelqu’un qui est plus prioritaire que moi (propriétaire ou
non) sur ce point then
Je le lui laisse
else
Je traite le point
end
Fonction de sélection de comportement behaviour_selection() (algo. 4) Les
décisions prises ici le sont à partir d’un système de priorités défini par l’algorithme 2
(p. 173). Le cas où le nœud vient d’arriver sur le point en incident et celui où il est déjà en
train de le traiter sont gérés de la même façon : si le nœud se considère prioritaire, il traite
(resp. continue de traiter) le point, sinon il ne le traite pas (resp. il le relâche).
Comme ce sont des estimations qui sont utilisées, un nœud au dessus d’un point en
incident peut décider de ne pas le traiter car il pense à tort qu’un nœud propriétaire du
point, en fait disparu, est toujours en train de le traiter. Cette décision semble mauvaise à
un observateur extérieur, mais il ne s’agit en fait que d’un comportement dû à l’ajustement
de l’application. Un timeout plus court sur l’obsolescence de l’information correspondante
pour considérer un nœud comme absent résoudrait le problème. Cela n’a pas un grand
impact du point de vue de la mission, le problème étant résolu au prochain passage.
7.4.3.5 Règles ADAGRS
Les figures 7.114a, 7.115, 7.116, 7.117, 7.118 (p. 177, 178, 179, 180, 181) présentent les
règles ADAGRS modélisant l’application.
La figure 7.114b (p. 177) présente une vue d’ensemble des états du système et les
transitions possibles entre ces états. Un nœud peut se trouver dans l’état (fig. 7.114a,
p. 177) :
– normal : lorsqu’il parcours la grille pour aller de point en point.
– visite : lorsqu’il a atteint un waypoint destination de son plan de vol. C’est dans
cet état qu’il détectera la présence d’un éventuel incident sur le point de la grille
correspondant.
– selection : état transitoire dans lequel il exécute la fonction behaviour_selection
pour déterminer s’il doit traiter (ou continuer à traiter) un incident ou passer au
waypoint suivant.
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– traitement : lorsqu’il traite un incident.
Ni : Nœud i parcourant la grille (“normal”)
Vi : Nœud i visitant un waypoint (“visite”)
Ti : Nœud i traitant un incident (“traitement”)
Si : Nœud i calculant son prochain état (“selection”)
(a) Légende.
Ni
Vi
Si
Ti
arrivée sur WP
point visité détection incident
id_incident 6= 0
id_incident = 0
msg
fin incident
msg/evt/
msg/evt/
msg/evt/
(b) Automate.
Figure 7.114 – CARUS : Légende et liens entre les états.
L’étiquetage ici est de la forme 9 :
{<Évt>,<État>,<ID>,<Estimation situation globale>,<Msgs>}
et {∅,N, i, FGEi,t , m}, par exemple, est noté : Ni
FGEi,t , m
. Pour mémoire, seul le prochain
message m de la file (celui qui est significatif pour la règle) est représenté dans l’éti-
quette. On rappelle également que lorsqu’un des éléments de l’étiquette n’est pas important
pour la règle exprimée il est remplacé par un tiret (’-’) ; ce qui donnera, par exemple : Ni
FGEi,t , -
.
9. L’étiquetage classique ADAGRS en FMC est donné section 5.2, p. 113.
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La figure 7.115 regroupe l’ensemble des transitions commandées par l’application (sur
détection d’un événement extérieur). Elles correspondent exactement (par groupe de 2) aux
transitions noires de la figure 7.114. On rappelle (section 3.4 que p. 57), pour l’ensemble
des cas de la figure 7.115 :
– les règles de type Ni Nib indiquent qu’un événement b non directement
géré par le modèle s’est produit ;
– les règles de type Ni Vib indiquent une évolution interne au modèle en
réponse à la survenue de l’événement b.
Ni Ni
v
-, - -, -
(a) Arrivée sur un point
(commandée par l’application).
Ni Vi
v
-, - -, -
(b) Passage en mode visite.
Vi Vi
v
-, - -, -
(c) Fin de visite
(commandée par l’application).
Vi Ni
v
-, - -, -
(d) Passage en mode normal.
Vi Vi
di
-, - -, -
(e) Détection d’un incident 10.
(commandée par l’application).
Vi Si
di
-, - -, -
(f) Selection de comportement pour
savoir s’il faut ou non traiter l’incident.
Ti Ti
di
FGEi,t , - FGEi,t , -
(g) Fin d’incident détectée
(commandée par l’application).
Ti Ni
di
FGEi,t , - reassign(FGEi,t ), -
(h) Retour en mode normal.
Figure 7.115 – CARUS : Événements déclenchés par des détections de l’application.
10. e.g. la caméra embarquée signale la présence d’un feu sur le point en cours de visite.
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Si
FGEi,t , -
Ni
FGEi,t+, -
FGEi,t+(i).id_incident = 0
Ti
FGEi,t+, -
FGEi,t+(i).id_incident 6= 0
FGEi,t+ = behaviour_selection(FGEi,t )
Figure 7.116 – CARUS : Sélection de comportement. Après application de la fonction
behaviour_selection() sur FGEi,t , FGEi,t+(i).id_incident indique l’identifiant de l’éventuel
point en incident à traiter.
La règle de sélection de comportement est donnée figure 7.116. Elle correspond aux
flèches vertes de la figure 7.114b (p. 177). La fonction de sélection de comportement
behaviour_selection() est exécutée sur l’estimation de la situation globale par i au temps
(local) t (FGEi,t ). Le résultat de cette exécution est la nouvelle estimation de la situation
globale par i, au temps t +  (FGEi,t+), dans laquelle son champ id_incident indique
éventuellement l’identifiant du point qu’il doit traiter :
– si FGEi,t+(i).id_incident = 0, le nœud continue de (resp. recommence à) visiter la
grille (état N) ;
– si FGEi,t+(i).id_incident 6= 0, le nœud traite (resp. continue de traiter) le point en
incident (état T ).
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∗i ∗icm
FGEi,t , ∅ FGEi,t , ∅
(a) Demande de création d’un nouveau
message
(commandée par l’application).
∗i ∗icm
FGEi,t , ∅ FGEi,t ,m
(b) m contient FGEi,t .
∗i Mn{-,?}
M
2{
-,?
}
M
1
{-
,?
}
FGEi,t ,m
∗i
FGEi,t , ?
Mn{-,m}
M
2{
-,m
}
M
1
{-
,m
}
(c) Diffusion de FGEi,t (contenu dans m).
Figure 7.117 – CARUS : Diffusion par le nœud i de son estimation de la situation globale.
La règle de création d’un message contenant l’estimation locale de la situation globale
du nœud est donnée par la figure 7.117b. Le message est ensuite envoyé au voisinage
direct du nœud qui l’a créé par l’application de la règle 7.117c. Cette règle est commandée
périodiquement par l’application (fig. 7.117a).
7.4. Algorithmique Mission 181
À chaque réception de message par un nœud i (fig. 7.118a et 7.118b), l’estimation locale
de la situation globale du nœud courant (FGEi ) est “fusionnée” avec celle de l’émetteur
(FGEj ) grâce à l’opérateur unionmulti. Cet opérateur garde les informations les plus récentes portées
par les deux estimations 11. La fonction de réaffectation est ensuite immédiatement exécutée
afin de prendre en compte les modifications pour la suite de la mission. Si le nœud était
dans l’état traitement (Ti) au moment de la réception, il passe dans l’état selection
pour, le cas échéant, relâcher le point incident. Dans les autres cas (Ti), il reste dans l’état
dans lequel il était.
Ti ∗jM{m,-}
FGEi,t , -
Si ∗j
reassign(FGEi,t unionmultim.FGEj,t−), -
M{?,-}
(a) Réception de message par un nœud en traitement.
m contient FGEj . Réaffectation des points en fonction
des informations reçues. Le nœud passe en mode
selection pour déterminer s’il doit ou non continuer à
traiter l’incident en fonction des informations reçues.
Ti ∗jM{m,-}
FGEi,t , -
Ti ∗j
reassign(FGEi,t unionmultim.FGEj,t−), -
M{?,-}
(b) Réception de message par un nœud pas en
traitement (T = {N,V, S}). m contient FGEj . Il y a
seulement réaffectation des points en fonction des
informations reçues et le reste de l’étiquette du nœud
reste inchangé.
Figure 7.118 – CARUS : Réception de messages et réaffectation de points.
Remarque : la supposition de la disparition d’un nœud de la flotte entraîne nécessairement
un décalage dans la répartition des points à visiter. Ce décalage peut mener à ce qu’un
nœud en incident cesse (à tort ou à raison) le traitement qu’il effectue. Nous n’avons pas mis
en place d’événement applicatif (par exemple associé à un timer, fig. 7.115) commandant
le passage de l’état traitement à l’état selection pour prendre en compte ceci. En effet,
pour relâcher le point, il est nécessaire qu’il existe un autre nœud en traitement sur ce
point. C’est pourquoi, nous avons décidé d’utiliser uniquement la réception d’un message
pour passer de l’état traitement à l’état selection. Le message reçu peut apporter des
informations empêchant la mauvaise décision qui aurait pu être prise si le passage en
selection avait été fait sur simple événement applicatif.
11. Les informations du nœud local sur lui même sont par définition toujours à jour.
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7.4.4 Analyse
Différents types de missions sont envisageables en fonction des hypothèses faites, entre
autres 12, sur le type d’incidents. Nous proposons de nous limiter ici à des incidents :
– n’ayant pas de fin spontanée (i.e. ils ne peuvent pas disparaître sans avoir été traités) ;
– prenant fin lorsque le temps cumulé de traitement dont il a bénéficié (de potentielle-
ment plusieurs nœuds à des moments différents, ∆ttraitement = Σ
i∈NGRup:
traitement(i))
atteint un certain seuil κtraitement.
D’autres types d’incidents sont bien sûr envisageables. Nous en donnons une classification
dans l’annexe E.3 (p. 229).
Dans CARUS, on souhaite trouver les points en incident et les couvrir de manière à ce
qu’ils soient à terme traités, tout en gardant un certain ordre de parcours permettant à
l’opérateur de suivre le déroulement de la mission. Nous considérons que les points passent
spontanément de normal à incident (un incident est détectable dès cet instant) et qu’il
passent d’incident à normal seulement lorsqu’ils ont été traités pendant un certain temps.
Les incidents ont une durée de vie potentiellement infinie et leur fin résulte uniquement
d’une intervention de la flotte. Ces cas peuvent correspondre à la réparation d’un matériel,
l’activation d’une balise ou d’un dispositif de nettoyage, le rechargement de la batterie
annexe d’un capteur ou encore au refuelling d’une pompe thermique.
Nous souhaitons pouvoir garantir un temps de re-visite maximal de chacun des points.
Comme nous le verrons dans cette section, plusieurs niveaux de garantie sont possibles
en fonction des hypothèses faites sur des critères tels que la perte ou non de messages, la
qualité de la circulation de l’information et en fonction de problèmes dus à un mauvais
timing lors de la prise de décision (i.e. le cas où deux nœuds prenant une décision au même
moment ou sans que le second reçoive d’information sur la décision du premier peut, dans
certains cas, poser problème).
Différentes variables sont à prendre en compte lors de l’évaluation de notre algorithme (les
durées sont exprimées en secondes) :
– Treaffect : période entre deux exécutions de la fonction de réaffectation des points ;
– κurgent : seuil au delà duquel, si l’information correspondant à la date de la dernière
visite effective du point par un nœud de la flotte n’a pas été rafraîchie, le point est
considéré comme urgent s’il n’a pas été visité avant ;
– sup(∆tdétect-urgent) = κurgent + Treaffect : durée maximale de détection d’un point
urgent (fig. 7.119, p. 183) ;
– κaffect : seuil au delà duquel, si l’information correspondant à la date de la dernière
affectation d’un point à un nœud de la flotte n’a pas été rafraîchie, le point est
considéré comme plus affecté au nœud auquel il l’était ;
– sup(∆tdétect-affect) = κaffect + Treaffect : durée maximale de détection du fait qu’un
point doit être réaffecté ;
– ∆tétape : durée nécessaire à un nœud pour se déplacer d’un point de la grille à un de
ses voisins ;
12. Les hypothèses faites sur les communications et les topologies du réseau impactent aussi fortement le
type de mission réalisable (sec. 5.1, p. 110).
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– ∆tparcours-simple : durée totale d’un parcours de tous les points de la grille (sans
traitement d’incident) ;
– ∆ttraitement, κtraitement : temps de traitement (de présence cumulée de nœuds sur le
point) nécessaire pour qu’un point en incident soit considéré comme traité ;
– TrGEx,t : découpage en tranches calculé par le nœud x au temps t ;
– TrGEx,t (y) : ensemble des points de la grille dont y est propriétaire au temps t, selon
le découpage effectué par le nœud x ;
– TrGEx,t (x) : ensemble des points de la grille dont x considère être propriétaire au
temps t ;
– TrGIx,t (également noté TrGIt (x), TrLIt (x), Trx,t ou Trt(x)) : ensemble des points de
la grille dont x est théoriquement propriétaire au temps t ;
– PGRt (W, inci) : ensemble des points de la grille (W ) réellement dans l’état incident
au temps t ;
– |PGRt (W, inci)| : nombre de points de la grille réellement en incident au temps t ;
– PGRt (TrGEx,t (x), inci) : ensemble des points se trouvant dans la tranche de x au temps t
qui sont dans l’état incident ;
– PLEx,t (W, inci) : ensemble des points de la grille (W ) dans l’état incident selon l’esti-
mation locale de x au temps t ;
– sup(Trevisite) : période (durée cyclique) maximale avant revisite d’un point de la
grille.
– sup(Trevisite,t) : période (durée cyclique) maximale instantanée avant revisite d’un
point de la grille.
temps
sup(∆tdétect-urgent)
κurgent
Treaffect TreaffectTreaffect
t0
Figure 7.119 – La borne supérieure sur le temps de détection sup(∆tdétect-urgent) dépend
du seuil de détection de l’urgence à visiter un point κurgent et de la période d’exécution
Treaffect de la fonction de réaffectation. Ici, l’information correspondante a été créée à t0.
Calcul de longueur des parcours. Soient m la longueur de la grile et n sa largeur.
La longueur du parcours (nombre d’étapes) dans le cas où m est pair est de :
lparcours-simple = m ∗ (n− 1) +m− 1 +m− 1
= m ∗ (n− 1) + 2 ∗ (m− 1)
Lorsque m est impair, il faut considérer n− 1 étapes de plus pour le retour :
lparcours-simple = m ∗ (n− 1) +m− 1 +m− 1 + n− 1
= (m+ 1) ∗ (n− 1) + 2 ∗ (m− 1)
Dans notre cas, m = 5 et n = 3. On a donc lparcours-simple = 20.
La fonction norm-pIDm,n(w) sert à normaliser notre numérotation “en serpent” qui
est singulière en une numérotation “classique” (partant de 0 et remplissant chaque colonne
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1
2
3
6
5
4
7
8
9
12
11
10
13
14
15
(a) Numérotation CARUS
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
(b) Numérotation normalisée
Figure 7.120 – La numérotation CARUS (fig. a) peut être normalisée (fig. b) en utilisant
la fonction de normalisation norm-pIDm,n(w).
en partant du bas, tel que présenté figure 7.120).
norm-pIDm,n(w) :
{
sibw id−1n c mod 2 = 0, w id− 1
sibw id−1n c mod 2 = 1, bw id−1n c ∗ n+ n− 1− (w id− 1) mod n
La fonction distance-grillem,n(w1, w2) (dgm,n(w1, w2) en raccourci) donne la distance
entre deux points d’une grille de longueur m et de largeur n en utilisant un parcours
Euclidien.
dgm,n(w1, w2) = |bnorm-pIDm,n(w1)n c − bnorm-pIDm,n(w2)n c|+
|(norm-pIDm,n(w1)) mod n− (norm-pIDm,n(w2)) mod n|
On rappelle que WGRi,t correspond à l’ensemble des points réellement affectés au nœud i
à l’instant t (sec. 4.2.2, p. 99). On le considère ici comme une suite de points croissante
selon les identifiants des points. Ainsi l’ensemble des points réellement affectés au nœud i
à l’instant t est WGRi,t = {a0, a1, . . . , ak} tel que ∀c, d ∈ [0; k], c < d, ac id < ad id.
La fonction longueur-parcoursm,n(i, t) (lpm,n(i, t) en raccourci) calcule le nombre
d’étapes que compte à l’instant t le parcours complet du nœud d’identifiant i sachant que
la grille est de longueur m et de largeur n.
lpm,n(i, t) = Σ
i∈[1;k]
dgm,n(ai, ai−1) + dgm,n(ak, a0)
7.4.4.1 Analyse du comportement global
Dans CARUS, la flotte s’efforce de visiter à intervalle borné dans le temps l’ensemble
des points d’une grille sur lesquels des incidents peuvent apparaître spontanément, ceux-ci
devant être détectés et traités. Un incident disparaît une fois que le temps cumulé de
traitement a atteint un certain seuil.
Dans cette section, nous montrons tout d’abord que tout point de la flotte est nécessai-
rement revisité en un temps borné (correspondant au pire des cas). Ensuite, nous proposons
une borne instantanée sur la période de revisite d’un point. Cette borne correspond au
temps maximal nécessaire à ce qu’un point soit revisité au moment où elle est calculée.
Elle reste valable jusqu’à ce que certains paramètres de la mission soient changés. Enfin,
nous définissons l’espoir instantané de revisite d’un point comme étant la durée au bout de
laquelle on peut s’attendre à ce qu’un point soit revisité. Son calcul dépend de l’état des
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estimations de la flotte. Ses résultats ne sont donc valables que tant que les estimations de
la flotte ne varient pas.
Borne maximale sur le temps de revisite d’un point. Nous caractérisons ici la
borne maximale sur la période de revisite d’un point de la grille, correspondant au pire des
cas.
Rappel : Toute information présente dans les estimations a été vraie au moment où elle a
été injectée dans le réseau par son propriétaire.
Proposition 7.2. Tout point est visité au maximum toutes les sup(Trevisite) secondes.
Lemme 7.2.1. Tout point est visité infiniment souvent.
Preuve 7.2.1. Par l’absurde : si un point n’est jamais visité, c’est qu’il n’est pas passé en
urgent ou qu’il n’est pas resté en urgent suffisamment longtemps.
1. Si aucun nœud ne l’a passé en urgent, c’est que le timer correspondant à ce point n’a
dépassé κurgent secondes sur aucun des nœuds de la flotte. Ceci implique qu’ils ont
tous reçu un message informant que le point a été visité. Un nœud a forcément initié
ce message et l’information “le point a été visité” a donc été vraie : contradiction.
2. Si aucun nœud ne l’a passé en urgent suffisamment longtemps pour le visiter, soit :
– tous les nœuds l’ayant passé en urgent ont disparu avant de pouvoir le visiter : ce
cas est hors mission car il n’y a plus de nœud dans la flotte ;
– ils ont reçu une information indiquant que le point avait été visité (idem 1) :
contradiction.
Le timer correspondant à la visite étant remis à zéro lors de la visite du point associé, le
même raisonnement s’applique à l’infini.
Lemme 7.2.2. Un point non visité par son propriétaire est visité, au plus tard, au bout
de sup(Trevisite) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗ (|W | − 1) secondes.
Preuve 7.2.2. Le pire des cas de revisite ( i.e. celui qui prend le plus temps) est celui où
le nombre de nœuds dans la flotte passe à un seul.
Il est alors nécessaire au nœud seul de détecter le fait que le point n’a pas été visité depuis
trop longtemps, soit le seuil de passage en urgent (κurgent) ajouté au temps maximal entre
deux appels à la fonction de réaffectation (Treaffect). Il lui faut ensuite le temps de faire
un parcours complet, soit le temps pour un parcours simple (visiter tous les points et
revenir : ∆tparcours-simple) ajouté au traitement potentiel d’un incident sur chaque point
visité (κtraitement ∗ (|W | − 1)).
Preuve 7.2. Selon le lemme 7.2.1, tout point est visité infiniment souvent et selon le
lemme 7.2.2 le temps de revisite d’un point non visité depuis trop longtemps (pire des cas)
est borné par sup(Trevisite). La proposition 7.2 est donc vraie.
sup(Trevisite) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗ (|W | − 1)
On garantit le pire des cas, qui est légèrement moins satisfaisant que le pire des cas
d’un algorithme sans coopération avec un seul nœud. En effet, ici, le pire des cas, qui n’est
en fait qu’un état transitoire entre l’estimation (vraie ou fausse) d’une flotte comportant
plusieurs nœuds et l’estimation d’une flotte réduite à un singleton 13, prend en compte
13. Il s’agit d’un cas extrême n’arrivant qu’en cas d’avarie de tous les nœuds de la flotte sauf 1.
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κurgent et Treaffect qui ne sont pas nécessaires si on travaille avec un seul nœud. Cette
borne ne peut être atteinte que pour le premier parcours urgent complet. Ensuite, si
aucun changement ne s’opère sur le nombre de nœuds dans la flotte après un parcours
complet, le nœud s’affecte directement tous les points (il se considère seul) et n’a donc
plus à attendre que les points passent en urgent. La durée du parcours total est alors
de ∆tparcours-total = ∆tparcours-simple + κtraitement ∗ (|W | − 1) secondes. De plus, plus le
parcours total est long (dépendant du nombre de points dans la grille, de la distance entre
les points de la grille, de la fréquence d’apparition d’incidents et de la durée de traitement
d’un incident) plus le temps de détection d’un point urgent devient négligeable.
Borne maximale instantanée sur le temps de revisite Nous avons défini la période
maximale de revisite (sup(Trevisite)) qui est le temps maximal entre deux visites d’un point
dans le pire des cas, sur toute la durée de la mission. Il est également possible de déterminer,
à chaque instant, une borne maximum (liée au “filet de sécurité”) sur le temps réel de
revisite d’un point. Cette borne est appelée période maximale instantanée (sup(Trevisite,t)).
On ne fait pas de supposition sur la position des nœuds dans la grille afin que la borne
calculée soit valable pour tout point de la grille.
Considérons tout d’abord que deux nœuds ne peuvent pas traiter un même point en
incident. Dans le pire des cas, après la vraie détection 14, la plus tardive, la position de tous
les nœuds sur le parcours est juste après le point à revisiter, ce qui correspond au parcours
le plus long possible et donc le plus défavorable. Il faut donc que le nœud qui revisitera le
point fasse la totalité du parcours et que tous les points en incident (qui se trouvent sur
son parcours) soient traités. Le nœud qui revisitera le point a exactement b |PGRt (W,inci)||NGRup:t| c
incidents à traiter (les |PGRt (W, inci)| mod |NGRup:t points restants étant traités par les autres
nœuds de la flotte) et passe donc κtraitement ∗b |P
GR
t (W,inci)|
|NGRup:t|
c secondes à traiter des incidents.
La borne maximale instantanée à ce moment donné est alors :
sup(Trevisite,t) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗ b
|PGRt (W, inci)|
|NGRup:t|
c
Cette borne supérieure est valable à partir de l’instant t et jusqu’à ce que le nombre de
points en incident augmente ou que le nombre de nœuds de la flotte diminue (i.e. le rapport
b |PGRt (W,inci)||NGRup:t| c diminue).
Considérons maintenant que deux nœuds peuvent traiter un même point en incident
(cas plus réaliste vis-à-vis des faibles hypothèses faites sur les communications). Le pire des
cas reste celui où les nœuds partent tous juste après le point à visiter. Dans ce cas là, les
nœuds arrivent simultanément sur chaque point en incident qu’ils traitent chacun pendant
κtraitement
|NGRup:t|
secondes. Il y a alors κtraitement ∗ |P
GR
t (W,inci)|
|NGRup:t|
secondes de traitement durant le
parcours du nœud qui effectue la revisite.
sup(Trevisite,t) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗
|PGRt (W, inci)|
|NGRup:t|
14. Les fausses détections (détections trop tôt) réduisent le temps de revisite et ne sont donc pas
intéressantes pour le calcul d’une borne supérieure.
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On remarque que la différence de performance entre les deux cas est de κtraitement et ce
uniquement lorsque |PGRt (W, inci)| n’est pas un multiple de |NGRup:t| (à cause de la division
entière faite dans un cas et pas dans l’autre).
Dans un cas classique de visite et traitement d’incident avec un seul nœud, on a :
sup(Trevisite,t) = ∆tparcours-simple + κtraitement ∗ |PGRt (W, inci)|
On a alors avec la flotte (second cas), le gain de temps suivant :
κtraitement ∗ |PGRt (W, inci)| ∗ (1−
1
|NGRup:t|
)− (κurgent + Treaffect)
Il est alors évident que plus le nombre de nœuds présents dans la flotte et le nombre de
points en incident sont grands, plus le gain de temps est important. Ce gain de temps doit
compenser la perte entraînée par la détection du besoin urgent de visite du premier point.
description valeur
sup(Trevisite) 1200sec = 20min
Treaffect 3sec
∆tétape 10sec
∆tparcours-simple 20 ∗∆tétape = 200sec
κtraitement 60sec
max(|PGRt (W, inci)|) 15
κurgent 120sec = 2min
Table 7.12 – Exemple de valeurs pour le calcul de la période maximale de revisite d’un
point (pire des cas).
La table 7.12 regroupe différentes valeurs utilisées pour les tests terrain. Elle donne
un premier ordre de grandeur des différents paramètres influant sur la période de revisite
d’un point dans le pire des cas. Le temps de déplacement d’un point de la grille à un
de ses voisins (∆tétape) a été fixé à 10sec car c’est le temps constaté lors des tests sur le
terrain. La période de réaffectation (Treaffect) utilisée pendant les tests terrain avait pour
seule contrainte d’être inférieure au temps nécessaire pour faire un déplacement. Elle a
été calibrée à 3sec. Le temps de traitement cumulé a été fixé à 60sec afin de simuler un
traitement qui ne soit pas trop long pour ne pas trop avantager l’approche multi-nœuds.
Avec les valeurs fixées, un filet de sécurité à 0 (toujours actif), nous permet au mieux
de garantir une revisite en 17.38min (table 7.13, p. 188). Un cas sans coopération fait
le même travail en 17.33min. La différence est due à la période de reaffectation de 3sec.
Dans le cas plus réaliste avec un temps avant passage en urgent à 120sec (soit le temps
nécessaire au drone propriétaire du point pour traiter deux autres incidents), le pire des cas
(qui est transitoire) du cas coopératif a deux minutes de déficit sur le cas non coopératif.
La table 7.14 (p. 188) indique la borne maximale instantanée sur le temps de revisite
d’un point de la grille ainsi que le gain de temps qu’il représente par rapport au cas
sans coopération. On constate que le déficit dû au temps de détection est compensée dès
l’apparition d’un second drone. En particulier, avec 5 drones et un seuil sur le temps de
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incidents 0 1 2 3 4 5 8 10 14/15
mono 3.33 4.33 5.33 6.33 7.33 8.33 11.33 13.33 17.33
κurgent = 0sec 3.38 4.38 5.38 6.38 7.38 8.38 11.38 13.38 17.38
κurgent = 120sec 5.38 6.38 7.38 8.38 9.38 10.38 13.38 15.38 19.38
κurgent = 180sec 6.38 7.38 8.38 9.38 10.38 11.38 14.38 16.38 20.38
κurgent = 240sec 7.38 8.38 9.38 10.38 11.38 12.38 15.38 17.38 21.38
κurgent = 300sec 8.38 9.38 10.38 11.38 12.38 13.38 16.38 18.38 22.38
κurgent = 360sec 9.38 10.38 11.38 12.38 13.38 14.38 17.38 19.38 23.38
Table 7.13 – CARUS : Bornes maximales sur les périodes de revisite, exprimées en
minutes, sur la grille de 15 points. La flotte est configurée telle que présénté table 7.12. La
première ligne correspond à un drone seul sans coopération. Les lignes suivantes
correspondent au pire des cas pour une flotte de drones (elle est alors réduite à un seul
drone).
120sec 180sec 240sec 300sec 360sec
1 uav 19.38, -2.05 20.38, -3.05 21.38, -4.05 22.38, -5.05 23.38, -6.05
2 uav 12.38, 4.95 13.38, 3.95 14.38, 2.95 15.38, 1.95 16.38, 0.95
3 uav 10.05, 7.28 11.05, 6.28 12.05, 5.28 13.05, 4.28 14.05, 3.28
4 uav 8.88, 8.45 9.88, 7.45 10.88, 6.45 11.88, 5.45 12.88, 4.45
5 uav 8.18, 9.15 9.18, 8.15 10.18, 7.15 11.18, 6.15 12.18, 5.15
8 uav 7.13, 10.2 8.13, 9.2 9.13, 8.2 10.13, 7.2 11.13, 6.2
10 uav 6.78, 10.55 7.78, 9.55 8.78, 8.55 9.78, 7.55 10.78, 6.55
15 uav 6.32, 11.02 7.32, 10.02 8.32, 9.02 9.32, 8.02 10.32, 7.02
20 uav 6.08, 11.25 7.08, 10.25 8.08, 9.25 9.08, 8.25 10.08, 7.25
Table 7.14 – CARUS : Borne maximale instantanée sur le temps de revisite d’un point et
gain de temps par rapport au cas monodrone (sup(Trevisite,t),gain), exprimés en minutes,
en fonction du nombre de drones présents et du seuil de passage d’un point en urgent. Le
nombre maximum de points en incident est toujours de 15.
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0i 1i 2i 3i 4i 5i 8i 10i 14i
1 uav
5.38,
-2.05
6.38,
-2.05
7.38,
-2.05
8.38,
-2.05
9.38,
-2.05
10.38,
-2.05
13.38,
-2.05
15.38,
-2.05
19.38,
-2.05
2 uav
5.38,
-2.05
5.88,
-1.55
6.38,
-1.05
6.88,
-0.55
7.38,
-0.05
7.88,
0.45
9.38,
1.95
10.38,
2.95
12.38,
4.95
3 uav
5.38,
-2.05
5.72,
-1.38
6.05,
-0.72
6.38,
-0.05
6.72,
0.62
7.05,
1.28
8.05,
3.28
8.72,
4.62
10.05,
7.28
4 uav
5.38,
-2.05
5.63,
-1.3
5.88,
-0.55
6.13,
0.2
6.38,
0.95
6.63,
1.7
7.38,
3.95
7.88,
5.45
8.88,
8.45
5 uav
5.38,
-2.05
5.58,
-1.25
5.78,
-0.45
5.98,
0.35
6.18,
1.15
6.38,
1.95
6.98,
4.35
7.38,
5.95
8.18,
9.15
8 uav
5.38,
-2.05
5.5,
-1.18
5.63,
-0.3
5.75,
0.57
5.88,
1.45
6.0,
2.33
6.38,
4.95
6.63,
6.7
7.13,
10.2
10 uav
5.38,
-2.05
5.48,
-1.15
5.58,
-0.25
5.68,
0.65
5.78,
1.55
5.88,
2.45
6.18,
5.15
6.38,
6.95
6.78,
10.55
15 uav
5.38,
-2.05
5.45,
-1.12
5.52,
-0.18
5.58,
0.75
5.65,
1.68
5.72,
2.62
5.92,
5.42
6.05,
7.28
6.32,
11.02
20 uav
5.38,
-2.05
5.43,
-1.1
5.48,
-0.15
5.53,
0.8
5.58,
1.75
5.63,
2.7
5.78,
5.55
5.88,
7.45
6.08,
11.25
Table 7.15 – CARUS : Borne maximale instantanée sur le temps de revisite d’un point et
gain de temps par rapport au cas monodrone (sup(Trevisite,t),gain), exprimés en minutes,
en fonction du nombre de drones et du nombre d’incident. Le seuil de passage d’un point
en urgent est fixé à 120sec.
visite d’un point à 120sec, on constate un gain instantané de 9.15min ; soit plus de la
moitié du temps nécessaire à la solution mono-drone (17.33min).
La table 7.15 et la figure 7.121 (p. 190) donnent la borne maximale instantanée sur le
temps de revisite d’un point et le gain correspondant par rapport au cas mono-drone pour
différentes valeurs du nombre de drones présents dans la flotte et du nombre d’incidents à
un moment donné. Le seuil de passage d’un point en urgent (κurgent) a été fixé à 120sec.
Il ressort de cette analyse que, dans le pire des cas, la méthode coopérative est rapidement
plus performante que la méthode mono-drone. À valeurs égales du nombre de drones utilisés
et à nombre d’incidents fixes, c’est le seuil de passage d’un point en urgent qui sert de
variable d’ajustement du temps maximal de revisite d’un point de la grille (plus κurgent est
grand, plus on met de temps avant de revisiter un point, dans le pire des cas).
Espoir de temps de revisite à un instant donné. On définit la période maximale
de revisite, sup(Trevisite(w, x, t)), d’un point w par un nœud x auquel il est affecté à un
instant t comme le temps qui est nécessaire au nœud x pour parcourir tous les points
qui lui sont affectés additionné au temps nécessaire au traitement de tous les incidents
actuellement présents sur ce parcours. Cela représente le temps maximal qu’il mettra à
atteindre le point, s’il ne modifie pas son plan de vol et que d’autres incidents ne surviennent
pas.
sup(Trevisite(w, x, t)) = lpm,n(x, t) ∗∆tétape + κtraitement ∗ |PGRt (W, inci)|
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Figure 7.121 – Courbe correspondant au gain, exprimé en minutes, présenté par la
table 7.15 (p. 189).
Pour un point w de la grille, on définit son “espoir” de période de revisite, esp(Trevisite(w, t)),
à un instant t comme la plus petite période parmi les périodes maximales de revisite de ce
point de chacun des nœuds auxquels le point est affecté à l’instant t.
esp(Trevisite(w, t)) = min({∀x ∈ NGRup:t, ASGRx,t (w), sup(Trevisite(w, x, t))})
Rappel : ASGRx,t (w) détermine si le point w est assigné au nœud x au temps t (sec. 4.2.6.2,
p. 106).
L’espoir de période de revisite sur la totalité de la grille, esp(Trevisite−grille(W, t)), à un
instant donné est défini comme le maximum des espoirs de revisite de chacun des points
de la grille à l’instant t.
esp(Trevisite−grille(W, t)) = max({∀w ∈WGRt , esp(Trevisite(w, t))})
7.4.4.2 Analyses des fonctions et procédures utilisées
Dans cette section, nous analysons brièvement chacune des quatre fonctions présentées
section 7.4.3 (p. 170). Nous regroupons les propriétés utiles (pour les sections suivantes
et pour d’éventuelles futures analyses) que fournissent chacune de ces fonctions en nous
assurant qu’elles soient bien définies.
On rappelle que l’exécution des différentes fonctions analysées ici est supposée atomique,
i.e. les données sur lesquelles elles travaillent ne sont pas modifiées entre le début et la fin
de celle-ci.
Analyse de la fonction de calcul des tranches (algo. 1, p. 172). Cette fonction,
responsable du découpage de la grille en tranches de points, garantit la propriété locale
suivante : selon l’estimation locale du nombre de nœuds, tous les points à visiter sont
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répartis équitablement par tranches ( i.e. même nombre de points par nœud à 1 près) entre
tous les nœuds.
De plus, on peut extraire de cette fonction les propriétés suivantes (valables uniquement
sur la vision locale du nœud i qui l’exécute) :
1. ∀x ∈ NGEup:i,t, T rGEi,t (x) 6= ∅ : tout nœud supposé présent se voit affecter au moins un
point ;
2. ∀p ∈W, ∃x ∈ NGEup:i,t, p ∈ TrGEi,t (x) : tout point de la grille est affecté à au moins un
nœud ;
3. ∀x, y ∈ NGEup:i,t, ||TrGEi,t (x)| − |TrGEi,t (y)|| ≤ 1 : les nœuds se voient tous affecter le
même nombre de points, avec une tolérance maximale d’un point ;
4. si |NGEup:i,t| ≤ |W |, T rGEi,t () est une |NGEup:i,t|-partition de W : s’il n’y a pas plus de
nœuds dans la flotte que de points dans la grille, chaque point est affecté une et une
seule fois ;
5. si |NGEup:i,t| ≤ |W |, ∀x, y ∈ NGEup:i,t, x 6= y,@p ∈ TrGEi,t (y),min(TrGEi,t (x)) ≤ p ≤
max(TrGEi,t (x)) : s’il n’y a pas plus de nœuds dans la flotte que de points dans
la grille, les tranches de deux nœuds ne se chevauchent pas (l’intervalle compris entre
le plus petit et le plus grand des identifiants des points qui sont affectés à un nœud x
ne peut contenir l’identifiant d’un point affecté à un autre nœud que x).
Analyse de la fonction de calcul des priorités (algo. 2, p. 173). La fonction de
calcul des priorités se base sur le découpage en tranches fait par l’algorithme 1 pour
déterminer lequel de deux nœuds est prioritaire sur un point donné. En soit, la valeur
retournée n’est pas importante ; il suffit simplement de vérifier que la fonction renvoie bien
une valeur pour chaque cas possible.
L’algorithme 1 nous garantit que chaque point est affecté à au moins un nœud et que
chaque nœud se voit affecter au moins un point. L’ensemble des propriétaires supposés du
point pt_id calculé Prori est donc non vide. Le test comparant les valeurs l’écart minimal
avec les propriétaires calculées pour my_id et pour other_id est donc bien applicable. Le
résultat de la comparaison l’écart minimal de my_id et de other_id peut être :
– inférieur : une valeur est retournée.
– égal : les deux identifiants eux-mêmes sont alors comparés
– inférieur : une valeur est retournée.
– supérieur : une valeur est retournée.
– égal : par définition, des identifiants ne peuvent être égaux.
– supérieur : une valeur est retournée.
Cette fonction est donc bien définie.
Analyse de la fonction de calcul d’affectation (algo. 3, p. 174). Cette fonction,
chargée d’affecter à un nœud les points qu’il devra tenter de visiter jusqu’à sa prochaine invo-
cation, garantit la propriété locale suivante : selon l’estimation locale de la situation
globale du nœud :
– s’il traite un incident, il n’a d’affecté que le point qu’il traite ;
– sinon, il n’y a plus de point non affecté et les points non effectivement visités depuis
trop longtemps (points dits urgents) seront nécessairement visités avant la fin de son
prochain passage.
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En particulier, les propriétés suivantes peuvent en être extraites :
1. Si le nœud i est en mode normal, selon l’estimation locale de i, tout point est affecté
à la fin de l’exécution de la fonction : @p ∈W, ∀x ∈ NGEup:i,t, p 6∈ FGEi,t (x) ;
2. Une fois un point passé en urgent sur un nœud, le nœud se le réaffecte toujours
lorsqu’il parcourt la grille, tant qu’il n’a pas effectivement été visité (pas seulement
affecté), peu importe les affectations des autres nœuds ;
3. Les points non effectivement visités depuis trop longtemps (dits urgents) seront au
plus tard visités quand il aura avancé jusqu’à eux dans son parcours (le parcours est
cyclique).
Analyse de la fonction de sélection de comportement (algo. 4, p. 176). Un
nœud exécute cette fonction (1) lorsqu’il arrive sur un point qu’il détecte comme étant
en incident et (2) lorsqu’il reçoit un message alors qu’il est déjà en train de traiter un
incident :
– S’il considère qu’aucun nœud qu’il estime prioritaire par rapport à lui (algo. 2, p. 173)
n’est en train de traiter l’incident, il le traite.
– S’il considère qu’un nœud qu’il estime prioritaire par rapport à lui est en train de
traiter l’incident, il ne le traite pas.
Si le nœud prioritaire qu’il considérait en incident a en fait disparu depuis un temps
inférieur au timer de détection de disparition d’un nœud, alors la gestion de l’incident se
fera au prochain passage.
7.4.4.3 Analyse de l’impact des hypothèses réalisées
On souhaite étudier qualitativement les comportements qui apparaissent au sein de la
flotte en fonction des erreurs dans les communications. Plusieurs cas sont à considérer en
fonction de la proximité avec la réalité des estimations faites par les membres de la flotte :
1. version avec toutes les estimations locales de la situation globale (FGE) égales à la
situation réelle (FGR) ;
2. version avec les estimations locales de la situation globale (FGE) égales entre elles
mais différentes de la situation réelle (FGR) ;
3. version avec des estimations locales de la situation globale (FGE) différentes mais
ayant la même estimation du nombre de nœuds présents (NGEup: ) ;
4. version avec des estimations locales de la situation globale (FGE) différentes et ayant
des estimations du nombre de nœuds présents (NGEup: ) différentes ;
Version 1. Ce cas, en pratique irréaliste car supposant la transmission instantanée
à l’ensemble de la flotte de toute modification locale d’un plan de vol et la détection
instantanée de la disparition d’un nœud de la flotte, est celui qui doit intuitivement nous
permettre d’offrir les garanties les plus fortes.
On est en particulier capable de garantir la propriété suivante : Tant qu’au moins
un nœud est disponible, tous les points sont visités en un temps borné et dans un ordre
compréhensible par le public. À partir du moment où un nœud détecte un incident, celui-ci
reste traité jusqu’à sa fin (sauf bien sûr en cas de défaillance du nœud en traitement), et
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ce, par un seul nœud (à l’exception des phases de transition).
Les estimations étant conformes à la réalité, le découpage (algo. 1, p. 172) effectué est
optimal (TrGEi,t = TrGIt ) et identique sur chaque nœud (i.e. ∀i, j ∈ NGRup:tabs ,max(|TrGRi,tabs |−
|TrGRj,tabs |) ≤ 1 et il n’y a pas de recouvrement
⋂
2 Tr
GR
k,tabs
k∈NGRup:tabs
= ∅ si |NGRup:i,tabs | ≤ |W |).
Chaque nœud s’affecte (algo. 3, p. 174) les points correspondant à sa tranche. Il n’y a
pas d’erreur dans les estimations, donc les points considérés comme non affectés ne le sont
effectivement pas. Une non-affectation ne peut être due qu’à un nœud en incident ayant
relâché ses autres points (si le nœud correspondant avait disparu, on le saurait). Le système
de priorités (algo. 2, p. 173) permet que ces points non affectés soient à terme récupérés
par un et un seul nœud, grâce aux estimations qui sont dans ce cas toujours exactes.
Des entrées et sorties répétées d’un nœud dans la flotte peuvent, en modifiant alternati-
vement la répartition, mener à ce qu’un point de la grille soit toujours affecté mais jamais
visité (Annexe E.1, p. 225). Il est donc nécessaire, contrairement à ce que l’on pourrait
imaginer au premier abord avec cette situation idéale, de considérer le filet de sécurité. On
ne peut donc garantir mieux que la borne maximale (passage de deux nœuds à un seul)
déjà proposée :
sup(Trevisite) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗ (|W | − 1)
Les estimations étant conformes à la réalité, on ne peut avoir deux nœuds en traitement
sur le même point et à partir du moment où un nœud visite un point en incident (algo. 4,
p. 176), celui-ci sera traité en continu jusqu’à sa fin (avec remplacement par un nœud plus
prioritaire le cas échéant). La borne maximale instantanée sur le temps de revisite que l’on
peut garantir est alors la meilleure des deux proposées (celle qui implique une division
entière), car chaque incident est traité par un nœud différent :
sup(Trevisite,t) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗ b
|PGRt (W, inci)|
|NGRup:t|
c
Version 2. La seule différence entre cette version et la précédente est le fait qu’il existe
des moments où un nœud disparaît mais où la flotte ne s’en rend pas compte (au moins
pendant un certain temps).
La borne maximale sur le temps de revisite (sup(Trevisite)) ayant déjà atteint le pire des
cas donné par la proposition 7.2 (p. 185), et puisque cette version considère des hypothèses
moins favorables, le résultat précédant est inchangé.
Contrairement à ce à quoi on pourrait s’attendre, le calcul fait pour la borne maximale
instantanée sur le temps de revisite (sup(Trevisite,t)) n’est pas modifié. En effet, nous
avons vu précédemment que lorsque deux nœuds ne peuvent pas traiter le même incident
simultanément le nœud qui effectue la revisite a potentiellement un incident de moins à
traiter que les autres. Les FGE sont égaux toujours entre eux dans cette version, le calcul
de sup(Trevisite,t) impliquant la division entière reste applicable.
Version 3. Cette version est plus proche d’un cas réel que les précédentes. Les communi-
cations restent suffisamment fréquentes pour que les estimations des nœuds présents (NGEup: )
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soient toujours correctes, mais les estimations locales de la situation globales (FGE) sont
différentes (au niveau des points affectés et de l’état — en incident ou non — des nœuds).
La borne maximale sur la période de revisite (sup(Trevisite)) reste la même que précé-
demment. En revanche, les estimations des états des nœuds pouvant être fausses, plusieurs
nœuds peuvent traiter le même point en incident simultanément. La borne maximale
instantanée sur la période de revisite (sup(Trevisite,t)) devient alors :
sup(Trevisite,t) = κurgent + Treaffect + ∆tparcours-simple + κtraitement ∗
|PGRt (W, inci)|
|NGRup:t|
Version 4 Cette version correspond à un cas réel avec des communications telles que les es-
timations des nœuds présents en deviennent potentiellement différentes d’un nœud à l’autre.
La borne maximale sur la période de revisite (sup(Trevisite)) reste inchangée. Il en est
de même pour la borne maximale instantanée sur la période de revisite (sup(Trevisite,t))
qui a atteint sa valeur maximale dans la version précédente.
En revanche, les NGEup: n’étant plus forcément égaux entre eux, il existe un instant tabs
où au moins un nœud k a un |NGEup:k,tabs | différent de ceux des autres : la répartition de
points calculée n’est pas la même sur chacun des nœuds de la flotte. Il se peut alors que
certains points n’aient pas de propriétaire effectif dans la flotte ; ce cas ne pouvait pas se
présenter dans les versions précédentes. Ce cas n’est pas problématique car, n’étant affecté
à aucun nœud, le point concerné finit par être récupéré par au moins un nœud.
D’autre part, il se peut également que deux nœuds (ou plus) se considèrent propriétaires
d’un même point (affectation multiple). Ils peuvent alors tous deux passer en incident
dessus. Plus tard, au gré des variations des NGEup: induites par les communications, il se peut
que chaque nœud se considère moins prioritaire que l’autre. Si chacun prend la décision de
laisser la place à l’autre au même moment (ou si l’un ne reçoit pas l’information émise par
l’autre après la prise de décision), le point se retrouve non traité jusqu’à ce qu’il soit revisité
(Annexe E.2, p. 227). Il est alors certes laissé sans traitement, mais il sera nécessairement
revisité au prochain tour (ou par n’importe quel nœud au maximum sup(Trevisite) secondes
plus tard). Ce comportement n’apparaît que lorsque les estimations des nœuds présents
dans la flotte sont différentes.
Les comportements décrits dans cette section sont dus à différents facteurs que nous
résumons maintenant :
1. les mauvais timings décisionnels qui correspondent à une prise de décision par
plusieurs nœuds sur un point précis (i.e. entrée ou sortie d’incident) sans concertation
préalable. Il est possible que deux nœuds prennent effectivement leurs décisions à un
même instant tabs ou que le second prenne sa décision avant de recevoir le message
actant de la décision du premier. Du point de vue de l’algorithme, ces deux cas
sont équivalents car la notion de simultanéité de prise de décision dépend de la
granularité de l’application (définie par un réglage entre fréquence de prise de décision
et fréquence d’émission des messages contenant les FGE). Un réglage plus fin des
communications permettrait de supprimer certaines de ces mauvaises décisions.
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Ces mauvais timings peuvent d’une certaine manière être assimilés au point suivant
qui porte sur la circulation de l’information.
2. la mauvaise circulation de l’information qui peut être le fruit de deux facteurs : un
graphe de communication (topologie) défavorable 15 ou des erreurs de communications
(i.e. des pertes de messages). Cette mauvaise circulation d’information rend les
estimations locales de plus en plus inexactes :
– erreurs dans l’estimation des affectations de points ;
– erreurs dans le statut des nœuds ;
– erreurs dans la composition de la flotte.
3. des modifications trop fréquentes du nombre de nœuds de la flotte. Bien que ne
menant pas réellement à des erreurs, nous avons vu que des entrées/sorties répétées
dans la flotte peuvent impliquer qu’un point soit alternativement affecté à deux
nœuds sans pourtant jamais être visité. Ce comportement a nécessité l’introduction
du “filet de sécurité” qui permet de garantir la borne maximale sur la période de
revisite d’un point.
7.5 Retour d’expérience
Nous résumons ici les différents retours sur expérience que nous avons pu accumuler
d’une part au cours des nombreuses discussions/réflexions qu’a nécessité le projet CARUS et
d’autre part grâce aux tests menés sur le terrain durant les essais en vol et les démonstrations.
L’expérience ainsi acquise constitue une base de connaissances pour des projets futurs.
7.5.1 Station sol et visualisateur
Nous avons pu nous rendre compte que pour un démonstrateur de flotte de micro-drones
à cette échelle la visualisation de l’évolution de la mission ne peut correctement se faire
à l’oeil nu. En effet, à part pour les phases de décollage et d’atterrissage et lorsque les
drones évoluent à quelques mètres (moins de 30) du public, il est difficile d’identifier un
drone particulier depuis le sol et de déterminer avec certitude ce qu’il fait. Par exemple,
des problèmes de perspective donnent parfois l’impression que deux drones sont sur le
point de se percuter alors qu’ils sont écartés de plusieurs dizaines de mètres et à des
altitudes différentes. Une station de visualisation a donc été développée par Thales pour
ce démonstrateur. En plus de permettre de créer/supprimer des incidents (à des fins de
démonstration) sur n’importe quel point de la grille, la station de visualisation 3D tactile
permet de :
– suivre en temps réel la position courante de chacun des drones dans l’espace ;
– se rendre compte du trajet récemment parcouru par chaque drone ;
– se rendre compte de la couverture effective du terrain ;
– se focaliser sur une partie de la scène.
15. Ce cas là ne doit en théorie pas arriver, du fait du parcours et de la fonction de réaffectation qui
doivent favoriser les contacts entre les nœuds. Il se peut néanmoins que dans un réseau très peu dense
(e.g. 2 nœuds pour toute la grille), les contacts soient rares. Le graphe peut alors être considéré comme
défavorable. En pratique, l’application se doit d’allonger les timers de réaffectation lorsque les contacts sont
rares.
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La station sol modifiée par Fly-n-Sense, quant à elle, permet maintenant à son opérateur
de suivre simultanément l’évolution de chacun des drones et de donner un ordre à tout
ou partie de la flotte. Nous considérons néanmoins cette station sol comme l’ébauche de
prochaines versions, qui devront être plus pratiques et plus intuitives pour l’opérateur
et plus automatisées (e.g. lorsque certains de ses paramètres de vol approchent un seuil
critique, un drone pourrait être automatiquement mis en avant afin que l’opérateur puisse
commencer à appréhender la situation au plus tôt) afin de permettre la gestion de plus
gros essaims.
7.5.2 Algorithmique
Sur le plan algorithmique, nous avons mis au point et validé un algorithme distribué
permettant à la flotte de se répartir dynamiquement la visite et le traitement d’incidents
sur les points de la grille considérée. Cet algorithme fait en sorte que chaque point de
cette grille soit visité et traité en un temps borné. Il est aussi conçu de sorte à ce
que l’opérateur sol et le public puissent comprendre son déroulement.
Afin de pallier le manque de mécanisme d’évitement sur les appareils que nous utilisons,
nous avons mis en place un système de paliers de travail et d’ascenseurs ainsi qu’une
procédure d’entrée et de sortie de la grille permettant aux drones de se déplacer sans risque
de collision. Les cercles d’interventions et les cercles des ascenseurs peuvent théoriquement
accueillir un nombre illimité de drones tout en gardant des distances de sécurité suffisantes
entre ceux-ci. Naturellement, plus on ajoute de drones plus le diamètre de ces cercles croît.
En fonction des distances de sécurité souhaitées (qui sont fonction des caractéristiques
des drones et de l’environnement), le diamètre des cercles peut rapidement atteindre des
ordres de grandeur incompatibles avec un cas réel ou même avec une démonstration. Pour
permettre l’ajout d’autres drones à la flotte, il serait donc bon de réduire l’imprécision de
positionnement (due GPS) afin de réduire les distances de sécurité nécessaires entre les
drones.
Dans les versions futures, il serait bon que les drones soient d’eux même capables
de modifier légèrement leurs trajectoires lorsque c’est nécessaire. Ils devront pour cela
embarquer un système matériel et logiciel leur permettant de détecter l’imminence d’une
collision et d’effectuer les manœuvres d’évitement qui s’imposent.
7.5.3 Réglementation et procédures de sécurité
Les expériences menées dans le cadre du projet CARUS (5 drones communicants avec
plan de vol dynamique) sont bien au delà de ce qui est considéré par la réglementation
actuelle en France, qui délivre au cas par cas des autorisations/dérogations de vol sous
des conditions strictes. C’est pourquoi nous volons uniquement en espace ségrégué (Camp
militaire de Souge).
Étant en espace ségrégué, nous sommes progressivement passés de la configuration
réglementaire “une télécommande et un pilote de sécurité par drone en vol” (fig. 7.122a) à
“une télécommande par drone en vol et seulement deux pilotes de sécurité (2 drones et 3
drones)” (fig. 7.122b) pour finalement n’avoir qu’un seul pilote de sécurité utilisant une
manette de console de jeux type PS3 (qui a l’avantage d’être une interface efficace, facile à
appréhender, éprouvée, low cost et largement répandue) reliée à la station sol (utilisant donc
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le lien de données et pas le lien de sécurité). Dans cette dernière configuration (fig. 7.122c),
un seul pilote se chargeait des 5 appareils.
(a) Une télécommande et un pilote de
sécurité par drone en vol.
(b) Une télécommande par drone en vol et
seulement deux pilotes de sécurité (2 drones
et 3 drones).
(c) Une manette dont le signal est relayé par
la station sol et un seul pilote de sécurité.
Figure 7.122 – Différentes versions du dispositif de commandes.
Durant les nombreuses heures de vol qui ont été effectuées, nous n’avons jamais rencon-
tré de problème dû à cette configuration. Il est à noter qu’elle est moins anxiogène pour
l’ensemble de l’équipe que les configurations où le Directeur des Opérations 16 doit gérer
plusieurs pilotes de sécurité. En effet, n’avoir plus qu’un pilote de sécurité devant interagir
avec le Directeur des Opérations simplifie les communications.
Les procédures de sécurité employées à bord des micro-drones ont d’abord pour but
d’éviter les dommages à l’environnement (matériel comme humain) tout en minimisant la
casse éventuelle des engins. Ces procédures consistent en plusieurs réponses possibles en
fonction de la nature et du degré de gravité de l’anomalie détectée :
1. informer l’opérateur ;
2. retourner à un point d’attente prédéfini ;
16. Responsable de la coordination entre les différents éléments du dispositif au sol.
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3. rentrer se poser à un point prédéfini (généralement le point de départ) ;
4. se poser sur place ;
5. couper directement les moteurs en vol.
Nous ne considérons maintenant plus un seul micro-drone mais un essaim composé de
plusieurs drones. Certaines procédures ont donc dû être revues et, en particulier, la
préservation de l’intégrité des autres membres de la flotte doit maintenant être considérée.
Concrètement, on place cet aspect après la préservation de l’environnement (qui reste
primordiale) et avant la préservation du drone lui-même. En effet on évitera, dans la
mesure du possible et quitte à le perdre, qu’un drone subissant une avarie ne percute un
ou plusieurs autres drones de la flotte.
Pour illustrer ces modifications de procédures, nous considérons le cas de la décharge de
la batterie. Dans le cas de CARUS, nous avons ajouté un seuil de batterie supplémentaire
permettant au drone de pouvoir réagir suffisamment tôt à sa décharge.
La marche à suivre pour un drone se trouvant à l’intérieur de la grille en fonction de son
niveau de batterie est la suivante :
1. simplement informer l’opérateur du niveau de sa batterie ;
2. tenter de retourner se poser à son point initial en sortant de la grille en passant par
la ligne d’entrée/sortie ;
3. tenter de sortir de la grille et se poser dans une zone dégagée 17 ;
4. se poser sur place. Cette procédure présente des risques de percuter un autre drone ;
5. couper directement les moteurs en vol. Cette procédure présente également des risques
collision.
La marche à suivre pour un drone se trouvant à l’extérieur de la grille en fonction de son
niveau de batterie est la suivante :
1. simplement informer l’opérateur de son niveau de batterie
2. tenter de retourner se poser à son point initial sans traverser la grille
3. se poser sur place (risques au sol)
4. couper directement les moteurs en vol (risques).
17. Cette procédure n’a pas été implémentée sur la flotte.
Chapitre 8
Conclusion
Cette thèse exploratoire a été le fruit d’une collaboration initiale entre l’Université
de Bordeaux, la DGA et la société Fly-n-Sense. Certains des travaux réalisés ont aussi
impliqué Thales, le GIS Albatros, le cluster AETOS de la Région Aquitaine et Bordeaux
TechnoWest. Pour conclure ce document, nous rappelons ici les contributions qui ont
été apportées par ces travaux ainsi que les nombreuses perspectives de recherche qui en
découlent.
8.1 Contributions
Après avoir décrit le modèle Dynamicity Aware Graph Relabeling System DAGRS
dans le chapitre 2.3 (p. 32), nous avons décrit plusieurs algorithmes existants avant de
fournir des conditions suffisantes pour le comptage des sommets d’un graphe dans une
configuration comportant plusieurs compteurs. Nous avons reformulé la première hypothèse
de progression proposée dans [24], puis nous avons proposé une hypothèse de progression,
plus restrictive mais plus réaliste dans des cas de forte mobilité, qui empêche un sommet
d’intervenir dans un nombre trop important de réétiquetages pendant une période donnée.
En utilisant cette nouvelle hypothèse, l’une des conditions liée à la famille de classes de
graphes 1 FCouncil nouvellement introduite a d’ailleurs été prouvée comme suffisante pour
l’algorithme de comptage des sommets d’un graphe.
Nous avons ensuite décrit le modèle Asynchronous Dynamicity Aware Graph Relabeling
System (ADAGRS) que nous proposons. Il consiste en une adaptation de DAGRS aux
communications asynchrones prenant place dans des réseaux où la mobilité est trop forte
et les communications trop volatiles pour permettre une synchronisation entre deux nœuds.
Afin de supporter les interactions au sein d’un tel système, le modèle d’interactions LC0-
asynchrone (sec. 3.3, p. 55) est proposé. Chaque sommet peut lire l’état courant d’un de
ses voisins sans que celui-ci n’ait besoin de se synchroniser avec lui.
De plus, afin de se rapprocher encore un peu plus de la réalité d’une flotte de drones,
nous avons affaibli les hypothèses faites en ADAGRS afin de permettre la perte de messages.
Chaque sommet travaille alors sur une estimation de son voisinage et une estimation de
l’état de chacun des sommets de son voisinage.
1. Une famille de classes de graphes est un ensemble de classes construites autour d’une classe mère.
199
200 Chapitre 8. Conclusion
Les trois algorithmes développés au cours de cette thèse (diffusion d’une information,
comptage du nombre de sommets dans le graphe, maintien d’une forêt couvrante) ont été
adaptés au contexte asynchrone visé par ADAGRS. L’algorithme de diffusion d’information
reste inchangé. Le comptage des nœuds du réseau devient une estimation, par un nœud
donné, du nombre de nœuds capables de recevoir un message de lui à un instant donné,
cette estimation s’affinant au cours du temps en fonction des messages qui lui parviennent.
L’algorithme de forêt couvrante devient un algorithme de création de forêt couvrante
inversée. Chaque nœud choisit, en fonction de son identifiant, un référent (une racine)
auquel il se rattache lorsqu’il reçoit un heartbeat retransmis par un des nœuds de son arbre.
Des éléments nécessaires à l’analyse des algorithmes exprimés en ADAGRS sont donnés
avant de passer à l’analyse du comportement de ces algorithmes. À cette occasion de
nouvelles classes de graphes et familles de classes de graphes (FNRP ) sont proposées.
Dans le chapitre 4 (p. 91), nous avons introduit un ensemble de notions nécessaires à
l’expression d’une mission en contrôle de mobilité (i.e. une mission dans laquelle l’algorithme
contrôle la mobilité du nœud sur lequel il s’exécute). En particulier, l’estimation locale à
un nœud de la situation globale lui permet de raisonner sur le déroulement de la mission
et de modifier son plan de vol si nécessaire.
Le couplage du modèle ADAGRS et du FMC réalisé dans le chapitre 5 (p. 109) nous
permet d’exprimer des missions adaptées à l’aspect fortement mobile d’une flotte de drones.
L’utilisabilité des trois algorithmes développés dans ces travaux est discutée (sec. 5.3.1,
p. 115), puis des applications dédiées au FMC sont décrites : le suivi de leader, le démons-
trateur CARUS, un système de collecte de données avec une mule de données, et enfin la
création d’un pont de communication entre deux points fixes connus.
Sur un plan plus pratique, nous avons mis en place au LaBRI une flotte de 5 drones
à voilure tournante baptisée SCUAL (sec. 6.2, p. 147) en partenariat avec la société
Fly-n-Sense. Afin de garantir la sûreté des plates-formes, une charge utile intelligente
(ayant ses propres capacités de calcul et de communications pair-à-pair) permettant la
gestion d’une mission en essaim a été ajoutée. Cette charge utile est capable de donner des
ordres à l’autopilote qui modifie son plan de vol en conséquence, après avoir vérifié que
les modifications proposées ne sont pas dangereuses (e.g. coordonnées avec une altitude
négative).
Parmi les applications mises en œuvre sur SCUAL, le démonstrateur CARUS (Chap. 7,
p. 159) est le plus marquant. CARUS consiste en la visite régulière des 15 points d’incidents
potentiels se trouvant sur une grille. Lorsqu’un nœud détecte un incident, il s’en rapproche
pour le traiter. Les nœuds doivent se répartir les tâches de sorte que les points soient
visités suffisamment souvent (i.e. le temps de revisite de chaque point est borné par une
valeur préétablie). Nous avons caractérisé une borne maximum sur la période (le temps)
de revisite d’un point de la grille, une borne instantanée sur cette période (valable tant
que les paramètres de la flotte ne changent pas), et l’espoir de revisite d’un point de la
grille (puis par extension, de la totalité de la grille).
La mise en œuvre de cette application sur le terrain, nous a permis d’acquérir une
expérience pour ce qui est du déploiement d’une flotte de drones sur le terrain, que ce soit
sur le plan logistique, logiciel, procédural ou administratif.
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8.2 Perspectives
Cette thèse exploratoire a permis de dégager de nombreuses pistes de recherche, que
nous rappelons ici dans l’ordre dans lequel elles apparaissent dans le document.
Nous avons proposé, dans les analyses des algorithmes modélisés en DAGRS, de nouvelles
classes de graphes et une nouvelle hypothèse de progression. L’intégration des nouvelles
classes à la classification existante ainsi que leur mise à disposition sur Internet sont en
projet au LaBRI. L’analyse de l’algorithme de maintien d’une forêt couvrante en DAGRS
est toujours une question ouverte pour laquelle il serait intéressant de fournir une condition
suffisante.
Des travaux en contrôle de mobilité avec DAGRS et ADAGRS sans contraintes affaiblies
(i.e. sans perte de messages) pourraient offrir de meilleures garanties de réussite pour
les algorithmes présentés que ce qui a pu être proposé dans cette thèse (en particulier,
l’échange de tâches devient possible si on travaille en LC0).
Les algorithmes décrits dans le chapitre 5 méritent d’être étudiés plus avant avec les
hypothèses formulées, mais également avec des hypothèses plus fortes sur les communi-
cations. Par exemple, la connaissance exacte du voisinage d’un nœud (on dispose alors
d’un mécanisme sûr de détection des coupures de liens de communications potentielles et
non plus d’une estimation) évite des faux positifs qui, en pratique peuvent entraîner des
comportements inattendus. Par exemple, dans le cas de l’algorithme de maintien d’un lien
de communication, un nœud qui pense détecter la disparition de son prédécesseur alors
que celui-ci est toujours présent peut se déplacer vers un autre prédécesseur, rompant ainsi
le lien.
Un projet auquel nous participons en parallèle de cette thèse avec la société Sogeti
Hightech vise à créer un simulateur ouvert permettant d’intégrer de manière modulaire
les différents aspects de la mission d’un drone. Cela peut aller du servomoteur d’un des
mécanismes du drone jusqu’à l’intelligence de vol en passant par les types de transmissions
employées. Une des perspectives de cette thèse consiste à porter dans SiCube les algorithmes
qui y sont décrits. Le démonstrateur CARUS est un des premiers algorithmes qui pourrait
y être testé. Ce dernier ayant reçu un très bon accueil en tant que (i) projet de recherche,
(ii) mise en œuvre d’une plate-forme de test et (iii) premier démonstrateur du cluster
AETOS, un projet CARUS 2 est déjà en cours de discussion.
Comme mentionné à plusieurs reprises dans la Partie III de ce document, la flotte de
drones SCUAL manque actuellement d’un mécanisme de type sense and avoid. Ce point
fait partie de ses prochaines évolutions. En effet, les techniques embarquées ayant évolué
depuis la création de cette flotte, certains procédés, tels que le SLAM, sont maintenant
suffisamment mûrs pour être envisagés. De plus, nous souhaitons ajouter à SCUAL (que ce
soit en propre, en tant qu’extension, en tant que seconde flotte ou encore lors de partena-
riats) d’autres types de nœuds avec lesquelles elle devra pouvoir/savoir interagir.
Sur le plan de la sécurité, nous avions envisagé au début de ces travaux d’utiliser une
approche développée lors de la thèse d’Eve Atallah [10]. L’application de cette technique
à la sécurisation des communications pourrait permettre la coopération entre des flottes
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venant de différents acteurs. Cet aspect des communications n’a toutefois pas été abordé.
Enfin, les travaux menés dans cette thèse contriburont à la suite des travaux de l’équipe.
Deux thèses financées par DGA et la Région Aquitaine ont ainsi débuté, l’une sur des
algorithmes portés par des flottes hétérogènes multi-niveaux, et l’autre sur la découverte de
services dans de telles flottes. Un partenariat avec la DGA et Westpoint va également dans
le sens de la coopération de flottes hétérogènes. Intuitivement, la répartition des tâches
entre et au sein de ces flottes pourra se faire de manière hiérarchisée (c’est l’approche
généralement employée lorsqu’il existe une structure dans le réseau) ou d’égal à égal (c’est
la méthode employée dans ces travaux et en particulier dans CARUS) en fonction du degré
de localité de la prise de décision.
Annexe A
Famille de classes Council
Nous développons ici les classes (dites de la famille de classes Council) introduites lors
de l’analyse de l’algorithme de comptage des sommets sur graphe dynamique (sec. 2.3.5.2,
p. 43). Ces classes sont construites autour de l’idée d’ajouter un à un (à des périodes
différentes) tous les sommets du graphe à un ensemble U de sommets. À chaque ajout, le
nouveau sommet est capable communiquer directement avec tous les sommets déjà présents
dans U .
Nous commençons par analyser la condition COpen-Council (sec. A.1), avant de passer à
la condition CPonctually-Closed-Council (sec. A.2, 205) qui est la plus intéressante dans le sens
où elle est compatible avec l’hypothèse de progression 3 énoncée page 44 pour l’algorithme
de comptage avec n compteurs statiques étudié. Pour finir nous étudions l’intégration de
cette famille de classes de graphes dans la classification existante (sec. A.3, p. 205).
A.1 Condition COpen-Council
La condition COC constitue la base de la famille de graphes Council. Elle spécifie
simplement qu’un sommet est ajouté à un ensemble et que, pendant la période correspon-
dante, il peut communiquer avec chacun des sommets déjà présent dans cet ensemble. La
figure A.123 (p. 204) présente un exemple de topologie correspondant à cette condition.
COpen-Council = ∃s1, s2, . . . sn ∈ ST,∀j ∈ [2, n], sj−1 < sj ,
∃v1, v2, . . . vn ∈ V,∀j,∀k, j 6= k, vk 6= vj ,
Us1 = {v1} ∧ ∀i ∈ [2, n],
(Usi = UpredG(si) ∪ {vi}) ∧ (∀v ∈ UpredG(si), (vi, v) ∈ Esi)
Proposition A.3. La condition COpen-Council est suffisante. Autrement dit, si on peut
mettre en évidence une structure dans laquelle, lorsqu’un sommet est ajouté, il est connecté
(au moins pendant la durée de la période) à tous les sommets déjà présents dans la structure,
et si tous les sommets y sont ajoutés un à un à des périodes différentes, alors tous les
sommets seront comptés.
Lemme A.3.1. Il y a au plus 1 (0 ou 1) compteur dans Ux à la fin de la période
correspondante.
Preuve A.3.1. Par récurrence :
La propriété est vraie pour Us1.
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Us4
v4
Figure A.123 – Illustration de la condition COpen-Council : au temps s4, le sommet v4 est
ajouté à Us4 . Il peut communiquer avec tous les sommets de Us4 . Les sommets de Us4
peuvent potentiellement communiquer entre eux et avec les sommets extérieurs à Us4 .
Supposons la propriété vraie avant l’événement topologique ayant lieu à la date si.
Usi = UpredG(si) ∪ {vi} ; il existe quatre cas :
– Le compteur vc éventuel de Usi−1 est toujours présent dans Usi :
– vi est un compteur (il n’a pas été compté avant d’appartenir à Usi). Par construc-
tion, il existe une arête entre vi et le compteur déjà présent dans Usi . Par hypothèse
de progression, la seule règle de comptage (fusion) applicable dans Usi est effective-
ment appliquée avant la fin de la période sauf si les conditions nécessaires à son
application sont supprimées par l’application d’une autre règle ( i.e. au moins un des
deux sommets compteurs de Usi au début de la période est compté par un sommet
extérieur à Usi), la propriété est restaurée avant la fin de la période [si, succG(si)[.
– vi a déjà été compté (à l’extérieur de Usi) ⇒ la propriété reste vraie à la fin de la
période [si, succG(si)[.
– Il n’y a pas de compteur dans UpredG(si) (il n’y en a jamais eu ou il a été compté,
pendant une période [tk, tk+1[, tk < si, par un sommet extérieur à Usk) :
– vi est un compteur (il n’a pas été compté avant d’appartenir à Usi). Il reste donc
1 compteur à la fin de la période Usi, sauf si vi est compté par un sommet à
l’extérieur de Usi ⇒ la propriété reste vraie à la fin de la période [si, succG(si)[.
– vi a déjà été compté (à l’extérieur de Usi). Il n’y a donc aucun compteur à la fin de la
période [si, succG(si)[.⇒ la propriété reste vraie à la fin de la période [si, succG(si)[.
Preuve A.3. Par construction, Usn = VG et selon le lemme A.3.1, il y a au plus un
compteur dans V à la fin de la période ; tous les sommets sont donc comptés. De plus,
comme il n’existe aucune règle supprimant un compteur seul, il reste forcément un seul
sommet. D’après le lemme 2.1.2 (p. 45), son étiquette porte le nombre de sommets présents
dans la graphe.
Pour cet algorithme, la condition CClosed-Council permet de réduire le nombre d’applica-
tions de règles nécessaires par couple de sommets à une seule (la seule possible dans U).
En revanche, en utilisant la condition COpen-Council, il existe un cas dans lequel l’ancien
compteur (déjà présent dans U) compte d’abord un de ses voisins à l’extérieur de U et
reste compteur. Dans le même temps, le nouveau compteur (celui qui vient d’être ajouté à
U) compte un de ses voisins également à l’extérieur de U et reste compteur. Il existe donc
un cas pour lequel les deux compteurs présents dans U peuvent interagir avec d’autres (1
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ou plusieurs fois) avant de se compter mutuellement (ils doivent le faire pour se confor-
mer à l’hypothèse de progression 2 (p. 36), les préconditions de la règle correspondante
n’ayant pas été invalidées). La condition COC n’est donc pas compatible avec l’hypothèse
de progression 3 pour l’algorithme de comptage des sommets du graphe.
A.2 Condition CPonctually-Closed-Council
La condition CPCC est une condition à la fois plus restrictive que la condition COC dans
le sens où elle interdit les communications entre Usi et les sommets extérieurs pendant toute
la période [si, si+1[, et moins restrictive que la condition CCC (présentée section 2.3.5.2,
page 43) car elle autorise les communications entre les sommet de Usi et les sommets
extérieurs pendant les périodes [succG(si), si+1[.
CPonctually-Closed-Council = ∃s1, s2, . . . sn ∈ ST, ∀j ∈ [2, n], sj−1 < sj ,
∃v1, v2, . . . vn ∈ V,∀j,∀k, j 6= k, vk 6= vj ,
Us1 = {v1} ⊆ Vs1 ∧ ∀i ∈ [2, n],
(Usi = UpredG(si) ∪ {vi}) ∧ (∀v ∈ UpredG(si), (vi, v) ∈ Esi)
∧(∀v ∈ Usi , ∀v′ 6∈ Usi , (v, v′) 6∈ E[si,succG(si)])
Proposition A.4. La condition CPonctually-Closed-Council est suffisante et est compatible
avec l’hypothèse de progression 3, avec k = 1. Autrement dit, si on peut mettre en évidence
une structure dans laquelle, lorsqu’un sommet est ajouté, il est connecté (au moins pendant
la durée de la période correspondant à son ajout) à tous les sommets déjà présents dans la
structure et s’il n’existe aucune communication sortante durant la période correspondante,
et si tous les sommets y sont ajoutés un à un à des périodes différentes, alors tous les
sommets seront comptés même si l’on ne suppose qu’un nombre constant de réétiquetages
(k = 1) par nœud et par période.
Preuve A.4. La présence de périodes pendant lesquels les sommets de U sont capables de
communiquer avec l’extérieur implique que la preuve est construite avec les mêmes quatre
cas que ceux de la preuve de COC (proposition A.3). Pour le cas où une règle est applicable,
il n’existe qu’une seule règle applicable, de la même manière que dans la preuve 2.1.1
(p. 45).
Cette condition a la particularité d’être compatible avec l’hypothèse de progression 3,
avec k = 1. En effet, lors de l’ajout d’un sommet à U , une règle au maximum est applicable
dans U (entre le nouveau sommet, s’il est compteur, et le compteur éventuellement présent
dans U). À la fin de la période [sn, succG(sn+1)[, tous les sommets ont été comptés par la
règle applicable dans Usn correspondant (s’il ne l’a pas été plus tôt à l’extérieur).
A.3 Intégration des nouvelles classes dans la classification
existante
Dans cette section, nous présentons les raisonnements nous permettant d’intégrer les
classes de la famille de classes de graphes Council dans la classification des graphes existante,
telle que présentée figure 2.29 (p. 46).
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Proposition A.5. FOC ⊂ F6 (Il existe une structure à laquelle on ajoute peu à peu tous
les sommets du graphe et au moment de son ajout, un sommet a une arête en commun
avec tous les sommets de la structure ⇒ Le graphe sous-jacent est complet)
Preuve A.5. COC ⇒ ∀i ∈ [2, n],∃si ∈ ST,∀j < i, (vi, vj) ∈ Esi
⇒ ∀vi ∈ V,∃si ∈ ST,∀j < i, (vi, vj) ∈ Esi
⇒ ∀u ∈ V,∀v ∈ V \{u}, ∃s ∈ ST, (u, v) ∈ Es
⇒ ∀u ∈ V,∀v ∈ V \{u}, (u, v) ∈ E ⇒ C6
Proposition A.6. FPCC ⊂ FOC
Preuve A.6. CPCC est construite en ajoutant une contrainte à COC .
Proposition A.7. FCC ⊂ FPCC
Preuve A.7. CCC est construite en ajoutant une contrainte à CPCC .
Annexe B
Discussion sur l’estimation de
l’âge d’une information : temps de
transmission et dérives d’horloge
Nous discutons ici de l’impact des temps de transmission des messages et des erreurs
d’horloge des différents nœuds sur l’estimation de l’âge des informations transmises à
travers le réseau.
On définit les grandeurs suivantes (dont les interactions sont illustrées figure B.124,
p. 208) :
– κob ∈ R+ le seuil de l’âge d’une donnée au dessus duquel celle-ci n’est plus suffisam-
ment fraîche pour être considérée comme pertinente (elle est obsolète) ;
– δ ∈ R+ le temps réel de transmission de l’information ;
– δ′ ∈ R+ l’estimation par i du temps de transmission de l’information ;
– β ∈ R+ la durée réelle pendant laquelle l’information est restée sur le nœud avant le
calcul de l’estimation d’âge ;
– β′ ∈ R+ l’estimation par i de la durée pendant laquelle l’information est restée sur le
nœud avant le calcul de l’estimation d’âge ;
– ARt ∈ R+ l’âge réel de l’information au moment du calcul de l’estimation d’âge.
ARt = δ + β ;
– AEi,ti ∈ R+ l’estimation, à un instant ti, qu’a le nœud i de l’âge de la donnée qu’il a
reçue à l’instant ti − β′. AEi,ti = δ′ + β′.
B.1 Temps de transmission
Le temps de transmission δx d’une information entre deux nœuds voisins (1 hop) est
constitué :
– du temps de descente dans la pile logicielle de l’émetteur (Application → Physique) ;
– du temps d’acheminement effectif du message sur le medium (dans les airs) entre
deux nœuds ;
– du temps de remontée dans la pile logicielle du récepteur (Physique → Application).
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j
i AEi,tabs:2 = 0 + β
′
réel ARtabs:2 = δ + β
I
β′
ti − β′ ti
ARtabs:2
tabs:0 tabs:1 tabs:2
δ β
AEi,tabs:2
δ
Figure B.124 – Dérives d’horloges et âge d’une information. On remarque qu’à cause
d’une dérive d’horloge négative (horloge lente), le temps β′ calculé par i est inférieur au
temps réel β. tabs:1 = tabs:0 + δ et tabs:2 = tabs:0 + δ + β.
Ce temps de transmission est a priori non nul et non borné. En effet, il peut arriver que,
côté émission, juste après la création d’un message par l’application et avant que celui-ci
ne soit réellement envoyé, le nœud émetteur du message entre dans une phase de surcharge
(e.g. : calculs, déni de service réseau, . . . ) qui retarde l’envoi effectif de l’information. Le
même genre de ralentissement peut se présenter côté réception.
C’est principalement à cause de ces temps de transmissions (l’effet des dérives d’horloges
étant moins important) potentiellement grands (ordre de grandeur : un ping sur LAN
Ethernet 1Go prend 0.130 ∗ 10−3sec, soit un temps de transmission de 65 ∗ 10−6sec) que
l’on ne peut que calculer une estimation de l’âge de l’information et non pas une valeur
précise de celui-ci.
Un message peut donc arriver à un récepteur après un temps de transmission extrême-
ment long. Ceci peut conduire à ce que l’âge estimé de l’information soit très inférieur à son
âge réel. Pour assurer que les raisonnements faits soient cohérents, il est alors nécessaire
d’ajouter une ou plusieurs hypothèses :
– la connaissance d’une borne supérieure sur le temps de transmission (max(δ) κob).
L’existence d’une telle borne sous-entend que les temps de transmission resteront
raisonnables et n’impacteront pas les raisonnements.
– le fait que ces longs délais de transmission soient rares et que les éventuels désagré-
ments qu’ils causent soient nuls ou très rapidement rattrapés par l’algorithme permet
de se prémunir des cas de figure incohérents.
– le fait que la mission permette l’existence de certaines périodes pendant lesquelles
tout ou partie des nœuds du système adoptent un comportement en marge 1 vis-à-vis
de ses objectifs n’impacte pas la réussite.
1. Si un nœud réceptionne une ancienne information qu’il estime récente, celle-ci peut déclencher
l’exécution d’une tâche que le nœud ne devait pas (ou plus) effectuer. Celles qui lui incombaient risquent
alors ne plus être prise en charge (au moins pendant un certain temps), de par le fait qu’il est occupé à
traiter cette tâche.
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B.2 Dérives d’horloge
L’horloge interne de tout nœud du réseau permet aux applications locales de raisonner
sur le temps qui s’écoule. En pratique, ces horloges internes commettent d’infimes erreurs
à chaque seconde. Bien que celles-ci soient minimes (une horloge à quartz peut, dans un
cas de dérive importante due à des changements de température, perdre 8 minutes en un
an soit ∼ 15 ∗ 10−6 seconde chaque seconde), il est nécessaire d’évaluer leur impact sur
l’estimation de l’âge des informations.
1
1.2
0.8
temps réel
horloge rapide
horloge lente
Figure B.125 – Erreurs d’horloges. Les erreurs (exagérées) sont de 0.2s pour l’horloge
rapide et −0.2s pour l’horloge lente.
t (s)
tics
d’horloge
(s)
temps réel
horloge lente
horloge rapide
Figure B.126 – Dérives des horloges entraînées par l’accumulation d’erreurs. Les horloges
rapides le sont à cause d’erreurs positives. Les horloges lentes le sont à cause d’erreurs
négatives.
Chaque nœud a une erreur d’horloge e qui lui est propre 2 : e ∈ [e0; e1] avec e0 ≤ 0
et e1 ≥ 0. Chaque seconde réelle, l’horloge interne du nœud avance de 1 + e secondes
(fig. B.125) par rapport à la seconde de référence. Une erreur d’horloge négative (resp.
positive) entraîne donc une perte (resp. un gain) de temps mesuré par rapport au temps réel.
2. L’intervalle d’erreur pourrait être différent pour chaque nœud.
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On a alors une horloge plus “lente” (resp. plus “rapide”) que le temps réel. L’accumulation
de ces erreurs entraîne une dérive d’horloge (fig. B.126, p. 209).
Deux types de correction sont alors possibles pour l’estimation β′ du temps β pendant
lequel l’information est restée sur le nœud, en fonction du type d’estimation considéré (en
excès ou en défaut), et donc du type de détection d’obsolescence d’une information, que
l’on souhaite :
1. On souhaite faire des détections plus tard (réseau plus stable, moins réactif) : on
divise le temps mesuré par 1 + e1 (e1 ≥ 0), afin d’annuler l’erreur potentiellement “en
excès” de l’horloge. Ceci a pour effet de faire disparaître l’éventuelle dérive positive
(horloge rapide). On obtient alors : β′ ≤ β (Prop. 1)
2. On souhaite faire des détections plus tôt (réseau moins stable, plus réactif) : on
divise alors le temps calculé par 1+e0 (e0 ≤ 0), afin d’annuler l’erreur potentiellement
“en défaut” de l’horloge. Ceci a pour effet de faire disparaître l’éventuelle dérive
négative (horloge lente). On obtient alors : β′ ≥ β (Prop. 2)
B.3 Impact des deux problématiques
En combinant les deux problématiques précédentes, à savoir les temps de transmissions
(sec. B.1) et l’impact des dérives d’horloge sur la mesure du temps passé par l’information
sur un nœud (sec. B.2), on s’aperçoit que si l’on ne fait pas d’hypothèse supplémentaire sur
le temps de transmission (e.g. : une borne supérieure), la correction d’horloge consistant à
annuler une horloge “lente” n’est plus applicable.
Reprenons les deux types de correction :
– correction “en défaut” pour une détection plus tardive : on souhaite donc avoir
AEt ≥ κob ⇒ ARt ≥ κob. Une condition suffisante est : ∀AEt , ARt ∈ R+, AEt ≤ ARt .
En effet,
∀AEt ARt ∈ R+, AEt ≤ ARt ,∀κob ∈ R+, AEt ≥ κob ⇒ ARt ≥ AEt ≥ κob
⇒ ARt ≥ κob.
Il suffit pour cela de fixer l’estimation du temps de transmission δ′ à 0 (minorant du
temps de transmission δ) de manière à avoir δ′ ≤ δ. Comme, après une correction
d’horloge “en défaut”, on a β′ ≤ β (par Prop. 1),
on a bien δ′ + β′ ≤ δ + β ⇔ AEt ≤ ARt .
Note : la connaissance d’une borne inférieure plus précise que 0 sur le temps de
transmission (δ) permettrait de diminuer l’écart entre ARt et AEt , et ainsi gagner en
précision.
– correction “en excès” pour une détection plus tôt : on souhaite donc avoir
ARt ≥ κob ⇒ AEt ≥ κob. Une condition suffisante est : ∀AEt , ARt ∈ R+, AEt ≥ ARt .
En effet,
∀AEt , ARt ∈ R+, AEt ≥ ARt , ∀κob ∈ R+, κob ≤ ARt ⇒ AEt ≥ ARt ≥ κob
⇒ AEt ≥ κob.
Contrairement au cas précédent, il nous est nécessaire de connaître une borne supérieur
sur le temps de transmission (δ) afin de pouvoir fixer δ′ ≤ δ, ∀δ. Comme, après une
correction “en excès”, on a β ≤ β′ (par Prop. 2),
on a bien δ + β ≤ δ′ + β′ ⇔ ARt ≤ AEt .
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En pratique, β  δ. L’impact des dérives d’horloge (β) n’est significatif que pour
de (très) grandes valeurs de β, correspondant à des scénarios avec de courts temps de
transmission et de longues durées avant retransmission d’une information.
Considérons que l’erreur d’horloge faite chaque seconde soit de l’ordre de 10−5sec et
que le délai de transmission soit d’environ 10−4sec. Pour se tromper d’une seconde, il
faudrait que l’information reste 105sec (environ 27 heures) sur un même nœud ou qu’elle soit
échangée 104 fois au sein du réseau avant d’arriver à un nœud (ou une combinaison des deux).
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Annexe C
Construction de forêts inversées
en ADAGRS
Nous donnons ici des explications plus détaillées sur la construction d’arbres couvrants
“inversés” telle que décrite dans le chapitre ADAGRS (sec 3.6.3, p. 72). La figure C.127
présente les notations utilisées pour cet algorithme.
père fils
: relation fils→père
: diffusion d’un heartbeat
Figure C.127 – Légende pour les exemples de construction d’arbre inversé.
Les nœuds actifs (i.e. en phase d’envoi de données) sont représentés par un rond plein,
alors que les nœuds passifs (i.e. pas en phase d’envoi de données) sont hachurés. Afin de
ne pas surcharger les figures, les flèches indiquant la diffusion d’un heartbeat sont parfois
omises pour ne garder que la notation “pleine” indiquant les nœuds actifs (le heartbeat est
diffusé sur tous les liens de communications potentielles).
La section C.1 (p. 213) présente un exemple de fonctionnement de l’algorithme de
création de forêt couvrante inversée. La section C.2 (p. 216), quant à elle, présente un
cas illustrant ce qui peut se passer si on ne met pas en place un système empêchant un
sommet de se réattacher à un arbre auquel il appartient déjà. Dans la section C.3 (p. 219)
on présente une analyse de tous les types de messages que l’on peut recevoir et on vérifie
que chacun d’entre eux engendre l’application d’une et une seule règle de réception.
C.1 Exemple de fonctionnement de l’algorithme
Les figures C.128 et C.129 (p. 214 et 215) présentent un exemple de construction et de
maintien de forêt couvrante inversée. Les transmissions se font ici sans perte de message
au dessus des arêtes fines reliant les sommets.
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Pour plus de clarté, les hearbeats ne sont pas représentés ici. À des fins de simplification,
toutes les règles de réétiquetage possibles de consommations de messages à un instant
donné sont appliquées simultanément. On pourrait néanmoins détailler certaines étapes,
entre la figure C.128b et C.129a, durant lesquelles certains arbres, différents du rouge et
du bleu, commencent à se former avant que leurs sommets ne soient intégrés aux arbres
dominants. Bien que la représentation faite ici puisse laisser penser que les nœuds sont
synchronisés, cela n’est pas le cas. Ceci provient du fait que nous avons souhaité mettre en
avant une instance de l’algorithme montrant l’évolution du système par la progression des
arbres de proche en proche.
Le cas présenté ici étant relativement simple et ne posant pas de problème particulier, il
n’a pas recours au système de numéros de version des hearbeats. Celui-ci ne figure d’ailleurs
pas dans l’étiquette des sommets.
R1
R48R12
R24
R78 R19
R15
R2
R25R13
R77
R10 R16
R30
1,∅,0
48,∅,012,∅,0
24,∅,0
78,∅,0 19,∅,0
15,∅,0
2,∅,0
25,∅,013,∅,0
77,∅,0
10,∅,0 16,∅,0
30,∅,0
(a) t0 : initialisation. Chaque sommet
est racine de son propre arbre.
Rt1
Rt48Rt12
Rt24
Rt78 Rt19
Rt15
Rt2
Rt25Rt13
Rt77
Rt10 Rt16
Rt30
1,∅,0
48,∅,012,∅,0
24,∅,0
78,∅,0 19,∅,0
15,∅,0
2,∅,0
25,∅,013,∅,0
77,∅,0
10,∅,0 16,∅,0
30,∅,0
(b) t′0 : démarrage. Chaque racine
broadcast son heartbeat.
Figure C.128 – Exemple de construction d’arbre inversé ; première partie.
L’étiquetage est de la forme {<Racine>, <Père>, <nbr sauts à la racine>}.
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R1
B48B12
B24
B78 B19
B15
R2
B25B13
B77
B10 B16
B30
1,∅,0
1,1,11,1,1
1,1,1
1,1,1 1,1,1
1,1,1
2,∅,0
2,2,12,2,1
2,2,1
2,2,1 2,2,1
2,2,1
(a) t1 : les arbres de racines 1 et 2
grandissent. Les fils propagent le
heartbeat.
R1
N48N12
N24
N78 N19
N15
R2
N25N13
N77
B10 B16
N30
1,∅,0
1,1,11,1,1
1,1,1
1,1,1 1,1,1
1,1,1
2,∅,0
2,2,12,2,1
2,2,1
1,12,2 1,48,2
2,2,1
(b) t2 : l’arbre de racine 1 prend le
dessus sur l’arbre de racine 2.
Rt1
N48N12
N24
N78 N19
N15
B2
N25N13
B77
N10 N16
B30
1,∅,0
1,1,11,1,1
1,1,1
1,1,1 1,1,1
1,1,1
1,10,3
2,2,12,2,1
1,10,3
1,12,2 1,48,2
1,16,3
(c) t3 : l’arbre de racine 1 grandit.
La racine 1 diffuse un nouveau
heartbeat pour maintenir son arbre.
R1
B48B12
B24
B78 B19
B15
N2
B25B13
N77
N10 N16
N30
1,∅,0
1,1,11,1,1
1,1,1
1,1,1 1,1,1
1,1,1
1,10,3
1,30,41,2,4
1,10,3
1,12,2 1,48,2
1,16,3
(d) t4 : l’abre de racine 2 est totalement
absorbé par l’arbre de racine 1.
Le nouveau heartbeat se propage.
Figure C.129 – Exemple de construction d’arbre inversé ; seconde partie.
L’étiquetage est de la forme {<Racine>, <Père>, <nbr sauts à la racine>}.
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C.2 Exemple de création de cycle
Les figures C.130 et C.131, p. 217 et 218 présentent un exemple de cas probléma-
tique lié à la création d’un cycle. En effet, en l’absence de mécanisme permettant à
un sommet d’identifier un heartbeat correspondant à une branche d’arbre à laquelle il
appartient déjà, il pourrait utiliser ce heartbeat pour re-joindre l’arbre, créant ainsi un cycle.
À terme, il est fort possible que le hearbeat de l’arbre de racine ayant pour identifiant 1
rattrape celui de l’arbre de racine ayant pour identifiant 2 et “l’écrase”. Ensuite, le hearbeat
peut continuer à circuler jusqu’à ce qu’il soit perdu : le nombre de sauts à la racine continue
d’augmenter indéfiniment. L’arbre peut donc rester dans un état anormal pendant un
certain temps. Il faut alors un événement (détection supposée de la perte d’un voisin ou
présence d’un nouveau heartbeat d’identifiant inférieur) pour venir perturber le système.
Dans le cas présent, la racine de l’arbre possédait déjà l’identifiant le plus petit possible.
Seule une détection de disparition peut aider à obtenir une forêt fonctionnelle.
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R1
N2
B9
N10
N11
N12
N13
(a) État initial. Le nœud 1 est racine de
l’arbre. Le nœud 9 retransmet un
heartbeat issu du nœud 1.
R2
N9
B10
N11
N12
N13
(b) Disparition de la racine 1. Le
nœud 2 détecte la disparition et devient
sa propre racine. Le nœud 10
retransmet un heartbeat issu du
nœud 1.
Rt2
N9
N10
B11
N12
N13
(c) Le nœud 2 transmet un heartbeat.
Le nœud 9 le reçoit (détecte alors la
disparition du nœud 1) et se rattache à
l’arbre de racine 2. Le nœud 11
retransmet un heartbeat issu du
nœud 1.
R2
B9
N10
N11
B12
N13
(d) Le nœud 9 retransmet le heartbeat
du second arbre. Le nœud 10 le reçoit
et se rattache également à l’arbre de
racine 2. Le nœud 12 retransmet un
heartbeat issu du nœud 1.
Figure C.130 – Cas problématique menant à la création d’un cycle ; première partie. La
racine 1 disparaît alors qu’un de ses heartbeats se propage. Le nœud 2 devient racine à son
tour.
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R9
N10
N11
N12
B13
(a) Disparition de la racine 2. Le
nœud 9 se rattache (à tort) à l’arbre de
racine 1 via le heartbeat qu’il a lui
même retransmis.
B9
N10
B11
N12
N13
(b) Les deux heartbeat continuent de se
propager.
B9
B10
N11
B12
N13
(c) Les deux heartbeat continuent de se
propager.
N9
N10
B11
N12
B13
(d) Les deux heartbeat continuent de se
propager.
B9
N10
N11
B12
N13
(e) Les deux heartbeat continuent de se
propager.
N9
B10
N11
N12
B13
(f) Les deux heartbeat continuent de se
propager. Le prochain pas de réécriture
est la figure b.
Figure C.131 – Cas problématique menant à la création d’un cycle ; seconde partie. Après
disparition de la seconde racine, les deux heartbeats se suivent. Celui d’identifiant 1 (le
bleu) se propage parce qu’il a le plus petit identifiant, l’autre (le rouge) se propage parce
qu’il annonce (au fils via son père) la disparition de la racine d’identifiant 1.
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C.3 Traitement en réception
Les tables C.16 et C.17 (p. 220 et 221) présentent les différentes configurations de
messages envisageables en fonction des paramètres intervenant dans l’algorithme de forêt
couvrante orientée inversée, avec et sans recherche d’un plus court chemin. Les caracté-
ristiques considérées pour déterminer la règle de réception à appliquer, le cas échéant,
sont :
– le fait que le heartbeat ait déjà été reçu ou non ;
– le fait que le message soit émis par le père dans l’arbre du nœud courant ou par un
autre nœud ;
– la priorité (ordre sur les entiers) de la racine proposée dans le message par rapport à
la racine actuelle ;
– la priorité (ordre sur les entiers) de la racine proposée dans le message par rapport
au nœud courant ;
– l’intérêt du chemin proposé (la longueur du chemin) dans le message par rapport au
chemin courant (uniquement pour les règles avec gestion du plus court chemin).
En fonction des critères ci-dessus, certaines configurations de messages ne peuvent pas
exister. Il existe deux raisons à cet impossibilité :
1. Selon le heartbeat, le nœud i est racine de l’arbre. Il en est donc source. Or i est censé
ne jamais avoir transmis ce heartbeat ⇒ contradiction.
2. Le heartbeat contient une racine h root d’identifiant à la fois inférieur ou égal à celui
de la racine courante de i, et supérieure à i. Par construction, ceci est impossible (la
racine de i est toujours inférieure ou égale à i) ⇒ contradiction.
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Annexe D
Spécification de la carte OVERO
Gumstix
Les cartes utilisées à bord des drones SCUAL et dans les bancs de test sol sont des
OVERO de chez Gumstix. Deux versions très proches de cette carte ont été utilisées :
l’Overo Earth COM [w127] et l’Overo Water COM [w128]. Les deux différences notables
entre ces versions de la carte sont les suivantes :
– l’Overo Water dispose d’un processeur TI OMAP 3530 plus rapide que le TI OMAP
3503 de l’Overo Earth (720MHz contre 600MHz) ;
– l’Overo Water dispose d’OpenGL avec accélération matérielle 2D/3D contrairement
à l’Overo Earth.
Les informations suivantes sont issues de la spécification technique de l’Overo Earth
COM disponible sur le site de GUMSTIX :
– ARM Cortex-A8 CPU
– Clock(MHz) : 600 MHz
– Performance : Up to 1200 Dhrystone MIPS
– Memory : 512MB RAM, 512MB Flash
– Features : OMAP3503 Application Processor, microSD card slot, TPS65950 Power
Management
– Expandability : via one 140-pin expansion board of Gumstix Overo series or custom,
140-pin expansion board via 27-pin camera board
– Connections :
– (2) 70-pin connectors with 140 signals for :
– I2C, PWM lines (6), A/D (6), 1-wire
– UART, SPI, Extra MMC lines
– Headset, Microphone
– Backup battery
– High Speed USB Host and USB OTG
– (1) 27-pin connector with signals for camera board
– Power : Powered via expansion board (Overo series or custom) connected to dual
70-pin connectors
– Layout : For OEM design, use layout version R2606 or later, shown here.
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– Size : 17mm x 58mm x 4.2mm (0.67 in. x 2.28 in. 0.16 in.)
– Weight : GS3503E @ 4.3g, GUM3503E @ 15.1g (incl. shipping case)
Annexe E
CARUS
Nous regroupons dans cette annexe différents exemples et raisonnements liés au chapitre
dédié à CARUS (Chap. 7, p. 159). Dans un premier temps, nous décrivons des situations
dans lesquelles un point se retrouve perpétuellement réaffecté par deux nœuds sans jamais
être effectivement visité (sec. E.1). La solution que nous avons mis en place pour remédier
à ces cas problématiques est également présentée. Nous décrivons ensuite un comportement
normal du système dans lequel deux nœuds en incident cessent leur traitement simultané-
ment, laissant l’incident sans traitement (sec. E.2, p. 227). Nous proposons une solution
qui pourrait être mise en place pour éviter que ce genre de situation ne se produise. Enfin,
nous proposons une réflexion sur les types d’incidents qui peuvent exister, en fonction de
leur mode de terminaison et de l’existence ou non de bornes inférieures et/ou supérieures
sur leur durée (sec. E.3, p. 229).
E.1 Affectation en alternance sans visite réelle
Cette section traite de situations problématiques dans lesquelles un point de la grille
peut se voir alternativement affecté à deux nœuds différents sans qu’aucun des deux ne le
visite jamais.
Problème potentiel. Nous travaillons ici avec 4 drones. La figure E.132 (p. 226) présente
un scénario de “conflit” sur le point 5 entre le nœud “Vert” et le nœud “Gris”. Si aucune
parade n’est mise en place, en fonction de la position des nœuds dans leurs parcours
respectifs au moment où surviennent des modifications dans les estimations (occasionnées
par des aléas dans les communications), le point 5 peut ne jamais être visité.
La source du problème peut être une radio présentant des phases de défaillance régu-
lières, en l’occurrence sur le quatrième nœud (de plus grand identifiant et donc le plus à
droite). Une telle défaillance implique une erreur dans l’estimation des nœuds présents
pour le reste de la flotte. On estime parfois que la flotte compte seulement 3 nœuds (lors
d’une défaillance de la radio) au lieu de 4. Le calcul des tranches de points est alors modifié
pour l’ensemble de la flotte. Le point 5 est alternativement affecté au nœud “Vert” et au
nœud “Gris” sans qu’aucun d’eux ne le visite effectivement.
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(a) 4 nœuds supposés. Vert est proche du
point 5 mais n’a pas à le traiter. Gris
devrait traiter le point 5 après avoir traité le
point 8.
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(b) 3 nœuds supposés (disparition
momentanée du nœud Bleu). Vert est déjà
en train de rentrer pour recommencer son
parcours au point 1. Gris ne traite pas le
point 5 : il traite les points 9 et 10.
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(c) 4 nœuds supposés (réapparition du nœud
Bleu). Le point 5 devrait être traité par le
nœud Gris, mais il est déjà en train de
revenir traiter le point 6.
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(d) 3 nœuds supposés (disparition
momentanée du nœud Bleu). Le nœud Vert
devrait traiter le point 5. Ceci est empêché
par la réapparition du nœud Bleu, qui
ramène le système dans la configuration de
la figure a.
Figure E.132 – Scénario problématique d’affectation alternative d’un point de la grille
entre deux nœuds. Les 4 drones présents sont Vert (ID 20), Gris (ID 21), Rouge (ID 22) et
Bleu (ID 23). Les figures représentent toutes les estimations (ici supposées identiques) de
Vert, Gris et Rouge. En répétant les étapes présentées ici (le passage de E.132d à E.132a
se fait sur réapparition de Bleu), le point 5, bien que toujours affecté à un nœud, peut ne
pas être effectivement visité.
Solution proposée. Pour pallier ce problème, chaque nœud s’affecte d’office les points
dont il considère qu’ils n’ont pas été effectivement visités depuis trop longtemps (sec. 7.4.3.3,
p. 173).
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E.2 Interblocage
Cette section traite de situations problématiques dans lesquelles deux nœuds qui se
trouvent en incident sur le même point peuvent le quitter simultanément. Ce point en
incident se trouve alors momentanément non traité.
Problème potentiel. L’algorithme décentralisé utilisé dans CARUS a été conçu de
manière à éviter qu’un nœud ayant la même priorité (ou une priorité inférieure) qu’un
nœud traitant déjà un incident ne puisse lui aussi entrer en incident sur le même point s’il
est au courant de la présence du premier. Il peut, néanmoins, arriver que deux drones ayant
la même priorité sur un point donné entrent tous deux en incident sur ce point. Cela peut
se produire s’ils prennent cette décision exactement au même instant, ou si les messages
pouvant informer le second drone que le premier est passé en incident se perdent.
Un exemple de scénario est donné figure E.133 (p. 228). Deux drones (appelés Gris et
Bleu) passent simultanément en incident sur le point 9 (fig. E.133b). Le comportement
inattendu réside dans le fait que ces deux nœuds (fig. E.133c), bien que chacun conscient
de la présence de l’autre, quittent tous les deux le point en incident (fig. E.133f), le laissant
ainsi non traité (au moins pour un certain temps). Chacun considère à un même ins-
tant que l’autre nœud est plus prioritaire (même propriétaire) sur le point 9 (fig. E.133d
et fig. E.133e). Ceci est dû aux communications qui impactent leur calcul respectif de la
répartition des tâches. Bien que ce comportement puisse être déroutant, ceci n’est pas
réellement un problème. En effet, le point en incident sera visité au prochain passage d’un
drone au courant du fait qu’aucun drone ne le traite.
Solution proposée. Dans le cas où l’on souhaite absolument garantir qu’à partir du
moment où un incident est détecté, il est continuellement surveillé (à l’exception de la
perte d’un drone), un système de relais peut être mis en place. Un drone souhaitant quitter
un point en incident (car il pense qu’un autre drone s’en charge également) envoie un
message signifiant son intention. Il ne quittera le point que s’il reçoit une réponse d’un
autre drone l’y autorisant. Celui qui répond “s’engage” alors à rester sur le point pour
assurer le traitement de l’incident. Si son message de réponse est perdu, les deux drones
resteront en incident (sec. 5.1.3, p. 112).
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(a) Répartition idéale.
1
2
3
6
5
4
7
8
9
12
11
10
13
14
15
(b) Rouge traite un incident sur le point 8
qui lui appartient. Gris et Bleu qui ont
récupéré les points non traités par rouge
s’approchent du point 9 qui est en incident.
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(c) Gris et Bleu (qui ont même priorité sur
le point 9) traitent simultanément l’incident
sur 9. Le reste de la flotte réagit en
conséquence.
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(d) Vue de Bleu qui estime que la flotte
compte deux drones, après la perte supposée
de Vert, de Rouge et de Jaune. Gris devient
propriétaire du point 9 (calcul de tranche).
Bleu lui laisse donc la main.
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(e) Vue de Gris qui estime que la flotte
compte 4 drones, après la perte supposée de
Rouge. Bleu devient propriétaire du point 9
(calcul de tranche). Gris lui laisse donc la
main.
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(f) Réalité. Gris et Bleu ont abandonné
simultanément le point 9 qui est pourtant en
incident. Celui-ci n’est momentanément plus
traité.
Figure E.133 – Scénario problématique d’interblocage. Les 5 drones présents sont Vert
(ID 20), Gris (ID 21), Rouge (ID 22), Bleu (ID 23) et Jaune (ID 24).
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E.3 Types d’incidents
Cette section traite des différents types d’incidents qu’il est possible d’imaginer en
fonctions de leur mode de terminaison (spontanée ou par intervention) et de critères
temporels sur leur durée (bornes inférieures et/ou supérieures connues ou non).
Du point de vue de nos mission, un incident existe à partir du moment où il est
détectable 1. Dans les tables E.18 et E.19 (p. 229 et 230), un incident commencé à t0 peut
durer entre min minutes et max minutes. Lorsque les bornes min et max sont absentes,
elles sont traitées comme 0 ou +∞. Formellement, on a t0 ≤ tfin ≤ tmax (tfin est l’instant
de fin de l’incident). La borne tmin est une information supplémentaire garantissant que
l’incident sera au moins détectable dans l’intervalle [t0; tmin]. La fin peut être spontanée
ou due à une intervention.
type d’incident
fin d’incident borne connue
par interv. spontanée min max
Naufragé sur un radeau dérive
indéfiniment ou existence d’un foyer
de radiation.
0 0 0 0
- -
Il est aberrant de parler de borne
min ou max pour un incident qui ne
termine pas.
0 0
Naufragé sur un radeau qui peut
tomber et se noyer instantanément
n’importe quand.
0 1 0 0
Nageur à la dérive qui peut tenir
jusqu’à max minutes dans l’eau
avant de se noyer.
0 1 0 1
Nageur à la dérive qui peut tenir au
moins min minutes dans l’eau avant
de se noyer.
0 1 1 0
Nageur à la dérive qui peut tenir
entre min minutes et max minutes
dans l’eau avant de se noyer.
0 1 1 1
Table E.18 – Exemples d’illustrations des différents types d’incidents. Partie 1.
1. Bien que dans le “monde réel” il serait bon de détecter un mégot de cigarette jeté à terre, nous ne
pouvons malheureusement que détecter le feu qui peut en résulter une fois qu’il est déclenché.
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type d’incident
fin d’incident borne connue
par interv. spontanée min max
Naufragé sur une île qui peut être
secouru n’importe quand grâce à sa
balise à énergie solaire.
1 0 0 0
Naufragé sur une île qui peut être
secouru et le temps de traitement
de l’incident est d’au moins min
minutes (e.g. acheminement des
secours + temps de l’intervention).
1 0 1 0
Il est aberrant de parler de borne
max pour un incident qui termine
uniquement sur intervention.
1 0 - 1
Naufragé sur un radeau qui peut
tomber et se noyer instantanément
ou être secouru n’importe quand.
1 1 0 0
Nageur à la dérive qui peut tenir
jusqu’à max minutes dans l’eau
avant de se noyer, ou qui peut être
repêché.
1 1 0 1
Nageur à la dérive qui peut tenir au
moins min minutes dans l’eau avant
de se noyer, ou qui peut être
repêché.
1 1 1 0
Nageur à la dérive qui peut tenir
entre min minutes et max minutes
dans l’eau avant de se noyer, ou qui
peut être repêché.
1 1 1 1
Table E.19 – Exemples d’illustrations des différents types d’incidents. Partie 2.
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