Human Circadian Phase Estimation from Signals Collected in Ambulatory Conditions Using an Autoregressive Model by Gil, Enrique A., et al.
152
JOURNAL OF BIOLOGICAL RHYTHMS, Vol. 28 No. 2, April 2013 152-163
DOI:10.1177/0748730413484697
© 2013 The Author(s)
Human Circadian Phase Estimation from Signals 
Collected in Ambulatory Conditions Using  
an Autoregressive Model
Enrique A. Gil,*
,†,1 Xavier L. Aubert,* Els I.S. Møst,* and Domien G.M. Beersma
†
*Philips Research, Eindhoven, the Netherlands, and 
†Department of Chronobiology, University of Groningen, 
Groningen, the Netherlands
Abstract  Phase estimation of the human circadian rhythm is a topic that has 
been explored using various modeling approaches. The current models range 
from physiological to mathematical, all attempting to estimate the circadian 
phase from different physiological or behavioral signals. Here, we have focused 
on estimation of the circadian phase from unobtrusively collected signals in 
ambulatory conditions using a statistically trained autoregressive moving aver-
age with exogenous inputs (ARMAX) model. Special attention has been given 
to the evaluation of heart rate interbeat intervals (RR intervals) as a potential 
circadian phase predictor. Prediction models were trained using all possible 
combinations of RR intervals, activity levels, and light exposures, each col-
lected  over  a  period  of  24  hours.  The  signals  were  measured  without  any 
behavioral constraints, aside from the collection of saliva in the evening to 
determine melatonin concentration, which was measured in dim-light condi-
tions. The model was trained and evaluated using 2 completely independent 
datasets, with 11 and 19 participants, respectively. The output was compared to 
the gold standard of circadian phase: dim-light melatonin onset (DLMO). The 
most accurate model that we found made use of RR intervals and light and was 
able to yield phase estimates with a prediction error of 2 ± 39 minutes (mean ± 
SD) from the DLMO reference value.
Keywords    circadian rhythms, phase estimation, circadian phase, HRV, RR intervals, 
ARMAX, ambulatory conditions
1.  To whom all correspondence should be addressed: Enrique A. Gil, Philips Research, Personal Health Solutions, HTC 
34.5.042, 5656AE Eindhoven, the Netherlands; e-mail: enrique.gil@philips.com.
Human beings possess an internal master biologi-
cal clock, located in the suprachiasmatic nuclei (SCN) 
region of the hypothalamus, which is responsible for 
the synchronization of all other secondary clocks in 
the body. The clock is advanced or delayed through 
environmental cues known as zeitgebers. Although 
many zeitgebers exist, by far, the most influential one 
is  light  (Czeisler  et  al.,  1989;  Wirz-Justice,  2007; 
Klerman et al., 1998). Through the exposure to differ-
ent light levels during the night and day, a person 
becomes entrained to the external light/dark cycle 
(Wirz-Justice, 2007; Lack et al., 2007; Lewy and Sack, 
1989). The master clock relays this timing informa-
tion to the secondary clocks to synchronize the vari-
ous  organs  and  influence  physiological  and 
behavioral signals such as core body and skin tem-
perature, heart rate, hormone levels, and the sleep/
wake cycle (Gompper et al., 2010; Van Someren and 
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Nagtegaal, 2007; Jewett et al., 1999; Hofstra and de 
Weerd, 2008; Kronauer et al., 1999; St. Hilaire et al., 
2007a; Levi, 2008).
Due to its location in the brain, it is very difficult 
to  assess  the  state  of  the  circadian  clock  directly. 
Therefore, one must rely on signals closely coupled 
to the master circadian clock (Klerman et al., 2002). 
Due to the complexity of these signals and the intri-
cate interaction between endogenous and exogenous 
factors, these signals are often subject to noise and 
masking effects, which make the assessment of the 
circadian phase a challenging task. One of the most 
widely accepted measures of circadian phase is dim-
light melatonin onset (DLMO) (Lewy and Sack, 1989; 
Pandi-Perumal et al., 2007). This requires the collec-
tion of saliva, blood, or urine samples either during 
the evening or over an entire night. From this mela-
tonin profile, DLMO can be calculated using one of 
several  described  methods  (Pandi-Perumal  et  al., 
2007). Controlling for masking effects requires moni-
toring the participants’ light exposure, activity level, 
and food intake. Another circadian phase marker is 
core body temperature (Klerman et al., 2002), which 
requires the ingestion of a temperature-recording pill 
or the use of a rectal thermistor. This method is inva-
sive  and  requires  that  the  participants  adhere  to 
behavioral constraints to minimize masking effects 
(Weinert, 2010; Brown et al., 2000). The procedures 
are time consuming, expensive, and inconvenient to 
the participants.
In an attempt to solve this problem, models have 
been derived that try to minimize the burden on par-
ticipants  by  using  noninvasively  collected  signals. 
Some commonly used signals are activity level, light 
exposure (Jewett et al., 1999; Kronauer et al., 1999; St. 
Hilaire et al., 2007b; Mott et al., 2011), and skin tem-
perature (Kolodyazhniy et al., 2011, 2012). The draw-
back  with  these  methods  is  that  they  require  the 
collection of data over extended periods of time, in 
some cases up to 1 week, to obtain accurate results. 
Given a model that uses unobtrusively collected sig-
nals in ambulatory conditions measured over a short 
period of time, circadian phase estimation could be 
done inexpensively with little to no burden to the 
participant. This would lead to a more efficient and 
practical way of assessing the circadian phase of a 
person and in turn improve the efficiency of the diag-
nosis of circadian rhythm irregularities. The method 
could furthermore help in monitoring the effects of 
light or hormone therapy (Kubota et al., 2002; Lack et 
al., 2007; Smith et al., 2008) or improve the timing of 
chronomedication (Levi, 2006; Levi and Okyar, 2011).
A signal that follows a circadian cycle, but is not 
used as a circadian phase marker, is heart rate vari-
ability  (HRV).  Heart  rate  variability  has  become  a 
common measure of cardiovascular regulation by the 
autonomic  nervous  system  (Task  Force  of  the 
European  Society  of  Cardiology  and  the  North 
American Society of Pacing and Electrophysiology, 
1996;  Scheer  et  al.,  2004;  Bilan  et  al.,  2005;  Freitas   
et al., 1997; Hayano et al., 1990). The balance between 
the sympathetic and parasympathetic nervous sys-
tems  changes  throughout  the  day,  and  this  is 
expressed in HRV as a modulation in the length of 
heart rate interbeat intervals (RR intervals) as well as 
in the spectral power at frequencies associated with 
sympathetic  and  parasympathetic  activation. 
Furthermore, the modulation of HRV can be attrib-
uted to endogenous circadian factors or to exogenous 
factors such as physical exercise, stress, and sleep. 
Several studies have aimed at separating the effects 
of  sleep  on  HRV  to  isolate  the  circadian  influence 
through  sleep  deprivation  (Anders  et  al.,  2010), 
forced  desynchrony  (Hu  et  al.,  2004),  or  ultradian 
rhythms (Boudreau et al., 2012). Physiologically, the 
circadian modulation of RR intervals originates at the 
SCN, which connects to the paraventricular nucleus 
(PVN) of the hypothalamus via separate presympa-
thetic and pre-parasympathetic neurons (Buijs et al., 
2003). The PVN is the region of the hypothalamus 
responsible  for  hormonal  and  autonomic  control. 
Furthermore,  the  PVN  is  connected  to  the  dorsal 
motor vagal nucleus, which is involved in the para-
sympathetic activity of the heart and to the pregan-
glionic sympathetic neurons in the intermediolateral 
cell column, which together regulate cardiac activity 
(Boudreau  et  al.,  2012).  Using  these  pathways,  the 
autonomic  function  of  the  heart  is  affected  by  the 
light/dark dependency of the SCN’s regulatory cir-
cadian signal.
Although  the  circadian  rhythmicity  of  the  HRV 
signal has been confirmed in a number of studies 
(Scheer  et  al.,  1999;  van  Eekelen  et  al.,  2004; 
Vandewalle et al., 2007; Boudreau et al., 2012), the 
signal is not used as a circadian marker or as a circa-
dian  phase  predictor  due  to  its  high  proneness  to 
masking  effects.  Both  heart  rate  and  HRV  can  be 
subject to masking effects from body posture, meals, 
physical and mental activity, sleep/wake cycle, or 
stress (Hayano et al., 1990). The high number of pos-
sible masking effects makes the circadian component 
of the signal difficult to assess. One way of demask-
ing the signal is applying a constant routine (Aoyagi 
et  al.,  2003),  but  this  method  induces  the  same 
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restrictions  and  impracticalities  mentioned  earlier. 
Extracting the circadian component could be done 
mathematically by either discriminating the dynam-
ics of masking signals from the dynamics of the cir-
cadian component or making use of other signals in 
parallel, which are known to affect or mask HRV. An 
example of this technique would involve monitoring 
physical activity simultaneously with the heart rate 
and then using this information to demask the HRV 
signal. Coupled with information about the person’s 
specific activities and behavior at different times, the 
magnitude  of  possible  masking  effects  could  be 
more reliably assessed. Using the differences in the 
dynamics  between  the  masking  and  the  circadian 
components can be done either through the selected 
features or through the type of model used. Extracting 
specific features from the HRV signal, either in the 
time or frequency domain, which are stable enough 
to  withstand  environmental  or  behavioral  influ-
ences, could lead to a more reliable circadian assess-
ment of said signal. From a modeling perspective, 
the type of model will have a significant effect on 
how the signal is processed and interpreted to arrive 
at  an  output.  Consequently,  the  processing  of  the 
HRV signal, the features extracted, and the type of 
model  used  are  all  interesting  aspects  that  can  be 
explored. Here, we will look into the RR intervals 
over 24 hours and will try to determine whether the 
RR intervals can be used as a predictor of circadian 
phase.
The focus of the present modeling approach will 
be  based  on  statistical  machine  learning.  In  this 
approach,  the  inputs  and  outputs  of  the  training 
dataset are known, and given a model structure, the 
model then learns the weights of the coefficients that 
best  optimize  the  resulting  output.  This  approach 
will be used to train an autoregressive moving aver-
age with exogenous inputs (ARMAX) model of a low 
order.
MATERIALS AND METHODS
Subjects and Protocol
Data from 2 individual studies were used for the 
training and validation of the model. The first study 
consisted of 14 healthy participants (6 females and 8 
males) with an age of 23.9 ± 1.9 years (mean ± SD). 
The  data  were  collected  at  the  Department  of 
Chronobiology  of  the  University  of  Groningen 
(Geerdink  et  al.,  2011).  Participants  were  healthy, 
without  depressive  complaints  (Beck  Depression 
Inventory-II, Dutch version <8 [Beck et al., 1996]) or 
sleeping problems, nonsmokers, had limited caffeine 
and alcohol consumption, and had not taken part in 
shift work or traveled across 2 or more time zones in 
the last 3 months. The participants had a body mass 
index  (BMI)  of  21.8  ±  2.4.  Based  on  the  weighted 
mean habitual midsleep (hMS) over 1 week using the 
Munich Chronotype Questionnaire (Roenneberg 
et al., 2003), the hMS had to be between 0415 h and 
0609 h. The hMS of the participants was 0500 ± 0035 
h. Late chronotypes were selected for purposes not 
relevant to this study. However, these data were also 
used in another study in which this criterion was of 
relevance  (Geerdink  et  al.,  2011).  The  study  was 
approved  by  the  medical  ethical  board  of  the 
University of Groningen, and all participants signed 
an informed consent form.
Participants  wore  an  Actiwatch  2  (Philips 
Respironics,  Pittsburgh,  PA)  on  their  nondominant 
wrist for the duration of the study, which monitored 
activity levels and light exposure in terms of illumi-
nance (lux). The participants were instructed to leave 
the watch uncovered to ensure continuous light data. 
On  day  3,  the  RR  intervals  were  measured  for  24 
hours using the Equivital Sensory Electronics Module 
(Philips Respironics). The RR interval is defined as 
the time between 2 successive R-peaks in an electro-
cardiogram (ECG). Following data collection of the 
RR interval, full nighttime saliva sampling was col-
lected at 1-hour intervals. Sampling started 9 hours 
before midsleep and ended 5 hours after midsleep, 
yielding  an  overnight  melatonin  profile.  The  data 
were collected between July and August. This data-
set, from now on referred to as dataset A, was used to 
train the model.
The second study consisted of 24 participants (12 
females and 12 males) with an age of 27.1 ± 3.8 years. 
The  data  were  collected  at  Philips  Research  in 
Eindhoven. Participants were healthy without pul-
monary, cardiac, or sleeping disorders; were not tak-
ing over-the-counter medication; were nonsmokers; 
consumed less than 3 units of alcohol per week; had 
a BMI of 22.4 ± 2.9; did not do more than 4 hours of 
physical exercise per week; consumed less than 350 
mg of caffeine per day (van Eekelen et al., 2004); and 
had not taken part in shift work or traveled across 2 
or more time zones in the last 3 months. No restric-
tions were imposed on the chronotype of the partici-
pants.  The  study  was  approved  by  the  internal 
ethical board of Philips Research, and all participants 
signed an informed consent form.
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During a 2-week collection period, the participants 
wore an Actiwatch Spectrum (Philips Respironics) on 
the nondominant wrist at all times to measure light 
exposure and activity rhythms. The participants were 
instructed  to  keep  the  watch  uncovered  to  ensure 
continuous light data and to press the event marker 
button when turning off the lights when going to bed 
and  in  the  morning  when  getting  up.  Their  sleep 
schedule was further monitored by keeping a sleep 
log (Roenneberg et al., 2003). An ECG was recorded 
at a sampling rate of 256 Hz for 30 hours continu-
ously from day 1 to day 2, ensuring at least 24 hours 
of usable data would be recorded. The ECG monitor 
(TMSI, Oldenzaal, the Netherlands) was connected 
to the participant using a standard 3-lead ECG place-
ment. On day 1, the participants were given 5 saliva 
samplers (Salivette, Sarstedt AG & Co., Nuembrecht, 
Germany). An hourly sampling schedule was agreed 
upon based on the person’s usual bedtime, counting 
back in 1-hour intervals. Compliance to the lighting 
conditions and the sampling times was assessed by 
having the participants press the event marker but-
ton on the Actiwatch Spectrum at the time that the 
saliva  sample  was  taken.  During  the  entire  sam-
pling period, starting 1 hour before the first sam-
ple, the participant wore blue light-filtering glasses 
(LowBlueLights,  Photonic  Developments  LLC, 
Walton Hills, OH). The same protocol was repeated 
on  day  8.  Each  of  these  recording  instances  is 
regarded as session 1 and session 2, respectively. 
These data were collected between November and 
February. This dataset, from now on referred to as 
dataset B, was used to validate the model.
The saliva samples of both datasets were analyzed 
in 1 batch using the Bühlmann Direct Saliva Melatonin 
RIA  (Bühlmann  Laboratories  AG,  Schönenbuch, 
Switzerland).  The  intra-assay  variance  was  10.69% 
for the low controls and 10.03% for the high controls. 
Interassay variance was 11.30% for the low controls 
and 12.18% for the high controls. The functional sen-
sitivity of the array was 0.9 pg/mL. The DLMO was 
calculated using a threshold of 3 pg/mL instead of 
the  25%  method  for  consistency  with  the  second 
dataset, which included only evening melatonin. The 
characteristics of dataset A and dataset B were com-
pared using Matlab version R2010b (The MathWorks, 
Natick, MA).
ARMAX Model
Time series models are used to identify and pre-
dict  the  future  values  of  a  time-dependent  signal 
based on statistical forecasting. Within the hierarchy 
of time series models, several model structures are 
available with varying degrees of complexity for dif-
ferent applications. Linear regression aims at model-
ing the relationship between an output variable and 
1  or  multiple  input  variables.  Another  time  series 
model is the autoregressive (AR) model in which the 
current value is a function of its past values given a 
time delay na. Continuing in this hierarchy, the mov-
ing average (MA) model is one in which the output is 
dependent on a weighted sum of the current and past 
values  given  a  time  delay  nc.  The  autoregressive 
moving average (ARMA) model is a combination of 
the 2 previous models. The ARMA model considers 
only  stochastic  trends  in  the  signal  and  is  able  to 
yield  a  more  compact  representation  of  processes 
than the AR or MA models individually (Box et al., 
2008; Tham, 1999; Ganesh et al., 2011). The ARMA 
models have been used in the context of biological 
systems to represent the dynamics of various systems 
(Perrott and Cohen, 1996). To influence the behavior 
of  the  ARMA  model,  it  is  necessary  to  take  into 
account external inputs. An extension of this model, 
which  does  precisely  that,  is  the  ARMAX  model 
(Hannan, 1976). The ARMAX model contains the AR 
and  MA  parts  like  the  ARMA  model,  however,  it 
includes a linear combination of external time series 
(exogenous inputs). Much like the ARMA model, it is 
able to give very compact representations of the sig-
nal processes but offers the possibility to also con-
sider deterministic trends.
The model structure of the ARMAX model (equa-
tion 1) for i input vectors is as follows:
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where u(t-nk) are the delayed inputs, y(t) is the 
output,  e(t)  is  the  noise  model,  and A,B,C  are  the 
model  coefficients.  The  term  nk  corresponds  to 
the delay, and q is the backward shift operator. The 
variable e(t) is a white-noise disturbance generated 
by the algorithm. It is uncorrelated with the input 
signals, is uncorrelated with itself, and has a con-
stant  variance  over  time.  The  model  identifies 
long-term trends in the input signals (exogenous 
inputs),  which  are  combined  linearly  to  produce 
the desired output. The current output depends on 
previous  inputs  and  delayed  inputs,  dictated  by 
the model parameters nb and nk, respectively. As in 
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AR models, past output values also influence the 
current output, with a delay na specified also by 
the  model  configuration.  This  implicit  recursion 
takes  into  account  the  past  context  beyond  the 
actual order of the model. Incorporating the MA 
portion,  the  model  also  includes  a  noise  distur-
bance value, or stochastic white process, of order 
nc. All these parameters determine the value of the 
model coefficients A,B,C (equations 2-4):
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n
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which are linearly combined to produce the output 
y(t).  The  values  of  the  a,b,c  weights  were  deter-
mined  using  an  adaptive  Gauss-Newton  method 
(Wills  and  Ninness,  2008).  The  term  B(q)  can  be 
considered  a  matrix  of  coefficients  b,  with  the 
number of columns determined by the nb parame-
ter  and  the  number  of  rows  determined  by  the 
number of input signals. As mentioned previously, 
the output of the model is influenced not only by 
the input and delayed input but also by a delayed 
output. This relation can be illustrated in the flow-
chart depicted in Figure 1.
Model Parameters and Testing
In statistical machine learning, the goal is to con-
struct a system that is able to learn to solve a problem 
given a set of example data containing inputs as well 
as their expected outputs. The example dataset can 
be used to select an appropriate model and to evalu-
ate the performance that is expected from the model. 
The  model  selection  can  be  done  by  training  and 
validating the model using 1 of 2 methods. Given a 
large enough dataset, the data can be divided into a 
training set and a validation set. The model can then 
be trained using the training dataset and then applied 
to the unseen data from the validation set. If the data-
set is not large enough to create 2 datasets, the cross-
validation technique can be used. A common form of 
this technique is the leave-one-out cross-validation 
(LOOCV) (Stone, 1974). In this method, the model is 
trained using all but 1 sample, and then the valida-
tion is carried out using that left-out sample. This is 
then repeated by leaving out a different sample and 
training on the rest until all samples have been used 
for the validation. To carry out both the model selec-
tion and evaluation of the model performance, these 
methods need to be combined. One option is to have 
3 datasets in which the first one is used for training, 
the second for validation, and the third for perfor-
mance evaluation. A second option is to do a double 
cross-validation, which is essentially a cross-valida-
tion in which the data are divided into 3 subsets. The 
last possibility is using a combination of the 2 afore-
mentioned techniques. The  model selection can be 
carried  out  using  the  cross-validation  technique 
applied on the training set, and a second indepen-
dent dataset is used for the performance evaluation. 
The model selection and performance evaluation in 
this study were carried out using this last method.
Prior  to  training  the  ARMAX  model,  the  input 
signals were preprocessed and scaled. The activity 
and light data were sampled at 1 sample per minute. 
The RR intervals extracted from the ECG signal (256 
Hz) were naturally nonuniformly sampled; therefore, 
the signal was resampled to match the sampling fre-
quency of the other signals. A median filter, with a 
window size of 15 minutes, was applied to smooth 
the signals and remove noise. Twenty-four-hour seg-
ments  of  each  signal  were  extracted,  aligned,  and 
standardized.  Standardization  was  done  using 
equation 5:
x =
x x
x . stand
mean
sd
− ( )
Various processing schemes of the light trace were 
applied.  First  of  all,  clipping  of  the  light  intensity 
values  at  1000  lx  was  compared  to  no  clipping. 
Furthermore, the light trace was processed using 3 
different  techniques,  and  the  performance  in  the 
Figure 1.  Flowchart of the ARMAX model.
(2)
(3)
(4)
(5)
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model of each was compared, namely the light inten-
sity as measured by the Actiwatch Spectrum in lux, 
using  a  logarithmic  compression  (equation  6) 
(Dumont and Beaulieu, 2007b) or using a power com-
pression  (equation  7)  (Kronauer  et  al.,  1999;  St. 
Hilaire et al., 2007). These 3 light traces were indi-
vidually used in the training of the models, and the 
performance of each was compared:
I =log 1+I t , log ( ) ( )
I = I(t) . pow
0.5
The  reference  output  signal  was  a  24-hour  cosine 
with an amplitude of 1, period of 24 hours, and phase 
equal to the DLMO. When using a time series model 
such as the ARMAX, it is necessary that the input and 
output vectors are of the same length. Given that the 
input vector is a 24-hour segment, the output vector 
must also comprise 24 hours of data. Since the param-
eter of interest was phase, the simplest way to express 
phase as a circadian signal is with a cosine having this 
particular phase shift. Using higher harmonics to com-
pose a melatonin profile would require a priori knowl-
edge of representative frequencies as well as amplitudes. 
This DLMO-coded cosine (equation 8) was used as the 
output signal in which the maximum of the cosine cor-
responds to the DLMO of the participant:
y t = (2 ft ). DLMO ( ) cos π −ϕ
The output of the ARMAX model was then fitted 
using a cosinor analysis, from which the maximum 
was obtained. This maximum was used as the DLMO 
prediction (DLMOpred), which was compared to the 
DLMO calculated from the melatonin profile. Figure 2 
provides a flowchart of the model.
The ARMAX model was trained with dataset A 
and evaluated using dataset B. The best set of coeffi-
cients and delays was determined using LOOCV by 
training on 10 participants and evaluating the results 
on 1. Having determined the best model parameters 
based on the Akaike information criterion (AIC) and 
SD of the error, the model performance was evalu-
ated using dataset B. Using these criteria, the best 
model  in  the  training  data  was  the  one  using  RR 
intervals and light with an order configuration of na 
= 3, nb = (3,3), nc = 1, and nk = (3,3). Building upon the 
description of the ARMAX model, this model con-
figuration can be interpreted as a third-order model, 
which looks at 3 points in each of the input signals 
(nb) and 3 points in the output itself (na). The model 
includes a delay (dead time) of 3 points for the input 
data (nk). There are 2 values for nb each with a value 
of 3, indicating that the same number of points is 
taken into account from both input signal streams, 
each with the same dead time nk. The models were 
not  retrained  or  modified  in  any  way;  the  signals 
from dataset B were simply processed in the same 
manner as those from dataset A. This was done using 
all possible input combinations of RR intervals, activ-
ity,  each  of  the  3  processed  light  signals  with  and 
without  clipping,  and  the  previously  described 
DLMO-coded  cosine  output  signal,  resulting  in  27 
ARMAX  models  of  a  third  order.  All  processing, 
modeling, and analysis were done using Matlab ver-
sion R2010b.
A  sample  of  each  of  the  input  signals  and  the 
DLMO-coded cosine signal together with the model 
output can be found in Figure 3. The signals have 
been preprocessed as outlined before and standard-
ized, and the light signal was compressed using the 
power law equation (7) with no clipping.
RESULTS
In dataset A, the heart rate measurement of 3 par-
ticipants  was  excluded  due  to  technical  problems 
with the heart monitor. Of the 48 recordings of data-
set B, 6 were excluded due to technical problems with 
the  ECG  monitors,  2  participants  failed  to  comply 
with the saliva sampling protocol, and 4 melatonin 
curves  were  excluded  due  to  melatonin  measure-
ment errors.
Figure 2.  Flowchart of the DLMO prediction model.
(6)
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There  was  no  significant  difference  (p  =  0.72) 
between the mean DLMO values for dataset A and B: 
2148  ±  0106  h  and  2150  ±  0048  h,  respectively. 
However, in line with the inclusion criteria, there was 
a significant difference (p < 0.01) in the hMS times. 
Participants in dataset A and dataset B had a mean 
midsleep time of 0506 ± 0047 h and 0349 ± 0045 h, 
respectively.  Hence,  the  angle  of  entrainment  was 
longer on average by about 1 hour for the subjects of 
dataset A  than  for  those  in  dataset  B.  In  addition, 
there was a significant difference (p = 0.01) between 
the mean age of both datasets (23.7 ± 1.8 years and 
26.7 ± 4.0 years, respectively), but no significant dif-
ference (p = 0.98) was found between the mean BMI: 
21.7 ± 2.5 and 21.8 ± 2.6, respectively.
Dataset B included 2 RR interval samples over 24 
hours  from  each  participant.  Both  instances  were 
recorded  in  the  same  manner,  and  there  was  no 
explicit element of intervention in the 
protocol that would lead to a differ-
ence in the DLMO values. However, 
during this 1-week period in between 
ECG recordings, lighting conditions, 
sleep schedules, and essentially any 
other  factors  relevant  to  circadian 
timing could be different. Therefore, 
to eliminate the effects that these dif-
ferences could have had on the com-
parison  of  phase  estimations,  the  2 
sessions were randomized. This means 
that the 2 sessions were assigned to 2 
groups randomly while ensuring that 
each participant was present in each 
group only once. The 2 sessions were 
analyzed separately, and the average 
of the 2 is presented here. The esti-
mate  errors  were  not  significantly 
different  (p  <  0.05),  and  therefore, 
they could be combined into 1 aver-
age error and 1 average SD. The dif-
ferent  scaling  and  light  processing 
schemes  were  tested  individually; 
however, only the results of the best 
performing  scaling  and  light  traces 
are shown. To give a comparison on 
the performance of the models, the 2 
sessions  for  the  validation  dataset 
were  reduced  to  include  only  the 
common  participants,  resulting  in  a 
total of 16 participants, as opposed to 
17 and 19 for the 2 sessions, respec-
tively.  Nevertheless,  the  evaluation 
was also run using all participants, and the results 
were not significantly different for any of the models 
(0.54 ≤ p ≤ 1.0)
From  the  27  models,  only  7  models  are  pre-
sented since only the best performing scaling and 
light processing schemes are shown. The best per-
forming models were selected based on the AIC, 
resulting  in  models  with  varying  levels  of  com-
plexity. Scatterplots of the expected DLMO and the 
predicted  DLMO  for  the  7  different  models  are 
shown in Figure 4. The third-order ARMAX mod-
els yielded a compact representation of signal pro-
cesses, ranging from 7 to 15 coefficients depending 
on the number of signals used.
The average error can be thought of as a bias or a 
calibration factor that can be applied uniformly to the 
outputs.  On  the  other  hand,  the  SD  of  the  error 
represents the error that can be expected among 
Table 1.  Average error (bias) defined as the difference between the expected DLMO 
and the predicted DLMO and SD of the error for the ARMAX models using activity, 
RR intervals, and light.
Signals Used in Model Error, Mean ± SD, min Pearson R p Value
Lightpow  –37 ± 56 0.548 0.03
Activity –8 ± 81 0.307 0.47
RR intervals 23 ± 56 0.650 <0.01
Activity, RR intervals –27 ± 40 0.654 0.01
Activity, lightlog 6 ± 57 0.606 0.01
RR intervals, lightpow 2 ± 39 0.712 <0.01
Activity, RR intervals, lightpow  –5 ± 39 0.722 <0.01
Pearson R coefficients indicating a significant correlation (p < 0.05) are shown in bold.
Figure 3.  Sample input and output signals.
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participants. Therefore, the SD of the error provides 
a more representative evaluation of the performance 
of the model, as it shows the range of errors that can 
be expected.
The  best  performing  model  was 
determined to be the RR interval and 
light model based on the SD of the 
error  and  the  Pearson  correlation. 
Figure  5  shows  the  Bland-Altman 
plots (Altman and Bland, 1983; Bland 
and  Altman,  1986,  1999)  for  this 
model  applied  to  the  2  sessions. 
Bland-Altman  plots  are  a  standard 
method  of  comparing  2  measure-
ments  and  determining  the  agree-
ment between the 2. In this case, the 
plots  compare  the  output  of  the 
model  to  the  reference  values  of 
DLMO.  The  systematic  bias  is  dis-
played as a solid line, which in this 
case corresponds to 4 minutes for ses-
sion 1 and 0 minutes for session 2 (an 
average bias of 2 minutes). The SDs 
of  the  error  are  also  shown  with 
dashed lines at 36 and 42 minutes for 
sessions  1  and  2,  respectively  (39 
minutes on average). In addition, the 
95% limits of agreement showing the 
magnitude  of  the  error  that  can  be 
expected  for  95%  of  the  population 
are  shown  with  dash-dotted  lines. 
This  allows  for  easily  assessing  the 
presence of outliers.
DISCUSSION
Phase  estimation  of  the  human 
circadian  pacemaker  is  possible 
through the use of various physiolog-
ical  signals,  which  rely  strongly  on 
the master circadian clock. However, 
to arrive at an accurate estimate with-
out  using  DLMO,  prolonged  data 
collections  are  necessary.  We  pre-
sented a method that is able to pre-
dict human circadian phase based on 
only  24  hours  of  data  recorded  in 
ambulatory conditions. Models using 
combinations  of  activity,  light,  and 
RR  intervals  were  presented,  and  it 
was  found  that  the  inclusion  of  RR 
intervals yielded the best performing models.
The RR intervals, or more broadly speaking HRV, 
are  dependent  on  the  autonomic  nervous  system, 
which  follows  a  circadian  cycle.  This  circadian   
Figure  4.  Measured  DLMO  versus  predicted  DLMO  for  each  subject  using  the  7 
ARMAX models presented in Table 1. Only 1 of the 2 sessions is shown. The plot shows 
the linear fit (center line) and the ±95% confidence interval.
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output  signal  is  highly  prone  to  masking  effects, 
making it difficult to assess the pure circadian com-
ponent of the SCN that is driving it. The ARMAX 
model structure presented here was able to extract 
circadian information from the different signals, par-
ticularly the RR interval signal, with only 24 hours of 
data.  The  masking  effects  from  daily  ambulatory 
activity did not degrade the result, given the model’s 
MA  smoothing  coupled  with  its  AR  behavior. 
Through  statistical  machine  learning,  the  ARMAX 
model determined the weight of each signal as well 
as the magnitude of the coefficients. In all models 
combining 2 or 3 signals, the RR interval signal was 
given the largest weight.
The gold standard of assessing circadian phase is 
DLMO due to its close dependence on the circadian 
pacemaker and its robustness (Lewy and Sack, 1989). 
In  the  evaluation  part  of  this  study,  2  melatonin   
measurements were taken 1 week apart. One cannot 
assume that given the ambulatory conditions and the 
lack of behavioral constraints, DLMO would remain 
constant during this time. Nevertheless, as a test of 
the prediction power of using one DLMO to estimate 
a second DLMO, the first session was compared to 
the second session. It was found that this estimation 
yielded an error of –12 ± 28 minutes (R = 0.841, p < 
0.01). If the 2 DLMO values were assessed in succes-
sive  days,  one  could  assume  that  the  correlation 
would  probably  be  higher.  However,  using  one 
DLMO value to estimate a second DLMO, without 
considering the data between the 2 sessions, is not 
ideal, given the nature of ambulatory conditions and 
the lack of behavioral restrictions that could lead to 
shifts that cannot be easily assessed.
Systematically  evaluating  the  results  obtained 
from the different models, it can be seen that the 
models using individual signals yielded large SD 
of the error values, with the RR intervals produc-
ing the lowest at 56 minutes (R = 0.650, p < 0.01). 
Combining signals resulted in an improvement of 
the results, as would be expected from the inclu-
sion  of  more  information.  However,  the  largest 
improvement was achieved from the combination 
of  RR  intervals  and  light.  Light  alone  yielded  a 
prediction error of 37 ± 56 minutes (R = 0.548, p = 
0.03), and RR intervals alone yielded a prediction 
error  of  –23  ±  56  minutes  (R  =  0.650,  p  <  0.01). 
When combining the 2 signals, the prediction error 
dropped to 2 ± 39 minutes (R = 0.712, p < 0.01). The 
combination of all 3 signals resulted in prediction 
errors very similar to those of the RR intervals and 
light model, with an error of –5 ± 39 minutes (R = 
0.722, p < 0.01). Therefore, the inclusion of activity 
did not provide the model with new information 
that  could  improve  the  estimates  of  circadian 
phase. To determine which of the signals provided 
redundant  information,  the  covariance  between 
signals was calculated. The covariance between the 
activity and light traces was 0.11, while the covari-
ance  between  the  activity  and  RR  intervals  was 
–0.68. This suggests that the information found in 
the activity signal was already well represented by 
the RR interval signal. Depending on the random-
ization of the 2 recording sessions, different SDs of 
the  error  were  obtained.  The  average  error  was 
always constant. The randomization was iterated 
400 times, and the average SD of the error along 
with the 95% confidence intervals of the SD of the 
Figure 5.  Bland-Altman plots of the model with the lowest 
error and SD of the error. The solid line labeled “Mean Diff” 
shows the mean difference between the predicted DLMO and 
the measured DLMO (bias), the dashed lines labeled “Mean 
Diff  ±  SD”  show  the  mean  ±  1  SD,  and  the  dashed  lines 
labeled “Mean Diff ± 1.96*SD” show the 95% limits of agree-
ment  defined  as  the  mean  difference  ±  1.96*SD.  (A)  The 
results of the model for session 1 with an error of 4 ± 36 min-
utes. (B) The results of the model for session 2 with an error 
of 0 ± 42 minutes.
 at University of Groningen on April 24, 2013 jbr.sagepub.com Downloaded from Gil et al. / HUMAN CIRCADIAN PHASE ESTIMATION    161   
error was calculated. For the selected model, the 
95% confidence interval was ±3 minutes, resulting 
in a range of SDs of the error of 36 to 42 minutes. 
Given  the  progression  of  the  improvement,  it 
seems  that  the  RR  intervals  alone  provided  the 
bulk of the information for the phase estimation. 
Once  the  other  signals  were  included,  the  esti-
mates  were  shifted  in  time,  yielding  lower  bias 
values and an improvement in the SD of the errors. 
As  previously  mentioned,  the  RR  intervals  were 
given the largest weighting by the statistical model 
training. The other signals provided a way of fine-
tuning  the  phase  estimates  given  their  lower 
weightings.
The  results  showed  that  the  model  with  RR 
intervals  and  light  yielded  the  best  estimates  of 
circadian phase. The circadian dynamics of HRV 
have been assessed in various studies such as those 
by Scheer et al. (1999), van Eekelen et al. (2004), 
Vandewalle et al. (2007), and recently Boudreau 
et al. (2012). However, its relevance to phase esti-
mation has been underestimated. The results pre-
sented  here  show  that  meaningful  circadian 
information can be extracted from a 24-hour seg-
ment of RR intervals and that this information can 
be  used  to  estimate  circadian  phase,  given  the 
appropriate  type  of  model  is  used.  In  addition, 
incorporating  light  into  the  model  resulted  in 
improvements  of  the  phase  estimates.  However, 
using  these  signals  alone  did  not  reveal  reliable 
phase  estimations,  despite  the  light’s  position  as 
the primary zeitgeber. This is expected as the light 
trace alone contains no information regarding the 
intrinsic period of the person or the dynamics of 
the response to light. As a common characteristic 
in  previously  mentioned  circadian  phase  estima-
tion models, it seems that it is rather the combined 
use of endogenous circadian signals such as HRV, 
and an environmental entrainment signal such as 
light, that is able to yield reliable estimates of the 
state of the circadian clock.
CONCLUSION
The current model, which uses RR intervals and 
light to estimate circadian phase, has been tested in 
normal ambulatory conditions. Given the interaction 
of  the  signals,  it  would  be  interesting  to  test  the 
effects of light therapy and whether this can be accu-
rately modeled using an AR model as presented here. 
In addition, other subject populations such as shift 
workers or pathological patients can be addressed to 
test the limits of the model and determine the mod-
el’s applicability to other conditions of interest.
Heart rate variability is a very rich signal that is 
often  studied  both  in  the  time  and  the  frequency 
domain. This study has focused only on the temporal 
sequence of RR intervals. Therefore, further work can 
be carried out, taking into account the spectral infor-
mation, which is more common practice, especially 
in the cardiology domain. Although the current mod-
els showed the importance of the RR intervals as a 
possible predictor of circadian phase, the magnitude 
of the circadian component in this signal is still not 
clear.  Therefore,  a  more  in-depth  analysis  of  HRV 
from  a  chronobiological  point  of  view  could  shed 
light  into  the  mechanism  by  which  the  circadian 
pacemaker influences HRV.
In addition to the signals tested here, other signals 
that can be collected noninvasively can be evaluated in 
future  models.  Skin  temperature  has  been  shown  to 
possess a circadian rhythm (Krauchi and Wirz-Justice, 
1994; Krauchi et al., 2000) and has also been used in a 
linear regression model (Kolodyazhniy et al., 2011) and 
a nonlinear neural network model (Kolodyazhniy et al., 
2012) to estimate circadian phase. Nevertheless, when 
considering other signals, emphasis must be given to 
the use of signals collected noninvasively, in ambula-
tory conditions, and for periods of time in the order of 
24  hours.  This  is  a  need  that  is  still  present,  and  it 
remains an ongoing challenge to provide accurate circa-
dian phase estimations readily and reliably, with as lit-
tle  patient  burden  as  possible.  Providing  practical 
methods that are less time consuming and less expen-
sive, while still delivering accurate results like the one 
we presented here, can help advance chronotherapeutic 
and chronomedical applications.
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