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AN ALGORITHM FOR BIPARABOLIC SPLINE 
Jlftf KOBZA 
(Received July 7, 1986) 
Summary. The paper deals with the computation of suitably chosen parameters of a biparabolic 
spline (of the tensor product type) on a rectangular domain. Some possibilities of choosing 
such local parameters (concentrated, dispersed parameters) are discussed. The algorithms for 
computation of dispersed parameters (using the first derivative representation) and concentraced 
parameters (using the second derivative representation) are given. Both these algorithms repeatedly 
use the one-dimensional algorithms. 
Keywords: spline functions, biparabolic splines, surface approximation 
AMS classification: 41A15, 65D05 
1. INTRODUCTION 
Let us have a rectangular domain D = {(x, y); a = x = b, c = y _ d) in the 
(x, y)-plane with two sets of knots in each variable (the knots of a parabolic spline 
xh yy, the knots of interpolation th Vj in the variables x, y) 
(Ax, At) 
a = x0 = t0 < xx < tx < x2 < t2 < . . . < *„_! < ;„_! < xn < tn = xn+l = b 
(Ay, Av) 
c = y0 = v0 < yx < vx < y2 < v2 < . . . < ym-1 < vm_i < ym < vm = ym+l = d . 
As is well-known, under quite weak assumptions on the sets of knots there exists 
a unique one-dimensional parabolic spline in each variable interpolating the given 
values at the knots of interpolation and fulfilling appropriate boundary conditions 
(see e.g. [2], [3], [4]). In the case of bicubic splines it is known how to use one-
dimensional algorithms for computation of the parameters for a two-dimensional 
spline on a rectangle (see [4] — [6]). The purpose of this paper is to show that with an 
appropriate representation of a biparabolic spline on the rectangle we may choose 
such a one-dimensional algorithm for a parabolic spline that we obtain the two-
dimensional algorithm for the biparabolic spline which works completely analogously 
to the bicubic case (see also [5], p. 103 — 104). 
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2. FORMULATION OF THE PROBLEM 
The given sets of knots (Ax, At), (Ay, Av) divide the rectangle D into small rec­
tangles Dij = {(x, y); x e [x(, x i + 1 ] , y e [yp y/+i]}. Thus, we have three different 
types of rectangles Dtj - lying in the interior, on the boundary, or at the corners 
of the rectangle D. The knots (points) of interpolation Ptj = (th vj) lie inside, on 
the boundary or at the corners of the rectangle Dij9 respectively — see Fig. 1. 
У 
y2 
v i ' 
Уi 
Уn=v9 












D ю ш v 7 % '////< 
V * 0 • <1 t i 1 <2 ł 2 X 3 
X 
Fig. 1. 
Definition l e s(x, y) is called a biparabolic interpolating spline on the rectangle 
D with the knots (Ax, At), (Ay, Av) to the given data (ftJ), i = 0(1) n, j = 0(1) m 
if H has the following properties: 
1° S(x, y) 6 C(1'l)(D) (continuous first derivatives Sx = 5 1 0 , Sy = S01 and mixed 
derivative Sxy = Sil); 
2° S(x, y) is a polynomial of the second degree with respect to x, y on each rectangle 
Dtp * - 0(1) M, j = 0(1) m; 
3° S(tt, Vj) = S(Pij) = fij, i = 0(1) n, j = 0(1) m (interpolation at the points 
For S(x, y) we may use the piecewise polynomial representation 
(IJ) S(x,y) = 
= a0 +
 ai* + a2y +
 a3x2 + aAxy + #5y2 + a6x2y + aixy2 + ^8* 2 y 2 
on each rectangle Dtj with nine coefficients ak, k = 0(1) 8, which are generally 
different on different rectangles Du (we omit here the indices i, j at the coefficients ak). 
The questions of existence and uniqueness are generally treated in ([1], [4]); here 
we find that with given (Ax, At), (Ay, Av), (ftJ), the spline S(x, y) on D is uniquely 
determined by the boundary conditions of various types — e.g. 
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a) S10(tt, y0) , S10(ti9 ym+1) i = 0(1) m 
Soi(xo> vj)» S01(xn+l9 Vj) j = 0(1) m (prescribed values) 
Su(xk, yP) , fe = 0, n + 1 , p = 0, m + 1 ; 
b) S20(*o> Vj) , S20(xn+l9 Vj) j = 0(1) m 
S 0 2 ( f f ,y 0 ) , M - W m + i ) I — 0(1) ft 
Su(xfc, yp) , fe = 0, n + 1 , p = 0, m + 1 
(we use the notation, e.g., S12(xh yj) = Sw(
x*> j ;)). 
We will use also another type of boundary conditions in our algorithm (L)l) (with 
interchanged first derivatives on the horizontal and vertical boundaries as compared 
to the case a)); the existence and uniqueness follows from the algorithm and can be 
proved analogously. 
To be able to work with the spline S(x, y) we need the algorithm which for S(x, y) 
computes the local parameters on Du from the global data defining the spline on D. 
These local parameters may be concentrated at one point of D(j or dispersed at 
several ones. 
3. CONCENTRATED PARAMETERS 
The piecewise-polynomial representation (P) of the spline S(x, y) defines uniquely 
the spline and its derivatives at all points of Dtj. On the other hand, given the values 
of S(x, y) and its derivatives 
(T) S, S10, S01, S20, Sll9 S02, S21, S12, S22 
at some point (x, y) e D{j, we can compute the coefficients ak of the representation 
(P) using the relations 
(1) a0 = S - xS10 - yS01 + (x
2S20 + 2xySlt + y
2S02)/2 -
(T-P) - (x2yS21 + xy
2S12)\2 - x
2y2S22j4, 
<*i = S10 - x520 - yS02 + y
2S12/2 - x.y
2S22/ 2 , 
«4 = Slt - xS21 - yS12 + xyS22 , 
2a3 = S20 - j;S21 + 3^
2^22/2, 2a5 = 502 - xS12 + x
2522/2, 
2a6 = 52 1 — yS22 , 2a7 = S12 — xS22 , 
4a8 = o 2 2 . 
4. DISPERSED PARAMETERS 
From the computational (or practical) point of view we sometimes prefer the local 
parameters of the spline to be dispersed and separated at the corners of Dtj and at 
the points of interpolation. For example, with bicubic splines we| use the parameters 
S, S10, S0l, SX1 at each of the corners of the element Dtj (see [4] —[6]), to be able 
to use repeatedly the one-dimensional algorithm with the first derivatives. For 
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a biparabolic spline, we have to choose such parameters which uniquely determine 
the biparabolic polynomial on D{j and together with an appropriately chosen one-
dimensional algorithm will result in the two-dimensional algorithm. 
At first sight, the nine parameters for the biparabolic polynomial on Dtj can be 
chosen as follows: 
(2) /y-«S(P t f)-=S(., , t>y); 
Sio> Sox at eacn °f tne corners of Dtj . 
However, these local parameters are not suitable, as the following lemma shows. 
Lemma 1. The nine parameters (2) do not generally determine the biparabolic 
polynomial S(x, y) on the rectangle D^. 
Proof. When we try to compute the coefficients of Taylor's expansion 
S(x, y) = S(xh yj) + S10(x - xt) + S01(y ~ yj) + 
+ i[S2o(x - xt)
2 + 2Stl(x ~ x,) (y - yj) + S02(y - y,)
2] + 
+ i[S21(x - xf)
2 (y - yj) + S12(x - xi) (y - yj)
2] + iS22(x - xt)
2 (y - y3)
2 
of S(x, y) at the point (xh yj) (all derivatives Srs are taken at this point) from the 
given information (2), we obtain a system of linear equations which generally has 
no solution. 
We obtain the same result when trying to compute the coefficients of Taylor's 
expansion of S(x, y) at the point (th vj), or to compute the coefficients of the piece-
wise polynomial representation of S(x, y) on Dtj from such data. 
We shall explain the details on the following example. Given S10, S01 at the corners 
of the unit square [0, 1] x [0, 1] and the value S(l/2, 1/2) = p, we try to find the 
coefficients ak of the (P) — representation to fit the given data. By comparison 
we obtain the system of equations 
(3) ax = S10(0,0), a2 = S01(0,0), 
at + 2a3 = S10(l, 0) , a2 + 2a5 = S01(0, 1) , 
a2 + a4 + a6 = 501(1, 0) , 
ax + a4 + a7 = S10(0, 1), 
a1 + 2a3 + a4 + 2a6 + a7 + 2a8 = S10(l, 1), 
a2 + aA + 2a5 + a6 + 2a7 + 2a8 = 501(l, 1) , 
a0 + axj2 + a2j2 + (a3 + a4 + a5)/4 + (a6 + a7 + a8)/8 = p . 
We can eliminate al9 a2, a3, a5 from the first four equations and a0 from the last 
equation, but the rest of the system forms a system of four equations with the deter-
minant equal to zero — so we generally have no solution of the whole system. 
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5. SUITABLY DISPERSED LOCAL PARAMETERS 
(*«) 
5.1. On the rectangle Du = {(x, y); xt = x ^ xi+1, yj g y ^ y^+J we denote 
/*7 = ^(**? y1) (the function value at the point of interpolation); 
™«7 = S10(X|, *>;) >
 m . + i j = S10(xi+l9 Vj) , 
ПІJ = S01(th Vj), чj+i S0i(ti,Уj+i) 
(the values of the first derivatives at the intermediate points on the boundary 
ofDij); 
Sij — ^ l l ^ І ? Уj) 9 SІ+1J ~ S І+U Sц\
Xi+í, Уj) 9 
siJ+l — ^ 1 1 V * / J y/+l) > si+lJ+l — Sll(xi+1> y/ + l ) 
(the values of the mixed derivative at the corners of D(J). 
Altogether we again have nine parameters for S(x, y) dispersed on Du as shown 
in Fig. 2. 
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Theorem 1. The nine parameters (Rtj) determine uniquely a biparabolic poly­
nomial S(x, y) on the rectangle D,7. 
Proof. Let us denote 
(4) h( = xiA 
ti ~ *i •• 
VJ - yj 
yj+i - yj, 
Pi > xi+1 - t, = xt + hi - ti = hi- Pi, 
Vj ~ yj = 9j > yJ+i ~Vj = yj + kj - vj = k}- q}, 
SlO> S01> S20> $IU ^02> ^21> ^12> S22 — 
the values of the derivatives of S(x, y) at the point Ptj = (tt, Vj) . 
From Taylor's expansion of S(x, y) at the point PtJ 
(Tij) S(x, y) = fj + S10(x - tt) + S01(y - Vj) + 
+ i[S20(x - ti)
2 + 2Sn(x - U)(y - vj) + S02(y - t>;)
2] + 
+ i[S21(x - t,)
2 (y - vj) + S12(x - tt) (y - t>;)
2] + 
+ \S22(x - t,)
2 (y - vj)2 
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we obtain 
S10(x, y) = S 1 0 + S20(x - *,) + S n ( y - v,) + S21(x - *,) ( j - vj) + 
+ iS 1 2 (y - vj)
2 + iS 2 2 (x - *,) (y - v,.)
2 , 
S01(x, y) = S 0 1 + S l l v x - *,) + S02(y - Vj) + JS21(x - ff)
a + 
+ S12(x - tt) (y - Vj) + iS 2 2 (x - tt)
2 (y - Vj), 
Su(x , j;) = S u + S21(x - rf) + Sl2(y - Vj) + S22(x - tt) (y - v,) . 
Applying these expansions to the parameters in (Rtj) at the appropriate points, 
we get the following system of linear equations for the eight parameters Skr 
(fc, r = 0 , 1 , 2): 
(5) mtJ = S1 0 - ptS20 , 
m i + 1 J = S1 0 + (/if - pl)S20, 
nij = S 0 1 ™ g/S02 , 
" i j+ i = S 0 1 + (fc; - qj) S0 2 , 
Sij = Sit - PiS2i - qjSi2 + PiqjS22 , 
*i+U = S1JL + (ht - pt) S 2 1 - qjS12 - (hf - pf) qjS22 , 
5 i J + i = S n - ptS21 + (fcy - qj) S1 2 - ^(fc, - qj) S22 , 
s*+i j + i = S n ~ (hi - Pi) S 2 1 + (fc; - qj) S1 2 + (hi - p^ (kj - g ;) S2 2 . 
This system has a unique solution 
(R - T) S 2 0 = ( m i + 1 J - my)/fc,, S0 2 = ( n i J + 1 - ntJ)\kj , 
S 1 0 = m0- + mi+lJ . pf/hf, S 0 1 = .n0. + n i J + 1 . qjjkj , 
S 2 2 = (si+1J+1 - s i + 1 J - s i J + 1 + Sij)l(hikj), 
S 2 1 = (si+iJ - stj)\ht + q,.S22 , 
S1 2 = ( s i J + i - stj)jkj + ^^22 , 
S n = ptS2l + qyS^ - ptqjS22 + s i ; . 
The boundary rectangles Doj9 Dn+lJi Di0, Dim+1 can be treated analogously by 
putting p0 = 0, Pm+1 = 0, go = 0, g„+1 = 0, respectively. 
5.2. Similarly, we can compute all coefficients of the piecewise polynomial repre-
sentation (P) from the data (RtJ). Applying (P) to the parameters in (RtJ)$ we obtain 
the relations 
(6) ftJ = a0 + alti + a2vs + a3t
2 + aAttVj + a^) + flg^ + aitfl2 + ^ ,2^2 ? 
m u = a t + 2a3xf + a4^. + 2a6xtVj + anv) + 2a8xft?
2 , 
m i J + 1 = ax + 2 a 3 x i + 1 + a4vs + 2a6x i+1t> / + a7u
2 + 2a8x i + 1 i ;
2 , 
nij = a2 + a4tt + 2a 5y ; + a ^ + 2a1ttyJ + 2a8f?>>7, 
nij+i = «2 + <Mi + 2«5yy+i + a6rf + 2a1tiyJ+1 + 2a8t
2yJ+x, 
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sij = «4 + 2a 6*i +
 2alУì + 4a8XíУj ! 
Ь i+lJ я 4 + 2 a 6 x ř + 1 + 2a7ҳ,. + 4 a 8 x ť + 1 ҳ , , 
Sfj+i = a4 + 2a6xt + 2a7yj+1 + 4a8xtyj+1 , 
si+u+i = a* + 2 a 6 x f + 1 + 2a7yJ+1 + 4 a 8 x f + 1 j ; y + 1 . 
The last four relations form a system of linear equations for a4, a6, a7, a8 with 
a unique solution; then we can calculate al9 a3, a2, a5 from the second till the fifth 
relation and, finally, a0 from the first relation. We obtain 
(R-P) a± = s,. (s.+w - - y W * . - (su+i - sij)yjlkj + 
+ (si+lJ+l ~ 5 i+U 
SІJ+I + sij)xiУjl(hikj) 
ae = (si+u ~ sij)yj+i ~ (si+u+i - sij+1)yjl(2hikj) 
ai = (sij+i - sij)xi+i ~ (si+u+i - si+i,j)xi'l(2hikj) 
as = (si+ij+i ~ si+u - su+i + sij)l(4hikj) 
a3 = (miJ+1 - mij)l(2hi) - Vj(a6 + a8Vj) 
at = rntj - (a4 + a7Vj) Vj - 2xtVj(a6 + a8Vj) - 2x(a3 
as = ("ij+i ~ nij)l(2kj) ~ h(ai + asU) 
ai = nu - (a 4 + a6tt) ti - 2ttyj(a7 + a8t() - 2a5yj 
ao = fij ~ 0i ' i ~ aiVj " a3*l - a4ttvj - a5t>* - a6f?t>, -
- a7tiv) - a8*f t>,
2 . 
5.3. It is a little surprising that the interchange of the derivatives S 0 1 and S 0 1 






Lemma 2. The nine parameters 
(Rtj) S(ti9 Vj), S10(th yj), S10(ti9 yJ+1), S01(xh Vj), S01(xi+1, Vj) , 
Sii(xi,yj), S11(xi+uyJ), Sxl(xi9 yj+1), Stl(xi+1, yj+1) 
do not generally determine a biparabolic polynomial on Dy. 
Proof . Denoting (for this proof only) 
Wij = S10(ti9 yj) , ntj = S01(xt, Vj) , stJ = S11L(xi, y,.) 
we get analogously to (5) the system of equations with different first four equations 
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(7) mtJ = S10 - qjSxl + q
2S12/2, 
m,, i+1 = S10 + (fe. - qj) Sii + (fcy - qj)
2 S12/2, 
«,7 = S0i - p,Su + p
2S21/2, 
»i+w = S01 + Sn(ft, - pi) + (hi - pi)
2 S21/2. 
The next four equations coincide with those in (5). We have now eight equations, 
but six unknowns only (S20, S02 do not appear in this system) — the system is over-
determined and generally has no solution. 
6. ALGORITHMS FOR ONE-DIMENSIONAL PARABOLIC SPLINES 
6.1. Algorithm with the first derivatives 
As is known (see e.g. [2], [3], [5]) a one-dimensional parabolic spline S2(x) 
for a given set of knots (Ax, At) and prescribed values (a,) at the points of inter-
polation (tt) can be expressed by 
(8) S2(x) = gt + (x - x, - pi) [m, + (mi+1 - m,) (x - xt + pi)/(2h,)] 
for x e [xf, x,+ 1 ] , where ht = xi+1 - xt, p, = tt - x„ gf = S2(rf), mf = S2(xf). 
The continuity of S2(x), S2(x) at the knots xt9 i = 1(1) n yields the following relations 
for the parameters mh i = 0(1) n + 1: 
m,_! + bfmi + c,mi+1 = ft, i = 1(1) n , 
= (h i_ x - p i _ ! )
2 > 0 , 
= pi(2hi - pi) ft,_-./ft, + (ft?., - p2-,) > 0, 
= p2hi_1/hi>0, 
fi = 2hi_!(ai ~ gf-i). 
We have to choose two other (usually boundary or periodicity) conditions to de-
termine the spline uniquely (the simplest possibility is to prescribe m0, mn+1 and to 
solve the tridiagonal system (m)). As shown in detail in [2], under* quite weak con-
ditions on the geometry of the sets of knots (Ax, At), 
N > |c0|, |6w+i| > \an+i\> 
the boundary conditions usually used (prescribed values of the first or second 
derivative, or linear combinations of their values) lead to a tridiagonal system 
of linear equations with strictly dominating diagonal. Periodicity conditions lead 
to a system with a cyclic tridiagonal matrix. So in such cases we have a unique 
solution (m,) which can be computed effectively by algorithms for special systems 





6.2. Algorithm with the second derivatives 
We have also another representation for the parabolic spline. Denoting 
(10) Mi = Sl(ti), i = 0(1) a, 
m = S'2(tt) = (gi+i - gO/^r,) - (x i+1 - tt)(ti+1 - x i + 1 + AtjMiKlAtt) -
- ('*+i - xi+1)
2 Mi+1l(2Att) , t = 0(1) n - 1 , 
"„ = {gn ~ gn-i + [(*« - ^ - i )
2 Mn„1 + (fn - x . , ) ^ ^ . , + xn - tm-x) M„]/2}: 
:Atn„x 
we have 
(11) S2(x) = Qi + n,(x - *,) + Mf(x - *f)
2/2 for x e [x„ x,+ 1] . 
The continuity conditions of the spline at the knots lead to the relations 
(M) aiMi_1 + b,M, + ctMi+i = f , , i = 1(1) n - 1 
wft* a, = [(x, - ^- .^/At , . ! ]2 Att.^At^, + At,), 
b, = [(t, - x,)(l + (x, - tt-JlAtt-J + 
+ (x,+ 1 - tt)(l + (*,+ 1 - Xt+1)lAtt)]l(Att-x + J*,) 
(12) c, = [(t,+ 1 - x,+ 1)/Ar,]
2 Attl(Att-t + Att) 
fi = 2[(g,+ 1 - g^Att - (g, - 0,-i)/^-i]/(-4*,-i + Ar,) 
for the unknown values M,. Two boundary conditions (e.g. conditions fixing M0, 
Mn+1 or the values of the first derivative, or some periodicity conditions) complete 
this system to a tridiagonal (or cyclic tridiagonal, under periodicity conditions) 
system of linear equations. More details are given in [2]. 
7. ALGORITHM FOR BIPARABOLIC SPLINE USING THE FIRST DERIVATIVES 
7.1. Suppose the biparabolic spline S(x, y) is uniquely determined by the data 
(13) (Ax, At), (Ay,Av) (the sets of knots) , 
ftj = S(th Vj) i = 0(1) n ; j = 0(1) m (conditions of interpolation), 
Mij = Siov*f> Vj) i = 0, n + 1 ; j = 0(1) m 1 
nij — S01(th yj) j = 0, m + 1 ; j = 0(1) n > (boundary conditions). 
ty = Sn(x„ j;y) i = 0, n + 1 ; jf = 0, m + lj 
The nine dispersed parameters (R(j) defining the spline S(x, y) on each of the rec-
tangles Dtj according to Theorem 1 can be computed from (13) via the following 
algorithm, based on the one-dimensional algorithm given in 6.1: 
Algorithm D 1 
1° Compute miy. = S10(xi, Vj), i = 1(1) n on the horizontal lines y = vj9j = 0(1) m 
from the valuesfii? m0j, mn+itj. 
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2° Compute ntJ = S01(th yj)> j = l(l) m on the vertical lines x = tt, i = 0(1) n 
using the values fij,nio> ni,m+i-
3° Compute su = SllL(xi, y/), j = 1(1) m on two vertical boundaries (i = 0, n + 1) 
using the values mu, si0, sitTn+1 
(here we use the fact that S10(x, y) is a parabolic spline with respect to the variable 
y, determined by the values of S10 and the boundary values 5 n o n a vertical 
line; likewise, S01 is a parabolic spline with respect to the variable x determined 
by the values of S01 and the boundary values Sxl on a horizontal line). 
4° Compute stJ = Stl(xh yj), i = 1(1) n from the values ntj, s0J, sn+1Jf 
j = 0(1) m -f 1 on horizontal lines. 
In all these four steps we use the one-dimensional algorithm as described in 6.1, 
working with tridiagonal systems of linear equations. As the result we obtain all the 
nine dispersed parameters (Rtj) of the spline S(x, y) on each rectangle Dtj. Using 
relations (R — T) or (R — P), we can pass to either Taylor's or a piecewise-poly-
nomial representation of S(x, y). 
If we need to compute the function value of the spline S(x, y) at a given point 
(x, y), we may repeatedly apply formula (8) in the following algorithm. 
Algorithm FV. 
1° Find ij such that xt ^ x = xi+1, ys = y ^ yj+1 (x, y given). 
2° Compute S(x, Vj) using mij9 S, mi+1J (formula (8)). 
3° Compute S01(x, j^) from su, ntj, si+1J , 
S01(x, y/ + i) from siJ + 1, niJ+1, si+1J+l. 
4° Compute S(x, y) using S01(x, yj), S(x, Vj), S01(x, yJ+1). 
7.2. Other types of boundary conditions 
The algorithm described in 7.1 can be used with boundary conditions of a more 
general type 
(14) b0jm0J + c0jmXj = f0j , . = Q ^ m 
an+lJmnj + bn+1Jmn+1J —fn+l,j> 
biOniO + ciOnil ~ fiO > i _ Q/J\ 
ai,m+lnim + bitJn+1nitm+1 = fittn+1 , 
Sij, i = 0, n + 1 ; j = 0, m + 1 given . 
Such a type of boundary conditions includes several important cases: 
a) The values m0j>
 mn+i,j> nio> ni,m+i are prescribed as in the basic Algorithm D 1. 
b) The values of the second derivatives are given on the boundary 
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roj = S20(x09 Vj), rn+1 j = S20(xn+1, Vj), ; = 0(1) m + 1 , 
Pto = S02(ti9 y0), pitm+1 = S02(ti9 ym+1) , i = 0(1) n + 1 , 
S 00» 5 0 , m + l > S / i + l , 0 > S / i + l , m + l • 
(A combination of the first and second derivatives on the vertical and horizontal 
lines near the boundary is also possible.) For transforming such boundary conditions 
to the type (14), we use the relations 
roj = (mu ~ moj)\K , rn+1J = (mn+1J - mnj)\hn 
PiO = (nil ~ nio)lh > Pt.m+1 = (ni,m+l ~ nim)lKn • 
c) The approximation of the first or second derivatives of S(x9 y) using the given 
function values ftJ and an appropriate formula of numerical differentiation 
(if there is no reason to prescribe the boundary conditions differently). 
7.3. The periodicity conditions for the one-dimensional spline lead to an algorithm 
in which we have to solve a cyclic tridiagonal system of linear equations (see [2]). 
With the help of this algorithm (in combination with the foregoing) we get, for the 
two-dimensional case on a rectangle: 
a) an algorithm for the two-periodical spline, 
b) an algorithm for the spline which is periodical in one variable and fulfils some 
other type of boundary conditions in the second variable. 
8. ALGORITHM FOR BIPARABOLIC SPLINE USING 
THE SECOND DERIVATIVES 
Using repeatedly the algorithm described in 6.2, we can compute concentrated 
local parameters (T) of the spline S(x9 y) determined for all Dtj by the global values 
(14) (Ax, At), (Ay9 Av) (the sets of knots), 
fij = S(ti9 Vj) i = 0(1) n , j = 0(1) m (interpolation conditions) , 
S20(th Vj) i = 0, n ; j = 0(1) m ' 
Soibh Vj) j = 0, m ; i = 0(1) n 
S22(ti, Vj) i = 0, n ; j = 0, m 
(boundary conditions) 
Algorithm D 2 
1° Compute S20(ti9 Vj) , i = 0(1) n 
Siobi>Vj), i = 0(l)n (using (10)) 
from the values fij9 S20(t0, Vj)9 S20(tn9 Vj)9 j = 0(1) m (horizontal lines). 
2° Compute S02(^5 vs) , j = 0(1) m 
Soibi'Vj)* J = 0(l)m 
from the values S02(*f, t>0), So2('i, vm+1),fijf i = o(l)« (vertical lines). 
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3° Compute S22(f0, Vj) , 
S22(tn, vj) j = 0(1) m 
S 2 i ( t0.
 Vj) ' S2l( tn. Vj) 
using the values on vertical boundaries 
S20(to> Vj) , S22(t0, v0) , S22(t0, vm) 
S20(t„. Vj) , S22(tn, v0) , S22(tn, vm) ; j = 0(1) m . 
4° Compute S22(r,., Vj) , i = 1(1) n - 1 , . , _ - * , 
M » f t » i ) . ' - 0 ( 1 ) I I J - l ( l ) m - l 
from the values S02(th Vj), S22(t0, Vj), S22(tn9 Vj) on the boundaries, 
S21(ti9vj), ( — 1(1) ft — 1 ( . 
S n M j ) . i = 0( l )n, J - H l ) m - 1 
from the values S0i('i> tiy), 521(r0, ^ ) , S2i(^, ^) (horizontal lines). 
So we have computed all the nine local parameters (T) concentrated at the point 
of interpolation for each rectangle DtJ. We can obtain a piecewise-polynomial 
representation for S(x, y) using relations (T — P) given in 3. 
9. IMPLEMENTATION AND NUMERICAL RESULTS 
In both algorithms described above we repeatedly have to solve systems of linear 
equations with tridiagonal or cyclic tridiagonal matrices. The components of these 
matrices depend on the geometry of the sets of knots and on the boundary conditions. 
Under several types of boundary conditions we have to solve many systems with 
the same matrix (e.g. in the case of prescribed first or second derivatives on the bound-
ary when computing on parallel lines). In such cases the decomposition algorithms 
can be used sucessfully. 
The first algorithm has been implemented on PMD-85 personal computer 
(BASIC-G) with the following possible boundary conditions 
— the general type (14) of boundary conditions; 
— given the first derivative on the boundary; 
— given the second derivative on the boundary; 
— the user has no conditions on the boundary (the program automatically approxi-
mates the first derivatives from the given function values); 
— periodicity conditions. 
We obtained exact results for the biparabolic polynomial S(x, y) -= x2 — y2 + 
+ xy — 1 (under proper boundary conditions) and satisfactory results for freely 
chosen periodic data (including graphic visualisation in one dimension). 
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S o u h r n 
ALGORITMY PRO BIPARABOLICKÉ SPLAJNY 
J I Ř Í KOBZA 
Práce se zabývá výpočtem parametrů biparabolického splajnu (typu tenzorového součinu) 
na obdélníkové oblasti. Po prozkoumání některých možností vhodného výběru parametrů 
určujících takový splajn (rozložené parametry (Rřj-), soustředěné parametry (T)) jsou uvedeny 
algoritmy pro výpočet rozložených parametrů (algoritmus D 1 — s prvními derivacemi) a sou­
středěných parametrů (algoritmus D 2 — s druhými derivacemi) z podmínek interpolace a 
z vhodných okrajových podmínek. Oba algoritmy opakovaně využívají algoritmů pro výpočet 
parametrů jednodimenzionálního splajnu. K výpočtu funkčních hodnot splajnu je pak možno 
použít (PP)-reprezentace nebo algoritmus (FV) s opakovaným výpočtem hodnoty jednodimen­
zionálního splajnu. 
Р е з ю м е 
АЛГОРИТМЫ ДЛЯ ДВУМЕРНЫХ ПАРАБОЛИЧЕСКИХ СПЛАЙНОВ 
J I Ř Í KOBZA 
В работе изучаются алгоритмы вычисления параметров двумерного параболического 
сплайна на прямоугольнике. Исследуются возможности подходящего выбора параметров 
сплайна (разложенные параметры (Кф, сосредоточенные параметры (T)). Приведены алго­
ритмы вычисления таких параметров из условий интерполяции и подходящих краевых условий 
(алгоритм D1 использует первые производные, алгоритм D2 вторые произвводные). Оба 
алгоритма используют циклическим образом алгоритмы для вычисления параметров одно­
мерных сплайнов. Для вычисления значения сплайна из его параметров можно пользоваться 
его многочленным представлением (РР) или алгоритмом (FV), в котором повторно ис­
пользуется алгоритм вычисления значений одномерного сплайна. 
Authoťs adress: Doc. RNDR. Jiří Kobza, CSc. PřF UP Olomouc, Gottwaldova 15, 
77 146 Olomouc. 
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