Abstract. In this paper, we propose a novel representation, called Multiscale Block Local Binary Pattern (MB-LBP), and apply it to face recognition. The Local Binary Pattern (LBP) has been proved to be effective for image representation, but it is too local to be robust. In MB-LBP, the computation is done based on average values of block subregions, instead of individual pixels. In this way, MB-LBP code presents several advantages: (1) It is more robust than LBP; (2) it encodes not only microstructures but also macrostructures of image patterns, and hence provides a more complete image representation than the basic LBP operator; and (3) MB-LBP can be computed very efficiently using integral images. Furthermore, in order to reflect the uniform appearance of MB-LBP, we redefine the uniform patterns via statistical analysis. Finally, AdaBoost learning is applied to select most effective uniform MB-LBP features and construct face classifiers. Experiments on Face Recognition Grand Challenge (FRGC) ver2.0 database show that the proposed MB-LBP method significantly outperforms other LBP based face recognition algorithms.
Introduction
Face recognition from images has been a hot research topic in computer vision for recent two decades. This is because face recognition has potential application values as well as theoretical challenges. Many appearance-based approaches have been proposed to deal with face recognition problems. Holistic subspace approach, such as PCA [14] and LDA [3] based methods, has significantly advanced face recognition techniques. Using PCA, a face subspace is constructed to represent "optimally" only the face; using LDA, a discriminant subspace is constructed to distinguish "optimally" faces of different persons. Another approach is to construct a local appearance-based feature space, using appropriate image filters, so the distributions of faces are less affected by various changes. Local features analysis (LFA) [10] , Gabor wavelet-based features [16, 6] are among these.
Recently, Local Binary Patterns (LBP) is introduced as a powerful local descriptor for microstructures of images [8] . The LBP operator labels the pixels of an image by thresholding the 3 × 3-neighborhood of each pixel with the center value and considering the result as a binary string or a decimal number. Recently, Ahonen et al proposed a novel approach for face recognition, which takes advantage of the Local Binary Pattern (LBP) histogram [1] . In their method, the face image is equally divided into small sub-windows from which the LBP features are extracted and concatenated to represent the local texture and global shape of face images. Weighted Chi square distance of these LBP histograms is used as a dissimilarity measure of different face images. Experimental results showed that their method outperformed other well-known approaches such as PCA, EBGM and BIC on FERET database. Zhang et al [17] propose to use AdaBoost learning to select best LBP sub-window histograms features and construct face classifiers.
However, the original LBP operator has the following drawback in its application to face recognition. It has its small spatial support area, hence the bit-wise comparison therein made between two single pixel values is much affected by noise. Moreover, features calculated in the local 3 × 3 neighborhood cannot capture larger scale structure (macrostructure) that may be dominant features of faces.
In this work, we propose a novel representation, called Multi-scale Block LBP (MB-LBP), to overcome the limitations of LBP, and apply it to face recognition. In MB-LBP, the computation is done based on average values of block subregions, instead of individual pixels. This way, MB-LBP code presents several advantages: (1) It is more robust than LBP; (2) it encodes not only microstructures but also macrostructures of image patterns, and hence provides a more complete image representation than the basic LBP operator; and (3) MB-LBP can be computed very efficiently using integral images. Considering this extension, we find that the property of the original uniform LBP patterns introduced by Ojala et al [9] can not hold to be true, so we provide a definition of statistically effective LBP code via statistical analysis. While a large number of MB-LBP features result at multiple scales and multiple locations, we apply AdaBoost learning to select most effective uniform MB-LBP features and thereby construct the final face classifier.
The rest of this paper is organized as follows: In Section 2, we introduce the MB-LBP representation. In Section 3, the new concept of uniform patterns are provided via statistical analysis. In Section 4, A dissimilarity measure is defined to discriminate intra/extrapersonal face images, and then we apply the AdaBoost learning for MB-LBP feature selection and classifier construction. The experiment results are given in Section 5 with the FRGC ver2.0 data sets [11] . Finally, we summarize this paper in Section 6.
Multi-scale Block Local Binary Patterns
The original LBP operator labels the pixels of an image by thresholding the 3×3-neighborhood of each pixel with the center value and considering the result as a binary string or a decimal number. Then the histogram of the labels can be used as a texture descriptor. An illustration of the basic LBP operator is shown in Fig. 1(a) . Multi-scale LBP [9] is an extension to the basic LBP, with respect to neighborhoods of different sizes.
In MB-LBP, the comparison operator between single pixels in LBP is simply replaced with comparison between average gray-values of sub-regions (cf. Fig.  1(b) ). Each sub-region is a square block containing neighboring pixels (or just one pixel particularly). The whole filter is composed of 9 blocks. We take the size s of the filter as a parameter, and s × s denoting the scale of the MB-LBP operator (particularly, 3 × 3 MB-LBP is in fact the original LBP). Note that the scalar values of averages over blocks can be computed very efficiently [13] from the summed-area table [4] or integral image [15] . For this reason, MB-LBP feature extraction can also be very fast: it only incurs a little more cost than the original 3 × 3 LBP operator. Fig. 2 gives examples of MB-LBP filtered face images by 3 × 3, 9 × 9 and 15 × 15 blocks. From this example we can see what influence parameter s would make. For a small scale, local, micro patterns of a face structure is well represented, which may beneficial for discriminating local details of faces. On the other hand, using average values over the regions, the large scale filters reduce noise, and makes the representation more robust; and large scale information provides complementary information to small scale details. But much discriminative information is also dropped. Normally, filters of various scales should be carefully selected and then fused to achieve better performance. 3 demonstrates MB-LBP features for intra-personal and extra-personal difference images (brighter pixels indicate greater difference). Using differential images, We also have another way to demonstrate the discriminative power of MB-LBP. We see that when scale of the MB-LBP filter become larger, thought both intra-personal variance and extra-personal variance decrease, it is more clear that with larger scale MB-LBP, intra-personal differences are smaller than that of the extra-personal.
Statistically Effective MB-LBP (SEMB-LBP)
Using the "uniform" subset of LBP code improves the performance of LBP based methods. A Local Binary Pattern is called uniform if it contains at most two bitwise transitions from 0 to 1 or vice versa when the binary string is considered circular [9] . It is observed that there are a limited number of transitions or discontinuities in the circular presentation of the 3×3 texture patterns; according to Ojala, this uniform patterns are fundamental properties of local image texture, they provide a vast majority amount all patterns: 90% for (8,2) type LBP, 70% for (16,2) type [9] .
However, the original definition of uniform LBP patterns based on the transition of pixel values can not be used for MB-LBP with blocks containing more than a single pixel. The reason is obvious: the same properties of circular continuities in 3×3 patterns can not hold to be true when parameter s becomes larger. Using average gray-values instead of single pixels, MB-LBP reflects the statistical properties of local sub-region relationship. The lager parameter s becomes, the harder for the circular presentation to be continuous.
So we need to redefine uniform patterns. Since the term uniform refers to the uniform appearance of the local binary pattern, we can define our uniform MB-LBP via statistical analysis. Here, we present the concept of Statistically Effective MB-LBP (SEMB-LBP), based on the percentage in distributions, instead of the number of 0-1 and 1-0 transitions as in the uniform LBP.
Denote f s (x, y) as an MB-LBP feature of scale s at location (x, y) computed from original images. Then a histogram of the MB-LBP feature f s (·, ·) over a certain image I(x, y) can be defined as: To reflect the uniform appearance of MB-LBP, we define the statistically effective MB-LBP (SEMB-LBP) set of scale s as follows:
where Rank[H s (l)] is the index of H s (l) after descending sorting, and N is the number of uniform patterns. For the original uniform local binary patterns, N = 58. However, in our definition, N can be assigned arbitrarily from 1 to 256. Large value of N will cause the feature dimensions very huge, while small one loses feature variety. Consequently, we adopt N = 63 for a trade-off. Labeling all remaining patterns with a single label, we use the following notation to represent SEMB-LBP:
where Index s [f s (x, y)] is the index of f s (x, y) in the set SEM B-LBP s (started from 0).
AdaBoost Learning
The above SEMB-LBP provides an over-complete representation. The only question remained is how to use them to construct a powerful classifier. Because those excessive measures contain much redundant information, a further processing is needed to remove the redundancy and build effective classifiers. In this paper we use Gentle AdaBoost algorithm [5] to select the most effective SEMB-LBP feature.
Boosting can be viewed as a stage-wise approximation to an additive logistic regression model using Bernoulli log-likelihood as a criterion [5] . Developed by Friedman et al, Gentle AdaBoost modifies the population version of the Real AdaBoost procedure [12] , using Newton stepping rather than exact optimization at each step. Empirical evidence suggests that Gentle AdaBoost is a more conservative algorithm that has similar performance to both the Real AdaBoost and LogitBoost algorithms, and often outperforms them both, especially when stability is an issue.
Face recognition is a multi-class problem whereas the above AdaBoost learning is for two classes. To dispense the need for a training process for faces of a newly added person, we use a large training set describing intra-personal or extra-personal variations [7] , and train a "universal" two-class classifier. An ideal intra-personal difference should be an image with all pixel values being zero, whereas an extra-personal difference image should generally have much larger pixel values. However, instead of deriving the intra-personal or extra-personal variations using difference images as in [7] , the training examples to our learning algorithm is the set of differences between each pair of local histograms at the corresponding locations. The positive examples are derived from pairs of intrapersonal differences and the negative from pairs of extra-personal differences.
In this work, a weak classifier is learned based on a dissimilarity between two corresponding histogram bins. Once the SEMB-LBP set are defined for each scale, histogram of these patterns are computed for calculating the dissimilarity: First, a sequence of m subwindows R 0 , R 1 , . . . , R m−1 of varying sizes and locations are obtained from an image; Second, a histogram is computed for each SEMB-LBP code i over a subwindow R j as
The corresponding bin difference is defined as
The best current weak classifier is the one for which the weighted intrapersonal bin differences (over the training set) are minimized while that of the extra-personal are maximized.
With the two-class scheme, the face matching procedure will work in the following way: It takes a probe face image and a gallery face image as the input, and computes a difference-based feature vector from the two images, and then it calculates a similarity score for the feature vector using the learned AdaBoost classifier. Finally, A decision is made based on the score, to classify the feature vector into the positive class (coming from the same person) or the negative class (different persons).
Experiments
The proposed method is tested on the Face Recognition Grand Challenge (FRGC) ver2.0 database [11] . The Face Recognition Grand Challenge is a large face recognition evaluation data set, which contains over 50,000 images of 3D scans and high resolution still images. Fig. 5 shows a set of images in FRGC for one subject section. The FRGC ver2.0 contains a large still training set for training still face recognition algorithms. It consists of 12,776 images from 222 subjects. A large validation set is also provided for FRGC experiments, which contains 466 subjects from 4,007 subject sessions. The proposed method is evaluated on two 2D experiments of FRGC: Experiment 1 and Experiment 2. Experiment 1 is designed to measure face recognition performance on frontal facial images taken under controlled illumination. In this experiment, only one single controlled still image is contained in one biometric sample of the target or query sets. Experiment 2 measures the effect of multiple still images on performance. In Experiment 2, each biometric sample contains four controlled images of a person taken in a subject session. There are 16 matching scores between one target and one query sample. These scores are averaged to give the final result.
There are total 16028 still images both in target and query sets of experiment 1 and 2. In the testing phase, it will generate a large similarity matrix of 16028 by 16028. Furthermore, three masks are defined over this similarity matrix, thus three performance results will obtained, corresponding to Mask I, II, and III. In mask I all samples are within semesters, in mask II they are within a year, while in mask III the samples are between semesters, i.e., they are of increasing difficulty.
In our experiments, All images are cropped to 144 pixels high by 112 pixels wide, according to the provided eyes positions. A boosting classifier is trained on the large still training set. The final strong classifier contains 2346 weak classifiers, e.g. 2346 bins of various sub-region SEMB-LBP histograms, while achieving zero error rate on the training set. The corresponding MB-LBP filter size of the first 5 learned weak classifiers are s = 21, 33, 27, 3, 9. We find that a middle level of scale s has a better discriminative power.
To compare the performances of LBP based methods, we also evaluate Ahonen et al's LBP method [1] and Zhang et al's Boosting LBP algorithm [17] . We use LBP u2 8,2 operator as Ahonen's, and test it directly on FRGC experiment 1 and 2 since their method needs no training. For Zhang's approach, we train an AdaBoost classifier on the large still training set in the same way of our MB-LBP. The final strong classifier of Zhang's contains 3072 weak classifiers, yet it can not achieve zero error rate on the training set.
The comparison results are given in Fig. 6 , and Fig. 7 describes the verification performances on a receiver operator characteristic(ROC) curve (mask III). From the results we can see that MB-LBP outperforms the other two algorithms on all experiments. The comparison proves that MB-LBP is a more robust representation than the basic LBP. Meanwhile, because MB-LBP provides a more complete image representation that encodes both microstructure and macrostructure, it can achieve zero error rate on the large still training set, while generate well on the validation face images. Furthermore, we can also find that MB-LBP performs well on Mask III, which means that it is robust with time elapse. 
Summary and Conclusions
In this paper, we present a Multi-scale Block Local Binary Pattern (MB-LBP) based operator for robust image representation. The Local Binary Pattern (LBP) has been proved to be effective for image representation, but it is too local to be robust. The Multi-scale Block Local Binary Patterns (MB-LBP) use sub-region average gray-values for comparison instead of single pixels. Feature extraction for MB-LBP is very fast using integral images. Considering this extension, uniform patterns may not remain the same as those defined by Ojala et al [9] . To reflect the uniform appearance of the MB-LBP, we define our Statistically Effective MB-LBP (SEMB-LBP) via statistical analysis. Simply using absolute difference between the same bin of two histograms as dissimilarity measure, we finally apply AdaBoost learning to select the most effective weak classifiers and construct a powerful classifier. Experiments on FRGC ver2.0 show that MB-LBP significantly outperforms other LBP based method. Since MB-LBP can be viewed as a certain way of combination using 8 ordinal rectangle features, our future work may be combining eight or more ordinal features [2] in a circular instead of rectangle features. While ordinal filters are sufficient and robust for comparison of image regions, we expect that this kind of combination will be more powerful for image representation.
