Abstract-A specific distributed decisionmaking problem is considered that reflects essential aspects of tactical command and control teams, particularly communications and limitations to human information processing induced because of time pressure. A constrained optimization problem is fonnulated to maximize overall team performance subject to individual limitations. The results of a systematic investigation of possible solutions are described in terms of performance and workload interactions. In particular, optimal solutions arise where team members act randomly and/or introduce errors. Though results obtained are specific to the case study, a number of more generally applicable principles are evident.
I. INTRODUCTION IN A VARIETY of tactical command and control situations it is often the case that information and/or authority are distributed among several commanders or decisionmakers, either because of geographical separation or simply because the amount of information to be processed is too great. For the overall command and control organization to function effectively relevant information must be exchanged in a timely manner so that coordinated and informed decisions are made by individual organization members. However, because individual members are subject to information processing limitations, it is necessary to select protocols and decisionmaking procedures so that the workload remains within prescribed limits. Thus a key issue in the analysis of distributed decisionmaking situations is to understand how overall team performance is affected by each individual's workload limitations.
The purpose of this paper is to examine a specific distributed decisionmaking situation in detail. Though the structure of each problem component appears simple, the analysis of the overall problem reveals that complex and subtle relationships occur, some of which give rise to guidelines for examining actual distributed command and control situations.
The case study to be considered is basically a modified team theoretic problem that is motivated by an informaManuscript received February 21, 1986; revised May 2, 1986 . This work was supported by the Office of Naval Research under Grants ONR/N00014-77-C-0532 (NR 041-519) and ONR/N00014-84-K-0519 (NR 649-003).
K. tion processing situation typical of a command and control context. In the usual team theoretic analysis a main goal is to obtain normative decision rules that represent the desired behavior of each decision agent or team member [1] . Actual member behavior may be different than normative, however, due to unmodeled aspects of human behavior. The present formulation explicitly incorporates descriptive models of actual human behavior that represent the processing load incurred in task execution. Thus the problem is to choose a decision rule for each member so that team performance is optimized subject to feasibility with respect to individual workload limits. The next section details the case study problem. A two-member tandem structure is used, and the characteristics of normative team behavior for this structure are reviewed. A key feature of team member decision rules is the presence of thresholds which each member uses to make comparison tests. A model for the information processing required to execute such a test is then described, with processing time used as the measure of workload. The complete model for each member's actual behavior includes a second element, however, which accounts for behavior when the processing time for threshold tests exceeds the time allowed. This element derives from human ability to trade accuracy for speed. Two different trade-off mechanisms are illustrated, one for each member. The overall actual behavior and processing load realized is parameterized by the decision thresholds used and by certain other parameters that figure in the speed/accuracy trade-off capability. The (i = 0,1)
The decision rules in (1) are such that t20 > t21 (2) which means that if the first member indicates that H = H°b y selecting ul = 0, the second member uses a threshold that biases him to agree with the first member's indication. A symmetric solution exists that interchanges the values of (1) 
as shown in Fig. 2 . This model captures the fact that observations are centered on zero and that response time tends to decrease as the uncertainty in the response required decreases [3] . In (3) as t becomes large in absolute value (for b # 0), most observations will fall only on one side of t, so a human can partially prejudge his response. Using the model in (3) (6) which is illustrated in Fig. 3 . In (6) , q1 is the frequency of guessing and d, is a scale factor. Note that when one option is used exclusively, (6) is zero.
In sum, the actual decision rule executed by the first member is given by K1 as follows:
The input/output behavior in (7) has an associated average processing time of Tpl where Tp, = (1 -ql) tpln(tl) + q1 * tplg + d, * (1-ql) q1. (8) The model given in (7) and (8) input/output behavior of the second member, denoted K2, is as follows:
where q2 is a new parameter that represents the likelihood of threshold comparison errors. In other words, the second member performs the threshold comparison test correctly a fraction (1 -q2) of the time and makes an error on the fraction q2 of the observations processed. The specific relationship between input/output errors q2
and time stress (T versus T2) is based on a second mechanism whereby humans have been known to trade speed for accuracy. Pew [6] has observed a loglinear relationship between the "odds ratio" (1 -q2)/q2 and processing time. Specifically, assume that q2= q2(T72 f2) -(1 ± ef(Tp2,T2)) 1 and f =fs ' (T2-Tp2) + fm Tp2 > T2 fJm Tp2 < T2
(11)
For analytical convenience it is assumed that fm <°, which effectively means that the minimum value of q2 is nonzero.3
The relationship defined in (11) and (12) is illustrated in Fig. 4 . To understand the behavior assumed for the second member, consider the special case where the thresholds t2i and the distribution p(ul) are fixed, implying a value of processing time T2 for the second member. So long as Tp2 is less than T2, the member is able to perform his processing task at maximum accuracy fin; in Fig. 4 this corresponds to the segment on the f = f,,m line. As T2 is decreased below Tp2, however, the member has insufficient time to perform his task, so accuracy begins to suffer; the logarithm of the odds ratio declines linearly with decreasing T2, where the rate of decline is given by the parameter f,. Implicit in the model is that accuracy never declines below f = 0, which corresponds to completely random behavior by the second member. Finally, note that since they can be derived from 3In (11) and (12) the deadline for the second member is represented as a free variable T2. Subsequent analysis presented in this paper will, however, assume that T2 is fixed at a given value -2. If r2 were left as an independent variable subject to some maximum limit, it is straightforward to show that due to the monotonic relationship of q2 and T2 the second member's deadline should always be set at that maximum. known human behavior, values for fs and fm are considered to be fixed parameters.
Problem Statement
Assuming that the deadline of the second member is fixed at a given value T2 = -2' four independent variables exist that have been specified within the models of team members. They include the three comparison thresholds (tl, t20, t21) and the amount of guessing by the first member (ql). Substituting Kj for YJ* and accounting for the processing time limitations of each member, a constrained optimization problem can be formulated with the objective of miniiizing J0, the total error probability for u2 (which is also that of the team), subject to meeting the processing time limitations of each member.
Constrained In Fig. 8 neither region admits the exclusive use of tl. In O, 1 (15) Fig. 8(a) , however, point E is closer than point B, where the former is such that q, # 0 and the latter is the nearest tive distribution feasible point where q1 = 0. In Fig. 8 wer boundary is represent a special case tied to the presence of switching 1 and the guess-overhead, nor is it dependent on having the bias in guess-S corresponds to ing at 0.5. Fig. 9 shows the same constraints for a bias of e gi = 0.5. When g1 = 0.75.
points Y and Z
Thus as with the second member, for purposes of optiIn terms of the mizing team performance it may be desitable to have the he interior or on first member behave randomly a fraction of the time.5 -ro guessing frac-Though this may seem counterintuitive it is a direct conset the normative quence of the interaction between performance and upper boundary workload. Furthermore, the result emphasizes the fact that ion in Fig. 7 has workload and performance, though dependent on the same eceiver onerating fundamental parameters, are really distinct quantities. This '7] . In particular, when the operatarer to (po, Pl). 
Reversing Signals-An Alternate Solution Concept
The characteristics of the solution of problem CTD have illustrated how team performance can be improved by carefully adjusting the workload of individual members. The trade-off between workload and performance can be a subtle one, even in the particular case study at hand. As an extreme case in point, it is possible, because of the effects of processing time constraints, that a reversal of the interpretation of the signal sent from the first member to the second can yield a lower team detection error. This phenomenon is documented in [8] . An intuitive discussion of why this can be the case follows.
Recall that in solving for normative threshold values two equivalent solutions exist. One is that the first member indicates H = H1 by selecting ul = 1 if Y1 > t> , which in turn selects a threshold t* that biases the second member. A symmetric solution is for the first member to send ul = 0 when Yi > tl. However, the second member must then reverse his interpretation of the value of ul received when he selects his threshold ti,. Suppose the second member is constrained in terms of processing resources according to the model in (9) . Assuming that the first member's operating characteristics are fixed, the processing time required by the second member depends only on the values of t *. If b20 # b21, then it is entirely possible that the two solutions in Table I To highlight particular mechanisms of how one member can affect the other and also team performance, consider the following special case. Suppose that the second member's processing time is independent of the threshold positions, i.e., b2i = 0 and that the switching overhead for the second member is significant. In addition, assume the deadline -2 is such that a20 > 2 > a2l (17) which means that it takes longer to use threshold t20 than it does to use t2l. Finally, assume that the first member is workload unconstrained. For this special case problem CTD can be summarized in terms of Fig. 10 . Since Tp2 is independent of t2i, its variation is due entirely to variation in p(ul) which is determined by the first team member through placement of tl. The Recall (from (12)) that a given value of T determines a locus of f values as a function of T2. With T2 fixed at T2 a specific operating point on this locus is selected. In addition, as qo moves from zero to one, the resulting TP2 values trace out feasible operating points in the lower part of the figure, moving from a to b and back to c. The overall solution thus becomes a matter of searching over t1 values (and, consequently, over q0 values) for the minimum error probability.
The interesting feature of the minimization in this special case is that the trade-off between speed and accuracy exhibited by the second member is governed entirely by the first member. Furthermore, a reduction in TP2 depends mostly on reducing the switching frequency. If tl is somewhere near zero, then q* -0.5 and the optimization problem is essentially one that must weigh two alternatives: either degrade the first member's quality of processing by adjusting t1 to reduce the switching load of the second and thereby reduce q2. or accept the higher input/output error rate of the second member in favor of retaining a higher quality of processing by the first.
Once the solution is obtained the thresholds will be set at the solution values and the team will presumably operate as modeled. By way of further illustrating how processing load and performance can interrelate, suppose that after the team has been set into operation the constraint on the first member becomes binding, say due to external factors that reduce the value of -. As per design, the team member can resort to guessing to meet the constraint. Fig. 11 shows a trajectory in the (poo, Pul) plane corresponding to increasing q1 for each of two guessing biases gl. Point H corresponds to the problem CTD solution operating point. Points S and P correspond to completely random operation with guessing probabilities of 0.5 and 1.0, respectively. The locus of q0 = 0.5 has also been shown. As q1 increases, the operating point moves away from H to either S or P. Because the movement is toward the diagonal "guessing" line, team performance will generally be worse. However, a significant qualitative difference is apparent. Along the trajectory HS, TP2 is increasing and, in fact, comes to rest where switching frequency is at its maximum. This in turn implies that the degradation in accuracy (q2) is at a maximum, which adversely affects team performance. Along the trajectory HP, however, TP2 first rises due to the increase in switching but decreases as switching overhead goes to zero. In this latter case the contribution to performance degradation due to input/output errors is less. These two scenarios illustrate instances of increasing processing load and degrading performance as well as decreasing load and degrading performance. Furthermore, even though operation at points P and S in Fig. 11 correspond to cases where no useful information is being passed to the second member, a significant difference exists in the processing load induced by the first on the second. Thus even in this relatively simple case it is evident that increasing workload does not necessarily lead to improved performance.
V. SUMMARY
This paper has added human processing time models and constraints to a simple team theoretic problem. These constraints significantly modify the solution characteristics. In particular, partially random behavior by team members can be optimal either through the deliberate selection of an option to guess to relieve time pressure or through selection of thresholds that require more time than is available, which in turn induces processing errors.
From the results obtained in this case study several guidelines of general interest are indicated. First, because of the variety of relationships possible between team performance and individual workload, a significant step toward understanding a given team structure is to identify which types are actually present in a given practical situation. Since in the present case study even simple models of individuals have led to complex organization behavior, it would appear that such an understanding is almost a prerequisite for successful team design. Second, the effects of switching as seen in the special case suggest a principle of general interest. Given that switching among tasks may require additional information processing resources at one location and that the amount of switching may be governed by a member at another location, the recognition of the potential for switching within a team structure may lead to 819 a a better understanding of a specific mechanism that can result in subtle interactions and complex team behavior.
More generally, the work addresses a significant open question in the design of command and control systems. On the one hand, a scientific approach to command and control demands the application of modem quantitative analytic techniques to evaluate designs and to permit objective trade-off studies. On the other hand, command and control is clearly human intensive: man dominates machines in all deployed command and control systems, and this is unlikely to change in the near future. A critical question then is how to develop quantitative approaches to systems as large as those found in command and control when such systems possess additional complexity by having many humans embedded at critical nodes. This question has not been answered in general by this paper. However, the paper has shown that at least for human tasks that are not highly cognitive in nature, a mathematical framework can be established that incorporates both human and engineering attributes of a system. To the extent that the ideas presented here can be generalized and applied to real problems, command and control system engineers will have a method for designing and evaluating human-machine architectures that is built on objective quantitative foundations.
APPENDIX
To derive the results discussed in the paper, it is useful to reformulate problem CTD. Define JOT, t20, t2l)= -( t20 -20 )] +Poi 2 Equation (18) 
(37) where J. and Jg represent the values of J on the upper and lower boundaries of R, respectively. By analogy with the receiver operating characteristic, however, the lower boundary represents purely random responses by the first member. Furthermore, because since qo is given, the effect on q2 by the first member is the same in (36) and (37).
Finally, no restrictions are on t2, in either case. Given these facts, the issue is whether the-solution in (36) yields a smaller JO than in (37). Since (36) represents operation at a point where the first member is providing some useful indication to the second member, it can be concluded that the team can do no worse in (36) than in (37) because in the latter case no useful information is provided by the first member.
The foregoing discussion has been made for the special 
