Jarník's relation is in dimension 2 the formulaλ + 1 ω = 1 linking both uniform exponents. It is an open question to generalize this equation to higher dimension, or to the multiplicative case. In this paper we consider a twisted case, between the classical and the multiplicative one, and we show that no analogue to Jarník's relation holds.
has an integer solution (p 1 , p 2 , q) with q = 0.
It is natural to study the quadruple Ω(θ) = (ω(θ), λ(θ),ω(θ),λ(θ)). The first result is Jarník's relation [5] linking the uniform exponents:
Recently, Laurent [8] 
ω(θ)(ω(θ)−1) ω(θ)+ω(θ) ≤ λ(θ) ≤ ω(θ)−(ω(θ)−1) ω(θ)
.
Conversely, for each quadruple satisfying the previous conditions, there exists a pair of real numbers with it as exponents.
It is an open question to generalize Jarník's relation to higher dimension, or to the multiplicative case, recently studied by German [3] .
Given θ = (α 1 , α 2 ) with 1, α 1 , α 2 linearly independent over Q, the multiplicative exponent ω × (θ) (resp.ω × (θ)) is defined as the supremum of the numbers ν such that for arbitrarily large values of H (resp. for every sufficiently large H) the system of inequalities
has an integer solution (p 1 , p 2 , q) with (p 1 , p 2 ) = (0, 0).
On the other hand, λ × (θ) (resp.λ × (θ)) is the supremum of the numbers ν such that for arbitrarily large values of H (resp. for every sufficiently large H) the system of inequalities
We can parametrize the multiplicative sets as follows:
{x, y ∈ R | |xy| ≤ H 2 } = ∪ 0≤i≤1 {x, y ∈ R | |x| ≤ H 2i , |y| ≤ H 2(1−i) } where we have a union of uncountably many sets. It is natural to consider the following twisted exponents. See the paper of Stephen Harrap [4] for use of this parametrization on badly approximable sets.
Given θ = (α 1 , α 2 ) with 1, α 1 , α 2 linearly independent over Q, and i, j two non negative real numbers with i + j = 1, the twisted exponent ω i,j (θ) (resp. ω i,j (θ)) is defined as the supremum of the numbers ν such that for arbitrarily large values of H (resp. for every sufficiently large H) the system of inequalities
On the other hand, λ i,j (θ) (resp.λ i,j (θ)) is the supremum of the numbers ν such that for arbitrarily large values of H (resp. for every large value of H) the system of inequalities
In his PhD thesis, the author showed the following analogue of theorem 1 in the twisted case. Note that by symmetry arguments, we can suppose that i ≥ j without loss of generality.
Theorem 2.
Given θ = (α 1 , α 2 ) with 1, α 1 , α 2 linearly independent over Q, and i ≥ j two non negative real numbers with i + j = 1, the four twisted exponents satisfy the following relations
,
At present, there is no construction proving that these relations are optimal. When i = j = 1 2 we get exactly the relations of theorem 1.
Our main result shows that there is no analogue to Jarník's relation in the twisted case.
Theorem 3.
Let i ≥ j be two non negative real numbers with i + j = 1 and letŵ be a real number withŵ > 6i. There exists a set S = {(Θ x ) x∈R = (α px , β qx ) x∈R } of points in R 2 such thatω i,j (Θ x ) =ŵ, for all x ∈ R, and (λ i,j (Θ x )) x∈R fills the whole interval Iŵ ,i,j = 1 2i 1 − 2ĵ w , min 1 2i
Moreover, for eachλ ∈ Iŵ ,i,j there exist at least countably many Θ x such that ω i,j (Θ x ) =ŵ andλ i,j (Θ x ) =λ.
Remark. For every Θ x in the set S, we have the following relation between ω i,j (Θ x ),ω i,j (Θ x ) andλ i,j (Θ x ):
Thus, we have the exact value of ω i,j (Θ x ). 
Unfortunately, we have no information on the exponent λ(θ).
Remark. The interval forλ is smaller in theorem 2 than in theorem 3. It is still an open question to find the optimal interval.
We will prove this theorem by constructing explicitly first a countable set S 1 with (λ i,j (Θ n )) n≥1 dense in the interval, and then the considered set S.
Construction of the counterexample: a dense countable set
Theorem 4. Let i ≥ j be two non negative real numbers with i + j = 1 and fix w > 6i.
We first choose two prime numbers q 1 > p 1 > 2 such that
We then set
The pair of real numbers
has the following uniform exponents:
For l ≥ 1, we now choose pairs of prime numbers q 2,l > p 2,l > 2 such that (
,ŵ 2i
has the following uniform exponent:
Remark. Note that the interval reduces to one point if and only if i = j = 1 2 . In fact, ifŵ ≥ 2 we always have
with equality if and only if i = j = 1 2 orŵ = 2.
We consider the set
The special case of Θ 1 only gives us the construction for the lower point in the interval Iŵ ,i,j .
We first show a density result.
Lemma 1. The set of fractions
log q log p with p and q prime numbers is dense in R + .
Proof. Fix a positive real number x, let us show that there exists a sequence of pairs of prime numbers such that the quotient of their logarithms is arbitrarily close to x. Consider (p n ) n≥1 the ordered sequence of the prime numbers. As p n goes to infinity, for n sufficiently large we have ⌊p x n ⌋ > 2 and Bertrand's postulate gives us the existence of a prime number q n between ⌊p x n ⌋ and 2⌊p x n ⌋. We then have
Since log⌊p x n ⌋ log pn ∼ n→∞ x and log(2⌊p x n ⌋) log pn ∼ n→∞ x, we get the density result.
In order to simplify the notations, we will note
The index l is omitted because it is not a parameter, and R is a generic notation meaning both R 1 and R 2 . We now consider a technical lemma setting some useful relations we will need later.
Lemma 2.
We have the following relations:
Proof. Sinceŵ
the real number R 2 lies between the two roots of the quadratic polynomial −iX 2 + w 2 X + j, and we have
This can be rewritten as the first inequality 2j > R 2 (2iR 2 −ŵ).
which contradicts the previous result, so R 2 <ŵ
i . We have also
Consider now
and using first equality
It follows from R 2 >ŵ 2i > 3 that
This ends the proof of our technical lemma.
Later, we will need to check that many inequalities of the type
are true for sufficiently large n, with p and q prime numbers, (a n ) n≥1 , (b n ) n≥1 sequences going to ± infinity, and C a positive constant. We will always use the following proposition to check it.
Proposition 1.
Let p and q be two real numbers, let C be a positive constant, and (a n ) n≥1 , (b n ) n≥1 two sequences going either both to infinity or both to minus infinity. We have, for sufficiently large n,
if (a n ) n≥1 and (b n ) n≥1 are going to infinity, and as soon as
if (a n ) n≥1 and (b n ) n≥1 are going to minus infinity.
Hence, we will need some bounds on R = log q log p to prove these kind of relations. In the following lemma we state three relations that will be useful in the light of proposition 1 .
Proof. Let us start with the case of Θ 1 . We have
and therefore since R 1 ≥ 3
This can be rewritten as
Since R 1 > 2ŵ, it is larger than the largest root of the quadratic polynomial
which can be rewritten as
which is the largest root of the quadratic polynomial
We showed the three relations hold for Θ 1 , let us show they also hold for Θ 2 . We have µ 2 = 2iR 2 2iR 2 −ŵ . According to lemma 2 we also have
Sinceŵ > 6i we have
Finally, sinceŵ > 2 we have
We proved the three relations hold in both cases.
We set the following real numbers appearing in theorem 3 :
The main tool to compute the exponents of diophantine approximation and prove theorem 4 is the notion of best approximation, as introduced by Davenport and Schmidt in [9] §3 or Jarník in [5] .
Let L and N be two functions from Z k to R + where k is a positive integer.
Definition. A sequence of best approximations (
Remark. We can easily normalize any functions L and N to satisfy the conditions N (M 0 ) ≥ 1 and L(M 0 ) ≤ 1. These conditions are also not restrictions but only there to simplify the further use of best approximations.
We will first state some results on the sequences of best approximations of α p and β q . More information on the continued fraction expansion of these numbers can be found in Bugeaud's work [1] . First, it is easy to see that for n ≥ 1,
We know that since µ > 2, for sufficiently large n (see lemma 2 ) we have
and according the Legendre's theorem, A n = p ⌊µ n ⌋ is a denominator of a convergent to α p . Let ( rm sm ) m≥1 be the sequence of convergents to α p . For n large enough, there exists m n such that s mn = A n . Then, we define
for ρ n a denominator of a convergent to x gives information on the denominators A ′ n and A ′′ n surrounding A n and the quantities A ′ n α p and A ′′ n α p . In fact we have:
where A ≍ B means c 1 A ≤ B ≤ c 2 B and the constants c 1 and c 2 are independent of p, q and n.
we know that A ′′ n = A n+1 and more precisely that A ′′ n < A n+1 , meaning that we have A ′′ n α p A n+1 ≫ 1 and so
We have the same results by replacing α p and A n by β q and B n = q ⌊µ n ⌋ respectively. We summarize these results in the following proposition. 
Proposition 2. Consider
To simplify the notations, we will keep the notation A n and B n to describe the pairs A n = (A n , 0) and B n = (0, B n ).
Proof of Theorem 4
Before stating a proposition gives the relation between best approximations and diophantine exponents, we need to define some notation.
Definition. For X = (x 1 , x 2 ) a pair of real numbers and α, β real numbers, we set the following twisted functions
where . is the distance to the nearest integer and |.| is the usual absolute value.
Proposition 3. Let Θ = (α, β) be a pair of real numbers and 0 < j
≤ i < 1 such that i + j = 1. Let (a n ) n≥1 (resp. (b n ) n≥1 )
be a sequence of best approximations of Θ relatively to the equation defining the exponent λ (resp. ω). We have the relationŝ
with the notations of the previous definition and ., . the usual scalar product.
Proof. We give the proof of the first relation, the three other relations can be proven similarly. Recall that λ i,j (Θ) is the supremum of the numbers ν such that
has an integer solution (p 1 , p 2 , q) with q = 0 for arbitrarily large H. Consider a sequence of best approximations (a n ) n≥1 , and a real number H, there exists an integer n such that |a n | ≤ H < |a n+1 |.
Hence if |q| ≤ H < |a n+1 | by definition of the best approximations we have
Without loss of generality, we can consider that H = |a n |. Thus, we are looking for the ν such that
has a solution for arbitrarily large integer n. If there exist such solutions, clearly q = a n is one of them. We can so express the minimal ν ν = − log a n Θ i,j log |a n | and thus, we deduce the expression
This proposition gives us the exact values of the two uniform exponents if we have enough information about the tail of a sequence of best approximations, since only the asymptotic behavior is significant. From now on, every statement is implicitly considered for sufficiently large n. The following lemmas are sufficient.
Lemma 4. Let i ≥ j be non negative real numbers with i + j = 1,ŵ a real number withŵ > 6i and primes p and q satisfying either conditions of the theorem 4. A sequence of best approximations of
Θ = (α p , β q ) = ( k≥1 p −⌊µ k ⌋ , β q = k≥1 q −⌊µ k ⌋ ) relatively
to the linear forms (equation defining ω) is given by the tail of sufficiently large order n of the sequence
with the following properties:
Lemma 5. Let i ≥ j be non negative real numbers with i + j = 1,ŵ a real number withŵ > 6i and primes p and q satisfying either conditions of the theorem 4. A sequence of best approximations of
to the vectors (equation defining λ) is given by the tail of sufficiently large order n of the sequence
We can easily deduce the value of the uniform exponents with these lemmas. First we get the value of the uniform exponent for the linear formω i,j using the sequence of best approximations of lemma 4 in proposition 3 :
For Θ 1 we have
and soω
For Θ 2 , we have
Thus we
We apply now the proposition 3 where (a m ) m≥1 is a best approximation sequence given by lemma 5 to compute the uniform exponentλ i,j ,
which increases with k. The minimum is reached at k = 0 and is equal to
which increases also with k. The minimum is also reached at k = 0 and is equal to
This mean that among the best approximations, the worse one giving the uniform exponentλ i,j are the (C n ) n≥n 0 and (D n ) n≥n 0 we explicited. Unfortunatly, we have not enough information on the better one giving the exponent λ i,j , which we can thus not compute. Going back to our computation we have:
We get on the one hand for Θ 1
which is the largest root of the quadratic polynomial 2jX 2 −ŵX − 2j. Hence
which can be rewritten
On the other hand for Θ 2 we havê
But lemma 2 says that R 2 (2iR 2 −ŵ) ∈]0, 2j], and so
The density result of lemma 1 says that we can choose countably many pairs of
, 2j] and so we get the announced result that
Remark. We notice that Concerning the non uniform exponents, proposition 3 tells us that for (a m ) m>0 a sequence a best approximations given by lemma 4 we have
One the one hand for Θ 1 we have
On the other hand for Θ 2 we have
which gives the relation
Hence ω i,j (Θ 2 ) is the positive root of the polynomial
Unfortunately as explained before, for λ i,j (Θ) proposition 3 gives us that
with (a m ) m>0 a sequence of best approximation given by lemma 5. But we have no information on these quantities except for E n,0 = C n and F n,0 = D n , and lemma 5 only gives relation between E n,k Θ i,j and |E n,k+1 | (resp. F n,k Θ i,j and |F n,k+1 |) and we cannot conclude anything.
We proved theorem 4, let us now prove both lemmas on the best approximations.
Proof of the lemmas on best approximations
Proof. (Lemma 4) We want to prove that the tail of sufficiently large order n of the sequence given by
is a sequence of best approximations for the linear form defined by Θ = (
We will first check that it is an increasing sequence (Step 1), then that no intermediate best approximation lies outside of the axis (Step 2) and finally that our best approximations are the only one on the axis (Step 3).
Step 1: We first need to show that the sequence is an increasing sequence for | · | i,j bounded from below by 1. For n a positive integer we have
We want that
Since i ≥ j and q > p we have
According to relation (1) of lemma 3 we have
This shows that
using the the trick explained in proposition 1.
Hence the result, that can be stated as follows for every sufficiently large integer n:
Step 2 : Let us show there is no intermediate best approximations for the linear forms (a, b) with ab = 0. Note that if
we have the strict bounds
Let us show by contradiction that
then there exist integers N and M such that
By Gauss' theorem, p ⌊µ n ⌋ |a and q ⌊µ n ⌋ |b, which contradicts b < q ⌊µ n ⌋ . Consequently, if 0 < |a| 1 2i , |b| 1 2j < |B n | i,j , we can write :
In order to check that aα p + bβ q ≥ 2p ⌊µ n ⌋−⌊µ n+1 ⌋ ≥ p ⌊µ n ⌋ α p + 0β q , it is enough to check that for sufficiently large n
Meaning that the size of aα p + bβ q is roughly (pq) −⌊µ n ⌋ which is larger than
The last inequality is clear since p < q. Considering the first one, relation (1) from lemma 3 gives R < j(µ − 2) < µ − 2, which proves our first inequality as explained in proposition 1 :
Relation (1) from lemma 3 also gives
as explained in proposition 1. This is equivalent to our second relation
Finally, we showed that aα p + bβ q ≥ p ⌊µ n ⌋ α p + 0β q and so that (a, b) is not a best approximation if |A n | i,j ≤ |(a, b)| i,j < |B n | i,j and ab = 0.
with ab = 0. We have the strict bounds a < p
and deduce with the same divisibility arguments as above that
We again write
Similarly, in order to check that aα p + bβ q ≥ 2q ⌊µ n−1 ⌋−⌊µ n ⌋ ≥ 0α p + q ⌊µ n−1 ⌋ β q , it is enough to check that
Relation (1) from lemma 3 gives
which as explained in proposition 1 gives us the last equation.
Relation (3) from lemma 3 gives
, which as explained in proposition 1 gives us our second equation
Finally, relation (2) from lemma 3 gives
which as explained in proposition 1 gives us the first equation
Finally, we showed that aα p + bβ q ≥ 0α p + q ⌊µ n ⌋ β q and so that (a, b) is not a best approximation if |B n−1 | i,j ≤ |(a, b)| i,j < |A n | i,j and ab = 0, and hence we can conclude that there is no best approximation of the type (a, b) with ab = 0.
Step 3: Let us now check that there is no intermediate best approximation with respect to the linear form of the type (a, 0) or (0, b). We notice that then a is a best approximation of α p or b a best approximation of β q and we refer to their properties stated in proposition 2.
We now consider the four following conditions:
According to (ii) we have
and according to (iv) we have
Thus |a| 
) intermediate best approximation using (i) and (iii).
Finally, under these assumptions there cannot be an intermediate best approximation, which ends our demonstration. We will now show these four conditions are satisfied for sufficiently large n.
Let us start with showing (i). We consider
according to proposition 2. Relation (3) from lemma 3 gives us
< R which as explained in proposition 1 proves that (i) holds.
We now prove (ii). We consider
Relation (1) from lemma 3 gives us
which proves that (ii) holds.
We now prove (iii), consider
according to proposition 2. Relation (1) of lemma 3 gives us
There is only (iv) left to prove, we consider
according to proposition 2. Relation (2) from lemma 3 gives us
which proves that (iv) holds. Finally we have shown that the four conditions hold, and we can deduce our result. This is the end of the proof of the lemma 4.
Let us prove now the lemma 5 to complete the proof of our construction.
Proof. (Lemma 5)
We set for all n ∈ N:
As q > p and µ > 2 we get
We will show that for n large enough, C n (Step 1) and D n (Step 2) are best approximations, and then get the announced relations on the intermediate best approximations ( Step 3 and 4).
Step 1: Let us show that the C n are best approximations for the vectors
Let b = cp ⌊µ n ⌋ + d < C n nonzero, with 0 ≤ d < p ⌊µ n ⌋ and 0 ≤ c < q ⌊µ n ⌋ . We want to prove that C n is a better approximation than b, i.e. bΘ i,j > C n Θ i,j . Suppose first that d > 0, as d < p ⌊µ n ⌋ which is a best approximation of α p , we have according to proposition 2
Consequently, we obtain
Hence, b is not a better approximation than C n if
First inequality shows that bα p is at least of size
for sufficiently large n and thus that bα p ≥ p −⌊µ n ⌋ 4 > C n α p , and the second inequality shows that
, which all together shows that bΘ i,j ≥ bα p
Let us start with the first inequality. Relation (1) from lemma 3 gives
which using proposition 1 shows that first inequality holds.
Relation (3) from lemma 3 gives us
, which using proposition 1, shows the second inequality.
Finally we deduce that in both cases bα p i,j ≥ bα p 1 2i > C n Θ i,j and b is not a better approximation than C n . Suppose now that d = 0, then b can be written as
and b is not a multiple of q ⌊µ n ⌋ since p and q are coprime. So we can write
First inequality shows that bβ q is at least of size
for sufficiently large n and that bβ q > C n β q , and the second inequality shows that bβ q p
Relation (2) from lemma 3 gives us
which as explained in proposition 1 proves the first inequality.
Relation (1) from lemma 3 gives us
which as explained in proposition 1 proves the second inequality.
Finally we proved that bΘ i,j ≥ bβ q 1 2j > C n Θ and b is not a better approximation than C n . Hence, the C n are best approximations.
Step 2: Let us show in an analogous way that the D n are best approximations for the vectors of Θ = (α p , β q ) = ( k≥1 p −⌊µ k ⌋ , k≥1 q −⌊µ k ⌋ ). We have according to proposition 2
Let b = cp ⌊µ n+1 ⌋ + d < D n nonzero, with 0 ≤ d < p ⌊µ n+1 ⌋ and 0 ≤ c < q ⌊µ n ⌋ . Suppose first that d > 0, since d < p ⌊µ n+1 ⌋ which is a best approximation of α p , we have according to proposition 2
Consequently we obtain
Hence, b is not a better approximation than D n if
for sufficiently large n and that bα p > D n α p , while second inequality shows that bα p
, which all together shows that
First inequality is weaker than the one proven in the case C n :
Relation (3) from lemma 3 gives us
which as explained in proposition 1 proves the second relation. 
and b is not a multiple of q ⌊µ n ⌋ since p and q are relatively prime. So we can write
with 0 < f < q ⌊µ n ⌋ and e < p ⌊µ n+1 ⌋ . Then
First inequality shows that bβ q is of size at least
for sufficiently large n and that bβ q > D n β q , and the second inequality shows that bβ q
Relation (2) from lemma 3 gives us
which shows the first inequality as explained in proposition 1. The second inequality is a consequence of the one proved in the case of C n :
Finally, we showed that bΘ i,j ≥ bβ q 1 2j > D n Θ i,j proving that b is not a better approximation than D n and hence that D n is a best approximation with respect to the vectors of the point Θ = (α p , β q ).
We now look for information about the intermediate best approximations respectively between C n and D n (Step 3) and between D n and C n+1 (Step 4).
Step 3: Consider the lattice H q ⌊µ n ⌋ of horizontal lines defined by y ∈ q −⌊µ n ⌋ Z.
Two consecutive lines in this lattice are distant from q −⌊µ n ⌋ , and the distance from a point (x, y) to this lattice is given by the formula q −⌊µ n ⌋ q ⌊µ n ⌋ y . As b < D n , the estimate of the distance from bΘ to H q ⌊µ n ⌋ gives
goes to 0 according to relation (2) from lemma 3. Everything behave as if the sequence bΘ, b = 0, . . . , D n stays in the lattice H q ⌊µ n ⌋ . In R 2 /Z 2 , the lattice H q ⌊µ n ⌋ appears as the union of q ⌊µ n ⌋ torus R/Z. Let C n = E 0,n < E 1,n < . . . < E sn,n < D n be the best approximations of Θ between C n and D n , by the pigeonhole principle, we have the formula
We want to show that E k,n α p
, which as explained in proposition 1 shows that
This implies that for n large enough, E k,n α p
So we get the announced results concerning the best approximation between C n and D n :
and
Step 4: Let now H p ⌊µ n ⌋ be the lattice of vertical lines defined by x ∈ p −⌊µ n ⌋ Z.
Two consecutive lines from this lattice are distant from p −⌊µ n ⌋ , and the distance from a point (x, y) to this lattice is given by the formula p −⌊µ n ⌋ p ⌊µ n ⌋ x .
Since b < C n , estimating the distance from bΘ to H p ⌊µ n ⌋ gives
according to relation (1) from lemma 3. Everything is again as if the sequence bΘ for b = 0, . . . , C n stays in the lattice H p ⌊µ n ⌋ . Let D n−1 = F 0,n−1 < F 1,n−1 < . . . < F t,n−1 < C n be the best approximations of Θ lying between D n−1 and C n , with the same arguments, we have the formula
We want to check that
This shows as explained in proposition 1 that
Finally, we get the announced result:
, and in particular
This ends the proof of the construction of the dense set S 1 .
Construction of the counterexample: from density to full interval
To prove our main result (theorem 3), we will now perturb each pair of real numbers Θ p,q = (α p , β q ) ∈ S 1 , to construct pairs of real numbers Θ p,q,r witĥ
where c > 0 depends from p and q, and r is a real parameter.
Before stating the main theorem of this section, we need the following lemma to express how we will perturb the Θ p,q .
Lemma 6. Let r denote the largest root of the quadratic polynomial
where µ ≥ 2 and ε > 0. There exists a constant C µ depending only from µ such that 0 < ε < C µ implies
Proof. We notice that P 0 = (X − 1)(X − 
Let r be the largest root of the quadratic polynomial
The pair of real numbers
has following uniform exponents:
The set S from theorem 3 is the collection of all the pairs Θ p,q,r we can construct.
Remark. The assumption (5) provides thatλ i,j (Θ p,q,r ) stays in the interval Iω ,i,j .
We start with a technical lemma on the sequences (u n ) n≥1 and (v n ) n≥1 , which is the key of the perturbation.
Lemma 7. For every integer n we have the relations
Proof. We have on the one hand
On the other hand, since r is a root of
As in the proof of theorem 4, we will use sequences of best approximations to get the value of the exponents of diophantine approximation of Θ p,q,r . We now state two lemmas on best approximations with respect to N i,j and |.| i,j defining exponentsω i,j andλ i,j . 
with the following properties: 
where the constants are independent of p, q and n.
We can easily deduce the value of the uniform exponents of Θ i,j with these lemmas using proposition 3 .
First we get the value of the uniform exponent for the vectorλ i,j . We apply the proposition 3 where (a m ) m is a best approximation sequence given by lemma 9:
If there exist integers n and k such thatC n ≤ a m =Ẽ k,n <D n , we then have
Finally, we get
Using relation (6) and (7) from lemma 7 we get
Furthermore, equation 5 gives that
[. Now we get the value of the uniform exponent for the linear formω i,j using the sequence of best approximations of lemma 8 in proposition 3 :
We prove last step the same way as in the construction of the set S 1 using (5) instead of 2j ≥ R 2 (2iR 2 −ŵ) from lemma 2.
Concerning the non uniform exponents, proposition 3 tells us that for (a m ) m>0 a sequence a best approximations given by lemma 4 we have:
From this last relation we can write
We also have
we have the same relation as with the elements of the set S 1 :
and thus the same expression for the exact value of ω i,j (Θ p,q,r ):
Proof of the new lemmas on best approximations
We start with a technical lemma giving bounds on R = log q log p .
Lemma 10. We have the following relations
R < j µ − 1 1 + ε ,
Proof. Since r < 1 we have
Thus v n ≤ u n . The assumption ε ≤ j i is equivalent to
Relation (10) is proven the same way as relation (1) using (5).
For the last relation, considering lemma 2 the enhanced relations (5) and (12) give us an enhanced form of relation R 2 <ŵ −1 i that is R < (2 + ε)ŵ − 2 2i(1 + ε) .
On one hand, this can be rewritten as 2 ≤ŵ − (1 + ε)(2iR −ŵ).
Since for every n, vn un < 1 and multiplying by j to apply relation (5) we get 2j ≤ jŵ − j(1 + ε)(2iR −ŵ) v n u n and then
We get (11) using relation (7).
On the other hand using (12) it gives R ≤ (2 + ε)ŵ − 2 2i(1 + ε)
This can be rewritten asŵ
We remark that (4) gives 
Using relation (6) it gives
R ≥ v n µ u n µ − 2u n−1 .
We will use the same arguments, step by step, to prove lemma 8 (resp. lemma 9 ) as to prove lemma 4 (resp. lemma 5). Hence, we will give less details and only state and prove the perturbed relations at each step.
Proof. ( Lemma 8)
Step 1: We want to show that the sequence is increasing. Since v n < u n , i ≥ j and p < q we have
thus,
|Ã n | i,j < |B n | i,j .
Since v n+1 < v n < u n and according to relation (1) from lemma 3 we have
Hence the increasing condition.
According to relation (3) from lemma 3 and relation (6) from lemma 7 we have R ≥ µ i(µ − 1) = v n µ i(u n µ − u n−1 which as explained in proposition 1 shows the fifth relation.
For the last relation, the assumption that ε ≤ 2 µ−2 is equivalent to µ 1 + ε ≥ µ − 2.
Since v n < u n and using both relation of lemma 7 we get according to relation (1)
which as explained in proposition 1 shows the last relation.
Step 3 (i)
According to relations (3) from lemma 3 and (6) from lemma 7 we have
As explained in proposition 1 this gives us the relation (i).
According to relations (1) from lemma 3, (7) from lemma 7 and (12) we have
As explained in proposition 1 this gives us the relation (ii).
Since rv n = v n+1 and applying (6) we get
which, as explained in proposition 1, gives us the second relation.
Finally, (11) gives us that u n R < j(v n+1 µ − 2v n ) < j(v n+1 µ − v n ) which, as explained in proposition 1, gives us the forth relation.
Step 2: We show in an analogous way that, provided that n is sufficiently large, Since 1 < rµ, we deduce first and third relations from step 1 exactly the same way as in proof of lemma 5. Using relation (6) in equation (3) gives us the second relation, and the forth one follows easily from (9).
Step 3: Easy use of relation (6) from lemma 7 make this step the same as for the proof of lemma 5.
Step 4: Looking at the proof of lemma 5 the only difference is when showing that F k,n−1αq This ends the proof of lemma 5 and thus of theorem 5.
