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Abstract
This study aims to harness the geometric non-linearity of structures to design a novel camber morphing
mechanism for a bi-stable airfoil using topology optimization. The goal is to use snap-through instabilities
to actuate and maintain the shape of the morphing airfoil. Topology optimization has been used to distribute
material over the design domain and to tailor the nonlinear response of the baseline structure to achieve
the desired bi-stable behavior. The large scale deformation undergone by the structure is modeled using
a hyperelastic material model. The non-linear structural equilibrium equations are solved using arc-length
and displacement-controlled Newton-Raphson analysis. Isoparamteric finite element evaluation is used for
analyzing kinematic and deformation characteristics of the structure. The optimization problem is solved using
a computationally efficient nonlinear optimization algorithm, the Method of Moving Asymptotes (MMA), with a
Solid Isoparametric Material Penalization (SIMP) scheme. The gradient information required for the optimization
has been evaluated using an adjoint sensitivity formulation. Two different design domains, one with a structured
quadrilateral mesh and another with an unstructured triangular mesh, are investigated and compared. The effect
of different optimization parameters on the final optimized structure and its behaviour has also been analyzed.
The final result is a novel camber morphing mechanism without the disadvantages of increased weight and
higher maintenance costs associated with conventional actuation mechanisms. The optimized results obtained
numerically are then 3-D printed to evaluate their performance characteristics.
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Chapter 1
Introduction
By 2037, the air traffic across the globe will grow by 48% [1]. The number of flights for general aviation is
estimated to increase by 3400 units. Such a tremendous growth in the aviation sector will have deep impact on the
environment globally. The number of people exposed to noise generated from the air traffic is estimated to rise
by 15% by the year 2035. The CO2 and NOx levels are estimated to increase by 45% and 43% respectively [2].
Changes in aircraft design, such as the use of lightweight composite structures and means to increase laminar, or
smooth, air flow over aircraft surfaces, can increase overall lift and reduce drag. These improvements require less
engine power for an aircraft to fly at the same speed and altitude, and thus represent important contributions to
achieving the goal of reducing fuel burn rates by as much as 50 % over current rates [3].
1.1 Structural Morphing
Morphing and adaptive structures had always existed in nature but it is only recently that we really became aware
of its potential applications and benefits to aerospace design. The motivation of an aircraft changing configurations
to operate efficiently in different flight regimes came from birds that morph between cruise and attack missions
by changing their wing configuration. Birds also use camber and twist for flight control [4]. The Wright Brothers
used wing warping as a seamless flight control in their first flying machine[5]. Morphing wings for flight control
also bring new challenges to the design of control laws for flight because of the change in the aerodynamic center
due to configuration changes. Morphing has the following application areas [6]:
1. Improvement in aircraft performance by expanding its flight envelope
2. Replace conventional control surfaces for flight control to improve performance and stealth
3. Reduce drag to improve range.
4. Reduce vibration, noise or control flutter.
The morphing or shape changes can be approached in broadly two ways [7]:
1. Large scale surface area changes, which may include planform change or volume change. This kind of
morphing generally includes span morphing, variable wing sweep, winglet morphing etc.
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2. Small scale changes like small surface area, volume or planform changes. This type of morphing may
include camber morphing, wing warping etc.
Jha and Kudva [8] list the major focus areas in morphing aircraft design as:
1. Integrity of compliant structures needs to be ensured.
2. System should be designed so the required actuation force is realizable.
3. Skin has to be designed to give a smooth aerodynamic surface yet support the aerodynamic loads
4. Design process should be extended to encompass multiple flight regimes.
5. Engines need to be designed for efficient low and high speed operation.
6. Control systems will have to cope with highly coupled control effector.
Though there are many unanswered questions, sufficient evidence, as will be presented in the following chapters,
is there to demonstrate that morphing aircraft will have improved performance and efficiency as compared to
traditional ones.
1.2 Thesis aims and outline
The main aim of the thesis is to give a background of the recent advances in morphing aerospace structures
research and exhibit how topology optimization can play a leading role in the design process by dealing with
several challenges and bottlenecks associated with designing of morphing structures.
Chapter2 outlines the recent and impactful works associated with the morphing airfoil research or contributing to
it in some forms. Chapter3 describes the large-scale nonlinear deformation generally undergone by morphing
structures and discusses the mathematical and computational aspects associated with large-scale deformation
modeling. Chapters4 and 5 discusses the optimization process and various parameters associated with topology
optimization and the means of evaluating the same. Chapter6 introduces the reader to the basic terminologies
associated with airfoils. Chapters7 and 8 describes the numerical results obtained from the topology optimization
process. The effects of different boundary conditions and various optimization parameters on the numerical
optimization process has also been analyzed. Chapter9 highlights the main contributions of the research and
discuss impacts and future directions.
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Chapter 2
Background-Advances in Morphing
Airfoil Research
‘Morphing’, with respect to aircraft design refers to an aircraft or by extension, to any part the aircraft that is
capable of undergoing substantial external shape change which has potential to dramatically alter the aircraft
performance to better synchronize with changing mission environments[9]. Typically, the wings are designed in
such a way that it allows the aircraft to fly at a range of flight conditions but its performance at each of the flight
conditions may not be optimal. Fixed-wing aircraft are designed to fly optimally only in one flight phase since
flying efficiently in multiple flight phases requires dynamic shape change of the wing, in particular, the airfoil
camber. The idea is to expand the flight envelope of each aircraft by making it perform optimally in different flight
phases. This approach will enable a single aircraft to perform optimally or near-optimally in multiple missions.
Morphing has been identified as an effective way to achieve this effect [10].
Figure 2.1: Flight envelope and airfoil camber [11]
The shape changes performed in modern-day aircraft are achieved through the movement of flaps and slats,
but the performance benefit that could be obtained with a fully adaptable and deformable wing may greatly exceed
the benefits currently obtained. No matter how one chooses to define morphing, there is a general agreement that
the conventional hinged surfaces like flaps and slats, that move as single entities cannot be considered morphing.
Reich and Sanders [12] listed the major challenges to morphing as:
1) The requirement for the distributed high-power density actuation
2) structural mechanization
3) scalability
4) flexible skins
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5) control law development
Morphing is generally associated with several penalties in terms of cost, complexity and, or weight, although in
many cases these were overcome with the advantages obtained by morphing. Also, the issues such as unwanted
parasite drag, vibrations and noise associated with surface discontinuities resulting from the movement of flaps
and slats as discrete entities, can also be completely eliminated by morphing[13]
Figure 2.2: Hinged high-lift devices in modern-day aircraft [14]
During a flight, the fuel loading and distribution change continuously, especially for HALE (High-Altitude
Long Endurance) aircraft, which have a larger portion of fuel weight than any other aircraft. This change in fuel
distribution results in large changes to aeroelastic shape throughout the flight, but they are often compelled to fly
at non-optimal flight conditions due to air traffic control restrictions. An adaptive wing whose geometry varies
according to changing external aerodynamic load, is capable of optimizing the airflow in each of the flight regimes
of the aircraft resulting in an increased aerodynamic performance during cruise.
Morphing has been shown to be particularly useful for hunter-killer missions which are mainly cruise and loiter
dominated. Roth et al. [15] showed that morphing can have great impact on fleet size for a coast guard patrol
mission, the key requirements for which are high-altitude out to station with a fast response time, and then a slow,
low altitude control. The absence of sharp edges and deflected surfaces on morphing aircraft provides the potential
to reduce its radar signature and visibility , thereby enhancing its stealth properties[16].
The DARPA Mission Adaptive Rotor (MAR) initiative plans to fly an adaptive rotor by 2018. The goal of the
project is to develop a rotor that can change its configuration before a mission and in flight, between mission
segments and with every revolution. DARPA is looking for morphing solutions which are capable of reducing
payload by 30% and increase range by 40%, while reducing the acoustic detection range by 50% and vibration by
90% over the fixed rotors[9].
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Figure 2.3: DARPA Mission Adaptive Rotor (MAR) Project
Wing morphing can be achieved in three ways [9, 17]:
1) Planform alteration (change of span, chord length change and sweep angle change)
2) Out-of-Plane transformation (twisting, chord-wise bending and span-wise bending) and
3) airfoil morphing (Airfoil profile adjustment and thickness morphing)
Airfoil camber change (implemented either by chord-wise bending or by changing the airfoil profile) is referred
to as camber morphing. Joshi et al. [18] conducted study based on a BQM-34 Firebee unmanned attack drone
and compared the performance of the baseline aircraft to various wing strategies on a spider plot. The study
was conducted for 11 different flight conditions and the radius of the spider plot was the optimum performance
parameter value for each of the flight conditions. The plot showed that the morphing structures enhanced the
performance of the Firebee attack drone drastically over the fixed-geometry configuration. Beaverstock et al.
[19] discusses the benefits of camber morphing as compared to span morphing. They observe that, where span
morphing requires considerable modification of the planform, camber morphing requires only 5% trailing edge
deflection relative to the cross-sectional chord length. Span morphing can produce up to a 12% increase in
mass before any performance advantage is observed whereas camber morphing causes only up to a 3% increase.
Keeping in mind the benefits that can be derived from the implementation of morphing structures, several authors
have investigated different mechanization and actuation techniques to design these structures, with improved
aerodynamic properties. Woods et al. [20] proposed a biologically inspired morphing concept FishBAC. It
consisted of flexible skeletal core which was deflected using a system of an antagonistic pair of tendons and a
non-backdriveable spooling pulley arrangement. The concept has shown to produce lower drag as compared to
the NACA0012 airfoil with a discrete trailing edge flap. Improvements in lift efficiency were also observed. While
the concept is promising and the design was based on the philosophy of simplicity, it still had many individual
components which had to function in synchronization to make the wing morph.
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 Figure 5. Fish Bone Active Camber concept diagram. EMC: elastomeric matrix composite.
© 2014 by SAGE Publications
Figure 2.4: FishBAC design Concept [20]
Many authors have also investigated the property of bi-stability to design morphing mechanisms. Bi-stable
structures have been identified as a potential solution in the design of morphing mechanisms because of their
inherent ability to deform and retain equilibrium in the deformed configuration. Diaconu et al. [21] used a
bi-stable laminated composite structure to achieve camber morphing. A bi-stable composite plate was inserted
into the airfoil, with the leading edge of the plate fixed to the spar, while the end of the plate was hinged to the
airfoil surface to allow for relative rotation of the trailing edge box. Actuation of the bi-stable plate lead to the
morphing of the airfoil between two stable states. They were able to achieve the required deflection, but because of
the compliant nature of the plates, the structure was not stiff enough to be implemented directly. They suggested
the use of stiffeners or additional locking arrangements, which have the potential to increase the weight of the
structure and may eventually lead to inefficient performance. Pontecorvo et al. [22] presented a study on bistable
arches with cosine profile, to reduce peak stresses in the arch, designed to be used for morphing applications. They
proposed the use of arches as single morphing elements or as elements in multistable morphing honeycomb-like
cellular structures. They used arches made of NiTiNOL and Delrin , and studied their force-displacement relation
using experimental methods and ANSYS simulation. Their study highlighted the influence of different structural
parameters in the design of a bistable arch to meet morphing requirements. Saggere and Kota[23] investigated
the use of compliant mechanisms to design a morphing airfoil. They proposed a technique to change the shape of
a curved slender rod using a compliant mechanism requiring only a single input actuation force or torque. They
used this technique to change the shape of the leading and trailing airfoil sections.
Taking a different approach many researchers have also investigated the use of smart materials for morphing
applications. Smart materials like piezoelectric materials(PZT)[24] and Shape Memory Alloys(SMA)[25, 26,
27] have been extensively explored for designing potential morphing mechanism . The numerous experiments
conducted with smart materials indicate that they have the potential to be used for shape control applications,
however they still have to overcome numerous challenges before they are finally ready for real world applications.
The biggest limitation of smart materials being their low stroke, power and the inverse relation between the strain
and operational bandwidth[23].
6
 Figure 2. DARPA Smart Wing active trailing edge (Bartley-Cho et al., 2004). DARPA:
Defense Advanced Research Projects Agency.
© 2014 by SAGE Publications
Figure 2.5: DARPA Smart Wing active trailing edge [24]
The current study intends to use snap-through instability to design a bi-stable airfoil. The choice to use
geometric non-linearity for actuation stems from the promising results obtained from numerous studies[28, 29, 30]
that highlight the benefit of using snap-through and buckling instabilities for actuation as opposed to traditional
actuators which suffer from issues like heavy weight, unreliability, and high maintenance costs. Bi-stability also
offers the added advantage of having a self-locking property, as a result it helps to get rid of redundant and heavy
components, increasing system efficiency. Topology optimization has proven to be highly effective in design of
structures and mechanisms, as well as materials having unique mechanical and thermal properties[31, 32, 33, 34,
35, 36]. The design principles used for these examples can be effectively utilized to design a bi-stable airfoil.
The large scale deformation, required for designing structures exhibiting snap-through instability, requires the
use of non-linear elastic models like hyperelasticity. A study by Ramos and Paulino looked into the topology
optimization of hyperelasic trusses[37]. James and Waisman[38] focus on design of a bi-stable stent using a
hyperelastic material model. The investigators used a neo-hookean hyperelastic method to model the kinematics
and deformation characteristics of the solid structure. The non-linear equilibrium equations were solved using a
combination of the arc-length method and a displacement-controlled Newton-Raphson procedure.
When it comes to bi-stable structure design, a general trend can be found wherein studies focus on designing
structures limited to beams, or designs which can be derived from the classic bi-stable beam design problem.
This work is a novel attempt to design a bi-stable morphing airfoil by combining the functionality of bi-stable
structures with compliant mechanism design, using topology optimization. There are several advantages to this
approach. The design produces a mechanism that requires the lowest actuating energy to change between two
stable configurations. Furthermore, no energy is required to maintain the deformed configuration. The structure
produced inherently shows multifunctional properties without any increased weight or complexity.
2.1 Summary
This thesis presents a novel method to design a camber morphing mechanism to produce a bi-stable airfoil by
harnessing the geometric non-linearity of structure using topology optimization. Previous studies on topology
optimization for bi-stability were restricted mostly to the design of structures derived directly from the classic
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beam design problem. This study and the results obtained are significant since they provide an alternative approach
that links the bi-stable response of the structure to an output displacement at a separate location from the input
node, thereby treating the airfoil as a compliant mechanism. This ultimately results in a unique camber morphing
airfoil without the disadvantages associated with conventional actuation mechanisms. Figure 2.6 captures the
design philosophy of the project aptly.
Figure 2.6: Design Concept
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Chapter 3
Large Deformation Modeling
3.1 Neo-Hookean Material Model
In continuum mechanics, hyperelastic materials are modeled in such a way that the strain energy density function
depends on one or more of the three stretch invariants, Ii, of the stretch tensor:
I1 = λ 21 +λ
2
2 +λ
2
3
I2 = λ 21 λ
2
2 +λ
2
2 λ
2
3 +λ
2
3 λ
2
1
I3 = λ 21 λ
2
2 λ
2
3
(3.1)
For the Neo-Hookean model, the strain energy density function is represented as:
W =C10(I1−3) (3.2)
The first invariant, I1, correlates with the average chain stretch in the network theory model. The strain energy
formulations which contain I1 or any polynomial series of I1 capture the non-Gaussian nature of the network
stretch behavior. Stain energy expressions which contain the second stretch invariant, I2, tend to predict overly
stiff behaviors in certain types of deformations and should be treated cautiously. Also, these models, like the
Mooney-Rivlin model, are made to fit experimental observations with the help of constants which might be
unstable in nature. The Neo-Hookean material model is based on the network theory model and hence has its
base in the underlying mechanical behavior of the structure [39].
3.2 Deformation Modeling
The main objective of this study is to design bi-stable structures with potential aircraft morphing applications.
Since bi-stability and morphing involve a large amount of structural deformation, a hyperelastic material model is
suitable for the structural analysis. Hyperelastic constitutive laws account for the nonlinear large shape changes.
In nature, certain polymeric materials have rubbery behavior, which can be modeled by using a hyper-elastic
material model [40]. There are many hyper-elastic material models, the most commonly used models are the
neo-hookean model, the Mooney-Rivlin model , the Oden model and the Saint Venant-Kirchoff model. In this
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study the neo-Hookean model has been used because of its mechanistic nature which is based on the properties
of the underlying structure of the material. The other models are based on the empirical observations and are
phenomenological in nature[41, 42].
When a material is subjected to large deformation, we assume a continuous mapping between the undeformed
state (X ) and deformed state (x). This mapping, defined by the deformation gradient, F , can be expressed as,
F =
∂x
∂X
(3.3)
Figure 3.1: Deformation of a continuum body
From Figure 3.1 we can derive the deformation gradient, F using:
x+dx = X +dX +u(X +dX ) (3.4)
dx = X − x+dX +u(X +dX ) (3.5)
dx = dX +u(X +dX )−u(X ) (3.6)
dx = dX +du (3.7)
u(X +dX ) = u(X )+∇X u ·dX (3.8)
du = ∇X u ·dX (3.9)
dx = dX +∇X u ·dX (3.10)
dx = (I +∇X u)X (3.11)
F = I +∇X u (3.12)
In continuum mechanics pure rotation does not cause any stress in a body. To nullify the effects of rotation, we
multiply F by its transpose.
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The right Cauchy-Green deformation tensor is given by:
C = F T F (3.13)
Similarly, the left Cauchy-Green tensor is defined as
B = F F T (3.14)
For isotropic materials the constitutive relations must be independent of the coordinate frame as the material
properties are the same in all directions. A compressible Neo Hookean constitutive model is used to solve
the structural mechanics problem. The potential energy function is defined using Lame´ constants and the right
Cauchy-Green deformation tensor.
Φ=
1
2
λ0[lnJ]2−µ0 lnJ+ 12µ0[tr(C)−3] (3.15)
where J is computed as the determinant of the deformation gradient, F . The term tr(C) denotes the trace of the
right Cauchy-Green deformation tensor. Equation 3.15 utilizes the Lame´ constants represented as µ0 and λ0 which
can be represented in terms of the Youngs modulus, E, and the Poisons ratio, ν .
µ0 =
E
2(1+ν)
(3.16)
λ0 =
νE
(1+ν)(1−2ν) (3.17)
The Second Piola-Kirchoff stress, S, can now be calculated as twice the derivative of the potential energy
function with respect to the right Cauchy-Green deformation tensor.
S = 2
∂Φ
∂C
= λ0[lnJ]C−1+µ0(I −C−1) (3.18)
The Second Piola-Kirchoff stress relates forces in the reference configuration with area also measured in the
reference configuration. From here we can now evaluate the Cauchy stress, σ , which will relate forces in the
deformed configuration with areas in the deformed configuration. The Cauchy stress is defined as
σ =
1
J
F SF T (3.19)
and using Equation 3.18, the cauchy stress, σ , can be calculated as
σ =
1
J
[
λ0[lnJ]I +µ0(F F T− I)
]
=
1
J
[
λ0[lnJ]I +µ0(B− I)
] (3.20)
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3.3 Finite Element Discretization
Consider a body in equilibrium subjected to a body force, f b, and a surface traction, t . Let the domain inside the
body be denoted by Ω and the boundary by, Γ. Then for the body to be in equilibrium, it must satisfy
∫ ∫
Ω
f bdΩ+
∫
Γ
tdΓ = 0 (3.21)
Let the motion of the body be fixed over a certain region of the boundary, Γp. Then the strong form of the
governing equilibrium equations expressed in the current configuration along with the boundary conditions can be
expressed as
∂σ
∂x
+ f b = 0, x ∈Ω
u = 0, x ∈ Γp
σ n = t , x ∈ Γ f
(3.22)
Here, σ denotes the cauchy stress tensor and x, denotes the current (deformed) coordinates. We use finite elements
to discretize the body under consideration and solve the governing equations for each element to accurately predict
the structural behavior of the whole body. For a given element, e, the vector of internal nodal forces is given by
f int,e =
∫
Ωe
B¯Tσ¯ dΩe (3.23)
Here, σ¯ , denotes the cauchy stress tensor written in voigt notation (3× 1 in two dimensions) and B¯ refers to
the strain-displacement matrix, which contains the spatial derivatives of the finite element shape functions N ,
differentiated with respect to deformed coordinates, x.
B¯ =

N1,1 0 N2,1 0 N3,1 0 N4,1 0
0 N1,2 0 N2,2 0 N3,2 0 N4,2
N1,2 N1,1 N2,2 N2,1 N3,2 N3,1 N4,2 N4,1
 (3.24)
Equation 3.24 represent the B¯ for a quadrilateral finite element. Ni represent the shape function of the four
nodes and x =
{
x y
}
. To keep structural equilibrium the internal and external forces must be balanced. The
external load vector is given by
f ext,e =
∫
Ωe
NT f bdΩe+
∫
Γ f
tdΓ fe (3.25)
Element-by-element assembly of the forces give us the force quantities for the whole structure represented by
F ext and F int . For the structure to be in equilibrium, the internal forces must balance the external forces. We can
express this condition in residual form as
12
R = F ext −F int = 0 (3.26)
This residual equation givens rise to a nonlinear system of equations which are solved iteratively using a
Newton-Raphson procedure to obtain the global vector of nodal displacements, u. Dhatt & Batoz[43], discusses
this method in more details. After convergence of Equation 3.26, the nodal displacements can be updated by ∆u,
where
K tan∆u = R (3.27)
The matrix K tan is known as the tangent stiffness matrix and is formed by assembling the element tangent
stiffness matrices, ktan,e. The element tangent stiffness is calculated as a sum of the material and a geometric
components as follows:
ktan,e = k
geo
tan,e+ k
mat
tan,e (3.28)
ktan,e = I ⊗
(∫
Ωe
B˜Tσ B˜dΩe
)
+
∫
Ωe
B¯TD¯B¯dΩe (3.29)
Where, D¯ is the constitutive tensor which relates stress to strain (assuming plane strain) and is calculated via
equation 3.30 and B˜ is a matrix formed from the shape functions that provides a linear strain-displacement
relationship. The symbol, ⊗, represents the matrix outer product.
D¯ =

λ0+2µ0 λ0 0
λ0 λ0+2µ0 0
0 0 µ0
 (3.30)
B˜ =
B¯1,1 B¯1,3 B¯1,5 B¯1,7
B¯2,2 B¯2,4 B¯2,6 B¯2,8
 (3.31)
Due to the nonlinear nature of the governing equation, R = 0, a combination of arc-length method and
displacement controlled Newton-Raphson method is used to solve it iteratively. The governing equation is solved
to obtain nodal displacements and the magnitude of the external force θ . The external force used in the residual
equation is defined as
F ext = θF 0 (3.32)
where F 0 is a sparse reference vector of size equal to the number of degrees of freedom and a unit value at the
degree of freedom corresponding to the prescribed displacement.
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Chapter 4
Structural Design using Topology
Optimization
In topology optimization, we distribute a given amount of material inside a fixed design domain in such a way that
it minimizes the objective function(θ0) also known as the cost function, and also satisfies a series of constraint
functions (gi). The design domain (Ω0) contains all the possible design shapes. Let Ω represent one such design
layout with both boundary conditions and applied external loads. These are shown in Figure 4.1
Figure 4.1: Topology optimization as a material distribution problem with force and fixed boundary conditions
The general optimization problem can be formulated as :
minimize
x
θ0(x)
subject to gi(x)≤ 0, for i=1,2,....m
x j ≤ x j ≤ x j for j=1,2,....n .
(4.1)
Here, x refers to the design variables, which the optimization algorithm assigns to the elements which discretize
the continuum design domain. The value of x for each individual finite element can range from zero to one i.e
from void to solid. This upper and lower bound on the design variables is represented by x j and x j.
4.1 Design Formulation
The first step required to solve the optimization problem is to discretize the design domain using finite elements.
After this, we must define a parameter that would determine which elements should be void and which ones should
be solid. In this study, we use the SIMP (Solid Isotropic Material Penalization) method for this task. Here, each
element is assigned a design parameter called the material density, ρ ∈ [0, 1] , which determines the effective
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stiffness Ee of each element, via the Equation 4.2.
Ee = ρ pE0 (4.2)
where, E0 is the material stiffness of solid material and p is the SIMP penalization parameter. The penalization
parameter p penalizes the intermediate densities and makes the optimization algorithm converge to a 0-1 solution.
We have used an element-based formulation wherein each element has its own density field. Thus, the density
distribution is piece-wise constant. In order to make the void elements contribute very little to the overall stiffness
of the structure, they are assigned a minimum density value, ρmin. In standard linear elastic problems selecting
ρmin > 0 prevents the global stiffness matrix from becoming singular. However, for non-linear analysis, which
involves large structural deformation, a very low value of ρmin can lead to severe mesh distortions and emergence
of degenerate elements [44]. To avoid the algorithm from diverging, we specify ρmin to be slightly greater than
that used for linear elastic models.
(a) Mesh size 40× 10 (b) Mesh size 60× 20 (c) Mesh size 120×40
Figure 4.2: Mesh dependency and checkerboarding
The use of lower-order finite elements and a discrete density distribution throughout the design domain can
cause numerical instabilities leading to mesh-dependent designs and appearance of checkerboard patterns [45, 46]
as shown in Figure 4.2. Mesh dependency refers to the problem of obtaining different solutions for different
mesh-sizes and checkerboarding refers to the problem of getting alternate solid and void regions arranged in a
checkerboard-like fashion. In Figure 4.2 we observe that as we vary the number of elements used to discretize the
design domain, we obtain different optimized solutions. In order to get rid of these issues, we implement a density
filtering technique introduced by Bruns and Tortorelli [31]. In this approach, the density of each finite element is
a weighted average of the density values of the adjacent elements.The process is carried out as:
ρ j =
∑
i
wixi
∑
i
wi
(4.3)
where ρ j represents the density of the jth element; wi, represents the weight associated with the ith element within
a prescribed neighborhood and xi can be interpreted as a psuedo-density, the value of which is modified by the
optimizer. The weight, wi, is a decreasing function of the distance between the centroids of the element and its
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neighbors. It can be mathematically represented as:
wi = max{0, R¯− r ji} (4.4)
r ji is the distance between the centroid of the jth element and the ith element within the neighborhood. R is
the radius of the specified neighborhood, also called the filter radius. We can define a matrix W , consisting of
normalized weight coefficients, w˜i, defined as:
w˜i =
wi
∑
i
wi
(4.5)
Then, we can define a set of elemental density variables, ρ as:
ρ =W x (4.6)
The matrix W needs to be calculated only once at the beginning of the optimization process and can be used for
each iteration afterwards. Figure 4.3 shows the topology optimized structure with density filtering for the same
boundary and loading conditions as shown in Figure 4.1
Figure 4.3: Optimized Structure with density filtering
4.2 Adjoint Sensitivity Analysis
When the number of design variables required to obtain a sufficiently well-defined optimized structure is
very large, a gradient-based method is used to find the solution of the non-linear programming problem [47].
The gradient information is calculated using adjoint sensitivity analysis. The adjoint sensitivity is derived
corresponding to the non-linear elasticity model defined in the previous sections.
For adjoint sensitivity analysis, we first define as set of model parameters, d , which are given as user inputs .
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These parameters are related to the boundary conditions, prescribed displacements or material properties.
d = [ρ λ0 µ0 U p] (4.7)
Considering U P , defining the prescribed degrees of freedom of the structure, to be zero for all the prescribed
degrees of freedom corresponding to fixed boundary conditions and assuming material properties (λ0, µ0) to
be independent of structural geometry and deformation, the only model parameter that affects the topology of
the structure is the elemental material densities, ρ . Let Θ be the response function implicitly depending on the
response parameter, U f , which defines the displacement vector corresponding to the free degrees of freedom of
the structure. U f is a implicit function of the model parameter, ρ . The relation between the model parameters,
response function and response parameters can be described by the relation:
Π=Θ(U f (ρ ),ρ ) (4.8)
Let R represent the residual equation governing the structural equilibrium during each step of the forward analysis.
For the structure to be in equilibrium,the residual, R, should be equal to zero for each deformed configuration.
R(U f (ρ ),ρ ) = 0 (4.9)
The response function can be either the objective function or the constraint functions. It is defined as an augmented
Lagrangian, L, such that
L =Θ+λT R (4.10)
where λ is a Lagrange multiplier. We can observe that L is identically equal to the function of interest, Θ for all λ ,
since R is zero, as shown in Equation 4.9. Hence, finding the sensitivity of L with respect to the design variable,
ρ , is same as the sensitivity of the response function, Θ.
Using the chain rule of differentiation, we can write
dL
dρ
=
∂Θ
∂ρ
+
∂Θ
∂U f
dU f
dρ
+λT
[
∂R
∂U f
dU f
dρ
+
∂R
∂ρ
]
(4.11)
Here, the operator ∂∂x captures the direct dependence of any function with respect to x. Whereas, the operator
d
dx
captures the indirect dependence of a function with respect to variable x. Collecting all the implicit derivatives
and rearranging equation Equation 4.11.
dL
dρ
=
∂Θ
∂ρ
+λT
∂R
∂ρ
+
[
λT
∂R
∂U f
+
∂Θ
∂U f
]
dU f
dρ
(4.12)
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Since, λT is arbitrary we may select it to annihilate the coefficient of the the implicit term. The value of λT that
makes equation 4.12 independent of the implicit term can be written as:
λT =−
[
∂R
∂U f
]−T
∂Θ
∂U f
T
=−K−Ttan
∂Θ
∂U f
T
(4.13)
Here, K tan is the tangent stiffness matrix and λ is called the adjoint response. After determining the adjoint
response, we can substitute its value in equation 4.12, to get the total derivative as:
dL
dρ
=
∂Θ
∂ρ
+λT
∂R
∂ρ
(4.14)
4.3 Adjoint Sensitivity Analysis for Displacement Controlled Method
In displacement controlled method we define the external force as
F ext = θF 0 (4.15)
Here, θ is the magnitude of the force corresponding to some applied displacement and F 0 is a vector representing
the direction of external force. The size of the vector F 0 is equal to the number of degrees of freedom of the
system. It has a value of one at the position corresponding to the degree of freedom where the input displacement
is applied and zeros as all the other entries. The response/objective function then can be represented as
Θ =Θ(U p(ρ ),ρ , f pext) (4.16)
The augmented Lagrangian, L, can then be defined as
L =Θ+
[
λ pT λ f T
]Rp
R f
 (4.17)
L =Θ+λ pT Rp+λ f T R f (4.18)
Using the chain rule of differentiation
dL
dρ
=
∂Θ
∂U f
dU f
dρ
+
∂Θ
∂ f pext
d f pext
dρ
+
∂Θ
∂ρ
+λ pT
(
∂Rp
∂U f
dU f
dρ
+
∂Rp
∂ f pext
d f pext
dρ
+
∂Rp
∂ρ
)
+λ f T
(
∂R f
∂U f
dU f
dρ
+
∂R f
∂ f pext
d f pext
dρ
+
∂R f
∂ρ
)
(4.19)
collecting all the implicit derivative terms and rearranging the equation 4.19, we get
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dL
dρ
=
(
∂Θ
∂U f
+λ pT
∂Rp
∂U f
+λ f T
∂R f
∂U f
)
dU f
dρ
+
(
∂Θ
∂ f pext
+λ pT
∂Rp
∂ f pext
+λ f T
∂R f
∂ f pext
)
d f pext
dρ
+
(
∂Θ
∂ρ
+λ pT
∂Rp
∂ρ
+λ f T
∂R f
∂ρ
)
(4.20)
Equating the coefficients of the implicit derivatives to zero, we get
∂Θ
∂U f
+λ pT
∂Rp
∂U f
+λ f T
∂R f
∂U f
= 0 (4.21)
∂Θ
∂ f pext
+λ pT
∂Rp
∂ f pext
+λ f T
∂R f
∂ f pext
= 0 (4.22)
Rp = F pint −F pext
R f = F fint −F fext
(4.23)
Differentiating equation 4.23 with respect to F pext , we get
∂Rp
∂F pext
=−1
∂R f
∂F fext
= 0
(4.24)
Substituting these values in Equations 4.21 and 4.22, we obtain
λ pT =
∂Θ
∂F pext
λ f T =
−∂Θ
∂U f
−λ pT K p f
K f f
(4.25)
Where K p f = ∂R
p
∂U f
and K f f = ∂R
f
∂U f
.
4.4 The Compliance Constraint
For the compliance constraint, the function is defined as
Θ =Uc ·θc (4.26)
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then considering F pext as
F pext =

0
0
...
θc
0
0

(4.27)
Using Equation 4.25, we have
λ pT =

0
0
...
Uc
0
0

λ f T =
−λ pT K p f
K f f
(4.28)
4.5 Input Force Constraint
The optimizer minimizes the force corresponding to the specified input displacement. Hence, one of the constraints
is the force(θ2).
Θ = θ2 (4.29)
then considering F pext as
F pext =

0
0
...
θ2
0
0

(4.30)
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Using Equation 4.25, we have
λ pT =

0
0
...
1
0
0

λ f T =
−λ pT K p f
K f f
(4.31)
4.6 End-Node (Ue) Deflection Constraint
For the end-node deflection constraint, the function is defined as
Θ =Ue (4.32)
then considering F pext as
F pext =

0
0
...
θ2
0
0

(4.33)
Using Equation 4.25, we have
λ pT = 0
λ f T =
−1
K f f
(4.34)
21
Chapter 5
Algorithm Summary
The steps typically involved in finding the optimal topology of a structure constructed from a single isotropic
material are:
1) Choose a suitable reference domain to which the boundary and loading conditions are applied.
2) Mesh the design domain using an effective mesh. The mesh should be fine enough to allow critical and thin
structures, like hinges or connections between different structural members, to appear in the optimized result. The
mesh remains unchanged throughout the optimization process.
3) Assign an initial guess for the design parameter, ρ , distribution and perform the finite element analysis of the
initial structure to compute the displacement fields and other required parameters.
4) Compute the sensitivities of the response functions. For a gradient based optimizer, these sensitivity information
make it take the path which decreases the value of the objective function rapidly.
5)The sensitivity information along with other necessary parameters are then sent to the optimizer.
6) The optimizer calculates a new distribution of the design parameter, ρ .
7) The KKT conditions are checked for the new design parameter. If the KKT conditions are satisfied, then
the optimizer converges to an optimized design solution, otherwise an iterative process is followed whereby the
optimizer keeps updating the design parameter, ρ , untill convergence of the KKT conditions are achieved14 1 Topology optimization by distribution of isotropic material 
Initialize 
(Staning guess) 
Optimization 
Method of Moving Asymptotes 
Fig. 1.5. The flow of computations for topology design using the material distri-
bution method and the Method of Moving Asymptotes (MMA) for optimization. 
The low-pass filter step (filtering of sensitivities) is discussed in Sec. 1.3.1. 
box-like (in 3-D) domains, and with a mesh consisting of squares or cubes. 
This simplifies implementation and can be employed to speed up the analysis 
part of the procedure, see section 1.2.4. 
On programming complexity The procedure described above does not 
require any great programming efforts in order to solve the compliance topol-
ogy design problem. When access to a FEM code is provided, only a few lines 
of extra code is required for the update scheme and for the computation of 
the energies involved. If for example a rectangular design domain is consid-
ered and one uses square elements and a Q4 interpolation of displacements 
and element wise constant densities, a complete program including FE anal-
ysis and plotting of the resulting designs can be written in 99 lines of Matlab 
code (see appendix 5.1.1). This actually also includes a filtering procedure 
that caters for the so-called checkerboard and mesh-dependency problems 
associated with our design problem (see section 1.3.2 for further details). 
Figure 5.1: Steps in optimal design of isotropic structure [48]
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The structural optimization problem is solved using the Method of Moving Asymptotes(MMA) [49]. Using
the initial starting values of the design variables and the gradients of the Lagrangian, the optimizer solves a convex
approximation of the problem. Figure 5.2 shows the schematic of the overall solution procedure adopted to solve
the topology optimization problem described in section 4.2.
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Figure 5.2: Flow of design data for the topology optimization problem
Here, C represents the compliance of the structure. The operator ddρ represents the sensitivity of the response
function with respect to design variable, ρ and gi represents the constraint function. The optimizer terminates
when the first order Karush-Kuhn-Tucker (KKT) conditions are satisfied[50, 51].
5.1 Arc length controlled Forward Analysis
The limitations of a purely force-controlled method or a purely-displacement controlled method can be described
with the help of the Figure 5.3. Suppose we use a force-controlled scheme to traverse the nonlinear curve in
which the external load is increased monotonically. This process gives accurate results between the initial stage
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A and the local maximum B. However, as the load is increased beyond the point B, the solution point jumps
from B to D (snap-through). Further solutions can be obtained from D to point E, which is the global maximum.
Thus, we are only able to get partial solutions with a load-controlled scheme as it is unable to explore the local
minima points like C, G or H. Another approach that can be utilized to trace the nonlinear curve is displacement
controlled scheme, where the displacement is increased monotonically. This method allows the solution path to
be traced between B and C and also between E and F. However, displacement-controlled method fails to traverse
the curve F–G–H (snap-back) because as the displacement values are increased the solution path jumps from F to
H and keep tracing it further forward. The failure of load-controlled and displacement-controlled methods to fully
trace the solution of nonlinear systems exhibiting snap-through and snap-back instabilities calls for more robust
algorithms like arc length controlled method.
Figure 5.3: Nonlinear load-displacement curve exhibiting snap-through and snap-back phenomenon
Let u0 and λ0 be the displacement and load parameter for the last converged solution of the non-linear residual
equation R(u0,λ0) = 0. Let the next load increment be ∆λ and the displacement increment be ∆u, respectively.
Hence the new displacement and load vectors are
u′ = u0+∆u (5.1)
λ ′ = λ0+∆λ (5.2)
If this is a solution of the nonlinear residual equation, then it should satisfy
R(u0+∆u,λ0+∆λ ) = F int(u0+∆u)− (λ0+∆λ )F 0 = 0 (5.3)
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Generally, Equation 5.3 is not satisfied in the first attempt. This requires corrections in the values of ∆λ and ∆u to
finally satisfy the residual equation. Let δu and δλ be the required corrections. Then we have
R(u0+∆u+δu,λ0+∆λ +δλ ) = F int(u0+∆u+δu)− (λ0+∆λ +δλ )F 0 = 0 (5.4)
Using the Taylor’s series expansion and retaining only the first order terms we have
F int(u0+∆u)+
∂F int
∂u
δu− (λ0+∆λ +δλ )F 0 = 0 (5.5)
Representing ∂F int∂u as the tangential stiffness matrix KT and rearranging the terms in Equation 5.5, we have
KTδu−δλF 0 =−R(u0+∆u,λ0+∆λ ) (5.6)
Here, we have two unknowns (δu and δλ ) and just one equation. Hence, we introduce a arc length equation
(∆u+δu)T (∆u+δu)+ψ2(∆λ +δλ )2(F T0 F ) = ∆l
2 (5.7)
where ψ and l are user defined parameters. For cylindrical arc-length methods ψ is generally chosen to be equal
to zero. The system of equations 5.6 and 5.7 can be written in much more compact form as
 KT −F 0
2∆uT 2ψ2F T0 F 0

δu
δλ
=
−R
A
 (5.8)
5.1.1 Crisfield’s formulation
From Equation 5.6 , we have
KTδu−δλF 0 =−R(u0+∆u,λ0+∆λ ) (5.9)
Rearranging equation 5.9, we have
δu =−KT R(u0+∆u,λ0+∆λ )+δλKT F 0
δu = δ u¯+δλδut
(5.10)
where
δ u¯ =−KT R(u0+∆u,λ0+∆λ )
δut = KT F 0
(5.11)
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Here, both δ u¯ and δut are solvable. We calculate δ u¯ in terms of δλ and substitute the relation in equation 5.7 to
get a quadratic equation in terms of δλ
α1δλ 2+α2δλ +α3 = 0 (5.12)
where the constants can be written as
α1 = δuT .δu+ψ2(F 0F 0)
α2 = 2(∆u+δ u¯)T ·δut +2ψ2∆λF T0 F 0
α3 = (∆u+δ u¯)T · (∆u+δ u¯)+ψ2∆λ 2F 0F 0−∆l2
(5.13)
Solving the quadratic equation 5.12 gives two values of δλ which in turn gives two values of δu. Using ψ = 0 for
cylindrical arc length method, we choose a value of δλ which gives the largest value of parameter G, defined as
Gi = (∆u+δui)T ·∆u (5.14)
Thus, once we obtain the corrections, we can write the final value of displacement and the corresponding force
variables as
u′ = u0+∆u+δu
λ ′ = λ0+∆λ +δλ
(5.15)
5.2 Element Removal
During topology optimization certain elements are assigned a minimum density value, ρmin, which for finite
element analysis, are considered as void elements. These void elements contribute to the overall stiffness of the
structure. Usually, ρmin value is very small (around 1×10−3) and the structural analysis of the optimized structure
is assumed to predict the behavior of the design with void elements contributing nothing to the overall structural
stiffness. However, if the value of ρmin is high (around 1×10−1), then structural analysis of the optimized structure
may not correspond to the structural behavior of a real designed geometry. To overcome this problem, an element
removal procedure has been adopted. By removing the elements with design parameter value, ρ , value equal
to the minimum value, ρmin, from the finite element analysis of the optimized structure, we minimize the error
due to the stiffness of the void elements. The process is implemented by taking an user input value, ρrem, which
specifies the filter value of the design parameter, ρ . All the elements with a value of ρ greater than ρrem are kept
in the finite element mesh while removing the elements with ρ value less than ρrem. The final finite element mesh
with the void elements removed is called the reduced mesh. Figure 5.4 shows the full and reduced finite-element
triangular meshes.
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Figure 5.4: Deformed Finite element meshes
5.3 Structured and Unstructured Grids
An efficient finite-element analysis requires an effective finite-element mesh. Meshes for the finite-element
analysis can be either structured or unstructured. Structured grids, as the name suggests, have a clear structure.
They can produce quadrilateral or triangular elements on a two-dimensional design domain. They are effective
for meshing simple geometries. Grid points can be distributed along lines with effective spacing, and well-graded
grids can be constructed. A structured mesh generated using Abaqus has been shown in Figure 5.5
Printed using Abaqus/CAE on: Tue Apr 04 18:16:08 Central Daylight Time 2017
Figure 5.5: Structured Mesh
In an unstructured grid, the finite-elements are not placed in a regular/structured way. These type of grids
are mainly used to meshing complex geometries, using triangular elements for two-dimensional analysis and
tetrahedral elements for three-dimensional analysis. Unstructured grids are mainly generated by the Delauney
method or by the advancing-font method. Bathe [52] discusses these methods in more details. An unstructured
grid generated using Abaqus has been shown in Figure 5.6
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Figure 5.6: Untructured Mesh
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Chapter 6
Airfoil Terminologies and Basics
The study uses a symmetric airfoil, NACA 0012, for design and analysis. NACA airfoil series are designated
by four digits following the term ‘NACA’. For example, NACA MPXX. The first digit M signifies the maximum
camber. It is represented as a percent of the chord length. For NACA 0012 airfoil M is 0, which means the
maximum camber is 0% of the chord length, c. The next digit P signifies the location of the maximum camber.
Hence, P means that the maximum camber is located at P % of the chord length from the leading edge. The next
two digits, ‘XX’ signifies the maximum thickness of the airfoil as percent of the chord length. Thus for NACA
0012 airfoil, the maximum thickness is 12% of the chord length located at 30 % chord.
Figure 6.1: Airfoil Terminologies
Variety of terms are used to describe different design parameters of an airfoil. Some of the most widely used
terms are described here:
1. Leading Edge: The forward edge of the airfoil is called the leading edge. It is the side of the airfoil in the
direction of motion of the aircraft as shown in Figure 6.1.
2. Trailing Edge: The aft edge of the airfoil is called the trailing edge.
3. Camber: The curvature of the airfoil is called camber. The average camber of the upper and lower surface
is represented by the mean camber line. The shape of the mean camber line depends on the thickness
distribution along the chord.
4. Chord Line: Straight line connecting the leading and trailing edge is called the chord line.
5. Chord Length: The chord length, or simply, chord, c, is the length of the chord line.
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6. Angle of Attack (AoA), α: It is the angle between the chord line of an airfoil and the vector representing
the relative motion between the body and the fluid through which it is moving.
7. Flight Envelope: Capabilities of the designed aircraft such as airspeed, maximumm altitude, and load factor
(ratio of lift to weight) define the overall flight envelope of the aircraft. Each aircraft is designed to have a
fixed flight envelope based on the design geometry.
8. Flight Phases/ Flight Conditions: There can be a variety of flight phases depending on the design
requirements of the aircraft. Broadly, the flight conditions are:take-off, climb, cruise, dash, loiter, descent
[18].
30
Chapter 7
Numerical Results
In this study, we use optimization to design a bi-stable airfoil. By properly distributing material over a given
design domain, we can tailor the non-linear response of a structure. The procedure can be explained with the help
of Figure 7.1.
Figure 7.1: Force-Displacement plots for baseline and optimized beam
Figure 7.1 shows how in each iteration of the optimization, the non-linear force displacement curve is pushed
down from the baseline response to a final response curve of a bi-stable structure. If the force-displacement curve
dips below the x-axis, it results in a bi-stable structure. From the figure, we can understand the objective of the
optimization i.e to minimize the force required at some displacement, u2, while constraining the force at some
earlier displacement, u1. The formal optimization problem statement can be written as:
minimize
x
θ2
subject to θ1 ≥ Fmin,
M(ρ )≤Mmax.
(7.1)
where M represents the total mass of the structure. There are a few important points to be noted regarding Figure
7.1 and bi-stability. As stated above, for a structure to show bi-stability θ2 should be negative. The lower the value
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of θ2, the greater the force required to push the structure back to its baseline equilibrium state, and the greater will
be the deflection of the airfoil will be. By constraining the force (θ1) at the first deflection point, we ensure that
the force-displacement response is bimodal to produce bistability.
7.1 The Bi-Stable Beam
Before analyzing the bi-stable airfoil design problem, we would use the classic problem of a bi-stable beam
design to understand the mechanics of snap-through instability and validate the design approach. Here, we
optimize a beam, clamped at both ends and subjected to a transverse load at the center, to produce a structure
which shows bi-stability. The baseline configuration (i.e fully solid layout without any elements removed) is not
bi-stable. The objective is to use optimization algorithm to distribute material inside the design domain in such a
way so that a bi-stable beam design is generated. This benchmark problem is discussed in more details in [38] and
[44]. The design and optimization parameters for the bi-stable beam design problem are presented in Table 7.1.
The stiffness constraint is chosen such that θ1 ≥ 20% of force required to achieve deflection u1 for the baseline
beam structure.
Table 7.1: Optimization Parameters and Constraint Values for Bi-stable beam design
Young’s Modulus (MPa), E0 15
Poisson’s ratio, µ 0.3
First displacement location (mm), u1 200
Second displacement location(mm), u2 600
Minimum elemental density, ρmin 0.1
Volume Fraction, V0 0.4
Penalization parameter, p 3
Maximum Input Displacement (mm) 600
Design domain length (mm) 3000
Design domain height (mm) 600
Figure 7.2(b) shows the optimized design for a bi-stable beam structure. Structural hinges are defined by very
narrow material regions linking more filled areas. Figure 7.2(c) & (d) show the force-displacement curves for
the baseline beam structure and optimized bi-stable beam structure respectively. Figure 7.2(d) confirms that the
structure is indeed bi-stable since the curve dips below the x-axis when the displacement at u2 exceeds the value
of 600mm.
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(a) Design domain for bi-stable beam design problem (b) Optimized structure
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(c) Force-displacement plot for the baseline structure
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(d) Force-displacement plot for the optimized structure
Figure 7.2: The bi-stable beam design problem
7.2 Bi-Stable Airfoil Design
Once we have verified our material model and solution procedure with the classic bi-stable beam design
problem, we expand the application of our modeling and analysis to design a bi-stable airfoil. We focus on the
camber morphing of the airfoil and hence, our objective is to optimize the cross-section of the airfoil, so that we
achieve a deflecting trailing edge with self-locking ability. For the current study, the aerodynamic forces acting on
the airfoil will not be considered. To simulate the spars running through an airfoil, fixed to the aircraft body, it is
assumed that the airfoil is fixed upto a certain portion along the top and bottom surfaces. The boundary conditions
and loading has been explained in Figure 7.3. The airfoil chosen for this study is NACA 0012 airfoil. The leading
and trailing sections were removed to fit a structured grid. The airfoil is further modified to have a more favorable
aspect ratio so that we can obtain a detailed design with fewer elements, and give the optimizer a larger domain
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in which to maneuver. The maximum thickness of the airfoil is changed by 178% to produce a modified NACA
0012 airfoil, suited to carry out the optimization analysis.
Optimized airfoil with quadrilateral finite elements
The first approach adopted involves the use of quadrilateral finite elements to mesh the airfoil design domain.
The modified airfoil design domain is shown in Figure 7.3.
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Figure 7.3: Design domain for the morphing airfoil optimization problem
The black markers on the top and bottom surfaces represent the fixed boundary conditions, placed to simulate
the behavior of support structures. The point of application of the actuating force (θ2) and the point at which
the deflection is desired are shown by the markers ‘F’ and ‘Ue’ respectively. We want to minimize force (θ2)
required to deflect the trailing node (Ue) by an amount greater than a minimum value (U0). To ensure proper
structural rigidity at the bi-stable region, we constrain the force (θ1) corresponding to the first displacement (u1) to
be of value greater than, Fmin. The value of Fmin is chosen to be 20% of the force corresponding to u1 for the solid
baseline design domain. The compliance constraint, C(x) is used to ensure a continuous chain of material between
the Ue node and the ‘F’ node. It also ensures the structure has sufficient stiffness required for its functionality. To
compute the compliance constraint, C(x), we fix the top and bottom surfaces, as represented by ‘Fixed Boundary’,
and also the node F, while displacing the trailing node, Ue, by 3 mm. The volume constraint V (x) controls what
percent of the original design domain will form the optimized structure. Mathematically we can represent these
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as follows
minimize
x
θ2
subject to θ1 ≥ Fmin,
V (x)≤V0
C(x)≥C0
Ue(x)≥U0.
(7.2)
The design domain is discretized with 1342 quadrilateral finite elements, with 61 elements in the horizontal
direction and 22 elements in the vertical direction. Figure 7.4 shows the optimized material layout for this design
problem. Figure 7.5 (a) and (b) show the optimized airfoil in its deformed configuration and the deformed finite
element mesh respectively.
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Figure 7.4: Optimized material layout
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Figure 7.5: Optimized airfoil with rectangular finite element mesh
Figure 7.5(b) shows that the finite element mesh undergoes a considerable amount of distortion, which prevents
us from using a minimum value of material density, ρmin, lower than 0.1, as it led to formation of degenerate
elements. Another important point to consider is the stiffness contribution of the void elements. The elements
present in the void regions contribute to the overall stiffness of the structure. This prevents us from accurately
describing the force-displacement response of the structure. Therefore, to have a better understanding of actual
structural response, we implement an algorithm to remove the void and near-void elements from the finite element
mesh. The filter threshold value for the element removal process, ρremove, was chosen to be 0.1. We then perform a
non-linear analysis of the modified structure. Figure 7.6 shows the reduced mesh for the optimized design shown
in Figure 7.4 in both the undeformed and deformed states.
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Figure 7.6: Reduced mesh for bi-stable airfoil design
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The maximum trailing edge deflection measured at node Ue for the full finite element mesh was observed to
be 12 mm, with a maximum input deflection u2 of 10mm. The trailing edge deflection increased to 13.6 mm for
the same u2 when reduced finite element mesh was used to carry out the structural analysis. Figure 7.7 shows
the force-displacement response for the baseline structure (i.e with the entire design domain being fully solid),
as well as for the optimized structure with both reduced and full finite element meshes. The force response of
the baseline structure is monotonic, however the optimizer redistributes material within the design domain to
produce a bi-modal response representing snap-through instability. Figure7.7(b) shows that before removing the
void elements the structure does not show bi-stability since the force always remains positive. However, after
element removal the structural response changes considerably and shows bi-stability.
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(b) Optimized structure
Figure 7.7: Force-displacement response of the bi-stable airfoil with rectangular finite elements
The optimization and structural parameters are summarized in the Table 7.2.
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Table 7.2: Optimization Parameters and Constraint Values for Quadrilateral Element Mesh
Young’s Modulus (MPa), E0 15
Minimum elemental density, ρmin 0.1
Volume Fraction, V0 0.4
Penalization parameter, p 3
Maximum Input Displacement (mm), u2 10
Minimum Tip-node Deflection (mm), Ue 13.6
Displacement for Compliance Evaluation(mm), uc 3
Complaince constraint( N.mm), C0 0.7782
Displacement Constraint (mm), U0 13
Airfoil chord length (mm) 300
Airfoil maximum thickness(mm) 40
Optimized Airfoil with Triangular Finite Elements
In the previous section we used a structured quadrilateral finite element mesh to discretize the airfoil design
domain. This required us to remove the trailing and leading edge of the airfoil. This modification restricted the
optimizer from exploiting the full available design space and in turn this approach requires additional mechanisms
to transfer deflections to the trailing edge of the airfoil. To overcome the above mentioned challenges, an
unstructured triangular mesh is used to discretize the airfoil design domain.
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Figure 7.8: Boundary and loading conditions for bi-stable airfoil design domain
Figure 7.8 shows the nodes at which the actuating force is applied, the boundary conditions along with the node
at which the deflection is desired for the morphing application. The objective function and the constraints for the
optimization are the same as used for the quadrilateral elements. We constrain the trailing edge node (Ue) to deflect
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by an amount greater than a minimum value, Uo and minimize the actuating force θ2. To ensure a continuous chain
of material between the trailing edge and the point of application of the actuating force, a compliance constraint is
enforced. It also ensures that the structure is stiff enough to fulfill its functional requirements. The fixed boundary
conditions are imposed on the upper and lower airfoil surfaces to imitate the behavior of supports and spars.
Mathematically, we can represent these as follows
minimize
x
θ2
subject to θ1 ≥ Fmin,
V (x)≤V0
C(x)≥C0
Ue(x)≥U0.
(7.3)
where Fmin is chosen to be 20% of the force evaluated at the first displacement position (u1) for the baseline
structure. The design domain is discretized with 1600 triangular elements. To avoid local minima, we employ
a continuation method [53] in which the SIMP penalization parameter, p, is increased in steps, as a function of
iteration number, j, such that.
p( j) = max(3.0,min(ceil[ j/5],5.0)), j = 1,2, ... (7.4)
The minimum density value for the entire design domain changes whenever the penalization parameter
increases. To ensure a continuous mapping from the old minimum density to new minimum density value,
whenever there is a change in penalization parameter, p, a mapping function is formulated.
xmin p+1 = Axmin p+B (7.5)
Here, A and B are constant mapping parameters given by,
A =
1− p+1√Emine
1− p√Emine
B = 1−A
(7.6)
where Emine = 0.001 for all values of ρmin. Figure 7.9 shows the optimized airfoil. Figure 7.10 (a) and (b)
shows the deformed optimized airfoil and the deformed finite element mesh, respectively. We can observe the
high amount of distortion undergone by the finite element mesh.
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Figure 7.9: Optimized material layout
As previously mentioned, to obtain an accurate description of the force-displacement response of the optimized
structure, we remove the void and near-void elements. We use a filter threshold value of 0.45 for the element
removal process. Figure 7.11 shows the reduced finite element meshes for the undeformed and deformed
configurations of the airfoil. Figure 7.12 shows the force-displacement response of the optimized airfoil with
both full and reduced finite element meshes. We observe that the structure does not show bi-stability with the full
mesh. When then void elements are removed we get a bi-stable structure, but for a displacement less than the
maximum input displacement of 15mm. The structure also exhibits characteristics of snap-back instability.
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Figure 7.10: Optimized airfoil and deformed mesh
For a maximum input deflection, u2, of 15mm, structural analysis carried out with the full finite element mesh
produces a trailing edge deflection, Ue, of 16mm. While, reduced finite element mesh analysis, for the same
input deflection, produces a trailing edge deflection of 21 mm. Thus, the mechanism produces shows a geometric
advantage of 1.4. The black markers in Figure 7.11 represent the reduced boundary conditions.
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Figure 7.11: Reduced mesh for bi-stable airfoil design
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Figure 7.12: Force-displacement plot for optimized airfoil with reduced and full finite element meshes
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Table 7.3: Optimization and design Parameters
Young’s Modulus (MPa), E0 15
Minimum elemental density, ρmin 0.1 0.177 0.251
Penalization Parameter, p 3 4 5
Volume Fraction, V0 0.4
Maximum Input Displacement (mm), u2 15
Minimum trailing edge Deflection(mm), u0 21
Complaince Constraint (N mm), C0 12.33
Displacement for Compliance Evaluation(mm), uc 10
Displacement Constraint (mm), U0 16
Airfoil Chord Length (mm) 150
Airfoil maximum thickness (mm) 50
To avoid the snap-back instability as observed in the force-displacement response curve shown in Figure 7.12,
the optimization parameter, Fmin (which governs the stiffness value of the bistable region) was reduced to half of
its original value. The other design and optimization parameters were kept the same. Figure 7.13(a) shows the
optimized structure corresponding to the alternative optimization problem. Figure 7.13(b) shows the deformed
optimized airfoil configuration.
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Figure 7.13: The Alternative optimization problem
Figure 7.14 shows the finite element mesh distortion. Figure 7.15 shows the reduced finite element mesh for
the optimized airfoil in undeformed and deformed configurations respectively. For a maximum input deflection,
u2, of 15 mm, the trailing edge, Ue, deflects by 19 mm for a full finite element mesh. However, with the reduced
finite element mesh, the maximum trailing edge deflection, with the same u2, is observed to be 25.8 mm. Thus,
the morphing mechanism displays a geometric advantage of 1.98, much higher than the previous design.
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Figure 7.14: Finite element mesh distortion
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Figure 7.15: Reduced meshes
Figure 7.16 shows the force-displacement curves corresponding to the baseline structure and optimized airfoil
structure. The force-displacement response of the baseline structure is monotonic. The optimizer tailors the
response of the structure to produce a bi-modal curve exhibiting snap through characteristics. After removing the
void elements from the finite element mesh, we obtain a bi-stable morphing airfoil structure. The plot produced
with the reduced finite element mesh confirms that the optimized design obtained is actually bi-stable because the
curve dips below the x-axis when the deflection exceeds the second displacement position (u2) value.
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Figure 7.16: Force-displacement response of the bi-stable airfoil with triangular finite elements for the alternative
optimization problem
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Chapter 8
Discussion
The present study gives us an insight into the relative stability of the triangular and rectangular finite elements. It
was observed that the maximum displacement at the input node, u2, for the design domain meshed with structured
quadrilateral finite elements was restricted to 10 mm, since a higher displacement value made the tangent stiffness
matrix, K tan in Equation 3.27, singular, due to high mesh distortion. While, for the design domain meshed with an
unstructured triangular finite elements, the maximum displacement, u2, was 15mm, with all the other optimization
and design parameters kept same. This, along with the complex airfoil design domain, supported the use of
an unstructured grid to obtain accurate optimization and structural analysis results. The filter radius mentioned in
Equation 4.4 can have a significant effect on the instability introduced due to the snap-back effect while performing
structural analysis during the optimization process. We found that for fixed optimization and design parameters,
increasing the filter radius, R¯, decreases the snap-back instability.
The optimized designs obtained as final results of the topology optimization process were manufactured using the
Objet260 Connex 3-D printer, to compare the numerical and manufactured performance parameters. Figure 8.1
shows the optimized and the 3-D printed structures in undeformed and deformed positions.
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Figure 8.1: Optimized and 3-D printed structures for design domain meshed with rectangular finite-elements
The trailing edge deflection obtained with the finite-element analysis of the optimized structure with reduced
mesh was 13.6 mm. The 3-D printed structure shows a trailing edge deflection of 10 mm. Thus reduction in
performance parameter, RUe , can be obtained as:
RUe =
Optimized deflection-Produced deflection
Optimized deflection
×100
= 26.5%
(8.1)
Similarly, the optimized structure obtained from meshing the design domain with an unstructured grid consisting
of triangular finite-elements and the 3-D printed optimized structure were compared with respect to their trailing
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edge deflection, Ue. The numerically obtained optimized structure and 3-D printed structures are shown in Figure
8.2.
(a) Undeformed optimized structure (b) Deformed optimized structure
(c) Undeformed 3-D printed structure (d) Deformed 3-D printed structure
Figure 8.2: Numerical and 3-D printed optimized structures for design domain meshed with triangular
finite-elements
The maximum trailing edge deflection obtained with the reduced mesh for the optimized structure was 21 mm.
The maximum trailing edge deflection exhibited by the 3-D printed design was 18 mm. Thus, the reduction in
performance parameter, RUe , can be calculated as:
RUe =
Optimized deflection-Produced deflection
Optimized deflection
×100
= 14.3%
(8.2)
The optimized structure obtained from the numerical analysis and the 3-D printed optimized structure for the
alternate design problem has been shown in Figure 8.3
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Figure 8.3: Numerical and 3-D printed optimized structures for the alternative optimization problem
The maximum trailing edge deflection for the numerically produced optimized structure was 25.8 mm. The
3-D printed structure showed a maximum trailing edge deflection of 22 mm. The percentage reduction in the
performance parameter, maximum trailing edge deflection, can be written as:
RUe =
Optimized deflection-Produced deflection
Optimized deflection
×100
= 14.7%
(8.3)
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Chapter 9
Conclusion
A novel camber morphing mechanism, capable of producing a bi-stable airfoil was designed using topology
optimization. The design concept used bi-stability as a source of actuation for the morphing mechanism and
for maintaining the deformed configuration of the structure. The optimal layout of material throughout the
design domain was formulated as a continuous material distribution problem following the SIMP approach. The
structure was optimized for bi-stability subject to resource constraints and a minimum trailing edge deflection. The
structural response due to the actuating force was computed using a hyperelastic finite element formulation that
accounts for large displacements. It was assumed that aerodynamic forces were absent. The design sensitivities
were computed analytically using the adjoint method. Two different types of design domains with different
boundary conditions and optimization parameters were presented. In one approach, a structured quadrilateral
grid was used to mesh a part of the airfoil domain. In the other approach, the airfoil was meshed using an
unstructured triangular grid. Both the design approaches were analyzed and compared. Through optimization, we
were able to tailor the monotonic response of a structure to exhibit snap-through behavior. After removing void
elements, which prevented us from accurately modeling the structural response, a bi-stable structure was produced.
The results showed that topology optimization can be used to exploit the geometric nonlinearity of structures to
design morphing mechanisms. Previous works on topology optimization for bi-stability were restricted mostly to
design of structures derived directly from the classic beam design problem. This study and the results obtained
are significant since they provide an alternative approach to mechanism design by linking the bistable response
of a structure to an output displacement that is separate from the input node, thereby treating the design as a
mechanism. The study also explored the effect of different design domains and optimization parameters on
the final optimized solution and highlighted the higher stability of the triangular elements over the quadrilateral
elements. Future work will include aeroelastic coupling to observe the effects of aerodynamic loading on the
structure.
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