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Xavier Monnier, Haritz Sardon, Thomas D. Anthopoulos, Mario Caironi, 
Mariano Campoy-Quiles, Christian Müller, Daniele Cangialosi, Natalie Stingelin, 
and Jaime Martin*
Organic solar cells incorporating non-fullerene acceptors (NFAs) have 
reached remarkable power conversion efficiencies of over 18%. Unlike 
fullerene derivatives, NFAs tend to crystallize from solutions, resulting in 
bulk heterojunctions that include a crystalline acceptor phase. This must be 
considered in any morphology-function models. Here, it is confirmed that 
high-performing solution-processed indacenodithienothiophene-based NFAs, 
i.e., ITIC and its derivatives ITIC-M, ITIC-2F, and ITIC-Th, exhibit at least 
two crystalline forms. In addition to highly ordered polymorphs that form at 
high temperatures, NFAs arrange into a low-temperature metastable phase 
that is readily promoted via solution processing and leads to the highest 
device efficiencies. Intriguingly, the low-temperature forms seem to feature 
a continuous network that favors charge transport despite of a poorly order 
along the π–π stacking direction. As the optical absorption of the structurally 
more disordered low-temperature phase can surpass that of the more ordered 
polymorphs while displaying comparable—or even higher—charge transport 
properties, it is argued that such a packing structure is an important feature 
for reaching highest device efficiencies, thus, providing guidelines for future 
materials design and crystal engineering activities.
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1. Introduction
Organic solar cells (OSCs) have attracted 
great attention in the last 20 years as 
they promise cost-effective, clean, and 
renewable energy in addition to devices 
with complex form factors.[1] Most effi-
cient OSCs include a blend of an elec-
tron-donating semiconducting polymer 
and an electron-accepting semicon-
ducting small molecule arranged in a co-
continuous phase-separated morphology 
known as bulk heterojunctions (BHJs).[2] 
Although fullerene derivatives have tra-
ditionally been the preferred choice for 
the realization of BHJs, so-called non-
fullerene acceptors (NFAs) have recently 
emerged leading to significantly higher 
performances,[3] predominantly owing 
to a stronger absorption in the vis-
ible and near-IR (NIR) regions and the 
surprisingly long exciton diffusion 
length.[4]
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A highly successful example of a NFA is the indacenodith-
ienothiophene-based molecule ITIC (chemical structure is 
shown in Figure  1a). Originally synthesized by Zhan and co-
workers in 2015,[5] ITIC is an A-D-A structured molecule with 
indacenodithieno[3,2-b]thiophene (IT) as the central donor unit 
and with 2-(3-oxo-2,3-dihydroinden-1-ylidene)malononitrile (IC) 
as acceptor end groups. While ITIC delivered initially a rela-
tively modest power conversion efficiency (PCE), optimization 
of device processing,[6] and incorporation of various chemical 
functionalities, such as fluorination (ITIC-2F, Figure  1b[7]), 
methylation (ITIC-M, Figure  1c[8]) or substitution of phenyl 
units by thiophene units (ITIC-Th, Figure  1d[9]), led to an 
increase of the PCE up to 14%.[10]
Unlike fullerene derivatives,[11] NFAs, including ITIC deriva-
tives, often develop crystalline domains when they are solution-
processed (e.g., by spin-coating or wire-bar coating).[12] As a 
result, the solid-state microstructure and phase morphology of 
polymer:NFA BHJs often include a crystalline acceptor phase, 
which must be considered in morphology/structure–function 
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Figure 1. a–d) Chemical structures of ITIC, ITIC-2F, ITIC-M, and ITIC-Th, respectively. 2D GIWAXS patterns for ITIC e) Phase I, i) Phase II, and 
m) Phase III; ITIC-2F crystallized in f) Phase I and j) Phase II; ITIC-M crystallized in g) Phase I and k) Phase II; and ITIC-Th crystallized in h) Phase I 
and l) Phase II. All Phase I forms are produced by casting chlorobenzene (CB) solutions containing small amounts of DIO (0.5–1%). Phases II and III 
are obtained by annealing the thin films at the temperatures indicated in each panel.
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models of such OSCs, especially as NFAs often can crystallize 
in various polymorphs, i.e., in different crystal forms.[13] Accord-
ingly, it is of utmost importance to identify the structural, 
optical, and electronic characteristics of the various crystalline 
phases NFAs can feature. However, few studies have addressed 
the often-rich phase behavior of these promising acceptor mate-
rials. Hence, the impact of the different crystalline forms on the 
electronic properties still remains poorly understood.
Molecular polymorphism may affect device performance via 
different mechanisms: for example, different polymorphs can 
exhibit different optoelectronic properties because of different 
overlap between π-orbitals.[14] Moreover, crystal habits might 
differ between polymorphs, affecting the overall microstructure 
and leading to different BHJ phase morphologies.
The occurrence of polymorphism in organic materials, 
including organic semiconductors,[15] was originally rationalized 
in terms of the empirical Ostwald’s rule of stages,[16] which states 
that in the crystallization of polymorphic systems, the most ther-
modynamically stable form is the last to appear. The polymorph 
initially formed is less thermodynamically stable but the activa-
tion energy required to overcome the barrier to form it is lower. 
In the case of solidification from solution, which is inherent to 
solution-processed organic semiconducting devices, this can be 
due to a favorable solvent-polymorph interfacial free energy.[15a]
Polymorphism might be closely connected to device effi-
ciency of OSCs. Indeed, it has been recently reported that the 
slight increase in the degree of crystallinity of the ITIC domains 
in PBDB-T:ITIC BHJs, e.g., by thermal annealing below the 
glass transition temperature of ITIC (TgITIC  ≈ 180  °C),[12c] by 
solvent annealing (with THF),[12b] or by the addition of sol-
vent additives during the processing,[17] leads to the enhance-
ment of both the device performance and device stability.[18] 
However, the increase in the degree of crystallinity achieved by 
annealing the devices at temperatures above the Tg of ITIC was 
detrimental, drastically reducing the PCE.[12c] To rationalize the 
above results, Yu et al.[12c] and Ciammaruchi et al.[19] have sug-
gested that ITIC is able to crystallize into different polymorphs, 
i.e., a low-temperature polymorph that develops via diffusion 
limited crystallization at temperatures below Tg and a high-tem-
perature polymorph that develops by regular cold crystallization 
at temperatures above the Tg.
In this paper, we identify, characterize, and gain under-
standing of the crystalline forms of indacenodithienothiophene-
based NFAs, namely, ITIC, ITIC-M, ITIC-2F, and ITIC-Th. We 
make the following key observations: we find that all four NFAs 
exhibit polymorphism, including a low-temperature metastable 
polymorph that is characterized by continuous 1D-chain or 
multidimensional mesh-like aromatic structures and seem-
ingly poor structural order along the π–π stacking direction. 
As similar packing motifs have been reported for the best per-
forming NFAs, including ITIC, IDTBR, and the benchmark 
Y6[13,20] (molecular structure Figure S1, Supporting Informa-
tion) our work suggests that these crystal forms are a common 
feature for the highest-performing electron acceptors for OSCs. 
We, thus, provide a rationale for future materials discovery. 
Indeed, our study reveals that these phases can exhibit higher 
optical absorption than the higher ordered, high-temperature 
polymorphs, and display comparable—or even higher—charge 
transport properties with respect to the latter.
2. Results and Discussion
We begin our discussion by identifying the different polymor-
phic phases in solution processed (spin-cast) indacenodithien-
othiophene-based NFAs. Unless otherwise stated, the analyzed 
samples were 90 to 110-nm-thick films processed by spin-
coating 20 mg mL−1 solutions at 2000 rpm, which are standard 
processing conditions in OSC device manufacturing[7,21] (see 
profilometry data in Figure S2, Supporting Information). We 
find that all spin-cast indacenodithienothiophene-based NFAs 
exhibit polymorphism: three different polymorphs are found in 
case of ITIC, denoted as Phase I, Phase II, and Phase III, while 
ITIC-M, ITIC-2F, and ITIC-Th exhibit two polymorphs, namely, 
Phase I and Phase II. Low-temperature Phase I polymorphs 
develop in NFAs during casting under specific processing con-
ditions (discussed in detail later) while Phase II polymorphs 
(and Phase III in ITIC) are obtained upon thermal treatment. 
Grazing incidence wide angle X-ray scattering (GIWAXS) pat-
terns of all crystal forms found in indacenodithienothiophene-
based NFAs are shown in Figure 1e–m and Figures S4 and S5 
(Supporting Information). Table  1 summarizes the position 
and the crystal coherence length (CCL), calculated using the 
Scherrer equation[22] of the main diffraction peaks.
In agreement with previous literature on NFAs packing 
motifs, the GIWAXS patterns for low-temperature Phase I 
forms of ITIC, ITIC-M, ITIC-2F, and ITIC-Th are identified by 
multiple intense diffraction peaks in the low-q region and few 
Table 1. Peak position and crystalline coherence length (CCL) values of 
the GIWAXS reflections for identified ITIC-X polymorphs when annealing 
the material ex situ at the relevant temperatures followed by cooling 
to ambient temperature at 50 °C min−1. * CCL was calculated with the 
Scherrer equation: CCL  = 2 · π · k/Δq  (k = 0.9) and Δq as the full width 
at half maximum of the given peak.
NFA Polymorphs Periodic aromatic-aliphatic packing π–π peak
q [nm−1] CCL [nm] q [nm−1] CCL [nm]
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Adv. Funct. Mater. 2021, 31, 2103784
www.afm-journal.dewww.advancedsciencenews.com
2103784 (4 of 9) © 2021 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
peaks in the high-q region. To gain information about lattice 
characteristics and for peak indexing, the GIWAXS patterns 
were fitted with GIWAXS-SIIRkit[23] (details are included in 
Figure S6 and Table S1, Supporting Information). We note 
that our attempts to perform single-crystal diffraction of Phase 
I crystals failed, which prevented us from conducting a more 
refined analysis of packing motifs.
The GIWAXS patterns found suggest packing motifs where 
NFA molecules pack into 1D-chain or multidimensional mesh-
like structures, as those proposed previously for NFA single 
crystals,[12d,13a,b,20,24] which are expected to exhibit a high mag-
nitude of electron transfer integral and therefore efficient 
charge transfer between molecules. Because 1D- or mesh-like 
packing motifs feature continuous aromatic structures that 
are separated by aliphatic domains,[13,20] many large d-spacing 
symmetry planes exist, which are expected to give rise to mul-
tiple diffraction peaks in the low-q region, as found in our 
patterns.[20d] This conjecture is further supported by our obser-
vation that the main aromatic–aliphatic periodicity peaks and 
the  π–π stacking—the signature of which are the intense dif-
fraction peaks showing up at high-q values—point both along 
the same direction (i.e., the out-of-plane direction), at least for 
low-temperature phases in ITIC, ITIC-M, and ITIC-2F. Having 
aliphatic groups in ITIC-based NFAs pendant from the central 
building blocks, terminal acceptor groups are free to π–π stack 
with further terminal groups promoting continuous aromatic 
structures that result in 1D- or multidimensional structures.
Low-temperature Phase I polymorphs are promoted in 
films cast from aromatic solvents like chlorobenzene (CB), 
1,2-orthodichlorobenzene (o-DCB), or 1,2-orthoxylene (o-Xy). 
This can be deduced from the data obtained for both spin 
and drop-cast films (Figures S7–S10, Supporting Information, 
respectively). We note that the ITIC-Th Phase I can also be 
produced from dichloromethane (DCM) solutions. Nonethe-
less, ITIC-Th behaves slightly different from the rest of NFAs. 
Moreover, we find that Phase I is favored if a small amount of 
1,8-diiodooctane (DIO), an additive frequently used during pro-
cessing of OSCs, is added to the casting solution (Figures S11 
and S12, Supporting Information).[6,7,10] This behavior is most 
probably associated to the low vapor pressure of the DIO that 
allows more extensive NFA crystallization to occur prior to the 
vitrification of noncrystallized regions, i.e., DIO remains in the 
almost solidified film and acts as a plasticizer.[25]
High-temperature polymorphs, i.e., Phase II (for ITIC-M and 
ITIC-2F) and Phase III (for ITIC) exhibit, in general, a higher 
amount of well-defined diffraction peaks compared to Phase I 
forms, which highlights that the former lattices exhibit more 
symmetry elements and, likely, larger ordered domains than 
their Phase I counterparts. Phases II and III result when NFAs 
are thermally treated. For example, ITIC Phase III develops at 
temperatures above 270  °C from Phase I and at 220  °C from 
amorphous ITIC (Figure  1m and Figures S13 and S14, Sup-
porting Information). ITIC Phase II polymorph is obtained by 
heating Phase I at intermediate temperatures between Phase I 
and Phase III (Figure 1i). Interestingly, the stability region for 
Phase II seems to be dependent on the film thickness, which 
would agree with a thermotropic behavior that is dependent on 
spatial confinement (Figures S13 and S14, Supporting Informa-
tion).[26] Finally, Phase II polymorphs develop during heating 
ITIC-M, ITIC-2F, and ITIC-Th films at, respectively, 220, 220, 
and 170 °C (Figures S15 and S16, Supporting Information).
Dominant interactions between organic semiconducting 
molecules, including the ITIC derivatives studied here, are in 
general weak, e.g., van der Waals, π–π interactions, hydrogen 
bonds, and/or electrostatic interactions, which, in addition, are 
frequently nonspecific. This results in the general tendency 
of organic semiconductors to adopt multiple packing modifi-
cations upon solidification.[15a] Moreover, the main chemical 
difference between these NFAs—at least ITIC, ITIC-M, and 
ITIC-2F—results from their terminal acceptor groups that can 
lead to intermolecular interactions. Hence, the differences in 
the physicochemical characteristics of terminal groups (e.g., 
electronegativity, volume), resulting from the different chem-
ical functionality, might alter the intermolecular packing and, 
eventually, the development of a diverse polymorph set.
Interestingly, the phase behavior of ITIC-Th seems to differ 
from that of the other NFAs (as already alluded to above), pos-
sibly because the different chemical moiety in ITIC-Th is in 
the central building block and not in the terminal groups. 
More specifically, unlike the low-temperature Phase I of 
ITIC, ITIC-M, and ITIC-2F, the GIWAXS patterns for ITIC-
Th Phase I do not exhibit an intense and broad π–π peak. 
This observation agrees with the packing motif reported for 
β-ITIC-Th single crystals.[13a] The high-temperature Phase 
II, however, shows a clearer π–π stacking signal, which is 
likely related to the α-ITIC-Th lattice reported in ref. [20b]. 
Moreover, our patterns for ITIC-Th Phase I and Phase II are 
similar to those reported in ref. [12d], where such a Phase I 
pattern was interpreted as resulting from co-crystallization 
of ITIC and ITIC-Th into chain-like packing structures. Even 
if the formation of chain-packing structures seems possible, 
our data suggest that the patterns correspond to two different 
ITIC-Th polymorphs.
To gain understanding of the polymorphism of indacenodith-
ienothiophene-based NFAs from a thermodynamic viewpoint, 
temperature-resolved in situ GIWAXS and differential scan-
ning calorimetry (DSC) experiments were conducted (heating 
rate was 10 and 20 °C min−1, respectively). Here, we will base 
our discussion on the data obtained for ITIC, which is shown 
in Figure 2, while the corresponding results for the remaining 
derivatives are included in Figure S15 (Supporting Information) 
(it should be stressed, however, that ITIC exhibits one more 
polymorph than the other derivatives). We must note here 
again that ITIC-Th seems to exhibit a different thermotropic 
behavior compared to the rest of NFAs. We argue, using an 
energy diagram depicted in Figure 2d, that Phase I polymorphs 
(of ITIC, OTIC-M, and ITIC-2F) are thermodynamically meta-
stable whereas high-temperature Phase II and Phase III are 
thermodynamically stable phases. We base our hypothesis that 
Phase I forms are metastable on the following main arguments: 
i) Phase I melts before evolving into Phase II. Clear indications 
of the above are the loss of birefringence (Figure 2a), the loss 
of Bragg diffractions at about 180 °C (Figure 2b), and the pres-
ence of an endothermic peak in DSC in the same temperature 
region (Figure 2c). ii) Phase I is not formed during cooling. We 
deduce this from the POM data in Figures S17–S20 (Supporting 
Information) and the GIWAXS data given in, e.g., Figure  1, 
which displays the patterns of Phases II and III acquired from 
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samples that were first thermally annealed (for 5  min) at the 
temperatures indicated and then cooled to 25 °C at 50 °C min−1. 
As for ITIC-Th, or data shown in Figures S15 and S16 (Sup-
porting Information) evidence that contrarily to the rest of 
Phase I forms, ITIC-Th Phase I melts at similar temperatures 
as Phase II (i.e., 240–260  °C). Thus, once Phase I is achieved 
from solution casting, ITIC-Th does not transform into Phase 
II. Phase II just grows by cold crystallization from molten ITIC-
Th at temperatures above Tg.
Being thermodynamically metastable, the Phase I crystal 
form of ITIC, ITIC-M, and ITIC-2F, which is the  predominant 
phase reported in many devices,[12c,d] is expected to evolve 
with time into the thermodynamically stable phase, i.e., Phase 
II, which can compromise the long-term stability of the OSC 
devices. However, this seems not to occur during the lifetime 
of the devices. Indeed, a film stored for two years (in ambient 
conditions) still was solely comprised of the Phase I crys-
tals (results included in Figure S21, Supporting Information). 
Indeed, while we did not observe changes in film structure 
when storing samples at ambient conditions for over two years, 
we cannot exclude that during device operation and exposure to 
sunlight (and, thus, heat), Phase I may gradually transform in 
either Phase II or III.
As tellingly, Phase II is a thermodynamically stable form, 
because i) it develops directly from the melt at about 210  °C 
and ii) the polymorphic transition between Phase II and Phase 
III seems to be enantiotropic, which means that Phase II and 
Phase III are both thermodynamically stable in their respec-
tive temperature ranges. We argue the above based on the fact 
that the transition is recorded as an endothermic peak during 
heating (Figure  2c) and the transition is reversible, i.e., the 
reverse transition from Phase III to Phase II is detected during 
cooling (Figures S22 and S23, Supporting Information). Phase 
III, however, would correspond to the thermodynamically pre-
ferred crystalline Phase in ITIC because, it is the last form to 
evolve prior to the solid-melt transition, and it develops inde-
pendently of the processing conditions applied (Figures S4, S13, 
and S14, Supporting Information).
Having rationalized the polymorphic behavior of ITIC-based 
NFAs, we went on to investigate the optoelectronic properties 
of the different polymorphs to gain insights why polymorph 
I phases generally lead to the highest-performing devices, 
as illustrated with devices comprising PBDB-T:ITIC and 
PBDB-T:ITIC-2F blends in the low-temperature Phase I and high-
temperature polymorphs (these data are included in Figure S24, 
Supporting Information). We first focused on the charge trans-
port properties of the different polymorphs, hypothesizing 
that different molecular packing may affect the latter. For this 
purpose, we fabricated organic field-effect transistors (OFETs), 
using a top-gate bottom-contact device architecture, as shown 
in Figure  3a. Representative transfer characteristics curves 
for ITIC Phase III, both in the linear (Vd  = 10 V)  and satura-
tion (Vd = 60 V) regimes, from which the mobility values were 
extracted, are shown in Figure  3b, while the electrical char-
acteristics of devices comprising the other polymorphs and 
molecules are included in Figures S25–S27 (Supporting Infor-
mation). All the devices display similar electrical characteristics, 
hence the different polymorphs in the four derivatives investi-
gated exhibit comparable saturation field-effect mobilities (μsat), 
despite the seemingly inherent disorder along the π–π stacking 
planes found in Phase I polymorphs (Figure 3a and Figure S25, 
Supporting Information, and Table 2), which may be expected 
to limit charge transport. More precisely, Phase II and Phase 
III ITIC devices show a slight enhancement of the mobility 
compared to Phase I devices, but the opposite trend is observed 
for ITIC-M, ITIC-2F, and ITIC-Th, for which higher saturation 
mobility values are measured for Phase I than for Phase II. We 
argue that despite the disorder of the π-stack, the continuous 
aromatic structures in Phase I polymorphs facilitate long-range 
charge transport.
Figure 2. a) Polarized optical microscopy (POM) images of a drop-cast 
ITIC thin film acquired during a heating ramp from 30 to 400 °C at 10 °C 
min−1 under N2 flow (the acquisition temperatures, T, are indicated in the 
images). The size of the images in the horizontal direction corresponds 
to 100 µm. b) Contour plot of the azimuthal integrations 2D GIWAXS pat-
terns (from a 20 mg mL−1 chlorobenzene solution) acquired from room 
temperature up to 400 °C at 10 °C min−1 recorded for a drop-cast ITIC 
film. c) DSC first heating scan (from a 10 mg mL−1 chlorobenzene solu-
tion) acquired during a heating ramp from −50 to 320 °C at 20 °C min−1. 
d) Schematic free energy (G) versus temperature (T) diagram for ITIC 
crystalline phases. The green, blue, yellow, and gray solid lines corre-
spond to the free energy for Phases I, II, III and the ITIC melt (Gm), 
respectively. The dashed red line describes the evolution of G for a 100% 
crystalline ITIC during heating. Tm,I, Tc,II, TII→III, and Tm,III represent the 
phase transition temperatures from Phase I to molten ITIC, from Phase 
II to Phase III and from Phase III to ITIC melt, respectively.
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Intriguingly, strong differences in the optical absorption 
and emission of the NFA films crystallized in Phase I, Phase 
II, and Phase III were found in UV–vis absorption and pho-
toluminescence spectroscopy (PL) measurements (Figure  3c 
and Figure S28, Supporting Information, respectively). UV–
vis absorption and PL measurements for each NFA were per-
formed at room temperature on a single sample crystallized 
into Phase I and Phase II (and Phase III in the ITIC case), so 
that absorbed intensities for the different polymorphs are com-
parable (absorption and PL data are furthermore normalized to 
the thickness of each film). Our data clearly show that the light 
absorption (and emission) is significantly stronger in Phase I 
polymorphs than the high-temperature polymorphs, i.e., Phase 
II in ITIC-2F, ITIC-M, and ITIC-Th and Phase II and III in 
ITIC. This is interpreted to result from an increased J-aggregate 
coupling in continuous aromatic structures found in Phase I 
forms. This could favor the performance of Phase I compared 
to the other forms (Phases II and III) in photovoltaic devices 
(device data are included in Figure S24, Supporting Informa-
tion). However, we must also note that the higher performance 
of devices containing Phase I may in addition originate from 
a more suitable donor:acceptor blend nanomorphology, i.e., a 
shorter phase separation length scale, as probed by GISAXS 
(Figure S29, Supporting Information).
A further analysis of the absorption spectra reveals that the 
absorption maxima (λmax) of the high-temperature polymorphs 
(Phases II and III) appear, in general, to be slightly redshifted 
compared to that of Phase I polymorphs. This results in lower 
optical bandgaps (Eg) for the former phases (data are summa-
rized in Table 2). Phase II of ITIC is the exception (solid blue 
line in Figure 3c) as it exhibits a λmax and an absorption onset 
that is blueshifted, resulting in a larger optical bandgap (Eg).
The energetic levels of the ITIC polymorphs were assessed in 
more detail using ultraviolet photoelectron spectroscopy (UPS) 
(details are included in Figure S31, Supporting Information). As 
shown in the inset of the upper panel in Figure 3c, the HOMO 
level of Phase I is at 5.64 eV, that of Phase II is at 5.70, and the 
one for Phase III is at 5.57 eV. The LUMO levels, on the other 
hand, are at 4.15, 4.17, and 4.08  eV for Phase I, Phase II, and 
Phase III, respectively. Therefore, in principle, while differences 
exist, all polymorphs in ITIC exhibit relatively good energy 
level aligment relative to the donor polymers from the benzo-
dithiophene-benzodithiophenedione-based donor copolymer 
family, such as PBDB-T[12b] (molecular structure in Figure S1, 
Supporting Information), thus, being an unlikely cause for 
Phase I being better performing than Phases II and III.
3. Conclusions
In summary, our work establishes that high-performing inda-
cenodithienothiophene-based NFAs exhibit at least two crys-
talline phases: a low-temperature metastable polymorph that 
is characterized by continuous 1D-chain or multidimensional 
mesh-like, continuous aromatic structures and seemingly poor 
structural order along the π–π stacking direction, and a highly 
ordered thermodynamically stable high-temperature phase (or 
phases, in the case of ITIC). Interestingly, packing motifs as 
found for the low-temperature polymorphs (continuous aro-
matic structures, poor π–π stacking) seem to be a common 
feature among best performing OSCs, including ITIC, IDTBR, 
and the benchmark Y6,[13,20] probably resulting from a chem-
ical structure with aliphatic chains pendant from the central 
molecular building blocks while the terminal acceptor groups 
are free to π–π stack into a continuous network. The excellent 
device performance of Phase I polymorphs is assigned to the 
fact that such structures exhibit a stronger light absorption than 
Figure 3. a) Saturation field-effect mobility, μsat, values measured for 
the different ITIC polymorphs. The inset shows a schematic of the OFET 
device architecture used. b) Representative transfer characteristic of ITIC 
Phase III (annealed at 270  °C for 5  min) in the linear (Vd  = 10  V) and 
saturation (Vd = 60 V) regimes. Dashed line corresponds to the square 
root of the current in saturation regime. c) Room temperature UV–vis 
absorption spectra for Phase I (green lines), Phase II (blue lines), and 
Phase III (yellow lines) for ITIC, ITIC-2F, ITIC-M, and ITIC-Th. The inset 
in the upper left panel shows the energetic levels for the three ITIC poly-
morphs found, as calculated from ultraviolet photoelectron spectroscopy 
(UPS) and UV–vis data.
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the high-temperature polymorphs (likely owing to an increased 
J-aggregate coupling), while they display comparable—or even 
higher—charge transport properties with respect to the latter 
polymorphs, likely resulting from an increased electron transfer 
integral. Clearly, a fair comparison between the OPV perfor-
mance between low temperature Phase I and high-temperature 
phases is challenging to make because of the larger-scale phase 
separation that often accompanies the solid–solid phase transi-
tion from Phase I to Phases II and III polymorphs, which has a 
strong negative effect on device performance. Nonetheless, our 
results provide relevant and, likely, broadly applicable crystal 
engineering- and materials design guidelines. They also dem-
onstrate that understanding of low-temperature Phase I poly-
morphs is critical to establish meaningful structure–function 
relationships for OSCs and to obtain insights, for instance, into 
the structural degradation mechanisms of NFA-based devices.
4. Experimental Section
Materials: The non-fullerene acceptor ITIC and the derivatives ITIC-M, 
ITIC-Th, and ITIC- 2F were supplied by Ossila Ltd. CB, o-DCB, chloroform 
(CHCl3), dichloromethane (CH2Cl2), o-Xy, and DIO were purchased from 
Merck and used as received.
Sample Preparation: Solutions were spin-cast onto the substrate 
from a 20 mg mL−1 concentration in the specified solvent at a spin rate 
of 2000  rpm during 60 s. For thick films, samples were directly drop-
cast. The thermal treatments were performed as specified. The silicon 
substrates were positioned in a preheated hot stage (Linkam Scientific 
Instruments Ltd.) and annealed for 5 min. After heating, samples 
were cooled down at 50 °C min−1 to room temperature. The edges of 
the samples were removed to eliminate edge effects in the GIWAXS 
experiment. i) ITIC Phase I: CB + 1% DIO; Phase II: CB + annealing at 
210  °C  for 5  min, and Phase III: CB + annealing at 320  °C  for 5  min. 
ii) ITIC-2F Phase I: CB + 0.5% DIO; and Phase II: CB + annealing at 
290  °C  for 5  min. iii) ITIC-M Phase I: CB + 0.5% DIO; and Phase II: 
CB + annealing at 270 °C for 5 min. iv) ITIC-Th Phase I: CB + 0.5% DIO; 
and Phase II: CB + annealing at 240 °C for 5 min.
Grazing Incidence Wide Angle X-Ray Scattering: GIWAXS 
measurements were performed at the BL11 NCD-SWEET beamline at 
ALBA Synchrotron Radiation Facility (Spain). The incident X-ray beam 
energy was set to 12.4 eV using a channel cut Si (1 1 1) monochromator. 
The angle of incidence αi was set between 0.1 and 0.15 to ensure surface 
sensitivity. The scattering patterns were recorded using a Rayonix 
LX255-HS area detector, which consists of a pixel array of 1920 × 5760 
pixels (H × V) with a pixel size of 44 × 44 µm2. Data are expressed as a 
function of the scattering vector (q), which was calibrated using Cr2O3 as 
standard sample, obtaining a sample-to-detector distance of 145.6 mm. 
Temperature-resolved in situ X-ray experiments were performed using 
a Linkam THMS 600 stage adapted for grazing incidence experiments. 
The heating rate used was 10  °C min−1 and the temperature difference 
between frames was 4  °C. Exposure times for in situ and ex situ 
experiments were 1 and 5 s, respectively. All the measurements were 
performed under N2 atmosphere to minimize the damage of the films. 
2D GIWAXS patterns were corrected as a function of the components 
of the scattering vector. Samples for GIWAXS were prepared by spin-
casting 20 mg mL−1 solutions on Si wafers at a spin rate of 2000  rpm. 
For thick film samples, the same solutions were directly drop-casted. 
The thermal treatments were performed in a Linkam hot stage under 
N2 atmosphere. Edges of the samples were removed to eliminate edge 
effects in the GIWAXS experiment.
Differential Scanning Calorimetry: DSC was conducted under nitrogen 
at a scan rate of 20 °C min−1 with a Mettler Toledo STARe System 
DSC 3+ instrument.
UV–vis Absorption Spectroscopy: UV–vis spectra were recorded with a 
Shimadzu UV-2550 spectrometer with a film adapter.
Photoluminescence: Photoluminescence spectra were recorded on 
a LS55 Perkin-Elmer Fluorescence spectrometer on the same samples 
analyzed by UV–vis.
Ultraviolet Photoelectron Spectroscopy: UPS was performed on a Kratos 
Axis Ultra XPS/UPS System using helium arc source with incident 
photon energy of 21.2 eV, a scan step size of 0.05 eV, and a dwell time 
of 200 ms from 25 to −5 eV. The workfunction was calculated by linearly 
fitting the high binding energy cutoff to the intercept, which is subtracted 
from the incident energy, 21.2  eV. The energy from the Fermi edge to 
the HOMO level was calculated by linearly fitting the low binding energy 
cutoff to the intercept.
Field-Effect Transistor Fabrication and Measurement: A standard top-
gate bottom-contact configuration was used in the fabrication of field-
effect transistors. Gold source/drain contacts were thermally evaporated 
on a borofloat glass after cleaning via ultrasonication in acetone and 
isopropanol and a subsequent O2 plasma exposition at 100 W for 5 min. 
Solutions of the organic semiconductor were dissolved in chlorobenzene 
(10 mg mL−1), stirred at 80 °C for 2 h and then spin-coated in a nitrogen-
filled glovebox at 2000 rpm for 60 s. A Cytop layer (≈550–600 nm) was 
spin-coated on top of the semiconductor film at 4000 rpm, 400 rpm s−1 
for 90 s, and then an annealing at 90 °C was performed for 1 h. Al gate 
contact was finally thermally evaporated through a shadow mask. The 
devices were then tested in glovebox using a Keysight B2912A Precision 
Source/Measure Unit without exposing them to ambient conditions.
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