Abstract. Generalizing the formulas of Warnaar and Schlosser, we prove that Schlosser's q-analogue of the sums of powers has a similar formula, which can be considered as a qanalogue of Faulhaber's formula. Moreover, the two families of polynomials featuring in our summation formulas arise also in some combinatorial enumeration problems.
Introduction
In the early of 17th century Faulhaber [3] computed the sums of powers 1 m +2 m +· · ·+n m up to m = 17 and realized that for odd m, it is not just a polynomial in n but a polynomial in the triangular number N = n(n + 1)/2. A good account of Faulhaber's work was given by Knuth [8] . For example, for m = 1, . . . , 5, Faulhaber's formulas read as follows : Recently, the problem of q-analogues of the sums of powers have attracted the attention of several authors [4, 10, 9] , who found, in particular, q-analogues of the Faulhaber formula corresponding to m = 1, 2, . . . , 5. More precisely, setting (n−k) .
(1.1) Then Warnaar [10] (for m = 3) and Schlosser [9] found the following formulas for the q-analogues of the sums of consecutive integers, squares, cubes, quarts and quints:
S 2,n (q) = (1 − q
3)
q n , (1.5)
Notice that when q tends to 1 the above formulas have the same pattern that each summand on the right-hand side has a finite limit, and so reduce directly to Faulhaber's corresponding formulas.
At the end of his paper, Schlosser [9] speculated on the existence of a general formula for S m,n (q), and left it as an open problem. It is the purpose of this paper to provide such a general formula, which turns out to be a q-analogue of the Faulhaber formula for the sums of powers. More precisely, we prove the following results:
, and
where
Schlosser [9] derives his formulas from the machinery of basic hypergeometric series. For example, for the q-analogues of the sums of quarts and quints, he first specializes Bailey's terminating very-well-poised balanced 10 φ 9 transformation [5, Appendix (III.28)] and then applies the terminating very-well-poised 6 φ 5 [5, Appendix (II.21)] on one side of the identity to establish a "master identity." In contrast to his proof, our method is self-contained and of elementary nature.
We first establish some elementary algebraic identities in Section 2, and prove Theorems 1.1 and 1.2 in Section 3. We then apply our theorems to compute the polynomials P m,s (q) and Q m,s (q) for m ≤ 5 in Section 4 and obtain summation formulas of (1.1) for m ≤ 11. Section 5 contains some related summation formulas and open problems on the polynomials P m,s (q)'s and Q m,s (q)'s.
Some Preliminaries
The following is our first step towards our summation formula for S m,n (q).
Splitting the last summation into two corresponding to r ranging from 0 to ⌊m/2⌋ and from ⌊(m + 1)/2⌋ + 1 to m + 1, respectively. Replacing r by m + 1 − r in the second one we can rewrite (2.2) as follows:
After simplification we get (2.1).
we can rewrite S m,n (q) as
The second ingredient of our approach is the following identity, of which we shall give two proofs. 
Consider the generating function of the right-hand side of (2.5).
which is equal to the generating function of the left-hand side of (2.4). This completes the proof.
We want to expand
(1 − xy)(1 − x) m (1 − y) m as a series in u and v. By Lagrange's inversion formula (see, for example, [7, p. 21 
where ∆ is the determinant given by
and But, it is easy to see that
Substituting these into (2.6) yields
Proof. Replacing m and r by m − 1 and r − 1 respectively in (2.4), we obtain
Combining (2.4) 
Replacing m by m + 1 in (2.9), we have
Note that when r = m + 1, (1−x) m+1 (1−y) m+1 of (2.10) from the left-hand side to the right-hand side, we obtain (2.7).
Interchanging r and s, and x and y in (2.7), we get 
After simplification, we obtain (2.12).
It is easy to see that (2.12) may be written as:
Remark. Applying multivariate Lagrange inversion formula, we can also prove (2.7) and (2.12) as well as the following generalization of (2.4):
where r m+1 = r 1 .
3 Proof of Theorems 1.1 and 1.2
Recall the Vandermonde determinant formula:
Let e i (x 1 , . . . , x n ) be the i-th elementary symmetric function of x 1 , . . . , x n , and let (x 1 , . . . ,x j , . . . , x n ) = (x 1 , . . . , x j−1 , x j+1 , . . . , x n ).
) 1≤i,j≤n be the Vandermonde matrix. Then
Proof. The elementary symmetric functions satisfy the identity
It follows that
Now it suffices to set t = x i in (3.2) and notice that the right-hand of (3.2) is equal to 0 if i = j. We shall need the following variant of Vandermonde's determinant.
) from the i-th row (1 ≤ i ≤ n) of A and then applying the Vandermonde determinant formula we obtain
which yields the desired formula after simplification. 
Proof. By Theorem 2.4, we have
Therefore, setting s = r + k, we obtain
where P m,s (y) are polynomials given by
By (2.13), we have P m,k (y) ∈ Z[y]. It remains to show that (1 − y) 3s |P m,s (y). In view of Lemma 2.1, setting x = q n and y = q in (3.4), the left-hand side reduces to (1 − q 2 )(1 − q) 2m S n,2m+1 (q). Therefore it follows from (1.1) and (3.4) that
Taking n = 1, 2, . . . , m + 1 in (3.6) we obtain the matrix equation
By Lemma 3.2, det A = 0, Equation (3.7) has a unique solution given by
And by Lemma 3.1,
(1 − q 2i )e j−1 (a 1 , . . . ,â i , . . . , a m+1 )
and (q; q) n = (1 − q) · · · (1 − q n ). It follows from
and (3.8) that
It is clear that (1−q) 2j−2 |e j−1 (a 1 , . . . ,â i , . . . , a m+1 ) and (1−q) 2m+1 |b i for i = 1, 2, . . . , m+ 1. Hence, from (3.9) it follows that (1 − q) 3j−3 |L ij (q) for j = 1, 2, . . . , m + 1. Therefore, the polynomials 
we have
Proof. By (3.11), we have
Therefore, setting s = r + k, we have
What remains is to show that
The proof is exactly the same as that of Theorem 3.3 and is omitted.
The proof of Theorem 1.2 then follows from (2.3) and (3.12) (replacing x and y by q . Moreover, if s < m, the polynomial P m,s (y) has degree s(2m − 3 − s)/2 while Q m,s (y) has degree s(2m − 3 − s).
Sums of m-th Powers for m ≤ 11
Theorems 1.1 and 1.2 permit to compute P m,s (q) and Q m,s (q) quickly by using Maple. Tables 1 and 2 give values of P m,s (q) and Q m,s (q) for 0 ≤ s ≤ m ≤ 5. 
For m = 5, we have Q 5,0 (q) = 1, and Substituting the values of Tables 1 and 2 in Theorems 1.1 and 1.2 yields the summation formulas for sums of m-th power for m = 1, 2, . . . , 11. In particular, for 1 ≤ m ≤ 5 we recover the formulas (1.2)-(1.6) of Warnaar and Schlosser. For m = 6, 7, . . . , 11 we obtain the following formulas of Faulhaber type:
From the computatinal point of view, with the help of Maple or other softwares, it is not difficult to give further extension of the above list of S m,n (q)'s.
Further Remarks and Open Problems
For r ∈ N, we can consider the following more general summation
Then we can also obtain a similar summation formula. Here, we have assumed that 
it is worth investigating whether there is any interesting relation between P m,k (q)'s and Q m,k (q)'s. A result in Knuth [8] (also stated in Faulhaber [3] without proof) indicates that P m,s (1), Q m,s (1) ≥ 0. The values in Tables 1 and 2 seem to suggest the following stronger result.
Conjecture 5.3 For 0 ≤ s ≤ m, the coefficients in the polynomials P m,s (q) and Q m,s (q) are nonnegative integers.
Finally, it is not clear whether Schlosser's approach by using the classical theory of basic hypergeometric series can be used to prove our theorems.
