Abstract. We study a limit problem of reflected solutions of parabolic stochastic partial differential equations driven by martingale measures. The existence of solutions is found in an extension of the work with respect to white noise by Donati-Martin and Pardoux [4] . We show that if a certain sequence of driving martingale measures converges, the corresponding solutions also converge in the Skorohod topology.
Introduction
In this paper, we study a limit problem of reflected solutions of parabolic stochastic partial differential equations(SPDEs) driven by martingale measures. C. Donald-Martin and E. Pardoux [4] studied reflected solutions of parabolic SPDEs driven by a space time white noise and their results are the motivation of this research. Readers may refer recent studies and short history on this subject to [4] .
We briefly introduce the main result of [4] . Suppose that u 0 is a positive continuous function on [0, 1] 
φ(x, s)η(dx, ds)
is F t -measurable. 
where f and σ are globally Lipschitz. 
See in detail [2] or [10] for the definition of orthogonal martingale measure. It is easily proved that under the Condition M2 in section 2, there is a solution, (u n , η n ) of (1.2) which satisfies the corresponding (1), (2), (3) and (4) . Since the proof is similar with the proof of the existence of solution to (1.1) (see Theorem 4.1 in [4] ) and we focus on the limit behavior of solution sequence, we do not want to present that proof in this paper.
We are going to show that under certain conditions (u 
(C3) For each T > 0 there exists a constantC(T ) satisfying
We shall write f (u(x, t))(resp.σ(u(x, t)) instead of f (x, ω, t; u(x, t)) (resp. σ(x, ω, t; u(x, t))).
Let M be a continuous orthogonal martingale measure and consider the parabolic equation:
If M satisfies a certain condition as following Condition M1, adapting the method of Walsh [10] we can easily show that (2.1) has a unique cadlag adapted process which satisfies:
where G is the Green's function associated to the operator ∂ 2 ∂x 2 with Dirichlet boundary conditions. Several authors have shown that (2.1) has a unique continuous solution( [6] , [7] ).
Let M be a martingale measure and π(dx, dy) be its covariance measure.
Condition M1. We assume that there exists a nonnegative bounded
The following theorems are modifications of Theorem 2.1 and Theorem 3.1 in [4] . 
} is a family of mutually independent martingale processes. If we follow the arguments of the proof of Theorem 2.1 [4] under Condition M1, we can get the result applying the generalized Ito's formula in [9] . 
Then
(1) X has a continuous version, 
} is relatively compact in
Proof. To show the relative compactness of {u n }, we show that for any fixed T > 0,
then the solution of (3.1) satisfies the following:
and since r < 3, [10] ). By the assumptions on f and σ, we deduce that for some constantC (t),
Also, by the computations made in Corollary 3.4 [10] , we can get the following; for p > 6,
Choosing p > 20, by the Kolmogorov lemma, we can find a random
Choosing s = 0, y = 0 in (3.5), we deduce by the Lemma that for any T > 0 there exists C ,T ( independently of n) such that
Applying Gronwall's lemma and letting
To show the other criteria of relative compactness of {u
for some constant C, where
p−2 < 3, and hence all integrals in the above right hand side are finite. Then as before, there exists a constantC such that Proof. Note that u n solves the SPDE, (3.1) in the following sense :
where φ s (·) ≡ φ(·, s). All the terms on the left-hand side of (3.8) converge in distribution as n → ∞. Also applying Theorem 2.1 [2] ,
By the above theorem, we can see that there exists a positive distribution η , η (dx, dt) = 1 (u (x, t))
as n → ∞ since η n is a positive distribution. Since the unique existence of limit of u as → 0 is already known in [4] , set u = lim →0 u = lim sup →0 u a.s.. Then all the terms of (3.8) except the last one converge in distribution as → 0. Hence we deduce that η converges to a positive distribution, say η on [0, 1] × R + and where u is the solution of (3.9).
Proof. First, we want to show for any n and 0 ≤ t ≤ T The next step was also used to prove a limit,(4.6) in [3] . Since u is continuous, whenever t n ∈ [0, 1], n = 1, 2 . . . , lim n→∞ t n = t (3.16) 
