Abstract. This paper introduces a new approach to finding knots and links with hidden symmetries using "hidden extensions", a class of hidden symmetries defined here. We exhibit a family of tangle complements in the ball whose boundaries have symmetries with hidden extensions, then we further extend these to hidden symmetries of some hyperbolic link complements.
This result follows from the analog of a well-known fact about hidden symmetries (see eg. conditions (1) and (3) of [7, Prop. 9 .1]). In particular, the tangle complements B 3 − T n are irregular covers of hyperbolic orbifolds with boundary. Recall from [3] that, for any m, n ∈ N, the link L m+n contains a copy of T n cut off by a sphere S (n) . Our second main result shows that the hidden extensions of Theorem 1.8 extend to hidden symmetries of the links in the family {L n }.
Theorem 2.9. For each n ∈ N there is an 11-sheeted cover N n → B 3 − T n and a hidden extension Ψ : N n → N n of the mutation (1 3)(2 4) acting on S (n) − T n . Moreover, for each m ∈ N, Ψ extends to a hidden symmetry of a cover of S 3 −L m+n .
Proposition 6.4 of [3] describes an orbifold covered by S 3 − L m+n . The cover is not regular, so S 3 − L n has hidden symmetries, see Remark 2.10. We are able to obtain more precise information here because the link complement's decomposition along the spheres S (n) functions as a tool for managing complexity. A tantalizing aspect of our results is that each tangle T n also lies in many knots in S 3 ; if an analog of Theorem 2.9 could be proved for any such knot it would give a new example whose complement has hidden symmetries. We have ruled out many possibilities using a criterion given in [9, Corollary 2.2]: a knot complement with hidden symmetries has cusp field Q(i) or Q( √ −3). This condition can be easily checked with with Snappy and Snap. We suspect that there is a reason the T n cannot lie in knots whose complements have hidden symmetries, and intend to study this further.
We conclude the introduction with two related problems.
Problem 1.
Classify tangles in the ball with complements whose boundary has a symmetry with hidden extension.
Problem 2. Given a tangle T in the ball B 3 , and a symmetry φ of ∂B 3 − T with a hidden extension across a cover of B 3 − T , classify the links L containing T such that the hidden extension of φ extends to a cover of S 3 − L.
Existence of hidden extensions
We will describe the tangle complements B 3 − T n using definitions and results scattered throughout [3] . We spend the first part of this section collecting them in the proper order, beginning with a precise definition of the tangles T n .
The solid lines in Figure 1 describe a two string tangle T 1 ⊂ B 3 . ∂B 3 is shown as a dotted line labeled S (1) . There is an additional sphere S (0) shown in the figure. If we cut (B 3 , T 1 ) along S (0) we obtain a pair of tangles (B 3 , S) and (S 2 × I, T ). Orient I so that S (0) = S 2 × {0} and S (1) = S 2 × {1}, and let
, T 1 ) and let r T : (S 2 × I, T ) → (S 2 × I, T ) be the reflection homeomorphism visible in Figure 1 .
Number the points of (∂B 3 , ∂T 1 ) as shown in the figure. Number the points of (S 2 × {1}, ∂ + T ), (S 2 × {0}, ∂ − T ), and (∂B 3 , ∂S) by pulling and pushing labels with the inclusion ι 1 : (S 2 × I, T ) → (B 3 , T 1 ), the reflection r T , and the gluing map j. Now, for n > 1, suppose for all k ≤ n that tangles T k ⊂ B 3 with labeled endpoints are defined so that for 1 < k ≤ n the following properties hold: there exist inclusions (
, and ι k preserves labels on ∂ + T . Define T n+1 ⊂ B 3 as the quotient of the disjoint union (B 3 , T n )∪(S 2 ×I, T ) by identifying ι n (x, 1) to (x, 0) for each x ∈ S 2 . It is clear by construction that the inductive hypothesis applies to (B 3 , T n+1 ). Let S (n) be the image of S 2 × {1} under ι n . Number the points of (∂B 3 , ∂T n ) by pushing labels forward with ι n . For 0 ≤ i < n, the inclusion ι n−1 gives spheres
which together cut (B 3 , T n ) into one copy of (B 3 , S) and n copies of (S 2 × I, T ). Define the tangle complements
As in [3] we regard T 0 as the subtangle of T that lies to the left of the fixed point set of r T . Let M T0 = (S 2 × I) − T 0 and
The tangle complements B 3 − T n admit hyperbolic structures with totally geodesic boundary. Next, we intend to describe these structures. We work in the upper half-space model for H 3 and represent isometries of H 3 with matrices in PSL 2 (C). For an isometry d ∈ PSL 2 (C), we write d for the matrix whose entries are the complex conjugates of the entries of d. If we apply this operation to each element of a subgroup Γ < PSL 2 (C) we obtain a subgroup denoted by Γ. If Γ is a Kleinian group, let C(Γ) be its convex core. The following definitions are taken from [3] .
A calculation shows that
20 −31 . Lemma 1.1. The subgroup Λ < PSL 2 (Z) preserves the totally geodesic plane H and p 1 , p 2 , p 3 , and p 4 represent the distinct conjugacy classes of its parabolic elements.
This paraphrases Lemma 2.4 of [3] , which also describes the quotient H/Λ in detail.
Define
and for n ≥ 0,
In [3] , ∆ 0 is denoted as Γ S and ∆ n as Γ
see Definitions 3.9 of [3] . As explained there below the definitions, each ι
± maps onto a convex core boundary component.
From Propositions 2.7, 2.8, and 3.7 of [3] , we obtain homeomorphisms
such that if we compose the natural inclusion M T0 → M T with f T we obtain f T0 . We will use the following basic fact several times. Compare [3] below Definition 3.1. In [3] , the restriction of the branched covering
which make the following diagrams commute.
Proof. The claim in the proof of Proposition 3.12 of [3] gives an isometry
where in the domain C(Γ
T ), we obtain the isometric embedding ι n . The homeomorphisms f n above are the restrictions to B 3 − T n of identically-named maps from Proposition 3.10 of [3] , which also gives the final claim of the proposition.
Henceforth, we will use the homeomorphisms f S , f T0 , and f T to make the identifications
The lemmas below imply, for each n, that ∂C(∆ n ) is totally geodesic and is isometric to the hyperbolic surface H 2 /Λ.
corresponds to the image of the tangle string endpoint labeled j in Figure 1 , under the homeomorphism of Proposition 1.3.
This follows directly from Proposition 1.3 and the embedding in question is
− . Now following [3] , define
1 normalizes Λ (n) and induces a cycle representation (1 3)(2 4) on the the four cusps of F (n) , where each cusp is numbered according to its corresponding parabolic isometry p (n)
j . This follows from Lemma 5.5 of [3] and Corollary 1.4 above. Next we describe a hyperbolic orbifold with totally geodesic boundary which is branch covered by the tangle B 3 −T n . As in Definitions 6.1 of [3] , let B 0 be the open half-ball in the upper half-space model of H 3 bounded by the Euclidean hemisphere of unit radius centered at 0 ∈ C and, for k ∈ N, let B k be the Euclidean translate of B 0 centered at k(−i √ 2), where i is the imaginary unit. For complex numbers z and w, refer by zH + w to the geodesic plane (zR + w) × (0, ∞). Definition 1.6. For an integer n ≥ 0, define Q n to be the polyhedron of H 3 bounded by H + i/2, iH, iH + 1/2, and ∂B k for k ∈ {0, 1, . . . , n}. Further define:
(1) f 0 by first reflecting in iH and then in iH + 1/2; (2) b 0 by first reflecting in H + i/2 and then in ∂B 0 ; and (3) for k ≥ 0, a k by reflecting in iH + 1/2 and then in ∂B k .
As defined, we have
In particular, we see that f 0 , a 0 = PSL 2 (Z) contains m 1 .
Lemma 1.7. For each integer n ≥ 0, the orientation-preserving subgroup H n of the group generated by reflections in the faces of Q n satisfies:
(1) H n is a Kleinian group generated by {f 0 , b 0 , a 0 , . . . , a n }.
Figure 2. Bounding hyperplanes for Q 2 viewed from above.
Proof. Clearly f 0 ∈ H n , b 0 ∈ H n , and a i ∈ H n for 0 ≤ i ≤ n. Let r denote the reflection across iH + 1/2. It is not hard to see that Q n ∪ r (Q n ) is a convex polyhedron in H 3 with one face in each of H + i √ 2, iH, iH + 1, ∂B k , and ∂r (B k ) for k ∈ {0, 1, . . . , n}. The following facts can be explicitly verified:
• The face in H + i √ 2 meets those in iH and iH + 1 at right angles, those in ∂B 0 and r (∂B 0 ) at an angle of π/3, and no others. The product a 0 b 0 rotates by π about an axis that bisects this face, preserving it.
• The face in iH meets each of those in ∂B k at an angle of π/2, and none of those in r (∂B j ). The element f 0 takes this face to the one in iH + 1.
• The face in ∂B k shares an edge with the face in r (∂B k ) if and only if k = k ; in this case at an angle of 2π/3. The element a k takes the latter to the former. The faces in ∂B k and ∂B k−1 meet at an angle of π/2 for k > 0; likewise those in ∂B k and ∂B k+1 for k < n; and
. . , a n } is a face-pairing for Q n ∪ r (Q n ). Poincare's polyhedron theorem implies that this set of isometries generates a discrete group whose fundamental domain is Q n ∪ r (Q n ). By construction, this group is contained in H n . It is equal to H n because their fundamental domains have the same volume.
The numbered formulas (8) and (9) above Proposition 6.3 of [3] express the generators of ∆ 0 in terms of a 0 , b 0 , and f 0 and they express Γ T0 in terms of a 0 , a 1 , and f 0 . Therefore, ∆ 0 < H n and Γ T0 < H n . It can be verified directly that, for every k, c −1 a k c = a k+1 and that c commutes with f 0 . It follows that c −k Γ T0 c k < H n for all k ≤ n − 1. Moreover, the second paragraph of the proof of [3, Proposition 6.3] expresses the generators of c −2 Γ T0 c 2 in terms of a 1 , a 2 , and f 0 . So, if n ≥ 2, this group is also in H n . Now, by definition, we have ∆ n < H 2n .
The polyhedron P n of [3, Lemma 6.2] consists of points (z, t) ∈ Q n such that the imaginary coordinate of z is at least −n √ 2. Every face of P n is a face of Q n except the unique face F of P n contained in H − n · i √ 2. The face F is orthogonal to ∂B n , iH, and iH + 1/2 and does not meet any other bounding hyperplanes of Q n . This means that a single face of P n ∪ r (P n ) contains F, meeting only the bounding hyperplanes iH, iH + 1, ∂B n , and r (∂B n ). Moreover, these intersections are all orthogonal, so F projects to the sole totally geodesic boundary component of the orbifold (P n ∪ r (P n ))/H n .
We claim that (P n ∪ r (P n ))/H n = C(H n ). We first show that P n ∪ r (P n ) is contained in the convex hull of the limit set of H n , which implies that (P n ∪ r (P n ))/H n is contained in the convex core. Inspecting Figures 3 and 4 in [3] , one observes that P n ∪r (P n ) is contained in the union P 1 ∪ n−1 k=0 c −k (P 2 ), where P 1 and P 2 are the regular ideal octahedron and right angled ideal cuboctahedron described in Corollaries 2.2 and 2.3 of [3] . Both P 1 and P 2 are the convex hulls of their ideal points, and each of these is a parabolic fixed point of ∆ 0 or Γ T0 , respectively. (One can show this directly, or appeal to the third-from-last paragraph of the proof of [3, Lemma 2.1].) Since each parabolic fixed point of a Kleinian group lies in its limit set, it follows that
is in the convex hull of the limit set of H n . As a subset, P n ∪ r (P n ) shares this property. On the other hand, the penultimate paragraph of [3, Lemma 2.1] shows that (P n ∪ r (P n ))/H n contains C(H n ) and this proves our claim.
Among all bounding hyperplanes of Q n ∪ r (Q n ), the hyperplane H − n · i √ 2 meets only iH, iH + 1, ∂B n , and r (∂B n ). Each of these intersections is a right angle. Thus, F is a quadrilateral and {a n , f 0 } is an edge pairing for F. This implies that F/ a n , f 0 is the boundary of (P n ∪ r (P n ))/H n .
We mentioned above that c −n a 0 c n = a n and f 0 c = cf 0 , so a n , f 0 = c −n a 0 , f 0 c n . Therefore, the projection H − n · i √ 2 = c −n (H) → H 3 /H n factors through an isometric embedding of H/PSL 2 (Z). Theorem 1.8. For n ∈ N, the mutation of ∂(B 3 − T n ) determined by (1 3)(2 4) has a hidden extension.
Proof. Recall from [3] that (B 3 , T n ) can be viewed as a subset of (S 3 , L n+1 ) for the links L n defined there (compare the definitions at the beginning of this section with [3, Definitions 3.8]), bounded by the sphere S (n) with (B 3 , T 1 ) on the other side. If the mutation (1 3)(2 4) extended over B 3 − T n , then S 3 − L n+1 would be homeomorphic to its mutant by (1 3)(2 4) along S (n) . By Mostow-Prasad rigidity, these two links would be isometric, contradicting Theorem 2 of [3] .
Because m (n) 1 lies in the finite extension H 2n of ∆ n it normalizes the normal core Ω n of ∆ n in H 2n and determines a self-isometryΨ of H 3 /Ω n . This is a finite cover of H 3 /∆ n which by Fact 1.2 above restricts to a cover C(Ω n ) → C(∆ n ). In particular, the boundary of C(Ω n ) is totally geodesic. One component of ∂C(Ω n ) is the quotient of c −2n (H) by its stabilizerΛ
normalizes both Λ (n) and Ω n , it normalizesΛ (n) and determines an isometry of c −2n (H)/Λ (n) lifting the one determined by m
on ∂C(∆ n ).
Matching covers
In this section, we build an explicit hidden extension of the mutation (13)(24) of ∂B 3 − T n . To find an appropriate cover, we use the decomposition of B 3 − T n along the spheres S (j) into one copy of M S and n copies of M T and find appropriate covers Figure 3 . Assembling a cover of (S 2 × I) − T 2 that has a hidden extension of the mutation (1 3)(2 4). of these pieces which glue together to give a cover of B 3 − T n with the necessary properties. Figure 3 is a schematic depiction of how this will be done.
To produce the covers M S and the M (i)
T of Figure 3 we will divide the orbifold O n branched-covered by B 3 − T n into pieces covered by M S and the M
(i)
T , then analyze the corresponding subgroups of H n . For M S we use Q 0 from Definition 1.6: the polyhedron bounded by H + i/2, iH, iH + 1/2, and ∂B 0 . Our first lemma shows that the orientation-preserving subgroup H 0 of the reflection group generated by Q 0 contains the group ∆ 0 = Γ S uniformizing M S . Our second uses H 0 and some elementary number theory to find a cover of M S with abundant symmetry.
We follow a similar strategy for M T , producing a polyhedron P T0 and a group H T0 < H n , which Lemma 2.3 shows contains the group Γ T0 uniformizing M T0 . We will use the permutation representation of H T0 given by acting on left cosets of Γ T0 to find a cover of M T0 with a hidden extension of (1 3)(2 4 (1) H 0 is a Kleinian group which contains ∆ 0 as a subgroup of index 12. Similarly, the explicit descriptions of the p j 's from Section 1 show that Λ maps onto this same parabolic subgroup and [Λ : Λ 0 ] = 5. The final assertion is also immediate from these descriptions. Lemma 2.3. Let P T0 be the polyhedron bounded by ∂B 0 , ∂B 1 , iH and iH + 1/2. The orientation-preserving subgroup H T0 of the group generated by reflections in the sides of P T0 is a Kleinian group such that Proof. First, recall from just before Lemma 1.7 and in the proof of Lemma 1.7 that Claim (3) has already been established. Now, for visual intuition, compare P T0 with the right-angled ideal cuboctahedron P 2 . The intersection P T0 ∩ P 2 is the portion of P T0 which lies between H and H − i √ 2. The intersection P T0 ∩P 2 has two additional faces contained in H and H−i √ 2 and a single ideal vertex at ∞. These additional faces are either perpendicular to or disjoint from those of P T0 .
Let F be the face of P T0 ∩ P 2 contained in iH, A 0 its face in ∂B 0 , and A 1 the face in ∂B 1 . Let r denote reflection across iH + 1/2. A fundamental domain for H T0 is the union P T0 ∪ r (P T0 ). By construction, a 0 , a 1 , f 0 ∈ H T0 and these isometries determine a face-pairing for this fundamental domain. In particular, a 0 (r (A 0 )) = A 0 , a 1 (r (A 1 )) = A 1 , and f 0 (F) = r (F). Thus, H T0 is generated by a 0 , a 1 , and f 0 . Upon noting that, for each i ∈ {0, 1}, A i intersects F and A 1−i perpendicularly and r (A i ) at an angle of 2π/3, the above presentation comes from the usual edge-cycle relations.
We claim that C(H T0 ) is the quotient of Q T0 . = P 2 ∩ (P T0 ∪ r(P T0 )) by the facepairing isometries, with totally geodesic boundary. As remarked above, the faces Q T0 ∩ H and Q T0 ∩ (H − i √ 2) of Q T0 intersect the others perpendicularly, so Q T0 projects under the quotient map H 3 /H T0 to a suborbifold with totally geodesic boundary. This is contained in C(H T0 ), as Q T0 ⊂ P 2 , which by Corollary 2.3 of [3] is contained in the convex hull of the limit set of Γ T0 which is contained in the convex hull of the limit set of H T0 . Arguing as in the proof of Lemma 2.1 of [3] gives the reverse inclusion and hence the claim. That [H T0 : Γ T0 ] = 12 follows from volume considerations. Note that a 0 and a 1 each preserve P 2 and fix the point (A 0 ∩ A 1 ) ∩ (r(A 0 ) ∩ r(A 1 )) ; thus the group they generate has these properties as well. Since Q T0 contains a neighborhood in P 2 of its ideal vertex ∞, a 0 , a 1 acts freely on the set ideal vertices of P 2 . It is not hard to show directly that this action is transitive. Since P 2 has twelve ideal vertices, its volume is twelve times that of Q T0 . Since these are fundamental domains for M T0 and C(H T0 ) the associated cover has degree twelve.
Recall from above that the faces Q T0 ∩ H and Q T0 ∩ (H − i √ 2) of Q T0 project to ∂C(H T0 ). The face-pairings of Q T0 induce edge-pairings on these faces, and one checks directly that each face has its edges identified to each other. It follows that ∂C(H T0 ) has two components. Since ∂M T0 also has two components, each component of ∂M T0 covers twelve-to-one. Since ∂M T0 has a component isometric to
Lemma 2.4. There is a homomorphism φ : H T0 → S 12 determined by φ(a 0 ) = (1 5 9)(2 6 10)( 3 7 11) (4 8 12) φ(a 1 ) = (1 8 10)(2 7 9)(3 6 12) (4 5 11) φ(f 0 ) = (1 5 11 10 3)(2 7 6 8 12)
It has the following properties. Proof. That φ is a homomorphism follows from the presentation for H T0 given in Lemma 2.3. Our expressions for a 0 , a 1 , f 0 , f, g, h, and m 1 as matrices make it easy to verify the equalities (2 7 5 9 3)(4 6 11 10 12) φ(g) = (2 9 12 7 4)(3 11 6 8 5)
φ(h) = (2 12 7 8 6 3 4 11 10 9 5) φ(m 1 ) = (1 8)(2 12)(3 4)(5 11)(6 9)(7 10).
We see that φ(Γ T0 ) = φ(h), φ(f) ∼ = Z 11 Z 5 , because φ(g) = φ(fh −1 ) and φ(fhf −1 ) = φ(h 4 ). Under the action of H T0 on Z 12 given by φ, Γ T0 is a subgroup of Stab H T 0 (1). We claim that, in fact, these groups are equal. Let
and observe that φ a 0 , a 1 preserves the triples C, D, E, and F . This gives a homomorphism ψ : a 0 , a 1 → S 4 with
Since these two elements generate A 4 we have that the image of ψ is the order 12 group A 4 . The group a 0 , a 1 also acts by isometry on the polyhedron P 2 and acts freely and transitively on its set of ideal vertices. Hence | a 0 , a 1 | = 12 and ψ : a 0 , a 1 → A 4 is an isomorphism. Since | a 0 , a 1 | = 12 and Γ T0 is torsion-free, the elements of a 0 , a 1 make up a complete set of representatives for the left cosets of Γ T0 . If k ∈ Stab H T 0 (1) then k = an, where a ∈ a 0 , a 1 and n ∈ Γ T0 . Then
and so we must also have ψ(a) · C = C. If we list the elements of A 4 , we see that the only possibilities for a are the identity or a ±1 0 . Since a ±1 0 do not fix 1, we must have k ∈ Γ T0 as claimed.
We know now that ker φ < Γ T0 , which implies that the images of distinct left cosets of Γ T0 in H T0 have empty intersection in φ(H T0 ). Therefore, |φ(H T0 )| = 55 · 12 = 660.
Our formulas for the p j 's in terms of f, g, and h give φ( Remark 2.5. The homomorphism φ from Lemma 2.4 is the permutation representation of H T0 given by its action on the left cosets of Γ T0 . This fact is not needed in the arguments of this paper.
Define Ω T0 = φ −1 (φΛ) and the corresponding cover p T0 : 2i) ) be the map used in the proof of Lemma 2.2 and identify θ(Λ) and φ(Λ) with the isomorphism φf → ( 1 0 4 1 ), we see that θ = φ. In particular, Λ 0 = Λ ∩ ker φ. Locate a base point x ∈ ∂ − M T0 so that elements of Λ = π 1 (∂ − M T0 , x) are represented by loops in ∂ − M T0 , and letx ∈ S be in the preimage of x. As usual, our choice of the pointx gives an action of π 1 (M T0 , x) on N . By Lemma 2.4, f ∈ φ(Λ), so f k .x ∈ S for every k. Moreover, for each fixed j, (h j f k ).x and
occupy the same component of ∂ N for any k and k . This means that ∂ N has eleven components covering ∂ − M T0 . Each component is of the form h j ( S) for some j ∈ {0, . . . , 10} and contains the orbit ofx under the left coset h j f . Recall from the proof of 2.4 that f h = h 4 f . Therefore, f acts on the components of the preimage of ∂ − M T0 in ∂ N . Its three orbits are
Because C(Ω T0 ) is the quotient of N by the action of f , any component of the latter two orbits projects injectively to p −1 (∂ − M T0 ). From the proof of Lemma 2.4, we know that φ(g) = f h −1 = h 7 f and hence φ(g −1 ) = hf −1 . Since h( S) and h 7 ( S) lie in different f -orbits the lemma's final claim follows.
Let M T be the double of C(Ω T0 ) across p T0 (∂ − M T0 ) is the quotient of a Γ T0 -translate of H by its stabilizer in Ω T0 , this means that the H T0 -and Γ T0 -orbits of H are identical. Since m 1 ∈ PSL 2 (Z) < H T0 , the Γ T0 -orbit of H is perserved by m 1 . This proves the claim. Now, using the claim, we obtain an isometry Ψ of M T that commutes with R T and agrees with Ψ 0 on C(Ω T0 ). In the last part of the proof of Proposition 6.6 from [3] , we show that m 1 does not normalize Γ T . Hence, Ψ is a hidden symmetry of M T . Since m 1 normalizes Λ, Ψ 0 restricts to a lift of (1 3)(2 4) on the component of p −1 T0 (∂ − M T0 ) which is the image of H. Therefore, Ψ 0 is a hidden extension of this mutation over C(Ω T0 ) and Ψ is a hidden extension over M T .
Corollary 2.8. There is a covering space p S : M S → M S with degree 11 and an isometry J : ∂ M S → ∂ − M T , which lifts the map j : ∂M S → ∂ − M T , such that J −1 ΨJ extends across M S .
Proof. Let M S be the disjoint union M S N a N b , where N a and N b are copies of C(Ω 0 ). Define J component-wise as follows.
• Recall the isometric embedding ι cover's restriction to S (0) − L n is not regular. Therefore, the cover S 3 − L n → O n is not regular.
