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Abstract
Rotating stall and surge have been stabilized in a transonic single-stage axial compressor
using active feedback control. The control strategy is to sense upstream wall static pressure
patterns and feed back the measured signal to an annular array of twelve separately modu-
lated air injectors upstream of the rotor. At tip relative Mach numbers of 1.0 and 1.5, the
control achieves a 11% and 3.5% reduction in stalling mass flow respectively. With control,
the steady amount of injected air is equal to 3.6% of the design compressor mass flow.
At a tip Mach number of 1.0 the stall inception dynamics and effective active control schemes
are similar to results for low-speed axial compressors. The range extension can be achieved
by individually damping the first and second spatial harmonics of the pre-stall rotating stall
perturbations using constant gain feedback.
The pre-stall dynamics are different at a tip Mach number of 1.5 than at the lower speed.
Both one-dimensional (surge) and two-dimensional (rotating stall) perturbations must be
stabilized to increase the compressor operating range. At design speed, the instability is
initiated by approximately 10 rotor revolutions of rotating stall followed by classic surge
cycles. In accord with the results from a compressible stall inception analysis which has
been applied to the compressor with actuation and refined based on forced response mea-
surements, the zeroth, first, and second pre-stall harmonics each include more than one
lightly damped mode which can grow into the large amplitude instability. Forced response
testing has identified several modes traveling up to 150% of rotor speed for the first three
spatial harmonics. Simple constant gain control cannot damp all of these modes and thus
cannot stabilize the compressor at this speed. Robust dynamic control is therefore used
to stabilize the multiple modes which comprise thie first three harmonic perturbations in
this transonic region of operation. Eigenvalue perturbations are incorporated into an Ho'
control design to directly address uncertainty in the dominant eigenvalue stability.
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NOMENCLATURE
Symbols
a Speed of sound (v/yRT)
A Annulus area
B Nondimensional surge stability parameter
B Upstream potential wave coefficient
C Downstream potential wave coefficient
D Vortical wave coefficient
E Entropic wave coefficient
M Mach number (V)
n Harmonic number
P Pressure
r Mean radius
R Gas constant for air
s Laplace transfrom variable
t Time
T Temperature
U Wheel speed
V Velocity
W Blade passage relative velocity
X Axial coordinate
z Z-transfrom variable
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Greek Symbols
an Upstream potential wave propagation coefficient
0 Relative flow angle
#n Downstream potential wave propagation coefficient
Xn Convecting wave coefficient
7 Ratio of specific heats
A Eigenvalue
0- Eigenvalue real part (growth rate)
w Eigenvalue imaginary part (frequency)
W/, Relative total pressure loss coefficient
Q Rotor frequency
<$ Flow coefficient (-)
p Density
Tp Total pressure loss lag time constant
7d Deviation lag time constant
0 Tangential coordinate
Blade row stagger angle
Operators, Superscripts, and Subscripts
6(-) Small perturbation
() Mean value
() Spatial Fourier coefficient
(.) Derivative with respect to time
() Complex conjugate
F(s) Laplace transform of f(t)
F(z) Z-transform of f (t)
20
(-)a Real part
(-)a Imaginary part
() Relative frame value
() Axial component
() Tangential component
()tip Blade tip
()k Blade row and inter-blade row gap number
(-n nth spatial harmonic value
() Stagnation (or total) quantity
()nd Non-dimensional value
Acronyms
ETFE Empirical transfer function estimate
MIMO Multi-input, multi-output
SFC Spatial Fourier coefficient
SISO Single-input, single-output
1-D One-dimensional (x direction)
2-D Two-dimensional (x and 0 directions)
3-D Three-dimensional (r, x, and 0 directions)
Matrices and Vectors
A Matrices denoted by bold uppercase characters
AT Transpose of A
ai ith column vector of A
aij (i, j) entry of A
I Identity matrix
0 Matrix of zeros
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CHAPTER 1
INTRODUCTION
The performance of gas turbine engines is limited by compressor instabilities that occur
at low mass flow and high pressure rise. These instabilities, known as rotating stall and
surge, have therefore been extensively studied by compressor aerodynamicists for many
years. In 1989, Epstein et al. [15] proposed a new approach to the problem: stabilize rotat-
ing stall and surge with feedback control. As discussed in the following sections, the field
of compressor stabilization has since grown through the cooperative efforts of compressor
aerodynamicists and control engineers. Researchers have demonstrated increased operating
range on several compressors using a wide array of control analysis and design techniques
[16, 29, 48, 49]. Furthermore, forced response testing and system identification have pro-
vided a better understanding of compressor dynamics, leading to the development of more
sophisticated and accurate surge and stall models.
Several issues must be considered as the technology evolves from laboratory test-beds to
compressors with the higher rotation speeds and more advanced blade designs found in
modern engines. For the.compressor design community, active control is a new approach
that requires new modeling and instrumentation techniques. The equations which govern
the complex dynamics must be cast into a form applicable to control analysis and design.
High bandwidth sensors are required that are sensitive to small flow field perturbations, yet
are rugged enough to survive in a high pressure ratio compressor. New actuation schemes
are also heeded with the bandwidth and control power to effectively control instabilities.
Surge and rotating stall control also poses a rich set of control engineering challenges.
Even the most advanced theoretical models are approximations of the complex dynamics
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involved. Furthermore, the compressor dynamics change as the operating condition of the
compressor varies, and have significant nonlinearities. These complex dynamics must be
identified and controlled based on noisy measurements with limited actuator bandwidth
and control power.
This thesis extends the current knowledge base of compressor control to stabilizing rotating
stall and surge in a transonic axial compressor stage. Also, a newly developed compressible
stability model [18] has been verified and refined with forced response measurements. The
rest of this chapter describes the research program and discusses its contributions to the
current understanding of compressor control. An overview of the modal control approach
pursued in this research is given in Section 1.1. Section 1.2 describes previous research
efforts on which the high-speed compressor stabilization is based. The objectives of the
experiments presented in this thesis are discussed in Section 1.3. For completeness, Section
1.4 discusses some techniques other than modal control that have been demonstrated, as
well as some important issues which have not yet been studied and are beyond the scope of
this project. Finally, Section 1.5 gives a chapter by chapter overview of this thesis.
1.1 Overview of Modal Compressor Control
This section is divided into two parts. The first gives a basic description of rotating stall
and surge. The second part describes the modal control technique which has previously
been applied to low-speed compressors and is extended to a high-speed machine in this
thesis. This section is intended to give the reader a general introduction to the approach,
to provide a backdrop for the research program description which follows.
1.1.1 Rotating Stall and Surge
Figure 1-1 is an illustration of rotating stall and surge. Rotating stall is a two-dimensional
(2-D) instability characterized by a region of reduced air flow in the compressor annulus;
this stalt cell rotates at a fraction of the rotor speed (typically between 20% and 60% of
rotor frequency). As shown in Figure 1-1, surge is a lower frequency. one-dimensional (1-D)
flow oscillation through the entire compression system. Both instabilities are described in
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detail by Greitzer [26].
Rotating Stall Surge
Circumferentially Nonuniform Flow Axially Oscillating Flow
High Flow
Frequency - 50-100 Hz Frequency - 3-10 Hz
Figure 1-1: Examples of rotating stall and surge (from [26]). The spatial structure of rotating
stall and surge is illustrated as well as the unsteady pressure transients for both types
of instability.
Instability in high-speed axial compressors, such as the one studied as part of this effort,
is typically initiated by rotating stall (see for example Tryfonidis et al. [59]). Depending
on the compression system geometry and rotation speed, rotating stall may then lead to
classic surge as described by Greitzer [25]. Classic surge is a combination of both surge and
rotating stall. During the low compressor mass flow portion of the surge cycle, a rotating
stall cell is superimposed on the 1-D surge oscillation. The rotating stall cell then clears
during the second part of the cycle as the compressor mass flow increases.
A typical operating map of a compressor without control is illustrated in Figure 1-2a.
The compressor map (also referred to as a speedline or characteristic) is a plot of the
steady state pressure rise across the compressor versus mass flow at'a fixed rotational
speed. The line labeled with points A and D represents the range of stable compressor
operating conditions. If the mass flow is reduced below point A, the flow becomes unstable
(rotating stall or surge occurs). During rotating stall, the pressure rise drops significantly
to point B. The compressor mass flow must then be increased to clear the instability. The
hysteresis associated with this recovery is also shown in Figure 1-2a; the mass flow must be
increased up to point C before the compressor returns to the nominal speedline.
This loss of compressor performance is a primary reason for avoiding rotating stall and
surge. Furthermore, the instability results in large structural loads and potential engine
failure. Aircraft engines therefore operate with a safety factor, known as stall margini
'The safety margin for both rotating stall and surge will referred to as stall margin in this thesis.
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Figure 1-2: Compressor operating maps with and without control.
(SM) which ensures that the compressor mass flow is well above the stalling mass flow.
However, by running at a high enough mass flow to provide an adequate stall margin, the
compressor may operate with a lower pressure rise and less efficiently than desired.
The purpose of compressor stabilization through feedback control is illustrated in Figure
1-2b. With feedback control, the compressor mass flow can be decreased to point A' below
the original instability point, often without a significant loss in pressure rise. This increased
operating range translates into increased stall margin.
1.1.2 Overview of Modal Control
This section describes the main components of compressor control.
approach is also outlined for low-speed and high-speed compressors.
The modal control
Figure 1-3 shows the three main components for compressor feedback control. Sensors
detect th'e perturbations which grow into rotating stall and surge. The control command to
stabilize these perturbations is computed with a computer-implemented control law. This
control command is fed to a set of actuators which damp the flow field perturbations to
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prevent full scale rotating stall and surge. As discussed in detail in Chapter 2, wall static
pressure sensors were used in this high-speed compressor. A set of injectors blowing high
pressure air into the compressor face was used to actuate the system.
Data Acquistion & Actuators - Compressor
Control Computer
Sensor Measurements
Figure 1-3: Schematic of compressor feedback control.
In general, it is difficult to apply control modeling and design techniques to fluidic systems
due to the presence of both distributed spatial and temporal flow field variations. However,
the complex spatial structure of compressor dynamics-can be simplified by decomposing the
flow field perturbations into spatial harmonics as illustrated in Figure 1-4. The bottom trace
shows an example small amplitude flow field perturbation, at one instant in time, plotted as
a function of the circumferential angle. This flow field perturbation can be decomposed into
the spatial harmonics shown in the top three traces. Chapter 3 details how the harmonics
are computed with a Fourier transform with respect to the circumferential angle.
The top trace in Figure 1-4 shows the circumferentially uniform, zeroth harmonic pertur-
bation. This is the perturbation which leads to a 1-D surge instability. The arrows indicate
how the zeroth harmonic evolves in time; the magnitude of the pressure oscillates uniformly
in the circumferential direction. The second trace is the first harmonic perturbation which
is characterized by a sinusoid with a wavelength equal to the compressor circumference. As
indicated by the arrows, this entire sinusoidal pattern rotates around the compressor annu-
lus. Similarly, the second harmonic (the sinusoidal perturbation with a wavelength equal
to half of the compressor circumference) also rotates. These n : 0 rotating harmonic per-
turbations lead to rotating stall. Since surge perturbations are a subset of the general 2-D
harmonics, 'stall' will refer to both rotating stall and surge in this thesis unless specifically
noted.
Previous low-speed rotating stall modeling and control efforts (discussed in the following
section) are based on this decomposition of small amplitude perturbations into long wave-
length harmonics. These spatial harmonics are the eigenmodes of the linearized dynamics
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Figure 1-4: Flow field perturbation spatial harmonics.
for low-speed compressors with uniform inlet flow (no inlet distortion). Since modes are
decoupled, each harmonic can be modeled and stabilized independently with linear feed-
back control. This approach has been referred to as modal control. However, it is important
to distinguish between spatial harmonics and modes. 'Harmonic' refers to a sinusoidal
circumferential shape; 'mode' refers to an eigenmode of the linear dynamical system.
Spatial Fourier decomposition is also utilized for the high-speed modeling and control ef-
forts described in this thesis (details can be found in Section 1.3 and subsequent chapters).
Without inlet distortion, each spatial harmonic (n = 0,1,2...) evolves as a dynamically
decoupled system as in the low-speed case. However, each spatial harmonic is not a single
eigenmode. Instead, each harmonic is comprised of several lightly damped modes due to
compressibility effects. This is illustrated in Figure 1-5, which shows two first harmonic
modal perturbations (labeled plo(9) and pu (9)). Although the two waves have the same
circumferential structure, they are distinguishable by their amplitudes, circumferential lo-
catiUIo, rotational frequencies, and growth or decay rates. h1is MULi-moUal UeUIavior or
each spatial harmonic is the fundamental difference between low-speed and high-speed com-
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pressor modeling and control.
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Figure 1-5: Example of two first harmonic modes.
1.2 Previous Modal Control Research
An overview of previous low-speed modal control experiments is given in this section. The
development of the air injectors used for the high-speed compressor research is also outlined.
Surge modeling and control has developed more rapidly than rotating stall control due to
the simpler 1-D dynamics. The work of Emmons et al. [14] has led to the development
of a surge model which includes the duct upstream of the compressor, the compressor,
and the downstream volume (plenum). Greitzer [25] verified this model with a nonlinear
simulation of instability in a 3-stage axial compressor. This work established the role of the
nondimensional 'B' parameter in determining whether a compressor will surge or stall.
A linearized form of this surge inception model was the basis for several surge control
experiments. Ffowcs Williams and Huang [64] stabilized surge with plenum pressure mea-
surements and a loudspeaker mounted in the compressor plenum. Plenum pressure was
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also sensed by Pinsley et al. [49]; however, the actuation scheme to stabilize this centrifu-
gal turbocharger rig was a valve in the plenum exit duct. Passive surge control has also
been demonstrated by Gysling et al. [28]. Instead of using electro-mechanical feedback, a
movable plenum wall was tuned (with a spring and a dashpot) to passively damp plenum
pressure perturbations. Using the linearized surge model, Simon et al. [54] analyzed the
effectiveness of various combinations of sensing, actuation, and linear control laws. At this
writing, surge control is being attempted on helicopter gas turbine engines (see for example
Borror [5]).
In the area of rotating stall control, an incompressible model, developed by Moore and
Greitzer [44], has served as the foundation for several low-speed stabilization experiments.
This is a 2-D model which accounts for axial and circumferential flow field perturbations
(the flow is assumed to be uniform in the radial direction).2 The linearized formulation of
the Moore-Greitzer (M-G) model captures the modal stall inception dynamics (which are
localized near the compressor) as confirmed by the work of McDougall [43], Longley [42],
and Garnier et al. [21]. Paduano et al. [48] extended the operating range of a low-speed,
single-stage axial compressor with independent control of the first and second harmonic
modes using constant gain control. Haynes et al. [31] demonstrated similar results on a
low-speed, 3-stage compressor. Both of these low-speed compressors rigs (with tip Mach
numbers of 0.25) exhibited only rotating stall (no surge). Paduano and Haynes sensed axial
velocity perturbations upstream of the compressor and actuated the system with a set of
twelve movable inlet guide vanes. Paduano and Haynes also used forced response tests to
verify and refine the control theoretic formulation of the M-G model.
A theoretical study to determine the most effective sensing and actuation schemes for low-
speed stall control has been conducted by Hendricks and Gysling [33]. Sensing axial velocity
and injecting high pressure air into the compressor-face were found to be the most effective
schemes for stabilizing modal perturbations with constant gain feedback. Diaz [12] therefore
designed an array of electro-mechanical air injectors for the low-speed compressor rig studied
by Haynes. The subsequent compressor stabilization experiments by Vo [62] confirmed that
injection-can effectively stabilize rotating stall (however, the range extension was not as large
2 The M-G model includes the previously described 1-D, zeroth harmonic dynamics as we" as rotating
harmonics. The model accounts for the nonlinear coupling between surge and rotating stall due to the shape
of the compressor characteristic.
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as predicted due to modeling limitations). Gysling and Greitzer [29] employed a passive
injection system on the single-stage compressor; pre-stall pressure perturbations deflected
a set of tuned reed valves to control the amount of injected air.
Hendricks and Gysling's results led to the choice of air injection as the actuation scheme for
the transonic compressor experiments described in this thesis . However, modal control in a
high-speed compressor imposes severe design constraints on any candidate actuation scheme.
These issues have been addressed by Berndt [2, 3] who designed the set of electro-mechanical
injectors used in this research (see Chapter 2 and Appendices A and B which give a complete
overview of these constraints and Berndt's actuator design and wind tunnel testing). These
injectors have the required mass flow rate and bandwidth for high-speed compressor control.
As described in Chapter 2, the injectors were run with a mean blowing rate so that positive
and negative unsteady actuation could be commanded. As will be shown, steady injection
significantly increases the compressor operating range. This behavior has previously been
reported by Koch and Smith [38, 39] who investigated the effects of upstream blowing on
the stable operating range of a transonic compressor.
1.3 Research Objectives
The purpose of the research program presented in this thesis is to extend the low-speed
compressor modal control experiments to a compressor rig with the pressure ratio, mass
flow rate, and rotation speed found in modern engines. Recently, extensions to the original
Moore-Greitzer model have been made to account for compressibility effects (see Bonnaure
[4] and Feulner et al. [18]). This model predicts that there can be multiple lightly damped
modes for each spatial harmonic which can grow 'into rotating stall and surge; it serves
as the theoretical framework for applying feedback control. Experimental validation and
refinement of this model is a key objective of this research. Furthermore, this research tests
the utility of Berndt's recently developed air injectors for forced response measurements
and feedback control.
To summarize, there are three main objectives of this research program which address the
modeling, system identification, and control aspects of this problem:
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" Measure the pre-stall dynamics to validate and refine the compressible rotating stall
and surge inception model.
" Develop control laws to stabilize the compressor and demonstrate robustness to
changes in the steady compressor operating point and to large amplitude disturbances.
" Experimentally verify the effectiveness of air injection for forced response measure-
ments and control in a transonic compressor.
It should be emphasized that detailed modeling of the steady and unsteady interaction
between injection and the compressor is beyond the scope of the research presented in
this thesis. The overall impact of steady injection on the compressor performance has
been measured and incorporated into the inputs of the theoretical model as outlined in
Chapter 3. Similarly, the unsteady effects were measured through overall identification of
the compressor dynamics.
The system identification and control experiments were conducted at 70% and 100% design
speed (with tip Mach numbers of 1.0 and 1.5 respectively). The two compressor speeds were
studied to assess the effect of rotor speed (compressibility) on stall inception in a high-speed
compressor.
1.4 Other Compressor Control Approaches and Issues
This section briefly describes three modeling and control approaches which are not based
upon decoupled harmonic perturbations. A short discussion of 3-D rotating stall control,
which has not yet been demonstrated experimentally, is also presented.
1.4.1 Nonlinear Modeling and Control
The Moore-Greitzer model is a nonlinear model of stall and surge inception, accounting for
the influence of the nonlinear compressor characteristic. Once the pre-stall perturbations
have grown to a large amplitude, so that linear, small perturbation analysis is no longer
Vtali, t[1 at Evr etonics are no longer decou ped Severa ofathis, uincu g i emen
et al. [1] and Eveker et al. [16], have taken advantage of this coupling to implement
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nonlinear control laws. Behnken used an array of pulsed jet injectors while Eveker utilized
a 1-D plenum bleed valve as.actuation. The goal of these nonlinear control approaches was
not to extend the compressor operating range. Instead, the hysteresis shown in Figure 1-2
was eliminated so that large amplitude disturbances could not drive the compressor into full-
scale rotating stall and surge along the nominal speedline. The linear analysis and control
approach presented in this thesis does not have such guaranteed robustness to arbitrarily
large perturbations. However, the experimental disturbance rejection tests presented in
Chapter 7 do demonstrate recovery from large perturbations using linear control. It is also
difficult to separate the effects of the nonlinear compressor dynamics from the limitations
of actuator saturation which must be considered for both nonlinear and linear control.
Feulner's 2-D, linear, compressible model has also been extended, by Hendricks et al. [34],
to a nonlinear, numerical simulation of rotating stall and surge inception in high-speed
compressors. The numerical simulation is based on the same modeling assumptions as the
linearized model presented in Chapter 3. The compressible model validation presented in
this thesis is therefore also applicable to this more general formulation.
1.4.2 Short Length Scale Rotating Stall Inception
The stall inception and control studies done by Day [9, 10, 11] indicate that growing har-
monic perturbations are not the cause of rotating stall in some low and high-speed com-
pressors. Day determined that short length scale rotating disturbances can be the source
of instability (as opposed to long wave length harmonic perturbations). Short length scale
disturbances, sometimes referred to as pips or spikes, are characterized by a region of low
mass flow over only a few blade passages; these spike disturbances rotate faster than har-
monic waves, at approximately 70% of rotor speed. Day used air injection and a heuristic
control approach to cancel pre-stall spikes. Once a spike was detected, air was injected in
a predetermined, rotating pattern until the spike was no longer present. There is currently
no control theoretic model of spike dynamics; however, detailed computational studies of
the local blade row flow (see Hoying [35]) have related the development of spikes to the
location of the rotor tip vortex. Gong [23] is also developing a numerical simulation which
captures the development of spatial harmonic and short length scale perturbations.
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The model-based modal control approach pursued in this thesis is not applicable to such
spike instability. However, high bandwidth measurements in this compressor rig have not
indicated the presence of spikes at the stall inception point of the uncontrolled compres-
sor. All of the stabilization results presented here are based on damping long wavelength
sinusoidal perturbations.
1.4.3 Compressor Control with Inlet Distortion
All of the modeling and control efforts that have been described up to this point have
dealt with uniform inlet flow only. However, an important practical consideration is the
loss of stall margin due to inlet distortion (for example, the flow into the engine nacelle
may separate during high angle of attack maneuvers). Van Schalkwyk [61] has recently
addressed this problem on the same low-speed compressor studied by Haynes and Vo.
Van Schalkwyk pursued a model-based approach using the incompressible distortion model
of Hynes and Greitzer 3 [36]. Van Schalkwyk verified the accuracy of this model through
O OtlL '-A.A % A" U A1 U1.LL. J.JiW,.L 1A41WGi.OLLL C% 11VJA.LJVGL %.L, A.1 i 1GLWo. VJ W 'Pr' C13V -01UJ~.L I, 'J .IrLMU. ULX
operating range with inlet distortion.
The primary difference between compressor dynamics with clean inlet flow and distortion
is the coupling of the harmonic perturbations. Uniform flow compressor stabilization is
simpler since each spatial harmonic can be modeled and controlled independently. On the
other hand, Van Schalkwyk's results indicate that effective feedback control must account
for the strong coupling of harmonics caused by distortion.
An interesting challenge that has not yet been pursued is the control of a high-speed com-
pressor with distortion. This modeling and control problem includes multiple compressible
modes (as described in this thesis) and coupled spatial harmonics.
3The Hynes-Greitzer model is an extension of the previously described Moore-Greitzer model with
distortion.
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1.4.4 3-D Modeling and Control
All of the rotating stall research that has so far been described is applicable only to compres-
sors with high hub-to-tip radius ratios. A reasonable modeling approach for such machines
is to assume that the flow is uniform radially; this simplifies the problem to a 2-D repre-
sentation of the flow field.
Compressor control has not yet been demonstrated on a turbofan (which has a much lower
hub-to-tip ratio than the core compressors that have so far been studied). Nevertheless,
the study of radial pre-stall perturbations has been the focus of several recent modeling
efforts. Gordon [24] has developed a 3-D, linear dynamic model which could be extended
to include sensing and actuation. Gong [23] and Hoying [35] have performed numerical 3-D
simulations. Also, Feulner's 2-D, compressible model which is the focus of this research,
has been extended to include radial flow field variations by Sun [57].
Although the jet injection used in this study is highly nonuniform radially (see Chapter 2
and Appendix B), 3-D analysis and control are not considered in this thesis.
1.5 Thesis Overview
This section gives a chapter by chapter overview of the remainder of this thesis. Chap-
ter 2 describes the experimental setup for this research. A description of the compressor
test facility, steady and unsteady measurements, the injection actuation, and experimental
procedure is provided. Chapter 3 describes the theoretical stall inception model including
its previous development, its application to the high-speed compressor rig in this research
program, and the predicted eigenmodes, mode shapes, and transfer functions. The theoret-
ical model is compared to system identification regults in Chapter 4. Chapter 5 describes
the experimental results using constant gain feedback control to stabilize stall at 70% and
100% speed. Chapter 6 outlines the design and implementation of H, control laws. The
experimental results with H, control at 100% speed are presented in Chapter 7. Chapter
8 summarizes the main results and contributions of this research program.
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CHAPTER 2
EXPERIMENTAL SETUP
This chapter gives an overview of the experi-mental hardware, software, and procedures
applied to this research effort. Sections 2.1 to 2.4 describe the main experimental hardware:
the compressor test-rig, steady and unsteady measurements, and air injection actuation.
Section 2.5 discusses the data acquisition and control computer hardware and software. A
brief description of the experimental procedures for system identification and control runs
can be found in Section 2.6.
2.1 Test Compressor
The compressor test facility, the transonic compressor, and the configuration of the sensors
and actuators on the casing are described in this section.
2.1.1 Test Facility
This research was conducted in the NASA Lewis Research Center (LeRC) Single-Stage
Axial Compressor Test Facility, an open circuit facility for testing advanced compressor
stages; the facility is depicted in Figure 2-1. The compressor, in the test section, is driven
by a 2.2 Megawatt DC drive motor. Atmospheric air is drawn into the facility through an
orifice plate and a plenum chamber upstream of the test section. A straightening screen in
the inlet plenum ensures that the flow into the test section is uniform. Downstream of the
compressor, the flow is regulated with a sleeve-type throttle valve. The compressor mass
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flow rate is controlled by adjusting the exit area of the throttle valve. After passing through
the throttle valve, the air flow is eventually exhausted to the atmosphere.
Inlet throttle valves ,
r Flow Or if ice-
-Collector throttle valve
Gear box , - Collector
Drive motor Test stage r- Plenum
Vacuum exhauster piping
Atmospheric
exhauster piping
Flw CD-1091&-HFlow
Figure 2-1: Schematic of NASA LeRC compressor test facility (from [51]).
2.1.2 Compressor Geometry and Performance
The test compressor, designated as NASA Stage 35, was designed as an inlet stage of an
eight-stage 20:1 pressure ratio core compressor. The compressor geometry is summarized
below in Table 2.1. Table 2.2 lists some of the overall design parameters for Stage 35.
The reader is referred to Reid and Moore [50, 51] for details of the compressor design and
blade-element performance measurements. Although the compressor is almost 20 years old,
it is representative of the rotation rate and pressure ratio found in current aircraft engines.
2.1.3 Configuration of Actuators and Sensors
A new casing for the test section was designed and built to accommodate the sensors
and actuators required for modal stall control. Figure 2-2 shows a cross section of the new
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Table 2.1: NASA Stage 35 geometry.
Compressor
Inlet guide vanes None
Number of stages 1
Rotor/stator gap 1.01 cm
Tip radius 25.25 cm
Hub radius 17.78 cm
Blade row # of blades Aspect ratio Chord (cm) Stagger (deg) Solidity
Rotor 36 1.19 5.57 50.2 1.47
Stator 46 1.26 4.05 19.4 1.37
Note: Chord length, stagger angle, and solidity reported at 50% span
Table 2.2: NASA Stage 35 design parameters.
Rotor -
Total pressure ratio 1.865
Total temperature ratio 1.225
Adiabatic efficiency 0.865
Stage
Total pressure ratio 1.820
Total temperature ratio 1.225
Adiabatic efficiency 0.828
Flow coefficient 0.451
Mass flow rate 20.19 kg/s
Rotor tip speed 454.5 m/s
Rotor rotational frequency 286.5 Hz
Stage 35 casing, collapsed to one circumferential location to show all of the key components. 1
Circular arrays of 8 to 12 high bandwidth Kulite wall static pressure transducers, shown
at several axial locations upstream and downstream of the compressor stage in Figure 2-2,
measure pre-stall perturbations. As discussed in the following section, the array of sensors
immediately upstream of the rotor is the primary set used for system identification and
control. Steady flow field measurements, such as hub and casing static pressure, upstream
plenum pressure and temperature, and downstream total pressure and temperature, are also
'Note that the mean radius is constant although the inner and outer radii vary along the test section.
The stall inception model discussed in Chapter 3 is a 2-D representation of the compressor flow field along
this mean line.
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Figure 2-2: Stage 35 casing configuration.
made. These steady flow field sensors are not shown -in Figure 2-2; however, the following
section provides a detailed description of all steady and unsteady measurements. The area
traverse pictured in Figure 2-2 was not utilized for the experiments discussed in this thesis.
This probe is currently being used to map out the steady and unsteady effect of injection
on the compressor [7].
One of the twelve actuators is also shown in Figure 2-2. The injectors are located upstream
of the rotor. The three main components of the actuator are labeled in Figure 2-2: the
servo motor, sleeve-valve, and sheet injector. A complete overview of the actuators can be
found in Section 2.3.
A photograph of the compressor test section is shown in Figure 2-3. One of the unsteady
Kulite pressure transducers is labeled as well as some of the air injection actuators.
2.2 Steady and Unsteady Sensing
Both steady and unsteady measurements were made during the course of this research. The
following section discusses the steady measurements from which the compressor speedline
and the inputs to the theoretical stall inception model (described in Chapter 3) were de-
termined. Section useay pressre measuremets used
response testing and control.
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Figure 2-3: Stage 35 test section.
2.2.1 Steady State Compressor Performance Measurements
NASA Stage 35 is completely instrumented to give detailed, steady state compressor perfor-
mance measurements. The calibration of these steady measurements is regularly updated
during compressor operation. All steady state measurements are continuously updated and
displayed. Once the compressor pressure and temperature reaches equilibrium at a given
operating point, the steady measurements are recorded. Bruckner et al. [6] give a detailed
description of the NASA LeRC test facility steady instrumentation.
The sensors which measure the steady pressure and temperature throughout the test section
are tabulated in Table 2.3. The standard NASA nomenclature is included to identify the
axial stations. The number and type of sensors are listed as well as the sensor axial 2
2 All axial dimensions reported in thesis are referenced to the rotor leading edge at 50% span.
41
and circumferential 3 location. The reported measurement uncertainties are from Reid and
Moore [51].
Table 2.3: NASA Stage 35 steady flow field measurements.
Axial # of Sensor Axial Circumferential Measurement
Station Sensors Type Loc. (cm) Angles (deg) Uncertainty
B 4 Wall static pressure -22.48 60, 150, 240, 330 0.03 N/cm 2
C 4 Wall static pressure -19.45 60, 150, 240, 330 0.03 N/cm 2
CD 2 Hub static pressure -14.81 175, 310 0.03 N/cm 2
D 12 Wall static pressure -10.12 15, 45, 75,... 0.03 N/cm 2
285, 315, 345
F 4 Wall static pressure -2.16 45, 135, 225, 315 0.03 N/cm 2
3 Hub static pressure 4.28 26, 120, 301 0.10 N/cm 2
H 5 Casing static pres.1 4.29 79.0, 80.3, 81.6, 0.10 N/cm 2
82.9, 84.2
2 Stator leading edge2  4.29 308, 352 0.10 N/cm 2
I 4 Wall static pressure 12.23 60, 150, 240, 330 0.10 N/cm2
4 Hub static pressure 25.91 60, 150, 240, 330 0.10 N/cm 2
K 4 Wall static pressure 25.91 60, 150, 240, 330 0.10 N/cm 2
2 Total pres. rake3  25.91 45, 225 0.17 N/cm 2
2 Total temp. rake4  25.91 135, 315 0.6 K
Notes: 1) Casing static pressure measured across 1 stator pitch.
2) Two stator blades instrumented with four total pressure probes at 15,
30, 50, and 85% span along leading edge.
3) 7-element total pressure rakes with probes at 8, 23, 38,
53, 67, 80, and 94% span.
4) 7-element total temperature rakes with probes at 8, 23, 38,
53, 67, 80, and 94% span.
The steady state static pressure at a given axial location is computed by averaging the
inner and outer wall static pressure measurements, since the static pressure is fairly uniform
radially. The measurements at Station C and CD are used in the upstream duct, Station
H in the gap between the rotor and stator, and Station K in the downstream duct. The
circumferential average of the steady wall static pressures at Stations B, C, D, F, I, and K
are the reference pressures for calibrating the unsteady pressure transducers located at those
same axial locations. The total pressure and temperature downstream of the compressor is
computed by mass averaging the rake measurements at Station K.
3 The circumferential angles are referenced from the top center of the casing. By convention, an angle is
positive in the direction of rotor rotation (the rotor angular velocity vector is directed downstream).
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The other steady compressor performance measurements that are used for this research
program are listed in Table 2.4. The orifice mass flow is the amount of air flowing through
the plenum and inlet duct upstream of the compressor (this upstream orifice is labeled in
Figure 2-1). The total mass flow through all twelve injectors is measured with a separate
venturi meter in the injector air supply duct. The sum of the orifice and injector mass flow
rates is the total mass flow through the compressor. The supply pressure to the injectors
is also measured and regulated at the actuator air supply venturi meter. Additionally, one
sheet injector is instrumented to measure the total pressure and temperature at the exit of
the injector. The upstream plenum pressure and temperature, which are the total pressure
and temperature of the test section inlet, are also recorded.
Table 2.4: Other steady performance measurements.
Type of Measurement Measurement Uncertainty
Rotor Speed 0.5 Hz
Orifice Mass Flow +0.3 kg/s
Injector Mass Flow +0.3 kg/s
Injector Supply Pressure +0.03 N/cm 2
Injector Exit Total Pressure +0.17 N/cm2
Injector Exit Total Temperature 0.6 K
Upstream Plenum Pressure +0.03 N/cm2
Upstream Plenum Temperature +0.6 K
2.2.2 Unsteady Wall Static Pressure Measurements
The primary considerations that motivated the choice of unsteady sensors, for forced re-
sponse measurements and feedback control, were durability, bandwidth, and sensitivity.
Although the low-speed study by Hendricks and Gysling [33] determined that velocity sens-
ing is most effective for constant gain stall control, hot-wire and hot-film probes would not
last long in a transonic compressor test rig. An additional design constraint was that no
instrumentation would be allowed to protrude into the flow upstream of the compressor.
Wall static pressure sensors were therefore chosen for unsteady measurements. These types
of sensors have proven to be reliable in full scale engines [5].
Five psi (3.44x104 Pa) differential pressure transducers, Kulite Semiconductor Products
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model number XCS-190-5D, are used for this research. The sensors are mounted flush
along the inner contour of the compressor casing to minimize the volume between the edge
of the wall and the transducer membrane. The transducers are back pressured by ambient
air in the test cell. The transducer operating range was chosen to detect small amplitude
pre-stall perturbations and withstand fully developed rotating stall and surge transients.
These Kulite sensors have a nominal range of 5 psi with an over pressure rating of 15 psi
(1.03x10 5 Pa). The transducers have a natural frequency of 100 kHz. This bandwidth is
well above the 400 Hz actuator bandwidth and sampling frequency of 3.0 kHz.
The possible configurations of the Kulite sensors are summarized in Table 2.5. This casing
layout was chosen to be as flexible as possible in order to determine the most effective
axial location for sensing pre-stall pressure perturbations. It was determined that the eight
sensors at Station F provided the highest signal to noise ratio near stall and were therefore
utilized for system identification and control. No distortions of the modal perturbations
due to the injected flow directly upstream of Station F were encountered. Only the eight
Kulites at Station F were used for the feedback control results presented in this thesis.
Table 2.5: NASA Stage 35 unsteady wall static pressure sensors.
Axial Station # of Sensors I Axial Location (cm) J Circumferential Angle (deg)
B 8 -22.48 22.5, 67.5, 112.5,... , 292.5, 337.5
C 8 -18.66 22.5, 67.5, 112.5,... , 292.5, 337.5
D 12 -9.01 15, 45, 75,..., 315, 345
F 8 -2.16 15, 75, 105, 165; 195, 255, 285, 345
I 12 13.79 15, 45, 75,..., 315, 345
K 8 25.91 22.5, 67.5, 112.5,... , 292.5, 337.5
The unsteady pressure transducers were usually calibrated at the beginning of a test session
and after several hours of operation. The significant variation in casing temperature due
to a change in rotor speed (experiments were primarily conducted at 70% and 100% design
speed) also necessitated recalibration of the Kulites. In the nominal 5 psi operating range,
the response of the transducers is linear; a simple two point calibration along a compressor
speedline was therefore done to determine the sensor offset and gain. The Kulite sensor
calibration was referenced to the average of the steady wall static pressure measurements at
the same axial location. Section 2.6 provides more details about the calibration procedure.
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Endevco PS4430A amplifiers and filters (fourth order low-pass Butterworth filters) power
the Kulite sensors and condition the outputs. A 15 V excitation is used to drive the Kulites.
The transducer outputs are amplified with a gain of 80 and filtered at 1.2 kHz. The outputs
are DC coupled to also allow measurement of the steady change in wall static pressure as
well as small amplitude perturbations.
2.3 Air Injection Actuation
This section gives an overview of the actuators utilized for system identification and control.
As shown in Figures 2-2 and 2-3, the center of the injectors are located 5.97 cm (1.07 rotor
chord lengths) upstream of the rotor leading edge (this is referred to as axial Station E).
The twelve actuators are evenly spaced at 300 increments; the first is located at 0* and the
twelfth at 330*. Oil free, laboratory compressed air is supplied to the actuators through
a large circular plenum; four 1.27 cm diameter hoses connect each injector to the supply
plenum (see Figure 2-3).
The following sections describe the development, assembly, and operation of the air injection
actuators. The dynamics of the actuation system are also presented as well as speedlines
showing the effects of steady injection. Appendices A and B provide additional details on
the actuation system.
2.3.1 Initial Actuator Design and Testing
The actuators are based on a prototype designed and tested by Roland Berndt. This section
highlights the main features of Berndt's design; the'--eader is referred to [3, 2] for a complete
description of their development.
The actuators are comprised of three main components as illustrated in Figure 2-2. A linear
displacement servo motor moves a sleeve-valve thereby modulating the mass flow through
the actuator. The third actuator component is the sheet injector which directs the injected
air from the valve into the rotor. Berndt's development of these components is described
below.
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As discussed in Chapter 1, the air injectors are used to stabilize pre-stall modal perturba-
tions in Stage 35. The model in Chapter 3 and the system identification results in Chapter
4 show that there are lightly damped compressible modes traveling at up to 150% of rotor
frequency. High actuator bandwidth is therefore a critical consideration for modal control
in a high-speed compressor.
Another issue addressed by Berndt is providing an effective lever on the system dynamics.
Hendricks and Gysling's low-speed injector study [33] concluded that high pressure air
injection is effective because of the added mass flow and momentum. However in an actual
engine application, the injected air would have to be recirculated from a rear compressor
stage which imposes a performance penalty if a large amount of air is injected. Berndt
therefore designed the 12 actuators to deliver 5% of the design Stage 35 mass flow with
a supply pressure of 100 psi (6.88x10 5 Pa), concluding that this would be feasible using
recirculated air in an engine. The results presented in this thesis confirm that the actuators
provide an effect lever on the Stage 35 dynamics.
Berndt found that the servo motor imposes the largest bandwidth constraint on the actuator
design. The trade-off is providing the necessary displacement and force to deliver the
required mass flow rate while maintaining high bandwidth. Variable reluctance motors
from TogIrrnr. were fyiond t hve% t.he!best co +b tio r^f C+rro A bA dwth The
motors have a stroke of 0.02 in (0.05 cm) with a bandwidth of 400 Hz (note that this is
only 1.4 times the design rotor rotation frequency).
The mass flow and bandwidth requirements also motivated Berndt's design of a light weight
sleeve-valve. The motor shaft is attached to a 30 gram sleeve which slides over a cylinder
separating the supply air from the injector. As the sleeve is moved vertically, a slot in the
cylinder is opened and closed to vary the injected mass flow rate. The dimension of the slot
ensures that the valve is choked. 4 By making the'valve the choking point of the actuator
flow, the dynamics downstream of the valve are decoupled from the upstream dynamics.
Furthermore, the relationship between valve position and mass flow is linear because the
valve is choked. The valve acts quasi-steadily due to the very small flow-through time (10
4As de cribed by Berndt [2, the height of the slot is twice as large as the motor stroke (so that the sleeve
only uncovers the bottom half of the slot). The increased slot height ensures that the choked area is at the
interface between the sleeve and cylinder.
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ms). The valve portion of the actuator can therefore be modeled as a quasi-steady, linear
mass flow regulator.
The final actuator component is the injector which directs the flow from the valve into the
duct upstream of the compressor. Two injector geometries were designed by Berndt and
tested on Stage 35. The first injector, referred to as the 3-hole injector, mixes the injected
flow over the outer 40% of the blade span. This injector is intended to match the 2-D
modeling assumption discussed in Chapter 3 by making the injected flow more uniform
radially. The second geometry, the sheet injector, spreads the injected flow into a thin sheet
covering only the outer 15% of the blade span. The objective of this injector is to provide
maximum control authority by taking advantage of the fact that Rotor 35 is tip critical
(stalls first at the tip). Details of Berndt's design and steady wind tunnel testing of the two
geometries are given in Appendix B which shows their steady radial and circumferential
profiles. The actuators were designed so that the injection yaw angle (incidence angle with
respect to the rotor) can be varied in 150 increments. Injector type and yaw angle thus form
a matrix of possible injection configurations. Speedlines from Stage 35 with steady blowing
for the sheet injector are shown in Section 2.4; steady injection speedlines for both types
of injectors at various yaw angles are included in Appendix B. Based on these speedline
measurements, the sheet injector was chosen for forced response testing and control as
described in Section 2.4.
To measure the injector dynamics, Berndt also made unsteady hot-wire measurements in
a wind tunnel. The injected mass flow rate was varied sinusoidally at various frequencies
during the unsteady tests. These unsteady measurements revealed two important dynamic
effects. First, the internal volume between the valve and injector exit acts as a Helmholtz
resonator. Berndt verified a linear Helmholtz resonator model of the injector internal volume
with a nonlinear simulation and the wind tunnel measurements. The time constant of the
first order dynamics is set by the ratio of the injector exit area to the internal volume. High
frequency mass flow variations are therefore rolled-off if the exit area is too small. The
second significant dynamic effect measured by Berndt is the convective time delay between
the injector exit and the rotor face. To minimize this effect, the actuators are placed as
close as possible to the rotor.
Models of the servo motor and injector dynamics, which are based on experimental mea-
47
surements of the actuators on Stage 35, are given in Section 2.3.3.
2.3.2 Actuator Assembly, Calibration, and Operation
The twelve Stage 35 actuators were assembled and calibrated by John Chi [7]. This section
describes the setup of the actuators and the operation of the servo motors during compressor
testing.
The twelve actuators were calibrated to have uniform mass flow characteristics. Berndt's
choked valve design ensures that the mass flow varies linearly with valve position when
supplied with 100 psi air. The slope of the valve characteristic is determined by the motor
stroke and slot area which are the same for all twelve actuators (within manufacturing
tolerances). The only remaining degree of freedom was setting the vertical position of the
sleeve relative to the slot opening. This was accomplished by individually shimming each
of the twelve sleeve valves on the servo motor shafts. The sleeves were shimmed so that the
slot is half open with the nominal supply pressure.5 This centering is purely mechanical
without any current applied to the motors. Once the valve has been centered, the servo
motor position sensor is adjusted to read 0 V at this position.
The individual mass flow characteristics for the twelve actuators, from fully closed to fully
open, are shown in Appendix A. The mean flow rate for the twelve actuators is also plotted.
These figures indicate that the valve characteristics are fairly uniform (the largest deviation
from the mean is 0.0074 kg/s). The modeling and control efforts discussed in the following
chapters ignore the small mass flow variations from one actuator to the next. Instead, it is
assumed that each actuator supplies 1/ 12th of the total injected mass flow measured by the
venturi meter. The total injector mass flow rates are summarized in Table 2.6 which lists
the measured mass flow and percentage of the design compressor mass flow for three valve
positions. 6 The command and sensor voltages for the three valve positions are also listed
in Table 2.6.
5The high pressure air moves the sleeve valve up so that the sleeve is no longer centered with no air
flowing through the actuator.
6 The mass flow measurements shown in Table 2.6 were taken with the supply pressure regulated to 100
psi at the venturi meter (the standard procedure fr Wa1 co rs For the bench test results
shown in Appendix A, the supply pressure was regulated directly in the injector body. This higher supply
pressure is the reason for the slightly higher mass flows plotted in the appendix.
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Table 2.6: Total actuator mass flow rates.
Valve Total Mass % of Compressor Position Position
Position Flow Rate (kg/s) Mass Flow Command (V) Sense (V)
Fully closed 0.295 1.46 -10 1.0
Half open 0.735 3.64 0 0.0
Fully open 1.178 5.82 10 -1.0
When the valve is fully closed, there is still a significant amount of leakage flow due to the
radial clearance of the sleeve-valve. Berndt designed the valve with a small clearance of 25
pum between the sleeve and cylinder. This tight clearance proved to be a challenge during
actuator assembly. Special care had to be taken to ensure that the sleeve valve did not rub
against the cylinder [7].
Moog Inc. provided the complete servo control package for the twelve actuators including
power electronics, position sensors, and control electronics. The control loop for each motor
was individually tuned by Moog to maximize the bandwidth (the twelve measured transfer
functions from commanded to sensed motor position are shown in Appendix A).
The servo motor position can be commanded in two modes. A steady motor position com-
mand is set by a potentiometer on the electronics cabinet. For unsteady motor commands
(needed for forced response measurements and feedback control), the motors must be run
in the 'dynamic' mode. The position of each motor is independently set through a BNC
connector on the cabinet. It should be noted that the unsteady motor commands are re-
stricted to be sinusoidal; long duration steady inputs will overheat the power electronics in
the dynamic input mode (for example, square wave inputs cannot be used). The sensed
position outputs from the motor electronics are low-pass filtered at 1.0 kHz and amplified
with a gain of 5 with Preston 830XWB filters.
2.3.3 Models of Actuator Dynamics
Dynamic-models of the actuation system have been developed for comparisons with forced
response measurements of the overall compressor dynamics and for model-based control law
design. Models for the servo motors and the sheet injector dynamics (described above in
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Section 2.3.1) are presented here.
The individual servo motor transfer functions, shown in Appendix A, indicate that there
are small differences for the twelve motors. However, to simplify the control design, it was
assumed that the motor dynamics axe identical. 7 Since there is no straight-forward tech-
nique for 'averaging' transfer functions, the servo motor dynamic model is based on the
measured first spatial harmonic dynamics. The input is the first harmonic motor command
(forming a sinusoid with the twelve motors) and the output is the first harmonic of the
measured positions. This use of the first spatial harmonic dynamics is based on Paduano's
derivation [46] which proves that the transfer functions of the harmonics are identical to
the transfer functions of the individual motors (if the motor dynamics are identical). The
measured transfer function and the model fit (two zeros, three poles) are shown in Figure
2-4. Although only the first harmonic dynamics were measured, the same model was in-
corporated into the design of all spatial harmonic control laws (Paduano proved that the
motor dynamics are identical for all harmonics). The motor forced response measurements
were performed as part of the overall compressor system identification discussed in detail in
Chapter 4. The motor dynamic model is also included in the individual measured transfer
function plots in Appendix A for comparison.
In order to more accurately capture the sheet injector dynamics, the first order Helmholtz
resonator model developed by Berndt has been slightly modified to account for density
changes through the actuator (see Appendix B). The modeled injector transfer functions
near stall at 70% and 100% speed are plotted in Figure 2-5. As shown in Appendix B, the
different inlet duct static pressures at the two compressor speeds change the flow out of the
injector and therefore the injector dynamics. Although the magnitude of the injector trans-
fer function rolls-off by less than 5 dB, there is a significant phase lag over the frequencies
of interest for control.
7The feedback control results presented in Chapters 5 and 7 proved to be robust to differences in actuator
dynamics and mass flow characteristics.
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Figure 2-5: Injector Helmholtz resonator dynamics.
The final important dynamic effect of the actuation system is the time delay for the fluid
to travel from the injector exit to the rotor blades. This convective time delay has been
estimated for Stage 35 near stall at 70% and 100% speeds based on the distance separating
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the injectors and rotor and the free-stream velocity in the upstream duct. 8 The significant
phase lag due to the convective time delay is plotted in Figure 2-6 for 70% and 100% rotor
speeds.
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Figure 2-6: Phase lag due to convective time delay.
2.4 Effects of Steady Injection
This section shows the impact of steady injection on the Stage 35 compressor map; this is
the figure of merit for choosing the sheet (instead of the 3-hole) injectors for the system
identification and control experiments. From the low-speed Moore-Greitzer model [44], it is
known that the slope of the total-to-static pressure rise characteristic determines stability;
pre-stall perturbations are unstable when the compressor characteristic slope is positive as
shown in Chapter 3. The compressor is analogous to a dashpot which can either dissipate
(stabilize) or augment (destabilize) the energy in pre-stall perturbations. An energy anal-
ysis based on the M-G model by Gysling [27] has shown that when the compressor slope
is positive, the pressure rise across the compressor is in phase with velocity perturbations
which in turn feeds energy into the system. This perturbation energy analysis has recently
been extended to high-speed dynamics by Fr6chette [20] which also shows that the phase
8The inlet duct velocity has been calculated based on the steady measurements described in Section 2.2
using the mean line code described in Chapter 3.
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between pressure and velocity perturbations essentially determines stability. The purpose
of actuation is therefore to change the slope of the unsteady compressor characteristic (the
phase between velocity and pressure perturbations) by increasing the compressor pressure
rise with the injected mass flow and momentum. Since there is currently no detailed knowl-
edge of the unsteady effects of actuation on a transonic compressor, the approach is to
assume that the actuation acts quasi-steadily (this assumption has been justified in low-
speed experiments). Stage 35 speedlines were therefore measured with different levels of
steady blowing to determine which injector geometry provides the best actuation authority,
determined by the largest change in pressure rise across the compressor.
These steady injection speedlines also established the baseline for the forced response and
control experiments. Both 'positive' and 'negative' actuation is required to apply linear
control. Mean steady blowing with all 12 actuator valves half open (3.6% of the design
compressor mass flow rate) is therefore used for all system identification and control. By
modulating the mass flow around the mean level, the compressor pressure rise can be
increased and decreased unsteadily (a similar injection scheme was applied by Gysling and
Greitzer [29] and by Vo [62]).
As the following speedlines show, steady injection significantly decreases the stalling mass
flow of the compressor. The figure of merit for assessing the effectiveness of active control is
therefore the additional reduction in stalling mass flow from the steady injection baseline.
A detailed investigation of the impact of steady injection is not the focus of this thesis,
which instead concentrates on modeling and controlling the pre-stall dynamics. However,
the stall margin improvement with steady injection is reported along with the active control
results. The trade-offs between the potential stall margin increases and the implementation
complexity of steady and unsteady injection merit further investigation. Koch and Smith
[38, 39] report similar range extension with steady -blowing into a transonic compressor.
The speedlines for the sheet injectors with a -15* yaw angle at 70% and 100% speed are
presented below (Appendix B shows the speedlines for all of the configurations studied).
This configuration was found to be most effective and was thus used for the system iden-
tification and control experiments. It provides the largest increase in pressure rise and
operating range (see Appendix B).
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Figure 2-7 shows the compressor characteristics for the chosen injector configuration (sheet
injector at a -15* yaw angle) with the mean level of injection. As with all of the speedlines
presented in this thesis, the characteristics in Figure 2-7 include the combined effects of the
steady injection and of the compressor itself. The inlet pressure is measured in the plenum
upstream of the compressor. The exit pressure is measured in the compressor exit duct. The
total corrected mass flow is the sum of the inlet flow measured by the orifice in the upstream
duct and the injector mass flow measured by the venturi meter. The upstream orifice mass
flow is standard day corrected based on the steady inlet temperature and pressure measured
in the upstream plenum. The corrected injected mass flow is based on the total pressure
and temperature measured in the sheet injector.9 Figure 2-7 also includes the speedlines
for the compressor with a solid casing (no injectors). Steady injection increases the peak
pressure rise of the compressor significantly. Also, the mass flow at stall is reduced by 17.4%
and 4.3% for the two rotor speeds. The reported decrease of the mass flow rate at stall is
referenced to the solid casing stalling mass flows in this thesis.
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Figure 2-7: Total-to-total pressure ratio compressor characteristics.
9The total compressor mass flow can also be computed by standard day correcting the upstream and
injected mass flow rates based only on the unstream plenum total pressure and temperature. However, this
correction method is not used since the resulting total choked mass flow rate (the upper limit at design
speed for which the compressor is choked) does not match the solid casing choked mass flow rate.
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Figures 2-8a and 2-8b show the total-to-static pressure ratio plots at 70% and 100% speed.
The total-to-static pressure ratio is usually plotted in this thesis; its slope is analogous to
the slope of the total-to-static pressure rise coefficient which is the relevant parameter for
rotating stall in low-speed machines:
Low -speed: Pu* (2.1)
High - speed : -""~ **it'* P z -ttn
Ptinlet Ptinlet
The pressure ratio of the three speedlines with the injectors fully closed, half opened, and
fully open increases monotonically near stall which is necessary for linear control. The three
points labeled with asterisks and connected by a dotted line in Figure 2-8b show the change
in operating point for the three levels of injection at a fixed throttle position. The stalling
mass flows are reduced by 25.5% and 10.0%, at 70% and 100% speeds respectively, with the
maximum steady injection level.
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Figure 2-8: Total-to-static pressure ratio compressor characteristics.
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2.5 Data Acquisition and Control
This section describes the system identification and control computer hardware and soft-
ware (this system is separate from steady instrumentation described in Section 2.2.1). An
overview of the system specifications is given in the following section. Section 2.5.2 then
discusses the hardware and Section 2.5.3 briefly describes the software.
2.5.1 System Specifications
The system described here measures unsteady wall static pressures during stall transients,
conducts forced response tests, and implements feedback control laws. The highest sampling
frequency that can be achieved for these tasks is 3.0 kHz which is roughly ten times the rotor
frequency. High bandwidth is necessary to ensure good frequency resolution for spectral
analysis and to minimize the effect of controller time delays.
A large number of input and output channels is also required for these experiments. Table
2.7 lists the standard unsteady inputs and outputs that are used for forced response testing
and control to drive the air injectors and measure the Kulite pressures. Seven of the
steady compressor performance measurements described in Section 2.2.1 are also digitized
to compute the compressor pressure ratio, total mass flow, and throttle position for some
runs. The real parts of the spatial Fourier coefficients (SFCs) of certain inputs and outputs
are also outputted to an analog spectrum analyzer. This is done to measure the coherence
(for system identification) and the damping of harmonic perturbations (for control runs) in
real time.
Table 2.7: Data acquisition and control inputs and outputs.
Unsteady Inputs
Kulite pressures 24
Actuator servo motor positions 12
Unsteady Outputs
Actuator servo motor commands 12
Spatial Fourier coefficients 3
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Channel Type Number of Channels
The time delay associated with the anti-alias filtering, computer calculations, and zero-order
hold was estimated by comparing the measured actuator servo-motor transfer functions with
independent analog measurements of the servo motor dynamics. A conservative estimate
of the time delay equal to 1.5 sampling periods (0.5 ms) was incorporated into the design
of the model-based controllers discussed in Chapter 6.
2.5.2 Hardware
A 90 MHz Pentium PC computer is used for data acquisition and control. Digital to analog
conversion of the inputs is performed with a 12-bit Analogic HSDAS-12 A/D board and
DASMUX-64 multiplexer. Up to 64 input channels can be measured with this system. An
input range of t10V is set for all A/D channels. A high throughput Datel PC-422 D/A
board is used for the outputs; this board provides up to 16 channels of simultaneous analog
outputs with 12-bit resolution. The output range is set to 10V.
2.5.3 Software
The data acquisition and control software is written in 'C' and optimized for speed with a
Watcom C/C++ compiler. The software is based on previously developed modal control
routines [30, 61]. One program is utilized for sensor calibration, stall transient measure-
ments, forced response testing, and feedback control. A modular design separates the
various functions and allows new features to be incorporated easily. The system is capable
of implementing spatial Fourier calculations and linear control laws with up to 60 states at
3.0 kHz. The data is stored in a circular buffer that is triggered manually with the keyboard.
2.6 Experimental Procedure
This section briefly describes the procedure for the various experiments conducted during
the course of this research program. It is divided into three types of runs: sensor calibration,
feedback control, and system identification. All of the experiments were conducted with
the sheet injector at -15' yaw and the 3.6% mean injection level described in Section 2.3.
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2.6.1 Sensor Calibration
As described in Section 2.2, the Kulite sensors were calibrated at the beginning of a test
session and when the rotor speed was changed. The calibration was done at two mass flows
along the speedline (one at a high mass flow and one at a lower mass flow near the stall
point). At each fixed operating point, one second of unsteady data was acquired for all
arrays of Kulite sensors being used. If the measured value and variance was within the
acceptable range for a given group of sensors (typically within 0.1 psi with a variance of
0.2 psi2), the data point was accepted and referenced to the average of the absolute steady
wall static pressure measurements at the same axial station.
2.6.2 Control Experiments
Both steady and unsteady measurements were taken as part of the control experiments (with
various combinations of harmonic feedback control laws including no feedback). The steady
compressor operating map was measured with the steady state compressor performance
instrumentation at several points along a speedline. Stall transients were also conducted
to measure the development of pre-stall perturbations. Ten seconds of unsteady data were
recorded as the throttle was closed at a slow, constant rate from a stable operating point
into stall. This facility is not allowed to operate with fully developed surge and rotating
stall. Hence, the throttle was opened at the fastest possible rate once the compressor went
unstable. There is therefore limited data of the fully developed instability in this thesis.
2.6.3 System Identification Experiments
The system identification experiments are described in more detail in Chapter 4. All of
these tests were conducted at a fixed compressor mass flow rate. Typically, five 9 second
sinusoidal excitation sweeps were recorded (the computer RAM limited the circular buffer
to 45 seconds with the 3.0 kHz sampling frequency). The magnitude of the forcing was
adjusted in real time to achieve the highest possible coherence (measured on an analog
system analyzer) without driving the system unstable.
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CHAPTER 3
COMPRESSIBLE STALL INCEPTION
MODEL
This chapter describes Feulner's [18] compressible stall inception model which is the the-
oretical basis of the high-speed compressor stabilization research presented in this thesis.
Section 3.1 gives an overview of the compressible stall inception theory including the pre-
vious development of the model, a conceptual framework of compressible stall inception
dynamics, and the mathematical model derivation. Section 3.2 discusses how the theory
is applied to the system identification and control experiments on NASA Stage 35. This
section covers the calculation of the model inputs from steady state compressor performance
measurements and refinements that have been made to the model to more accurately cap-
ture the pre-stall dynamics in the test rig. Section 3.3 presents the theoretical Stage 35
eigenmodes; these theoretical results are compared to forced response measurements in the
following chapter. the key features of the compressible model are summarized in Section
3.4.
3.1 Model Overview
This overview of the compressible stall inception model is divided into four parts. Sec-
tion 3.1.1 discusses the classic incompressible rotating stall and low-speed surge inception
model from which the compressible theory has evolved. Section 3.1.2 outlines the previous
compressible model development efforts which have led to Feulner's [18] control theoretic
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formulation. A conceptual framework of stall inception in high-speed compressors is dis-
cussed in Section 3.1.3 before the model derivation is presented in Section 3.1.4.
3.1.1 Low-Speed Moore-Greitzer Model
The Moore-Greitzer (M-G) model [44] is a low-speed, nonlinear model of rotating stall
and surge inception. The linearized form of this model was the basis for the low-speed
compressor modal control experiments discussed in Chapter 1. The linear, control theoretic
formulation of the model is described here since many aspects of the model carry over to
the more general compressible theory. The incompressible dynamics are also discussed to
highlight the differences encountered in a high-speed environment such as Stage 35. The
reader is referred to Paduano et al. [48] and Pinsley et al. [49] for further details on the
linear, control theoretic derivation of the rotating stall and surge models.
The linearized M-G model and the compressible model described in the following sections
capture the dynamics of small amplitude flow field perturbations. The following notation
will be used to represent the decomposition of a flow quantity, f, (such is velocity, pres-
sure, and density) into a constant, mean value and a small, time and spatially varying
perturbation:
f (x, , t) = f + Sf (x, , t) (3.1)
The M-G and compressible stall inception models discussed here are 2-D models which
ignore radial flow field variations. The flow quantities are therefore functions of the axial
location, x, the circumferential angle, 0, and time, t.
A key element of the M-G model is the decomposition of circumferentially varying flow
perturbations, 6f (0), into spatial harmonics via a spatial Fourier decomposition. The spa-
tial Fourier coefficients (SFCs) associated with each harmonic will be denoted as fA (n =
0,1,2,...). The same transform pair used by Paduano [46] will be used for most of this
thesis (we will see that this is not the same convention used in Feulner's derivation of
the compressible model). The non-axisymmetric harmonics, n > 0, associated with rotat-
ing stall, will be defined according to the following transform pair, where (-)* denotes the
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complex conjugate:
2- 2= 6f(9) 
-e4ndG (3.2)
7r 0
6ff(0) = + Z (f* - no
n>O
This convention is adopted since fn represents a sinusoid with a wavelength of 27r/n, an
amplitude of IfnI, and an angular position of Lfn. The axisymmetric, zeroth harmonic
associated with surge is simply calculated as the circumferential average of the flow pertur-
bation:
fo=- 1 f (6)dG (3.3)
Unlike the complex higher order SFCs, the zeroth SFC is real valued. The actuator com-
mands are decomposed into spatial harmonics in the same manner.
Figure 3-1 shows a schematic of the compression system components which make up the
M-G model. The compressor is located in an inlet duct with length L and area A. The
volume downstream of the compressor (such as the combustor of an engine) is represented
by a plenum with volume, V. The final element is the throttle which regulates the mass
flow through the compression system. The pressure at the ends of the compression system
is assumed to be atmospheric.
................ L ............----- -
A
Compressor
Plenum
Figure 3-1: Schematic of compression system.
Vp
Throttle
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Incompressible Rotating Stall Model
The M-G rotating stall model is localized to the flow through the compressor. The states
of the model axe the spatial harmonics of the axial flow coefficient perturbations in the
upstream duct (from which all other unsteady flow quantities can be computed); the flow
coefficient, 0, is defined as the axial velocity through the compressor, V, nondimensionalized
by the wheel speed, U. The following assumptions are made to derive the incompressible
rotating stall model:
1. The flow field quantities are uniform radially. This assumption reduces the model to
the axial and circumferential directions. Such a 2-D model is applicable to compressors
with high hub-to-tip radius ratios.
2. The flow is incompressible. This assumption can be made if the Mach number of the
blades and the pre-stall perturbations is much less than one.
3. The flow in the inlet duct is axisymmetric and has no vorticity. The linearized dy-
namics of the spatial harmonics are decoupled due to the uniform inlet flow assump-
tion. The system dynamics therefore reduce to independent single-input, single-output
(SISO) models for each harmonic.
4. The compressor is a semi-actuator disk. This is an extension of an actuator disk
model. When a compressor is modeled as an actuator disk, it is assumed that the
compressor has infinitesimal axial length (the detailed flow within the compressor is
ignored) and has an infinite number of blades (flow field variations from one blade row
to the next are ignored). The semi-actuator disk model extends this representation by
modeling the compressor as a series of finite length stages to account for the inertia
of the fluid in the blade rows. Based on this assumption, the M-G model treats the
compressor as a device which delivers a prescfibed pressure rise for a given mass flow
according to the compressor characteristic, kc (#). The compressor total-to-static
pressure rise coefficient is used in the M-G model:
PeXit Ptinet (3.4)
exit - Patm
PU2
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For the linearized analysis, a perturbation of the compressor pressure rise is there-
fore determined by the product of the compressor characteristic slope and the flow
coefficient perturbation:
d1 = (0 # (3.5)do
= mc -6
Due to the uniform inlet flow and the linearization of the compressor characteristic, the
rotating stall dynamics decouple from each other and from the surge- dynamics.' The
dynamics of the nth rotating stall harmonic (n > 0). in the upstream duct (Xnd < 0) are
given by [46]:
e~lIx 1n(t) = e-+IOmn ) (t) +g (3.6)
In Equation 3.6, the linear control term, g (in(t), n(t)), represents the effect of the nth har-
monic actuation input (for example, movable guide vanes or air injection) on the harmonic
flow coefficient perturbation. The variables, IL and A, are blade inertia parameters: 2
= E r (3.7)
all rows Cos
A = c/r,
rotors cOS
where c/r is the chord nondimensionalized by the radius and 6 is the blade stagger angle.
In Equation 3.6, Xnd is the nondimensionalized (by radius) axial location. Furthermore,
time has been nondimensionalized by multiplying by the compressor rotational frequency
(in rad/s).
'For large amplitude 1-D surge oscillations, the shape of the compressor characteristic drives the rotating
stall dynamics as shown by the general Moore-Greitzer model. The linear analysis which only accounts for
the slope of the characteristic ignores this coupling.
2The symbol 'A' denotes an eigenvalue in this thesis.
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Equation 3.6 is the simplest form of the incompressible, M-G rotating stall inception model.
However, a great deal can be learned from this elegant formulation of rotating stall inception.
First, the modeled homogeneous dynamics are completely defined by the the blade row
geometry, wheel speed, and slope of the compressor characteristic. By taking the Laplace
transform of Equation 3.6, the SISO transfer function can be obtained from a harmonic
actuation input to the harmonic flow coefficient perturbation:
n (s)
Gn(s) = .( (3.8)
us(s)
enXndIG(s)
It should be noted that Equation 3.8 is a complex coefficient transfer function since the
inputs and outputs are complex SFCs of the actuation and flow coefficient. The root loci
and transfer functions are therefore not symmetric for positive and negative frequencies;
eigenvalue frequencies determine the direction of wave rotation. 3 This complex SISO rep-
resentation of rotating stall dynamics is used throughout this thesis.
Although this is a first order system, the complex coefficient model represents oscillatory
dynamics. From Equations 3.6 and 3.8, it is clear that there is one mode associated with
each rotating stall harmonic. The eigenvalue for the nth harmonic, which determines the
evolution of the mode in time, is given by:
An = Un + jWn
mC
O-n = 2 (3.9)
nA
Wfl = 2+
The real part of the eigenvalue, Un, is the growth rate of the mode. Equation 3.9 shows that
the mode is unstable for a positive compressor characteristic slope. Similarly, the imaginary
part of the eigenvalue, Wn, is the rotation rate of the mode. Equation 3.9 shows that the
mode trayels in the direction of the rotor rotation (due to the spatial Fourier decomposition
3The complex SFC captures the magnitude and phase of the harmonic perturbation. The implementation
of real valued control laws with this model is discussed in Chapter 6. Refer to Paduano (46} for a very
thorough discussion of complex and real representations of rotating stall dynamics.
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convention and the positive value of w,) at a speed determined by the blade row inertias.
Due to the nondimensionalization of time in the derivation of the model, the eigenvalue
is normalized by the rotor frequency. The natural frequency of the Moore-Greitzer mode
therefore scales with rotor frequency. The M-G mode typically travels from 20% to 60% of
the rotor rotational frequency.
Equation 3.6 also defines the spatial structure of the mode in the upstream duct. The
circumferential shape is implicitly defined by the spatial Fourier decomposition. Equation
3.6 shows that the harmonic flow coefficient perturbation decays exponentially upstream
of the compressor. The M-G mode shape of a theoretical first harmonic flow coefficient
perturbation is illustrated in Figure 3-2.
0 -3 -21.0
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Figure 3-2: Schematic of first harmonic.incompressible mode shape.
Figure 3-2 shows the magnitude of the flow coefficient perturbation plotted in three dimen-
sions as a function of the axial distance from the compressor and the circumferential angle.
This entire shape rotates at the frequency determined by the eigenvalue. The magnitude
and phase angle of the perturbation are also plotted individually as a function of the axial
distance. The mode decays exponentially with a constant phase angle in the upstream
duct. The vortical perturbation generated by the compressor results in the downstream
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duct mode shape. The compressible modes shapes shown later in this chapter are plotted
in the same manner for comparison.
These incompressible rotating stall dynamics have been verified by previous low-speed com-
pressor system identification and control experiments by Haynes et al. and Paduano et al.
[31, 48]. Haynes also used forced response measurements to refine the original M-G model.
Equation 3.9 predicts that all rotating stall harmonics are neutrally stable at the peak of the
compressor characteristic (the zero slope point). Paduano and Haynes' experiments showed
that the first harmonic does become unstable at the peak of the characteristic; however, the
higher harmonics are still stable at this point. Haynes attributed the increased damping of
higher order harmonics to the time delay associated with the change in pressure rise across
the compressor for a change in flow coefficient (similar to the delayed response of an airfoil
to a sudden change in angle of attack). Haynes incorporated a first order lag equation for
the compressor pressure rise into the M-G model; this led to very good agreement between
the theoretical and measured dynamics. First order lags associated with the compressor
response are also included in Feulner's compressible model.
Fr chette [20] has recently developed an incompressible model which bridges the gap be-
tween the classic Moore-Greitzer rotating stall model and Feulner's general compressible
model. As described in Section 3.1.4, the compressible model is linearized about the steady
flow through each blade row (unlike the M-G model which assumes that the flow coefficient
is uniform throughout the compressor). Frechette's model also includes changes in the mean
axial velocity through the compressor (accounting for changes in area and blockage) and
the mean density (which increases dramatically in a multi-stage high-speed compressor).
Fr6chette's extended incompressible model also decomposes the overall compressor char-
acteristic into the individual blade row characteristics and compressor design parameters
(such as relative total pressure loss coefficient and'deviation) like the compressible model.
Frechette derived an analytical expression for the spatial harmonic eigenvalue in terms of
these inputs providing insight into the relationship between the simple semi-actuator disk
representation and the blade row modeling approach. Since Frechette's derivation is in-
compressible (density perturbations are not included), only the incompressible M-G mode
is captured. However, the system identification and control results presented in Chapters
4 to 7 reveal that the M-G mode also plays an important role in the stall inception of a
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high-speed compressor; this mode is also captured by the compressible model.
Low-Speed Surge Model
The low-speed M-G surge model describes the flow through the entire compression system
depicted in Figure 3-1. The following additional modeling assumptions are therefore needed
to develop the surge model:
1. The throttle can be treated as an actuator disk. As with the compressor representa-
tion, the pressure drop across the throttle is determined by a pressure drop charac-
teristic, 'P(#). As before, the slope of the throttle characteristic is used to relate a
small change in mass flow to a change in pressure across the throttle:
J = d'FT(c) 6q5 (3.10)do
= mT -q 5
2. The fluid in the plenum is compressible. The time varying pressure in the plenum
(compressibility is modeled only in the plenum) acts as a spring which couples the
mass flow through the compressor and throttle. The compression in the plenum is
assumed to be isentropic.
The surge model is typically presented in state space form with two states. One state is
the zeroth harmonic of the flow coefficient perturbation, qo; the second state is the plenum
pressure perturbation, JV5. The control theoretic form of the surge model is [49]:
ob(t) 1 .Bmc -B iF o(t) 1+ h (i )o (t) (3.11)
L 1(t) 1 + h Buo J L _)
where h ( 0 (t), Uo(t)) represents the effect of axisymmetric actuation on the system states.
In Equation 3.11, B is the nondimensional surge stability parameter:
B U (3.12)
2a AL
where a is the speed of sound.
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Equation 3.11 can be cast into a second order transfer function for the zeroth harmonic:
Go(s) = 0(s) (3.13)
iio(s)
H(s)
s2+ (1 - Bmc) s+ (1 -
Equation 3.13 is a real coefficient transfer function describing the oscillatory surge dynamics.
The M-G surge mode typically oscillates at approximately 10 Hz. The surge mode is
unstable if the term (1 - Bmc) is positive. This occurs if the slope of the compressor
characteristic has a large enough positive value since the throttle characteristic slope and
B parameter are always positive. The influence of the B parameter can also be seen in
Equation 3.13. Large values of B represent a compression system which is more likely to
surge. High wheel speed compressors, like Stage 35, are therefore more susceptible to surge
instability although the volume downstream of the compressor is relatively small.
As shown in Section 3.1.4, the compressible model does not include the downstream plenum
and throttle. The influence of these components on 1-D oscillations is instead captured by
a boundary condition at the exit of the compressor.
3.1.2 Previous Development of the Compressible Model
The compressible stall inception model which is applied to Stage 35 in this thesis can be
considered to be an extension of the Moore-Greitzer model which includes the effects of
compressibility. However, the form of the compressible model is significantly different than
the M-G model as will be shown in Section 3.1.4. The current version of the compressible
model is the result of several previous developments which are briefly outlined in this section.
The compressible model includes a 1-D representation of the compressible flow through each
blade row coupled to 2-D compressible flows in the ducts upstream and downstream of the
compressor and in between the blade rows. Bonnaure [4] first developed this stall inception
model in 1991. Hendricks et al. [32] applied the model to a rigorous investigation of stall in-
ception in high-speed compressors by studying the effects of axial length, tip Mach number,
and loading distribution. This original form of the model includes only the homogeneous
system dynamics (no actuation); the resulting transcendental eigenvalue problem cannot be
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solved analytically. In 1995, Feulner et al. [17, 18] recast the model into a control theoretic
form by approximating the internal dynamics with rational transfer functions. Feulner also
incorporated sensing and injection actuation into a state space representation of the overall
compressible dynamics. This model was used by Feulner in a theoretical study of various
sensing, actuation, and control schemes for high-speed compressor stabilization.
Recently, Feulner's model has been further refined during the course of this Stage 35 research
as part of a collaborative effort with Luc Fr6chette. Fr6chette applied the compressible
model to a redesign of a high-speed 11-stage compressor to increase its stability [20]. The
model developments presented in Section 3.2 are the result of these two research efforts.
The reader is also referred to Fr6chette's thesis [20] for an in depth explanation of the
compressible fluid dynamics and an energy-based analysis of stall inception in high-speed
compressors.
3.1.3 Conceptual Framework of Compressible Dynamics
This section is intended to provide the reader with a conceptual understanding of com-
pressible rotating stall inception modes before Feulner's model derivation is outlined in the
following section. The modes associated with rotating stall are in many ways analogous to
the classic fluid dynamics example of 2-D, linearized flow over a wavy wall [65]. (The reader
is also referred to a rigorous acoustic analysis of decaying and propagating waves in 2-D
ducts given by Tyler and Sofrin [60]). The compressible flow over a wavy wall is illustrated
in Figure 3-3 for subsonic and supersonic flows.
Figure 3-3a shows the subsonic flow case. A wall with a sinusoidal shape, indicated by the
bold line at y = 0, is plotted along the x direction. Also shown are the streamlines plotted
at several y locations away from the wall; the streamlines represent flow traveling in the
positive x direction with a Mach number much less than one. Two important features for the
subsonic case are evident in Figure 3-3a. The perturbations due to the wall exponentially
decay away from the wall in the y direction. Secondly, the streamlines oscillate in phase with
the wall shape because the effect of the wall propagates in all directions for the subsonic
case.
The supersonic flow case, M > 1, is shown for the same wall in Figure 3-3b. In this case,
71
y y
0 X
(a) Subsonic case: M << 1 (b) Supersonic case: M > 1
Figure 3-3: Two-dimensional, compressible flow over a wavy wall.
the perturbations do not decay away from the wall. Instead, the perturbations propagate at
a constant angle (this angle is defined by the line connecting the peaks of the perturbations
away from the wall). The perturbations due to the wall only affect the downstream flow as
the fluid moves along the x direction.
A compressor acts much like the wavy wall in this example. In the upstream duct, the
incompressible, M-G model rotating stall mode (with a rotational frequency much less
than the speed of sound) corresponds to the subsonic flow case. This slowly rotating wave
decays away from the compressor at a constant phase angle in the upstream duct (as
shown in Figure 3-2). On the other hand, a higher frequency 'compressible' mode has a
circumferential Mach number (which is a function of the modal rotational frequency) greater
than one. Like the supersonic flow over the wavy wall, this mode does not decay upstream
of the compressor. Furthermore, the phase angle of a compressible high frequency mode
varies axially along the inlet duct. A theoretical Stage 35 compressible perturbation, for
the first harmonic of axial velocity (nondimensionalized by the inlet speed of sound), is
illustrated in Figure 3-4. This mode has the the same sinusoidal circumferential structure
as the incompressible mode pictured in Figure 3-2; however, the axial structure is more
like the supersonic flow over a wavy wall. The rotor and stator (which are not included in
the Moore-Greitzer model) are indicated by dashed lines in the magnitude and phase angle
plots.
Figure 3-4 indicates that the magnitude of the high frequency compressible mode does
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Figure 3-4: Schematic of a first harmonic compressible mode shape.
not remain constant axially. Also, the mode does not propagate along a constant angle
in the ducts upstream and downstream of the compressor, as is the case with the wavy
wall example. Frechette has shown that this is due to the interaction of the propagating
harmonic disturbance originating from the compressor (with a constant spiral angle) and
the reflected, axisymmetric wave from the boundary condition at the ends of the ducts [19].
As shown in Section 3.3, the axial phase angle of the lowest frequency compressible mode
is also not constant along the upstream duct (unlike the M-G mode); the lower frequency
modes do however decay exponentially upstream of the compressor like the M-G mode.
The compressible model captures both the incompressible and compressible rotating stall
modes for each spatial harmonic. An overview of the theoretical Stage 35 mode shapes
is given in Section 3.3. Feulner's compressible model also captures 1-D oscillations since
the zeroth harmonic is simply a subset of the general spatial Fourier decomposition. The
low frequency Moore-Greitzer surge mode is captured as well as higher frequency one-
dimensional compressible modes (which are analogous to 1-D acoustic waves).
As shown in the following section, the compressible model consists of coupled solutions of
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2-D wave equations in the ducts and 1-D wave equations in the compressor blade rows. In
order to capture the effects of axial length along the compressor, each individual blade row
is modeled (unlike the M-G model). The effect of the compressor is captured by actuator
disks at the leading and trailing edges of the blade rows. This is illustrated in Figure 3-5.
The flow through a blade row is modeled as 1-D duct flow along the blade stagger angle. The
pressure rise across the blade row is modeled by the leading edge boundary condition which
includes the loss in relative total pressure across the entire blade. The boundary condition
at the trailing edge accounts for the deviation. 4 The overall compressor characteristic used
in the derivation of the Moore-Greitzer model is therefore replaced by the individual blade
row actuator disks.
I-D ducts
Leading edge actuator disk Trailing edge actuator disk
(total pressure loss) (deviation)
Stagger, F
Figure 3-5: Model of the blade rows in compressible model (modified from [20]).
Before presenting the derivation of the compressible model in the following section, it should
be noted that high frequency acoustic modes also exist in low-speed facilities which can have
long compressors and long upstream and downstream ducts. The key point that must be
considered in the context of compressor stabilization is whether the compressor destabilizes
these higher frequency modes. For most low-speed applications, the rotational speed of the
compressor and the natural frequency of acoustic modes are sufficiently far apart so that
the compressor does not feed energy into the high frequency oscillations. However, Gysling
4 The deviation angle is the difference between the exit air angle and the exit blade angle. Typically, the
flow is not completely turned resulting in a decrease in performance.
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[27] has shown that lightly damped 1-D acoustic oscillations can exist even in a low-speed
compressor environment. The compressible model presented here captures the interaction
between the compressor (the source of energy) and the various acoustic oscillations. The
compressible theory shows that the higher frequency modes are more lightly damped at
higher compressor speeds.
3.1.4 Compressible Model Derivation
An overview of the derivation of Feulner's compressible stall inception model is given in two
parts. The first portion describes the transcendental transfer function formulation (Chapter
2 of Feulner's thesis [17]). Fr6chette [20] also provides an in depth overview of this model
-formulation from a fluid dynamics perspective. The second part of this section discusses
the derivation of Feulner's state space model.
Transcendental Transfer Function Formulation
The following overall modeling assumptions are made which are the same as those of the
previously described low-speed model:
1. Only small amplitude perturbations are considered. The compressible model is a
purely linear formulation unlike the general M-G model. The flow through the com-
pression system is linearized about a fixed operating point; the steady flow quantities
in the compression system are the inputs to the model.
2. The flow field quantities are uniform radially. The compressible model is also two-
dimensional in the axial and circumferential directions. The compressor radius, r,
is assumed to be constant.
3. The flow field is decomposed into spatial harmonics. Feulner uses a slightly different
Fourier decomposition than Equation 3.2. Feulner's transform sums over positive and
negative values of n (so that each nonzero harmonic contributes half of the perturba-
tion magnitude) and does not include the complex conjugate operation. As a conse-
quence, rotating harmonics traveling in the direction of rotor rotation are designated
by negative, non-zero values of n in Feulner's model. Although Feulner's original
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formulation will be used here for consistency, all theoretical transfer functions and
root loci will be plotted according to the convention used in the rest of thesis (the
multiplication by a factor of 2 and sign change will be implicit in the presentation of
these results).
4. The inlet duct flow is axisymmetric with uniform entropy and no vorticity. As a con-
sequence, the compressible formulation also results in independent SISO transfer func-
tions for each spatial harmonic.
A schematic of the modeled system is shown in Figure 3-6. Unlike the M-G surge model,
the compressible model is comprised of only the inlet duct, compressor, and exit duct.
The dynamics associated with a downstream plenum and throttle are captured by the exit
boundary condition. The inlet boundary condition specifies the uniform inlet flow. The
compressible model also includes the complete axial extent of the compressor including all
blade rows and gaps. Although it is not shown in the figure, the model can be applied to a
compressor with inlet guide vanes (stationary blades).
Inlet Exit Cmbso Tuin
Duct Compressor Duct Combustor Turbine
Actuator
Stator
Gap Modeled as a plenum
Rotor and a throttle
U
....... - Compressible stall inception model ... - -
Figure 3-6: Schematic of compression system for compressible model (modified from [20]).
The derivations for each of the model components are presented below. The boundary
conditions (across blade rows and end conditions) are then presented. The overall transfer
function representation, including sensing and actuation, is then given.
Ducts Four fluid quantities, which completely characterize the flow field, are modeled in
the ducts : static pressure (JP), density (Jp), axial velocity (6V), and tangential velocity
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(6V) perturbations. The mean values of static pressure, density, and velocity are the
inputs to the duct model. The pressure and density perturbations are nondimensionalized
by the mean pressure (P) and density (p) in the duct. The velocity perturbations are
nondimensionalized by the mean speed of sound (d). The four linearized equations of mass
conservation, axial and tangential momentum balance, and energy conservation are recast
into a 2-D wave equation for static pressure:
a26p 1 a26p 1 a - ) 2
a2X+ - 2 = - -+X- P (3.14)
In Equation 3.14, the partial derivative with respect to the circumferential angle is elimi-
nated by decomposing the static pressure perturbation into spatial harmonics. The partial
derivative with respect to time is eliminated by applying the Laplace transform (resulting
in a frequency domain model). The solution to the wave equation is then used to solve for
the other duct perturbations:
'P
-(x,9, s)
_ (X, 9, s)
a
0 (x7 9, s)
a
(ran(s)MR + (I + jnlM )) Bn(s)ean(s)+ 1 e
srs(ri8n(s)Mk + (7 + jnMo)) Cn(s)ell(s)
(ran(s)Mz + (I + jnMo)) Bn(s)eQ7(s)X+
(rin3(s)Mk + (,E + jnkM )) Cn(s)eIn(s)z+ ejnO
En(s)exn(s)x00oo
n=-oo [[
-ran(s)Bn(s)e n(s)x - r#3 (s) Cn (s)e~n (s)x+
jnMxD, (s)eXn(s)x
-jnB(s)eln(s)X- jnC(s)edn(s)X+
(L + jnMO)Dn(s)exn(s)
(3.15)
ejno
The exponential terms are defined as:
Mx(L + jnMo) n2(1 - M2) + (Er + jnM) 2
an(s), 3(s) = r(I- M )
-(rs + 
_ n_ _ ) Xn (S) = a
(3.16)
For convenience, Equation 3.15 is expressed as a matrix multiplication relating the duct
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coefficients to the duct flow quantities (see Feulner's thesis [17]):
B
00 C
(x, 0, s) = E e2OVn(x, s) (s) (3.17)
n=-oo D
5VO E
d I - --n
The elements of the matrix Vn are completely defined by the mean duct flow quantities
and the axial dimension, x (known inputs to the model).
Frechette [20] shows that the Ba(s) and Ca(s) terms correspond to upstream and down-
stream potential waves which contribute to all four perturbations. The exponential terms,
an(s) and /n(s), determine the axial structure of these waves. The wave rotation rate deter-
mines whether the waves decay (if these terms are real) or propagate (if they are complex).
The Dn(s) terms correspond to vortical disturbances which affect the velocity perturba-
tions. The final term, En(s), corresponds to an entropic disturbance which contributes only
to the density perturbation. The exponential term, Xn(s), associated with the vortical and
entropic perturbations is a convective term (these disturbances only affect the downstream
flow field).
Blade Rows The dynamics in the blade rows are very similar to the ducts. The only
difference is that the flow is modeled as 1-D flow along the blade stagger angle (as shown
in Figure 3-5). The three blade row perturbations are static pressure, density, and relative
velocity (3W). The fluid quantities are calculated from the following 1-D wave equation:
+ W---2 jP= 2 (3.18)
where x' is the distance along the blade stagger angle (x' = x/ cos ). The following rela-
tionship can be used to recast the equation along the axial direction, x:
= cos (- + sine- (3.19)09x' ax n9O
Note that Equation 3.18 is in the blade row reference frame which rotates for a rotor. The
following relationship is applied to transform Equation 3.18 from the rotating to stationary
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frames:
a(.)
rotating frame fixed frame
(3.20)+ 0 fa
aO fixed frame
where 0 is the rotor rotational frequency. The blade row dynamics, in the stationary frame,
are given by:
J5PS(x, , s)
6 (x,O, s)
(,6, s)
= 7[n(s)e&I(s)x + On(s)ein(s)x] eno
n=-oo
= [13n(s)e&"(s)x + On (s)en($)z + En(s)e;n(s)X] ejn
n=-oo
E [fin(s)e &n WX + On (s)e A(s)X] ejnO
where the blade row exponential terms are defined as:
&n(s)
/3n(s)
_ 1 . sine s + jn2
= 
-jn + _ --
cos- r a -W
1 (. siin6 s + jnl
cos r _+W
_ 1 (isin6 _ s + j
Cos6 r f V-
The blade row solutions are also expressed in matrix form:
P 1
(X,6 S) e jno"B (X, S) (S) [
JW n=-oo
The duct and blade row dynamics, Equations 3.17 and 3.23, are independent for each
harmonic number. For equations which apply to all spatial harmonics, the subscript n will
therefore be dropped in the rest of this derivation.
The flow in the blade rows is coupled to the flow in the adjacent ducts through leading and
trailing edge boundary conditions. There are four leading and three trailing edge boundary
conditions for each blade row. Four additional boundary conditions are applied at the inlet
(3 conditions) and exit (1 condition) of the compression system as described below.
79
(3.21)
(3.22)
(3.23)
Leading Edge Matching Conditions The following boundary conditions are applied
across a blade row leading edge:
" Mass conservation.
" The flow is turned to follow the blade row stagger angle.
" Relative total temperature conservation.
" Relative total pressure loss as defined by the loss coefficient:
P' - P'
I = Pt1  t2 (3.24)WO Pt, - P,
where '1' represents the upstream duct and '2' -the inlet of the blade row. All of the
blade row pressure loss is modeled at the leading edge. The prime is used to denote a
flow quantity in the relative frame. It is assumed that the pressure loss is a function
of the relative incidence angle, 31,5 and relative leading edge Mach number, Mf. The
linearized change in loss coefficient is therefore a function of the perturbations of these
two parameters. Additionally, the unsteady change in the loss coefficient is assumed
to be governed by a first order lag (similar to Haynes' refinement of the M-G model):
, , 1 (FPt', - jP1) 8.,I+
sp+ + [ (Pr 
- SP)W( s+6 tan 11 + a SM, - (3.25)
The time constant rp for the pressure lag equation is assumed to be equal to one and
a half times the blade flow through time [31}. The tangent of the incidence angle is
used since it is equal to the ratio of the tangential velocity to the axial velocity.
The blade row matching conditions from the kth duct to the kth blade row can be combined
in the following matrix form (see Feulner's thesis for the definition of these matrices):
5 Feulner uses 'cd' to denote both absolute and relative blade row inlet and exit flow angles. The more
standard notation using '0' for relative angles is adopted here. The convention for positive angles being in
the direction of rotor rotation is also used.
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1
(VLk + Pk)Vk(XLEk, S)
STP + 1
B -
B
C
= BLkBk(XLEk,S) I
D I
E L - k
- k
Trailing Edge Matching Conditions The following boundary conditions are applied
across a blade row trailing edge:
" Mass conservation.
" Relative total temperature conservation.
" Relative total pressure conservation.
" The flow is turned according to the trailing edge deviation angle. The relative exit
air angle, /#2, is also assumed to be a function of the incidence angle and relative inlet
Mach number. Similar to the unsteady change in loss coefficient, changes in the exit
angle are modeled by the following first order lag equation:
6 tan62 = -+ 1 tan13 + t M,]
s-rd+ I a tan#31 aMI (3.27)
The deviation angle time constant rd is also assumed to be equal to
times the blade flow through time.
Feulner expresses the blade row matching conditions from the kth
duct in the following matrix form:
one and a half
blade row to the (k + 1)th
BTkBk(XTEk,s) -[B
D k
= VTk+1Vk+1(XTEk,s)
1
- +DkVk(XLEk,S)
S-rd+ 1
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(3.26)
(3.28)
B
C
D
- k+1
B
C
D
E
- - k
The partial derivatives in the leading edge total pressure loss and trailing edge deviation
conditions, (w 8w &tan /32 ItariJ2 2), are critical determinants of stability in the com-
pressible model since these terms define the shape of the overall compressor characteristic.
As with the M-G model, the compressor characteristic slope determines whether or not
the perturbation energy is dissipated. Unfortunately, it is difficult to predict and measure
the loss and deviation, and their dependence on incidence angle and Mach number, in a
high-speed compressor particularly on the unstable portion of the compressor characteristic.
The estimation of these important model inputs for the Stage 35 system identification and
control experiments is discussed in Section 3.2.
Stacking Method The duct dynamics, leading edge and trailing edge boundary condi-
tions, and blade row dynamics are used to relate the k'h duct disturbance coefficients to
the next duct:
B B
C C
=Ak(S) (3.29)
D D
-E -k+1 L E k
In a compressor with K blade rows, the duct quantities in the exit'duct can then be
calculated by 'stacking' the dynamics from the inlet duct:
B B B
C C C
= AK(s)AK-1(S) . A2(s) A1 (s) = A(s) (3.30)
D D D
E -K-E -E
K+1-1 -1
Inlet Conditions The inlet boundary condition defines the uniform inlet duct flow. The
three inlet conditions are zero total pressure, entropy, and vorticity perturbations. The
total pressure condition acts as an impedance condition for the inlet duct potential waves.
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Since vortical and entropic perturbations can only convect downstream, the inlet condition
specifies that there are no such perturbations throughout the entire inlet duct. The inlet
boundary condition can be expressed in the following matrix form:
B
C
N(s) =0 (3.31)
D
L E
-- 1
Exit Conditions The exit condition defines the interaction of the compressor exit duct
with the rest of the compression system. Feulner's model assumes that the flow dumps into
a large plenum. The boundary condition for the non-axisymmetric rotating stall harmonics
is therefore zero static pressure perturbations. Mass conservation in a plenum is used for
the zeroth harmonic. The exit boundary condition (which is a function of n) is cast into
the following form:
B
C
Xn(s) = 0 (3.32)
D
E 
- K+1
The implementation of the exit condition has been modified to include any boundary con-
dition (such as the throttle at the exit of Stage 35) as described in Section 3.2.
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Homogeneous Dynamics Equations 3.30, 3.31, and 3.32 can be
value problem defining the homogeneous dynamics:
[
[
X, (s)A(s)
N(s)
X(s)A(s) 1V1 1 (Xiniet, s)
N(s) J
I
5P
P
iP
6 .
am
B
C
D
E
-1
1
,Xin.
combined into an eigen-
0
0
0
0
0
0
0
0
(3.33)
This eigenvalue problem contains exponential functions of the Laplace transform variable,
s. Hence, it cannot be solved analytically. Nevertheless, the homogeneous dynamics of each
spatial harmonic are completely defined by this equation. This is the form of the model
developed by Bonnaure [4].
Actuation Feulner derived the following expression to account for the influence of injec-
tion actuation on the duct flow field: 6
B
C
Vi(Xa, s)
D
E
= V1(Xa, S)
1,downstream
B
C
D
E
+ J-lbi(s)
(3.34)
1,upstream
where u(s) is the corresponding spatial harmonic of unsteady injection. The actuation
boundary condition (which is a purely static relationship) is derived from mass conservation,
momentum balance, and energy conservation across the injection plane. The actuation
matrices, J and b, are constant matrices based on the steady inlet duct and injected flow.
This actuation model has been refined, as discussed in Section 3.2, to reflect the actuation
6Feulner's derivation accounts for actuation in any duct. However, only the inlet duct actuation used on
Stage 35 is included here.
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on Stage 35.
By accounting for the actuation effect, Feulner derives the following expression for the forced
dynamics:
[X,,(s)A(s)N(s) BC -X,(s)A(s) (JVi(Xa, s))1 b u(s)D 0
L E
(3.35)
Sensing Sensing is incorporated into the model by propagating the inlet duct disturbances
and actuation to the ksth duct with the sensors:
=A,(s)
ks
B
C
D
E
+ (JVi(xa, s))~ bii(s)
1
A,(s) = Ak,-1(s) ... A 2 (s)A1 (s)
The duct dynamics, Equation 3.17, are then used to solve for the sensed flow field pertur-
bation. For example, the static pressure perturbation spatial harmonic is given by:
B
61P C
- (S) = [1 0 0 0]Vks(X,, s)
1' D
- - ks
B
C
= SksVks(XS, s)
D
E
Transfer Function Equations 3.35, 3.36, and 3.37 can be combined to derive the follow-
ing transfer function relationship from the control input to the sensed perturbation output
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B
C
D
E
where
(3.36)
(3.37)
ks
(individually for each spatial harmonic including the zeroth):
J~n A~n (S)X,,(s) A,,(s) -Xn(s)An(s)
P ()= SksVks(s(s,s) N(s)AJ(L 0 
+A8s (s)
- (JVJ,(Xa, S))- bin (s) An()338
This form of the control model is not a standard linear, time invariant ODE system. Never-
theless, Equation 3.38 can be used to evaluate the transfer function magnitude and phase as
a function of frequency. Feulner refers to this transcendental transfer function representa-
tion as the 'truth' model. This form of the model was used to validate the state space model
formulation (described below) for Stage 35, including the changes discussed in Section 3.2.
State Space Model
A major contribution of Feulner's research is the reformulation of Equation 3.38 into a finite-
dimensional state space form (equivalent to a ratio of rational polynomials of s). Standard
control analysis (for example, eigenvalue decomposition) and modern optimal control design
techniques can be applied to the state space model. Feulner's model is a multi-input, multi-
output (MIMO) model which includes all possible sensor and actuators locations. Since the
Stage 35 experiments were conducted with sensors and actuators in only the inlet duct, the
SISO representation for this sensor/actuator pair is used in this thesis.
This section is intended to give the reader an overview of the state space model derivation.
The reader is referred to Chapter 3 of Feulner's thesis [17] for the detailed derivation. The
overall model construction is described here as well as the approximations that are made to
reduce the infinite dimensional dynamics of Equation 3.38 into state space form. The state
space model is used for all of the analysis of the Stage 35 dynamics presented in Section
3.3. The model has also been updated in several ways during the course of this research as
outlined in Section 3.2.
The first assumption that is made to derive this state space model is that the dynamics in
the gaps between the blade rows can be ignored. This assumption is based on the fact that
the gap lengths are short compared to the length of the compressor (the lengths of the gaps
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are included in the blade rows as discussed in Section 3.2 to preserve the overall compressor
length). This assumption reduces the order of the model and greatly simplifies the model
formulation. The validity of this modeling assumption has been verified by Feulner and by
comparisons of the Stage 35 state space model with the previously described transcendental
transfer function.
By ignoring the dynamics in the inter-blade row gaps, the only remaining unknowns are
the inlet and exit duct perturbations and the blade row perturbations. The blade row
perturbations will be considered first since these are related by time delays. Feulner defines
the following new variables based on Equation 3.23 for the disturbance coefficients at the
leading and trailing edges:
BLE(S) = B(sed(s)xLE
CLE(S) = C(s)e(s)XLE (3.39)
ELE(S) = E(s)e(s)XLE
BTE(S) = B(s)e&(s)XLE
GTE(S) = C(s)e 3(S)xTE (340)
ETE(S) = E(s)e(s)XTE
The dynamic relationships between the leading edge and trailing edge values are exactly
time delays as shown by Feulner:
BLE(S) = e-&(s)Af5TE(S)
= ejAOBe-s4TEQTE(S)
GTE (S)= ej(S) (LE(s) (3.41)
= eOcec-sAT (LES)
ETE(S) = e LE(s)
= ejAE 
-sATELE()
The exponential angle terms, ejAO, represent rotations by a constant angle. The time
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delays, e-AT, are replaced by third order Pad6 approximations [58] (Feulner has shown
that a third order approximation is sufficient to represent the blade row time delays).
Equation 3.41 defines how the disturbances propagate through the blade rows. The leading
edge values of C and E can be treated as 'inputs' to the downstream propagating distur-
bances. The third value, B, propagates upstream from the trailing edge to the leading
edge. The state space model essentially solves for the disturbances in all of the blade rows
simultaneously with C and E propagating downstream and B propagating upstream. The
Pad6 approximations define the states for the blade row dynamics. Two additional blade
row unknowns, 63 and JP088, are also required for the total pressure loss and deviation
lag equations (which are also incorporated into the blade row state equation). The effects
of injection actuation (assumed to be located at the leading edges of each blade row and
the trailing edge of the last blade row) are also included in the model. Feulner uses the
following constant matrix multiplication to relate the 'outputs' from one blade row to the
'inputs' of the adjacent blade row (this equation ignores the inter-blade row gap dynamics):
BLEk
CTEk-1
BT~k ETk. 3_2f35T E-_1
CLEk k (342)
IOSSk
LLUk
The relationships across each blade row must be solved simultaneously for the entire com-
pressor. The system of equations is closed with the end conditions. The inlet boundary
condition is used to relate the upstream propagating BLE1 (the 'output' from the first blade
row) to CLE1 and ELE, (the 'inputs' to the first blade row). The effects of the two lag out-
puts and actuation in the inlet duct are also included. The inlet boundary condition and
first blade row leading edge values are related by the dynamics in the inlet duct, V, (x, s).
Feulner approximates these duct dynamics with a fourth order Taylor series expansion in
terms of the Laplace transform variable, s (a numerical estimate of the duct dynamics has
now been implemented as described in Section 3.2). Similarly, the exit boundary condition
is applied to solve for BTEK from OTEK, ETEK, and 6/K- The dynamics in the exit duct,
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VK(X, s) are also approximated numerically.
Finally, the sensed output (for example static pressure perturbations) is solved at the blade
row leading edges and the last trailing edge (through a static relationship between the blade
row disturbance coefficients and the sensed output). The final SISO form of the state space
model, as applied to Stage 35 with static pressure sensing and actuation in the inlet duct,
is given by:
icn = Anxn(t) + bnii(t)
t5P (3.43)
-(t) = cnTxn(t) + dnit(t)P
for each spatial harmonic, n. The application of this model to Stage 35 is described in the
following section.
3.2 Application of Model to Stage 35
This section describes how the state space model has been applied to the Stage 35 forced
response and control experiments. As discussed in the previous section, more detailed
inputs are required for the compressible model compared to the linearized, M-G model,
which is based on the compression system geometry and slopes of the overall compressor
and throttle characteristics. This complexity of the compressible model is a consequence of
linearizing the flow through each blade row. Unfortunately, all of the required steady inputs
to the model (pressures, densities, velocities, loss, and deviation) can not be experimentally
measured with the instrumentation described in Chapter 2. Furthermore, there are no
empirical correlations for the loss and deviation in a transonic compressor with air injection
at the rotor tip. The speedlines in Chapter 2 show'that the mean level of steady injection,
used for the forced response tests and feedback control, significantly changes the shape of
the compressor characteristic and decreases the stalling mass flow. The compressible model
must therefore also incorporate these effects of the steady injection.
Although the input parameters cannot be measured experimentally or predicted through
correlations, the model must be able to characterize the stable and unstable stall inception
dynamics to be useful for system identification and control. A combination of experimental
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steady measurements and performance calculations is therefore applied to this problem.
Section 3.2.1 outlines which of the steady Stage 35 measurements are used for the calcula-
tion. Section 3.2.2 describes the mean line computation which calculates the steady, 2-D
compressor flow field. This calculation involves an iterative process of tuning the uncertain
loss and deviations functions. The iteration procedure (based on a constrained optimiza-
tion) is also described in Section 3.2.2.
The computed mean line flow field is used to calculate the steady inputs to the dynamic
model as described in Section 3.2.3. Section 3.2.4 then describes the changes that have
been made to the dynamic model itself to more accurately reflect the Stage 35 experiments
(detailed derivations are included in Appendix C). The final section, 3.2.5, describes how the
modes shapes are computed from Feulner's state space model (the derivation is presented
in Appendix C).
It must be emphasized that this application of the compressible model to Stage 35 is the
result of a cooperative effort with Luc Fr6chette [20] who shared in the development of
the model. The mean line calculation and optimization procedure, described in Section
3.2.2, was developed by Frechette; it is documented in this thesis for completeness since
this section is intended to be an overall description of how the model can be applied to an
actual compressor without a priori knowledge of the detailed flow field.7
3.2.1 Experimental Steady Performance Data .
The following steady state compressor performance measurements, described in Chapter 2,
are utilized in conjunction with the mean line flow calculation.
" Rotor speed and total corrected compressor 'Mass flow including steady injection.
" Inlet plenum pressure and temperature.
" Average inlet duct static pressure at Stations C and CD (which are 19.45 and 14.81
cm upstream of the rotor respectively).
7For some applications [18, 20], sophisticated computational models and empirical databases are available
to determine the steady model inputs. This is not the case for the Stage 35 compressor due to the steady
air injection.
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o Area averaged stator leading edge total pressure (from instrumented stator blades at
Station H).
o Average Station H stator inlet static pressure.
o Area averaged downstream duct total pressure and temperature from rakes at Station
K (25.91 cm downstream of the rotor leading edge).
o Average exit duct static pressure at Station K.
These measurements were made with the nominal injector configuration and the mean
steady level of injection at several points along the 70% and 100% speed compressor char-
acteristics.
3.2.2 Computation of Mean Line Flow Field
This section describes Fr6chette's compressible mean line computation [20] (implemented
in Matlab like the rest of the compressible model) which calculates the flow at the ends
of the compression system ducts (inlet, exit, and inter-blade row) along the mean radius. 8
The reader is referred to a turbomachinery text, such as Kerrebrock [37], for an in depth
explanation of the physics captured by this 2-D representation.
The following compressor geometric parameters are required: tip and hub radii, duct
lengths, blade row lengths, and blade inlet and exit metal angles. The inlet total pressure
and temperature, compressor speed, and total mass flow (including the steady injection)
are needed to specify the compressor operating point. For each blade row, the loss and
deviation functions with respect to incidence angle and Mach number are also required.
A blockage function, which reduces the effective area of the compressor (accounting for
boundary layers and low momentum fluid), can also be included.
With these inputs, the steady flow field quantities along the compressor mean line are
calculated. The mean radius can vary axially (unlike the compressible stall inception model).
The computation can be used to compute the compressor performance on the stable and
unstable portions of the compressor characteristic.
SSuch a 2-D flow field representation along the mean radius is often the initial step of a compressor design.
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The following two step procedure is applied to successively compute the flow from the
compressor inlet or a blade row trailing edge to the next blade row trailing edge. The flow
at the blade row leading edge is first calculated (in the stationary frame) by applying the
following conditions across the upstream duct or gap:
" Total pressure and temperature conservation across the duct.
" Angular momentum conservation (accounting for changes in the mean radius).
" Mass conservation (including changes in area and blockage).
The flow field at the exit of the blade row is then solved by applying the following conditions
in the blade row relative frame:
" Rothalpy conservation (which accounts for the relative total temperature conservation
and the work done on the fluid by a change in mean radius).
" Inclusion of the relative total pressure loss (as in Equation 3.24) according to the loss
function and inlet incidence angle and Mach number.
" Effect of deviation (also specified by the incidence angle and Mach number) on the
exit air angle.
" Mass conservation as in the duct.
The blade row exit values are then transformed to the stationary frame. Once the flow field
at the exit of the final blade row has been computed, the flow at the end of the exit duct is
then calculated like the other ducts.
The accuracy of the mean line calculation is obviously dependent on the loss, deviation,
and blockage functions. When this code was originally developed, the previous experimen-
tal measurements made on Stage 35 by Reid and Moore [51] (without air injection) were
used as initial estimates of these parameters. With accurate inputs, the mean line calcula-
tion accurately captured the overall Stage 35 performance measured by Reid and Moore. 9
However, experimental measurements were only made at a few points along the compressor
9 Fr6chette [20] quantified the effect of uncertainty in the steady flow inputs on the eigenvalues of an
11-stage compressor.
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speedlines (no data was of course available for the unstable mass flow range). The avail-
able loss, deviation, and blockage measurements were therefore fit to polynomials of the
following form for each blade row:
f(31, MI) = ko + k 1 + k2 81 2 + k3M, + k4Mj 2 + k.581M1 (3.44)
The shape of this function is intended to reflect the compressor 'loss bucket' near stall which
causes the overall compressor characteristic to change slope. The relative simplicity of this
function limits the valid range of mass flow; however, the focus of the compressible model is
at low mass flows near the point of instability. An advantage of this polynomial represen-
tation is the ease of computation of the partial derivatives (as s I 8tan a " tan132a tani 0, 1 'OI7 9tan,31'I 8M~i
required for the dynamic model.
This same approach is applied to the Stage 35 measurements with steady injection (the
focus of this research). The functions found from the initial verification without injection are
used as initial estimates. An iterative procedure is then used to tune the loss and deviation
functions (to simplify the process, the initial blockage functions are left unchanged). The
iteration involves computing the compressor mean line flow, based on the current functions
of loss and deviation, at a few points near stall at 70% and 100% speed. The results are then
compared to the previously described steady measurements. Based on the errors between
the calculated values and measurements, the loss and deviation functions are retuned and
the process is repeated.
Initially, this iteration was conducted manually. However, the process is very cumbersome
even with only two blade rows since the problem is nonlinear with many competing ef-
fects. Fortunately, Frechette was able to recast the iteration process into a constrained
optimization problem. The resulting fit of the calculated quantities within the experimen-
tal uncertainty is shown in Figure 3-7. The total pressure ratio and exit static pressure
(nondimensionalized by the inlet total pressure) are shown for the rotor and stator. The
compressor total temperature ratio is also plotted (the T ratio across the stator is equal to
one since the stator does no work on the fluid). It should be noted that only three points
within 2 kg/s of the stall points at 70% and 100% speed are included in the fit (the shape
of the characteristics at higher mass flows are therefore not captured).
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computed values within the experimental error). The total temperature, Tt, ratio
and total pressure, Pt, ratio are shown as well as the blade row exit static pressure,
Pnd, nondimensionalized by the inlet total pressure.
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It is critical that the loss and deviation functions capture not only the steady flow field
quantities, but also the slope of the compressor characteristic near stall since it determines
the stability of pre-stall perturbations as in the M-G model. Figure 3-7 shows that there is
large range of slopes that fit within the error bounds of the measured blade row character-
istics. The optimization procedure described below is used to more accurately capture the
correct blade row characteristic slopes.
The original optimization was designed to only minimize the error between the calculated
and measured values within the experimental uncertainties plotted in Figure 3-7. How-
ever, constrained optimization is a powerful tool which can further refine the parameters to
capture the dynamics. The results in this thesis are based on fitting the steady measure-
ments and matching the location of the lowest frequency first harmonic eigenvalue at design
speed. Since the loss and deviation functions have a strong influence on stability, the error
between the predicted and measured eigenvalue (as shown in Chapter 4) is included in the
optimization problem.1 0 Although only one eigenvalue was included in the optimization,
the resulting loss and deviation functions improved the accuracy of the other eigenvalues.
The constrained optimization therefore provides a mathematical framework for developing
the steady model inputs based on steady and unsteady data.
At this point, it clear that the compressible model is not yet a predictive tool for stall
inception and control design. Unlike the incompressible model which is based on the simple-
to-measure compressor characteristic slope, detailed steady flow field measurements and
uncertain loss and deviation estimates are required for the compressible model. As will
be shown in the next chapter, the model also does not accurately capture the detailed
input/output dynamics. Nevertheless, the forced response tests indicate that the model
does explain the role of compressibility for stall inception in a high-speed compressor. This
initial comparison of the model to experimental measurements will therefore hopefully lead
to further refinements.
10 The optimization procedure could potentially be expanded to include several operating points, harmon-
ics, and even transfer functions.
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3.2.3 Calculating Consistent Model Inputs
This section describes how the inputs to the dynamic model are calculated from the steady
compressor flow field. The previously described mean line computation is used to calculate
the 2-D steady flow field at the ends of each duct and gap for any given Stage 35 oper-
ating point with steady injection." However, this representation of the steady flow field
differs from the compressible model inputs in several respects. Because of area changes
and blockage, the flow can vary from one end of a duct to the next. Also, the flow field
within the blade row is not defined. Previously, these differences between the steady data
and the dynamic modeling assumptions have been ignored. It has been found that dis-
crepancies between the model inputs and underlying assumptions can lead to an inaccurate
representation of the dynamics (such as spurious low frequency poles and zeros).
The following procedure has therefore been developed to convert the steady flow field to
a flow field which yields inputs that are consistent with the linearized dynamic model.
This process reflects the underlying assumptions whenever possible. However, the 2-D
representation of the steady flow field, which is based on the flow along the mean radius, is
somewhat arbitrary; area or mass averaged quantities can also be used.
The compressor geometry must be simplified to reflect the compressible stall inception
model. The mean radius of the rotor leading edge is used throughout the compression
system (which is reasonable since the Stage 35 test section has an almost constant mean
radius). The blade row stagger angles are estimated to be the average of inlet and exit
metal angles. The areas of the blade row 1-D ducts, along the stagger angles, are reduced
to account for the blade thickness and blockage. To preserve the overall length of the
compressor in the state space model (which ignores the inter-blade row gaps), the length of
the gap is added to the adjacent stator. Previously,[18], the gap distance has been divided
equally between the rotor and stator. However, this was found to lead to an inaccurate
rotational frequency of the low frequency incompressible mode (which is determined by
the blade row inertias, Equation 3.7, in the M-G model). Since the gap is stationary, the
additional duct length is included with the stator to more accurately reflect the inertias.
"The flow field of some compressors can also be obtained from more a sophisticated computational model
or detailed measurements.
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To compute the steady model inputs, the ducts are considered first. The stall inception
model assumes that the flow field in a duct is constant in the axial direction. The flow values
at the exit of a duct are therefore set equal to the inlet values computed by the mean line
calculation (this simple assumption has been verified from the Stage 35 measurements).
The consistency of this approach can be verified for the entire compressor by checking
that two of the blade row inlet and exit matching conditions, mass flow and relative total
temperature conservation, are satisfied across all of the compressor blade rows. The mass
flow and relative total temperature at the exit of the duct upstream of a blade row must
be equal to the inlet values of the adjacent downstream duct.
Once the steady, 2-D duct parameters have been specified, the mean blade row static pres-
sure, density, and relative velocity can be calculated. Three matching conditions, applied in
steady state, are applied across the blade row trailing edge. Continuity as well as relative
total pressure and temperature conservation are applied as in the dynamic model. The
total pressure conservation is expressed as an isentropic flow relation. The derivation of the
steady blade row quantities from these three matching conditions is shown in Appendix C.
The blade row loss and deviation, as well as their slopes, are then calculated from the
polynomial functions based on the recalculated relative inlet air angle and Mach number.
These steady values of loss and deviation, and the four partial derivatives, are applied
directly to the model.
An example of the steady model inputs is plotted in Figure 3-8 at 100% speed near stall
with a mass flow rate of 18 kg/s. The calculated model inputs are shown with a solid line
while the mean line solution is shown with x's. The flow field in Figure 3-8 validates the
approach of modeling the flow in a duct with the duct inlet quantities (since the mean line
solution at the exit of a duct is almost identical the inlet values). In this figure, the relative
velocity, total pressure, and total temperature are plotted and therefore vary in the gap
between the rotor and stator (these three flow field quantities are constant across the gap
in the absolute reference frame).
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Figure 3-8: Steady model inputs at 100% speed with a mass flow rate of 18.0 kg/s. The solid
lines are the calculated model inputs; the x's are the original mean-line solution. The
three relative quantities vary across the inter-blade row gap because only the rotor
rotates (the absolute velocity and total pressure and temperature are constant in the
duct).
3.2.4 Changes to the Original State Space Model
This section describes four changes that have been made to the state space model to more
accurately capture the Stage 35 input/output dynamics: changes to the implementationof
the duct dynamics, application of new exit boundary conditions, reformulation of the zeroth
harmonic model, and development of new actuation boundary conditions.
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Approximating Inlet and Exit Duct Dynamics
Feulner utilized a fourth order Taylor series expansion to analytically approximate the inlet
and exit duct dynamics in the state space model. This is quite tedious due to the complexity
of the duct dynamics. Furthermore, a higher order approximation is required to capture
the dynamics for the long ducts in the Stage 35 test facility. Paduano [47] therefore has
replaced the Taylor series approximation with a numerical transfer function fit. The fitting
routine has been refined to iteratively determine the number of poles and zeros required to
fit the duct dynamics over the frequency range of interest (typically up to 2 times the rotor
frequency). The approximate duct dynamics are also transformed into a balanced realization
to improve the numerical properties of the overall state space model formulation.
Exit Boundary Condition
The exit boundary conditions (zero static pressure perturbations for the n : 0 harmon-
ics and plenum dynamics for n = 0) were hard-coded into the original model. These exit
conditions have since been modified to allow for other conditions such as a throttle or acous-
tic impedance. The user can specify the dynamic relationship between the exit duct flow
perturbations; these dynamics are incorporated into the exit duct dynamic approximations
described above.
Since the Stage 35 exit duct does not empty into a plenum (see Chapter 2), several different
boundary conditions, including a closed end with zero axial velocity perturbations, were
incorporated into the model (see Section 3.3). It was found that the most lightly damped
rotating stall modes are unaffected by the exit boundary condition (Feulner's original zero
pressure perturbation representation was therefore retained for simplicity). On the other
hand, the zeroth harmonic dynamics are very sensitive to the exit condition as discussed in
Section 3.3.
Zeroth Harmonic Model
A separate state space model was originally developed by Feulner for the zeroth harmonic
oscillations. For the current model with the user specified exit boundary condition, this is
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not necessary. All of the equations in Section 3.1 apply to the n = 0 and n > 0 spatial
harmonics.
Actuation Model
Modeling the sheet injector on Stage 35 has proven to be quite challenging. Since the sheet
injection is nonuniform radially (see Appendix B), it is difficult to develop an accurate 2-D
representation of steady and unsteady injection. The experimental transfer functions shown
in Chapter 4 confirm that the calculated zeros are not accurate. Nevertheless, this section
discusses some new approaches to modeling the steady and unsteady effect of injection.
Steady Injection 'The mass flow injected with the mean level of injection is included in
the mean line computation. An additional attempt was made to more accurately capture
the mixing of the steady injected flow with the inlet duct freestream. Several mixing models
(mass and area averaging as well as a control volume analysis) were applied to the steady
flow at the rotor inlet. However, it was found that this has little effect on the overall
input/output dynamics and was therefore omitted.
Unsteady Injection Appendix C details how the matrices in Equation 3.34 have been
modified to reflect the unsteady injection on Stage 35. Whereas Feulner modeled a changing
injection area as the control input, the Stage 35 actuators are more accurately modeled as
modulating the injected velocity (see Appendix B). Furthermore, the tangential momentum
balance has been modified to include the -15* injector yaw angle.
3.2.5 Computation of Mode Shapes
Appendix C details how the axial and circumferential structure of the modes can be com-
puted from Feulner's state space model. The mode shape computation has proven to be
helpful in understanding the physics of various modes in several ways. First, the mode
structures help classify the various modes. For example, the mode shape of the lowest fre-
quency mode indicates that it is most like the Moore-Greitzer mode as shown in Section 3.3.
Additionally, certain eigenvalues are associated with the first order lags; the correspond-
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ing modes shapes therefore do not contribute much to the actual flow field perturbations.
Frechette's [20] perturbation -energy analysis is also based on the mode shapes. The energy
analysis provides a rigorous and detailed tool for assessing the role each blade row plays in
determining the overall system stability.
3.3 Theoretical Stage 35 Pre-Stall Modes
This section highlights the theoretical modes of Stage 35 at 70% and 100% speed. The
calculated modes are then compared to experimentally identified dynamics in the following
chapter (which also includes a comparison of the theoretical and actual transfer functions).
As will be shown, the model captures the qualitative behavior of rotating stall and surge
inception in this high-speed compressor. However, the model is not yet accurate enough for
stall prediction or model-based control law design.
It should also be emphasized that the development of the theoretical model presented in this
thesis is somewhat limited in scope. The primary emphasis is on the first harmonic since
it was assumed to be most critical for control (the role of the zeroth harmonic at design
speed was not fully appreciated until the first harmonic had been stabilized as discussed in
Chapter 7). Furthermore, the loss and deviation functions have only been fit near stall along
the uncontrolled compressor speedlines as shown in Figure 3-7.12 The second harmonic is
well damped in this mass flow range and is therefore not included in the theoretical analysis.
Section 3.3.1 discusses the theoretical first harmonic modes at 70% and 100% speeds show-
ing the migration of the eigenvalues as the compressor mass flow decreases. Several modes
shapes are also shown to help classify the multiple modes and compare them to the in-
compressible Moore-Greitzer mode. Section 3.3.2 then presents the zeroth harmonic modes
which are shown to be very sensitive to the exit boundary condition.
12 Now that the compressor has been stabilized, steady measurements beyond the open-loop neutral sta-
bility point can be incorporated into the fitting process to better estimate the critical slopes of the loss and
deviation.
101
3.3.1 First Harmonic Modes
The first harmonic model includes approximately 40 states (and therefore modes) for the
Stage 35 first harmonic dynamics. Fourteen states are included for each of the blade rows.
The remaining states are from the inlet and exit duct approximations (since the duct dy-
namics are fit numerically, the order of the duct dynamics varies depending on the mass
flow and compressor speed). Most of the approximately 40 modes are beyond the frequency
of interest for system identification and control due to the limited actuator bandwidth; the
blade row and duct dynamic approximations are also not accurate at high frequencies. Only
the lightly damped modes with a rotational frequency less than twice the rotor frequency
will therefore be considered here.
Figure 3-9 shows the theoretical eigenvalues for the first spatial harmonic at 70% and 100%
speed. Since the dynamics are for the complex valued first SFC, the eigenvalues with a
positive imaginary part rotate in the direction of rotor rotation. Similarly, modes which
rotate opposite to the rotor direction have a negative imaginary part. For comparison
with the Moore-Greitzer model, the eigenvalues have been nondimensionalized by the rotor
frequency, n.
Figure 3-9a shows the eigenvalue migration at 70% design speed. The x's with different
sizes represent different compressor mass flows in increments of 0.5 kg/s. The smallest x
corresponds to a mass flow of 9.5 kg/s; the mass flow of the largest x is 11.0 kg/s. As will
be shown in Chapters 4 and 5, the lowest frequency first harmonic mode (labeled [1, 0])
becomes unstable at 9.80 kg/s. The model therefore overestimates the actual damping of
the critical stall mode. However, the model does capture the overall compressible dynamics
as will be illustrated with the comparisons to the forced response measurements in Chapter
4.
The damping of the lowest frequency mode, [1, 0] (the convention for labeling the various
modes is explained in the following description of the mode shapes), decreases as the mass
flow is reduced; as will be shown, this mode is analogous to the previously described M-G
mode. The frequency of the [1, 0] mode is approximately 0.4Q. There are also several
higher frequency modes (with rotation frequencies above the rotor f which do not
move much as the compressor mass flow changes.
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The migration of the theoretical eigenvalues at 100% design speed is shown in Figure 3-9b
for a compressor mass flow range from 17.5 to 19.0 kg/s. The [1, 0] mode actually becomes
unstable at 17.85 kg/s indicating that the model also overestimates the damping at this
speed. This error in the theoretical stall point is most likely due to the estimated loss and
deviation slopes (which are only based on data along the stable speedlines).
The damping of the lowest frequency mode, traveling at 0.5Q, is again most sensitive to
changes in mass flow. Comparison of the root loci at the two rotor speeds indicates that the
rotation rate of the [1, 0] mode scales with the rotor frequency which is consistent with the
M-G model. However, the higher frequency modes do not scale with rotor speed since these
modes are analogous to acoustic modes. The natural frequency of these modes is determined
by the compression system geometry and boundary conditions. Figure 3-9b illustrates the
difficulty of stabilizing the [1, 0] mode at higher rotor speeds. At design speed, there are
several lightly damped modes within the actuator bandwidth which can be driven unstable
due to a poor feedback control design (these control implications are studied in depth in
Chapters 5, 6, and 7). The higher frequency modes are also more sensitive to mass flow
changes at the higher rotor speed.
Several mode shapes of the first harmonic static pressure perturbation are shown in Figures
3-10 and 3-11 at 70% and 100% speed respectively. These figures show the axial shape of
the magnitudes and phase angles of the [1, 0], [1, 1], [1, 2], [1, -1], and [1, -2] modes. Figure
3-10 shows that the magnitude of the [1, 0] mode decays in the upstream and downstream
ducts (as with the incompressible M-G model). On the other hand, the higher frequency [1,
1] and [1, 2] modes do have an axial structure in the inlet and exit ducts. The magnitude
of the [1, 1] mode roughly corresponds to a quarter wave in the upstream and downstream
ducts (with a node at the duct end). The [1, 2] mode shape is roughly a half wave.
This axial structure is incorporated into the naming convention which includes a circum-
ferential and an axial wave number. The modes denoted [0, 0], [1, 0], ... [n, 0] are like those
described in the M-G model; these modes are therefore often referred to as the 'incom-
pressible' modes. The 'compressible' modes denoted by [n, -1], [n, 1], [n, 2], etc. have an
n h harmonic shape in 0 and various shapes axially. Referring again to Figure 3-10, the
large change in phase angle of the [1, 2] mode indicates that it rotates faster than the [1,
1] mode (which is consistent with the eigenvalues plotted in Figure 3-9). The [1, -1] and
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[1, -2] modes are similar to the [1, 1] and [1, 2] modes but rotate in the opposite direction.
The direction of rotor rotation is indicated by the phase angle of a mode shape (and the
imaginary part of the corresponding eigenvalue).
The mode shapes at 100% speed, in Figure 3-11, are very similar to 70% speed shapes. The
primary difference due to the higher rotation frequencies of the modes is the larger change
in phase angle upstream and downstream of the compressor.
These static pressure mode shapes are useful for determining the sensor location which
provides the highest observability for the modes of interest. The [1, 0] mode is most critical
for stabilization as indicated by the theoretical root loci and experimental results. Since this
mode decays away from the compressor, a sensor location close the compressor is desirable.
This must of course be weighed against the presence of shocks upstream of the rotor1 3 and
the wakes downstream of the stator. The mode shapes can also be used to ensure that the
axial sensor location is not at a 'node' of a compressible mode of interest.
Figures 3-12 and 3-13 show five axial velocity mode shapes at the two rotor speeds. The
shapes of the [1, 0] modes are very similar to the incompressible mode shape plotted in
Figure 3-2, particularly in the upstream duct. The sinusoidal magnitude oscillations in
the exit duct for the [1, 1], [1, 2], [1, -1], and [1, -2] mode shapes is due to upstream and
downstream propagating potential disturbances as well as vortical and entropic disturbances
which convect downstream from the compressor.
13The presence of the shock at high speeds in Stage 35 was an initial concern for measuring modal
perturbations upstream of the transonic compressor. However, no adverse effects due to the shocks were
noticed during the system identification and control experiments.
104
21.5
0.5
-0.5 - . ---- ------ --- - - - - - - - - - -
-1............ - -- -- -- -- -
-2
-0.4 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1
Growth Rae/ Q
(a) 70% Speed
2
1.5 -- - - - - -- - -:--- - -. - - -
XXX
1. ..................2.
[1]
0.5 --------. ..-- .. --.-.-..-.-- ..-- .-- [1 ' 0] -X - -X --. . -- X - ... -.. -..-- ..- .- ..- .--- ..-
0
.5. ..-------- .. ---. --.. -. ----. --. . ----------..--. --. ----.. -- --. --.. ------. --. --------..---. -. --
[1-ij)X
-1 .. . . .. . . . . . .. . . . . . . . . ... . .. . . . . . . . . .
.1.5... ............1-2.
-0.4 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1
Growth Rate / Q
(b) 100% Speed
Figure 3-9: Theoretical first harmonic modes. The compressor mass flow rate for the smallest
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Figure 3-10: First harmonic static pressure mode shapes at 70% speed.
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[1, 1] Compressible Mode The importance of the [1, 1] compressible mode for stall
inception in high-speed compressors has previously been analyzed by Tryfonidis et al. who
analyzed stall inception in nine high-speed compressors. Tryfonidis studied the evolution of
the spectra of first harmonic flow field perturbations during stall (similar plots from Stage
35 are presented in Chapters 5 and 7). This study found that some compressors have a
lightly damped rotating wave traveling at the rotor frequency at 100% speed. The energy
of this mode was found to increase as the compressor transitions into stall. Tryfonidis et al.
theorized that this is due to a lightly damped [1, 1] mode, with a natural frequency near
the rotor frequency, resonating due to a strong once-per-rev excitation.
The Stage 35 test facility offers a unique opportunity for studying the [1, 1] mode. Figures
3-9a and 3-9b show that the rotation frequency of the [1, 1] mode changes from 1.3Q to
O.82 between 70% and 100% speed. The compressor speed can therefore be adjusted so
that the rotor frequency matches the rotational frequency of the [1, 1] mode. Chapter 4
shows the results of stall transient and forced response tests at 89% speed which show the
interaction between the [1, 1] mode and once-per-rev excitation.
The low rotation frequency of the [1, 1] mode at 100% speed is due to the long duct upstream
of the compressor test section. The inlet duct is roughly three times as long as the rotor
mean radius; a compressor in an aircraft engine has a much shorter inlet. Figure 3-14
plots the change in the eigenvalue locations at 100% speed for different inlet duct lengths.
The large x's correspond to the actual inlet duct length. The small x's are for the length
reduced by a factor of ten. The points in between represent logarithmically spaced duct
lengths in between the two extremes. Figure 3-14 shows that the rotational frequency of
the [1, 1] mode increases as the inlet duct length decreases (as expected from an acoustics
standpoint). The frequency of the [1, 1] mode is very close to rotor frequency for ducts
shorter than half of the actual length. This figureillustrates the importance of the overall
compression system geometry on compressor stability and control.
The [1, 1] mode has been extensively analyzed during the development of the Stage 35 stall
inception model since the model does not correctly capture the stability of the [1, 1] mode.
Figure 3-9b shows that the theoretical [1, 1] mode becomes less stable as the compressor
mass flow increases. A parametric study for the steady model inputs was done to determine
the cause of this modeling inaccuracy. Although the cause of the incorrect stability trend for
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this mode was not determined, it was established that the stability of the [1, 1] eigenvalue
is primarily set by the inlet duct parameters such as the duct length and the steady flow
field in the duct. The importance of the inlet duct on the [1, 1] mode is indicated by the
magnitude of [1, 1] axial velocity mode shape in Figure 3-11 which is much greater in the
inlet duct than the rest of the compressor.
-0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05
Growth Rate / 0
0 0.05 0.1
Figure 3-14: Effect of inlet duct length on first harmonic modes.
3.3.2 Zeroth Harmonic Modes
Once the first harmonic had been stabilized at design speed in Stage 35, it was found that the
zeroth harmonic also becomes unstable (this is shown in Chapters 4 and 7). The theoretical
model does not capture the zeroth harmonic dynamics well (it must be noted that the
zeroth harmonic model has not received as much attention as the first harmonic during
the course of this research). The system identification and control results indicate that a
low frequency, zeroth harmonic becomes unstable at 100% speed. The natural frequency
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of this [0, 0] mode is roughly 0.09Q. This frequency is close to that of a Moore-Greitzer
surge mode. However, the Stage 35 test facility does not have a large plenum as described
above for the M-G model surge. The compression system downstream of the compressor
is composed of the exit duct (which is approximately four times as long as the mean rotor
radius) and the exit throttle. The compressible model indicates that compressibility in the
exit duct is the source of the low frequency 1-D oscillation. The exit boundary is therefore
critical to modeling the zeroth harmonic dynamics. This is illustrated in Figure 3-15 which
shows the theoretical zeroth harmonic eigenvalues at a mass flow of 11.0 kg/s at 70% speed
and 19.0 kg/s at 100% speed. Two boundary conditions, JV(x,'t) = 0 and JP(xit) = 0,
are plotted for each speed.
Gysling [27] has done a thorough 1-D acoustical analysis of a low-speed single stage com-
pression system. Gysling's analysis of the throttle slope (as in Equation 3.10) applies here.
Gysling shows that a shallow throttle slope corresponds to an open end condition (zero
exit pressure perturbations). Figure 3-15 indicates that this boundary condition does not
capture the zeroth harmonic dynamics in Stage 35 (the lowest frequency mode is not even
oscillatory with this boundary condition). On the other hand, a steep throttle slope is anal-
ogous to a closed end for which the velocity perturbations are zero. Figure 3-15 shows that
this boundary condition does capture the oscillatory low frequency mode (predicted to be
0.07Q at design speed). These two simple boundary conditions represent the two extremes
for modeling a throttle. As discussed by Gysling, these boundary conditions reflect all of
the incident energy; the actual throttle acoustic impedance (the dynamic relationship be-
tween velocity and static pressure perturbations) will dissipate the energy thereby providing
additional damping.
More accurate zeroth harmonic boundary conditions have not yet been incorporated into
the compressible model because the current version of the zeroth harmonic model is very
sensitive to the exit boundary condition and compressor mass flow. For many cases, the
numerical exit duct dynamic approximations do not converge or converge to erroneous
unstable approximations. The exit duct approximation must therefore be improved to fully
analyze the compressible zeroth harmonic dynamics. Nevertheless, the system identification
results in Chapter 4 indicate that the theoretical eigenvalue plots in Figure 3-15 (with the
zero exit velocity boundary condition) qualitatively capture the dynamics.
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Figure 3-15: Theoretical zeroth harmonic modes.
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3.4 Summary of Compressible Stall Inception Theory
This section summarizes the model which provides the theoretical framework for rotating
stall and surge stabilization in a high-speed compressor. The compressible stall inception
model is applied to Stage 35 with injection actuation. A mean line calculation is done to
determine the steady model inputs. The mean line calculation and steady performance
measurements are incorporated into an iterative process for determining the blade row loss
and deviation functions. This iterative procedure is cast into a constrained optimization
problem which attempts to match the steady compressor performance and modal dynamics.
The first and zeroth Stage 35 spatial harmonic modes are computed from the compressible
theory. Analysis of the theoretical first harmonic eigenvalues and mode shapes reveals
that the model includes the incompressible mode captured by the original Moore-Greitzer
model. The low frequency [1, 0] mode is predicted to be the mode whose stability is most
sensitive to compressor mass flow changes at both 70% and 100% speed. Additionally, the
model indicates that there are higher frequency compressible modes which are analogous
to propagating acoustic waves. The nondimensionalized rotation frequency of these modes
decreases as the compressor speed increases. The theory therefore indicates that there are
more lightly damped modes within the actuator bandwidth at higher compressor speeds.
The zeroth harmonic model indicates that the low frequency surge-like oscillation is due to
compressibility in the exit duct. The implementation of the exit duct dynamics must be
improved to fully investigate the role of the exit boundary condition on the zeroth harmonic
dynamics.
These theoretical dynamics are compared to system identification results in the next chapter.
This comparison indicates that the compressible theory captures the qualitative behavior
of rotating stall and surge inception in a high-speed compressor. However, the model does
not yet accurately capture the exact modal stability and input/output dynamics.
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CHAPTER 4
EXPERIMENTAL SYSTEM
IDENTIFICATION
This chapter describes the experimental measurements of the rotating stall and surge in-
ception dynamics in Stage 35. The zeroth, first, and second spatial harmonics are identified
as independent dynamic systems.
The first section, 4.1, describes the overall procedure for the Stage 35 forced response
measurements and the development of identified input/output models. The experimentally
measured spatial harmonic eigenvalues and transfer functions are presented in Section 4.2
for 70% and 100% speed at several operating points; the effect of rotor excitation on the
pre-stall modes is also discussed in this section. The experimentally identified dynamics are
then compared to the theoretical model in Section 4.3. Section 4.4 summarizes the main
results presented in this chapter.
4.1 Stage 35 System Identification
The measurement of the Stage 35 stall inception dynamics involves several steps which are
described here. The first section discusses the computation of the spatial Fourier coefficients
(SFCs) with discrete actuators and sensors. The second section describes the estimation of
the single-input, single-output (SISO) spatial harmonic dynamics in the frequency domain.
The final section outlines the procedure used to estimate the model parameters from the
frequency domain measurements.
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4.1.1 Discrete Spatial Fourier Decomposition
Chapter 3 outlines how the actuation inputs and flow field perturbations are decomposed
into spatial harmonics to develop an independent input/output model for each harmonic.
The spatial Fourier transform pair presented in Chapter 3 is however based on a continuous
circumferential angle, 0, whereas the Stage 35 test facility has a discrete number of actuators
and sensors. Twelve evenly spaced injection actuators and eight unevenly spaced wall static
pressure sensors upstream of the rotor are utilized for the forced response measurements (see
Chapter 2); these same actuators and sensors are used for the feedback control experiments
described in the following chapter.
A standard discrete version of the transform pair presented in Chapter 3 cannot be applied
to unevenly spaced quantities. Therefore, a linear least-squares estimate, developed by
Garnier [21], is used to compute the spatial Fourier transform and inverse transform for
the forced response experiments (the same procedure is also applied for harmonic feedback
control).
The least-squares estimate of the SFCs is outlined here for reference. Assume that f(0)
is an actuation input or sensed flow field perturbation at M circumferential locations
(01, 2, ... , Om).1 The real valued zeroth harmonic is represented by a single real variable,
fo. The nonzero SFCs can be decomposed into real and imaginary parts:
fA = fnR + Jfni (4.1)
The discrete inverse spatial Fourier transform can be cast as a constant matrix multiplying
the vector of SFCs:
f(O) = Ff (4.2)
'To calculate the Nth SFC, M must be greater than 2N.
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-10f (01) 1 cos 01 sin 01 cos 201 sin 2 0,
fiRf(02) 1 COs02 sin 02 COS 292 sin202
f2R
f (0m) 1 COS Om sin Om COS 2M sin 2M -
~f2Q1
The SFCs are computed from the M values of f(0) through the pseudo-inverse of F:
f = (FT F) 1 'FT f(9) (4.3)
This linear least-squares approximation can be applied for unevenly spaced f(0). Equation
4.3 reduces to a standard discrete Fourier transform when the circumferential angles are
evenly spaced as shown by Gamier.
4.1.2 Empirical Transfer Function Estimates
The goal of the Stage 35 forced response experiments was to accurately measure the in-
put/output dynamics of the pre-stall flow field perturbations. Due to the limited test time
and the need to iteratively measure the dynamics and develop control laws, 2 a procedure
which could be implemented quickly was also desired. A non-parametric frequency domain
measurement of the system dynamics, known as an Empirical Transfer Function Estimate
(ETFE) [41], was therefore made. As described below, this procedure can capture the
dynamics over the entire frequency range of interest in one or two runs.
All of the measured transfer functions and parametric fits are for continuous-time represen-
tations of the plant dynamics. These dynamics can be compared directly to the compressible
theory discussed in Chapter 3 which is a continuous-time model. As described in Chapter
6, the model-based control design is also based on the continuous-time dynamics. The re-
sulting compensator is then converted to discrete-time and implemented with the control
computer.
Both open-loop and closed-loop ETFEs were made during the course of this research. The
2 For example, the second harmonic controller described in Chapter 6 was designed after the zeroth and
first harmonics had been stabilized.
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open-loop case, which can only be applied to a stable plant, is presented first. The frame-
work of open-loop system identification is discussed followed by the computation of the
transfer function estimate and coherence. The more complex closed-loop case is then dis-
cussed.
Throughout this section, the SFC notation will be omitted. All of the inputs and outputs
are assumed to be spatial harmonics (complex valued for n > 0).
Open-Loop System ETFE
Figure 4-1 shows a block diagram of the actuator dynamics, A(s), and the compressor
dynamics, G(s). Together these two components will be referred to as the 'plant,' with a
transfer function, P(s).
P(s)
c(s) u(s) y(s)
SA(s) G(s) y
Figure 4-1: Block diagram of plant transfer function.
The transfer function A(s) represents the actuator servo motor dynamics which have previ-
ously been measured (see Chapter 2). The actuator input is the mass flow command, c(t).
The actuator output is the actual mass flow u(t) which will be referred to as the control
input (u(t) can be determined in real-time from the measured servo motor positions). The
additional actuator dynamics, which are the internal sheet injector mass storage and the
convective time delay between the injector and rotor face described in Chapter 2, cannot be
directly measured. These dynamics are therefore included with the stall inception dynamics
to form the compressor transfer function, G(s), which describes the relationship between
the control input and the measured flow perturbation, y(t). This is the transfer function
to be measured since C(s) can be decomposed into the known additional injector dynamics
and the stall inception dynamics of interest. The following equations summarize the plant
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dynamics:
P~s) - y(s) (P (S) = (S (4.4)
= G(s)A(s)
where
u(s)A(s) = (S)
G(s) y(S)
u(s)
The purpose of the forced response experiments is to excite the plant with sinusoidal com-
mands, c(t), and measure the sinusoidal compressor output, y(t). 3 The measured output
is corrupted by noise as illustrated in Figure 4-2 (notice that noise is assumed to enter the
system only at the output of the plant). The noise, n(t), is modeled as white noise, w(t),
passed through a shaping filter, H(s).4 It is assumed that the exogenous noise, w(t), is
uncorrelated with the input command, c(t).
w(s)
H(s)
n(s)
c(s) s(s) .- + y(s)
P(s) + )
Figure 4-2: Diagram of open-loop system identification.
3This measurement is made at a fixed compressor operating point with small amplitude inputs. It is
therefore assumed that the compressor acts like a linear time invariant (LTI) system.
4 Ljung [411 describes the framework for analyzing LTI systems which are comprised of both deterministic
and stochastic signals.
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The ETFE is based on the following relationships between the spectra of the input and
output [41] given that the command and noise are uncorrelated, 1wc(jw) = 0:
Pyy(jW) = JP(jw) 2 )CC(jW) + IH(jw)1 2 ww(j,) (4.5)
)yc(jw) = P(jw)Dcc(jw) + H(jw)4me(jw) (4.6)
where '#xx(jw) is the power spectrum of a signal, x(t), and Dzx(jw) is the cross spectrum
between x(t) and z(t).
The second term on the right-hand side of Equation 4.6 is equal to zero since 4wc(jw) = 0.
The transfer function of the plant can therefore be computed from:
Dyc(jw)
P(jw) = (4.7)
The plant dynamics can be further decomposed into the actuator and compressor dynamics
in terms of the known inputs and outputs (c(t), u(t), y(t)):
A(jW) = (4.8)
Dcc(jw)
G(jw) = , . x (4.9)
wuu (Jw)
Equation 4.9 is used to estimate the compressor transfer function from estimates of the
input and output spectra. The power and cross spectra are estimated with Welch's averaged
periodogram method [45] which is used throughout this thesis to compute spectra. Equation
4.8 serves as a useful diagnostic tool for a set of input/output data since the actuator
dynamics are well known and are not very susceptible to noise corruption. The servo motor
transfer function in Chapter 2 has been measured using Equation 4.8.
To determine the accuracy of the transfer function estimate, the coherence between the
command and output, yyc 2 (jW), can be computed at each frequency. The coherence is
defined to be:
7Yyc 2 (jW) ycU) (4.10)
cC(jW)4Dyy(jW)
The coherence varies between zero and one; a coherence of one indicates that the command
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and output are perfectly correlated [41]. This is illustrated by two simple applications
of Equation 4.10. If the input and output are equal, y(t) = c(t), the coherence has a
value of one. On the other hand, if the output and command are completely uncorrelated,
'Iyc(jw) = 0, the coherence is equal to zero.
Equation 4.10 can be reformulated in terms of the plant output signal, s(t), and the noise,
n(t), through Equations 4.5 and 4.6:
2 JP(jW),Dcc(jW)12
41P (jW) 42 (iw)
I (jw )
IP(jW)1 2 ,Dcc(jW)
IP(jW)1 2 4ce(jW) + IH(jw) 12 DWW(jW)
CS(M (4.11)
Dss((jw) + (Dnn(jw)
Equation 4.11 illustrates the importance of the coherence since the unknown noise can be
characterized based on the known command and output spectra.
The coherence and signal-to-noise ratio are also related through Equation 4.11:
S 'Is(jw)
-(jW) = 'Tn(jW) (4.12)N (Dn(jW)
_ Yyc2 (iw)
1 -Yyc 2 (jW)
Equation 4.12 illustrates that a coherence which is nearly one is equivalent to a high signal-
to-noise ratio.
Closed-Loop System ETFE
The open-loop ETFE can only made with a stable plant. However, the procedure can be
extended for a closed-loop system, with a compensator, K(s), stabilizing the system, to
measure the unstable plant dynamics [63]. The block diagram of the closed-loop system is
shown in Figure 4-3 which includes two additional signals: the reference input, r(t), and
error signal, e(t).
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w(s)
H(s)
n(s)
r(s) + e(s) c(s) s(s) + y(s)
- ow - o K(s) P(s) O-mo
Figurie 4-3: Diagram of closed-loop system identification.
For the closed-loop system, the plant command is no longer uncorrelated to the noise input
(twc(jW) # 0) because of the feedback loop. Hence, the open-loop ETFE is not valid in this
case. The reference input, which is assumed to be uncorrelated to the noise, is therefore
used to excite the closed-loop system as described below.
The closed-loop dynamics are:
y(s) = P(s)K(s) H(s)
1 + P(s)K(s)r(s) + 1 + P(s)K(s) w(s) (4.13)
where the closed-loop transfer function, C(s), is defined as:
C(s) = -Si" P(s)K(s) (4.14)r(s) 1+P(s)K(s)
The power spectrum of the output and the cross spectrum between the reference input
and the output can be computed by applying Equations 4.5 and 4.6 to the closed-loop in-
put/output dynamics in Equation 4.13 since the reference input and noise are uncorrelated:
P(jw)K(jw) 2 H(jW) 2
4yj) = - 'Dr (jW) + (Dww(jw) (4.15)'I~(jW) 1 + P(jw)K(j) (jW) 1 + P(jw)K(jw)
y P(jw)K(jw) H(jo)
I~yr w = 1 + P(jo)K(jw) r + 1 + P(jw)K(jw) #wr(JW) (4.16)
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Similarly, the dynamics and spectra between the system inputs and plant command can be
computed: 5
c(s) = K(s) r(s) K(s)H(s) w(s) (4.17)1+ P(s)K(s) 1 + P(s)K(s)
(jK) = rr(jw) - K(jw)Hjw) _ r(jw) (4.18)1 + P(jw)K(jw) 1 + P(jw)K(jw)
Since 4 r(jW) = 0, the closed-loop transfer function can be computed directly from Equa-
tion 4.16:
C(jW) = byr(jw) (4.19)
"Prr (jw)
Dividing Equation 4.16 by Equation 4.18 gives the plant transfer function:
P(jW) = Dyr&w) (4.20)
Pcr(jW)
Similar derivations allow the individual transfer functions to be computed:
G(jw) = 4PYr OW) (4.21)
_ 'Iur(jW)
A(jw) = D.OW) (4.22)
_ cr(jW)K(jw) = IZCr(jW) (4.23)
<er (jW)
The computer-implemented compensator dynamics can be computed from Equation 4.23
which is another useful diagnostic tool.
An estimate of the coherence of this closed-loop system has been derived to establish the
accuracy of the closed-loop measurements. Equation 4.11 can be expanded in terms of the
'Since all of the dynamics are SISO transfer functions, K(s)P(s) = P(s)K(s).
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closed-loop signal and noise power spectra:
YyC 2 (jW) = ' ss (jW)4Ps8 q(3W) + (Pnn(Mw
IP(jw)K(jw) 2 'ee OW)
jP(jw)K(jw) 2 4ee(jw) + IH(j) 2ww(jW)
(4.24)
The noise power spectrum term in the denominator can be eliminated through Equation
4.15:
2 ((jW) P(jw)K(jw) j2 ',ee(jW)
yY (I) =IP(jw)K(jw) 12 'ee(jw) + 11 + P(jw)K(jw) 12 (Dyy(jw) - IP(jw)K(jw) 12 'rr(W)
The 11 + P(jw)K(jw)1 2 term in the denominator can be replaced through Equation 4.16:
7YC2 (jW) IP(j)K(jw)12 (ee(jw)1y2 (12 = r jw 2|P(jw)K(jw)2 ee(jW) + IP(jw)K(jw) 2 IP H 2
-IP(jw)K(jw) 12 4rr UW)
The magnitude of the feedforward transfer function, IP(jw)K(jw)1 2 , can now be factored
out. Additionally, the error signal power spectrum can be expressed in terms of the reference
input and output spectra:
e(s) r(s) - y(s)
4ee(jw) = yy(jW) - 4Pyr(jW) - (ry(Jw) + 4Irr(jw)
The coherence for the closed-loop system identification can therefore be found from the
known spectra of the reference inputs and the measured output:
2 4 yy(jW) - 4)yrw) - "Dry (w) + 'PrT(W) (4.25)
yy (j) - (byr(jw) - <Dry(JI) + 4 j Iyy ())
The closed-loop coherence function in Equation 4.25 varies varies between zero and one like
the open-loop coherence. The difference between the numerator and denominator expres-
sions in Equation 4.25 is the power spectrum of the reference input. The actual spectrum,
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1rr(jw), is in the numerator; the closed-loop estimate of the reference input power spectrum
appears in the denominator as shown by:
1 2
rr UW) = byy U))
2
_ 'yr (jW) D YY(jW) (4.26)
If there is no noise in the output signal and the spectrum are known exactly, Equation 4.26
is equal to the actual reference input power spectrum so that the coherence is equal to one.
In the extreme case that the noise is so large that the output is uncorrelated to the input,
4yr(jw) -+ 0, the coherence approaches zero as in the open-loop case.
4.1.3 Estimation of Model Parameters
This section outlines how a parametric representation of the compressor dynamics, G(s), is
obtained from the ETFE. This pole/zero representation will be referred to as the 'experi-
mental model' (as opposed to the theoretical model in Chapter 3).
The goal is to fit a ratio of polynomial functions, b(s)/a(s), evaluated at s = jW, to the
measured transfer function estimate G(jw). This problem is often solved as a linear least-
squares approach with the following cost function [41]:
J= W(jw) jb(jw) - a(jw)G(j)1 2  (4.27)
where W(jw) is a weighting function. Although it is easy to solve, it was found that this
linear least-squares estimate does not accurately capture the many lightly damped poles
and zeros in the high-speed compressor transfer function.
A nonlinear least-squares approach, developed by Van Schalkwyk [61], is therefore applied.
The cost function of this optimization problem is:
2
J = 5 W(jW) b(jw) - G(jw) (4.28)
a(jw)
The reader is referred to Van Schalkwyk's thesis [61] for further details on the implemen-
tation of this optimization problem.
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The measured coherence is used as the weighting in the cost function so that frequencies
with inaccurate transfer function estimates are ignored. The linear least-squares problem
is solved first to determine the order of the system. The nonlinear optimization is then
initialized with the solution to the linear problem. For the transfer functions shown in the
following section, the nonlinear optimization converges within 10 to 30 steps.
4.2 Experimental Results
This section presents the experimentally identified Stage 35 pre-stall transfer functions for
the zeroth, first, and second spatial harmonics at 70% and 100% speed. All but one of
these measurements are taken at fixed operating points along the uncontrolled compressor
characteristics (open-loop system identification); one closed-loop first harmonic ETFE at a
stabilized operating point is also presented.
Sinusoidal frequency sweeps, which span the frequency range of interest from 10 to 500 Hz,6
are used to excite the system for the ETFEs. A total of 45 seconds of data, limited by
the control computer RAM, is recorded comprised of five 9 second sweeps (each frequency
is excited more than once to improve the coherence). The power and cross spectra are
computed from the 45 seconds of data by averaging fifteen overlapping Hanning windows
[45].
The sinusoidal injected mass flow commands are centered around the steady 3.6% level of
injection. The valves are typically opened 10 to 25% from the mean injection level.
The magnitude of the sinusoidal inputs is determined manually at each operating point
based on the following trade-off. To increase the coherence between the control input and
measured output, the excitation should be as large as possible. However, the compressor will
transition into a large-scale instability near the natural frequencies of the lightly damped
modes if the input is too large. The amplitude of the input is therefore reduced at mass
flows which are close to the stall point.
The compressor transfer functions for each harmonic, G, (s), are plotted in this section.
6 Recall that the actuator bandwidth is 400 Hz. Very low frequency inputs to the servo motors must also
be avoided as described in Section 2.3.
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The transfer function input is the spatial harmonic of the 12 injected mass flows, fin(t),
nondimensionalized by the design compressor mass flow. The transfer function output is the
spatial harmonic of the 8 measured wall static pressure perturbations measured upstream
of the rotor, n (t). The pressure perturbations have been nondimensionalized by the steady
inlet duct dynamic pressure (Ptn,,t - Piiet).
Each of the harmonic transfer functions axe independently measured by only exciting one at
a time. The low coherence (generally below 0.2) between different spatial harmonic inputs
and outputs (iii(t) to j(t), i 5 j) confirms that the harmonics are independent as predicted
by the compressible theory. Since the zeroth harmonic transfer function is real valued, it is
symmetric for positive and negative frequencies (only the positive frequency zeroth harmonic
transfer functions and eigenvalues are plotted below). One set of frequency sweeps, with
all 12 actuators blowing in phase, is therefore needed to measure the zeroth harmonic
dynamics. However, the sign of the frequency determines the direction of travel of the
nonzero harmonics; the first and second ETFEs are therefore based on two measurements.
One set of data is taken with the spatial harmonic inputs (where the kth actuator mass
flow is equal to sin(n~k - wt)) rotating between w = 10 and 500 Hz in the positive rotor
direction. The second set of data is based on a sweep in the negative rotor direction. The
resulting positive and negative frequency ETFEs are then combined to form the overall
transfer function to which a parametric model is then fit.
The coherence of the open-loop ETFEs is quite high for most of the identified transfer func-
tions presented in this chapter. As shown below, the coherence is small at low frequencies,
below 10 Hz, which are not included in the sinusoidal sweeps. Lightly damped zeros, at
frequencies where the output is severely attenuated, also result in low coherence. Overall,
the coherence is quite good (generally above 0.8) considering the noisy compressor envi-
ronment; high coherence results in smooth ETFEs The quality of these measurements is
indicative of the leverage that unsteady injection provides for forced response measurements
in a high-speed compressor.
The following transfer function plots also indicate that some closely spaced pole/zero pairs
(which do not contribute a large magnitude and phase change) are not included in the
parametric fits since the nonlinear least-squares optimization does not converge if the system
order is too large. However, these modes are not necessary for the model-based control
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design since the eigenvalues which are very close to zeros are nearly uncontrollable. The
following plots show that the parametric fits capture the main features of the multi-modal
stall inception dynamics.
The measured dynamics at 70% and 100% speed are presented in separate parts below. The
effects of two external excitations, a once-per-rev disturbance and a whirling shaft, on the
first harmonic dynamics are briefly explored in the last part of this section.
70% Speed Measured Dynamics
The stalling mass flow rate at 70% speed without control is 9.80 kg/s. This section presents
the measured zeroth and first harmonic dynamics at two stable operating points, 11.07
kg/s and 10.79 kg/s. All of these measurements are based on open-loop forced response
measurements. The operating points for the two harmonic measurements are listed in
Table 4.1 which also includes the magnitude of the sinusoidal excitation (as a percentage
change from the mean level of steady injection).
Table 4.1: 70% speed system identification.
Total mass flow Percent difference from Excitation
(kg/s) stalling mass flow amplitude
n = 0
11.07 +13.0% 20%
10.79 +10.1% 20%
n = 1
11.07 +13.0% 20%
10.79 +10.1% 20%
Zeroth Harmonic Figure 4-4 shows the zeroth harmonic transfer function at 13.0%
above the 70% stall point. As with all the transfer function estimates presented here, the
gain, phase, and coherence are plotted as a function of frequency normalized by the rotor
frequency (up to two times the rotor frequency is plotted). The parametric fit to the ETFE
is also plotted as a dashed line. Since the zeroth harmonic dynamics at 70% speed do not
change much with mss flow1 i and have not een used for a modebased control law design,
the dynamics are only fit up to the rotor frequency. The second zeroth harmonic ETFE at
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10.1% above the stall point is plotted in Figure 4-5. Note that the parametric fit is unable
to capture what appears to.be a pole/zero pair between 0.4 and O.5. This same pair is
also not included in the 100% speed fit (however, an effective zeroth harmonic model-based
control law can still be implemented based on the fit). The identified eigenvalues for these
two operating points are plotted together in Figure 4-6 (the small x's are at the lower mass
flow, 10.1% above the stall point).
Figures 4-4 to 4-6 reveal that there are multiple zeroth harmonic modes which is consistent
with the compressible theory. Also, the eigenvalues, including the low frequency [0, 0] mode,
do not become less damped as the mass flow is decreased at this speed. This is consistent
with the experimental results presented in the following chapter; a zeroth harmonic, surge
instability was never encountered for the uncontrolled or controlled compressor at 70%
speed.
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Figure 4-4: Zeroth harmonic ETFE at 70% speed, 11.07 kg/s.
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First Harmonic The first harmonic ETFEs and parametric fits are plotted in Figures
4-7 (at 13.0% above stall) and 4-8 (at 10.1% above stall). The identified eigenvalues are
plotted in Figure 4-9.
The measured first harmonic dynamics are consistent with the compressible model presented
in Chapter 3. As indicated by the theoretical model, the low frequency [1, 0] mode is
the mode which is most sensitive to mass flow changes at this compressor speed. The
change in shape of the magnitude and phase near the eigenfrequency of the [1, 0] mode (at
approximately 0.3Q) shows that this mode becomes less and less damped as the mass flow
decreases. This is also confirmed by the decreasing damping ratio of the [1, 0] eigenvalue.
The stall transients presented in Chapter 5 indicate that the [1, 0] mode is in fact the
critical mode at 70% speed and rotates at 0.29n. Figures 4-7 to 4-9 indicate that there are
also additional higher frequency modes (rotating in both directions); this is again consistent
with the model.
The measured 70% speed dynamics are compared to the theoretical model in more detail
in Section 4.3.
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131
e
.......... ... ....
-0.4 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05
Growth Rate / Q
0 0.05 0.1
Figure 4-9: First harmonic identified eigenvalues at 70% speed (the smallest x's correspond to
the lowest mass flow).
132
. ............... ........ ........................ ...... A ... ........ .
....... . ... .. .. ... . .. .. . ..... ... . . .............. ... .....
..... .... ... .....  ... . ... .. ..... . ...... ... .. . ... ... ..... .. ..... ..
7 ---- ------------- --
.... .. ..
-- - i
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
0 .... ..... .......... ...... ........................... .. ................ ........ ..
0 . ...... ......... ...................... ...... . ........ .. .................... ............. ..
. ........ .................... .... ... .. ... ....... .. . ..
02 -1.5 -1 -0.5 0 0.5 1 1.5 2
1 
................ 
...... .......8 ........... . .....
6 ........ ... .................... ...
4 ........ ............ : ....................... ........................ ............ ........ ..
......... ............. ....... .... ........... ....................... 
............ ........ ..
.......... ........... .......... .
........ . ....... ......0)
XxI ...... .. ....... ..... ...
.... ...... .... ......... ......... .......
x
U
0
0
0
, 3CQ
2
18
9
-9
-18
0.
0.
0.
0.U
-2 -1.5 -i -0.5 0
Frequency / 92
0.5 1 1-5 2
Figure 4-8: First harmonic ETFE at 70% speed, 10-79 kg1s.
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100% Speed Measured Dynamics
The 100% speed zeroth, first, and second spatial harmonics have each been measured at
three operating points with different excitation amplitudes as summarized in Table 4.2.
The stalling mass flow at design speed is 17.92 kg/s; both the zeroth and first harmonics
become unstable at this operating point as discussed in Chapter 7. The zeroth and first
harmonic measurements in Table 4.2 are based on open-loop system identification. The
second harmonic ETFEs, taken beyond the open-loop stall point, are measured with the
zeroth and first harmonics under active control. 7
Table 4.2: 100% speed system identification.
Zeroth Harmonic The design speed zeroth harmonic transfer functions are plotted, at
subsequently lower mass flows, in Figures 4-10, 4-11, and 4-12. The migration of the eigen-
values at these three mass flows is plotted in Figure4-13 with the smallest x's corresponding
to the lowest mass flow at 0.9% above the stall point. Notice that the ETFEs and coherence
deteriorate with the smaller excitation amplitude at the lowest mass flow. The coherence
also falls above 1.75Q since this is above the 500 Hz excitation; the parametric fits are
therefore-also not accurate at the highest mass flows.
7The 100% speed controllers, which are based on these forced response measurements, are described in
detail in Chapter 6.
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Total mass flow Percent difference from Excitation
(kg/s) stalling mass flow amplitude
n = 0
19.40 +8.3% 25%
18.54 +3.5% 25%
18.09 +0.9% 10%
n = 1
19.36 +8.0% 25%
18.56 +3.6% 25%
18.09 +0.9% 10%
n = 2
18.52 +3.3% 25%
17.86 -0.3% 15%
17.70 -1.2% 5%
These figures indicate that the [0, 0] mode becomes less damped as the compressor mass
flow rate decreases. As shown in Chapter 7, this mode does become unstable when the
compressor goes into classic surge cycles (which are a combination of both surge and rotating
stall). Also, the zeroth harmonic dynamics are comprised of many lightly damped poles
and zeros within the actuator bandwidth. Most of the more lightly damped high frequency
eigenvalues do not move significantly as the compressor mass flow changes.
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Figure 4-10: Zeroth harmonic ETFE at 100% speed, 19.40 kg/s.
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Figure 4-13: Zeroth harmonic identified eigenvalues at 100% speed (the smallest x's correspond
to the lowest mass flow).
First Harmonic The measured first harmonic transfer functions are plotted in Figures 4-
14, 4-15, and 4-16; the corresponding eigenvalues are shown in Figure 4-17. The coherence
at the lowest mass flow with the low excitation magnitude is quite poor. However, the
parametric fit captures the overall dynamics.
The theoretical model is consistent with several qualitative features of the first harmonic
dynamics shown in these figures. As at 70% speed, the [1, 0] mode is the one which is
most sensitive to mass flow changes and is in fact the mode which becomes unstable (see
Chapter 7). The rotational frequency of the [1, 0] mode scales with rotor frequency at
approximately 0.30. There are also more lightly damped compressible modes within the
actuator bandwidth since their frequency does not scale with rotor frequency. Lastly, the
higher frequency modes are more sensitive to mass flow changes than at 70% speed which
is consistent with the theoretical root loci in Chapter 3.
Figures 4-13 and 4-17 show that the [1 01 mcde dAming h more cenitive to mass
flow changes than the [0, 0] mode. The zeroth and first harmonic dynamic control laws in
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Chapters 6 and 7 reflect this difference in the sensitivity of the eigenvalues to mass flow
changes.
Closed-loop system identification of the unstable Stage 35 dynamics proved to be very
challenging. Even a very small amplitude excitation drives the system unstable at the
natural frequency of the unstable [0, 0] and [1, 0] modes, resulting in very low overall
coherence. 8 The inaccurate closed-loop ETFE is illustrated in Figure 4-18 which shows
the first harmonic dynamics at 17.75 kg/s (which is 9% below the open-loop stall point)
with an excitation amplitude of 5%. No parametric model has been fit to this transfer
function since the coherence is so poor in the critical frequency range between 0.30 and
0.6Q. Nevertheless, the positive phase change across [1, 0] eigenfrequency confirms that it
is indeed unstable at this mass flow.
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Figure 4-14: First harmonic ETFE at 100% speed, 19.36 kg/s.
8The frequency sweeps could be modified to not include a narrow frequency range around the natural fre-
quency of an unstable mode to avoid driving the system unstable. This has not been verified experimentally.
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Figure 4-15: First harmonic ETFE at 100% speed, 18.56 kg/s.
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Figure 4-16: First harmonic ETFE at 100% speed, 18.09 kg/s.
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Figure 4-17: First harmonic identified eigenvalues at 100% speed (the smallest x's correspond to
the lowest mass flow).
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Figure 4-18: First harmonic closed-loop ETFE at 100% speed, 17.75 kg/s.
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Second Harmonic Figures 4-19, 4-20, and 4-21 show the second harmonic dynamics
at 100% speed, while Figure 4-22 shows the migration of the measured eigenvalues. These
figures show that the [2, 0] mode becomes lightly damped after the zeroth and first harmonics
have been stabilized.
The frequencies in the second harmonic plots have been plotted with the temporal excitation
frequency9 to emphasize the high frequency of the second harmonic modes. Note that only
three modes fall within the actuator bandwidth; the control results in Chapter 7 indicate
that the [2, 0] mode can be stabilized using dynamic control with the actuator bandwidth of
1.40Q. Nevertheless, these forced response measurements highlight the constraint actuator
bandwidth imposes on stabilizing higher order spatial harmonics (recall from Chapter 3
that the temporal frequency of the incompressible mode scales with the harmonic number,.
n).
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Figure 4-19: Second harmonic ETFE at 100% speed, 18.52 kg/s.
9Paduano [48] and Haynes [31] divide the frequency by the harmonic number since the second harmonic
mode shapes rotate at the lower frequency.
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Figure 4-20: Second harmonic ETFE at 100% speed, 17.86 k9ls.
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Figure 4-21: Second harmonic ETFE at 100% speed, 17.70 kg1s.
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Figure 4-22: Second harmonic identified eigenvalues at 100% speed (the smallest x's correspond
to the lowest mass flow).
Effects of External Excitation on the First Harmonic Modes
This section describes the effects of external disturbances on the [1, 0] and [1, 1] modes at
100% speed.
The base-line case at 100% speed is presented first. Figure 4-23 shows the time evolution of
the power spectrum of the first harmonic wall static pressure perturbation (the pressure has
again been nondimensionalized by the steady inlet dynamic pressure). This data is taken
during a throttle ramp, without active control, at 100% speed. The spectrum includes only
the pre-stall perturbations. The time index equal to zero is assigned to the point when the
system transitions into fully developed classic surge. The spectrum that is plotted is actually
the difference between the positive and negative frequency power spectra of the complex
Spatial Fourier Coefficient; peaks and valleys are therefore indicative of traveling waves as
described by Tryfonidis et al. [59]. Figure 4-23 shows that the [1, 0] mode, traveling at
approximtely 0.3 , becomes unstable near the stall point. Tereis a'-i
amount of traveling energy at 1Q.
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Figure 4-23: Power spectrum of first SEC at 100% speed.
As discussed in Chapter 3, Tryfonidis et al. [591 theorized that the traveling energy at the
rotor frequency is due to an once-per-rev excitation of the [1, 1] mode. Figures 4-14 to 4-17
reveal that there is no lightly damped mode at 1f0 at design speed (which is consistent with
the theoretical model given the length of the inlet duct). The rotor frequency was therefore
reduced to 89% speed so that natural frequency of the [1, 1] mode (which does not scale with
rotor frequency) coincides with the rotor frequency. This is shown by the positive frequency
portion of the first harmonic ETFE plotted in Figure 4-24 (note the decrease in coherence
at 10 due to a once-per-rev excitation). The power spectrum of the corresponding throttle
ramp is plotted in Figure 4-25 which shows that the amount of energy traveling at rotor
frequency has more than doubled from the base-line case in Figure 4-23. Although the
Stage 35 [1, 1] mode is excited more by the once-per-rev excitation, the low frequency [1, 0]
mode is still the critical mode which becomes unstable at this speed (unlike the compressor
analyzed by Tryfonidis which has an unstable [1, 1] mode).
Another type of mechanical excitation was also encountered during the course of this re-
search. One of the rotor shaft journal bearings deteriorated causing the shaft to whirl (the
defective bearing has since been replaced). Unsteady measurements of the shaft whirl indi-
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cated that the natural frequency of this structural mode coincided with the [1, 0] pre-stall
mode at design speed. This is shown by the first harmonic ETFE plot in Figure 4-26 which
has a very low coherence near the [1, 0] mode indicating that the pressure perturbations
are uncorrelated with the unsteady injection at this frequency. The strong influence of this
mechanical excitation on the [1, 0] mode is shown by the power spectrum plot in Figure
4-27. There is much more energy near the [1, 0] eigenfrequency than in Figure 4-23. Control
experiments showed that the [1, 0] mode could not be stabilized with the whirling shaft
since the injected air was unable to overcome the mechanical excitation.
These results reveal the potential coupling between structural and fluid dynamic modes
which can have a significant impact on high-speed stall inception and active control. The
importance of forced response measurements, particularly the coherence, for diagnosing
these types of problems is also illustrated by these examples.
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Figure 4-24: First harmonic ETFE at 89% speed, near stall.
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4.3 Comparison of Theoretical and Measured Dynamics
The compressible theoretical stall inception model is compared to the forced response mea-
surements in this section. The first section confirms the overall effect of compressibility on
the measured first harmonic dynamics by examining the effect of increased rotor speed. The
second section compares the theoretical and measured eigenvalues and transfer functions
for the zeroth and first harmonic dynamics.
Effect of Rotor Speed on Rotating Stall Inception
The effect of rotor speed on the rotating stall inception dynamics is summarized in Figure
4-28 which shows the first harmonic transfer function magnitudes at three different rotor
speeds. Figure 4-28a shows the measured pre-stall transfer function from Vo's [62] low-
speed compressor experiments with inlet injection. The tip Mach number, Mup of this
compressor is 0.25. Figures 4-28b and 4-28c show the measured Stage 35 dynamics at 70%
and 100% speed; the Stage 35 tip Mach numbers are 1.0 and 1.5 respectively. The details
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of the injection and measured response in the low-speed compressor differ from the Stage
35 experiments; however, the goal here is to compare eigenmodes which are independent of
the forcing details.
The low-speed compressor has only one lightly damped mode traveling in the positive rotor
direction as predicted by the incompressible Moore-Greitzer model. This lightly damped
low-frequency mode is also present in the two Stage 35 transfer functions. As predicted by
the incompressible and compressible theories, the rotational frequency of the [1, 0] mode
scales with the rotor frequency (0.32 for the low-speed compressor, 0.32 for the low-speed
Stage 35 test, and 0.28Q at design speed). Figures 4-28b and 4-28c also show that more
and more lightly damped modes approach the rotor frequency as the compressor speed
increases. This is consistent with the high-speed model which predicts that the frequencies
of the compressible modes do not scale with rotor frequency. At 70% speed, the [1, 1]
peak appears at 1.38Q, or 280 Hz in dimensional units, and appears at 0.89Q, or 260 Hz,
at 100% speed. The dimensional frequencies of the propagating compressible modes are
fairly constant since they are set by the geometry of the compression system instead of
the rotor frequency. The measured modes for these three cases are consistent with the
compressible theory which captures the effect of higher rotor speed on the incompressible
and compressible modes.
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Figure 4-28: Effect of rotor speed on first harmonic transfer functions.
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Comparison of Theoretical and Measured Dynamics
The theoretical zeroth and first harmonic eigenvalues and transfer functions are compared
in more detail to the experimentally measured dynamics in this section. The dynamics are
compared at the points near stall that have good coherence (11.0 kg/s at 70% speed and
18.5 kg/s at 100% speed).
Table 4.3: Comparison of theoretical and measured Stage 35 eigenvalues.
Mode Eigenvalue (A) Natural Frequency (w,) Damping Ratio (()
Theory Measured Theory Measured Theory Measured
70% Speed, 11.0 kg/s, Zeroth Harmonic (n = 0)
[0, 0] -0.05 jO.13 -0.05 jO.12 0.14 0.13 0.33 0.41
[0, 1] -0.02 t jO.45 -0.03 t j0.5 3  0.45 0.53 0.05 0.05
[0, 2] -0.06 L jO.71 -0.04 jO.73 0.72 0.73 0.09 0.06
100% Speed, 18.5 kg/s, Zeroth Harmonic (n = 0)
[0, 0] -0.04 jO.06 -0.03 jO.08 0.07 0.09 0.60 0.30
[0, 1] -0.03 jO.29 -0.03 j0.35 0.29 0.36 0.09 0.08
rrn cii - I !IfN AO CI nA I j, !n I'^ f Af C1 P.CI ^~ ^e%
L, 2J -U.Vi jU.3t -. V4i JU.0 U.43 U.5O U.13 U.UO
[0, 3] -0.02 j0.65 -0.04 t j0.69 0.65 0.69 0.03 0.06
70% Speed, 11.0 kg/s, First Harmonic (n =1)
[1, 0] -0.10 + jO.39 -0.11 + jO.31 0.40 0.33 0.25 0.32
[1, 1] -0.06 + jl.31 -0.11 + jl.39 1.31 1.39 0.05 0.08
[1, -1] -0.09 - jl.04 -0.20 - jl.26 1.05 1.28 0.08 0.16
100% Speed, 18.5 kg/s, First Harmonic (n = 1)
[1, 0] -0.13 + jO.49  -0.10 + jO.37 0.51 0.38 0.26 0.27
[1, 1] -0.01 + jO.77 -0.08 + j0.88 0.77 0.89 0.01 0.09
[1, 2] -0.02 + j1.01 -0.11 + jl.07 1.01 1.08 0.02 0.10
[1, -1] -0.11 - j0.61 -0.09 - j0.75 0.62 0.76 0.18 0.12
The zeroth harmonic eigenvalues for the two rotor speeds are plotted in Figures 4-29a
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and 4-29b. The 100% root loci are shown in Figures 4-30a and 4-30b. Table 4.3 also
compares several low frequency theoretical and measured eigenvalues as well as their natural
frequencies and damping ratios.
Table 4.3 and the corresponding eigenvalue plots show that the compressible model captures
the dominant low frequency zeroth and first harmonic modes fairly well in several respects.
The number of theoretical eigenvalues agrees with the number of measured eigenvalues up
to approximately 1M (although there is an extra damped eigenvalue measured at 0.43Q for
the zeroth harmonic at 70% speed). The natural frequencies of these modes agree well while
the damping ratios are less accurate which is consistent with our understanding of the com-
pressible model. From an acoustics standpoint, the modal frequencies are determined by
the compressor geometry which is more easily characterized. On the other hand, stability
is strongly dependent on the compressor characteristic shape. The difficulty in estimating
the rotor and stator loss and deviation functions results in less accurate stability modeling.
The theoretical model also underestimates the compressor stalling mass flow as discussed in
Chapter 3. Above the rotor frequency, the discrepancies between the theory and measure-
ments become greater which may be due to inaccuracies in the state space model dynamic
approximations (see Chapter 3) at higher frequencies.
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(b) 100% Speed, 18.5 k9ls
Figure 4-29: Comparison of theoretical and measured zeroth harmonic eigenvalues (*'s are the-
oretical and x's axe measured).
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Figure 4-30: Comparison of theoretical and measured first harmonic eigenvalues (*'s are theo-
retical and x's are measured).
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Although the compressible model captures the harmonic eigenvalues fairly well, the mod-
eled input/output dynamics are quite poor. This is illustrated in Figures 4-31 and 4-32
which compare the measured zeroth and first harmonic transfer functions to the theoretical
input/output dynamics, Go(jw) and G, (jw), at 100% speed (the results are similar at 70%
speed). These transfer functions include the internal injector mass storage and injection
time delay discussed in Chapter 2. The steady state gains of the theoretical and measured
transfer functions are fairly close. However, the frequency dependence of the gain and phase
angle is not accurately modeled. Since the low frequency eigenvalues (poles) agree with the
measured modes, it is believed that this discrepancy is due to the modeled zeros which are
dependent on the sensor and actuator models. It is believed that there are two modeling
assumptions which may lead to the inaccurate zeros.
The first assumption is that the sensors and actuators are located directly at the rotor
leading edge; this assumption ignores the axial gap between the instrumentation and the
rotor leading edge (the Stage 35 casing layout is described in Chapter 2) which in turn
ignores the dynamics in the upstream duct. The impact of this axial length on the overall
transfer function could be analyzed using Feulner's truth model (the transcendental form
of the input/output dynamics). If this axial length proves to be important, the state space
model must be modified to include the upstream duct dynamics between the rotor leading
edge and the instrumentation location.
The second modeling assumption is the 2-D representation of the unsteady injection. Chap-
ter 2 and Appendix B show that the impact of the sheet injectors is concentrated at the
rotor tip. This radial nonuniformity is currently ignored by the compressible model. It may
be possible to account for the strong lever provided by tip injection with a modified blade
row loss model. The loss function can be augmented to include the dependence on injection
(as an additional partial derivative term). The difficulty with this approach is incorporat-
ing the modified loss function into the state space model and characterizing the change in
loss to due injection. It may also be beneficial to measure the Stage 35 transfer functions
with the 3-hole injectors which have a more uniform radial profile. Since the homogeneous
compressor dynamics (the eigenmodes) would be unaffected by a different injector, any sig-
nificant change in the input/output dynamics would be due to a change in the zeros. This
may lead to a better understanding of the effect of injection on the transfer function zeros.
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Figure 4-31: Comparison of theoretical (dashed line) and measured (solid line) first harmonic
transfer function at 100% speed.
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Figure 4-32: Comparison of theoretical (dashed line) and measured (solid line) first harmonic
transfer function at 100% speed.
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4.4 Summary of System Identification Experiments
The rotating stall and surge inception dynamics have been experimentally measured in Stage
35. The input/output dynamics have been accurately (and quickly) obtained using Em-
pirical Transfer Function Estimates and subsequent parametric fits. For open-loop system
identification, the overall coherence is very good confirming the effectiveness of unsteady
injection for forced response testing in a high-speed compressor. However, no accurate
closed-loop measurements of the unstable plant dynamics could be obtained due to the low
excitation amplitude which is required for closed-loop system identification.
The impact of rotor speed on the surge and rotating stall dynamics has been identified.
The rotating stall dynamics are dominated by the incompressible [1, 0] mode at low speeds.
As the compressor speed increases, higher frequency lightly damped modes are also present
within the actuator bandwidth. The stability of these modes is sensitive to mass flow
changes. The following chapter shows that simple constant gain feedback can stabilize
the low-speed compressor dynamics but is ineffective for the high-speed multi-modal case.
Chapter 6 discusses the model-based control approach used to stabilize Stage 35 at 100%
speed; the experimental results using dynamic control are presented in Chapter 7.
The measured modal dynamics have been shown to he in genera1 agreement with the mom-
pressible stall inception model. However, the theory is not yet accurate enough to predict
stability and accurately capture the input/output dynamics. The subsequent control anal-
ysis and design is therefore based on the identified dynamics presented in this chapter.
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CHAPTER 5
CONSTANT GAIN COMPRESSOR
CONTROL
This chapter describes the application of constant gain feedback control to stabilize rotating
stall and surge perturbations in a high-speed compressor. A constant gain control law has
the advantage of being easy to implement and tune experimentally (as opposed to the model-
based control design described in the following chapter). Two examples of this approach
are Pinsley et al. [49], who applied constant gain control to stabilize surge in a low-speed
turbocharger rig and Paduano et al. [48] and Haynes et al. [31], who showed that constant
gain control can effectively stabilize rotating stall perturbations in low-speed compressors.
Section 5.1 provides an overview of the constant gain feedback control experiments on Stage
35.1
Constant gain control has proven to be effective for low-speed applications because each
pre-stall spatial harmonic is comprised of only one lightly damped mode. The compressible
theory in Chapter 3 and the forced response results in Chapter 4 demonstrate that although
the pre-stall rotating stall dynamics of Stage 35 at,70% speed are multi-modal, stability is
primarily determined by the low-frequency [1, 0] mode (since the higher frequency compress-
ible modes are well damped and are unaffected by compressor mass flow rate variations).
Therefore constant gain control can extend the compressor operating range at 70% speed
as shown in Section 5.2.
'Many concepts from this section also carry over to the dynamic control experiments in the following
chapter.
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However, the experimental results and root locus analysis in Section 5.3 prove that constant
gain control cannot stabilize rotating stall in Stage 35 at 100% speed. This section shows
that although the low-frequency mode can be damped, the lightly damped compressible
modes are destabilized with constant gain feedback at design speed.
5.1 Overview of Constant Gain Control
A block diagram of the general Stage 35 feedback control system is shown in Figure 5-1.
Recall from Chapter 4 that the plant transfer function, P(s), includes the actuator, injector,
and compressor dynamics. The controller, K(s), is the control law which computes the
actuator command, c(t), from the measured error signal, e(t). 2
e(s) c(s) - y(s)
o-K(s) P(s)
Figure 5-1: Block diagram of Stage 35 feedback control system.
The control law is implemented with the control computer as illustrated in greater detail in
Figure 5-2. The eight measured wall static pressures are first digitized (the analog-to-digital
conversion is labeled as 'ADC' in Figure 5-2). The pressure measurements are then passed
through a digital high-pass filter to detrend the data since small amplitude perturbations
are used for feedback control. 3 The resulting filtered perturbation quantities are then de-
composed into the spatial harmonics via the spatial Fourier transform estimate in Chapter
4. Each of the spatial harmonics evolve as decoupled single-input, single-output (SISO)
linear dynamic systems. A separate digital control law, K (z), is therefore implemented for
each harmonic. The twelve actuator commands are then computed with the inverse Fourier
transform of the spatial harmonic control commands. Finally, the actuator commands are
passed through a digital-to-analog converter (DAC) and outputted to the servo-motors.
2 This type of feedback control system is known as a regulator since the error signal is composed of only
the measured flow field perturbations. The purpose of this system is to drive the perturbations to zero, even
if the compressor is unstable.
3A first order Butterworth high-pass filter with a corner frequency of 0.1 Hz is used for all Stage 35
control experiments.
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Figure 5-2: Block diagram of Stage 35 spatial harmonic control.
Figures 5-1 and 5-2 represent the general control architecture used during the course of
this research for both constant gain and dynamic feedback control. Different combinations
of harmonic controllers, K,(z), have been tested including no control, Kn(z) = 0. This
chapter focuses on constant gain control laws of the following form:
. n(z) = Knin(z) (5.1)
where the control constant, Ka, is fixed for all frequencies (as opposed to the dynamic
control laws in the following chapter).
The control constant, KO, is real valued for the zeroth harmonic Spatial Fourier Coefficient
(SFC), which is also real valued. Since the nonzero SFCs are complex, the complex valued
constant gain control law for the rotating harmonics (n > 0) has an additional degree of
freedom [46]:
Zn(z) = Knin(z) (5.2)
= |Kn eJZKnEn W
The amplitude of the control gain, IKnJ, is the scaling between the measured pressure per-
turbation SFC and commanded harmonic injection SFC. The phase angle of Kn, ZKn, is
the spatial offset between the input and output waves. The relationship between the mea-
sured perturbation wave and actuation command is illustrated for the first spatial harmonic
in Figure 5-3. The sinusoidal pressure perturbation, measured by the 8 wall static pressure
sensors, is shown at the top of Figure 5-3. The twelve injection commands, which have
been scaled and offset in the circumferential direction by the control gain, are shown in the
center of'the Figure 5-3. Since the injected mass flow varies linearly with valve position
(see Chapter 2), the injected mass flow is also sinusoidal; note that the injection is centered
around the mean 3.6% injection level. To emphasize the discrete nature of the actuation,
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the radially averaged momentum flux is plotted at the bottom of Figure 5-3; the magnitude
of the momentum flux with the valves half open is indicated by a dashed line. The profile
of the injected momentum flux has been measured in a wind tunnel by Roland Berndt [3]
as described in Chapter 2 and Appendix B. The momentum flux has been normalized by
the upstream duct freestream value. The momentum flux is less than one for the injectors
with low mass flows since the sheet injectors protrude into the inlet duct.
Equation 5.2 and Figure 5-3 provide the conceptual framework for rotating stall control.
However, it is important to note that this is not analogous to active noise suppression which
relies on the superposition of two waves. Instead, Equation 5.2 is a feedback control law
which changes the eigenvalues of the closed-loop system (the plant and controller connected
through the feedback path). This is emphasized by the root locus analysis in Sections 5.2
and 5.3.
This framework for rotating stall control can also be extended to the dynamic control laws
in Chapters 6 and 7. With a dynamic control law, the scaling and spatial offset vary as a
function of frequency in order to damp all of the dominant pre-stall modes. The challenge
for designing a dynamic control law is determining the correct frequency dependence as
described in Chapter 6.
However, the constant gain control case is much simpler since it involves only one parameter
for the zeroth harmonic and two parameters for the rotating harmonics. These parameters
have been tuned experimentally for the 70% and 100% speed control experiments before the
pre-stall dynamics were measured. The control parameters are adjusted by trial-and-error
to minimize the harmonic perturbations which are monitored in real-time with a spectrum
analyzer as described in Chapter 2.
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Figure 5-3: Schematic of constant gain rotating stall control.
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5.2 Stage 35 Constant Gain Control at 70% Speed
Control with Nominal Level of Steady Injection
Constant gain control can effectively stabilize rotating stall in Stage 35 at 70% speed as
shown in this section. Table 5.1 summarizes the three cases which are presented here: no
control, first harmonic control, and simultaneous control of the zeroth, first, and second
harmonics. All of these experiment were conducted with the nominal mean level of steady
injection (3.6% of the design compressor mass flow rate). Table 5.1 lists the mass flow
at stall for these three cases. The percent decrease in stalling mass flow (referenced to
the baseline stall point with no injectors installed) is also listed; the values in parentheses
indicate the portion of the mass flow reduction due to active control. The amplitude and
phase angle of the control gains are also listed.
Table 5.1: 70% speed constant gain control experiments (3.6% level of steady injection).
Control Gain Control Gain Mass Flow at % Decrease Mass
Amplitude Phase (deg) Stall (kg/s) Flow at Stall
n=0 n=1 n= 2 n=1 n=2
-- 9.80 17.4
2.9 15 -- 11 .8Q1 25.7 (+8.3)
0.5 2.0 2., 135 195 8.81 25.7 (+8.3)
Steady injection alone reduces the mass flow rate at stall from 11.80 kg/s to 9.80 kg/s, a
17.4% reduction. As indicated in Table 5.1, stabilizing the first harmonic provides an addi-
tional 8.3% reduction in the stalling mass flow rate. The extended total-to-static pressure
ratio speedline is plotted in Figure 5-4 as well as the baseline speedline with no injectors.
Note that controlling the zeroth and second spatial harmonics with constant gain control
does not provide any more range extension. As desired, active control extends the com-
pressor characteristic without a sharp drop in pressure rise as in the previous low-speed
compressor experiments. This smooth extension of the speedline is consistent for all of the
control results presented in this thesis.
To further analyze the effect of the various control configurations on the pre-stall pertur-
bations, unsteady data was also recorded during throttle ramps into stall. The transient
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Figure 5-4: 70% speed constant gain control speedline (3.6% level of steady injection).
data at 70% speed without control (for a stalling mass flow rate of 9.80 kg/s) is plotted in
Figure 5-5 which includes five pressure traces 4 and the pre-stall power spectra of the zeroth,
first, and second SFCs. All of the transient pressure data has been nondimensionalized by
the steady inlet dynamic pressure. The pressure traces are plotted as a function of time,
normalized by the rotor revolutions, at the circumferential angles of the sensors. The scale
of the pressure traces is included in Figure 5-5 for reference; this same scale is used for
all of the pre-stall pressure traces in this chapter. The stall point, designated to be at 0
rotor revolutions, is determined manually when large amplitude disturbances are present for
the first time. The energy of waves rotating around the compressor annulus, or oscillating
axisymmetrically in the case of the zeroth harmonic, is captured by peaks in the spectra.
The pressure traces in Figure 5-5 demonstrate that there is a rotating first harmonic pertur-
bation which grows into fully developed rotating stall. The first harmonic circumferential
structure can be deduced by tracing one peak of the pressure perturbation as it rotates
once around the annulus. As shown in Figure 5-5, a fixed sensor detects one period of a
4Only five of the eight measured pressures are plotted to highlight the rotating perturbations.
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sine wave during the time that the pressure wave goes through one revolution indicating
that this is a first spatial harmonic perturbation. The sinusoidal structure is very evident
in the pre-stall pressure traces, unlike some of the high-speed stall inception data previ-
ously studied by Tryfonidis et al. [59] for which the traveling waves were obscured by noise.
The evolution in time of the harmonic power spectra reveals the frequency content of the
pre-stall perturbations. The first SFC spectrum in Figure 5-5 confirms that there is a first
harmonic wave rotating at approximately 0.3M which grows into stall; there are no large
zeroth or second harmonic perturbations present prior to stall. These results are consistent
with the theoretical model and forced response measurements which indicate that the [1, 01
mode is the critical mode at 70% speed.
To emphasize the difference in magnitude between the pre-stall perturbations in Figure 5-5
and the fully developed instability, the post-stall transient data during this throttle ramp is
plotted in Figure 5-6. The scale of the pressure trace plot has been increased from Figure
5-5 by a factor of five to show the large amplitude instability (this scale is used for all
post-stall pressure trace plots in this chapter). Although the post-stall traces in Figure 5-6
are no longer sinusoidal, it is clear that there is one rotating stall cell (no axisymmetric
surge oscillations are evident). The power spectra of the post-stall spatial harmonics also
indicate that the rotating stall is primarily composed of a first harmonic structure like the
pre-stall perturbations. Note that maximum amplitude of the fully developed rotating stall
first SFC power spectrum is much larger (by more than a factor of 100) than the pre-stall
spectrum in Figure 5-5.
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The transient into stall with active control of the first harmonic at 8.81 kg/s is plotted
in Figure 5-7. The pre-stall pressure traces in this figure reveal that a second harmonic
perturbation now grows into rotating stall at this lower mass flow since one sensor detects
two periods of a sinusoid as the wave travels once around the compressor annulus. This
is confirmed by the power spectra which show that there is a lightly damped [2, 0] mode
with a frequency of Q.7.5 Furthermore, the power spectrum of the first harmonic shows
that the constant gain feedback has effectively damped the unstable [1, 0] mode. The effect
of the constant gain feedback on the first harmonic eigenvalues is shown by the root locus
plot in Figure 5-8. The open-loop poles (of the compressor and actuators) near the neutral
stability point of the [1, 0] mode are shown by the x's. The near-stall dynamics have been
estimated by linearly extrapolating the measured stable compressor dynamics in Chapter 4
as a function of mass flow. This estimate is made since the unstable dynamics could not be
directly measured with closed-loop system identification. The points in Figure 5-8 show the
migration of the closed-loop eigenvalues as the control gain amplitude is increased up to 2
with a phase angle of 1350 (the control gain used for the experiments). The experimentally
tuned gain does move the [1, 0] mode back into the left-half plane which is consistent with
the damped wave in the transient data. The locations of the higher frequency compressible
modes are also affected by the feedback control; however, all of these modes are still well
damped. The control problem at 70% speed is therefore very similar to the previous low-
speed compressor experiments.
An attempt was made to further extend the compressor operating range by also applying
constant gain control to the zeroth and second harmonics. However, no further range
extension was achieved with the additional control. The cause of this can be found in the
throttle ramp data plotted in Figure 5-9. The [1, 0] mode is no longer as well damped with
this control gain. The [2, 0] mode has been successfully damped from the previous figure;
however, there is an additional second harmonic mode at 1.3 which is beginning to travel.
There are also two zeroth harmonic modes, at 0.1 and 1.4n, which are oscillating. The
combined effect of these modes is evident in the irregular shape of the pre-stall pressure
traces.
5 The frequency of the second harmonic spectrum has not been divided by 2 as described in Section 4.2.
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Feedback control also affects the large-amplitude rotating stall as shown in Figure 5-10 where
the post-stall perturbations are plotted for three control experiments. Without control,
shown at the top of Figure 5-10, one stall cell is present as is evident in Figure 5-6. The
middle plot in Figure 5-10 shows the development of rotating stall with the first harmonic
under active control. Up to about eight revolutions, two rotating stall cells are present;
this is consistent with the lightly damped second harmonic pre-stall perturbation shown in
Figure 5-7. The two stall cells eventually merge into one which is indicative of a nonlinear
coupling between the first and second spatial harmonics. The traces at the bottom of
Figure 5-7 show that only one stall cell is present with control of the zeroth, first, and
second harmonic perturbations. These results demonstrate that the small amplitude pre-
stall perturbations influence the development of the full-scale instability. Similar behavior
is encountered at 100% speed as described in Chapter 7.
The control effort needed to stabilize the compressor for these experiments is plotted in
Figure 5-11. The valve position of one actuator is plotted for the first harmonic only control
and the zeroth, first, and second harmonic control. In the second case, the large valve motion
is the result of the poorly damped perturbations seen in Figure 5-9. The amount of injected
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mass flow is however fairly small in the first case (which yielded the range extension). This
suggests that even a small amount of injection provides an effective lever on the compressor
dynamics at 70% speed. The following section confirms that constant gain control is also
effective at this speed using less steady injected mass flow.
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Figure 5-9: 70% speed throttle ramp with n=0, 1, and 2 control (3.6% level of steady injection).
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Control with Reduced Level of Steady Injection
The constant gain control experiments at 70% speed have been repeated with a decreased
level of steady injection (which is beneficial for an engine application because it requires less
injected air recirculated from the rear of the compressor). As outlined in this section, the
compressor can still be stabilized with the steady mass flow rate reduced from 3.6% to 1.5%
of the design compressor mass flow. The injector supply pressure for these experiments
is 30 psi (compared to the nominal value of 100 psi). The actuator valves are no longer
choked with this low supply pressure and are not centered properly; nevertheless, the range
extension with constant gain control is even larger than in the previous examples.
Table 5.2 outlines the control experiments with the reduced injector mass flow rate. The
extended compressor characteristic is plotted in Figure 5-12. Note that the change in
stalling mass flow and pressure rise with the reduced level of steady injection is much
smaller than with the nominal case in Figure 5-4 (the stalling mass flow is reduced to 11.53
kg/s from 11.86 kg/s). Control of only the first harmonic reduces the stalling mass flow by
an additional 7.8% to 10.60 kg/s. Stabilization of the first and second harmonics provides
another 4.8% reduction in the mass flow at stall to 10.22 kg/s. These control gains have
been retuned experimentally since the injected mass flow rate has changed as well as the
steady compressor characteristic (and therefore the stall inception dynamics). As expected,
the amplitude of the gains are higher since the valve must open more with the reduced
supply pressure.
Table 5.2: 70% speed constant gain control experiments (1.5% level of steady injection).
Control Gain Control Gain Mass Flow at % Decrease Mass
Amplitude Phase (deg) Stall (kg/s) Flow at Stall
n= 1 n=2 ..
- - - 11.53 2.8
4.0 - 135 - 10.60 10.6 (+7.8)
4.0 4.0 135 235 10.22 13.8 (+11.0)
The transient data for a throttle ramp with no control and the 1.5% level of steady injection
is plotted in Figure 5-13. The pressure perturbations and pre-stall spectra are very similar
to Figure 5-5 with the [1, 0] mode growing into rotating stall. The rotational frequency of
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Figure 5-12: 70% speed constant gain control speedline (1.5% level of steady injection).
the [1, 0] mode is now 0.4 . The stall transient with active control of the first harmonic
is shown in Figure 5-14. The [1, 0] mode has been damped and there is now a lightly
damped [2, 0] mode, with a frequency of 0.9Q, which grows into stall. The pressure traces
indicate that the amplitude of the rotating stall is not as large as in the previous case (the
stall point in this figure is therefore chosen somewhat arbitrarily); however, the large noise
heard during this point of the throttle ramp revealed that the compressor flow field had
indeed become unstable. The final throttle ramp with control of both the first and second
harmonics is plotted in Figure 5-15 (recall that the stalling mass flow has been reduced
by an additional 4.8% from Figure 5-14). These results demonstrate the limit of constant
gain control. Although the second harmonic constant gain controller damps the [2, 0] mode
(compared to no second SFC control in Figure 5-14), a higher frequency second harmonic
mode at 1.4Q has been destabilized demonstrating that constant gain control cannot damp
all of the dominant second harmonic modes at this mass flow. Furthermore, the [1, 0] mode
is no longer well damped as shown by the first SFC power spectrum.
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The large amplitude rotating stalls are plotted in Figure 5-16 for these control experiments
with the 1.5% level of steady injection. In the top traces with no control, there is one
rotating stall cell which grows from the lightly damped [1, 0] mode. The middle traces,
with the first harmonic stabilized, reveal that the lightly damp [2, 0] mode grows into two
rotating stall cells. A single rotating stall cell is present in the bottom set of traces with
active control of the first and second harmonics. These results are similar to the experiments
with the higher level of steady injection.
Note that all of the plots have the same scale along the vertical axis; the bottom set of
rotating stall data, with control of the first and second harmonics, has a larger amplitude
than the first two cases in Figure 5-16. There are also short length scale disturbances evident
in the final set of data. These differences may be due to the large decrease in stalling mass
flow with the first and second harmonics being actively control.
One actuator position for these two control runs (first only as well as first and second
harmonic stabilization) are shown in Figure 5-17. The valves are no longer centered due to
the lower supply pressure. The valve motion is also greater than in Figure 5-11 because of
the larger control gain amplitudes.
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Figure 5-16: 70% speed fully developed rotating stall (1.5% level of steady injection).
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5.3 Stage 35 Constant Gain Control at 100% Speed
The experimental results in this section demonstrate that constant gain control cannot
stabilize rotating stall in Stage 35 at 100% speed due to the existence of multiple lightly
damped first harmonic modes. As described in the following chapter, the zeroth and first
harmonics become unstable at design speed, however only the first harmonic will be con-
sidered in this section. The nominal 3.6% level of steady injection is used for all of the
constant gain control experiments summarized in Table 5.3. The steady injection reduces
the stalling mass flow rate to 17.92 kg/s, a reduction of 4.3% from the solid casing stall
point of 18.73 kg/s. The constant gain control does not provide further range extension
since the first harmonic is not stabilized as shown below in the transient data.
Table 5.3: 100% speed constant gain control experiments (3.6% level of steady injection).
Control Gain Mass Flow at % Decrease Mass
Phase (deg) Stall (kg/s) Flow at Stall
n= 1
- 17.92 4.3
150 17.92 4.3 (0.0)
The stall inception data without control at 100% speed is shown in Figure 5-18. The pressure
traces and first harmonic power spectrum show that the [1, 0] mode, at 0.4Q, becomes
unstable as at 70% speed.6 The unstable [1, 0] mode is consistent with the compressible
model and forced response measurements.
A constant gain controller was experimentally tuned to damp the [1, 0] mode. The unsteady
data for this experiment is plotted in Figure 5-19. These pressure traces indicate that there
is still a first harmonic perturbation which grows into stall. However, the wave rotates faster
than in Figure 5-19. This is confirmed by the first harmonic power spectrum which shows
that the [1, 0] mode at 0.4 is well damped; there is however a lightly damped mode at
0.7Q. There are also two additional first harmonic perturbations which appear in the power
6This stall transient data is somewhat different than the 100% speed throttle ramps in Chapter 7 which
also show a lightly damped [0, 0] mode. The difference in the pre-stall dynamics is most likely due to the
fact that the experiments discussed in this chapter and in Chapter 7 were separated by about six months
time during which the compressor was disassembled. The compressor performance is therefore not identical
for the two test periods (the steady speedlines are also slightly different).
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spectrum; one mode has a rotational frequency of 1.3Q in the positive rotor direction and
one more rotates at -1.6M opposite to the rotor direction (indicated by the valley in the
power spectrum). The root locus for this control gain is shown in Figure 5-20 (the near-stall
dynamics have again been extrapolated from the forced response results in Chapter 4). The
root locus confirms that the [1, 0] mode is damped by the constant gain feedback. The root
locus plot also captures the qualitative effect on the higher frequency modes showing that
some of this modes are destabilized by the controller. The root locus is not quantitatively
accurate since it is based on estimated dynamics. In the positive rotor direction, the root
locus plot predicts that a mode at 1.4 is more unstable than a mode at 0.9Q, whereas the
pre-stall spectrum indicates only one unstable mode at 0.7M. Similarly, the root locus plots
shows that the mode at -1.3f2 is more unstable than a mode at -1.7f2 but the spectrum
only reveals a lightly damped mode at -1.6Q. Nevertheless, the ineffectiveness of constant
gain control at high speeds is demonstrated both experimentally and analytically by Figures
5-19 and 5-20.
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Figure 5-18: 100% speed throttle ramp without control (3.6% level of steady injection).
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5.4 Summary of Constant Gain Control Experiments
Constant gain control has been implemented at two speeds on Stage 35. This simple control
scheme effectively stabilizes the first harmonic at 70% speed with the nominal 3.6% level of
steady injection. Both the first and second harmonics can also be stabilized with constant
gain control at 70% speed with a reduced level of steady injection (1.5% of the design
compressor mass flow rate). Root locus analysis demonstrates that the constant gain control
stabilizes the one dominant, lightly damped mode at this speed without destabilizing the
higher frequency compressible modes. However, constant gain control cannot stabilize the
multiple lightly damped modes of the 100% speed stall inception dynamics as shown by
stall transient data and the estimated closed-loop poles.
The following chapter tackles the control problem at 100% speed: implementing the cor-
rect frequency dependent scaling and spatial offset for the dominant compressible modes
using dynamic control. No further attempts have been made to improve the 70% results
presented in L thi1 chapt with reineu cotUroL laws UUeZ tU 1he liiUtd CVaIICLIJI tst
time. However, the model-based control design procedure presented in Chapters 6 and 7
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can also be applied to other compressor speeds. A dynamic control design may provide
further range extension at 70% since there is evidence of multiple lightly damped modes at
the limit of the achievable range extension with constant gain control.
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CHAPTER 6
DESIGN OF ROBUST DYNAMIC
COMPRESSOR CONTROL LAWS
The design of dynamic feedback control laws for stabilizing rotating stall and surge is
discussed in this chapter. The constant gain control results in the previous chapter demon-
strate the need for a frequency dependent (dynamic) control law which stabilizes the low
frequency pre-stall modes without destabilizing the higher frequency compressible modes
at 100% speed in Stage 35. As described in this chapter, a model of the unstable pre-stall
dynamics, which includes all of the unstable and lightly damped modes, is required to de-
sign such a dynamic control law (unlike a constant gain control law which can be tuned
experimentally without any knowledge of the dynamics). However, the unstable dynamics
cannot be measured until the compressor has been stabilized through feedback control.
The unstable dynamics are therefore estimated from the measured stable dynamics to over-
come this design quandary. This estimate of the unstable dynamics introduces uncertainty
into the control design process as described in Section 6.1, which outlines the design prob-
lem in detail. The dynamic control law must therefore be robust to differences between
the design model and the actual compressor dynamics. A host of control design algorithms
have been developed which are robust to uncertainty in the design model [8]. Section 6.2
describes the Ho, robust control approach that has been applied to stabilize this transonic
compressor at design speed. This section includes a brief overview of a standard He de-
sign procedure. Smith's newly developed eigenvalue perturbation design technique [55, 56]
has also been incorporated in the H. design to address uncertainty in the pre-stall modes
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as described in Section 6.2. This section concludes with a description of the design and
discrete-time implementation of the Ho control laws used to stabilize the zeroth, first, and
second spatial harmonic perturbations in Stage 35.
The experimental results using these H,, controllers are presented in the following chapter.
6.1 Compressor Control Design Problem
This section highlights the challenges of designing robust control laws to stabilize pre-stall
perturbations at 100% speed since the stall inception dynamics are not known exactly.
The comparisons between the theoretical and measured dynamics in Chapter 4 reveal that
the compressible model does not accurately capture either the stability of the pre-stall
modes or the transfer function zeros. The theoretical model can therefore not be used
for control design. Furthermore, the dynamics very near the neutral stability point have
not been accurately measured due to the poor coherence of closed-loop Empirical Transfer
Function Estimates (see Chapter 4).
The fact that the compressor operating point is not fixed also leads to uncertainty in
the control design problem_ The compressible theory and forced response measurements
indicate that there are several modes at 100% speed that are sensitive to changes in the
compressor mass flow rate; in particular, the stability of the low frequency modes is very
dependent on the compressor operating point. It is nevertheless desir'ed to find a single
control law for each decoupled spatial harmonic which is stable over the entire extended
range of operation, to simplify the scope of the control problem.' Experience has shown
that there is an inherent trade-off associated with designing one control law over an entire
speedline. On one hand, high control gains are required to damp very unstable modes at
the limit of range extension; however, a high gain control law can potentially destabilize
the system at higher mass flows which are otherwise stable in the open-loop case. The
robust control design technique described in the following section is robust to changes in
the pre-stall modes due to variations in the compressor mass flow.
'There are techniques known as gain scheduling for implementing time-varying control laws which change
depending on the plant operating point. These advanced techniques merit further study for implementing
compressor stabilization over the entire operating range of mass flows and rotor speeds.
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Additional modal uncertainty is introduced by the standard day temperature correction
that is typically used to set the rotor rotational frequency in high-speed compressors. The
corrected rotor frequency, Q, determines the compressor operating point; it is computed
from the physical frequency, Qphysical, and the inlet total temperature (K):
Q = f2physical (6.1)
where E is defined to be:
e _ Tte
288.2
This temperature dependence can have a significant effect on the physical rotor speed. For
example, a change from 30* C to 0' C results in a 10% increase in the physical rotor
frequency. This translates into significant uncertainty in the rotational frequencies of the
unstable low frequency harmonic modes (which scale with the rotor frequency as shown in
Chapters 3 and 4). However, the Hoo control design presented in this chapter also addresses
uncertainty in modal frequencies.
The unstable first and second harmonic dynamics at 100% speed have been estimated by
linearly extrapolating the eigenvalue and zero locations as a function of the compressor
mass flow rate. However, the only lightly damped zeroth harmonic eigenvalue whose sta-
bility is sensitive to mass flow changes is the low frequency [0, 0] mode (see the measured
eigenvalue migration plots in Chapter 4). The zeroth harmonic dynamics are therefore es-
timated by moving the [0, 0] mode, at the lowest measured mass flow, to the imaginary
axis. The following section describes how stabilizing controllers can be designed based on
the estimated neutrally stable zeroth harmonic dynamics and the estimated unstable first
and second harmonic dynamics.
The pole/zero plots and transfer functions for the zeroth, first, and second harmonic dy-
namics are presented in Figures 6-1 to 6-3 to illustrate the challenge of stabilizing the
compressible pre-stall dynamics from these design models. 2 In particular, the zeroth and
2 Pressure perturbations and injected mass flow rates are not nondimensionalized in the transfer functions
throughout this chapter since the model-based control is based on the physical plant inputs and outputs.
The pressure perturbations units are therefore psi; the injected mass flow rates have been scaled so that a
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first harmonic dynamics consist of closely spaced pole/zero pairs close to the imaginary axis.
The control design challenge is compounded by the significant phase loss over the frequency
range of interest. There are also several non-minimum phase zeros within the frequencies
of interest. Note that these design models include all of the important plant dynamics: the
servo-motor, the injector volume, the time delay between the injector and rotor, the small
amplitude pre-stall compressor dynamics, and the time delays associated with the digital
control law implementation.
command of -1 corresponds to the minimum injected mass flow (valve fully closed) and 1 is the maximum
value (valve fully open).
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Figure 6-1: Zeroth harmonic design model.
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Figure 6-2: First harmonic design model.
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Figure 6-3: Second harmonic design model.
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6.2 H,, Control Law Design
This section provides an overview of the Ho control law design algorithm used to compute
stabilizing controllers for Stage 35 at 100% speed. An overview of a standard Ho, design
approach is given in the first part of this section. The eigenvalue perturbation technique,
which addresses uncertainty in the pre-stall harmonic modes, is then outlined. Finally, the
development of the Stage 35 zeroth, first, and second harmonic controllers is presented.
These controllers are based on the estimated dynamics in Section 6.1.
6.2.1 Overview of H,, Control Design
This section is intended to provide the reader with a general overview of H.. robust control
including the robust control framework, the H,, control problem, and the solution to a
simplified problem. The standard mixed sensitivity design approach is also briefly described.
There is currently a great deal of literature on the theoretical and practical aspects of H..
control design and implementation; the reader is referred to the tutorial by Kwakernaak
[40] for a detailed overview of this topic.
Figure 6-4 illustrates the robust control framework for the general multi-input, multi-output
(MIMO) case. All of the plant dynamics, including the time delays and actuator dynam-
ics, are represented by the transfer function matrix, P(s). The MIMO control law which
calculates the control input, u(s),3 from the measured plant output, y(s), is labeled as
K(s) in the figure. For this entire derivation, it is assumed that the dynamics are linear
and time invariant (nevertheless, the control law is robust to operating point changes as
illustrated by the results in Chapter 7). Additionally, the derivation presented here is based
on real valued input and output signals (the procedure for converting the complex valued
spatial harmonic dynamics to a real representation is described below); the complex valued
derivation can be found in Feulner's thesis [17].
The key element of the robust control design is the perturbation structure, labeled A(s)
in Figure 6-4, which can be used to account for uncertainty in the plant dynamic model,
unmodeled dynamics, and unknown disturbances which influence the plant. The second set
3This signal is the control command signal labeled c(s) in Chapter 4.
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of plant outputs, z(s), are error signals which should be kept 'small'. The second set of
plant inputs, w(s), are unknown disturbances. As shown later in this section, the errors and
disturbances are specified by the control designer to meet certain stability and performance
objectives. Robust control design is a systematic method to find a compensator, K(s),
which minimizes the impact of the disturbances on the error signals.
A (s)-----
z~s) w(s)
P (s)
y(s) u (s)
K(s)
Figure 6-4: Robust control problem.
The dynamics of the A(s) block are considered to be unknown in the Ho, control derivation.
It is assumed that the perturbation dynamics are stable and that the error and disturbance
signals have been scaled so that the oo-norm of A(s) is less than one. The oo-norm is
defined to be the maximum, as a function of frequency, of the maximum singular value of
A(s):
IIA(s)IK = max &(A(jw)) (6.2)
<1 (6.3)
The oo-norm is equivalent to the maximum value of a Bode magnitude plot for the single-
input, single-output (SISO) case.
Returning to Figure 6-4, the plant dynamics can b 'expressed as a transfer function matrix:
z(s) P 1 1 (s) P12 (s) (w(s)
y(s) P2 1 (s) P2 2 (s) u(s)
Note that the actual plant dynamics are represented by P2 2 (s); the other elements of the
transfer function matrix are determined by the user-defined constraints which are explained
in greater detail below.
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The impact of the disturbance on the error signal with the plant under closed-loop control
is given by the following transfer function:
Tzw(s) = z(3) (6.5)
w(s)
= Pii(s) + P12 (s) (I - K(s)P22 (s)) 1 K(s)P 21(s)
As previously stated, the goal of this robust design procedure is to keep the error signals
small given the disturbances which drive the plant. Mathematically, the standard H
control problem is to find K(s) so that the oo-norm of the closed loop disturbance-to-error
transfer function is less than one:
IITzw(s)IIo < 1 (6.6)
The small gain theorem proves that finding such a solution will ensure that the closed-loop
system is stable for any allowable |IA(s)jK < 1 [8].
A solution to the HO problem can not be found if the user-defined design constraints are
too stringent. The procedure that has been adopted here is to solve the H. problem with
a given set of constraints (described below). The constraints are subsequently tightened
until no solution to the standard He problem can be found.
Another approach to this type of robust design problem is based on starting with a well-
defined fixed set of design constraints. The optimal H, control problem is then to minimize
y such that:
IITzw(s)Ijo < y (6.7)
The solution to this optimal control problem is found by solving the standard Ho problem
with decreasing values of -y. Since standard Ho design has been used for the compressor
stabilization application, the simplification of -y = 1 will be made in the following descrip-
tion.
The solution to the standard H. control problem is based on a state space representation
of the dynamics in Figure 6-4. The following notation will be used to define the state space
196
representation of the plant dynamics in Equation 6.4:
c(t) A B1  B 2  x(t)
z(t) = C1 Dil D 12  W(t) (6.8)
y(t) CJ [2 D 2 1 D 2 2 JL u(t)J
An advantage of the state space H, design procedure is that it can be solved quickly and
efficiently (see Doyle et al. [13] and Glover and Doyle [22]). All of the H control designs
presented in this thesis have been done with Matlab. A simplified problem (which reduces
the complexity of the solution) is outlined here to illustrate the main points of the solution
to the standard H, problem. The following restrictions are made for this example:
D1 = 0
D22 = 0
12 C D12 =0
BI T 0
D21 2
Additionally, it is assumed that (A, B1 ) and (A, B 2) are stabilizable and that (A, C1) and
(A, C2 ) are detectable. These assumptions carry over to the general case since unstable
modes which are uncontrollable or unobservable cannot be stabilized through feedback
control.
The controller is found by solving the following controller and observer Riccati equations
for the constant matrices X, and Y,,:
XOA + ATXO + CfC1 + XB 1BfX, - X 0B2B[XO = 0 (6.9)
YOAT + AYOc + BjBT + Yo CTCiYo - Y"o CTC2Yoo = 0 (6.10)
The HO problem for a given set of design constraints is solvable if the following conditions
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are met:
X0 > 0 (6.11)
YO > 0 (6.12)
Amax (XooYo) < 1 (6.13)
If these conditions are satisfied, one possible dynamic controller which solves the H. prob-
lem is given by the following state space representation:
*(t) = Aooic(t) - Loy(t) (6.14)
u(t) = Fok(t) (6.15)
where
Aco = A + B 1 B TXO + B 2Fo + LOC 2
LOO = -Y;1-_X00 CT
FO = -B2XO
The following definitions are made to rewrite the controller state equation:
y(t) = C2 k(t) (6.16)
woorst(t) = BTXOi(t) (6.17)
The controller state equation can be rewritten to gain some insight into the HO control law
by substituting Equations 6.15, 6.16, and 6.17 into.Equation 6.14:
;(t) = Ak(t) + Bi*worst(t) + B 2 u(t) + Lo (y(t) - y(t)) (6.18)
Equations 6.15, 6.16, and 6.18 are very similar to a standard observer-based control so-
lution. The control command in Equation 6.15 is found by multiplying the estimate of
the plant states, i, by a constant gain matrix. The state estimates, Equation 6.18, evolve
198
according to the plant A matrix and the plant control command, u(t). The observer term,
L. (y(t) - y(t)), corrects the state estimate based on the error between the estimated out-
put, Equation 6.16, and the measured output. However, the controller state equation also
has an additional term defined by Equation 6.17 which can be thought of as a 'worst-case'
disturbance which attempts to counteract the controller by amplifying the error signal [13].
It is up to the designer to choose the proper constraints to meet the desired performance
objectives. One approach that has proven to be effective in practice is known as the weighted
mixed sensitivity problem. This H, design allows the designer to directly shape some
important closed-loop transfer functions. The perturbation structure is shown in Figure 6-
5. The weightings, W1 (s), W2 (s), and W3 (s), are included in the H, design by augmenting
the plant dynamics with the weighting transfer functions. The transfer function shaping
roles are as follows:
1. Wi(s) shapes the sensitivity transfer function. The sensitivity transfer function
is defined to be:
S(s) e(s =(I+ P(s)K(s))-1  (6.19)
The weighting, W, (s), can be used to shape the sensitivity transfer function:
IIWi(s)S(s)I < 1 (6.20)
which is equivalent to:
5 (S (Mo) < IW-11(S) (6.21)
This is a performance robustness specification'which ensures that the error between the
reference input and the error signal is small; this is generally desired at low frequencies
for good low frequency tracking performance. The magnitude of W-1 (s) is therefore
usually set less than one at low frequencies. Since the compressor stabilization problem
is not a tracking problem, this weighting has been replaced by eigenvalue perturbations
described later.
2. W 2 (s) shapes the controller gain and bandwidth. The controller properties can
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be shaped through the perturbation structure in Figure 6-5. Consider the following
transfer function from the reference input to the plant input:
R(s) u = K(s) (I + P(s)K(s))-l (6.22)
then the weighting, W2 (s) enters the H. problem as follows:
11W2(s)R(s)IK. < 1 (6.23)
which is the same as
& (R(jw)) < W 1(s) (6.24)
It is beneficial to reduce the controller magnitude to avoid actuator saturation. The
controller bandwidth can also be weighted to account for limited actuator bandwidth.
3. W3 (s) shapes the closed-loop transfer function. The closed loop transfer func-
tion from the reference input to the measured output, known as the complimentary
sensitivity transfer function, is given by:
C(s) = ( = P(s)K(s) (I + P(s)K(s))- (6.25)
By incorporating the reference input and measured output into the perturbation struc-
ture as in Figure 6-5 and solving the H,, control problem, C(s) can be shaped through
the weighting W3(s):
IIW3(s)C(s)IK. < 1 (6.26)
which is equal to:
& (C(jM)) < W3 1 (s) (6.27)
The magnitude of W3 (s) is generally kept low to reduce resonant peaks in C(s)
(lightly damped closed-loop poles). Additionally, W-1(s) is rolled-off at high fre-
quency to guarantee stability robustness to high frequency modeling errors [40] and
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sensor noise.
The mixed sensitivity H, design satisfies all of the individual transfer function bounds
simultaneously. The order of the resulting H, control law is equal to the order of the
augmented plant which includes the weightings (a procedure to reduce the controller order
is described below).
z 3
2
----------------------------- A----------- -z-
W--- - -- ---2- -- - -- -3-
I 
+
K Bp
r__w - e K il
Plant
.x .. . .0 
-.
L2]-' +tPj-o,
Figure 6-5: Mixed sensitivity problem.
6.2.2 Eigenvalue Perturbation H, Design
The weightings W2 (s) and W3 (s) in the mixed sensitivity problem are included in the Stage
35 control designs to limit the controller gain and bandwidth and to shape the closed-loop
transfer function C(s). However, the sensitivity transfer function weighting is replaced by
the recently developed 'eigenvalue perturbation' weighting to directly address uncertainty
in the pre-stall eigenmode locations. Smith [55] designed this technique to include circular
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y
regions centered around the plant eigenvalues in the H, control design process. The re-
sulting control law will stabilize the plant for all possible eigenvalue locations within these
circular disks. The theoretical development and proofs can be found in [55].
Smith used this method to control a flexible structure, which like the compressible stall
inception dynamics, has multiple lightly damped modes. He used eigenvalue perturbations
to represent uncertainty in the natural frequencies of the flexible modes. However, circular
disks near the imaginary axis that overlap the right-half plane can lead to conservative
designs for structural systems since they cannot be open-loop unstable. On the other hand,
eigenvalue perturbations are well suited to the compressor stabilization problem. As shown
below, Stage 35 H, control laws have been developed with large circular regions which
encompass both the unstable estimated eigenvalues and part of the stable left-half plane.
This leads to control laws which do not destabilize the compressor at high mass flows, while
stabilizing the unstable modes at low mass flows. Eigenvalue perturbations also address the
uncertain eigenfrequencies described in Section 6.1.
Only the mechanics of the eigenvalue perturbation design algorithm are described here.
Figure 6-6 illustrates the modification that has been made to the previously described
mixed sensitivity perturbation structure. To highlight the eigenvalue perturbations, the
patron btrutur h 'abn cp1 ;i-nt twr pa-rt' ;n Frngre (-: A (s) fnr the eigpnvn1,,p
perturbations and AR(S) for the two remaining transfer function perturbations. These per-
turbations are actually combined into a single unstructured block. The following notation
is used to define the real valued plant dynamics:
ip(t) AP B xp(t) (6.28)
Ly M j) CP DP JLU(t)J
Consider the case for AR(S) = 0. The remaining perturbation modifies the Ap matrix in
the plant state equation:
5p(t) = Apxp(t) + W11AEW1 2xP(t) +Bpu(t) (6.29)
(Ta +w11AEW12)Xp(o
The eigenvalue perturbations are constructed through a clever choice of the A411 matrix andi
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Figure 6-6: Mixed sensitivity with eigenvalue perturbations.
the two constant weighting matrices, W11 and W12 .
A similarity transform is applied to cast the A, matrix into the following block diagonal
modal form:
011 -Wi
W1 011
A, = UN WN (6.30)
WN UN
On -Wn
Wn oUn
where the ith eigenvalue is defined to be Ai = ai + jwi. Equation 6.30 represents a plant
with 2n complex eigenvalues such as the pre-stall dynamics (the eigenvalue perturbation
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structure is easily extended to real valued eigenvalues). The AP matrix is ordered so that
the 2N modes to be perturbed are in the upper left-hand portion of Ap. For the Stage 35
control designs, these 2N eigenvalues are the lower frequency, lightly damped modes.
The weighting matrices are structured to form the following diagonal matrix of scalar values:
[[
W1
W1
WN
WN
0
0
WN
0
0
0I
(6.31)
}2N
}2(n -N)
(6.32)
(6.33)
(6.34)
W = WW12
F ITTT
=VVNj[ 0
Smith proves that the scalar value, wi, in W is the radius of the
centered around the ith eigenvalue, Xj.
circular. uncertainty region
The remaining transfer function weighting dynamics are defined by the following state space
matrices:
u(t) to Z2 (t)
y(t) to z3 (t) :
E2 t)
z2 (t)5C W:Z3t I]
A2 B2 X2( )
C2 D2 U(t)
A3 B3 X3 (t)
C3 D3 Y W)
(6.35)
(6.36)
The following state space model represents the plant dynamics augmented with the eigen-
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value perturbations and the R(s) and C(s) transfer function weightings: 4
PMt) A 0 0 W1 1 0 B, -
2(t) 0 A2  0 0 0 B2  X2(M
x2 (t)
3 B3 C, 0 A 3  0 0 B 3DP X3 )
zi(t) = W12  0 0 0 0 0 (t)(6.37)
z2 (t) 0 C2 0 0 0 D 2
w2 (t)
z3 (t) D3C, 0 C3 0 0 D 3D, 0)
e(t) -C, 0 0 0 I -Dp
6.2.3 Stage 35 100% Speed Spatial Harmonic Controllers
Four different H,, control laws for Stage 35 at 100% speed are presented here and in
Chapter 7: a zeroth harmonic, two first harmonic, and a second harmonic controller. They
are the result of an iterative design and testing process. The design process is described first,
followed by the design constraints, and performance limits that have been encountered. The
development of discrete-time approximations of these control laws (which are implemented
with the control computer) is then described.
Stage 35 Hoo Control Design A systematic approach is used to design each of the
harmonic HOo controllers. The control design described above is based on real coefficient
state space dynamic models. Therefore, the SISO actuator and compressor transfer func-
tions must first be converted to a real state space form. They must also be 'balanced' to
improve their numerical properties and ensure convergence of the H.. design algorithms in
Matlab. The zeroth harmonic dynamics are real valued. However, the state space models
for the n > 0 harmonics are complex, so that stindard transfer function-to-state space
model conversion yields complex states and matrices:
in M)= Axn(t) + Biin(t) (6.38)
WO = Cxn(t) + Diin(t) (6.39)
4 Note the change in notation from the previous derivation of the H. control problem. The error signal,
e(t), is the plant output which is fed into the controller K(s) (not the measured output, y(t)).
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Splitting the states, inputs, and outputs into real and imaginary parts leads to the following
MIMO real valued state space formulation [46]:
in (t) Ag -A! xn,(t) [ BR -Br iin (t) (6.40)
Fin (t) Aa A J xna, ) Bi F Bi _J i
9n, (W Ca - C! xnR ( ) De -D!Z finR (W (6.41)
gne (t)j C! Cg Xna (t)W D D9Z Ji fne ( )
There are now two inputs and outputs for each of the rotating stall harmonics. Additionally,
the model order has doubled.
Next, the compressor dynamics are combined with the actuator dynamics to form the plant
state space model. For the n > 0 harmonics, the actuator dynamics must be included for
both the real and imaginary parts of the compressor -dynamics [46]. A similarity transfor-
mation is then applied to the plant to convert the AP matrix into modal form and sort
the eigenvalues. Finally, the augmented plant is constructed with the weightings detailed
below. The H, design problem is then solved for the control law. The resulting controller
is checked by comparing R(s) and C(s) with the transfer function weightings. The stability
of the closed loop system with the plant eigenvalues at one limit of the uncertainty region
is also verified. The controllers described in this chapter are the result of iteratively apply-
ing this process with different design constraints and experimentally testing the controller
effectiveness.
H. Harmonic Control Design Constraints A zeroth harmonic control law, Ko(s),
two first harmonic controllers, Ku(s) and K1 2 (s), and a second harmonic controller, K2 (s)
are presented in this chapter. The design parameters for each harmonic consist of the
eigenvalue perturbations (number and size) and the transfer function weightings, W2 (s)
and W 3 (s). Three of the control laws shown here include only one eigenvalue perturbation
for the unstable low frequency harmonic mode; the fourth, which is a first harmonic control
law, has five perturbed eigenvaiues. For simplicity, the weightings are chosen as proper first
order transfer functions. The design parameters for these weightings are the DC gain and
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corner frequency of W2 1 (s) and W31(s) which shape R(s) and C(s) respectively.5
The four sets of control design constraints are summarized in Table 6.1, which includes
the radii of the eigenvalue uncertainties, the DC gain of the first order transfer function
weightings, and the weighting crossover frequencies (where the magnitude plot crosses 0
dB). The frequencies in this table have been nondimensionalized by the rotor frequency.
For comparison, the actuator bandwidth is equal to 1.4Q. The eigenvalue perturbations of
these designs are plotted in Figures 6-7, 6-8, 6-9, and 6-10 (the scale of these plots makes the
circular uncertainty regions appear as ellipses). These figures also include the Bode plots
of the controllers; note that the controller dynamics for the n > 0 harmonics are plotted as
complex SISO transfer functions for clarity.6
Table. 6.1: H. Control Design Constraints.
Eigenvalue W2 (s) W3 (s)
Perturbation Radii DC Gain Crossover Freq. DC Gain Crossover Freq.
(Wi/Q) (dB) (WC/Q) (dB) (WC/Q)
Zeroth Harmonic Ko(s)
0.03 60 1.4 40 2.2
First Harmonic K11 (s)
0.11 40 1.1 40 1.4
First Harmonic K 12(s)
0.11, 0.05, 0.05, 0.04, 0.01 40 2.8 40 2.8
Second Harmonic K2(s)
0.11 40 2.8 40 2.8
The design process was conducted by attempting to maximize the eigenvalue perturba-
tion radii while limiting the DC gain and crossover frequency of the closed-loop controller
and complementary sensitivity transfer functions. The primary design trade-off is that
larger perturbation radii require higher DC gains- and more bandwidth of the weighted
controller transfer function, R(s), and the closed-loop system, C(s). As described above,
no Ho, solution can be found for constraints that are too stringent (specifying large eigen-
'The poles of W2 1(s) and W3' (s) are the zeros of the weightings W 2 (s) and W3 (s) which are included
in the aug-mented plant. A high frequency pole at over 100 times the actuator bandwidth is included to
make these transfer functions proper.
6 The controller transfer functions can also be plotted in terms of the real valued MIMO representation
singular values. However, such a representation does not include the rotational direction information which
is captured by the sign of the frequency of the SISO dynamics.
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value perturbations while imposing transfer function weightings with low DC gain and/or
bandwidth). During the course of the design process, it was determined that tight design
constraints which approach the unsolvable limit of the H. problem result in control laws
that are open-loop unstable (the H, control problem ensures only that the closed-loop
system is stable). Unstable dynamic control laws can be implemented in practice by setting
the initial controller states to zero and ensuring that the control law states evolve only when
the controller is in the feedback loop (i.e. when there is a measured error signal). However,
open-loop unstable controllers have not been tested on Stage 35 to avoid these complica-
tions. The design parameters in Table 6.1 therefore represent the tightest constraints that
can be achieved with stable control laws.
The H, control designs for each of the harmonic controllers are outlined below. It is
important to note that this is a general procedure which has been applied to three different
sets of dynamics.
Zeroth Harmonic Finding one robust H. control law for the entire compressor operat-
ing range proved to be difficult for the zeroth harmonic dynamics. As shown in Table 6.1,
the transfer function weightings are fairly relaxed for KO(s); the resulting R(s) and C(s)
transfer functions are well within these weightings. The critical constraint for this control
problem is the perturbation of the [0, 0] eigenvalue which is fairly small compared to the
other harmonic controllers since a larger radius results in an unstable control law. Actuator
bandwidth is not the limiting factor since the eigenvalue uncertainty cannot be enlarged by
further relaxing the transfer function weightings even if the actuator bandwidth is assumed
to be twice its actual value. A mixed sensitivity control design (with no eigenvalue per-
turbations) was also tested based on estimated unstable dynamics. This proved to be less
effective than the eigenvalue perturbation design. Although the eigenvalue perturbation on
[0, 0] for KO(s) is fairly small, this lack of robustness is offset by the fact that the stability
of the [0, 0] eigenvalue does not change as much with mass flow as the [1, 0] and [2, 0]
modes (see Chapter 4). The cancellation of the plant left-half plane zeros and poles with
the compensator poles and zeros can be seen by comparing the plant transfer function in
Figure 6-1 to the compensator transfer function in 6-7; the controller gain is however fixed
in the frequency range of the perturbed [0, 0] mode. These general traits are common to
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all four of the H, control laws.
First Harmonic The two first harmonic controllers, K 1 (s) and K12 (s), provide the
same experimental range extension. However, the transient stall inception data in Chapter
7 shows that there are more lightly damped compressible modes with the K11 (s) control
law than with K 12 (s) which has five eigenvalue perturbations. Note that the additional per-
turbations used to design K 12 (s) do not account for unstable higher frequency compressible
modes (since the additional uncertainty regions do not overlap the right-half plane). No
stable H, controller could be found for multiple unstable perturbations.
The design trade-off for these two designs is indicated in Table 6.1. With one eigenvalue
perturbation, the weighted transfer functions cross over at the actuator bandwidth. To
address uncertainty in the higher frequency modes, the bandwidth of the K12(s) constraints
must be doubled. The perturbation size of the [1, 0] mode is not limited by the actuator
bandwidth in either case. Comparison of the two controller transfer functions in Figures
6-8 and 6-9 reveals only subtle differences in the magnitude and phase plots. The primary
differences for the K 12 (s) compensator are the sharper notches at the frequencies of the
additional perturbed modes.
Second Harmonic The primary constraint for the second harmonic controller is band-
width, due to the higher temporal frequency of these dynamics. However, the second
harmonic modes (which are more stable than the zeroth and first harimonics modes) are
well damped compared to the zeroth and first at the limit of the achievable range extension
as shown by the experimental data in the next chapter.
Discrete-Time Controller Approximations The dynamic control laws must be con-
verted to discrete-time to be implemented with the control computer. Additionally, the
order of the controllers must be reduced so that all of the necessary calculations can be
completed at the 3.0 kHz sampling frequency.
The model reduction of the continuous-time control laws is based on the Hankel singular
value decomposition [8]. The controller modes which are less observable and controllable are
truncated based on the Hankel singular values. The reduced order model is then converted
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to discrete-time using Tustin's approximation [45] with frequency prewarping. The zeroth
and first harmonic controllers are prewarped at 1.10 while the second harmonic is prewarped
at 1.7Q. The resulting discrete-time control state space model is then balanced. The state
space matrices are also rounded to nine significant digits to reflect the accuracy of the
control computer calculations.
The model reduction and discrete-time approximation has been implemented through trial
and error. The performance of the approximate control laws based on the original continuous-
time design constraints is verified with the zero order hold (ZOH) equivalent of the discrete-
time controller and the perturbed plant design model. There is some unavoidable degrada-
tion due to the reduced order discrete-time control implementation. The transfer function
weightings are violated by less than 5 dB for perturbed models with eigenvalues that fall
within 95% of the specified uncertainty radii.
The original continuous-time controller dynamics are compared to the discrete-time approx-
imations in Figure 6-11 to 6-14. The continuous-time transfer functions are plotted with
a solid line and the discrete-time approximation is plotted with a dashed line. The zeroth
harmonic controller has been reduced from 23 to 10 states; the approximate dynamics cap-
ture the main features up to 1.2n as shown in Figure 6-11. Figure 6-12 to 6-14 indicate that
the first and second harmonic control dyIaa.ics-- ---- a -----ae wel T 1nrs Iarmonicbil II t alubu.;~l UL iluIA ltUU LYLd-riusax appruximd.Lleu Weil. J. lie ursii, narmxijic
controllers are reduced from 30 original states to 10 states for Ku(s) and 16 for K12 (s)
(which has important features at higher frequencies). The second harmonic controller is
only reduced to 12 states from 16 due to the higher frequency second harmonic dynamics.
Closed-loop ETFEs, described in Chapter 4, have been used to verify that the implemented
control law matches the desired discrete-time dynamics. An example is shown in Figure
6-15 which shows the identified K1 , dynamics as a solid line and the desired dynamics as a
dashed line.
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Figure 6-7: Ko(s) H,,,, control law.
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Figure 6-8: K11(s) H,,,, control law.
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Figure 6-9: K12(s) H. control law.
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Figure 6-10: K2(s) H. control law.
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Figure 6-13: K12 continuous (solid line) and discrete-time (dashed line) controller dynamics.
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Figure 6-15: Comparison of identified (solid line) and desired (dash line) Ki1 dynamics.
6.3 Summary of Ho, Control Design
Robust Ho, control laws for stabilizing rotating stall and surge in Stage 35 at 100% speed
have been developed. Since the unstable dynamics are unknown, the model-based control
design is based on estimated dynamics. Separate control laws were developed for the zeroth,
first, and second harmonics. The design model modal uncertainty and migration of the pre-
stall modes is directly addressed with an eigenvalue perturbation Hoo design technique.
Dynamic weightings are also included to limit the DC gain and bandwidth of the closed-
loop controller and complimentary sensitivity transfer functions. Continuous-time control
dynamics are approximated with a reduced-order discrete-time implementation.
The experimental validation of these robust control laws is described in the following chap-
ter.
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CHAPTER 7
DYNAMIC COMPRESSOR CONTROL
RESULTS
Experimental results with the four H, control laws developed in Chapter 6 are presented
in this chapter in several sections. The performance of the controllers at 100% speed with
the nominal 3.6% level of steady injection is discussed in the first section. The robust-
ness of the model-based control designs to changes in the steady operating point and to
modified actuation schemes (which would be easier to implement in an engine) are then
outlined in Sections 7.2 and 7.3. Finally, the robustness of the stabilized system to large
amplitude disturbances is explored in Section 7.4. The 100% speed dynamic control results
are summarized in Section 7.5.
7.1 Nominal Operation
Six different combinations of discrete-time H, control laws, listed in Table 7.1, are presented
here. All of these control experiments were conducted with the nominal 3.6% level of steady
injection along the 100% speed compressor characteristic. The extended speedline is plotted
in Figure 7-1. The mass flow at stall for the baseline characteristic with no injection is 18.73
kg/s. The nominal level of steady injection reduces the stalling mass flow to 17.92 kg/s (a
4.3% reduction) to point A in Figure 7-1. Stabilizing the zeroth harmonic provides a small
amount of range extension of 0.4% to point B (the percent change in the mass flow at stall
due to active control is included in parentheses in Table 7.1). However, stabilizing the first
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harmonic alone does not provide any range extension, indicating that the zeroth harmonic is
the most critical. This result differs from the experimental results in Chapter 5, which were
conducted earlier in the test program before the compressor was reassembled. Controlling
both the zeroth and first harmonics extends the operating range to 17.36 kg/s (point C in
Figure 7-1). Stabilizing the zeroth, first, and second harmonics reduces the stalling mass
flow to 17.27 kg/s (a 3.5% reduction due to active control). Both of the first harmonic
controllers, Kii(z) and K 12 (z), produce the same range extension. Although not shown in
Figure 7-1, all of the control laws are stable over the entire 100% speed operating range.
Table 7.1: 100% speed H. control experiments (3.6% level of steady injection).
Control Laws Mass Flow at % Decrease Mass
at Stall (kg/s) Flow at Stall
None 17.92 4.3
Ko(z) 17.85 4.7 (+0.4)
Ki(z) 17.92 4.3
Ko(z), K11(z) 17.36 7.3 (+3.0)
Ko(z), Kii(z), K2 (z) 17.27 7.8 (+3.5)
L Ko(z), K12(Z), K2 (z) 17.27 7.8 (+3.5)
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Figure 7-1: 100% speed H. control speedline (3.6% level of steady injection).
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The no control pre-stall transient data (with the unsteady static pressure nondimensional-
ized by the steady inlet dynamic pressure) for a slow throttle ramp into stall is shown in
Figure 7-2. The scale of the perturbations is the same as in Chapter 5; however, the power
spectra scales have been reduced by a factor of 10 to highlight the important features. The
pre-stall perturbations in Figure 7-2 are composed of rotating first harmonic perturbations
superimposed on zeroth harmonic oscillations. This is consistent with the fact that classic
surge is encountered at 100% speed (the post-stall data is described in detail below). The
zeroth Spatial Fourier Coefficient (SFC) power spectrum in Figure 7-2 shows that the [0,
0] mode at 0.1 is lightly damped. The first harmonic power spectrum reveals the lightly
damped [1, 0] mode rotating at 0.4 and a fixed amount of traveling energy at 1M. The
second SFC power spectrum shows that there are no large second harmonic perturbations.
The pre-stall data with the zeroth harmonic under active control is shown in Figure 7-3.
The pre-stall perturbations and power spectra confirm that the [1, 0] mode at 0.4n now
becomes unstable. The zeroth harmonic power spectrum also has some very low frequency
oscillations; however, the [0, 0] mode is well damped. Figure 7-4 shows the throttle ramp
data with the first harmonic under control with K1 1 (z); the [0, 0] mode is the unstable
mode in this case. The pre-stall perturbations in Figure 7-4 also have small second har-
monic perturbations superimposed on the large zeroth harmonic oscillations. Although the
second harmonic modes are well damped at this steady operating point based on the system
identification results in Chapter 4, it is believed that the second harmonic is coupled to the
large axisymmetric mass flow oscillations during the surge cycle: the low mass flow during
the surge oscillations accesses the unstable second harmonic dynamics. Stabilizing the ze-
roth and first harmonics, shown in Figure 7-5, results in an unstable [2, 0] mode at 0.9Q
which can also be seen in the pressure traces. The two cases with stabilization of all three
harmonics under control can be found in Figure 7-6 for K1 1 (z) and Figure 7-7 for K 12 (z).
No distinct sinusoids are present in the pre-stall traces in either case. There is however a
small zeroth harmonic oscillation at 0.3Q in the spectra in both of these figures. Figure 7-6
shows that there is a significant amount of traveling energy at 1Q with K11 (z) which does
not include higher frequency eigenvalue perturbations. In contrast, the other first harmonic
control law, K12 (z), damps the once-per-rev signal but loses stability of the [1, 0] mode.
The pre-stall perturbations in Figure 7-7 also show some short length scale perturbations.
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At the limit of range extension with active control, the cause of the instability is no longer as
clear as at higher mass flows; there are no obvious sinusoidal perturbations in the pre-stall
traces in Figures 7-6 and 7-7. However, it is believed that the H.. control laws are no longer
effective at the limit of the range extension because the stability of the actual [1, 0] eigenvalue
is beyond the eigenvalue perturbation disk of the first harmonic control law. The unstable
eigenmodes cannot be measured directly due to the poor closed-loop system identification
results in Chapter 4. However, Figure 7-8 shows the extrapolated first harmonic poles at
17.27 kg/s which support this assumption. The design model eigenvalues are shown with
x's; the extrapolated poles are indicated by asterisks. Note that the estimated [1, 0] mode is
close to the original eigenvalue perturbation boundary at the low mass flow. Furthermore,
the discrete-time control law approximation reduces the size of the achievable eigenvalue
perturbation. As seen in the first harmonic power spectrum in Figure 7-7, the [1, 0] mode
is no longer well damped at the lowest achievable mass flow. This analysis implies that
although it is not certain that the lightly damped [1, 0] mode is the cause of instability
at this operating point, the compressor dynamics are near the limit of the control law's
capabilities.
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At 70% speed, stabilizing the small amplitude pre-stall perturbations influences the devel-
opment of the full scale instability. This is also the case at 100% speed. The post-stall data
is plotted for the six sets of throttle ramp data in Figures 7-9 and 7-11. This data reveals
the coupling of the zeroth, first, and second spatial harmonics. The classic surge instability
described by Greitzer [25] can be seen in the top set of traces with no control in Figure 7-9.
The transition into surge is initiated by app~roximately 12 rotor revolutionq of rntatling stall
during the first half of the surge oscillations. The single-lobed rotating stall cell is cleared as
the compressor mass flow increases during the second half of the surge cycle. The rotating
stall cell then reappears during the next surge cycle (as the compressor mass flow reduces,
the static pressure in the inlet duct rises uniformly before rotating stall is reinitiated). The
surge instability and single rotating stall cell appear to develop from the lightly damped
zeroth and first harmonic modes in Figure 7-2.
Instability with zeroth harmonic control is shown fn the bottom set of classic surge traces
in Figure 7-9. This case is very similar to the first case. The stable mass flow range is
increased by a small amount before the unstable [1, 0] mode grows into a large amplitude
rotating stall cell; it is believed that the low mass flow of the rotating stall cell overcomes
the linear- zeroth harmonic controller effectiveness and leads to surge.
The instability wit fis hr ic control, at the top of Figure 7-10, is very interesting.
There are initially two rotating stall cells even though the small amplitude second harmonic
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dynamics are well damped at this mass flow; this is consistent with the zeroth and second
harmonic pre-stall perturbations in Figure 7-4. A single rotating stall cell then appears
after the next surge cycle. Two rotating stall cells are also present in the bottom traces in
Figure 7-10 with control of the zeroth and first harmonics. The two cells appear to develop
from the lightly damped pre-stall second harmonic in Figure 7-5.
The last two sets of traces in Figure 7-11 show that stabilizing the second harmonic leads to
a single rotating stall cell. The instability inception at the limit of range extension is more
irregular in these cases. Unlike the previous four cases, short length scale perturbations are
present as the compressor transitions into fully developed classic surge.
The unsteady position of one of the actuators is plotted in Figure 7-12 for the two zeroth,
first, and second harmonic control experiments. More control effort is needed to stabilize
the compressor at 100% speed compared to the 70% speed results in Chapter 5. The larger
actuator motion with the second control law may be due to the resonating [1, 0] mode in
Figure 7-7.
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first, and second harmonic
7.2 Robustness to Steady Operating Point Changes
The 100% speed H. control laws have also been tested with two changes of the nominal
operating point (besides mass flow), in one case by reducing the steady injected mass flow,
and in the other by operating at 95% speed. All of these experiments were conducted
with H, control of all three harmonics using K1 2 (z) to stabilize the first harmonic. The
single eigenvalue perturbation first harmonic controller, Kli(z), proved to be ineffective
at these operating conditions because of rotating energy at 1Q. Even using K 12 (z), the
range extension was limited with these variations in the steady operating point due to a
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significant change in the stall inception dynamics that is not captured by the H.. control
designs (in contrast to the retuned constant gain control results at 70% speed which have
a significant range extension). The reduced steady injection tests are summarized in Table
7.2, which compares the mass flows at stall with and without control. Table 7.2 shows that
the range extension is limited with even small decreases in the steady injected mass flow
rate. The results along the 95% speed compressor characteristic (with the nominal 3.6%
level of steady injection) are shown in Figure 7-13, which also includes the extended 100%
speed compressor map for reference. At 95% speed, active control only reduces the mass
flow at stall from 16.25 to 15.97 kg/s (a change of 1.7%). The transient data for all of these
operating point changes indicate that the first harmonic perturbation is not well damped.
These robustness tests highlight the drawback of model-based control design. The control
laws must be redesigned whenever changes in the operating point alter the stall inception
dynamics.
Table 7.2: 100% speed H. control experiments with less steady injection.
Steady Injection Level
(% of design mass flow)
3.6
3.2
2.9
2.6
Mass Flow at Stall
w/o Control (kg/s)
17.92
17.92
18.05
18.10
Mass Flow at Stall % Change
w/ Control (kg/s)
17.27 3.6
17.38 3.0
17.58 2.6
17.96 0.1
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7.3 Modified Actuation Schemes
Different actuation schemes, which simplify the implementation on an engine, were also
tested with three of the Ho, control laws, Ko(z), K 12 (z), and K2 (z). The control experi-
ments along the nominal 100% speed compressor characteristic with 3.6% steady injection
were conducted using 8, and then 6, actuators for active control. The unused actuator
positions were fixed to be half open to keep the steady injection level constant. Eight ac-
tive actuators, with four unused actuators evenly separated by 90*, provide the same range
extension as twelve. However, the stalling mass flow with six evenly spaced actuators can
only be reduced by 1.1% to 17.72 kg/s. The pre-stall throttle ramp data with six actuators
plotted in Figure 7-14 reveals that the zeroth harmonic [0, 0] mode becomes unstable. This
is surprising since it was expected that the sinusoidal first and second harmonics would
be more dependent on the actuator circumferential resolution; however, the rotating per-
turbations are well damped. The actuators are not saturated before the compressor stalls.
The stabilization experiment with six actuators was also attempted with different DC gains
for the zeroth harmonic controller (to account for the fewer actuators) which proved to be
unsuccessful. No explanation has been found for the inability to damp the zeroth harmonic
perturbations with six actuators.
Steady injection is a drawback of linear control since it would require a large amount of recir-
culated air in an engine application. An experiment was therefore proposed using 'l-sided'
actuation; here the actuator valves are only allowed to open. Ideally, all twelve valves would
nominally be closed during stable operation and opened as needed to stabilize the compres-
sor. However, the harmonic Hoo control laws are not robust to such a significant change
in the steady compressor operating condition as described above. The 1-sided actuation
experiment was therefore conducted with the valves nominally half open (the operating
point at which the model-based control laws were designed). The sinusoidal commands
were simply thresholded to only permit a valve motion from half open to fully open (the
dynamic feedback control laws were not otherwise modified). This actuation scheme proved
to be slightly more effective than the sinusoidal control command as shown by the extended
speedline in Figure 7-15. Since the time averaged injected mass flow increases from 3.6% to
4.0%, the controlled speedline is shifted to a slightly higher pressure rise. The mass flow at
stall with 1-sided actuation is 17.16 kg/s (reduced by 8.4% from the solid casing baseline).
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7.4 Robustness to Large Amplitude Disturbances
The nonlinear control schemes which were briefly reviewed in Chapter 1 were designed to be
robust to large amplitude disturbances which can drive the system away from its equilibrium
(the nonlinear control law used by Eveker [16] has been implemented on Stage 35 with 1-D
air injection as described in Appendix D). Recent theoretical results [53] indicate that linear
feedback control can also effectively reject disturbances which would otherwise trigger surge
and rotating stall. It was therefore desired to test the disturbance rejection properties of
the HOO controllers on Stage 35.
However, the Stage 35 test facility was not designed to introduce large amplitude transient
disturbances (for example the downstream throttle valve can only be moved slowly). The
following experiment was therefore conducted to approximate the effect of large transient
disturbances. The mass flow was reduced below the open-loop neutral stability point with
control activated. Control was then switched off for a predetermined amount of time. During
the period of no control, the unstable perturbations grew to large amplitude. When the
controller was switched back on, the controller was effectively required to re-stabilize with
large initial conditions, simulating a large amplitude disturbance. All of the disturbance
rejection experiments were conducted with the KO(z), K 12 (z), and K 2 (z) control laws.
If the controller is turned off long enough, the compressor goes into fully developed classic
surge. However, the H,, controllers can recover from the large amplitude instability as
shown by the two data sets in Figure 7-16. The controller was switched off for 5 seconds
during both of these tests.
The data at the top of Figure 7-16 is taken at a mass flow just beyond the open-loop
neutral stability point. The nondimensionalized pfessure traces show that the compressor
transitions into fully developed classic surge approximately 300 rotor revolutions after the
controllers are turned off. The second trace is the measured steady total pressure ratio
(a low bandwidth measurement) across the compressor which falls significantly during the
unstable operation. Shortly after 1400 revolutions, when the control laws are reinitiated,
the pressure perturbations and compressor pressure rise return their previous values.
The set of data at the bottom of Figure 7-16 is taken near the limit of the extended compres-
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sor operating range. When the control is turned off at this lower mass flow, the compressor
transitions into surge within 20 rotor revolutions, since the zeroth and first harmonics modes
are more unstable than in the previous experiment. The steady compressor total pressure
ratio also falls to a lower level.
Tests were also conducted at a mass flow approximately halfway between the two mass
flows in Figure 7-16 to quantify the size of the rotating stall and surge perturbations that
can be recovered. Two of these cases are shown in Figure 7-17. Recovery from a rotating
disturbance is shown on the left and re-stabilization of fully developed classic surge is
shown on the right. One nondimensionalized pressure trace and one measured actuator
position for the rotating disturbance are shown in the top left-hand plot in Figure 7-17.
The accompanying Lissajous figure in the lower left plots the zeroth against first harmonic
amplitude to show the trajectory of the system state back toward equilibrium. The units of
pressure are (Ptinet -Piniet) so that the initial perturbations can be seen to be a substantial
fraction of the mean inlet dynamic pressure. The first point in this plot is the amplitude
of the perturbations at the instant of control reinitiation, which is the relevant measure
of disturbance rejection. The initial rotating disturbance on the left can be seen to be
primarily a first harmonic disturbance. This is the largest purely rotating disturbance that
can be recovered at this operating point. If the controllers are turned off for a slightly longer
period of time, the system completes one surge cycle before being re-stabilized. As in the
uncontrolled case, the 1-D surge oscillation clears the rotating stall cell. The surge recovery
on the right side of Figure 7-17 shows a case with large initial zeroth and first harmonic
disturbances. In this case, the full range of actuator valve motion is required to re-stabilize
the system.
These robustness tests demonstrate the effective disturbance rejection properties of the H.
control designs. The small amplitude linearized dynamics also provide a handle on the large
amplitude instability since the linear model-based control laws can re-stabilize the system.
The effectiveness of the air injection is also demonstrated by the ability to stabilize large
amplitude disturbances.
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7.5 Summary of H,, Control Experiments
The effectiveness of the HO control laws for stabilizing rotating stall and surge at 100%
speed has been investigated. The dynamic controllers are stable over the entire range
of operation along the 100% speedline with the nominal 3.6% level of steady injection.
Stabilizing all three harmonics yields a 3.5% range extension. The contributions of each
pre-stall harmonic to the small amplitude perturbations and full scale instability have also
been studied by independent control of each harmonic. The H" control laws also proved
to be effective using eight actuators and 1-sided actuation commands.
Although the controllers are not very robust to decreased steady injection and running at
part speed, the control laws are able to recover from large amplitude unstable perturbations
indicating the effective disturbance rejection properties of the linear feedback control sys-
tem. The controllers are able to restabilize the system from fully developed classic surge.
However, a fully developed rotating disturbance cannot be recovered without undergoing
one complete surge cycle.
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CHAPTER 8
CONCLUSIONS
An overview of this high-speed compressor stabilization research is presented in Section
8.1. Section 8.2 summarizes the main results and conclusions. Recommendations for future
work are given in Section 8.3.
8.1 Overview of Research Program
This section provides a general overview of this high-speed compressor system identification
and control research. A detailed summary of the main results and references to previous
research efforts can be found in the next section.
High bandwidth pressure sensing and air injection actuation have been used to measure the
pre-stall dynamics and stabilize rotating stall and surge in a transonic compressor. The
system identification results have been utilized to validate and refine a theoretical stall
inception model which accounts for compressible effects and to design model-based Ho
controllers.
The dynamics of the zeroth, first, and second spatial harmonics have been identified at
70% and 100% speed. The measured transfer functions indicate that the number of lightly
damped pre-stall modes which are within the bandwidth of the actuators increases at higher
rotor speeds. The measured effects of compressibility are consistent with a recently devel-
oped theoretical stall inception model. The compressible theory has been developed as part
of a collaborative effort with Luc Frechette [20]. Computational and modeling tools have
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been developed to apply the linearized model to the test compressor and account for the
effects of steady and unsteady air injection. The theoretical model captures the qualitative
effects of compressibility on the pre-stall modal dynamics; however, it is not yet a predictive
tool for stall inception and control design as detailed in the following two sections.
At 70% speed with a tip Mach number of 1.0, the compressor instability is rotating stall.
The stall inception dynamics have been shown to be very similar to much lower speed
compressors (with tip Mach numbers of 0.25) with primarily one lightly damped mode
for each spatial harmonic. Constant gain feedback modal control, which has proven to
be effective in previous low-speed applications, is therefore able to effectively stabilize the
compressor at 70% speed.
However, the spatial harmonic dynamics, which lead to classic surge at 100% speed, are
comprised of several lightly damped modes. It has been shown that a constant gain con-
trol law cannot increase the compressor operating range at this speed because the higher
frequency 'compressible modes' are destabilized. Hoo control law designs, which include
an eigenvalue perturbation technique, have therefore been developed to stabilize the multi-
modal dynamics at 100% speed. The dynamic controllers have proven to be robust to mass
flow changes along the 100% speed characteristic and to large amplitude disturbances.
8.2 Summary of Results and Conclusions
NASA Stage 35 is the first high-speed compressor with circumferentially distributed actua-
tion of sufficient authority and bandwidth to excite and control the modal system dynamics.
The impact of unsteady blowing on the compressor performance has been described for the
first time. The flexibility to excite distributed modal dynamics has enabled the first detailed
look at stabilizing rotating stall and surge in a high-speed environment. Active stabilization
of rotating stall and surge in a transonic compressor has been demonstrated and shown to
achieve a significant extension of the operating range. Finally, these results demonstrate the
effectiveness of inlet injection for forcing and controlling high-speed compressor dynamics.
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8.2.1 Summary of Active Control Performance
Table 8.1 summarizes the operating range improvement for the cases that have been pre-
sented in Chapters 5 and 7. The various entries are intended to quantify the cost (actuation
requirement) and benefit (range extension) of steady injection and active control in Stage
35. All of the reported results are for the sheet injector turned 150 from axial, in the
direction opposite to the rotor rotation.
To indicate the actuation cost, the injected mass flow is listed as a percentage of the design
compressor mass flow rate. Table 8.1 also includes an estimate of the steady injected mo-
mentum rate (rin Uini = PinyAiny UP) as a measure of the actuation energy. The injected
fluid density and velocity have been calculated from the measured injected mass flow using
the injector model in Appendix B. The steady injected momentum with active control has
been calculated by averaging the unsteady injected momentum (calculated from the mea-
sured actuator positions) over the last 100 rotor revolutions prior to stall during a throttle
ramp. The injected momentum rate at the two rotor speeds has been nondimensionalized
by the freestream inlet momentum rate at stall for the baseline compressor (with no injec-
tors) at 70% and 100% speed. The inlet duct momentum calculation (PinletAinjetUinlet) is
based on the densities and velocities reported in [51].
The operating range extension is quantified in Table 8.1 as the mass flow at stall (rhnta;I)
and the percent decrease in the stalling mass flow (referenced to the stall points without
injectors). Table 8.1 also includes the increase in the NASA standard stall margin (SM) as
defined by Reid and Moore [51]:
SM = (Pt Ratio (stall) rhstall (ref) _ X100 (8.1)
Pt Ratio (ref) rhstai'(stall)
For 70% and 100% speeds, the peak efficiency points with a steady 3.6% injection level (the
nominal configuration for control) have been chosen as the reference. The reference mass
flow and total pressure ratio are 13.5 kg/s and 1.343 at 70% speed; the reference values are
20.6 kg/s and 1.867 at 100% speed. Although this choice of reference points is somewhat
arbitrary, the goal is not to quantify the absolute value of stall margin. Instead, the focus
is to compare the changes in the stall margin due to steady and controlled injection.
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Injection can influence the overall behavior of the compressor in two ways. The first is
simply the additional momentum added by the jets which increases the total pressure at
the rotor inlet. The second effect is a change in compressor performance which increases the
pressure rise across the stage. In order to separate the two effects, the stall margin has also
been calculated based on the total pressure ratio from the rotor inlet to the compressor exit.
To estimate the total pressure at the rotor inlet (with the added jet momentum), the inlet
total pressure and injector total pressure are mass-averaged (the modified total pressure
ratio is included in Table 8.1). This conservative estimate assumes that the injected fluid
does not mix with the primary inlet flow.
Table 8.1 shows that the mass flow range extension and stall margin improvement is lower
at 100% speed than at 70% speed; this may be due to the lower relative momentum of
the injected flow compared to the compressor momentum at design speed. Nevertheless,
significant range extension has been achieved using steady injection and active control at
both speeds. The maximum 5.8% steady injection, which is easier to implement than active
control, leads to the largest change in mass flow at stall. However, the penalty is the
large momentum that is added with the maximum injection. The estimated stall margins
across the compressor only (which ignore the higher inlet total pressure due to injection)
indicate that the performance with active control is comparable to that with maximum
steady injection. Active linear control does not increase the steady injected mass flow
(since the commands are sinusoidal); however, the injected momentum (which scales with
the jet velocity squared) does increase slightly with control. The range extension with
1-sided actuation, with an injected mass flow and momentum that is still well below the
maximum steady injection values, appears to be an attractive option for balancing range
extension with actuation effort; this type of actuation merits further study.
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Table 8.1: Summary of steady injection and control experiments.
Configuration % Injected % Injected rnstauL % Decrease Overall Overall Estimated Estimated
Mass Momentum (kg/s) rhatall Pt8tl Stall Compressor Only Compressor Only
Flow Rate Ratio Margin % Ptstall Ratio Stall Margin %
70% Speed
Solid Casing - - 11.86 - 1.345 14.2 1.345 14.2
Steady 1.5 0.3 11.53 2.8 1.337 16.8 1.337 16.8
Injection 3.6 1.7 9.80 17.4 1.337 37.4 1.322 35.9
5.8 4.5 8.83 25.5 1.364 55.7 1.295 47.8
Control 1.5 ' 0.3 10.22 13.8 1.294 27.5 1.294 27.5
3.6 1.8 1 8.81 25.7 1.321 51.1 1.304 49.1
100% Speed
Solid Casing - - 18.73 - 1.901 12.2 1.901 12.2
Steady 3.6 0.6 17.92 4.3 1.885 17.9 1.872 17.2
Injection 5.8 1.6 16.86 10.0 1.891 1.838 20.5
Control 3.6 0.7 17.27 7.8 1.865 19.4 1.853 18.6
(1-sided) 4.0 0.9 17.16 8.4 1.867 20.3 1.856 19.6
N.
8.2.2 General Conclusions
Perhaps the most promising aspect of these experiments is that the pre-stall dynamics
behave qualitatively as expected from hydrodynamic stability theory, adapted for active
control work. This has been confirmed by forced response measurements of the zeroth, first,
and second harmonic dynamics. Tools have also been developed to apply the compressible
theory to the test compressor with steady and unsteady injection. Although gaps still
exist in predictive capability, the theoretical framework for modeling and control captures
the physical process, and provides guidance in selecting actuator and sensor type, number
and placement, bandwidth requirements, and control law design procedures. Neither the
predictive capability nor the accuracy of the model is currently sufficient for direct control
law design. The blade row pressure loss and deviation models must be improved to capture
the stability of the dominant pre-stall modes. The insteady actuation model also needs
improvement to correctly reflect the transfer function zeros.
Distributed inlet injection has been utilized to validate the modeling concepts and proposed
physical mechanisms for stall inception when compressibility is a factor. In particular, it has
been directly verified that eigenmodes which rotate at a frequency near the rotor frequency
exist and become lightly damped near the peak of the compressor speedline. The existence
of these modes was strongly supported by the unforced data and calculations of Tryfonidis
et al. [59], but room for conjecture remained because these modes are close to the rotor
frequency. With system identification experiments, the following additional statements can
be made about the linearized dynamic model developed by Bonnaure [4], Hendricks et al.
[32], and Feulner et al. [18], and improved in this thesis with Frechette [20]:
" The primary physical mechanisms associated with pre-stall dynamics in high-speed
compressors are captured by the compressible model. This has been verified by eigen-
value analysis of forced response data.
" Control design based on the understanding afforded by the theory is effective for
stabilization of rotating stall and surge. The theoretical model is validated from a
conceptual standpoint although more work is needed for it to be usable as a stall
prediction and control design tool.
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A useful way to summarize the results is to compare and contrast stabilization of Stage
35 to stabilization of low-speed compressors by similar means, reported in Paduano et al.
[48], Haynes et al. [31], and Gysling and Greitzer [29]. Control results are the same in the
following ways:
* Significant range extension can be obtained through stabilization of small amplitude,
pre-stall waves.
9 The incompressible modes observed in low-speed compressors are the first to become
unstable in this high-speed compressor although this may not be the case in general
as shown by Tryfonidis [59].
e With a circumferentially uniform background flow, the dynamics of the circumferential
harmonics are decoupled and can be treated as separate entities for the purpose of
control.
* As more eigenmodes of the system are stabilized, more range extension is obtained.
Instability typically results when an eigenmode which is not being stabilized becomes
unstable. At 70% speed, uncontrolled [1, 0] and [2, 0] modes develop into rotating
stall. Uncontrolled [0, 0], [1, 0], and [2, 0] modes have been shown to lead to classic
surge at 100% speed.
e Active stabilization extends the compressor characteristic smoothly, without a sharp
drop in pressure rise.
The differences between high and low-speed control applications are:
* Although circumferential harmonics are decoupled, multiple eigenmodes exist for each
spatial harmonic due to compressibility effects. Understanding the 'compressible
modes' is critical to designing effective control laws at high speed.
* Due to the multi-modal nature of the dynamics, proportional, constant gain control is
not always sufficient to stabilize the dynamics associated with a given circumferential
harmonic. In this study, H, control laws using an eigenvalue perturbation design
technique achieved range extension along the nominal compressor characteristic and
proved to be robust to large amplitude disturbances. The H" control design with
eigenvalue uncertainty regions has proven to be well suited to high-speed compressor
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stabilization. However, the controller performance proved to be sensitive to changes
in the steady operating point (using less steady injected air and at 95% speed.) Such
changes in the compressor operating point would require a control design which is
tailored to the different dynamics.
Finally, several conclusions have been reached concerning the actuation mechanism itself.
These experiments constitute the first demonstration that unsteady injection provides effec-
tive and reliable actuation in a high-speed compressor (previous unsteady injection studies
such as Day [9], Behnken et al. [1], and Vo [62] have been conducted on low-speed compres-
sors). Steadily injecting high-momentum flow near the tip region of the rotor was found
to have a significant effect on the steady state performance of the compressor, increasing
its pressure rise and range of operation as previously reported by Koch and Smith [39].
Further work is required to investigate the trade-offs- between steady injection and active
control. Steady blowing requires a large amount of injected air. Active stabilization requires
a feedback control law with high-bandwidth sensing and actuation. One must study the
performance impact of both stabilization schemes before considering any implementation
in an engine.
8.3 Recommendations for Future Work
These Stage 35 experiments are an initial validation of the compressible stall inception
theory with forced response measurements and demonstration of active control in a transonic
compressor. The theoretical and experimental aspects of this research can be extended to
apply rotating stall and surge stabilization in a full-scale engine:
Theoretical Challenges The predictive accuracy of the theoretical compressible stall
model must still be improved to develop a predictive, control design tool. One problem
that has been identified during the course of this research is capturing the shape of the
compressor characteristic, through the total pressure loss and deviation characteristics, to
more accurately determine the modal stability. A computation tool has been developed to
estimate the loss and deviation model inputs, which define the shape of the compressor char-
acteristic and therefore determine the modal stability, from steady compressor performance
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and forced response measurements. However, the inaccurate stability of the theoretical
modes indicates that the estimation of these model inputs must be improved (possibly
through the use of computation fluid dynamic models). Furthermore, it appears that the
2-D model does not capture the effect of unsteady injection actuation since the theoretical
transfer function zeros do not match the measurements. An 'equivalent' 2-D representation
of the sheet injector flow (which is concentrated at the rotor tip) may be required to more
accurately determine the effects of unsteady injection on the compressible stall inception
dynamics.
Experimental Demonstrations This research effort needs to be extended to multi-
stage compressors to be useful in an engine application, which includes a number of tech-
nical challenges that have not been explored in this research effort. It is expected that the
measurement noise is more significant in an engine [59] which would obscure the harmonic
precursors to stall. The practical issues of adding reliable, light weight actuation must also
be addressed for an engine. Another practical extension would be to implement active con-
trol over the entire compressor operating map of rotor speeds and mass flows. Implementing
H, controllers with overlapping eigenvalue uncertainty regions for the dominant pre-stall
modes may be one effective approach.
This research can potentially be extended to inlet distortion which in the low-speed case has
been shown to strongly couple the pre-stall harmonics [52] leading to multiple modes which
are no longer independent for each spatial harmonic. The H, control design technique used
during the course of this research can easily be extended to include several harmonics. The
challenge is to measure the pre-stall MIMO dynamics and determine if unsteady actuation
can overcome the effects of inlet distortion. It must also be noted that the current framework
of the compressible model, which is based on independent spatial harmonic solutions to
linearized wave equations, cannot easily be extended to account for inlet distortion.
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APPENDIX A
ACTUATORS: SERVO MOTOR
DYNAMICS AND VALVE
CHARACTERISTICS
This appendix shows the measured servo motor dynamics and valve characteristics in Fig-
ures A-1 to A-12 for each actuator used on Stage 35. These twelve injectors were assembled
and calibrated by John Chi [7]; the measurements shown here were made on a test bench
when the actuators were assembled. Special care was taken to ensure that all twelve valves
behaved as uniformly as possible. This is described in Chapter 2.
The three plots at the top of each figure show the servo motor transfer function from
commanded to measured valve position. The measured magnitude, phase, and coherence
are plotted. Also, the magnitude and phase of the motor dynamic model (which was
incorporated into the model-based control design) is included.
The valve characteristics of each actuator are plotted on the bottom of Figures A-1 to A-
12. The measured mass flows for five command voltages (from fully closed to fully open)
are plotted as well as the average characteristic for all 12 actuators. These mass flow
measurements were conducted with a slightly higher injector supply pressure than was used
on the compressor rig. The bench test results are therefore higher than the compressor rig
injected mass flows reported in Chapter 2. The plotted transfer function magnitudes have
been rescaled to account for the different supply pressures.
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Figure A-1: Actuator #1.
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Figure A-2: Actuator #2.
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Figure A-3: Actuator #3.
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Figure A-4: Actuator #4.
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Figure A-5: Actuator #5.
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Figure A-6: Actuator #6.
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Figure A-7: Actuator #7.
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Figure A-8: Actuator #8.
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Figure A-9: Actuator #9.
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Figure A-10: Actuator #10.
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APPENDIx B
SHEET AND 3-HOLE INJECTORS:
INJECTED PROFILES, SPEEDLINES,
AND INTERNAL DYNAMIC MODEL
The testing of the two injector geometries studied on Stage 35 is summarized in this ap-
pendix. Section B.1 discusses the design and testing of the 3-hole and sheet injectors done
by Roland Berndt (see [2, 3] for complete details). The next section presents the Stage 35
compressor characteristics with the 3-hole and sheet injectors at various yaw angles. In Sec-
tion B.3, a refined version of Berndt's Helmholtz resonator model of the injector dynamics
is also outlined.
B.1 Injector Design and Wind Tunnel Testing
The two injector geometries, the 3-hole and the sheet, are shown in Figure B-1 (labeled
F and G respectively). The first injector attempts to provide a radially well-mixed axial
momentum flux at the compressor face. There are three holes in the injector at an angle
of 300 relative to the casing wall as shown in Figure B-1. The purpose of this injector is to
match the 2-D modeling assumption discussed in Chapter 3. On the other hand, the sheet
injector is designed to inject a sheet of high-momentum air along the casing wall into the
rotor tip region. The injected flow from this injector is concentrated at the tip region since
Rotor 35 stalls first at the tip.
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F 0
30.0
22.5
Figure B-1: Schematic of 3-hole and sheet injectors (from [2]).
Berndt arrived at these final injector designs after extensive wind tunnel testing using a
rectangular test-section representing 1/ 12th of the Stage 35 annulus. The test-section Mach
number of 0.45 simulated Stage 35 near stall. Hot-wire measurements were taken 6.30 cm
downstream of the injector' over the entire test-section for various levels of steady injection.
The measured momentum flux distributions for the two injectors, with the valve fully open,
are plotted in Figure B-2. The plotted momentum flux is normalized by the freestream
momentum. The spatial axes cover the test section from 0 to 8 cm in the radial direction
and from -6 to 6 cm in the circumferential direction (which is 1 / 121h of the Stage 35 casing
circumference).
Figure B-2 shows that both injector flows cover approximately 70% of the circumferential
extent. The 3-hole injector flow covers the outer 40% of the span as shown in Figure B-2a.
The maximum momentum flux of the 3-hole injector is 2.2. On the other hand, the sheet
injector flow extends into only the outer 15% of blade span with a higher peak momentum
flux ratio of 4. This injector forms a sheet of air which flows along the casing wall as desired.
Berndt's initial wind tunnel tests indicated that a large radius of turning was required to
accomplish this. The sheet injector therefore protrudes into the flow (by 7% of the span)
'This is slightly longer than the actual distance of 5.7 cm between the injector and rotor inlet on NASA
Stage 35.
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as shown in Figure B-1 (unlike the 3-hole injector which is flush with the casing wall).
B.2 Steady Injection Speedlines
Figure B-3 summarizes the injector configuration study on Stage 35. Speedlines are plotted
for the 3-hole injector at 0* yaw angle and the sheet injector at 0*, -15*, and -30* at
70% and 100% speed (the injectors can only be turned in 15* increments). All speedlines
that are shown were measured with the maximum injected mass flow rate (5.8% of the
design compressor mass flow). The total-to-total pressure ratio is plotted to highlight the
differences for the four injector configurations.
At 70% speed, the four measured speedlines are very similar. However, there are significant
differences at design speed. Comparison of the sheet injectors and 3-hole injectors with 0*
yaw angle indicates that the stalling mass flows are the same for the two injectors. However,
the sheet injector delivers a higher pressure rise. The sheet injector was therefore chosen
for forced response and control experiments since it provided the more effective lever on the
compressor performance.
Figure B-3b also shows speedlines at 100% speed with the sheet injector at -15* and -30*
(turned opposite to the direction of rotor rotation). The -15' yaw angle results in a lower
pressure rise than the 0' case. However, the overall range of operation is much larger with a
-15' yaw angle. The mass flow range for this configuration extends from-the nominal upper
mass flow limit (at which point the compressor chokes) to a lower stalling mass flow. The
limited upper mass flow range of the 0' yaw angle sheet injector at 19.5 kg/s has not been
explained to date. The total compressor mass flow cannot be increased above this point as
the throttle is opened (the pressure ratio also remains constant). This effect was seen with
different levels of steady injection and also with no injected mass flow. The cause of this
phenomenon appears to be the symmetric portion of the sheet injector that protrudes into
the compressor inlet duct. The upper mass flow range was recovered when the injector was
turned to -15' (even with no injected air). The final speedline shown in Figure B-3b with
a -30' yaw angle, has the same stalling mass flow as the -15' configuration. However,
the pressure rise is much lower than the other three cases. Because it delivers the highest
pressure ratio over the largest operating range, the sheet injector at -15' was chosen as the
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nominal configuration for all of the Stage 35 system identification and control experiments.
Koch and Smith [38, 39] have previously reported a similar decrease in stalling mass flow by
blowing at an angle opposite to the direction of rotor rotation. A positive 150 yaw angle was
also tested on Stage 35 at 70% speed. This configuration was deemed to be unacceptable
because of the increased mechanical vibrations and unsteadiness of the wall pressure mea-
surements encountered (speedlines were therefore never measured for this configuration).
B.3 Injector Dynamic Model
Berndt's internal injector dynamic model (which he verified with unsteady wind tun-
nel tests) has been refined as described below. Berndt's schematic representation of the
Helmholtz resonator model is shown in Figure B-4. This figure labels the model elements:
the actuator inlet, the valve, internal plenum volume, and the injector exit. The subscripts
in the following equations refer to the labels in Figure B-4. Also, Berndt's notation is used
in Equations B.1 to B.8; A refers to area, V to volume, and U to velocity.
The following assumptions are made to derive the updated model:
1. No work is done on the flow through the actuator so that the total temperature is
conserved:
Tto =Ttl =Tt2 =Tt3  (B.1)
2. The valve is choked (which has been confirmed by experimental measurements):
1.2Pt,
Pi = - (B.2)1.89RT,
3. The fluid velocity is zero in the plenum:
12. = P.2 (B.)
a2 = RTt 2
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4. The flow at the injector exit is incompressible and quasi-steady:
Pt2 = P3 + 1/2p3U32 (B.4)
5. The density and velocity of the flow at the exit of the injector can be calculated by
combining the exit mass flow equation (assuming the same discharge coefficient, Cd, as
Berndt), the equation for the exit total temperature, and the ideal gas law (assuming
that the exit static pressure is equal to the average static pressure in the compressor
inlet duct):
rh3
T 3
P3
= CdP3U3 A3
1 2
=T 3 + 2CU32
= Rp3 T3
These three equations can be
terms of the exit density:
combined into the following second order equation in
(P3rh2
MO (es P32 _(_-) P3 _ 2 2
R 2CpC A3
(B.5)
6. Static pressure perturbations at the injector exit are negligible:
6P3 ~ 0 (B.6)
The plenum mass conservation equation couples the flow into and out of the plenum with
the mass storage in the volume:
V2 dPt2r3 
-M 1 = a22 dt
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(B.7)
The modeling assumptions in Equations B.1 to B.6 can be incorporated into the continuity
equation to form the following first order Helmholtz resonator model:
SU3(s) PA (B.8)Jul__ A 3EUt(s) mo en+ 1
Equation B.8 is identical to Berndt's model except for the additional density ratio term.
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Figure B-2: Injector steady momentum flux distribution (maximum injection).
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Figure B-3: Compressor characteristics with four injector configurations.
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APPENDIX C
COMPRESSIBLE MODEL
DEVELOPMENTS
This appendix details some of the compressible modeling developments that are discussed in
Chapter 3. The first section shows how the steady blade row model inputs are computed.
Section C.2 describes the inclusion of the Stage 35 actuation into the model. The final
section, C.3, explains how the flow field mode shapes are computed from Feulner's [17]
state space model.
C.1 Calculation of Steady Blade Row Flow Field
The blade row steady inputs to the compressible model are computed from the duct values
(the modified values from the mean line calculation which are constant axially as described
in Chapter 3). The steady blade row values are derived to be consistent with the underlying
model matching conditions.
Three trailing edge matching conditions are used to solve for the steady pressure, F1, density,
fi, and relative velocity, W, in a blade row based on the steady values in the adjacent
downstream duct, P2, P2, IV, and V.
The first condition is continuity:
PilwAeff = p2xA2 (C.1)
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where Aeff is the effective area, including blockage, of the 1-D blade row duct along the
stagger angle.
Relative total pressure is conserved across the trailing edge since all of the pressure loss is
modeled at the leading edge. This condition is expressed in terms of the following isentropic
flow relation:
P1 P2 (C.2)
The final condition is conservation of the relative total temperature:
(C.3)
A W2
p1R 2Cp
2 )2
2R + - 2 Cp
These three equations can be combined into the following relationship in terms of the steady
blade row density:
2 
_ -(,-1) 2xA2 1 P2  f+( o -r)2 pR 1 Aeff 2Cp p2 2R 2Cp
which can be solve numerically. Once the blade row density has been computed, the blade
row static pressure and relative velocity can be found from the isentropic flow and mass
conservation conditions.
C.2 Actuation Model
This section presents the modified J and b matrices in the actuation equation for the Stage
35 actuation. The control input for this derivation is a change in injected velocity (as
opposed to Feulner's changing area). The effect on the tangential momentum due to the
yaw angle of the injectors is also included.
The acutation equation is repeated here from Chapter 3 (the spatial harmonic notation will
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(C.4)
be dropped since the following equations hold for all spatial harmonics):
B B
C C
Vi (Xa, s) = Vi(Xa, s) + J-1 bu(s) (C.5)
D D
E rE1,dnstream- 1,upstream
The following derivation is very similar to Feulner's original formulation in Section A.4 of
his thesis [17]. The same notation will be adopted here: '1' and '2' refer to flow quantities
upstream and downstream of the actuator respectively and 'j' denotes an injected (jet)
quantity. As with Feulner's derivation, the steady flow field quantities are assumed to be
the same upstream and downstream of the actuator.
The assumption that the mean flow is the same upstream and downstream of the actuator is
not entirely accurate; the mixing models described in Chapter 3 indicate that the axial duct
velocity increases by as much as 5% with the nominal level of steady injection. However,
this assumption is integral to the model development since it allows the J matrix to be
inverted as in Equation C.5. The unsteady injection effect thus becomes an additional term
independent of the inlet duct dynamics, Vi (xa, s).
Based on the model of the sheet injector flow dynamics in Appendix B, the control term is
redefined as a change in injected velocity:
u(s) = A S) (C.6)
Additionally, the yaw angle of the sheet injector, C, is included. The axial and tangential
components of the injected velocity can be computed from the yaw angle:
V2, = V cos( (C.7)
Voj = Vj sinC
Feulner's mass and energy conservation equations from Section A.4 of his thesis are un-
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changed but are included here for completeness:
3m 2 _M 1
. +U(s)
h mh
3TZ2
Tt
=T-- + (T-
T T
(C.8)
(C.9)- 1) U(S)
With the new control term and yaw angle, the axial momentum balance becomes:
1 JP2  1 6VX2
7 AI3 P Mx &
1 31,
7 M3 P
1 JV1
+ X -= a (C.10)
The linearized control term is now scaled by two due-to the change in the control variable
to a change in injected velocity (which appears in the momentum equation as a squared
term).
The tangential momentum balance is now given by:1
1 3V0 2  1 01
Me a M,9 a
(V.
VO
- 1 u(s) (C.11)
These four matching conditions can be recast into matrix form as in Equation C.5:
0
0
1
0
0
1-
1
0
0
0
1
me
1 -21 (-222 (
(C.12)
'The tangential momentum balance equation in Feulner's thesis (which does not include a injector yaw
angle) is incorrect.
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Vx .
( V
- 1) U(S)
12 - 1
28J - 1Ve
- 1Tt.
(C.13)
These two terms are very similar to Feulner's Equation A.39. The third row is different in
the J matrix due to the correction of the momentum balance equation. The two velocity
terms in the b vector reveal the contribution of the yawed jet to the axial and tangential
momentum.
C.3 Mode Shape Calculation
This section describes how the flow field perturbation mode shapes can be computed from
Feulner's state space model. This derivation refers to equations in Chapter 3 of Feulner's
thesis [17]. For simplicity, the dependence on time and the spatial harmonic number will
be dropped.
An intermediate form of the state space model (Feulner, Equation 3.49) is used for the
mode shape calculation:
x = Ax + bu (C.14)
y = Cx+du
The output vector, y, of this form of the model is not the sensed flow field perturbation.
Instead, this vector is composed of the blade row leading and trailing edge disturbance
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coefficients and the first order lag outputs (Feulner, Equations 3.46 and 3.48):
Yk =
Yout =
Yinlet =
Y1
Y2
Yout
Yinlet
BLE
CTE
TE
Ploss
BTEK,
CLE
. LE
The mode shapes are computed
decomposition of the A matrix:
by diagonalizing Equation C.14 through an eigenvalue
z = Az + Wbu
y = CVz+ du
(C.17)
where
A
W
= WAV
= V- 1
x = Vz '
The matrix A is a diagonal matrix made up of the system eigenvalues.
matrices are made up of the left and right eigenvectors of A respectively.
The cont-ibution of the ith eigenmode to the output vector is therefore determined by the
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(C.15)
k
(C.16)
ii
The W and V
product of the C matrix and the ith column vector of V (the ith right eigenvector):
yi = Cvi (C.18)
The circumferential structure of any mode is determined by the harmonic number (sin no).
On the other hand, the axial structure of the flow field perturbations must be computed
from the modal outputs, yi. As shown below, the modal outputs are related dynamically
to the flow field perturbations through the duct and blade row dynamics (Equations 3.17
and 3.23). These dynamic relationships are simply evaluated at the eigenvalue of interest:
s = Ai = A(ii) (C.19)
The flow field perturbations in the blade rows will -considered first (the following equa-
tions hold for each blade row so the subscript, k, will be omitted). The modal blade row
disturbance coefficients are found by inverting Equation 3.39:
B5(Ai) = BLE (Ai)e (Ai)XLE
Ci (Ai) = CLEj (Ai)e (A)XLE (C.20)
E(Ai) = ELEI (Ai)e (Ai)XLE
Equation 3.23 can then be applied to solve for the harmonic perturbations in the blade rows
(the notation, () denotes a SFC of any harmonic number):
SP
P i I [ l uE__ (x, A2) = B (x, A2 A) (C.21)
L a J L _
The left-hand side of this equation represents the ith mode shape of the harmonic flow field
perturbations.
The duct dynamics, Equation 3.17, are required to find the mode shapes in the inlet and
exit ducts. The exit duct will be considered first. Equation 3.17 and Feulner, Equations
2.35, 3.10, and 3.11, are used to solve for the exit duct harmonic perturbation mode shapes
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(the definition of these matrices can be found in Feulner's thesis):
0 BTEKi
BP O TEi(X, Ai) = VK+1(x, Ai)VBTK(MTEK 0 AT)VI (As)
0 E-E* (C.22)
1 6O- ,
The inlet boundary condition, Feulner's Equation 3.17 (in matrix form), is used to solve for
the inlet duct harmonic mode shapes:
PL
6L (C23(x, Ai) = V1(X, Ai) Bij(Ai) (C.23)
0
0
where the inlet duct coefficient, Bi (Ai) can be found from Feulner's Equation 3.25:
_l Ai 1 _ _______~ l
B = 1 BLEi (Ai) - W ossi (Ai) (C-24)
B3L1. is evaluated as in Equation C.20 and P,,,, is found from yi.
This derivation for the mode shapes has been verified by confirming that the mode shapes
satisfy all of the underlying matching conditions. Frechette's development of the perturba-
tion energy analysis also confirms that the mode shapes computed in this manner capture
the disturbance energy creation (or dissipation).
These equations can be evaluated at different axial locations, x, along the compressor blade
rows and ducts to determine the axial mode shape. The complete 2-D shape is found by
multiplying the axial mode shape by ei"9 and taking the real part. Since these equations
represent the mode shape (eigenvector), the absolute magnitude of the perturbation is not
specified since it is dependent on the initial conditions and forcing (the mode shapes plotted
in this thesis have been scaled to have a maximum amplitude of 1). Similarly, the phase
angle of a nonzero harmonic mode is also not absolute since the entire mode shape rotates.
These static pressure, density, and velocity modes shapes can be used to compute the modal
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structure of any other flow field quantity (such as mass flow, total pressure and temperature,
vorticity, and perturbation energy). When working with the blade row perturbations, it is
important to note that blade row velocity is a relative quantity.
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APPENDIx D
NONLINEAR ROTATING STALL AND
SURGE CONTROL
This appendix describes the use of a nonlinear scheme to control rotating stall and surge
in NASA Stage 35 at 100% speed. Section D.1 provides on overview of the control law.
Experimental data is described in Section D.2 which compares the nonlinear control law to
the no control case and the linear H,, controllers described in Chapters 6 and 7.
D.1 Overview of Nonlinear Control Law
The nonlinear control law which has been implemented on Stage 35 is based on the stabi-
lization of a low-speed three-stage compressor by Eveker et al. [16]. Eveker's experiment is
briefly outlined here for comparison with the nonlinear control scheme implemented on the
transonic compressor stage.
The compression system studied by Eveker is very similar to the schematic in Chapter 3
(Figure 3-1) used to describe the low-speed surge model. A high bandwidth (on the order
of the rotor frequency) bleed valve was utilized for control by changing the mass flow at
the exit of the downstream plenum (a second high bandwidth plenum bleed valve was used
to introduce disturbances into the system). The bleed valve used for control modifies the
pressure drop at the exit of the plenum (in addition to the main throttle valve). In [161,
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the nonlinear throttle characteristic is given by:
' It = # (D.1)
t
where ?Pt is the pressure drop across the throttle, #t is the axisymmetric throttle flow
coefficient, and Kt is the throttle constant which is proportional to the exit area.
As in Stage 35, an array of high bandwidth wall static pressure measurements were used for
feedback control. The derivative of the compressor flow coefficient, , was estimated [16]
and the magnitude of the pressure first spatial Fourier coefficient, [pi , was computed from
these measurements.
The nonlinear control law, developed by Eveker et al., modifies the nominal throttle con-
stant, Kt :om:
Kt = KtOm + Krs |p,12 + Ksur b (D.2)
where Kr, and Ksur are rotating stall and surge control constants respectively. The linear
surge control term is based on the linearized surge model. However, the rotating stall control
term is nonlinear. The design and analysis of this control scheme is therefore based on the
nonlinear Moore-Greitzer (M-G) model. It is important to note that this 1-D actuation
modifies the axisymmetric flow through the compressor to control rotating stall. This
control scheme therefore relies on the nonlinear coupling between surge and rotating stall
(in contrast to the linear surge and rotating stall controllers presented in this thesis which
are based on decoupled 1-D and 2-D flow field perturbations).
Eveker has demonstrated the following properties, both analytically and experimentally, of
the controller in Equation D.2:
" Surge is stabilized.
" The bifurcation associated with the inception of rotating stall is modified. The hys-
teresis for clearing fully developed rotating stall (see Chapter 1) is eliminated. This
control law does not stabilize rotating stall at low mass flows with negative compres-
sor characteristic slopes. The amplitude of the stall cell slowly increases below the
open-loop unstable mass flow. Also, the steady state drop in pressure rise beyond the
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peak of the compressor characteristic is not as severe as without control.
e This nonlinear control law is robust to large amplitude disturbances along the open-
loop stable compressor characteristic due to the modified bifurcation (without actu-
ator saturation, the flow is guaranteed to be axisymmetric along this portion of the
compressor map).
The primary difference between Eveker's work and these Stage 35 results is the use of 1-D
air injection (with all twelve valves moving in phase) for control. The nonlinear control
experiments were conducted with the nominal 3.6% level of steady injection. Like the
plenum bleed valve, axisymmetric air injection changes the mass flow through the compres-
sor. However, air injection also changes the inlet total pressure and compressor performance
as shown in this thesis. Also, the zeroth harmonic H, control law has been utilized instead
of the surge control term in Equation D.2. The nonlinear Stage 35 control law for the first
harmonic of the injected mass flow is given in discrete-time by:
iio(k) = Ko(z)PO (k) + 16 P1(k)I 2  (D.3)
where the rotating stall control constant has been tuned experimentally. It should be noted
that this nonlinear control scheme with air injection has not been studied analytically for
Stage 35 with the M-G model. Furthermore, the linear, compressible stall inception model
described in Chapter 3 cannot be applied to a nonlinear control methodology.
D.2 Nonlinear Control Results
The experimental results with the nonlinear surge and rotating stall are presented in this
section. Three control experiments are shown in Figure D-1: no control, linear H, control,
and nonlinear control at 100% speed. The magnitude of the first harmonic wall static
pressure is plotted as function of the throttle opening during a ramp into stall. This plot is
similar to the bifurcation plots in [16]. However, no data is available as the throttle is opened
to clear the stall cell which would be required to confirm the elimination of the hysteresis
with nonlinear control. Eveker also plots the throttle constant which is proportional to the
throttle position. The percentage opening of the throttle is however plotted here since it has
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been measured. The digitized throttle position has been low-pass filtered at 2 Hz while the
pressure harmonic magnitude has been low-pass filtered at 2Q to include higher frequency
compressible modes.
The three cases in Figure D-1 are summarized in Figure D-2 which shows all three SFC
amplitudes in one plot. Additionally, the traces have been averaged over one second at each
of the individual points shown in Figure D-2.
The three cases in Figure D-2 are similar for throttle openings greater than 25.4%. At this
mass flow, 18.73 kg/s, the uncontrolled compressor transitions into fully developed classic
surge (see Chapter 7). Below this throttle position, the ['i I plots diverge for the linear
and nonlinear control laws. The amplitude of J5 remains fairly small until the compressor
becomes unstable at 17.27 kg/s with H,, control. On the other hand, i I increases as the
mass flow is reduced with the nonlinear control law which is consistent with Eveker's re-
sults. Unlike Eveker's results with the plenum bleed valve on the low-speed compressor, the
compressor does eventually transition into fully developed classic surge with the nonlinear
controller at 17.47 kg/s. It is believed that this is due to actuator saturation as shown by the
valve position in Figure D-3. Additionally, the steady compressor rise does not drop with
the nonlinear control law (unlike Eveker's results). This is consistent with the increase in
the steady state injected mass flow with the nonlinear control scheme: as shown in Chapter
2, the compressor pressure rise increases with higher steady injection. Spectral analysis of
the throttle ramp data indicates that the [0, 0] and [1, 0] modes are resonating close to the
instability point with the nonlinear controller. The second harmonic and higher frequency
compressible modes are well damped.
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