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In [2] and [3] the concept of the nearly decomposable matrix is introduced. 
Such a matrix has a canonical form which is readily adaptable to many 
inductive type arguments. For example, with the aid of this form, it is proved 
in [2] that the permanent of an n x rz (0, I)-matrix with exactly three ones 
in each row and column is at least n. 
In this paper we study an analogous concept-that of the nearly reducible 
matrix. The development in [3] of the above mentioned canonical form is 
made to depend upon the fact that a fully indecomposable matrix has a doubly 
stochastic pattern. However, an irreducible matrix need not have a doubly 
stochastic pattern; in fact, it is shown in this paper that the only nearly 
reducible doubly stochastic matrix is a full cycle permutation! Nevertheless, 
a nearly reducible matrix does have a corresponding canonical form. Any 
question concerning the permanent of a nearly reducible (0, I)-matrix is 
answered by the consequence that such a matrix can have at most one 
positive diagonal. 
In our presentation we shall require the following notions and definitions. 
An ~1 x n matrix A is said to be doubly stochastic if aij > 0 and if 
for all i and j. The set of II x n doubly stochastic matrices is denoted by 52, . 
An n x n matrix A is said to have doubly stochastic pattern if there is a 
doubly stochastic matrix B such that aij = 0 if and only if bij = 0. 
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An n x n matrix A is said to be reducible if there exists a permutation 
matrix P such that PTAP has the form 
B 0 
f 1 CD 
where B and D are square and PT denotes the transpose of P. Otherwise A 
is said to be irreducible. In this paper it is convenient to regard the 1 x I 
matrix (0) as irreducible. 
Eii is the n x n matrix with a 1 in the (i, j) position and zeros elsewhere, 
If A is an n x 72 irreducible matrix such that whenever aij + 0, A - aijEij 
is reducible, then A is said to be nearly reducible. 
A diagonal of an n x n matrix A is a collection of entries from the matrix, 
one from each row and one from each column. If u is a permutation of 
(1, 2v.v 4, then the diagonal associated with u is a,,(,) , a,(d ,..., a,,(,) . 
When CT is the identity permutation, the diagonal is called the main diagonal. 
A positive diagonal is a diagonal in which every ai,,(n > 0. 
Let A be an m x n matrix and Iet u and v be positive integers such that 
1 <u<m, 1 <~<n. Let o! denote a strictly increasing sequence of u 
integers (il , . . . , ZJ chosen from l,..., m, and let /? denote a strictly increasing 
sequence of v integers (il ,...,jV) chosen from l,..., n. Then A[CX ]/l] is that 
submatrix of A with rows indexed bl 7 OL and columns indexed by /3. A[a j /3) 
is the submatrix of A with rows indexed by (Y and coIumns indexed by the 
complement of fl in (I, 2,..., n>. A(ar I/3] and A(CX 1 p) are defined analogoudy. 
If 
is such that s > 1 and each A, is irreducible, A is said to be in normalform. 
If A is in normal form and for some k there is an integer j # k such that 
Faj f 0 while FK1. = 0 for i # k, i f j, A, is said to be nearly isolated in A. 
If 
/ 
B, 0 0 *** 0 0 El 
Es B, 0 ... 0 0 0 \ 
A= I 0 E, B, ... 0 0 0 . . . . . . . . ...**.... I 
\ 
0 0 0 **- Eel Bt-= 0 
0 0 0 --- 0 E, B, I 
is such that each B, is irreducible and each Ek: has exactly one nonzero entry, 
A is said to be in trivial form. 
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A useful tool in the development of the properties of the nearly reducible 
matrices is the following famous theorem of G. Birkhoff. A proof may be 
found in [l, p. 981. 
THEOREM. The set of all n x n doubly stochastic matrices forms a convex 
polyhedron with the permutation matrices as vertices. 
A consequence of Birkhoff’s theorem is that an n x n. nonnegative nonzero 
matrix has doubly stochastic pattern if and only if each nonzero entry lies 
on a positive diagonal. 
RENJLTS AND CONSEQUEWES 
LEMMA 1. If A is an n x n reducible matrix in normal form with s main 
diagonal blocks, then there exists a nonempty proper subset w of { I,..., s} such 
thatFii = 0 whenever icw andjgw. 
Proof. Since A is reducible there is a nonempty proper subset 7 of {l,..., n) 
such that A[7 1 7) = 0. Let ulc denote the number of rows in A, that are 
indexed in A by r and let ‘L;~ denote the number of columns in A, that are 
indexed in A by the complement of T in {I,..., n}. If A, is nk x nk , 
uls + ok = n, . Since each A, is irreducible, for each k either uk == nk and 
vlt = 0 or uK = 0 and vlc = nk . Since 7 is nonempty, and is a proper subset 
of {l,..., n>, each case must occur. Let w = (k ! uk = n, , vc = 0). Then 
Fij = 0 if iew and j$w. 
LEMMA 2. If A is an n x n nearly reducible matrix in normal form with 
s main diagonal blocks, then for each i f j, Fii contains at most one nonzero 
entry. 
Proof. Suppose F, f 0. Replace a nonzero entry in Fw by 0. This 
transforms A into a reducible matrix A’. If the blocks in the corresponding 
normal form of A’ arc labeled by primes, then, by Lemma 1, there is a 
nonempty proper subset w of {l,..., s} such thatF’,, =0 if iE;w and j$w. 
Since A is irreducible, p E w and q 6 w. Thus F, has exactly one nonzero 
entry. 
The next two lemmas are immediate consequences of the definitions. 
LEMMA 3. The main diagonal of an n x n nearly redwible matrix A is 
zero. Thus if n > 1, every n x n nearly reducible matrix has a normal form. 
L~X.MA 4. If A is in trivial form, then A is irreducible. 
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LEMMA 5. Let A be an n x n irreducible matrix in normal form with s 
muin diagonal blocks, and suppose that each Fii has at most one nonzero entry. 
Suppose also that fm each proper subset w = (il ,..., ik} of {l,..., s} with at least 
two elements, the submatrix 
is reducible. Then the rows and columns of A may be simultaneously permuted 
to bring A into trivial form where the s main diagonal blocks are A, ,..., A, 
in some order. 
Proof. If s = 2, there is nothing to prove. Thus suppose s > 2. Let 
us observe that when one simultaneously permutes the rows and columns of 
blocks of A, he simple permutes the A, ,..., A, on the main diagonal, and thus 
the resulting matrix is still in normal form. Thus throughout the proof 
whenever we simultaneously permute the rows and columns of blocks of 
A, we shall assume that the Ai have been reindexed in such a manner that 
the first main diagonal block in the resulting matrix is A, , etc. Since A is 
irreducible, there is some Fd, f 0. If i f 1, we could simultaneously permute 
the rows and columns of blocks of A and then renumber the Fij blocks to 
make F,, # 0 in the resulting matrix. Hence for convenience we shall assume 
that F,, # 0. Since A, is reducible for w = { 1, s}, it follows by Lemma 4 
thatF,, = 0. Thus, since A is irreducible, there is someFi, f 0 for 2 < i < s. 
We may assume that F,, f 0. Since A, is reducible for w = (1, 2}, it follows 
by Lemma 4 that F,, = 0. By a similar argument, if w = (1, 2, s}, and s > 3, 
I;,, = 0. Thus, since A is irreducible, there is some Fi2 # 0 for 2 < i < s. 
We may suppose that FS2 # 0. If s = 3, F,, = 0 implies that FS2 f 0. 
If s > 4, we can argue that F13, FB, and F,, are each 0 and suppose that 
Fd3 # 0. If s = 4, we conclude that F13 = 0, FB = 0, and Fa8 + 0. 
Continuing in the manner, we can argue that Fij + 0 for i = j + 1 (mod s). 
A consideration of A, for w = {i, i + l,..., j} (mod s) shows that Fii _: 0 for 
ifj+ 1 (mods). 
LEMMA 6. If A is an n x n nearly reducible matrix with n > 1, there 
exists a permutation P and an integer t > 1 such that PTAP is in trivial form 
with t main diagonal blocks, each of which is nearly reducible. 
Proof. By Lemma 3, A has a normal form with n 1 x 1 diagonal blocks, 
A 1 ,..., A,. If the hypothesis of Lemma 5 is satisfied for this form, the 
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proof is finished. If not, there is a largest integer k, 1 < k < n, such that 
there exists an irreducible submatrix 
in A. ,4 simultaneous permutation of the rows and columns of blocks of A 
(the blocks are 1 x 1 at this stage of the argument) allows us to suppose 
that ii = j, j = l,..., k. Put A,’ = A, and A,’ = At+-, for i > I, and 
consider A in the normal form 
where T = a - k + 1. By Lemma 2, each F& contains at most one nonzero 
entry. If the hypothesis of Lemma 5 concerning the reducibility of submatrices 
of A’ is not satisfied, the process may be repeated. After a finite number of 
steps a normal form will be found in which this hypothesis is satisfied. Then 
the trivial form will follow. It is clear that there must be at least two main 
diagonal blocks in this final form. The near reducibility of these final main 
diagonal blocks is a consequence of Lemma 4. 
LEMMA 7. If A is an n x n nearly reducible matrix in norm1 form with 
d~ag~~~ blocks A, ,..., A, , then at hst tm of the A, are near& isolated in A. 
Proof. We prove the lemma by induction on s. If s = 2, the result is 
clear. Thus let s > 2 and suppose that the result holds whenever there are 
at least two but less than s main diagonal blocks in a nearly reducible normal 
form. 
We bring A into trivial form as in the proof of Lemma 6. Any diagonal 
block 3, in this trivial form which is not one of the A, can be partitioned 
into AK and F, blocks. Every B, is nearly reducible, and if a B, is not some 
. . A, , B, 1s m normal form. 
If a B, is some Ak , that A, is nearly isolated in A. If not, by the induction 
hypothesis, there are at least two nearly isolated A, in B, . The trivial form 
of A makes it clear that at least one of these A, is nearly isolated in A. Since 
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there are at least two B, in the trivial form of A, there are at least two nearly 
isolated A, in A. 
We now deduce the main results. 
TIEOREM I. If A is an n x n nearly reducible doubly stochastic matrix, 
then n > 1 and A is a full cycle permutation matrix. 
Proof. The fact that n > 1 is clear since if n ;= 1, A = (0) and A $ Qn, . 
Since A E -Qn , it follows by Birkhoff’s theorem that A contains a positive 
diagonal d. If d corresponds to a full cycle permutation, then the permutation 
matrix containing d is irreducible and is thus equal to A since A is nearly 
reducible. If d corresponds to a permutation u which is not a full cycle, u is a 
product of s disjoint cycles where s > 1. Thus there is a permutation P 
such that 
A, Fl, *** F,s 
pTAp= 
F 21 A., ... Fzfi 
i 1 
. . . .-. . . . . 
Fs, F,, ... A, 
where each A, is a square matrix which contains a positive diagonal that 
corresponds to one of the full cycle factors of u. Each A, is irreducible and the 
form of PTAP is normal. For convenience we suppose that A is already in 
this normal form. By Lemma 1, each A, is nearly reducible. It follows that 
each A, is at least 2 x 2 since no A, = 0. It also follows that the only 
positive entries in any A, occur on the diagonal d. 
By Lemma 7, some A, is nearly isolated. Suppose it is A, . Then exactly 
one Flj f 0; suppose it is F,, , and suppose that the unique positive entry f 
of F,, lies in the p-th row. Consider a positive entry g in some Fi, . (Such a g 
exists for some i since A is irreducible.) Suppose g is in the q-th column of 
Fi, . Since A E J2, , g lies on a positive diagonal in A which includes f. Thus, 
since A, is at least 2 x 2, A,( p 1 q) contains a positive diagonal, and therefore, 
since the only positive entries of A, lie on a diagonal corresponding to a full 
cycle permutation, am > 0. The existence of any positive entry g’ in the 
q’-th column of any Fi, would likewise imply that azwl’ > 0. This forces 
q’ = q; therefore every positive entry in any Fi, must be in the q-th column. 
Put A’ = A - a,,E, . Since A’ is reducible, there is a nonempty proper 
subset w of (I,..., n} such that A’[w ! W) = 0. As in the proof of Lemma 1, 
we see that if w contains an index of a row of A that corresponds to a row of 
An: , k = 2,..., s, it contains the index of every row of A that corresponds to 
any row of A, ; likewise, if the complement of w in {l,..., n} contains the index 
of a column of A that corresponds to a column of such an A,, it contains 
the index of every column of A that corresponds to any column of A, . 
Suppose A, is n, x nr . For j = 2,..., s, let Fij denote the submatrix of Flj 
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whose rows are indexed by w n {I ,..., EZ~} and whose columns correspond to 
the columns of Flj in A. Also for each such j let Flj denote the submatrix of 
F,? whose rows are indexed by those members of {l,..., n,} which are not in W, 
and whose columns correspond to the columns of Flj in A. The irreducibility 
of A makes it clear that Fij and F:j exist for j z-y: 2,..., s. 
Similarly, for i = 2,..., s, let Fil denote the submatrix of Fi, whose rows 
correspond to the rows of Fi, in A and whose columns are indexed by 
w n {I ,...( nl}. Also for such i let Fil denote the submatrix of Pi, whose rows 
correspond to the rows of Fil in A and whose columns are indexed by those 
members of {I,..., n,} which are not in W. The irreducibility of A shows that 
Fjl and Fil exist for i = 2,..., s. 
We can suppose that the rows and columns of blocks in A have been 
simultaneously permuted so that the columns of A which are indexed by those 
members of {nl + I,..., n} which are not in w (if any) correspond to the 
columns of A, for k = 2,..., m, and that the rows of A which arc indexed by 
w n {n, + I,..., n} (if any) correspond to the rows of A, for K .-- m + l,..., s. 
Since A’ is reducible, Fij = 0 for j = 2,..., m if nz > 2. Since p E W, 
F;‘i == 0, and thus Flj = 0 for j -= 2,..., m. Whence Fij = 0 if 
i = I, m + I,..., s, and j = 2,..., m. 
This implies that A is reducible, which is a contradiction. Hence the column 
indices of A not in w belong to {I,..., nl). Then the reducibility of A’ implies 
that Fil :: 0 for i = 2,..., s. Since 4 belongs to the complement of w in 
u,..., n}, Fil -: 0, and thus Fil = 0 for i =: 2 ,..., s. This also implies the 
contradiction that A is reducible. Hence we must conclude that s = 1, and 
therefore that u is a full cycle permutation after all. 
'THEOREM 2. If A is an n x n nonnegative nearly reducible matrix, then 
A has at nwst one positive diagonal. 
Proof. Let A’ be obtained from A by replacing with zero every positive 
entry which does not lie on a posit& diagonal. If A’ = 0, A has no positive 
diagonal. If A’ f 0, A’ has doubly stochastic pattern. If A’ has doubly 
stochastic pattern and is irreducible, necessarily A’ = A, and the result is an 
immediate consequence of Theorem 1. If A’ has doubly stochastic pattern 
and is reducible, there is a permutation P and an integer s > 1 such that 
P=A’P = A,’ @ .a- 8 A,’ where each Ah’ is irreducible and has doubly 
stochastic pattern. In this case write 
pTAp= 
I;,, FSz .‘. A, 
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where each A, has the dimension of the corresponding A,'. Since each A,' 
is irreducible, so is each A,, and the form of PTAP is normal. It is then a 
consequence of Lemma 1 that each A, is nearly reducible, and thus A, = A,' 
for each k. By Theorem I, each Ax: has all its positive entries on one positive 
diagonal which corresponds to a full cycle permutation. Thus A', and 
therefore A, has exactly ow positive diagonal. 
The examples 
A = (i A) and A = 
show that a nearly reducible matrix A can have either one positive diagonal 
or no positive diagonals. 
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