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ABSTRACT 
 
Power system modeling that captures the dynamic behavior of the different 
components interacting in an electric grid is useful in understanding some observed 
phenomena that have not been easy to reproduce by simulation. Therefore, this thesis focuses 
on the modeling of hydro-dominant power system to study the origin of some very low 
frequency oscillations (VLFOs) that have not been explained or reproduced; for example, 
VLFOs in the Colombian Power System have been detected in the 0.05Hz range and their 
origin have not been clarified. Within this work modeling guidelines for hydro-electric power 
plants to capture the effects of the hydraulic coupling of turbines, their control strategies, and 
nonlinearities in the controls and actuators will be developed. This level of modeling will 
enable to reproduce oscillatory observation by simulation as the ones in the Colombian 
system for further analysis. Finally, robust control is proposed to damp oscillatory modes to 
account the effect of the dynamic behavior of coupled systems and nonlinearities in their 
controls.  
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CHAPTER 1 INTRODUCTION 
 
1.1. Motivation 
Power systems around the world have their own intrinsic characteristics for energy 
production due to their geography, energy resources, and technology availability. In south 
America some of its countries have vast hydraulic resources in mountainous zones that are 
ideal for electricity generation. For this reason, as these countries grow, their hydro resources 
have become an essential part of their supply for their energy demands while helping to 
reduce reliance on new fossil fuel power plants in the area.  
The Colombian power system operated by XM
1
 has a total capacity of 13357 MW, 
which is composed of 63.8% hydro, 7.23% coal, 20.64% gas, and 4.5% others with a peak 
demand of approximately 9000 MW. However, high hydro penetration has brought new 
challenges for the control and operation of this system. A specific case is the low frequency 
oscillation observed in this power system which has endangered its normal operation, 
limiting use of all available and future hydro power resources. Recent observations in the 
Colombian power system revealed high amplitude and very low frequency oscillations in the 
system frequency ranging from 0.05 cycles/s to 0.06 cycles/s (20 s – 17 s period) when 
dispatching most of its hydro power plants. These oscillations lasted up to 20 minutes which 
constitute a problem for their system security and operation. A sample of this phenomenon is   
shown in Figure 1.1. Preliminary studies developed by XM suggest that this problem can be 
related closely to the hydro-penetration of the Colombian power system as when various 
                                                 
1 XM is a member of the Electric Power Research Center at Iowa State University. 
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thermal units are on-line the oscillations are not observed. On the other hand, computer 
simulation studies developed by XM about the stability of its system do not show any kind of 
oscillatory behavior.  
 
Figure 1.1 Very low frequency oscillations recorded in the Colombian power system. 
Courtesy of XM. 
 
Very low frequency oscillations have been reported in some power systems; however, 
the literature does not offer substantive explanations for the phenomena observed in the 
Colombian grid and, as previously stated, current dynamic simulation software has not been 
able to reproduce the observations. Thus, efforts to describe the detected phenomena and 
develop appropriate models to simulate the observed oscillations are necessary. This will 
lead to identification of solutions to control this oscillatory problem. 
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1.2. Thesis Objectives 
The current work aims to develop analysis in the area of very low frequency 
oscillations in hydro-dominant power systems to specifically provide: 
 
- Mathematical models and derivations to be incorporated in time domain simulation codes 
dedicated to the study of different oscillatory phenomena present in hydro-dominant 
power systems; 
 
- Fundamental understanding of the phenomena and identification of possible causes of the 
observed oscillations; 
 
- Likely solutions for the very low frequency oscillation problems from control theory that 
enhance operability and stability of the hydro-dominant power systems. 
 
This research work will also be important for other systems that have considerable 
hydro-penetration, as a thorough summary will be published in literature to explain problems 
related to controls, nonlinearities, and the dynamic behavior of hydraulic systems as a source 
of very low frequency oscillations. 
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1.3. Thesis Organization 
The following work is organized into six chapters.  Chapter 1 presents the 
introduction, motivation, and objectives for the present study. Chapter 2 reviews the 
literature available regarding oscillations; specially, those in the very low frequency range. 
Chapter 3 formulates useful dynamical models for hydro turbines, controls, and actuators for 
dynamical studies. Chapter 4 presents an analysis and time domain simulations to examine 
possible causes for very low frequency oscillations; the Colombian power system oscillation 
is also addressed in this section. Chapter 5 presents a proposed control strategy from the 
robust control theory for coupled hydro turbines addressed to damp typical low frequency 
oscillation modes. Chapter 6 summarizes important conclusions from this work.  
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CHAPTER 2 LITERATURE REVIEW 
 
2.1. The Dynamic Phenomena in Power Systems 
The power system is a large multiple input – multiple output nonlinear system 
(MIMO) that can be described by a finite number of coupled first-order differential equations  
 ̇    (                 )
 ̇    (                 )
 
 ̇    (                 )
                        
     (                 )
     (                 )
 
     (                 )
 
where  ̇  denotes the derivative respect to time of state    that holds as a memory register the 
system’s history;    represents any energy input given to the system through time. The 
behavior of the above nonlinear system will depend upon its dynamic structure, initial 
conditions, and inputs (control and disturbances). This system can exhibit multiple instability 
phenomena as summarized in [1], including, finite scape time, multiple isolated equilibriums, 
limit cycles, almost periodic oscillations, chaos, and multiple modes of behavior. Finite 
escape time is observed when one or more of the states go to infinity in finite time. Multiple 
isolated equilibriums are present when the system equilibrium point is dependent on the 
initial state; this is a different notion from a linear system where from any initial state the 
system converges to a unique equilibrium point. Limit cycles are phenomena of fixed 
amplitude and frequency irrespective of the initial state and are observed in nonlinear 
systems. Almost periodic oscillations occur when a nonlinear system is excited with a 
periodic input and produces an oscillatory output having frequency components which are 
multiples of the input frequency. Chaos in nonlinear systems is a complex steady state 
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behavior, different from a fixed equilibrium, such as periodic oscillations, almost periodic 
oscillations, etc. Different modes of behavior are present when there is more than one limit 
cycle for the same nonlinear system. 
2.2. Definition and Classification of Power System Stability 
Power system stability has been defined in [2] as “the ability of an electric power 
system, for a given initial operating condition, to regain a state of operating equilibrium after 
being subjected to a physical disturbance, with most system variables bounded so that 
practically the entire system remains intact.” Different types of instability phenomenon have 
been defined and classified following this definition, and a summary has been adapted. 
Power system stability has been classified into rotor angle stability, voltage stability, and 
frequency stability as depicted in Figure 2.1.  
 
Figure 2.1 Classification of Power System Stability [2] 
 
Rotor Angle Stability is the ability of the interconnected synchronous machinery to 
maintain synchronism by reaching a new equilibrium between the electrical and mechanical 
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torques after a disturbance in the power system. If increasing angular swings are present in 
the rotating electric machinery, synchronism will be lost. For simplicity, the analysis of this 
oscillatory phenomenon is done under two categories, small disturbance and large 
disturbance. Small disturbance stability refers to the system ability to maintain stability under 
small disturbances and it is studied using linearization techniques. Large disturbance stability 
refers to the ability of the synchronous machines to maintain stability under large 
disturbances such as a transmission line short circuit.  Figure 2.2 depicts an instability 
condition for a three phase fault in the 9-bus IEEE test power system. 
 
Figure 2.2 Rotor Angle Stability for a 3-phase fault in the 9-bus IEEE Test System 
 
Voltage stability is the ability to maintain nominal steady state voltage levels at all 
buses after the power system has experienced a disturbance. If instability happens after a 
disturbance, voltages will drop or rise progressively in some buses; thus, loss of load or 
transmission line tripping are effects that might occur. Voltage stability is closely related to 
rotor angle stability and can be classified in terms of small disturbance voltage stability and 
large disturbance voltage stability.  
Frequency stability is the ability of the power system to maintain network steady state 
frequency between operational limits after being subjected to a disturbance.  Stability is 
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reached when there exist equilibrium between generation and load. Frequency instability may 
be the result of poorly tuned control equipment and low coordination of protection schemes 
such as frequency load shedding. During steady state conditions, frequency is constant 
throughout the power system, implying that all synchronous machines are rotating in 
synchronism. This steady state frequency is the frequency of all rotors, sinusoidal voltages, 
and currents in the power system [24]. Although transients cause the rotors of the generators, 
voltage, and currents to experience variations in frequency relative to one another, these 
variations are very small even when the variation of the nominal frequency is large. 
Therefore, in this work, we assume frequency of all rotors, voltages, and currents are the 
same during small transient periods.  
2.3. Oscillatory Phenomena in Power Systems 
Different types of power system oscillatory modes have been detected, studied, and 
classified, and a summary adapted from [3] follows. Electromechanical local modes are 
characterized by units at a power generating station oscillating with the rest of the system, 
which typically have frequencies in the range of 1-2 Hz. These modes related to rotor angle 
oscillations are most often observed only when weakly connected plants with fast response 
excitation systems are heavily loaded. Electromechanical inter-area modes, also related to 
rotor angle oscillations, typically have frequencies in the range of 0.1-1 Hz and are 
characterized by several units in one part of the grid oscillating against units located in a 
geographically far area. Such inter-area modes are particularly likely when two groups of 
machines are weakly connected over tie lines. Torsional modes typically have frequencies in 
the range of 15 Hz to 50 Hz and are characterized by resonance conditions between high 
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voltage transmission lines that are compensated with series capacitance and the inter-mass 
mechanical modes of a steam-turbine-generator shaft. Excitation of such resonance 
conditions is typically referred to as sub synchronous resonance. Finally, control modes that 
have a wide-range of frequencies, including that of the observed oscillatory behavior in the 
Colombian system, are typically caused by poorly tuned controllers associated with 
excitation systems, turbine-governors, automatic generation control, and other devices such 
as HVDC, static-var compensators, and certain kinds of loads. 
2.3.1. Electromechanical Local Modes 
Studies done about local area oscillations modes adapted from [4], based on 
eigenvalue analysis of small signal stability suggests that the mechanism of large inter-area 
power oscillations can be caused by local mode since the eigenvalues of local mode is 
changing with running conditions. Thus, relations between the elements of the right 
eigenvector corresponding to the linearized model of all generators in the system are also 
changing. Local modes are usually associated with the rotor angle oscillations of a single 
generator against the rest of the system. For this reason, when the sum of power deviations of 
all generating units located in one area caused by local mode oscillation is great in value, 
large power oscillations in inter area lines may emerge, and the synthetic direction of power 
deviations of the generators in the other area will be similar to the strong participation of the 
generator of local mode and contrary to the generators located in the same area with the local 
mode generator. Moreover, this reference suggests that by performing eigenvalue analysis in 
a system it can be deduced that for the generators with the same capacity and the same 
10 
 
 
running condition, the generator with the biggest magnitude of its right eigenvector has 
stronger power oscillation and vice versa.  
2.3.2. Electromechanical Inter-area Modes 
Studies regarding inter-area modes were carried out in [5] due to the detection of low 
frequency oscillations, which ranged 0.1 to 2.5 Hz, in the Nashville area of the Tennessee 
Valley Authority (TVA) system. In that study, 4 oscillatory groups of generators were 
detected. Within each dynamic group, the generators swing together and have the same 
dynamic trend. However, generators from different dynamic groups swing against each other.  
This means that in a system containing a large number of different dynamic groups, low 
frequency oscillations in some parts or between parts of the interconnected power systems 
tend to oscillate against each other. At times, the oscillations may grow causing large 
oscillatory problems in power systems.  
2.3.3. Electromechanical Torsional Modes 
Long steam turbine-generator shafts have several mechanical torsional oscillation 
modes [6] on the sub synchronous frequency range that are initiated by changes in electrical 
or mechanical torques in generators that are connected to the grid with long series capacitor 
compensated transmission lines. The insufficient damping of torsional modes can result in 
the disconnection of the generator due to operation of protective devices to avoid serious 
damage to the turbine-generator shaft. Therefore sufficient damping of the torsional 
oscillations must be ensured in all possible operating conditions by means of extensive power 
system analysis. The oscillations for these modes that cover the range from 15 Hz to 50 Hz 
can be damped by means of flexible ac transmission systems. 
11 
 
 
2.3.4. Electromechanical Control Modes 
Control modes basically deals with the control systems that regulate the power 
system. In [7], an important analysis on the speed governor settings is presented as a result of 
a 0.05 Hz  oscillatory mode observed in the Turkish power system, a system which has 
considerable hydro-power penetration. The study compares the influence of the different 
governor settings to obtain fast response and its trade-offs to the frequency instability the 
system might face. Appropriate settings for hydro-governing systems are suggested, and 
further analyses of ideal settings are proposed also considering the effect of the speed droop. 
A key finding from operational observations during this study was the strong relation 
between the frequency of the oscillation and the number of dispatched hydropower plants 
which is stated to be the result of the influence of the water transients; thus, the governor 
tuning, droop characteristic, and water dynamics are important considerations in the stability 
of the hydro-system.  Moreover, as control characteristics [8] of hydraulic turbine governors 
and turbine models in power systems greatly influence the power system frequency stability 
practical, detailed hydraulic turbine models, their controls, and actuators are necessary to be 
studied in any phenomena related to frequency stability or control tuning.  
Indeed, control theory reveals that controllers and actuators might have nonlinear 
functions that are necessary to be modeled for analysis [9]. Dead-zone characteristics are 
present in many practical plants such as electric servo-motors and hydraulic servo-valves 
which are usually unknown and, moreover, may vary with time [10]. Thus, when designing 
controllers or performing dynamic studies, designers should consider not only the 
uncertainties in the linear part of the plants’ models but also the dead-zone uncertainties and 
major nonlinearities in the models. The modeling of dead-zones and nonlinearities in controls 
12 
 
 
might lead to considerable differences in the entire system stability; thus, they can be cause 
of oscillations in real systems yet not observed through simulation. In fact, the effect of 
governor dead-band has a destabilizing effect on the transient response for load disturbances 
[11] as it introduces a time lag in the governor transfer function. In some studies the dead-
band produces a sinusoidal oscillation of approximate 20s period for the lag added to the 
control system. Moreover, the standard deviation of frequency and power interchange of an 
area are made smaller by making the dead band of the governors narrower which directly 
suggests that frequency performance becomes worse when the dead band becomes wider [12] 
as sensitivity is reduced. Simulations performed in [13] demonstrate that dead-bands can 
cause large initial frequency deviations and more oscillatory responses during disturbances. 
Although, much research has been done regarding frequency oscillations in the very 
low frequency range, the phenomena observed in the Colombian power system has not been 
clearly reported in literature yet. Thus, effort will be made in the present work to model the 
hydrodynamics and controls to obtain accurate descriptions that allow reproduction of the 
observed phenomenon.  
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CHAPTER 3 MODELLING 
 
3.1. Modeling and Time Scales  
For dynamical studies the timescale of the phenomenon that will be under study is 
important in order to choose appropriate models for simulation [14] and save computer 
processing time. Large disturbance analysis are limited to 3 or 10s because of the 
computational time that the fidelity of the nonlinear models require; on the other hand, small 
disturbance studies may be in the 10 or 20s range as it uses linearized versions of nonlinear 
dynamical models that allow the computational burden to be lighter.  
The phenomenon of frequency stability duration that motivated the present work is in 
the 10 to 20min time scale which is the duration of the transient reported in the Colombian 
power system. This suggests the use of models that capture only the slow dynamics. 
Nonetheless, caution should be taken when defining appropriate time scales for analysis as 
frequency stability phenomenon might be impacted by fast and slow dynamics. Among the 
phenomena with fast dynamics we have the electromechanical and electromagnetic dynamics 
associated with the rotor angle stability and switching transients respectively that can last 
from milliseconds to seconds.  The slow dynamics reflect the prime mover and its control 
dynamics which may last from a few seconds to various minutes and will be the object of our 
study. 
3.2. Modeling of Power System for Frequency Control 
Frequency is an indicator of power balance between the supply and demand in a 
power system. Feedback control is used to keep frequency in the power system almost 
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constant by regulating the supplied power. Common practices [15] suggest maintaining a 
maximum frequency deviation of 1% from the nominal value as an excursion outside the 
limits in system frequency might cause undesirable effects such as under/over frequency, 
volts/hertz, over-excitation relay tripping which can initiate a cascade failure.  
If demand or power supplied changes in a power system, the frequency will also 
change as result of imbalance. Thus, extreme changes in generation or demand will bring 
about major deviations from the nominal system frequency; perhaps, outside the maximum 
tolerances. This unbalance is corrected by the speed controllers, also called speed governors, 
that control the power generated in the prime movers. The prime movers are usually turbines 
fed by steam, gas, and water. Steam is obtained by the burning of fossil fuels or nuclear 
reaction. The mechanical to electrical energy conversion for transmission of energy in 
electrical form is performed in the generator. The basic process schematic for power supply 
and demand in a power system is depicted in Figure 3.1 where the main components and 
control loops that participate in the frequency control problem are shown. The low frequency 
oscillation analysis in hydro-dominant power systems will focus on hydro turbine dynamics 
and the control loops. 
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Figure 3.1 Basic Frequency Control Loops in a Generating Facility equipped with 
Synchronous Generators 
   
3.3. Dynamics for Hydro Dominant Power System 
Dynamic modeling for hydro-dominant power systems require unique considerations. 
Reference [7] reports the peculiar response of hydro turbines that for simplicity of 
explanation is captured in the following extracted statement: “when hydro-turbines are 
subjected to a change in gate position the power produced is opposite to that of the 
movement of the gates,” which means that a closure of the water control valve in a hydro unit 
will initially respond as an increase in power output for a short time and then gradually 
reduce the output power until settling to a new steady state operating point as shown in 
Figure 3.2 for a hypothetical gate closure. For gate openings similar phenomena occurs in the 
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counter direction. This behavior is typically found in a linear system characterized by a 
transfer function having a zero in the right half plane. 
 
Figure 3.2  Typical Hydro Turbine Response for a Step Change in Gate Position. 
 
3.3.1. Nomenclature  
For the following sections on hydro- dynamics study the following nomenclature is 
used: 
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3.3.2. Hydro-generation in steady state 
The general concept for hydro-generation is the use of the potential energy contained 
in water at a higher level from a given reference. When water is conducted from a 
considerable altitude through pipes (conduit and penstock), the potential energy contained in 
water is transformed into kinetic energy and extracted through a hydro-turbine which may be 
of various types including impulse and reaction turbines  [16]. A generator is coupled to the 
turbine, both of which rotates together to convert the energy from water to electric power. 
Figure 3.3 presents the process of hydro generation for a lossless system. Figure 3.4 and 
Figure 3.5 show the different turbine types typically used in this process. 
 
Figure 3.3  Typical Hydro Power Plant Arrangement. 
 
Figure 3.4  Impulse Turbine (Pelton Turbine) and needle valves at [17]. 
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Figure 3.5 Reaction Turbine (Francis and Kaplan Turbines) at [18] and [19]. 
 
From Figure 3.3 we can also study the behavior of the hydraulic system in steady 
state where all the states and controls remain fixed; they do not change in time. We can see 
that the flow   at any section, disregarding losses, can be expressed as (3.1). 
       (3.1) 
Additionally, the speed   of the water at a head   seen at the control valve when 
disregarding losses in the pipes can be expressed as (3.2). 
      √                 (3.2) 
where: 
  is the characteristic nozzle coefficient. 
By combining (3.1) and (3.2) and considering the area   is the effective area through the 
wicket gates or needle valves we have (3.3). 
        √    (3.3) 
Equation (3.3) shows that the flow at a given head is proportional to the control valve 
effective area and square root of the head. In a hydraulic system when disregarding losses,   
remains constant in steady state; thus, for flow regulation in real systems the area   is 
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changed through the action of the wicket gates or needle valves which change the water 
outlet effective area. The total hydraulic power available at the gate is (3.4). 
           (3.4) 
The force   as result of the action of a given pressure over an area   can be written as (3.5). 
       (3.5) 
The pressure at a given head can be expressed as (3.6), 
         (3.6) 
by combining (3.5) and (3.6) we have (3.7). 
            (3.7) 
Then substituting (3.7) in (3.4) we have (3.8). 
                    (3.8) 
Combining (3.8) and (3.2) we have (3.9). 
                 √    (3.9) 
Rewriting (3.9) we have (3.10). 
  
      √     
 
       
 
  (3.10) 
Equation (3.10) represents the power available at the turbine control valve; however, when 
the conversion of energy is made, the turbine loses some of the energy; thus, the real power 
given by the turbine to the generator may be written as: 
 
                     √     
 
       
 
  (3.11) 
where: 
   represents the efficiency of the turbine. 
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Rewriting (3.11) as (3.12) results in. 
                       
 
  (3.12) 
What (3.11) and (3.12) indicate is that the power available for electrical conversion is 
proportional to the head   powered to the 3/2. Note that   can vary for power regulation and 
this is done through modifying the output area   at the control valves. Generally speaking, it 
is accomplished by opening or closing the wicket gates in reaction turbines or the needle 
valves in impulse turbines. However, this representation is only useful when the system is in 
steady state.  
3.3.3. Hydro dynamics 
Wave equations: 
When water is flowing in steady state, the head (pressure) seen at the turbine inlet 
(wicket gates or needle valve) is constant. However, if the flow is altered by the moving of 
the gates, an oscillatory variation of the head at the turbine inlet will be seen, and travelling 
waves will appear in the pipes known as water hammer for the hammering sound heard in the 
turbines when this phenomenon occurs.  
 
Figure 3.6. Hydraulic Phenomena in Piping Systems   
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Originally, Parmakian in [20] presents the derivation of the water hammer 
phenomenon using Newton’s dynamic equations and condition of continuity derived from 
Figure 3.7, Figure 3.8, and Figure 3.9 respectively.  
 
Figure 3.7 Representation of the condition of dynamic equilibrium [20] 
 
Figure 3.8 Pipe Stress [20] 
 
 
Figure 3.9 Representation of Condition of continuity [20] 
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Figure 3.7 is used to describe the dynamic equilibrium of a small element of water 
    that is in motion; for this, all the forces that influence this element are depicted to later 
formulate the Newton’s dynamic relation ∑     . Figure 3.8 and Figure 3.9 are used to 
formulate the condition of continuity. Although in this derivation the head losses effect are 
skipped, in reference [21], a similar derivation is performed to get the dynamic model of 
water hammer that accounts for head losses. Thus, equation (3.13) describes the condition of 
dynamic equilibrium including losses and (3.14) formulates the condition of continuity in a 
pipeline. 
   
  
 
 
   
 
  
  
 
 
        
  | |    
(3.13) 
   
  
 
   
  
 
  
  
   
(3.14) 
Lumped modeling of wave equations: 
Since the solution for these equations is challenging, what follows will be a 
description to approximate the above descriptions using lumped parameters. First define per 
unit definitions for the above expression using (3.15) and (3.16) 
 
     
 
  
 
(3.15) 
 
     
 
  
 
(3.16) 
where: 
   is the head base 
  is the flow base 
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By eliminating the subscript       and solving for   and   respectively we have: 
        (3.15) 
        (3.16) 
Rewriting (3.13) in terms of (3.15) we have (3.17). 
   
  
 
  
      
 
  
  
 
    
 
           
  | |    (3.17) 
Applying (3.16) to (3.14) we have (3.18). 
   
  
 
      
     
 
  
  
   (3.18) 
The above descriptions represent the per unitized differential equations that describe 
the water hammer effect in a single pipe line. deMello in [22], as a discussion of the work 
presented in [23] by Oldenburgerand and Donelson, reports that the hydraulic system can be 
modeled as a lumped electric analog system. The model proposed is an analog LC circuit. 
However, in this model the effect of the head losses is not considered since the model used 
for the derivation is a lossless pipe representation. Furthermore, the model is later analyzed 
as a linear system and is not extended for analysis of many penstocks fed by a common 
conduit. In some systems, such as the Colombian one, high head turbines are used and the 
penstock is usually shared; thus, a dynamical model that describes this arrangement needs to 
be described. To obtain the lumped representation for multiple pipes, we use the per-unitized 
wave equations, derivate a lumped model for a single pipe, and extend it for many conduits. 
For the lumping of the wave equations, we can write the variation of the head and the 
flow for a small section of a pipe of length   as (3.19) and (3.20) 
    
  
  
     (3.19) 
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     (3.20) 
which can be understood and depicted as in Figure 3.10 
 
Figure 3.10 Division of a pipe of longitude   in many differential elements    
where: 
   is a small segment of the pipe of longitude  . 
   head variation assuming water hammer positive direction             . 
   is the flow variation in the segment   . 
 
Solving from (3.17) for 
  
  
 and replacing in (3.19): 
 
    
     
      
 
  
  
 
    
    
           
  | | (3.21) 
similarly with (3.17) and (3.20): 
     
         
     
 
  
  
 (3.22) 
by defining 
    
     
      
 (3.23) 
 
   
    
    
           
 (3.24) 
    
         
     
 (3.25) 
 
Equations (3.21) and (3.22) might be expressed as (3.26) and (3.27):  
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     | | (3.26) 
 
       
  
  
 (3.27) 
The previous set of equations describes the lumped representation of the behavior of the 
hydraulic conduit, which is analogous to the electrical system in Figure 3.11: 
 
Figure 3.11  Lumped representation for a small pipe section. 
By assuming that the water is incompressible as well as the pipe is inextensible in the 
previous small section we can disregard the analog capacitive effect in the small section; 
thus, by redrawing Figure 3.11 we have Figure 3.12: 
 
Figure 3.12  Lumped representation for a small section considering water as 
incompressible. 
 
When adding multiple small lumped elements until reconstructing the total pipe length we 
have the analogy depicted in Figure 3.13. 
 ……….  
Figure 3.13. Pipe reconstruction by adding small differential elements 
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By adding all the elements in a single system, we have the lumped representation of a pipe 
line as shown in Figure 3.14. 
 
Figure 3.14. Lumped dynamical representation of a pipe. 
 
Power plant modeling for multiple penstocks sharing a common conduit: 
Continuing with the idea of lumped representation of a pipe; by combining the piping 
components of the water ducts in a typical hydro facility (conduit and penstock) and 
considering the effect of the surge tank, from Figure 3.6, repeated for convenience, we have a 
lumped model as represented in Figure 3.15 for a single hydro-unit with a conduit pipe, surge 
tank, and penstock. 
 
 
Figure 3.15. Lumped representation of a Hydraulic Facility 
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For multiple turbines, where multiple penstocks share a unique conduit, the analog 
representation would be as in Figure 3.16 where the analog voltage source    is the nominal 
head of the power plant and    and    are the heads seen at the turbines, respectively. 
 
Figure 3.16  Lumped representation for multiple penstocks fed by the same conduit. 
 
In the above figure, the analog electric parameters are defined by: 
    
     
       
 
(3.28) 
 
   
    
    
             
 
(3.29) 
    
     
  
 
(3.30) 
 
   
     
    
            
  (3.31) 
    
     
       
 
(3.32) 
 
   
     
    
            
  (3.33) 
    
     
       
 
(3.34) 
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In order to find the dynamical equations that describe the hydraulic system model, 
from Figure 3.16, we can write analog voltage loop equations. 
        
    
   
  
     
    
   
  
       (3.35) 
        
    
   
  
     
    
   
  
       (3.36) 
 
  
   
  
           
  (3.37) 
             (3.38) 
 
     
   
  
 (3.39) 
On the other hand, we know that the water speed at a given head can be written as 
(3.40): 
    √      (3.40) 
Writing water speed as function of flow and area: 
  
 
   √      (3.41) 
       √      (3.42) 
Per unitizing (3.42) and using the definitions given in (3.15) and (3.16) we have: 
 
 
  
    √        
  
 (3.43) 
 
  
    √      
  
√  (3.44) 
By defining 
 
                   
               √      
  
  (3.45) 
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where: 
                 is the effective opening area at the wicket gate or spear valves as 
function of time in     . 
     is the nominal control signal equals to      
       √      
  
 
        is the per unit control signal and equals to        . 
C is a nozzle coefficient typically 0.98. 
 
we obtain equation (3.46) that represents the relation between the flow, head, and gate 
position at the control valve level (needle valve or wicket gate):  
    √  (3.46) 
Using the fact derived in (3.46), the flow as a function of a given head for the turbine 
1 and turbine 2 can be written as (3.47) and (3.48) respectively.  
      √   (3.47) 
      √   (3.48) 
Rewriting (3.35) and (3.36), using the fact given in (3.47) and (3.48) we obtain (3.49) 
and (3.50). Similarly, by combining (3.39) and (3.38) we obtain (3.51). 
        
    
   
  
     
    
   
  
 (
  
  
)
 
    (3.49) 
        
    
   
  
     
    
   
  
 (
  
  
)
 
    (3.50) 
             
   
  
  (3.51) 
Rewriting (3.49), (3.50), (3.37), and (3.51) respectively, we have (3.52) - (3.55). 
 
  
   
  
   
   
  
    (
  
  
)
 
     
      
  (3.52) 
 
  
   
  
   
   
  
    (
  
  
)
 
     
      
  (3.53) 
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   (3.54) 
 
  
   
  
          (3.55) 
Defining the state vector as   [           ]
 
, we have: 
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 (3.56) 
Extending the idea for multiple penstocks: 
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 (3.57) 
Solving for the states: 
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 (3.58) 
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Performing the matrix inversion: 
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 (3.59) 
Performing the indicated matrix operation: 
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 (3.60) 
Reducing common terms we have (3.61). 
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  (3.61) 
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Equation (3.61) is the non-linear dynamical model for the penstocks of a hydraulic 
power plant sharing a common conduit and single surge tank. Setting the heads seen at the 
inlet of the turbines as outputs of the dynamical system, from (3.46) (repeated here for 
convenience) and solving for  , we have (3.62) for all the heads in the coupled turbines 
written in matrix form. 
 
    √  (3.46) 
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 (3.62) 
 
Equations (3.61) and (3.62) represent the nonlinear state space dynamical model in 
the form of (3.63) and (3.64) respectively. 
 
  ̇         (3.63) 
          (3.64) 
 
Power plant modeling for multiple distribution pipes sharing a common penstock: 
Although the derivation made above accounts for a special arrangement of the piping 
when multiple penstocks share a common conduit, the Colombian power system also has  
hydro stations with a special structure indicated in Figure 3.17 where many turbines share a 
common penstock through distribution pipes. 
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Figure 3.17. San Carlos Power Station Piping 
 
Using the same analogy described in the derivation before, we can draw and 
approximate the electric equivalent circuit as shown in Figure 3.18. 
 
Figure 3.18: San Carlos Power Station analog electric circuit 
Using this analog circuit, the dynamic equations of the circuit can be written as follows. 
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(3.65) 
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(3.66) 
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(3.68) 
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(3.70) 
Expressing in matrix form and expanding for many distribution pipes: 
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(3.71) 
 
Representing in state space form we have (3.72) which represents the dynamic model 
for arrangements with any number of distribution pipes. For example, San Carlos, Chivor, 
Guavio are some of the power stations that have this piping in the Colombian power system. 
This expression can be also written in the general form expressed by (3.63) and (3.64). 
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(3.72) 
3.3.4. Turbine, Generator, and Rotor Dynamics 
As deduced before, equation (3.63) gives the general representation of a hydro-
coupled power plant, repeated in (3.73) for convenience with new nomenclature that is 
necessary when multiple plants must be modeled as is the case for the analysis of the 0.05 Hz 
oscillation problem in the Colombian Power System.    
  ̇    (     ) (3.73) 
Here: 
                     
  
               
  
   indicates the     hydro-coupled power plant.  
In the     power plant, we can express the hydraulic power available at the control 
valve of each turbine           as: 
          (3.74) 
 
Assuming constant turbine efficiency   for all the units in the power plant, zero minimum 
load flow conditions and disregarding the effect of the turbine speed over the water column 
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as impulse turbines do not have coupling with the water column (as do reaction turbines), the 
total power available at the shaft of each turbine is: 
             (3.75) 
By solving for   in (3.46), adding the subscript  , and plugging into (3.75), we have 
(3.76), which is the power available at the shaft of each turbine   as function of the turbine 
flow   . This expression may also be an output of the dynamical system given in (3.73). 
 
          
  
 
  
  (3.76) 
The formulation expressed in (3.76) expresses the mechanical power available at the 
shaft which is the input power for the generator where the electromechanical conversion is 
performed. However, for this study we assume that there exists neither dynamics nor losses 
during the electromechanical conversion. Thus, it can be assumed that the power available at 
the shaft expressed by (3.76) is the electrical power generated by each generating set 
composed of a turbine and generator.  
On the other hand, for frequency oscillation studies, the rotor speed of each 
generating unit can give an approximation of the frequency of the electric outputs such as 
voltage and current at the bus to which this generator is connected; thus, each speed of the 
rotor is a state to be added in the state space model to stand for the speed/frequency at each 
bus. However, synchronized phasor measurement devices installed in the Colombian power 
system at various locations recorded synchronized frequency measurements and revealed that 
the frequency, which approximates the dynamic speed of an equivalent rotating mass at those 
locations [24], had the same tendency in time. This suggests that all machine rotors swing 
together; thus, the rotor dynamics of all generators may be captured as a single rotating 
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system mass with inertia   driven by multiple accelerating torque inputs coming from the 
total power available at each power plant and decelerating torque due to the total power 
demand     respectively. The total electric power available at each power plant composed 
of   hydro-coupled units can be written as a single expression as in (3.77).  
 
         (     )    ∑
  
 
  
 
 
   
 (3.77) 
where: 
                     
  
               
  
  denotes the     hydro-coupled power plant.   
  denotes the     turbine in the     power plant.   
 
As we assumed that we may represent the dynamics of all rotating masses as an 
equivalent one, in a system with   power plants the dynamical expression in (3.78) for the 
dynamics of an equivalent rotating mass holds.  
   
  
 
 
  
              
 
  
[
∑   (     )
 
   
 
 
    
 
] (3.78) 
where: 
   is the     hydro-coupled power plant. 
  is the total number of coupled hydropower plants. 
 
By combining all expressions developed in this section, we can express a unified 
dynamical model for frequency stability studies for   power plants into one single 
expression as shown in (3.79). 
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 (3.79) 
In (3.78) and (3.79),      is the system demand modeled as in (3.80). 
                        (3.80) 
where: 
      is the base demand in p.u.. 
     is a disturbance in the demand in p.u. 
  is the frequency damping ratio of the demand. 
         is the power system frequency (speed) in p.u. 
 
The outputs for this dynamical system may be chosen to be the power injected by 
each turbine, the head pressure, and the equivalent rotor speed which are not difficult to be 
derived and written in matrix form similar to (3.62). 
 
3.4. Frequency Control 
For frequency control, the state for which we are interested to control in (3.79) is the 
speed , which is equal to the system frequency when given in per unit. Our objective for 
control under a disturbance      is to manipulate the inputs    to keep   bounded between 
certain limits in a required time, i.e.               This will determine the performance 
in the control strategy during disturbances. Currently, to fulfill this objective two control 
loops are involved in this task, the primary and secondary loop control as it was depicted in 
Figure 3.1.  
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3.4.1. Primary Loop Control 
The primary loop controls give primary response from the units to load disturbances. 
For hydro-turbines there are a variety of designs [25] typically used in industry which are 
summarized as follows. 
Temporary Droop Controller performs integral control action based on the difference 
between the reference speed and actual speed (feedback control). A dead zone is added to 
avoid unnecessary control for small speed deviations due to possible noise. It also uses 
feedback from the governor actuator position    for control. Also,    can be used as shown 
in Figure 3.19. Position    is a high power capacity control signal, which is an output from 
the hydraulic servomotor that will be discussed later, whereas    is a low power signal 
coming from the command of the controller. The two feedbacks are used for stability; the one 
(transient droop) operates during transients to avoid fast excursions in the actuator and the 
corresponding water hammer effect and the other to gain steady state stability (permanent 
droop) which sets a new operating frequency which is important for units operating in 
parallel. The input for the dynamic system   in our previous developed expressions is not the 
direct output of the hydraulic servomotor. A nonlinear relationship holds between    
and   ,              as a result of the relationship between the linear displacement of 
the servo system and the actual total area opening of the control valves (needle valves or 
wicket gates). This is typically a quadratic relationship.   
40 
 
 
 
Figure 3.19  Temporary Droop Controller 
 
PID Controller works similarly to the temporary droop controller; it takes the 
difference between a reference input and the current speed in the presence of a dead zone to 
perform the control action as depicted in Figure 3.20. The feedback from    guarantees 
steady state stability for units operating in parallel. The transient droop is omitted in this 
strategy as it is possible to set the response of the controller by setting the proportional, 
integral, and derivative constants to avoid fast actuator excursions and water hammer effects. 
A variation of this strategy is shown in Figure 3.21 where the droop characteristic    is based 
on the difference of a reference power signal and the current power output of the machine 
which is known as speed regulation or power droop. This arrangement is very important and 
useful for secondary frequency control action. The secondary loop control (AGC) acts over 
this power reference      to correct the steady state frequency error that results from the 
permanent droop characteristic found in the controllers of paralleled machines.  
 
41 
 
 
 
Figure 3.20 PID Controller with permanent droop. 
 
Figure 3.21 PID Controller with Power Droop. 
 
Feed forward Controller is a predictive strategy combined with a closed loop 
controller (PI) to achieve faster performance in hydro-units. Figure 3.22 shows this 
arrangement. This strategy is used mainly when the machine is paralleled to a large 
interconnected power system. The power   and the head   are measured outputs in the 
process, and both are fed back to the controller to perform the control action.  
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Figure 3.22. Feed forward Controller 
 
The feed forward function    ̃ may be estimated using (3.46) and (3.75) (   ̃    in 
p.u.) repeated for convenience in (3.81) and (3.82) which gives an estimated position of the 
actuator for a required power   at head  .  
              (3.81) 
    √  (3.82) 
 
Define   as a function of a per unitized value of      as deduced in (3.45) 
               (3.83) 
 
From (3.82) we have (3.84) 
             √  (3.84) 
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By assuming   ̃       we obtain (3.85), the feed forward function.                                          
 ̃  
    
       
 
 
 
(3.85) 
 
The value set by the feed-forward function is later corrected by the PI action     to 
give the desired reference power. Although this strategy is for hydro turbines connected to 
large power systems, designers have added an extra loop for speed power compensation 
through a gain and a dead zone in the control design when turbines are connected to weak 
systems and primary regulation is to be boosted. However, the time domain response of the 
controlled variables when using this strategy might not be the most appropriate as the 
feedback from   and speed   into the feed forward loop might bring undesired closed loop 
gains for the parameters tuning, water surge dynamics, and iteration with other control loops. 
A variation of this strategy suppresses the feed forward function    ̃ and this condition might 
be desired in plants where the feed forward strategy affects the control performance. For 
example, the pressure surges and the hydro coupling of different units might be a limitation 
for using this feed forward loop. 
Hydraulic Servomotor (Actuator) is the main power interface to couple the control 
command and the controlled valves in the primary control loop. The typical assembly is 
shown in Figure 3.23.  The servo valves have built-in dead zones to avoid the pressurized 
liquid spillages. The spool is moved a distance   and in response the piston of the double 
acting cylinder travels   . For certain   signals that do not surpass the dead zone, the piston 
in the cylinder will not move. Saturation in the output speed of the piston  ̇  is a result of the 
maximum flow of the pressurized hydraulic oil that enters in the A or B terminals. There are 
usually two flow regulating valves at these terminals to limit the flow of the pressurized oil 
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and thus limit the piston speed. The integrator has limits that correspond to the minimum and 
maximum travel of the cylinder    . Feedback control is used for the servo system position.  
 
Figure 3.23. Hydraulic Servomotor Assembly and Functional Block 
 
Deflector is used in impulse turbines as fast load rejections require fast valve closing 
which would cause serious water hammer effects for the high water inertia. To avoid this, 
deflectors divert the water stream, as depicted in Figure 3.24. Thus, power output reduction is 
possible with no action of the control needle valves and with almost no water hammer effect. 
For frequency control, the coordinated action of the deflector and the flow control valve 
would improve dynamic stability as the water hammer effect may be avoided. The deflector 
is moved by a hydraulic servomotor similar to the actuating mechanism used for the control 
valves. 
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Figure 3.24. Deflector Assembly for Impulse Turbines  
 
Speed Droop Characteristic. As discussed before the frequency control is performed 
by two loops: the primary and secondary control loops. The primary loop control is 
composed basically by the speed governor (Controller), final actuator (Servomotor), and 
prime mover as illustrated in Figure 3.25. These elements in the primary control loop give 
primary response to the system if there exists any deviation from nominal speed. The 
governor will act by sending opening or closing commands to the control valves to supply 
the necessary power and then correct the power unbalance measured in the speed deviation. 
Since multiple generating sets are synchronized an additional variation to the feedback 
control in the primary loop is done to guarantee stability. As not all the units in the system 
will have the total exactness of reference    , instability might occur as the controllers will 
try to maintain the speed according to their own set points; thus, they will fight against each 
other. To avoid this, an arrangement of the primary control loop named speed droop usually 
denoted as   is added in the controllers; thus, various units in parallel can find a common 
steady equilibrium point. 
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Figure 3.25 Primary Loop for Frequency Control 
 
In the above figure we see that the Controller responds when there is an error      at 
the input. Without the presence of the droop characteristic, the error in two different units 
would be: 
                 
                 
(3.86) 
As       is not equal to      , for a      equal to one of the references, there will 
exist an error       or       that will be different than zero; thus, the controllers will be 
fighting to reach their own set points. This will be impossible as they share the same 
speed    .  
By adding the speed droop characteristic loop we have (3.87).  
                  (           ) 
                  (           ) 
(3.87) 
For this analysis      represents the position of the control valve; although, the power 
signal      and         can be also used with exactly the same principle. As we can see for 
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this condition, the error      at the input of the controllers might become zero not only 
when         , but at another operating point function of      . This adds an artifact to 
make the error zero at a different operating point than the nominal speed. Using this 
arrangement, each machine will find a new operating speed and the oscillatory problems will 
be avoided as       .  
The operation for a machine equipped with speed droop characteristic is depicted in 
Figure 3.26. Initially one machine is operating at the point         where the frequency of 
the system is at its nominal value    and the opening of the control valve is    units. When a 
disturbance occurs the governor reacts and a new operating point is reached      . 
However, at this point the frequency is not at its nominal value, thus a secondary action is 
required to move from the point       to         at which there is power balance at 
nominal frequency. This action is accomplished through the secondary control that basically 
acts on      and to set the nominal frequency in the area. All units interconnected in the area 
with active governors participate in the primary frequency control loop; however, in the 
secondary control loop only some machines participate in this task for economic and 
technical reasons.  
 
Figure 3.26. Speed Droop Characteristic 
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3.4.2. Secondary Loop Control  
This control loop is also referred to as automatic generation control (AGC). It is used 
to correct the steady state frequency deviation due to the speed droop characteristic in the 
generating units, maintain the power interchange between control areas, and maintain the 
generation at the most economic level [26]. The functional block diagram is depicted in 
Figure 3.27.  
 
Figure 3.27 Secondary Loop Control (AGC) 
   
The AGC reads the system frequency   and the power that is being imported or 
exported from/into the area ∑     which are compared with their reference speed and 
scheduled power, respectively. Since the objective of the AGC is to maintain the power 
balance in the area, the frequency deviation is weighted as an analog power deviation value 
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through the frequency bias  . Then summation of both power deviations represent the total 
area control error ACE that later is processed in the controller (PI version) which sends the 
respective power commands to the machines  that are participating  in secondary frequency 
regulation with participation factor   respectively. It is important to notice that the feedback  
∑          
 
    that comes from the machines participating in AGC is used to avoid 
overcompensation of the ACE error as these machines have time constants to reach the set 
point      after receiving this command. Some models for AGC include two types of 
nonlinearities, the saturation and the dead band. The saturation avoids large control excursion 
commands during large disturbances, e.g. a 3 phase short circuit, similar to an anti-windup. 
The dead band prevents unnecessary control action in the proportional loop making the 
control have noise rejection.  
3.5. Linearization 
As linearization gives a good approach for understanding the behavior of a nonlinear 
system close to an equilibrium point, this section aims to find the linearization of some 
important expressions derived previously that later will be used for analysis. 
3.5.1. Power Plants Linearization 
From (3.72) repeated for convenience, we can express this system in its general form 
as in (3.88) that adopts the form or a constant matrix multiplied by a vector containing 
nonlinear elements. 
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Here: 
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By linearizing the representation obtained in (3.88) around the equilibrium 
points              , we obtain (3.89). 
 
  ̇  {
 
  
         |     
     
}     {
 
  
         |     
     
}     (3.89) 
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Using the properties for partial derivatives we can take the constant matrix out, then we 
express (3.89) as in (3.90). 
 
  ̇  { 
 
  
        |     
     
}     { 
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}     (3.90) 
where: 
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By performing the indicted operations, the state space representation found in (3.90) 
can be transformed into the form as shown in (3.91): 
   ̇                (3.91) 
where: 
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        |     
     
 
The rotor dynamics linearized expression can be derived from (3.78) and repeated in 
(3.92) which represents a hydro-coupled power plant driving an equivalent rotating mass for 
simplicity for the derivation. 
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] (3.92) 
where: 
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From (3.92) by applying the partial derivatives respectively, (3.93) is obtained. 
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(3.93) 
 
We can write the expression obtained in (3.93) as in (3.94) and also expressed in matrix 
reduced form in (3.95). 
   ̇                            (3.94) 
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By coupling the linearized representation for the hydrodynamics obtained in the form 
of (3.91) and the rotor dynamics in the form of (3.95), we have the linearized dynamic model 
that couples the hydrodynamics and the rotor dynamics as in (3.96). 
 
[
  ̇
  ̇
]  [
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]  [
    
      
] [
  
    
] (3.96) 
The above expression can be written in the form of (3.97), which represents the state space 
model of a hydro-coupled system driving an equivalent rotating mass and disturbance     . 
 [  ̇
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]      (3.97) 
Similar derivations can be done to obtain the linearized outputs of the dynamical system in 
the form of (3.98) 
 [
  
  
]  [
  
    
] [
  
  
]  [
 
   
]    (3.98) 
where  
   is a vector output of the linearized system which can be power, head or both. 
If we were to add   hydro coupled plants, the previous formulations would be 
coupled in a single system as in (3.99). For the outputs matrices a similar construction 
applies. 
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where: 
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3.5.2. Feed forward Controller Linearization 
As the feed-forward controller would be analyzed in the coming sections in our study, 
linearization of this control strategy is important to be developed. First, from the nonlinear 
function of the feed forward strategy obtained in (3.85), we take the partial derivatives of  ̃  
respect to    and   respectively evaluated at a steady operating point    . By doing so, we 
obtain a linearized expression as in (3.100). 
   ̃  [
 
  
          ]    [
 
  
          ]        (3.100) 
By defining 
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    [
 
  
          ]   
    
        
 
 
                          
the feed forward function will adopt the structure as in (3.101). 
   ̃                  (3.101) 
Then, from Figure 3.22, the linearized feed forward controller can be drawn as Figure 
3.28 that will be later used for analysis in Chapter IV. 
 
Figure 3.28 Linearized Feed-forward Controller 
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3.5.3. Equilibrium Points 
At steady state      the output power of the     turbine can be expressed as        
                 which is a known value. Solving for the head in this expression we have 
(3.102). 
 
     
    
      
 (3.102) 
Additionally, at steady state the electrical analog inductors have zero dynamics, thus, by 
writing again the voltage equation for one path from Figure 3.18, we have: 
 
         
        
        
  
    
      
   (3.103) 
where: 
                           
  is the     power turbine in a coupled power plant. 
 
Similarly writing the equation for the other paths we get a nonlinear system of   
equations with   unknowns that can be solved using Newton Rapson. By this procedure we 
get our initial states. The initial gate position is computed using (3.104). 
              √                  (3.104) 
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CHAPTER 4 CAUSES AND ANALYSIS OF OSCILLATIONS   
 
From the excerpts in the literature review, it had been notorious the wide range of 
possible causes for the oscillatory behavior in dynamical systems. This chapter presents an 
analysis of the different possibilities extracted from the literature that can lead to oscillatory 
behavior in systems including nonlinearities, control strategies, and dynamical behavior of 
systems. This will be supported by computer simulation using the modeling effort described 
in the previous section of some important power plant of the Colombian Power System. A 
one line diagram of the Colombian Grid is also presented in ANNEX 1 for reference of the 
system under study. Moreover, the simulations are developed using real data extracted from 
the Colombian Power System presented in ANNEX 2, ANNEX 3, and ANNEX 4. For 
computing   in the annexes, the friction factors   were estimated using the approach 
proposed by L. F. Moody [27] respectively.  
4.1. Nonlinearities and Oscillations   
Nonlinearities are ubiquitous in systems and for some types their characteristics may 
bring about harmful effects as they can lead to limit cycle instability and also causes tear and 
wear in systems. The most common discontinuities in control systems are the dead band and 
backlash [28].  
4.1.1. Deadband and Effects 
The main type of nonlinearity or discontinuity that is present in controllers and 
actuators is the dead band as was depicted in the control section in the previous chapter. 
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Dead band is a discontinuity that may be implemented on purpose or appear as result of wear 
in mechanical components or manufacturing defects. Figure 4.1 shows the input-output 
characteristic of the dead band. In this figure, when the input signal v(t) is between dl and dr 
the output is zero; otherwise, the output u(t) has a proportional output value according to the 
input.  
 
Figure 4.1 Dead zone characteristic  
 
The dead band in governors is implemented intentionally to give zero amplification to 
small speed error inputs; thus, prevent unnecessary control effort due to noise in the system. 
The maximum allowable dead band is  30mHz or 0.0005 p.u.. This nonlinearity can also 
appear unintentionally in the synchronizing motors and spool valves of the hydraulic 
governor types. The dead band for this situation might be unknown, time varying, and 
outside of the allowable range. Dead zones are also found in hydraulic actuators which are 
intentionally designed by adding overlaps in the spools to prevent leakage losses as it was 
shown in Figure 3.23. Nonetheless, this dead band might be also time varying. 
On the other hand, the intentional or unintentional dead band in control loops may 
create input output responses similar to backlash which is another well-known type of 
nonlinearity. In fact, dead bands in the forward path of feedback systems may lead to 
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backlash characteristics in the close loop response [29]. Backlash is a type of nonlinearity, 
usually found in mechanical joints, that can contributes with phase lag up to     and 
threatens stability in control loops as for some phases it may lead to a limit cycle responses. 
The backlash input output characteristic is depicted in Figure 4.2.   
 
Figure 4.2 Backlash input-output characteristic 
 
The comparison between the feedback response of the dead band in the forward path 
of a servo system (actuator) and the backlash nonlinearity is shown in Figure 4.3 and Figure 
4.4 respectively where it is clearly visible that for a same input      to the servo loop and 
backlash block the outputs       and       are almost equal and comparable.  
 
Figure 4.3 Simulation to compare the effect of the dead band in the forward path of a 
feedback system       and the backlash nonlinearity      , for a common input     . 
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Figure 4.4. Simulation comparison between the feedback loop response of a servo 
system with dead band and backlash nonlinearity. 
 
Similar results can be obtained when analyzing the dead band in the forward loop for 
speed control as it is depicted in Figure 4.5 where the forward path is composed of the 
controller, actuator, prime mover, and rotor dynamics. For some controllers, especially 
hydraulic type, the dead band is also embedded in other sub loops as it is composed of servo 
valves which may create other internal backlash characteristics that in a control loop will be 
seen by the secondary control loop similar to the actuator case.  
 
Figure 4.5 Frequency Control Loops and Dead band. 
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4.1.2. Dead band as Backlash and Oscillations 
For frequency control studies the most basic but intuitive scheme was given in Figure 
4.5. The controller, actuator, prime mover, and rotor dynamics can be plugged in using the 
models derived in the present work.   
For the demonstration of the effect of nonlinearities, the actuator loop will be 
considered; nevertheless, similar analysis can be done considering the other loops where the 
dead band and backlash nonlinearities are present. As demonstrated in Figure 4.4 the dead 
band in the forward path in the forward loop of a servo system approximates the behavior of 
backlash nonlinearity between the input    and    formerly   and   respectively. Thus, by 
modeling the backlash nonlinearity behavior as result of the dead band in the actuator 
functional block, representing the prime mover and rotor dynamics as a single block 
named     , and labeling the controller C   , the representation in Figure 4.6 shows the 
functional block schematic for nominal stability analysis of the primary control loop.  
 
Figure 4.6. Functional block for nominal stability analysis. 
 
For analysis, describing functions may be used to provide a linear approximation of 
the nonlinear system defined by the backlash [29].  The describing function uses the fact that 
if a sinusoidal signal is provided as input to the nonlinear block e.g.,              a 
Fourier series of the output in the form of    
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  can be found. Then, by taking the fundamental frequency of the Fourier series, a 
functional block representation that relates the output to the input 
      
      
    
  
 
    can 
be obtained and used in the frequency domain analysis. For example, from Figure 4.7 and 
Figure 4.8 which describe the input–output and time domain characteristic of the backlash 
nonlinearity we can find the Fourier series for the output    and represent it in complex 
format; thus,  the describing function     is given by 
 
   [(
 
 
)
 
 (
 
 
)
 
]
 
 
      (
 
 
) (4.1) 
 
  
where: 
 
 
 
 
  
(
 
 
  ) 
 
 
 
 
 
{
 
 
      (  
 
 
)  (  
 
 
) [ 
 
 
 (
 
 
)
 
]
 
 
} 
 
Figure 4.7. Backlash input-output characteristic for servo system. 
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Figure 4.8. Time domain backlash characteristic. 
 
By plotting the magnitude and angle of    as function of the ratio 
 
 
  as in Figure 4.9, 
it is observed that the phase lag given by the backlash can go up to    when the ratio of the 
backlash width B to the input amplitude U is close to 2, indicating that for ratios of B/U the 
phase lag in the backlash may contribute enough to place a pole in the imaginary axis in 
complex pole plane, condition that produce limit cycles in a close loop system. 
 
Figure 4.9. Magnitude and angle of    as function of the ratio 
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To illustrate further and having the above discussion present in mind, it is well known 
that when analyzing nominal stability using the Nyquist criteria, it is desired that the forward 
gain   not touch or encircle the point (-1,0) in the complex plane; thus, (4.2) will guarantee 
nominal stability. 
 |   |    (4.2) 
where: 
             
  |          | (               ) 
 
It is clear from (4.1) that the backlash adds phase lag to the forward path transfer 
function  ; thus, for the worst case of the phase angle          , it can be demonstrated 
that (4.3) – (4.6) are sufficient and necessary for maintaining nominal stability.  
  | |  | |    (4.3) 
 | |    (4.4) 
 |          |    (4.5) 
 |        |  
 
|  |
 (4.6) 
 
From the above, it is clear that the backlash nonlinearity introduces limitations for 
stability and (4.6)  has to be satisfied to guarantee nominal stability to avoid oscillatory 
responses for all the possible |  |. On the other hand the performance can be also affected by 
this nonlinearity which in a single input single output system it may affect the magnitude and 
phase margins of the system. 
65 
 
 
4.1.3. Dead bands and Hydrodynamics Computer Simulation  
In order to give a time domain intuition of the effect of the dead band in the different 
loops of the control systems a demo simulation was implemented. Two power plants were 
modeled with state space representation as in (3.79) feeding a single load with 
disturbance     . One power plant was chosen to be hydro coupled with three high head 
turbines sharing the same conduit and penstock. The other power plant was modeled with 
independent conduits and penstock for each Francis turbine as depicted in Figure 4.10. The 
control strategy used for all the turbines in this system is PI. The turbines T1, T2, and T3, 
participate in secondary frequency control. Two studies were carried out in this test system.  
The first study was performed with no discontinuities in the controls and actuators 
with conditions and AGC participation factors as shown in Table 4.1 Case I. The results are 
provided in Figure 4.11and Figure 4.12 where the performance of the system is maintained 
inside the limits e.g. +/- 1% for frequency deviation and settling time of 150s.  The mode 
shown at approximately 0.001 Hz is due to the undershoot when the disturbance was applied; 
whereas, the one at 0.035Hz is due to the oscillatory iteration between the control response 
and the hydrodynamics for this test system. It was determined that this mode takes place 
when the system is closed loop as for the open loop this mode is not characteristic. 
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Figure 4.10. Power system under study. 
 
Table 4.1Modeled Power Plants and Nonlinearities 
 
 
Figure 4.11. Time domain frequency response for study I. 
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Figure 4.12 Single side frequency spectrum for study I. 
 
A second study was carried out by adding the corresponding nonlinearities typically 
found in the AGC, governors, and actuators with conditions as exemplified in Table I, Case 
II. Figure 4.13 and Figure 4.14 show the results for this study where it is seen that the 
performance is degraded due to the nonlinearities. The undershoot in the time domain plot, 
also reflected in the frequency domain plot shows an increase of amplitude when compared 
to the study with no discontinuities. A new mode also appears at the low frequency result of 
the interaction of the AGC control loop and dead band effect in the governors and actuators. 
On the other hand, the mode caused by the iteration of the hydrodynamics and the controls is 
damped by adding the nonlinearities. However, this is not always the case as the oscillation 
due to the nonlinearity depends a lot on the control tuning and the dynamic response of the 
controlled system. In other words, the oscillation due to the nonlinearities might shift in 
frequency and superimpose other modes that can be dangerous for system stability. For 
example, for a certain tuning of parameters the oscillation due to the nonlinearity can shift 
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and superimpose over the frequency of interaction between the controls and the 
hydrodynamics; thus, strengthening this effect. 
 
Figure 4.13 Time domain frequency response for study II. 
 
Figure 4.14 Single side frequency spectrum for study II (red) and comparison with 
study I (blue). 
 
4.2. Controllers and Oscillations 
Low frequency oscillations in systems may be also the result of the controller 
strategies and tuning. To demonstrate so, this section presents the modeling and simulation 
effort to reproduce the very low frequency oscillation observed in the Colombian power 
system in the 0.05Hz range. In this study the major power plants of the Colombian System 
0 500 1000 1500 2000 2500
59.5
60
60.5
Time [s]
System Frequency [Hz]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
0 0.01 0.02 0.03 0.04 0.05 0.06
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
Amplitude Spectrum for Power System Speed Deviation
Oscillation Frequency (Hz)
|S
p
e
e
d
 D
e
v
ia
ti
o
n
 S
p
e
c
tr
u
m
 (
H
z
)|
69 
 
 
were modeled and simulated in high fidelity and it was discovered through simulation that 
the governor model, parameter tuning, and hydrodynamics made suitable this low frequency 
oscillation mode. 
4.2.1. The Colombian Power System Oscillation 
For the simulation and study we have taken 6 main hydropower plants from the 
Colombian power system that are usually divided into two independent stages of four hydro-
coupled turbines each. For example, the San Carlos power plant has two twin stages with 
four turbines per stage, and it has piping and mathematical model as the one discussed in 
chapter three. A major thermal power plant in the Colombian grid has been also considered 
in the study. The general information of each power plant is presented in Table 4.2. In the 
analysis every high head coupled power plant equipped with Pelton turbines is considered as 
one independent plant where the model derived in (3.72) and (3.79) holds. To simulate the 
Betania hydro plant, which uses a Francis turbine, the same procedure applies for the 
dynamic modeling of the piping where three penstocks for each turbine share a common 
conduit as deducted in (3.61); however, since it is a Francis turbine, the water column 
dynamics are affected by the speed deviations as the turbine is immersed in the water flow; 
thus, this phenomena has to be captured as described in [30]. Pelton turbines do not have this 
behavior as the water is streamed over the buckets at atmospheric pressure.  
Since this paper focuses on the effect of hydraulic turbines on frequency control, we 
omit here the detailed modeling used to represent thermal units within the dynamic 
simulation; this modeling is described in [31] and [32], which provides these thermal unit 
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models and that also can be coupled in (3.79), thereby facilitating their inclusion in the 
dynamic study and simulation. 
Table 4.2 Main Power Plants in the Colombian Power System 
 
The final mathematical dynamic model has structure as described in (3.79), with unit 
data provided in Table I, and it utilizes the control models for the primary and secondary 
loops as described in the frequency controllers described in Chapter 3. For the simulation, 
some additional attributes were added to account for the effect of sensors and intermediate 
filters in the controllers. Additionally, in the simulation six units in the San Carlos power 
plant and 2 units in the Guavio power plant are equipped with the feed forward control 
 
Hydraulic Units 
Power 
Plant 
Name 
Hydro-Coupled 
Turbines Groups 
Max 
Total 
Power 
[MW] 
Nominal 
Head 
[m] 
Inertia 
H[s] 
1000MVA 
base 
San 
Carlos  
(Pelton) 
SC 1: T1, T2, T3, T4 620 554 4.256 
SC 2: T5,T6,T7,T8 620 554 4.256 
Chivor 
(Pelton) 
CH 1: T1, T2, T3, T4 500 768 5.136 
CH 2: T5,T6,T7,T8 500 768 5.136 
Guatape 
(Pelton) 
GTP 1: T1, T2, T3, T4 280 810 2.402 
GTP 2: T5,T6,T7,T8 280 810 2.343 
Guavio 
(Pelton) 
GV 1: T1, T2, T3, T4 880 1100 4.26 
GV 2: T5 220 1100 1.025 
La 
Tasajera 
(Pelton) 
LT1: T1 T2 T3 300 933 2.331 
Betania 
(Francis) 
BT1: T1 180 74 1.5064 
BT2: T2 180 74 1.5064 
BT3: T3 180 74 1.5064 
Thermal Units 
Power 
Plant 
Name 
Thermal Groups 
 Max 
Total 
Power 
[MW] 
Nominal 
Head 
[m] 
Inertia 
H[s] 
1000MVA 
base 
Tebsa 
Gas 110: T1, T2, T3 330 - 3.667 
Gas 220: T4, T5 440 - 2.444 
Steam: T6, T7 100 - 2.637 
Totals 
  Units 
Total 
Power 
[MW] 
  
Total H[s] 
1000MVA 
base 
Total 42 Units 5610 - 44.4122 
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strategy, typically used during parallel operation in the Colombian power system; 4 units in 
the Chivor plant use the same strategy but with the feed forward function deactivated. The 
rest of power plants utilize variations of the temporary droop and PI controllers. In addition 
to the primary frequency control, Betania and La Tasajera power plants are also modeled 
with the secondary loop control as they were dispatched for secondary frequency regulation 
when one of the oscillatory events occurred in the Colombian power system.  
4.2.2. Computer Simulation of the Colombian Power System Oscillation 
Three different studies were performed based on the observation reported by XM. 
The first with a hypothetical 100% hydro penetration, the second with a 95% hydro and 5% 
thermal, and a final one with 85% hydro and 15% thermal. The thermal units were limited in 
load pick-up and rejection rating as is typical for this generation technology.   
In the first study all the units were dispatched as in Table 4.3. The load disturbance 
was applied at t=20s. The load disturbance consists of a ramp down of 5MW/s for 20s. After 
20s the load increases again at the same rate to finally reach the initial load level, as 
portrayed in Figure 4.15. This selection of the disturbance was made according to an 
observation in the load behavior of the power system at the moment of one oscillatory event. 
Table 4.3 Dispatched Power Plants for Study I 
 
 
Plant T1 T2 T3 T4 T5 T6 T7 T8 
S. Carlos 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
Chivor 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125 
Guatape 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 
Guavio 0.24 0.24 0.24 0.24 0.24 - - - 
L. Tasa. 0.059 0.059 0.059 - - - - - 
Betania 0.118 0.118 0.118 - - - - - 
Tebsa - - - - - - - - 
 
72 
 
 
 
Figure 4.15.  System demand disturbance 
 
Figure 4.16 shows the oscillatory response via a time domain plot, and Figure 4.17 
shows the modal spectrum in the frequency domain. The presence of the very low frequency 
mode close to 0.05 [Hz] is observed; an additional mode at 0.12 [Hz] is also observed, 
although with significantly less magnitude. Figure 4.18 illustrates the time domain behavior 
of one of the coupled units in the Chivor power plant.  
 
Figure 4.16 Case I: System frequency (Speed) vs. Time 
 
Figure 4.17 Study I: Single sided frequency Spectrum of the Studied Oscillation 
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Figure 4.18 Study I: Chivor power plant behavior during transient 
 
For the second study all the hydro units and some of the thermal plants were on line, 
as summarized in Table 4.4. A disturbance was applied same as shown in Figure 4.15. The 
time domain plot and the frequency spectra of the speed deviation for this simulation are 
depicted in Figure 4.19 and Figure 4.20, respectively. It is observed in these plots that the 
transient time is less that in study I and the frequency mode of the oscillation is shifted due to 
the addition of the thermal units.   
 
Table 4.4 Dispatched Power Plants for Study II 
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TABLE III 
 
Plant T1 T2 T3 T4 T5 T6 T7 T8 
S. Carlos 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
Chivor 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125 
Guatape 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 
Guavio 0.24 0.24 0.24 0.24 0.24 - - - 
L. Tasa. 0.059 0.059 0.059 - - - - - 
Betania 0.118 0.118 0.118 - - - - - 
Tebsa - 0.06 0.06 - 0.15 - - - 
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Figure 4.19 Study II: System frequency (Speed) vs. Time 
 
 
Figure 4.20 Study II: Single sided frequency Spectrum of the Studied Oscillation 
 
Figure 4.21shows the SCADA records of the Chivor Power plant for a transient event 
that occurred on 01/23/11 at 09:35 A.M which superimposes the simulation results obtained 
in the case of study II. Figure 4.22 shows the single side frequency spectrum from the 
SCADA records of the Chivor power plant. Here, a mode at about 0.07 Hz is observed, 
which closely matches the spectrum for study II.  
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Figure 4.21 SCADA oscillation records for Chivor power plant and comparison with 
study case II. 
 
 
Figure 4.22 Single sided frequency spectrum of the frequency deviation records from 
the SCADA system in Chivor power Plant and comparison with study case II. 
 
 
Similarly, a third study was simulated, using the same load disturbance as depicted in 
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Figure 4.23 and Figure 4.24. It is clear that with the addition of the thermal units the 
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zone that was modeled in the controls. One observes that the amplitude of this oscillation 
fluctuates in a        band. 
Table 4.5 Dispatched Power Plants for Study III 
 
 
Figure 4.23 Case III: System frequency (Speed) vs. Time 
 
 
Figure 4.24 Case III: Single sided frequency spectrum of the Studied Oscillation 
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Plant T1 T2 T3 T4 T5 T6 T7 T8 
S. Carlos 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
Chivor 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125 
Guatape 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 
Guavio 0.24 0.24 0.24 0.24 0.24 - - - 
L. Tasa. 0.059 0.059 0.059 - - - - - 
Betania 0.118 0.118 0.118 - - - - - 
Tebsa 0.06 0.06 0.06 0.12 0.12 0.04 0.04 - 
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In a fourth study, a simulation was performed using the same conditions for study I 
and load disturbance but with the secondary control loop disconnected. For this study the 
time domain and frequency domain are depicted in Figure 4.25 and Figure 4.26 respectively. 
For this simulation, only a short term transient occurred.  
 
Figure 4.25 Case IV: System frequency (Speed) vs. Time 
 
 
Figure 4.26 Case IV: Single sided frequency spectrum of the Studied Oscillation 
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within the Colombian power system depends heavily on the hydro units considered in this 
study, an analysis of their control strategies and their dynamic response was of immediate 
interest when investigating the source of the oscillation. Simulations presented for study I 
with the feed forward controller indicated that this controller had significant influence on the 
oscillatory behavior as it was later contrasted via simulation with a similar study, but with all 
the feed forward controllers substituted by PI ones. The frequency behavior with this 
substitution had good performance as shown in Figure 4.27 for a disturbance as in Figure 
4.15. The study with the PI control strategy also allowed discarding possible oscillation due 
to nonlinearities as they were also included in the controllers and actuators for simulation. 
 
Figure 4.27 Linearized Feed-forward Controller and Coupled Hydrodynamics 
 
On the other hand, simulations in study IV showed interesting results about the 
duration time of the oscillatory response. Although, the oscillation was still present when 
disconnecting the secondary loop control, the duration of the oscillation reduced to a couple 
of hundred seconds and amplitude deviation bounded to 0.05 [Hz]. This might bring some 
intuition that the secondary loop control causes the problem in the system as when simulating 
with the secondary loop the observed oscillation appears. However, this is not true as 
acceptable performance was obtained when simulating using the PI controllers in the primary 
control loop for the same secondary control. Therefore, we investigated further by linearizing 
the feed forward controller typically found in some important power plants of the Colombian 
0 100 200 300 400 500 600 700 800
59.5
60
60.5
Time [s]
System Frequency [Hz]
0 100 200 300 400 500 600 700 800 900
758
760
762
Time [s]
Chivor [T1] Head [m]
0 100 200 300 400 500 600 700 800 900
760
762
764
Time [s]
Chivor [T2] Head [m]
79 
 
 
Power System and the hydro dynamics in a typical hydro-plant in this grid, resulting in a 
system as the one shown in Figure 4.28. 
 
Figure 4.28 Linearized Feed-forward controller and coupled hydrodynamics 
 
 
The controlled plant      is a multi-input multi-output dynamical system controlled 
by the inputs    (gates) with outputs of power deviation    and head deviation    derived 
using the linearization procedure exposed in chapter three. By rearranging and representing 
this system together with the feed forward controller strategy as in Figure 4.29 where all the 
elements are matrices and vectors, it is easy to see that this control strategy creates new loops 
between the plant      and the controller. Moreover, this controller when arranged in this 
form does not have the speed droop characteristic that allow paralleling multi-units in real 
systems as it was discussed previously in chapter 3; thus, secondary frequency control  might 
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be conflicting and redundant as was shown in study IV. It is fairly impossible to have exactly 
the same speed reference in all units or in the AGC. 
 
Figure 4.29 General linearized layout for the control strategy of a hydro-coupled power 
plant in the Colombian Power System. A is a matrix containing the actuator dynamics 
and M is a vector of all ones.   
 
Complimentary to the previous investigation, computer analysis using the above 
structure with feed forward control and contrasted with a similar simulation using PI 
controllers were studied for a hypothetical condition in which the primary frequency control 
was performed by one power plant only (the rest of power plants had blocked governors). 
The results for a load disturbance of -20MW presented in Figure 4.30 clearly shows that the 
PI controller maintains acceptable performance characteristics whereas the feed forward 
control produce an oscillatory response that grows as unstable system; however, later the 
oscillation adopts constant amplitude.  
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Figure 4.30 Simulation results comparing the performance of the feed forward strategy 
(solid line) and PI (dashed line) for primary frequency control.   
 
 
The simulation suggests that the transfer function seen from the disturbance      
to      , in which the controller, actuator, and the hydro-dynamics are immersed in an 
equivalent transfer function         as shown in Figure 4.31 is not the most appropriate due 
to the primary control strategy or parameter tuning for the controller. In fact, by obtaining the 
eigenvalues of the above interconnection for a real tuning and operating point of one hydro 
coupled set in the Colombian Power System, an instable pole was found for the 
interconnection with this controller. 
 
 Figure 4.31 Equivalent transfer function seen from      to       
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Table 4.6 Closed Loop Eigenvalues 
  
-5.996610220446554 + 6.125321310329640i 
 -5.996610220446554 - 6.125321310329640i 
 -3.660290372055286 + 4.760495987242283i 
 -3.660290372055286 - 4.760495987242283i 
 -2.619296161522440 + 3.497897191085996i 
 -2.619296161522440 - 3.497897191085996i 
 -2.221423716852633 + 2.487518539886735i 
 -2.221423716852633 - 2.487518539886735i 
 -2.082294154484192 + 1.686958320235779i 
 -2.082294154484192 - 1.686958320235779i 
 -1.986436864355217 + 1.027109624865505i 
 -1.986436864355217 - 1.027109624865505i 
 -1.857438766290133 + 0.400266574398656i 
 -1.857438766290133 - 0.400266574398656i 
  0.665621122942757                      
 -0.026292285747636                      
 -0.000946860737009 + 0.044214258857531i 
 -0.000946860737009 - 0.044214258857531i 
 -0.004159910850669 + 0.045188787184704i 
 -0.004159910850669 - 0.045188787184704i 
 -0.004757423350167 + 0.044219799166235i 
 -0.004757423350167 - 0.044219799166235i 
 -0.003047446695078 + 0.044545833797765i 
 -0.003047446695078 - 0.044545833797765i 
 -0.003860507302376 + 0.043527200520215i 
 -0.003860507302376 - 0.043527200520215i 
 
On the other hand, by examining further the parameters of the linearized controller, it 
was possible to find parameters that led to a stable condition. However, even if the 
parameters are set appropriately to guarantee stability in the simulation environment, the lack 
of droop characteristic would lead to other oscillatory conditions as units might fight against 
each other in the real system; this, when the speed deviation surpass the dead band found in 
the feed forward controllers. If the speed deviation does not surpass the dead band, the 
instability condition will not take place. It was also found that the head deviation, which is 
fed back directly to the control inputs, has a pole placement impact depending on the 
operating point that determines the value of   . Indeed,    also plays an important role as the 
constant gain of the controller from the speed to the gate position would be modified 
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according to operating points. For this reason, the exposed supports why [25] recommend the 
feed forward controller strategy to be used for large interconnected power systems only and 
for some operational conditions to disconnect the feed-forward function. For a large 
system        ; thus, the controller will not see a disturbance in the magnitude it would 
when installed in a weak system. 
4.3. Hydro Dynamics and Oscillations 
The hydrodynamic response of coupled turbines was also of interest in the present 
study. A natural very low frequency oscillation mode was also detected during simulations of 
the major power plants in the Colombian Power system in the 0.01 [Hz] range. For this 
reason, an eigenvalue study of the open loop response was performed on the linearization of 
the main power plants as was expressed in (3.99). It was detected fast and slow speed 
eigenvalues as plotted in Figure 4.32. Some of these eigenvalues appeared close to the    
axis and matching the frequency of the observed oscillation. 
 
Figure 4.32 Fast (blue) and slow (red) eigenvalues. 
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exemplification a single coupled power plant and rotor dynamics is taken for the analysis as 
depicted in Figure 4.33. 
 
Figure 4.33 Block diagram for four hydro-coupled turbines and single rotating mass. 
 
4.3.1. Multivariable Analysis   
The system presented in Figure 4.33 has Laplace transform defined by: 
 
                  (4.7) 
 
which captures the relation among inputs and outputs respectively. In order to analyze this 
multivariable system two techniques are usually deployed [33]: the singular value 
decomposition (SVD) and the relative gain array (RGA). The first is employed to measure 
the multivariable directionality in the frequency domain as singular values are a good 
measure of induced matrix gain given to an input vector in a certain direction. For example, 
the gain of the transfer function      given to its inputs can be studied in the frequency 
domain  ̃ by using SVD as in (4.8). By using this decomposition it is possible to device the 
directionality of the inputs using the matrix      ̃ , for the directionality of the 
outputs     ̃  is used, and the gain is given by     ̃  which contains the singular values in 
its diagonal. 
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    ̃      ̃     ̃      ̃  (4.8) 
 
The second technique, RGA, provides a measure of interactions among inputs and 
outputs. For example, from Figure 4.33 that represents a hydro-coupled system composed of 
four turbines, it is intuitive to see that by moving the control input     does not only affect 
the output power     but the other power outputs and obviously the speed. In order to 
measure this interaction, Bristol 34 proposed and argued two cases in the loops gains. The 
first one, the open loop gain between      and     defined by (4.9) 
 
{
   
   
|             }        (4.9) 
  
The second one, the steady state gain as in (4.10) 
 
{
   
   
|             }  
 
       
 (4.10) 
  
where         is an element of the inverse matrix  . For non-square matrices the pseudo-
inverse defined by (4.11) is used instead, in which frequency domain notation is used as this 
process has to be computed for all frequencies of interest.  
 
     ̃       ̃      ̃      ̃     (4.11) 
  
In general, Bristol defined that the ratio between the gains of the two loops as in 
(4.12) are a useful measure of iteration.  
 
           
      (4.12) 
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Thus, the relative gain array written in matrix form is defined as in (4.13) where the 
operator “ ” represents element by element multiplication, “T” transpose, and “H” 
represents transpose-conjugate operation. 
 
        ̃       ̃  (      ̃ )
 
 (4.13) 
 
4.3.2. Application to a coupled power plant   
Multivariable analysis was applied to one hydro-coupled power plant consisting of 
four turbines and equivalent single rotating mass in the Colombian power system. This power 
plant has piping as shown in Figure 3.17, thus it can also be represented in block diagram 
form for small signal analysis as in Figure 4.33. For the first study, various transfer functions 
     at various operating points were obtained. Then, SVD was applied to study in the 
frequency domain the directionality of the coupled system at various operating points. The 
results are shown in Figure 4.34- Figure 4.37where for simplicity of understanding the 
operating points were tagged with the power supplied by each turbine.  
 
Figure 4.34  Singular value    at various operating points 
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Figure 4.35   Singular value    at various operating points 
 
Figure 4.36  Singular value    at various operating points 
 
Figure 4.37  Singular value    at various operating points 
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The main finding for this study is the notch characteristic in the singular values 
     ̃   and      ̃  at ̃         
   
 
, which is steeply decaying when the units are 
heavily or unsymmetrically loaded. This is the case for the operating points         in the 
plots. This finding indicates that around this frequency there are input-output vector 
directions that will lose amplification; therefore, control for these frequencies would become 
more difficult. Moreover, the RGA components were also computed for the operating point 
     to establish the degree of iteration of the coupled turbines around the frequency where 
the notch occurs. The RGA components from all the inputs    to the output     are plotted 
for     in the frequency domain (phase and magnitude) as in Figure 4.38. Note that     is 
output 2 in Figure 4.33. This plot shows that the degree of interaction of the turbines is strong 
at operational frequencies of  ̃         
   
 
 and     
   
 
. The operational frequency 
around     
   
 
 is not usually reachable as bandwidth limitations are imposed by the actuator 
to avoid excursions to this frequency range where large water hammer phenomena would 
occur. Nonetheless, if excursions at        
   
 
 beyond  
   
 
 occur, strong interaction of the 
coupled turbines would begin to be observed as also shown in Figure 4.38. This study shows 
that low amplification for certain control vector inputs at some frequencies is due to the 
interaction of the coupled turbines. Similar results were obtained for RGA elements 
associated to the other outputs with other operating points. 
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Figure 4.38  RGA elements (magnitude and phase) from inputs                   to 
   (output 2) 
 
To provide further intuition of the phenomena discussed, time domain simulation is 
performed to compare the behavior of the coupled turbines at two different operating 
conditions using PI decentralized control as shown in Figure 4.39.  Each PI block also 
includes the actuator and speed droop characteristic for paralled units. 
 
 Figure 4.39  Decentralized control in hydro-coupled units. 
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same step disturbance are shown in Figure 4.40. In this plot, it is possible to observe that if a 
step load of 0.03p.u. is given when the units in the hydro-coupled system are not loaded, no 
further oscillations in power and speed/frequency would be observed. Conversely, if the units 
are heavily or unsymmetrically loaded, a step change in load would start low frequency 
oscillations in power and speed in the machines in the      
   
 
 range. Moreover, if these 
coupled hydro-units are paralleled to a larger power system, this phenomenon would be 
observed when raising the generating output of one machine; thus, oscillations in the form of 
local mode would appear. One may argue that this is due to the control tuning; however, tests 
with various tuning rules for the unsymmetrically loaded condition did not improve the 
oscillatory conditions. This suggested that decentralized or diagonal control as used in the 
previous example is limited and cannot compensate for the interaction of the units at 
frequencies around ̃         
   
 
. Thus, in the next section robust control design will be 
covered as a mechanism to design controllers that fight against the iterations of the coupled 
turbines in the frequency range of interest.  
 
Figure 4.40  Step load disturbance 0.03p.u. (30MW)  and response of hydro-coupled 
units for two operating points. 
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CHAPTER 5 ROBUST CONTROL DESIGN TO DAMP VLFOs 
 
In chapter 4 it has been shown three different causes for low frequency oscillations, 
therefore this chapter presents solutions to these problems.  Oscillations related to 
nonlinearities can be solved by using nonlinear compensators [9] to improve performance in 
feedback loops. Oscillatory behavior related to the use of non-appropriate control strategies 
in power plants as in the Colombian power system can be solved by replacing-installing 
adequate stabilizing controllers. Finally, oscillations due to the dynamic behavior of the 
coupled power plants can be solved by using multivariable controllers that take into account 
the fact of the turbine coupling. However, these three problems can be solved using robust 
control as it is a way to synthetize stabilizing controllers that account for uncertainties in the 
models using multivariable analysis. Thus, in this section robust control will be proposed to 
damp the very low frequency oscillations (VLFOs) produced by the uncertainties as 
nonlinearities and/or the dynamics of hydro-coupled units using the linearized models 
derived in Chapter 3. Problems caused by wrong selection of control strategies or control 
tuning are also solved using this technique as it is a way to obtain stabilizing controls. 
5.1. Models and Uncertainty  
In real applications for controller design and commissioning, there is a vast difference 
for the modeled plant and the real plant in the process due to many uncertainty sources. 
Uncertainties can be the result of actuator non-modeled dynamics, parameters, imperfections, 
plant linearization error, nonlinearities, etc. To account for this, a nominal plant   used for 
control synthesis can accommodate uncertain transfer functions at its input and output 
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respectively as shown in Figure 5.1. This allows capturing those omitted model details that in 
practice can lead to control problems on the real plant model   .  
 
Figure 5.1 Multiplicative input    and output     uncertainty. 
 
In Figure 5.1 the input uncertainty    can capture the non-modeled dynamics of the 
actuator and    the omitted dynamics due to linearization and/or model approximation. This 
reasoning allows the control design for the worse uncertainty condition, when amplification 
occurs. When designing for uncertainty, robust control is the best method used to synthetize 
controllers. 
5.2. Proposed Control Strategy and Uncertainty Modeling 
5.2.1. Proposed Control Strategy 
From the state space matrixes obtained in (3.96) (3.98), a transfer function from the 
inputs       and disturbance      to the outputs       and power       as shown in 
Figure 5.2 can be found. This representation has the matrix structure form as in (5.1), where 
  has been omitted for simplicity. 
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Figure 5.2 Linearized hydraulic dynamics for control synthesis 
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 (5.1) 
 
From (5.1), we can rewrite this expression as (5.2) for simplicity. 
 [
    
    
]  [
            
       
] [
    
    
] (5.2) 
 
From (5.2), we redraw this system model as in Figure 5.3 where it is proposed to 
perform closed loop control adding an extra measurement from the power outputs fed back to 
the controller filtered by a wash out type sensor; thus, provide control over the oscillatory 
frequency of interest only. This control is denominated “fully coordinated”. It is important to 
consider that some of the elements drawn are vectors and matrices.   
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Figure 5.3 Fully coordinated control (two ways of representing the same problem) 
 
In Figure 5.3: 
      is a diagonal matrix containing the sensor dynamics for power oscillations 
(wash-out filter to capture the VLFOs components only). 
      is the transfer function that represents the dynamics of the speed sensor. 
     is the actuator dynamics. 
     is the proposed controller. 
5.2.2. Hydro-coupled Power Plant Uncertainty 
From the various singular value plots for the linearization in section 4.3, it is possible 
to see that there is not relevant high frequency amplification due to linearization error for the 
different operating points; thus, no output multiplicative uncertainty    is necessary to be 
added to account the error on the linearization and the controller design over a strategic 
operating point that captures the maximum singular values quantities is valid. For the present 
analysis, the    condition model in Figure 4.34 gives an adequate singular value trend useful 
for the controller synthesis. A word of caution is regarding to the parametric uncertainty of 
the system such as the analog R and L parameters that have not been analyzed in the present 
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work. For more detailed studies, the singular values accounting for the parameter space 
uncertainty range may be plotted, studied, and analyzed in depth for correct output 
uncertainty selection on the nominal model. 
5.2.3. Actuator Dynamics Uncertainty   
For simplicity from Figure 3.23, the effect of the dead-zone can be captured as a time 
delay on the nominal closed loop transfer function as in (5.3). This delay is justified from 
4.1.12, where it was demonstrated the phase lag that dead-band produces in the close loop 
response in the actuator.  
 
     
 
       
      (5.3) 
For a real actuator in high head turbines, an estimation of the parameters range space 
may be given as                                           . Real range spaces can be 
determined from experimental analysis. 
In order to capture the uncertainty in the parameters and phase lag due to the 
nonlinearities, Figure 3.23 can be represented as Figure 5.4 where the parametric uncertainty 
and phase lag in the actuator is captured as additive uncertainty (|  |  | ||  |). With this 
arrangement we can design robustly again uncertainties. 
 
Figure 5.4 Equivalent actuator dynamics using additive weighted uncertainty 
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This arrangement on the actuator will be later seen by the hydrodynamics and rotor 
dynamics nominal plant as multiplicative input uncertainty.  An ideal actuator in this 
arrangement is supposed to have a transfer function equals one; then, the disturbance due to 
the real dynamics of the actuator and nonlinearities can be captured using a weighting 
function    that will let account for non-modeled details. 
             
   
    
|       |       | |     (5.4) 
Plotting for the uncertainty region for the parameters range space of        as 
shown in Figure 5.5 obtained from the Matlab Script in ANNEX 7, the weighing function in 
(5.5) was plotted such that contours the frequency response for of the parametric uncertainty 
space to cast the unmolded dynamics in the actuator.  
 
Figure 5.5 Additive uncertainty weighting function frequency response for uncertainty 
range space. 
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5.3. Sensors  
5.3.1. Speed Sensor  
The speed sensor will be modeled as a first order filter, having transfer function as in 
(5.7). 
 
        
 
        
       (5.6) 
 
 
      
 
        
 (5.7) 
5.3.2. Low Pass Power Pre-filter 
As the speed controller is suitable to control these very low frequency oscillations, a 
low pass filter from the power signal is added to set a band where the controller should work. 
For this reason, a low second order low pass filter as in (5.8) is necessary to condition the 
Power signal and account for the very low frequency oscillations only. For other higher 
frequency oscillations damping, the field voltage in the generators is suggested for control.  
 
         (
 
      
)
 
 ̃    (5.8) 
 
5.3.3. Power Oscillation Sensor (Wash-out) 
In order to damp the power oscillations it is of first hand to detect them and decouple 
from the DC components to allow turbines have any power level. For example, at an 
operating point of 80 [MW], oscillatory components that need to be damped may appear 
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around point. Thus, operations are needed to extract only the oscillatory components. To 
accomplish this, the operation presented in (5.9) is performed and named wash-out.  
 
                 
 
       
         (5.9) 
 
This operation allows us to subtract from the actual value          the DC 
component, as the first order filter of slow response will maintain the DC component. 
 
        
     
       
         (5.10) 
 
Equation (5.10) is known as a washout filter that decouples the oscillatory component 
only. The unified power sensor including the low pass and wash-out filters can be written as 
(5.11). 
 
      
     
       
 (
 
      
)
 
 (5.11) 
   
5.4. Robust Control Casting for Uncertainties   
Using robust control, our aim is to design a control strategy that manipulates the 
inputs       to maintain       bounded and close to zero and minimize the oscillations in 
the power deviations    due to the natural dynamic response of hydro-coupled units and 
actuator uncertainties and when there is a disturbance in load     , already presented in the 
proposed control strategy. For the design procedure, we should think that the model given in 
(5.2) represents just an approximation of the real plant of all possible operating points; 
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uncertainties in the real system such as in the actuator might make it behave differently; thus, 
it should be written as (5.12). 
 
[
 ̃   
 ̃   
]  [
            
       
] [
 ̃   
 ̃   
] (5.12) 
Indeed, we can cast this problem in a   structure depicted in Figure 5.6 by adding 
weights   that capture the performance requirements and non-modeled uncertainties over a 
limited range  {       } such as the case of actuator dynamics.      is the generalized 
plant and      is the generalized controller which is fed by sensed speed and power signals 
from the real plant.  
 
Figure 5.6 Robust Control General Problem casting 
 
In Figure 5.6 
       is a diagonal matrix containing the performance weights for the Power output  
       is the performance weight for the frequency output. 
100 
 
 
      is a diagonal matrix containing the weights for the actuator non-modeled 
dynamics and uncertainties. 
      demand weight. For the study-design, it will be just 1. 
  is a diagonal matrix containing the uncertainty of the non-modeled dynamics of the 
actuator. 
From Figure 5.6, we can rewrite the elements in matrix form as (5.13) 
 
[
 
 
 
 
    
    
 ̂   
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[
 
 
 
 
 
       
                                         
                         
                                      
                       ]
 
 
 
 
 
[
     
    
    
] (5.13) 
Then, rewriting and using the P structure nomenclature, we obtain (5.14) 
 
[
     
    
    
]  [
                  
                  
                  
] [
     
    
 ̃   
] (5.14) 
where:  
     [
    
 ̂   
],       [
     
     
],           
                                  
       [
            
            
]         [
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]         [
           
           
]  
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]         [
           
           
]   
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With the   structure obtained the controller sysnthesis will be performed to minimize 
the effect of the uncertainties over the closed loop response, for which the controller      
will be seek that allow the minimization of the effects of the uncertainties.   
5.5. Robust Control Synthesis 
A robust control was designed using the   structure previously presented using the 
robust control toolbox in Matlab taking into account the dynamic response and uncertainty of 
the actuators; the design coding is presented in ANNEX 8. For this design, the singular 
values of the synthesized controller were plotted as in Figure 5.7. It is clear to observe in this 
figure the compensation given by the controller to the notch found in the singular values of 
the hydro coupled turbine model at        [
   
 
]. 
 
Figure 5.7 Controller singular values for design considering uncertainties in the 
actuator. 
 
10
-10
10
-5
10
0
10
5
-150
-100
-50
0
50
100
150
Singular Values
Frequency (rad/sec)
S
in
g
u
la
r 
V
a
lu
e
s
 (
d
B
)
102 
 
 
5.5.1. Time Domain Simulation of robust control and PI comparison 
For this study a PI controller was designed and tuned in a hydro coupled power plant 
to have a base to later compare with the robust control strategy designed in 5.5.1. The 
controller obtained from robust control design showed to have better performance in terms of 
rising time (load pick-up) when compared to a PI controller for speed control against 
disturbances. It is shown in Figure 5.8, where at          a load disturbance of             
equivalent to         is applied. Moreover, the robust control design suppressed the very 
low frequency oscillation due to the hydro-dynamics detected in the singular values study, 
whereas the PI controller was not able to.  
 
Figure 5.8 Time domain system response for Robust Control design considering 
uncertainties in the actuator. 
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5.5.2. Time Domain Simulation for dynamic demand Response 
A load disturbance as a first order Marcov process was adapted intuitively to capture 
the variability of the load, described as (5.15) 
  ̇                      (5.15) 
where: 
     is zero-mean, unit-intensity, continuous-time white Gaussian noise. 
The time domain plot response for this disturbance is given in Figure 5.9  and the 
correspondent frequency domain modes are shown in Figure 5.10which clearly shows the 
modes damped by the robust control strategy when using this Markov model for the load 
disturbance. In the plot                   [
   
 
] which is the target mode to be dampened. 
 
Figure 5.9 Time Domain simulation for load disturbance as a Markov Process 
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Figure 5.10 Single sided frequency spectrum for speed deviation   .  
 
5.6. Structured Controller and Tuning Through Robust Control 
The robust controller obtained through the synthesis in 5.5 has structure as shown in 
(5.16), where the elements                are the elements that correspond to the speed 
control of the rotating machines, and the                           are the elements that 
account for the control of the very low frequency oscillation due to the hydro coupling. The 
“prime” symbol in the input variables stand for measured quantities. 
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 (5.16) 
By obtaining the frequency domain plots of each of the elements that correspond to 
the speed control, it is possible to determine equivalent PI transfer functions that shape the 
required frequency response. For example, the frequency response of the element       , 
which corresponds to the speed controller of the turbine 1, is plotted and approximated by a 
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PI Controller transfer function as shown in Figure 5.11. For obtaining the equivalent PI 
transfer function asymptotic approximations are used.  
 
Figure 5.11 Robust control as a way tune PI Controls  
 
To illustrate further, the transfer function of the PI controller can be written as (5.17) 
 
      
      
 
 
  (
 
  
    
  )
 
 
(5.17) 
Then, the break frequency in the bode plot is equated to      
    . Additionally, 
at the break frequency, the magnitude of the bode plot |     |          
    
               (√ ). These two equations allow us approximately obtain the parameters 
to tune a structured PI controller. Repeating the same procedure for all the individual speed 
controllers one can assess the control tuning for a power plant. On the other hand, the rest of 
elements and the                           in our controller      can be implemented and 
commissioned in a separate controller in addition to the PI strategies to compensate for the 
interaction of the coupled units. For this reason, the latest represents a transfer function of an 
equivalent “hydro stabilizer” that damps the oscillations due to the iteration of coupled units. 
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By splitting this way the resulting robust control, modularity is obtained and independent 
controllers can be implemented to reduce the risk of the complete power plant unavailability  
in case of control damage if all control were concentrated in a single module. The resulting 
interconnection is shown in Figure 5.12. 
 
Figure 5.12 Structured PI Control + Hydro-stabilizer 
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CHAPTER 6 CONCLUSION  
 
The current work has presented the main causes for low frequency oscillations in 
hydro dominant power systems for which detailed modeling of the dynamic behavior of 
hydro turbines as well as their controls were developed. From these developments, specific 
demonstrations and contributions are summarized. 
Demonstrations: 
- Hydro-turbines can be modeled as lumped analog electrical circuits to successfully 
reproduce oscillatory modes in power systems. 
- Nonlinearities of the dead band type in the controllers and actuators can lead to limit 
cycle type oscillations in the very low frequency range due to phase lag they introduce in 
the closed loop response in a control system. 
- Wrong selection and poor tuning of control strategies can lead to low frequency 
oscillations as the ones observed in the Colombian power system.  
- The dynamic behavior of the hydro-coupled turbines is a source of low frequency 
oscillations.  
- Robust control can be used to synthetize stabilizing controllers that account for the 
iteration of coupled units; moreover, it can be used to synthetize controllers accounting 
for uncertainties in the servomechanism and serve as reference to tune other typical 
structured controllers as the PI ones. 
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Contributions: 
 
- Lighter and understandable models to be added to traditional dynamic simulation 
software. Currently, some software is not specialized in simulation of the hydro-
dynamics for power systems which is of importance for some hydro-dominant systems. 
- Bases for further studies as the models derived in this work can be easily extended to 
investigate other phenomena related to hydro-systems combined with other technologies, 
e.g. wind-hydro dynamics. 
- Literature and publications available on the modeling and analysis of hydro-systems for 
South-American countries (Ecuador-Colombia). This work will be basis to early detect 
future problems related to hydro-penetration. 
- Procedures to synthetize controllers for coupled hydro-turbines. 
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ANNEX 1. COLOMBIAN POWER SYSTEM ONE LINE DIAGRAM 
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ANNEX 2. CONDUITS PARAMETERS 
 
 
  
Unit 
Condui
t 
Length 
[m] 
Area  
[m^2] 
D  
[m] 
Q 
[m^3/s] 
k  
[Rock] 
Reynolds 
Number 
k/D 
f  
[Moody] 
Rc Lc 
Surge 
Tank 
Area 
[m^2] 
BT1 306 57 8.5 262 0.0003 37,567,476.38 3.53E-05 0.009 3.68E-05 0.046581 452.39 
BT2 306 57 8.5 262 0.0003 37,567,476.38 3.53E-05 0.009 3.68E-05 0.046581 452.39 
BT3 306 57 8.5 262 0.0003 37,567,476.38 3.53E-05 0.009 3.68E-05 0.046581 452.39 
LT1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
LT2 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
LT3 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
SC1+SC2+SC3+SC4 4474 29.22466 6.1 107 0.0003 21,474,883.30 4.92E-05 0.009 0.002851 1.328352 23 
SC5+SC6+SC7+SC8 4501 44.17864 7.5 107 0.0003 17,466,238.41 0.00004 0.009 0.001021 0.884022 23 
CH1+CH2+CH3+CH4 5800 22.90221 5.4 80 0.0003 18,137,319.23 5.56E-05 0.012 0.009065 2.197441 15 
CH5+CH6+CH7+CH8 5400 34.21194 6.6 120 0.0003 22,259,437.23 4.55E-05 0.011 0.002837 1.369565 15 
GTP1+GTP2+GTP3+GTP4 4000 34.21194 6.6 120 0.0003 22,259,437.23 4.55E-05 0.011 0.002837 1.369565 10 
GTP5+GTP6+GTP7+GTP8 4000 34.21194 6.6 120 0.0003 22,259,437.23 4.55E-05 0.011 0.002837 1.369565 10 
GV1+GV2+GV3+GV4 5400 34.21194 6.6 120 0.0003 22,259,437.23 4.55E-05 0.011 0.002837 1.369565 20 
GV5 5400 34.21194 6.6 120 0.0003 22,259,437.23 4.55E-05 0.011 0.002837 1.369565 20 
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ANNEX 3. PENSTOCK PARAMETERS 
 
 
 
 
 
 
 
  
Unit 
Penstoc
k Length 
[m] 
Area 
[m^2] 
D [m] 
Q[m^
3/s] 
k [Steel 
Commercial 
Pipe] 
Reynolds 
Number 
k/D 
f 
[Moody] 
Rp Lp 
BT1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
BT2 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
BT3 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
LT1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
LT2 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
LT3 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
SC1+SC2+SC3+SC4 346 23.75829 5.5 107 0.000045 23,817,597.84 8.18E-06 0.008 0.000329 0.126365 
SC5+SC6+SC7+SC8 346 35.7847 6.75 107 0.000045 19,406,931.57 6.67E-06 0.008 0.000118 0.083897 
CH1+CH2+CH3+CH4 581 12.25417 3.95 80 0.000045 24,795,322.49 1.14E-05 0.0089 0.003216 0.411395 
CH5+CH6+CH7+CH8 581 16.61902 4.6 80 0.000045 21,291,635.61 9.78E-06 0.0085 0.001434 0.303345 
GTP1+GTP2+GTP3+GTP4 450 16.61902 4 40 0.000045 9,257,232.87 1.13E-05 0.0095 0.001428 0.234949 
GTP5+GTP6+GTP7+GTP8 450 16.61902 4 40 0.000045 9,257,232.87 1.13E-05 0.0095 0.001428 0.234949 
GV1+GV2+GV3+GV4 600 16.61902 3.5 120 0.000045 24,300,236.30 1.29E-05 0.0085 0.001946 0.313265 
GV5 600 16.61902 3.5 25 0.000045 5,062,549.23 1.29E-05 0.008 0.001832 0.313265 
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ANNEX 4. DISTRIBUTION PIPES PARAMETERS 
Unit 
Distri-
butor  
Length 
[m] 
Nom. 
Powe
r 
[MW] 
Area 
[m^2] 
D [m] 
Q 
[m^3/s] 
k [pipe] 
Reynolds 
Number 
k/D 
f 
[Moody] 
Rx Lx h [m] G[nom] 
BT1 143 200 44.17 7.5 262.0 4.00E-05 4.28E+07 5.33E-06 8.00E-03 2.88E-05 2.81E-02 7.47E+01 6.99E+00 
BT2 143 200 44.17 7.5 262.0 4.00E-05 4.28E+07 5.33E-06 8.00E-03 2.88E-05 2.81E-02 7.47E+01 6.99E+00 
BT3 143 200 44.17 7.5 262.0 4.00E-05 4.28E+07 5.33E-06 8.00E-03 2.88E-05 2.81E-02 7.47E+01 6.99E+00 
LT1 N/A 115 N/A N/A 12.6 4.00E-05 N/A N/A N/A N/A N/A 933 9.49E-02 
LT2 N/A 115 N/A N/A 12.6 4.00E-05 N/A N/A N/A N/A N/A 933 9.49E-02 
LT3 N/A 115 N/A N/A 12.6 4.00E-05 N/A N/A N/A N/A N/A 933 9.49E-02 
SC1 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC2 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC3 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC4 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC5 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC6 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC7 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
SC8 51 170 3.14 2 31.3 4.00E-05 1.92E+07 2.00E-05 9.50E-03 9.06E-03 1.41E-01 554 3.07E-01 
CH1 20 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 9.29E-03 8.12E-02 768 1.38E-01 
CH2 40 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 1.86E-02 1.62E-01 768 1.38E-01 
CH3 60 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 2.79E-02 2.43E-01 768 1.38E-01 
CH4 80 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 3.72E-02 3.25E-01 768 1.38E-01 
CH5 20 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 9.29E-03 8.12E-02 768 1.38E-01 
CH6 40 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 1.86E-02 1.62E-01 768 1.38E-01 
CH7 60 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 2.79E-02 2.43E-01 768 1.38E-01 
CH8 80 125 2.14 1.65 16.6 4.00E-05 1.23E+07 2.42E-05 9.50E-03 3.72E-02 3.25E-01 768 1.38E-01 
GTP1 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP2 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP3 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP4 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP5 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP6 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP7 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GTP8 40 70 1.13 1.2 8.8 4.00E-05 9.00E+06 3.33E-05 9.70E-03 9.33E-02 3.07E-01 810 7.14E-02 
GV1 60 240 7.07 3 22.3 4.00E-05 9.09E+06 1.33E-05 8.30E-03 1.23E-03 7.37E-02 1100 1.55E-01 
GV2 60 240 7.07 3 22.3 4.00E-05 9.09E+06 1.33E-05 8.30E-03 1.23E-03 7.37E-02 1100 1.55E-01 
GV3 60 240 7.07 3 22.3 4.00E-05 9.09E+06 1.33E-05 8.30E-03 1.23E-03 7.37E-02 1100 1.55E-01 
GV4 60 240 7.07 3 22.3 4.00E-05 9.09E+06 1.33E-05 8.30E-03 1.23E-03 7.37E-02 1100 1.55E-01 
GV5 60 240 7.07 3 22.3 4.00E-05 9.09E+06 1.33E-05 8.30E-03 1.23E-03 7.37E-02 1100 1.55E-01 
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ANNEX 5. COLOMBIAN POWER SYSTEM SIMULATION BLOCKS 
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ANNEX 6. SINGULAR VALUE ANALYSIS 
 
 
%% This script contains the linearization for different operating 
conditions of a coupled power plant with four hydro-coupled turbines 
% The maximun design power is 120 +/- 5 [MW] per turbine 
 
% Linearization for operating Conditions of [10 10 10 10] MW 
  
A1=[   -0.0005         0         0         0         0   -0.4551     0 
   -0.0000 -751.1668  293.2622  195.5477  146.6302    1.0664         0 
   -0.0000  293.2631 -522.0727   97.7136   73.2699    0.5329         0 
    0.0000  195.5489   97.7139 -380.6770   48.8567    0.3553         0 
    0.0000  146.6316   73.2704   48.8568 -297.6701    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1766    0.1766    0.1766    0.1766         0   -0.0025]; 
  
B1=[ 
  
         0         0         0         0 
  148.6940  -58.0514  -38.7086  -29.0253 
  -58.0517  103.3443  -19.3424  -14.5037 
  -38.7091  -19.3425   75.3548   -9.6711 
  -29.0259  -14.5039   -9.6712   58.9234 
         0         0         0         0 
   -0.0233   -0.0233   -0.0233   -0.0233]; 
  
C1=[ 
         0         0         0         0         0         0    1.0000 
         0    2.1196         0         0         0         0         0 
         0         0    2.1196         0         0         0         0 
         0         0         0    2.1196         0         0         0 
         0         0         0         0    2.1196         0         0]; 
      
 D1=[ 
         0         0         0         0 
   -0.2797         0         0         0 
         0   -0.2797         0         0 
         0         0   -0.2797         0 
         0         0         0   -0.2797]; 
      
 %% Linearization for operating Conditions of [40 40 40 40] MW%% 
  
A2=[-0.0019        0         0         0         0   -0.4551         0 
   -0.0000 -187.4972   73.1959   48.8048   36.5943    1.0664         0 
   -0.0000   73.1995 -130.3084   24.3874   18.2859    0.5329         0 
    0.0000   48.8097   24.3886  -95.0128   12.1931    0.3553         0 
    0.0000   36.5998   18.2877   12.1937  -74.2925    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1765    0.1765    0.1765    0.1765         0   -0.0025]; 
      
B2=[    0         0         0         0 
   37.0986  -14.4823   -9.6559   -7.2397 
119 
 
 
  -14.4837   25.7817   -4.8250   -3.6176 
   -9.6578   -4.8254   18.7973   -2.4123 
   -7.2418   -3.6183   -2.4125   14.6971 
         0         0         0         0 
   -0.0233   -0.0233   -0.0233   -0.0233]; 
  
C2=[ 0         0         0         0         0         0    1.0000 
         0    2.1179         0         0         0         0         0 
         0         0    2.1178         0         0         0         0 
         0         0         0    2.1177         0         0         0 
         0         0         0         0    2.1176         0         0]; 
  
D2=[     0         0         0         0 
   -0.2794         0         0         0 
         0   -0.2794         0         0 
         0         0   -0.2793         0 
         0         0         0   -0.2793]; 
  
 %% Linearization for operating Conditions  of [80 80 80 80] MW%% 
  
 A3=[ 
-0.003751            0            0            0            0         -
0.4551            0 
 -6.939e-018       -93.27        36.41        24.27         18.2        
1.066            0 
  8.674e-019        36.41       -64.82        12.13        9.092       
0.5329            0 
  4.337e-018        24.28        12.13       -47.25        6.063       
0.3553            0 
  8.674e-019        18.21        9.096        6.064       -36.94       
0.2664            0 
  0.004332       -0.004332    -0.004332    -0.004332    -0.004332           
0            0 
      0             0.176        0.176        0.176       0.1759            
0      -0.0025 
      ]; 
   
B3=[ 
   0         0         0          0 
 18.43    -7.192     -4.794    -3.593 
 -7.195      12.8    -2.395    -1.795 
 -4.798    -2.396     9.332    -1.197 
 -3.597    -1.797    -1.198     7.294 
   0         0         0         0 
 -0.02319  -0.02319  -0.02318  -0.02317       
 ]; 
  
C3=[  
  0      0      0      0      0      0      1 
  0  2.112      0      0      0      0      0 
  0      0  2.112      0      0      0      0 
  0      0      0  2.112      0      0      0 
  0      0      0      0  2.111      0      0 
  ]; 
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D3=[ 
  0               0        0        0 
-0.2783           0        0        0 
   0        -0.2782        0        0 
   0              0     -0.2782     0 
   0              0        0      -0.2781]; 
      
  
 %% Linearization for operating Conditions  of [115 115 115 115] MW 
  
 A4=[ -0.0054         0         0         0         0   -0.4551         0 
   -0.0000  -64.4131   25.1330   16.7517   12.5560    1.0664         0 
    0.0000   25.1435  -44.7525    8.3707    6.2741    0.5329         0 
   -0.0000   16.7658    8.3742  -32.6212    4.1836    0.3553         0 
    0.0000   12.5718    6.2794    4.1854  -25.4997    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1754    0.1753    0.1753    0.1752         0   -0.0025]; 
  
 B4=[ 0         0         0         0 
   12.7000   -4.9541   -3.3007   -2.4730 
   -4.9582    8.8194   -1.6493   -1.2357 
   -3.3061   -1.6507    6.4255   -0.8240 
   -2.4791   -1.2378   -0.8247    5.0203 
         0         0         0         0 
   -0.0231   -0.0230   -0.0230   -0.0230]; 
  
C4=[0         0         0         0         0         0    1.0000 
         0    2.1044         0         0         0         0         0 
         0         0    2.1037         0         0         0         0 
         0         0         0    2.1030         0         0         0 
         0         0         0         0    2.1023         0         0]; 
      
D4=[  0         0         0         0 
   -0.2767         0         0         0 
         0   -0.2766         0         0 
         0         0   -0.2764         0 
         0         0         0   -0.2763]; 
      
   %% Linearization for operating Conditions  of [115 20 20 20] MW 
A5=[ -0.0020         0         0         0         0   -0.4551         0 
   -0.0000  -65.1782  146.3542   97.5880   73.1748    1.0664         0 
    0.0000   25.4447 -260.5469   48.7639   36.5649    0.5329         0 
    0.0000   16.9666   48.7647 -189.9802   24.3816    0.3553         0 
    0.0000   12.7224   36.5660   24.3820 -148.5538    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1764    0.1765    0.1765    0.1765         0   -0.0025]; 
      
B5=[ 0         0         0         0 
   12.8896  -28.9570  -19.3082  -14.4778 
   -5.0322   51.5500   -9.6481   -7.2344 
   -3.3555   -9.6484   37.5876   -4.8240 
   -2.5161   -7.2348   -4.8241   29.3909 
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         0         0         0         0 
   -0.0233   -0.0233   -0.0233   -0.0233]; 
  
C5=[ 0         0         0         0         0         0    1.0000 
         0    2.1169         0         0         0         0         0 
         0         0    2.1176         0         0         0         0 
         0         0         0    2.1175         0         0         0 
         0         0         0         0    2.1175         0         0]; 
  
 D5=[       0         0         0         0 
   -0.2792         0         0         0 
         0   -0.2793         0         0 
         0         0   -0.2793         0 
         0         0         0   -0.2793]; 
  
      %% Linearization for operating Conditions  of [115 115 20 20] MW   
 A6=[ -0.0032         0         0         0         0   -0.4551         0 
         0  -65.0011   25.3652   97.3206   72.9741    1.0664         0 
    0.0000   25.3748  -45.1616   48.6303   36.4646    0.5329         0 
    0.0000   16.9200    8.4516 -189.4618   24.3147    0.3553         0 
    0.0000   12.6874    6.3374   24.3152 -148.1484    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1762    0.1761    0.1762    0.1762         0   -0.0025]; 
  
B6=[ 0         0         0         0 
   12.8456   -5.0110  -19.2423  -14.4284 
   -5.0151    8.9206   -9.6152   -7.2098 
   -3.3441   -1.6696   37.4593   -4.8075 
   -2.5075   -1.2520   -4.8076   29.2907 
         0         0         0         0 
   -0.0232   -0.0232   -0.0232   -0.0232]; 
  
C6=[ 0         0         0         0         0         0    1.0000 
         0    2.1140         0         0         0         0         0 
         0         0    2.1133         0         0         0         0 
         0         0         0    2.1146         0         0         0 
         0         0         0         0    2.1146         0         0]; 
      
D6=[  0         0         0         0 
   -0.2786         0         0         0 
         0   -0.2785         0         0 
         0         0   -0.2787         0 
         0         0         0   -0.2787]; 
  
 %% Linearization for operating Conditions  of [115 115 115 20] MW  
 A7=[-0.0043         0         0         0         0   -0.4551         0 
   -0.0000  -64.7465   25.2645   16.8398   72.6865    1.0664         0 
    0.0000   25.2746  -44.9845    8.4147   36.3208    0.5329         0 
   -0.0000   16.8532    8.4180  -32.7904   24.2189    0.3553         0 
   -0.0000   12.6373    6.3122    4.2073 -147.5666    0.2664         0 
    0.0043   -0.0043   -0.0043   -0.0043   -0.0043         0         0 
         0    0.1758    0.1758    0.1757    0.1759         0   -0.0025]; 
      
B7=[  0         0         0         0 
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   12.7825   -4.9863   -3.3222  -14.3576 
   -4.9904    8.8768   -1.6601   -7.1744 
   -3.3276   -1.6614    6.4674   -4.7839 
   -2.4952   -1.2458   -0.8300   29.1469 
         0         0         0         0 
   -0.0231   -0.0231   -0.0231   -0.0232]; 
  
C7=[ 0         0         0         0         0         0    1.0000 
         0    2.1099         0         0         0         0         0 
         0         0    2.1092         0         0         0         0 
         0         0         0    2.1085         0         0         0 
         0         0         0         0    2.1105         0         0]; 
      
D7=[0         0         0         0 
   -0.2778         0         0         0 
         0   -0.2777         0         0 
         0         0   -0.2775         0 
         0         0         0   -0.2779]; 
  
%% Singular value Analysis for different operating points 
  
% Forming the state space systems as different operating points 
sys1=ss(A1,B1,C1,D1); 
sys2=ss(A2,B2,C2,D2); 
sys3=ss(A3,B3,C3,D3); 
sys4=ss(A4,B4,C4,D4); 
sys5=ss(A5,B5,C5,D5); 
sys6=ss(A6,B6,C6,D6); 
sys7=ss(A7,B7,C7,D7); 
% Getting the singular Values a different operating points 
[sv1,w1]=sigma(sys1); 
[sv2,w2]=sigma(sys2); 
[sv3,w3]=sigma(sys3); 
[sv4,w4]=sigma(sys4); 
[sv5,w5]=sigma(sys5); 
[sv6,w6]=sigma(sys6); 
[sv7,w7]=sigma(sys7); 
  
% Ploting the singular value 1 and comparing with all the linearizations 
figure(1); 
semilogx(w1,sv1(1,:),w2,sv2(1,:),w3,sv3(1,:),w4,sv4(1,:),w5,sv5(1,:),w6,sv
6(1,:),w7,sv7(1,:)); 
h = legend('P1=[10 10 10 10] MW','P2=[40 40 40 40] MW','P3=[80 80 80 80] 
MW','P4=[115 115 115 115] MW','P5=[115 20 20 20] MW','P6=[115 115 20 20] 
MW','P7=[115 115 115 20] MW',7); 
set(h,'Interpreter','none') 
xlabel('Frequency [rad/s]'); 
ylabel('\sigma1 [p.u.]'); 
title('Singular Value Comparison for different Operating Points \sigma1') 
  
  
% Ploting the singular value 2 and comparing with all the linearizations 
figure(2); 
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semilogx(w1,sv1(2,:),w2,sv2(2,:),w3,sv3(2,:),w4,sv4(2,:),w5,sv5(2,:),w6,sv
6(2,:),w7,sv7(2,:)); 
h = legend('P1=[10 10 10 10] MW','P2=[40 40 40 40] MW','P3=[80 80 80 80] 
MW','P4=[115 115 115 115] MW','P5=[115 20 20 20] MW','P6=[115 115 20 20] 
MW','P7=[115 115 115 20] MW',7,'Location','NorthWest'); 
set(h,'Interpreter','none') 
xlabel('Frequency [rad/s]'); 
ylabel('\sigma2 [p.u.]'); 
title('Singular Value Comparison for different Operating Points \sigma2') 
  
% Ploting the singular value 3 and comparing with all the linearizations 
figure(3); 
semilogx(w1,sv1(3,:),w2,sv2(3,:),w3,sv3(3,:),w4,sv4(3,:),w5,sv5(3,:),w6,sv
6(3,:),w7,sv7(3,:)); 
h = legend('P1=[10 10 10 10] MW','P2=[40 40 40 40] MW','P3=[80 80 80 80] 
MW','P4=[115 115 115 115] MW','P5=[115 20 20 20] MW','P6=[115 115 20 20] 
MW','P7=[115 115 115 20] MW',7,'Location','NorthWest'); 
set(h,'Interpreter','none') 
xlabel('Frequency [rad/s]'); 
ylabel('\sigma3 [p.u.]'); 
title('Singular Value Comparison for different Operating Points \sigma3') 
  
% Ploting the singular value 4 and comparing with all the linearizations 
figure(4); 
semilogx(w1,sv1(4,:),w2,sv2(4,:),w3,sv3(4,:),w4,sv4(4,:),w5,sv5(4,:),w6,sv
6(4,:),w7,sv7(4,:)); 
h = legend('P1=[10 10 10 10] MW','P2=[40 40 40 40] MW','P3=[80 80 80 80] 
MW','P4=[115 115 115 115] MW','P5=[115 20 20 20] MW','P6=[115 115 20 20] 
MW','P7=[115 115 115 20] MW',7,'Location','NorthWest'); 
set(h,'Interpreter','none') 
xlabel('Frequency [rad/s]'); 
ylabel('\sigma4 [p.u.]'); 
title('Singular Value Comparison for different Operating Points \sigma4') 
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ANNEX 7. ACTUATOR WEIGHTING FUNCTION 
 
 
%% Actuator Weighting function 
%% Ideally the actuator should have a transfer function equals one 
An(s)=1. 
clf 
% The dynamics of the actuator for hydro turbines is usually given by: 
ka=3.5; 
ta=0.02; 
td=0.01; %Delay  is approximated by 1-td*s 
  
figure 
hold on; 
w=logspace(-2,3,150); 
for ka=1.3:0.2:1.7 
    for ta=0.01:0.01:0.03 
        for td=0.02:0.02:0.04 
        A=feedback(tf([0 ka],[ta 1 0])*tf([-td 1],[1]),1); 
        %step(A); 
        % Computing the uncertainty at the input of the form 
        %l(s)=(A-An)/An 
        l=(A-1)/1; 
        bode(l) 
        end 
    end 
end 
% This can be approximated with the weight 
wb=1.2; 
m=1.2; 
a=1.e-5; 
weight=tf([1 wb*a],[1/m wb]); % weighting uncertainty for actuator 
nonmodeled dynamics 
bode(weight); 
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ANNEX 8. ROBUST CONTROL DESIGN 
 
 
% Controller design for a coupled hydro-turbine 
% Hugo Villegas Pico  
% dx/dt=Ax+Bu+Wd 
%     y=Cx+Du+Vd 
  
% x=[qc q1 q2 q3 q4 hc]' 
% y=[w P1 P2 P3 P4]'     
% u=[G1 G2 G3 G4]' 
% d is the disturbance 
% Power base=1000 MW 
% H base=1000 m 
% Q base=P base/(1000*9.8*H base) 
  
% G1=gate position in p.u. 
% qc=conduit flow    Qc=qc*Qbase 
% q1=turbine 1 flow in p.u./s  Q1=q1*Qbase [m^3/s] 
% q2=turbine 2 flow in p.u./s  Q2=q2*Qbase  
% q3=turbine 3 flow in p.u./s  Q3=q3*Qbase 
% q4=turbine 4 flow in p.u./s  Q4=q4*Qbase 
% hc=surge tank level in p.u.  Hc=hc*Hbase 
% w=rotor speed in p.u./s      w(rad/s)=377*w        
% P1,P2,P3,P4 power outputs in p.u.  Pe(MW)=Pbase*P1 ..... 
%% Linearized Model 
clear; 
clc; 
  
A=[ 
-0.003751            0            0            0            0         -
0.4551            0 
 -6.939e-018       -93.27        36.41        24.27         18.2        
1.066            0 
  8.674e-019        36.41       -64.82        12.13        9.092       
0.5329            0 
  4.337e-018        24.28        12.13       -47.25        6.063       
0.3553            0 
  8.674e-019        18.21        9.096        6.064       -36.94       
0.2664            0 
  0.004332       -0.004332    -0.004332    -0.004332    -0.004332           
0            0 
      0             0.176        0.176        0.176       0.1759            
0      -0.0025 
      ]; 
   
B=[ 
   0         0         0          0 
 18.43    -7.192     -4.794    -3.593 
 -7.195      12.8    -2.395    -1.795 
 -4.798    -2.396     9.332    -1.197 
 -3.597    -1.797    -1.198     7.294 
   0         0         0         0 
 -0.02319  -0.02319  -0.02318  -0.02317       
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 ]; 
  
C=[  
  0      0      0      0      0      0      1 
  0  2.112      0      0      0      0      0 
  0      0  2.112      0      0      0      0 
  0      0      0  2.112      0      0      0 
  0      0      0      0  2.111      0      0 
  ]; 
  
D=[ 
  0               0        0        0 
-0.2783           0        0        0 
   0        -0.2782        0        0 
   0              0     -0.2782     0 
   0              0        0      -0.2781]; 
  
  
% Disturbance  d input matrices 
W=[ 
   0 
   0 
   0 
   0 
   0 
   0 
   -0.08333]; 
V=[ 
    0 
    0 
    0 
    0 
    0]; 
  
%% Nominal Transfer Function 
sys=ss(A,B,C,D); % Nominal state space system from inputs to outputs [G1 
G2 G3 G5]' to [w P1 P2 P3 P4]' 
%LTIVIEW('pzmap',sys) %Poles and zeros map 
%figure 
%sigma(tf(sys)); %Singular Values for the Nominal Transfer Function  
sysz=zero(sys);  %System zeros 
sysp=pole(sys);  %System poles 
  
  
%% Casting estructure for robust design 
sys2=ss(A,[B W],C,[D V]); % Nominal state space system from inputs and 
disturbance [G1 G2 G3 G5 d]' to [w P1 P2 P3 P4]' 
G=tf(sys2); % Nominal transfer function 
%LTIVIEW('pzmap',sys2) 
  
% Subdividing G as presented in the document attached 
  
Guw=G(1,1:4);  
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GuP=G(2:5,1:4); 
Gdw=G(1,5); 
% Weigths 
WPp=1*eye(4); %Weight for Power performance  % Power Performance is not 
required for load fluctuations as the frequency determines the balance 
between load and generation %In steady state we want the power free of 
fluctuations and the feedback for control with the sensors allows it 
m=1.01; a=1e-5; wb=0.7; % parameters for speed performance weight 
Wwp=tf([1/m wb],[1 wb*a])*eye(1); %Weight for speed performance % The 
speed of the equivalent rotor must be robust for loads fluctuations of low 
frequency 1Hz.  
Wu=tf([1 1.2e-5],[0.8333 1.2])*eye(4); %Weight for actuator dynamics 
uncertainty 
%Sensor filters 
Hp=25*tf([0 1],[100 1])*tf([0 1],[100 1])*tf([1000 0],[1000 1])*eye(4);  
%Wash out sensor+Low pass filter for power measurement to get only 
oscillatory componets in the low frequency range and filter the DC 
componets. 
Hw=tf([0 1],[0.001 1])*eye(1);  %Speed sensor. 
Dw=1; %*tf([0 0.15],[100 1]);% Disturbance weight=1  
  
%% P matrix 
 
P11=zeros(4,4); 
P12=zeros(4,1)*Dw; 
P13=Wu; 
  
P21=[Wwp*Guw;WPp*GuP]; 
P22=[Wwp*Gdw;zeros(4,1)]*Dw; 
P23=[Wwp*Guw;WPp*GuP]; 
  
P31=[Hw*Guw;Hp*GuP]; 
P32=[Hw*Gdw;zeros(4,1)]*Dw; 
P33=[Hw*Guw;Hp*GuP]; 
  
P=[  P11  P12  P13; 
     P21  P22  P23; 
    -P31 -P32  -P33]; %I account for the negative feedback 
  
P=minreal(ss(P)); % Finding the minimum realization of the P structure 
  
%% H inf systhesis 
% No Uncertainty 
[K,Nsc,gamma,info]=hinfsyn(P,5,4,'method','lmi','Tolgam',1e-3); %No 
Actuator uncetainty design 
  
% Uncertainty 
% dk iteraction 
omega=logspace(-2,2,80); % the high frequency -2 2 80 
Delta=[ultidyn('D1',[1 1]) 0;0 ultidyn('D1',[1 1])];  % I construct my 
uncertain block 
Punc=lft(Delta,P); % Including the uncertainty and have a N structrure 
opt=dkitopt('FrequencyVector',omega); 
%[K,clp,bnd,dkinfo]=dksyn(Punc,5,4,opt); %Actuator uncertainty design 
128 
 
 
  
%% Controller Analysis 
K=minreal(K); 
Ks=tf(K); 
sigma(Ks);   %%Controller singular values 
  
 
 
 
