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There has been enormous interest in weak, van der Waals-type interactions due to their fun-
damental relevance in the field of two-dimensional materials and the so-called van der Waals het-
erostructures. Tackling this problem using computer simulation is extremely challenging due to the
non-trivial, non-local nature of these interactions. We benchmark different treatments of London
dispersion forces within the density functional theory (DFT) framework, using a layer of h-BN ad-
sorbed on Ir(111) as a prototypical weakly-bound interface. We calibrate our calculations with
non-contact atomic force microscopy (nc-AFM) measurements as well as previous experiments. In
addition, we provide results for graphene adsorbed on the same substrate, gr/Ir(111). Our re-
sults show strong variations in the calculated atomic geometry, originating from the approximative
character of treatments of the the weak interactions. While some approximations reproduce the
experimental structure, this is rather based on “a posteriori” comparison with the “target” results.
Thus, we are forced to conclude that van der Waals treatment in DFT is currently at an empirical
stage and achieving true predictive power calls for new approaches.
The tremendous success of density functional theory
(DFT) together with the continuously growing comput-
ing power have laid out the path for the rapidly expand-
ing field of computational materials science. Rather than
being employed only in a complementary manner to sup-
port the interpretation of experimental data, DFT is now
widely used to screen large numbers of structures and
compounds,1–7 with the goal to guide experimentalists in
their search and synthesis of new functional materials. In
addition, DFT for computational materials science is in-
creasingly combined with machine learning methods,8–12
which further increases automation and decreases human
oversight. This growing trust in and reliance on DFT cal-
culations suggests wide-spread predictive power. How-
ever, at the current state of DFT, such an assumption
should not be made a priori but checked and validated
for each class of materials and their properties separately.
For example, DFT-based materials discovery has been
extensively used for two-dimensional materials4,7, which
have recently sparked intense theoretical and experimen-
tal interest. These layered materials can be combined in
the so-called van der Waals (vdW) heterostructures,13–17
which enables to tune their structural and electronic be-
haviour. Because of the absence of covalent bonds be-
tween the layers in such heterostructures, vdW interac-
tions are crucial in determining their properties, in con-
trast to normal solids.18–21 For example, band hybridiza-
tion due to interlayer hopping can lead to emergence of
superconductivity or strongly-correlated insulating be-
haviour in certain vdW stacks.22,23
Another field of research where the interplay of
vdW interactions with wave function hybridization is
of paramount importance is the adsorption of low-
dimensional objects on metal surfaces. Here, the balance
between these two interactions governs whether an ad-
sorbate is physisorbed or chemisorbed, and thus also de-
termines adsorption geometry and interfacial electronic
properties.24–26
The importance of the vdW interactions - or more pre-
cisely the London dispersion forces - in such systems
has been recognized for over a decade. However, their
computational modelling with the DFT method remains
challenging, because these interactions are purely non-
local in nature and much weaker than the interactions
between chemically bound atoms. Nevertheless, in re-
cent years there has been considerable progress in the
treatment of vdW interactions within DFT (in the fol-
lowing referred to as vdW DFT methods). This ranges
from semi-empirical approaches with an explicit interac-
tion term depending on the ionic coordinates and usually
no dependency on the electronic structure, to density
functionals that contain a non-local dependency of the
correlation energy on the density.27–29 Briefly, in the for-
mer case, the system is forced into a geometry that does
not constitute a minimum of the total energy expression
of the electronic structure. In the latter, the exact form of
the vdW energy is known only in the asymptotic limit,
which does not correspond to the realistic case where
the tails of the electronic densities of the constituents al-
ready start to overlap. Therefore, approximations have
to be made, and the final expression is not unique, simi-
larly to the collection of generalised gradient approxima-
tions (GGAs). Consequently, these approximations and
their combinations with different exchange and correla-
tion functionals need to be tested and validated.
Many benchmark studies of vdW DFT focus on small
molecular systems, where reference data can be obtained
from highly accurate quantum chemistry calculations
ar
X
iv
:1
80
5.
08
88
0v
2 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 24
 M
ay
 20
18
2(see Refs. 27–29 and references therein). Assessing vdW
DFT methods for larger, more complex systems is chal-
lenging, because their size is prohibitive for quantum
chemistry methods and thus reliable experimental data
for comparison is required. In addition, the large system
size usually allows only for a small set of vdW DFT meth-
ods to be tested. Examples of such studies include the
calculation of the structure of sheet silicates30 or the ad-
sorption of benzene31 or graphene32,33 on different metal
surfaces for cases where the lateral extension of the unit
cell is small.
Here, we apply DFT to two experimentally well-
characterized systems of two-dimensional layers adsorbed
on a metal surface, monolayer hexagonal boron nitride
(h-BN) on Ir(111) and graphene (gr) on Ir(111), to
benchmark the different approximations to the exchange-
correlation and vdW terms. These two systems are very
challenging for vdW DFT for two reasons: (i) Due to
the lattice mismatch between h-BN and gr and the sub-
strate, moire´ patterns are formed where the stacking be-
tween overlayer and metal surface varies continuously.
This leads to very large unit cells, which makes the calcu-
lations computationally very expensive. (ii) In addition,
the alternating atomic registry with the substrate results
in different adsorption strengths along the moire´ unit cell
and consequently, a corrugation of the h-BN and gr over-
layers. The final geometry of the moire´ superstructure
then crucially depends on the subtle interplay between
vdW interactions and wave function overlap leading to
charge transfer and chemical bonding. This second point
makes these two systems ideal candidates to compare and
benchmark vdW DFT, because the modelling of these
effects depends on the chosen exchange-correlation func-
tional and the treatment of the vdW interactions therein.
We test a large number of different vdW DFT methods,
and for some of them, we also investigate the influence of
varying parametrization, e.g. such as different starting
geometries or number of substrate layers. The calculated
geometries are compared to experimental results, in par-
ticular the adsorption height and corrugation of the over-
layers, which represent very sensitive measures for the
predictive power of vdW DFT. For the experimental ref-
erence values, we draw upon previously published data as
well as a new set of noncontact atomic force microscopy
experiments conducted specifically for this study.
RESULTS
Previous studies of h-BN/Ir(111) and
gr/Ir(111) Before we can assess the different vdW DFT
methods, we need to establish a reference to compare
the DFT results with. In the following, we provide a
brief overview of experimental studies on the adsorption
height and moire´ corrugation of h-BN/Ir(111) and
gr/Ir(111), as well as some of the previous DFT results
(see Table I).
Determining the geometry of such systems is challeng-
ing not only from a computational point of view; ac-
cessing the adsorption configuration experimentally in a
reliable manner is difficult as well. Typical approaches
include sample averaging techniques such as dynamic
low-energy electron diffraction (LEED-I(V )) and x-ray
standing wave measurements (XSW) and local probes
such as scanning tunneling microscopy (STM) and non-
contact atomic force microscopy (nc-AFM).
These techniques have been extensively demonstrated
and compared with DFT calculations for gr/Ir(111).34–40
Here, XSW measurements by Busse et al.35 yielded a
mean adsorption height of 3.38 A˚, in good agreement
with DFT calculations presentend in the same publica-
tion. For the moire´ corrugation, XSW yielded 0.4 to
1.0 A˚, depending on the coverage (where the largest value
corresponds to a full gr monolayer).38 While the lowest
value of 0.4 A˚ is in agreement with LEED-I(V ) and nc-
AFM results (to be discussed below) and some of the
DFT data35–37,39, the remaining values are at odds with
most other results, a discrepancy which was attributed to
stress in the graphene layer.38 The analysis of XSW data
is also not straight-forward, as it requires assumptions
about the height distribution within the gr (or h-BN)
layer and the quality of the prepared surface.
While the local probes allow in principle direct ac-
cess to the moire´ corrugation, STM topography is al-
ways a convolution of structural and electronic sam-
ple properties (for gr/Ir(111) and h-BN/Ir(111), this
effect can lead even to an inverted apparent moire´
corrugation41–43). In contrast to STM, nc-AFM measure-
ments are expected to yield values approaching the to-
pographic corrugation.36,41,44,45 The most sophisticated
nc-AFM experiments on gr/Ir(111) were carried out
by Ha¨ma¨la¨inen et al.36, who used a carbon monoxide-
functionalized tip to probe the repulsive force regime
above the sample and measured a moire´ corrugation
0.47 A˚. In the same publication, a LEED-I(V ) study was
reported, which yielded a corrugation of 0.43 A˚ and a
mean adsorption height of the gr layer of 3.39 A˚.36 The
corrugation is in very good agreement with the nc-AFM
value, and there is overall good agreement with many of
the DFT results.
In the case of h-BN/Ir(111), XSW measurements car-
ried out by zum Hagen et al.40 yielded a moire´ corru-
gation of 1.55 A˚, in agreement with DFT calculations
presented in the same publication of 1.50 A˚. It is also
close to the DFT value reported by Liu et al.39 of 1.40 A˚,
but significantly larger than the corrugation obtained by
Schulz et al.43 of 0.34 A˚. LEED-I(V ) and nc-AFM data
for the moire´ adsorption geometry of h-BN/Ir(111) are
lacking thus far.
nc-AFM measurements on h-BN/Ir(111). To
add a local probe measurement of the h-BN/Ir(111)
moire´ corrugation, we have carried out low-temperature
nc-AFM experiments, where tip-sample forces are mea-
sured as the frequency shift ∆f of a deliberately oscil-
lating cantilever.46,47 In order to minimize the influence
of local variations in chemical reactivity over the h-BN
3TABLE I. Structural parameters from previous DFT calcula-
tions and experiments on h-BN and gr on Ir(111).
corrugation distance
Method ∆BN/∆CC zh−BN-zIr1 Reference
h-BN vdW-DF2-rB86 1.50 3.24 40
revPBE+D3 0.338 3.187 43
PBE+D2 1.4 3.8 39
XSW 1.55 2.20, 3.72a 40
nc-AFM 1.65 N/A present work
gr vdW-DF 0.35 3.41 35
vdW-DF2-rB86 0.36 3.43 40
PBE+D2 0.2 4.2 39
XSW 0.4 - 1.0b 3.38 35 and 38
LEED-IV 0.43 3.39 36
nc-AFM 0.47 N/A 36
aAverage adsorption height for the strongly and weakly
interacting species, respectively. bCoverage-dependent,
where 1.0 A˚ was found for a full monolayer of gr.
FIG. 1. (a) Constant-∆f nc-AFM image of h-BN/Ir(111)
acquired with a CO-functionalized tip. Setpoint: -12.0 Hz.
Scale bar is 1 nm. (b) Color-coded ∆f(z) curves recorded
at the positions marked in panel (a). Inset: Second-order
polynomial fits (red) around the ∆f minima.
moire´48,49, we have chemically passivated the tip apex
by controlled functionalization with a carbon monoxide
(CO) molecule.36,44,50,51 The details of the nc-AFM ex-
periments and the sample preparation can be found in
the Methods section.
Figure 1a shows an nc-AFM image of h-BN/Ir(111)
recorded in the constant-∆f mode with a CO-passivated
tip, yielding the expected moire´ superstructure composed
of depressions arranged in an hexagonal lattice. In ad-
dition, the weakly adsorbed regions of the h-BN show
atomic contrast, revealing the honeycomb lattice of the
B and N atoms. There is no atomic contrast in the moire´
depressions due to long-range vdW interactions between
the tip and Ir(111) substrate, which affect the tip-sample
distance feedback.41 Figure 1b shows the measured fre-
quency shift as a function of the tip-sample distance
[∆f(z)] at a moire´ depression and in the surrounding
region. It can be seen that the ∆f minimum above the
depression is not only located at a smaller tip-sample
distance but also yields a more negative ∆f value. In
regions where the adsorption height is smaller, the con-
tribution of long-range vdW interaction between tip and
iridium substrate is increased, shifting the ∆f(z) curve
to more negative frequency shift values.41 Thus, when
imaging on the attractive branch of the ∆f(z) curve,
even in the constant-∆f mode with a chemically inert tip
apex, the tip-h-BN distance will be larger over the moire´
depressions than over the surrounding regions. Conse-
quently, ∆f setpoints sufficient to achieve atomic resolu-
tion on the latter region might not yield atomic contrast
on the former. At very small tip-sample distances, how-
ever, the frequency shift is governed by repulsive inter-
actions and it steeply increases as the distance is further
reduced; thus the influence of long-range vdW interac-
tions becomes less pronounced. Indeed, it was suggested
that the tip-sample distance corresponding to the mini-
mum in ∆f(z) curves could be used to measure relative
differences in adsorption heights.52 Following this reason-
ing, the inset in Figure 1b shows second-order polynomial
fits to the minima, from which we extract their vertical
difference as 1.41 A˚. Note that this value is significantly
larger than the corrugation observed in the constant ∆f
image in Figure 1a. We have carried out analogous mea-
surements with two other CO tips on two other regions of
the sample, which yielded differences of 1.70 and 1.85 A˚,
respectively. Taking the average of the three values, we
get a moire´ corrugation of (1.65±0.23) A˚, in agreement
with the value obtained by zum Hagen et al. from XSW
(1.55 A˚)40, as well as with recent DFT results.39,40,53
DFT: (1 × 1)-h-BN/Ir(111). We now turn to the
DFT calculations and how well they can reproduce the
experimental geometries. We will devote the major part
to h-BN/Ir(111), because for this system there is a larger
spread in the reported DFT results, and thus some con-
troversy. First, we explore the importance of the ad-
sorption site, and the convergence of the results in the
moire´ structure by first considering the artificially com-
mensurate (1 × 1)-h-BN/Ir(111) structure. Despite the
strain caused in the h-BN layer, this procedure should
give information on the differences in the layer height,
local buckling and energies at different lateral positions
of the overlayer.54 This will naturally be tested later with
the calculations of the full moire´ structure. We also show
results obtained with the local density approximation
(LDA) even if it does not include vdW interactions or
they are not approximated with an additional term, but
we want to include the LDA because it is still used in
calculations involving graphene. Figure 2 contains the
binding energy Eb and the height zN of the N atom above
the topmost Ir(111) substrate layer. Here the experimen-
tal bulk lattice constant aexp of iridium was used (further
details are given in the Supplementary Information (SI)).
The immediate observation is that there is not only
a large variation in the adsorption strengths of the h-
BN layer on various lateral adsorption configurations, but
also with different treatments of the exchange and cor-
relation (XC). Values of Eb range from almost −0.1 to
−0.9 eV. zN varies similarly: Depending on the choice of
the XC at the preferred lateral adsorption sites, where N
takes the on-top site above the substrate atom, we ob-
4FIG. 2. Binding energy Eb (top) and height zN of N above the top-most substrate layer (bottom) of (1 × 1) commensurate
layer, at the experimental lattice constant of Ir(111) from QE-DFT calculations; thus h-BN is stretched; lateral adsorption
sites are abbreviated as “f” = fcc, “h” = hcp and “o” = on-top with respect to the fcc(111) termination of the surface.
tain values from 2.25 to 3.75 A˚. The variations within Eb
and zN are correlated, so that the approximations to XC
that yield the lowest average Eb and/or smallest varia-
tions among the different lateral arrangements also place
the h-BN layer furthest away from the substrate; the
weakest adsorption is found with the “original” vdW-DF
and vdW-DF2 density functionals. These are also the
approximations that yield the largest lattice constants
(cf SI). These two approximations lead in general to too
weak binding among the atoms within the system. These
shortcomings have been addressed in subsequent approx-
imations by “fitting” the lattice constants and later more
sophisticated quantities, e.g. the adsorption energies of
molecules on surfaces.
Considering the variations in Eb and zN with a given
treatment of XC across the six different high-symmetry
adsorption sites, we see that irrespective of the approxi-
mation, the placement of N atom on the on-top site yields
the strongest binding, with the BfNo slightly preferred
over BhNo in energy. The other sites are energetically
practically degenerate, even if the BoNf and BoNh tend
to reside somewhat closer to the substrate than the ar-
rangements where both atomic species are located at the
hollow sites. Thus, the on-top site of either species yields
closer adsorption geometry. Independent of the treat-
ment of XC and the lateral adsorption registry, the B
atom is closer to the substrate than the N atom.
Given that in the moire´ structures the B and N atoms
explore the lateral potential energy surface, not only the
high-symmetry sites, in a more or less continuous man-
ner, we can use the trends in Eb and zN to “predict”
the expected trends in the moire´ structures: This sug-
gests small corrugation and large adsorption height with
the “original” vdW-DF and vdW-DF2 approximations
to XC, and the strongest binding and thus the smallest
adsorption height with the PBE+D2 and revPBE+D2
approximations; largest corrugations would then be ex-
pected with PBE+TS, vdW-DF with C09, Cx, optB86b
exchange functionals, and with PBE+rVV10 approxima-
tion.
The results from our two set of calculations with
Quantum ESPRESSO (QE) and the PBE+TS treatment
5(“PBE+TS”, “PBE+TS 120 Ry”) are independent of
the cut-off energy used, indicating a good convergence
already at the lower value. Also increasing the number
of layers from four to seven, tested with the “vdW-DF-
optB88” treatment of the XC, leads to the same results.
Scaling the lattice constant of the substrate by 12/11 in
“vdW-DF-optB88-comm” (compared to the the equilib-
rium lattice constant of the bulk), so that the h-BN is
close to its equilibrium, leads to a very different struc-
ture, with almost no preference of the lateral registry.
Reducing the number of k points to a grid of 8×8 points
leads to small changes in the relative adsorption energies
and corrugation.
DFT: 12-on-11 h-BN/Ir(111) moire´ superstruc-
ture. We model the moire´ structure as commensurate,
such that 12×12 cells of h-BN match 11×11 cells of
Ir(111); we use the notation 12-on-11 in this case. We
focus here on the most central results from the DFT cal-
culation, the height of the B and N atoms above the sub-
strate and the corrugation within the h-BN layer, given
in Figure 3. With some treatments of the XC, we include
two results, originating from the two different procedures
of atomic relaxation described in the Methods section.
We also include the experimental XSW determination40
of the minimal and maximal height of the h-BN layer
with dashed horizontal lines, and the corrugation ex-
ctracted from the nc-AFM experiments described above;
these act as reference values for the DFT results.
We note that to be more consistent with the experi-
mental XSW analysis, we should use distances from the
outer-most layer coordinates of the substrate that have
been extrapolated from the bulk coordinates rather than
the actual relaxed surface coordinates. We do, however,
refer to the latter in trying to minimise the possible con-
fusion of different values, and since the difference is small:
For example with the CP2k code and the vdW-DF2-rB86
treatment of the XC approximation, the average distance
between the two outer-most substrate layers turns out to
be 2.20 A˚, whereas in bulk the distance is 2.22 A˚. Also the
magnitude of the corrugation is independent of the ref-
erence point of the individual minimum and maximum.
We begin to decipher the results with two general ob-
servations that characterize our qualitative DFT results:
(i) There is a wide range of heights depending on the dif-
ferent treatments of the XC; the h-BN layer is furthest
away from the substrate with the same approximations
to XC as in the (1 × 1) structure in Figure 2, namely
vdW-DF and vdW-DF2. In addition, BEEF-DF2 leads
to a large average height. (ii) With some treatments of
the XC, we find two structures where the forces vanish.
Thus there is one stable and one metastable structure.
These differ in the magnitude of the corrugation in the
h-BN layer.
The large variance of the adsorption heights indicates
that the approximations to the exchange-correlation term
are not reliable per se, but a “calibration” with good ex-
perimental data is necessary. Afterwards, the transfer-
ability of the chosen approximation needs to be tested.
That there are two structures which are (meta-)stable
in the calculations is an interesting result. This raises the
question if both structures are indeed realistic. The ap-
proximations that yield the two structures are PBE+D2,
PBE+D3 and BEEF-DF2. Some approximations, in
particular vdW-DF-rB86, vdW-DF2-C09 and vdW-DF2-
rB86 only yield the structure with large corrugation after
ionic relaxation. These functionals also result in the best
agreement with the experimental corrugation and mini-
mal and maximal heights as measured with nc-AFM and
XSW. This suggests that they have the highest “accu-
racy” in the present system and obtaining two different
structures is probably unrealistic.
The value of the binding energy per BN unit, defined
as
Eb = −{E(h-BN/Ir)− [E(h-BN) + E(Ir)]} /#nBN
with the total energies E from the relaxed calculations
of the adsorbate system and the free constituents, is
0.164, 0.106 and 0.145 eV with the DFT+D3, vdW-DF
and vdW-DF2-rB86 treatments of the XC effects, respec-
tively. These values are intermediate of the results in the
(1×1) cell above. The values are somewhat smaller than
the 0.174 eV obtained in recent calculations.40
DFT: 13-on-12 h-BN/Ir(111) moire´ superstruc-
ture. Even if the closest commensurate periodicity of
the aligned moire´ pattern has now been established to
be 12-on-11 (Ref. 40 and 43), we studied also the larger
13-on-12 moire´ pattern to compare with an earlier DFT
calculation.43 The results are also illustrated in Figure 3;
the numerical values are also listed in the SI. The result-
ing geometry is practically the same in both 12-on-11
and 13-on-12 structures with a given treatment of the
XC term. Thus, it is clear that the origin of the dif-
ferent corrugations in different DFT calculations is the
XC term, and not the moire´ periodicity as was suggested
earlier40 (with a possible contribution from the different
numerical parameters in the calculations).
DFT: 12-on-11 h-BN/Ir(111) electronic struc-
ture. In order to investigate the influence of different
treatments of the XC to the electronic structure, we eval-
uated the difference in the electronic density due to the
adsorption of the h-BN onto the substrate; this density
is then averaged along the surface: With the electron
density nh−BN/Ir(~r) of the full system, we subtract the
individual electron densities nIr(~r) and nh−BN(~r), with
the respective atomic coordinates of the full, adsorbed
case,
∆n(z) =
∫
x,y
{
nh−BN/Ir(~r)−
[
nIr(~r) + nh−BN(~r)
]}
dx dy .
∆n(z) evaluated with this formula from calculations
with PBE+D3 and vdW-DF2-rB86 treatments of the
XC are shown in Figure 4. Also PBE+D3 electron den-
sity at the atomic positions of vdW-DF2-rB86 is shown
(“PBE+D3(@vdW-DF2-rB86)”). The differences be-
tween the treatments are relatively small, even consider-
ing that in the case of PBE+D3 the electronic structure
6FIG. 3. Height of all B and N atoms in 12-on-11 structure above the average height of the top-most layer of the substrate:
Top panel, experimental, bottom panel DFT-derived lattice constant; the XSW result by zum Hagen et al. from Ref. 40 is
marked with the lateral dashed lines, minimum and maximum. Blue horizontal lines mark the minimum and maximum values
for a 13-on-12 structure using the revPBE+D3 approximation from Ref. 43, and the blue vertical bar on the right indicates
the corrugation obtained from the analysis of the AFM data in this publication. With some treatments of the XC we have
performed two calculations with different starting geometries – see Methods; in this case the second structure is drawn with
green markers. The grey-shadowed regions refer to calculations in the 13-on-12 cell, the blue to different calculations with the
same approximation.
corresponds to the one from PBE, but with atomic posi-
tions forced away from the DFT minimum with the D3
term. A notable difference is the larger enhancement of
the electron density in between the ad-layer and the sub-
strate with vdW-DF2-rB86, in particular when the same
atomic coordinates have been used.
DFT: 10-on-9 gr/Ir(111) moire´ superstructure.
We have also checked the structure of graphene on Ir(111)
with a variety XC functionals and treatments of vdW in-
teractions. Here, we focus on periodicity 10-on-9 (calcu-
lations on 1 × 1 structure can be found in the SI). The
height of the carbon atoms above the outer-most layer of
Ir(111) are shown in Figure 5 together with the results
from the experimental derivation of the atomic heights
from the LEED-IV, XSW and nc-AFM experiments.36,40
Again several treatments of the XC term were employed,
7FIG. 4. Difference in electron density ∆n(z) averaged paral-
lel to the surface; PBE+D3 and vdW-DF2-rB86 treatments of
the XC were used, in PBE+D3(@vdW-DF2-rB86) the atomic
positions were taken from the latter. The vertical positions of
the atoms are shown with blue and black circles, respectively.
Positive and negative values indicate enhancement and de-
hancement of electron electron density upon the adsorption
of h-BN on the surface
some at the experimental, some at the equilibrium DFT
value of the lattice constant.
The variation in the heights is less pronounced than
in the case of h-BN/Ir(111), due to the overall smaller
corrugation of the graphene layer. Still the same approx-
imations lead to too weak binding, and thus too large
adsorption heights (including vdW-DF, vdW-DF2 and
BEEF-DF2), therefore binding too little in both type of
investigated moire´ structures.
As the lateral unit cell is here smaller than in h-
BN/Ir(111), the importance of the proper k point sam-
pling in the Brillouin zone is enhanced; also the calcula-
tions with more k points are less expensive. We used QE
in convergence studies, by increasing the cut-off energy
and k point sampling to 2× 2. The former does not lead
to any noticeable difference in the height of the carbon
atoms, whereas increasing the k point sampling leads to
a quantitative difference, where some carbon atoms are
adsorbed closer to the surface than with only Γ point.
Most of the treatments of the exchange-correlation term
yield reasonably accurate adsorption heights.
DISCUSSION
With the present results the structure of h-BN on
Ir(111) becomes clearer, resolving most of the contro-
versies in the past literature: Two different moire´ struc-
tures, one with smaller, one with larger corrugation, can
be found with some approximations to the exchange and
correlation effects in the DFT calculations. The details
of the calculations, whether the consistently optimised
DFT-XC lattice constant or 12-on-11 or 13-on-12 lateral
cell is used, do not affect the results much.
The energy difference ∆E between these two kind
of structures indicates how delicate the geometry is:
Sometimes the larger corrugation is preferred – axc-
PBE+D2 (∆E = -0.13 eV), axc-PBE+D2/13-on-12 (∆E
= -0.26 eV), sometimes the smaller corrugation axc-
PBE+D3 (∆E = +0.13 eV), aexpr-PBE+D3 (∆E =
+0.13 eV), aexpr-PBE+D2 (∆E = +0.18 eV). Where the
vdW-functionals yield two structures, they are energet-
ically almost degenerate, with the ∆E difference being
-40 meV or lower in favour of the larger corrugation.
That the ∆E is always so small, at most ≈ 0.2 eV in
magnitude in such a large moire´ cell, indicates that the
energy balance is indeed very sensitive, and we cannot
exclude that even slightest numerical issues, or a finite
but low temperature, might turn the balance toward the
other kind of corrugation.
Overall, there are in both approaches to model the
vdW forces in DFT, semi-empirical and nonlocal, treat-
ments that yield good or very good agreement with the
experiment and some that miserably fail. That there
is such a large scatter in the structures is somewhat
worrying. In particular the original vdW-DF and vdW-
DF2 yield too weak interaction between the h-BN or gr
and the substrate, respectively. While this underbinding
transfers from one system to the other for certain vdW
DFT methods, there is no general trend in the trans-
ferability. This is highlighted by the results for vdW-
DF-optB88, which show good agreement for gr but com-
pletely underestimate the corrugation for h-BN. Simi-
larly, while none of the semi-empirical methods performs
particularly well for h-BN/Ir(111), PBE+D3 in combi-
nation with the DFT lattice constant yields very good
agreement in the case of gr/Ir(111).
Results closer to the experiments are nowadays ob-
tained mainly by “tuning” the approximation used in
the exchange term, even if the vdW interactions originate
purely from the correlation, due to the unpredictable er-
ror cancellation between the exchange and correlation.
This kind of “fitting” to obtain correct structures is an
indication of the challenge that the community currently
faces while looking for an efficient yet most accurate and
“reliable” approximation to use. Overall it is thus not
sufficient to state that the calculations were performed
using a treatment of the vdW effects, as this is no guar-
antee of the accuracy of the results.
In conclusion, we have performed DFT calculations
on h-BN and graphene adsorbed on Ir(111) using differ-
ent approximations to incorporate the vdW interactions.
Overall we find a large variation in the corrugation and
distance of the h-BN layer from the substrate with differ-
ent treatments of the vdW interactions. This supports
the “common knowledge” that the choice of the treat-
ment is more “ad hoc” than “predicted”, and the DFT
community is in the process of searching for the “best”
approach, much like the GGAs have been “fitted” over
the years – and like there, the approach to be “preferred”
can depend on the kind of system under study. Future
progress requires both quantitative experiments and de-
velopments in vdW DFT methodology.
8FIG. 5. Height of C atoms above the average top-most layer of the substrate in the 10-on-9 structure of gr/Ir(111): Top panel,
experimental, bottom panel DFT-derived lattice constant; the LEED-I(V ) result by Ha¨ma¨la¨inen et al. from Ref. 36 is marked
with the dashed lines, minimum and maximum. The blue bar on the right indicates the corrugation obtained from the analysis
of the AFM data in Ref. 36 and the green ones the extremal values from XSW data in Ref. 38.
METHODS
nc-AFM measurements. Monolayer h-BN on
Ir(111) was grown by low-pressure high-temperature
chemical vapour deposition under ultra-high vacuum
(UHV) conditions (base pressure 10−10 mbar) as de-
scribed in Ref. 43. nc-AFM measurements were carried
out in a Createc LT-STM/AFM housed within the same
UHV system. The microscope was equipped with a qPlus
tuning fork sensor55 and operated at a temperature of
5 K. The qPlus sensor had a resonance frequency f0 of
∼30.68 kHz, a quality factor Q of ∼98k and a stiffness
k of ∼1.8 kN/m. In order to minimize attractive short-
range interactions between the probe tip and the h-BN
surface, the tip apex was passivated by deliberate pick-
up of a carbon monoxide molecule (CO) from a Cu(111)
surface50,51 prior to all measurements. After successful
CO pick-up, the Cu(111) sample was exchanged for the h-
BN/Ir(111) sample.44 All subsequent nc-AFM measure-
ments were acquired in the frequency modulation mode46
using an oscillation amplitude of 50 pm and at a sample
bias voltage of 0 V.
DFT calculations. We performed total energy
calculations using density functional theory (DFT)56
within the Kohn-Sham formalism.57 We have used two
codes for the DFT calculation, CP2k (http://www.
CP2k.org/) and Quantum ESPRESSO (QE) (http://www.
Quantum-ESPRESSO.org/); the choice of two separate
codes gave us the possibility to include more approxi-
mations in the total energy functional, and verify the re-
sults obtained with the two different kinds of numerical
implementations. If not otherwise mentioned, the code
9used was CP2k. The details of the calculation are given
in Supporting Material, where also the different approxi-
mations, acronyms, and basic bulk and surface properties
are listed. In general, we include the vdW interactions to
the total energy either in a semi-empirical manner, ie an
additional term in the total energy that includes or does
not the electron density, or by employing a density func-
tional in the exchange and correlation (XC) term. The
XC/vdW treatments employed are listed in Table II.
TABLE II. DFT approaches employed in the present work
XC Exchange Correlation vdW References
LDA Slater PZ 58
PBE+D2 PBE PBE D2 59 and 60
PBE+D3 PBE PBE D3 59 and 61
PBE+TS PBE PBE TS 59 and 62
revPBE+D2 revPBE PBE D2 59, 60, and 63
revPBE+D3 revPBE PBE D3 59, 61, and 63
vdW-DF revPBE LDA+DF1 63 and 64
vdW-DF-C09 C09 LDA+DF1 64 and 65
vdW-DF-Cx Cx LDA+DF1 64 and 66
vdW-DF-optB86b optB86b LDA+DF1 64 and 67
vdW-DF-optB88 optB88 LDA+DF1 64 and 68
vdW-DF-rB86 rB86 LDA+DF1 64 and 69
vdW-DF2 rPW86 LDA+DF2 70 and 71
vdW-DF2-C09 C09 LDA+DF2 65 and 71
vdW-DF2-rB86 rB86 LDA+DF2 69 and 71
BEEF-DF2 BEEF scPBE+DF2 59, 71, and 72
rVV10 rPW86 PBE+rVV10 59 and 73
PBE+rVV10 PBE PBE+rVV10 59, 70, and 73
In addition, we tested different lattice constants and
investigated how they influence the final geometry: (i)
the experimental lattice constant aexp = 3.840 A˚,
74 (ii)
the DFT-optimised value of bulk Ir axc or (iii) the same
lattice constant as used in Ref. 54 of aIr = 3.801 A˚,
obtained by optimising the lattice constant of h-BN,
ah−BN = 2.688 A˚. We started the optimisation of the
structure with axc from a flat layer of h-BN or gr at ei-
ther 2.0 or 2.7 A˚ above the outer-most layer of the trun-
cated, four-layer slab of Ir(111), and kept the two lowest
layers of Ir fixed at the bulk positions; to start the calcu-
lation with aexp we rescaled isotropically the previously
obtained geometry to the experimental lattice constant.
In some calculations we initially kept the N atom fixed at
the distance 2.0 A˚, and when the structure was otherwise
converged, we relieved this constraint. Some of these cal-
culations led to a structure with a larger corrugation and
a smaller height of the pores above the substrate than
the calculation where also this N atom was allowed to
fully relax from the beginning; thus two different geome-
tries were obtained. Some calculations yielded the same
geometry independent of the constraint.
In calculations of h-BN we mainly used the moire´ pe-
riodicity of 12-on-11, but did some calculations also with
13-on-12 so as to be able to compare with the previous
results43 and the dependency of the calculated properties
on the periodicity.
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