Abstract. This paper focuses on a parameter-driven count time series model with three different distributions. We provide a brief description of the first order autoregressive, AR(1) latent process. We consider the first four central moments of each models that are mean, variance, skewness and kurtosis. Next, the autocovariance and autocorrelation functions for each models are derived. We outline and discuss the possible directions of future research.
INTRODUCTION
Time series of counts are commonly observed in a real-world applications. For the analysis of count time series, a number of models have been proposed to describe their marginal distributions and autocorrelation structures. Count time series are nonnegative and often overdispersed. That is, their variability is often larger than the mean. A main reason for overdispersion is the presence of the positive correlation between the monitored events [1] .
Models for time series of counts can be categorized as either observation-driven or parameter-driven as defined by [2] . Observation-driven model is where the serial correlation is modelled directly via lagged values of the count variable, with strategies adopted to ensure that the integer nature of the data is preserved [3, 4] . Refer to [5, 7, 8, 9] for an overview of the literature in this area and also the recent review article by [6] .
On the other hand, parameter-driven models, the dependence among observations is introduced indirectly through a latent process such as hidden Markov chain [10] , or a latent stationary autoregressive process [9, 11] . More general models based on a first-order hidden Markov process have been discussed in [12, 13] . A key property of parameter-driven models is that the distribution of observed variables are allowed to depend on this latent process, and although the observations are correlated marginally, they are independent, conditional on the latent process. [14] In a simpler words, the correlation is introduced indirectly by specifying the parameter(s) of the conditional distribution to be function of a correlated latent stochastic process. The parameter-driven model is equivalent, in turn, to a dual source of error (DSOE) discrete state-space model, in which both measurement and state equations contain a source of randomness [12, 15] . Parameter-driven model seeming to provide a better match to the corresponding empirical properties of observed count data, at least based on point estimates of the relevant moment functions [16] .
Moment structure analysis is widely used in behavioural, social and economic studies to analyze structural relations between variables, some of which may be unobservable [17, 18] . Statistics that are central in moment structure analysis are the overall goodness-of-fit test of the model and tests of restrictions on parameters. Several authors have studied conditions for the existence of higher order moments in GARCH models [19, 20, 21, 22] .
Autoregressive Conditional Duration(ACD) and Autoregressive Conditional Multinomial (ACM) models were introduced in 1998 [23, 24] . The model depends on both the historic distribution of the data as well as past realizations. Despite this progress, the moment structure of the state-space (AR) model has not been fully worked out yet. This is useful to compare the standard AR model with the other autoregressive time series model family.
A state-space model or the dynamic linear model is a general model that subsume a whole class of a special cases of interest in much the same way that linear regression does [25, 26, 27, 28] .
In this paper, we start with the AR(1) state-space model, which act as the latent equation for three parameterdriven models. We then derive the moment structure of these models. The aim of this paper is to quantify the relative flexibility of the alternative discrete state-space model via i-th order autocorrelation.
STATE-SPACE EQUATION
The state-space equation or dynamic linear equation, in its basic form, employs an autoregression of order 1, AR(1), as the state equation,
for with is independent and identically distributed N( ) and the stationary restriction .
By the stationary assumption, we have ~ N ( ) with and . The moment generating function (MGF) of is ( 2 )
PARAMETER-DRIVEN COUNT TIME SERIES MODELS Poisson Model
Let be a sequence of count data, observed at discrete, evenly spaced time points. Given , the model are assumed to be independently distributed as Poisson random variables with mean , giving:
Poisson ( ) (3) with where is defined as Equation (1). In other words, the conditional probability function of can be written as The dynamic Poisson model can be written in the following state-space form: 
Zero-Inflated Poisson Model
The model is defined as ZIP with conditional probability function (9) and and is defined as Equation (1). is an indicator taking the value 1 when and 0 otherwise, while the zero-inflation parameter are treated as constant. We can rewrite the dynamic ZIP model in the form; (10) (11) The initial state of is assumed to be normally distributed with mean and variance . The unconditional MGF of Y,
The conditional moments of the zero-inflated Poisson distribution are given by; 
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Negative Binomial Model
Based on the negative binomial distribution, we introduce a class of dynamic models for overdispersed count time series. Conditioning on the current state , the observation is independent with the following probability mass function (15) where denotes the probability of success in a negative binomial distribution and , is the mean of the distribution. is assumed to be modelled as and is defined as Equation (1). Notationably, we write it as .
The conditional moments of the negative binomial distribution are given by:
030025-4 A SIMULATION STUDY Table 1 , 2 and 3 show the generated and true value of the moment structures for each model. We generate a data of 100,000 and calculate the standard central moment and its autocovariance and autocorrelation. For our ZIP model, is kept constant at 0.5 and r for negative binomial model is fixed to 100. ACV(1) and ACF(1) are the first order autocovariance and autocorrelation respectively. From the MSE results, we can conclude that our derivation is correct based on the comparisons of the true value and the empirical value from the generated data. In general, the absolute differences are small. Smaller differences could be obtained by increasing the sample size. Based the derivation of the autocovariance and autocorrelation of each models (refer to Equations (7), (8), (13), (14), (18) and (19)), there is not much of a difference for the autocovariance and the autocorrelation of the three models. Therefore, we plot ACF graphs for the Poisson model with and in Fig. 1 and and in Fig. 2 for illustration. Refer to Table 4 and Table 5 for the ACF value from lag 1 up to lag 10. We have obtained the characterization of the first four moments for three parameter-driven models with AR(1) latent process. With these results, we are able to see what an estimated parameter-driven model implies. These results can be extended to other parameter-driven model with different latent stochastic process.
In future work, we hope to work on the parameter estimation of these three models with an application on a real life data set.
