Predicting the Cancer Tumor Position in Liver Using Finite Element Analysis (FEA) and Artificial
Intelligence (AI) by Saaedi, Mehrdad
Title page for master’s thesis 
Faculty of Science and Technology 
 




Faculty of Science and Technology  
 
MASTER’S THESIS  
 
Study program/Specialization:  






Spring semester, 2021 
 
Open / Restricted access 
Author:  
                        Mehrdad Saaedi 
  
 
(Author's signature)  
Faculty supervisor: Hirpa G. Lemu 
 External advisor(s): Seyed Mohsen Mirkhalaf, Behdad Dashtbozorg 
 Thesis title:  
 
Predicting the Cancer Tumor Position in Liver Using Finite Element Analysis (FEA) and Artificial 
Intelligence (AI) 
  
Credits (ECTS): 30    
Keywords:  
Soft tissue deformation 
FEM 
Machine Learning 
Artificial Neural Network 
  
Number of Pages: xiv + 76         
  
Stavanger, 15th June 2021 
                     
Summary
The computational power and advantages of the Finite Element Method (FEM) are notice-
able. When dealing with high nonlinearity of the materials and geometrical complexity,
FEM is a powerful solution, depending on the correct definition of the problem. The avail-
ability of this method has benefited many engineering areas. In the field of biomechanics
and, more specifically, in Computer-Assisted Surgery, FEM is even more appreciated. This
approach, however, comes at a high computational cost. Thus, a significant delay in the
response impedes its implementation for real-time applications in clinical practices, even
by using parallelization or utilizing Graphics Processing Unit (GPU). This is where an
alternative approach is needed to accelerate FEM-based simulations to provide the desired
outputs and minimizing the time lag, preventing using FEM during intra-operative appli-
cations.
A novel technique that may help to overcome the obstacles mentioned above and im-
prove the response time is the field of Machine Learning (ML). In particular, the Artificial
Neural Network (ANN), as a subset of ML, has demonstrated high potentials in computer
vision and pattern recognition, whose implementation can be extended to replace a FEM
model once it has been trained with sufficient inputs.
In this work, a FEM-ML framework is established to drastically increase the response
time for predicting tumor and internal structures’ locations in the human liver for surgical
applications by using ANN. This technique takes advantage of the FEM results to train
a model capable of capturing large deformations of liver tissue during the surgical inter-
vention while reporting back the nodal locations of the components with high accuracy
and efficiency. For doing so, a biomechanical model of the liver, accounting for the ef-
fect of the stiffness of blood vessels, is developed, and multiple simulations with random
nodal loads on the surface of the liver are conducted in the commercial software Abaqus
to produce the input required for the ANN. The ANN then predicts the nodes’ coordinates




This thesis is an endeavor to find the possible linkage between the areas of finite element
method and machine learning in medical applications. This work has been conducted in
collaboration with the University of Gothenburg and Netherlands Cancer Institute.
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1.1 Motivation and Background
The value of Finite Element Method (FEM) for solving complex engineering problems
has been widely acknowledged. It has become a popular tool to numerically solve the
governing partial differential equations rather than resorting to analytical methods. As for
specific fields and applications like biomechanical engineering, due to the primarily non-
linear nature of the materials, large deformations, and complex geometries, using FEM
has been perceived as a popular approach [1].
In the field of medicine, one flow of the efforts is toward using less invasive meth-
ods with smaller and more precise incisions to reduce undesirable side effects of surgery
such as the risk of bleeding and development of infection and subsequently reducing the
patient’s recovery duration. As of today, this is even more realistic by the availability of
Computer-Assisted Surgery (CAS) tools that can help the improvement of surgical skills
during preoperative training for the planning of the surgery or on the course of the surgery
by predicting the internal structure of the organ for better navigation and guidance dur-
ing the intervention. This is where a FEM-based biomechanical model can potentially be
implemented to predict the intraoperative deformed shape of the organ. In this approach,
the operating field is viewed by a laparoscopic camera, inserted through small abdominal
incisions, and the operation is directed by watching the augmented view of the camera on
a monitor [2], while the locations of internal components such as vessels and tumors are
shown in real-time.
Nevertheless, a solution from a FEM simulation is a trade-off between the computa-
tional time and accuracy that both are of high importance during surgery that demands
high precision and has a low tolerance for delay in the response. Therefore, embedding
FEM in a real-time, accurate, and interactive system is very challenging. To reduce the
computation time, several methods of using parallelism of the problem [3], using Graph-
ics Processing Unit (GPU) [4], and dimensionality reduction technique [5] are among the
1
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most outstanding proposals in the literature. These techniques, however, to different ex-
tents lack enough accuracy for clinical applications and do not expedite the processes to a
real-time level, achievable on general level hardware [6, 7].
Another different approach in addition to the aforementioned techniques that will be
the focus of this work is the emerging field of Machine Learning (ML). Although the un-
derlying basis of this approach dates back as early as mid-20th century, yet its dramatic
progress did not begin until the past two decades with the arrival of high computing ca-
pacity [8, 9]. ML as a subcategory of Artificial Intelligence (AI), can take in a data-set
consisting of several features (in the case of this thesis: applied loads, nodal displace-
ments, material parameters, nodal coordinates, ...) and train a model based on the existing
patterns between the features. This model is expected to anticipate specific values (in this
study, the intended outputs are the nodal coordinates after deformation) for the unseen
inputs fed into the model. This method, despite being expensive concerning the time it
takes to train the model during the offline and preoperative stages, has given promising
results concerning the requirements of real-time simulation and accuracy, and several au-
thors have implemented this approach with success for different organs, and tissues such
as brain [10], breast [11], and liver [2, 6, 7].
1.2 Aim and Scope
This thesis aims at utilizing and training an Artificial Neural Network (ANN) as a sub-field
of ML to create a pipeline able to predict the shape deformation of the human liver by re-
ceiving the outputs of multiple FEM simulations from the commercial software Abaqus/-
CAE. This can then be further developed to build an integrated, real-time, and interactive
system assisting the surgeon in tumor localization during surgery.
To fulfill this endeavour, several questions will be raised and need to be properly ad-
dressed during this thesis:
1. How is the structure of a liver and how its different tissues behave?
I What constitutive material models can properly describe the biomechanical
behavior of these tissues?
II What are the material parameters for these tissues/tumor?
2. What are the Boundary Conditions (BCs), the loads, and their magnitudes that the
liver undergoes?
3. What type of element is a sound choice for this application?




Concerning the aims mentioned above and the scope, this work contains six chapters.
Chapter 2 tries to shed light on the liver structure and the theory of hyperelasticity as
constitutive modeling for soft tissues and rubber-like materials. Moreover, this chapter
aims at providing the necessary information about the finite element method and the basis
behind machine learning with a focus on artificial neural networks. The reader can find
information about the most recent findings and studies over the implementation of AI in
the field of biomechanics in Chapter 3. In Chapter 4, the objective is to build a framework
to perform the FEM simulations from the obtained information in Chapter 2 and Chapter
3. Furthermore, an initial setup of the required neural networks is executed, and the model
is fed by the data gathered from the FEM. In Chapter 5, the results and findings of the
preceding sections are assessed, and the ANN performance is evaluated. This thesis is
concluded in Chapter 6, and the potentials for future works are also outlined.
1.4 Limitations
As mentioned before, the ultimate purpose of this work is to be able to use the end results
to develop a computer-aided surgery platform capable of predicting the internal deforma-
tion of the liver from the organ’s surface configuration as seen by a camera in real-time.
However, several factors can potentially limit the objectives of this thesis as well as their
extent.
1.4.1 Time
Due to the multidisciplinary nature of this thesis, tremendous efforts are required both in
literature review and its technical aspect, which involves extensive computer programming
and data acquisition. For this reason, a period of six months (the duration of the thesis)
may not allow for real-world applicability of the outcome of this thesis, and inevitable
compromises to contract the scope of this work might occur. For instance, reconstruction
of the organ’s model from the prediction of neural network’s model is of high interest of
this work yet out of the time scope.
1.4.2 Literature
This work relies heavily on the experimental results of previous researchers in the field
of biomechanics. To the author’s best knowledge, in certain areas such as biaxial test in
compression of the liver tissue or mechanical properties of Glisson’s capsule, due to the
complexity of performing tests on biological tissues, there is a lack of solid and reliable
experimental data. Hence, this work might have to settle for the existing material param-







As outlined in the previous chapter, this chapter intends to elaborate on the relevant theory
and concepts inside liver anatomy, hyperelastic materials, a brief introduction of finite
element analysis, and machine learning.
2.1 Liver Anatomy
In human, the liver is the largest internal organ that lies in the abdominal upper-right
quadrant with a weight close to 1.5 kg [12]. The liver has specific functions ranging
from detoxification of the metabolisms’ products to bacterial removal from the blood [13].
This organ, partially covered by the lower ribs, is divided into right and left lobes by the
falciform ligament that attaches the organ to the diaphragm and the abdomen’s ventral wall
[14]. The liver volume is also further split into eight segments by Couinaud classification,
seven occupying the anterior and posterior volume of the liver, while the remaining one
is located on the backside of the organ. In the following subsections, the main parts of
the liver and their characteristics, important for a precise biomechanical model are briefly
explained.
2.1.1 Parenchyma
The majority of the liver’s building cells are hepatocytes, belonging to the parenchyma,
which is the functional tissue constituting up to 80% of the total cells in the organ [15, 16].
Hepatocytes make up hepatic lobules, the liver’s most minor functional units that have
hexagonal forms. These lobules, in turn, are grouped to form the liver parenchyma.
2.1.2 Blood Vessels and Bile Ducts
The network of internal blood vessels (also referred to as the hepatic tree) in the liver
is also of significant interest in biomechanics. This network includes the hepatic veins
draining into the inferior vena cava (IVC) (the largest vessel in the body), hepatic artery
5
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connected to the abdominal aorta, and portal vein receiving blood for detoxification from
the pancreas, spleen, gallbladder, and gastrointestinal tract [17]. Bile ducts are also another
tubular network present in the liver that gathers the secreted (produced and discharged) bile
in the liver and ultimately releases it into the small intestine [18]. The hepatic tree and the
bile ducts are seen as the primary reason for the liver’s heterogeneity [19]. In Figure 2.1,










Figure 2.1: Liver’s vascular system (Adapted from: Anatomy Note [20])
2.1.3 Glisson’s Capsule
Another comparatively significant tissue in the liver that can affect the mechanical re-
sponse of the entire organ is the Glisson capsule. This tissue is a collagen layer and, as
indicated by Figure 2.2, surrounds the organ and ensheaths its vascular structure. The
thickness of Glisson’s capsule is species-dependent. In humans, however, it can vary from
70 to 100 µm [21, 22].
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Figure 2.2: Liver’s structure [23]
2.2 Nonlinear Constitutive Theories for Hyperelasticity
The liver has a relatively soft material whose mechanical behavior is characterized by the
existence of different tissues that together act similar to a composite material. While var-
ious researches over the mechanical response of the liver have been conducted in high
stretch rate regimes, minimally invasive interventions, especially laparoscopic surgeries,
are more initiating lower rates of strain. Besides, during a clinical intervention, the organ
may undergo several loading scenarios like shear, tension, compression, or a combination
of these [24]. Therefore, to obtain reliable results from the FEA, the utilized constitutive
model must account for the liver tissue’s variety of stiffness and different loading condi-
tions.
Due to the effect of the fluids (blood and bile) and porosity present in the parenchyma,
the most realistic model for the liver is a visco-poro-hyperelastic material [6, 25]. A hy-
perelastic material for this tissue, though, can also be considered as a fair assumption for
the slow rate of load application and minor strain energy dissipation [6, 26]. Ignoring the
effect of viscoelasticity is tipically valid when static equilibrium is expected, and transient
deformation is not taken into account [3].
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2.2.1 Strain Energy Function
A constitutive law is an equation that relates physical quantities to a material’s general
characteristics. As opposed to Hook’s law that decently describes the behavior of linear
elastic materials, there is no universal formulation proficient enough to describe the non-
linear behavior of all rubber-like materials [27]. Instead, many researchers have attempted
to develop proper hyperelastic models that fit a more significant segment of the soft mate-
rial’s stress-strain curve with the assumption of deformations’ reversibility. These models
derive the relationship between the displacement and its corresponding stress from a strain
energy function (W ) [26].
Strain energy function (also known as stored-energy function) refers to the energy
stored in the system as a result of deformation, which is released once the system goes
back to its initial configuration. If the material homogeneity is assumed; meaning that the


























where F is the deformation gradient tensor (second order) that provides the information
to describe every current relative position of two particles in terms of their initial relative
position, X is an arbitrary point in the reference configuration and x denotes the position
of the same point in the current configuration. As shown in Figure 2.3 the deformation
gradient F , which is the gradient of φ, transforms a material element dX (relative position
between two particles in the reference configuration) into the corresponding spatial ele-
ment vector dx which is the relative position of the particles in the current configuration
[26, 28].
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Figure 2.3: Transition from undeformed to deformed configuration (adapted from [29])
Based on polar decomposition, F can be decomposed into stretch and rotational com-
ponent as
F = RU = V R, (2.2)
where U is the right stretch tensor, V the left stretch tensor, and R is an orthogonal finite
rotation tensor by which the rotation of eigenvectors U , Ni to the eigenvectors of V ,
ni : ni = RNi is represented [26]. The right Cauchy-Green deformation tensor C, which
is a symmetric second order tensor, is a measure of the strain, the body experiences [30]
and is derived from the deformation gradient tensor as
C = FTF. (2.3)
An invariant is a quantity that does not change under a specific mathematical/physical
transformation or operation [31]. If the liver is assumed isotropic, i.e., the mechanical
properties are not direction dependent but can differ from point to point, the strain energy
function W = W (F ) is a function of three strain invariants of the deformation tensor I1,
I2, and I3 that are preferred instead of direct use of strain tensors [32] and are defined by










(I21 − trace(C2)) = (λ1λ2)2 + (λ1λ3)2 + (λ2λ3)2, (2.5)
and
I3 = det(C) = (λ1λ2λ3)
2, (2.6)
where trace is an operator calculating the sum of the elements on the main diagonal as∑n




Since the liver is not highly confined within the abdominal cavity (otherwise, the de-
gree of compressibility needed to be accounted for [33]), contains water (a nearly in-
compressible substance), and maintains its volume during deformation, it is a reasonable
assumption to consider it highly incompressible. The mathematical interpretation of this
is that the determinant of the Cauchy-Green deformation tensor (Eq. 2.6) for an incom-
pressible material must be equal to 1.
2.2.2 First Piola-Kirchhoff Stress in Uniaxial Loading








where εeng is the engineering strain, L0 initial length and Lf is the final length. Since we





The 1st Piola-Kirchhoff stress tensor is defined as T = FA0 , whereA0 is the initial area
of the sample in tension or compression and F is the applied force. With the assumption
of incompressibility, T, λ, and Cauchy stress are related by
T = σλ−1, (2.9)
where for uniaxial deformation the stretch ratio is equal to the first principal stretch λ = λ1
and Cauchy stress to the first principal stress σ = σ1. Chui et al. [27] reported that in the
uniaxial tensile test of a cylindrical liver sample, the sample had a 1/λ reduction of the
cross-sectional area when the sample length showed an increase in height by a factor of λ.
Therefore, By setting λ = λ1, there will be λ2 = λ3 = 1/
√
λ3, meaning that under uniaxial
deformation the three invariants can be assessed as I1 = λ2 + 2/λ, I2 = 2λ + 1/λ2 and
I3 = 1. Hence, F is only a function of I1 and I2 [27]. The principal Cauchy stresses are




− p, (i = 1, 2, 3) (2.10)













and by having σ2 = σ3 = 0 (because of uniaxial tension/compression and no lateral











)− p = 0. (2.12)
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Combining Eq. 2.11 and 2.12 leads to the removal of p from the general Eq. 2.10 and sub-
stitutes σ in Eq. 2.9 to derive the expression of the 1st Piola-Kirchhoff stress for uniaxial

















Several hyperelastic models have been proposed in the literature. These constitutive laws
contain certain material parameters in their formulations, which are determined from the
stress-strain curve derived from experimental test data like compression, elongation in
uniaxial/biaxial, and shear tests. However, the data from the uniaxial tensile test of liver
tissue are more readily available because of its relative simplicity in the procedure and
measurement [24, 27, 35]. Considering that the vast theory behind all of the hyperelastic
models and their several numbers is out of the scope of this work, this section only briefly
explains Ogden [36] and Mooney-Rivlin [37] models and limits itself to the presentation
of the strain energy functions (Table 2.1) of the other common constitutive laws used to
describe the liver’s mechanical behavior.
2.3.1 Categorization of Hyperelastic Models
Hyperelastic constitutive laws can first be categorized based on the form of their func-
tions to polynomial, exponential and logarithmic, and combined exponential-polynomial.
As illustrated in Table 2.1, they can also be classified based on their dependence on the
Cauchy-Green tensor’s strain invariants. In this classification, specific models such as
Yeoh [38], Arruda-Boyce [39], and Neo-Hookean [40] only depend on I1, and they are re-
ferred to as I1-based models. For the characterization of the material represented by these
models, only one type of test, e.g., uniaxial test, is required. Therefore, it is unrealistic to
expect them to fully describe the behavior of a rubber-like material that may be prone to
other deformation modes such as shear, biaxial extension, or compression [26]. However,
under certain conditions, they might present an acceptable approximation. For instance,
the Neo-Hookean model can provide a relatively decent fit with the experimental data for
a low stress-strain regime. Mooney-Rivlin model is another invariant-based model that
depends on both I1 and I2.
Another category of hyperelastic models (e.g., Ogden, logarithmic and exponential
models) is directly based on the principal stretches. Invariants I1 and I2, therefore, are not
seen in their functions.
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Table 2.1: Main hyperelastic models used for the description of the liver’s mechanical behavior and
some prominent studies over their applications
Model type Model Form Function
Usage in literature










Cij [(I1 − 3)
i
(I2 − 3)j ]
Chui et al. [27], Hu and Desai [42],
Fu et al. [43], Hostettler et al. [44],
Umale et al. [35]

















Marchesseau et al. [12]
Fung-Demiray Exponential W = C1
2C2
(eC2(I1−3) − 1)
Chui et al. [27],




















Pellicer-Valero et al. [6],
Martı́n-Guerrero et al. [47],
Untaroiu and Lu [48], Chui et al. [27],
Lorente et al. [49], Hu and Desai [42],
Lister et al [50]




























Mooney-Rivlin model is an instance of both invariant-based (I1 and I2) and polyno-
mial form of the strain energy function that proposed by Mooney [37] and has been
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used in multiple studies to characterize the behavior of soft biological tissues such as
liver’s parenchyma, kidney [35, 51, 52] and brain [53]. The strain energy function for the




Cij(I1 − 3)i(I2 − 3)j , (2.14)
where N is the order of the model and Cij the material parameter. Figure 2.4 shows the
implementation of the second-order of this model for liver and kidney, where the model’s
curve fits perfectly with the mean experimental curve.
(a) Renal cortex of kidney (b) Liver’s parenchyma
Figure 2.4: Examples of stress-strain curves of second order Mooney-Rivlin model against com-
pression test data, fitted for soft tissues [35].
2.3.3 Ogden Model
Ogden model, first derived in 1972 [54], has a stretch-based approach and, similar to the
Mooney-Rivlin model, has a polynomial form. Due to the provision of a good fit with test
data, this model has been widely used for modeling the liver’s parenchyma and hepatic
vessels [6, 27, 47–49, 55]. Ogden model is viewed as one of the most suitable constitutive
laws for the description of incompressible, isotropic hyperelastic materials [56] and in its















(Jel − 1)2i, (2.15)
whereN is the model’s order generally between 1-3, µk (shear modulus) and αk (a dimen-
sionless number) are material parameters, Di is an indication of incompressibility that is
defined by the bulk modulus K0 as D1 = 2K0 and J
el is the elastic volume ratio [33].
In Figure 2.5, an example of a curved fit by the third order of this hyperelastic model
can be seen. The curve plotted from the experimental data of the uniaxial test of liver
tissue is also presented. As is apparent, decent proximity exists between the two curves.
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Figure 2.5: Stress-strain curve of Ogden third order and uniaxial tension test data of liver tissue [57]
2.4 Finite Element Analysis
Finite element is a numerical method for solving partial differential equations (PDEs)
governing a physical problem that is difficult if solved analytically. As the naming also
suggests, the foundation of this method is lying over using the discretization of the problem
into smaller domains known as elements. It is essential to know that FEM only delivers an
approximate solution to a problem whose accuracy depends on various parameters. The
underlying bases of FEM, by which a solid mechanics problem is solved, is shown in
Figure 2.6 and can be summarized as
• Compatibility
• Stress-strain relationship (constitutive law)
• Equilibrium
14
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Figure 2.6: Underlying bases of FEA in solving solid mechanics problems [58]
Due to the vastness of the FEA theory, in this section, only the topics directly concerning
the specific analyses performed in this thesis are reviewed. Unless otherwise stated, the
theory presented in this section is studied from Abaqus User’s Manual [33].
2.4.1 Nonlinear FEA
In contrast to linear FEA, a nonlinear analysis is more inclusive, and the stiffness and load
matrices are not dependent on the displacement. This independence leads to the need for
regular updates of the stiffness matrix throughout the analysis, and taking derivatives of
the displacement does not necessarily result in finding the strains. In FEA, three sources





This type of nonlinearity occurs when the magnitude of the displacement changes the
response of the structure. The change in the initial shape, in turn, leads to the change in
the stiffness of the structure under loading.
Boundary Nonlinearity
Boundary or contact nonlinearity takes place when interference or contact occurs between
multiple parts. This interference causes a significant and sudden change in the structure’s




This nonlinearity is the one expected to be the primary source in the analyses carried out
for this thesis and occurs when the material itself is nonlinear in nature. In other words, the
material’s stress-strain curve does not show a linear relationship which is also observed in
the behavior of biological soft tissues.
2.4.2 Elements
Two types of elements are expected to be used for the discretization of the liver tissue
models. The first formulation, which makes up most of the elements in the parenchyma
tissue, belongs to the continuum category of elements, which are solid with the hybrid for-
mulation. The second element formulation is shell element, with the usage in modeling of
parts with small thickness relative to the overall dimension of the tissues such as Glisson’s
capsule or the network of hepatic vessels.
Solid Element
Hexahedral and tetrahedral (Figure 2.7), are two general types of solid elements, suitable
for discretizing three-dimensional parts. A hexahedron consists of six faces and eight cor-
ners, while 4 faces and 4 corners are the geometrical characteristics by which a tetrahedron
is known. A geometry discretized with hexahedral elements generally results in a more
structured mesh and thus higher solution accuracy. On the other hand, a mesh with tetra-
hedral elements can better fit geometries with complex features.
Figure 2.7: Tetrohedral and hexahedral elements
These elements can be further divided into elements with linear (first-order) and quadratic
shape functions (second-order) categories, where in addition to the nodes located on the
corner of the elements, each edge contains an extra node in the middle which is not shared
by multiple edges. If large deformation is expected, the selection of a second-order ele-
ment provides more accurate results at the expense of a higher computational cost.
Suppose the material is incompressible (ν = 0.5) or nearly incompressible (ν >
0.475) and uniform pressure (Figure 2.8) exists. In that case, since the volume of the ele-
ment does not change, general formulations of solid elements cannot model the response
of the material. Consequently, displacements of the nodes cannot be used for the calcu-
lation of pressure stress. For this situation, elements with hybrid formulation have been
16
2.4 Finite Element Analysis
proposed that directly compute the pressure stress from an additional degree of freedom,
and shear strains and stresses are computed from nodal displacements.
Figure 2.8: Uniform pressure
Shell Element
Using shell elements for members whose one dimension (e.g., thickness) is significantly
smaller than the others can lower the computational burden. This is because these ele-
ments approximate a 3D space using a 2D theory, and dimensionality reduction can lead
to a lower number of elements. In the Abaqus package, general-purpose 3D shell elements
can be classified into triangular (S3) and quadrilateral (S4) elements. Furthermore, the lin-
ear or quadratic interpolation can also be used in S4 elements depending on the expected
accuracy.
General-purpose shell elements ensure accurate and robust results under various load-
ing scenarios and can be utilized in thin and thick parts, and shear locking is not a source
of concern. These elements also allow for variation in thickness as a function of in-plane
deformation.
2.4.3 Solution Methods
To find numerical approximation in finite element problems, the user can choose between
two implicit and explicit methods. Although the simulations needed in this thesis are
performed using an implicit solver, both methods are briefly introduced below due to the
requirements of the problem.
Implicit
When dealing with nonlinear analyses, the time is discretized into finite increments known
as time steps. In an implicit method, to find a solution, the displacements are formulated
using velocities and accelerations in the current time step and the information from the
previous step. One advantage of using this method is unconditional stability in most cases.
Furthermore, large time increments can be used as long as large tolerance exists on the
solution accuracy. This method, however, demands convergence checks at each step. This
solution method is known to work best with various analyses such as linear and nonlinear




As opposed to implicit, an explicit solver finds the solution for acceleration at the nth
time step. When the values for accelerations are found, the velocity at n+1/2th step and
displacement at n+1th can be calculated. Very small time increments are required for
using an explicit solver, and the method is only conditionally stable. The explicit method
is known for best handling high-speed dynamics, impact, buckling, and damage modeling
problems [59].
2.5 Machine Learning
This section aims to give a short overview of the definition o machine learning and present
the most common algorithms. A more in-depth exploration of the artificial neural network,
which is the preferred technique to use in this thesis, will also be provided.
Machine Learning is a general concept enveloping all statistical algorithms developed
to identify patterns and relationships between a given input instance, typically known as a
dataset [60]. Machine Learning techniques are broadly categorized into three main classes
of Supervised Learning, Unsupervised Learning and Reinforcement Learning. In the fol-
lowing subsections these classes are briefly introduced.
2.5.1 Supervised Learning
Supervised learning algorithms are the most extensively used ML algorithms, working on
the principle of finding a similarity function f(x) that maps the given inputs to the known
outputs. The model trained by this approach is then expected to predict the unseen inputs
without any human assistance. As illustrated in Figure 2.9, the instances existing in the
dataset used for training a model in a supervised learning algorithm are split in two by a
user-defined percentage, e.g., 80 percent for training and the remainder for testing. Once
the training, which usually is a time-consuming process, is done, the model’s performance
can be assessed by comparing the outputs it predicts for the descriptive features against
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Figure 2.9: Learning and performance evaluation of a supervised ML model (adapted from [61])
Classification and Regression
Supervised learning is further divided into classification and regression tasks. In classifica-
tion, the predicted outcome of the algorithm is qualitative (also referred to as categorical).
The least complex type of these problems is the binary classification, where a label is either
predicted as 0 or 1. In the example of predicting the presence of a dog in a picture, 1 can
be associated with the presence, and 0 with absence [8]. In regression tasks, on the other
hand, as also seen from the Figure 2.10 the quantitative output of regression algorithm is
invariably a function, approximating the dataset’s labels [8, 62].
(a) Classification (b) Regression




In unsupervised learning, the collected data is unlabeled, the output of the dataset fed to
the learning algorithm is not known, and the algorithm does not receive any feedback.
Nevertheless, it is still possible to learn the structure and pattern between the inputs [64].
In these algorithms fitting a linear regression model is impossible, and without a response
variable yi (an output), the algorithm analysis cannot be supervised [62]. An example of
unsupervised learning is cluster analysis that aims at creating a new representation of the
data by a distinct grouping of the input’s variables. In the example of grouping personal
photos uploaded into social media, for instance, without knowing which photo represents
which person, the website algorithm can group the photos depicting the same person based
on similar facial features [65].
2.5.3 Reinforcement Learning
Reinforcement learning algorithms are the third introductory class of machine learning.
In these algorithms, unlike supervised learning, the need for paired input/output data is
alleviated, while finding a balanced exploration-exploitation approach is emphasized [66].
In this area, the idea is to train an agent in interaction with a dynamic environment by
receiving observations, sending actions, and receiving reward signals as a measure of suc-
cess evaluation. As shown in Figure 2.11, reinforcement learning algorithm and policy
are the terms referred to as the constituent components of the agent. By observing the
environment, policy decides the actions, and the learning algorithm repeatedly updates the
parameters of the policy in accordance to the sent actions and received observations and
rewards in the hope of finding the most favorable policy that maximizes rewards of doing










Figure 2.11: Reinforcement learning process adapted from [67]
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2.6 Artificial Neural Networks
Artificial neural networks are a technique, falling under both supervised and unsupervised
machine learning algorithms, that mimics natural biological intelligence. ANN comprises
several to large numbers of interconnected elements, comparable to the biological neurons
in the cerebral cortex of mammals (Figure 2.12), located on various layers that link the
input information to the output. This subsection intends to present the key concepts and

























Figure 2.12: Biological and artificial neurons [68]
2.6.1 Perceptron Model
Being invented in the late 1950s by Frank Rosenblatt [69], perceptron1 was initially hard-
ware rather than an algorithm. Perceptron is the simplest form of a feedforward neural
network containing one neuron whose synaptic weights w and bias b can be adjusted. In
Figure 2.12, the perceptron takes inputs (x1, x2, ..., xn) and sums them up. However, to
empower the perceptron with the ability to learn from the surrounding environment to
correct the summed value and enable the predefined
∑
to take multiple shapes, weights
w1, w2, .., wn, must be multiplied to each input [8, 70]. Furthermore, assigning a particu-
lar bias to the neuron in a situation where input equals zero ensures that the neuron only
receives nonzero quantities. Thus, the product of xiwi must first overcome the value of the





xiwi + b, (2.16)
where n is the number of inputs and z is known as summed activation of the node.




Activities in the field of neural networks came to stagnation after Minsky and Papert [71]
showed the limitation of a single-layer perceptron of solving only linearly separable prob-
lems. A famous example of perceptron’s limitation is the XOR problem which a single-
layer perceptron is not capable of its simulation [72]. This was where the need for a multi-
layer neural network to learn more complicated systems arose. As Figure 2.13 shows, a
fully connected multi-layer neural network is built upon the connection of multiple layers
of perceptrons, where the first layer is the input layer, directly receiving the data, the last
layer is the output layer and all other layers between the input and output layers are re-
ferred to as hidden layers. The terms width and depth also indicate the number of neurons





























Figure 2.13: Multi-layer neural network
2.6.3 Activation Functions
In a neural network, the purpose of activation function f (also known as transfer function)
is to rescale the amplitude of the output of a neuron between particular values and ensure
the nonlinearity of the signal before feeding to the succeeding neurons in the next layer
[73, 74]. This function has several forms, of which some of popular forms are presented
below.
• ReLU: Due to low computational effort, rectified linear unit, or short, ReLU is the
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most popular activation function in ANN. ReLU limits the neuron’s output between
zero and values greater than zero by considering zero for all subzero signals and
returning the values ≥ 0 with their own magnitudes as
f(z) =
{
0 if z < 0,
z if z ≥ 0,
(2.17)
and the corresponding graph showing this function is illustrated in Figure 2.14.









Figure 2.14: ReLU activation function
• Sigmoid: As shown in Figure 2.15, the Sigmoid is a nonlinear function and is re-
garded as an extensively used activation function in ANN. Sigmoid (also referred to

















Figure 2.15: Sigmoid activation function
Sigmoid is a computationally demanding activation function due to its exponential
form.
• TanH: As Figure 2.16 also demonstrates, a hyperbolic tangent function is in shape
similar to the Sigmoid activation function, while it rescales the summed value of
the node within -1 and +1. Hence, the neurons situated inside the next layer are not
constantly receiving values of the same sign. Tanh is defined as













Figure 2.16: Hyperbolic tangent activation function
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In contrast to the Sigmoid activation function, TanH facilitates the subsequent layer’s
learning since the mean value of the function is close to zero.
• Softmax: This function is typically used in the final layer in classification problems
with multiple classes. The Softmax function converts all the outputs into normalized







Thus, if the vector of the outputs ~z enters a Softmax activation function, the proba-
bility of each class will be as shown in Figure 2.17.
Figure 2.17: Softmax activation function [75]
2.6.4 Cost Functions
Cost functions (also known as loss or error functions) are used to compare the neural
network outputs with the actual values in supervised learning; i.e., they are monitoring
the network’s performance by returning a value that is subsequently used for updating
weights and biases through a process known as backpropagation. That being said, during
each iteration of training, the goal is to reach convergence to a minimum cost. A cost
function in a feedforward neural network is a function of weights w, biases b, the input of
a training example Sr, and the expected output of Sr, Er. Therefore, if the cost function
is only a function of a weight or a bias, the cost function can be minimized by finding
optimal values of w and b through an approach known as gradient descent which is shown





(a) Too small steps leads to slow convergence
c(w)
w* w
(b) Too large steps can result in overshooting and diver-
gence
Figure 2.18: Gradient descent [77]
Three popular qualified examples of cost functions to use in regression tasks are Mean-




















(yi − ŷi)2, (2.23)
where ŷi is the predicted output for a point, yi is the true value of the same point and n is
the total number of points.
2.6.5 Optimization Algorithms
To minimize the loss during training, certain values of the network parameters such as
learning rate and weights need to be found. Optimization algorithms define the extent
and manner of changes in these parameters and regulate the path through finding the cost
function minimum values. In other words, the approach by which the NN learns is defined
by optimizers. In deep learning, several optimization algorithms exist. However, in this
subsection, only the most well-known algorithms suitable to use in regression tasks are
briefly presented, and for further information, the reader is encouraged to refer to highly
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educative online sources such as Deep Learning Demystified [78].
Stochastic Gradient Descent
Stochastic gradient descent, or in short SGD, is an efficient variant of gradient descent with
the difference of random selection of a sample data point instead of performing derivation
calculation for the entire dataset. This results in a significant reduction in computational
overload associated with using normal gradient descent algorithm [79].
Adam
This optimization algorithm has a solid reputation for reducing the processing effort needed
to find the cost function’s global minima. Adam takes advantage of an adaptive learning
rate algorithm by opting for different step sizes for different parameters that can lead to
faster convergence when noticeable updates in the weights do not occur [80].
As examples for other well-known gradient-descent-based optimization algorithms,
RMSprop, Momentum, Adagrad, and Nadam can be mentioned [81]. However, their ex-
planations are out of the scope of this thesis.
2.6.6 Backpropagation
An artificial neural network is comparable to a function capable of taking any shape
through choosing the coefficients of the function. This flexibility of ANN can be reached
by proper adjustment and optimization of weights and biases of the network (training pa-
rameters) during the training phase. Having a training dataset with the input and known
outputs available, the predicted values of the final layer are evaluated against the expected
results using the loss function. The deviation from the training outputs can then be mini-
mized by going backward in the network and adjusting the training parameters to reach an
acceptable range of error. This process is referred to as backpropagation [8, 82].
2.6.7 Generalization and Overfitting
A well-trained artificial neural network is expected to generalize the input-output relation-
ship even for the datasets with slight differences from those used to train the network. For
doing so, the network must see many training instances to be able to estimate the corre-
sponding outputs of unseen inputs. By seeing the network as nonlinear mapping of the
input signal to the outputs, a curve fitting approach in which generalization for new points
accomplished by interpolation can be a good example for understanding the network’s
overall function. Nevertheless, excessive data points or the presence of noise in the train-
ing data might eventuate in a phenomenon known as overfitting or overtraining, where
the network memorizes the data instead of modeling the underlying function present in
the dataset. Therefore, an overtrained network is not capable of proper generalization of
the input-output relationship [70]. As opposed to overfitting, the term underfitting exists,
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where the neural network is not trained with enough data. Thus, the accurate prediction
of an undertrained network for new inputs is under question. Figure 2.19 illustrates the































*. Training pointsGeneralization point
(c) Overfitting
Figure 2.19: An illustration over the concepts of overfitting, balanced, and underfitting
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State-of-the-art Review of the
Employment of Machine Learning
and Finite Element Analysis in
Biomechanics of Soft Tissues
Machine learning techniques as a high-speed substitution for FEA simulations in biome-
chanical applications have been of high interest in the literature and increased in the past
decade. Many researchers have implemented different ML algorithms for the prediction of
large deformation in various organs and provided their comparative results, emphasizing
the advantages of using particular algorithms and constitutive laws over the others. This
chapter of the thesis highlights the most recent techniques used for simulating the behav-
ior of biological organs, such as the 3D reconstruction of geometries, applied constitutive
laws, FEA considerations, ML models, accuracy, and computational costs, as a way for
better understanding of progress expanse in this field.
3.1 Liver
The framework presented by Morooka et al. [83] in 2008, to our best knowledge, was
the pioneer of the researches exploring a solution to reduce the response delay of FEM
simulations of the liver by resorting to a neural network. The method proposed in this
work was based on the superposition of basic deformation modes of the model where the
network learned the organ’s response to the applied external forces. The approach adopted
in this work consisted of these general steps:
• discritization of the computational domain using hexahedral elements
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• generation of 500 pairs of external forces with random directions and apply them as
nodal loads
• capturing the resultant nonlinear deformation modes caused by these forces
• building the required dataset for the training of the neural network
• setting up the neural network with empirically determined numbers for width and
depth of the network
• training the network with the dataset generated from FEM and using a backpropa-
gation algorithm to limit the error below the defined threshold
While this study does not provide any information regarding the utilized hyperelastic
model, including its parameters and the model order, accounting for the effect of vascu-
larization or the stiffness of the Glisson’s capsule, which are essential for a physically
realistic simulation, it stated that, on a PC platform of Pentium4 2.8 GHz with 1 GB mem-
ory, the neural network model expedited the computational time by a factor of 1000 faster
than nonlinear FEM and produced the outputs in 0.28 ms.
Another work investigating the integration of data-driven models in computer-aided
surgery of the human liver was presented by Lorente et al. [49]. This study evaluated the
feasibility of using ML for real-time simulation of the liver’s biomechanical behavior in
the course of the inhalation and exhalation processes. For this purpose, three tree-based
regression algorithms, namely, decision tree (DT), random forests (RF), and extremely
randomized trees (ET), and two other comparatively less complicated methods of dummy
model (DM) and linear regression (LR) were evaluated. The goal of this research was to
develop a scheme not only capable of capturing large hyperelastic deformations, but to
have the ability of prediction for different geometries of the liver. Thus, this study used
data from eight geometrically different livers to train and test the ML regression models.
The first step in this work was to reconstruct the models suitable for FEM by perform-
ing Computed Tomography (CT) scanning of the livers. The CT images were then seg-
mented, and voxel-based meshes were acquired. The second-order Ogden material model
was selected, and a combination of three different material parameters was used to create
a richer dataset. The model was then discretized with tetrahedral elements, and simplified
boundary conditions, comparable to the interaction of the liver with different abdominal
organs during breathing, were defined. After running the simulations, the data describing
the deformed state of each liver in the 3D Euclidean space were gathered. These data in-
cluded the initial coordinates of the nodes, nodal displacements, and applied nodal loads,
in the later stages, together with the material parameters constituted to the required dataset
for the training of the ML models.
For splitting strategy, two approaches were adopted. The first strategy was to leave
one liver for testing and the seven other livers for the training of the models. The sec-
ond approach was 70% of the total samples (2,208,486 samples) obtained from the FEM
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simulation were used to train the models, while the remaining 30% (946,494 samples) was
allocated as a test set. The hyperparameters, which are not automatically learned inside the
ML models, were optimized for the tree-based models. Hyperparameter optimization en-
sures the generalization of the model and prevents overfitting and underfitting the training
dataset, which subsequently increases prediction performance. After training the models,
the models’ performances were evaluated using root mean squared error (RMSE) which is
RMSE =
√∑ntest
i=1 (ŷi − yi)2
ntest
, (3.1)
and ntest defines the number of samples in the test set. Moreover, another metric known
as Mean Euclidean Error (Eq. 3.2), capable of calculating the actual nodal displacement
shown in Figure 3.1, was used to measure the percentage of samples with displacement
error equal to and lower than 1 and 3 mm.
d(ŷi, yi) =
√
( ˆdxi − dxi)2 + (d̂yi − dyi)2 + (d̂zi − dzi)2 (3.2)
Figure 3.1: Displacement error in Euclidean space [49]
As seen in Table 3.1, the comparative performance results for the five ML models are
presented, where the best results have been highlighted in bold. This table indicates the
performance superiority of the random forests algorithm in the first data splitting strategy.
At the same time, this algorithm was in second place in percentage splitting with slightly
less accurate prediction than the extremely randomized trees model. It is also noticeable
that the tree-based models outperformed the dummy model and linear regression. In terms
of computation cost, this work compared the time consumed by FEM against a trained
RF regression model for the same loading scenario. The simulations were conducted on
a computer based on a 3.4 GHz Intel Core i7 CPU and 8GB RAM. ML model completed
the task in 2.89 seconds, while it took FEM 51.63 seconds to finish the simulation. It is
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also worth mentioning that the computational time of 2.89 seconds is associated with the
simulation of ten deformed states, while in medical applications, the prediction of only
one liver is required. Therefore, a value of 0.3 seconds can satisfy real-time criteria.
Table 3.1: Performance assessment of ML models used in the research work of Lorente et al. [49]
Regression
model

















DM 2.20 22.87 5.41 2.31 21.23 5.41
LR 15.40 66.67 3.04 10.94 59.62 3.22
DT 57.77 93.20 1.13 99.66 100.00 0.14
RF 60.19 94.31 1.06 99.99 100.00 0.09
ET 55.45 91.67 1.20 100.00 100.00 0.07
Pellicer-Valero et al. [6] also published their research in late 2019, employing feedfor-
ward neural network and random forests algorithms to build models trained by data from
FEM simulation of more than 100 different shapes of the liver. The liver segmentation
needed for the simulations was conducted in a fully automatic process, and tetrahedral el-
ements were used for discretization. First-order Ogden was employed as the hyperelastic
model, and for the boundary conditions, the nodes in contact with inferior vena cava were
considered fixed with null displacement. Nodal forces with random orientation and con-
stant magnitude of 0.4N were applied, and the corresponding nodal displacements were
obtained in the post-processing stage. For maximizing the richness of the dataset, four
different scenarios shown in Table 3.2 were selected. These scenarios were considered to
account for the cases of the presence of two surgical tools, material properties change due
to, e.g., inflammation, and the fact that a liver does not possess a unique shape. By omit-
ting viscoelasticity, the static analyses were performed. A dataset including information
about the nodes’ initial coordinates, force vector components, coordinates of the nodes
after displacement, and material properties was created to train the ML models.







1 No No No 400
2 Yes No No 1500 (×2)
3 No Yes No 3,000
4 No No Yes 10,200
As for validation of the neural network performance, 10% of the simulations were set
for the first three scenarios, while for the last scenario, this number was 12.5%. ReLU
activation function was also employed, and the network’s performance was monitored us-
ing the MSE cost function. The performance of the neural network for all scenarios is
presented in Table 3.3 based on Mean Absolute Error, Mean Euclidean Error, and the per-
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centage of samples with Euclidean error below 1 and 3 millimeters.
Table 3.3: Neural network performance measurement for Scenarios in work presented by Pellicer-
Valero et al.
Scenario
MAE (mm) Mean Euc. Error
(mm)
% of samples
x y z EEuc 1 mm EEuc 3 mm
1 (base case) 0.1173 0.1176 0.1224 0.2389 98.2615 99.9551
2 (two forces) 0.1862 0.1825 0.1977 0.3816 93.0551 99.8382
3 (30 materials) 0.1621 0.1616 0.1548 0.3299 94.7381 98.4644
4 (102 livers) 0.4130 0.4732 0.4119 0.8643 72.4243 95.5784
Regarding the real-time applicability of this work, this work tested the neural network
response time by resorting to GPU computational power on a computer equipped with
two Core i5 processors and a low-end GT 840M GPU. For the first and last scenario, the
computational times measured to be 2ms and 5ms, respectively. Hence, using superior
hardware, the required working frequency of a haptic feedback system, which is above
500Hz, could be achieved.
The other research works contributing to the implementation of machine learning to
the real-time simulation of the deformed liver are Pfeiffer et al. [84], and Mendizabal et al.
[7]. These works used fully convolutional neural network based on U-Net architecture as
the machine learning algorithm to approximate nonlinear deformation of the liver. They
showed that their methods were high-speed with high accuracy and capable of handling
real-time conditions. With this regard, the model proposed by Mendizabal et al. [7] was
able to predict the organ deformation in 3ms with the maximal error below 0.4 mm. The
training time, however, was significant, with 149 min in value.
3.2 Brain
The study conducted by Tonutti et al. [10] in 2017 aimed at the localization of tumors
during neurosurgery. This work proposed an approach combining the results of FEM sim-
ulations with artificial neural network and support vector regression (SVR) algorithms.
The general workflow of this approach is outlined in Figure 3.2, where the patient-specific
mesh was obtained from performing pre-operative magnetic resonance imaging (MRI)
scans and high-quality segmentation of brain matters. The first-order Ogden was the con-
stitutive model of choice, and the density and bulk modulus of the tumor were set twice
as those of the healthy brain tissue to simulate its higher stiffness. For the application of
loading, 11 nodes were considered to receive a force with respectively 30 and 20 different
orientations and magnitudes (from 0.1N up to 1N ), resulting in 600 simulations per node
and 6600 FEM simulations in total. Furthermore, no-slip boundary conditions were de-
cided for the majority of the nodes in contact with the internal surface of the skull, which
is illustrated as unshaded wireframe in Figure 3.3.
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Figure 3.2: Outline of Tonutti et al. work [10]
Figure 3.3: BCs used in Tonutti et al. work [10]
In the later stage of this work, a neural network with one hidden layer of four neurons
was trained based on 70% of the data. Bayesian regularization was applied to the inputs to
lower the possibility of overfitting. The authors reported that the ANN model predicted the
tumor nodes’ position by providing an accuracy below 0.3 mm, whereas the SVR model
performed better with an error under 0.2 mm. Both values, however, were stated to lie
within the acceptable threshold for this application.
3.3 Breast
In the area of the application of data-driven methods combined with FEM for character-
izing biomechanical behavior of human breast tissue, the study performed by Martı́nez
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et al. [11] stands out in the literature. This work took advantage of the data generated
from FE analysis of ten different shapes of the breast for the training of three machine
learning models in the hope of developing a framework for the real-time application of
image-guided surgery for tumor tracking.
The entire workflow followed in this work, where the segmented models were used
for tetrahedral-discretized meshes required in FEA, is outlined in Figure 3.4. As for the
constitutive law, Mooney-Rivlin hyperelastic model was utilized for three different tis-
sues, namely glandular tissue, fat, and skin, existing in the breast. Regarding the load and
boundary conditions, the breast was considered to be compressed between two plates by
20% of its height, which imitates the real-world scenario during medical intervention. The
simulations were run in several load steps, automatically chosen by FEM software, result-
ing in 162 deformation modes for each breast. This led to 9,816,283 instances constituting
the dataset used in the training of the machine learning models.
Figure 3.4: Outline of Martı́nez et al. proposed workflow [11]
The authors evaluated the performance of random forest, decision tree, and extremely
randomized trees (ERTs) as machine learning algorithms. Two approaches were also
adopted as partitioning strategies. The first method (hold-out) was a random division of
the instances in the entire dataset based on 70% for training and the remainder as the val-
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idation set. In the second approach (leave-one-deformation-out), the instances related to
one of the 162 deformation modes were used to test the models’ performance. This pro-
cess repeated 162 times with all deformations.
Once the training of the models was done, the error of prediction pertaining to each
node was evaluated using 3D Euclidean distance. As the distribution of these errors shown
in Figure 3.5 indicates, in the two splitting approaches, ERTs performed the best by having
the smallest percentage of significant errors among the other two ML models. Neverthe-
less, in the hold-out approach, better performance of the models was obtained. The time
required by the best model to predict the deformation was also reported to be less than 0.2
seconds, showing the capacity of the model to be implemented for real-time predictions.
(a) Hold-out (b) Leave-one-deformation-out




To fulfill the objective of this thesis, several steps were taken, and several computer tools,
each serving specific purposes, were utilized. This chapter intends to present the under-
taken approaches and introduce the tools and techniques used in this work. For this reason,
it is essential to have a general overview of the required steps based on the information
presented in the previous chapter. This can ascertain the logical implementation of the
methods and flow of the information. The overall flowchart of the identified works, ex-
pected to be carried out in this project, is shown in Figure 4.1. The following subsections
aim at outlining the steps and technical aspects that existed in the project.
Image segmentation
Modification and 























Figure 4.1: The flowchart of proposed method
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4.1 Preparatory Works
Prior to performing FE analyses, some preliminary tasks were performed to identify the
key features and parameters useful to extract for training ML models. Since working on
a liver with all its geometrical complexity in 3D seemed challenging, the initial approach
was first to use a simple geometry for performing FEM simulations. Therefore, FE anal-
ysis of a 2D hyperelastic rectangle was considered to generate data necessary for training
a simple ML model (random forests) to lay the foundation for the future actual-shaped
model. This method resulted in two main benefits. First, the viability of the project was
checked in an early stage. Then the most challenging part of the simulations, which was
automatization of the processes, to a large degree, was solved and understood. In the later
sections, the details of the works conducted on the actual organ geometry are presented.
4.2 Geometry Acquisition
The first step towards building geometry of liver is to obtain the scanned image of the
abdominal area of the patient. This image can be either obtained through CT scanning
or MR imaging. Both techniques can provide a multi-layered view of the body’s internal
structure, including skeletal structure, blood vessels, and organs soft tissues. CT scanning,
however, is quicker to perform, while MR images provide better resolution and contrast,
which is beneficial for differentiation of various organs, matters, and abnormal tissues like
tumors [85]. Regardless of the superior quality of MR images, this work used an abdomi-
nal CT image of an anonymous patient provided by the Netherlands Cancer Institute.
4.2.1 Segmentation
The CT images from the source mentioned above contained information about all the tis-
sues in the patient’s abdominal area. Therefore, a step known as segmentation was required
to be carried out in order to isolate the organ/tissue of interest. Today, due to the recent
development in computer vision and the power of convolutional neural networks, many
researchers [86–88] have managed to partially or even fully automatize the process of seg-
mentation. These techniques significantly expedite the process of acquisition of 3D data.
Nevertheless, due to the technical complexity of the process and time limitation, a manual
approach using the open-source software 3D Slicer [89] was selected.
As Figure 4.2 shows the viewports of the software 3D Slicer, the geometry of the liver
was reconstructed from a CT image. The basic principle of manual segmentation used in
this thesis was based on the determination of the volume and boundary of the organ as seen
in different layers of the CT image. The software could then approximate the void space
between the layers to create a voxel-based1 geometry. The higher the number of layers
used in segmentation is, the more accurate the organ shape will be. However, the resulting
1In a 3D model on a regular grid, a voxel is the smallest constituent unit making up to the totality of the
object. A voxel is comparable to a pixel on a 2D image.
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geometry still included noise and artifacts that made it unsuitable for a FE analysis.
Figure 4.2: Abdominal CT image and segmented liver
4.2.2 Modification and Generation of Solid Models
The model created in 3d Slicer environment was voxel-based, had noises and unwanted
features, and, more importantly, lacked the characteristics of a solid model such as volume
that makes it suitable to use in 3D FE analysis. Hence, Autodesk Meshmixer [90], another
intermediary free software package capable of delivering a suitable model for meshing,
was utilized, and the liver model was imported into the Meshmixer in stereolithography
(STL) file format. As seen from Figure 4.3, the model’s topology was reconfigured, and
extra features and noises were discarded. Moreover, the number of surface triangles was
adjusted to a reasonable value to preserve the shape of the organ without adding up to the
computational time.
Figure 4.3: Modified liver geometry and conversion of voxels to standard triangles
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4.3 Finite Element Simulations
The finite element analyses conducted in this project dealt with high material nonlinear-
ity which is the natural characteristic of a liver under loading conditions. The Abaqus
package has a well-recognized ability to handle nonlinear simulations. Plus, the standard
hyperelastic models such as Ogden, Mooney-Rivlin, Yeoh have already been implemented
in the software. Another significant advantage of the software is that the entire FE sim-
ulation from pre-processing steps, including meshing, loading, material assignment, and
post-processing, is programmable with Python language. This capability not only helped
to avoid repetitive tasks for performing a large number of simulations required for training
of the neural network, but it also provided flexibility in the choice of loading conditions
imposed on the organ.
The initial approach taken was to see the liver as a homogeneous object without con-
sidering the effect of hepatic vessels to lower the computational time. The lack of a proper
segmentation mask also led to disregard the effect of the Glisson’s capsule. Viscoelasticity
would also be diminished by applying loads in small increments and avoiding any dynamic
situation. However, the intention was to later embed the vessels in the simulations, which
is of significant importance during hepatic surgery of the liver.
4.3.1 Material Model and Parameters
As covered in Section 2.3, several hyperelastic models were proposed and used in previous
works. Nonetheless, in the literature, usage of first and second order of Ogden model is
prevailing to describe the liver’s parenchyma. This model has also been reported to provide
the best fit with the material’s stress-strain curve [14, 49].
Material Evaluation
Four combinations of material parameters were obtained from the work of Lorente et al.
[49], and Pellicer-Valero et al. [6]. As explained in Chapter 2, these parameters define the
strain energy function of the material based on the Ogden formulation. The calculation of
these parameters determines the correct shape of the function that fits best the experimental
stress-strain curve from the test of liver tissue. Nevertheless, the constants obtained from
the works mentioned above first needed to be evaluated for stability check. The Abaqus
package is empowered to evaluate if the provided material parameters are stable for a spe-
cific strain regime. Table 4.1 shows the status of these combinations after evaluation.
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Table 4.1: Ogden material parameters stability check
Combination of
elastic constants
µ1 (MPa) α1 µ2 (MPa) α2 Stability status
1 0.06617 61.17 0.02203 98.75 X
2 0.05934 -50 0.06691 21.5 7
3 0.0119 -36.46 0.05767 99.7 X
4 0.0041 10.06 N/A N/A X
Figure 4.4 is a snapshot of the evaluation results, showing that the parameters pre-
sented as combination 2 in Table 4.1 was not stable for the entire strain regime in uniaxial
compression and biaxial tension tests. Thus, this combination was discarded from the pos-
sible material parameters capable of adequately modeling the liver’s hyperelastic behavior.
Figure 4.4: Ogden material parameters stability status
The remaining three combinations were also compared in terms of their resulting de-
flection under a 10N nodal force, applied at the lowest node of the right lobe. As is shown
in Figure 4.5, the first and third combinations presented by Lorente et al. [49] demon-
strated higher stiffness with the maximum displacement magnitude of slightly above 3
mm, whereas, the fourth material parameters proposed in the work of Pellicer-Valero et
al. [6] resulted in the significant value of 164 mm as the maximum displacement.
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(a) Combination 1 (b) Combination 3 (c) Combination 4
Figure 4.5: The effect of combination of material parameters on the deflection results in the form
of contour plot
Ultimately, the first combination was selected for proceeding with the FE simulations
of this stage. The corresponding stress-strain curve of this combination is shown in Figure
4.6.
Figure 4.6: Stress-strain curve of the selected material parameters
4.3.2 Meshing
The surface of the model obtained from the Section 4.2.2 step was constructed by a finite
number of triangles. Therefore, it was logical to select an element that would not cause a
major change to the representation of the model’s surface. Unlike hexahedral, tetrahedral
elements are known for a better approximation of complex geometries. Since the surface
of the organ was already built by triangles, this type of element was selected. The element
of interest in the Abaqus/Standard package exists with C3D4H code, which stands for a
continuum three-dimensional solid element with four nodes and a hybrid formulation. The
hybrid formulation is used for a material with near or fully incompressible behavior whose
response, except in the case of plane stress, cannot be modeled with traditional elements
[33]. It must also be noted that in Abaqus, reduced integration cannot be used for tetrahe-
dral elements and these elements only use full integration.
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Furthermore, the maximum and minimum size of element edges were adjusted to be
adaptive with triangles already existing in the model. The reason for adopting this ap-
proach was to prevent the over-division of the analytical faces. Thus, the total number of
nodes for the definition of the overall geometry remained within a reasonable range, and
the corresponding computational effort would not increase. Figure 4.7 demonstrates this
approach for the basic geometry of the liver, where the location of the seeds overlapped
with the corner of the triangles.
Figure 4.7: Mesh size control of the basic liver geometry
Mesh Sensitivity Analysis
The outer boundary of the liver extracted from the segmentation process can be consid-
ered geometrically complex and not capable of being defined by an analytical surface. This
surface is instead formed by a collection of triangles representing an approximation of the
entire organ. For acceleration of the FE simulations and regarding the large quantity of the
simulations and storage capacity (both memory and hard disk) required for training of the
neural network, it was preferred to lower the number of elements in the model as much as
possible. Consequently, it was essential to investigate the effect of mesh refinement on the
numerical results and, more specifically, on the magnitudes of the displacements given by
the FE simulations.
Although the comparison of the influence of different meshes is usually made between
models with similar boundaries, changing the mesh resolution also led to the change in
the model’s geometrical details. However, the overall dimensions and volume of the liver
remained similar. For the mesh sensitivity study of the liver, two models were discretized
with linear tetrahedral hybrid elements C3D4H, undergoing two loading cases, were con-
sidered. In the first case, as shown in Figure 4.8 a 10 N downward concentrated force was
applied to a node with the lowest Z coordinate, while a force with the same magnitude in
the negative direction of the X-axis was applied to the same node as for the second loading
scenario.
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(a) Fine mesh (b) Coarse mesh
Figure 4.8: Mesh sensitivity study first loading case with a 10 N concentrated force
The deformed shapes of the models under the first and second loading scenarios are
respectively shown in Figure 4.9 and 4.10. As these figures illustrate, the resulting max-
imum displacement magnitude of FE analysis for the fine mesh was slightly smaller than
the mesh with larger elements, with a difference of 0.324 mm. The difference in the sec-
ond case was slightly larger with 0.364 mm. In both cases, however, the results were still
reasonably close.
(a) Fine mesh (b) Coarse mesh
Figure 4.9: Mesh sensitivity study displacement results for the first loading case
(a) Fine mesh (b) Coarse mesh
Figure 4.10: Mesh sensitivity study displacement results for the second loading case
Another set of data that is of great significance is shown in Table 4.2, where mesh
information, computational time, data sizes, and a summary of the resulting displacements
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are presented. As is clear, the usage of a refined mesh substantially increased the total
CPU time and the size of stored data generated by Abaqus. At the same time, deformation
results were generated with highly comparable accuracy. Therefore, using a coarse mesh
for the upcoming simulations could be justified.




















Fine Mesh 206977 4 mm 38456 1030 1003 3.217 3.289
Coarse Mesh 3571 16 mm 797 6.8 14.1 2.893 3.653
4.3.3 Vascularization and Tumor
The network of blood vessels and bile ducts in the liver are geometrically complex yet play
a crucial role in the response of the organ to external stimulants. Their locations are also of
significant interest during surgical resection and tumor removal. Therefore, apart from the
proof-of-concept objective of this thesis, one of the main goals was also the incorporation
of these tissues in the FEM models.
Since the hepatic tree consisted of many intricate parts, the primary obstacle in the
embedding of the vessels was obtaining a model, computationally affordable and repre-
sentative of the geometry extracted from the segmentation process. Therefore, and as
shown in Figure 4.11, the STL model from performed segmentation was reconstructed
manually to reduce the complexity of the actual model.
Figure 4.11: Approximation of hepatic vessels with simplified geometry
The simplified vessel structure was then first subtracted from the main liver tissue, and
shell element S3 with the thickness of 2 mm was assigned to its faces in contact with the
cavities in the liver. A sphere with a radius of 14mm was also included in the FEM model
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to represent a tumor. The parenchyma, vessels, and tumor were then meshed simultane-
ously to ensure the conformity of their common faces. The material parameters used for
the vessels belonged to the porcine liver and were Ogden-based, with µ = 0.0196 MPa
and α = 10.3043 extracted from the work of Umale et al. [91]. As for the tumor, due
to the lack of reliable data for the mechanical properties of cancerous tissues, the same
parameters as those of the parenchyma were used. However, in general, a tumor is known
to stiffer than its surrounding tissues in the liver. In Figure 4.12, the FE model of the liver
with hepatic structure and a tumor is shown in wireframe display mode.
Figure 4.12: Liver model with hepatic vessels and tumor
Furthermore, the simplified model of the vessels was compared to the actual one by
performing a FE analysis under the same loading, boundary condition, and material prop-
erties. As Table 4.3 indicates, the deformation results, which is the primary quantity of
interest in this thesis, remained close in both vessel structures.














Segmented 286,378 59,807 714 626 11.97
Approximated 46,226 10,832 52 107 9.99
The complexity of the FE model in terms of the number of nodes reduced significantly
when a reconstructed model of the vessels was used. This further resulted in a consider-
ably lower computational time and storage need, which alleviated the demand for more
powerful hardware. It is also worth mentioning that both simulations were executed in
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parallel processing with four cores on an Intel(R) Core i5-8265U CPU.
4.3.4 Boundary Conditions
The liver in the human body is in contact with several organs, making finding anatom-
ically realistic BCs an arduous task. However, in the literature [6, 12], for the sake of
simplification, two different locations of the liver have been considered as fixed with null
displacement. In this regard, the most common practice has been to fix the nodes in contact
or the proximity of the inferior vena cava. Another area that can also be included in the
BCs is the points lying on the falciform ligament that separates the right and left lobes and
is connected to the diaphragm and abdominal wall. Nonetheless, due to the lack of enough
information in medical images for the segmentation and loss of details in meshing, finding
the exact position of the falciform ligament is very challenging. Hence, as also shown in
Figure 4.13, only the nodes in the proximity of vena cava were restricted in all degrees of
freedom, and the remaining nodes were left free.
Figure 4.13: The boundary conditions of the liver
4.3.5 Loading and Simulations
Loading
Applying appropriate displacement loads to the FE model was the last step before running
the simulations. In the case of this project, and as it was outlined in the introduction,
the objective was to find the corresponding change in the location of the nodes for an
external load applied on the surface of the liver. Therefore, the first step toward load
application was to identify the nodes on the surface and randomly sample them with a
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defined percentage. The inclusion of a percentage of random load recipient nodes was
decided for the following reasons:
• The quantity of the nodes on the surface was large, and full-loading of each required
a massive amount of time, especially if a more refined mesh were to use. Lowering
the simulations’ duration is essential because of the time limit between medical
imaging and surgical intervention.
• The location of the applied loads was not the only concern. The magnitude of the
loads, their increment of application, and orientation were also important for pro-
ducing a comprehensive dataset.
• Using all nodes on the surface could eventuate in saturation of the neural network
model and subsequently compromising its generalization ability for unseen data.
Accordingly, 60 % of the surface nodes, equivalent to 109 nodes, were randomly sampled.
As the Listing 4.1 shows the Python code for load generation, each sampled node was
then applied displacement magnitudes in a range from 10 to and including 40 mm with
the step size of 10 mm. For each magnitude, a total number of three different random
orientations were also considered, and their components along the coordinate axes were
stored in three listsDx,Dy , andDz , so that they could be consumed concurrently in a loop
while performing the simulations. This led to 12 simulations per node, and by multiplying
the number of simulation per node by the number of sampled nodes, the final number of
simulations, 1308, was obtained.
1 i m p o r t numpy as np
i m p o r t math
3 F = np . a r a n g e ( s t a r t , s t op , s t e p )
Dx , Dy , Dz , magn i tude = [ ] , [ ] , [ ] , [ ]
5 f o r i i n F :
f o r j i n r a n g e ( 3 ) : # Here t h e t o t a l number o f o r i e n t a t i o n s p e r
magn i tude i s d e f i n e d .
7 p h i =random . un i fo rm ( 0 , 2* math . p i )
t h e t a = random . un i fo rm ( 0 , 2* math . p i )
9 x = round ( i * math . cos ( p h i ) * math . s i n ( t h e t a ) , 2 )
y = round ( i * math . s i n ( p h i ) * math . s i n ( t h e t a ) , 2 )
11 z = round ( i * math . cos ( t h e t a ) , 2 )
Dx . append ( x )
13 Dy . append ( y )
Dz . append ( z )
15 magn i tude . append ( i )
Listing 4.1: Code used for generating random displacement loads
Simulations
The simulations were decided to be run on Abaqus/standard, which utilizes an implicit
method for analyzing nonlinear problems. The static general step, which can handle linear,
nonlinear, and quasi-static problems, was also chosen. This step does not account for
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the inertial effects and disregards time-dependencies in the material effects such as creep
and viscoelasticity, yet it can be used for hyperelastic problems. Moreover, in nonlinear
analyses, it is essential that the FEM solver divides each step into multiple time increments.





where N is the limitation for maximum number of increments, δti is the increment size
whose range is defined by δtmin < δti < δtmax. In FE analysis of hyperelastic materi-
als, it is recommended to use small time increments to ensure the accuracy of the results
[33]. Therefore, the maximum number of increments, initial, minimum, and maximum
increment size were set to 1000, 0.01, 10-12, and 0.1 respectively, which resulted in 15
increments, automatically chosen by the software.
Finally, the simulations were initiated using 12 cores CPU parallel processing on a
cluster machine equipped with eight E7-8870 CPUs at 2.4GHz with a total number of 80
cores. The simulations could also be divided further to be processed on more than 12 cores.
However, the higher number of cores did not necessarily result in faster computational time
due to the time the software required to perform the jobs’ division and assign them to each
core. On average, the time consumed by the software to process each job was recorded to
be 100 seconds, leading to approximately 36 hours for completing 1308 jobs.
4.3.6 Post Processing
In Abaqus, the results of FE simulations are stored inside output database (ODB) files.
By running a Python script, these files were then called, and the field values requested in
the pre-processing stage, such as nodes labels, nodal coordinates, and displacements, were
extracted for each node and were written inside another file suitable for data analysis. For
this purpose, it was decided to use comma-separated values (CSV) files. Therefore, for
each simulation, there was a corresponding CSV file. Since the tumor and the network of
hepatic vessels had shared nodes with the liver parenchyma model, it was only necessary
to export the nodes’ results on this tissue so that the location of other components could
also be determined. This led to having 8388 instances in each CSV file.
4.4 Training of the ANN
4.4.1 Overview of the Tools
Although commercial software like MATLAB provides the essential toolbox for deep
learning, the preference of this thesis was to maximize the utilization of open-source pack-
ages with a large community of users and developers. This ensured convenient access to
learning materials and the availability of discussion forums. Moreover, in general, train-
ing a deep learning model requires high computational power that made using parallel
processing a requirement to be met. For the aforementioned reasons, it was decided to use
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TensorFlow [92] which an open-source machine learning platform developed by Google
Brain Team, and Keras [93] which is an open-source deep-learning interface running on
top of TensorFlow as back-end library. The main benefit of the above choices for this
work was the ease of implementing other Python libraries for data analysis and visual-
ization, such as Pandas [94] and Seaborn [95] alongside the ML library in one coding
environment.
4.4.2 Preparation of the Dataset
The 1308 CSV files obtained from the post-processing stage were then needed to be con-
catenated to build a unified dataset suitable to use for the preparatory steps before feeding
to the machine learning algorithm. Therefore, they all imported into Jupyter Notebook
[96], which is an open-source web application for live coding in Python, and stored in a
dataframe containing 10,971,505 instances.
In order to provide enough information for the neural network algorithm to find the
relationship inside the data, some other features were derived from the FEM data. The
first three columns representing the X, Y, and Z initial coordinates of the nodes before de-
formation were added by subtracting their displacement values along axes of coordinates
from their coordinates after deformation. Euclidean distances of the nodes from the cen-
troid of the fixed nodes used in boundary condition was also added to the dataset as another
feature. Finally, the Euclidean distances of the nodes from the nodes, which had received
displacement loads in FE simulations, were also extracted as an additional feature. Ta-
ble 4.4 shows the final Pandas DataFrame in the Jupyter Notebook environment. This
DataFrame was built from the FEM information and contained 17 columns, out of which
14 were descriptive features. Since each row in the dataset was seen by the ML algorithm
as an independent instance, it was crucial to provide the algorithm as much information as
possible.
Table 4.4: The Pandas DataFrame prepared from FEM values
Thus, the descriptive features X , used for training the ANN model were:
• X0, Y0, Z0: initial coordinates of the nodes before loading
• Dx, Dy , Dz: the displacement vectors applied as loading
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• Xloadnode, Yloadnode, Zloadnode: coordinates of the node on which the displacement
vectors were applied
• XBCcentroid, YBCcentroid, ZBCcentroid: coordinates of the fixed nodes centroid
• Euclidean distance between the node and the centroid of the fixed nodes
• Euclidean distance between the node and the node under loading
lastly, the matrix of the output values, expected to be predicted by the ML model, Y , con-
tained three features and was identified as the coordinates of the nodes after deformation
and were introduced to the neural network as X1, Y1, and Z1.
4.4.3 Splitting Strategies
A number of different variations were considered as methods of partitioning the dataset
into training and validation subsets. The self-explanatory term of training set refers to the
data upon which the machine learning model was trained, whose performance in predicting
unseen data could be tested by the validation set. The first method, followed by many au-
thors in the literature [10, 11, 47, 49], was a random selection of the instances in the dataset
and their assignment to the training and validation subsets by specific percentages. In this
approach, two different shares of the data, 75 %/25 % corresponding to 8,288,629 training
versus 2,742,876 test samples and 85 %/15 % resulting in 8,777,204 and 2,194,301 sam-
ples, were considered for building and evaluation of the models by using the open-source
Python library, Scikit Learn 0.21 [97], which is employed for predictive data analysis.
The first strategy generally led to highly accurate predictions in the work of other au-
thors. However, due to the proximity of a node in the model with its adjacent nodes and
similarity in their coordinates, this approach could not be considered an utterly right indi-
cation of the neural network capability in replicating the FEM results. Furthermore, there
was a high likelihood of sampling a minimum of one simulation related to all of load re-
cipient nodes in the training data, which would question the ability of the neural network
model’s prediction for a situation in which the load applied to a node, not present in the
training data. Thus, another different but novel approach was tested in this thesis for the
second splitting strategy. This technique was based on randomly leaving out the entire
simulations of a fraction of the 109 nodes undergone loading to test the model’s perfor-
mance when a new node was loaded. Therefore, similar to the first strategy, in this method,
75 % and 85 % of the 109 loading nodes equal to the simulations of the respectively 82
and 92 nodes, were set aside for training of the model.
The third approach of building the training and validation sets, aimed at assessing the
neural network model’s performance in predicting the response of the liver for new loading
values. In this method, the simulations of the 109 load nodes were present in both training
and validation sets, while only the last three out of 12 (25 %) loading values per load node
were set aside for testing the model’s performance. Therefore, the neural network’s ability
to predict the liver’s deflections corresponding to a displacement load of 40 mm in three
random orientations, applied to all load nodes, could be evaluated.
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4.4.4 Feature Scaling
Feature scaling is a technique utilized to normalize the range of independent features of
data. In other words, all features in a scaled input are transformed to a specific range. Us-
ing this method in a deep neural network for regression increases efficiency and facilitates
faster convergence during training. For achieving this purpose, the Scikit-Learn function
MinMaxScaler() were applied to the training and validation inputs to uniformly scale
them down them between the values of 0 and 1.
4.4.5 Hyperparameter Tuning
The primary and most time-consuming task in obtaining the best result from the neural
network was adjusting hyperparameters. Hyperparameters are all the parameters that are
defined by the user and are not learned during the training. The hyperparameters identified
to have significance in this work, along with their definitions are presented below.
Batch Size
This parameter determines the number of dataset samples propagated through the network
before the network’s internal parameters, such as weights and biases, are updated. For
instance, if the dataset contains 50 samples and the batch size is set to ten, at one time,
only ten samples are passed through the network, and this process repeats until the network
has seen all the samples. In general, a larger batch size results in shorter training duration,
while the demand for a higher computational power and memory increases. On the other
hand, choosing a smaller batch size is advantageous since it generally deters the training
at stopping at local minima by generating more noise in loss calculation.
Number of Epochs
A cycle of passing forward of the entire training samples in the dataset and their backprop-
agation through the network is referred to as an epoch. After one epoch is finished, the
weights and biases are tuned, which will be used in the next epoch to lower the training
loss. This process can continues until no further improvement in the training loss is seen.
Therefore, finding the correct number of epochs is of significant importance in both loss
reduction and prevention of overtraining. The metric used in the determination of the suit-
able number of epochs is Validation Loss, which as long as it decreases, the training can
continue. In case a reduction in the validation loss is not observed after certain epochs,
the network training can be terminated by a mechanism known as Early Stopping. The
optimal region for the number of epochs is shown in Figure 4.14.
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Figure 4.14: The optimal region for choosing the number of epochs
Learning Rate
Learning rate defines the amount by which the weights getting updated in the next epoch.
Choosing an appropriate learning rate affects the speed at which the cost function reaches
its minimum. An intuitive approach is in the earlier epochs of training, the learning rate
has a relatively high value, and as the training progresses, this value decays to prevent
overshooting. For achieving this goal, several functions exist that can define a variable
learning rate. In this work, however, the function representing the learning rate at each
epoch was defined as
Γ =
Γ0
1 + decay rate× epoch number
, (4.2)
where Γ0 is the initial learning rate, and based on testing different values, the value of
0.001 was chosen. The corresponding plot of this function is also illustrated in Figure
4.15.
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Figure 4.15: Decay of learning rate with epochs
Dropout Rate
A robust neural network algorithm tends to overfit the training data quickly. Dropout is a
computationally inexpensive technique that helps a deep network to overcome this prob-
lem and aids in the improvement of generalization. In the course of training, a dropout
rate defines the percentage of a random selection of neurons in a hidden layer to be deac-
tivated, and without being fed to the next layer’s neurons, their outputs are ignored. This
process pushes the network out of its initial configuration and injects noise into the layer’s
output. Thus, in a network with the implementation of dropout, the layers have to co-adapt
to rectify the mistakes of their previous layers, which can result in the training of a more
robust model [98].
In addition to the items introduced above, the following hyperparameters explained in
Chapter 2 were also considered for selecting their optimal values/types.
• Number of hidden layers




For finding the desired hyperparameters, and as the corresponding Python code shown
in Listing 4.2 indicates, GridSearchCV (), which is a function available in the Scikit-
Learn package, was used. This function helps in looping through a provided space of
hyperparameters and fits an estimator on a percentage of the training set. The reason
54
4.4 Training of the ANN
for not including the entire training set was based on the significant volume of the data,
over which the algorithm was required to test multiple scenarios for a combination of
the predefined parameters that demanded high time and computational capacity. For this
reason, one percent of the training set was used for finding the best performance of the
following hyperparameters out of their predefined values:
• Epochs: 30, 60, 120;
• Batch size: 32, 64, 128, 256, 512;
• Neurons: 64, 128, 256, 512, 1024;
• Dropout rate: 0.0, 0.2, 0.4, 0.6;
• Activation function: Sigmoid, ReLU, TanH;
• Optimizer: SGD, RMSprop, Adam.
1 # I m p o r t i n g r e q u i r e d l i b r a r i e s
i m p o r t t e n s o r f l o w as t f
3 i m p o r t k e r a s
from k e r a s . l a y e r s i m p o r t Dense
5 from k e r a s . models i m p o r t S e q u e n t i a l
from t e n s o r f l o w . k e r a s . l a y e r s i m p o r t A c t i v a t i o n
7 from k e r a s . l a y e r s i m p o r t Dropout
from s k l e a r n . m o d e l s e l e c t i o n i m p o r t GridSearchCV
9
# Taking a s u b s e t (1%) of t r a i n i n g s e t f o r s e a r c h i n g
11 x g r i d , x n o t u s e , y g r i d , y n o t u s e = t r a i n t e s t s p l i t ( xTra in1 , yTra in1 ,
t e s t s i z e = 0 . 9 9 ,
r a n d o m s t a t e =42)
13 # F i n d i n g t h e shape o f i n p u t m a t r i x
i n p u t d i m = x g r i d . shape [ 1 ]
15
# D e f i n i n g o f a f u n c t i o n f o r b u i l d i n g a deep l e a r n i n g model
17 d e f mode l func ( a c t i v a t i o n = ’ r e l u ’ , o p t i m i z e r = ’Adam ’ , d r o p o u t r a t e =0 ,
n e u r o n s =0) :
model = S e q u e n t i a l ( )
19 model . add ( Dense ( neurons , a c t i v a t i o n = a c t i v a t i o n , i n p u t d i m = i n p u t d i m ) )
model . add ( Dropout ( d r o p o u t r a t e ) )
21 model . add ( Dense ( neurons , a c t i v a t i o n = a c t i v a t i o n ) )
model . add ( Dense ( 3 , a c t i v a t i o n = ’ l i n e a r ’ ) )
23
# compi l e t h e model
25 model . compi l e ( o p t i m i z e r = o p t i m i z e r , l o s s = ’ mse ’ , m e t r i c s =[ ’ acc ’ ] )
27 r e t u r n model
29 # Implement t h e S c i k i t L e a r n r e g r e s s o r i n t e r f a c e t h a t r e q u i r e s model
d e f i n e d as a f u n c t i o n
from k e r a s . w r a p p e r s . s c i k i t l e a r n i m p o r t K e r a s R e g r e s s o r
31 model = K e r a s R e g r e s s o r ( b u i l d f n = model func , v e r b o s e =1)
33 # S p e c i f y i n g v a l u e s o f h y p e r p a r a m e t e r s by which t h e p e r f o r m a n c e o f t h e
model w i l l be t e s t e d
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d r o p o u t r a t e = [ 0 . 0 , 0 . 2 , 0 . 4 , 0 . 6 ]
35 n e u r o n s = [ 6 4 , 128 , 256 , 512 , 1024]
b a t c h s i z e = [ 3 2 , 64 , 128 , 256 , 512]
37 epochs = [ 3 0 , 60 , 120]
a c t i v a t i o n = [ ’ s igmoid ’ , ’ r e l u ’ , ’ t a n h ’ ]
39 o p t i m i z e r = [ ’SGD ’ , ’RMSprop ’ , ’Adam ’ ]
41 # Making a d i c t i o n a r y t o d e f i n e t h e g r i d s p a c e c o n t a i n i n g a l l s p e c i f i e d
h y p e r p a r a m a t e r s
# t o e x p l o r e
43 p a r a m g r i d = d i c t ( a c t i v a t i o n = a c t i v a t i o n , o p t i m i z e r = o p t i m i z e r ,
d r o p o u t r a t e = d r o p o u t r a t e , n e u r o n s = neurons ,
45 b a t c h s i z e = b a t c h s i z e , epochs = epochs )
47 # n j o b s = 3 u s e s 3 CPU c o r e s , c r o s s v a l i d a t i o n = cv
g r i d = GridSearchCV ( e s t i m a t o r =model , p a r a m g r i d = p a r a m g r i d , n j o b s =3 , cv
=3)
49
# Every p o i n t on t h e d e f i n e d g r i d w i l l be f i t t e d
51 g r i d r e s u l t s = g r i d . f i t ( x g r i d , y g r i d )
Listing 4.2: Hyperparameter tuning using GridSearchCV (code adapted from Scikit-Learn
documentation [97]
The tuned values of hyperparameters used in the first and second splitting approaches
are summarized in Table 4.5.












First 2 (256, 256) 32 0.0, 0.0 120 TanH Adam MSE
Second 2 (128, 128) 64 0.0, 0.0 420 ReLU Adam MAE
It must be noted that, in both strategies, the algorithm returned the highest value of the
specified epochs, and technically the learning process could continue. For this reason, in
the node-based splitting, this number was manually identified from observing an insignif-
icant change in the loss of the network. Furthermore, the dropout rate was reported back
with zero values since overfitting did not occur during training.
The interesting takeaway of this experiment was that the models’ best performance was
not achieved using the same loss function. While training of the first models using MSE
proved efficient, the second model did not respond well to this function and demanded




The performance of the artificial neural networks designed and configured in this project
can be assessed in different ways. However, the most important assessment is to compare
the predicted nodal coordinates with those of the finite element method to evaluate the
accuracy. The layout illustrated in Figure 5.1 shows the overall logic behind the assessment
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Figure 5.1: The layout of the designed ANNs showing the inputs and comparison of the results with
finite element method’s nodal coordinates
For the evaluation metrics shown in this figure, several choices similar to the cost functions
explained in Chapter 2 existed. Nevertheless, the results in this thesis were generally ana-
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lyzed using absolute error in directional coordinates and Euclidean error. Another metric,
namely relative error, for in-depth investigation of the results was also used.
In this chapter, the results of the trained neural networks are presented and analyzed.
First, the outcome of each case is presented in the form of graphs and plots, and the key
points are discussed and explained. In the last section, the comparative results of the first
and second cases of splitting strategies have been put under scrutiny.
5.1 First Splitting Scenario
The first case investigated in the previous chapter utilized a common approach of splitting
in machine learning. Namely, randomly sampling out of the instances in the main dataset
by a percentage. After adjusting the hyperparameters and running the training for the sub-
cases of 75 and 85 percent for training data, as can be observed from Figure 5.2, the loss
of both training and validation data decreased with a close agreement between the curves.


























Figure 5.2: Decay of training and validation loss in the first splitting strategy
The 85%/15% case, however, showed a slightly lower mean squared error (MSE) value
compared to the 75%/25% splitting strategy by the end of training. A value in the loss
function represents the distance between the actual and the predicted location of the nodes.
The fitness between the curves also indicates a comparable performance of the model on
both training and test data.
The scatter plots in Figure 5.3 and 5.4, show the predicted against the actual coor-
dinates of the nodes in X, Y, and Z directions for two splitting approaches, where the
variables with the subscripts of 1 and 2 respectively represent actual and predicted values.
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Figure 5.3: Acutal vs. predicted coordinates of the model trained with 75% of the data in the random
splitting strategy
Figure 5.4: Acutal vs. predicted coordinates of the model trained with 85% of the data in the random
splitting strategy
As is clear from these visualizations, the majority of the scatters have accumulated to
form 45◦ lines. This orientation indicates that both predicted and actual coordinates have
very close values, which is a desirable figure in evaluating ML models. Nevertheless, a
minority of the predicted coordinates is far from the actual values. A close examination of
the plots also reveals that these far-off predictions are more widespread in the first splitting
approach, confirming the outperformance of the model trained with a more significant
portion of the dataset.
The distribution of the number of samples with various magnitudes of Euclidean error
is presented in Figure 5.5. As is apparent, these illustrations show that the quantity of the
nodes with Euclidean errors (EEuc) below 3 mm are predominant within the predictions.
It is essential to note that these sub-figures, belonging to training with two dissimilar per-
centages of data, are not meant to be compared since they are representative of a different
number of samples in the validation datasets (1,645,726 equals 15% and 2,742,876, 25%
of the samples).
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Trained with 75% of the data















Trained with 85% of the data
Figure 5.5: Distribution of the samples with respect to the magnitude of their Euclidean errors
(mm) in the first splitting strategy
A more comprehensible illustration of the extent and median of directional and Eu-
clidean errors has been depicted in Figure 5.6 and 5.7.
Figure 5.6: Box plots of the absolute errors in the first splitting strategy (sub-case 75%/25%)
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Figure 5.7: Box plots of the absolute errors in the first splitting strategy (sub-case 85%/15%)
These plots indicate the mean absolute error of the samples and divide the error domains
into four quartiles. The horizontal lines in the middle of the boxes identify the median
of these errors, where the Euclidean errors are lying between 0.4 and 0.5 mm. However,
medians of the values corresponding to the 85%/15% case are slightly lower than the
case trained with 75% of the dataset. A similar trend can also be seen with regard to the
upper extremes of these plots. Nevertheless, a low value around 0.4 mm for the absolute
errors does not invariably convey a sense of high accuracy of the machine learning models.
One particular reason for this is that a significant share of the nodes can have relatively
small displacements, and an error below 1 mm may still be seen as a considerable value.
Therefore, a need for a new metric was felt to be implemented to consider the absolute
errors and account for the displacement magnitude of a particular node. This metric was





where the relative error shows the percentage of the Euclidean error relative to the magni-
tude of the displacement magnitude. The box plots in Figure 5.8 show the extent of this
new metric for both sub-cases of the first splitting strategy. As is evident from the plots,
the medians of the ERelatives are close to 15%, indicating that the errors are proportion-
ately smaller than the magnitudes of the displacements. There are some cases, however
than the errors are greater than the displacement. Nevertheless, these instances represent a
small share of the overall predictions.
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Trained with 85% of the data
Figure 5.8: Box plots of the relative errors in the first splitting strategy
5.2 Second Splitting Scenario
Training a neural network model using a node-based splitting approach was the greatest
challenge of this thesis. Unlike the first approach, the results for the two sub-cases differed
significantly, with substantial differences in terms of accuracy. Figure 5.9, shows the drop
of the training loss with progress in the epochs number.































Figure 5.9: Decay of training and validation loss in the node-based splitting strategy
This figures explicitly indicate a better learning process of the model trained with 75%
of the dataset, where both training and validation loss closely decreased as the training
continued. In contrast, reduction in the validation loss during training for the 85% of the
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data showed a poorer trend, and the model failed to react decently to the unseen inputs.
The difference between the learning process of both models became more distinct
when the actual plot against predicted coordinates was made. Figure 5.10 and 5.11, convey
a general overview of the accuracy of these models in prediction.
Figure 5.10: Acutal vs. predicted coordinates of the model trained with 75% of the data in the
node-based splitting strategy
Figure 5.11: Acutal vs. predicted coordinates of the model trained with 85% of the data in the
node-based splitting strategy
As expected from the previous plots in Figure 5.9, the first sub-case outperformed the case
with a lower percentage of data set aside for validation. This was in contrast to the random
splitting approach, where a slightly higher performance was achieved by training with
85% of the data. For this reason, in this subsection, the best model was chosen to proceed
with, and sub-case two was excluded in the further analyses and performance check.
Compared to the first splitting approach and as shown in Figure 5.12, the distribution
of the Euclidean errors in the second approach covers a more considerable extent of the
horizontal axis. This histogram clearly shows that most errors in the prediction of nodal
locations remained below 4 mm. At the same time, this range for the first approach was
more accurate, with an insignificant number of nodes having Euclidean errors above 2
mm.
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Figure 5.12: Distribution of the samples with respect to the magnitude of their Euclidean errors
(mm) in the node-based splitting strategy
The box plots presented in Figure 5.13 provides a more informative aspect of the av-
erage size and extent of the directional and Euclidean errors.
Figure 5.13: Box plots of the absolute errors in the node-based splitting strategy
As the figure shows, the medians of all directional and Euclidean errors were below 1mm.
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Furthermore, the fourth quartile of the Euclidean absolute errors was below ranged from
1.5 mm to slightly above 3 mm, showing that the errors were marginally inside the ac-
ceptable threshold for clinical applications [49]. It must be noted that far-off predictions in
the form of outliers were also present in the data, which for the sake of better illustration,
they were excluded in the box plots.
Finally, in this subsection, relative error pertaining to the model trained with 75% of the
data is presented in Figure 5.14. As can be seen, the extent of this metric for this approach
is comparatively larger than the first strategy. However, the median of the relative errors is
































Trained with 75% of the data
Figure 5.14: Box plots of the relative errors in the node-based splitting strategy
5.3 Comparison of the Results
The summary of all results and noticeable information is presented in Table 5.1.
Table 5.1: Summary of all results: Euclidean Error (EE); Mean Absolute Error (MAE))
Splitting
method







X Y Z EE 1 mm EE 3 mm EE 5 mm X Y Z
First (75) 0.308 0.306 0.284 87.184 99.337 99.858 42.47 40.99 30.80 46137 0.268
First (85) 0.283 0.282 0.273 88.945 99.477 99.884 38.96 43.89 30.52 51277 0.331
Second (75) 0.675 0.631 0.654 59.367 91.622 96.165 23.53 26.33 24.53 69734 0.172
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The values specified with bold font are the best performance among the rest of the data.
In terms of mean absolute error, the first splitting method trained with 85% of the FEM
data outperformed the two other sub-cases. Moreover, this method contained a lower
percentage of instances with significant errors. Nonetheless, the node-based method had
the smallest maximum error sizes and the prediction time. However, this model required
a higher number of epochs for reaching its current accuracy, which resulted in the longest
training time among other models.
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Conclusions and Future Work
6.1 Conclusions
The primary motivation behind the conduction of studies and experiments in this thesis
was to investigate the feasibility of replacing finite element analysis of liver tissues with a
trained artificial neural network to proceed towards the requirements necessary in clinical
applications. The results presented in this work showed the applicability of this method
and backed up the expectations of computational efficiency and accuracy compared with
the data generated from FEM. The ANNs model was capable of capturing the deforma-
tions caused by displacement loads applied to random nodes on the liver’s surface and
delivered the outputs in terms of the nodal coordinates, from which the locations of the
internal structures, including tumor and the network of vessels, could be determined.
This work also used a novel approach in the training of the ML models using a random
node-based splitting approach and presented a comparative analysis of the results with the
more conventional random instance-based approach. Although accuracy-wise, the latter
showed superior performance, the node-based method demanded shorter prediction time,
and the outputs were still within the required threshold for accuracy. Regarding the train-
ing time, it is essential to notice that these models were trained on a personal computer
with limited computational resources. However, in real-world applications, the utilization
of graphics processing units and parallel processing is standard and substantially decreases
the training time for both finite element simulations and training of the machine learning
models. Thus, even more improvement in the results can be expected.
6.2 Future Work
Due to the time limitation, this thesis predominantly focused on the proof of concept as-
pect of the project, and some areas can be considered for further research and experiment.
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First, due to the geometrical difference of the liver, the inclusion of an automatic algo-
rithm for the segmentation and mesh generation process into the general pipeline seemed
to be necessary. This will result in a significant reduction in time and also allows for the
training of the machine learning models to be performed with more than one geometry,
which in turn increases the generalization capability of the models.
Another significant contribution in future work can be using convolutional layers,
known to work well with image processing. This approach is most likely the missing
link between capturing the organ images directly from a camera, computing the deformed
internal structure, and showing a representative mesh of the organ.
Furthermore, the accuracy of the FEM simulations can be elevated by finding better
boundary conditions and accounting for the effects of the neighboring tissues. Provid-
ing finding reliable biomechanical test data, the effect of Glisson’s capsule may also be
included in the FEM simulations.
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method-SFEM. PhD thesis, Universitätsbibliothek der RWTH Aachen, 2015.
[29] Sahbi Aloui and Mohammed El Yaagoubi. Determining the compression-equivalent
deformation of sbr-based rubber material measured in tensile mode using the finite
element method. Applied Mechanics, 2(1):195–208, 2021.
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