Let β t be a Markov chain under some regularity conditions, and suppose that each Y s t 2 are independent conditionally on β t , if we also assume further that Y t depends only on 
given in equation A.2 below
π(β t |y 1:t−1 ) = π(β t |β t−1 )π(β t−1 |y 1:t−1 )dβ t−1 state predictive density π(y t |y 1:t−1 ) = π(y t |β t )π(β t |y 1:t−1 )dβ t observation predictive density π(β t |y 1:t ) = π(y t |β t )π(β t |y 1:t−1 ) π(y t |y 1:t−1 ) filtering density, (A. 2) and suppose further that the random vectors (β 0 , . . . , β t , Y 1 , . . . , Y t ) are normally distributed, and for any time t > 0, then the marginal and conditional distributions are also normally distributed which are completely specified by their means and variances.
Therefore, using a normality assumption in conjunction with dynamic linear models defined in equations 2 and A.2, and suppose that β t |y 1:t−1 ∼ N (m t−1 , C t−1 ), we can deduce easily that the one-step ahead predictive distributions for β t |y 1:t−1 , Y t |y 1:t−1
and filtering distribution of β t |y 1:t are given respectively as
where e t = Y t − f t and A = R t + F t Q −1 t . We already know that the joint distribution Follow from the main paper and given the observations y 1:T , we can obtain the joint 16 posterior density of the states β 0:T and unknown parameters Ψ = (ψ j , φ −1
β,j ) which 17 is proportional to their joint density such that
It is always difficult to obtain the posterior distribution defined above in a closed form and as a result we can result to numerical approximation using MCMC methods.
In particular, the joint posterior of the states and model parameters can be approximated by Gibbs sampling. The full conditionals of φ β,j can be derived from their joint density and are both Gamma distributions given below as
where
Therefore, the sampler can be run to draw a sample from both the full conditional 
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Initialize: set φ y = φ (0) 
