Abstract-In this paper, we give lower bounds on the size of (a, b) elementary trapping sets (ETSs) of variable-regular LDPC codes with any girth, g, and irregular ones with girth 8, where a is the size and b is the number of degree-one check nodes. Our proposed lower bounds are analytical, applicable to all values of g and b, based on graph theories and tighter than the existing ones in the literature. Our results mostly depend on the girth. We also propose results, which are independent of the girth and rely on the variables a, b, γ , and the column weight value. We obtain the tightest lower bounds on the size of ETSs of variable-regular LDPC codes with girth eight. These results provide us with a chance to present a method to achieve the minimum size of ETSs of irregular LDPC codes with girth, especially those whose column weight values are a subset of {2, 3, 4, 5, 6} and fulfill the inequality (b/a) < 1. Moreover, we present a range of numerical results about (a, b) ETSs with girths 8 and 10 to compare the tightness between our proposed lower bounds and the existing bounds in the literature.
I. INTRODUCTION
O NE of the phenomena that influences significantly the performance of binary low-density parity-check codes (or simply LDPC codes) is known as trappi ng sets. An (a, b) trapping set of size a is an induced subgraph of Tanner graph on a variable nodes and b check nodes of odd degrees. According to the empirical results in [1] , among all trapping sets, the most harmful ones are those with check nodes of degree 1 or 2. This category is so-called elementary trapping sets (or simply ETSs). In addition, according to [2] , (a, b) ETSs that cause high decoding failure rates and exert a strong influence on the error floor are those with b a < 1. Hereafter, the symbols γ and λ stand for the column weight and the row weight of regular LDPC codes, respectively. In [2] it has been proved that a binary (γ , λ)-regular LDPC In [3] , LSSs of some graphical structures other than short cycles have been demonstrated, by Hashemi et al., to find all (a, b) elementary trapping sets. In [4] , they proposed three expansion techniques to obtain all ETSs, referred to as leafless ETSs (LETSs), in which each variable node is connected to at least two even degree check nodes. This new characterization has some advantages over their counterparts. For example, short cycles enumerated in this characterization have smaller lengths than those in LSS-based search algorithm. In [5] , lower bounds on the size of smallest elementary and non-elementary trapping sets according to the girth of Tanner graph have been provided. However, they are not applicable to all values of γ and b, where b ≥ 2γ − 2. More importantly, the minimum size of ETSs of variable-regular LDPC codes in [4] , which are obtained search-based, are larger than the lower bounds on the size of ETSs in [5] . Therefore, the achieved bounds are not tight. Furthermore, in [6] by assuming a ≤ 8 and b a < 1, a characterization of (a, b) trapping sets of (3, λ)-regular LDPC codes from Steiner triple systems has been presented. Moreover, in [7] , a method to construct a (3, λ)-regular LDPC code whose Tanner graph has girth 8 and contains a minimum number of small trapping sets has been provided.
In this paper, we present analytical lower bounds on the size of ETSs of variable-regular LDPC codes. Some of our results are independent of the girth of Tanner graph and rely on the variables a, b and γ . In order to obtain analytical lower bounds which depend on the girth we use the upper bounds on the number of edges in a graph with a certain girth in [8] and [9] . We demonstrate that Tanner graph of a variable-regular LDPC code with girth g = 2(2k + 1) and g = 2(2k + 2) contains no (a, b) ETSs which satisfy the inequality b ≤ a(γ − ( compare the tightness between our proposed lower bounds and the ones in [5] . The comparisons prove that lower bounds on the size of trapping sets in [5] are not applicable to b ≥ 2γ −2 and they are not tight for many values of g and b such as g = 2(2k + 2) and odd b. Whereas, our bounds are applicable to all values of b and γ and they are tight in most cases. Analytical and numerical results show that the knowledge of maximum number of edges in a graph significantly contributes to provide better lower bounds on both a and b for every value of the girth. In addition, one of the main contributions of this article is that if all types of (a, b) ETSs of Tanner graph are under consideration, then the achieved lower bound can be the minimum value of the parameter a as the initial input of search algorithms.
Graphs with the maximum number of edges and girths 4 and 5 are used to obtain lower bounds on the size of ETSs in Tanner graphs with girths 8 and 10, respectively. Since there are tight upper bounds on the number of edges in a graph with girths 4 and 5, we are able to obtain tight lower bounds on the size of ETSs with girths 8 and 10, respectively. We devote two sections for these two cases and summarize them as follows.
For a variable-regular LDPC code with girth 8, we show that it contains no (a, b) ETSs, where
ETSs with the property of b a < 1 we have a ≥ 2γ − 1. If an ETS in Tanner graph with girth 8 has the minimum size, a = 2γ − 1, then the number of degree-one check nodes is b ≥ γ . We present a construction for ETSs with the property of b a < 1 in variable-regular LDPC codes with girth 8 which shows the obtained lower bounds on a and b are tight for all values of γ . These lower bounds provide us with a chance to present a method to achieve the lower bounds on the size of ETSs of irregular LDPC codes. We apply this technique in irregular LDPC codes whose column weight values are a subset of {2, 3, 4, 5, 6}.
For Tanner graphs with girth 10, we demonstrate that there is no (a, b) ETSs, where b ≤ aγ − a 3 2 . Moreover, we prove that variable-regular LDPC codes with girth 10 contain no ETSs with the property of b a < 1 and size a ≤ (γ − 1) 2 . We also present many numerical results to show that our proposed lower bounds are tighter than the existing bounds in the literature.
The rest of the paper is organized as follows. Section II presents some basic notations, definitions and graph theories which are our principle tools to prove our results. Some properties of ETSs which are independent of the girth of Tanner graph are presented in section III. In Section IV, we obtain the lower bounds on the size of ETSs of variableregular LDPC codes with any girth. We also investigate some properties of the lower bounds provided in [5] to compare them with our proposed ones. Section V is devoted to variableregular and irregular LDPC codes with girth 8. Lower bounds on the size of ETSs of variable-regular LDPC codes with girth 10 are investigated in Section VI. Moreover, in Sections V and VI there are a range of numerical results to compare the tightness between our proposed lower bounds and those presented in the literature. In the last section we summarize our results.
II. PRELIMINARIES
One of the most important representations of LDPC codes is Tanner graph. Tanner graph is a bipartite graph in which the set of variable nodes (VNs) forms one of the vertex sets, V , and the set of check nodes (CNs) forms the other vertex set, C. The degree of a node v, either variable node or check node, is denoted by d (v) . The minimum degree of nodes is δ. The set of vertices connected to a vertex v forms a neighbor set of v which is denoted by N(v). An LDPC code is called variable-regular if for every variable node v ∈ V we have d(v) = γ . A bipartite graph has no odd cycles so any cycle in Tanner graph is represented by alternating sequence of check nodes and variable nodes. The length of the shortest cycle is called girth and is denoted by g.
Take an induced subgraph of Tanner graph on a subset S of V . The subgraph contains some check nodes of odd degrees and some check nodes of even degrees referred to as unsatisfied check nodes and satisfied check nodes, respectively. If |S| = a and the number of unsatisfied check nodes is b, then the induced subgraph provides an (a, b) trapping set of size a. Such an induced subgraph is called an (a, b) absorbing set if for every neighbor set, N(v), where v ∈ V , the number of satisfied check nodes is more than the number of unsatisfied check nodes. An (a, b) trapping set or an (a, b) absorbing set is called elementary if all check nodes have degree 1 or 2. As a result, in these cases all unsatisfied check nodes have degree 1. In this paper, we provide a method to obtain the tightest lower bound on the size of elementary trapping sets (or ETSs) for each value of unsatisfied check nodes and the girth. We, then, concentrate on all ETSs whose parameters fulfill the inequality b a < 1 because of their significant influence on the error floor region.
For a bipartite graph G corresponding to an elementary absorbing set, a vari able node (VN) gr aph is constructed by removing all degree-one check nodes, defining variable nodes of G as its vertices and degree-two check nodes connecting the variable nodes in G as its edges, [10] and [11] . We use this graph representation for an (a, b) ETS. In this paper instead of searching all ETSs, we consider their corresponding variable node graphs.
In this section, we also provide some graph theories and definitions which are our principle tools to prove our results.
Definition 1: Given a graph G = (V, E), where |V | and |E| are the number of vertices and edges, respectively. The degree sum formula is as follows:
Definition 2: A complete bipartite graph is a special type of bipartite graph with two vertex sets X 1 and X 2 such that each vertex of X 1 is connected to each vertex of X 2 . A complete bipartite graph with |X 1 | = m and |X 2 | = n is denoted by K m,n .
A bipartite graph with two vertex sets X 1 and X 2 is r -regular if for each vertex, v, we have d(v) = r . For an r -regular bipartite graph it is proved that |X 1 | = |X 2 | ≥ r , [12] . 
Definition 3:
A complete graph is a graph in which every pair of distinct vertices are connected by a unique edge. A complete graph on n vertices is denoted by K n .
Definition 4: A triangle-free graph is a graph in which no three vertices form a cycle of length three. In other words, a triangle-free graph is a K 3 -free graph.
The existence of a cycle of length 2k in an ETS is equivalent to the existence of a cycle of length k in its corresponding VN graph. For example, if a sequence of v 0 , c 0 , v 1 , c 1 , v 2 , c 2 is a 6-cycle of an ETS, where v i ∈ V and c i ∈ C, then by replacing any satisfied check node with an edge we obtain a cycle of length three in the VN graph whose vertices are v 1 , v 2 , v 3 . Moreover, any 4-cycle in an elementary trapping set is equivalent to a multiple edge in its corresponding VN graph. As an example, if a sequence of v 0 , c 0 , v 1 , c 1 is a 4-cycle in an ETS, then by replacing any degree-two check node with an edge we have a multiple edge (v 1 , v 2 ) in the VN graph.
In a 4-cycle free Tanner graph, the VN graph corresponding to an ETS is free of multiple edges which is called a simple graph. In addition, in a Tanner graph with girth at least 8, the VN graph corresponding to an ETS is a simple and triangle-free graph. For example, in Fig. 1 the ETS contains no 6-cycles and its corresponding VN graph is triangle-free. Variable nodes, satisfied and unsatisfied check nodes are denoted by circles, empty squares and full squares, respectively.
III. SOME PROPERTIES OF ELEMENTARY TRAPPING SETS
In this section, all the results are analytically obtained and are compared with those based on exhaustive search algorithms. In the following lemma, all parts except for part (ii) present some properties of an (a, b) ETS which are independent of the girth of Tanner graph. Part (ii) provides a lower bound on the size of ETSs of variable-regular LDPC codes with girth 6. Note that parts (i v) and (v) have been also proved in [5] . 
(ii) If a simple graph contains n vertices, then the degree of each vertex is at most n − 1. Since Tanner graph is 4-cycle free, the VN graph corresponding to an (a, b) ETS is a simple graph which includes a vertices of degree at most a − 1. In addition, part (i ) proves that the VN graph has a vertex of degree γ . So γ ≤ a − 1. (iii) According to the degree sum formula we have:
If a is an even number, then the left side of the equality,
If a is an odd number, then the parameter γ determines b as an odd or even number. In this case, if γ is odd, then the left side of the equality, aγ = 2|E| + b, is also an odd number. As a result, the right side must be an odd number which proves b is odd. If γ is even, then it is similarly proved that b is even. An immediate consequence of Lemma 1 is shown in Table I for γ = 3, 4, 5, 6 which demonstrates the non-existence of some of (a, b) ETSs of variable-regular LDPC codes with b a < 1. Table I indicates that in order to consider the nonexistence of some (a, b) ETSs with b a < 1 there is no need to apply exhaustive search algorithms in the literature. Moreover, it expresses that the non-existence of some of (a, b) ETSs is independent of the girth of Tanner graph, while in [1] they are obtained by exhaustive search algorithms for Tanner graphs with girth 6. Additionally, the sign of "-" in Table I illustrates the non-existence of (a, b) ETSs with b a < 1 which is proved by Lemma 1 (ii).
IV. LOWER BOUNDS ON THE SIZE OF ETSS OF VARIABLE-REGULAR LDPC CODES WITH GIRTH g ≥ 8
Henceforth, we restrict our focus to lower bounds on the size of ETSs, which depend on the girth of Tanner graph as well as the number of unsatisfied check-nodes. Although in this section we obtain a lower bound on the size of ETSs in Tanner graphs with any girth g ≥ 8, the lower bounds on the size of ETSs in Tanner graphs with girths 8 and 10 are separately investigated in Sections V and VI, respectively. In fact, we provide tighter bounds for these two cases. The lower bounds on the size of ETSs of variableregular LDPC codes with different girths, g ≥ 8, are presented in two steps and the following definition helps us to figure out the process.
Definition 5: Suppose a cycle of length i is denoted by C i . If a simple graph has girth g, then it is i -cycle free for 3 ≤ i ≤ g − 1. The maximum number of edges of a graph with n vertices and girth g is denoted by ex(n, C 3 , C 4 , . . . , C g−1 ).
In the first step, we investigate the lower bound on the size of ETSs of variable-regular LDPC codes whose Tanner graphs have girth g = 2(2k + 2), where k ≥ 1. Therefore, the VN graph has girth g = 2k + 2 and according to Definition 5 it is i -cycle free for 3 ≤ i ≤ 2k + 1. For this case, we have the following theorem as our main tool to obtain our result.
Theorem 1 [9] : For a graph with n vertices and girth g = 2k + 2, the maximum number of edges is as follows:
Theorem 2: In a variable-regular LDPC code with girth g = 2(2k + 2) we have: In the second step, we investigate the lower bound on the size of ETSs of variable-regular LDPC codes whose Tanner graphs have girth g = 2(2k + 1), where k ≥ 2. So, the VN graph has girth g = 2k + 1 and according to Definition 5 it is i -cycle free for 3 ≤ i ≤ 2k. In this case, the following theorem is helpful to achieve our result.
Theorem 3 [9] : For a graph with n vertices and girth g = 2k + 1, the maximum number of edges is as follows:
In a variable-regular LDPC code with girth g = 2(2k + 1) we have: In order to compare the tightness between our proposed lower bounds on the size of ETSs and the existing bounds in the literature, we have to provide the analytical lower bound on the size of trapping sets proposed in [5] as Theorem 5. We also investigate some properties of that lower bound in Propositions 1, 2, 3 and 4.
Theorem 5: Consider a variable-regular Tanner graph G with variable degree, γ , and girth g. A lower bound on the size of an (a, b) trapping set in G, whose induced subgraph contains a check node of degree l (≥ 2) is
Theorem 5 with l = 2 provides lower bounds on the size of ETSs. We also need to point out some structures and notes in the proof of Theorem 5, with the assumption that l = 2. Consider a tree, T , on a variable nodes which contains To construct an (a, 0) ETS from T , every two variable nodes in the last layer have to be connected by one satisfied check node. If two variable nodes of X 1 are connected by a satisfied check node, then T 1 has a cycle of length k, where k < g, which is a contradiction. So a variable node in X 1 has to be connected to a variable node in X 2 by a satisfied check node. Therefore, in the corresponding VN graph the two sets X 1 and X 2 construct a (γ − 1)-regular bipartite graph. Hence, the tree, T , is extended to an (a, 0) ETS.
According to Proposition 1, for b = 0, l = 2, if The tree, T , has 2(γ − 1) check nodes in the third layer. Since the tree, T , has two subtrees T 1 and T 2 starting from v 1 and v 2 , respectively, the existence of at least two satisfied check nodes in the third layer is necessary to extend T to an ETS. So the number of unsatisfied check nodes is at most 2(γ − 1) − 2. Therefore, if b = 2γ − 3, then the tree, T , can not be extended to an ETS.
For example, lower bounds on the size of ETSs in Theorem 5 are not applicable to γ = 3 and b ≥ 4. They are not tight for γ = 3 and b = 3.
V. LOWER BOUNDS ON THE SIZE OF ETSS FOR BOTH VARIABLE-REGULAR AND IRREGULAR LDPC CODES WITH GIRTH 8
This section contains two parts. In the first part, we consider the size and the number of degree-one check nodes of ETSs of variable-regular LDPC codes with girth 8. In the second part, we use the results in the first part and present a method to determine a lower bound on the size of ETSs of irregular LDPC codes with girth 8. We provide numerical results for irregular LDPC codes whose variable node degrees are a subset of {2, 3, 4, 5, 6}, as well.
A. Variable-Regular LDPC Codes With Girth 8
In [1] there are some search-based numerical results about ETSs in Tanner graphs with girth 8 and γ = 3, 4, 5. In order to obtain an analytical lower bound on the size of ETSs of LDPC codes with girth 8 and any value of γ we present the well-known Turan's Theorem about all K r+1 -free graphs, as follows.
Theorem 6 [13] : Let G be any graph on n vertices, such that G is K r+1 -free. Then the number of edges in G is at most
As mentioned in Section II, the VN graph corresponding to an ETS in Tanner graphs with girth 8 is a K 3 -free graph. The following proposition for triangle-free graphs is our main tool to obtain the tightest lower bounds on a and b for LDPC codes with girth 8. This proposition is a consequence of Theorem 6.
Proposition 5: Let G be a triangle-free graph on n vertices, then the number of edges in G is at most ] = γ 2 − γ . Therefore, a VN graph corresponding to a (2γ − 1, γ ) ETS can be a complete bipartite graph K γ −1,γ . Hence, variable-regular LDPC codes with girth 8 and column weights γ = 3, γ = 4, γ = 5 and γ = 6 contain ETSs whose VN graphs are K 2,3 , K 3,4 , K 4,5 and K 5, 6 , respectively. These ETSs are shown in Fig. 2 in which every edge between two variable nodes is corresponding to a satisfied check node.
The lower bounds obtained for a and b in Theorem 7 as well as Lemma 1 provide us with useful information about the existence of all ETSs of an LDPC code with girth 8. Achieving this information does not require any search-based algorithm.
As an example, for variable-regular LDPC codes whose Tanner graphs have γ = 6 and g = 8 we have b ≥ 6a − In [5] , the lower bound on the size of (a, b) ETSs of variable-regular LDPC codes with girth 8 is 2γ − b, where b < 2γ − 2. In order to compare the tightness between our proposed lower bound on the size of ETSs and the ones in [5] , we present these two analytical lower bounds as well as the minimum size of ETSs for γ = 3, 4, 5, 6 in Tables II and III. In these tables, three numbers are allocated for each value of b and γ . The first data (in the third row) is related to lower bounds on the size of ETSs presented in [5] , our proposed lower bounds are as the second data (in the fourth row), and the search-based minimum sizes are as the third information (in the last row).
As we see, the lower bounds on the size of ETSs provided in [5] are less than the existing minimum sizes for any values of γ and b but b = 0. Whereas, lower bounds obtained by Theorem 7 and Lemma 1 are equal to the existing minimum sizes and they are applicable to any given value of γ and b.
B. Irregular LDPC Codes With Girth 8
There are a number of irregular LDPC codes with different variable node degrees. Hence, considering all types of ETSs of irregular LDPC codes seems to be difficult. Although there is a search-based algorithm in [14] to find ETSs of a given irregular LDPC code, it is not comprehensive. There are not much works done to determinate all types of ETSs in this category. Using the results proposed in the part A, we come up with a method to obtain lower bounds on the size of ETSs of irregular LDPC codes with girth 8. We apply the method in irregular LDPC codes whose variable node degrees belong to the set {2, 3, 4, 5, 6}. As mentioned above, it seems to be difficult to consider all types of ETSs for irregular LDPC codes, therefore we restrict ourselves to (a, b) ETSs with the property of b a < 1. In order to achieve the lower bound on the size of (a, b) ETSs with Table IV we provide the minimum size of ETSs of irregular LDPC codes with girth 8 whose column weights are a subset of {2, 3, 4, 5, 6}. To clarify the process we also provide some examples as follows.
Example 1: We explain how to obtain the lower bounds on the size of ETSs of irregular LDPC codes whose column weights belong to a set {4, 5}, {4, 6} or {4, 7}. For all three cases we have δ = 4. According to Theorem 7, the minimum size of ETSs of a variable-regular LDPC code with column weight 4 is 7. We first take a (7,4) ETS with γ = 4. If d(v) ∈ {4, 5} or {4, 6}, then the variable x is 1 or 2, respectively, which is less than δ − 1 = 3. As mentioned in (1), for these Fig. 3 . (e) and ( f ) are a (7,5) ETS and a (7,6) ETS obtained from (7, 4) ETS shown in Fig. 2 (b) . 
VI. LOWER BOUNDS ON THE SIZE OF ETSS OF VARIABLE-REGULAR LDPC CODES WITH GIRTH 10
The VN graph corresponding to an elementary trapping set in LDPC codes with girth 10 is triangle-free and has no 4-cycles. To consider the maximum number of edges of a graph with girth 5 we utilize the following theorem.
Theorem 8 (See in [8, Th. 2.2] ): For a graph with n vertices and girth g = 5, the maximum number of edges is ex(n, C 3 , C 4 ) < 1 2 n 3 2 . Now, by considering the maximum number of edges in a VN graph with girth 5 we propose the following theorem related to Tanner graph with girth 10.
Theorem 9: In a variable-regular LDPC code with girth at least 10, we have:
• a and b fulfill the inequality b > aγ − a equality b = aγ − 2|E| we conclude that b > aγ − a 3 2 and for an (a, b) ETS with the property of
It is clear that tight upper bounds on the number of edges in a graph result in tight lower bounds on the size of ETSs. In [8] the exact values of maximum number of edges in a {C 3 , C 4 }-free graph with n vertices, where 1 ≤ n ≤ 30 are determined which we present them in Table V . These results provide us with a chance to achieve the tightest lower bounds on the size of ETSs for each b and γ . Some of these tight lower bounds can be seen in Tables VI and VII. In [5] , there are comparisons between the minimum sizes of ETSs in Tanner graphs with girth 10, which are obtained search-based, and analytical lower bounds on the size of ETSs.
In Tables VI and VII we compare them with our proposed lower bounds on the size of ETSs for 0 ≤ b ≤ 5 and γ = 3, 4, 5, 6. According to this comparison, our obtained lower bound is the tightest one. Whereas, the analytical lower bound on the size of ETSs of LDPC codes with girth 10 in [5] is tight for two cases b = 0, 1, where γ = 3, only. As we see, the minimum size of ETSs with γ = 3 and b = 1 is 9, which is reported in [5] . However, in the following, we show that for γ = 3 there is no (9, 1) ETS with girth 10.
In order to obtain the minimum size of an ETS with girth 10 and γ = 3 we use Table V. If a = 9, then the maximum number of edges in a VN graph with girth 5 on 9 vertices is 12. So, |E| ≤ 12 results in the inequality b ≥ 3 × 9 − 2 × 12 = 3. Hence, if b = 1, then a VN graph on 9 vertices has a triangle or 4-cycle, which is a contradiction. Since b and γ are odd numbers, according to Lemma 1 (v) the size of an ETS has to be an odd number. So a = 10. The minimum size that we obtained is 11 which is illustrated in Fig. 5 (b) . In this case, the minimum size is equal to our proposed lower bound.
In the following, we also provide some properties related to a VN graph corresponding to an (a, b) ETS with According to Theorem 9, (a, b) ETSs with b a < 1 in Tanner graph with girth 10 and γ = 3 have the size of at least 5. Using the properties I and II we conclude that a ≥ 7. A VN graph with 7 vertices and girth 5 is illustrated in Fig. 5 (a) .
We prove for γ = 4 and g = 10 the minimum size of an Finally, we take a = 13. Since for a VN graph with 13 vertices and girth 5 we have |E| ≤ 21, the minimum number of degreeone check nodes is 10. Fig. 5 (c) demonstrates a (13, 10) ETS with b a < 1.
VII. CONCLUSION
In this paper, we provided lower bounds on the size of (a, b) elementary trapping sets of variable-regular LDPC codes with any girth and irregular LDPC codes with girth 8, where a is the number of variable nodes and b is the number of degreeone check nodes. We analytically demonstrated that depending on the number of variable nodes, the number of degree-one check nodes and the column weight value, some of ETSs do not exist. It indicates that the non-existence of some (a, b) ETSs is independent of the girth of Tanner graph and in order to consider them we do not need to conduct exhaustive search algorithms. Also, using the maximum number of edges in a graph with a certain girth, we provided the lower bounds on the parameters a and b in ETSs of variable-regular LDPC codes with different girths. We also presented a number of analytical and numerical results to compare the tightness between our proposed lower bounds and those in the literature. In addition, tight upper bounds on the number of edges in a graph with girths 4 and 5 contributed us to obtain the tightest lower bounds on the size of ETSs of LDPC codes with girths 8 and 10. In fact, we proved that 
