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法則性解析などを行う cell computing[3]では，2002年 12月から 2003年 4月までの間に，家
庭や企業内のアイドル状態にある PC約 12000台の参加を得て，平均的な PC1台では約 611年
かかる計算を，4ヶ月間で実現している．










































































































































































































































































































































































































































































































































図 3.1に Banerjeeらにより提案された階層型ノード管理構造 [7]の基本構造を示す．図 3.1の
ように，全てのノードはネットワーク上での距離（ホップ数など）に応じて階層的にクラスタリ























VCに新規に参加するノード nj は，あるクラスタの最下位層サブクラスタに所属する．nj は，
クラスタの最上位層から順に，距離的に近いノード nr を探索する動作を各階層で再帰的に実行




































1. t = u, nr = Lui とする．
2. 新規参加ノード nj は，nr から SCti のメンバリストを取得する．
3. nj は取得したメンバリストに記されたノード（一つ下の階層のリーダ Lt−1i に相当する）
と自ノードとの距離測定を行い，最も近いノードを新たな nr とする．
4. t = 2の場合：新規参加ノード nj は nr と同じ最下位層サブクラスタに所属する．











たノード na と nb は，第 t + 1層のサブクラスタのメンバとなる．同時に分割前のリーダ Lti は

























2. Lti は SC
t
i 内のネイバーノードに対し，選出した na と nb を通知する．





4. 手順 3 で構成した SCta, SC
t
b のそれぞれにおいて，他ノードとの距離の最大値が最小の
ノードを選出し，この 2つのノードを新たに na, nb とする．







サブクラスタ内のノード数は，Join や Split などの手続きにより新規にノードがメンバとし
て登録されない限り，ノードの離脱などによって減少していく．本研究では，t階層目のサブク









1. SCti のリーダ L
t
i はネイバーノードに対し，自身の所属する第 t + 1 層のサブクラスタ
SCt+1 のメンバリストを通知する．
2. 通知を受けた各ノードは，取得したメンバリストの中から最も近いノードを探索し，その
ノードが所属する第 t層サブクラスタ SCtj（j 6= i）のメンバとして所属先を変更する．
3. Lti も手順 2と同様にして，SC
t+1 のメンバの中から最も近いノードを探索し，第 t層の
メンバとして所属先を変更する．またこの際に Lti は SC
t+1 のメンバから削除される．


























Transfer（Ci, Cj , s）
1. Cj の最上位層サブクラスタ SCuj のリーダ L
u
j は Ci に対し Joinアルゴリズムを実行し，
最も距離の近い最下位層サブクラスタ SC1i を探索する（ここでは探索のみを行い所属動
作は行わない）．
2. 手順 1 で到達した SC1i から上位層に向かって，所属ノード数が s 以上のコミュニティ
Cmhi を順次探索する．
3. SChi の所属ノード L
h−1 が Cj に対してそれぞれ Joinアルゴリズムを実行する．
4. Cmhi の他のノードは，第 h − 1層のリーダが手順 3で到達した最下位層のサブクラスタ
へ移動する．
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3.3.5 新規リーダ選出アルゴリズム Leader-election


















ネイバーノード数の半数とした．また，新規リーダノード Ltn は元のリーダ L
t
i が喪失前に所属
していた第 s層（t < s ≤ u）のサブクラスタ SCsi に新たに所属する．このため，Ltn は，これら
のサブクラスタのネイバーノードに対しても通知を行う必要がある．本研究では，リーダノード
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以下に，初期クラスタ生成の手順を示す．




























ないクラスタ Ci が距離的に近いクラスタ Cj（j 6= i）を探索し，以下に示すアルゴリズ
ムにより，このクラスタとの統合を行う．Ci と Cj が統合して一つのクラスタとなること
で，全体のクラスタ数を一つ減少させることができる．
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クラスタの統合（Ci）





2. Ci と手順 1で探索したクラスタ Cj のうち，階層数の少ない方のクラスタを Cl，階
層数の多い方のクラスタを Ch とする．
3. Cl の最上層サブクラスタ SCul のリーダ L
u
l が，Ch に対して，Ch の最上位層から Cl
の最上位層までの範囲の階層で Joinアルゴリズムを実行し，距離的に近いサブクラ
スタ SCth を探索する．
4. Lul を含む Cl の最上位層サブクラスタ SC
u
l のメンバ L





スタ Ca と Cb に分割する．この操作により，全体のクラスタ数を一つ増加させる．
クラスタの分割（Ci）






2. SCui のメンバリストから手順 1で探索した L
u−1 を削除することで，Lu−1 以下のコ
ミュニティ Cmu−1 を元のクラスタ Ci から論理的に切り離す．





























































最下位層のリーダ nr および最も遠い最下位層のリーダ nf の 2 つのノードを考慮することで，
この問題に対処する．nj が所属するクラスタを選択する際に，Joinアルゴリズムにより nr を，
Joinアルゴリズムと同様のアルゴリズムにより nf をそれぞれ個別に探索し，両ノードとの距離
（dis(nj ,nr), dis(nj ,nf )）を用いて，以下の式で定義される近接度を所属先候補となる各クラス
タに対して計算する．





















3.3.2項および 3.3.3項で述べた，クラスタ内ノード数の上限 k と下限 l の関係について述べ
る．いま，kの値として，2l程度の値を取るとする．サブクラスタの分割時において k個以下の
ノードを含むサブクラスタが生成された場合，サブクラスタの分割から間もなくして Mergeア




ラスタの分割を引き起こしてしまう可能性がある．これらの現象は，l と k が近い値の場合に，
より多く見られると考えられる．このため，本研究では，従来手法と同様に [7]サブクラスタ内










(x − S · R), 2(S · R − y)} (3.3)












































ジ（図 4.1）をトポロジジェネレータ GT-ITM[10]によって作成した（図 4.1のレンダリングに
は GPS[9]を用いた）．それぞれのトポロジを作成するにあたって使用したノード数およびノー























脱率 P，タスク数 T，サブタスク数 S を実験パラメータとして用いた．なお，クラスタ数 D は
第 4章 動的クラスタ再構成法の性能評価 31





トポロジ内ノード数 N 1000, 5000
参加離脱率 P 0.005, 0.01, 0.02
タスク数 T 500, 1000, 1500
サブタスク数 S 10 ∼ 50(N = 1000)




Transfer手続きの実行頻度 TI 20 or 実行せず

















をそれぞれ N × P 台ずつ発生させる．また，毎ターンごとに必要に応じて，クラスタ内のノー
ドに Split，Merge，Leader-electionなどの各手続きを実行させ，動的にクラスタ内の構成を更
新する．
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4.3.1 離脱の頻度と処理時間の関係
N = 1000の場合
N = 1000の場合における，参加離脱率と処理時間の関係を図 4.2，図 4.3，図 4.4に示す．な
お，それぞれのグラフは T = 500, 1000, 1500の場合における実験結果を示している．またサブ





















] T = 500 S = 20
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)






















] T = 1000 S = 20
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
























] T = 1500 S = 20
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
図 4.4 離脱の頻度と処理時間の関係 (N=1000 T=1500)
それぞれの図において，No-Clustering はクラスタリングを行わない比較手法であり，Clus-
teringは提案手法を示している．提案手法において，H = 1.0, 0.5は，3.4.4項で説明した所属
先クラスタの候補数を制限するパラメータ H をそれぞれ 1.0, 0.5に設定することを意味してお












N = 5000の場合について，同様に参加離脱率と処理時間の関係を図 4.5，図 4.6，図 4.7に示
す．なお，それぞれのグラフは T = 500, 1000, 1500の場合における実験結果を示し，またサブ






















] T = 500 S = 60
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)























] T = 1000 S = 60
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)























] T = 1500 S = 60
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)











N = 1000，S = 20の場合およびN = 5000，S = 60の場合のそれぞれにおける，タスク数の






















] P = 2.0 S = 20
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
























] P = 2.0 S = 60
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)



































P = 2.0 S = 20
 Clustering (H = 1.0)
 Clustering (H = 0.5)
























P = 2.0 S = 60
 Clustering (H = 1.0)
 Clustering (H = 0.5)




N = 1000，N = 5000の場合において，サブタスク数，すなわちタスクの粒度と処理時間の関
係を調べた．なお今回の実験では T = 1500，P = 2.0とした．得られた結果を図 4.12，図 4.13
に示す．また，前項と同様に，これらの結果をそれぞれ提案手法と比較手法における計算時間の
比としてプロットした．結果を図 4.14，図 4.15に示す．





















] P = 2.0 T = 1500
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
図 4.12 タスクの粒度と処理時間の関係 (N=1000)






















] P = 2.0 T = 1500
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
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 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
P = 2.0 T = 1500
図 4.14 タスクの粒度に対する計算時間比の
変化 (N=1000)






















P = 2.0 T = 1500
 Clustering (H = 1.0)
 Clustering (H = 0.5)
































 Clustering (H = 1.0)
 Clustering (H = 0.5 + Transfer)
P = 2.0 T = 1500
図 4.16 クラスタ数とクラスタ内における最
大距離の関係 (N=1000)





















 Clustering (H = 1.0)
 Clustering (H = 0.5 + Transfer)
















しかしながら，図 4.15に示した N = 5000の試行においては，サブタスク数が小さくなるに

































P = 2.0 T = 1500
 No-Clustering
 Clustering (H = 1.0)
 Clustering (H = 0.5)
 Clustering (H = 0.5 + Transfer)
図 4.18 クラスタ数と再計算回数の関係 (N=1000)
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