ABSTRACT The use of electric vehicle across the world has become one of the most challenging issues for environmental policies. The galloping climate change and the expected running out of fossil fuels turns the use of such non-polluting cars into a priority for most developed countries. However, such a use has led to major concerns to power companies, since they must adapt their generation to a new scenario, in which electric vehicles will dramatically modify the curve of generation. In this paper, a novel approach based on ensemble learning is proposed. In particular, ARIMA, GARCH and PSF algorithms' performances are used to forecast the electric vehicle power consumption in Spain. It is worth noting that the studied time series of consumption is non-stationary and adds difficulties to the forecasting process. Thus, an ensemble is proposed by dynamically weighting all algorithms over time. The proposal presented has been implemented for a real case, in particular, at the Spanish Control Centre for the Electric Vehicle. The performance of the approach is assessed by means of WAPE, showing robust and promising results for this research field.
growth up to date has followed an almost exponential trend, having in 2014 almost half of the EV available today, and being counted in 2005 by hundreds. Other type of vehicles, like the freight delivery vehicles, electric buses, or the 2-wheelers are also taking importance in some regions, as for example in China, where the latter represent 200 millions of units in stock [6] . Today, 80% of the electric cars on road worldwide are located in the United States, China, Japan, the Netherlands and Norway. In Spain, more than 19,000 EV were in use at the end of 2015, including delivery vehicles and electric buses [7] . The fast growth of this type of technology is due to the success of incentive policies, which have led to the development of this type of transport, achieving lower costs, greater accessibility to charging points, greater autonomy in vehicles, and higher loading speeds, making the EV an increasingly attractive product for the consumer.
The EV will gain a foothold in the electricity systems and will conform a new type of load, which behaves in a very different way than conventional loads. During the peak hours, these vehicles usually are on the roads. Moreover, during the valley hours (when demand levels are lower), they are usually recharging.
The uncontrolled charge of the EV fleet may become into some threat of power-outages for some systems with a weak electricity infrastructure if they coincide with a peak of demand and with hours in which the renewable penetration is low (hours in which the cost per kWh is higher, and in which sufficient back-up generating power has to be available). In the European system, a small scale EV introduction (up to 5% of the fleet) will not pose a significant threat to mature distribution grids [8] . However, controlled charging will allow a much greater number of cars in the systems without local overloading.
In order to manage the demand power supply in an efficient and safe manner, the generators need to be programmed in advance in order to fulfil with the demand levels, in an environment in which electricity markets provide provisional programs that needs to be updated in real time due to the uncertainty associated to both generation and demand. For this reason, the prediction of renewable energy penetration, as well as the prediction of EV consumption [9] , is crucial. The former has been widely studied during the last years. New tools, such as the renewable generation aggregators, have been developed in order to reduce the risks associated with the uncertainty the renewable generation presents. As the EV consumption takes more presence, the prediction of the aggregated EV demand gets more important for the Transmission System Operator (TSO).
In this paper, the focus will be put on the forecast of the electric vehicles power consumption. In particular, three well-established algorithms -ARIMA, GARCH and PSF-are used in a combined way in order to predict the EV power consumption, with specific application to the Spanish system.
The proposal presented has been implemented at the Spanish Control Centre for the Electric Vehicle (CECOVEL, https://goo.gl/h79jdE), recently created by the Spanish TSO, Red Eléctrica de España (REE). This center integrates the impact of the massive deployment of electric vehicles in the system, complementing this way the activities of the Electricity Control Center (CECOEL), responsible for the coordinated operation and real-time monitoring of the generation and transmission facilities of the national electricity system.
In order to integrate the maximum amount of generation from renewable energy sources into the electricity system, while ensuring quality levels and security of supply, in mid-2006 REE designed, put in place and started the operation of the Control Centre of Renewable Energies (CECRE, https://goo.gl/QxxDqk), a pioneering center of world reference regarding the monitoring and control of renewable energies. It is worth noting that this project has received recognition in the Smart Vehicle category of the 2017 enerTIC Awards (winner at Smart Vehicle category, https://goo.gl/pGmx5R), a prestigious venue focused on projects with high commitment with innovation and energy efficiency and sustainability. Furthermore, this approach is currently working on a real-time basis for EV managing in some centers in Spain.
Reported results show the performance of the ensemble developed and its ability to adapt to the non-stationary nature of the time series analyzed.
In short, the contributions of this paper can be summarized as follows:
1) Development of a new algorithm to forecast EV power consumption. The algorithm applies ensemble learning to combine three existing algorithms, that have already been shown to be useful in the power consumption context, through a weighted least squares (WLS) adjustment. 2) Since the number of charging points is continuously growing, non-stationary time series must be analyzed. Ensemble weights are periodically updated in order to deal with this tough problem. 3) Application for the first time to data from Spain, a country which is currently investing much money in the deployment of EV, with a rapid growth penetration. 4) Winner of several awards and actual implementation and real-time usage at Spanish CECOVEL. The rest of the paper is structured as follows. Section II reviews recent and relevant works related to electric vehicle consumption forecasting. A description of Spanish EV data can be found in Section III, along with an explanation on how these data are collected. The proposed methodology is described in Section IV. Section V reports the results achieved from the application of the proposed methodology to Spanish data. Finally, all conclusions drawn from this work are summarized in Section VI.
II. RELATED WORKS
This section describes related works that justify the need of developing a new methodology, such as the one here proposed.
Regarding the trends and the consequences the future EV penetration levels will cause in the network, several works have been proposed. In [10] , the impact of electric vehicles charging on electricity consumption is analyzed, modeling the generation planning and the concentrated power demand (in time and space) at specific points of the network, and highlighting the specific situation in Hungary.
In [11] , the development status and trends of PEV in China is introduced first, followed by the analysis of the supply modes of different kinds of PEV in China, using Monte Carlo simulations to determine the initial charging point based on probability distributions of starting charging time, and concluding that the charging of EV will pose significant impacts on the power grid in 2030 in China.
In [12] , an approach to model frequency regulation (FR) via Vehicle-to-Grid (V2G) on a large scale is presented, with an emphasis on forecasting the availabilities of the vehicles VOLUME 7, 2019 at hour-long intervals, including route locations, and states of charge.
As for specific forecasting techniques applied to EV forecasting, a brief introduction of characteristics of the charging station is given in [13] , based on the daily load data of Beijing Olympic Games EV Charging Station in 2010, and establishes three types of daily load forecasting model for EV charging station load [14] : backpropagation neural network, radial-basis function neural network, and Grey Model(l, 1).
In [15] , a short-term load forecast model using Support Vector Machines and artificial intelligence technique is proposed, evaluating the accuracy of the results through a comparison with a Monte Carlo forecasting technique. By contrast, in [16] , the same authors examine the use of various data mining methods and their performance in EV load forecasting.
In [17] , the Modified Pattern-based Sequence Forecasting (MPSF) is compared with the k-Nearest Neighbor (kNN), the Support Vector Regression (SVR) and the Random Forest (RF) to predict the energy consumption at individual EV charging outlets using real world data from the University of California, Los Angeles campus. In [18] , the same authors include also the ARIMA algorithm and Pattern Sequence Forecasting (PSF) in their analysis.
Duan et al. [19] first forecasted electricity market parameters, as well as the diurnal recharging load curve, by using ARIMA and, later, with a fuzzy algorithm showing remarkable improvements. They used synthetic data for 10000 EV located at Texas. Authors claimed that their approach is capable of dealing with market uncertainties.
The risks of day-ahead scheduling and real-time dispatch EV charging are addressed in [20] . The authors were concerned about the growing exponential complexity associated with the number of EV. For this reason, they proposed a distributed approach to optimize the charging strategy. Another key point is the sampling methodology they proposed in order to reduce the costs.
Big data technologies have also been used in this context. In 2016, Arias and Bae [21] introduced an algorithm to forecast EV charging demand. Data from historical traffic and weather were used as input and several machine learning algorithms (clustering, relational analysis or decision trees) were used to improve such estimation. Data from South Korea were used to assess the performance of the approach, showing satisfactory results.
The use of SVR for charging load forecasting of EV stations has also been analyzed in [22] . The authors proposed a simple but effective model based on historical data, in which they considered multiple variables such as number of EV, weather, historical charging loads or properties of the week.
One year later, SVR was also applied but, this time, a metaheuristic based on genetic algorithms and particle swarm optimization was used to set the algorithm [23] . Several new variables were considered, such as air quality. Real data from China were analyzed and results showed that the use of the metaheuristics deeply improved the results.
A real-time forecasting of EV charging station scheduling approach can be found in [24] . In particular, the authors developed an interactive user platform to allocate the charging slots based on estimated battery parameters, which uses data communication with charging stations to receive the slot availability information. The platform, implemented in a low-cost microcontroller, provides real-time information to prevent halting for low battery reasons.
Also in 2017, Arias and Bae [25] proposed a novel time-spatial model to predict EV charging-power demand, in realistic urban traffic networks, at fast-charging stations. In particular, real-time closed-circuit television data from Seoul (South Korea) were used to assess the performance of the approach.
A new approach to forecast electricity demand of EV was introduced in [26] . The authors analyzed charging patterns from customers, thus finding different profiles depending on customers type (public and private). Two main conclusions were drawn: first, faster EV supply equipment during peak load time is preferred and, second, tradeoffs between charging time and price are considered.
A day-ahead forecasting model for probabilistic EV charging loads at business premises can be found in [27] . Hence, several approaches were combined to estimate different statistical parameters, based on historical data. From the reported results, the authors claimed that this method can reduce the number of decision variables, and require less computational time and memory. Another interesting energy optimization proposal for EV in smart cities can be found in [28] . The main idea underlying the approach is that EVs and buildings can share some particular information regarding both vehicle and roads status. By processing such information EVs can be classified and buildings can make recommendations according to their positions. Another smart database for power management EVs by the same authors can be found in [29] .
Ejaz and Anpalagan [30] proposed a new methodology for EV charge scheduling in smart distribution systems, based on the internet of things paradigm. Two main features were taken into consideration to achieve the goal: charging speed and cost within the stations. The goal was to maximize benefits while minimizing costs.
None of the mentioned works is aimed to forecasting hourly EV demand using as input data real EV consumption gathered by the TSO, aggregated at country level. This specific time series presents particular characteristics, described next, that justify the need of a new forecasting methodology that fits its behaviour.
III. ELECTRIC VEHICLE POWER CONSUMPTION
Nowadays, most of electric vehicles are charged in EV charging stations (also known as charging points). Each station is capable of detecting whether an EV has been connected, and measuring the accumulated energy consumption since its connection. In this paper, the period since the EV is connected until it is disconnected, regardless of its state of charge, is called connection attempt.
Charging stations are spread all over the geography in order to give service to the EV, whose limited autonomy is currently one of the main research objectives in the EV-development field. From the point of view of the power system, the distributed charging points can influence the operation of the distribution networks.
In order to generate a proper time series, the connection attempt data set is filtered and accumulated by hour and geographical zone. Thus, in a geographical zone, for each hour of the year, there is a single calculated value, which is the measured EV power consumption.
Real data from different geographical zones have been aggregated in order to get a single time series, corresponding to the total energy consumption of all the Spanish EV. In particular, the real consumption data of the different charging points available in Spain have been provided by Spanish Public Grid (Red Eléctrica de España, in Spanish).
The resulting time series presents a weekly pattern, as shown in Fig. 1 (solid line), where the Spanish EV power consumption from Sunday 6 th to Saturday 12 th of March 2016 is represented (left y-axis). As can be seen, Sundays and Mondays present a different pattern than the rest of the days, in which a peak value appears during the first 6 hours of each day, this is, during the night hours. On the same graph, the right y-axis represents the number of cups that keep connected (dotted line), regardless the level of charge. By comparing both curves it can be observed that the consumption peaks decrease before the number of cups do, those last remaining high until 8 am during the working days, and during the Sundays. This means that a large number of EV remain connected after the charge is completed.
This behaviour can be explained since the EV are in use during the working hours of the week days (Mondays to Fridays), and they are usually recharged during the following night.
One of the particularities of this type of load is that it takes high values during the night hours, since the EV are put to recharge when they are not being used. The behaviour of this new massive electricity consumer is the opposite to that presented by the majority of electricity consumers.
In Spain, the current time series of demands for electric vehicles is evolving given that the number of existing electric vehicles as well as the number of recharging points is in full growth. The tele-acquisition of data by the system operator is in full evolution and, for this reason, the time series presented by the integrated demand of EV at the Spanish level is nonstationary, which greatly complicates its characterization and, therefore, its prediction over time. Figure 2 shows the number of charging points from which data has been received during the months of study. As can be observed, the trend of number of charging points in use is growing, but the series is not monotically increasing. This fast evolution in the amount of data available produces a nonstationary time series, continuously changing, which hinders the forecasts based on historic data.
IV. METHODOLOGY
In this paper, the power consumption of the Spanish electric vehicles is predicted using an ensemble composed of different approaches: PSF, ARIMA and GARCH algorithms.
First, the ARIMA, GARCH and PSF algorithms will be used to forecast the EV consumptions of months March to May 2016 in Spain. At each hour of each day during this period, predictions with a forecast horizon of 48 h will be made (from the hour after the time the prediction is executed onwards). For each simulation, a 1 year back historical data will be available. The effect of updating the models of the algorithms based on time series (ARIMA and GARCH) will be evaluated.
Then, the results from the previous simulations will be compared to the result of combining the three algorithms in order to get a weighted prediction. To do so, an ensemble will be developed, which will weight the different algorithms comparing the predictions made during the previous week with respect to the real consumptions during that hours, through a weighted least squared process. A 1-week window is used for the comparison given the speed at which the time series is changing. The need of updating at each simulation the calculated coefficients will be evaluated, and the results will be compared with the option of averaging the predictions of the three algorithms.
The real consumption data of the different charging points available in Spain have been provided by REE, for the development of the CECOVEL project.
All In the following subsections, the methodology followed to implement each algorithm (Section IV-A to Section IV-C) and the ensemble (Section IV-D) is presented.
A. ARIMA
This model is based on three main pillars: the autoregressive model (AR), the moving average model (MA), and the differentiation of the time series.
An AR model of order p predicts the value of a variable through a weighted sum of the p values previous to this variable:
This way, an AR model is defined by its order p, and the values of the coefficients i with i = 1, . . . , p. Equation 1 shows that the value of the variable of interest at time instant t is obtained as the sum of the value of this variable in the previous instant, multiplied by the coefficient 1 , plus the value of this variable in the two-times previous instant multiplied by 2 . . . , and so on p times.
A MA model of order q predicts a variable through a weighted sum of the q previous values of the errors a i that occurred when forecasting:
The MA model is defined by its order q, and the values of the coefficients v i , with i = 1, . . . , q. Equation 2 shows that the value of the variable at instant t is obtained as the sum of the error at the previous instant multiplied by coefficient v 1 , plus the value of the error two instants before multiplied by coefficient v 2 . . . , and so on q times.
An ARMA model has both the AR-and the MA-components. When using differentiated time series, the model is called ARIMA (Autoregressive Integrated Moving Average). As shown in Equation 3 , it combines an AR model (left-hand side term) with a MA model (right-hand side term), applying operator (1−B d ), which consists in differentiating d units the time series.
(1
Once a forecast is provided, the differentiation has to be undone in order to get the forecasted time series. A 1-week differentiation will be applied, given the weekly seasonality shown by the time series of electric vehicle power consumption.
B. GARCH
The GARCH model (Generalized Autoregressive Conditional Heteroskedasticity) assumes that the error of the variance fits an ARMA process. A GARCH (p, q) is a model for conditioned variables, where p is the order associated to the past variances, σ 2 , and q is the order of the ARCH terms associated to the squared innovations, 2 . A (p, q) GARCH model is given by:
Since this model is suitable for zero-mean processes, it will be applied to a 1-week differentiated time series. This way, a differentiated forecast will be obtained, which must be added to the recorded real data of the previous week in order to get the final forecasted time series.
A flowchart of the ARIMA and GARCH methodology is shown in Figure 3 .
C. PSF
An initial version of the Pattern Sequence-based Forecasting algorithm (PSF) was proposed in [31] , but it was not until 2011 when it was finally published [32] . An improvement can be found in [33] and its implementation in R is available in [34] , [35] .
The main feature of PSF lies in its ability of predicting time series with arbitrary prediction horizons with robust performance regardless of how long the horizon is. Additionally, it must be considered that this algorithm performs better when time series exhibits certain temporal patterns, since its development is directed towards the discovery of these patterns.
PSF consists of several clearly differentiated steps: 1) Data transformation. Data must be transformed into a d × h matrix, where d denotes the number of days considered and h the number of hours. Note that PSF can be applied to data of any structure by, for simplicity, d × h values are assumed, as in the original work. 2) Clustering. The K-means algorithm is later applied to such transformed matrix. That way, every day is identified by a label (the one generated during the clustering process). Note that the election of the numbers of clusters is critical and a majority system vote is proposed within the original manuscript to determine the optimal value. Silhouette, Dunn and Davies-Bouldin are the indexes used. 3) Selecting the length of the pattern sequence or sliding window. The second key issue in PSF consists in determining how long the pattern sequence must be. In this particular case, the pattern sequence stands for the number of consecutive labels (those generated by clustering and identifying consecutive days in the historical data) that PSF must retrieve to search for it in the historical data. The optimal value for this parameter is calculated by means of 12-fold cross validation. 4) Prediction. Once the number of clusters and the length of the window are determined, the prediction can be made. To reach this goal, PSF searches for the pattern sequence within the historical data and, every time a hit is found, values for the next h hours are picked. The prediction itself is the average value for all hits. Finally, the flowchart and pseudocode for PSF can be found in Figures 4 and 5 , respectively.
D. DEVELOPING OF THE ENSEMBLE MODEL
The predictions provided by the three methods have been combined in order to obtain a weighted forecast. With this objective, an ensemble module has been developed, which calculates the weighting coefficients to be applied to each method and each hour of the forecast horizon. Assuming a 48-hour forecast horizon, this means 48×3 coefficients to be calculated. The process implemented consists in a weighted least squares adjustment by comparing the predictions of the three algorithms obtained during the previous week (7×24 48
being c h a 3×1 column vector containing the three coefficients for hour h associated with the three prediction methods; A a matrix with three columns, one per method, and whose rows are the 24×7 predictions associated to hour h provided by the corresponding algorithm at each simulation, according to the past predictions history; b is a column vector containing the 24×7 samples of real power consumption at hour h of the horizon of prediction at each simulation.
This way, the weighted prediction consists in a linear combination of the three algorithms.
Finally, Figure 6 illustrates the proposed methodology. It can be observed that, firstly, data from charging points are collected. Since the number of these points is continuously growing, the time series generated are non-stationary. Such series serve as input for ARIMA, GARCH and PSF, which generate their own forecasts. Later, results for these three algorithms are combined by means of an ensemble, making use of WLS. The final output, the weighted forecasts for every single algorithm, is validated by means of a well-known metric: Weighted Absolute Percentage Error (WAPE).
E. BENCHMARK ALGORITHMS
In order to show the effectiveness of the ensemble algorithm proposed, a set of five algorithms were added as benchmark to the experimentation carried out. These algorithms were trained and tested on the same data partitions and experimental setting used to test the proposed ensemble, for a fair comparison.
The benchmark algorithms were selected from the classic machine learning literature and are purposed to the supervised learning task of regression. These algorithms were: Random Forests, including an ensemble of 10 trees for regression (RF10), Nearest Neighbors algorithm with k = 1 (KNN1), Locally Weighted Learning algorithm (LWL), Simple Regression Tree (SRT) and Multilayer Perceptron algorithm for artificial neural networks (MLP). Below is shown a brief description of them.
The algorithm RF10 is the classic random forests ensemble built on regression trees using the bagging technique proposed in [36] . The algorithm was configured to include 10 unpruned trees.
The KNN1 algorithm is the nearest neighbours approach applied to regression tasks as it was proposed in [37] . The algorithm was set for considering one nearest neighbour (k = 1) and no distance weighting.
The LWL algorithm is a case-based reasoning approach that firstly assign weights to the input instances and then does linear regression minimizing the mean-squared error weighted by the previous instance weights assignments. This algorithm were proposed in [38] .
SRT is a algorithm that constructs a regression tree following the procedure of the algorithm M5' proposed in [39] , using the default configuration described in such work.
The algorithm MLP constructs an artificial neural network using the multilayer perceptron classic algorithm [40] . The algorithm produces a model that is a feed-forward back-propagation neural network using an stochastic gradient descent optimizer and an architecture that includes one hidden layer with (n + c)/2 neurons (where n is the number of input features and c the number of classes, which is 1 for regression).
V. RESULTS
The algorithms ARIMA, GARCH and PSF, described in the previous section, have been used to perform 48-hour day ahead predictions (48-hour forecast horizon) at each hour of the months March to May 2016. The election of this prediction horizon was made according to particular needs that REE requested.
For the ARIMA and the GARCH algorithms, the parameters of the corresponding models have been calculated by using a one-year length electric vehicle power consumption observations. Given the patterns observed in the weekly time series, two models have been defined for each algorithm: one for Sundays and Mondays (SM models); and one for Tuesdays to Saturdays (TS models), which is also a common strategy in this scenario [41] . This implies that the differentiated time series is split into two subseries, one containing all Sundays and Mondays to calculate the SM models; and another containing the rest of the days for calculating the TS models. For the SM and the TS models, the (p, q) orders considered for both algorithms are (48, 48) and (120, 120) respectively.
In the PSF algorithm, the number of clusters, K , and the length of the window, W , are continuously recalculated for each simulation, as the historic of data increases in time. This update is automatically performed whenever the PSF simulation is required.
The rest of the section is structured as follows. Section V-A introduces the quality parameters used to compare the goodness of each algorithm. The prediction accuracy individually achieved by each algorithm (ARIMA, GARCH and PSF) is shown and explained in Section V-B. The proposed ensemble were tested using different weighting schemes and results are shown in Section V-C. The proposed ensemble with its best weighting scheme is compared with the set of benchmark algorithms in terms of effectiveness in Section V-D. In V-E, the maximum and minimum errors obtained when applying the best combinations of models and weighting coefficients will be evaluated. The weighting coefficients obtained were analysed in V-F. Finally, the convergence of the error achieved by the proposed ensemble is analzsed in Section V-G.
A. QUALITY PARAMETERS
The goodness of the predictions will be evaluated through the Weighted Absolute Percentage Error (WAPE) [42] , which, for a 48-hour prediction performed at hour h, can be calculated as follows. Although relative errors could be used for this purpose as well, absolute errors are relevant in this context, since it is needed to know the deviation in MW for a better load generation planning. WAPE is defined as follows:
where P MEAN (h) is the mean value of the real power consumption during the 48-hour prediction horizon:
being ds h the vector with the observations of the historical data from hour h + 1, with length 48; and the Mean Absolute Error (MAE(h)) for the prediction performed at hour h, which can be calculated as follows:
being p h the 48-hour prediction vector, from hour h + 1 onwards.
B. ENSEMBLE WITH ARIMA, GARCH AND PSF
For a simulation performed at hour h, historical data of electrical vehicle power consumptions up to hour h is considered available. The resulting predictions will cover from hour h+1 up to hour h + 48.
Predictions at each hour of March, April and May 2016 have been obtained with the three methods. Two different scenarios will be compared: 1) keeping fixed the models obtained at the end of February for the three-month simulations; 2) For each month, updating the ARIMA and GARCH models at the end of the previous month. Note that the PSF model is automatically updated. The WAPEs have been calculated for each simulation. Table 1 shows the monthly mean values and standard deviations (Std.) of the WAPEs for the first scenario.
As can be observed, the ARIMA algorithm presents the largest WAPE values (both means and standard deviations). With the PSF approach the errors decrease with time, while with the ARIMA and the GARCH algorithms, which are based on time series, errors in April show to be lower than errors in presented in May. In all cases, March is the month with largest errors. Given the seasonality of the time series, the models calculated for predicting one month may become outdated for predicting the subsequent months. Table 2 shows the mean and standard deviations of the WAPEs obtained in the second scenario.
As can be observed, the GARCH model doest not present a significant improvement as a consequence of the model updating, while the ARIMA algorithm improves its errors, specially during April. Despite the updated models, the errors presented in May are still larger than those presented in April.
C. WEIGHTING SCHEMES
The forecasts of the three algorithms have been weighted following three different approaches:
• 1/3 coefficients: Making a simple mean of the predictions, that is, using weighting coefficients equal to 1/3 for each method and each hour of the forecast horizon.
• Fixed coefficients: Through a weighted average, calculating the 48x3 weighting coefficients at the beginning of each month using the ensemble presented in Section IV-D, and keeping fixed these coefficients for all the simulations performed during that month.
• Updated coefficients: Through a weighted average, updating the 48x3 weighting coefficients at the beginning of each simulation. Table 3 present the monthly mean and standard deviations of the WAPEs for the three approaches.
It can be observed that the lower errors are obtained when using updated weighted coefficients which, as explained in Section IV-D, are based in a weighted least squared adjustment of the predictions performed during the previous week with respect to the corresponding real consumptions. Comparing this result with respect to the best individual monthly solutions it can be found that the PSF model shows better means for March and May; and the GARCH algorithm shows a better standard deviation for May. At a first look, the weighted solution does not always give the best solution.
Let's analyse the average of the three monthly mean WAPEs and standard deviations for the best approach of the single algorithms (this is, with the models updated for each month) and the best approach of the weighted solution (updated weighting coefficients). Table 4 shows these averages.
As can be seen, in a three-month average, the weighted solution gives in general better results than the individual algorithms. Although at one specific month or hour one of the algorithms may provide a better prediction, it is not possible to know in advance which method will give the best result. The weighted solution is better in long-term averages, as well as in deviations, which implies more robustness.
The increasing trend of the number of charging points (see Figure 2) can affect the predictability of the EV consumption time series. For such aim, the proposed ensemble was designed, as it was explained before, with the ability to change dynamically the weight assigned to PSF, GARCH and ARIMA according to the most recent values of the series (updated coefficients). As result of such weighting scheme, the WAPE error, averaged for the three tested months, was improved from 1.148 ± 0.7 (ARIMA), 0.394 ± 0.26 (PSF) and 0.398 ± 0.28 (GARCH) to 0.378 ± 0.214 (ensemble with updated coefficients).
Figures 7 to 9 show the evolution of the WAPEs throughout each predicted month.
As can be observed, the WAPEs increase with the hours of lower mean power consumption, as expected from the WAPE definition.
D. COMPARISON WITH BENCHMARK ALGORITHMS
The proposed ensemble with its updated weighting scheme was compared with the five benchmark algorithms described in section IV-E. The same hours of March, April and May 2016 using the same input data were predicted by benchmark algorithms for a fair effectiveness comparison with the proposed ensemble.
In Table 4 the WAPE values achieved by both the ensemble and each benchmark algorithm are shown. The average and standard deviation of WAPE values are indicated for each month and for all three months averaged (column 3-months).
As it can be seen in Table 4 , the updated version of the proposed ensemble achieved the best predictions, in terms of the averaged WAPE for the mean of the 3 months.
It is also noticeable that our ensemble proposal was more effective than the random forests algorithm (RF10), which is an ensemble of regression trees, except for the month of March (0.412 ± 0.290 versus 0.445 ± 0.296). A possible reason could be that GARCH and PSF (algorithms included in the proposed ensemble) achieved better performance individually (0.398 ± 0.28 and 0.394 ± 0.26, respectively in Table 1 ) than the algorithm SRT (0.495 ± 0.21 in Table 4 ), which is basically the regression tree model aggregated by the random forests algorithm.
RF10 achieved similar results to GARCH and PSF, but it overcame ARIMA. In fact, all the five benchmark algorithms overcame ARIMA. For that reason, alternative ensembles were constructed replacing ARIMA for RF10, KNN1, LWL, SRT and MLP (five alternative ensembles in total) and keeping GARCH and PSF. Results achieved with these five ensembles did not present significant differences with the proposed ensemble with ARIMA, GARCH and PSF.
E. BEST AND WORST FORECASTS
The best and the worst forecasts obtained during the threemonth hourly simulations are analysed. For these simulations, the updated models (at the beginning of each month) as well as the updated weighting coefficients (at the beginning of each simulation) are used, this is, the combination which has shown the best performance in the analyses performed during the previous sections. Figure 10 shows the 48-h prediction with largest errors, which has been performed on March 24 th , 2016, at 14:00 h. The 48 hours represented correspond to national holidays: the Holy Thursday from 14:00 onwards; the Holy Friday; and some hours of the Holy Saturday, presenting a WAPE of 2.0131. During these days, the real electric vehicle power consumption is lower than expected. 
F. WEIGHTING COEFFICIENT ANALYSIS
In this section, the monthly mean values and standard deviations of the 48 updated weighting coefficients calculated for each method are analysed (Figures 12 to 20) , where the black solid lines represent the monthly averages; the black dotted lines represent the ± average standard deviations; and the grey dashed lines represent the linear fitting of the monthly averages.
As can be observed, the average hourly coefficients obtained for the simulations of each month corresponding to the ARIMA algorithm are lower than those obtained for the others. This makes sense given the ARIMA algorithm is the one presenting the largest errors. Its average coefficients are close to zero from hour 2 onwards, and present a very flat pattern.
The GARCH and PSF algorithms show coefficients with similar order of magnitude, and with larger standard deviations than the ARIMA algorithm. Therefore, these two methods have a similar performance. As can be observed, when the values of the coefficients of the GARCH method increase, those of the PSF decrease. During the weighting process, the weight falls on one or on the other algorithm, depending on who dominates at that time.
Looking at the linear fittings, it can be seen how the GARCH algorithm shows an increasing trend within the forecast horizon, while the PSF algorithm shows a decreasing trend. This means that, in average, during the first hours the PSF is the predominant method, while the GARCH algorithm takes over while progressing in time. 
G. ERROR CONVERGENCE OF THE ENSEMBLE
The proposed ensemble with its updated weighting configuration was deeply analysed, in order to determine its error distribution across the prediction horizon. Specifically, average and standard deviation of MAE for each predicted hourahead are shown in Figures As it can be observed in Figures 21, 22 and 23, the mean MAE is highly stable across the 48 hours of the prediction VOLUME 7, 2019 horizon and it converges to 10 kW. This behaviour is very desirable for a predictive model, because the error do not increases significantly when the predicted value is far from the last observed value. Moreover, the deviation of the does not increase either. In fact, such deviation also converges approximately to 10 kW.
In addition, the distribution of error were analysed for each equal-length interval of the predicted variable (electric load of the EV). Specifically, boxplots were used to show the MAE distribution for each interval of the electric load in Figure 24 . Furthermore, Figure 25 shows an histogram of WAPE errors for the same intervals. Both figures show the error distribution for each method: ARIMA, GARCH, PSF and the updated weighting ensemble.
According to the distribution shown in Figure 24 , it can be concluded that the error of the updated ensemble is distributed in a similar way to GARCH. In turn, GARCH showed the most balanced distribution of error across the range of values of the electric load. Moreover, it is relevant to highlight here that the averaged standard deviation of error of the ensemble (0.214) is lower than those of GARCH (0.28).
ARIMA showed a different distribution of errors with respect to the rest of the algorithms. The ARIMA errors does not converge to any specific value across all the intervals analysed. Namely, the error distribution was significantly different depending on the actual value of the electric load. 
VI. CONCLUSION
A new methodology has been developed for predicting the EV consumption in an environment in which the historical data is evolving due to the rapid evolution of the penetration of this technology in the system. The study has been carried out with real data of the EV power consumption in Spain.
The algorithm developed has been implemented in the Electric Vehicle Control Center recently created by the Spanish TSO (REE) for managing and integrating the EV in Spain.
The proposal consists in a weighting average of the predictions provided by the ARIMA, GARCH and PSF algorithms, based on the weighted least squared technique. In order to evaluate the errors of the different scenarios, the WAPE errors have been used.
The results of the simulations performed show that, for the ARIMA algorithm, updating the models once a month is of special importance, while the GARCH algorithm is not so sensible in this aspect and its results are not very affected if its model is outdated during a pair of months.
Given the time series is currently being acquired and it is continuously evolving, the identification of clear stationary patterns and repetitive trends for different months is not possible. The PSF shows a better performance as time progresses, while the ARIMA and GARCH algorithms present better results in April than in May.
Regarding the results provided by the ensemble, the coefficients obtained through the weighted least squared technique give the best results, and the updating of these parameters at each simulation considerably improves the results, decreasing the averages and increasing the robustness (decreasing the standard deviation) of the WAPEs with respect to those obtained with the individual algorithms. It has been observed that the weights obtained give a greater importance to the prediction of the PSF method during the first hours within the forecast horizon, while as time progresses within it, the GARCH algorithm takes over.
The need of model coefficients and weighting coefficients updating are given by the youth of the time series, with a non monotonically increasing amount of available data in time.
Future efforts will be focused on analysing the optimal updating frequency for the model parameters and for the weighting coefficients. Another interesting improvement could be a special treatment for the holidays in order to avoid big mistakes due to anomalous consumptions that could actually be expected. The application of the proposed methodology to the time series obtained by aggregating the charging stations by type instead of aggregating by geographical zone could pose also an interesting research topic. 40 conference papers, and principal investigator and researcher in several industry, government-funded, and European research projects. His main research interests include active power optimization and control, power system analysis, and decision support tools for renewable energy production in competitive electricity markets.
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