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Abstract
A new algorithm to approximate Hermitian matrices by positive
semidefinite matrices based on modified Cholesky decompositions is
presented. The approximation error and the condition number of the
approximation can be controlled by parameters of the algorithm. The
algorithm tries to minimize the approximation error in the Frobenius
norm. It has no significant runtime and memory overhead compared to
the computation of an unmodified Cholesky decomposition. Sparsity
and positive diagonal entries can be preserved. Numerical optimiza-
tion and statistics are two fields of application in which the algorithm
can be a great improvement.
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1 Introduction
This article presents a new algorithm for approximating Hermitian matrices
by positive semidefinite matrices.
The algorithm allows to control the approximation error and the condi-
tion number of the approximation. Especially it is controllable whether the
approximation is positive definite or just positive semidefinite. It tries to
minimize the approximation error in the Frobenius norm. Asymptotically
it needs the same computation time and memory than the calculation of a
LDLH decomposition and is thus also applicable for large matrices. Spar-
sity can be preserved and diagonal elements of the approximation can be
bounded. Moreover it is numerical stable.
1.1 Positive semidefinite matrices in application examples
Positive semidefinite matrices occur in many applications like for example
statistics and numerical optimization.
Covariance and correlation matrices of random vectors, for example, are
Hermitian and positive semidefinite by definition. In addition, the diagonal
values of Correlation matrices are all one. These matrices are often unknown
in applications and are therefore estimated from samples. The estimations
are usually Hermitian but not always positive semidefinite and thus must
be approximated by a positive semidefinite matrix. Several examples where
these estimations are not necessarily positive semidefinite are presented in
[32].
Positive definite matrices are also important in numerical optimization.
A quadratic function with a positive definite matrix has a unique minimum
[26, Lemma 4.7]. Many optimization algorithms, like for example Newton’s
method [5, Chapter 9] or Quasi-Newton methods [5, Chapter 11], make use
of this. They iteratively approximate the function that should be minimized
by a quadratic function.
This approach works well if the Hessian matrix of the quadratic function
is positive definite. Often the matrix is an approximation of the Hessian
matrix of the original function. However, the approximation is not always
positive definite and thus has to be approximated by a positive definite
matrix. This is also noted in [5, Chapter 9.3], [26, Chapter 3.4] and [13,
Chapter 4.4.2].
1.2 An ideal approximation algorithm
Several algorithms for approximating Hermitian matrices by positive semi-
definite matrices exist. In order to be able to compare these, the following
criteria are established. They are inspired by the application examples men-
tioned above. A is the Hermitian matrix that should be approximated and
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B the matrix resulting from the approximation algorithm.
(R1) B is positive semidefinite.
(R2) The condition number κ(B) is low and somehow controllable by pa-
rameters of the algorithm.
(R3) The approximation error ‖B−A‖ is low and somehow controllable by
parameters of the algorithm.
(R4) The calculation of B needs O(n3) basic operations.
(R5) The calculation of B needs O(n) basic memory cells besides the mem-
ory for A and B and allows to directly overwrite A with B.
(R6) Positive diagonal entries of A can be preserved in B.
1.3 Known approximation methods
Several methods to approximate Hermitian matrices by positive semidefinite
matrices exist but neither of them fulfills all the requirements above
A method to approximate Hermitian matrix by a positive semidefinite
matrix is the shift of negative eigenvalues to non-negative eigenvalues. It
was used for example, in [19] and [32] in the context of statistics and in [26,
Chapter 3.4] and [13, Chapter 4.4.2.1] in the context of optimization.
Since an eigenvalue decomposition of the input matrix is usually calcu-
lated in order to shift negative eigenvalues, additional dense matrices have
to be stored and (R5) is not fulfilled. Furthermore diagonal entries can in
general not preserved and thus (R6) is not fulfilled as well.
Another common method, especially in optimization, is the addition of
a "sufficiently" positive definite matrix. This is, for example, the key idea
of a modified Newton’s method [14, 5, 26] and of the Levenberg-Marquardt
method [24, 25, 5]. In most cases the added matrix is a diagonal matrix
which is calculated by multiplying a predefined positive definite matrix,
like for example the identity matrix, with a sufficient big scalar. Another
approach is to determine the whole added matrix during the algorithm which
is done, for example, in [12]. Here the entries of a diagonal matrix are chosen
during the attempt to compute a LDLT decomposition. This approach is
also summarized in [13, Chapter 4.4.2.2].
However if a predefined matrix multiplied with a chosen scalar is added,
the approximation error is often large and thus (R3) might not be fulfilled
in general. Furthermore the calculation time might be very long, if several
attampts to find a suitable scalar have to be carried out. Hence (R4) might
not be fulfilled as well. Diagonal values can not be preserved with this
approach and thus (R6) is not fulfilled.
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A well-known approach, in estimating covariance or correlation matri-
ces in statistics, is a "sufficiently" convex combination with another positive
definite matrix. In this context it is based on the concept of shrinkage es-
timator [35] and is, for example, summarized in [9, 32]. Often the positive
definite matrix is a predefined diagonal matrix as well and only the convex
combination factor is determined by the algorithm, which is called shrink-
age intensity in this context. Different approaches to calculate shrinkage
intensities are presented in [4, 10, 17, 22, 23, 34, 37] for different predefined
positive definite matrices and use-cases.
However the convex combination factor must often be chosen so that
the convex combination is close to the positive definite matrix. Hence the
approximation error is often large and (R3) not fulfilled in general. Further-
more the calculation time might be very long, especially if several attempts
to find a suitable convex combination factor have to be carried out. Thus
(R4) might not be fulfilled as well.
2 Approximation by a LDLH decomposition
The algorithm MATRIX which approximates Hermitian matrices by posi-
tive semidefinite matrices is presented in this section. Therefore the algo-
rithm DECOMPOSITION is presented first which is used by the algorithm
MATRIX and calculates approximative LDLH decompositions of Hermitian
matrices.
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Algorithm 1 DECOMPOSITION
Input:
· A ∈ Cn×n Hermitian, ǫ > 0
· x ∈ (R ∪ {−∞})n, y ∈ (R ∪ {∞})n, l ∈ R ∪ {−∞}, u ∈ R ∪ {∞}
· with max{xi, l} ≤ min{yi, u} for all i ∈ {1, . . . , n}
· with |xi|, |l| ≥ ǫ or |yi|, |u| ≥ ǫ for all i ∈ {1, . . . , n}
Output:
· L ∈ Cn×n a lower triangle matrix with ones on the diagonal
· d, ω, δ ∈ Rn
· p ∈ {1, . . . , n}n
1: function decomposition(A,x, y, l, u, ǫ)
2: pi ← i for all i ∈ {1, . . . , n}
3: αi ← 0 for all i ∈ {1, . . . , n}
4: for i← 1, . . . , n do
5: select j ∈ {i, . . . , n}
6: swap pi and pj
7: swap Lik and Ljk for all k ∈ {1, . . . , i− 1}
8: S ← {(d, ω) | d, ω ∈ R, ω ≥ 0, d ∈ [l, u], |d| /∈ (0, ǫ), d + αpiω2 ∈
[xpi , ypi ]}
9: select (di, ωpi) ∈ S
10: for j ← 1, . . . , i− 1 do
11: Lij ← ωpiLij
12: end for
13: δpi ← di + ω2piαpi −Apipi
14: for j ← i+ 1, . . . , n do
15: if di 6= 0 then
16: Lji ←
(
Apjpi −
i−1∑
k=1
LjkLikdk
)
(di)
−1
17: αpj ← αpj + |Lji|2di
18: else
19: Lji ← 0
20: end if
21: end for
22: end for
23: Lii ← 1 and Lij ← 0 for all i, j ∈ {1, . . . , n} with j > i
24: return (L, d, p, ω, δ)
25: end function
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Algorithm 2 MATRIX
Input:
· A ∈ Cn×n Hermitian, ǫ > 0
· x ∈ (R ∪ {−∞})n, y ∈ (R ∪ {∞})n, l ∈ R ∪ {−∞}, u ∈ R ∪ {∞}
· with max{xi, l} ≤ min{yi, u} for all i ∈ {1, . . . , n}
· with |xi|, |l| ≥ ǫ or |yi|, |u| ≥ ǫ for all i ∈ {1, . . . , n}
Output:
· B ∈ Cn×n
1: function matrix(A,x, y, l, u, ǫ)
2: (L, d, p, ω, δ) ← DECOMPOSITION(A,x, y, l, u, ǫ)
3: qpi ← i for all i ∈ {1, . . . , n}
4: for i← 1, . . . , n do
5: Bii ← Aii + δi
6: for j ← i+ 1, . . . , n do
7: if qi > qj then
8: a← j, b← i
9: else
10: a← i, b← j
11: end if
12: if dqa 6= 0 or ωb = 0 then
13: Bij ← Aijωb
14: else
15: Bij ←
qa−1∑
k=1
LqikdkLqjk
16: end if
17: end for
18: end for
19: Bji ← Bij for all i, j ∈ {1, . . . , n} with j > i
20: return B
21: end function
2.1 Representation of the approximation matrix
The connection between the MATRIX and DECOMPOSITION algorithm
are examined in this subsection. It is proven that the matrix calculated
with MATRIX is the unpermuted version of the matrix represented by the
decomposition calculated with DECOMPOSITION. This will be crucial for
further investigation of MATRIX.
Is first shown that both algorithms are always executable. That means
that the set S in line 8 of the algorithm DECOMPOSITION is non-empty
for every valid input.
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Lemma 2.1. Let A,x, y, l, u, ǫ be some valid input for DECOMPOSITION
and
S := {(d, ω) | ω ≥ 0, d ∈ [l, u], |d| /∈ (0, ǫ), d + ω2α ∈ [x, y]}
It holds S 6= ∅.
Proof. It is required by the algorithm that
max{l, x} ≤ min{u, y}.
Thus it holds
max{l, x},min{u, y} ∈ [l, u] ∩ [x, y].
Furthermore it is required by the algorithm that
|l|, |x| ≥ ǫ or |u|, |y| ≥ ǫ.
Hence it holds
|max{l, x}| ≥ ǫ or |min{u, y}| ≥ ǫ.
Thus d ∈ [l, u] ∩ [x, y] exists with |d| ≥ ǫ and it holds (d, 0) ∈ S.
The returned value p of DECOMPOSITION is a permutation vector as
shown in the next lemma.
Lemma 2.2. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm. It holds
{pi | i ∈ {1, . . . , n}} = {1, . . . , n}.
Proof. In algorithm DECOMPOSITION, the variable p is initiated at line 2
of the algorithm so that pi = i for all i ∈ {1, . . . , n}. After its initiation,
the variable p is only changed in line 6. Here some of its components are
swapped in each iteration. Thus it holds {pi | i ∈ {1, . . . , n}} = {1, . . . , n}
at the end of the algorithm.
Next it is shown how a corresponding inverse permutation vector can be
defined.
Lemma 2.3. Let be p ∈ Nn with
{pi | i ∈ {1, . . . , n}} = {1, . . . , n}
and
qpi := i for all i ∈ {1, . . . , n}.
q is well defined and it holds
pqi = i for all i ∈ {1, . . . , n}.
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Proof. q is well defined due to Lemma 2.2. Let be i ∈ {1, . . . , n}. Due to
Lemma 2.2, a j ∈ {1, . . . , n} exists with pj = i. It holds qpj = j due to the
definition of q and thus pqi = pqpj = pj = i.
Using the return values ω and d of DECOMPOSITION and the input
matrix A, the matrix represented by the calculated decomposition can be
calculated as well.
Lemma 2.4. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm. Define D :=
diag(d) as the diagonal matrix with d on the diagonal. It holds
(LDLH)ii = Apipi + δpi for all i ∈ {1, . . . , n}
and
(LDLH)ij = Apipjωpmax{i,j} if dmin{i,j} 6= 0 or ωpmax{i,j} = 0
for all i, j ∈ {1, . . . , n} with i 6= j.
Proof. First some properties of the variable p during the execution of the
algorithm are proven. Denote the for-loop starting at line 4 of the algorithm
the main for-loop. Let be p(0) the value of the variable p directly before
the main for-loop and p(i) its value directly after its i-th iteration for each
i ∈ {1, . . . , n}. Its final value is denoted by p.
In the algorithm, the variable p is initiated first so that p
(0)
i = i for all
i ∈ {1, . . . , n}. After its initiation, the variable p is only changed in line 6.
Here in the i-th iteration for each i ∈ {1, . . . , n}, its i-th and j-th component
are swapped for some j ∈ {i, . . . , n}. So the i-th component of the variable
p is not changed anymore after the i-th iteration for each i ∈ {1, . . . , n}.
Thus it holds
pi = p
(k)
i for all i ∈ {1, . . . , n} and k ∈ {i, . . . , n}. (1)
Hence it follows
p
(i)
i 6= p(j)j for all i, j ∈ {1, . . . , n} with i 6= j. (2)
Otherwise Lemma 2.2 would be contradicted in conjunction with (1).
Next it is shown that the following holds:
For all i, k ∈ {0, . . . , n} with i > k exists exactly one
j ∈ {1, . . . , n} with pi = p(k)j and it holds j > k.
(3)
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Let be i, k ∈ {0, . . . , n} with i > k. Since the variable p is only changed due
to swaps of some components and was initiated with different values in each
component, it exists exactly one j ∈ {1, . . . , n} so that pi = p(k)j . Assume
j ≤ k holds. Then it holds pj = p(k)j due to (1). Thus pi = p(k)j = pj which
contradicts Lemma 2.2 since i 6= j. Hence j > k must hold.
Now some properties of the variables d, ω and δ in algorithm are proven.
Let be d, ω and δ the final value of the corresponding variables. The value of
di is set in the i-th iteration of the main for-loop at line 9 for all i ∈ {1, . . . , n}
and nowhere else. The values of ωpi and δpi are set in the i-th iteration
of the main for-loop at line 9 and line 13 for all i ∈ {1, . . . , n} and due
to (2) nowhere else. Furthermore due to Lemma 2.2 all ωi and δi for all
i ∈ {1, . . . , n} are set in the algorithm. Hence all entries in the variables d,
ω and δ are set once in the algorithm and are never changed after that.
Next properties of the variable L in the algorithm are proven which will
lead to the result of this lemma. Denote with L(i) the value of the variable
L directly after the i-th iteration of the main for-loop for all i ∈ {1, . . . , n}.
L denotes it final value.
The component Lij of the variable L is only changed in the j-th iteration
at line 16 or line 19, at the i-th iteration at line 11 and maybe in the k-th
iteration at line 7 for all i, j, k ∈ {1, . . . , n} with j < k ≤ i. Thus it holds
Lij = L
(k)
ij for all i, j, k ∈ {1, . . . , n} with j < i ≤ k. (4)
The only change of the value of pi at the k-th iteration might be a swap
with pk due to line 6 for all i, k ∈ {1, . . . , n} with k < i. The variable Lij
might only be changed in the k-th iteration by a swap with Lkj due to line 7
for all i, j, k ∈ {1, . . . , n} with j < k < i. Each of the swaps is done if and
only if the other is done. Hence it holds
L
(k)
ij = L
(k−1)
lj if p
(k)
i = p
(k−1)
l
for all i, j, k, l ∈ {1, . . . , n} with j < k < i
since all components of p(k) are unique for all k ∈ {1, . . . , n} due to Lemma
2.2.
Due to lines 6, 7 and 11, it holds
L
(i)
ij = ωp(i)
i
L
(i−1)
lj if p
(i)
i = p
(i−1)
l
for all i, j, l ∈ {1, . . . , n} with j < i.
From the previous three equations and equation (1) follows
Lij = ωpiL
(k)
lj if pi = p
(k)
l
for all i, j, k, l ∈ {1, . . . , n} with j ≤ k < i.
(5)
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Let be i, j ∈ {1, . . . , n} with j < i. Now consider the case that ωpi = 0
holds. Then it follows Lik = 0 for all k ∈ {1, . . . , i− 1} due to (5). Hence it
holds
(LDLH)ij =
n∑
k=1
LikLjkdk = 0 = Apipjωpi if ωpi = 0. (6)
Now consider the case that dj 6= 0. Due to (3) exists a l ∈ {j +1, . . . , n}
with pi = p
(j)
l . Hence it holds
Apipj = Ap(j)
l
p
(j)
j
due to equation (1). Due to line 16 it holds
A
p
(j)
l
p
(j)
j
= L
(j)
lj dj +
i−1∑
k=1
L
(j)
lk L
(j)
jk dk.
With equations (4) and (5) it follows
ωpiApipj = Lijdj +
i−1∑
k=1
LikLjkdk.
Since Ljj = 1 and Ljk = 0 for all k ∈ {j + 1, . . . , n}, it follows
(LDLH)ij =
n∑
k=1
LikLjkdk = Apipjωpi if dj 6= 0. (7)
Thus it follows
(LDLH)ij = Apipjωpmax{i,j} if ωpmax{i,j} 6= 0 or dmin{i,j} = 0
for all i, j ∈ {1, . . . , n} with j < i (8)
due to (6) and (7).
D is a real-valued diagonal matrix and thus Hermitian. Hence the matrix
LDLH is Hermitian as well. Since A is also Hermitian, it thus holds
(LDLH)ji = (LDLH)ij = Apipjωpi = Apipjωpi = Apjpiωpi
if ωpmax{i,j} 6= 0 or dmin{i,j} = 0 for all i, j ∈ {1, . . . , n} with j < i.
(9)
The combination of (8) and (9) results in
(LDLH)ij = Apipjωpmax{i,j} if ωpmax{i,j} 6= 0 or dmin{i,j} = 0
for all i, j ∈ {1, . . . , n} with i 6= j
which is one part of the statement of this theorem.
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Denote with α(0) the value of the variable α directly before the main
for-loop and with α(i) its value directly after its i-th iteration for each i ∈
{1, . . . , n}.
Define for every k ∈ {0, . . . , i− 1} an ik ∈ {k + 1, . . . , n} with pi = p(k)ik
which exists uniquely due to equation (3). Then it holds
α
(k)
p
(k)
ik
= α
(k−1)
p
(k)
ik
+ |L(k)ikk|2dk
for all k ∈ {1, . . . , i− 1}
due to line 17. Furthermore it holds α
(0)
pi0
= 0 due to line 3. Hence it follows
α(i−1)pi = α
(i−1)
pii−1
=
i−1∑
k=1
|L(k)ikk|2dk.
Due to 2 and line 17 it holds
α(k)pi = α
(i−1)
pi
for all k ∈ {i, . . . , n}.
Thus with (5) it follows
ω2piα
(i)
pi
=
i−1∑
k=1
|Lik|2dk.
Since Lii = 1 and Lik = 0 for all k ∈ {i+ 1, . . . , n}, it thus follows
(LDLH)ii =
n∑
j=1
|Lij |2dj = di +
j−1∑
j=1
|Lij|2dj = di + ω2piα(i)pi .
Due to line 13 and (1), it holds di + ω
2
pi
α
(i)
pi = δpi +Apipi and thus
(LDLH)ii = δpi +Apipi .
The diagonal values of the matrix calculated with MATRIX can be easily
calculated with the returned value δ of DECOMPOSITION.
Lemma 2.5. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm and
B := MATRIX(A,x, y, l, u, ǫ).
It holds
Bii = Aii + δi for all i ∈ {1, . . . , n}.
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Proof. Let be i ∈ {1, . . . , n}. In the algorithm, Bii is set at and only at
line 5 in the i-th iteration of the outer for loop at line 4. Due to this line it
holds Bii = Aii + δi.
The off-diagonal values of the matrix calculated with MATRIX can be
easily calculated with the returned value ω of DECOMPOSITION in most
cases.
Lemma 2.6. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm and
B := MATRIX(A,x, y, l, u, ǫ).
Furthermore define for all i ∈ {1, . . . , n}.
qpi := i, a(i, j) :=
{
j if qi > qj
i else
, b(i, j) :=
{
i if qi > qj
j else
.
It holds
Bij = Aijωb(i,j) if dqa(i,j) 6= 0 or ωb(i,j) = 0
for all i, j ∈ {1, . . . , n} with i 6= j.
Proof. First of all, q is well defined due to Lemma 2.3. Let be i, j ∈
{1, . . . , n} with i 6= j. First consider the case that i < j. In MATRIX,
Bij is set in and only in the i-th iteration of the outer for loop at line 4
and the j-th iteration of the inner for loop at line 6. At this iterations the
variables a and b have the the value a(i, j) and the value b(i, j), respectively,
due to line 8 and line 10. Hence it follows
Bij = Aijωb(i,j) if dqa(i,j) 6= 0 or ωb(i,j) = 0
for all i, j ∈ {1, . . . , n} with i < j
due to line 13.
Now consider the case that i > j. Then Bij is set in and only in
line 19 and it holds Bij = Bji. With the previous case follows Bij = Bji =
Ajiωb(i,j) = Ajiωb(i,j) = Aijωb(i,j) if dqa(i,j) 6= 0 or ωb(i,j) = 0 holds. Hence
it holds Bij = Aijωb(i,j) for all i, j ∈ {1, . . . , n} with i 6= j and dqa(i,j) 6= 0.
With the previous equation it follows
Bij = Bji = Ajiωb(i,j) = Ajiωb(i,j) = Aijωb(i,j)
if dqa(i,j) 6= 0 or ωb(i,j) = 0 for all i, j ∈ {1, . . . , n} with i > j.
12
Next the main theorem of this subsection states that the matrix calcu-
lated with MATRIX is the unpermuted version of the matrix represented
by the decomposition calculated with DECOMPOSITION.
Theorem 2.7. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm and
B := MATRIX(A,x, y, l, u, ǫ).
Define D := diag(d) the diagonal matrix with d as the diagonal and P ∈
R
n×n with
Pij =
{
1 if j = pi
0 else
for all i, j ∈ {1, . . . , n}.
It holds
B = P TLDLHP.
Proof. Let be
qpi := i for all i ∈ {1, . . . , n}.
Due to Lemma 2.3, q is well defined and it holds
pqi = i for all i ∈ {1, . . . , n}.
Hence with the definition of P it follows
Pqii = 1 and Pqj i = 0 for all i, j ∈ {1, . . . , n} with i 6= j.
Thus it holds
(P TLDLHP )ij =
n∑
k=0
n∑
j=0
Pki(LDL
H)klPlj = (LDL
H)qiqj
for all i, j ∈ {1, . . . , n}.
Let be i, j ∈ {1, . . . , n} with i 6= j. With Lemma 2.4 and Lemma 2.5 it
follows,
Bii = Aii + δi = Apqipqi + δpqi = (LDL
H)qiqi .
Define
k :=
{
i if qi > qj
j else
and l :=
{
j if qi > qj
i else
.
Then it holds qk = max{qi, qj} and ql = min{qi, qj}. Thus with Lemma 2.4
and Lemma 2.6 it follows
Bij = Aijωk = Apqipqjωpqk = (LDL
H)qiqj
if dql 6= 0 or ωk = 0.
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Due to line 15 of algorithm MATRIX it holds
Bij =
qj−1∑
k=1
LqikdkLqjk =
n∑
k=1
LqikdkLqjk = (LDL
H)qiqj
if dql = 0 and ωk 6= 0 and i > j.
Thus with the previous two equations it follows
Bij = (LDL
H)qiqj if i > j.
Hence it follows
Bij = Bji = (LDLH)qjqi = (LDL
H)qiqj if i < j
due to line 19 of algorithm MATRIX since LDLH is a Hermitian matrix.
Thus it holds
B = P TLDLHP.
2.2 Positive semidefinite approximation
MATRIX can be forced to produce positive-definite or positive semidefinite
matrices using a suitable value for its parameter l. First it is shown that the
values of the output d of DECOMPOSITION are finite and bounded by its
parameters l and u.
Lemma 2.8. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm. It hold
di ∈ [l, u] ∩ R and |di| /∈ (0, ǫ) for all i ∈ {1, . . . , n}.
If l ≥ 0 holds, it also holds
di ≤ yi for all i ∈ {1, . . . , n}.
Proof. In the algorithm DECOMPOSITION the variable d is only changed
in line 9. Here di is chosen at the i-th iteration of the surrounding for-loop
so that di ∈ [l, u]∩R and |di| /∈ (0, ǫ) for all i ∈ {1, . . . , n}. Apart from that
this component of d is not set or changed anymore, so it holds
di ∈ [l, u] ∩R and |di| /∈ (0, ǫ) for all i ∈ {1, . . . , n}. (10)
The variable α in the algorithm DECOMPOSITION is only changed in
line 3 and line 17. Due to this lines and (10) it holds
αi ≥ 0 for all i ∈ {1, . . . , n} if l ≥ 0. (11)
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In line 9, di is also chosen so that di + ω
2
pi
αpi ≤ yi with ωpi ≥ 0 for all
i ∈ {1, . . . , n}. With (11) it follows thus
di ≤ yi for all i ∈ {1, . . . , n} if l ≥ 0.
It can be controlled whether MATRIX calculates positive semidefinite
or positive definite approximations with its parameter l. Thus MATRIX
fulfills requirement (R1) with parameter l ≥ 0.
Theorem 2.9. Let be
B := MATRIX(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm.
• B is positive semidefinite if l ≥ 0.
• B is positive definite if l > 0.
Proof. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
and D := diag(d) the diagonal matrix of d. Define P ∈ Rn×n with
Pij =
{
1 if j = pi
0 else
for all i, j ∈ {1, . . . , n}.
P is an orthogonal matrix and hence it holds P T = P−1. With Theorem
2.7 it follows
B = P TLDLHP = P−1LDLHP.
Thus B and LDLH are similar matrices and hence have the same eigenval-
ues.
With Theorem A.2 it follows that B is positive semidefinite if Dii ≥ 0
for all i ∈ {1, . . . , n} and positive definite if Dii > 0 for all i ∈ {1, . . . , n}.
Due to Lemma 2.8 it holds
Dii ≥ l for all i ∈ {1, . . . , n}.
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2.3 Diagonal entries
MATRIX allows to define bounds for the diagonal values of the approxima-
tion. Especially diagonal values of the input matrix can be preserved.
Theorem 2.10. Let be
B := MATRIX(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm. It holds
xi ≤ Bii ≤ yi for all i ∈ {1, . . . , n}.
Proof. In the algorithm MATRIX, the algorithm DECOMPOSITION is
called first to calculate L, d, p, ω and δ. There it holds
di + ω
2
pi
αpi ∈ [xpi , ypi ]
in line 9 and
δpi = di + ω
2
pi
αpi −Apipi
in line 13 and thus also
Apipi + δpi ∈ [xpi , ypi ]
at the i-th iteration of the surrounding for loop for all i ∈ {1, . . . , n}.
The variable pi is not changed anymore after that for all i ∈ {1, . . . , n}
due to line 6. Furthermore the variable δ is not changed except in line 13.
Thus it holds
Apipi + δpi ∈ [xpi , ypi ] for all i ∈ {1, . . . , n}
at the end of the algorithm.
Due to Lemma 2.2 it holds {pi ∈ {1, . . . , n}} = {1, . . . , n} and thus
Aii + δi ∈ [xi, yi] for all i ∈ {1, . . . , n}.
Because of Lemma 2.5 it holds
Bii = Aii + δi for all i ∈ {1, . . . , n}
and thus
xi ≤ Bii ≤ yi for all i ∈ {1, . . . , n}.
A requirement on the parameters of MATRIX is that l ≤ yi and xi ≤ u
holds for all i ∈ {1, . . . , n}. So the parameters l and u must be chosen
appropriately, too. Otherwise it might not be possible to preserve the de-
sired diagonal values. Especially for positive semidefinite approximations
only non-negative diagonal values can be preserved. Nevertheless MATRIX
fulfills requirement (R6) with suitable chosen parameters x, y, l and u.
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2.4 Condition number
The condition number of the approximation calculated with MATRIX can
be controlled by its parameters l, u and y. Hence it fulfills requirement (R2)
with suitable chosen parameters.
Theorem 2.11. Let be
B := MATRIX(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm with l > 0 and
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ).
Define D := diag(d) as the diagonal matrix with d as the diagonal. It holds
κ2(L) ≤ 2
(
a
l
)n
2
, κ2(D) ≤ b
l
and κ2(B) ≤ 4 a
nb
ln+1
with a :=
1
n
n∑
i=1
yi and b := min{u, max
i=1,...,n
yi}.
Proof. B is positive definite due to Theorem 2.9. Let be P ∈ Rn×n with
Pij :=
{
1 if j = pi
0 else
for all i, j ∈ {1, . . . , n}.
P is an orthogonal matrix. Thus PBP T is positive definite as well and it
holds κ2(B) = κ2(PBP
T ).
Moreover it holds trace(B) = trace(PBP T ) by the definition of P and
Lemma 2.2. Thus with Theorem 2.10 it follows
trace(PBP T )
n
=
trace(B)
n
≤ 1
n
n∑
i=1
yi = a.
Furthermore with Theorem 2.7 it follows
PBP T = LDLH .
and it holds
l ≤ Dii ≤ min{u, yi} ≤ b for all i ∈ {1, . . . , n}
due to Lemma 2.8 since l ≥ 0.
Thus with Theorem A.3 it follows
κ2(L) ≤ 2
(
a
l
)n
2
, κ2(D) ≤ b
l
and κ2(B) ≤ 4 a
nb
ln+1
.
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2.5 Approximation error
The approximation error done by MATRIX can be easily expressed in the
Frobenius norm with the outputs δ and ω of DECOMPOSITION.
Theorem 2.12. Let be
B := MATRIX(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm with l > 0 and
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ).
It holds
‖B −A‖2F =
n∑
i=1

δ2i + 2(ωpi − 1)2
i−1∑
j=1
|Apipj |2


Proof. It holds
{pi | i ∈ {1, . . . , n}} = {1, . . . , n}
due to Lemma 2.2. Hence with Lemma 2.5 it follows
Bpipi = Apipi + δpi for all i ∈ {1, . . . , n}.
Because of Lemma 2.8 it holds
di > 0 for all i ∈ {1, . . . , n}
since l > 0. Thus it holds
Bpipj = Apipjωpmax{i,j} for all i, j ∈ {1, . . . , n} with i 6= j
due to Lemma 2.6. Thus it holds
‖B −A‖2F =
n∑
i=1
n∑
j=1
|Bij −Aij |2
=
n∑
i=1
n∑
j=1
|Bpipj −Apipj |2
=
n∑
i=1

|Bpipi −Apipi |2 +
i−1∑
j=1
(|Bpipj −Apipj |2 + |Bpjpi −Apjpi |2)


=
n∑
i=1

δ2pi +
i−1∑
j=1
(|ωpiApipj −Apipj |2 + |ωpiApjpi −Apjpi |2)


=
n∑
i=1

δ2pi + (ωpi − 1)2
i−1∑
j=1
(|Apipj |2 + |Apjpi |2)


=
n∑
i=1

δ2pi + 2(ωpi − 1)2
i−1∑
j=1
|Apipj |2

 .
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2.6 Choice of d and ω
In DECOMPOSITION the choice of ω and d at line 9 is arbitrary, apart from
that they should be in the feasible set S. Theorem 2.12 shows however that
their choice is crucial for the approximation error. Based on this theorem
the algorithm MINIMAL_CHANGE is derived which minimizes in each
iteration the additional approximation error in the Frobenius norm.
Algorithm 3 MINIMAL_CHANGE
Input:
· l, ǫ, α, β, γ ∈ R, x ∈ R ∪ {−∞}, y, u ∈ R ∪ {∞} with
· α, β ≥ 0, l, ǫ > 0
· max{l, ǫ, x} ≤ min{u, y}
· β = 0⇒ α = 0
Output:
· d, ω ∈ R
1: function minimal_change(x, y, l, u, ǫ, α, β, γ)
2: if max{l, ǫ, x− α} ≤ γ − α ≤ min{u, y − α} then
3: return (γ − α, 1)
4: end if
5: C ← ∅
6: if α = 0 then
7: C ← C ∪ {(max{l, ǫ, x,min{γ, u, y}}, 1)}
8: else
9: a← max{l, ǫ}, b← min{u, y}
10: for d ∈ {x− α, y − α} ∩R do
11: if a ≤ d ≤ b then
12: C ← C ∪ {(d, 1)}
13: end if
14: end for
15: if max{a, x} ≤ γ ≤ b then
16: C ← C ∪ {(γ, 0)}
17: end if
18: for d ∈ {a, b} ∩ R do
19: for ω ∈ {ω ∈ R | 2α2ω3 + (2α(d − γ) + β)ω − β = 0} do
20: ω ← min{max{ω,
√
max{x−d,0}
α
},
√
y−d
α
}
21: C ← C ∪ {(d, ω)}
22: end for
23: end for
24: end if
25: return (d, ω) ∈ C which minimizes (d+ ω2α− γ)2 + (ω − 1)2β
26: end function
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MINIMAL_CHANGE can be used to minimize in each iteration the
additional approximation error as proved in the next theorem.
Theorem 2.13. Let be
d, ω := MINIMAL_CHANGE(x, y, l, u, ǫ, α, β, γ)
where x, y, l, u, ǫ, α, β, γ is some valid input for the algorithm. Let be
Φ := {(d, ω) | d ∈ [max{l, ǫ}, u], ω ≥ 0, d + ω2α ∈ [x, y]}.
Furthermore let be
Ψ := {(d, ω) ∈ Φ | f(d, ω) = min
(d,ω)∈Φ
f(d, ω)}
with f : R2 → R, (d, ω) 7→ (d+ ω2α− γ)2 + (ω − 1)2β. It holds (d, ω) ∈ Ψ.
Proof. β ≥ 0 is required by the algorithm. Hence it holds
f(γ − α, 1) = 0 ≤ f(d, ω) for all (d, ω) ∈ Φ.
Thus it follows
(γ − α, 1) ∈ Ψ if (γ − α, 1) ∈ Φ.
The value (γ − α, 1) is returned by line 3 of the algorithm if and only
if (γ − α, 1) ∈ Φ holds due to line 2. Otherwise the algorithm constructs a
candidate set C and returns an element of C which minimizes f regarding
C in line 25. Hence it remains to prove that C ∩Ψ 6= ∅.
Therefore it is first shown that Ψ 6= ∅. It holds Φ 6= ∅ due to Lemma
2.1. It holds α, β ≥ 0 as required by the algorithm. Consider the case that
α 6= 0 or β 6= 0. Let be (d˜, ω˜) ∈ Φ and
Λ := {(d, ω) ∈ Φ | f(d, ω) ≤ f(d˜, ω˜)}
its sublevel set. Λ is closed since Φ is closed and f is continuous. If Φ is
bounded, Λ is bounded as well since Λ ⊆ Φ.
If Φ is unbounded, it holds
lim
k→∞
dk =∞ or lim
k→∞
ωk =∞
for all sequences
((dk, ωk))k∈N ∈ ΦN with lim
k→∞
‖(dk, ωk)‖ =∞
since d ≥ l ≥ 0 and ω ≥ 0 for all (d, ω) ∈ Φ. Thus it follows
lim
k→∞
f(dk, ωk) =∞
for all ((dk, ωk))k∈N ∈ ΦN with lim
k→∞
‖(dk, ωk)‖ =∞
(12)
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since α, β ≥ 0 and α 6= 0 or β 6= 0. Thus Λ is also bounded in this case due
to its definition.
Hence Λ is compact because it is closed and bounded. Thus f has a
minimum on Λ by Weierstrass’s theorem [33, Theorem 4.16]. This minimum
is also a minimum of f on Φ due to the definition of Λ. Thus Ψ 6= ∅ holds.
Now consider the case that α = 0 and β = 0. Then it holds
f(d, ω) = (d− γ)2 for all d, ω ∈ R
and
Φ = {(d, ω) | d ∈ [max{l, ǫ, x},min{u, y}], ω ≥ 0}.
In this case f(d, ω) has a minimum for d ∈ [max{l, ǫ, x},min{u, y}] and a
fix ω ≥ 0 with a similar argument as above. Since f(d, ω) = f(d, ω˜) holds
for all d, ω, ω˜ ∈ R, it follows Ψ 6= ∅ as well. Hence it holds Ψ 6= ∅ in any
case.
Now consider the case that α = 0. Then it holds
f(d, ω) = (d− γ)2 + (ω − 1)2β
for all d, ω ∈ R and
Φ = {(d, ω) | d ∈ [a0, b0], ω ≥ 0}
with
a0 := max{l, ǫ, x} and b0 := min{u, y}.
Then
d0 := max{a0,min{γ, b0}}
is so defined that (d0, 1) ∈ Φ and it holds
(d0, 1) ∈ Ψ ∩ Φ if α = 0.
In the algorithm the value (d0, 1) is added to the candidate set C at
line 7. Hence it holds C ∩Ψ 6= ∅ if α = 0.
Next consider the case α 6= 0. Because Ψ 6= ∅ and Ψ ⊆ Φ holds, it
follows
Ψ ∩Φ◦ 6= ∅ or Ψ ∩ ∂Φ 6= ∅ (13)
where ∂Φ denotes the boundary of Φ and Φ◦ its interior.
First consider the case that Ψ ∩ Φ◦ 6= ∅. It holds ∇f(d, ω) = 0 for all
(d, ω) ∈ Ψ ∩ Φ◦ due to [26, Theorem 12.3] and
∇f(d, ω) =
(
2(d+ ω2α− γ)
4αω(d + ω2α− γ) + 2β(ω − 1)
)
.
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Since α 6= 0 holds, it follows β 6= 0 as required by the algorithm. Thus it
follows
d = γ − α and ω = 1 for all (d, ω) ∈ Ψ ∩ Φ◦ if α 6= 0.
Hence it follows
(γ − α, 1) ∈ Φ◦ or Ψ ∩ ∂Φ 6= ∅ if α 6= 0
due to (13).
The case (γ −α, 1) ∈ Φ◦ is already considered in line 2 and line 3 of the
algorithm. Thus consider now the case (d, ω) ∈ Ψ ∩ ∂Φ. Define
a := max{l, ǫ}, b := min{u, y}.
Since α 6= 0 is assumed and α ≥ 0 is required by the algorithm, it holds
α > 0. Hence it holds
Φ ={(d, ω) | d ∈ [max{l, ǫ}, u], ω ≥ 0, d+ ω2α ∈ [x, y]}
={(d, ω) | d ∈ [max{l, ǫ},min{u, y}], ω ≥ 0, d+ ω2α ∈ [x, y]}
={(d, ω) | d ∈ [a, b], ω ≥ 0, d+ ω2α ∈ [x, y]}
={(d, ω) | d ∈ [a, b], ω ≥ 0, ω2 ∈ [(x− d)α−1, (y − d)α−1]}
={(d, ω) | d ∈ [a, b], ω ∈ [max{x− d, 0} 12α− 12 , (y − d) 12α− 12 ]}
={(d, ω) | d ∈ [a, b], ω ∈ [ωˇd, ωˆd]}
with
ωˇd :=
(
max{x−d,0}
α
) 1
2 and ωˆd :=
(
y−d
α
) 1
2
for all d ∈ R. Thus it holds
d ∈ {a, b} or ω ∈ {ωˇd, ωˆd} for all (d, ω) ∈ ∂Φ (14)
Assume that (d, ω) ∈ Ψ ∩ ∂Φ and d ∈ {a, b}. Define
Ωd := {ω ∈ R | ∂∂ωf(d, ω) = 0}.
If ω ∈ (ωˇd, ωˆd) holds, it follows ω ∈ Ωd due to [26, Theorem 12.3]. If ω = ωˇd
holds, minΩd ≤ ωˇd must hold due to (12). If ω = ωˆd holds, maxΩd ≥ ωˆd
must hold due to (12). Hence it follows
ω ∈ {min{max{ω, ωˇd}, ωˆd}} | ω ∈ Ωd}
if (d, ω) ∈ Ψ ∩ ∂Φ and d ∈ {a, b}. (15)
The values described by (15) are added to the candidate set C in the
algorithm at line 21. Hence it holds C ∩ Ψ 6= ∅ if (d, ω) ∈ Ψ ∩ ∂Φ with
d ∈ {a, b} and α 6= 0.
22
Now assume that (d, ω) ∈ Ψ ∩ ∂Φ and d ∈ (a, b). Then it follows ω ∈
{ωˇd, ωˆd} due to (14) and ∂∂df(d, ω) = 0 due to [26, Theorem 12.3]. It holds
f(d, (c− d) 12α− 12 ) = (c− γ)2 + ((c− d) 12α− 12 − 1)2β
for all c, d ∈ R. Hence it follows d = c − α if ω = (c − d) 12α− 12 since
∂
∂d
f(d, ω) = 0. Thus it follows (d, ω) = (c−α, 1) if ω = (c− d) 12α− 12 . Hence
it follows
(d, ωˆd) = (y − α, 1) if (d, ωˆd) ∈ Ψ ∩ ∂Φ
and
(d, ωˇd) = (x− α, 1) if (d, ωˇd) ∈ Ψ ∩ ∂Φ and d ∈ (a, x).
If d ∈ [x, b) holds, it holds ωˇd = 0 and thus f(d, ωˇd) = (d − γ)2 + β. Hence
it follows
(d, ω) = (γ, 0) if (d, ω) ∈ Ψ ∩ ∂Φ and d ∈ [x, b).
Summarized it holds
(d, ω) ∈ {(y − α, 1), (x − α, 1), (γ, 0)}
if (d, ω) ∈ Ψ ∩ ∂Φ and d ∈ (a, b). (16)
The values described by (16) are added to the candidate set C in the
algorithm at line 12 and line 16. Hence it holds C∩Ψ 6= ∅ if (d, ω) ∈ Ψ∩∂Φ
with d ∈ (a, b) and α 6= 0.
Thus it holds C ∩ Ψ 6= ∅ in all cases and the algorithm returns a value
in Ψ.
MINIMAL_CHANGE can be incorporated into DECOMPOSITION by
replacing line 9 with the code snippet CHOOSE_d_ω.
Algorithm 4 CHOOSE_d_ω
1: for k ← i, . . . , n do
2: if i = 1 then
3: βpk ← 0
4: else
5: βpk ← βpk + 2|Apkpi−1 |2
6: end if
7: end for
8: (dpi , ωpi)←minimal_change(xpi , ypi , l, u, ǫ, αpi , βpi , Apipi)
It can be shown easily that here the inputs for MINIMAL_CHANGE
are valid inputs.
23
2.7 Permutation
Another part of DECOMPOSITION with some flexibility in its design is
the permutation step in line 5 where the current row and column is chosen.
This choice drastically influences the output of DECOMPOSITION and
hence also of MATRIX.
A strategy is again to choose the permutation so that the additional
approximation error is minimized. To achieve this, line 8 in CHOOSE_d_ω
can be replaced by the following code snippet CHOOSE_p_d_ω.
Algorithm 5 CHOOSE_p_d_ω
1: fmin ←∞
2: for k ← i, . . . , n do
3: (d˜, ω˜)← minimal_change(xpk , ypk , l, u, ǫ, αpk , βpk , Apkpk)
4: f˜ ← (d˜+ ω˜2αpk −Apkpk)2 + (ω˜ − 1)2βpk
5: if f˜ < fmin or (f˜ = fmin and d˜ > dpj ) or (f˜ = fmin and
d˜ = dpj and ω˜ < ωpj) then
6: fmin ← f˜ , dmin ← d˜, ωmin ← ω˜, j ← k
7: end if
8: end for
9: (dpj , ωpj)← (dmin, ωmin)
For sparse matrices, especially in the context of limited memory, it might
be reasonable to choose a permutation strategy so that the lower triangle
matrix L of the LDLH decomposition of the permuted matrix has as few
non-zero entries as possible.
An extreme example, where permutation can radically reduce the num-
ber of non-zero entries, is the matrix A ∈ Rn×n with A11 = n, Ai1 = 1,
A1i = 1, Aii = 1 for all i ∈ {1, . . . , n} and Aij = 0 otherwise. This results
in a LDLH decomposition where each entry on and below the diagonal of
the lower triangle matrix L is non-zero. If, however, the example matrix
is pivoted so that the first row and the first column are now the last row
and last column, a lower triangle matrix with non-zero entries only at the
diagonal, the last row and the last columns would result.
The problem of finding a permutation so that the decomposition has
as few non-zero entries as possible is a NP-complete problem [38]. For
this reason heuristic methods are used as permutation strategies. Here sev-
eral different algorithms are available. An overview of fill-reducing ordering
methods are given in [8, Chapter 8] and in [11].
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2.8 Complexity
In the context of large matrices and limited resources, the worst case time
and space complexity of DECOMPOSITION and MATRIX are especially
important. They are compared to an unmodified LDLH decomposition algo-
rithm. Such an algorithm is given by UNMODIFIED_DECOMPOSITION.
Algorithm 6 UNMODIFIED_DECOMPOSITION
Input:
· A ∈ Cn×n Hermitian
Output:
· L ∈ Cn×n a lower triangle matrix with ones on the diagonal
· d ∈ Rn
1: function unmodified_decomposition(A)
2: for i← 1, . . . , n do
3: di ← Aii −
i−1∑
j=1
|Lij |2dj
4: for j ← i+ 1, . . . , n do
5: if di 6= 0 then
6: Lji ←
(
Aji −
i−1∑
k=1
LjkLikdk
)
(di)
−1
7: else
8: Lji ← 0
9: end if
10: end for
11: end for
12: Lii ← 1 and Lij ← 0 for all i, j ∈ {1, . . . , n} with j > i
13: return L, d
14: end function
Let TM (n), TD(n) and TU (n) be the worst case numbers of basic opera-
tions needed by MATRIX(A,x, y, l, u, ǫ), DECOMPOSITION(A,x, y, l, u, ǫ)
and UNMODIFIED_DECOMPOSITION(A), respectively, for all valid in-
puts A,x, y, l, u, ǫ with A ∈ Cn×n. Furthermore let TC(n) be the correspond-
ing worst case numbers of basic operations needed to choose p, d and ω in
DECOMPOSITION(A,x, y, l, u, ǫ). Let SM(n), SD(n), SU (n) and SC(n)
be the corresponding worst case numbers of needed memory cells. Then it
holds
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TU (n) = O(n3), SU(n) = O(n2),
TD(n) = TU (n) +O(n2) + TC(n), SD(n) = SU (n) +O(n) + SC(n),
TM (n) = TD(n) +O(n2), SM(n) = SD(n) +O(n).
Hence if it holds TC(n) = O(n2) and SC(n) = O(n), it follows
TD(n) = TU (n) +O(n2), SD(n) = SU (n) +O(n),
TM (n) = TU (n) +O(n2), SM(n) = SU (n) +O(n).
This is the case if CHOOSE_p_d_ω is used for the choice of p, d and ω.
Hence in this case the overhead in DECOMPOSITION and MATRIX com-
pared the calculation of an unmodified LDLH decomposition is negligible
and vanishes asymptotically.
2.9 Numerical stability
UNMODIFIED_DECOMPOSITION is numerically unstable for numeri-
cally singular matrices. This means that the values in the decomposition
can become arbitrary large. Therefore it is essential to take a look at the
numerical stability of MATRIX and DECOMPOSITION.
It is proven in the next theorem that the entries in the approximated
matrix calculated with MATRIX and in the approximated decomposition
calculated with DECOMPOSITION can be bounded with input parameters
of the algorithms. Hence these algorithms are numerical stable with suitable
chosen parameters.
Theorem 2.14. Let be
(L, d, p, ω, δ) := DECOMPOSITION(A,x, y, l, u, ǫ)
and
B := MATRIX(A,x, y, l, u, ǫ)
where A,x, y, l, u, ǫ is some valid input for the algorithm with l ≥ 0. Define
a := max{l, ǫ} and υ := max
i∈{1,...,n}
yi. Then it holds
|Bij | ≤ υ, |di| ≤ υ and |Lij|2 ≤ υ
a
for all i, j ∈ {1, . . . , n}.
Proof. It holds
Bii ≤ yi ≤ υ for all i ∈ {1, . . . , n} (17)
due to Theorem 2.10. B is positive semidefinite due to Theorem 2.9 because
l ≥ 0 holds. Hence it holds
0 ≤ Bii for all i ∈ {1, . . . , n}.
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and thus
|Bii| ≤ υ for all i ∈ {1, . . . , n}. (18)
Since B is positive semidefinite, the matrix(
Bii Bij
Bji Bjj
)
is positive semidefinite as well due to [15, 7.1.2] and its determinate is non-
negative due to [15, 7.1.5] for all i, j ∈ {1, . . . , n} with i 6= j. Thus it holds
|Bij| ≤
√
BiiBjj for all i, j ∈ {1, . . . , n}.
Hence it follows
|Bij | ≤ υ for all i, j ∈ {1, . . . , n}
with (17) which is one statement of this theorem.
It holds
0 ≤ l ≤ di ≤ yi ≤ υ for all i ∈ {1, . . . , n} (19)
due to Lemma 2.8. Thus it holds
|di| ≤ υ for all i ∈ {1, . . . , n}
which is another statement of this theorem.
Moreover it holds
Bpipi = (LDL
H)ii for all i ∈ {1, . . . , n}
due to Theorem 2.7. Hence it follows
|Lij |2dj ≤
n∑
k=1
|Lik|2dk = (LDLH)ii = Bpipi ≤ υ for all i ∈ {1, . . . , n}
with (18) and (19). For all i ∈ {1, . . . , n}, it follows a ≤ di due to Lemma
2.8 if di 6= 0 holds. Thus it holds
|Lij |2 ≤ υ
a
for all i, j ∈ {1, . . . , n} with dj 6= 0.
Furthermore it holds
Lii = 1 ≤ υ
a
for all i ∈ {1, . . . , n}
since
a = max{l, ǫ} ≤ min
i∈{1,...,n}
yi ≤ max
i∈{1,...,n}
yi = υ
is required by the algorithms. Hence it holds
|Lij |2 ≤ υ
a
for all i, j ∈ {1, . . . , n}
because for all i, j ∈ {1, . . . , n} with i 6= j and Lij 6= 0, it follows i > j and
dj 6= 0 due to line 19 of DECOMPOSITION. This was the last statement
to prove.
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2.10 Implementation
The algorithms MATRIX and DECOMPOSITION are implemented in the
matrix-decomposition library [31] using the Python [30] language. The li-
brary is based on NumPy [27], SciPy [20] and scikit-sparse [6]. It was ex-
tensively tested using pytest [21] and documented using Sphinx [3].
It allows to decompose sparse and dense matrices into LDLH and LLH
decomposition. If such a decomposition does not exist, it is possible to
calculate an approximation. In addition, the library provides various other
useful functions regarding matrices and its decompositions like, for example,
for solving linear systems.
The matrix-decomposition library and all required packages are open-
source. They can be installed using the cross-platform package manager
conda [2] and the appropriate channels in the Anaconda Cloud [1]. The
Python packages are also available on the Python Package Index [29] and
are thus installable with the standard Python package manager pip [28] as
well.
3 Summary
A new algorithm to approximate Hermitian matrices by positive semidefinite
matrices was presented. It tries to minimize the approximation error in the
Frobenius norm. Furthermore the condition number of the approximation
and the approximation error are controllable by parameters of the algorithm.
Especially it is controllable whether the approximation is invertible and thus
positive definite or just positive semidefinite. Moreover the algorithms allows
to preserve positive diagonal entries and sparsity of the original matrix.
The LDLH decomposition of the approximation is calculated by the
algorithm as a by-product. This makes it possible to solve corresponding
systems of linear equations or to calculate the corresponding determinant
very quickly. Moreover the algorithm needs asymptotically the same com-
putation time and memory as the calculation of a unmodified LDLH or
LLH (Choleksy) decomposition of a positive definite matrix with the same
size as the original matrix. Thus it has no significant overhead if such a
decomposition should be calculated anyway.
In contrast to standard algorithms to compute LDLH decompositions
of positive semidefinite matrices, these algorithms are numerical stable in
the sense that their computed values can not become arbitrary large with
suitable chosen parameters of the algorithms.
The new algorithm was compared to existing algorithms for approximat-
ing Hermitian matrices by positive semidefinite matrices. The new algorithm
performed best with respect to previously postulated criteria.
An open-source implementation of this algorithm using the Python lan-
guage is freely available. It is extensively tested and documented and easy
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installable.
Numerical optimization and statistics are two fields of application in
which the algorithm can be a great improvement.
A Properties of LDLH decompositions
Facts about LDLH decompositions, which are relevant for the approxima-
tion algorithms described in Section 2, are presented in this section. First a
LDLH decomposition is defined.
Definition A.1. A matrix A ∈ Cn×n has a LDLH decomposition if a lower
triangular matrix L ∈ Cn×n with ones on the diagonal and a diagonal matrix
D ∈ Rn×n exists with
A = LDLH .
L and D are then the matrices corresponding to the LDLH decomposition.
Conditions for the existence and uniqueness of LDLH decomposition are
stated in the next theorem.
Theorem A.1. Let A ∈ Cn×n be a positive semidefinite matrix. A has a
LDLH decomposition. If A is positive definite this decomposition is unique.
Proof. See [16, p. 13].
Conditions when a LDLH decomposition expresses an invertible, a posi-
tive semidefinite or a positive definite matrix are derived in the next theorem.
Theorem A.2. Let L ∈ Cn×n be a lower triangular matrix with ones on
the diagonal and D ∈ Rn×n a diagonal matrix. Define
A := LDLH .
a) A is invertible if and only if Dii 6= 0 for all i ∈ {1, . . . , n}.
b) A is positive semidefinite if and only if Dii ≥ 0 for all i ∈ {1, . . . , n}
c) A is positive definite if and only if Dii > 0 for all i ∈ {1, . . . , n}.
Proof. Because L is a lower triangular matrix with ones on the diagonal, L
is invertible. D is Hermitian because it is a real diagonal matrix. Hence, A
is Hermitian as well. By Sylvester’s law of inertia [36] extended to Hermitian
matrices [18] follows that A and D have the same number of negative, zero,
and respectively positive eigenvalues.
SinceD is a diagonal matrix, the eigenvalues of D are its diagonal values.
Hence A is invertible, positive semidefinite or positive definite if and only if
the diagonal values of D are non-zero, non-negative or positive, respectively.
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Bounds for the spectral condition number for matrices with LDLH de-
compositions and for the corresponding matrices of the decomposition are
derived in this subsection.
Theorem A.3. Let A ∈ Cn×n be a positive definite matrix. Let L and D
be the matrices of its LDLH decomposition. Then it holds
(
trace(A)
nβ
) n
2(n−1) ≤ κ2(L) ≤ 2
(
trace(A)
nα
)n
2
,
κ2(D) =
β
α
and κ2(A) ≤ 4β
α
(
trace(A)
nα
)n
with α := min
i=1,...,n
Dii and β := max
i=1,...,n
Dii.
Proof. Define B := LLH . Then it holds κ2(L) =
√
κ2(B) since κ2(AA
H) =
κ2(A)
2 for every invertible matrix A ∈ Cn×n.
L is a lower triangular matrix with ones on the diagonal. Hence, L is
invertible and det(L) = 1. Thus it holds
det(B) = det(L) det(LH) = det(L)2 = 1.
Hence, with [7], it follows
c−
1
n−1 ≤ κ2(B) ≤ 1 +
√
1− c
1−√1− c with c :=
(
n
trace(B)
)n
. (20)
Besides, it holds
trace(B) = trace(LLH) =
n∑
i,j=1
LijLij =
n∑
i,j=1
|Lij|2 = ‖L‖2F . (21)
Furthermore, it holds
‖L‖2F =
n∑
i,j=1
|Lij |2 ≥
n∑
i=1
|Lii|2 = n
and thus 0 ≤ c ≤ 1. Hence it follows
1 +
√
1− c
1−√1− c =
(1 +
√
1− c)2
(1−√1− c)(1 +√1− c) =
(1 +
√
1− c)2
c
≤ 2
2
c
. (22)
With Equation (20), (21) and (22) it follows
(
‖L‖2F
n
) n
n−1
≤ κ2(B) ≤ 4
(
‖L‖2F
n
)n
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Thus it holds
(
‖L‖2F
n
) n
2(n−1)
≤ κ2(L) ≤ 2
(
‖L‖2F
n
)n
2
. (23)
Because A is positive definite, it follows from Theorem A.2 that 0 < α.
Moreover, it holds α ≤ Dii ≤ β for all i ∈ {1, . . . , n} by definition of α and
β. Thus it holds
trace(A)
β
=
1
β
n∑
i=1
Aii =
1
β
n∑
i=1
n∑
j=1
LijDjjLij =
n∑
i=1
n∑
j=1
|Lij|2Djj
β
≤
n∑
i=1
n∑
j=1
|Lij |2 = ‖L‖2F =
n∑
i=1
n∑
j=1
|Lij |2
≤
n∑
i=1
n∑
j=1
|Lij |2Djj
α
=
1
α
n∑
i=1
n∑
j=1
LijDjjLij =
1
α
n∑
i=1
Aii =
trace(A)
α
.
Hence it follows
(
trace(A)
nβ
) n
2(n−1) ≤ κ2(L) ≤ 2
(
trace(A)
nα
)n
2
with (23).
Besides, it holds
κ2(D) =
max
i=1,...,n
|Dii|
min
i=1,...,n
|Dii| =
β
α
since D is a diagonal matrix.
Thus it follows
κ2(A) = κ2(LDL
H) ≤ κ2(L)κ2(D)κ2(LH)
= κ2(L)
2κ2(D) ≤ 4β
α
(
‖L‖2F
n
)n
,
because κ2(AB) ≤ κ2(A)κ2(B) and κ2(A) = κ2(AH) for every invertible
matrices A,B ∈ Cn×n.
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