Abstract. W. M. Schmidt, A. D. Pollington, and F. Schweiger have studied when normality with respect to one expansion is equivalent to normality with respect to another expansion. Following in their footsteps, we show that when Q is an eventually periodic basic sequence, that Q-normality and Q-distribution normality are equivalent to normality in base b where b is dependent on Q. We also show that boundedness of the basic sequence is not sufficient for this equivalence.
Introduction
Let N(b) be the set of normal numbers in base b. We say that two natural numbers r and s are equivalent, or r ∼ s, if log r log s is rational. W. M. Schmidt showed the following in [12] . A. D. Pollington strengthened W. M. Schmidt's result in [8] . Theorem 1.2 (A. D. Pollington, 1981) . Given any partition of the numbers 2, 3, · · · into two disjoint classes R and S such that equivalent numbers fall in the same class, the set N of numbers which are normal to every base from R and to no base from S has Hausdorff dimension 1.
A number-theoretic transformation T is defined by describing its action on at most countably many subsets I(k) ⊂ [0, 1] with I(k) = [0, 1] and λ(I(k) ∩ I(j)) = 0 if k = j. A condition is also placed on the Jacobian of T to ensure that T is ergodic and that there is a unique T -invariant probabilty measure µ that is absolutely continuous with respect to λ (this condition can be found in [13] ). Cylinder sets I(k 1 , · · · , k n ) are defined recursively by I(k 1 , · · · , k n ) = T (k 1 )
where A N (E, (x n )) = #{n ≤ N : x n ∈ E} for a sequence of real numbers (x n ) and an interval E. This is equivalent to the condition that the sequence (T n x) is µ-uniformly distributed mod 1. For a number-theoretic transformation T , let N(T ) be the set of normal numbers with respect to T . Generalizations of Theorem 1.1 have been considered for T -normal numbers. J. Vandehey [16] presented a corrected proof of a result announced by F. Schweiger in [13] .
Research of the authors is partially supported by the U.S. NSF grant DMS-0943870. The authors thank Joseph Vandehey for helpful discussions. J. Vandehey also showed the equivalence of normality with respect to the regular continued fraction expansion and with respect to the odd continued fraction expansion. C. Kraaikamp and H. Nakada [5] answered a conjecture of F. Schweiger [13] on normal numbers. Theorem 1.4 (C. Kraaikamp and H. Nakada, 2001 ). There exist number-theoretic transformations S and T such that N(S) = N(T ) and such that there are no positive integers m and n with S m = T n .
We will extend W. M. Schmidt's result to Cantor series expansions, a generalization of b-ary expansions. The study of normal numbers and other statistical properties of real numbers with respect to large classes of Cantor series expansions was first done by P. Erdős [15] .
The Q-Cantor series expansions, first studied by G. Cantor in [1] , are a natural generalization of the b-ary expansions.
1 A basic sequence is a sequence of integers greater than or equal to 2. Given a basic sequence Q = (q n ) ∞ n=1 , the Q-Cantor series expansion of a real number x is the (unique) 2 expansion of the form
where E 0 = ⌊x⌋ and E n is in {0, 1, · · · , q n − 1} for n ≥ 1 with E n = q n − 1 infinitely often. We abbreviate (1.1) with the notation
, and a natural number j, define
and let
We also define T Q,n (x) = q n q n−1 · · · q 1 x (mod 1). A. Rényi [10] defined a real number x to be normal with respect to Q if for all blocks B of length 1,
where N Q n (B, x) is the number of occurences of the block B in the sequence (
of the first n digits in the Q-Cantor series expansion of x. If q n = b for all n and we restrict B to consist of only digits less than b, then (1.2) is equivalent to simple normality in base b, but not equivalent to normality in base b.
1 G. Cantor's motivation to study the Cantor series expansions was to extend the well known proof of the irrationality of the number e = 1/n! to a larger class of numbers. Results along these lines may be found in the monograph of J. Galambos [4] .
2 Uniqueness can be proven in the same way as for the b-ary expansions.
A great deal of information about the b-ary expansion of a real number x may be obtained by studying the distributional properties of the sequence (b n x) ∞ n=0 . For example, it is well known that a real number x is normal in base b if and only if the sequence (b n x) is uniformly distributed mod 1. A real number x is Q-normal if 3 for all blocks B such that lim
Let N(Q) be the set of Q-normal numbers. A real number x is Q-distribution normal if the sequence (T Q,n (x)) ∞ n=0 is uniformly distributed mod 1. Let DN(Q) be the set of Q-distribution normal numbers.
Note that in base b, where q n = b for all n, the corresponding notions of Qnormality and Q-distribution normality are equivalent. This equivalence is fundamental in the study of normality in base b. Note that Q-normality and Qdistribution normality are not equivalent for all basic sequences [7] .
For an eventually periodic basic sequence Q, we define a period of Q to be a tuple (c 1 , c 2 , · · · , c m ) such that Q can be written as
The main goal of this paper will be to prove the following theorem. Then for any real number x, the following are equivalent:
Note that Theorem 1.5 is an extension of one direction of Schmidt's result to Cantor series expansions. Some of the ideas in J. Vandehey's proof of Theorem 1.3 were used in the proof of Theorem 1.5. We also prove the following theorem which shows some limitations on how much Theorem 1.5 can be generalized. Theorem 1.6. For every real number x and integer g ≥ 2, there exists a basic sequence Q = (q n ) where q n = g kn for some sequence of natural numbers (k n ) such that x / ∈ N(Q) ∪ DN(Q). Thus there exists a basic sequence Q = (q n ) where q n = g kn for some sequence of natural numbers (k n ) such that N(g) = N(Q) and N(g) = DN(Q).
Proofs
We will need the following theorem due to I. I. Shapiro-Pyatetskii in [14] . 
then x is normal in base b.
3 We choose to take a slightly different definition for Q-normality than is used elsewhere in the literature. Our definition is more appropriate for bounded basic sequences.
Proof. Let B be a block of length ℓ such that lim n→∞ Q n (B) = ∞. If x = 0.E 1 E 2 · · · w.r.t. Q, then Thus, we may assume that Q is periodic, with period (c 1 , c 2 , · · · , c m ) of minimal length. If m = 1, then we are in the b-ary case so the statements hold trivially. Thus we may assume that m > 1.
• (1) =⇒ (3). Suppose that x is normal in base b. Then the sequence (b n x) is u.d. mod 1. Note that the sequence (T Q,n (x)) can be decomposed into the subsequences (T Q,mn+r (x)) for 0 ≤ r < m, and each subsequence (T Q,mn+r (x)) can be rewritten as (b n c 1 c 2 · · · c r x). Since c 1 c 2 · · · c r x is an integer multiple of a number that is normal in base b, the real number c 1 c 2 · · · c r x is normal in base b, so (T Q,mn+r (x)) is u.d. mod 1. Thus, the sequence (T Q,n (x)) is u.d. mod 1, so x is Q-distribution normal.
• (3) =⇒ (1). Suppose (T Q,n (x)) is u.d. mod 1. Then for any interval
Thus by Theorem 2.1, we have (b n x) is u.d. mod 1, so x is normal in base b.
• (1) =⇒ (2) . Suppose that x is normal in base b.
be a block of digits of length k. The block B occurs at position n in x if and only if
is the Q-Cantor series expansion of x. That is, if n ≡ r mod m, then T Q,n−1 (x) ∈ J r (B). Thus
Since x is normal in base b, the sequence (b n x) is u.d. mod 1. By (2.1)
Moreover, 
Let B ∈ B. Then for r = 0, we have that J r (B) = ∅, so
We will show that the union of all intervals of the form J 0 (B) has full measure. To do this, let
Let C 0 = [0, 1] and define recursively C i = {x ∈ C i−1 : E mi+r = c r − 1 for some 0 ≤ r < m}.
But these C i 's are the sets of real numbers that do not contain the block B = (c m − 1,
Let E ⊆ [0, 1] be an interval. Since x is Q-normal, any block B ∈ B must occur infinitely often, so T Q,n (x) / ∈ C for all n. So for all n, we have that A n (E, (T Q,mn (x))) = A n (E − C, (T Q,mn (x))). Furthermore, since C is a null set, for each ǫ > 0 we can find finitely many blocks (
Similarly, we have that
Since ǫ was arbitrary,
Finally, since (T Q,n (x)) never lies in C, we have that
so (b i x) is u.d. mod 1. Thus x is normal in base b.
Proof of Theorem 1.6. Set Q = (g 2 , g 2 , g 2 , · · · ) and let x = .d 1 d 2 d 3 · · · w.r.t. Q be a real number. If x is not Q-normal (and therefore not Q-distribution normal), then we are done. If x is Q-normal (and therefore Q-distribution normal), then construct a new basic sequence P as follows Note that if x = .e 1 e 2 e 3 · · · w.r.t. P , then e i = g 2 − 1 for all i. Since x is Q-normal (and therefore Q-distribution normal) x is not P -normal as p n = g 2 infinitely often and P is bounded. Consider the interval [0, 2/g). Note that T P,i (x) ∈ E if and only if e i < 2 when p i = g or e i < 2g when p i = g 2 . Thus
A n (E, (T P,i (x))) = 
