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a b s t r a c t
We call a sum a1+a2+· · ·+ak a partition of n of length k if a1, a2, . . . , ak and n are positive
integers such that a1 ≤ a2 ≤ · · · ≤ ak and n = a1 + a2 + · · · + ak. For i = 1, 2, . . . , k, we
call ai the ith part of the sum a1 + a2 + · · · + ak. Let Pn,k be the set of all partitions of n of
length k. We say that two partitions a1+a2+· · ·+ak and b1+b2+· · ·+bk strongly intersect
if ai = bi for some i. We call a subset A of Pn,k strongly intersecting if every two partitions
in A strongly intersect. Let Pn,k(1) be the set of all partitions in Pn,k whose first part is 1. We
prove that if 2 ≤ k ≤ n, then Pn,k(1) is a largest strongly intersecting subset of Pn,k, and
uniquely so if and only if k ≥ 4 or k = 3 ≤ n ∉ {6, 7, 8} or k = 2 ≤ n ≤ 3.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
Unless otherwise stated, we shall use small letters such as x to denote positive integers or functions or elements of a set,
capital letters such as X to denote sets, and calligraphic letters such asF to denote families (that is, sets whose elements are
sets themselves). We call a set A an r-element set if its size |A| is r (that is, if it contains exactly r elements). For any integer
n ≥ 1, the set {1, . . . , n} of the first n positive integers is denoted by [n].
In the literature, a sum a1+a2+· · ·+ak is said to be a partition of n of length k if a1, a2, . . . , ak and n are positive integers
such that n = a1+ a2+· · ·+ ak. If a1+ a2+· · ·+ ak is a partition, then a1, a2, . . . , ak are said to be its parts. Two partitions
that differ only in the order of their parts are considered to be the same. Thus, we can refine the definition of a partition as
follows. We call a tuple (a1, . . . , ak) a partition of n of length k if a1, . . . , ak and n are positive integers such that n =ki=1 ai
and a1 ≤ · · · ≤ ak. We will be using the latter definition throughout the rest of the paper.
For any n, let Pn be the set of all partitions of n, and for any k, let Pn,k be the set of all partitions of n of length k. Thus, Pn,k
is non-empty if and only if 1 ≤ k ≤ n. Moreover, Pn = ni=1 Pn,i. For any set A of integer partitions, let A(1) denote the set
of all partitions in Awhich have 1 as their first entry. Thus
Pn,k(1) = {(a1, . . . , ak) ∈ Pn,k: a1 = 1} and Pn(1) =
n
i=1
Pn,i(1).
Note that |Pn(1)| = |Pn−1| and |Pn,k(1)| = |Pn−1,k−1|. To the best of the author’s knowledge, no closed-form expression is
known for |Pn| and |Pn,k|; for more about these values, we refer the reader to [4].
We say that (a1, . . . , ar) strongly intersects (b1, . . . , bs) if ai = bi for some i ≤ min{r, s}. If A is a set of integer partitions
such that every two partitions in A strongly intersect (that is, for every a, b ∈ A, a strongly intersects b), then we say that A
is strongly intersecting.
It is natural to ask how large a strongly intersecting subset of Pn,k or Pn can be. We provide the answer to this question
and also determine the extremal structures. The classical Erdős–Ko–Rado (EKR) Theorem [28] inspired many problems and
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results of this kind in extremal set theory; see [12,14,24,30,31]. Pn,k is a subset of the set [n]k of all k-tuples with entries in
[n]; the problem for strongly intersecting subsets of [n]k attractedmuch attention (see, for example, [2,5,11,32,33,37,46,52])
and is completely solved [2,33]. A weaker definition of intersection for integer partitions simply requires that they have at
least one common part; more precisely, we say that (a1, . . . , ar) intersects (b1, . . . , bs) if ai = bj for some i ∈ [r] and j ∈ [s].
The problem based on this definition is treated in [9] and turns out to be significantly more difficult; it is solved for n suffi-
ciently large depending on k.
The following is our first result.
Theorem 1.1. If 2 ≤ k ≤ n and A is a strongly intersecting subset of Pn,k, then
|A| ≤ |Pn−1,k−1|,
and equality holds if A = Pn,k(1).
Proof. Let f : A → Pn,k(1) be the function that maps (a1, . . . , ak) ∈ A to the partition (a′1, . . . , a′k) with a′k = ak +
(k− 1)(a1 − 1) and a′i = ai − (a1 − 1) for each i ∈ [k− 1] (note that, since a′1 = 1 and a1 ≤ a2 ≤ · · · ≤ ak, we indeed have
(a′1, . . . , a
′
k) ∈ Pn,k(1)).
Suppose that (a1, . . . , ak) and (b1, . . . , bk) are partitions in A that aremapped by f to the same partition (c1, . . . , ck). Thus
ak+ (k− 1)(a1− 1) = ck = bk+ (k− 1)(b1− 1) and ai− (a1− 1) = ci = bi− (b1− 1) for each i ∈ [k− 1]. Therefore, bk =
ak + (k− 1)(a1 − b1) and bi = ai − (a1 − b1) for each i ∈ [k− 1]. Since A is strongly intersecting, we have aj = bj for some
j ∈ [k], and hence a1 − b1 = 0. Thus bi = ai for each i ∈ [k], and hence (a1, . . . , ak) = (b1, . . . , bk).
Therefore, f is an injective function, and hence the size of the domain A of f is at most the size of the co-domain Pn,k(1)
of f . 
In the next section, we also determine precisely when Pn,k(1) is the only strongly intersecting subset of Pn,k that attains
the bound above. It turns out that this holds for k ≥ 4, and also for k = 3 unless 6 ≤ n ≤ 8.
Theorem 1.2. For 2 ≤ k ≤ n, Pn,k(1) is the unique strongly intersecting subset of Pn,k of maximum size if and only if k ≥ 4 or
k = 3 ≤ n ∉ {6, 7, 8} or k = 2 ≤ n ≤ 3.
From Theorem 1.1 we obtain the following.
Theorem 1.3. For n ≥ 1, Pn(1) is a strongly intersecting subset of Pn of maximum size, and uniquely so unless n = 2.
Proof. The result is trivial for n = 1. If n = 2, then Pn(1) = {(1, 1)} and {(2)} are the only two strongly intersecting subsets
of Pn. Now consider n ≥ 3. Let A be a strongly intersecting subset of Pn. For each k ∈ [n], let Ak = A ∩ Pn,k. Thus A1, . . . , An
are strongly intersecting, and |A| =nk=1 |Ak|. Let a ∈ Pn,1. Thus a = (n). No partition in Pn\{a} strongly intersects a. Thus,
if a ∈ A, then A = {a}, and hence |A| = 1 < |Pn(1)|. Now suppose a ∉ A. Thus A1 = ∅ (as Pn,1 = {a}). By Theorem 1.1, |Ak| ≤
|Pn,k(1)| for each k ∈ [n]. Thuswehave |A| =nk=2 |Ak| ≤nk=2 |Pn,k(1)| = |Pn(1)|. Pn,n has only onepartition e, namely e =
(1, . . . , 1). If e ∈ A, then each partition in A strongly intersects e, and hence A ⊆ Pn(1). If e ∉ A, then An = ∅, and hence |A| =n−1
k=2 |Ak| ≤
n−1
k=2 |Pn,k(1)| <
n
k=2 |Pn,k(1)| = |Pn(1)|. 
As indicated above, Theorem 1.1 is an analogue of the EKR Theorem [28]. A family A of sets is said to be intersecting if
every two sets inA intersect (that is, if A ∩ B ≠ ∅ for every A, B ∈ A). For any set X , let 2X denote the power set of X (that
is, the family of all subsets of X), and let

X
r

denote the family of all r-element subsets of X . The EKR Theorem says that
if r ≤ n/2 and A is an intersecting subfamily of

[n]
r

, then |A| ≤

n−1
r−1

, and equality holds if A = {A ∈

[n]
r

: 1 ∈ A}.
Theorem 1.3 is analogous to another well-known result in [28], which says that ifA is an intersecting subfamily of 2[n], then
|A| ≤ 2n−1, and equality holds ifA = {A ∈ 2[n]: 1 ∈ A}.
Theorems 1.1–1.3 can also be phrased in terms of intersecting subfamilies of a family. For any integer partition a =
(a1, . . . , ak), let Sa be the set {(1, a1), . . . , (k, ak)}. Let Pn = {Sa: a ∈ Pn} and Pn,k = {Sa: a ∈ Pn,k}. There is a one-to-one
correspondence betweenPn and Pn, and similarly forPn,k and Pn,k. Clearly, two integer partitions a and b strongly intersect
if and only if Sa and Sb intersect. Thus, Theorems 1.1 and 1.2 say that for 2 ≤ k ≤ n, {A ∈ Pn,k: (1, 1) ∈ A} is a largest
intersecting subfamily of Pn,k, and uniquely so if and only if k ≥ 4 or k = 3 ≤ n ∉ {6, 7, 8} or k = 2 ≤ n ≤ 3. Theorem 1.3
says that {A ∈ Pn: (1, 1) ∈ A} is a largest intersecting subfamily of Pn, and uniquely so unless n = 2.
EKR-type results have been obtained for families that have a symmetric structure (see [16, Section 3.2], [58]) and have
sizes that are known precisely (such as the family of r-element subsets of a set [1,22,28,29,45,59], families of permuta-
tions/injections [13,19,20,23,25,35,47,49–51,57], families of integer sequences/functions/labeled sets/signed sets [2,5–8,10,
11,13,24,26,27,32,33,37,46,52,53], and families of vector spaces [24,34,36,41]) or have a structure that enables the use of
the compression technique [30,39,43] and induction (as are power sets [3,28,44], certain hereditary families [15,21,54,55],
families of separated sets [56], families of independent r-element sets of certain graphs [17,18,38–40,42,60], and families
of set partitions [48]). One of the main motivating factors behind this paper is that although the familiesPn andPn,k do not
have any of these structures and we do not even know their sizes precisely, we have a complete characterisation of their
largest intersecting subfamilies (note that by Theorem 1.2 it only takes a straightforward exhaustive check to determine the
extremal subfamilies for the cases in which Pn,k(1) is not the unique largest intersecting subfamily of Pn,k.).
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We proceed by giving the proof of Theorem 1.2. Then, in Section 3, we suggest a conjecture as a natural generalisation of
Theorem 1.1.
2. Proof of Theorem 1.2
This section is entirely dedicated to the proof of Theorem 1.2, which is obtained by extending the proof of Theorem 1.1.
Proof of Theorem 1.2. Consider first k = 2. Pn,2(1) consists of the partition (1, n−1) only. If 2 ≤ n ≤ 3, then Pn,2 = Pn,2(1).
If n ≥ 4, then (2, n−2) is a partition in Pn,2, and hence {(2, n−2)} is a strongly intersecting subset of Pn,2 of size |Pn,2(1)| = 1.
Next, consider k = 3 and n ∈ {6, 7, 8}. We have that {(1, 2, 3), (2, 2, 2)} is a strongly intersecting subset of P6,3 that is as
large as P6,3(1) = {(1, 1, 4), (1, 2, 3)}, {(1, 2, 4), (1, 3, 3), (2, 2, 3)} is a strongly intersecting subset of P7,3 that is as large
as P7,3(1) = {(1, 1, 5), (1, 2, 4), (1, 3, 3)}, and {(1, 2, 5), (1, 3, 4), (2, 2, 4)} is a strongly intersecting subset of P8,3 that is
as large as P8,3(1) = {(1, 1, 6), (1, 2, 5), (1, 3, 4)}.
Now consider the case where n and k are not as above. Thus we have
k ≥ 4 or k = 3 ≤ n ∉ {6, 7, 8}. (1)
Let A be a strongly intersecting subset of Pn,k. Define f as in the proof of Theorem 1.1. As proved in Theorem 1.1, f is injective.
Let e be the partition (e1, . . . , ek) in Pn,k(1)with e1 = · · · = ek−1 = 1 and ek = n− (k− 1).
If (a1, . . . , ak) is a partition in Pn,k that strongly intersects e, then, since a1 ≤ · · · ≤ ak and ak = n − (a1 + · · · + ak−1),
we have a1 = · · · = aj = 1 for some j ∈ [k− 1], and hence (a1, . . . , ak) is in Pn,k(1). Thus, if e is in A, then A ⊆ Pn,k(1).
Now suppose that e is not in A. We will show that |A| < |Pn,k(1)|, which completes the proof.
If no partition in A is mapped to e by f , then f is not surjective, and hence the size of the domain A of f is smaller than
the size of the co-domain Pn,k(1) of f .
Suppose that A does contain a partition a = (a1, . . . , ak) that is mapped to e by f . Thus a1 = · · · = ak−1 = j for some
j ≥ 1, and ak = n− (k− 1)j ≥ a1. Since e ∉ A, we have a ≠ e, and hence j ≠ 1. Thus
j ≥ 2. (2)
Since j = a1 ≤ ak = n− (k− 1)j, we have
n ≥ kj. (3)
Let b be the partition (b1, . . . , bk) in Pn,k(1)with
b1 = · · · = bk−2 = 1, bk−1 =

n− (k− 2)
2

, bk =

n− (k− 2)
2

.
By (2), bi ≠ ai for each i ∈ [k − 2]. We also need to compare bk−1 and bk with ak−1 and ak, respectively. We treat the case
where n− k is odd separately from the case where n− k is even.
Case 1: n− k is odd. Thus bk−1 = n2 − k2 + 12 and bk = n2 − k2 + 32 .
Suppose n ≤ kj+ 1. By (3), kj ≤ n ≤ kj+ 1. If k = 3, then, by (1) and (2), j ≥ 3. We have
bk−1 − ak−1 = n2 −
k
2
+ 1
2
− j ≥ kj
2
− k
2
+ 1
2
− j = 1
2
(k− 2)(j− 1)− 1
2
,
and hence, given that either k ≥ 4 and j ≥ 2 or k = 3 and j ≥ 3, we obtain
bk−1 − ak−1 > 0.
Also,
bk − ak = n2 −
k
2
+ 3
2
− n+ (k− 1)j = kj− j− k
2
− n
2
+ 3
2
≥ kj− j− k
2
− kj+ 1
2
+ 3
2
= 1
2
(k− 2)(j− 1) > 0.
Thus bi ≠ ai for each i ∈ [k], that is, b does not strongly intersect a. Hence b ∉ A. Suppose that A contains a partition
d = (d1, . . . , dk) that is mapped to b by f . By definition of f , bk = dk + (k − 1)(d1 − 1) and bi = di − (d1 − 1) for each
i ∈ [k− 1]. Since d ∈ A and b ∉ A, we have d ≠ b, and hence d1 ≠ 1. Thus d1 ≥ 2, and hence dk−1 ≥ bk−1 + 1 and bk > dk.
Thus, since bk = bk−1 + 1, we have dk−1 > dk, which contradicts d ∈ Pn,k. Therefore, no partition in A is mapped to b by f .
Thus f is not surjective, and hence |A| < |Pn,k(1)|.
Now suppose n ≥ kj+ 2. We have
bk−1 − ak−1 = n2 −
k
2
+ 1
2
− j ≥ kj+ 2
2
− k
2
+ 1
2
− j = 1
2
(k− 2)(j− 1)+ 1
2
> 0,
and hence bk−1 ≠ ak−1. If we also have bk ≠ ak, then |A| < |Pn,k(1)| follows as in the case n ≤ kj+ 1.
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Suppose bk = ak. Thus n2 − k2 + 32 = n− (k− 1)j, which yields n = 2kj− 2j− k+ 3. Let ck = bk + 1, ck−1 = bk−1 − 1,
and ci = bi = 1 for each i ∈ [k− 2]. Thus ck = ak + 1, ci = 1 < j = ai for each i ∈ [k− 2], and
ck−1 − ak−1 = n2 −
k
2
+ 1
2
− 1− j = 1
2
(2kj− 2j− k+ 3)− k
2
− 1
2
− j = (k− 2)(j− 1)− 1.
Suppose k = 3 and j = 2; since n = 2kj − 2j − k + 3, we obtain n = 8, which contradicts (1). Thus, by (2), j ≥ 3 if k = 3.
Thus ck−1 − ak−1 ≥ 1, and hence ck−1 > ak−1. Let c = (c1, . . . , ck). Since c1 ≤ · · · ≤ ck andki=1 ci = n, c ∈ Pn,k. We have
shown that ci ≠ ai for each i ∈ [k], meaning that c does not strongly intersect a. Hence c ∉ A. Now c is an element of the
co-domain Pn,k(1) of f .
Suppose that A contains a partition d = (d1, . . . , dk) that is mapped to c by f . Let h = d1 − 1. By definition of
f , dk = ck−(k−1)h and di = ci+h for each i ∈ [k−1]. Since d ∈ A and c ∉ A, we have d ≠ c, and hence h ≠ 0. Thus h ≥ 1.
Since dk−1 ≤ dk, we have ck−1+ h ≤ ck− (k− 1)h, which yields kh ≤ ck− ck−1 = (bk+ 1)− (bk−1− 1) = 3. It follows that
k = 3 and h = 1. Recall that from k = 3 we obtain j ≥ 3. Thus we have d1 = 2 < j = a1, d2 = dk−1 = ck−1+h > ak−1 = a2
(since ck−1 > ak−1), and d3 = dk = ck − (k− 1)h = ck − 2 = (bk + 1)− 2 = ak − 1 = a3 − 1. Thus di ≠ ai for each i ∈ [k],
meaning that d does not strongly intersect a; but this is a contradiction since A is strongly intersecting.
Therefore, no element of the domain A of f is mapped to c. Thus f is not surjective, and hence |A| < |Pn,k(1)|.
Case 2: n− k is even. Thus bk−1 = bk = n2 − k2 + 1. By an argument similar to that for Case 1, |A| < |Pn,k(1)|. 
3. A conjecture
The definitions of a strongly intersecting set of integer partitions and of an intersecting family of sets generalise as follows.
We say that (a1, . . . , ar) and (b1, . . . , bs) strongly t-intersect if for some t-element subset T of [min{r, s}], ai = bi for each
i ∈ T . A set A of integer partitions is said to be strongly t-intersecting if every two partitions in A strongly t-intersect. A family
A is said to be t-intersecting if |A ∩ B| ≥ t for every A, B ∈ A. Thus, an intersecting family is a 1-intersecting family.
In addition to the EKR Theorem (see Section 1), it was also proved in [28] that if n is sufficiently larger than r , then the
size of any t-intersecting subfamily of

[n]
r

is at most
 n−t
r−t

, and hence {A ∈

[n]
r

: [t] ⊂ A} is a largest t-intersecting
subfamily of

[n]
r

. The complete solution for any n, r and t is given in [1]; it turns out that {A ∈

[n]
r

: [t] ⊂ A} is a largest
t-intersecting subfamily of

[n]
r

if and only if n ≥ (r − t + 1)(t + 1) (see also [29,59]).
We now suggest a conjecture for strongly t-intersecting subsets of Pn,k. For any set A of integer partitions, let A(t) denote
the set of all partitions in Awhose first t entries are 1. Thus, for 1 ≤ t ≤ k ≤ n,
Pn,k(t) = {(a1, . . . , ak) ∈ Pn,k: a1 = · · · = at = 1} and Pn(t) =
n
i=t
Pn,i(t).
Note that |Pn(t)| = |Pn−t | and |Pn,k(t)| = |Pn−t,k−t |.
Conjecture 3.1. For t + 1 ≤ k ≤ n, Pn,k(t) is a strongly t-intersecting subset of Pn,k of maximum size.
Theorem 1.1 verifies this for t = 1. If this conjecture is true, then, by an argument similar to that for Theorem 1.3, we get
that for n ≥ t, Pn(t) is a strongly t-intersecting subset of Pn of maximum size.
Proposition 3.2. Conjecture 3.1 is true for n ≤ 2k− t + 1.
Proof. By Theorem 1.1, wemay assume that t ≥ 2. Suppose n ≤ 2k− t+1. For any c = (c1, . . . , ck) ∈ Pn,k, let Lc = {i ∈ [k]:
ci = 1}, and let lc = |Lc|.
Let c = (c1, . . . , ck) ∈ Pn,k. We have 2k− t + 1 ≥ n =i∈Lc ci +j∈[k]\Lc cj ≥i∈Lc 1+j∈[k]\Lc 2 = lc + 2(k− lc) =
2k− lc. Thus lc ≥ t−1, and equality holds only if n = 2k− t+1 and cj = 2 for each j ∈ [k]\Lc. Since c1 ≤ · · · ≤ ck, Lc = [lc].
Let A be a strongly t-intersecting subset of Pn,k. If la ≥ t for each a ∈ A, then A ⊆ Pn,k(t). Suppose that la = t − 1 for
some a = (a1, . . . , ak) ∈ A. Thus, by the above, we have n = 2k − t + 1, ai = 1 for each i ∈ [t − 1], aj = 2 for each
j ∈ [k]\[t − 1], and Pn,k = Pn,k(t) ∪ {a}. Let b be the partition (b1, . . . , bk) in Pn,k(t) with bk = n− k+ 1 = k− t + 2 and
bi = 1 for each i ∈ [k− 1]. Since a and b do not strongly t-intersect, b ∉ A. Thus |A| ≤ |Pn,k| − 1 = |Pn,k(t)|. 
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