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Abstract
The health of rich, developed nations has seen drastic improvement
in the last two centuries. For it to continue improving at a similar
rate new or improved diagnostic and treatment technologies are re-
quired, especially for those diseases such as cancer which are forecast
to constitute the majority of disease burden in the future. Optical
techniques such as microscopy have long played their part in the diag-
nostic process. However there are several new biophotonic modalities
that aim to exploit various interactions between light and tissue to pro-
vide enhanced diagnostic information. Many of these show promise in
a laboratory setting but few have progressed to a clinical setting. We
have designed and constructed a flexible, multi-modal, multi-spectral
laparoscopic imaging system that could be used to demonstrate several
different techniques in a clinical setting.
The core of this system is a dynamic hyperspectral illumination sys-
tem based around a supercontinuum laser and Digital Micromirror
Device that can provide specified excitation light in the visible and
near infra-red ranges. This is a powerful tool for spectroscopic tech-
niques as it is not limited to interrogating a fixed range of wavelengths
and can switch between excitation bands instantaneously. The exci-
tation spectra can be customised to match particular fluorophores or
absorption features, introducing new possibilities for spectral imaging.
A standard 10 mm diameter rigid endoscope was incorporated into
the system to reduce cost and demonstrate compatibility with existing
equipment. The polarization properties of two commercial endoscopes
were characterised and found to be unsuited to current polarization
imaging techniques as birefringent materials used in their construction
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introduce complex, spatially dependent transformations of the polar-
ization state. Preliminary exemplar data from phantoms and ex vivo
tissue was collected and the feasibility and accuracy of different anal-
ysis techniques demonstrated including multiple class classification al-
gorithms. Finally, a novel visualisation method was implemented in
order to display the complex hyperspectral data sets in a meaningful
and intuitive way to the user.
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1 Introduction
1.1 Continuing Problems in Global
Health
There is little doubt that world health is, by any standard, better than
it has been in the past. The continuing advance of medical knowl-
edge has identified a vast catalogue of human ailments, and produced
a slightly smaller inventory of treatments. Public health programs
have built hospitals, sewage treatment plants and eradicated diseases
such as smallpox through the inoculation of the majority of the world
population.
The result of these efforts has been a steadily increasing life ex-
pectancy in the developed world, which continues rising even in the
21st century. In the United Kingdom, over the last twenty years the
life expectancy at birth has risen from 76 to 80 years of age [1]. The
World Health Organisation estimates that in 2004 low income coun-
tries lost 234 Life Years per 1000 population, compared to 103 Years in
medium income countries and only 55 in high income countries [1].The
Years of Life Lost measure describes the number of extra years some-
one could have expected to live, if they died of natural causes instead
of a particular disease or injury. It hence weights more strongly deaths
that occur at an early age than those that occur in old age. Whilst
this reduction is a remarkable achievement that should be celebrated,
there are some unfortunate drawbacks. 69% of low income countries’
disease burden is caused by infectious diseases, infant mortality and
malnutrition, corresponding to 161.5 Life Years per 1000 population.
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In rich countries this has been reduced to just 4.4 Life Years. How-
ever, the number of Life Years lost to non-communicable conditions
such as cardiovascular disease and cancer is only slightly less in rich
than poor countries, at 49.14 and 42.35 Life Years respectively. The
consequence of this is that non-communicable diseases account for 77%
of the disease burden in rich nations.
This presents numerous problems to the health systems of developed
nations. Conditions such as heart disease do not often present symp-
toms until they already at an advanced, difficult to treat stage. They
can require lengthy, expensive treatment and the patient may never
return to full health. Some diseases cannot be cured at all, instead
requiring a life-long regimen of drugs to maintain the patient’s health.
The two leading causes of death in the developed world are now car-
diovascular disease and cancer [2], which by itself accounted for 12.5%
of worldwide deaths in 2002. Cancer is particularly worrying, both be-
cause it is difficult to treat and the number of new cases is expected to
grow by half in the next ten years, while the five-year survival rate is
only 50-60% in the developed world, and just 30-40% in the developing
world [2]. There are many reasons for this. Foremost is the fact that
‘cancer’ can affect almost any part of the body. Lung, breast, testic-
ular, colon, stomach and skin cancer may share the same name, but
have different causes, pathologies and treatment methods. Almost as
important is the fact that many cancers are mostly asymptomatic in
the early, easily treatable stages. Widespread screening programs exist
for only a small number of cancers, in particular cervical cancer. Even
in the developed world screening programs are prohibitively expensive
and invasive, as the gold standard for most cancer diagnoses is a biopsy
followed by histopathological examination [3]. In the developing world,
the infrastructure for such examination simply does not exist.
Along with finding a viable method of screening for cancer, there
are also the issues of tumour identification, localisation and removal.
Precisely pinpointing a tumour for surgical resection can be difficult.
For instance, there is ongoing debate in the surgical community about
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the safe margin to leave around a breast tumour to ensure no relapse
occurs, as the edges of a tumour can often be hard to identify pre-
cisely during a surgical procedure. When extra margin is not left, up
to 85% of cases have been found to have residual tumour cells [4].
Consequently, giving the surgeon the ability to clearly demarcate the
boundary between healthy and diseased tissue during an operation
would be a welcome innovation.
These problems are not limited to the detection and treatment of
cancer. There are numerous conditions such as ischaemia (a shortage in
blood supply to a particular organ) or necrosis (localised tissue death)
that would be useful to identify in vivo. These examples show that
despite modern medicine’s great achievements there are still many ad-
vances left to be made; in particular with regards to making medicine
much safer and more efficient. We now have the tools at our disposal
to cure the great majority of the world’s illnesses, but supplying treat-
ment to the right people in time to benefit them and at low enough
cost to provide access for all is a daunting challenge.
1.2 Biophotonics and its Applications to
Healthcare
A particularly promising area of research that is already benefiting
numerous areas of medicine is biophotonics, the systematic study of
the interaction of light with biological tissues. Vision is in many ways
the principal sense, conveying to the human brain the great majority
of information about our environment. This is also true for doctors,
particularly surgeons, where visual data is crucial for making successful
diagnoses. It is perhaps then ironic that visible light is just a small
fraction of the electromagnetic spectrum. Human eyes are blind to any
information contained in the ultraviolet, infrared or polarization state,
and are unable to distinguish between fluorescence, phosphorescence
and reflected light.
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However, using fairly simple optical systems the wealth of data in
these channels can be presented to the clinician for diagnosis. There are
a great many different biophotonics modalities currently under study.
It is difficult to concretely categorise these, but a broad distinction
can be made between point-based systems that collect data from only
a small volume, and imaging techniques that acquire information from
many points simultaneously. Of course, with the introduction of a
raster-scanning system it is possible to convert a point-based system
into an imaging system, so this is not a hard and fast distinction. Other
boundaries are between micro- and macroscopic scale systems, and ex
vivo systems suitable only for a laboratory and in vivo systems that
can be used directly in the clinic or operating theatre.
Biophotonics could be characterised as a maturing field, with much
basic work demonstrating the possible applications of basic methods
already completed. There are several textbooks already written that
give excellent introductions to the numerous different modalities [5–7].
The real work in the field now lies in demonstrating which of these
modalities provides the most information and is feasible to implement
in the clinic, and some systems are now entering clinical trials for
certain specialised areas [3, 8–10]. It is unlikely that any one particular
biophotonic technique will become a de facto standard, as the different
data gathered by them is useful for diagnosing different conditions.
Therefore analysis algorithms that can be generalised across multiple
modalities will become increasingly useful.
1.3 Multi-Modal Multi-Spectral
Laparoscopic Imaging
The main focus of this thesis will be on adapting biophotonics tech-
niques for in vivo use. Optical systems are already widely used in
medicine, in the form of microscopes (for studying cellular-size struc-
tures) and endoscopes (for looking inside the body). If biophotonic
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technology can be incorporated into these instruments with minimal
alteration then they are likely to be cheaper and more quickly adopted
by clinicians than if entirely new pieces of equipment have to be bought
and understood. In particular we will focus on the laparoscope, a fairly
standard piece of medical equipment used for endoscopic surgery within
the abdomen.
Many modalities, such as fluorescence and diffuse reflectance, in-
volve the recording of spectral information; that is data is measured at
a large number of wavelengths. The optical systems required to cap-
ture this data are often quite similar to each other. If multiple such
systems can be mounted on the same platform then a large amount
of complementary diagnostic data can be captured quickly with a sin-
gle instrument. This thesis demonstrates that the feasibility of such
systems and shows the usefulness of the resulting diagnostic data that
can be acquired.
1.4 Note on Spelling
The Chambers English dictionary has been used for this thesis, from
which we have used the accepted spelling “polarize” and its derivatives.
18
1.5 List of Papers
1. Tobias C Wood, Surapa Thiemjarus, Kevin R Koh, Daniel S El-
son, and Guang-Zhong Yang. Optimal Feature Selection Applied
to Multispectral Fluorescence Imaging. In: MICCAI 2 (2008),
pp. 222–229
2. Kevin R Koh, Tobias C Wood, et al. Fluorescence excitation
spectroscopic imaging with a tunable light source and dimen-
sionality reduction using FR-IsoMap. In: Advanced Biomedical
and Clinical Diagnostic Systems VI. Vol. 6848. San Jose, CA,
USA: SPIE, 2008
3. Kevin R Koh, Tobias C Wood, Robert D Goldin, Guang-Zhong
Yang, and Daniel S Elson. Visible and near infrared autofluores-
cence and hyperspectral imaging spectroscopy for the investiga-
tion of colorectal lesions and detection of exogenous fluorophores.
In: Advanced Biomedical and Clinical Diagnostic Systems VII.
2009
4. Tobias C Wood and Daniel S Elson. Polarization Characteri-
sation of Laparoscope Systems for Polarization Resolved Tissue
Imaging. In: Biomedical Optics. Optical Society of America, 2010,
BTuD29
5. Tobias C Wood and Daniel S Elson. Polarization response mea-
surement and simulation of rigid endoscopes. In: Biomed. Opt.
Express 1.2 (2010), pp. 463–470
6. Tobias C Wood and Daniel S Elson. Design, Construction, and
Characterisation of a Tunable Supercontinuum Source using a
Digital Micromirror Device. In: Review of Scientific Instruments
(2011). In review
19
1.6 List of Acronyms
5-ALA 5-Aminolevulinic Acid
AOTF Acousto-Optic Tuneable Filter
AUC Area Under Curve
BFFS Bayesian Framework for Feature Selection
C334 Coumarin 334
CARS Coherent Anti-Raman Spectroscopy
CCD Charge-Coupled Device
CV Cresyl Violet
DLP Digital Light Projection
DMD Digital Micro-mirror Device
EEM Excitation-Emission Matrix
FAD Flavin Adenine Dinucleotide
FL Fluorescein
FLIM Fluorescence Lifetime IMaging
LCTF Liquid Crystal Tuneable Filter
MDS Multi-Dimensional Scaling
NPV Negative Predictive Value
OCT Optical Coherence Tomography
PCA Principle Components Analysis
PCF Photonic Crystal Fibre
PpIX Protopophyrin IX
PPV Positive Predictive Value
PSD Power Spectral Density
R6G Rhodamine 6G
RB Rhodamine B
ROC Receiver Operating Characteristic
SHG Second Harmonic Generation
TCSPC Time-Correlated Single Photon Counting
TIR Total-Internal Reflection
TPEF Two-Photon Excitation Fluorescence
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2 Review of Biophotonics
2.1 Background Theory
2.1.1 The Nature of Light
Light is a complex and strange phenomenon. There are three models
that are used to describe its propagation; rays, waves and photons,
each of which is applicable in a different regime. The classical model
of ray optics, used since antiquity but particularly by Newton assumes
that light travels in straight lines. It is sufficient to explain simple
effects such as image formation using lenses, but fails to account for
interference and diffraction phenomena. These instead require wave
theory, mainly attributed to Huygens [17], but not fully developed until
Maxwell formulated his equations in terms of co-dependant oscillating
electric and magnetic fields.
In turn wave theory is inconsistent with several famous results such
as Millikan’s photo-electric effect. Explaining these required the mod-
elling of light as discrete particles, or photons, initially developed by
Einstein from a thermodynamic treatment of the entropy of light [18].
The modern view of light is that it exhibits wave-particle duality, mean-
ing that although at a fundamental level light is composed of photons
they can also be treated as waves. Each of the three models of rays,
waves and photons is useful and accurate for particular circumstances.
Rays cannot explain quantum-mechanical effects, and although Feyn-
man showed that quantum methods can be used to explain how a
lens works, doing so is slow and tedious [17]. As the name suggests,
biophotonics mainly deals with interactions between light and biolog-
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ical materials using a photonic model, as this is required to correctly
explain absorption and emission, detailed below in section 2.1.2.
In the most general sense waves are a method of transferring energy
through a substance without the bulk movement of that substance. As
such most waves such as sound or those on the ocean require an un-
derlying medium to travel through. Such a medium, called the æther,
was long proposed for light but the Michelson-Morley experiment was
inconsistent with its existence [19]. Instead light does not require a
physical medium but instead is a fluctuation of electric and magnetic
fields, which can induce each other, and hence light can travel in a
vacuum. However when it does traverse a physical material the fields
associated with the protons and electrons in the constituent atoms
interact with the electric field of the light and slow its progress.
The fundamental characteristics required to model a wave are its
frequency f , wavelength λ, which are multiplied to find the propagation
speed c in the well-known wave equation
c = λf (2.1)
This speed however is merely that in vacuo. When travelling through
a medium the wavelength will be divided by the refractive index n of
the material, causing the speed to decrease by the same ratio. The
frequency remains constant, which can be easily demonstrated by con-
sidering the electric field vector at the boundary itself. For conserva-
tion of energy this must oscillate at the same frequency as both the
incident and transmitted waves on either side, which must therefore
have equal frequency. Because of this the frequency can be seen as a
more fundamental parameter than the wavelength.
When moving to a photonic model of light the most important extra
quantity to introduce is the energy in each photon, given by
E = hf (2.2)
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where h is Planck’s constant. Hence shorter wavelengths have higher
energy, and vice versa. The number of photons that make up a given
beam of unit area can be found by dividing the measured irradiance
by this number. Due to the minuscule size of the Planck constant, the
energy of a single photon at visible wavelengths is also minute, and so
the photon flux from common light sources is enormous.
2.1.2 Light-molecule Interaction
Photons interact with matter in different ways depending on the energy
they possess and the available electronic, rotational and vibrational
states of the matter’s constituent molecules. The amount of energy
an electron can possess is quantised and determined mainly by the
orbital positions or shells that they can occupy in an atom. The low-
est amount of energy an electron can have while orbiting a particular
atom or molecule is referred to as the ground state. For simple ele-
ments the electronic states are fairly easy to calculate, and are widely
spaced near the ground state, with higher energy states becoming more
closely spaced. For complex molecular structures there are also vibra-
tional and rotational energy states super-imposed with the electronic
states. These create closely-spaced sub-levels, increasing the possible
number of energy states the electron can occupy. For sufficiently com-
plex molecules there can be entire bands where the electronic states
are essentially continuous. This is illustrated in figure 2.1.
To move up from the ground state an electron must absorb energy
exactly equal to the difference between two states. This can be from an
electric voltage, thermal heating, or most pertinently from an incident
photon. For molecules the existence of sub-states means that in prac-
tice there is a range of possible photon energies. Because the energy
of a photon is related to its frequency this implies that only certain
colours can be absorbed or radiated by different materials. Coloured
materials possess band-gaps between states of the order around 2 eV,
corresponding to visible wavelengths. Black materials absorb all wave-
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Figure 2.1: Illustrations of the distribution of energy states in simple
atomic (left) and molecular (centre) structures. Atoms only possess
electronic states, denoted by heavy black lines, while molecules can
also store energy in vibrational and rotational states sub-states (grey
lines). In sufficiently complex structures these overlap producing a
continuum of possible states (right).
lengths equally as they have continuously overlapping bands in the
visible region. Conversely transparent and reflective materials have
no state transitions in this region, so photons are simply elastically
scattered [17].
Once an electron has absorbed a photon and been promoted to a
high-energy state it will lose energy again until it returns to the ground
state. If a continuous set of closely-spaced states exists all the way
to the ground state then this can occur thermally, but if any large
band-gaps exist then the emission of a photon is likely. This is the
phenomenon of fluorescence, illustrated as a Jablonksi diagram in fig-
ure 2.2. A short wavelength photon is absorbed by an electron, raising
it to a high energy state in the conduction band. It then thermally de-
cays to the lowest conduction state, before emitting a long wavelength
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Figure 2.2: Jablonksi diagrams illustrating three different photon-
electron interactions
photon and falling to the valence band.
Fluorescence processes will always emit longer wavelength photons
than they absorb due to thermal losses of energy from the electron.
The exact range of wavelengths emitted will depend on the excita-
tion wavelength as electrons excited to a high energy state have a
larger number of possible states to decay to before emitting a photon.
Hence to fully characterise the fluorescence properties of a material
an emission spectrum should be recorded for all relevant excitation
wavelengths. This produces an Excitation-Emission Matrix (EEM),
where each entry Si,j is the amount of light emitted at wavelength j
when the sample is excited by light at wavelength i. Recording such
spectra is time-consuming but there are publicly available databases
of containing the EEMs for common fluorescent materials, such as the
example in figure 2.3 [20, 21]. Because the fluorescence of a chemical
is so intimately related to its electronic structure the EEM contains a
great deal of information.
A similar process to fluorescence is phosphorescence. In materi-
als where band energies overlap electrons are free to move between
them provided they have the same quantum spin. If these states have
different spin the probability of such ‘Inter-System Crossing’ is still
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(a) Contour Plot (b) 3D View
Figure 2.3: Fluorescence Excitation-Emission Matrix for collagen ex-
tracted from bovine Achilles tendon, illustrated as a contour plot and
in 3D. From the database made available from [21]
non-zero but extremely small. If the different-spin state has a lower
minimum energy than the excited state electrons become trapped until
by chance they make the forbidden transition, shown in figure 2.2(b).
This has the effect of drastically prolonging the time during which pho-
tons are emitted, but generally severely reduces the intensity. Phos-
phorescence lifetimes are therefore on the order of milliseconds instead
of the nanoseconds of a fluorescence lifetime [7]. The proportion of in-
cident energy released in fluorescence or phosphorescence is called the
quantum yield, defined as
φ =
κr
κr + κnr
(2.3)
where κr and κnr are the radiative and non-radiative rate constants. It
is desirable for the quantum yield to be as close to unity as possible as
this implies that no light is being lost through thermal or other decay
processes [6].
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2.1.3 Bulk material Properties
A 1 mW laser beam at 500 nm transmits on the order of 3 × 1015
photons per second. Hence when moving from single photon-electron
interactions to a model of the properties of a bulk material it is very
advantageous to use a wave model instead of individual photons. Sub-
stances with a regular or quasi-regular atomic structure such as gases,
metals, crystals or glasses can easily be modelled in this fashion be-
cause the parameters that affect wave propagation are fairly constant
throughout the medium, and the effects of a transition between two
media can be found by matching the boundary conditions in the elec-
tric and magnetic field [17]. Using this technique a system transfer
matrix can be calculated, describing how much light is reflected and
transmitted at each medium boundary. By multiplying these matrices
together the response of several different materials placed in sequence
can be found. This treatment is only effective if scattering effects are
a minimum so that a ray can be treated as traversing the medium in
a straight line at a well defined angle.
Modelling a turbid medium such as biological tissue is a much larger
undertaking. A particular tissue may be composed of several different
cell types, each of which in turn contains many different molecular
species, that are commonly arranged in a pseudo-random fashion. The
large number of scattering events that occur as a result, and the fact
that photons may be absorbed and re-emitted by the processes outlined
in section 2.1.2, preclude the use of simple analysis techniques. To fully
account for all these processes the Radiative Transfer Equation must
be used. This states that the rate of change of energy I is given by
1
c
∂
∂t
I = j +
1
4pic
µs
∫
Ω
IdΩ− (µs + µa)I − Ω · ∇I (2.4)
where j, µa and µs are the coefficients of emission, absorption and
scattering and Ω is the surface of the small volume v. This equation
accounts for all the processes that can increase or decrease the amount
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of energy in a small volume; energy can be emitted inside the medium,
absorbed into the medium or scattered into or out of the volume. Other
names for this equation are the Radiation Transport Equation and
Boltzmann’s Equation [5].
Solving the Transport Equation directly is intractable. Under the
justifiable assumptions that scattering is dominant over absorption,
and that after a number of scattering events the fluence will become
isotropic, the Transport Equation can be simplified to the Diffusion
Equation and solved. Where these assumptions are inappropriate, for
instance for highly absorptive or fluorescent media, the diffusion equa-
tion is not an accurate approximation and instead Monte Carlo tech-
niques are usually employed. A Monte Carlo simulation uses µa and µs
to define the probability that a single photon is absorbed or scattered
when it enters a small volume. By following the schocastic progress of
many hundreds of thousands of photons into a medium and then av-
eraging the results very accurate results can be obtained for the tissue
properties [5, 22]. Monte Carlo algorithms are easy to parallelise as the
interactions of each photon are assumed to be independent [23, 24].
2.1.4 Biological Molecules
Many biological compounds are fluorescent. Collagen is one of the
body’s scaffolding materials, forming the majority of skin, ligaments
and is also found in bone and cartilage. Elastin, as the name suggests,
is found in flexible tissues such as skin and blood vessels. Both of these
have excitation bands in the ultra-violet. Several co-enzymes involved
in cell metabolism such as the reduced form of Nicotinamide Ade-
nine Dinucleotide (NADH) and Flavin Adenine Dinucleotide (FAD),
the amino acids Tryptophan and Tyrosine, and the Porphyrin group
of chemicals also fluoresce with excitation and emission peaks given
in table 2.1 and spectra shown in figure 2.4. These are referred to
as endogenous fluorophores as they occur naturally within biological
systems.
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Fluorophore Excitation Max. (nm) Emission Max. (nm)
Collagen 325 400-405
Elastin 290,325 340-400
FAD 450 535
NADH 290,351 440-460
Porphyrins 400-450 630,690
Tryptophan 280 350
Table 2.1: Excitation and emission maxima for endogenous fluo-
rophores.
(a) Excitation Spectra (b) Emission Spectra
Figure 2.4: Spectra of common endogenous fluorophores. Adapted
from [25].
As shown in the table the excitation wavelengths for these materials
are mainly in the ultra-violet region of the spectrum. Photons in this
region are extremely energetic, and can cause damage to a cell (see
below). However FAD and various Porphyrins have a much higher
excitation wavelength in the blue region of the spectrum.
In addition to these endogenous fluorophores several exogenous flu-
orophores have been identified. These are either non-toxic fluorescent
dyes or a molecule produced in the metabolisation of a separate photo-
sensitising chemical. Fluorescent dyes such as Rhodamine derivatives
can be used to increase contrast between tissues if they are preferen-
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Fluorophore Exc. Max. (nm) Ems. Max. (nm)
Coumarin 334 (C334) 445 520
Crysal Violet (CV) 600 650
Fluorescein (FL) 515 550
Rhodamine B (RB) 550 610
Rhodamine 6G (R6G) 530 590
Table 2.2: Excitation and emission maxima for common fluorescent
dyes.
tially absorbed into particular structures. For instance a dye known as
Acriflavine is only absorbed by superficial tissue layers whereas Flu-
orescein is absorbed by both the surface epithelium and the lamina
propria [26]. The excitation wavelengths for some commonly used dyes
are given in table 2.2.
There is also a class of chemicals known as photo-sensitisers that are
not fluorescent themselves but promote the production of fluorescent
species in normal cell metabolism [5, 6]. The most well-known of these
is 5-Aminolevulinic Acid (5-ALA), which stimulates the production of
Protoporphyrin IX (PpIX) in cells over other porphyrins [27]. As PpIX
fluoresces under blue excitation, and is preferentially accumulated in
premalignant tumours over healthy tissue, tumours will be made more
fluorescent than their surroundings.
Exciting a molecule to a fluorescent state can cause a chemical re-
action transforming the molecule into a new species. There are many
possible reactions depending on the molecule, how much energy is ab-
sorbed and what other molecules are present in the environment. The
most benign reaction is an oxidation or reduction reaction that re-
moves the electronic state necessary for fluorescence, referred to as
photobleaching. This will reduce the quantity of fluorescence emitted
by a sample until reversed by normal cell metabolism. The recovery
period from a complete photobleaching where a sample loses the abil-
ity to fluoresce can be used to measure the metabolic rate in living
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samples [6, 7].
Less benign photo-toxic or photo-damage reactions such as direct
ionisation of molecules can occur given higher energies. Even at lower
energies the formation of singlet oxygen via a triplet state in an ex-
cited fluorophore can produce damage as singlet oxygen is highly re-
active [28]. It is classed as a “free-radical”, a species of chemical that
are suspected in many disease pathologies as they can interfere with
metabolic processes. More extreme events, such as direct thermal heat-
ing or dielectric breakdown of insulating structures are very hazardous
and must be avoided in vivo. Most procedures avoid the intensities
required to initiate these processes, but the high peak powers required
in some non-linear modalities (such as Two-Photon Fluorescence) in-
crease the likelihood of damage [6, 7].
2.2 Biophotonic Modalities
Using the theory outlined in section 2.1 we will now review some spe-
cific methods of acquiring data from tissue. Because the kinds of data
captured vary so much the equipment required for one method is often
incompatible with another. A particular group of methods that inter-
rogate a particular physical process is often referred to as a modality.
There are no hard and fast ways to categorise modalities, but often
a particular distinction is made between point-based and image-based
methods. Point-based modalities use a fibre-optic probe or similar
instrument to collect detailed information about a small, localised vol-
ume of tissue, while imaging platforms capture data from many distinct
points simultaneously. Often imaging requires sacrificing some fidelity
in the data compared to that available using a point-probe.
The boundary between these groups of techniques is not clear-cut.
Many point-based techniques can acquire image data by physically
raster-scanning the collection volume. Conversely much recent re-
search, including this thesis, is attempting to increase the quality of
data captured by imaging platforms. However there remains a rough
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distinction between point-based technology that provides much infor-
mation about a limited area, compared to image-based technology that
provides limited information about a larger area.
2.2.1 Spectroscopy
Spectroscopy is used widely in many different scientific fields. The
wavelengths of light that different materials absorb, reflect and emit are
determined by the arrangement of electrons in the individual molecules.
The spectrum from an object therefore contains a great deal of infor-
mation about what is happening at an atomic level, and can even be
used to precisely identify constituent atoms and molecules.
There are two main types of spectrum used in biophotonic applica-
tions; fluorescence and diffuse reflectance. A diffuse reflectance spec-
trum is simply scattered light but observed at a higher spectral reso-
lution than the three colours used in a CCD or the human eye. Subtle
nuances can often be found between different tissue types that are not
normally visible. Fluorescence spectroscopy often creates a larger dif-
ference in spectrum than diffuse reflectance, but not all tissues in the
body fluoresce at convenient wavelengths where tissue absorption is
low. Raman spectroscopy excites electrons to virtual states allowing
vibrational and rotational energy levels to be probed in addition to the
electronic structure of molecules [5].
Acquiring a diffuse reflectance spectrum is relatively simple com-
pared to some other modalities. It requires an excitation source, a de-
livery and collection probe, and a detection spectrometer, illustrated
in figure 2.5. Fluorescence measurements only require an extra filter in
the collection channel to block reflected excitation light, so the same
platform can easily be used for the same measurements. Commercial
grating spectrometers can easily record wavelength intensities with a
sub-nanometer resolution.
Fluorescence is a much weaker process than reflection, so to detect
a fluorescence signal reflected light at the same wavelengths must be
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Figure 2.5: An example spectroscopy system using a fibre optic probe
and grating spectrometer. The distance between fibres on the probe
head determines the depth at which light is collected due to scattering
(see breakout).
eliminated. This can be achieved using an excitation source with a
narrow bandwidth and a long-pass filter with a cut-on wavelength just
above the excitation wavelength. Because fluorescence emission is al-
ways at a longer wavelength than the excitation source no fluorescence
light will be absorbed by the long-pass filter. The arrangement is
sketched in figure 2.6.
When building a fluorescence spectroscopy system the light source
should be chosen to have a wavelength close to the excitation peak of
the fluorophore of interest. Hence although there are many endogenous
and exogenous fluorophores to look for in tissue it can be difficult to
construct a system that can be used to look for all of them simulta-
neously as the excitation spectra are so different, as seen in tables 2.1
and 2.2. Common light sources include LEDs, diode lasers or a broad-
band Xenon lamp with a monochromator.
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Figure 2.6: Excitation and emission wavelengths involved in a typical
fluorescence spectrometry experiment. A long-pass filter isolates the
fluorescence signal from any reflected light.
The major part of a fluorescence spectroscopy system can be con-
structed from commercial parts. The one part that is often bespoke
is the fibre probe itself, as the design can significantly influence the
type of the data collected. Of particular issue is the number and po-
sitioning of illumination and collection channels at the probe head as
this determines the depth of tissue that can be probed. An example
of this is given in figure 2.5. If illumination and detection fibres are
mounted adjacent to each other light can enter the detection channel
after only a few scattering events. Conversely for fibres mounted fur-
ther apart many scattering events are required for light to couple into
the detection channel. This is more likely to occur for photons that
penetrate further into tissue. The resulting signal will be weaker due
to absorption, but will include information from deeper tissue. The
depth of tissue probed by a particular arrangement can be found with
the Monte Carlo techniques described in section 2.1.3 [29, 30].
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Related Methods
There are several other spectroscopic techniques that aim to recover
specific information about a material. These tend to have applica-
tions oriented more towards biology than medicine and so generally
use microscope platforms rather than the fibre-probe approach.
As has been stated above an emitted fluorescence photon will have
a wavelength equal to or greater than the excitation photon because
electrons can lose energy to thermal states before undergoing radiative
decay. This leads to a characteristic red-shifting of fluorescence light
called the Stokes-Shift. The amount of Stokes-Shift is determined by
the availability of rotational and vibrational energy states in the con-
duction and valence bands [31, 32].
Fluorescence Correlation Spectroscopy is a method of observing per-
turbations to fluorescent systems. A fluorescence spectrum is recorded
from a small excitation volume for a small period of time after an
event that disturbs the dynamics of the system. Synchronous and
asynchronous correlation spectra can then be constructed from the
auto-correlation and cross-correlation of the time-series data. This
technique is useful for measuring diffusion characteristics of particular
substances or retrieving contributions to a convoluted spectrum from
a particular fluorophore [33–35].
2.2.2 Confocal and Endo-Microscopy
A standard microscope attempts to focus an entire image plane simul-
taneously. An alternative approach that simplifies the optical design
is to only focus a single point in the image plane, and then raster-scan
that point on the sample. Such a microscope is sketched in figure 2.7.
This can be scanned either using a moving sample stage or by using
galvanometer deflection mirrors [5].
Light that is from the same lateral position as the target but at a
different focal plane will be rejected by the pinhole placed in front of
the detector. This improves both axial and lateral resolution compared
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Figure 2.7: A schematic of a confocal microscope. Out-of-focus light
is rejected by the pinhole (dashed lines) so only light from a very small
in-focus volume reaches the detector (solid lines).
to a standard microscope. The name stems from the fact that the de-
tector and sample are confocal. The capability to take optical sections
through a sample means that with a suitable stage 3D images can be
built up. There is a practical limit to the depth that can be scanned
as scattering and absorption will reduce the resolution and intensity
from deeper layers [5].
Confocal microscopes are flexible platforms that can be used with
a variety of illumination sources and detection systems. A common
application in biophotonics is for fluorescence microscopy, where a light
source is chosen to excite a particular fluorophore that is localised
within the sample. This is a powerful technique due to the availability
of exogenous fluorophores that are preferentially absorbed by or bind
to different bio-molecules, as described in section 2.1.4.
A new application for confocal systems is endo-microscopy. Two
commercial systems, one from Pentax and one from Mauna Kea Tech-
nologies (MKT), are now available. The MKT system uses a fibre-
bundle probe containing several hundred optic fibres that are scanned
at the proximal end [36, 37]. Pentax have achieved the impressive engi-
neering feat of miniaturising a confocal scanning system and mounting
it at the distal tip of an optic fibre [26, 38]. The fibre probes of both
systems can then be placed in contact with a tissue sample, giving a
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cellular-resolution image of an in vivo sample. In theory this allows a
clinician to conduct a biopsy without having to actually remove tissue
and send it to a histopathologist. In reality there are issues with image
quality due to low fluorescence output and the plane of imaging is per-
pendicular to that used in histopathology, meaning that comparisons
between surface and deeper layers of tissue cannot be performed.
Non-confocal fluorescent endo-microscope systems are also being de-
veloped that utilise low cost components such as LED illumination [39–
41]. They can be reduced even further in cost by using a standard
consumer camera as the imaging apparatus [10, 42]. Such devices are
particularly suited for use in clinics in the developing world.
2.2.3 Multi-Photon Excitation Techniques
The process of photon absorption is described by a time-dependent
Schro¨dinger equation that includes an electric dipole interaction term
within the Hamiltonian [5]. Single photon excitation is the first-order
solution to this equation. However higher order solutions are possible,
representing the situation where multiple photons are incident with
the molecule simultaneously such that their total energy is greater than
the band-gap. They can then promote the electron to the excited state
through intermediate states. The simplest case of Two-Photon Exci-
tation Fluorescence (TPEF), with photons of the same wavelength, is
illustrated in figure 2.2(c).
There are certain restrictions to the molecular states certain photon
combinations can excite. In brief, even numbers of photons can only
excite states with even parity, and odd numbers of photons can only
excite states with odd parity [7]. Because of the different molecular
states involved the probability of a fluorescence excitation occurring
will change and in general is much lower. This will fundamentally
change the excitation profile of the fluorophore. However because the
photon decays in the normal manner the emission profile remains the
same [5].
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Multi-photon excitation has several advantages over conventional
single-photon excitation for biophotonics applications. Because the
individual photon energies are lower, their wavelengths are longer as
dictated by equations (2.1) and (2.2). Endogenous fluorophores such as
elastin and tryptophan have excitation wavelengths between 250 and
320 nm. Until recently excitation sources, particularly lasers, were
difficult to obtain with wavelengths this low. By using TPEF an exci-
tation source at twice the wavelength can be used [43, 44].
In addition the absorption volume for multi-photon excitation is
localised to the focal plane, unlike single-photon excitation. This allows
multi-photon excitation to record depth-resolved images in a manner
similar to confocal microscopy (see section 2.2.2), and in fact the two
can be combined [45, 46]. The longer wavelengths used also allow better
propagation into deep tissues due to reduced scattering [44].
The major drawback to multi-photon excitation is the photon den-
sity required in order to sufficiently excite the sample. Although indi-
vidual photon energies are lower, many more are necessary in order to
increase the probability that they interact with an electron at the same
time. The consequent effects on photo-damage are both positive and
negative. Thermal effects due to water heating are minimal, but the
infra-red wavelength common in TPEF can excite absorbers such as
melanin in the skin. Dielectric breakdown and oxidative photo-damage
are also problematic, the latter particularly as it has a quadratic de-
pendence on excitation power [5].
Although the peak power density is high for multi-photon experi-
ments, it is confined to a very small volume, reducing the spatial extent
of any effects. In addition, because usually a large aperture detection
device such as photo-multiplier tube is used more of the emitted light
is collected than in confocal microscopy, resulting in a much smaller
light dosage. This has the combined effect of reducing photo-bleaching
effects [47].
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Non-Linear Optical Processes
A conceptually similar group of photon-electron processes to multi-
photon excitation can occur with intense light sources and a non-linear
material polarizability. In this case photons can undergo direct con-
version between frequencies without actually being absorbed by the
medium.
Most molecules will have higher-order polarizabilities that become
apparent with higher electric fields. However in order for a material
to have a non-zero second-order polarizability and hence demonstrate
second-order processes, there are restrictions on the symmetry it can
possess. The constituent molecule must be non-centrosymmetric, and
the molecules must then be arranged in a non-centrosymmetric way
within the bulk material so that the polarizability does not average
to zero. Collagen, a major constituent of most tissue, exhibits these
properties [7, 48].
The most common second-order process is Sum-Frequency genera-
tion where two photons of frequency f1 and f2 combine to produce a
photon of frequency f1 + f2. The special case where f1 is equal to f2,
producing an output photon of 2f1 is referred to as Second-Harmonic
Generation (SHG). Difference-Frequency Generation produces an out-
put photon at frequency f1 − f2. The most relevant third-order pro-
cess is Coherent Anti-Stokes Raman (CARS) scattering. This involves
three-photons with frequencies f1,f1,f2 and a molecule with a resonant
vibrational or rotational energy state precisely at f1 − f2. The pho-
tons then combine via this energy level to produce an output photon
at 2f1 − f2. Third-order processes do not have the symmetry require-
ments of second-order processes, but are much less efficient and so
require higher powers to excite.
It should be stressed that although these interactions are similar to
multi-photon fluorescence, no excitation or emission takes place and
photons are directly converted in a single step. This can significantly
increase the output power relative to fluorescence if the gain medium is
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excited correctly, as there is no non-radiative decay [49]. It also reduces
the line widths of the output signal, as there is no equivalent to thermal
relaxation before emission to broaden the output spectrum [5]. The
similarity between multi-photon excitation and non-linear processes
allows easy integration of the two modalities on the same platform
and several interesting systems with different combinations of TPEF,
Sum-Frequency Generation and CARS have recently been constructed
[49–51]. An interesting benefit of such multi-modal systems is that each
technique is suited to imaging one particular constituent of tissue. The
signals can be processed separately then combined into a single colour
image giving excellent contrast [51].
2.2.4 Fluorescence Lifetime Measurements
An alternative to looking at the spectral information contained within
fluorescence light is to observe the lifetime over which fluorescence
events occur. The lifetime is determined by the structure of the elec-
tronic states available for non-radiative decay. Sufficient differences
have been observed in the lifetimes of fluorescent species to easily dis-
tinguish between them. Such methods are called Fluorescence Lifetime
IMaging (FLIM) and a large body of work already exists on the sub-
ject [52]. The particular advantages of FLIM are that it can be insen-
sitive to concentration, photo-bleaching effects and scattering events
[5]. However there are still fundamental technical difficulties involved
with accurately measuring events that occur over time periods of only
a few nanoseconds that limit the application of FLIM.
The lifetime of a fluorescence event is linked to the quantum yield
defined in equation 2.3. If a sample is excited by a delta function
such that n0 fluorophores are placed into an excited state, then the
population decay can be described as
dn(t)
dt
= −(κr + κnr)n(t) (2.5)
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where κr and κnr are the decay rates defined in section 2.1.2. This
results in a standard exponential decay
n(t) = n0e
− t
τ (2.6)
with a lifetime τ = (κr + κnr)
−1. It is important to note that the
fluorophore population actually decays stochastically under the laws
of quantum mechanics. τ is a statistical average of the many individ-
ual fluorescence events that occur for a particular sample. It is also
important to note that in reality recorded decay profiles will be the
convolution of equation 2.6 with the profiles of the excitation source
and detection system. This is because all real pulsed light sources have
some finite duration, even if modern lasers can now achieve femtosec-
ond pulse widths.
Time-domain lifetime measurements are mainly accomplished via
Time-Correlated Single-Photon Counting (TCSPC). By using fast elec-
tronic components it is possible to precisely track the period between
the start of the excitation pulse and the detection of the first fluores-
cence photon. Repeating this measurement many hundreds of thou-
sands of times produces a histogram of the correlation periods repre-
senting the underlying lifetime distribution [52]. The introduction of
Gated Optical Intensifiers offers sufficient image amplification and gat-
ing capabilities to capture an image on a CCD with an integration time
of only a few nanoseconds without adding significant extra noise [53–
56]. This has allowed lifetime images to be acquired directly without
the need for a raster scanned TCSPC probe.
Although lifetime imaging is fairly immune to the complexity of bio-
logical tissues during the acquisition phase it poses significant problems
during analysis. As shown in equation 2.6 a population consisting of a
single fluorescent material undergoes a simple exponential decay with
a single, well-defined lifetime τ . This can be extracted easily with just
two measurements of the fluorescence intensity, and this method has
been used to produce video-rate FLIM endoscopic imaging [57, 58].
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Unfortunately in biological systems it is unlikely that any fluores-
cence will be due to a single molecular species. A recorded lifetime
profile will be a complex combination of all the fluorescent events that
occurred within the excitation volume and hence a more complicated
function must be used to represent the decay profile [52]. If an edu-
cated guess can be made as to the number of fluorescent species that
will be present within the collection volume, a simple summation of
exponential functions can be used [45]. For in vivo work the number of
fluorophores cannot be accurately determined ahead of time and in this
case a more general approach is to assume a distribution of possible
lifetimes producing a Stretched-Exponential Function decay profile [53,
54]. More recent improvements in FLIM have seen the development of
fast raster-scanned TCSPC techniques and the incorporation of Two-
Photon Confocal Microscopy in order to record 3D images [45, 46].
2.2.5 Optical Coherence Tomography
Optical Coherence Tomography (OCT) is a recently developed tech-
nique that is more similar to ultrasound B mode than the modalities
described thus far. OCT injects ultra-short laser pulses into tissue
and then monitors the backscattered intensity with respect to time,
in much the same way that ultrasound injects short pulses of high-
frequency sound and listens for the echoes.
The simplest form of OCT requires a low coherence light source,
such as an LED, and a Michelson interferometer. One arm of the
interferometer goes to the sample via a lateral raster-scanning mirror,
while the reference arm contains a mirror that can be scanned in the
axial direction. Interference will only occur when the path difference
between the two arms is within the coherence length of the light source,
hence by precisely changing the axial position of the reference mirror
a depth map of the scatter from a column of tissue can be captured. A
two- or three-dimensional image is then built up by the raster scanning
of the mirror in the sample arm. The resolution of an OCT systems is
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in the range of 1-15 µm [5, 59, 60]. A particular benefit of OCT is the
images it naturally acquires are in the same plane as histopathology
samples allowing some measure of comparison and use of traditional
histopathology techniques [61].
2.2.6 Light Scattering Spectroscopy
One aspect of the propagation of light that we have neglected so far is
the vector nature of the electromagnetic field. To fully quantify light
as a wave it is necessary to measure not just the magnitude of the field
but also its direction, and the phase difference between perpendicular
components of the electromagnetic field. The combination of these pa-
rameters are referred to as the polarization of light. If the electric and
magnetic fields simply consist of a single component then the orienta-
tion of the electric vectors remains constant as the wave propagates.
This is known as linear polarization.
If instead the electric field consists of two equal-magnitude but per-
pendicular components with phase offset of exactly pi/2 radians then
the electric and magnetic vectors rotate in synchrony, so when viewed
from the direction of propagation the polarization appears to be cir-
cular. Other phase offsets, or unequal magnitudes, produce elliptical
polarizations that are partly linear and partly circular. These states
can be useful for specialised experiments [62] but linear polarization
has been more commonly used for biomedical applications [63, 64].
Electric and magnetic field vectors simply add in linear media, so the
polarization states of multiple photons also add to produce the total
state. However when photons are produced by an incoherent source
they will each have random individual orientations. The sum of these
will produce an electric vector that propagates randomly, producing
unpolarized light. Therefore we generally do not see polarization effects
with normal light sources. Polarised light can be generated either by
certain sources or by passing light through a polarizing filter. This
absorbs waves of a particular orientation, allowing the orthogonally
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polarized light to pass through.
At normal incidence linear polarization is unchanged by reflection
or refraction, while circular polarization will reverse handedness when
reflected. For oblique angles the polarization will be bent through a
corresponding angle. In highly turbid media such as biological tis-
sue, the large number of scattering events at essentially random angles
cause the gradual depolarization of incident photons. The rate of de-
polarization is a function of particle size and density [63, 64].
The great majority of light incident on a sample will undergo only a
single scattering event and be reflected back toward the observer. This
specular reflection will maintain the same polarization state as the
incident light. The remainder of the light is referred to as the diffusive
background. Specular reflection is also known as specular highlights or
glare, because often the reflections are extremely intense and can easily
saturate a region of an image. Polarizing the illumination light gives
an easy method of removing glare by observing through the orthogonal
polarization, greatly improving contrast [65, 66].
More complicated analysis can also be performed, for instance ratio-
metric comparison of parallel and perpendicularly polarized images.
By using Mie theory the size distribution, population density and rela-
tive refractive index of the cell nuclei can be calculated [66]. This topic
will be returned to in chapter 4.
2.2.7 Spectral Imaging
The techniques described above have been a mixture of single-point
and microscopic imaging techniques. While these certainly provide
useful diagnostic information it is only from a limited area, and so is
of limited use when performing initial screening assessments or when
attempting to demarcate a tumour boundary [3, 67–69]. This thesis is
part of an emerging body of work attempting to fill this clinical gap.
Ideally we would like to have a flexible imaging platform capable of
capturing a high resolution spectrum for each pixel. Such instruments
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already exist for other applications such as ocean monitoring and in the
defence community for aerial surveillance [70]. However these instru-
ments are not appropriate for clinical biomedical imaging for a number
of reasons.
The fundamental difficulty in capturing a spectral image is that if
two photons of different wavelengths are coincident there is no way to
distinguish between them using an intensity detector such as a photo-
diode or pixel of a CCD. In order to resolve the photons by wavelength
they must be spatially separated and the intensities measured individu-
ally. This is accomplished in a spectrometer by dispersing wavelengths
along a spatial direction. However in an image both lateral directions
are already used to describe the pixel locations, hence there is no spa-
tial dimension available to disperse the spectra into.
Traditional imaging spectrometers avoid this problem by only imag-
ing a single line of the image. This leaves the perpendicular image
dimension available to disperse the spectrum along. This line can then
be scanned across the entire image, either by moving the sample on a
mechanical stage or by physically moving the instrument, for instance
the HYDICE instrument was mounted on an aircraft and flown over
the target region [70]. However the use of the stage makes in-vivo ap-
plication more complex, with a slower acquisition speed.
The alternative is to detect certain wavelengths in a pattern across
the face of the CCD using narrow-band filters. This is the idea behind
the Ba¨yer mask used on colour CCDs, and in fact a standard three-
colour camera can be thought of as a very low spectral resolution im-
ager. An alternative used in more expensive or high definition cameras
is to use three separate CCDs, each with a single colour filter. Neither
solution scales well if a higher spectral resolution is required. The first
loses significant physical resolution with each additional wavelength,
while the second increases cost and requires complex, bulky optics to
separate the spectral channels. However some useful clinical systems
have been produced using these techniques [71, 72].
Recently large format CCD chips have become available that can
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have more than 4096 by 4096 pixels. This has allowed new approaches
to acquiring a spectral image based around dividing the CCD up into
sub-regions. Matthews et al. then placed a narrowband filter and
lenslet in front of each sub-region allowing an image to be captured at
up to 18 discrete wavelengths simultaneously [73]. Alternatively Gao et
al. used an innovative faceted mirror and prism arrangement to form
a miniature spectrum in each small sub-region of the CCD, which then
corresponds to one pixel [72, 74]. Both techniques trade-off spatial
resolution against spectral resolution due to the fixed resolution of the
CCD.
Narrow-Band Imaging
An emerging technique due to Gono et al. is Narrow-Band Imaging
[75–77]. This simple method uses a standard video endoscope to record
reflection images, but replaces the normal broad-band colour illumina-
tion filters with three narrow-band interference filters. These filters
are specifically chosen to enhance the contrast of the resulting colour
image.
Zonios et al. reported that the scattering coefficient of colon tissue
decreases monotonically with wavelength [78]. Therefore red illumina-
tion light can penetrate further into tissue. As vascularisation charac-
teristics vary with tissue depth different types of blood vessel can be
targeted. The haemoglobin absorption peaks can also be selectively
targeted or avoided depending on the clinical need. The result is that
contrast between microvasculature and the surrounding tissue is much
improved, with superficial blood vessels particularly well contrasted.
Narrow-Band Imaging can significantly increase contrast between
different tissue types in the epithelium. A major advantage of this
technique is the low cost of the imaging system as only minor modi-
fications are required to a commercial video endoscope unit. However
it should be stressed that Narrow-Band Imaging does not yet provide
quantitative functional information about tissues in the same way that
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fluorescence spectroscopy can.
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3 Dynamic Spectrum
Selection
In this chapter we will describe the construction and testing of a hy-
perspectral illumination system suitable for imaging. The majority of
biomedical spectroscopy systems work by spectrally resolving the de-
tection or emission channel. In emission spectroscopy the sample is
illuminated with a particular, constant illumination source and light
emitted from it is passed through a diffractive element such as a grat-
ing. This element introduces a wavelength dependency to the light’s
propagation, physically dispersing the different frequencies of light so
that they can be detected independently. This spectroscopy method
is dominant due to widespread availability of equipment and the con-
ceptual simplicity.
In many applications, particularly fluorescence spectroscopy, the de-
tection channel contains only part of the available information (In fluo-
rescence it is most usual to talk about Excitation and Emission, but in
other areas Illumination and Detection is more suitable as the sample
does not become excited and light is only scattered, not emitted). The
emission profile of a fluorophore depends strongly on the wavelength
of the excitation light, and so Excitation or Illumination Spectroscopy
is just as important as that in the Emission or Detection channel.
The issue of which method to choose becomes more difficult when
moving to an imaging situation due to fundamental physical limita-
tions. As described in section 2.2.7 CCDs and photo-diodes generally
only detect a photon’s presence or absence, not the wavelength of an
incident photon. In order to provide wavelength sensitivity current
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technology relies on spatially separating wavelengths, either with a
dispersive element in a spectrometer, or with discrete filters as in a
CCD so that detectors in different physical locations are responsible
for measuring particular wavelengths. Hence a trade-off between the
spatial resolution, spectral resolution, and signal-to-noise of the image
must be made.
This trade-off can be relaxed somewhat if the requirement for par-
allel acquisition is abandoned in favour of sequential image capture.
This can be achieved mechanically using a filter wheel, which can be
simpler, cheaper and more compact than the above solutions. However
it raises the issue of how to compensate for any sample motion or de-
formation between frames. Fast-scanning monochromators such as the
FSM150Xe (Bentham Instruments) can achieve continuously tuneable
illumination with a bandwidth as narrow of 6 nm between 280 and 700
nm, with switching times of under 3 ms.
Sequential capture using discrete filters can be used either in the
illumination or detection channel. An alternative to using standard in-
terference filters is the Acousto-Optic Tuneable Filter (AOTF), which
uses a piezoelectric transducer to create a Bragg grating within a suit-
able crystal. The pitch of this grating can then be varied in order to
select a narrow-band of wavelengths and alter their direction of prop-
agation. AOTFs have large enough apertures to be used in imaging
applications systems have been demonstrated for hyperspectral imag-
ing in both small animal and endoscopic setting [79, 80].
Moving to the illumination channel presents several benefits, for in-
stance any bulky components can be moved from the camera assembly
to the light source, which is generally more convenient. In this work
we have developed a system that is capable of delivering an arbitrary
visible excitation wavelength or spectrum in order to demonstrate the
feasibility of hyperspectral and multispectral imaging performed in the
illumination channel.
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Figure 3.1: Optical system using a prism (a) and mechanical slit and
representative spectra generated (b).
3.1 Previous Work - Mechanical Slit
Previous work has shown the feasibility of using a spatial modulation
scheme to selectively filter a white-light spectrum [81, 82]. This work
uses a simple mechanical slit as the modulating element as shown in
figure 3.1. The white light was spatially dispersed by a prism and then
selectively blocked or transmitted by the slit, which was placed in front
of a mirror. The remainder is coupled into an optical fibre for delivery
to the sample. While this functions as a proof of concept it had some
limitations; for example the slit edges could only be positioned with
±10 µm accuracy, giving a spectral accuracy of a few nanometers, and
they could only move at a linear speed of 0.5 mms−1. This means that
selecting a new excitation band was slow, particularly when moving
from the blue to red or vice versa. The control system only allowed
the selection of a few discrete bands. This system was used for the
collection of some initial data which will be detailed in section 5.3.1.
50
3.1.1 Illumination Source - Supercontinuum
Source
Although this system could be used with any suitably collimated white-
light source a supercontinuum was chosen. We will now outline reasons
for choosing such a device and briefly review how it works.
The most common high power white light source in general medical
use is the Xenon arc lamp. These are already widely used to provide
illumination during surgical procedures and optical powers of over 100
W are not uncommon. The output of a Xenon lamp is an extended
source with low spatial coherence and hence cannot be perfectly colli-
mated. This can reduce efficiency when being used with other optical
components.
Laser sources with high spatial coherence can be collimated. How-
ever the majority of laser technologies produce close to a single wave-
length rather than the broad white-light spectrum required in our ap-
plication. However an alternative white light source that has been
developed and commercialised in recent years is the supercontinuum
source. As early as 1970 [83] non-linear effects were demonstrated that
could broaden a laser spectrum significantly. The resulting continu-
ous broadband spectrum are referred to as supercontinuum sources.
The non-linear crystal media used were impractical for most uses and
it is only since the successful manufacture of Photonic Crystal Fibre
(PCF) that supercontinuum sources have become widespread and com-
mercially available.
The formation of a supercontinuum is highly complex and involves
several different processes. Picosecond pulses of highly mono-chromatic
laser light are injected into the anomalous group velocity dispersion
regime of a highly non-linear PCF. These pulses form solitons, a spe-
cial type of wave that does not suffer dispersion effects so can propagate
indefinitely. However if the injected laser power is sufficiently high to
excite a high-order soliton, this will spontaneously break up into sev-
eral lower order solitons. Combined with four-wave mixing this causes
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extreme spectral broadening [83]. Several products are now available
on the market from companies such as Koheras and Fianium. We have
used several Fianium sources during this work with output powers of
1 to 6 Watts and wavelength ranges from 400 nm upwards (Model
numbers SC-450-1, SC-400-1, SC-400-4, SC-400-6).
3.2 The Digital Micro-mirror Device
To improve the hyperspectral selection system an alternate spatial fil-
tration system was required. Fortuitously in the last thirty years two
competing technologies have been developed under the moniker of ‘Spa-
tial Light Modulation’ called Liquid Crystal on Silicon (LCoS) and the
Digital Micro-mirror Device (DMD). Both of these provide a grid of
thousands of tiny optical elements which can be controlled individu-
ally in order to spatially modulate the overall distribution of a beam
of light. LCoS devices use a thin liquid-crystal layer as the modula-
tor, whereas DMDs consist of thousands of mirrors. Due to the high
contrast ratios and maximum incident power we focussed on using a
DMD.
The first DMD was invented by Dr. Larry Hornbeck at Texas Instru-
ments in 1987 [85, 86], and now forms the heart of their Digital Light
Processor (DLP) technology [87]. A DMD consists of a rectangular
array of aluminium mirrors attached to the surface of a standard semi-
conductor chip. Each of these mirrors is microscopic and mounted on
a torsion hinge that runs diagonally between two opposite corners. A
typical mirror size is 13.68 by 13.68 µm. The underlying semiconductor
is laid out as an S-RAM block, with each individual cell underlying one
mirror. The mirror is controlled by writing a single bit into this cell,
allowing serial control of the entire mirror block at speeds of around
10 kHz.
The DMD is thus the first device that allows true digital control of
individual pixels in a display system, in comparison to liquid-crystal or
cathode-ray monitors. Grey-scale can be achieved by switching each
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(a) The Micro-mirror Array.
(b) The hinge mechanism, with mirror removed.
(c) The DMD package.
Figure 3.2: Scanning Electron Micrographs of the DMD structure
(a),(b) and the complete package (c). From [84]
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pixel ’on’ for only a portion of the illumination cycle. Colour images
can be achieved by using a filter wheel or three independent DMD
systems. The contrast ratio between light and dark states is very
high as the only contribution is bleed from other pixels. The main
application of DMDs is in commercial light-projection systems, but
some attempts have been made to use them in telecommunications
switching [88, 89].
Ideally the DMD would function as a drop-in replacement for the me-
chanical slit in the original system. Switching columns of pixels to the
‘on’ position would be equivalent to moving the slit to the correspond-
ing wavelength location. However pixels on the DMD are independent
of each other, so unlike the slit it would be possible to switch on two
noncontiguous spectral regions. In addition the PSD could be modu-
lated by switching rows of the DMD. The switching time would also be
vastly improved, as the response time of the entire device is less than
100 µs.
Despite its many advantages the DMD suffers from one obvious
drawback in that the mirror tilt orientation is across the diagonal,
not the horizontal or vertical. The mirrors rotate ±12◦ about this
axis. Hence a ray at normal incidence to the plane of the DMD is
reflected through an angle of 24◦ out of the plane. Two solutions to
this problem that we attempted are detailed in the following sections.
Digital Micro-mirror Devices have previously been used for this ap-
plication by other groups to create hyperspectral selection engines.
MacKinnon [90] and Brown et al. [91] used a DMD and Xenon arc
lamp to provide a hyperspectral source for radiometric applications.
They solved the out of plane propagation problem using expensive,
custom designed collection optics and achieved excellent light output
and spectral resolution. More recently McConnell et al. [92] attempted
to use a DMD with a supercontinuum but did not achieve high spectral
resolution, producing only three distinct bands. Chuang and Lo pro-
duced a system that successfully produced arbitrary profiles but using
an Erbium-Doped Fibre Amplifier with a central wavelength of 1550
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nm and bandwidth of 37 nm [93]. As will be discussed below working
at infra-red wavelengths and over such a narrow bandwidth greatly
reduces problems with diffraction. This work attempted to improve
on these attempts by incorporating the supercontinuum but achieving
spectral resolution close to that of MacKinnon and Brown. More re-
cently Rice et al. have demonstrated a high capability system that is
similar in approach to our work [94–97].
3.2.1 Diffraction Effects
The major difference between our DMD system and the one described
in Brown [91] is the use of a coherent light source. Although McConnell
et al. [92] also used a supercontinuum source no discussion of diffraction
effects was given. Rice et al. [94] discuss the diffraction effects but
the following analysis was derived independently and aims to be more
comprehensive. It was initially started by Hao Zhang, a colleague, but
has extensively reworked.
Diffraction effects arise from constructive and destructive interfer-
ence of coherent waves originating at an aperture. The DMD is a
regular two-dimensional grid of small tilted mirrors, so there is both
the diffraction effects of the individual mirrors and the array as a whole
to consider. This can be simplified by observing that in the plane of
the mirror tilt direction (the diagonal across each mirror) the DMD is
a blazed reflection grating, as shown in figure 3.3(b). These are widely
used in spectroscopy and have been studied for over a century, ever
since Lord Rayleigh first predicted their usefulness [17]. In a normal,
unblazed grating the majority of the power is directed into the zeroth
diffraction order. Because the output angle depends on nλ the zeroth
order shows no deviation for any wavelength, and so the zeroth order
is useless for any spectroscopic application. By adding a blaze angle
power is shifted into a higher diffraction order that has a wavelength
dependency on the angular deviation.
In our system the DMD is being used as a spatial modulator, not as
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(b) A standard blazed grating.
Figure 3.3: Blazed and unblazed gratings. Angles are measured with
respect to grating normal. The blaze angle γ of the mirrors shifts
power into a higher order.
a diffractive element for spectroscopy. We wish to minimise diffraction
effects from the DMD and hence the zeroth order would actually be the
most useful for our purposes. The position of the diffraction peaks from
the DMD can be calculated using the standard grating equation (3.1):
d sin θi − d sin θr = nλ (3.1)
where λ is the wavelength, n the diffraction order, d is the grating
pitch, and θi and θr are the incident and reflection angles respectively.
For an unblazed grating the normals of the diffraction elements and the
grating are the same and so the zeroth order and specular reflections
are coincident, illustrated in figure 3.3(a).
For a blazed grating, the incident and reflection angles are still mea-
sured with respect to the grating normal but the element normals are
offset by an angle gamma, as shown in figure 3.3(b). This changes the
specular reflection to an angle determined by the relation:
θi − γ = θr + γ
θi − θr = 2γ (3.2)
This implies that specular reflection from the mirrors will direct the
majority of the power towards a non-zero diffraction order. If the spec-
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ular reflection is exactly co-incident with a particular order then the
grating is said to be blazed at that order. By inserting equation (3.2)
into (3.1) we can calculate the incident and reflection angles that would
produce the blaze condition for a particular wavelength and order:
nλ/d = sin θi − sin(θi − 2γ)
nλ/d = sin θi − sin θi cos 2γ + cos θi sin 2γ
nλ/d = 2 sin γ(sin θi sin γ + cos θi cos γ)
⇒ nλ
2d sin γ
= cos(θi − γ)
which together with (3.2) gives:
θi = arccos
(
nλ
2d sin γ
)
+ γ θr = arccos
(
nλ
2d sin γ
)
− γ (3.3)
In order for the arccos terms to produce a real result, the following
condition must hold:
nλ
2d sin γ
< 1
∴ nλ < 2d sin γ (3.4)
When applying this analysis to the DMD there is an ambiguity over
what value to choose for d, the grating pitch, as it is not constant in
the direction perpendicular to the mirror tilt. Figure 3.4 illustrates
the issue for a DMD with mirror edge length l. Pitches of l
√
(2)
and l/
√
(2) are constant across the DMD, while others will alternate
between two values. In the literature Rice et al. chose a value of
l/
√
(2), but gave no justification for this [94]. Tables 3.1 and 3.2 give
the incident and reflection angles required to blaze orders for grating
pitches of 9.67 and 19.3 µm respectively, corresponding to pitches of
l
√
(2) and l/
√
(2) for our DMD. Orders and wavelengths that fail
condition (3.4) and so cannot be blazed are indicated by a blank entry
in each table.
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Table 3.1: Required incident and reflection angles for order n to be
blazed at a particular wavelength (in nm) for a mirror pitch of 19.3
µm and blaze angle of 12◦. Orders where no blaze is possible at any
incident angle are left blank.
n 500 510 520 530 540 550 560 570 580
0 θi 102.0 102.0 102.0 102.0 102.0 102.0 102.0 102.0 102.0
θr 78.0 78.0 78.0 78.0 78.0 78.0 78.0 78.0 78.0
1 θi 98.4 98.4 98.3 98.2 98.2 98.1 98.0 97.9 97.9
θr 74.4 74.4 74.3 74.2 74.2 74.1 74.0 73.9 73.9
2 θi 94.9 94.7 94.6 94.4 94.3 94.1 94.0 93.9 93.7
θr 70.9 70.7 70.6 70.4 70.3 70.1 70.0 69.9 69.7
3 θi 91.3 91.0 90.8 90.6 90.4 90.2 89.9 89.7 89.5
θr 67.3 67.0 66.8 66.6 66.4 66.2 65.9 65.7 65.5
4 θi 87.6 87.3 87.0 86.7 86.4 86.1 85.8 85.5 85.2
θr 63.6 63.3 63.0 62.7 62.4 62.1 61.8 61.5 61.2
5 θi 83.9 83.5 83.1 82.8 82.4 82.0 81.6 81.3 80.9
θr 59.9 59.5 59.1 58.8 58.4 58.0 57.6 57.3 56.9
6 θi 80.1 79.6 79.2 78.7 78.2 77.8 77.3 76.8 76.4
θr 56.1 55.6 55.2 54.7 54.2 53.8 53.3 52.8 52.4
7 θi 76.2 75.7 75.1 74.5 74.0 73.4 72.8 72.3 71.7
θr 52.2 51.7 51.1 50.5 50.0 49.4 48.8 48.3 47.7
8 θi 72.2 71.5 70.9 70.2 69.5 68.8 68.2 67.5 66.8
θr 48.2 47.5 46.9 46.2 45.5 44.8 44.2 43.5 42.8
9 θi 68.0 67.2 66.4 65.6 64.8 64.0 63.2 62.4 61.5
θr 44.0 43.2 42.4 41.6 40.8 40.0 39.2 38.4 37.5
10 θi 63.6 62.7 61.7 60.8 59.8 58.9 57.9 56.9 55.9
θr 39.6 38.7 37.7 36.8 35.8 34.9 33.9 32.9 31.9
11 θi 58.9 57.8 56.7 55.6 54.4 53.2 52.0 50.8 49.5
θr 34.9 33.8 32.7 31.6 30.4 29.2 28.0 26.8 25.5
12 θi 53.8 52.5 51.1 49.8 48.3 46.9 45.3 43.8 42.1
θr 29.8 28.5 27.1 25.8 24.3 22.9 21.3 19.8 18.1
13 θi 48.1 46.5 44.8 43.1 41.2 39.3 37.2 34.9 32.4
θr 24.1 22.5 20.8 19.1 17.2 15.3 13.2 10.9 8.4
14 θi 41.5 39.4 37.2 34.7 32.0 28.8 25.0 19.3
θr 17.5 15.4 13.2 10.7 8.0 4.8 1.0 -4.7
15 θi 33.2 30.0 26.2 20.8
θr 9.2 6.0 2.2 -3.2
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Table 3.2: Required incident and reflection angles for order n to be
blazed at a particular wavelength (in nm) for a mirror pitch of 9.67
µm and blaze angle of 12◦. Orders where no blaze is possible at any
incident angle are left blank.
n 500 510 520 530 540 550 560 570 580
0 θi 102.0 102.0 102.0 102.0 102.0 102.0 102.0 102.0 102.0
θr 78.0 78.0 78.0 78.0 78.0 78.0 78.0 78.0 78.0
1 θi 94.9 94.7 94.6 94.4 94.3 94.1 94.0 93.9 93.7
θr 70.9 70.7 70.6 70.4 70.3 70.1 70.0 69.9 69.7
2 θi 87.6 87.3 87.0 86.7 86.4 86.1 85.8 85.5 85.2
θr 63.6 63.3 63.0 62.7 62.4 62.1 61.8 61.5 61.2
3 θi 80.1 79.6 79.2 78.7 78.2 77.8 77.3 76.8 76.4
θr 56.1 55.6 55.2 54.7 54.2 53.8 53.3 52.8 52.4
4 θi 72.2 71.5 70.9 70.2 69.5 68.8 68.2 67.5 66.8
θr 48.2 47.5 46.9 46.2 45.5 44.8 44.2 43.5 42.8
5 θi 63.6 62.7 61.7 60.8 59.8 58.9 57.9 56.9 55.9
θr 39.6 38.7 37.7 36.8 35.8 34.9 33.9 32.9 31.9
6 θi 53.8 52.5 51.1 49.8 48.3 46.9 45.3 43.8 42.1
θr 29.8 28.5 27.1 25.8 24.3 22.9 21.3 19.8 18.1
7 θi 41.5 39.4 37.2 34.7 32.0 28.8 25.0 19.3
θr 17.5 15.4 13.2 10.7 8.0 4.8 1.0 -4.7
8 θi 18.0
θr -6.0
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Figure 3.4: Two possible values of grating pitch along the mirror tilt
direction for a DMD with mirror edge l
Both tables show that the low diffraction orders, which should have
broader peaks and therefore would be easier to couple into, have very
low incidence angles. The zeroth order itself requires grazing incidence
at 102◦, which would imply the unphysical result of shining the source
from behind the DMD. In fact, for table 3.1 it is not until the fourth
order that all wavelengths are incident from the front of the DMD,
indicated by an angle of less than 90◦. This means that we are forced
to use a fairly high order.
However, as the order increases the angles required to couple dif-
ferent wavelengths into the same order become very different. For
example, for the twelfth order to be blazed at 500 nm requires an inci-
dent angle of 50.8◦, but at 550 nm requires an incident angle of 43.0◦.
Conversely for the same incident angle different wavelengths will cou-
ple into different orders at different reflection angles. If we choose to
collect the light from a particular reflection angle there will be cer-
tain wavelengths which are at a diffraction trough rather than a peak,
resulting in reduced intensity for those wavelengths.
The final point to note from the tables is that, due to the very dif-
ferent values in each table, diffraction effects in the direction perpen-
dicular to the mirror tilt cannot be ignored when trying to understand
the behaviour of the DMD. We will return to this later with a full
two-dimensional analysis in section 3.4.3.
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3.3 System Modelling and Designs
The optical systems presented below are not particularly complex, as
they contain only a handful of standard components besides the DMD.
However the out-of-plane propagation introduced by the DMD made
visualising the systems using two-dimensional projections difficult.
Although several optical software tools, such as Zemax, are commer-
cially available and capable of simulating 3D systems, they are geared
towards optimising complex imaging systems along a single axis. Hence
we opted to create our own modelling software that included a three-
dimensional representation of the system elements from the outset in
order to better visualise ray paths through the system. This helped
in planning experimental layouts and was also used to produce the
system schematics used throughout this chapter.
Initially this software was written in C++, but was converted to
Python once it became clear that easy scripting would be a beneficial
capability. Optical elements are represented as a collection of either
reflective or refractive surfaces. These surfaces are described as sec-
tions of planes, spheres or cylinders. These can be combined to create
compound objects such as lenses or prisms that have several surfaces.
The DMD was modelled as a quadrilateral reflector, but with the re-
flection angle calculated using equation (3.2). A pattern of ‘on’ and
‘off’ states for the mirrors could be specified using a bitmap image and
output angles determined accordingly. Surfaces are approximated as
polygon meshes for display purposes.
The primary issue when designing the system was how to mount the
DMD in a useful orientation, taking into consideration both the mirror
tilt axis and the incident and reflection angles required to efficiently
collect a large portion of the spectrum. We used two different mount-
ings which are discussed below, along with a subsequent significant
improvement in the collection optics.
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3.3.1 Design 1 - Oblique Mounting
The first mounting solution attempted held the DMD at 45◦, so that
the torsion hinges were aligned vertically. Rays deviated by the DMD
therefore remained in the horizontal plane, as illustrated in figure 3.6.
This system used an SF-11 equilateral prism as the dispersive element.
Individual wavelengths from this were focussed onto the DMD using a
cylindrical mirror with a 70 mm focal length. The DMD was simulated
with alternate stripes of ‘on’ and ‘off’ mirror states. In order to cap-
ture as many wavelengths as possible in the same diffraction order the
DMD was oriented as close to grazing incidence as was feasible in the
laboratory. The light paths for rejected and selected wavelengths are
labelled in the figure. Selected light was collected using a cylindrical
lens with a 70 mm focal length.
Although the in-plane propagation was beneficial this orientation in-
troduced several practical difficulties. The first was how to draw phys-
ically horizontal and vertical lines onto the DMD. The DMD software
interface is based around loading binary images representing frames
of a video sequence. These images are stored in a special file format
(.ddc) containing a single bit for each pixel in a single linear array. For
a 1024x768 pixel the resulting size is 98,304 kilobytes.
Because the pixels are stored in a linear, row-major array, we used a
simple trick to draw diagonal lines that appeared vertical or horizontal.
First we defined a logical array of pixels that is large enough to contain
the DMD array when rotated by 45◦. In this case it is a square array
with side length of 1024+768 = 1792 pixels, as illustrated in figure 3.7.
A horizontal line in the logical co-ordinate system was switched on
by finding the first column of that line which intersects with the real
DMD, and then striding through the array switching every 1023rd pixel.
Because each row is 1024 pixels long, striding by 1023 has the effect of
moving up by one pixel in each physical column. This continues until
the edge of the physical DMD is reached. Vertical lines can be switched
on in a similar manner, but with a stride of 1025. Code to perform this
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Figure 3.5: Simulated orthogonal projection of the system showing
that rays are not deviated out of the horizontal.
Figure 3.6: Plan view of the simulated obliquely mounted system.
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Figure 3.7: Schematic illustrating the oblique mounting. Pixels in the
‘on’ state are filled in grey. Vertical ‘columns’ run diagonally across
the pixel array.
algorithm was written in C and wrapped in a Dynamic Link Library
(DLL) so it could be used within the main Labview control program.
An additional problem with this arrangement, also illustrated in
figure 3.7, is that pixels from adjacent columns overlap in the horizontal
direction. This means that physical columns no longer control unique
bands of spectrum, creating a physical limit to spectral separation.
In practice this limit is not approached because the spectrum is not
perfectly focussed onto the DMD, and the spectral spread from this is
much larger than one pixel.
Collecting all desired wavelengths from the DMD was difficult. The
cylindrical lens brings the diffraction patterns for each wavelength to
focus one further focal length from the lens. The central peaks of these
patterns do not cross exactly, as shown in figure 3.6 primarily because
of the lateral wavelength dependency from the prism. In addition
the diffraction effects described above spread the central peaks out.
However, the majority of the light does fall within a small volume.
This was not sufficient to efficiently couple into a single collection fibre
but roughly matched the collection aperture of a liquid light guide
(Fluid Light Cable 495 FO, Karl Storz GmbH.)
A liquid light guide contains a core made from saline rather than
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silica, contained in a reflective tube. Although not as efficient as a
solid glass core a liquid core is far less sensitive to bending and as
a consequence more durable. They are also more efficient than inco-
herent fibre bundles. These are important considerations in a clinical
setting where the frequent handling and sterilization of products in-
creases wear and tear dramatically. Along with these benefits liquid
light guides also have far larger core sizes than silica fibres, usually
with radii on the order of 3 mm. The numerical aperture is also higher
as a consequence. The widespread use of liquid light guides in the
clinic means that standard medical instruments such as endoscopes
have matching connectors. These benefits meant that using a liquid
light guide was a far superior choice to continuing with an optical fibre.
The light guide aperture was placed to capture as much output power
as possible.
Figure 3.8 shows examples of the output spectra that can be pro-
duced by switching columns of pixels of various width. Although the
maximum spectral resolution will be obtained by using single-pixel
columns, the resolution was not found to improve much below four-
pixel wide columns as shown by comparing figures 3.8(a) and 3.8(b).
The resolution for one pixel columns, measured by Full-Width Half-
Maximum (FWHM) each spectrum, was found to be 1.005 nm at the
blue end of the spectrum, rising to a maximum of 3.480 nm in the red.
This loss of resolution can be attributed to the non-linear dispersion
of the prism.
Although thin columns do provide higher spectra resolution, due to
the roughly constant Power Spectral Density (PSD) of the supercon-
tinuum, the output intensity is lower than for wider columns. There is
hence a tradeoff between spectral resolution and illumination power.
A good compromise was found for columns that were between eight
and 32 pixels wide, which gave a spectral resolution of between 2 and
10 nm.
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Figure 3.8: Simple spectra generated when turning on constant width
columns across the face of the DMD.
3.3.2 Design 2 - TIR Prism
Although the oblique mounting solution worked well as an initial proto-
type it was impractical for continued use. It was exceedingly difficult
to couple any light below about 475 nm into the liquid light guide,
without sacrificing a large amount of the light above 500 nm. As a
large number of interesting biological molecules have excitation bands
below 475 nm this was a significant issue. In addition the mounting
itself which was cumbersome and prone to shifting between uses, which
would lead to significant changes in the output spectra.
We therefore investigated how DMDs are mounted in other appli-
cations, particularly commercial DLP projectors. These use a Total-
Internal Reflection (TIR) prism as depicted in figure 3.9 to bend the
light path through roughly 90◦. A TIR prism consists of two angled
prisms cemented together so that one pair of exterior faces are parallel.
The interior angle (α) for DLP systems is generally 38◦.
The important feature of a TIR prism is that the cement layer be-
tween the two constituent prisms introduces a small gap of lower re-
fractive index between them. Light incident on the front or back face
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Figure 3.9: Schematic of a Total Internal Reflection prism. The for-
ward light path is shown in red, the reverse in blue.
at perpendicular incidence will pass through with zero deviation. How-
ever light incident on the side face will strike the interior surface at an
angle above the critical and so will undergo total internal reflection,
and be directed toward the back face. The internal prism angle α and
external angle β are tuned to match the rotation angle of a particular
DMD which is mounted immediately behind the back face. Rays are
then reflected normal to the back and front face, and are hence below
the critical angle of the internal face.
This folding of the light path produces a much greater separation of
the incident and reflected light channels, giving more space to mount
other optical components. Without the prism a large optical path
would be required to physically separate illumination and collection
optics given the small 24◦ path deviation the mirrors introduce. With
the prism, rays are deflected by approximately 90◦ in total, allowing
for a shorter optical path between components. TIR prisms are cheap
to manufacture as they simply consist of two glass prisms cemented
together.
To use the prism we mounted the DMD with the long edge horizontal
and the short edge vertical. The prism was then placed in front of the
DMD with the entrance face oriented towards the upper-left corner.
Instead of attempting to mount optics in this 45◦ plane a large circular
mirror was added just before the prism and tilted so that horizontal
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rays would be reflected such that they were normal to the entrance
face. This permitted both illumination and collection optics to be
mounted in the horizontal plane, greatly easing alignment issues. The
TIR prism and mirror were held in a linked mount to ensure they had
coincident axes.
Initially we set up the system in the reverse order, with the SF-11
dispersion prism and a 100 mm focal length cylindrical lens lens in the
same horizontal plane as the DMD, and with a 35 mm focal length
collection lens and liquid light guide mounted at a level parallel to the
centre of the tilted mirror.
After test spectra were recorded the system was re-arranged in the
forward direction, which we found was easier to align. The path length
from the DMD face to the tilted face of the prism is longer than that
from the DMD to the front face. Hence in the reverse direction the
diffraction patterns from the DMD are more dispersed when they exit
the TIR prism than in the forward direction. This means in order to
collect a significant fraction of the power a large mirror and lens must
be mounted as close to the TIR prism as possible, which was physically
tricky. A smaller lens could collect the same amount of power when the
system was arranged in the forward sense, and was physically easier to
position close to the TIR prism’s front face.
The two arrangements are simulated in figures 3.10 and 3.11. We
found that both systems were significantly brighter than the obliquely
mounted system. With all DMD mirrors switched to the ‘On’ position
total output power was found to be 62 mW for the oblique system and
102 mW for the prism system.
The combined prism dispersion and diffraction effects make collect-
ing the light from the DMD difficult. In part this is due to the difference
in ray propagation in the vertical and horizontal directions. The prism
and cylindrical lens have no effect in the vertical direction hence rays
at the DMD are still collimated vertically. In the horizontal direction
individual wavelengths at the DMD are being brought to a focus, while
the overall envelope is collimated. After the DMD diffraction affects
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Figure 3.10: Simulated of the system mounted in the reverse direc-
tion, with the dispersion prism at the same height as the DMD.
Figure 3.11: Simulation of the system in the forward direction, with
the collection lens at the same height as the DMD.
69
Figure 3.12: Close-up view from directly above the system simulated
in figure 3.11.
both directions.
Initially we used the same simple focussing scheme from the obliquely
mounted system. A ray trace of this system is shown in figure 3.12 with
ten wavelengths between 425 and 640 nm. This scheme worked suffi-
ciently well that the majority of the results in this thesis were recorded
with it. However as can be seen in figure 3.12 although the longer wave-
lengths focus into a small area the shorter wavelengths do not and form
a blue tail. If we wished to capture these wavelengths then the liquid
light guide could be translated horizontally but this meant the longer
wavelengths would miss the entrance aperture instead, and as these
are more closely spaced more wavelengths and power will be lost than
gained. This drawback led us to search for an alternate solution.
3.3.3 Design 3 - Two Matched Prisms
In the absence of diffraction effects the light from the DMD could be re-
collimated in the horizontal direction using a matching lens and prism
to those used before the DMD. The second prism should be oriented
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Figure 3.13: Orthographic projection of the matched prism system.
Diffraction effects are neglected.
the same as the first as the order of the colours in the spectrum is
reversed with respect to the propagation direction after bouncing off
the DMD. The two lenses must be the same focal length to produce
matching incidence angles at the first surface of the second dispersion
prism. Ray traces of this system are given in figures 3.13 and 3.14.
This is similar to the system recently outlined by Rice et al. [94, 96].
Using this arrangement the diffraction effects of the DMD have min-
imal impact to system performance, and could be improved by using
large prisms in order to capture and re-collimate a larger area of the
diffraction patterns.
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Figure 3.14: Top-down ray trace showing that rays from the second
prism are parallel.
3.4 System Performance
3.4.1 Output Power and Spectrum
An important performance quantity for any illumination system is the
output power and spectrum. For our system the supercontinuum de-
termines the maximum available power and spectral envelope. Each
subsequent component in the system has a transmission profile that
will reduce the output power at each wavelength. To quantify these
effects an integrating sphere and spectrometer (HR4000, Ocean Optics
Inc.) were used to measure the spectrum of the raw supercontinuum
and at points after significant components in the optical system. A
more accurate power measurement was obtained using a broadband
photodiode (M10, Coherent Inc.) in place of the integrating sphere
and spectrometer. The spectral results are shown in figure 3.15 and
the measured powers given in table 3.3.
The supercontinuum is quoted as generating power from 400 nm
but significant power is only observed above 500 nm in figure 3.15(a).
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Figure 3.15: The supercontinuum spectrum and that measured at
various points in the system.
Component Power (W)
Laser 1.263
Post DMD 0.228
F.G. 0.118
F.G. & ’Scope 0.045
L.L.G. 0.184
L.L.G. & ’Scope 0.064
Table 3.3: The total measured power in the complete spectrum when
measured after various components (F.G. - Fibre Guide, L.L.G. - Liq-
uid Light Guide).
Between 425 and 700 nm, on a per-wavelength basis the transmission
efficiency is approximately 50% as shown in figure 3.15(b). As there are
a total of nineteen surfaces to transit in the system this corresponds
to only a 3.5% average loss per surface. Above 700 nm there is a
significant drop in power, likely because the range of the anti-reflection
coatings used on most of the components only extends this far.
The transmission properties of the commercial clinical components
after the optical system was observed to be poor below 480 nm. Both
an incoherent fibre bundle and liquid light guide were tested (Part
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numbers 495 ND and 495 FO, Karl Storz GmbH), with the liquid
light guide observed to have superior transmission properties over the
majority of the spectrum. The low throughput below 480 nm means
that although a large amount of blue light may be available after the
DMD it will fail to reach a target sample as it will not propagate
through the light guides. The performance of the illumination fibres
internal to the laparoscope itself were found to have similar properties.
We compared the power output to a standard 300 W Xenon arc
lamp (Karl Storz GmbH) and the quoted powers of two similar com-
mercial systems, the OneLight Spectra (OneLight Corp.) and OL-490
Agile light source (Optronic Laboratories) [98]. These have total out-
put powers of 3.742, 0.250 and 0.229 W respectively. The total output
power of our system before the laparoscope, given in table 3.3, of 184
mW is comparable to the commercial hyperspectral systems but an
order of magnitude less than the Xenon lamp. This is superior to our
system but it should be noted that commercial supercontinuum sources
are still increasing in available power and that in a commercial system
more attention would be paid to the anti-reflection coatings.
The spectral resolution of the OL-490 Agile light source is quoted as
being 6 nm, although this is dependent on the slit-size selected for a
particular system. Our system can easily achieve a FWHM superior to
this. We were unable to obtain a spectral resolution for the OneLight
system. Comparing the spectral power density of each system is prob-
lematic as it is not constant and depends on the spectral properties of
the particular light source chosen. The output of all three systems is
a standard 3 mm liquid light guide.
Due to diffraction effects a very small amount of light is still reflected
towards the collection optics when the mirrors are switched to the ‘off’
position. This could not be detected using the high-power broadband
photodiode so instead a different detector (OP2-VIS, Coherent Inc.)
was used with 1:1000 ratio attenuator to prevent damage. This mea-
sured the power with all mirrors off as 28.0 µW, and with all mirrors
on as 246.6 mW. This means the system provides a contrast ratio of
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about 8800 : 1.
For spectroscopic applications this contrast ratio will fall as not all
mirrors will be switched on simultaneously. When using the system
for reflectance imaging exposure times tended to be short enough that
any signal due to light from ‘off’ mirrors fell below the noise floor of
our imaging optics. However when exposure times were longer, partic-
ularly for fluorescence imaging, a signal could be observed. This was
accounted for by acquiring background data with all mirrors switched
off and subtracting this from the measured signal.
3.4.2 Compensating for Prism Dispersion
As mentioned above in section 3.3.1 the dispersion from a prism is
non-linear, resulting in an uneven distribution of wavelengths across
the face of the DMD. Consequently, if a constant bandwidth or spacing
is desired for imaging, then a non-constant column width and position
must be used on the face of the DMD. The deviation angle δ of a ray
traversing a prism is given by [17]
δ = θ + arcsin
(
sinα
√
n (λ)2 − sin2 θ − sin θ cosα
)
− α (3.5)
where θ is the incident angle of the ray on the prism, α is the prism
wedge angle and n is the refractive index of the prism. The only vari-
able in this equation that depends on the wavelength λ is the refractive
index as once the system has been set up the remainder are constant.
The refractive index can be calculated using the Sellmeier Equation:
n2 = 1 +
∑
i
Biλ
2
λ2 − Ci (3.6)
where Bi and Ci are the Sellmeier coefficients which describe the
locations and strengths of the resonant frequencies of the material.
For common glasses excellent results can be achieved by truncating
the sum after only three terms. This is because most glasses have two
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Figure 3.16: Schematic of the simplified optical system (a) used to
calculate the lateral position of each wavelength on the DMD (b). The
focal length for this system was 10 mm.
strong resonances in the ultra-violet, and a third in the infra-red region
of the spectrum which dominate contributions to the refractive index.
Figure 3.16(b) shows the non-linear deviation angle for the SF-11 glass
prism used in our system.
Ideally we would like to invert equations (3.5) and (3.6) in order to
find the wavelength that is deviated by a particular angle, and hence
strikes the DMD at a particular position. Unfortunately the three-
term Sellmeier equation is intractable to invert (five days of CPU time
with a symbolic algebra package failed to produce an answer). Hence a
numerical scheme was used to simulate the bandwidth expected from
different columns of the DMD. Using the simplified optical system in
figure 3.16(a), which neglects the path-folding effects of the mirror
and TIR prism, the position on the DMD of a particular wavelength
is simply:
x = f sin (δm − δ)
δm = 2θ − α
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∴ x = f sin
(
θ − arcsin
(
sinα
√
n (λ)2 − sin2 θ − sin θ cosα
))
(3.7)
where δm is the minimum deviation angle [17], and n is calculated
using equation 3.6. This assumes that the minimally deviated wave-
length strikes the exact centre of the DMD, hence the position x can
extend up to half the DMD width in each direction. The position on
the DMD of a series of wavelengths, chosen to match the resolution
of the spectrometer used in our experiments (Ocean Optics HR4000),
was then calculated with eq. 3.7. These positions were converted to
pixel column numbers, and the minimum and maximum wavelength in
each individual column recorded.
The resulting look-up table can be used to simulate the response of
the system. The spectral bandwidth of a contiguous group of pixel
columns is simply the minimum wavelength falling on the leftmost
column subtracted from the maximum wavelength in the rightmost
column. To linearise the bandwidth and spacing the column addresses
would have to take the form of the inverse of equation (3.7), but as
noted above this cannot be inverted. Instead a scaled power law was
implemented so that an appropriate power could be used to linearise
the system as much as possible. This algorithm requires seven param-
eters. The start and stop column of the DMD, c1 and c2, are chosen
which correspond to the desired overall wavelength range, along with
n, the number of desired bands, and a start and stop column width w1
and w2. The central column and width of band i can then be found
from
wi =
⌈
w1 +
(
i
n
)qw
(w2 − w1)
⌉
ci =
⌈
c1 +
(
i
n
)qc
(c2 − c1)
⌉
(3.8)
where qw and qc are the independent factors that tune the bandwidth
and spacing respectively. The left- and rightmost column addresses for
each band can then be found from ci ± wi/2. All of these values must
be rounded to the nearest integer to correspond to pixel addresses on
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Figure 3.17: Spectral bandwidth plotted for constant column widths
of 1 - 4 pixels (dotted lines) and a variable width that starts at 4 pixels
and steps down to 1 (Black solid line).
the DMD.
This restriction to integer column widths limits the smoothness in
variation of bandwidth that can be produced by the DMD. As illus-
trated in figure 3.17 the bandwidth for constant column widths in-
creases smoothly, however in order to produce a constant spectral
bandwidth the stop width must be less than the start width. Each time
the column width decreases by one, we are in effect jumping between
neighbouring curves in figure 3.17. This results in strange discontinu-
ities in the bandwidth when varying the column width. This is shown
by the solid black line, which is for a starting width of four pixels and
a stop width of one pixel. The line overlaps each other curve on the
graph for a small region of wavelengths, before jumping to the next
one.
Figure 3.18 shows both the simulated and measured bandwidths if
both qw and qc are equal to unity, resulting in columns that are spaced
evenly across the face of DMD but decrease linearly in width. The
starting widths vary between 5 and 40 pixels, and the end width is
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Figure 3.18: Simulated and measured bandwidths and spacings for
linear column widths and spacings (qw = qc = 1).
always 5 pixels. Figures 3.18(a) and (b) show that the spacing between
central wavelengths increases non-linearly for columns towards the red
end of the spectrum, as expected for constant spacing. The band
spacing is not affected by altering the start and end widths, evidenced
by the overlapping lines.
Figures 3.18(c) and (d) show that the variation in FWHM changes
depending on the ratio of start to stop column width. The most con-
stant FWHM is obtained for a ratio of 5 (i.e. a start width of 25
pixels, stop width 5 pixels). In all cases the agreement between simu-
lation and measurement is good, apart from a break-down in measured
bandwidth at short wavelengths due to a sharp decline in power from
the laser which is not modelled in the simulation.
In order to improve the band spacing a range of possible qc values
was investigated. Intuitively, columns should be spaced closer together
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Figure 3.19: Plots of spacing and bandwidth for various values of qc.
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Figure 3.20: FWHM for the system with qw = qc = 0.7. The evenly
spaced data points indicate roughly constant band-spacings are also
equal.
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at longer wavelengths as these are more closely spaced on the DMD.
As (c2 − c1) > 0 in equation (3.8), this implies that qc should be less
than one. Hence a range of values from 0.5 to 1.0 was investigated
while holding the column width constant at a value of 5 pixels. The
results are shown in figure 3.19. A value of qc = 0.7 produces the
flattest overall spacing in figures 3.19(a) and (b). Because the column
width is held constant the lines overlap in figures 3.19(c) and (d).
If we then use the same value for qw and redraw figure 3.18(c), we
can see that a start to end column-width ratio of five still produces the
flattest bandwidth, but now also has a roughly constant band-spacing
indicated by the even horizontal spacing of data points in figure 3.20.
3.4.3 Diffraction Measurement and Fourier
Analysis
In addition to the analysis in section 3.2.1 it is also possible to calcu-
late the diffraction pattern of an aperture using a Fourier transform.
A blazed grating can be modelled as a convolution of a triangular ele-
ment function with a comb of Dirac delta functions, multiplied by an
overall aperture or illumination function [99]. We simulated this in two
dimensions in order to find the far-field diffraction pattern that should
be observed from the DMD.
The arrangement and co-ordinate systems used are shown schemat-
ically in figure 3.21. To convert between the generalised spatial fre-
quency co-ordinates (u, v) to physical locations on a screen (x′, y′) at
distance S from the aperture the following relationship was used [17,
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Figure 3.21: The arrangement of and co-ordinate systems within the
aperture, Fourier plane and at the screen for the simulated diffraction
pattern.
99, 100]:
u =
sin θ
λ
∴ u = x
′
λR cosφ
∴ u ≈ x
′
λS
∵ R ≈ S, cosφ ≈ 1
∴ x′ = λSu (3.9)
where R is the distance from the aperture origin to the point (x′, y′),
which in the far-field can be approximated by S. A similar result
applies for y′.
To simulate the DMD aperture the height across an individual mirror
was approximated as a two dimensional triangular function h(x, y) =
x+y over the full extent of the mirror pitch. This is an approximation
as the mirror edges are slightly smaller than the pitch so that they do
not collide when switching. In addition the projection of a tilted square
is a diamond shape, leading to a further reduction in the effective
mirror area when tilted. This will lead to a negligible broadening of
the overall envelope in the far-field and so can be ignored [99]. The
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Figure 3.22: Phase component of the aperture function across (a) a
single mirror and (b) a 4x4 grid of mirrors, coloured by phase value.
mirror elements can then be modelled as having a constant amplitude
but phase determined by
ψ(x, y) =
2pi(x+ y)
λ
(3.10)
This element function, shown in figure 3.22(a) was convolved with a
two-dimensional grid of delta functions and then multiplied by an aper-
ture function. In the x−direction this consisted of a top-hat function
with the width of two mirrors to approximate that in reality it is un-
likely that all wavelengths can be focussed to a perfect stripe on the
DMD. In the y−direction a Gaussian distribution represented the laser
intensity profile. A Fast Fourier-Transform (FFT) was then used to
find the far-field diffraction pattern (Matlab, the Mathworks Plc.).
The full 1024 by 768 grid of mirrors could not be simulated due
to memory constraints, as it was found that 48 sample points were
required in each direction for a single mirror element in order to avoid
aliasing effects. Hence a much smaller 32 by 32 grid of mirrors was
simulated for each wavelength individually. However the important
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features of the far-field are determined by the element function and
element spacing which are adequately simulated even in this small
region of the DMD. The phase component of the central section of the
aperture is shown in figure 3.22(b). Mirrors that fall outside of the lit
region of the DMD give zero phase change as their amplitude is also
zero.
The resulting simulated diffraction pattern for a single wavelength of
505 nm is shown in figure 3.23 for a screen distance of 45 cm. Note that
the axes do not begin at zero due to the angular deviation caused by
the mirror blaze. The location of peak intensity in the pattern makes
an angle of 24.11◦ with the origin, closely matching the expected 24◦
for specular reflection. This indicates that this particular wavelength
is quite close to being blazed.
This pattern was also observed in the laboratory using by the TIR
prism system was used with all elements after the exit face of the prism
removed. A column of mirrors equivalent to 505 nm was selected and
the pattern photographed on a paper screen placed 45 cm away from
the DMD. This had a 5 mm grid printed on it for scale and is shown
in figure 3.24. It should be noted that the simulated images assume
normal incidence and oblique reflection, whereas with the TIR prism
the reverse is true, but due to reciprocity this corresponds to shifting
the patterns to the centre of the screen plane.
A vertical line-scan through these images, at a position correspond-
ing to +13 cm in the horizontal direction, is shown in figure 3.25. The
major features of the two line-scans match closely, with simulated max-
ima spaced by 16.65 mm and measured maxima by 16.95 mm. The
extra peak in the measured scan at 2 cm corresponds to the red stripe
located towards the top of figure 3.24, which is a surface reflection
from the dispersing prism that could not be blocked without obscuring
much of the diffraction pattern and should be ignored.
To combine the diffraction simulations at multiple wavelengths re-
quired an extra step of displacing the horizontal co-ordinates so that
they originate at the location that each wavelength strikes the DMD.
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Figure 3.23: The simulated diffraction pattern from the DMD for
illumination at 505 nm.
Figure 3.24: The photographed diffraction pattern for a single column
of mirrors corresponding to 505 nm wavelength. Grid size is 5 mm.
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Figure 3.25: A vertical line-scan through the green component of
figures 3.23 and 3.24.
These locations were calculated using the method given above in sec-
tion 3.4.2. This offset, of up to ±7 mm is of the same order of magni-
tude as the size of a diffraction order and so contributes to the structure
in the far-field.
A simulated pattern for two wavelengths, at 482 and 617 nm is shown
in figure 3.26 and the observed pattern in figure 3.27. Both wavelengths
show two central orders in each direction with roughly equal intensity
in both simulated and photographed images, implying that they are
far from blazed. Both wavelengths show one vertical order falling at
roughly +14 cm in the simulated image, and the corresponding location
in the measured pattern. These features can be observed both in the
photographed and simulated patterns. Repeating the line-scan method
for comparing the simulation to measurement would be confusing due
to the overlapping colour bands.
Finally figure 3.28 shows the simulated diffraction pattern for the
whole spectrum between 450 and 650 nm, simulated at 45 equally
spaced wavelengths due to memory constraints. Figure 3.29 is a close-
up of the bright region of the pattern, simulated at 200 wavelengths.
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Figure 3.26: The simulated diffraction pattern from the DMD for
illumination at 482 and 617 nm.
Figure 3.27: The photographed diffraction pattern for two columns
corresponding to 482 and 617 nm wavelengths. Grid size is 5 mm.
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Figure 3.28: The simulated diffraction pattern from the DMD for
illumination between 450 and 650 nm.
Figure 3.30 shows the observed pattern in the laboratory. The simu-
lated images were gamma corrected with a value of 0.7 to increase the
brightness of dark areas relative to the central peak to more closely
match the dynamic range of the camera used.
The simulated and measured patterns match closely but not exactly.
This is to be expected primarily because of the discrete wavelengths
used in the simulation, rather than the continuum that exists in real-
ity. In both images the brightest peaks occupy an area that is approx-
imately 3 by 3 cm, and the ordering of colours within individual peaks
appears to match. Conversely the width of orders in the x-direction
is broader in the simulation than the measured pattern. This is likely
because the choice of illumination profile described above, a top-hat
covering two adjacent mirrors, does not properly resemble the focussed
intensity of a particular wavelength on the DMD.
The full simulation shows that the majority of the power is still
directed into the horizontal and vertical directions. However each in-
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Figure 3.29: A close-up of the bright region from figure 3.28
Figure 3.30: The photographed diffraction pattern for the entire spec-
trum.
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dividual order now appears smeared out in the diagonal direction due
to two competing wavelength dependencies. The dominant effect is
the normal wavelength dependency associated with diffraction, with
red wavelengths spreading further than blue in the far-field as illus-
trated in figure 3.26. This leads to the main strong diagonal shape of
each individual order.
There is then the further wavelength dependency from the prism,
resulting in colours being dispersed in the horizontal direction. This
leads to stronger colour separation in the horizontal than vertical which
makes separate orders appear to overlap. In the centre the orders
overlap strongly, leading to bright white spots, whereas further out the
overlap is less leading to patches of fairly pure colour. This is important
for our application as it implies the central region of the diffraction
pattern contains significant power from all available wavelengths.
3.4.4 Stability
Supercontinuum generation relies on non-linear processes inside a pho-
tonic crystal fibre and these are susceptible to power fluctuations and
changes in temperature. This can affect the power spectral density
(PSD) of the output light and hence it was necessary to quantify the
stability of the spectra our system could generate.
In particular we would be concerned by any major power fluctuations
over timescales of typical acquisition periods for our imaging systems
that will be described in chapter 6, as these would require measurement
and compensation. Individual exposure times were in the range of 0.1
to 1 second, and a complete acquisition of all bands was on the order
of 10 seconds. Hence the region of frequencies of interest spanned two
orders of magnitude, from about 0.1 Hz to 10 Hz.
We recorded two test spectra for a period of five minutes, sampling
once every 50 ms. The two spectra are shown in figure 3.31(a), one
consisted of the complete available spectrum while the other was four
separate columns of pixels corresponding to peak wavelengths of 533,
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Figure 3.31: The two spectra used to generate spectrograms (a) and
the total intensity of the four bands recorded over five minutes (b).
569, 615 and 663 nm. Figure 3.31(b) shows the summed intensity of
these bands over the five minute period. There are no obvious periodic
fluctuations and the average power appears to remain fairly constant.
This was confirmed by binning the intensity on different timescales
and observing the Root Mean Square (RMS) noise compared to the
mean intensity. This is given in table 3.4 for the 570 nm band and
shows less than a 1% RMS noise for exposure times greater than 0.1
s, which should not be an issue during imaging.
In addition spectrograms were calculated by taking the auto-covariance
of the time series for each wavelength and then calculating the fourier
transform to obtain the PSD. The autocovariance was used instead
of the autocorrelation as the intensity of the supercontinuum does not
Bin Size Bin Time (s) σ/µ (%)
1 0.05 1.2
2 0.1 0.88
20 1 0.33
200 10 0.18
Table 3.4: RMS noise (σ) to mean (µ) recorded intensity ratio for the
570 nm band and differing illumination times.
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Figure 3.32: Spectrogram from
the complete supercontinuum.
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Figure 3.33: Spectrogram from
the 4 peak spectrum in fig. 3.31.
have zero mean, and hence the autocorrelation is not square integrable.
The resulting spectrograms are shown in figures 3.32 and 3.33. The
PSD is shown on a logarithmic scale with a normalised maximum value
of 1. The frequency scale is only shown between 0 and 0.25 Hz because
no significant power was observed at higher frequencies. From this we
can conclude that the supercontinuum is actually fairly stable, with
no long term drift or fluctuation apparent. On shorter timescales it is
expected that some structure would be evident from the pulsed oscil-
lation laser used to initially form the supercontinuum.
In addition to the supercontinuum stability it is also possible that
mechanical motion, such as vibration of the prisms and DMD rela-
tive to each other, might affect the spectral stability. To observe if
this was an issue the mean and standard deviation of the peak wave-
length, central wavelength and FWHM of the four column spectrum
were found and are summarised in table 3.5. To calculate the FWHM,
the first and last wavelengths above half the peak value were found
and subtracted from each other. The central wavelength was then the
average of these two values. The central wavelengths and FWHM are
extremely stable, indicated by the low standard deviation across all
bands for these variables. The peak wavelength is slightly less stable
than the central wavelength. This is mainly due to small fluctuations
in power at the peak of the spectrum rather than an overall shift of
the entire spectrum, as the latter would be evidenced by the central
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Band Peak λ (nm) Central λ (nm) FWHM (nm)
1 533.3± 0.226 533.3± 0.080 3.948± 0.197
2 568.8± 0.178 568.7± 0.056 4.220± 0.120
3 615.2± 0.198 615.2± 0.072 4.680± 0.181
4 663.0± 0.150 663.0± 0.071 4.598± 0.178
Table 3.5: Mean and standard deviation of the peak wavelength, cen-
tral wavelength and FWHM for the four peaks in figure 3.31(a).
wavelength moving as well.
This is not a significant issue for narrow illumination bands, but be-
comes more prominent for wider bands. This is because wider columns
on the DMD cease to have the Gaussian profile expected for a single
column, and instead become more like a top-hat. However the central
wavelength of the band is extremely stable, and in fact is the more
logical wavelength to specify when selecting a band from the super-
continuum.
3.5 Conclusions
In this chapter the gradual evolution of a DMD-based hyperspectral
system was described. Although this is similar to other contemporary
work [94] this is the first successful application of a supercontinuum
and Digital Micro-mirror Device to a biomedical imaging context. The
use of a fibre or liquid light guide allows easy integration with existing
medical imaging platforms, but also relaxes the focussing requirements
when collecting the excitation light which improves system through-
put. In addition, to our knowledge the discussion and algorithms in
section 3.4.2 of how to produce linearly spaced, constant bandwidth ex-
citation profiles is novel work, as is the Fourier analysis in section 3.21.
The final iteration of this system can produce a custom spectral
profile in the visible range between roughly 450 and 700 nm. For
simple illumination spectra the bandwidth can be as low as 2 nm, or
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as wide as the entire spectrum. Switching between excitation spectra
is limited only by the speed of loading an image onto the DMD, a
process that takes less than a millisecond. This results in a capable,
flexible illumination system for biomedical applications as it covers the
excitation bands of many important biological molecules such as FAD
and the porphyrin group.
The main drawbacks of the current system are the lack of excitation
power in the blue region of the spectrum and the trade-off between
spectral resolution and brightness. The first issue is mainly a function
of the spectral envelope of the supercontinuum. As can be seen in
figure 3.15 the commercial laser used in this thesis produced much less
power below 500 nm than above. Improving the supercontinuum enve-
lope was far beyond the scope of this thesis, but either custom-building
a laser with a lower minimum wavelength or waiting for a commercial
solution would solve this problem. Supercontinua with output power
below 400 nm have been demonstrated in the laboratory [101].
Further increasing the spectral range of the system could introduce
an issue with the amount of horizontal space on the DMD. Due to
the non-linear prism dispersion the lower blue wavelengths are much
more widely spaced on the DMD, and eventually there will come a
point where they fall off the edge of the active area. This could be
solved by the use of a wide-screen format DMD, which are already
commercially available. An alternative, which would also ease the non-
linearity issues discussed in section 3.4.2, would be to use a diffraction
grating as the dispersive element. Although this would likely suffer
from lower throughput than the prism it could be more easily tailored
to fit the spectrum onto the face of the DMD.
The trade-off between resolution and brightness is a fundamental
problem to most spectral imaging systems. In our method we start
with the maximum available power, spread over the entire visible spec-
trum, and discard the sections we do not wish to image with. This
means that the narrower the imaging band, the lower the illumination
power. There is unfortunately no obvious solution to this issue.
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4 Clinical Imaging &
Polarised Light
Many biophotonics modalities such as fluorescence imaging or fluo-
rescence lifetime imaging have struggled to be adopted in a clinical
setting. This is partly due to bulky, expensive or fragile equipment
that is unsuitable for use outside of a laboratory. An additional factor
is that there are a large number of modalities, including those detailed
in section 2.2, which can provide clinically useful data, but few share a
common platform. Consequently each technique must be individually
tailored and approved for use in the clinic. Several recent papers have
detailed successful attempts to build useful diagnostic systems [10, 42,
102].
The approach proposed in this chapter is that the quickest way to
encourage widespread adoption of biophotonics techniques would be
to integrate flexible systems as much as possible with existing clinical
instruments [9]. This poses fewer problems with regulatory approval,
requires reduced expenditure, and should increase hardware availabil-
ity due to fewer custom components. In addition the learning curve
for clinicians will be reduced and existing sterilisation procedures can
be retained.
The hyperspectral illumination system described in chapter 3 pro-
vides a light source that can easily be integrated with standard medical
imaging equipment. Endoscopic systems are clear candidates for such
integration attempts. They already provide an excitation light deliv-
ery and image relay system, and are often used with high resolution
cameras. Adapting such systems for biophotonic imaging may require
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the addition of only a few extra components. An example of such
an adapted system is the Narrow Band Imaging system described in
section 2.2.7.
The optical properties of rigid endoscopes are generally well known
with the exception of the polarization response. This is likely because
few attempts have been made to conduct polarized imaging in vivo, in
turn because the interaction of tissue with polarized light is complex
and until recently not well understood. As will be detailed below much
work has now been conducted in this area and there is growing interest
in using polarized light for diagnostic applications. Hence this chapter
will focus on the characterisation and calibration of the polarisation
response of rigid laparoscopes.
4.1 Polarization Pre´cis
The polarization of light was discussed briefly in section 2.2.6. This
specifies the orientation of the electric field vector and relative phase
of the magnetic field. There are two complementary notations for
polarization, one invented by Sir George Stokes in 1852 and the other
by R. Clark Jones in 1941 [17].
The Jones’ Calculus uses a two element complex vector, shown
in (4.1), to fully describe the amplitude and phase of the electric field
in the directions perpendicular to the Poynting vector which is taken
to be pointing in the z direction. This means it can only be used to
describe fully polarized coherent radiation. A four element Jones’ ma-
trix can then be used to describe the interaction of polarized light with
a particular material [17].
J =
(
Exe
iφ
Eye
iφ
)
(4.1)
The electric vector from an incoherent light source is essentially ran-
dom and is hence unpolarized, and certain materials are capable of
producing light in a partially polarized state. This can be described
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by a Stokes’ Vector, which contains four real-valued scalar components
generally labelled I,Q, U and V . These describe the illumination in-
tensity, and then the difference between horizontal and vertical (H &
V ), +45◦ and −45◦ (P & M ), and right- and left-hand circular (R &
L) polarization respectively, see equation (4.2).
These can be measured using just six analysers, as the total illumi-
nation will just be the sum of any two orthogonal states [103]. A useful
quantity derived from the Stokes’ vector is the degree of polarization
V =
√
Q2 + U2 + V 2/I, which will be zero for an unpolarized ray and
unity for a completely polarized ray.
S =

I
Q
U
V
 =

H + V
H − V
P −M
R− L
 M =

m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44
 (4.2)
Unlike Jones, Stokes only formulated a description of light rays and
not their interactions with optical components. This was left to Mu¨ller
who in a similar way to Jones proposed a four-by-four matrix M to
describe the effects of an optical component (4.3). To calculate the
Stokes’ vector of a ray exiting an object the input vector is simply
pre-multiplied by the Mu¨ller matrix as in equation (4.3). Hence an
identity Mu¨ller matrix implies that the component does not interact
with polarized light at all, and the left-most column gives the output
state if the input light is unpolarized. Elements on the diagonal that
are unity imply that the object passes that polarization unchanged.
S2 = MS1 (4.3)
To measure the Mu¨ller matrix all six polarization states must be
measured at the output for all six states at the input, resulting in 36
total measurements [104]. This can be reduced to 18 by using some
algebraic manipulation, but recording the full 36 allows for more noise
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
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(a) Identity
1
2

1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0

(b) Vertical Polarizer
1
2

1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0

(c) λ/4 Waveplate
Figure 4.1: Example Mu¨ller matrices
averaging [105].
Mu¨ller matrices are difficult to interpret directly due to their exhaus-
tive nature. Some example matrices are shown in figure 4.1 for simple
optical components. When dealing with more complex interactions,
such as those with tissue, deriving useful information from the Mu¨ller
matrix directly is impractical.
Lu and Chipman previously showed that is possible to decompose
a non-degenerate Mu¨ller matrix into a set of matrices each represent-
ing a single optical effect [106]. From these Mu¨ller matrices a single
value can be calculated representing the depolarization (∆), retardance
(ψ) and diattenuation (D) effects [107–110] as in equation (4.4). De-
polarization is the decrease in the degree of polarization defined as
V =
√
Q2 + U2 + V 2/I due to effects such as scattering. The retar-
dance is the additional phase difference introduced between two or-
thogonal polarization states. This effect is used in λ/4 waveplates to
convert between linear and circular polarization. Diattenuation de-
scribes the difference in transmission between two orthogonal states.
A linear polarizer is a perfect diattenuator as it completely passes one
state while blocking the orthogonal state.
M = M∆MψMD (4.4)
4.1.1 Polarization-Resolved Medical Imaging
Polarized light has, until recently, seen limited use in medical contexts.
This is perhaps because polarization interactions with tissue have not
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been well understood, and hence simple measurements are not partic-
ularly revealing. Viewing tissue under crossed polarizers will reduce
specular highlights and has been demonstrated to increase contrast
between low and high scattering areas of the skin [65, 111], but quan-
titative measurements can not be made with such simplistic systems.
Fully measuring the Mu¨ller matrix, and using the decomposition
technique of Lu and Chipman of a piece of tissue can reveal changes in
its bulk structure caused by cancer or necrosis [105, 112–114]. These
measurements are often made in a transmission geometry and hence
would be difficult to translate to the clinic.
A very promising avenue of research due to Backman is the applica-
tion of Mie theory to the recovery of cell nuclei sizes [66]. Mie theory is
something of a misnomer as the term actually refers to a collection of
solutions to Maxwell’s equations when light is incident a sphere [115].
Mie theory predicts that the amount of light scattered off-axis for a
particular size of sphere will depend on both the incident polarization
and the wavelength of the light. Hence if the difference between hori-
zontal and vertical polarizations is found across a spectrum a ‘ripple’
can be seen that is characteristic of the sphere’s size [66].
In tissue the cell nuclei are the main scatterers of light [5]. Hence
the Mie ripple can be used to predict the distribution of nuclei size in
a tissue sample [78]. The nuclei deform and grow as cancer progresses,
so this can be used as a diagnostic test for tumour progression [64,
116]. However in order to show a large ripple effect light must only be
collected over a very small scattering angle. Increasing the scattering
angle reduces the average difference in scattering between the polar-
izations, leading to the ripple being smeared out. This is difficult to
do in an imaging geometry, so the latest clinical implementations rely
on a point probe with collimated optics [117]. In fact the majority of
polarization-resolved techniques are currently point-based, with a few
imaging exceptions [65, 105, 111, 116, 118].
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Figure 4.2: An Olympus laparoscope with 0◦ viewing angle (top) and
a cross-section schematic of a laparoscope (bottom). The length is 500
mm and diameter 10 mm. The proximal end is on the left and the
distal tip on the right. Originally from [14]
4.2 Rigid Endoscopes
The word endoscope means looking inside. The first recorded attempt
to construct such a device for medical purposes is usually credited
to Bozzini [119]. The field was transformed by the work of Harold
Hopkins who invented both the first flexible fibrescope [120] but also
significantly improved the rigid endoscope (UK Patent No. 954,629)
in collaboration with inventor and businessman Karl Storz [121]. The
basic design of the rigid endoscope remains in use today.
Fibrescopes use a bundle of optical fibres to relay their image from
source to viewer. Their big advantage is their flexibility, allowing them
access to regions of the body such as the gastrointestinal tract easily.
However they suffer from a large disadvantage in terms of their picture
quality. A 50,000 fibre bundle corresponds to a 50,000 pixel image,
which is not particularly high definition. The throughput of individual
fibres is low, and during use they will eventually begin to break due
to the stresses induced from bending. Once enough fibres break the
entire bundle must be replaced.
In contrast rigid endoscopes have excellent image transmission but
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are completely inflexible. The fibre bundle is replaced by a series of
rod lenses inside an aluminium tube. Previous attempts at relaying an
image by lens had failed due to the complexity of manufacture. Using
normal thin lenses required a great many to prevent rays hitting the
side of the tube and mounting them all inside the tube was impractical.
Hopkins’ great insight was to use thick rod lenses. As these have a
higher refractive index than air the propagation angles are smaller,
hence fewer lenses are needed per unit length of transmission.
Construction of such an endoscope is much easier because the lenses
fill the complete diameter of the tube. The lenses are simply slid into
the tube with smaller spacer tubes between them. The improvement
in image quality is so great that rigid endoscopes are preferred over
fibrescopes for any application where bending is not an absolute ne-
cessity. Rigid endoscopes are manufactured with different diameters
depending upon their application and are usually referred to by the
organ or organs they are operating on (e.g. laparoscopes for the ab-
dominal cavity, arthroscopes for knee and shoulder joints).
A schematic of a typical rigid endoscope is given in figure 4.2. The
optics can be divided into an objective lens, the relay system and an
eyepiece. The objective lens at the distal end demagnifies the incident
image so it can be passed into the relay system. The relay system
comprises several sets of rod lenses which allow parallel rays from image
points to travel with shallow angles. This increases the distance a ray
travels inside the lens without intersection with the laparoscope tube
and reduces the number of lenses required.
Finally the proximal eyepiece creates approximately parallel rays
out of the laparoscope so the eye or another lens can bring them to
focus. Both the distal and proximal lenses are covered by windows
that can withstand the autoclaving process required to sterilize surgical
instruments. We initially procured two laparoscopes from the leading
manufacturers, one from Karl Storz GmbH (10 mm 0◦, part no. 26003
AA) and one from Olympus Ltd (10 mm 0◦, part no. A5254A).
Illumination light is transmitted to the distal end via a built-in fibre
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bundle with a connector at the proximal end as shown in figure 4.2.
These fibres are not polarization preserving, hence to provide polarized
illumination either these fibres must be replaced or a small polarizer
must be mounted at the distal tip. Although polarization-preserving
fibres do now exist, manufacturers cannot guarantee that every fibre
in a bundle will be aligned identically so they are cannot be used for
this application.
4.2.1 Polarization Response Characterisation
The Mu¨ller formulation is more appropriate to characterise the polar-
ization response than the Jones’ calculus as when imaging tissue it is
likely that light will not be totally polarized. A matrix was recorded for
each pixel in the field of view using a CCD camera and the set-up shown
in figure 4.3. This used rotatable sheets of linear polarizer (TechSpec,
Edmund Optics) and removable λ/4 waveplates (CVI-Melles Griot) to
create the relevant polarizer and analyser orientations.
Malus’ law was used to establish a polarization reference frame con-
sistent with the laboratory and hence the CCD camera. Laser light
was reflected obliquely from a slide onto a power meter through the
rotatable analyser that was rotated until the incident illumination was
at a minimum. This was labelled as the ‘Vertical’ polarization direc-
tion with ‘Horizontal’ perpendicular. The rotatable polarizer was then
aligned to the analyser.
Once the reference frame had been established the polarizer and
analyser were placed at either end of the laparoscope with sufficient
space to insert and remove the waveplates as required. The CCD and
lens were placed behind the analyser so that the whole field of view
was brought into focus. A diffuser was placed behind the polarizer to
create a more even illumination field.
The measured Mu¨ller matrices for the laparoscopes are shown in
figures 4.4 and 4.5. Each sub-image shows one element of the Mu¨ller
matrix across the circular image field of the endoscope. To correct
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Figure 4.3: Experimental schematic. Laser light at 600 nm is inci-
dent on a diffuser to ensure even illumination. A rotatable polarizer
and removable λ/4 waveplate are used to create and detect linear and
circular polarization states.
for the illumination intensity the elements are normalized to element
m11. Instead of showing the resulting unity image for m11, we have
normalized to its own maximum value in the figure to illustrate the
illumination field. This shows a radial fall-off, as usually observed in
endoscopes due to the uneven illumination and image apodization.
Uniform polarization effects across the field of view would result in
elements of uniform value and hence flat images displaying no struc-
ture. This is clearly not the case as highly structured patterns are
visible across the field of view, meaning the polarization properties
change with image co-ordinate. The Olympus endoscope showed cir-
cular arcs in elements m22 to m43, which were observed to rotate and
change value as the endoscope was rotated about its long axis (compare
figures 4.4(a) and 4.4(b)). The Karl Storz endoscope showed patterns
with high amounts of circular symmetry which did not change if it is
rotated (hence only one orientation is shown). Both patterns exhibited
a simple wavelength dependence, expanding outward as the wavelength
increased (Not shown).
In order to better understand where these effects may originate we
considered the arrangement of rays passing through the entrance and
exit windows of the laparoscopes as shown in figure 4.3. Rays origi-
nating from an image point are aligned approximately parallel to each
other when they pass through the exit window with points at the edge
of the image passing at greater angles. This is equivalent to the cono-
scopic geometry used in crystallography [122] and illustrated in fig-
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(a) Measured Olympus Ltd., 0◦ orientation
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(b) Measured Olympus Ltd., 45◦ orientation
Figure 4.4: Measured Mu¨ller matrices for the Olympus laparoscope
in two different orientations. Adapted from [14].
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(a) Measured Karl Storz GmbH
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(b) Simulated Sapphire
Figure 4.5: Measured Mu¨ller matrix for the Storz laparoscope and a
simulation for a sheet of sapphire (b). Adapted from [14].
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Figure 4.6: A conoscopic geometry, where points in the image corre-
spond to angles through the sample, usually a crystal.
ure 4.6. The important feature of this arrangement is that it directly
interchanges image co-ordinates for angles passing through a sample.
This allows the birefringence of a sample to be easily assessed at all an-
gles, and any symmetry properties of the resulting conoscopic images
are related to the orientation and symmetry properties of the crystal
lattice. In our case the exit window is in an equivalent plane to the
crystal sample.
The windows of the Karl Storz laparoscope are made from sapphire
which is a birefringent crystal. To confirm that the observed patterns
could be explained by this we simulated the Mu¨ller matrix that would
be expected in a conoscopic geometry if a thin sheet of sapphire had its
slow axis aligned parallel to the optic axis. The half-angle of the field
of view for the laparoscope was calculated as approximately 38.6◦.
A grid of angles matching this was created and used to find the effec-
tive refractive indices for the ordinary and extra-ordinary rays, which
were subtracted to find the effective birefringence at a wavelength of
600 nm. The resulting Jones matrix was calculated using an assumed
thickness of 0.5 mm for the sapphire sheet at all incidence angles.
These were pre- and post-multiplied by the Jones vectors correspond-
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ing to the measurement polarizations to produce simulated images of
a conoscopy experiment. The same technique as for the real experi-
ment was then used to convert these into a Mu¨ller matrix. The Jones
calculus was used as it simplifies calculations where only fully polar-
ized light is used. The simulation is presented in figure 4.5(b) which
shows closely matching patterns for the top left 3x3 sub-matrix with
figure 4.5(a), however they do not match in the right-most column
and bottom row (the elements of a Mu¨ller matrix relating to circular
polarizations).
This indicated that the λ/4 waveplates might cause the discrepancy
between measurement and simulation as they are only used to measure
these elements. Achromatic waveplates have an angular dependence
on their retardance and so are not suited to imaging applications. The
angular dependence means that at points away from the centre we
are no longer dealing with purely circular polarization but some el-
liptical state. The waveplates are manufactured from alternating thin
sheets of magnesium fluoride and quartz, both of which exhibit neg-
ative birefringence. A simulation of the Mu¨ller matrix for a sheet of
quartz displayed strong X-shaped patterns in the elements of the ma-
trix involving circular polarization. This is shown in figure 4.7, and a
simulation for magnesium fluoride showed similar patterns.
The Karl Storz matrix was decomposed using Lu and Chipman’s
technique, shown in figure 4.8. The diattenuation and depolarization
were approximately zero across the field of view, as expected. The de-
composed retardance closely matches the simulated retardance given
in element m44 shown in figure 4.5(b). However X-shaped zone bound-
aries in the same pattern as the simulated quartz matrix can be ob-
served.
This implies that the waveplates do affect the measurement of the
Mu¨ller matrix and hence the mismatch with simulation. Using zero-
order waveplates would reduce the angular dependence although they
would introduce a wavelength dependence, meaning the results would
only be correct close to the central wavelength of the plate. This effect
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(b) 2◦alignment error
Figure 4.7: Simulated Mu¨ller matrices for a sheet of quartz with a
possible alignment error of the analysers
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(a) Depolarization (b) Diattenuation (c) ψ (Laparoscope)
Figure 4.8: The decomposed parameters of the Storz laparoscope.
Adapted from [14].
is strongest at the distal end of the laparoscope as the rays from the
object crossing the waveplate are at steeper angles than those at the
proximal end.
4.2.2 Non-Polarizing Endoscope
In order to use commercial endoscopes with polarized imaging any po-
larization effects must be calibrated and corrected. In theory this can
be done simply by measuring the Mu¨ller matrix of a particular laparo-
scope before use in theatre, and provided this matrix is not degenerate
its inverse could be post-multiplied by any Stokes’ measurements made
through the laparoscope to extract the polarization state at the distal
tip. When no circular polarizations are present in a system it is possible
to use just a three-by-three Mu¨ller matrix and consider only the linear
states. However the birefringent nature of the crystals used means that
most rays exiting the endoscope will have a circular component, and
this cannot just be ignored. Hence the full Mu¨ller matrix would have
to be measured for every pixel in the image and at all wavelengths
used in the system. But as described above achromatic waveplates
have a strong angular dependency, whereas zero-order waveplates have
a strong wavelength dependency. This means that the circular compo-
nents of the Mu¨ller matrix cannot be measured accurately for all pixels
and wavelengths.
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Figure 4.9: Measured Mu¨ller matrix for the custom Storz laparoscope.
A simpler way of removing the polarization effects would be to re-
move the birefringent crystals and replace them with non-birefringent
alternatives. To test this proposition we ordered a custom endoscope
from Karl Storz GmbH. that had fused silica windows. Unfortunately
simple fused silica is unsuitable since the bonding agents used with
it cannot withstand the autoclave sterilization process. A good alter-
native would be diamond, as this uses the same bonding materials as
sapphire but is not birefringent. However fused silica is sufficient for
our purposes in the laboratory.
The Mu¨ller matrix of this endoscope was measured using the tech-
nique above and the result is shown in figure 4.9. This shows an identity
matrix for all pixels in the top-left 3x3 sub-matrix as expected, and
the remaining row and column show the X-shaped patterns associated
with the waveplates. The patterns do not appear in element m33 be-
cause no waveplates are used to measure it as it only involves the +45◦
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and −45◦ states. The pattern in m43 resembles only the central section
of m34, due to the shallower angles that rays from the proximal end of
the laparoscope form when crossing the waveplate.
However the Mu¨ller matrix in figure 4.9 also shows non-zero values
for elements m42 and m24 which are not found in the simulation of
figure 4.7(a). These may be attributed in part to alignment error
when performing the experiment as shown in figure 4.7(b). This shows
a simulation of the waveplate with a 2◦ random error introduced in the
alignment of the polarization state generators and analysers during the
measurement of the Mu¨ller matrix.
4.3 Conclusions
In this chapter we have investigated the polarization properties of three
rigid laparoscopes using a Mu¨ller matrix formulation. Unfortunately
the main result of this work is that commercial laparoscopes are un-
suitable for use with polarized light except in specific circumstances.
The birefringent materials used for their viewing windows interact with
polarized light in a complex, spatially varying fashion. Correcting for
this would require measuring a Mu¨ller matrix for all positions in the
viewing field, which in turn requires circular polarizers. To our knowl-
edge such polarizers either have an angular dependence or a wavelength
dependence, and one would be required with neither for spectral- and
polarization-resolved imaging.
However the results obtained with the custom laparoscope with
fused-silica windows show that there are no other components within
the laparoscope that interfere with the polarization state. This means
that specific laparoscopes designed for polarization-resolved imaging
could be easily manufactured. Recent results show that wide-field
polarized imaging improves contrast between tissues in the oral cav-
ity [111]. Such techniques would be very useful if implemented for
minimally invasive laparoscopic surgery.
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5 Spectral Analysis and
Classification
So far in this thesis we have detailed an illumination source suitable
for spectroscopy and introduced a rigid endoscope suitable for in vivo
spectral imaging. In chapter 6 we will discuss techniques for creating a
spectral image. However, as a spectral image is formed from many in-
dividual spectra it will be pertinent to first discuss how to analyse such
a spectrum and locate any potential diagnostic information contained
within it.
A single data point comes from the measurement of a physical quan-
tity. A spectrum is formed if that physical quantity is found to have a
distribution across some underlying variable. In our case the spectrum
refers to the distribution of light intensity against wavelength. In this
thesis we are particularly interested in the spectrum of light coming
from biological tissues. The interesting diagnostic information from
this is found in the ultraviolet, visible and near infra-red portions of
the electromagnetic spectrum. These regions have a collective wave-
length range from about 350 to 950 nm, corresponding to frequencies of
315 to 850 THz. From this data our ultimate goal is the classification
of the tissue as healthy or diseased.
The first section of this chapter will review current classification
techniques, initially for binary situations and then for the multi-class
case. This will reveal that classification techniques generally require
a single variable with which to make their decision, but as discussed
above a spectrum is a semi-independent series of values. Quantities
such as the mean or standard deviation must be found from differ-
112
10
20
30
40
50
400
500
600
700
2
4
6
8
x 10−3
Sample NumberWavelength (nm)
In
te
ns
ity
 (A
U)
(a) Individual spectra from samples
400 450 500 550 600 650 700
1
2
3
4
5
6
7
8
x 10−3
Wavelength(nm)
In
te
ns
ity
 (A
U)
(b) Mean spectrum
Figure 5.1: Example spectra captured with the system in figure 5.7
from 54 samples, plotted individually in (a) and as an average spectrum
in (b).
ent measurements at each wavelength, producing another spectrum
(see figure 5.1). Hence methods to produce a meaningful, descriptive
single number from our spectra will also be discussed, including sim-
ple ratio-metric methods and more powerful dimensionality reduction
techniques.
These techniques will then be illustrated in two experiments. The
first attempted to diagnose the several states of Non-Alcoholic Fatty
Liver Disease from fluorescence data collected via a fibre-optic probe.
The second aimed to classify several different endogenous and exoge-
nous fluorophore phantoms. This could be used to automatically dis-
tinguish between different tissue types in-vivo. This application is
illustrated using ex-vivo tumour samples that were treated to produce
a particular endogenous fluorophore species.
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Table 5.1: The basic binary confusion matrix showing the possible
combinations of Positive (P) and Negative (N) values [124]
5.1 Classification Techniques for Medical
Decisions
5.1.1 Binary Classification
Classification algorithms are used to assign a measurement to one of a
group of categories. The simplest possible situation is if there are only
two categories, which for medical decisions are usually referred to as
Positive, when a test indicates the presence of a disease or condition,
and Negative when it indicates an absence. All binary classification
algorithms can be mapped to using a threshold on a single variable to
assign the category. All data points lying above the threshold will be
classed as Positive, and those below as Negative (or vice-versa) [123,
124].
A fundamental problem of all classification tasks is how to a priori
determine the correct classes for measurements and so judge the ac-
curacy of a particular algorithm. This is particularly true in medicine
where complex pathologies may exhibit different symptoms in different
patients. The most practical method of solving this problem is to use
the results of a separate, well-established technique. These results are
referred to as the ‘Ground Truth’ or ‘Gold Standard’ against which the
new algorithm is to be judged [123, 125].
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Figure 5.2: A hypothetical binary classification test with healthy and
diseased populations. The four possible classification results are de-
noted by colour.
If an algorithm’s output matches the ground truth then it is a true
result, otherwise it is false. This leads to four possible outcomes for
a binary test shown in form of a confusion matrix in table 5.1. The
values in the confusion matrix can be combined to give the sensitivity
or True Positive Rate (TPR) and the specificity or True Negative Rate
(TNR), among other values [124]. These are defined as
TPR =
TP
TP + FN
(5.1)
TNR =
TN
FP + TN
(5.2)
False results occur if the Positive and Negative distributions overlap,
as it is then no longer possible to place a threshold so that it perfectly
separates the two groups. This situation is illustrated in figure 5.2. In
any realistic situation this is likely to occur [124].
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Choosing a valid Ground Truth classification is an important consid-
eration. If the Ground Truth data is imperfect and contains incorrect
labels then a correct result from the new algorithm will be labelled as
a False result. Hence it can be difficult to displace an established ‘Gold
Standard’ with a newer technique as the latter is judged against the
former. This is a particular issue in medicine where the Ground Truth
is generally the results of histopathological examination and as such
relies on human judgement.
Measuring the error rate of histopathologists is difficult but some re-
cent papers indicate that just under 7% of cases result in disagreement
upon review by another pathologist [126, 127]. The majority of dis-
agreement is about precise classification of tumour severity, and under
1% of cases are serious clinical error, for instance a missed malignant
tumour [128]. Whilst this shows that histopathologists are generally
very accurate the small but significant number of misclassified samples
has implications for judging the capability of any new algorithm.
5.1.2 The Receiver Operating Characteristic
The standard method of comparing two binary classification schemes
is the Receiver Operating Characteristic (ROC) curve [124, 125]. An
ROC curve is a plot of sensitivity against specificity as the threshold
is varied over all possible values. For full details of generating an ROC
plot efficiently the reader is referred to Fawcett [124], but we will cover
some fundamental points here.
At the minimum threshold value the sensitivity is zero because there
can be no True Positives if all samples are labelled Negative. For
the same reason the specificity is unity. Conversely at the maximum
threshold value the specificity is zero and the sensitivity is unity be-
cause all samples are labelled Positive. Hence a plot of sensitivity
versus specificity will vary between the co-ordinates (0, 1) and (1, 0).
By convention the variables plotted are often sensitivity versus (1 -
specificity) so that the plot varies between (0,0) and (1,1). The quan-
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Figure 5.3: A Receiver Operating Characteristic graph, showing the
line of random classification (red) and three curves (brown, orange,
yellow) with increasing Area Under the Curve (AUC). Discrete exper-
imental data will form a ‘staircase’ (blue).
tity (1 - specificity) is equal to the False Positive Rate. Intermediate
points on the plot are found by adjusting the threshold and calculating
the resulting sensitivity and specificity. An example ROC plot is given
in figure 5.3.
Once the ROC curve has been plotted the Area Under the Curve
(AUC) can be found by integration. This figure is a simple, unambigu-
ous measurement of the suitability of a binary classification algorithm
[129, 130]. Better algorithms will have a higher AUC up to a maximum
of unity which occurs in the rare circumstances where it is possible to
perfectly discriminate two populations. The minimum possible AUC is
not zero but one half, as the worst a classification algorithm can do is
assign classes by chance, resulting in equal numbers of True and False
Positives.
The best threshold for a particular test can be found from the data
point on the ROC-curve that is closest the point of perfect discrimina-
tion with unity sensitivity and specificity, which is the point (0,1) on
a conventional ROC-curve. This point will provide the best trade-off
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between False Positives and False Negatives. However, particularly in
medicine, the consequences of a False Negative result are much more
serious than a False Positive particularly in a screening application. In
this case a different threshold that increases the sensitivity but reduces
specificity may be chosen.
5.1.3 Multiple Classes
In many situations simple binary classification is inadequate and in-
stead multiple classes are required. For instance most tumours progress
through several stages, from a pre-cancerous lesion to full metastasis.
Simply classifying the patient as healthy, with no sign of a tumour,
or diseased, with some form of cancer, is insufficient as the treatment
course will differ significantly depending on the stage of the disease.
The above binary classification framework can be extended to multi-
ple classes by the simple addition of extra thresholds, as illustrated in
figure 5.4(a). A sample s belongs to class ki if it lies between the two
thresholds ti and ti+1.
For an n−class problem the confusion matrix must be expanded
from two by two to n by n as shown in figure 5.4(a). The terminology
remains equivalent to binary problems if it is acknowledged that ‘Pos-
itive’ and ‘Negative’ are simply very convenient names for particular
classes. In multiple-class problems there is no longer a True ‘Positive’
and ‘Negative’ Rate, but instead a True Classification Rate and False
Classification Rate for each class.
The ROC analysis technique can also be extended to multiple classes.
Instead of plotting sensitivity versus specificity as a single threshold
value is varied, data points are plotted as each of the n−1 thresholds are
varied in turn, producing an n-dimensional hyper-surface or manifold.
The corresponding hyper-Volume Under the Manifold (VUM) is then
equivalent to the AUC and so can be used to assess how good the
classification algorithm is. The maximum value of the VUM is still
one, but the minimum value is equal to 1/n! [131]. The three class case
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Figure 5.4: The terminology and methods of binary classification
tasks can be neatly extended to multiple classification problems
is illustrated in figure 5.5. Beyond three classes it is not possible to
visualise the generated surface and volume directly.
5.2 Spectral Description Measures
Capturing a spectrum clearly yields much more information than a
single intensity value. The visible spectrum is roughly 300 nm in ex-
tent and affordable commercial spectrometers can have resolutions of
less than 1 nm (Ocean Optics HR4000), resulting in several thousand
measurements for a single spectrum. As can be seen from the exam-
ples in section 2.1.4, most biological substances have optical spectra
that vary slowly, on a scale of tens of nanometers, hence much of the
information in a high resolution spectrum is clearly redundant. Here
we discuss methods that attempt to capture the relevant information
about a spectrum and express it in only a few variables so that these
may be passed to a classification algorithm.
There are several obvious parameters that can be used to quantify
a spectrum, for instance the peak wavelength or the spectral broad-
ness, usually expressed as the Full-Width at Half Maximum intensity
(FWHM). However these are only really useful for expressing simple
spectra that are expected to have a particular shape such as a Gaus-
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Figure 5.5: An illustration of three-class ROC surfaces for a random
and a perfect classifier, coloured by the distance from the origin.
sian distribution, and as such were used in chapter 3 to discuss the
performance of our illumination system. When discussing more com-
plex biological spectra they are often insufficient as these spectra often
have multiple peaks and very broad, lopsided spectra. Hence alternate
methods must be found.
A simple approach to spectral quantification is to use the intensity
at a particular wavelength of interest such as the peak of haemoglobin
absorption. However, along with the lack of spectral information, raw
intensity values are not attractive for diagnostic measurements because
they are inconsistent, varying widely with contact pressure, probe de-
sign and between instruments [132].
A simple way of accounting for this variability is to use the ratio
of the intensity at two wavelengths and in addition this technique of-
ten makes sense from a biological perspective as the two wavelengths
chosen can be at the peaks or troughs of, for instance, absorption or
emission of a particular fluorophore. Although this is not truly spec-
tral data, such ratio-metric measurements have been used for many
years in biomedical applications due to the availability and simplic-
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ity of both the equipment and analysis techniques required [133, 134].
However this technique uses just two wavelengths instead of the entire
spectrum, discarding much potentially useful information. We will now
review some techniques that can analyse information from the entire
spectrum.
5.2.1 Dimensionality Reduction 1 - PCA
The multiple measurements that make up a single spectrum can be
thought of as a single multi-dimensional data point. Each of the n
wavelengths becomes an axis in n-dimensional space, and the value
at each wavelength is the position along that axis. Each spectrum
can then be expressed as an n-dimensional position vector x. Think-
ing of a spectrum in this way allows a whole raft of general purpose
data analysis methods to be used [135], but of particular interest to
us are dimensionality reduction techniques. These attempt to find the
minimum number of dimensions a data set can be expressed in with-
out significant loss of information, reducing the number of variables
required for analysis.
An alternate name of manifold embedding is sometimes used as the
process corresponds to taking manifold of points spanned in the high
dimensional space and mapping it to a lower dimensional manifold.
In general such a reduction can only occur if there are correlations
between measurement variables so that the points of a data set lie on
a valid subspace of the available high dimensional volume.
A widespread, commonly used technique for dimensionality reduc-
tion is Principal Component Analysis (PCA). PCA finds linear combi-
nations of the measurement variables that best describe the variance
in a data set [136]. The first Principal Components (PC) can be in-
terpreted as the direction of greatest variance in the data set. The
remaining PCs are then the orthogonal directions that sequentially
account for the greatest remaining variance [136].
Finding the Principal Components (PCs) in itself does not actu-
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ally reduce the number of dimensions, as the number of PCs found
is equal to the number of measurement variables. However if a lim-
ited number of PCs represent the majority of the variance in the data
then the remainder can be discarded and the retained PCs form the
axes of the low-dimensional manifold. Individual data points can then
be re-expressed in terms of those PCs by finding the scalar product
between the data point and each PC. This can be geometrically inter-
preted as projecting the data points along the directions of greatest
variance [136].
The PCs are equal to the eigenvectors of the covariance matrix of a
data set. The full derivation of this involves using Lagrange multipliers
to find the vectors that maximise the variance [136]. The corresponding
eigenvalues of the covariance matrix give the proportion of the variance
associated with each Principal Component. One interesting outcome
of PCA analyses is that the first few PCs often appear to have physical
interpretations, as will be seen in section 6.5.1. However it should be
stressed that there is no guarantee that this will occur, it is merely
likely that in many situations a particular physical process accounts
for most of the variance [136].
Principal Component Analysis is an obvious candidate for use in
spectral analysis. It takes a linear combination of all available data
and can produce a small number of variables that account for most
of the variance which can then be used for classification. However
there are two issues that must be carefully addressed when carrying
out PCA in a spectral application. The first is that a representative
sample must be used to find the PCs. The PCs of spectra from a
group of fluorophores emitting in the violet will be useless in classifying
fluorophores emitting in the red. This is a general problem applicable
to all statistical analyses.
The second is more subtle and specific to spectral analysis. PCA
assumes that the measurement variables are orthogonal to each other
so that all correlations or covariances are due to the data and not
the experimental framework. Variables that can be expressed in lin-
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Figure 5.6: Mean spectra for the three mouse groups, with standard
deviations marked at each measurement point
ear terms of each other will lead to a rank-deficient covariance matrix.
In a spectral application adjacent, closely spaced, measurement wave-
lengths will be expected to be slightly correlated with each other. In
practice this issue can be mitigated somewhat by ensuring that neigh-
bouring measurements do not significantly overlap in spectral response.
An alternative approach is to use a Gaussian Copula function to ex-
plicitly model this overlap [137].
5.2.2 Experiment 1 - Classification of NAFLD
To demonstrate the use of ROC and PCA methods in spectral analysis
data was acquired from a mouse model experiment to diagnose Non-
Alcoholic Fatty Liver Disease (NAFLD). The experimental data was
acquired by two students, Vincent Sauvage and Hoa Nguyen [138]. The
rationale for the work and experimental method are summarised here
and the subsequent analysis of this data set is new work.
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Figure 5.7: A schematic of the fibre-probe used to collect the NAFLD
spectra. Adapted from [138].
NAFLD describes a collection of the liver conditions in the absence of
alcohol consumption, starting with steatosis (excess fat deposits), pro-
gressing through steatohepatitis (inflammation), to liver fibrosis and
ultimately cirrhosis, a condition normally associated with excessive
alcohol consumption [139, 140]. Steatosis has long been considered rel-
atively benign, however the later stages of NAFLD can have serious
consequences. NAFLD is likely to become the leading cause of liver
transplantation and is currently estimated to have a global incidence
of between 10 and 39% of the population [141, 142].
Given this predicted impact new medical technologies are required
to reduce the disease burden. Fluorescence spectroscopy is a promising
candidate to assist in the clinical process during diagnosis. It may be
used to investigate the viability of liver grafts, or for diagnosing more
advanced liver diseases during surgery.
Spectra were collected by a custom built probe (Romack, Inc) that
consisted of one illumination and six collection fibres in a close-packed
hexagonal arrangement shown in figure 5.7. The probe tip was enclosed
in a stainless steel cylinder of external diameter 2 mm with a glass
window to protect the fibre tips. The illumination was provided by
dual excitation wavelengths from laser diodes at 375 and 405 nm, and
collection arms were divided at the proximal end, with the collection
fibres transposed to a linear arrangement so they could be coupled
into an imaging spectrograph (Specim Ltd.) using an achromatic lens
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doublet and 405 nm long-pass filter. The spectrum was acquired with
an electrically cooled CCD camera (Retiga EXI, QImaging).
Samples were livers harvested from male mice models at eight weeks
of age in accordance with the UK Animal (Scientific Procedures) Act
1986 and approved by the local ethics committee. The mice were di-
vided into three groups; Group X (Control) were non-obese heterozy-
gote Db/m mice fed with a standard control diet, Group Y (Mild
Steatosis) were genetically obese Db/Db mice fed with a standard diet,
and Group Z (Steatohepatitis) were also genetically obese mice but fed
with a choline deficient diet. Each group initially contained five mice
but two mice from group Y were culled and excluded from the study
due to ill health.
At the end of the eight week period the animals were anaesthetised
and culled by exsanguination. The liver tissue was harvested, bisected
and half of each was snap-frozen in liquid nitrogen for later analysis.
The remaining half was measured, cleaned of blood and the optical
probe applied before being fixed for histopathology. Data was acquired
at three to five sites on each liver. As each acquisition contained mea-
surements from the six collection fibres and there were two spectra for
each fibre, one at 375 nm and one at 405 nm excitation, a total of
114 measurements were taken from Group X, 72 from Group Y and
114 from Group Z. However during this classification only the 51 spec-
tra from the 405 nm excitation were used. Spectra were normalised
to a tungsten-halogen calibrated light source (Ocean Optics Inc.) to
remove the system response, and then divided by the total integrated
intensity.
The disease classification of each mouse group was confirmed by
histopathology. Liver tissue was fixed in formalin and standard hema-
toxylin and eosin staining applied before being assigned an NAFLD
activity score [143]. These scores matched with the diet fed to each
group.
The resulting mean spectra in figure 5.6 show that there were only
small differences between the groups, principally in the main and sec-
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Algorithm VUS
Random 0.1667
Ratio 480:555 nm 0.6306
Ratio 508:581 nm 0.7417
1st PC Score 0.5852
Table 5.2: Performance of the three classification algorithms com-
pared to a random classifier.
ondary peaks at roughly 480 nm and 575 nm. The intra-group variance
is larger than the inter-group variance, indicated by the error bars for
each group overlapping. This implies that any classification algorithm
will have difficulty distinguishing between the three groups.
Three different diagnostic methods were tested on the data. The first
simply compared the ratio at two biologically meaningful wavelengths,
480 and 555 nm, corresponding to NADH and FAD emission peaks.
The second method scanned over all possible pairs of wavelengths to
find the best discriminating ratio as measured by the Volume-Under-
the-Surface (VUS) described above. The third method found the Prin-
cipal Components of all the spectra, and used the first PC score as the
thresholded variable. The VUS score of the techniques is given in ta-
ble 5.2 and the surfaces generated by the technique shown in figure 5.8.
There are two interesting results from this analysis. The first is
that the PCA classification performs worse than taking ratios of wave-
lengths. This can be explained from the above observation that the
intra-group variance is larger than the inter-group variance. Hence the
first few PCs can be expected to explain mostly the variance within
the groups and not between them.
In particular, the first PC may describe features common to all the
groups. Other PC scores were also examined but the first was still
found to give the best classification results. Ideally the first few PC
scores should be used in combination with a more advanced classifica-
tion algorithm, such as k-means clustering [135].
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(a) (b)
Figure 5.8: The ROC Surfaces for (a) the 480:555 nm ratio and 5.8(b)
the 508:581 nm ratio. The random classifier is added as a reference
and surfaces drawn at 80% transparency.
Groups λ Pair (nm) AUC
X & Y 482 & 488 0.7974
X & Z 513 & 576 0.9946
Y & Z 471 & 547 1.0
Table 5.3: The wavelength pairs that best discriminate between pairs
of mouse groups and the resulting AUC.
Subtle changes in the values at two wavelengths can also produce a
large difference in their ratio improving the performance of the ratio-
metric method. The best wavelengths to calculate a ratio are at 508
and 581 nm, which is close to the emission peak of the porphyrin
group of chemicals, indicating that changes in porphyrins may be more
indicative of NAFLD than either FAD or NADH.
To investigate this further the best wavelengths for discriminating
pairs of groups were found, these are given in table 5.3. A simple
brute-force search was undertaken of all possible pairs of wavelengths
to find the ratio that gave the highest AUC. This showed that groups Y
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Figure 5.9: Box-plot representations of the classification variables for
the different algorithms.
and Z were the easiest to distinguish, which agrees with the three-way
analysis as in figure 5.9 these two groups are always separated the most.
Wavelengths around the main peak at 480 are best as discriminating
group Y from the others.
There is one subtle difficulty that would occur in practice when try-
ing to use these algorithms in a clinical situation. The animal groups
were specifically fed to produce the characteristics of mild and severe
steatosis. In reality patients would present with a spectrum of steatosis
severity. However mild steatosis is characterised by increased fluores-
cence in the main peak at 480 nm and reduced fluorescence towards 580
nm, while severe steatosis is characterised by the reverse. This means
that patients between mild and severe steatosis will present with a
fluorescence spectrum similar to that of a healthy liver, and any clas-
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sification algorithm would find it exceedingly difficult to distinguish
these two cases.
5.3 Combining Classification Variables
The main drawback to ratio-metric measurements is that only two
wavelengths can be used, discarding other salient information. In con-
trast a full spectrum contains too much information to be easily anal-
ysed. It would be beneficial if the amount of information that had to
acquired could be reduced, saving storage and processing requirements,
and in situations where data is acquired sequentially time as well.
Unfortunately PCA, along with most other dimensionality reduction
techniques, can only be used in general after the full data set has been
acquired, as the PCs represent linear combinations of all variables.
Some authors have attempted to extend PCA to eliminate redundant
variables, for instance by finding a subspace of variables that closely
corresponds to the subspace formed by the low variance PCs [136].
However there are several different formulations of this problem and
they tend to give very different results, and we did not attempt this.
In the case where variables are only partially redundant then it may
be possible that a subset of them can capture all the pertinent diagnos-
tic information and the remainder can be discarded. This technique
was pioneered by another student, Surapa Thiemjarus, who referred
to it as a Bayesian Framework for Feature Selection [11, 144–147]. The
first step in such an analysis is to find a way of measuring the discrim-
inatory potential of a group of variables, often referred to as features
in the relevant literature [148]. This can be achieved by using the like-
lihood of a sample belonging to one class against all others, expressed
as:
L(x ‖ y = a, y 6= a) = P (x|y = a)
P (x|y 6= a) (5.3)
where x is the vector of measurements for one sample, y is the class of
that sample, and a is one of the several possible classes. The variable
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x is the same multi-dimensional point as used in the PCA analysis
above. The likelihood is the ratio of the probability we obtain a par-
ticular spectrum from a class against the probability that we obtain
that spectrum from any other class.
An obvious problem for continuously measured data is that the prob-
ability of obtaining any particular spectrum, or sample x, will be in-
finitesimal, hence the likelihood will be zero. To prevent this happening
the measured values at each wavelength were discretised via binning.
The bin boundaries chosen fell on the mean and at one, two and three
standard deviations either side, producing a total of eight bins. The
likelihood then becomes a measure of whether a spectrum will fall in
a region of spectral space, rather than at a specific point.
The likelihood can be thresholded as the classification variable. The
True Positive and False Positive Rates are then be found by integrating
the probabilities P (x|y = a) and P (x|y 6= a) from equation (5.3) across
all the values of x that produce a likelihood above the threshold [148].
This allows an ROC plot to be constructed by varying the threshold
and an AUC value found for a particular feature set.
The generated AUC value is only for a binary classification test of
one particular class against all others. To extend it to the multi-class
case, instead of using the technique above an alternate method called
the Expected AUC (E-AUC) was used. This calculates a separate AUC
value for each class against all others and then finds the expected value
across them [148, 149].
This framework allows us to evaluate the discriminating power off
a group of variables, in our case the measurement wavelengths of the
spectrum. In order to find the wavelengths, or combination of wave-
lengths, that contain the most diagnostic information a search is car-
ried out. Instead of performing a brute force search over all possibili-
ties the E-AUC is initially found for all wavelengths, and sequentially
discarding those that reduce the E-AUC the least. The process ter-
minates when only the single best wavelength remains, but if a record
is kept of the paths taken to reach this then the best combination of
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two, three, etc. wavelengths can also be examined. There is a small
possibility that an optimal combination of features will be missed by
this technique, but the calculation actually becomes tractable for a rea-
sonable number of features. It is still extremely expensive, and grows
exponentially with the number of features.
5.3.1 Experiment 2 - Exogenous Fluorophores
To demonstrate the feasibility of this approach excitation spectra were
obtained from collagen gel phantoms that were impregnated with ex-
ogenous fluorophores [11]. These spectra were actually acquired us-
ing the imaging system illustrated in figure 3.1(a). This consisted of
the mechanical slit illumination system from section 3.1 coupled into
a delivery fibre using a microscope objective. Samples were imaged
using an electrically cooled CCD (QImaging Retiga Exi) after passing
through a suitable long-pass filter to block the excitation light mounted
in a filter wheel. Each gel was contained within a well plate and imaged
separately. The spectrum from each pixel within the well was treated
as an independent measurement. The acquisition spectra are shown in
figure 3.1(b).
Individual spectra were normalised to their total intensity, which was
used as a separate feature appended to the end of the feature vectors.
The total intensity is a linear combination of the other variables so this
procedure makes any dependance on the information contained within
it explicit. Features were quantised using the procedure above.
The phantoms were prepared by another student, Kevin Koh, ac-
cording to a protocol previously described by Sokolov [12, 150]. In
brief, Type I collagen was manually harvested from Sprague-Dawley
rat tail tendons provided by Imperial College London Central Biomed-
ical Services. The fibres were solubilised using a mixture of 1 g dried
collagen to 300 ml 0.1% by volume acetic acid. The collagen was sepa-
rated from the solution using a centrifuge and then eight parts collagen
was mixed with one part sterile phosphate buffered saline (PBS) and
131
3mm
15mm
(a)
C334
+CV C334 CV
FAD+ 
PPIX FAD
FL PPIX R6G RBFAD +CV
(b)
Figure 5.10: A schematic of the well plate used to contain the fluo-
rophores (a) and a composite intensity image of each gel captured at
589 nm (b).
one part HEPES (A standard buffering agent). The phantoms were
incubated for 45 minutes at 37◦ C in order to set fully.
The gels were made up in 15 mm diameter culture plates to a depth
of 3 mm, as shown in figure 5.10(a). Fluorophores at a concentration of
3 µM were added before gelation. The particular fluorophores chosen
were Coumarin 334 (C334), Cresyl Violet (CV), Flavin Adenine Dinu-
cleotide (FAD), Fluorescein (FL), Rhodamine B (RB), Rhodamine 6G
(R6G) and Protoporphyrin IX (PPIX). These are a mix of exogenous
(C334, CV, FL, R6G, RB) and endogenous (FAD, PPIX) fluorophores
that span typical fluorescence absorption and emission wavelengths.
The AUCs obtained when discriminating each fluorophore against the
remainder are shown in figure 5.12. As expected the AUC increases as
more wavelengths are used to calculate the likelihood ratio. The AUC
for discriminating FAD, PPIX, and a combination of the two never ex-
ceeds 0.95. This implies that the three have similar spectra and cannot
be fully distinguished from each other which is also to be expected.
The expected AUC for increasing numbers of features is given in
table 5.4. This shows that after adding the third feature the addi-
tional increase in the AUC is trivial. The three best wavelengths in
combination were found to be 482, 561 and 634 nm, while the best
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Figure 5.11: ROC curve for classifying PPIX against the remaining
phantoms with one (a) and three (b) features and pictorial representa-
tions of the classification at selected points on the curve. True positives
and negatives are indicated by white and black, false positives and neg-
atives by red and blue, respectively. Adapted from [11].
single wavelength was 538 nm. This makes some intuitive sense as the
three best wavelengths are well spaced, interrogating disparate parts of
the spectrum. Figure 5.11 shows the actual ROC plots for classifying
PPIX against the other fluorophores with pictorial representations of
the classification as the the thresholds are varied.
Although this approach did show some promise in practice it requires
an impractical amount of computing power. The search across feature
combinations is combinatorial in computational complexity with the
number of features. The quantisation step required to calculate the
Feature Count 1 2 3 4 5 6 7
E-AUC 0.891 0.957 0.986 0.988 0.991 0.994 0.995
Feature Count 8 9 10 11 12 13 14+
E-AUC 0.995 0.996 0.996 0.996 0.997 0.997 0.998
Table 5.4: The expected AUC for feature sets with different numbers
of features.
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Figure 5.12: Plot of the AUC for discriminating each class from the
remainder as the number of features is increased. Adapted from [11].
likelihood ratios also throws away a great deal of the available infor-
mation. Although the number of quantisation levels can be increased,
this also increases the computational complexity. Due to these practi-
cal limitations this approach was not pursued further.
5.3.2 Conclusions
The interactions of tissue with light in the visible spectrum can pro-
vide a large amount of diagnostic information. However the pertinent
information is often concentrated in only a few sub-regions of the com-
plete spectrum, and it is not always obvious how to extract the useful
wavelengths and discard the remainder. We have detailed several pos-
sible methods for finding this data; simple ratio-metric methods, Prin-
cipal Component Analysis, and combining measurement wavelengths
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through the likelihood. We have also demonstrated how the extracted
data may then be used to classify the spectra for both binary and
multi-class tests.
One of the principal problems facing this area of research is the
exponential or combinatorial complexity of the algorithms, both in the
number of measurement wavelengths and the number of classes for
classification. The brute force searches needed to construct a multi-
class ROC, either for VUS or E-AUC analysis, are not tractable above
a few classes for a reasonable number of data points. Approximations,
such as binning the input data, are required to allow computation but
this obviously introduces a trade-off with accuracy.
Perhaps surprisingly simple ratio-metric techniques can perform bet-
ter than PCA at discriminating spectra once the best wavelengths from
all possibilities have been found. This is possibly because PCA only
searches for linear combinations of all variables, whereas taking a ratio
is a non-linear measurement that allows small differences in the spec-
tra to become large differences in the output variable. The ability to
choose which wavelengths to take the ratio between is a marked im-
provement on current approaches which are generally fixed by available
hardware.
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6 Hyperspectral Image
Visualisation
6.1 From Spectrum to Spectral Image
In chapter 3 we discussed the construction of a hyperspectral imag-
ing system, whilst in chapter 5 the analysis of a single spectrum was
introduced. We will now bring these two topics together and discuss
the acquisition, analysis and interpretation of hyperspectral images.
In particular the construction of meaningful depictions of such data
will be considered using both linear and non-linear dimensionality re-
duction techniques as well as the choice of colour space for producing
the final image. These methods will be illustrated using collagen gel
phantoms and ex vivo tissue. In addition we will demonstrate some
more advanced capabilities of the DMD-based illumination system in
order to select the optimum excitation profile for a particular data set.
The difficulty in displaying hyper- or multi-spectral images to a user
arises because of the way the human eye and brain detect and interpret
spectral information as colour. The mammalian eye contains three dif-
ferent colour photo-receptors that are sensitive to fairly wide bands of
approximately red, green and blue wavelengths. Two colour opposi-
tion signals are then relayed to the brain, one roughly representing red
versus green, and the other blue versus both red and green [151].
This antagonistic model of vision allows a staggering number of
colours to be distinguished, but there is not a one-to-one mapping
between spectra and colour. Hence although individual wavelengths
can be well mapped to a particular colour it should be stressed that
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colour is a human sensation created by the interaction of the eye and
brain, and is not a fundamental physical property of light.
Hyperspectral systems aim to sample spectral space at much higher
resolution than the standard RGB colour channels in order to detect
any fine structure, and may sample from outside the visible spectrum.
Mapping from hyperspectral space to colour directly therefore neces-
sitates the loss of some information. This chapter seeks to avoid such
losses by finding alternate mappings that emphasise the pertinent in-
formation contained within a spectrum of interest.
6.2 Handling Spectral Image Data
Colour images are generally stored and processed as a group of two
dimensional arrays, each of which represents a colour plane. These
arrays can be logically stacked on top of each other, forming an x by
y by n cuboid array of data, where x and y are the spatial dimen-
sions of one image, and n is the number of colour planes. Hyper- or
multi-spectral images can be stored in a similar manner, where each
plane of data represents a single measurement wavelength. The only
difference between a colour and spectral image is the size of n, which
is generally three for colour images and much greater than three for
spectral images.
This arrangement is illustrated in figure 6.1 for a standard RGB
colour image. The spectrum for a particular pixel is the vector formed
from the data values at one x, y location across all n images, as in
figure 6.1(c). In section 5.2.1 we discussed that the n values of a
spectrum can be treated as a single point in n dimensional space. For
a colour image, with n = 3, the resulting three dimensional points can
be visualised. The resulting manifold for the example image is plotted
in figure 6.1(d), with the points also coloured. Clusters of points can
be observed for the blue-white sky and green grass, the predominant
colours in the image.
A hyperspectral data set is often referred to as an image stack as
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Figure 6.1: An illustration of how pixel spectra can be treated as
points in multi-dimensional space using an RGB image. Original pho-
tograph courtesy of Adrian J. Chung
the high number of planes means the representation illustrated in fig-
ure 6.1(b) can look like a stack of photographs piled on top of each
other. A data set may also be referred to as a data cube because if
each pixel is imagined as having equal ‘depth’ in the the λ-direction
as both x and y then the stack of images would appear cuboidal in
shape. It can be useful to observe images from the stack directly so
that features at particular wavelengths of interest can be identified.
However doing so reduces the usefulness of hyperspectral imaging and
so it is beneficial to be able to produce a single ‘summary’ image from
the stack that reveals interesting regions. We will now look at the stan-
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dard method for doing so before detailing general techniques based on
dimensionality reduction.
6.2.1 Spectral Unmixing
A common technique for analysing a spectrum is to assume it is made
up of a linear sum of other less complex spectra that have been recorded
previously. The summation process can then be inverted so that these
constituent spectra can be ‘unmixed’ from the recorded spectrum [152–
154]. The values recovered from the unmixing represent the propor-
tional contribution of each fluorophore, and can treated as individual
intensity images, or combined by treating each as a pure colour to give
contrast between different fluorophore species. It is often used in fluo-
rescence microscopy and small-animal imaging to distinguish different
fluorophores [155]. In these situations the linear sum assumption is
valid, whereas for larger samples absorption and scattering effects will
render it invalid.
For a fluorescence system that images with n excitation bands, and
m fluorophores the captured spectrum s can be expressed as
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where the vector x represents the quantities of the each fluorophore
to be found, the spectra of which are stored in f . This is a simple
linear programming problem, but in order to be physically correct the
components of the vector x must be constrained to be greater than or
equal to 0, and sum to 1. This represents the fact that there cannot be
a negative quantity of fluorophore present in a pixel and that all of the
fluorescence must be accounted for. There are several widely available
software packages that can solve such constrained linear least-squares
problems [154].
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Although Spectral Unmixing is a useful technique, there are still
several drawbacks to its use as a visualisation technique. The cen-
tral assumption that each pixel is composed of a linear sum of several
fluorophores with well known spectra is valid in all cases. The mul-
tiple scattering and absorption events that occur in highly complex
media such as biological tissue are known to alter the line shapes of
fluorophores when measured in vivo compared to in vitro [29, 156]. In
addition the geometry of a sample can influence the resulting spectra
recorded due to loss of light from the rear surface [157].
During in vivo imaging it is unlikely that all fluorophore varieties
and their respective spectra can be accounted for ahead of time. Hence
it is common to add an extra term to equation (6.1) that represents the
residual signal at each wavelength and either attempt to minimise this
term [156], or to account for it in a semi-supervised fashion by finding a
background, non-fluorescent region and subtracting that spectra from
all other pixels [155].
The linear algebra techniques used in Spectral Unmixing specify
a lower bound to the number of spectral acquisitions required. To
successfully unmix m fluorophore species, including a possible back-
ground contribution, m spectral images are required otherwise the sys-
tem specified in equation 6.1 is under-determined and hence cannot be
solved. A further, perhaps counter-intuitive consequence of this is that
the noise inherent in the reconstruction technique increases with the
number of acquisitions [153]. Therefore, the two competing factors of
capturing enough images to separate each constituent fluorophore but
keeping acquisitions low in order to reduce noise must be balanced. As
acquiring additional images increases procedure time, this is perhaps
a strong point of Spectral Unmixing, particularly as the acquisition
parameters can be tuned to a particular situation in order to provide
greatest discrimination between fluorophore species [153].
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(a) Original data (b) PCA 2D Projection (c) Isomap Projection
Figure 6.2: The Swiss Roll with PCs in black (a). PCA squashes the
manifold into 2D (b) whereas Isomap accurately unwraps it (c).
6.3 Dimensionality Reduction 2 - Isomap
Dimensionality reduction techniques are obvious alternative candidates
to spectral unmixing for use in displaying spectral images. As intro-
duced in section 5.2.1 the information contained in a high dimensional
data set is often restricted to a lower dimensional manifold. Provided
the data can be expressed in only three dimensions without significant
loss of information then those dimensions can be arbitrarily assigned as
colours. PCA has long been used in this way for analysing multivariate
images [158].
PCA is a linear dimensionality reduction technique, meaning that it
assumes the data points lie on a subspace that can be expressed as a
linear combination of the available dimensions. Although linear meth-
ods have the advantage of speed and simplicity, they cannot always
deal with complex data sets. Figure 6.2 gives an example of a the
“Swiss Roll” dataset, a simple two dimensional plane that has been
curled up into a three dimensional space. As such the data can clearly
be described accurately using just two dimensions to locate the posi-
tion of a data point on the surface. However because the data still
extends throughout the full volume there is non-trivial variance in all
directions. Hence PCA fails to accurately recover the low dimensional
surface, instead squashing it flat as illustrated in figure 6.2(b).
Due to the limitations of linear techniques there has been much re-
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search into non-linear methods to better recover such manifolds. There
are now a large number of techniques with their own benefits and
drawbacks [135, 159, 160]. The earliest method, discovered by Sam-
mon [161], defined a stress term that calculates the difference in dis-
tance between points in the low and high dimensional space. The
number of dimensions to be kept is chosen by the user, and the stress
is iteratively minimised across all points. Various extensions have been
added subsequently [162–164]. However we chose to focus on a more
modern technique named Isomap, which is itself an extension to an
older technique named Multi-Dimensional Scaling (MDS) [165].
MDS is similar to Sammon’s method, in that it aims to find an
embedding of the data points in low dimensional space that best pre-
serves the relative distances between points. However the method of
calculating those distances is not specified, meaning that any suitable
distance metric can be used. This is particularly useful in the social
or psychological sciences when judging how similar objects appear to
each other [166]. When individual samples can be quantified in isola-
tion, as is more common, and simple Euclidean distances are used then
the results of MDS will be equivalent to PCA performed on the same
data [165]. An algorithm for MDS with N data points is [167]:
1. Construct a matrix D from the distances between pairs of points.
2. Calculate the squared distance matrix Si,j = D
2
i,j.
3. Find the ‘centering’ matrix H = δij − 1/N .
4. Calculate the eigenvalues and vectors of the matrix −HSH.
5. Create a new matrix from the first d eigenvectors.
The rows of the final matrix are the positions of the data points in
the embedded space. To determine if this is a good representation of
the data the matrix D should be recalculated in the low-dimensional
space and the difference between elements of D in the original and
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xy
Figure 6.3: The distance between two points on an arbitrary 2D
manifold calculated by the geodesic (solid line), approximate geodesic
(dashed line) and Euclidean (dotted line) distance metrics. Points on
the manifold are marked as diamonds.
new spaces compared. If this residual stress term is large then the
number of dimensions d should be increased and this step repeated.
By changing d and observing the residual stress, a compromise can
be found between the accuracy of the embedding and the number of
dimensions required. Often, if there is a good embedding, the stress
will drop sharply at a particular number of dimensions. This can then
be assumed to be the underlying dimensionality of the data set [168].
When dealing with a linear data manifold a Euclidean distance met-
ric will be sufficient for a good embedding. When trying to recover a
non-linear manifold, ideally we would like to use as a distance metric
the length of the shortest line between two points that is constrained to
lie on that manifold, referred to as the geodesic distance. This is impos-
sible if we do not know the shape of the manifold a priori. The partic-
ular innovation in Isomap is a method to approximate the geodesic dis-
tance between two points. Distances between nearest-neighbours are
calculated directly using the Euclidean distance. However for points
further apart the distance between them is calculated by summing the
journey via nearest-neighbours. The difference between the Euclidean,
geodesic and approximate geodesic distances is illustrated in figure 6.3.
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Once the distances between all data points have been calculated
classical MDS is used to produce a low dimensional embedding of the
manifold. In the absence of noise and provided the data set is large
enough to sample the manifold well this is a good approximation [169],
and can recover non-linear manifolds correctly as shown in figure 6.2(c).
Although Isomap can work well there are two major drawbacks. The
largest issue is simply how to define the connectivity of the initial graph
used to approximate the geodesic distances. There are two methods
normally employed; either each point is connected to k nearest neigh-
bours or to all points within a small distance . But there is no intrinsic
property of the data which defines how large k or  should be. If they
are too small then the graph may become disconnected and it will
not be possible to find a distance between all pairs of points. If they
are too large then “short-circuits” may be introduced which connect
sections of the data that are far apart on the manifold. Compounding
this point is the issue of experimental noise, which will move individual
points off any underlying manifold [169]. The most rigorous solution
to this is to run Isomap several times with different parameters, and
observe whether a stable embedding can be found that does not vary
greatly for small changes in k or  [168].
The other large issue is computational complexity. Both PCA and
MDS require a full, non-sparse eigenvector calculation with complex-
ity O(N3). However, for m data points in n dimensions, for PCA
this matrix will be n by n whereas for MDS it will be m by m. In
addition Isomap requires the distance between all pairs of points to
be found, which can be done efficiently with Dijkstra’s algorithm but
is still O(N2 logN). Hence Isomap can be prohibitively difficult to
calculate for large datasets.
One solution to both these issues is the use of Isomap with Land-
mark data-points (L-Isomap) [170, 171]. A small subset of the data
containing l points is chosen, either at random or to maximise the
minimum distance in the subset. The full Isomap algorithm is then
performed only on these points to produce a reference embedding in
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the low dimensional space.
To embed the remaining points first the distance between each point
and all points in the landmark set is found using the geodesic distance
approximation from full Isomap. This only requires m × l distances
to be found instead of m ×m and so is much faster. These distances
are then used to triangulate between the landmark points in the low
dimensional space, rather than perform the full eigenvector decompo-
sition required for Isomap. This significantly reduces the computation
time required and reduces the likelihood of disconnected graphs, with-
out sacrificing much accuracy.
6.3.1 Experiment 1 - Fluorophore Phantoms
To demonstrate the feasibility of dimensionality reduction techniques
for spectral imaging phantoms we imaged collagen gel phantoms made
using the protocol described in section 5.3.1. In addition to the fluo-
rophores one batch of gels, containing fifteen different fluorophores had
aluminium oxide spheres added to simulate biological scattering. The
second set also contained fifteen different fluorophores, but contained
no scatterers. Instead for this batch two separate gels were made up
for each fluorophore in order to demonstrate the consistency of the
spectrum captured from a particular fluorophore. The phantoms were
imaged using the mechanical-slit system described in section 3.1, us-
ing the wavelengths and fluorescence filters given in table 6.1. Wells
were imaged individually and the resulting images stitched together in
post-processing to form a regular grid.
Gels were isolated from the surrounding plastic of the wells using cir-
cular masks. At each wavelength a background image of a spectralon
reflectance standard (Labsphere Ltd.) captured with no illumination
was subtracted and the result divided by a bright-field image of the
same standard. Each pixel was then further normalised to have unity
area under the spectrum so that only spectral shape data was analysed,
not overall intensity. After this procedure every pixel that was inside
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the masked areas was concatenated into a single matrix. Standard
PCA was then performed on this matrix using the algorithm described
in [136]. The L-Isomap algorithm was used with 100 landmark points
chosen using the MaxMin method described in [170]. The initial con-
nectivity of the graph was set at five and Djikstra’s algorithm used to
find the shortest distance to all points in the graph. If this resulted
in disconnected regions in the graph the initial connectivity was in-
cremented up to a maximum of ten at which point the algorithm was
judged to have failed (this did not occur with our data). All algorithms
were written in C++ for speed.
Both the PCA and Isomap embeddings produced good results for the
gels. Different fluorophores are mapped to different colours, but mix-
tures of fluorophores are mapped to similar colours to the individual
fluorophores. The mixtures are often much closer to one of the con-
stituents than the other, this is likely because that fluorophore emits
more strongly. The scatterers in the first set of gels were found to have
agglomerated during the setting process, and this is clearly visible in
the images. In the second set of gels there were a large number of noisy
wells, these were found to correspond to gels that did not fluoresce sig-
nificantly as our illumination system was too far from their excitation
bands. The second set of gels contained a pair of each fluorophore
which were imaged separately. This are mapped to almost identical
colours in the final image.
Quantitatively determining whether the PCA or Isomap embedding
Imaging λ (nm) 460 465 470 475 480 482 485 500
LP filter λ (nm) 500 500 500 500 500 550 550 550
Imaging λ (nm) 510 520 530 540 560
LP filter λ (nm) 550 550 600 600 600
Table 6.1: Imaging wavelengths and the cut-on wavelength of the
corresponding Long-Pass filter used.
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Figure 6.4: The position of each fluorophore-impregnated collagen gel
within (a) figure 6.5 and (b) figure 6.6. Full names are given in the list
of abbreviations (section 1.6).
147
(a) PCA Embedding
(b) Isomap Embedding
Figure 6.5: Fluorophore-impregnated collagen gel phantoms with
scatterers embedded into RGB colour-space using PCA and Isomap.
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(a) PCA Embedding
(b) Isomap Embedding
Figure 6.6: Fluorophore-impregnated collagen gel phantoms without
scatterers embedded into RGB colour-space using PCA and Isomap.
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is superior is difficult due to the different underlying distance metrics.
A common way of numerically assessing a particular embedding’s suit-
ability is to examine the residual stress term. However as illustrated
in figure 6.3 the original distances in high-dimensional space will be
different for PCA and Isomap, so residual stresses cannot be directly
compared. In particular if the underlying manifold of ‘fluorescence
space’ is actually linear as assumed in spectral unmixing then Isomap
will perform worse than PCA as the approximated geodesic distance
will always be greater than the Euclidean distance.
An alternative method is to examine the separation of the gels in
colour space. Ideally we wish for a consistent colour for all pixels within
a particular gel, and for different gels to be well separated. To obtain
a simple measure of this the mean position in colour space of each
gel was computed, and then the pairwise distances between pairs of
means found. The colour axes were normalised to run between 0 and
1. These are shown in table 6.2 for PCA and 6.3 for Isomap, calculated
for the gels with scatterers shown in figure 6.5. Due to the symmetry in
inter-mean distances the lower triangular half of each table is excluded.
The diagonal elements (grey cells) contain the average distance of all
pixels within one gel from that gel’s mean. The values in both tables
are roughly similar, and as expected similar fluorophores have smaller
distances between them than dissimilar ones.
To combine the entries into a single metric the average of the off-
diagonal elements was found, representing the average distance be-
tween gels. For table 6.2 the average distance is 0.43 and for table 6.3
it is 0.46, indicating that Isomap has marginally superior performance.
The process was repeated for the images in figure 6.6, the resulting
tables have been omitted for reasons of space. In this case the average
distance for PCA was 0.35 and for Isomap 0.31, indicating that PCA
has found a superior embedding. This ambiguity in which method
produces the best results is consistent with the similar colours found
in the images for both PCA and Isomap. It also suggests that ‘fluo-
rescence space’ is close to linear, as otherwise Isomap would produce
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Figure 6.7: PCA embedding of the scatterer impregnated gels con-
taining a statistical outlier. The only way to accommodate this within
the colour space is by compressing the remainder
very different results to PCA. Unfortunately, to our knowledge, there
is no simple method to quantitatively determine whether a data set is
linear or non-linear, beyond observing the residual stress when fit to
different models.
In the first experiment one well has been removed from the data set,
indicated by an empty black region. This well contained Coumarin-
344, the same as the well in the top-left corner. However we suspect it
was contaminated with an unknown substance during gelation, as once
imaged it produced a very different spectrum to all the other gels and
hence accounted for most of the variance in the data set by itself. The
resulting PCA embedding is shown in figure 6.7. Table 6.4 gives the
inter-gel distances, the average of which was 0.39. The colour space
has been monopolised by this single fluorophore species, compressing
the remainder into a small number of purple-orange colours. Although
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this was an experimental fluke, it neatly illustrates one drawback of di-
mensionality reduction techniques in that statistical outliers can easily
disturb embeddings. Care must be taken to notice such outliers and
account for them.
6.4 Intuitive Representation
The results of dimensionality reduction techniques do not always have
an inherent physical meaning and therefore can be interpreted in dif-
ferent ways during presentation. So far we have simply reduced the
number of dimensions to three and chosen these as Red, Green and
Blue. However there is no intrinsic reason to interpret the axes in this
manner. We could equally label them Green, Blue and Red, or any
other combination of three primary colours. Along with the arbitrary
nature of this decision there is no underlying reason why the RGB
colour model should be selected in the first place except convenience.
In practice the RGB colour model is a rather poor model as it does
not map well to the human perception of colour, meaning that any
information contained within the processed images cannot be easily in-
terpreted by the eye. Hence we explored the use of the Hue-Saturation-
Value (HSV) colour model, which more closely matches human percep-
tion. There are other colour models such as Lab or XYZ that match
human perception even better [151], but the principles are sufficiently
illustrated with HSV.
The full range of colours available with RGB can be thought of as
a cube, with one edge representing Red, Green and Blue as shown in
figure 6.8(a). Pure black is found at the origin and pure white at the
opposite corner. Pure red, green and blue can be found at the cor-
ner adjacent to black, while cyan, magenta and yellow can be found
at the corners adjacent white. The HSV colour space is illustrated in
figure 6.8(b) as a cone. Hue describes the particular colour we are deal-
ing with, Saturation how vivid the colour is and Value the perceived
intensity. Pure black is located at the point of the cone, while pure
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(a) RGB Space (b) HSV Space
Figure 6.8: The RGB and HSV colour spaces. Both contain the full
gamut available with most display equipment.
white is in the centre and fully saturated colours on the circumference
of the base. The RGB and HSV colour spaces are equivalent in terms
of the gamut they span, unlike XYZ which includes additional colours
outside the space spanned by most monitors.
The use of the HSV colour space gives some flexibility in how to
interpret a reduced dimension manifold. As noted above there is no
guarantee that a data set can be represented accurately in three di-
mensions. The number required to capture the full variability of the
data may be more or less. In the data we have recorded often only two
dimensions are needed. When using the RGB model this means that
the blue channel is essentially showing random data and conveys little
meaning. When mapping to HSV we can instead use the total image
intensity as the Value component, and just map the first two reduced
dimensions to Hue and Saturation. This should use the available colour
space more efficiently to convey more data.
Hue and Saturation are a pair of polar co-ordinates, whereas the
results of PCA or Isomap are in cartesian form. Hence the first two
PC scores, or first two Isomap co-ordinates, were converted to polar
form. Hue was taken as the angle between each point and the first
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Component 1st 2nd 3rd 4th 5th 6th 7th 8th
% Variance 82.3 8.5 4.6 1.8 1.3 0.6 0.2 0.2
Table 6.5: Percentage of the variance in the first eight Principal Com-
ponents of the spectral data collected for the gels with scatterers.
axis, and the Saturation as the distance from the origin. Hue values
are hence automatically normalised to lie between 0 and 2pi, whereas
Saturation values were normalised by the maximum value in each data
set so that they lay between 0 and 1. The Value component was set
to the total summed intensity across all wavelengths, which could be
histogram equalised if required to improve contrast.
The fluorophore gels data was re-processed using this colour scheme
and the resulting images are shown in figure 6.9. As shown in table 6.5
the first two PCs account for fully 90.8% of the variance in the data,
indicating that just two colour dimensions can adequately represent the
spectral information. In figure 6.9(a) the total image intensity has been
neglected, and the Value component simply set to unity for all pixels
in order to show the colours fully. Several gels still appear very noisy
as they did under the RGB interpretation. However once the intensity
information is represented in the image, in figure 6.9(b) the reason
for this becomes clear. These gels are all relatively dark, clearly not
emitting a great deal of fluorescence. Hence a larger amount of noise
within these wells is to be expected after the normalisation process.
Although the exact colours are subject to a certain amount of per-
sonal taste, figure 6.9(b) should be much easier to interpret than fig-
ure 6.5(a). The major contributors to the spectral information are
mapped to colour, while intensity retains its physical meaning. These
results show that although dimensionality reduction techniques can
find the pertinent information in a data set it can be tricky to present
that information in a way the human eye can interpret. It also indicates
that the intensity of an image carries a large amount of information
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(a) Hue and Saturation
(b) Hue, Saturation, and Value
Figure 6.9: More intuitive images can be obtained by using an HSV
colour model instead of RGB. The spectral information is encoded in
the Hue and Saturation (a), while the total intensity is stored in the
Value component (b)
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which the normalisation processes common with spectral information
discard.
An alternative to this method of producing an intuitive image would
be to test for the presence of a particular fluorophore (or disease
marker), and overlay this information onto an intensity image through
a colour channel. This technique has already been used with spectral
unmixing and with labelling fluorescent markers, a topic we will return
to in section 6.5.1. Alternatively a boundary surrounding areas of a
high likelihood of disease can be found and displayed [79].
6.4.1 Experiment 2 - Ex vivo Tissue
To further illustrate the use of such techniques a second experiment
was performed using a bisected lamb’s kidney as a replacement for the
synthetic phantoms. Rhodamine B and 6G were painted on to the
freshly-cut surface of the kidney in two radial lines to simulate topical
contrast agents. This surface was then imaged using the DMD-based
illumination system detailed in section 3.3.1. The resulting fluorescent
images were normalised to their total intensity and processed to colour
images using the above techniques.
The results from using PCA are shown in figure 6.10 and the Isomap
images are given in figure 6.11. In all the images the two fluorophores
can easily be distinguished from the background kidney, as they ap-
pear as markedly different colours. For instance in figure 6.10(a) there
is a blue and green stripe corresponding to the fluorophores, against a
mostly pink background. This area did not have any fluorophore ap-
plied to it, and as such only weak autofluorescence could be detected.
For both embedding techniques it is clear that incorporating the
intensity information produces a more meaningful image. Relying on
merely the spectral data, as in figure 6.10(a), means the background
kidney surface is presented as a flat block of colour. Incorporating the
intensity data, as in figure 6.10(b), reveals the surface texture of the
kidney.
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(a) RGB (b) HSV
Figure 6.10: A bisected lamb’s kidney with topically applied R6G
and RB embedded into RGB and HSV colour spaces using PCA.
(a) RGB (b) HSV
Figure 6.11: A bisected lamb’s kidney with topically applied R6G
and RB embedded into RGB and HSV colour spaces using Isomap.
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The Isomap processed images are qualitatively poorer than the PCA
images. Although they contain more colours, they are also noisier and
display clear artefacts in the form of bands or stripes. These are likely
a result of the L-Isomap technique used to reduce computation time.
The landmark selection process reduces the sampling of any under-
lying manifold, which will distort the embedded manifold towards the
landmark points. The PCA images do not suffer from these artefacts
as the entire data set is used to calculate the embedding. The Isomap
images are also much less stable than PCA. Changing the input data
slightly, for instance by removing very dark or bright points by thresh-
olding, can drastically alter the Isomap embedding.
6.5 Dynamic Spectral Excitation
So far in this thesis we have only described spectral imaging performed
using narrow, predetermined excitation bands that were selected by
turning on or off entire columns of the DMD. However a DMD consists
of a 2D grid of mirrors. By changing the number of mirrors that are
switched on within a particular column it is possible to modulate the
amount of reflected light at a particular wavelength. This allows the
DMD to produce an arbitrary excitation profile, within the limits of
the supercontinuum spectrum. In addition, because the DMD can
be switched extremely quickly these profiles do not have to be set in
advance but can be calculated and changed in almost real-time. We
carried out several experiments using these ideas to demonstrate the
full capabilities of our dynamic spectral illumination system.
In order to produce a custom illumination spectrum the power dis-
tribution in the vertical direction on the face of the DMD was needed.
This was measured using the spectrometer and switching on rows of ten
contiguous mirrors in sequence. The mean intensity across wavelength
of interest was found for each row and the resulting profile normalised
to have unity area. This profile, normalised for total intensity, was
assumed to constant across the face of the DMD.
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Figure 6.12: Contour plot of the spectral power from 21 contiguous
rows of 20 mirrors.
A custom spectrum could then be produced by specifying the desired
proportion or weighting of each wavelength band found by a scan in
the horizontal direction of the DMD. Several examples of these scans
have been presented throughout this thesis, for instance figure 6.14.
Each wavelength band corresponds to a particular group of columns
on the DMD, and the desired weighting for each band can be any value
between 0 and 1. The algorithm then found the combination of row
powers which would most closely sum to, but not exceed, the desired
weighting in each band. The corresponding blocks of mirrors on the
DMD were then switched ‘on’, an example can be seen in figures 6.16.
Figure 6.12 shows a contour plot of the available power against wave-
length on the x-axis and the address of each row on the y-axis. Because
the wavelengths are spread laterally across the face of the DMD this
can be used as a proxy for the power distribution across the face of
the DMD. Unfortunately the figure is asymmetrical in the y-direction,
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with a roughly Gaussian profile centred at approximately row 300, but
truncated between row 220 in the red and row 250 in the blue. We
attribute this to a clipping of the beam somewhere along the optical
path.
The gradient of the profile is steep, dropping from the peak to zero
in the space of only 100 mirrors, corresponding to 1.368 mm. This
sharp decrease in power does not provide much flexibility when trying
to find a combination of mirror blocks in a particular column to sum
to a desired proportion of the input power.
The asymmetry would not be an issue for the custom spectrum al-
gorithm if it was constant across all columns. We found that spectra
could be recreated to sufficient accuracy for demonstration work, but
the algorithm would likely be improved by accounting for differences
in the intensity profile across the face of the DMD.
6.5.1 Hardware Principal Component Imaging
The dimensionality reduction techniques detailed above can only be ap-
plied once a complete data set has been acquired. For an image stack
at ten or twenty wavelengths this can take significant time, exacerbated
by the fact that the available imaging power scales with the width of
the illumination bands. Hence imaging at a greater number of nar-
rower bands requires a longer integration time for each image, further
increasing the total acquisition time. The hyperspectral fluorescence
images acquired in this thesis had acquisition times of between 100 ms
and 1 s, with between 10 and 50 bands acquired. Hence a typical time
to capture a full dataset was on the order of 10 s.
Instead of acquiring high resolution data and then discarding the
non-pertinent information, it would be beneficial to avoid capturing
such data in the first place. One possible technique for this was outlined
in section 5.3, where a number of imaging bands was examined to find
those that had the most diagnostic potential. The chosen illumination
wavelengths were a subset of the initial, available bands.
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(a) Reference (b) RGB (c) HSV
Figure 6.13: The Macbeth colour reference chart (a), imaged and
visualised using RGB (b) and HSV (c) colour spaces
Such a method does not exploit the full capabilities of the DMD.
Hence we examined an alternative that aimed to find a small number of
excitation spectra that could best highlight the differences of a sample.
Qu et al., in [172], proposed the use of PCA to determine the best
profile of a set of fluorescence detection filters to be used in the emission
channel. However they only simulated their filter’s performance and
did not actually attempt to construct and test them, probably due to
the expense of having the filters custom made. In contrast the DMD
allows our hyperspectral illumination system to dynamically create
new illumination spectra. To our knowledge, we hence present here
the first attempt to perform PCA using a physical process.
This is similar in approach to a method pioneered by Zuzak et al,
who attempted to recover blood oxygenation levels during surgery us-
ing the OLP-490 light source previously referenced in section 3.4.1.
The illumination spectra were chosen to closely match the absorption
spectra of oxygenated and deoxygenated haemoglobin, producing ex-
cellent maps of oxygenation level [98, 173].
Macbeth Colour Chart
Our first test sample was a standard Macbeth colour chart (Mini Col-
orChecker, X-Rite Inc.), containing 18 standard colour patches and six
grey-scale patches. These span the full range of possible colours to pro-
vide a reference calibration standard. The layout of the colour patches
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is shown in figure 6.13(a). The chart was imaged using the system
described in section 3.3.3, and the excitation spectra in figure 6.14.
The resulting image stack was normalised so that the spectra had
unity area. PCA was carried out on the image stack and the resulting
images in RGB and HSV space are shown in figure 6.13(b) and 6.13(c)
respectively. Both embeddings roughly match the reference colours,
however the RGB embedding incorrectly maps the background regions
to grey and hence appears washed out. The loss of intensity informa-
tion also means that the grey-scale patches at the bottom of the image
all appear as the same colour. During processing a better match to the
standard was found if the Green and Blue channels of the RGB image
were reversed.
The first three PCs were found to account for 59.0%, 21.4% and 5.1%
of the variance. These are illustrated in figure 6.15, while the remainder
were discarded. The three PCs closely resemble the spectral response
of standard Red, Green and Blue channels in colour cameras. The
first PC is highly weighted for red wavelengths, the second for blue
wavelengths, and the third for green. This explains why swapping
the blue and green colour channels improved the colour accuracy in
figure 6.13(b). It is not entirely unsurprising that the PCs are weighted
in this way, as the Macbeth colour chart is designed to span the full
gamut of most colour spaces.
The value of the weightings that make up a Principal Component
have a valid range of -1 to 1. The DMD excitation profile only has a
valid range of 0 to 1, as the DMD cannot produce a negative amount of
light. Hence before the excitation profiles could be produced a mapping
had to be chosen to remove the negative weightings. There are two
main possibilities; truncation or shifting and scaling. Truncation would
involve simply clamping all negative weights to zero. However this
would fundamentally alter the shape of the components, particularly
if the majority of weights are less than zero. Shifting and scaling
involves adding an offset to each component to remove negative values
and then scaling the result to lie between 0 and 1. Qu et al. do not
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directly discuss this issue, but appear to use a version of the latter that
maps a zero weighting to a 50% transmission value [172].
We opted to shift and scale each PC individually so that the mini-
mum value lay at 0 and the maximum at 1. These profiles were then
passed to the algorithm to produce the DMD images shown in fig-
ure 6.16. Black regions represent mirrors switched to the ‘on’ state,
white regions are mirrors switched to the ‘off’ state. Each image has a
large proportion of mirrors switched on in the columns corresponding
to the wavelengths that are highly weighted in the corresponding PC
in figure 6.15. The horizontal gaps between mirror blocks arise from
the separation used to avoid any overlap in the original excitation spec-
tra in figure 6.14. The gradual narrowing of columns towards higher
addresses is a result of the spectral correction necessary to maintain
roughly equal bandwidths detailed in section 3.4.2.
The images should be compared to figure 6.12 to see which wave-
lengths they will reflect a large amount of and which they will reject.
The highest power for each wavelength falls roughly at row 300, with
much lower amounts of power above row 400. If we take figure 6.16(a)
the high power region between rows 250 and 350 is mostly white, except
to the right of column 760. This corresponds to the much greater values
in the first PC towards red wavelengths. The large black areas above
row 350 image indicate that the algorithm is turning on many low-
power blocks to produce a small total amount of light. This happens
because of the power gradient resulting in few rows with intermediate
power levels.
The actual output spectra produced by these DMD images were
measured, along with the spectrum for a desired weighting of 1 for
all columns. This corresponds to each column being turned fully ‘on’
which gives the maximum spectral envelope for the algorithm. The
measured PC spectra, normalised to maximum value, and the ratio to
the envelope are shown in figure 6.17. The desired weightings for each
column are also plotted in black. The troughs in the raw spectra are
due to the gaps between columns, and are moderately smoothed when
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Figure 6.14: The initial spectral
bands used to image the Macbeth
colour chart.
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Figure 6.15: The weightings at
each wavelength for the first three
PCs of the Macbeth chart.
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Figure 6.16: The actual images loaded onto the DMD to produce the
PC spectra corresponding to figure 6.15.
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Figure 6.17: The desired spectra corresponding to figure 6.15 com-
pared to the raw measured spectra from the images in figure 6.16 and
the ratio of the measured spectrum to the complete spectral envelope.
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Figure 6.18: The Macbeth colour chart imaged with the first three
PCs and interpreted as an RGB image.
the ratio is taken. The spectra show fairly good agreement to the de-
sired weightings when those weightings are high but perform poorly if
they drop below about 0.2, particularly at the blue end of the spec-
trum. This is again due to the gradient of the power detailed above,
which is even worse in the blue region as indicated by the narrowing
of the contours in figure 6.12.
The Macbeth colour chart was then re-imaged using these three
spectral illumination profiles, with the resulting images combined into
a single RGB colour image shown in figure 6.18. As in figure 6.13(b)
the first PC image was used as the red channel, the second as the blue
and third PC as the green. The ‘hardware’ processed image roughly
reproduces the colours of the reference standard but with a blue/green
tint. The background regions of the chart are correctly imaged as dark
areas, and the grey-scale patches show the correct intensity progression.
Exogenous Fluorophores
The above example with a Macbeth colour chart only demonstrated
the technique for hyperspectral reflectance. To validate it for fluores-
cence as well the experiment was repeated using a sample of cotton
wool soaked with two common fluorophores, fluorescein and coumarin-
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(a) RGB (b) HSV
Figure 6.19: Cotton wool treated with Fluorescein (yellow colours)
and C334 (green colours), imaged and visualised using RGB (a) and
HSV (b) colour spaces
334. In order to isolate the excitation light a 600 nm long-pass filter
was inserted before the camera, and the initial imaging bands amended
accordingly to those in figure 6.20. Both dyes were made up to a con-
centration of 5 µM, and applied to cotton wool swabs using a paint-
brush.
The resulting RGB and HSV processed images are shown in fig-
ure 6.19. In both images a yellow colour can be seen in the region
treated with Fluorescein, and a light green colour in the region treated
with C-334, against a faint grey background of untreated wool.
The first three PCs, shown in figure 6.21 were found to account for
only 28%, 25% and 4.4% of the variance of the total data set. This is
likely due to the large number of pixels in the field of view that did
not contain either dye or wool. These are to be found at the top and
bottom of the images, which are noisy in the RGB representation but
dark in the HSV representation.
The PCs were used to produce the DMD images in figure 6.22, which
produced the spectra in figure 6.23. The ratio of the measured PC
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bands used to image the cotton &
fluorophores.
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Figure 6.21: The weightings of
each wavelength for the first three
PCs of the cotton sample.
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Figure 6.22: The images loaded onto the DMD to produce the PC
spectra corresponding to figure 6.21.
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Figure 6.23: The desired spectra corresponding to figure 6.21 com-
pared to the raw measured spectra from the images in figure 6.22 and
the ratio of the measured spectrum to the complete spectral envelope.
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Figure 6.24: The cotton wool imaged with the first three PCs and
interpreted as an RGB image.
spectra to the overall envelope again show a fairly close match in the
red region of the spectrum, but do not contain enough power in the
blue. The sudden spike in the ratio spectrum at approximately 455
nm is due to the gap between the first and second DMD columns,
corresponding to the white vertical stripe at column address 275. This
gap means there is only noise in the output spectra at 455 nm, and
once the ratio is taken between the PC spectrum and the reference
spectrum a large value results.
Finally figure 6.24 shows the resulting RGB image when the PCs are
used as the excitation spectra. There has been some distortion of the
colours as C334 now appears as cyan, whereas Fluorescein appears as
a faint pink. This indicates that although the two dyes fluoresce very
differently under the different spectra the fluorescein was only emitting
weakly. This is likely due to the low power in the blue region of the
spectrum failing to excite the fluorescein sufficiently.
Fluorophore Phantom
The clinical desire for improved contrast between tissue types can be
seen by the recent introduction of targeted fluorescent molecules that
bind with a particular tissue type. For instance different peptides
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Figure 6.25: The emission spectrum of the contrast agent GE3111
when bound with nerve and adipose tissue and excited with a blue
LED (Phillips Lumiled).
can be manufactured to bind with either nerves or penetrate into tu-
mours [174]. These then fluoresce with different excitation and emission
wavelengths, allowing for surgeon to switch between highlighting the
different tissues.
Two particular tissues that surgeons wish to highlight during ab-
dominal surgery are nerves and the ureters, the vessels that carry urine
from the kidney to the bladder. These can be hard to differentiate from
surrounding tissue but the consequences of accidental damage to them
can be severe. We tested two contrast agents that have recently been
proposed for use with nerves and ureters respectively to determine if
our system could adequately distinguish them.
In addition to the peptides described in [174] derivatives of bis-
benzenamine (BMB) have been developed to distinguish nerves from
surrounding tissue [175]. These are proprietary to the General Elec-
tric corporation and are currently known as GE3082 and GE3111. We
were provided with a small sample of GE3111, which demonstrates
significant uptake in both the myelin sheath of nerve tissue and also
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(a) RGB (b) HSV
Figure 6.26: Tubing filled with GE-3111 (orange colours) and Methy-
lene Blue (purple colours), imaged and visualised using RGB (a) and
HSV (b) colour spaces
white adipose tissue. However, as shown in figure 6.25 the emission
spectrum changes when the chemical is absorbed into fat as opposed
to nerve tissue.
Methylene Blue is a clinically approved dye that can be used to stain
several different tissues during normal white-light endoscopy [176, 177].
At normal concentrations it does not fluoresce due to self-absorption
but when diluted it can be excited between wavelengths of 600 and
650 nm and has peak emission at just below 700 nm. It has hence re-
cently been proposed as a feasible agent for locating ureters using NIR
fluorescence as urine will act as the diluting substance in vivo. [178].
A phantom was created by a colleague, Neil Clancy, consisting of sil-
icone tubing filled with the fluorophore mixtures. To represent nerves
the GE3111 agent was formulated to a proprietary GE protocol and
placed in a 0.76 mm inner diameter Helix Mark tube (Dow Corning
Silastic Q7-4750). A similar tube of inner diameter 1.58 mm was filled
with the GE3111 formulation, prepared by another colleague Richard
Newton, mixed with ground nut oil to represent adipose tissue. Finally
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Figure 6.27: The initial spectral
bands used to image the phantom.
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Figure 6.28: The weightings of
each band for the first three PCs
of the phantom.
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Figure 6.29: The images loaded onto the DMD to produce the PC
spectra corresponding to figure 6.28.
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Figure 6.30: The desired spectra corresponding to figure 6.28 com-
pared to the raw measured spectra from the images in figure 6.29 and
the ratio of the measured spectrum to the complete spectral envelope.
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(a) PCA Spectra (b) Tailored Spectra
Figure 6.31: The phantom imaged with the first three PCs (a) and
with two spectra tailored to the excitation bands of the phantom.
a tube of 2 mm inner diameter was filled with with a 3 µM solution
of Methylene Blue to represent a ureter. These tubes were mixed to-
gether and imaged using the 50 spectra in figure 6.27 and a 650 nm
long-pass filter.
The software processed images are shown in figure 6.26 and the re-
sulting hardware PCA image given in figure 6.31(a). The first two
PCs were found to account for 84% and 10% of the total variance re-
spectively, while the remaining 48 components accounted for under 1%
each. In the software images the GE3111 agent appears as an orange
colour and methylene blue as purple, whereas in the hardware image
the colours are light blue and pink-orange respectively.
Neither algorithm can successfully differentiate between the GE3111
agent bound to myelin and the agent bound to fat. This is because
the excitation spectra for the two forms are very similar and only
the emission spectrum changes significantly. Our technique only scans
the excitation spectrum so cannot distinguish between the different
emission spectra.
The 1st PC spectrum, shown in figure 6.30(a) mainly excited the
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Figure 6.32: The desired and measured spectral weightings (a) and
the actual spectra produced (b) for the GE3111 and Methylene Blue
(M.B.) excitation spectra.
methylene blue due to its high relative power at red wavelengths. This
corresponds to the pink-orange colours in figure 6.31(a), as this exci-
tation spectrum corresponds to the Red colour channel in the image.
However the methylene blue does not appear as pure red as both the
2nd and 3rd PC spectra also excite some red wavelengths due to the
shifting and scaling used to remove negative values from the weight-
ings. The 3rd PC also has significant power at blue wavelengths which
excite the GE3111, producing the purple colour in the image. It should
be noted that due to an optical realignment the laser power was found
to fall on a different section of the DMD compared to the two previ-
ous experiments, hence the vertical shifting of the mirror patterns in
figure 6.29.
For this experiment the excitation bands of the fluorophores were
known in advance. As a comparison for the hardware PCA method,
and to further demonstrate the flexibility of the DMD system, spec-
tra were created to specifically excite GE3111 and methylene blue.
These simply consisted of switching on two wide bands, one in the
blue and one in the red, shown in figure 6.32. The resulting image,
with the GE3111 excitation image interpreted as the Red channel and
the methylene blue excitation image interpreted as the Green channel,
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is shown in figure 6.31(b). This gives very clear distinction between the
two fluorophores. Neither was observed to fluoresce under the other’s
excitation band, illustrated by the image containing only red and green
colours with no secondary colours from mixing.
This result indicates that in situations where the excitation spec-
tra are known in advance then custom tailoring the illumination light
is likely to produce a superior result to the PCA technique outlined
above. Hardware PCA may be useful in situations where the spectra
are not know with certainty. In addition the algorithm to convert the
PCs into useable spectra is primitive and could likely be improved in
future.
6.6 Conclusions
In this chapter we have discussed methods for producing a colour im-
age from hyperspectral data. A linear (PCA) and non-linear (Isomap)
dimensionality reduction technique were used to reduce the number of
spectral planes down to just two or three, and their performance in
terms of the colours produced found to be similar. However PCA, and
linear techniques in general, have far smaller computational require-
ments than Isomap and other non-linear techniques. It is feasible to
perform PCA on a full image stack in close to real time. Once this
issue is factored in PCA appears qualitatively superior to Isomap for
this application.
The choice of colour space to use for the final image was also ex-
amined, and HSV found to produce pleasing results that can be inter-
preted more intuitively due to the brightness of the image retaining its
customary meaning. This would be of great benefit if implementing
this technique in the clinic. Future work could investigate the use of
other such colour spaces, however deriving quantitative measurements
of which colour space is superior will always entail some subjective el-
ement. It is likely that deciding on a final colour scheme would involve
user trials which is beyond the scope of this work.
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Finally a putative method of finding the optimal excitation spectra
to discriminate between regions in an image was described. The illu-
mination spectra were made to resemble the principal components of
the data set, and promising initial results recorded with test data sets.
This area has great potential for future work, and demonstrates the
best abilities of the hyperspectral illumination system. PCA may not
provide the best spectra to discriminate a data set, due to the shifting
and scaling required to remove negative weights, but it may be possible
in future to derive a theoretical model for the best spectra to use.
Creating the PCA spectra used an algorithm that is capable of pro-
ducing any arbitrary spectrum within the confines of the overall spec-
tral envelope. This algorithm could be greatly refined in future work,
especially the selection of which rows are required to produce a given
power at one wavelength. The largest improvement would likely come
from adjusting the power distribution across the face of the DMD, as
the currently significant power falls on only a limited area. The dis-
tribution could be made wider in the vertical direction by expanding
the input supercontinuum beam to the system. This was tried, but
requires large format prisms to ensure collection of sufficient power.
Large, anti-reflection coated prisms are prohibitively expensive and
only non-coated prisms could be obtained. The resulting power loss
was a large drawback for current work so this approach was aban-
doned.
178
7 Summary
This thesis has mainly focussed on the design and construction of a
dynamic hyperspectral imaging system. A Digital Micro-mirror Device
was used to select desired sections of a supercontinuum white-light laser
source. The resulting custom illumination spectrum was coupled into a
commercial laparoscope and various test samples were imaged in both
reflectance and fluorescence modes. The resulting hyperspectral image
stacks were analysed using dimensionality reduction techniques and
presented as colour images. In addition the polarization properties of
standard laparoscopes were examined and found to be unsuitable for
polarization-resolved imaging due to their birefringent viewing win-
dows. We will now discuss potential applications of this system and
possible directions for further research.
The imaging system presented in this thesis sits at the boundary
between laboratory and clinical research. Although in vivo work was
not carried out during this thesis it was always maintained as an even-
tual goal. Hyper- and multispectral imaging methods have already
been well demonstrated in vitro for several different biomedical appli-
cations [153, 179, 180], so much of the focus in current research is now
how to best translate these processes into the clinic [73, 111]. However
most of the current crop of devices are only designed to interrogate the
superficial surfaces of the body, such as the skin and oral cavity [8, 69,
111, 114]. Our approach was to integrate our new light source with a
laparoscope, hence opening up the possibility of using spectral tech-
niques during minimally invasive surgery. This approach also matches
the current emphasis on using as many existing components as possible
to save cost wherever possible [8, 42, 73].
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Polarization-resolved imaging is becoming a more important avenue
of research, due to its potential to provide morphological information
in contrast to the functional data provided by fluorescence measure-
ments [110, 117, 181]. However gathering quantitative data using Mie
theory is difficult due to the narrow collection angles required, and
most applications of this are limited to point-scanning devices [117].
Polarization-resolved images can still be qualitatively useful due to in-
creased contrast between different tissue types [111]. This type of ap-
plication would be extremely useful during minimally invasive surgery,
where many tissues have similar appearance. Therefore the polariza-
tion measurements described in chapter 4 are disappointing as they
imply that commercial laparoscopes cannot be used with polarized
light.
There are consequently a number of distinct barriers to implement-
ing polarization-resolved imaging in a minimally invasive setting. The
custom laparoscope we ordered used fused silica to replace the birefrin-
gent materials which is unsuitable for use in surgery, however diamond
is a viable but expensive alternative. In addition to replacing the
birefringent materials research also needs to be conducted on how to
best deliver polarized light to the distal tip as the fibre bundles used
in current laparoscopes are not polarization-preserving, and produc-
ing a bundle of such fibres with matching alignment is beyond current
fabrication methods. For accurate Mie-theory analysis ideally colli-
mated illumination light and narrow collection angles are required,
which would be challenging in vivo [64, 115]. There are also issues
with specular highlights and the high curvature of tissue distorting the
polarization signal.
There is a great deal of potential for further research in the area
of spectral analysis. Although the techniques detailed chapter 5 were
moderately successful, there are a multitude of other methods that
could be used. Interpreting a spectrum as a point in multi-dimensional
space allows many standard classification and clustering techniques to
be used [135]. The large number of possible algorithms is one reason
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why methods such as ROC analysis are important, as they provide
an objective method of comparing them, but are not currently widely
used. Instead single values of sensitivity and specificity are quoted,
which does not give the reader a full picture. Multiple-class ROC
methods are even less widely used, perhaps because in the literature
there are several different extensions of the AUC measure to multiple
classes which are unnecessarily complex compared to the one we have
presented [182].
Despite the usefulness of the multi-dimensional interpretation of a
spectrum the ratio-based measurements in chapter 5 showed that there
are other ways of finding useful information in a visible spectrum. This
is an area that does not seem well explored; for instance an old tech-
nique that is mainly used in near-infrared spectroscopy is to examine
the derivatives of a spectrum as often the slope contains useful infor-
mation, but this is not often used biomedical methods [183].
Also, there are often regions of a captured spectrum that do not
contain much useful information. When acquiring single-point data
this is not often an issue, but when acquiring a spectral image results
in extra acquisition time or the addition of extra components in a one-
shot system. Identifying redundant bands in the laboratory so they
can be ignored in the clinic will therefore improve throughput or the
price to performance ratio. The brute force search technique described
in section 5.3 is a first step in this direction but refined techniques that
are less computationally intensive are needed.
It is likely that the specific tissue contrast agent approach demon-
strated in section 6.5.1 will see a large amount of research in the near
future, as it demonstrates several advantages over hyperspectral imag-
ing for clinical applications. If the excitation and emission properties
are carefully tailored then it requires capturing only a single image
per contrast agent, compared to the many required for hyperspectral
imaging. These images are likely to have high signal intensity due to
the high quantum yield of the agents. Hence a high contrast image
can be acquired quickly, where the test for membership of a particular
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tissue type is a simple threshold.
Conversely, hyperspectral imaging suffers a fundamental trade-off
between spectral resolution and signal-to-noise ratio. In laboratory
conditions the rich data it can provide is very useful, but in the clinic
the long acquisition times and complex analysis required are a signifi-
cant drawback. This makes the comparative simplicity of the contrast
agent approach appealing.
Although originally designed for spectral imaging applications the
hyperspectral illumination system we have constructed could be of
great use in the contrast agent approach. Only one light source would
be required, even for several agents, simplifying system construction.
The excitation profiles can be closely tailored to the profiles of each con-
trast agent, improving efficiency, and switched between at high speed
due to the lack of mechanical components. The flexibility provided by
the combination of a Digital Micro-mirror Device and supercontinuum
laser are likely to see its use in this and other biophotonics applications
in the future.
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