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LARGE DEVIATION FOR THE EMPIRICAL DEGREE DISTRIBUTION OF
AN ERDO¨S-RENYI GRAPH
SUMIT MUKHERJEE
Abstract. With (d1, · · · , dn) denoting the labeled degrees of an Erdo¨s Renyi graph with parameter
β/n, the large deviation principle for 1
n
n∑
j=1
δdj (the empirical distribution of the degrees) is derived
with a good rate function, with respect to a topology stronger than the weak topology.
As an application the degeneracy of some sparse ERGM models used in social networks is studied
rigorously, showing in particular that using terms such as ”gwd (geometrically weighted degree”)
and alternating k stars does not cause degeneracy, whereas using a k-star term does.
1. Introduction
1.1. Brief outline of the paper. The large deviation result is contained in subsection 1.2 (The-
orem 1.2), and is the main result of this paper. Subsection 1.3 contains the statements of Theorem
1.5 and Theorem 1.8, which are developed with application in mind. Theorem 1.5 demonstrates
that using the number of k-stars as a sufficient statistic in an ERGM causes degeneracy (see remark
1.6). Theorem 1.8 characterizes a class of sufficient statistics which do no cause degeneracy. This
class includes sufficient statistics like geometrically weighted degree and alternating k stars (see
remarks 1.7 and 1.9) used in social sciences which are already known to not cause degeneracy at an
empirical level (see [SPRH],[HH], [MHH]). For an intuitive reasoning of why this class of statistics
do not cause degeneracy see remark 1.4.
Section 2 explores some properties of the rate function associated with the large deviation. Sec-
tion 3 is dedicated to proving Theorem 1.2 via a series of lemmas. Section 4 contains the proofs of
Theorem 1.5 and Theorem 1.8.
Section 5 introduces an example of a particular ERGM, and analyzes the model in light of the
above theory. This model, dubbed in this paper as the ”sparse penalty model”, is of interest in
social science community, as conveyed to the author at an AIM conference on Exponential Random
Graph models (ERGM).
1.2. Large Deviation Principle. Let Gn denote the space of all simple labelled undirected graphs
on n vertices. For any Gn ∈ Gn let d = d(Gn) := (d1, · · · , dn) denote the labeled degree sequence
of Gn. Also let E = E(Gn) :=
1
2
n∑
j=1
dj denote the number of edges in Gn. The empirical distri-
bution of the degree sequence defined by µ(n) := 1n
n∑
j=1
δdj , is a probability measure on N0 := N∪{0}.
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2 S. MUKHERJEE
An equivalent definition of µ(n) is the following:
Set hi := #{1 ≤ j ≤ n : dj = i}, for 0 ≤ i ≤ n − 1, i.e. hi is the number of vertices in Gn of
degree i. h := {hi}n−1i=0 will henceforth be called the degree frequency vector. Note that µ(n) is the
probability measure which puts mass hi/n at i, for 0 ≤ i ≤ n − 1. The degree frequency vector
does not depend on the ordering of the vertices, and neither does µ(n).
Set
S := {µ ∈ P(N0) : µ :=
∞∑
i=1
iµi <∞}.
Thus S is the set of all probability measures on N0 with finite mean. Equip S with the following
topology:
νn, ν ∈ S, νn → ν if νn w→ ν, and νn → ν.
By Scheffe’s theorem, convergence in S is also equivalent to convergence in the metric d given by
d(µ, ν) =
∞∑
i=1
i|µi − νi|.
Note in passing that S is not compact with respect to weak convergence, and hence not compact
with respect to d(., .).
Let Pn denote the Erdo¨s Renyi distribution on Gn with parameter β/n. It is easy to see that
d(µ(n), pβ)
p→ 0 under Pn, where pβ ∈ S is the Poisson distribution with parameter β. The large
deviation principle in the following theorem characterizes the probability that µ(n) is away from
pβ.
In a very recent paper in [BC], the authors derive a large deviation principle for Erdos Renyi
graphs under the topology of local weak convergence. As a consequence, they deduce a large devia-
tion principle for µ(n) with a good rate function under the topology of weak convergence on S (see
[BC, Theorem 1.8]), which is given by the metric
∞∑
i=0
|µi − νi|. See also [DM, Corollary 2.2] which
gives the large deviation for µ(n) with respect to weak topology, with a minor correction needed for
the formula of the rate function in the case β > µ¯.
This paper proves a large deviation principle for µ(n) with the same rate function as in [BC],
under a stronger topology induced by the metric d(., .) above which also guarantees convergence
of means. One motivation for the need for a stronger topology is to prove Theorem 1.8, which
computes limiting log normalizing constants for a class of models of interest in social sciences, and
also gives a natural sufficient condition to check the degeneracy of Exponential Random Graph
Models whose sufficient statistics depend only on the degree distribution. This is described in more
detail in section 1.3.
The following definition introduces the rate function for the large deviation principle, henceforth
denoted by l.d.p. for convenience.
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Definition 1.1. Define the function I : S 7→ [−∞,∞] by
I(µ) =
∞∑
i=0
µi log(i!µi)− µ
2
log(µβ) +
µ+ β
2
= D(µ||pβ) + 1
2
(µ− β) + µ
2
log β − µ
2
logµ.
It will be shown in section 2 that I is non-negative, and a good rate function (i.e. its level sets
are compact.) Thus I(.) is a valid candidate for the rate function of a l.d.p.
The main result of the paper is now stated below. As a convention, the infimum over an empty
set is taken to be ∞.
Theorem 1.2. For any A ⊂ S,
lim sup
n→∞
1
n
logPn(µ(n) ∈ A) ≤− inf
µ∈A
I(µ), (1.1)
lim inf
n→∞
1
n
logPn(µ(n) ∈ A) ≥− inf
µ∈A◦
I(µ). (1.2)
In particular, µ(n) satisfies a large deviation principle in S with the good rate function I(.).
The l.d.p. follows from (1.1) and (1.2), which will be proved in section 3. Note that it is possible
to assign probability to any A ⊂ S, as the probability Pn puts mass only on a finite set in S. The
l.d.p. bounds in Theorem 1.2 hold for all subsets of S.
1.3. Applications. As an application of Theorem 1.2, section 4 explores some Exponential Ran-
dom Graph models frequently used in social network studies. The following long definition intro-
duces the class of probability distributions that can be handled using this approach.
Definition 1.3. • Let
F := {f : N0 7→ R, f(0) = 0, lim sup
i→∞
f(i)
i
<∞}.
For any f ∈ F, µ ∈ S define µ(f) :=
∞∑
i=0
µif(i). Note that µ(f) ∈ [−∞,∞) always exists,
as the given condition implies there exists C < ∞ such that f(i) ≤ Ci for all i ∈ N0, and
so µ(f) ≤ Cµ <∞ for any µ ∈ S.
• For f ∈ F, θ ∈ [0,∞), let
C(θ, f) := log
( ∞∑
i=0
1
i!
θief(i)
)
.
Using the bound f(i) ≤ Ci it follows that C(θ, f) <∞, and σ = σθ,f defined by
σi :=
1
i!
e−C(θ,f)θief(i)
belongs to S.
• Set Ωf := {σθ,f , θ ∈ [0,∞)} ⊂ S.
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• For f ∈ F , define
J(f) := inf
θ≥0
{I(σθ,f )− σθ,f (f)} = inf
θ≥0
{
m(θ) log θ − C(θ, f)− m(θ)
2
log(m(θ)β) +
m(θ) + β
2
}
,
where m(θ) := σθ,f . That the last inequality holds follows by a direct computation using
the formula for I(.). Note that J(f) is defined in terms of a one dimensional optimization
problem.
• Finally, denote by Qn,f (.) the following probability distribution on Gn:
Qn,f (Gn) :=
1
Zn(f)
(β
n
)E(
1− β
n
)(n2)−E
e
n−1∑
i=0
hif(i)
=
1
Zn(f)
(β
n
)E(
1− β
n
)(n2)−E
enµ
(n)(f),
where Zn(f) is the normalizing constant. As a comment, the assumption f(0) = 0 is not a
restriction in any sense. This is because both the probability distributions σf,θ and Qn,f remain
invariant if a constant is added to f . Also note in passing that both Zn(f) and Qn,f also depend on
β, but this dependence is not made explicit as β will remain fixed throughout the paper, excluding
section 5.
Remark 1.4. An intuitive explanation for the definition of F is that if either f ≡ 0 or f is linear,
then the model Qn,f is exactly Erdo¨s Renyi, and so a choice of f growing at most linearly will not
take it too far from an Erdo¨s-Renyi, and hence should be reasonably well behaved.
As an example of a probability distribution of the form Qn,f , consider the k star model on Gn
(to be defined precisely in Theorem 1.5 below), where the sufficient statistic is the number of k
stars Tk(Gn). Note that
Tk =
n∑
j=1
(
dj
k
)
=
n−1∑
i=0
(
i
k
)
hi = nµ
(n)(g),
where g : N0 7→ N is given by g(i) :=
(
i
k
)
. It is well known at an empirical level that models using
sub-graph counts such as k stars usually leads to degeneracy. The next theorem gives a way of
establishing this rigorously.
Theorem 1.5. Consider the k star probability distribution on Gn given by Qn,γg(.), where g(i) =(
i
k
)
, Qn,.(.) is as in definition 1.3, and γ ∈ R is a parameter. Mathematically the model can be
written as
Qn,γg(Gn) =
1
Zn(γg)
(β
n
)E(
1− β
n
)(n2)−E
e
γ
n−1∑
i=0
hig(i)
.
(a) If γ > 0 then
lim
n→∞
1
n
logZn(γg) =∞.
(b) If γ < 0 then
lim
n→∞
1
n
logZn(γg) = sup
µ∈S
{γµ(g)− I(µ)} = −J(γg) < 0,
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(c) The supremum in part (b) is achieved on a finite set Aγg ⊂ Ωγg, and
and for any open U containing Aγg,
d(µ(n), U c)
p→ 0
under Qn,γg.
Remark 1.6. Theorem (1.5) says that the behavior of the model Qn,γg changes drastically at γ = 0.
For γ < 0 the degree distribution stabilizes, and any limit point of the degree distribution is of
the form µi ∝ eγg(i)θi/i! for some θ ≥ 0. Also the normalizing constant goes to 0 exponentially fast.
On the other hand for γ > 0 the cascading effect takes over, and so the mass of the degree
distribution escapes to ∞. Also the normalizing constant goes to ∞ super exponentially. Thus the
limiting normalizing constant jumps from a negative number for γ < 0 to ∞ for γ > 0, bypassing
all positive finite values, and there seems to be no uniform scaling in this model which prevents
this behavior. Note that for γ < 0 the function γg is in F as defined in 1.3, whereas for γ > 0 this
is no longer true.
A possible alternative is to scale γ differently for positive and negative values, but this will not
be explored in this paper.
Remark 1.7. Thus to prevent degeneracy for both positive and negative values of the parameter
one needs to impose a slightly stronger restriction than the class F . It is known in social network
literature that using terms like geometrically weighted degree or alternating k stars in an ERGM
model does not cause degeneracy. In the class of probability distributions Qn,f the choice f(i) =
e−λ1i gives the sufficient statistic
n−1∑
i=0
e−λ1ihi,
which matches the form of geometrically weighted degree statistic given in [SPRH, (11)] with
α = λ1. Similarly, the choice
f(i) =
i∑
k=2
(−1)k
(
i
k
)
λk−22
gives the sufficient statistic
n−1∑
i=0
hi[
i∑
k=2
(−1)k
(
i
k
)
λk−22 ] =
n−1∑
k=2
(−1)kλk−22
n−1∑
i=k
(
i
k
)
hi =
n−1∑
k=2
(−1)kλk−22 Tk,
which matches the form of alternating k star statistic in [SPRH, (13)] with λ = 1/λ2.
The next theorem establishes that if |f | is assumed to grow at most linearly near∞ the resulting
degree distribution indeed stabilizes, and gives a description of the limit points of the degree
distribution.
Theorem 1.8. Let f : N0 7→ R be such that
lim sup
i→∞
|f(i)|
i
<∞,
and consider the probability distribution Qn,γf on Gn on Gn for γ ∈ R. Then
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(a)
1
n
logZn(f) = sup
µ∈S
{γµ(f)− I(µ)} = −J(f).
(b) The supremum in part (a) is attained on a finite set Aγf ⊂ Ωf , and for any open set U
containing Aγf ,
d(µ(n), U c)
p→ 0
under Qn,γf .
Remark 1.9. That theorem 1.8 covers both the geometrically weighted degree statistic with λ1 > 0
and the alternating k star statistic with λ2 ∈ (0, 1) can be checked easily as follows:
For the gwd statistic f(i) = e−λ1i ≤ 1 is bounded, and so the condition of Theorem 1.8 holds
trivially.
For the alternating k star statistic, note that
f(i) =
1
λ22
[(1− λ2)i − 1 + iλ2]
satisfies lim sup
i→∞
|f(i)|/i = 1/λ2 <∞, and so again the condition of Theorem 1.8 holds.
In this way, Theorem 1.8 gives a large class of choices f for which the corresponding model Qn,f
is not degenerate.
By the theorem, any limit of the degree distribution is of the form µi ∝ eγf(i)θi/i! for some θ ≥ 0.
Note that if f is not linear, then no distribution in Aγf is a Poisson, which is the limiting degree
distribution under an Erdo¨s Renyi. Thus for non linear f the degree distribution of the graph does
not look like that of an Erdo¨s Renyi for large n. If however f is linear, then the model Qn,γf is
again an Erdo¨s Renyi with a different parameter, and hence the degree distribution does converge
to a Poisson with a different mean.
Remark 1.10. Even though Theorem 1.5 and Theorem 1.8 characterize the form of possible limits
of the limiting degree distribution, they fall short of establishing weak convergence of the degree
distribution, nor do they give a closed form expression for the minimizing value(s) of θ in general.
One way to establish weak convergence of the degree distribution under Qn,f for a particular choice
of f is to show that there is a unique θ which is a minimizer in the definition of Jf .
From a computational point of view, since Jf is defined via a minimum over a scaler parameter θ,
it might be possible in a given problem to do a numerical optimization to solve for θ, and estimate
the normalizing constant.
1.4. Connections with dense graph l.d.p. In [CV], the authors develop a large deviation prin-
ciple for dense Erdo¨s Renyi graphs (probability of an edge is p ∈ (0, 1) with respect to the cut
metric. Using the techniques developed there, [CD] computed the limiting log partition function
of a wide range of Exponential Random Graph models, where the sufficient statistic are sub graph
counts (properly scaled). The limiting log partition function is expressed in terms of an infinite
dimensional optimization problem, which can be reduced to one dimensional optimization problem
for certain values of the parameters.
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In comparison, this paper develops l.d.p. for (the degree distribution of) the sparse Erdo¨s Renyi
graphs (probability of an edge is β/n), and uses the l.d.p. to compute limiting log partition func-
tions of a class of ERGMs. Note that since this paper only develops an l.d.p. for the degree
distribution (and not for the ”entire graph” as done in [CV]), there is the added restriction that all
the sufficient statistics must be functions of the degree distribution. For e.g. this approach can deal
with k stars (as demonstrated in Theorem 1.5), but not with triangles, as the number of triangles
is not a function of the degree distribution.
2. Properties of the rate function
This section explores explores some properties of I(.). The first lemma shows that I(.) is a good
rate function, and so a valid candidate for the rate function of a l.d.p.
Lemma 2.1. Let I(.) be as defined in (1.1). Then for any α ∈ R. the set Iα := {µ ∈ S : I(µ) ≤ α}
is compact. i.e. for any sequence ν(n) ∈ Iα there exists a further subsequence ν(nk) which converges
in Iα.
Proof. To begin, first note that D(.||.) is lower semi continuous with respect to weak topology, and
so lower semi continuous with respect to d(., .). Also by definition µ 7→ µ is continuous with respect
to d(., .), and so it follows trivially that I is lower semi continuous, and so Iα is closed. Thus to
show compactness, it suffices to show that there exists a subsequence ν(nk) of the original sequence
which converges in S.
Proceeding to show this, first note that
log i! =
i∑
k=1
log k ≥
iˆ
x=0
log xdx = i log i− i,
and so
∞∑
i=0
µi log i! ≥
∞∑
i=0
i log iµi − µ ≥ µ logµ− µ, (2.1)
where the last inequality follows by Jensen’s inequality on noting that x log x is convex.
Also, setting ν ∈ S defined by νi := 2−(i+1) it follows that
∞∑
i=0
µi logµi = D(µ||ν) +
∞∑
i=0
µi log νi ≥ −(µ+ 1) log 2. (2.2)
Thus combining (2.1) and (2.2) gives
I(µ) ≥ 1
2
µ logµ− µ
(
log 2 +
1 + log β
2
)
+
β
2
− log 2 = g1(µ), (2.3)
where g1(x) :=
1
2x log x−x
(
log 2+ 1+log β2
)
+ β2 − log 2. Since g1(x) is continuous and diverges to∞
as x→∞, it follows that g1(µ) ≤ α implies µ ≤ C1 for some C1 <∞. By a first moment argument
using Chebyscheff’s inequality it follows that Iα is tight in weak topology, and so by Prohorov’s
theorem there exists a subsequence ν(nk) which converges weakly in P(N0) to ν, say.
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To complete the proof one has to show that ν <∞, and ν(nk) → ν. For this it suffices to show that
the laws ν(nk) are uniformly integrable. This will follow if it can be shown that supµ∈Iα
∞∑
i=0
i log iµi <
∞. To check the last fact, note that by (2.1) and (2.2), for any µ ∈ Iα,∑
i=1
i log iµi ≤ µ+
∞∑
i=0
µi log i! =I(µ) +
µ− β
2
+
µ
2
log(µβ)−
∞∑
i=0
µi logµi
≤I(µ) + µ− β
2
+
µ
2
log(µβ) + (µ+ 1) log 2
≤α+ sup
0≤x≤C1
g2(x) =: C2 <∞,
where g2(x) :=
x−β
2 +
x
2 log(xβ) + (x+ 1) log 2.

The second lemma develops tools to be used in section 4 to derive theorem 1.5 and theorem 1.8.
Lemma 2.2. Let f ∈ F be such that infµ∈S{I(µ)− µ(f)} <∞.
(a) The function µ 7→ µ(f) is upper semi continuous.
(b) infµ∈S{I(µ)−µ(f)} = Jf , where Jf is as defined in (1.3). The infimum in the definition of Jf
is attained over a finite set, and consequently the infimum of µ 7→ I(µ)− µ(f) is attained on a
non empty finite set Af ⊂ Ωf . Further any σθ,f ∈ Af satisfies the relation θ =
√
βσθ,f .
(c) For any open U containing Af ,
inf
µ∈Uc
{I(µ)− µ(f)} > inf
µ∈S
{I(µ)− µ(f)}.
Proof. Since f ∈ F , there exists C ∈ (0,∞) such that f(i) ≤ Ci for all i ∈ N0.
(a) Let ν(k) → ν in the metric d(., .). Then for any N ≥ 1,
∞∑
i=0
ν
(k)
i f(i) ≤
N∑
i=0
ν
(k)
i f(i) + C
∞∑
i=N+1
iν
(k)
i ≤
N∑
i=0
ν
(k)
i f(i) + Cd(ν
(k), ν) + C
∞∑
i=N+1
iνi
Taking limits as k →∞ gives
lim sup
k→∞
ν(k)(f) ≤
N∑
i=0
νif(i) + C
∞∑
i=N+1
iνi.
Since ν <∞, letting N →∞ gives
lim sup
n→∞
ν(k)(f) ≤ ν(f),
and so µ 7→ µ(f) is upper semi continuous.
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(b) Since α := infµ∈S{I(µ) − µ(f)} < ∞, it suffices to minimize I(µ) − µ(f) over µ such that
I(µ) − µ(f) ≤ α + 1. Also by (2.3), I(µ) − µ(f) ≥ g3(µ), where g3(x) := g1(x) − Cx is
continuous and diverges to∞ as x→∞. Thus g3(µ) ≤ α+1 implies µ ≤ C3 for some C3 <∞.
But then the minimizing set is contained in
{µ : I(µ) ≤ µ(f) + α+ 1} ⊂ {µ : I(µ) ≤ CC3 + α+ 1} = ICC3+α+1,
which is compact by Lemma 2.1. Thus the infimum of the lower semi continuous function
I(µ)− µ(f) is achieved on a non empty compact set Af .
Let µ ∈ Af be any point where the minimum is attained, and let ν ∈ S be arbitrary. By
convexity of S, (1− t)µ+ tν ∈ S for any t ∈ [0, 1], and so with θ := √µβ,
∂
∂t
I((1− t)µ+ tν)− (1− t)µ(f)− tν(f)
∣∣∣
t=0
≥ 0
⇔
∞∑
i=0
(
1 + log µi + log i!− i
2
(1 + log µ)− i
2
log β +
i
2
− f(i)
)
(νi − µi) ≥ 0
⇔
∞∑
i=0
(
logµi + log i!− i log λ− f(i)
)
(νi − µi) ≥ 0
⇔D(µ||σθ,f ) +D(ν||µ) ≤ D(ν||σθ,f ).
where σθ,f is as defined in definition (1.3). Since this holds for all ν ∈ S, setting ν = σθ,f gives
D(µ||σθ,f ) = 0, and so µ = σθ,f . Thus Af ⊂ Ωf , and further any σθ,f ∈ Af satisfies θ =
√
βσθ,f .
Also compactness of Af forces that the set of minimizers θ in the definition of Jf is a compact
subset of [0,∞). Finally since an analytic non constant function on a bounded domain cannot
have infinitely many minimizers, the set of minimizers in θ must be finite. This completes the
proof of part (b).
(c) If infµ∈Uc{I(µ)− µ(f)} =∞ then there is nothing to show. Otherwise by a similar argument
as in part (b), to minimize I(µ)−µ(f) over U c it is sufficient to minimize over Iα∩U c for some
α <∞. Since U c is closed, Iα∩U c is compact and so the infimum over U c is attained. But since
none of this minimizers are in Bf , it follows that infµ∈Uc{I(ν)− µ(f)} > infµ∈S{I(µ)− µ(f)}.

As an immediate consequence of corollary of Lemma 2.2, the following corollary shows that the
rate function I(.) is indeed non-negative, with a unique global minima at pβ.
Corollary 2.3. The unique global minimizer of I(.) over S is at pβ, with I(pβ) = 0.
Proof. Choosing f to be the identically 0 function, it follows by part (b) of Lemma 2.2 that the
minimum of I(µ) over S is attained over the class pθ for θ ≥ 0. Also
I(pθ) =
1
2
(β − θ + θ log θ − θ log β) = 1
2
D(pθ||pβ),
and so the unique global minimum occurs at pβ, with I(pβ) = 0.

The last result of this section is the following proposition is exploratory and shows that I(.) is
not continuous at any point in {µ : I(µ) <∞}. This result will not be used in other sections.
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Proposition 2.4. For any ν ∈ S with I(ν) < ∞, there exists ν() such that d(ν(), ν) → 0 as
→ 0, and I(ν()) =∞.
Proof. Define µ ∈ P(N0) be defined by
µ0 =µ1 = 0
µi =
1
Ci2
√
log i
, i ≥ 2,
where C :=
∞∑
i=2
i−2(log i)−1/2 <∞, and let ν() := (1− )ν + µ. Then µ ∈ S, and so by convexity
ν() ∈ S. Also it is easy to check that ν() w→ ν, and ν() → ν, and so ν() converges to ν in d(., .).
However ν()(x log x) = µ(x log x) =∞, and so I(ν()) =∞, completing the proof. 
3. Proof of the main result
The proof strategy of Theorem 1.2 is carried out according to the following strategy:
Three auxiliary lemmas will be proved first, and then the theorem derived as a consequence of
the lemmas.
The first of the three lemmas provides a crucial estimate, and helps in guessing the rate function.
Lemma 3.1. Let N(h) denote the number of simple graphs with given degree frequencies h =
(h0, · · · , hn−1). Then
(a) For any h,
N(h) ≤ (2E)!
E!2E
n−1∏
i=0
i!hi
× n!
n−1∏
i=0
hi!
.
(b) If hi = 0 for all i > M with M <∞ then
N(h) ≥ C (2E)!
E!2E
n∏
i=1
i!hi
× n!
n−1∏
i=0
hi!
for some constant C := C(M) <∞.
Proof. Note that h determines the ordered degree sequence d0 := (d(1) ≤ d(2) ≤ · · · d(n)) uniquely.
Thus if A(d0) denote the number of graphs with degree sequence d0, then the number of graphs
with degree frequency h is A(d0)× n!n−1∏
i=0
hi!
. It thus remains to estimate A(d0).
(a) The upper bound follows trivially from the representation A(d0) = P (d0)
(2E)!
E!2E
n∏
j=1
d(j)!
with
0 ≤ P (d0) ≤ 1 (see [M]), and noting that
n∏
j=1
d(j)! =
n−1∏
i=0
i!hi .
(b) Since the result holds when d(n) = 0, w.l.o.g. assume E ≥ d(n) ≥ 1. The assumption hi = 0 for
all i > M is equivalent to d(n) ≤M . Setting
λ :=
1
4E
n∑
j=1
d(j)(d(j) − 1), ∆ˆ := 2 + d(n) +
3
2
d2(n)
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as in [M, Theorem 4.6] note that ∆ˆ ≤ 2 +M + 2M2, and
λ ≤
n∑
j=1
d2i
2
n∑
j=1
di
≤ M
2
.
The conclusion then follows from [M, Theorem 4.6].

The second lemma shows that any µ ∈ S is close to its truncation in the sense of the metric
d(., .). This will be used during the proof of the lower bound in the third lemma. Part (b) of
this Lemma uses the celebrated Erdo¨s-Gallai criterion, which determines whether a given integer
sequence is an ordered degree sequence corresponding to a simple graph. The following definition
is required before stating the lemma.
Definition 3.2. For a degree frequency vector h let tn(h) := (h/n, 0, 0, · · · ), i.e. tn(h) ∈ S be an
infinite tuple with h/n as its first n entries and appended by countably many 0’s. Also let Hn ⊂ S
denote the set of all possible values of tn(h) as Gn varies over the set of all simple graphs.
Lemma 3.3. (a) Given ν ∈ S such that I(ν) <∞, there exists a sequence ν(k) ∈ S satisfying the
following conditions:
I(ν(k))→ I(ν),
d(ν(k), ν)→ 0,
ν
(k)
i = 0 for i > k.
(b) For any M ≥ 2 and non negative vector (y0, · · · , yM ) such that y0 > 0,
M∑
i=0
yi = 1, there exists
tn(h) ∈ Hn such that
|tn(h)i − yi| ≤M
n
for 0 ≤ i ≤M,
tn(h) =0 for i > M.
Proof. (a) Define ν(k) ∈ S by
ν
(k)
i :=
νi
k∑
i=0
νi
.
Clearly ν(k) is well defined as soon as
k∑
i=0
νi > 0, which is true for all large k. Also limk→∞ ν(k)(i) =
νi, and
ν(k) =
k∑
i=1
iνi
k∑
i=0
νi
→
∞∑
i=1
iνi
∞∑
i=0
νi
= ν,
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and so ν(k)
d(.,.)→ ν. Finally to check that I(νk) → I(ν) it suffices to check D(ν(k)||pβ) →
D(ν||pβ) <∞, which follows on noting that
D(ν(k)||pβ) = Ck
k∑
i=0
νi log
( νi
pβi
)
− Ck logCk
with Ck := (
k∑
i=0
νi)
−1 → 1.
(b) If y0 = 1 then set h by h0 = n and hi = 0 for i > 0. Thus w.l.o.g. assume 0 < y0 < 1. Define
a candidate degree frequency h as follows:
If
M∑
i=1
ibnyic is even, then set
hi :=bnyic for 1 ≤ i ≤M,
h0 :=n−
M∑
i=1
hi,
hi :=0 for i > M.
If
M∑
i=1
ibnyic is odd, then set
hi :=bnyic for 2 ≤ i ≤M,
h1 :=bny1c+ 1,
h0 :=n−
M∑
i=1
hi,
hi :=0 for i > M.
Note that
1 +
M∑
i=1
bnyic ≤ 1 + n(1− y0) < n
for all large n, and so h0 > 0. Also by construction
M∑
i=1
ihi is even, and
|tn(h)i − yi| ≤ 1
n
for 1 ≤ i ≤M, |tn(h)0 − y0| ≤ M
n
.
To complete the proof, it remains to check that the h defined above is indeed is a valid degree
frequency, i.e. the corresponding ordered degree sequence(
M,M, · · · ,M,M − 1,M − 1, · · · ,M − 1, · · · , 0, 0, · · · , 0
)
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satisfies the Erdo¨s-Gallai criterion, where i appears hi times, for 0 ≤ i ≤M . With the ordered
degree sequence (d(n) ≥ d(n−1) ≥ · · · ≥ d(1)), one needs to check that for all 1 ≤ k ≤ n,
k∑
i=1
d(n+1−i) ≤ k(k − 1) +
n∑
i=k+1
min(d(n+1−i), k). (3.1)
Note that the l.h.s. of (3.1) is bounded by kM and so (3.1) holds trivially for k > M . Also for
1 ≤ k ≤M the l.h.s. of (3.1) is bounded by M2, whereas the r.h.s. is at least
M∑
i=1
bnyic −M,
which goes to infinity as n grows, since yi > 0 for some i 6= 0. Thus (3.1) holds for all k ≤ M
for all n large enough, and so the proof is complete.

The third and final lemma uses Lemmas 3.1 and Lemma 3.3 to formalize the claim that it suffices
to assume that maximum of the degrees are ”not too large”. This lemma will be used to derive the
l.d.p.
Lemma 3.4. For any set A ⊆ S,
lim inf
δ→0
lim sup
n→∞
1
n
log max
h:tn(h)∈A,{hj=0,j>nδ}
N(h) ≤− inf
µ∈A
I(µ), (3.2)
lim sup
M→∞
lim inf
n→∞
1
n
log max
h:tn(h)∈A,{hj=0,j>M}
N(h) ≥− inf
µ∈A◦
I(µ), (3.3)
where
N(h) :=
(2E)!
E!2E
n−1∏
i=0
i!hi
× n!
n−1∏
i=0
hi!
(β
n
)E(
1− β
n
)(n2)−E
.
Proof. For proving (3.2), first note that Stirling’s approximation gives
| log n!− n log n+ n| =0 if n = 0,
=1 if n = 1
≤C1 log n for n ≥ 2,
for some C1 <∞. Using this along with the assumption hj = 0 for j > nδ gives
| logN(h) + I(tn(h))| ≤ C2
( 1
n
log n+ δ +
1
n
max
h:hj=0,j<nδ
n∑
i=1
log(hj ∨ 1)
)
for some C2 := C2(β) <∞. By A.M-G.M. inequality the maximum for the last term on the r.h.s.
occurs when all the non zero hj ’s are equal, giving the bound C2(log n/n+ δ + δ log(1/δ)), and so
lim inf
δ→0
lim sup
n→∞
1
n
log max
h:tn(h)∈A,{hj=0,j>nδ}
N(h) ≤− lim sup
δ→0
lim inf
n→∞ minµ∈Hn∩A:{µj=0,j>nδ}
I(µ)
≤− inf
µ∈A
I(µ),
where the last step uses the fact that the infimum is taken over a larger collection of µ’s.
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Turning to prove (3.3), fix  > 0 arbitrary. By a similar argument as above the assumption
hj = 0 for j > M gives
| logN(h) + I(tn(h))| ≤ 1
n
(C2 +M) log n,
and so
lim sup
M→∞
lim inf
n→∞
1
n
log max
h:tn(h)∩A,{hj=0,j>M}
N(h) ≥ − lim inf
M→∞
lim sup
n→∞
min
µ∈Hn∩A:{pj=0,j>M}
I(µ),
and so it suffices to prove that given  > 0,M0 <∞ arbitrary, there exists M > M0 such that
lim sup
n→∞
min
µ∈Hn∩A:{µj=0,j>M}
I(µ) ≤ inf
µ∈A◦
I(µ) +  (3.4)
If infµ∈A◦ I(µ) = ∞ then there is nothing to prove. So w.l.o.g. fix µ ∈ A◦ such that I(µ) < ∞.
Since A◦ is open, there exists ν ∈ A◦ such that I(ν) ≤ I(µ) + 2, and ν0 > 0 . For this ν, let ν(k)
be the corresponding sequence as constructed in part (a) of Lemma 3.3 . Thus by Lemma 3.3 and
openness of A◦ there exists M > M0 such that I(ν(M)) ≤ I(ν) + , and ν(M) ∈ A◦. Since ν(M)0 > 0,
by part (b) of Lemma 3.3 there exists σ(n) ∈ S ∩ Hn such that σ(n)i → ν(M)i for 0 ≤ i ≤ M , and
σ
(n)
i = 0 for i > M . But this readily gives
d(σ(n), µ(M))→ 0, I(σ(n))→ I(ν(M)).
Finally since σ(n) → µ(M) ∈ A◦ open, for all n large enough σ(n) ∈ A◦ ∩Hn, and so
lim sup
n→∞
min
µ∈Hn∩A:{µj=0,j>M}
I(µ) ≤ lim sup
n→∞
I(σ(n)) = I(ν(M)) ≤ I(ν) +  ≤ I(µ) + 2,
from which (3.4) follows on taking infimum over µ ∈ A◦.

Proof of Theorem 1.2. Fix δ ∈ (0, log 2) and note that di has a Binomial distribution with param-
eters n− 1 and β/n, and so
Pn( max
1≤i≤n
di > nδ) ≤ nPn(d1 > nδ) ≤ n
n−1∑
r>nδ
(
n− 1
r
)( β
n− 1
)r ≤ n(2βδ)nn−nδ
for all large n. Also since E has a Binomial distribution with parameters
(
n
2
)
and β/n, and so by
Hoeffding’s inequality,
Pn(E > nK) ≤ e−2n/δ2 ,
where K = Kδ := (β/2) + (1/δ). Since the ordered degrees d0 := (d(1) ≤ d(2) ≤ · · · d(n)) is a
partition of 2E, and the number of partitions of an integer n is bounded by e3
√
n for all large n (for
a proof of this classical result see [HR] or [E]), the number of possible ordered degree sequences
satisfying E ≤ Kn is bounded by Kne3
√
2Kn for all large n. Noting that the ordered degree
sequences d0 are in 1-1 correspondence with the degree frequency vector h, with N(h) denoting
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the number of graphs in Gn with degree frequency vector h, for any set A ⊂ S,
Pn(µn ∈ A)
≤Pn( max
1≤i≤n
di > nδ) + Pn(E > Kn) + Pn(tn(h) ∈ A,E ≤ Kn, hj = 0, j > nδ)
≤n(2βδ)nn−nδ + e−2n/δ2 +
∑
tn(h)∈A,E≤Kn,hj=0,j>nδ
N(h)
(β
n
)E(
1− β
n
)(n2)−E
≤n(2βδ)nn−nδ + e−2n/δ2 +
∑
tn(h)∈A,E≤Kn,hj=0,j>nδ
(β
n
)E(
1− β
n
)(n2)−E (2E)!
E!2E
n−1∏
i=0
i!hi
n!
n−1∏
i=0
hi!
≤n(2βδ)nn−nδ + e−2n/δ2 +Kne3
√
2Kn max
tn(h)∈A,hj=0,j>nδ
N(h)
where the last but one step requires part (a) of Lemma 3.1, and N(h) is as defined in Lemma 3.4.
Taking log, dividing by n and taking n→∞ gives
lim sup
n→∞
1
n
logPn(µn ∈ A) ≤ lim sup
n→∞
1
n
log max
h:tn(h)∈A,{hj=0,j>nδ}
N(h).
Letting δ → 0 and using (3.2), (1.1) follows.
Proceeding to prove the lower bound fix M <∞ and note that for any A,
Pn(µ(n) ∈ A) ≥ Pn(µn ∈ A, hi = 0, i > M)
=
∑
tn(h)∈A,ti=0,i>M
N(h)
(β
n
)E(
1− β
n
)(n2)−E
≥C max
tn(h)∈A,ti=0,i>M
N(h),
with C = C(M) < ∞, where the last step requires part (b) of Lemma 3.1. As before taking log,
dividing by n and taking limits gives
lim inf
n→∞
1
n
logPn(µn ∈ A) ≥ lim inf
n→∞
1
n
log max
h:tn(h)∈A,{hj=0,j>M}
N(h).
On letting M →∞ and using (3.3), (1.2) follows. 
Corollary 3.5. If A is open,
lim
n→∞
1
n
logPn(µ(n) ∈ A) = − inf
µ∈A
I(µ).
Proof. Follows trivially from (1.1) and (1.2) of Theorem 1.2. 
4. Proofs of Theorem 1.5 and Theorem 1.8
The first lemma of this section gives an upper bound which will be used in proving both theorems.
Lemma 4.1. Let f ∈ F , and U ⊂ S be open. Then
lim sup
n→∞
EPnenµ
(n)
1µ(n)∈Uc ≤ sup
µ∈Uc
{µ(f)− I(µ)}.
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Proof. Since f ∈ F , there exists C < ∞ such that f(i) ≤ Ci for all i ∈ N0. To begin, first note
that
EPnenµ
(n)(f)1Uc = EPnenT (µ
(n)),
where T : S 7→ [−∞,∞) defined by
T (µ) :=µ(f) if µ ∈ U c
:=−∞ otherwise
is upper semi continuous, as µ 7→ µ(f) is upper semi continuous by part (a) of Lemma 2.2. Thus
an application of [DZ, Lemma 4.3.6] along with Theorem 1.2 gives
lim sup
n→∞
EPnenT (µ
(n)) ≤ sup
µ∈S
{T (µ)− I(µ)} = sup
µ∈Uc
{µ(f)− I(µ)},
which is the desired conclusion. Condition (4.3.3) of [DZ, Page 137] is verified below with γ = 2 to
check that [DZ, Lemma 4.3.6] is indeed applicable:
lim sup
n→∞
1
n
logEPne
2
n−1∑
i=0
f(i)hi ≤ lim sup
n→∞
1
n
logEPne
2C
n−1∑
i=0
ihi
= lim sup
n→∞
1
n
logEPne4CE =
β
2
(e4C−1) <∞.

Remark 4.2. Note that even though [DZ, Lemma 4.3.6] requires T to be finitely defined everywhere
on S, the proof goes through as long as T ∈ [−∞,∞), which holds here as µ(f) ≤ Cµ <∞.
Proof of Theorem 1.5. Note that
Zn(γg) =
∑
Gn∈Gn
(β
n
)E(
1− β
n
)(n2)−E
enγµ
(n)(g) = EPnenγµ
(n)(g),
where g(i) =
(
i
k
)
for i ∈ N0.
(a) For part (a), setting rn := bn1/kMc for any M > 0, note that rn ≤ n− 1 for all large n. Also
recall that
nµ(n)(g) =
n−1∑
i=0
hig(i) =
n∑
j=1
(
dj
k
)
,
and so
EPnenγµ
(n)(g) ≥ eγ(rnk )Pn(d1 = rn) = eγ(
rn
k )
(
n− 1
rn
)(β
n
)rn(
1− β
n
)(n2)−rn
(since d1, which is the degree of vertex 1, has a Binomial distribution with parameters (n −
1, β/n),) and so
1
n
log lim inf
n→∞ EPne
nγµ(n)(g) ≥ γM
k
k!
− β
2
.
Since this holds for all M > 0, the conclusion follows on letting M →∞.
(b) For part (b), since γ < 0, the function γg ∈ F (since γg ≤ 0), and so by Lemma 4.1 with
U = φ,
lim sup
n→∞
1
n
logEPnenµ
(n) ≤ sup
µ∈S
{γµ(g)− I(µ)}.
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For the lower bound, first note that for any M ∈ N the function Gn 7→
M∑
i=0
hig(i) is non
decreasing in the sense of graphs, and so
EPnenγµ
(n)(g) ≥EPnenγµ
(n)(g)1max1≤i≤n di≤M
=EPne
nγ
M∑
i=0
µ
(n)
i g(i)
1max1≤i≤n di≤M
≥EPne
nγ
M∑
i=0
µ
(n)
i g(i)Pn(d1 ≤M)n,
where the last step follows by the FKG inequality, on noting that γ < 0, and the function
Gn 7→
M∑
i=0
µ
(n)
i g(i) is non decreasing on the space Gn.
Since µ 7→ γ
M∑
i=0
µig(i) is bounded and continuous with respect to d(., .), it follows by Theorem
1.2 and an application of Varadhan’s lemma that
lim inf
n→∞
1
n
logEPnenγµ
(n)(g) ≥ sup
µ∈S
{
M∑
i=0
µig(i)− I(µ)}+ log pβ[0,M ],
where pβ[0,M ] is the probability that a Poisson random variable with parameter β is at most
M . Finally note that γµ(g) ≤ γ
M∑
i=0
µig(i), and so the r.h.s. of the above inequality is bounded
below by supµ∈S{µ(g)− I(µ)}+ log pβ[0,M ]. The lower bound follows on letting M →∞ and
noting that pβ[0,M ]→ 1.
(c) By part (b) of Lemma 2.2, the supremum in part (b) equals −J(γg), and is attained on a finite
set Aγg ⊂ Ωγg. Finally by Lemma 4.1 for any open U ,
lim sup
n→∞
1
n
logQn,γg(U c)
≤ lim sup
n→∞
1
n
logEPnenγµ
(n)
(g)1µ(n)∈Uc − lim infn→∞
1
n
logZn(γg)
≤ ≤ sup
µ∈Uc
{γµ(g)− I(µ)} − sup
µ∈S
{γµ(g)− I(µ)}.
The last quantity above is negative by part (c) of Lemma 2.2, and so the conclusion follows.

Proof of Theorem 1.8. (a) Since lim sup
i→∞
|f(i)|
i < ∞, there exists C < ∞ such that |f(i)| ≤ Ci for
all i ∈ N0. This readily gives that the function µ 7→ µ(f) is continuous with respect to d(., .).
To see this, note that if ν(k) converges to ν in d(., .), then
|
∞∑
i=1
f(i)νi −
∞∑
i=1
f(i)ν
(k)
i | ≤ C
∞∑
i=1
i|νi − ν(k)i | = Cd(ν(k), ν)
which goes to 0 as k goes to ∞.
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Since
Zn(f, β) = EPne
γ
n−1∑
i=0
f(i)hi
= EPnenγµ
(n)(f),
an application of Varadhan’s Lemma [DZ, Theorem 4.3.1] along with Theorem 1.2 proves part
(a). Note that since f ∈ F , condition (4.3.3.) of [DZ, Page 137] holds, as verified during the
proof of Lemma 4.1, and so Varadhan’s lemma is applicable.
(b) The proof of part (b) follows exactly the same lines as the proof of part (c) of Theorem 1.5,
and is not repeated here.

5. A particular example: The sparse penalty model
This section uses the theory developed in the previous sections to analyze a particular ERGM
on sparse graphs. The sufficient statistic for this model is the number of edges, and the number
of isolated vertices in the graph. The isolated vertices term can also be viewed as a penalty term
which prefers or dislikes isolated vertices, depending on the sign of the associated parameter γ. This
model is probably the most simple model that can be handled by the theory above (see Theorem
1.8), and is of some interest in the social science community.
The edge parameter in this model has been scaled with n to force this model to put most of its
mass on sparse graphs. Denoting h0 to be the number of empty vertices as before, the probability
mass function is proportional to (β
n
)E(
1− β
n
)(n2)−E
e−γh0 .
This model has two parameters, the edge parameter β > 0 and the sparse penalty parameter γ ∈ R.
The negative sign in front of γ is taken for convenience in applying the theoretical results, and does
not loose generality in anyway.
To connect with the theory, note that this model is same as Qn,γψ(.) (see Definition 1.3) with
ψ(i) := 1 − 1i=0 for i ∈ N0 = N ∪ {0}. Using the notation of Definition 1.3, the model can be
written as
Qn,γψ(Gn) =
1
Zn,γψ
(β
n
)E(
1− β
n
)(n2)−E
e
n−1∑
i=1
ψ(i)hi
=
enγ
Zn,ψ
(β
n
)E(
1− β
n
)(n2)−E
e−γh0 .
Thus to estimate the normalizing constant, it suffices to estimate Zn,ψ.
Analogous to this model, for every θ > 0 consider the following probability distribution on non
negative integers as follows:
σθ,γψ(i) =
1
i!
e−C(θ,γψ)θieγψ(i),
where eC(θ,γψ) is the appropriate normalizing constant. Also denote by m(θ) the mean of σθ,γψ.
For this particular choice of ψ, a direct calculation reveals that
eC(θ,γψ) = 1 + eγ(eθ − 1), m(θ) = θe
γ+θ
1 + eγ(eθ − 1) .
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Since ψ(i)/i→ 0, part (a) of Theorem 1.8 gives an asymptotic estimate of Zn,ψ as follows:
lim
n→∞
1
n
logZn,γψ = − inf
θ≥0
Hγ,β(θ),
where
Hγ,β(θ) :=
{
m(θ) log θ − C(θ, γψ)− m(θ)
2
log(m(θ)β) +
m(θ) + β
2
}
.
Thus the problem of estimating the normalizing constant reduces to a one dimensional optimization
problem, and can be done on a computer by a one dimensional grid search.
To understand how the degree distribution looks like under this model, one needs to understand
the set of minimizers of Hγ,β(θ). Differentiating with respect to θ and equating it to 0 gives
m′(θ) log
( θ√
m(θ)β)
)
= 0,
which gives that either m′(θ) = 0 or θ =
√
m(θ)β. Also it is easy to check that m′(θ) = θC(θ, γψ) >
0, and so θ =
√
m(θ)β.
(On a more rigorous note, m′(θ) = 0 is possible only if θ = 0, as C(θ, f) > 0 for θ > 0. But
m(θ) ≈ θeγ for θ ≈ 0, and so the function θ 7→ log
(
θ√
m(θ)β)
)
diverges to −∞ as θ approaches
0. Since m′(θ) ≥ 0, it follows that H ′γ,β(θ) < 0 for θ ≈ 0, and so 0 cannot be a local minima of
Hγ,β(θ).)
Substituting the expression of m(θ) in the relation θ =
√
m(θ)β gives
θ =
βeγ+θ
1 + eγ(eθ − 1) = ha,b(θ)
where a = β, b = eγ , and
ha,b(x) :=
abex
1 + b(ex − 1) .
The following simple Lemma 5.1 analyzes the roots of the function x = ha,b(x) for a > 0, b > 0.
Lemma 5.1. For a, b > 0 and b 6= 1 consider the function ha,b(x) = abex1+b(ex−1) for x > 0.
(a) The equation ha,b(x) = x has either one or three roots (counting multiplicity).
(b) If either b > 1 or a < 4 then the equation ha,b(x) = x has exactly one root.
Proof. (a) Since ha,b(0) = ab > 0 and limx→∞ ha,b(x) = a <∞, the given equation has at least one
root, and the number of roots are odd. Differentiation gives
h′a,b(x)− 1 =
ab(1− b)ex
[1 + b(ex − 1)]2 − 1
Thus h′a,b(x) = 1 is a quadratic equation in e
x, and so can have at most two real roots and so
by Rolle’s theorem the equation ha,b(x) = x has at most three real roots, thus concluding the
proof of part (a).
(b) Since h′a,b(x)− 1 < 0 if b > 1, ha,b(x)− x is monotone decreasing and so has exactly one root.
Thus w.l.o.g. assume b < 1 and a < 4, and note that
h′a,b(x) = a
bex
1− b+ bex
1− b
1− b+ bex ≤
a
4
< 1,
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and so ha,b(x)− x is again monotone decreasing, thus concluding the proof.

The case b = 1 is not considered, as that corresponds to the Erdo¨s Renyi model with parameter
β/n and is well understood. From Lemma 5.1, the equation θ = ha,b(θ) has either one or three
roots. Thus there are two sub cases:
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(i) If ha,b(θ) = θ has exactly one root θ0, then θ0 is the unique local and global minima of Hγ,β(.).
By part (b) of Theorem 1.8, the degree distribution converges to σθ0,γψ. By part (b) of Lemma
5.1 this happens if either γ > 0 or β < 4.
An example of this case is Figure 1, where the plot of Hβ,γ(.) is given for β = 1.2 and
eγ = 0.5.
0 0.5 1 1.5 2 2.5 3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Figure 1. Unique local minima
(ii) If ha,b(θ) = θ has exactly three roots θ1 < θ2 < θ3, then θ1 and θ3 are local minima of the
Hγ,β(.), and θ2 is a local maxima. This gives two further sub cases.
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(a) If out of (θ1, θ3) only one is a local minima and the other is a global minima, then de-
noting the global minimizer by θ0, the degree distribution converges to σθ0,γψ.
An example of this is Figure 2, where the plot of Hβ,γ(.) is given for β = 6.5 and e
γ = 0.04.
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Figure 2. Non unique local minima, Unique global minima
(b) If both (θ1, θ3) are global minimizers of Ha,b(θ), then the degree distribution converges
to a mixture of σθ1,γψ and σθ3,γψ.
An approximate example of this is Figure 3, where the plot of Hβ,γ(.) is given for β = 5.89
and eγ = 0.05.
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Figure 3. Non unique global minima
Remark 5.2. Thus even in this simple model there is a ”phase transition”, namely for some values
of the parameters (β, γ) the degree distribution has a unique limit, whereas for other parameter
values the limiting degree distribution is a mixture distribution. Also, even though phase transition
is established, the exact phase transition boundary for this problem (i.e. the parameter values for
which the limit is a mixture distribution) has not been characterized in this paper, and is a scope
of possible future research.
The exact same analysis works for any model of the form Qn,γψ for any function ψ satisfying the
conditions of Theorem 1.8. One possible difference is that for a general ψ the functions C(θ, γψ)
and m(θ) might not be computable in closed form, and need to be estimated numerically as well.
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