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ON MULTIPLIERS FOR HARDY-SOBOLEV SPACES
AND HOLOMORPHIC POTENTIALS
CARME CASCANTE, JOAN FA`BREGA AND JOAQUI´N M. ORTEGA
Abstract. We study the action of some generalized integral operators of Bergman
type on pointwise multipliers of holomorphic Triebel-Lizorkin spaces. We construct
nontrivial examples of pointwise multipliers in Hardy-Sobolev spaces and give appli-
cations of all these results.
1. Introduction
The main object of this paper is the study of the space of the pointwise multipliers
of Hardy-Sobolev spaces in the unit ball B of Cn. In particular, we study the action of
some integral operators that generalize the Bergman type operators, on these spaces
of mutipliers and we construct interesting nontrivial examples of such multipliers.
We recall that if 1 ≤ p < ∞ and s ∈ R, then the Hardy-Sobolev space Hps consists
of the holomorphic functions on B such that if f(z) =
∑
k
fk(z) is its homogeneous
polynomial expansion, and the fractional radial derivative is defined by
(1 + R)sf(z) :=
∑
k
(1 + k)sfk(z),
then
‖f‖Hps := ‖(1 +R)
sf‖Hp <∞.
It is well known that any pointwise multiplier of Hps is a function in H
∞. If s ≤ 0, the
space of multipliers coincide with H∞. If s > n/p, then the space Hps is a multiplicative
algebra and, in consequence, it coincides with the algebra of its multipliers. In what
follows, we will assume that 0 < s ≤ n/p.
If 1 < p and 0 < s < n, a function f belongs to Hps if and only if it can be
represented as f(z) = Cs(h)(z) :=
∫
S
h(ζ)
(1− zζ)n−s
dσ(ζ), for some h ∈ Lp(S), where dσ
is the normalized Lebesgue measure on S. The functions h can be restricted to be
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boundary values of Hp functions. In this case, Cs is a bijective operator from H
p to
Hps .
The first motivation of this paper is, under the assumption of the boundedness of
g, to obtain a description of the functions h ∈ Hp such that g = Cs(h) is a pointwise
multiplier for Hps . For such reason we construct an inverse of the operator Cs, which
will be given in terms of sums of a generalization of integral operators of Bergman type
of the form
PN,M (f)(z) = cN
∫
B
(1− |w|2)N−1
(1− zw)n+M
f(w)dν(w), N > 0, M > −n.
Here dν is the normalized Lebesgue measure on the unit ball B and cN is a constant
such that PN,N is a reproducing kernel for holomorphic functions on B. These operators
are extended to the case N = 0 and M > −n by P0,M = C−M .
These operators, for the particular case where M = N + k with k a positive integer,
coincide with differential operators of order k on the holomorphic functions. Since the
technical difficulties to handle the space of multipliers of Hps are similar to the ones
existing in the context of multipliers of holomorphic Triebel-Lizorkin spaces F p,qs , which
will be introduced in Section 2, we have chosen to work in this most general framework
that allows, for instance, to obtain results simultaneously on Hardy-Sobolev spaces Hps
(F p,qs with q = 2) and on holomorphic Besov spaces B
p
s (F
p,q
s with q = p).
GivenX and Y Banach spaces of holomorphic functions, we denote byMult(X → Y )
the space of pointwise multipliers from X to Y . If X = Y , then we simply write
Mult(X).
Our first result deals with the action of the operator PN,M on Mult(F p,qs → F
p,q
s′ ),
when s′ < s. In the case s = s′, the space Mult(F p,qs ) must be substituted by the space
CF p,qs := {g ∈ F
p,q
s : ‖g‖CF p,qs <∞} ,
where ‖g‖CF p,qs :=
∥∥(1 +R)ksg∥∥
Mult(F p,qs →F
p,q
s−ks
)
, ks = max([s], 0) + 1 and [s] is the
integer part of s.
Clearly, g ∈ CF p,qs if and only if dµg(z) := |(1 + R)
ksg(z)|q(1 − |z|2)(ks−s)qdν(z) is a
Carleson measure for F p,qs in the sense F
p,q
s ⊂ T
p,q(µg).
Here T p,q(µg) is a tent space that will be defined in Section 2.
A standard technique to study differential operators on a space of multipliers, uses
Leibnitz’s formula fRg = R(fg) − gRf . Here, in this more general context on the
study of the action of the operators PN,M on the spaces of multipliers, we prove a
generalized Leibnitz’s type formula for PN,M , which has a complementary error term.
This formula allows us to prove the following result:
Theorem 1.1. Let 1 < p, q <∞, 0 ≤ s ≤ n/p, N ≥ 0, M > −n and s′ < s, satisfying
either −N < s′ or N = s′ = 0 and q ≤ 2.
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Then we have:
(i) If N −M < s− s′, then PN,M is a bijective map from
Mult(F p,qs → F
p,q
s′ ) to Mult(F
p,q
s → F
p,q
s′+N−M).
(ii) If N −M < 0, then PN,M is a bijective map from
CF p,qs to Mult(F
p,q
s → F
p,q
s+N−M).
(iii) If N −M > 0, then PN,M is a bijective map from
Mult(F p,qs → F
p,q
s−N+M) to CF
p,q
s .
Using this result, it can be obtained descriptions for Mult(F p,qs ). In particular, we
have that Mult(F p,qs ) = H
∞ ∩ CF p,qs and we can answer our first question.
Theorem 1.2. Let 1 < p < ∞ and 0 < s ≤ n/p. Then the following assertions are
equivalent.
(i) g ∈Mult(Hps ).
(ii) g ∈ H∞ and there exists h ∈ Mult(Hps → H
p) such that g = Cs(h). That is,
g ∈ H∞ and there exists h ∈ Hp such that g = Cs(h) and |h|
pdσ is a Carleson
measure for Hps on S.
(iii) g ∈ H∞ and P0,s(g) ∈Mult(Hps → H
p).
In the particular case that 0 < n − sp < 1, we show that in condition (ii), we
can substitute h ∈ Hp by h ∈ Lp(S). Also, it is worth to recall that, in this case, the
Carleson measures |h|pdσ on S, can be characterized in terms of nonisotropic capacities.
A second focus of interest of this paper comes out from a unpublished work of [Bo]
that deals with Bessel real potential spaces Ls,p. It is proved there that for the nonlinear
potentials of positive measures, it is enough to impose the boundedness to assure that
the function is a pointwise multiplier of Ls,p.
In our context of holomorphic functions and using completely different techniques,
we describe different nontrivial examples of multipliers, which are summarized in the
following theorems.
In the first one, Is denotes the nonisotropic Riesz operator given by
Is(ϕ)(z) :=
∫
S
ϕ(ζ)
|1− zζ |n−s
dσ(ζ).
Theorem 1.3. Let 1 < p <∞, 0 < s < n/p and µ a finite positive Borel measure on
S. We then have:
(i) Assume that Is(Is(µ)
p′−1) is bounded on S. Then Cs(Is(µ)
p′−1) is a multiplier
for Hps .
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(ii) Let p = 2, and in addition, assume that 0 < n − 2s < 1. If Cs(Cs(µ)) (respec-
tively C2s(µ)) is bounded, then Cs(Cs(µ)) (respectively C2s(µ)) is a multiplier
for H2s .
We also study the case p 6= 2, and prove a similar result of the second statement
of the above theorem, for the nonlinear potentials of positive measures introduced by
[Coh-Ve] Us,p,λ(µ) and Vs,p,λ(µ), which will be defined precisely in Section 6. In these
cases, the boundedness is again enough to ensure the fact of being a pointwise multiplier
for Hps .
Theorem 1.4. Let 1 < p < ∞, 0 < n − sp < λ < 1 and µ a finite positive Borel
measure on S. Assume that either the holomorphic potential Us,p,λ(µ) is bounded if
p < 2 or the holomorphic potential Vs,p,λ(µ) is bounded if p ≥ 2.
We then have that if p < 2 the function Us,p,λ(µ) is a multiplier for H
p
s and if p ≥ 2
the function Vs,p,λ(µ) is a multiplier for H
p
s .
In particular, if the measure is the capacitary measure associated to compact subsets
of S, which will be defined later, we have:
Theorem 1.5. Let 1 < p < ∞, 0 < s < n/p and let E be a compact subset in S. If
µE is the capacitary extremal measure associated to E, we have:
(i) If 1 < p < 2 and in addition n−s < λ < 1, the holomorphic potential Us,p,λ(µE)
is a multiplier for Hps .
(ii) If p ≥ 2, and n − sp < λ < 1, the holomorphic potential Vs,p,λ(µE) is a
multiplier for Hps .
Finally, we give some applications of the results obtained. We give a generalization
of some examples of multipliers given by Beatrous and Burbea in [Bea-Bur1], we solve
a strong Corona problem for multipliers with data holomorphic potentials of capacitary
measures, and we show that the sets of capacity zero are ”weak exceptional sets” for
the multipliers of Hps in a sense that will be specified.
The paper is organized as follows:
Section 2 is devoted to the preliminaries on Triebel-Lizorkin spaces and their space
of pointwise multipliers. In Section 3 we study the action of the operators of Bergman
type PN,M on Triebel-Lizorkin spaces. The action of these operators on spaces of
pointwise multipliers is studied in Section 4 where we also prove Theorem 1.1.
In Section 5 we consider multipliers of Hardy-Sobolev spaces and in particular we
prove Theorem 1.2.
Theorems 1.3 and 1.4 are proved in Section 6. In Section 7 we prove Theorem
1.5. Section 8 is devoted to obtain applications of the results obtained in the previous
sections. Finally, in Section 9, we give the proof of the above mentioned generalized
Leibnitz’s formula.
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2. Preliminaries
2.1. Spaces of functions on B. In this section we recall some properties of the
holomorphic Besov and Hardy-Sobolev spaces on B.
Definition 2.1. Let 1 ≤ p <∞ and s ∈ R. The holomorphic Besov space Bps consists
of holomorphic functions on B such that
‖f‖p
Bps
:=
∫
B
|(1 +R)kf(z)|p(1− |z|2)(k−s)p−1dν(z) <∞,
for a nonnegative integer k > s.
If p = ∞, then B∞s consists of the holomorphic functions on B such that for a
nonnegative integer k > s,
‖f‖B∞s := sup
z∈B
|(1 +R)kf(z)|(1− |z|2)k−s <∞.
It is well known that for p ≤ ∞, different values of k give equivalent norms on Bps .
The spaces Hps and B
p
s are in the scale of Triebel-Lizorkin spaces. Let us recall the
definition of these spaces.
Definition 2.2. For ζ ∈ S, let Γ(ζ) be the admissible region
Γ(ζ) =
{
z ∈ B : |1− zζ¯ | < 2(1− |z|2)
}
.
Let µ be a positive Borel measure on B. We denote by T p,q(µ) the non-isotropic tent
space of measurable functions ϕ on B such that
‖ϕ‖pT p,q(µ) :=
∫
S
(∫
Γζ
|ϕ(w)|q
dµ(w)
(1− |w|2)n+1
)p/q
dσ(ζ)
is finite.
If µ = ν, then we write T p,q.
Definition 2.3. Let 1 ≤ p, q <∞ and s ∈ R. The holomorphic Triebel-Lizorkin space
F p,qs consists of holomorphic functions on B such that
‖f‖F p,qs :=
∥∥(1− |z|2)k−s(1 +R)kf(z)∥∥
T p,q
<∞,
for a nonnegative integer k > s.
As it happens in other spaces of holomorphic functions, different values of k provide
equivalent norms on F p,qs .
The next proposition gives some embeddings between these spaces. For functions in
the corresponding real spaces, the proof of such embeddings can be found in [Tr]. A
proof of the embeddings between Hardy-Sobolev spaces and holomorphic Besov spaces
using techniques of complex variables can be found in [Bea-Bur1]. Extensions of these
results to Triebel-Lizorkin spaces can be found for instance in [Or-Fa2, Theorem 4.1].
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Proposition 2.4. Let 1 ≤ p, q <∞ and s, t ∈ R. Then:
(i) Hps = F
p,2
s and B
p
s = F
p,p
s .
(ii) For any ε > 0, we have
B∞s+n/p′+ε ⊂ B
1
s+n/p′ ⊂ F
p,q
s ⊂ B
∞
s−n/p ⊂ B
1
s−n/p−ε.
(iii) If q0 > q, then F
p,q
s ⊂ F
p,q0
s .
(iv) If p0 > p and s0 = s+ n/p0 − n/p, then F
p,q
s ⊂ F
p0,1
s0
⊂ Hp0s0 .
(v) If t < s, then F p,qs ⊂ B
1
t .
The next result can be found, for instance, in [Or-Fa4] and [Or-Fa3].
Theorem 2.5. Let 1 < p < ∞ and s > 0. Then, Mult(Hps ) = H
∞ ∩ CF p,2s and
Mult(Bps ) = H
∞ ∩ CF p,ps .
2.2. Properties of the space Mult(F p,qs → F
p,q
s′ ).
In this section we summarize some properties of the space of pointwise multipliers
Mult(F p,qs → F
p,q
s′ ). Some of them are well known, specially the ones corresponding to
Hardy-Sobolev spaces (q = 2 with s = s′) or Besov spaces (q = p) with s = s′. Since
the possible references are scattered, and not always in the generality that we require,
we have thought proper to give a sketch of the proof of all them, using several usual
techniques.
Proposition 2.6. Let 1 < p, q <∞ and s, s′ ∈ R. Then, we have:
(i) If s′ < s ≤ n/p, then Mult(F p,qs → F
p,q
s′ ) ⊂ B
∞
s′−s ∩ F
p,q
s′ . If s
′ < s < 0, then
Mult(F p,qs → F
p,q
s′ ) = B
∞
s′−s
(ii) If s ≤ n/p, then Mult(F p,qs ) ⊂ H
∞ ∩ F p,qs . If s < 0, then Mult(F
p,q
s ) = H
∞.
(iii) If s′ ≤ s and s > n/p, then Mult(F p,qs → F
p,q
s′ ) = F
p,q
s′ . In particular,
Mult(F p,qs ) is a multiplicative algebra.
(iv) If k > s ≥ s′, then B∞k ⊂Mult(F
p,q
s → F
p,q
s′ ).
(v) If s′ ≤ s and τ > 0, then
Mult(F p,qs → F
p,q
s′ ) ⊂Mult(F
p,q
s−τ → F
p,q
s′−τ ).
(vi) If s′ ≤ s and g ∈ Mult(F p,qs → F
p,q
s′ ), then g and (1 + R)
kg ∈ Mult(F p,qs →
F p,qs′−k) for any positive integer k.
(vii) If s′ > s, then Mult(F p,qs → F
p,q
s′ ) = {0}.
Remark 2.7. In Proposition 4.6 we will prove the following result which completes the
above statement (vi):
(viii) If s′ < s and (1+R)kg ∈Mult(F p,qs → F
p,q
s′−k) for some positive integer k, then
g ∈Mult(F p,qs → F
p,q
s′ ).
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Proof. Let us prove (i). Assume s′ < s ≤ n/p. Since F p,qs contains the constant
functions, then it is clear that Mult(F p,qs → F
p,q
s′ ) ⊂ F
p,q
s′ .
In order to estimate the growth of g ∈ Mult(F p,qs → F
p,q
s′ ), we use that g ∈
Mult(B1s+n/p′ → B
∞
s′−n/p), which follows from the embeddings B
1
s+n/p′ ⊂ F
p,q
s and
F p,qs′ ⊂ B
∞
s′−n/p stated in Proposition 2.4.
Fixed z ∈ B, let fz(w) =
(1−|z|2)n+N
(1−wz)n+N
. By Proposition 1.4.10 in [Ru] (see also Lemma
3.5 below) for N large enough we have that ‖fz‖B1
s+n/p′
≈ (1− |z|2)n/p−s. Thus,
(1− |z|2)n/p−s
′
|g(z)|
≤ ‖(1− |w|2)n/p−s
′
g(w)fz(w)‖L∞ ≈ ‖gfz‖B∞
s′−n/p
. ‖g‖Mult(B1
s+n/p′
→B∞
s′−n/p
)(1− |z|
2)n/p−s,
(2.1)
which gives |g(z)| . ‖g‖Mult(F p,qs →F p,qs′ )
(1−|z|2)s
′−s. Hence ‖g‖B∞
s′−s
. ‖g‖Mult(F p,qs →F p,qs′ )
.
If, now, s′ < s < 0 and g ∈ B∞s′−s, we have
‖gf‖F p,q
s′
≈ ‖g(z)f(z)(1− |z|2)−s
′
‖T p,q
. ‖g‖B∞
s′−s
‖f(z)(1− |z|2)−s‖T p,q
≈ ‖g‖B∞
s′−s
‖f‖F p,qs ,
(2.2)
which gives ‖g‖Mult(F p,qs →F p,qs′ )
. ‖g‖B∞
s′−s
.
In order to prove (ii), let g ∈Mult(F p,qs ). For any f ∈ F
p,q
s and z ∈ B, then
|(gf)(z)| ≤ sup
h∈F p,qs
h 6=0
|h(z)|
‖h‖F p,qs
‖gf‖F p,qs ≤ sup
h∈F p,qs
h 6=0
|h(z)|
‖h‖F p,qs
‖g‖Mult(F p,qs )‖f‖F p,qs ,
which gives ‖g‖∞ ≤ ‖g‖Mult(F p,qs ).
The same arguments used to prove (2.2) show that if s < 0, then the converse
inequality holds. Thus (ii) is proved.
In order to prove (iii), we first consider the case s′ = s > n/p, and we must show
that F p,qs is a multiplicative algebra.
For a nonnegative integer j, t ≥ 0 and h ∈ H , let Dj,t(h)(z) := (1 − |z|
2)j−t(1 +
R)jh(z). Since F p,qs ⊂ B
∞
s−n/p ⊂ H
∞ ⊂ B∞0 , Leibnitz’s formula for k > s gives
‖fg‖F p,qs ≈ ‖(1− |z|
2)2k−s(2 +R)2k(fg)(z)‖T p,q
.
k∑
j=0
‖Dj,0(f)‖L∞‖D2k−j,sg‖T p,q +
2k∑
j=k+1
‖D2k−j,0g‖L∞‖Dj,s(f)‖T p,q
. ‖f‖H∞‖g‖F p,qs + ‖g‖H∞‖f‖F p,qs . ‖f‖F p,qs ‖g‖F p,qs ,
which proves that Mult(F p,qs ) = F
p,q
s .
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Let s′ < s and let s0 < 0 and s0 < s
′. The Calderon complex method in the theory
of interpolation spaces gives F p,qs′ = (F
p,q
s , F
p,q
s0 )[θ] for θ satisfying s
′ = (1 − θ)s + θs0
(see for instance [Or-Fa1, Corollary 3.4]).
Thus, since for s > n/p, we have F p,qs ⊂ H
∞ = Mult(F p,qs0 ) and F
p,q
s ⊂ Mult(F
p,q
s′ ),
which proves F p,qs′ ⊂Mult(F
p,q
s → F
p,q
s′ ) which finishes the proof of (iii).
Observe that if s > n/p, then F p,qs′ ⊂ B
∞
s′−n/p ⊂ B
∞
s′−s. Therefore assertion (i) is also
satisfied for s > n/p. The same argument holds for (ii).
Assertion (iv) follows easily from Leibnitz’s formula
(2.3) (1 +R)k(gf) =
k∑
j=0
cj(1 +R)
jgRk−jf
and the fact that if g ∈ B∞k , then (1 +R)
jg ∈ H∞ for 0 ≤ j < k and (1 +R)kg ∈ B∞0 .
In order to prove (v), note that assertions (i), (ii) and (iii) show that if g ∈
Mult(F p,qs → F
p,q
s′ ), then g ∈ Mult(F
p,q
−s0 → F
p,q
s′−s−s0
) for any s0 > 0. Therefore
(v) follows from the above mentioned interpolation result.
Consider now (vi). Let g ∈ Mult(F p,qs → F
p,q
s′ ). Since F
p,q
s′ ⊂ F
p,q
s′−k, it is clear that
g ∈ Mult(F p,qs → F
p,q
s′−k). By (v), we also have g ∈ Mult(F
p,q
s−1 → F
p,q
s′−1). Thus, if
f ∈ F p,qs′ , then the identity f(1 + R)g = (1 + R)(fg)− gRf gives f(1 + R)g ∈ F
p,q
s′−1,
which proves that (1+R)g ∈Mult(F p,qs → F
p,q
s′−1). Iterating this result we obtain (vi).
To conclude we prove (vii). Consider first the case s′ < n/p. If g ∈ Mult(F p,qs →
F p,qs′ ), s
′ > s, then by (2.1), (1− |z|2)s−s
′
|g(z)| is bounded, and consequently g = 0.
The proof for the case s′ ≥ n/p can be reduced to this case. Since F p,qs′ ⊂ F
p,q
s , we
have
Mult(F p,qs → F
p,q
s′ ) ⊂ Mult(F
p,q
s′ ) ⊂ H
∞ =Mult(F p,q−s′ → F
p,q
−s′).
Therefore, by interpolation with θ = 1/2 we obtain
Mult(F p,qs → F
p,q
s′ ) ⊂Mult(F
p,q
(s−s′)/2 → F
p,q
0 ) = {0}
which concludes the proof. 
Remark 2.8. Proposition 2.6 shows that the space Mult(HF p,qs → HF
p,q
s′ ) coincides
with B∞s′−s if s
′ < s < 0 and with H∞ if s = s′ < 0. On the other hand, if s′ ≤ s and
s > n/p, it coincides with F p,qs′ , and is identically zero if s
′ > s. In all these situations
the space of multipliers has a simple description. Therefore, in the rest of the paper we
only consider the remainder case 0 ≤ s ≤ n/p and s′ ≤ s.
Corollary 2.9. Let 1 < p, q <∞ and 0 ≤ s ≤ n/p. Then g ∈Mult(F p,qs ) if and only if
g ∈ H∞ and for some (any) nonnegative integer k > s, (1+R)jg ∈Mult(F p,qs → F
p,q
s−j),
for j = 1, · · · , k.
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Proof. By Proposition 2.6(vi), it is clear that if g ∈Mult(F p,qs ) then the conditions are
satisfied. The converse follows from the Leibnitz’s formula (2.3) and the fact that, by
Proposition 2.6(v), (1 +R)jg ∈Mult(F p,qs+j−k → F
p,q
s−k). 
In Section 4 we will obtain some characterizations ofMult(F p,qs ), which in particular
give that g ∈Mult(F p,qs ) if and only if g ∈ H
∞ and for some (any) nonnegative integer
k, (1 + R)kg ∈ Mult(F p,qs → F
p,q
s−k). This fact is well known for Hardy-Sobolev and
Besov spaces.
3. The operator PN,M on F p,qs
3.1. Differential and integral operators. For N > 0, we denote by dνN the prob-
abilistic measure
dνN(z) := cN(1− |z|
2)N−1dν(z), c1 = 1, cN+1 =
n+N
N
cN
In order to unify the statements, for N = 0 we define dν0 = dσ.
Definition 3.1. For N > 0 and M > −n, we consider the following integral operators:
PN,M(ϕ)(z) :=
∫
B
ϕ(w)PN,M(z, w)dν(w), PN,M(z, w) := cN
(1− |w|2)N−1
(1− zw)n+M
.
P
N,M(ϕ)(z) :=
∫
B
ϕ(w)PN,M(z, w)dν(w), PN,M(z, w) := |PN,M(z, w)|.
We extend the definition to the case N = 0 by
P0,M (ϕ)(z) :=
∫
S
ϕ(ζ)
(1− zζ)n+M
dσ(ζ), P0,M(ϕ)(z) :=
∫
S
ϕ(ζ)
|1− zζ |n+M
dσ(ζ).
If N = M , then we denote PN,N and PN,N by PN and PN , respectively.
Observe that Cs = P
0,−s and Is = P
0,−s.
Throughout the paper, the operators PN,M considered satisfy that N ≥ 0, M > −n.
Consequently, in general, we will not include these hypotheses in the statement of our
results, except on the cases, where the range has to be restricted.
The next representation formula is well known.
Proposition 3.2. If either f ∈ B1−N for N > 0 or f ∈ H
1 for N = 0, then f = PN (f).
It will be useful to introduce the following differential operators, which play the same
role than (1 +R)k, but allow to simplify some computations.
Definition 3.3. Let k be a positive integer and let t > 0. We denote by Rkt the
differential operator of order k defined by
Rkt :=
(
1 +
R
t + k − 1
)
· · ·
(
1 +
R
t
)
.
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If k = 0, then R0t denotes the identity operator.
These operators satisfy the following properties:
Lemma 3.4. Let k,m be nonnegative integers and let t > 0. Then, we have:
(i) Rmt+k ◦R
k
t = R
k+m
t .
(ii) If n +M > 0, then
Rkn+M,z
1
(1− zw)n+M
=
1
(1− zw)n+M+k
.
(iii) If f ∈ B1−N , then R
k
n+Nf(z) = R
k
n+NP
Nf(z) = PN,N+k(f).
(iv) If 1 ≤ p, q <∞, then the operator Rkt is a bijective operator from F
p,q
s to F
p,q
s−k
Observe that from (iii) the integral operator PN,N+k acts on B1−N as a differential
operator of order k.
The next result will be used to obtain norm-estimates of the operators PN,M and
PN,M .
Lemma 3.5. Let N > 0 and M,L ≥ −n. Then the integral
INM,L(z, u) :=
∫
B
(1− |w|2)N−1
|1− uw|n+M |1− zw|n+L
dν(w)
satisfies the following estimates:
If M > N > L ≥ −n, then INM,L(z, u) .
(1− |u|2)N−M
|1− zu|n+L
.
If M,L > N , then INM,L(z, u) .
(1− |u|2)N−M
|1− zu|n+L
+
(1− |z|2)N−L
|1− zu|n+M
.
If M,L < N 6= n+M + L, then INM,L(z, u) . 1 +
1
|1− zu|n+M+L−N
.
If M,L < N = n+M + L, then INM,L(z, u) . log
e
|1− zu|
.
If u = 0, then the above estimates corresponds to Proposition 1.4.10 in [Ru]. The
proof of the estimates in the lemma can be deduced easily from this case by decompos-
ing the integral on B in two parts, one over the set Ω1 = {w ∈ B : |1− zw| ≤ |1−uw|}
and the other over Ω2 = B \Ω1. Using that |1− zu|+ |1− zw| ≈ |1− uw| for w ∈ Ω1,
and the analogous equivalence for w ∈ Ω2 we obtain the estimates.
The next lemma was proved in [Or-Fa1, Proposition 2.8].
Lemma 3.6. Let 1 < p < ∞, 1 ≤ q < ∞ and N,L > 0. If N + L ≥ M , then the
operator ψ → (1− |z|2)LPN,M(ψ)(z) is bounded on T p,q.
Proposition 3.7. Let ϕ ∈ Ck(B). Then, for any N ≥ 0 we have:∫
B
ϕdνN =
∫
B
Rkn+NϕdνN+k =
∫
B
Rkn+NϕdνN+k.
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In particular, if ϕ ∈ Ck+m(B), then
(3.4)
∫
B
ϕdνN =
∫
B
Rmn+N+kR
k
n+NϕdνN+k+m.
Proof. Note that in order to prove the first equality it is enough to consider k = 1 and
reiterate the formula. The second identity follows conjugating the first one.
Assume N > 0. Since cN+1 =
n+N
N
cN ,
cN(1− |w|
2)N−1 =
N
n +N
cN+1(1− |w|
2)N −
cN+1
n+N
R(1− |w|2)N ,
by integration by parts we have∫
B
ϕdνN =
N
n+N
∫
B
ϕdνN+1 +
1
n+N
n∑
j=1
∫
B
∂j(wjϕ(w))dνN+1(w)
=
∫
B
ϕdνN+1 +
1
n+N
∫
B
RϕdνN+1.
This proves the case N > 0.
The case N = 0 follows from the Stokes’ theorem. In this case there exists a constant
an such that dσ(ζ) = anω(ζ) where
ω(ζ) =
n∑
j=1
(−1)j−1ζjdζ1 ∧ · · · dζj−1 ∧ dζj+1 ∧ · · · dζn ∧ dζ1 ∧ · · · dζn,
and thus ∫
S
ϕdσ = an
∫
B
d(ϕω) = bn
∫
B
(
1 +
R
n
)
ϕdν.
If in this result we consider the constant function ϕ = 1, we obtain bn = 1, which ends
the proof. 
Corollary 3.8. Let f ∈ B1−N if N > 0 and f ∈ H
1 if N = 0.
Then, for any nonnegative integers k,m, we have
(3.5) PN,M(f)(z) = Rmn+N+k
[
PN+k+m,M(Rkn+Nf)
]
(z).
Proof. Applying (3.4) to the function ϕz(w) =
f(w)
(1− zw)n+M
, z ∈ B, and using the fact
that Rmn+N+k,w(1− zw)
−M−n = Rmn+N+k,z(1− zw)
−M−n we obtain the result. 
Corollary 3.9. Let N,M > 0 and h ∈ B∞−N . Then for any positive integer m, there
exist constants aj, j = 1, . . . , m+ 1, such that
(3.6) h =
m∑
j=1
ajP
N+j,N(R1Mh) + am+1P
N+m,N(h).
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Proof. By Corollary 3.8, we have
PN+j,N(h) = PN+j+1,N(R1n+N+jh)
=
M
n+N + j
PN+j+1,N
((
1 +
R
M
)
h
)
+
n+N + j −M
n +N + j
PN+j+1,N(h).
Thus, if j = 0, then PN,N (h) = h, and we obtain the case m = 1.
Assume that the result is valid for m− 1. The above formula with j = m− 1 gives
PN+m−1,N (h) = b1P
N+m,N (R1Mh) + b2P
N+m,N (h).
By induction, this permits to complete the proof. 
Proposition 3.10. Let 1 < p, q <∞. Assume that either s > −N or s = N = 0 and
q ≤ 2. Then, the operator PN,M is a bounded operator from F p,qs to F
p,q
s+N−M .
Proof. The condition s > −N ensures that F p,qs ⊂ B
1
−N , and the condition s = N = 0
and q ≤ 2 ensures that F p,qs ⊂ H
p ⊂ H1. Therefore, PN,M is well defined on F p,qs .
As a consequence of (3.5) in Corollary 3.8, for positive integers l, k,m satisfying
l > s+N −M and k > s, we have
(3.7) |(1 +R)lPN,M(f)(z)| . PN+k+m,M+l+m(|Rkn+Nf |)(z).
Therefore,
Ψ(z) : = (1− |z|2)l−s−N+M |(1 +R)lPN,M(f)(z)|
. (1− |z|2)l−s−N+MPN+s+m,M+l+m((1− |w|2)k−s|Rkn+Nf(w)|)(z).
Thus, by Lemma 3.6 we have
‖PN,M(f)‖F p,qs+N−M ≈ ‖Ψ‖T p,q . ‖(1− |z|
2)k−sRkn+Nf(z)‖T p,q ≈ ‖f‖F p,qs ,
which ends the proof. 
Analogously, as a consequence of (3.7), Fubini’s theorem and Lemma 3.5, we obtain
the following result.
Proposition 3.11. The operator PN,M is bounded from B1−N to B
1
−M and from B
∞
t
to B∞t+N−M for t > −N .
3.2. The inverse of the operator PN,M .
Since PM is a reproducing kernel for smooth anti-holomorphic functions on B, for
z, w ∈ B we have∫
B
PM,N(z, u)PN,M(u, w)dν(u) = PN (z, w), N ≥ 0,M > 0(3.8)
Assume first that both N,M > 0. If f ∈ B1−t, t > −N , then Fubini’s theorem gives
PM,N [(PN,M(f)] = f .
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Therefore, PN,M is a bijective operator from B1−t to B
1
−t+N−M and its inverse is
PM,N . This result together Proposition 3.10 proves that if s > −N , then PN,M is also
bijective from F p,qs to F
p,q
s+N−M .
Next, we consider the general case where N ≥ 0 and M > −n. By (3.5) with k = 0
and m > max{0,−M}, we have
PN,M(f)(z) = Rmn+N
[
PN+m,M(f)
]
(z)
= Rmn+N (R
m
n+M)
−1
[
PN+m,M+m(f)
]
(z).
Since for t > −N − m, PN+m,M+m is a bijective operator from B1t to B
1
t+N−M and
Rmn+N(R
m
n+M)
−1 is a bijective operator on B1t+N−M , then P
N,M is a bijective operator
from B1−N to B
1
−M , and P
0,M is a bijective operator from Hp to F p,2−M , 1 < p <∞.
Clearly from the above formula we can describe the inverse of PN,M . However, for
our purposes we will give another expression of this inverse operator.
From (3.8) and Proposition 3.7, for any l > max{0,−M} we have
f(z) = PM+l,N
[
PN,M+l(f)
]
(z) =
∫
B
Rln+MP
N,M(f)(w)
(1− zw)n+N
dνM+l(w)
=
∫
B
PN,M(f)(w)Rln+M,w(1− zw)
−n−NdνM+l(w)
= Rln+M
[
PM+l,N
(
PN,M(f)
)]
(z).
Combining the above results with the ones of Propositions 3.10 and 3.11, we obtain
the inverse of PN,M as a linear combination of operator of the same type. All this is
summarized in the following proposition.
Proposition 3.12. Let 1 < p, q <∞. Then we have:
(i) If N > 0 and M > −n, then the operator PN,M is a bijective operator from
B1−N to B
1
−M . Its inverse is given by an integral operator
T N,M(f)(z) :=
∫
B
T N,M(z, w)f(w)dν(w),
where for a positive integer l > max{0,−M},
(3.9) T N,M(z, w) := Rln+MP
M+l,N(z, w) =
l∑
j=0
ajP
M+l,N+j(z, w).
(ii) If N ≥ 0 and either s > −N or N = s = 0 and q ≤ 2, then PN,M is a bijective
operator from F p,qs to F
p,q
s+N−M .
(iii) If N ≥ 0 and t > −N , then PN,M is a bijective operator from B∞t to B
∞
t+N−M .
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4. Pointwise multiplier norm-estimates of PN,M
In Proposition 3.12, we proved the bijectivity of the operator PN,M from F p,qs to
F p,qs+N−M . In this section we prove that, under some natural assumptions on N,M, s
and s′, this operator restricted to Mult(F p,qs → F
p,q
s′ ) is also bijective from this space
to Mult(F p,qs → F
p,q
s′+N−M).
4.1. The operator PN,M on spaces of pointwise multipliers.
We begin studying the boundedness of the operator PN,M on some spaces of pointwise
multipliers. The following formula will be the essential tool in order to prove this
result. It involves constants k, J, L and m satisfying some conditions, which always
exist because it is enough to choose them big enough.
Theorem 4.1. Let N ≥ 0, 0 < t < n+N and M > −n. If N > 0, let g ∈ B1−N ∩B
∞
−t,
and if N = 0, let g ∈ H1(B)∩B∞−t. Let also k, J, L and m be positive integers satisfying:
k > M + n− 1, J > k + n+N, L > N + J, and m > N − t+ n+ J.
Then, there exist constants ai and ai,j, such that for any f ∈ B
1
t+k−N−J ,
fPN,M(g) =
∑
0≤i≤k+1−n−M
aifP
N+J,M+i(g)
+
∑
k+1−n−M<i≤J
k∑
j=0
ai,jP
N+J,M+i−j
(
g dj f(R,
(j)
· · ·, R)
)
+QN,M,k(f, g).
(4.10)
The function QN,M,k(f, g) is a holomorphic function on B satisfying
|(1 +R)mQN,M,k(f, g)(z)|
. ‖g‖B∞
−t
(∫
B
|Rln+Lf(u)|
(1− |u|2)N−t−k+J+l−1
|1− zu|n+M−k+J+m
dν(u)
+(1− |z|2)k+1−mΩN−t−M (1− |z|
2)
∫
B
|Rln+Lf(u)|
(1− |u|2)L+l−1
|1− zu|n+k+L+1
dν(u)
)
,
where l is nonnegative integer and the funtion Ωr(x) is defined on 0 < x ≤ 1 and r ∈ R
by:
Ωr(x) = 1 + x
r if r 6= 0, and Ωr(x) = log(2/x) if r = 0.
Since this theorem is a technical tool, we had rather postponed its proof to the end
of the paper.
Proposition 4.2. Let 1 < p, q < ∞, 0 ≤ s ≤ n/p and s′ < s, satisfying either
−N < s′ or N = s′ = 0 and q ≤ 2.
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(i) If s > s′ +N −M , then PN,M is a bounded linear operator from Mult(F p,qs →
F p,qs′ ) to Mult(F
p,q
s → F
p,q
s′+N−M).
(ii) If s = s′ + N −M , then for any s′′ < s the operator PN,M is bounded from
Mult(F p,qs → F
p,q
s′ ) to Mult(F
p,q
s → F
p,q
s′′ ).
(iii) If s < s′+N−M , then PN,M is bounded fromMult(F p,qs → F
p,q
s′ ) toMult(F
p,q
s ).
Proof. In order to prove the three assertions, we will apply Theorem 4.1 with t =
s − s′, k > max{s,M + n − 1}, J > max{k + n + N, 2k + s − s′}, L > N + J and
m > max{s+N −M,N − t+ n + J}, f ∈ F p,qs and g ∈Mult(F
p,q
s → F
p,q
s′ ).
Since 0 < t < n + N , it is clear that t, k, J, L and M satisfy the conditions of that
theorem.
If −N < s′, then by Propositions 2.6 (i) and 2.4 (v), we have g ∈ F p,qs′ ∩ B
∞
s′−s ⊂
B1−N ∩ B
∞
s′−s.
If s′ = N = 0 and 1 < q ≤ 2, then g ∈ F p,q0 ∩B
∞
−s ⊂ H
p ∩ B∞−s.
Since s ≥ 0 > k+ n+N − J > k+ t−N − J , we have f ∈ F p,qs ⊂ B
1
k+t−N−J . Then,
f and g are in the conditions of Theorem 4.1.
Now, we estimate the terms appearing in (4.10).
We will first check that in any of the hypotheses (i), (ii) or (iii), the first group of
terms fPN+J,M+i(g), with 0 ≤ i ≤ k+1−n−M , are in F p,qs , and consequently in any
of the Triebel-Lizorkin spaces considered in the three statements.
Indeed, since J > 2k + s− s′, then N + J −M − i > k + s− s′. Thus, Proposition
3.11 and the fact that g ∈ B∞s′−s give P
N+J,M+i(g) ∈ B∞k . Hence, since k > s, by
Proposition 2.6(iv), PN+J,M+i(g) ∈ Mult(F p,qs ) and fP
N+J,M+i(g) ∈ F p,qs .
Consider now the second group the terms in (4.10), that is, the terms of the form
PN+J,M+i−j
(
g dj f(R,
(j)
· · ·, R)
)
, with k+1− n−M < i ≤ J . We will prove that in all
the cases these terms are in F p,qs′+N−M . Observe that if f ∈ F
p,q
s then d
j f(R,
(j)
· · ·, R) ∈
F p,qs−j. So, by Proposition 2.6(v), gd
j f(R,
(j)
· · ·, R) ∈ F p,qs′−j and, since s
′ − j > −N − J ,
Proposition 3.10 gives
PN+J,M+i−j
(
g dj f(R,
(j)
· · ·, R)
)
∈ F p,qs′+N−M+J−i ⊂ F
p,q
s′+N−M .
And in the three cases, we obtain the desired conclusion, with the corresponding esti-
mates of the norms.
To conclude, we consider the term QN,M,k(f, g). Now, the three statements have to
be treated separately.
Assume first, that we are in the conditions of statement (i), s > s′ + N −M . We
want to prove that QN,M,k(f, g) ∈ F p,qs′+N−M , that is
Ψ1(z) := (1− |z|
2)m−s
′−N+M(1 +R)mQN,M,k(f, g)(z) ∈ T p,q.
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By Proposition 2.6(i), g ∈ B∞s′−s, and if l > s is a positive integer, then ϕ(u) :=
|Rln+Lf(u)|(1− |u|
2)l−s ∈ T p,q. Thus, Theorem 4.1 and Lemma 3.6 give
‖QN,M,k(f, g)‖F p,q
s′+N−M
≈ ‖Ψ1‖T p,q
. ‖g‖B∞
s′−s
∥∥∥∥
∫
B
|ϕ(u)|
(1− |z|2)m−s
′−N+M(1− |u|2)N+J+s
′−k−1
|1− zu|n+M+J−k+m
dν(u)
∥∥∥∥
T p,q
+ ‖g‖B∞
s′−s
∥∥∥∥
∫
B
|ϕ(u)|
(1− |z|2)k−s+1(1− |u|2)L+s−1
|1− zu|n+L+k+1
dν(u)
∥∥∥∥
T p,q
. ‖g‖B∞
s′−s
‖ϕ‖T p,q ≈ ‖g‖B∞
s′−s
‖f‖F p,qs . ‖g‖Mult(F p,qs →F p,qs′ )
‖f‖F p,qs .
Combining this result with the estimates of the other terms we ends the proof of (i).
Let us prove (ii), that is, the case N −M = s− s′. Analogously to the above case,
for s′′ < s we need to show that
Ψ2(z) := (1− |z|
2)m−s
′′
(1 +R)mQN,M,k(f, g)(z) ∈ T p,q.
Since log 2
1−|z|2
. (1− |z|2)s
′′−s, we have
‖Ψ2‖T p,q . ‖g‖B∞
s′−s
∥∥∥∥
∫
B
|ϕ(u)|
(1− |z|2)m−s(1− |u|2)N+J+s
′−k−1
|1− zu|n+M+J−k+m
dν(u)
∥∥∥∥
T p,q
+ ‖g‖B∞
s′−s
∥∥∥∥
∫
B
|ϕ(u)|
(1− |z|2)k−s+1(1− |u|2)L+s−1
|1− zu|n+L+k+1
dν(u)
∥∥∥∥
T p,q
,
and by Lemma 3.6, we obtain
‖QN,M,k(f, g)‖F p,q
s′′
≈ ‖Ψ2‖T p,q . ‖g‖B∞
s′−s
‖f‖F p,qs . ‖g‖Mult(F p,qs →F p,qs′ )
‖f‖F p,qs .
This concludes the proof of (ii).
If N −M > s− s′, then the same arguments used to prove the above cases give
Ψ3(z) := (1− |z|
2)m−s(1 +R)mQN,M,k(f, g)(z) ∈ T p,q.
Thus QN,M,k(f, g) ∈ F p,qs , which ends the proof. 
Corollary 4.3. Let 1 < p, q <∞, 0 ≤ s ≤ n/p and s′ < s, satisfying either −N < s′
or N = s′ = 0 and q ≤ 2.
Let k be a nonnegative integer satisfying s > s′ +N −M − k, and g ∈Mult(F p,qs →
F p,qs′ ).
Then, for any polynomial p(x) of degree k, we have
p(R) (PN,M(g)) ∈Mult(F p,qs → F
p,q
s′+N−M−k).
If s′ = s−N +M , then PN,M(g) ∈ CF p,qs , that is, P
N,M maps Mult(F p,qs → F
p,q
s−N+M)
to CF p,qs .
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Proof. Since
p(R) (PN,M(g)) =
k∑
j=0
ajP
N,M+j(g),
the first result follows from Proposition 4.2. Indeed, if s′ + N − M − j < s, then
we apply Proposition 4.2(i), and if s′ + N −M − j ≥ s then we apply Proposition
4.2(ii),(iii).
The fact that if s′ = s − N +M , then PN,M(g) ∈ CF p,qs , follows from the above
result applied to p(x) = (1 + x)ks. 
Corollary 4.4. Let 1 < p, q <∞, 0 ≤ s ≤ n/p, N ≥ 0, M > −n and s′ < s, satisfying
either −N < s′ or N = s′ = 0 and q ≤ 2.
Let T N,M : F p,qs′+N−M → F
p,q
s′ be the inverse operator of P
N,M : F p,qs′ → F
p,q
s′+N−M
(i) If s > s′ and s > s′ + N −M , then T N,M maps Mult(F p,qs → F
p,q
s′+N−M) to
Mult(F p,qs → F
p,q
s′ ).
(ii) If N −M < 0, then T N,M maps Mult(F p,qs → F
p,q
s+N−M) to CF
p,q
s .
Proof. For any integer l > max{0,−M}, formula (3.9) gives
T N,M(g) =
l∑
j=0
ajP
M+l,N+j (g).
If s > s′ and s > s′ +N −M , then the operators PM+l,N+j satisfies the properties of
Proposition 4.2, and thus (i) follows from this proposition.
If N −M < 0, then (ii) follows from Corollary 4.3. 
Remark 4.5. Observe that Proposition 4.2 and Corollary 4.4 gives immediately the
proof of Theorem 1.1(i).
Proposition 4.6. Let 1 < p, q < ∞, 0 ≤ s ≤ n/p and s′ ≤ s. Then, the following
assertions are equivalent:
(i) g ∈Mult(F p,qs → F
p,q
s′ ) if s
′ < s, or g ∈ CF p,qs if s
′ = s.
(ii) For some (any) M1, · · · ,Mk > 0, then
R1Mk · · ·R
1
M1
g ∈Mult(F p,qs → F
p,q
s−k).
In particular (i) is equivalent to (1 + R)kg ∈ Mult(F p,qs → F
p,q
s′−k) for some (any)
positive integer k, and it is also equivalent to RkMg ∈ Mult(F
p,q
s → F
p,q
s′−k) for some
(any) positive integer k and some (any) M > 0.
Proof. We consider first the case s′ < s. We want to show that g ∈Mult(F p,qs → F
p,q
s′ )
if and only if R1Mg ∈Mult(F
p,q
s → F
p,q
s′−1) for some (any) M > 0.
Clearly, iterating this result we obtain the equivalence between (i) and (ii).
18 CARME CASCANTE, JOAN FA`BREGA AND JOAQUI´N M. ORTEGA
If g ∈ Mult(F p,qs → F
p,q
s′ ), then by Proposition 2.6(vi) we have that R
1
Mg ∈
Mult(F p,qs → F
p,q
s′−1) for any M > 0.
Now assume thatR1Mg ∈Mult(F
p,q
s → F
p,q
s′−1) for someM > 0. By Proposition 2.6(i),
R1Mg ∈ B
∞
s′−s−1 and thus g ∈ B
∞
s′−s. Therefore, Corollary 3.9 with N > max{0,−s}
gives,
g =
m∑
j=1
ajP
N+j,N(R1Mg) + am+1P
N+m,N (g).
Thus, if s′ − s+m > s Propositions 4.2, 3.11 and 2.6(iv) give
g ∈ Mult(F p,qs → F
p,q
s′ ) +B
∞
s′−s+m ⊂Mult(F
p,q
s → F
p,q
s′ ),
which proves the above mentioned equivalence.
Now we use the above results to prove the case s′ = s.
If g ∈ CF p,qs , that is (1 + R)
ksg ∈ Mult(F p,qs → F
p,q
s−ks
), then the above equivalence
for the case s′ < s with s′ = s − 1, gives that g ∈ CF p,qs if and only if (1 + R)g ∈
Mult(F p,qs → F
p,q
s−1). Now the above proved equivalence for the case s
′ < s gives
(1 +R)g ∈Mult(F p,qs → F
p,q
s−1) if and only if
R1Mk · · ·R
1
M1(1 +R)g = (1 +R)R
1
Mk
· · ·R1M1g ∈Mult(F
p,q
s → F
p,q
s−k−1)
for some (any) M1, · · · ,Mk > 0. This is also equivalent to
R1Mk · · ·R
1
M1
g ∈Mult(F p,qs → F
p,q
s−k),
which concludes the proof. 
Corollary 4.7. (1 + R)k and RkM are bijective operators from Mult(F
p,q
s → F
p,q
s′ ) to
Mult(F p,qs → F
p,q
s′−k) if s
′ < s, and from CF p,qs to Mult(F
p,q
s → F
p,q
s−k).
4.2. Proof of Theorem 1.1.
Proof. As we have observed in Remark 4.5, the proof of 1.1(i) follows from Proposition
4.2 and Corollary 4.4.
To prove (ii), we consider now N −M < 0. In Corollary 4.4 we have proved that
T N,M , the inverse operator of PN,M , maps Mult(F p,qs → F
p,q
s+N−M) to CF
p,q
s . Hence, it
is sufficient to prove that PN,M maps CF p,qs to Mult(F
p,q
s → F
p,q
s+N−M).
If g ∈ CF p,qs , by Proposition 4.6, R
k
n+Ng ∈ Mult(F
p,q
s → F
p,q
s−k). Since P
N,M (g) =
PN+k,M(Rkn+Ng), by Proposition 4.2 we obtain P
N,M(g) ∈ Mult(F p,qs → F
p,q
s+N−M),
which concludes the proof of (ii).
In order to prove (iii), we consider now N −M > 0. By Corollary 4.3, PN,M is a
bounded operator from Mult(Hps → F
p,q
s−N+M) to CF
p,q
s . In the other direction, since
formula (3.9) gives T N,M =
∑l
j=0 ajP
M+l,N+j, Proposition 4.2 gives that T N,M maps
CF p,qs to Mult(F
p
s → F
p,q
s−N+M). 
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4.3. Characterizations of Mult(F p,qs ). The results in the above sections provide a
description of the space of multipliers of F p,qs that we summarize in the following
theorem.
Theorem 4.8. Let 1 < p, q <∞ and 0 ≤ s ≤ n/p. Then the following assertions are
equivalent.
(i) g ∈Mult(F p,qs ).
(ii) g ∈ H∞ ∩ CF p,qs .
(iii) g ∈ H∞ and for some (any) M > N ≥ 0 satisfying either N > 0 or N = s = 0
and q ≤ 2, then PN,M(g) ∈Mult(F p,qs → F
p,q
s+N−M).
(iv) g ∈ H∞ and for some (any)M1, · · · ,Mk > 0, then R
1
Mk
· · ·R1M1g ∈ Mult(F
p,q
s →
F p,qs−k).
(v) g ∈ H∞ and for some (any) positive integer k > s, then the measure dµg(z) =
|(1 + R)kg(z)|p(1 − |z|2)(k−s)p−1dν(z) is a Carleson measure in the sense that
F p,qs is embedded in T
p,q(µg).
Proof. The equivalence between (i) and (ii) follows from Corollary 2.9 and Proposi-
tion 4.6. The equivalence between (ii) and (iii) follows from Theorem 1.1, and the
equivalence between (ii) and (iv) follows from Proposition 4.6.
The last statement is equivalent to (1 + R)kg ∈ Mult(F p,qs → F
p,q
s−k), which corre-
sponds to the case Mj = 1 in (iv). 
5. Multipliers of Hardy-Sobolev spaces
5.1. Proof of Theorem 1.2. Let us begin with a lemma.
Lemma 5.1. Let 1 < p < ∞ and 0 < s ≤ n/p. For g ∈ H1, the following assertions
are equivalent.
(i) g ∈Mult(Hps → H
p), that is g ∈ Hp and |g|pdσ is a Carleson measure for Hps
on S.
(ii) Cs(g) ∈ CF
p,2
s .
Proof. This is a simple reformulation of Theorem 1.1 (iii), applied to F p,2s = H
p
s ,
F p,0s = H
p and P0,−s = Cs. 
Proof of Theorem 1.2. The equivalence (i) ⇔(iii) is just a reformulation of the equiv-
alence (i) ⇔ (iii) in Theorem 4.8, for N = 0 and q = 2. For the implication (ii)⇒ (i),
if g = Cs(h), we apply Lemma 5.1 to the function h and obtain that g ∈ H
∞ ∩ CF p,2s .
Theorem 4.8 gives (i). Finally, let us prove that (i)⇒ (ii). Again by Theorem 4.8,
we have that g ∈ H∞ ∩ CF p,2s , and Theorem 1.1 gives then that g = P
0,−s(h), with
h ∈Mult(Hps → H
p). 
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5.2. The case 0 < n − sp < 1. Theorem 1.2,(ii), gives a characterization of g ∈
Mult(Hps ) in terms on one hand of the boundedness of the function g, on the other
hand of the existence of a function h ∈ Hp such that g = Cs(h) and |h|
pdσ is a Carleson
measure on S for Hps . If 0 < n−sp < 1 we can give a characterization of these measures
in terms of capacities.
We recall that if E ⊂ S, 1 < p <∞ and 0 < s < n, the nonisotropic Riesz capacity
of the set E is given by
Cs,p(E) = inf{||f ||
p
Lp ; f ≥ 0, Is(f) ≥ 1 on E }.
Definition 5.2. If 1 < p < ∞ and 0 < s < n, we say that a finite positive Borel
measure µ on S is a trace measure for the Hardy-Sobolev space Hps if there exists C > 0
such that for any f ∈ Hps ,
(5.11) ‖Mrad[f ]‖Lp(dµ) ≤ C‖f‖Hps ,
where Mrad[f ](ζ) = supr<1 |f(rζ)|.
Definition 5.3. If 1 < p < ∞ and 0 < s < n, we say that a finite positive Borel
measure µ on S is a trace measure for the space Is[L
p] if there exists C > 0 such that
for any f ∈ Lp,
(5.12) ‖Is[f ]‖Lp(dµ) ≤ C‖f‖Lp.
We have the following theorem
Theorem 5.4. Let 1 < p < ∞ and 0 < n − sp < 1. If g ∈ Hp and k > s, then we
have that the following conditions are equivalent:
(i) The measure dµ = |g|pdσ is a trace measure for Hps .
(ii) The measure dµ = |g|pdσ is a trace measure for Is[L
p].
(iii) The measure dµ = |g|pdσ is a Carleson measure on S for Hps .
(iv) There exists C > 0 such that for any closed set E ⊂ S, µ(E) ≤ CCs, p(E).
(v) If dµg(z) = |(1 +R)
k(Cs(g)(z))|
2(1− |z|2)2(k−s)−1dν(z), then Hps ⊂ T
p,2(dµg).
(vi) If dµg(z) = |(1+R)
k(Cs(g)(z))|
2(1−|z|2)2(k−s)−1dν(z) then Is[L
p] ⊂ T p,2(dµg).
Proof. The fact that (i) and (iv) are equivalent, is proved in [Coh-Ve]. The equivalence
of (ii) and (iv) of the trace measures for Is[L
p] can be deduced from the corresponding
result for Rn (see for instance the book [Ad-He] and the references therein). Condition
(i) implies (iii), and the proof of [Coh-Ve] can be easily adapted to show that (iii)
implies (iv). The equivalence between (iii) and (v) is a consequence of Propositions 5.1
and 4.6 and does not require the extra condition n − sp < 1. Finally the equivalence
of (v) and (vi) was proved in [Ca-Or2]. 
Let us see that in the last theorem, we can give another description of the fact
that f ∈ Mult(Hps ). We recall that a nonnegative measurable weight w on S is in
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Ap, 1 < p < ∞, if there exists C > 0 such that for any nonisotropic ball B ⊂ S,
B = B(ζ, r) = {η ∈ S; |1− ζη| < 2r}, ζ ∈ S, r < 1,(
1
|B|
∫
B
wdσ
)(
1
|B|
∫
B
w
−1
p−1dσ
)p−1
≤ C.
A weight w is in A1 if Mw(ζ) := sup
B∋ζ
∫
B
w
|B|
. w(ζ), a.e. ζ ∈ S.
The following result can be found in [Ma-Ve].
Proposition 5.5. Let g be an integrable function on S such that |g|pdσ is a trace
measure for Is[L
p]. Let h be a measurable function on S satisfying that there exists
C > 0 such that for any weight w in A1,
(5.13)
∫
S
|h|pw ≤ C
∫
S
|g|pw.
We then have that the measure |h|pdσ is a trace measure for Is[L
p].
As a consequence of the above proposition and the fact that if g ∈ Lp and |g|pdσ is
a trace measure for Is(L
p), we also have that the measure |C(g)|pdσ, where C is the
Cauchy transform, is a trace measure for Is(L
p), and, in particular, it is a Carleson
measure for Hps , we deduce the following corollary.
Corollary 5.6. Let 1 < p <∞ and 0 < n− sp < 1. We then have that f ∈Mult(Hps )
if and only if f ∈ H∞ and there exists g ∈ Lp such that f = Cs(g) and the measure
dµ = |g|pdσ is a trace measure for Is[L
p].
6. Multipliers and holomorphic potentials
Consider, in Rn, the space of Bessel potentials of functions in Lp(Rn), Gs[L
p(Rn)],
1 < p < ∞ and 0 < sp ≤ n. It is proved in [Bo], that if µ is a positive measure
on Rn and if Gs is a Bessel potential, and the nonlinear potential of ν defined by
Vs, p[µ] = Gs ∗ (Gs ∗ µ)
p′−1 is bounded, then Vs, p[µ] is a multiplier on Gs[L
p].
In this section we will study the analogous problem for nonisotropic holomorphic
potentials. We recall some definitions and results.
If µ is a positive Borel measure on S, 1 < p <∞, 0 < s < n and w is an Ap-weight,
the (s, p)-energy of µ with weight w (see [Ad]), is defined by
(6.14) Es,p,w(µ) =
∫
S
(Is(µ)(ζ))
p′w(ζ)−(p
′−1)dσ(ζ).
It is also introduced in [Ad] a weighted Wolff-type potential of a measure µ as
(6.15) Ws,p,w(µ)(ζ) =
∫ 1
0
(
µ(B(ζ, 1− r))
(1− r)n−sp
)p′−1 ∫
\
B(ζ,1−r)
w−(p
′−1)(η)dσ(η)
dr
1− r
.
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Here ∫
\
B
θ :=
1
|B|
∫
B
θ.
We have the pointwise estimate
(6.16) Ws,p,w(µ)(ζ) ≤ CIs[(w
−1Is(µ))
p′−1](ζ).
The weighted version of Wolff’s theorem gives that the converse is true, provided we
integrate with respect to µ, that is, if w in an Ap-weight, the following weighted Wolff-
type theorem holds:
(6.17) Es,p,w(µ) =
∫
S
Is[(w
−1Is(µ))
p′−1](ζ)dµ(ζ) ≃
∫
S
Ws,p,w(µ)(ζ)dµ(ζ).
When w ≡ 1 we will just write Ws,p(µ) and Es,p(µ).
We also recall an extremal theorem for the nonisotropic Riesz capacities. See, for
instance, the books of [Ad-He] and [Ma-Sha] and the paper [He-Wo].
Proposition 6.1. Let 1 < p < ∞, 0 < s < n/p and G ⊂ S be an open set. There
exists a positive capacitary measure µG such that
(i) supp µG ⊂ G.
(ii) µG(G) = Cs,p(G) = Es,p(µG).
(iii) Ws,p(µG)(ζ) ≥ C, for every ζ ∈ G.
(iv) Is((Is(µG))
p′−1)(ζ) ≤ C, for any ζ ∈ S.
(v) If ǫ = min(1, p− 1),
Cs,p({ζ ∈ S; Is(Is(µG)
p′−1)(ζ) ≥ t}) .
Cs,p(G)
tǫ
.
(vi) If 1 < p ≤ 2 − s
n
and 1 < δ < n
n−s
or 2 − s
n
< p and 1 < δ < (p−1)n
n−sp
, then the
weight wδ = (Is(Is(µG)
p′−1))δ is in A1. Moreover, for any η ∈ S and y > 0,
(6.18)
wδ(B(η, y))
yn
. wδ(η).
The methods in [Ca-Or-Ve] can be adapted to the nonisotropic case to show the
following theorem.
Proposition 6.2. Let 1 < p <∞, 0 < s < n/p and let µ be a finite positive measure
in S. Then the measure dµ1 =
dµ
Ws,p(µ)p−1
is a trace measure for Is[L
p].
We also recall the nonisotropic versions of Theorem 2.1 and Lemma 3.1 in [Ma-Ve].
Proposition 6.3. Let 1 < p < ∞, 0 < s < n/p and let µ be a positive finite Borel
measure on S. Then the following assertions are equivalent:
(i) The measure µ is a trace measure for Is[L
p].
(ii) The measure (Is(µ))
p′dσ is a trace measure for Is[L
p].
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Theorem 6.4. Let 1 < p <∞, 0 < s < n and µ a finite positive Borel measure on S.
Assume that Is(Is(µ)
p′−1) is bounded on S. Then Cs(Is(µ)
p′−1) is a multiplier for Hps .
Proof. Let us first observe that the boundedness of the nonisotropic potential Is(Is(µ)
p′−1)
gives that the nonlinear potential Ws,p(µ) is also bounded. Hence µ is a trace measure
for Is[L
p]. Indeed∫
S
Is(f)
p(ζ)dµ(ζ) =
∫
S
Is(f)
p(ζ)Ws,p(µ)
p−1(ζ)
dµ(ζ)
Ws,p(µ)p−1(ζ)
.
∫
S
Is(f)
p(ζ)
dµ(ζ)
Ws,p(µ)p−1(ζ)
. ‖f‖pLp,
(6.19)
where in the last estimate we have used that by Proposition 6.2, the measure
dµ
Ws,p(µ)p−1
is a trace measure for Is[L
p]. By Proposition 6.3, we also have that the measure
((Is(µ)
p′−1)pdσ is also a trace measure for Is[L
p].
Next, we have that for any w ∈ A1∫
S
|C(Is(µ)
p′−1)|pwdσ .
∫
S
|(Is(µ)
p′−1)|pwdσ.
Consequently, Proposition 5.5 gives that |C(Is(µ)
p′−1)|pdσ is also a trace measure for
Is[L
p]. Of course, from the hypothesis, Cs(Is(µ)
p′−1) is bounded. The Proposition
5.1 gives then that the holomorphic function Cs(Is(µ)
p′−1) = Cs(C(Is(µ)
p′−1)) is a
multiplier for Hps .

When 0 < n− 2s < 1, we deduce that
Corollary 6.5. Let µ be a positive finite Borel measure on S and assume that 0 <
n− 2s < 1. If Cs(Cs(µ)) is bounded, then it is a multiplier for H
2
s .
Proof. It is proved in [Or-Fa4], that there exist a constant C > 0 and a bounded kernel
L(z, ζ), such that
Cs(Cs(µ)) = CC2s(µ) + L(µ),
where L(µ)(z) =
∫
S
L(z, ζ)dµ(ζ). Consequently, C2s(µ) is also bounded. Next, the fact
that n−2s < 1 gives that |C2s(µ)| ≈ I2s(µ) ≈ Is(Is(µ)), and in particular, Is(Is(µ)) is
also bounded. The proof of the above Theorem, gives that |Is(µ)|
2 is a trace measure
for Is[L
2]. Consequently, |Cs(µ)|
2 is also a trace measure for Is[L
2], and again applying
Proposition 5.1, we deduce that Cs(Cs(µ)) is a multiplier for H
2
s . 
For the case 0 < n− sp < 1, 1 < p <∞, it have been introduced by [Coh-Ve], in the
context of the study of exceptional sets for Hps , two families of holomorphic potentials
that allow to extend some of the results for p = 2 with Cs(Cs(µ)) (one more suitable
for p > 2 and the other one for p ≤ 2).
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Let µ be a finite positive Borel measure on S. For any n − sp < λ < 1, we set the
following holomorphic functions on B defined by
Us,p,λ(µ)(z)
=
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−sp
)p′−1
(1− r)λ−n
(1− rzζ)λ
dσ(ζ)
dr
1− r
,
(6.20)
and
Vs,p,λ(µ)(z)
=
∫ 1
0
(∫
S
(1− r)λ+sp−n
(1− rzζ)λ
dµ(ζ)
)p′−1
dr
1− r
.
(6.21)
It is proved in [Coh-Ve] the following proposition:
Proposition 6.6. Let 1 < p <∞, 0 < s and λ > 0 such that 0 < n− sp < λ < 1. We
then have:
(i) If 1 < p < 2 there exist C1, C2 > 0 such that for any finite positive Borel
measure µ on S the following assertions hold:
(a) For any η ∈ S,
lim inf
ρ→1
Re Us,p,λ(µ)(ρη) ≥ C1Ws,p(µ)(η).
(b) ||Us,p,λ(µ)||
p
Hps
≤ C2Es,p(µ).
(ii) If p ≥ 2, there exist C1, C2 > 0 such that for any finite positive Borel measure
µ on S the following assertions hold:
a) For any η ∈ S,
lim inf
ρ→1
Re Vs,p,λ(µ)(ρη) ≥ C1Ws,p(µ)(η).
b) ||Vs,p,λ(µ)||
p
Hps
≤ C2Es,p(µ).
6.1. Proof of Theorem 1.4.
Proof. We first observe that by Proposition 6.6, the hypothesis give that the non-
isotropic Wolff potential Ws,p(µ) is bounded on S.
Arguing as in (6.19) in the proof of Theorem 6.4, this boundedness together with
Proposition 6.2 gives that µ is a trace measure for Is[L
p]. Next, Proposition 6.3 gives
that the measure (Is(µ))
p′dσ is a trace measure for Is[L
p].
Case p < 2. We want to check that for any f ∈ Hps ,
‖Us,p,λ(µ)f‖Hps . ‖f‖Hps .
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Since F p,1s ⊂ H
p
s , (see Proposition 2.4), it is enough to show that if k > s,
(6.22)
∥∥∥∥
∫ 1
0
|(1 +R)kUs,p,λ(µ)(ρζ)||f(ρζ)|(1− ρ)
k−s dρ
1− ρ
∥∥∥∥
Lp(S)
. ‖f‖Hps .
But ∥∥∥∥
∫ 1
0
|(1 +R)kUs,p,λ(µ)(ρζ)| |f(ρζ)|(1− ρ)
k−s dρ
1− ρ
∥∥∥∥
p
Lp(S)
≤
∫
S
(Mrad(f)(ζ))
p
(∫ 1
0
|(1 +R)kUs,p,λ(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
)p
dσ(ζ).
Thus (6.22) will follow if we show that the measure
(6.23)
(∫ 1
0
|(1 +R)kUs,p,λ(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
)p
dσ(ζ)
is a trace measure for Hps .
Since we have that the measure (Is(µ))
p′dσ is a trace measure for Is[L
p], Proposition
5.5 gives that it is enough that we show that for any weight w in A1,∫
S
(∫ 1
0
|(1 +R)kUs,p,λ(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
)p
w(ζ)dσ(ζ)
.
∫
S
(Is(µ)(ζ))
p′w(ζ)dσ(ζ).
(6.24)
We have∫ 1
0
(1− ρ)k−s|(1 +R)kUs,p,λ(ρη)|
dρ
1− ρ
.
∫ 1
0
(1− ρ)k−s
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−sp
)p′−1
(1− r)λ−n
|1− rρηζ|λ+k
dσ(ζ)drdρ
(1− r)(1− ρ)
.
But ∫ 1
0
(1− ρ)k−s
|1− rρηζ|λ+k
dρ
1− ρ
.
1
|1− rηζ|λ+s
.
The preceding estimate, together with Fubini’s theorem give that∫ 1
0
(1− ρ)(k−s)|(1 +R)kUs,p,λ(ρη)|
dρ
1− ρ
. Φ(η),
where
Φ(η) =
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−sp
)p′−1
(1− r)λ−n
|1− rηζ|λ+s
dσ(ζ)
dr
1− r
.
We will follow some of the arguments in [Coh-Ve], page 87. The key point is to apply
Fubini’s theorem in such a way that we obtain on one hand µ(B(ζ, 1 − r)) raised to
the power 1 and on the other hand an expression where in the denominator we have
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|1 − rηζ| raised to some power strictly greater that n. Precisely, let ε > 0 such that
n− s < ε < λ+s−n(2−p)
p−1
. We then have that
Φ(η) =
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
(1− r)ε−n
|1− rζη|ε
)p−1
×
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′−p
(1− r)λ+s−n(2−p)−ε(p−1)
|1− rηζ|λ+s−ε(p−1)
dσ(ζ)
dr
1− r
.
Ho¨lder’s inequality with exponents 1/(p− 1) > 1 and 1/(2− p) gives
Φ(η) . Φ1(η)
p−1Φ2(η)
2−p,
where
Φ1(η) =
∫ 1
0
∫
S
µ(B(ζ, 1− r))
(1− r)n−s
(1− r)ε−n
|1− rζη|ε
dσ(ζ)
dr
1− r
and
Φ2(η)
=
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′
(1− r)(λ+s−n(2−p)−ε(p−1))/(2−p)
|1− rηζ|(λ+s−ε(p−1))/(2−p)
dσ(ζ)
dr
1− r
.
Fubini’s Theorem gives that
Φ1(η) . Is(µ)(η).
Applying again Ho¨lder’s inequality with exponents γ = 1
(p−1)2
> 1 and γ′ = 1
p(2−p)
,
we obtain that∫
S
Φ(η)pw(η)dσ(η) .
(∫
S
Is(µ)
p′(η)w(η)dσ(η)
) 1
γ
(∫
S
Φ2(η)w(η)dσ(η)
) 1
γ′
.
Next, ∫
S
Φ2(η)w(η)dσ(η) .
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′
Ω(ζ, r)dσ(ζ)
dr
1− r
,
where
Ω(ζ, r) =
∫
S
(1− r)(λ+s−n(2−p)−ε(p−1))/(2−p)
|1− rηζ|(λ+s−ε(p−1))/(2−p)
w(η)dσ(η)
We choose 1 < q such that nq < λ+s−ε(p−1)
2−p
(which is possible since n < λ+s−ε(p−1)
2−p
).
We recall that any w ∈ A1 satisfies a doubling condition of order τ , for any τ > n,
that is, w(2kB) . 2kτw(B). Choosing τ < λ+s−ε(p−1)
2−p
, by decomposing in coronas in
the usual way the integral over S with respect to the variable η, we obtain:
Ω(ζ, r) .
w(B(ζ, 1− r))
(1− r)n
.
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Altogether, since w ∈ A1, we have that∫
S
Φ2(η)w(η)dσ(η)
.
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′
w(B(ζ, 1− r))
(1− r)n
dσ(ζ)
dr
1− r
.
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′
w(ζ)dσ(ζ)
dr
1− r
=
∫ 1
0
∫
S
(
µ(B(ζ, 1− r))
(1− r)n−s
)p′−1 ∫
B(ζ,1−r)
dµ(η)
(1− r)n−s
w(ζ)dσ(ζ)
dr
1− r
.
Next, if η ∈ B(ζ, 1− r), we have that B(ζ, 1− r) ⊂ B(η, 4(1− r)). This fact together
with Fubini’s Theorem gives that the above integral is bounded by
∫ 1
0
∫
S
(
µ(B(η, 4(1− r)))
(1− r)n−s
)p′−1
1
(1− r)n−s
w(B(η, 4(1− r)))dµ(η)
dr
1− r
=
∫ 1
0
∫
S
(
µ(B(η, 4(1− r)))
(1− r)n−sp
)p′−1
w(B(η, 4(1− r)))
(1− r)n
dµ(η)
dr
1− r
≈
∫
S
Ws,p,w−(p−1)(µ)dµ ≈
∫
S
Is(µ)
p′(η)w(η)dσ(η),
where in the last estimate we have used the weighted Wolff’s theorem (see [Ad]).
Altogether, we obtain that∫
S
Φ(η)pw(η)dσ(η) .
∫
S
Is(µ)
p′(η)w(η)dσ(η),
that is we have proved (6.24) and then the case p < 2.
Case p ≥ 2. As in the preceding case, it is enough to prove that(∫ 1
0
|(1 +R)kVs,p,λ(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
)p
dσ
is a trace measure for Hps .
It is proved in [Coh-Ve], page 90, that
∫ 1
0
|(1 +R)kVs,p,λ(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
.
∫ 1
0
(
µ(B(ζ, δ))
δn−s
)p′−1
dδ
δ
:= Φ(ζ).
(6.25)
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We will partially follow some of the arguments used in that paper to prove an ex-
tension of Wolff’s inequality. We first observe that
Φp(ζ) = p
∫ 1
0
(
µ(B(ζ, t))
tn−s
)p′−1(∫ t
0
(
µ(B(ζ, y))
yn−s
)p′−1
dy
y
)p−1
dt
t
.
If we choose 0 < ε < s, Ho¨lder’s inequality with exponent p− 1 > 1, gives that(∫ t
0
(
µ(B(ζ, y))
yn−s
)p′−1
dy
y
)p−1
. tε
∫ t
0
µ(B(ζ, y))
yn−s
dy
y1+ε
.
Thus we have that
Φp(ζ) .
∫ 1
0
∫ t
0
µ(B(ζ, y))µ(B(ζ, t))p
′−1 dy
y(n−s)+ε+1
dt
t(n−s)(p′−1)−ε+1
.
Now we check that Φpdσ is a trace measure for Is[L
p], proving that it satisfies that
for any open set G ⊂ S,
∫
G
Φpdσ . Cs,p(G).
Let µG be the (s, p)-extremal capacitary measure of G, and w = Is(Is(µG)
p′−1).
Assertion (vi) in Proposition 6.1 gives that since p ≥ 2, for any 1 < δ < (p−1)n
n−sp
,
wδ ∈ A1, and for any η ∈ S and y > 0,
wδ(B(η, y))
yn
. wδ(η).
We fix δ. Since by (iii) in Proposition 6.1, wδ & 1 on G, we have that∫
G
Φpdσ .
∫
G
Φpwδdσ.
Let η ∈ B(ζ, t). Then B(ζ, t) ⊂ B(η, 4t), and since 0 < y < t, we have
µ(B(ζ, y))µ(B(ζ, t))p
′−1 ≤
∫
B(ζ,y)
µ(B(η, 4t))p
′−1dµ(η).
Integrating with respect to wδ(ζ)dσ(ζ) we have∫
S
µ(B(ζ, y))µ(B(ζ, t))p
′−1wδ(ζ)dσ(ζ)
.
∫
S
∫
B(ζ,y)
µ(B(η, 4t))p
′−1dµ(η)wδ(ζ)dσ(ζ)
≤
∫
S
µ(B(η, 4t))p
′−1wδ(B(η, y))dµ(η).
Using the above estimates, we deduce that
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∫
G
Φ(ζ)pdσ(ζ)
.
∫
S
∫ 1
0
(
µ(B(η, 4t))
tn−s
)p′−1 ∫ t
0
wδ(B(η, y))dy
yn−s+ε+1
dt
t1−ε
dµ(η).
The estimate (6.18) gives then that the above integral can be bounded, up to a
constant by
∫
S
∫ 1
0
(
µ(B(η, 4t))
tn−s
)p′−1 ∫ t
0
wδ(η)dy
y−s+ε+1
dt
t1−ε
dµ(η)
=
∫
S
∫ 1
0
(
µ(B(η, 4t))
tn−s
)p′−1
wδ(η)ts−ε
dt
t1−ε
dµ(η)
=
∫
S
∫ 1
0
(
µ(B(η, 4t))
tn−sp
)p′−1
wδ(η)
dt
t
dµ(η) ≈
∫
S
Ws,p(µ)(η)w
δ(η)dµ(η).
Now, since Ws,p(µ) is bounded on S, then µ is a trace measure for Is[L
p] (see the proof
of Theorem 6.4) and we can bound the above integral, up to a constant, by∫
S
wδ(η)dµ(η)
=
∫ M
0
µ({η; w(η) ≥ t})tδ−1dt .
∫ M
0
Cs,p({η; w(η) ≥ t})t
δ−1dt.
Since
Cs,p({η; w(η) ≥ t}) .
Cs,p(G)
t
,
by (v) in Proposition 6.1, this last integral is bounded, up to a constant, by
Cs,p(G)
∫ M
0
tδ−2dt ≈ Cs,p(G).
That finishes the proof of the case p ≥ 2. 
Remark 6.7. If p = 2, we can replace the potentials Vs,p,λ(µ) considered in the above
theorem, by C2s(µ). This observation is a consequence of the fact that the estimate
(6.25) holds for C2s(µ), that is,∫ 1
0
|(1 +R)kC2s(µ)(ρζ)|(1− ρ)
k−s dρ
1− ρ
.
∫ 1
0
µ(B(ζ, δ))
δn−s
dδ
δ
.
The same arguments used to finish the case p ≥ 2 for the potentials Vs,p,λ(µ), prove
that if C2s(µ) is bounded, then it is a multiplier for H
p
s .
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6.2. Proof of Theorem 1.3.
Proof. Assertion (i) in Theorem 1.3 follows from Theorem 6.4. Assertion (ii) is a
consequence of Corollary 6.5 and Remark 6.7. 
7. Proof of Theorem 1.5
Proof. We begin with the case p < 2 and n− s < 1. We will show that
(7.26) Mrad[Us,p,λ(µE)] . Is[Is[µE ]
p′−1].
Since µE is the capacitary extremal measure associated to E, we have that Is[Is(µE)
p′−1]
is bounded, and consequently, if (7.26) holds, Us,p,λ(µE) is also a bounded function.
Theorem 1.4 gives then that the potential Us,p,λ(µE) is a multiplier for H
p
s . So we are
led to show (7.26).
Since λ > n− s, we have
|Us,p,λ(µE)(z)|
≈
∫ 1
0
∫
S
(
µE(B(ζ, 1− r))
(1− r)n−sp
)p′−1
(1− r)λ−n
|1− rzζ |λ
dσ(ζ)
dr
1− r
≤
∫ 1
0
∫
S
(
µE(B(ζ, 1− r))
(1− r)n−s
)p′−1
1
|1− zζ |n−s
dσ(ζ)
dr
1− r
Next, since 1
p′−1
< 1, and µE(B(ζ, 1− r)) is a decreasing function on r, we have
∫ 1
0
(
µE(B(ζ, 1− r))
(1− r)n−s
)p′−1
dr
1− r
.
(∫ 1
0
µE(B(ζ, (1− r)))
(1− r)n−s
dr
1− r
)p′−1
.
Hence
|Us,p,λ(µE)(z)|
.
∫
S
(∫ 1
0
µE(B(ζ, (1− r)))
(1− r)n−s
dr
1− r
)p′−1
dσ(ζ)
|1− zζ |n−s
≈ Is[Is(µE)
p′−1](z).
In particular, we deduce (7.26).
Next we deal with the case p ≥ 2. In this case we will check that
(7.27) Mrad[Vs,p,λ(µE)](η) .Ws,p[µE](η),
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which again gives that since µE is the capacitary extremal function that Vs,p,λ(µE) is
a bounded and hence a multiplier for Hps . We have that
Vs,p,λ[µE](z)
≤
∫ 1
0
(∫
S
(1− r)λ+sp−n
|1− rzζ|λ
dµE(ζ)
)p′−2 ∫
S
(1− r)λ+sp−n
|1− rzξ|λ
dµE(ξ)
dr
1− r
.
Now, write z = ρη and fix δ < 1. Since |1− rzζ | ≈ (1− r) + (1 − ρ) + |1− ηζ|, we
have ∫
S
dµE(ζ)
|1− rzζ|λ
≥
∫
B(η,δ)
dµE(ζ)
|1− rzζ |λ
&
µE(B(η, δ))
(δ + 1− r + 1− ρ)λ
.
On the other hand, ∫
S
dµE(ξ)
|1− rzξ|λ
.
∫
S
dµE(ξ)
∫
|1−rzξ|<δ
dδ
δλ+1
.
∫ 1
0
µE(B(η, δ))
dδ
(δ + 1− r + 1− ρ)λ+1
.
The fact that we are assuming that p ≥ 2 gives that p′ − 2 ≤ 0, and, consequently the
above estimates give that
|Vs,p,λ[µE ](ρη)|
.
∫ 1
0
∫ 1
0
µE(B(η, δ))
p′−1 (1− r)
(λ+sp−n)(p′−1)dδdr
(δ + 1− r + 1− ρ)λ+1+λ(p′−2)(1− r)
.
But ∫ 1
0
(1− r)(λ−(n−sp))(p
′−1)
(δ + 1− r)λ(p′−1)+1
dr
1− r
.
1
δ(n−sp)(p′−1)+1
.
Plugging this last estimate in the above one, we obtain
Mrad[Vs,p,λ[µE]](η) .
∫ 1
0
(
µE(B(η, δ))
δn−sp
)p′−1
dδ
δ
=Ws,p[µE](η),
and that ends the proof. 
8. Applications
In this section we give some applications of the above results on multipliers for
Hardy-Sobolev spaces.
In the first application we extend a result of Beatrous and Burbea (see [Bea-Bur2]),
which proved the same result for s a positive integer.
Proposition 8.1. Let 1 < p <∞ and 0 < s < n/p. Then H∞ ∩H
n/s
s ⊂Mult(Hps ).
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Proof. Let g ∈ H∞∩H
n/s
s . Since g is bounded, by Theorem 1.1, it is sufficient to prove
that |P0,sg|pdσ is a trace measure for Hps .
Since P0,s is a bijective operator from H
n/s
s to Hn/s (see Proposition 3.12), it is
sufficient to prove that if h ∈ Hn/s, then |h|pdσ is a trace measure for Hps .
Let r = n/s > p and let q be a real number satisfying −n
q
= s − n
p
, that is 1/p =
1/q + 1/r. Since s > 0, we have q > p and, by Proposition 2.4, (iv) Hps ⊂ H
q.
Thus, if h ∈ Hn/s and f ∈ Hps ⊂ H
q, Ho¨lder’s inequality gives
‖hf‖Hp ≤ ‖h‖Hn/s ‖f‖Hq . ‖h‖Hn/s ‖f‖Hps
which proves the result. 
The next application shows that there exists a strong solution of the Corona Theorem
for multipliers of Hps for some particular data.
Proposition 8.2. Let 1 < p < ∞, 0 < n − sp < 1 and assume in addition that
n− s < 1 if p < 2. Let Ki, i = 1, . . . , l be compact subsets of S such that
⋃l
i=1Ki = S.
Let Vi i = 1, . . . , l be the potential multipliers for H
p
s given in Theorem 1.5 associated
to the extremal measures of the compact sets Ki. We then have that there there exist
multipliers of Hps , gi, i = 1, . . . , l, such that
1 =
l∑
i=1
Vigi.
That is, there exists a strong solution of the Corona Theorem for multipliers of Hps with
data V1, . . . , Vl.
Proof. Since Vi ∈ H
p
s , for each i = 1, . . . , l, there exists a.e V
∗
i (η) = limr→1 Vi(rη) ∈ H
p.
On the other hand, by (iii) in Proposition 6.1, for almost every η ∈ Ki, ReV
∗
i (η) & 1.
In addition, Proposition 6.6 gives that ReV ∗i (η) ≥ 0. Consequently,
Re
l∑
i=1
V ∗i (η) & 1,
a.e. η ∈ S. Thus, if P (z, η) denotes de Poisson-Szego¨ kernel,
Re
l∑
i=1
Vi(z) =
∫
S
P (z, η)Re
l∑
i=1
V ∗i (η)dσ(η) & 1,
for any z ∈ B. This estimate gives that V := 1∑l
i=1 Vi
∈ H∞. Since Vi, i = 1, . . . , l
are multipliers for Hps , we deduce from Theorem 4.8, that V is also multiplier for H
p
s .
Thus 1 =
∑l
i=1 ViV .

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Our last application shows that under the same hypothesis than before, for compact
sets K ⊂ S of nonisotropic Riesz capacity zero there exists a sequence (mk)k of multi-
pliers for Hps which converges in H
p
s , and such that lim infρ→1 |mk(ρ(η))| =∞ for any
η ∈ K. In this sense, we could say that such compact sets are weak exceptional sets
for the multipliers of Hps .
Proposition 8.3. Let 1 < p <∞, 0 < n− sp < 1. Assume in addition that n− s < 1
if p < 2. Let K ⊂ S be a compact set such that Cs,p(K) = 0. We then have that there
exists a sequence (mk)k of multipliers of H
p
s , such that
(i) The sequence (mk)k converges to a function F in H
p
s .
(ii) There exists C > 0 such that lim infρ→1 |mk(ρη)| ≥ Ck, for any η ∈ K.
Proof. For any k, let Gk ⊂ S be an open set satisfying that K ⊂ Gk and Cs,p(Gk) ≤
1
2k
.
Let µk be the extremal potential capacity associated to Gk and Fk the corresponding
holomorphic potential given in (6.20) and (6.21). By Theorem 1.5, Fk is a multiplier
for Hps , and we also have (see [Ah-Cohn]), that
‖Fk‖Hps . Cs,p(Gk) ≤
1
2k
.
For k ≥ 1, we define mk :=
∑k
i=1 Fi. These functions verify the required properties,
since by Proposition 6.6, for each η ∈ K we have
lim inf
ρ→1
ReFk(ρη) &Ws,p(µk)(η) & 1,
which ends the proof. 
9. Proof of Theorem 4.1
9.1. A Taylor’s formula with explicit error term.
Lemma 9.1. Let k,m be positive integers and let z, w, u ∈ B. Then we have
1
(1− zu)m
=
k∑
j=0
Rm−11,u
((z − w)u)j
(1− wu)j+1
+Rm−11,u
((z − w)u)k+1
(1− zu)(1− wu)k+1
Proof. For λ and κ in the open unit disk of C we have
1
1− λ
=
k∑
j=0
(λ− κ)j
(1− κ)j+1
+
(λ− κ)k+1
(1− λ)(1− κ)k+1
.
Taking λ = zu and κ = wu, we obtain the case m = 1.
Since Rm−11,u
1
1− zu
=
1
(1− zu)m
, the case m > 1 follows from the case m = 1. 
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Lemma 9.2 (Taylor’s formula). Let L, k, l be nonnegative integers and f ∈ B1−L. If
w ∈ B, then we have
f(z) =
k∑
j=0
∑
|α|=j
1
α!
∂αf(w)(z − w)α + EkL,l(f)(z, w)
where
EkL,l(f)(z, w) := cL+l
∫
B
Rln+Lf(u)(1− |u|
2)L+l−1EkL(z, w, u)dν(u)
and
EkL(z, w, u) := R
n+L−1
1,u
((z − w)u)k+1
(1− zu)(1− wu)k+1
.
Proof. Since
f(z) = cL+l
∫
B
Rln+Lf(u)
(1− |u|2)L+l−1
(1− zu)n+L
dν(u),
Lemma 9.1 with m = n + L and the uniqueness of the k-th order Taylor’s polynomial
prove the result. 
9.2. Integration by parts formulas.
Proposition 9.3. Let N,M be real numbers satisfying n + M > 1 and N > 1. If
g ∈ B1−N , then ∫
B
g(w)
(1− |w|2)N−1 (zj − wj)
(1− zw)n+M
dν(w)
=
N −M
n+M − 1
∫
B
g(w)
(1− |w|2)N−1wj
(1− zw)n+M−1
dν(w).
Proof. If g ∈ B1−N , then for L > N we have
sup
0<r<1
|g(rz)| ≤ sup
0<r<1
|PL(g)(rz)| . |PL(g)(z)| ∈ L1(dνN).
Therefore, by the dominated convergence theorem, it is enough to prove the result for
functions in H(B).
An easy computation shows that
(∂j − wjR)
1
(1− zw)n+M−1
= (n +M − 1)
zj − wj
(1− zw)n+M
+ (n +M − 1)
wj
(1− zw)n+M−1
and
(∂j − wjR)(1− |w|
2)N−1 = −(N − 1)wj(1− |w|
2)N−1.
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Since N > 1, (1 − |w|2)N−1 vanishes on S and thus, by integration by parts, we
obtain
(n+M − 1)
∫
B
g(w)
(1− |w|2)N−1 (zj − wj)
(1− zw)n+M
dν(w)
=− (n +M − 1)
∫
B
g(w)
(1− |w|2)N−1wj
(1− zw)n+M−1
dν(w)
−
∫
B
(∂j − wjR)
(
g(w)(1− |w|2)N−1
)
(1− zw)n+M−1
dν(w)
+ n
∫
B
g(w)
(1− |w|2)N−1wj
(1− zw)n+M−1
dν(w)
=(N −M)
∫
B
g(w)
(1− |w|2)N−1wj
(1− zw)n+M−1
dν(w),
which concludes the proof. 
Iterating the above formula we obtain.
Corollary 9.4. Let N,M be real numbers and let α be a multiindex satisfying N > 1
and 1 ≤ |α| < n +M . If g ∈ B1−N , then∫
B
g(w)
(1− |w|2)N−1 (z − w)α
(1− zw)n+M
dν(w)
= cN,M,|α|
∫
B
g(w)
(1− |w|2)N−1wα
(1− zw)n+M−|α|
dν(w),
where cN,M,|α| =
(N −M) · · · (N −M + |α| − 1)
(n+M − 1) · · · (n+M − |α|)
.
9.3. A fractional Leibnitz’s type formula. Combining the above integration by
parts formulas and the Taylor’s formula we can prove the next two propositions.
Proposition 9.5. Let N˜ > 1, M˜ > 1 − n, 0 < t < N˜ and g ∈ B∞−t. Then, for any
nonnegative integers L, k, l satisfying k < min{N˜ − t, n+ M˜ − 1} and N˜ − t < L, and
f ∈ B1
k+t−N˜
, we have
f(z)PN˜ ,M˜(g)(z) =
k∑
j=0
cN˜,M˜,j
j!
PN˜ ,M˜−j
(
g djf(R,
(j)
· · ·, R)
)
(z)
+ Q˜N˜,M˜,k(f, g)(z),
36 CARME CASCANTE, JOAN FA`BREGA AND JOAQUI´N M. ORTEGA
where
Q˜N˜ ,M˜,k(f, g)(z)
:= cL+l
∫
B
Rln+Lf(u)(1− |u|
2)L+l−1KN˜,M˜,kL (g)(z, u)dν(u)
KN˜ ,M˜,kL (g)(z, u) :=
∫
B
g(w)KN˜,M˜,kL (z, w, u)dν(w),
KN˜ ,M˜,kL (z, w, u) := R
n+L−1
1,u
cN˜cN˜,M˜,k+1(wu)
k+1(1− |w|2)N˜−1
(1− wu)k+1(1− zw)n+M˜−k−1(1− zu)
,
and djf denotes the j-th differential of f , that is dj f(R,
(j)
· · ·, R)(w) =
∑
|α|=j
j!
α!
wα∂αf(w).
Remark 9.6. Note that if N −M is a negative integer, then the result of the above
proposition corresponds to a Leibnitz type formula. For instance, if N˜ = 2, M˜ = 3 and
k = 1, then P2,3 = R1n+2 and the formula is fR
1
n+2g = R
1
n+2(fg)−
1
n+2
gR(f). In this
case Q2,3,1(f, g) = 0.
Observe that in the above proposition, the index k is upper bounded by a constant
depending of N˜, M˜ and t, and in Theorem 4.1 is lower bounded by a constant depending
of N,M and t. This fact seems to be contradictory. However, we will apply the above
proposition to the case N˜ = N+J and M˜ = M+ i with J, i arbitrarily large. Therefore
the upper boundedness of k in the proposition is not relevant in order to prove Theorem
4.1.
Proof. Since L > N˜ − t we have B1
k+t−N˜
⊂ B1−L, and thus, by Lemma 9.2, we have
f(z)PN˜ ,M˜(g)(z)
= cN˜
k∑
j=0
∑
|α|=j
1
α!
∫
B
∂αf(w)(z − w)αg(w)
(1− |w|2)N˜−1
(1− zw)n+M˜
dν(w)
+ cN˜
∫
B
EkL,l(f)(z, w)g(w)
(1− |w|2)N˜−1
(1− zw)n+M˜
dν(w).
By Corollary 9.4, the first term in the right hand part of the equality is equal to
cN˜
k∑
j=0
∑
|α|=j
1
α!
cN˜,M˜,j
∫
B
∂αf(w)g(w)
(1− |w|2)N˜−1wα
(1− zw)n+M˜−j
dν(w),
which coincides with
k∑
j=0
cN˜,M˜,j
j!
PN˜,M˜−j
(
g dj f(R,
(j)
· · ·, R)
)
(z)
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In order to compute the second term, first note that by Corollary 9.4 we have
∫
B
EkL(z, w, u)g(w)P
N˜,M˜(z, w)dν(w)
= cN˜
∫
B
Rn+L−11,u
g(w)((z − w)u)k+1
(1− zu)(1− wu)k+1
(1− |w|2)N˜−1
(1− zw)n+M˜
dν(w)
= cN˜cN˜,M˜,k+1
∫
B
Rn+L−11,u
g(w)(wu)k+1
(1− zu)(1− wu)k+1
(1− |w|2)N˜−1
(1− zw)n+M˜−k−1
dν(w)
= KN˜,M˜,kL (g)(z, u).
Therefore, the identity
∫
B
EkL,l(f)(z, w)g(w)P
N˜,M˜(z, w)dν(w)
= cL+l
∫
B
Rln+Lf(u)(1− |u|
2)L+l−1KN˜,M˜,kL (g)(z, u)dν(u),
(9.28)
will be an easy consequence of Fubini’s theorem and the fact that f ∈ B1
k+t−N˜
. 
The next proposition provides an estimate of |(1 + R)mQ˜N˜ ,M˜,k(f, g)(z)| for some
especial values of L, N˜, M˜ , l, k and m.
Proposition 9.7. Let N˜ > 1, 0 < t < N˜ , M˜ > 1 − n and g ∈ B∞−t. Let also L, k, l
and QN˜ ,M˜,k(f, g) as in Proposition 9.5.
If 0 < N˜ − t−M + k + 1 < m and f ∈ B1
k+t−N˜
, then we have:
|(1 +R)mQ˜N˜ ,M˜,k(f, g)(z)|
. ‖g‖B∞
−t
(∫
B
|Rln+Lf(u)|
(1− |u|2)N˜−t−k+l−1
|1− zu|n+M˜−k+m
dν(u)
+(1− |z|2)k+1−mΩN−t−M˜ (1− |z|
2)
∫
B
|Rln+Lf(u)|
(1− |u|2)L+l−1
|1− zu|n+L+k+1
dν(u)
)
.
Proof. Since
KN˜,M˜,kL (z, w, u) = R
n+L−1
1,u
cN˜cN˜,M˜,k+1(wu)
k+1(1− |w|2)N˜−1
(1− wu)k+1(1− zw)n+M˜−k−1(1− zu)
,
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an easy computation shows that
|(1 +R)mKN˜,M˜,kL (f, g)(z)|
=
∣∣∣∣(1 +Rz)m
∫
B
g(w)KN˜,M˜,kL (z, w, u)dν(w)
∣∣∣∣
.
‖g‖B∞
−t
|1− zu|
∫
B
(1− |w|2)N˜−t−1
|1− wu|n+L+k|1− zw|n+M˜−k−1+m
dν(w)
+
‖g‖B∞
−t
|1− zu|m+1
∫
B
(1− |w|2)N˜−t−1
|1− wu|n+L+k|1− zw|n+M˜−k−1
dν(w)
+
‖g‖B∞
−t
|1− zu|n+L
∫
B
(1− |w|2)N˜−t−1
|1− wu|k+1|1− zw|n+M˜−k−1+m
dν(w)
+
‖g‖B∞
−t
|1− zu|n+L+m
∫
B
(1− |w|2)N˜−t−1
|1− wu|k+1|1− zw|n+M˜−k−1
dν(w)
:= I1 + I2 + I3 + I4.
Lemma 3.5 and the hypotheses k < min{N˜ − t, n + M˜ − 1}, N˜ − t < L, if 0 <
N˜−t−M˜+k+1 < m, we have max{M˜−k−1, k} < N˜−t < min{M˜, L+k, M˜−k−1+m}
gives
I1 + I2 + I3 . ‖g‖B∞
−t
(
(1− |u|2)N˜−t−L−k
|1− zu|n+M˜−k+m
+
(1− |z|2)N˜−t−M˜+k+1−m
|1− zu|n+L+k+1
)
+ ‖g‖B∞
−t
(1− |u|2)N˜−t−L−k
|1− zu|n+M˜−k+m
+ ‖g‖B∞
−t
(1− |z|2)N˜−t−M˜+k+1−m
|1− zu|n+L+k+1
. ‖g‖B∞
−t
(
(1− |u|2)N˜−t−L−k
|1− zu|n+M˜−k+m
+
(1− |z|2)N˜−t−M˜+k+1−m
|1− zu|n+L+k+1
)
The last inequality is a consequence of 1− |u|2 ≤ 2|1− zu|.
The last integral depends of the sign of N˜ − t− M˜ and in this case Lemma 3.5 gives
I4 . ‖g‖B∞
−t
ΩN˜−t−M˜(|1− zu|)
|1− zu|n+L+m
. ‖g‖B∞
−t
(1− |z|2)k+1−mΩN˜−t−M˜(1− |z|
2))
|1− zu|n+L+k+1
.
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Since (1− |z|2)N˜−t−M˜ ≤ ΩN˜−t−M˜(1− |z|
2),
I1 + I2 + I3 + I4 . ‖g‖B∞
−t
(1− |u|2)N˜−t−L−k
|1− zu|n+M˜−k+m
+ ‖g‖B∞
−t
(1− |z|2)k+1−mΩN˜−t−M˜(1− |z|
2))
|1− zu|n+L+k+1
,
we ends the proof. 
9.4. Proof of Theorem 4.1. By Proposition 3.7 for any nonnegative integer J there
exist constants ai, 0 ≤ i ≤ J such that
PN,M(g)(z) = cN+J
∫
B
g(w)RJn+N
1
(1− zw)n+M
(1− |w|2)N+J−1dν(w)
=
J∑
i=0
aiP
N+J,M+i(g)(z).
In order to prove to prove Theorem 4.1, we apply Propositions 9.5 and 9.7 to the
terms fPN+J,M+i(g) with k + 1 − n −M < i ≤ J . Since fPN+J,M+i(g) satisfy the
conditions in Proposition 9.5, we have
fPN+J,M+i(g) =
k∑
j=0
cN+J,M+i,j
j!
PN+J,M+i−j
(
g dj f(R,
(j)
· · ·, R)
)
+ Q˜N+J,M+i,k(f, g).
Defining
QN,M,k(f, g)(z) :=
∑
k+1−n−M<i≤J
Q˜N+J,M+i,k(f, g)(z)
we obtain formula (4.10).
The estimate of |(1 + R)mQN,M,k(f, g)| given in Theorem 4.1 follows from the esti-
mates of |(1 + R)mQ˜N+J,M+i,k(f, g)|, for k + 1 − n−M < i ≤ J . By proposition 9.7,
all these estimates are bounded for the one corresponding to the case i = J , which
coincides with the one stated in Theorem 4.1.
References
[Ad] Adams, D.R.: Weighted nonlinear Potential Theory , Trans. Amer. Math. Soc. 297 (1986),
73-94.
[Ad-He] Adams,D.R. and Hedberg, L.I.: Function Spaces and Potential Theory, Springer-Verlag
Berlin-Heidelberg-New York, 1996.
[Ah-Cohn] Ahern, P.; Cohn, W.: Exceptional sets for Hardy Sobolev functions, p > 1. Indiana Univ.
Math. J. 38 (1989), no. 2, 417-453.
[Bea-Bur1] Beatrous, F.; Burbea, J.: Holomorphic Sobolev spaces on the ball. Dissertationes Math.
276 (1989).
40 CARME CASCANTE, JOAN FA`BREGA AND JOAQUI´N M. ORTEGA
[Bea-Bur2] Beatrous, F.; Burbea, J.: On multipliers for Hardy-Sobolev spaces. Proc. of the AMS,
136, (2008), 2125-2133.
[Bo] Bo¨e, B.: Construction of multipliers for Bessel potential spaces, unpublished.
[Ca-Or1] Cascante, C.; Ortega, J.M.: Carleson Measures for weighted Hardy-Sobolev spaces. Nagoya
Math. J. 186 (2007), 29-68.
[Ca-Or2] Cascante, C.; Ortega, J.M.: Carleson Measures for weighted Besov spaces. Ark. Mat. 49
(2011), no. 1, 31-59
[Ca-Or2] Cascante, C.; Ortega, J.M.: Imbedding potentials in tent spaces. J. Funct. Anal. 198 (2003),
no. 1, 106-141.
[Ca-Or-Ve] Cascante, C., Ortega, J.M. Verbitsky, I.E.: On Lp−Lq trace inequalities. J. London Math.
Soc. 74 (2006), no. 2, 497-511.
[Coh-Ve] W.S. Cohn, I.E. Verbitsky.: Non-linear potential theory on the ball, with applications to
exceptional and boundary interpolation sets, Michigan Math. J. 42, (1995), 79-97.
[He-Wo] L.I. Hedberg and Th. H. Wolff, Thin sets in nonlinear potential theory, Ann. Inst. Fourier
(Grenoble) 33, (1983), 161-187.
[Ma-Sha] Maz’ya, V.G., Shaposnikova, T.O.: Theory of multipliers in spaces of differentiable func-
tions. Monographs and Studies in Mathematics 23, (1985).
[Ma-Ve] Maz’ya, V.G., Verbitsky, I.E.: Capacitary inequalities for fractional integrals, with applica-
tions to partial differential equations and Sobolev multipliers. Ark. Mat. 33 (1995), 81-115.
[Or-Fa1] Ortega, J. M.; Fa`brega, J.: Holomorphic Triebel-Lizorkin spaces. J. Funct. Anal. 151 (1997),
no. 1, 177-212.
[Or-Fa2] Ortega, J. M.; Fa`brega, J.: Hardy’s inequality and embeddings in holomorphic Triebel-
Lizorkin spaces. Illinois J. Math. 43 (1999), no. 4, 733-751.
[Or-Fa3] Ortega, J. M.; Fa`brega, J.: Pointwise multipliers and decomposition theorems in analytic
Besov spaces. Math. Z. 235 (2000), no. 1, 5381.
[Or-Fa4] Ortega, J.M.; Fabrega, J.: Multipliers in Hardy-Sobolev spaces. Int. Eq. Op. Th. 55 (2006),
535-560.
[Ru] Rudin, W.: Function theory in the unit ball of Cn. Springer Verlag, New York, 1980.
[Tr] Triebel, H.: Theory of function spaces. II. Monographs in Mathematics, 84. Birkhuser Verlag,
Basel, 1992.
Dept. Matema`tica Aplicada i Ana`lisi, Universitat de Barcelona, Gran Via 585, 08071
Barcelona, Spain
E-mail address : cascante@ub.edu, joan
−
fabrega@ub.edu, ortega@ub.edu
