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Introduction
The radiative heat transfer is one of three possible kinds of heat transport between
areas of different temperature. All three kinds of heat transport can easily be
characterized and explained using a cup of hot tea.
In the interior of the cup, the convection transports hot tea from the hotter
regions of the cup to the cooler periphery. This flow is characterized by a slight
haze in the liquid and is therefore easily recognizable if the cup is warmed up from
below. The convection depends on a non-rigid medium since it is based on the
physical movement of kinetically excited molecules.
The heat transport through the cup into the hands of the tea drinker is done
by a process that is referred to as thermal conduction. The thermal conduction
in a solid medium is carried out by the movement of free electrons or by the
interaction of photons, for example through the excitation of energy levels. In
liquids and gases, the heat conduction is based on the transfer of kinetic energy
through collisions of individual molecules. Comparable to the convection, the heat
conduction depends on the existence of a transporting medium. In what physical
state this medium is, however, is irrelevant.
The third form of heat transport which is observable in this example plays only
a minor role for low temperatures that prevail in a cup of tea but it becomes
crucial at high temperatures or in the absence of a transport medium. This is the
transport of heat by means of electromagnetic waves which is called radiative heat
transfer. The radiative heat transfer becomes obvious if the tea drinker can feel
the heat of the cup even before the cup itself is touched.
Apart from this example, the radiative heat transfer can be observed in other
situations. One of the simplest forms is represented by the radiative transfer in
vacuum. This process is observable for the energy transfer from a star to its planets.
In this case, it is sufficient to restrict ourselves to the surfaces of the bodies.
Radiative transfer can be observed as well in semi-transparent media, such as
biological tissue or glass. The medium in which the radiation transport occurs in-
fluences the radiative transfer by processes such as absorption, emission, reflection
or scattering. For the modeling of radiation transport in such an environment,
different models, including the ray model, are used. This model describes the ra-
diative heat transfer by means of a scalar quantity, the radiation intensity. The
radiation intensity in this model is considered along a beam in a predetermined
direction.
The mathematical representation of the ray model of radiative transfer in par-
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ticipating media leads to an integro-differential equation which can be solved by
the method of the discrete ordinates. Like the ray model of radiative transfer, the
differential equation of radiative transfer depends on the considered direction.
When the directional dependence is not of interest, the use of an angle-integrated
form is possible if some simplifications are made. This process leads to a weakly
singular Fredholm integral equation of the second kind.
The consideration of the integral equation yields a number of advantages in
comparison to the treatment of the differential equation. For example, the reduced
number of degrees of freedom as well as other properties, which are advantageous
for a numerical approximation.
The singular integral equation of radiative transfer can be solved numerically
via a Galerkin approach. Assuming a sufficient smoothness of the boundary, the
compactness of the operator of the integral equation can be shown. This allows to
draw conclusions about the existence and uniqueness of a solution.
A crucial difficulty in the Galerkin approximation lies in the efficient and accu-
rate evaluation of singular integrals. Standard quadrature methods require high
integration orders to reach even moderate accuracies. Therefore, special proce-
dures must be developed that allow the determination of singular integrals.
The radiation transport in scattering media is an active research topic and is there-
fore subject of scientific papers and other publications. The most comprehensive
sources of literature are probably among the works [Mod03, SHM10] which cover
most aspects of theoretical issues in detail.
From the field of research, we only name the PhD theses [Sch03, Wid09] as rep-
resentatives. The dissertation [Wid09] considers questions about the discretization
of the radiative transfer equation in the direction-dependent form and its solution
using sparse grids. [Sch03] is devoted – as this work – to the solution of the ra-
diative transfer equation in scattering media in its direction-independent form,
however, follows especially in the treatment of singular integrals others pathways.
This work is subject to the following outline:
Section 1 of this dissertation is devoted to the derivation of the mathematical
model and the clarification of basic definitions. Based on the radiative transfer
in a vacuum, the radiative transfer in participating media is introduced and the
basic principles are given. Related necessary simplifications are considered as well
as the classification into physical relationships. At the end of Section 1.1, the
formulation of the radiative transfer equation as a differential equation is given.
In Section 1.2, the transformation of the differential equation of radiative transfer
into a Fredholm integral equation of the second kind is explained. The integration
over all directions transforms the differential equation into a direction-independent
system of integral equations. This system characterizes no longer the mentioned
vi
radiation intensity but describes the so-called irradiation and the radiative flux.
Section 2 seeks to analyze and characterize the properties of the system of equa-
tions obtained in Section 1.2 and describes procedures for its numerical solution.
In Section 2.1, we succeed to prove the compactness of the integral operator under
conditions regarding the smoothness of the boundary of the domain. From this,
the existence and uniqueness of a solution can be derived. Section 2.2 deals with
the issues surrounding the numerical solution of the radiative transfer equation as
a system of integral equations.
Section 3 presents the hierarchical integration for determining multi-dimensional,
singular double integrals. Based on a decomposition of the integration domain, the
description of singular integrals is performed by a system of equations whose right
hand side depends only on regular integrals. Under the condition that the regular
integrals and the solution of the system of equations are determined exactly, the
singular integrals are determined exactly as well. In the case of a numerical solu-
tion of the regular integrals, the error order is crucial for the error of the singular
integrals. The Sections 3.2 and 3.3 consider hypercubes of arbitrary dimension
and simplexes up to 3 dimensions as integration areas. The kernel of the double
integral only needs to fulfill the properties of translational invariance and homo-
geneity. Assuming that a non-translation-invariant or non-homogeneous kernel of
an integral can be decomposed into summands, which are themselves translation-
ally invariant and homogeneous, the computation of such integrals is possible as
Section 3.4 shows. Finally, Section 3.6 describes a splitting for strongly and hy-
persingular integrals and explains the connections to the Hadamard partie finie.
Thus, the method is applicable for arbitrary dimensions and arbitrary singularity
orders.
Section 4 considers numerical issues. The radiative heat transfer equation con-
sidered in this work is solvable using a Galerkin approach, however in general, it
leads to a dense system matrix. Section 4.1 clarifies theoretical aspects of efficient
storage and processing of matrices under a numerical point of view and the tran-
sition of a dense to a sparse matrix. The subsection 4.2 is devoted to the design
and the structure of the mesh on which the numerical solution is performed. It
is known that problems such as radiation transport in scattering media require
meshes, which provide a finer structure in the direction of the corners and edges.
The meshes considered in this section reflect these needs. For two specific exam-
ples, a cube and a thin plate, Section 4.3 verifies the theoretical statements and
presents some results.
In a concluding section we summarize the important aspects of this work. Fi-
nally, the Appendix collects additional definitions, explanations and examples
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Der Strahlungstransport stellt eine von drei Arten des Wärmetransports zwischen
Gebieten unterschiedlicher Temperatur dar. An einer Tasse heißen Tees lassen sich
alle drei Formen leicht überblicken und unterscheiden.
Im Inneren der Tasse fördert die Konvektion Tee aus den heißen Bereichen des
Gefäßes in die kühleren Randgebiete. Diese Strömung ist durch leichte Schlieren
in der Flüssigkeit gut erkennbar, wenn die Tasse beispielsweise von unten erwärmt
wird. Die Konvektion ist damit auf ein nicht starres Medium angewiesen, da sie
auf der physischen Bewegung kinetisch angeregter Moleküle beruht.
Der Wärmetransport durch die Tasse hindurch bis in die Hand des Teetrinkers
erfolgt durch einen Prozess, der als Wärmeleitung bezeichnet wird. Die Wärmelei-
tung erfolgt in einem festen Medium durch die Bewegung freier Elektronen bezie-
hungsweise durch die Interaktion von Photonen, beispielsweise durch die Anregung
entsprechender Energieniveaus. In Flüssigkeiten und Gasen basiert die Wärmelei-
tung auf der Übertragung von kinetischer Energie durch Kollision einzelner Mole-
küle untereinander. Wie die Konvektion, ist auch die Wärmeleitung auf ein Medium
angewiesen. In welchem Aggregatzustand es sich jedoch befindet, ist unerheblich.
Die dritte Form des Wärmetransports, die an diesem Beispiel beobachtbar ist,
spielt für geringe Temperaturen, wie sie in einer Teetasse herrschen, nur eine un-
tergeordnete Rolle, gewinnt bei hohen Temperaturen oder in Abwesenheit eines
Transportmediums aber entscheidende Bedeutung. Hierbei handelt es sich um den
Wärmetransport mittels elektromagnetischer Wellen, der Strahlungstransport ge-
nannt wird. Der Strahlungstransport tritt fühlbar zu Tage, wenn dem Teetrinker
noch vor dem Berühren der Tasse deren Hitze gegen die Handfläche schlägt.
Der Strahlungstransport tritt jedoch noch in einer Reihe anderer Felder zu Tage.
Eine der einfachsten Formen stellt der Strahlungstransport im Vakuum dar, ein
Vorgang, der im kosmischen Umfeld, beispielsweise bei der Energieübertragung
von einem Stern auf seine Planeten, beobachtbar ist. Hierbei ist es hinreichend,
sich auf die Betrachtung von Oberflächen zu beschränken.
Strahlungstransport kann jedoch auch in semitransparenten Medien, wie biologi-
schem Gewebe oder Glas, beobachtet werden. Das Medium, in dem der Strahlungs-
transport erfolgt, wirkt sich durch Vorgänge wie Absorption, Emission, Reflexion
oder Streuung auf den Strahlungstransport aus. Für die Modellierung des Strah-
lungstransports in einem solchen Umfeld können verschiedene Modelle, darunter
das Strahlenmodell, genutzt werden. Dieses Modell beschreibt den Wärmetran-
sport anhand einer skalaren Größe, die Strahlungsintensität genannt wird. Be-
1
Einleitung
trachtet wird die Strahlungsintensität in diesem Modell entlang eines Strahls in
eine vorgegebene Richtung.
Die mathematische Darstellung des Strahlenmodells des Strahlungstransports
in partizipierenden Medien führt auf eine Integro-Differentialgleichung, zu deren
Lösung das Verfahren der diskreten Ordinaten eingesetzt werden kann. Die Dif-
ferentialgleichung des Strahlungstransports bleibt abhängig von der betrachteten
Richtung.
Ist die Richtungsabhängigkeit – wie in dieser Arbeit – nicht von Interesse, so
kann der Übergang zu einer winkelintegrierten Form erfolgen, soweit einige Verein-
fachungen angenommen werden. Die zu unternehmenden Abschwächungen erschei-
nen bei der Betrachtung realer Fragestellungen akzeptabel. Dieser Übergang führt
schließlich auf eine schwach singuläre Fredholm’sche Integralgleichung zweiter Art.
Die Betrachtung der Integralgleichung bringt im Vergleich zur Behandlung der
Differentialgleichung eine Reihe von Vorteilen mit sich. Hierzu zählen beispielsweise
die verringerte Anzahl an Freiheitsgraden sowie weitere Eigenschaften, die sich
beim Übergang zu einer numerischen Näherung als vorteilhaft erweisen.
Die singuläre Integralgleichung des Strahlungstransports kann mittels eines Ga-
lerkin-Ansatzes numerisch gelöst werden. Geht man von einer hinreichenden Glatt-
heit des Randes aus, kann die Kompaktheit des Operators der Integralgleichung
gezeigt werden. Dies wiederum erlaubt Rückschlüsse auf die Existenz und Eindeu-
tigkeit einer Lösung.
Ein Augenmerk bei der Ermittlung der Galerkin-Näherung ist auf die Bestim-
mung der singulären Integrale der Galerkin-Diskretisierung zu richten. Standard-
verfahren führen bei der Anwendung auf singuläre Integrale selbst bei hoher In-
tegrationsordnung zu inakzeptablen Fehlern. Daher sind spezielle Verfahren zu
entwickeln, die die Bestimmung singulärer Integrale erlauben.
Der Strahlungstransport in streuenden Medien ist aktiver Forschungsgegenstand
und findet daher auch in der Literatur sowie in einer Reihe von Forschungsarbei-
ten Beachtung. Die umfänglichsten Quellen der Literatur stellen wohl die Werke
[Mod03, SHM10] dar, die die meisten Aspekte theoretischer Fragestellungen aus-
führlich behandeln.
Aus dem Bereich der Forschungsarbeiten seien nur die Arbeiten [Sch03, Wid09]
stellvertretend genannt. Die Dissertation [Wid09] betrachtet Fragestellungen um
die Diskretisierung der Strahlungstransportgleichung in ihrer richtungsabhängigen
Form und deren Lösung mittels Sparse Grids, [Sch03] widmet sich, wie auch die
vorliegende Arbeit, der Lösung der Strahlungstransportgleichung in streuenden
Medien in einer von der Richtung unabhängigen Form, folgt jedoch speziell in der
Behandlung der singulären Integrale anderen Pfaden.
Die vorliegende Arbeit unterliegt der folgenden Gliederung:
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Der Abschnitt 1 dieser Arbeit widmet sich der Herleitung des mathematischen
Modells und der Klärung aller grundlegenden Definitionen. Ausgehend vom Strah-
lungstransport im Vakuum, erfolgt die Einführung der für den Strahlungstransport
in partizipierenden Medien wichtigen Begriffe sowie die Einflechtung der Zusam-
menhänge in die Strahlungstransportgleichung. Weiterführend werden notwendige
Vereinfachungen ebenso betrachtet, wie die Einordnung in physikalische Zusam-
menhänge. Den Abschluss des Abschnittes 1.1 bildet die Formulierung der Strah-
lungstransportgleichung als Differentialgleichung. In Abschnitt 1.2 erfolgt die Über-
führung der Differentialgleichung des Strahlungstransports in eine Fredholm’sche
Integralgleichung zweiter Art. Herzu erfolgt durch Integration über alle Richtungen
eine Transformation der Differentialgleichung in ein richtungsunabhängiges System
von Integralgleichungen. Dieses charakterisiert nun nicht mehr die einleitend er-
wähnte Strahlungsintensität, sondern beschreibt die sogenannte Einstrahlung sowie
den Strahlungsfluss.
Der Abschnitt 2 bemüht sich um die Analyse und Charakterisierung der Eigen-
schaften des in Abschnitt 1.2 gewonnenen Gleichungssystems und zeigt Verfahren
zu dessen numerischer Lösung auf. So gelingt in Abschnitt 2.1 unter Bedingungen
an den Rand des Gebietes der Nachweis der Kompaktheit des Integraloperators.
Aus dieser Eigenschaft wiederum ist die Existenz und Eindeutigkeit einer Lösung
ableitbar. Abschnitt 2.2 behandelt Fragestellungen um die numerische Lösung der
Strahlungstransportgleichung als System von Integralgleichungen.
Der Abschnitt 3 stellt das Verfahren der hierarchischen Integration zur Bestim-
mung multidimensionaler, singulärer Doppelintegrale vor. Basierend auf einer Zer-
legung des Integrationsgebietes, erfolgt die Beschreibung singulärer Integrale durch
ein Gleichungssystem, dessen rechte Seite nur von regulären Integralen abhängig
ist. Können die regulären Integrale, die die rechte Seite des Gleichungssystems bil-
den, sowie die Lösung des Gleichungssystems selbst exakt bestimmt werden, so
sind auch die singulären Integrale exakt bestimmt. Bei einer numerischen Lösung
der regulären Integrale ist die Fehlerordnung ausschlaggebend für den Fehler der
singulären Integrale. In den Abschnitten 3.2 und 3.3 werden Hyperwürfel beliebiger
Dimension sowie Simplizes bis einschließlich Dimension 3 als Integrationsgebiete
betrachtet. Als Voraussetzungen an den Kern des Doppelintegrals sind nur die Ei-
genschaften der Translationsinvarianz sowie der Homogenität zu richten. Kann ein
nicht translationsinvarianter oder nicht homogener Kern eines Integrals in Sum-
manden zerlegt werden, die selbst translationsinvariant und homogen sind, ist auch
die Bestimmung solcher Integrale möglich, wie Abschnitt 3.4 zeigt. Abschnitt 3.6
stellt schließlich für stark und hypersinguläre Integrale die Verbindungen zu dem
Begriff des Hadamard partie finie her. Somit ist das gezeigte Verfahren für beliebige
Dimensionen und beliebige Singularitätsordnungen anwendbar.
Der Abschnitt 4 betrachtet numerische Fragestellungen. Die in dieser Arbeit be-
trachtete Strahlungstransportgleichung ist im Allgemeinen mittels eines Galerkin-
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Ansatzes lösbar, führt jedoch auf eine voll besetzte Systemmatrix. So klärt Ab-
schnitt 4.1 theoretische Aspekte der effizienten Speicherung und Verarbeitung
von Matrixdaten unter numerischen Gesichtspunkten sowie den Übergang zu ei-
ner schwach besetzten Matrix. Der Unterabschnitt 4.2 widmet sich Gestalt und
Struktur des Gitters, auf dem die numerische Lösung erfolgen soll. Es ist bekannt,
dass Problemstellungen wie der Strahlungstransport in streuenden Medien für die
numerische Lösung Gitter voraussetzen, die in Richtung der Ecken und Kanten
feiner strukturiert sind. Die in diesem Abschnitt betrachteten Gitter tragen diesen
Anforderungen Rechnung. An zwei konkreten Beispielen, einem Würfel und einer
dünnen Platte, werden in Abschnitt 4.3 die theoretischen Aussagen überprüft und
einige Ergebnisse dargestellt.
Eine Zusammenfassung umreißt nochmals die Aspekte dieser Arbeit, bevor der
Anhang schließlich Definitionen, Erläuterungen und Beispiele präsentiert, die zur
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Hierarchische Quadratur multidimensionaler Integrale
Pr Menge der Polynome vom Grade höchstens r
Γ Zerlegung des Randes ∂D des Gebietes D
κ Kernfunktion eines Integraloperators, κ(x,y)
µ Maß einer Menge
ϕ Basiselemente eines Raumes
Πn Projektion von einem linearen Raum X auf einen
n-dimensionalen Unterraum Xn ⊂ X
K(X,Y ) Menge der kompakten Operatoren über linearen,
Banach- oder Hilbert-Räumen X, Y
L(X,Y ) Menge der linearen Operatoren
Lp Raum der p-fach integrierbaren Funktionen
Hierarchische Quadratur multidimensionaler Integrale
γ n n-dimensionales Referenzelement (n-Würfel)
Γreg Menge der regulären Gebietspaare
Γd Menge der singulären Paare mit einer gemeinsa-
men d-dimensionalen Fläche
κ Kernfunktion eines Integraloperators, κ(x,y)
τn n-dimensionales Referenzelement (Simplex)
c1 Skalierungsfaktor als Produkt von Transformati-
onsdeterminanten
d Dimension der gemeinsamen Fläche
I Integral, sein Zahlenwert, mit zusätzlichem Index
auch Vertreter der Äquivalenzklassen
p.f. partie finie; Integralbegriff im Sinne des Hada-
mard partie finie
Φ Abbildung zwischen Elementen; meist Abbildung
des Referenzelements auf das betrachtete Element
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1. Strahlungstransport in streuenden Medien
Der Begriff des Strahlungstransports wird allgemein zur Beschreibung des Wär-
metransports mittels elektromagnetischer Wellen genutzt. Neben der so charakte-
risierten thermischen Strahlung kann der Wärmetransport auch mittels Wärmelei-
tung und Konvektion erfolgen. Im Gegensatz zu Wärmeleitung oder Konvektion
kann die thermische Strahlung unabhängig von einem Transportmedium beschrie-
ben werden. Hierfür kann das quantenmechanische Modell der Photonen [Pad00],
das Wellenmodell oder der Strahlenbegriff genutzt werden.
Das Wellenmodell und auch das quantenmechanische Modell ermöglichen sehr
exakte Beschreibungen des Strahlungstransports, vor allem der in Medien auftre-
tenden Wechselwirkungen wie Reflexion, Absorption, Emission und Streuung, aber
auch der Polarisation. Diese Möglichkeiten exakter Beschreibung gehen jedoch mit
einem hohen numerischen Aufwand einher.
Diese Arbeit stützt sich daher auf den letzten der erwähnten Begriffe, den Strah-
lenbegriff, wie beispielsweise auch [SHM10, Mod03] und [Cha60]. Die physikali-
schen Wechselwirkungen der Reflexion, Absorption, Emission und Streuung kön-
nen in dieses Modell eingebracht werden, komplexere Vorgänge wie beispielsweise
die bei einer Reflexion auftretende Polarisation sind nur schwer beschreibbar. Für
das Verhalten polarisierten Lichts in Gasen bietet [Cha60] einen Zugang an. Wir
schließen die Polarisation aus den Betrachtungen aus.
1.1. Herleitung des mathematischen Modells
Im Strahlenmodell ist die transportierte Energie durch eine skalare Größe, die
Intensität Iν , beschrieben. Die Intensität im Inneren eines abgeschlossenen Gebie-
tes wird durch die Strahlungstransportgleichung charakterisiert. Den einfachsten
Fall stellt dabei der Strahlungstransport im Vakuum dar, der nachfolgend den
Ausgangspunkt für die Herleitung der Strahlungstransportgleichung in streuenden
Medien bilde. Einleitend soll jedoch die Definition einiger grundlegender Begriffe
erfolgen.
Definition 1.1.1 (Raumwinkel)
Der Raumwinkel Ωx→y, unter dem die Fläche Ay im Punkt x ∈ Ax beobachtet








1. Strahlungstransport in streuenden Medien
mit der Richtung s ∈ S2, in der sich Ay von x aus befindet, der Normalen n̄y
des Flächenelements Ay und dem Abstand s der Elemente. Er ist damit gleich
der Fläche der Projektion des Elements Ay auf die Einheitskugel um x ∈ Ax, wie
in Abbildung 1.1 dargestellt. Der Raumwinkel ist eine dimensionslose Größe, wird




Abbildung 1.1.: Der Raumwinkel als Ausschnitt der Oberfläche einer Sphäre.
Definition 1.1.2 (Spezifische und monochromatische Intensität)
Die spezifische Intensität I ist gegeben als eine skalare Größe in Abhängigkeit eines
Ortes x, einer Richtung s sowie der Zeit t und ist definiert als die Strahlungsenergie
dE, die in der Zeitspanne dt ausgehend vom Flächenstück dA in den Raumwinkel
dΩ abgegeben wird [WWW09],
I (x, s, t) :=







Im Allgemeinen sind alle Größen des Strahlungstransports abhängig von der
Frequenz ν des Lichtes. Aus diesem Grunde sei die monochromatische Intensität
Iν , nachfolgend auch als Strahlungsintensität oder schlicht Intensität bezeichnet,
Iν (x, s, t, ν) :=




m2 · sr ·Hz
]
,
abhängig von einem Ort x, einer Richtung s, der Zeit t sowie der der Frequenz ν,
eingeführt. Als Zusammenhang zwischen der spezifischen und der monochromati-
schen Intensität gilt
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Bemerkung 1.1.3 (Zur Verkürzung der Schreibweise)
Die (spezifische) Intensität I beziehungsweise Iν ist, wie soeben eingeführt, von
drei oder vier Variablen abhängig. Zur Vereinfachung der Notation werden nicht
benötigte oder offenbare Abhängigkeiten nachfolgend nicht explizit erwähnt.
1.1.1. Strahlungstransport im Vakuum
Betrachten wir einleitend zwei Flächenstücke im Vakuum. Ein Energiestrom ströme
zum Zeitpunkt ti durch eine fiktive infinitesimal kleine Fläche dAx im Raum am
Punkt x auf einem Strahl entlang der Normalen der Fläche in Richtung s. Die
dAx während der Zeitspanne dt durchströmende Energie des Frequenzbereichs
dν treffe entlang der Normalen der Fläche auf die infinitesimale Fläche dAy am
Punkt y = x + dx auf dem Strahl in Richtung s. Im Gegensatz zu Abbildung
1.1 betrachten wir also zwei sich gegenüberliegende Flächenstücke. Abbildung 1.2
skizziert die Anordnung. Für die Intensität Iν gilt unter diesen Annahmen [Mod03]




mit dem Raumwinkel dΩx→y, unter dem Ax von Ay aus beobachtet wird, und
dem Abstand s = ‖x− y‖ = ‖dx‖ der Flächen. Zum Zeitpunkt tj = ti + sc0 trifft
die Energie auf dAy und durchströmt diese Fläche. Für den Energiestrom durch
dAy, der von dAx ausgeht, gilt wiederum




Bedingt durch die Größe der Lichtgeschwindigkeit c0, vernachlässigen wir die Zeit-
spanne sc0 und setzen ti = tj . Wir gehen also davon aus, die betrachteten Entfer-
nungen seien so klein, dass Änderungen in der Strahlungsintensität entlang jedes
Strahls sofort beobachtet werden können, kurz Iν(x) = Iν(y), oder
Iν(s) = const (s ∈ S2) .
In einem Medium, in welchem weder Absorption, Emission noch Streuung auftre-
ten, ist die Strahlungsintensität konstant entlang der Richtung des betrachteten
Strahls. Gehen wir nun zu einem Medium über, in dem Wechselwirkungen nicht
mehr ausgeschlossen werden, so dient dieser Zusammenhang als Ausgangspunkt
für die Herleitung der Strahlungstransportgleichung.
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Abbildung 1.2.: Strahlungstransport im Vakuum zwischen zwei infinitesimal klei-
nen Flächenstücken.
1.1.2. Verminderung und Steigerung der Strahlungsintensität in
einem Medium
Der letzte Abschnitt skizzierte den Strahlungstransport im Vakuum zwischen zwei
Flächenstücken. Hierbei blieb die Intensität Iν entlang eines Strahls s konstant.
Wir wollen nun ein beschränktes Gebiet D mit einem glatten oder stückweise
glatten Rand ∂D betrachten, in dem wir ein partizipierendes Medium annehmen,
somit Effekte wie Absorption, Emission und Streuung auftreten, die die Intensität
Iν beeinflussen. Weiterhin gehen wir von einem Material aus, in welchem sich
Licht entlang eines geraden Strahls in Richtung s auszubreiten vermag. Wir setzen
demnach ein Medium mit konstantem Brechungsindex voraus, welches wir darüber
hinaus als nicht polarisierend, unbewegt, homogen und im thermodynamischen
Gleichgewicht befindlich annehmen.
Zur Veranschaulichung der Symbolik dieses Abschnitts diene Abbildung 1.3.
Absorption und Emission
Die Verringerung der Strahlungsintensität durch Absorption ist proportional zur
Intensität der einfallenden Strahlung, aber auch zur Strecke dx, die der Lichtstrahl
ausgehend von x im Medium zurückgelegt hat. Für die Änderung der Strahlungs-
intensität notieren wir
dIν = −κ(x)Iν dx. (1.2)
Die Materialgröße κ(x) ≥ 0 wird Absorptionskoeffizient genannt und ist, wie auch
die Strahlungsintensität, abhängig von der Frequenz ν. Das negative Vorzeichen
wird gewählt, um die Verringerung der Intensität zu verdeutlichen. Absorbierte
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Abbildung 1.3.: Veranschaulichung der Notation in 1.1.2 und nachfolgenden
Abschnitten.
Energie erfährt eine Umwandlung in interne Energie des Mediums und kann unter
Umständen Emission anregen.
Bemerkung 1.1.4 (Zur mathematischen Form von Materialgrößen)
Der soeben eingeführte Absorptionskoeffizient κ, wie auch die nachfolgend noch
zu definierenden Materialgrößen, dienen der Beschreibung komplexer Vorgänge im
Inneren eines Mediums und bilden nur vereinfacht die realen Vorgänge ab. Die
einleitend erwähnten Anforderungen an das Material lassen die Forderung zu, dass
die Materialgrößen durch stetige beschränkte Funktionen abgebildet werden.
Die Emissionsrate eines Volumenelements steht im Verhältnis zu dessen Größe.
Die emittierte Energie pro Zeiteinheit ist daher proportional zur Pfadlänge dx und
zum Energiegehalt des Mediums. Wie einleitend erwähnt, setzten wir ein Medium
im thermodynamischen Gleichgewicht voraus. So gilt
dIν = κ(x)Iνb dx (1.3)
mit der Intensität Iνb des schwarzen oder Planck’schen Strahlers und der Mate-
rialgröße κ, wie oben eingeführt. Eine Herleitung der Gleichung (1.3) findet sich
beispielsweise in [Mod03, Kapitel 10]. Die Strahlungsintensität des Planck’schen
Strahlers kann aus der Energiedichte des Strahlers oder in anderen Worten, aus
11
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dem Planck-Gesetz, abgeleitet werden. Hierfür notieren wir abhängig von der Fre-










kBT (x) − 1
) dν.
Die in die obige Gleichung einfließenden Parameter sind das Planck’sche Wirkungs-
quantum hp, die Lichtgeschwindigkeit im Vakuum c0, der Brechungsindex nm des
Materials, die Boltzmann-Konstante kB sowie die Temperatur T (x).
Unter der Annahme, dass der Brechungsindex nm unabhängig von der Frequenz

























repräsentiert die Stefan–Boltzmann-Konstante und ist nicht mit dem nachfolgend
eingeführten Streukoeffizienten σ zu identifizieren.
Aus- und Einstreuung
Die Verringerung der Strahlungsintensität durch Ausstreuung ist vergleichbar mit
der Absorption, da sie eine Verminderung der Intensität entlang der betrachteten
Richtung beschreibt. Formal gilt erneut
dIν = −σ(x)Iν dx (1.5)
mit dem ν-abhängigen Streukoeffizienten σ(x) ≥ 0. Im Gegensatz zur Absorption
stellt die Ausstreuung jedoch eine einfache Umlenkung der Energie in eine andere
Richtung dar.
Die Steigerung der Strahlungsintensität durch Einstreuung in die betrachtete






Iν(ŝ)Φ(ŝ, s) dΩŝ (1.6)
mit der Phasenfunktion Φ, welche die Wahrscheinlichkeit charakterisiert, dass ein
Strahl aus Richtung ŝ in Richtung s gestreut wird. Für die Phasenfunktion gelten
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die Charakteristika
Φ(ŝ, s) ≥ 0, (Nichtnegativität)





Φ(ŝ, s) dΩŝ = 1, (Normierung)
jeweils für beliebige ŝ, s ∈ S2. Ist die Phasenfunktion konstant für alle Richtungen,
gilt also Φ ≡ 1, so spricht man von isotroper Streuung.
Bemerkung 1.1.5 (Zu Raumrichtungen und Raumwinkeln)
Die in Gleichung (1.6) eingeführte Integration über Richtungen ŝ nach einen Raum-
winkel dΩŝ ist derart zu interpretieren, dass die Integration über alle Richtungen
ŝ ∈ S2 erfolgt, die der Raumwinkel dΩŝ als Teil der Oberfläche der Einheitskugel
S2 umfasst. In der Literatur wir dies häufig als Integration über ein Strahlenbündel
in Richtung ŝ beschrieben.
1.1.3. Die Strahlungstransportgleichung
Ausgehend von den Überlegungen zur Ausbreitung der Strahlungsintensität in Va-
kuum und den Bemerkungen zu Absorption und Emission sowie Aus- beziehungs-
weise Einstreuung kann nun die Formulierung der Strahlungstransportgleichung in
Form einer Bilanz erfolgen. Wir notieren






Iν(ŝ)Φ(ŝ, s) dΩŝ dx.
(1.7)
Bemerkung 1.1.6 (Zur Verkürzung der Schreibweise)
An dieser Stelle sei nochmals bemerkt, dass alle Größen der Gleichung (1.7) explizit
von einem Ort x, der Zeit t und der Frequenz ν abhängig sind. Darüber hinaus ist
die Strahlungsintensität Iν noch von der Richtung s und die Phasenfunktion Φ von
zwei Richtungen, s sowie ŝ, abhängig. Zur Verkürzung der Schreibweise wurde auf
die zusätzlichen Abhängigkeiten verzichtet, soweit möglich.
Für die weitere Vereinfachung der Strahlungstransportgleichung (1.7) entwickeln
wir Iν(x + dx, s, t+ dt) in die Taylorreihe






+O(dt dx + dt2 + dx2).
Mit der Lichtgeschwindigkeit c0 gilt dx = c0 dt, daher schreiben wir (1.7) unter
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Wobei der Term O(dt dx + dt2 + dx2) aus den Betrachtungen entfällt. Diese Form
wird als instationäre Strahlungstransportgleichung bezeichnet. Gehen wir, wie be-
reits im Punkt 1.1.1, von einem Körper aus, der im Maßstab der Lichtgeschwindig-
keit klein ist und sich in relativer Ruhe befindet, kann der Term 1c0
∂Iν
∂t entfallen, wir
legen also einen quasistationären Zustand zu Grunde. Als letzten Schritt der Her-
leitung bemerken wir ∂Iν∂x = s · ∇xIν , es erfolgt also ein Übergang vom Gradienten
zum Differential, notieren abschließend





Iν(ŝ)Φ(ŝ, s) dΩŝ (1.8)
und bezeichnen dies als quasistationäre Form der Strahlungstransportgleichung im
Gebiet D.
Bemerkung 1.1.7 (Zu Annahmen und Vereinfachungen)
In die Herleitung der quasistationären Strahlungstransportgleichung flossen eine
Reihe von Annahmen und Vereinfachungen ein, die an dieser Stelle nochmals auf-
geführt werden sollen. Wir betrachten ein Medium, welches
• sich im Verhältnis zur Lichtgeschwindigkeit c0 in Ruhe befindet,
• im Maßstab der Lichtgeschwindigkeit kleine Abmessungen besitzt,
• homogen ist,
• nicht polarisierend wirkt,
• einen konstanten Brechungsindex aufweist,
• im thermodynamischen Gleichgewicht befindlich ist.
Darüber hinaus sei das betrachtete Strahlenbündel ebenfalls nicht polarisiert und es
gelten die Aussagen der Bemerkung 1.1.6 zur Verkürzung der Schreibweise.
Die quasistationäre Form der Strahlungstransportgleichung (1.8) stellt eine Dif-
ferentialgleichung erster Ordnung dar und bedarf daher der Formulierung von
Randbedingungen zu deren Abschluss. Hierfür sind die nachfolgend definierten
Begriffe hilfreich.
Definition 1.1.8 (Strahlungsfluss)
Der Strahlungsfluss qν [Spa03, WWW09, SHM10] wird als erstes Moment der In-
tensität definiert. Wir notieren
qν := qν · n̄ :=
∫
S2







1.1. Herleitung des mathematischen Modells
mit der äußeren Normalen n̄ des betrachteten Teilstücks des Gebietsrandes ∂D.
Der Strahlungsfluss ist definiert in Abhängigkeit eines Ortes x, der Zeit t sowie der
Frequenz ν.
Die oben angeführte Gleichung umfasst alle Richtungen und beschreibt somit
den Nettofluss qν durch das betrachtete Flächenstück. Schränkt man sich auf die
Hemisphären über beziehungsweise unter dem betrachteten Flächenstück ein, so





Iν(s)n̄ · s dΩs, qνes := −
∫
s·n̄≤0
Iν(s)n̄ · s dΩs (1.10)
und es gilt
qν = qνas − qνes. (1.11)
Entsprechend dieser Definitionen ist der Strahlungsfluss positiv, wenn in der Sum-
me Energie aus dem betrachteten Gebiet in das umgebende Material fließt, und
negativ, wenn Energie über den Rand in das Gebiet strömt.








welcher auf ein Flächenstück auftrifft, wird Bestrahlung oder Irradiation genannt.
Der Anteil ρH wird von der Oberfläche reflektiert, der Anteil (1− ρ)H dringt über
die Oberfläche in das anliegende Material ein und wird dort absorbiert, gestreut
oder durch das Medium transmittiert. Die dimensionslose Größe ρ ∈ [0, 1] heißt
daher Reflexionskoeffizient und ist im Allgemeinen abhängig von der Beschaffenheit
der Oberfläche an einem Ort x, der Richtung ŝ der eintreffenden Strahlen und der
Frequenz ν.
Ist der Reflexionskoeffizient unabhängig von der Richtung ŝ, reflektiert damit die
Oberfläche unabhängig von der Ursprungsrichtung in jede Richtung den gleichen
Energieanteil, so spricht man von einem diffusen Reflektor.
Definition 1.1.10 (Emission und Emissionsgrad)







wird als Emission bezeichnet. Die maximale Emission bei einer gegebenen Tempe-
ratur T ist durch den schwarzen Strahler gegeben (1.4). Ein realer Strahler weist
15
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eine um den Faktor ε verringerte Emission auf. Der Faktor ε wird Emissionsgrad
genannt und ist im allgemeinen Fall abhängig von der Frequenz ν, dem Material
sowie der Beschaffenheit der Oberfläche und es gilt
0 ≤ ε ≤ 1.
Bemerkung 1.1.11 (Zu Dicke und Eigenschaften von Randschichten)
Im Allgemeinen sprechen wir über Absorption und Emission am Rand eines Ge-
bietes. Diese Terminologie impliziert, dass die beschriebenen Vorgänge in einer
infinitesimal dünnen Schicht ablaufen. Der Realität entspricht eher die Vorstellung
einer Randschicht endlicher Dicke, wobei die folgenden Extremfälle in die Überle-
gungen einbezogen werden müssen.
Liegt ein Material an der Grenzschicht an, welches ein starker Absorber ist, im
idealisierten Fall also ein schwarzer Strahler der betrachteten Frequenz, wird in
das Gebiet eindringende Energie nach einer sehr kurzen Wegstrecke aufgezehrt.
Nach dem Kirchhoff’schen Strahlungsgesetz [LL, Mod03] gilt für ein Medium im
thermodynamischen Gleichgewicht ein direkter Zusammenhang von Absorption und
Emission gemäß (1−ρ) = ε. Damit kann ausgesagt werden, dass auch die Emission,
die am Gebietsrand nachgewiesen wird, in einer Schicht geringer Dicke erfolgte.
Ist das angrenzende Medium annähernd transparent, findet somit fast keine Ab-
sorption sowie Emission statt, ist das Bild des im Gebietsrand ablaufenden Pro-
zesses erneut zulässig.
Die oben gemachten Aussagen und Definitionen ermöglichen uns nun die Formu-
lierung der benötigten Randbedingungen und damit die Beschreibung des Terms
Iν(x) mit x ∈ ∂D. Für den Strahlungsfluss über den Rand in das Innere des
Gebietes gilt
qνes(x) = ε(x)E(x) + ρ(x)H(x), (1.12)
wobei die genutzten Größen auf den Eigenschaften des umgebenden Mediums ba-
sieren. Im ursprünglichen Sinne der Definition 1.1.8 handelt es sich bei εE + ρH
somit um einen aus dem umgebenden Medium strömenden Fluss wie in Gleichung
(1.10) beschrieben, es erfolgte jedoch eine Umkehr der Normalenrichtung. Abbil-
dung 1.4 skizziert nochmals die Zusammenhänge.
Setzen wir nun den Rand als diffusen Reflektor, wie in Definition 1.1.9 beschrie-
ben, voraus, so sind alle Größen der rechten Seite der Gleichung (1.12) unabhängig
von den Richtungen ŝ und s. Die linke Seite von (1.12) überführen wir unter Be-




Iν(x)n̄ · s dΩs = πIν(x) (1.13)
mit einer in das Innere des Gebietes gerichteten Normalen n̄ sowie einer rich-
tungsunabhängigen Intensität Iν(x). Für die Emission E(x) in (1.12) vermerken
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Abbildung 1.4.: Bilanz am Rand des Gebietes D.
wir erneut mit einer in das Gebiet gerichteten Normalen und entsprechend der in




Iνb(T (x))n̄(x) · s dΩs = πIνb(T (x)) (x ∈ ∂D). (1.14)
Die Intensität Iνb(T ) beschreibt die Intensität des schwarzen Strahlers, wie in Glei-
chung (1.4) gegeben, und ist unabhängig von der Richtung.
Bemerkung 1.1.12 (Zum Auftreten der Normalen)
Das in (1.14) gegebene Integral ist abhängig von der Normalen n̄(x) des Rand-
abschnitts. Diese ist auf einem stückweise glatten Rand nur fast überall definiert.
Somit ist auch das Integral nur fast überall gegeben. Zur Umgehung dieses Problems
erfolgt in Abschnitt 2.2 die Überführung in eine schwache Form, in der dieses Pro-
blem nicht auftritt.
Obgleich nachfolgend nicht mehr explizit erwähnt, besteht dieses Problem auch
bei anderen Ausdrücken, in die eine Normale einfließt und keine Integration über
die entsprechende Variable erfolgt.
Führen wir nun die Gleichungen (1.12), (1.13) und (1.14) zusammen und beden-
ken, dass nach Bemerkung 1.1.11 für ein Material im thermodynamischen Gleich-
gewicht ε = (1− ρ) gilt, ergibt sich die vollständige Formulierung der Differential-
gleichung (1.8) in der Form





Iν(x, ŝ)Φ(ŝ, s) dΩŝ (x ∈ D),
(1.15)
Iν(x) = (1− ρ)Iνb(Tb(x)) +
ρ
π
H(x) (x ∈ ∂D). (1.16)
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Für die Lösung dieser Differentialgleichung werden Informationen über die Tem-
peraturverteilung Tb(x) am Rand des Gebietes, ebenso wie die Eigenschaften der
Phasenfunktion Φ vorausgesetzt. Die weiterhin benötigte Gestalt der Irradiation
H kann mittels (1.10) aus der Intensität abgeleitet werden. Die Irradiation eines
Randstückes entspricht hierbei dem aus dem Gebiet strömenden Strahlungsfluss
qνas. Auch die Temperaturverteilung Tb im Inneren des Gebietes kann aus dem
Strahlungsfluss ermittelt werden. Die Bemerkungen zu den Gleichungen (1.30) so-
wie (1.31) zeigen einen Weg auf.
Bemerkung 1.1.13 (Zu Lösungsstrategien für die Strahlungstransportgleichung
als Differentialgleichung)
Eine analytische Lösung der Strahlungstransportgleichung ist, bedingt durch die
Komplexität des Problems, nur in wenigen, sehr einfachen Konfigurationen mög-
lich. Auch im Bereich der numerischen Lösungsverfahren sind häufig Bedingungen
an die Geometrie, die Temperaturverteilung im Inneren des Gebietes, die Phasen-
funktion oder an generelle Eigenschaften des Materials, wie beispielsweise diffuse
Reflexion, zu richten, um vertretbare Laufzeiten der Algorithmen bei akzeptabler
Fehlergröße zu erreichen.
Ein weit verbreiteter Ansatz zur Lösung der Differentialgleichung des Strahlungs-
transports ist die Diskrete Ordinaten-Methode, die aus den Methoden von Schuster
[Sch05] und Schwarzschild [Sch06] entwickelt wurde. Sie löst die Strahlungstrans-
portgleichung auf einer Diskretisierung des Gebietes D sowie auf diskreten Rich-
tungen, die einer Zerlegung der Einheitskugel S2 entstammen.
Weitere Ansätze umfassen die Diskrete Volumen-Methode oder das Monte-Carlo-
Verfahren. Für eine ausführliche Erläuterung dieser Ansätze, wie auch der Diskre-
ten Ordinaten-Methode sei auf die Literatur, beispielsweise [Mod03], verwiesen.
1.2. Die Überführung der Strahlungstransportgleichung
in eine Integralgleichung
Die Strahlungstransportgleichung (1.15), (1.16) ist unter anderem abhängig von
der Richtung s. Ist auf Grund der Fragestellung keine explizite Richtungsabhän-
gigkeit der Größen der Strahlungstransportgleichung vonnöten, oder ist die Ermitt-
lung von Lösungen der Differentialgleichung zu aufwändig, bietet sich der Übergang
zu einer winkelintegrierten Größe, die wir nachfolgend als Einstrahlung Gν einfüh-
ren werden, an. Hierfür soll in diesem Abschnitt die Überführung der quasistatio-
nären Form der Strahlungstransportgleichung in eine Integralgleichung erfolgen.
Das resultierende System von Integralgleichungen stellt ein korrekt gestelltes Pro-
blem dar, es kann somit die Existenz sowie die Eindeutigkeit einer Lösung und
deren stetige Abhängigkeit von den Eingangsdaten gezeigt werden.
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Bevor wir uns der Herleitung der Integralgleichungsform der Strahlungstrans-
portgleichung zuwenden, seien erneut einige Begriffe erläutert.
Definition 1.2.1 (Einfach-Streu-Albedo und Auslöschungskoeffizient)
Zur Verkürzung der Notation definiert man den Auslöschungskoeffizienten γ als
Summe der Streu- und Absorptionskoeffizienten,
γ := κ+ σ.
Die dimensionslose Einfach-Streu-Albedo ω beschreibt das Verhältnis zwischen









Wie bereits für den Streu- und den Absorptionskoeffizienten gilt die Nichtnegati-
vität der Materialkonstanten, γ ≥ 0 und ω ≥ 0.
Bemerkung 1.2.2 (Zur Definition und Sinnhaftigkeit von Materialgrößen)
Die Einfach-Streu-Albedo ist für ein partizipierendes Medium gegeben. In diesem
gilt stets γ > 0. Ist γ = 0 gegeben, so liegt ein nicht partizipierendes Medium vor
und die Betrachtung der Einfach-Streu-Albedo ω kann entfallen.
Definition 1.2.3 (Optische Koordinaten)
Zur Einführung dimensionsloser optischer Koordinaten τ [Tem38, Mod03] zur Be-









mit s = ‖x + dx− x‖ = ‖dx‖. In der Literatur werden die optischen Koordinaten
τ auch als optische Dicke oder optische Tiefe bezeichnet. Ein Material mit τ  1
heißt optisch dick, ein Material mit τ  1 heißt optisch dünn.
Abbildung 1.5 veranschaulicht einige Zusammenhänge zwischen Orten x und
x + dx aus dem Abschluss des Gebietes D in kartesischen Koordinaten, optischen
Koordinaten τ , der Richtung s sowie Positionen s auf dem Strahl in Richtung s.
Dabei erfolgt die Integration nicht immer über die Summe κ+ σ. Je nach Anwen-
dungsgebiet werden nur die Integrale über den Streu- oder den Absorptionskoeffi-
zienten betrachtet.
Durch die Division der quasistationären Form der Strahlungstransportgleichung
(1.15) durch κ+ σ und einer anschließenden Sortierung der Elemente erhalten wir
dIν
dτ
















Abbildung 1.5.: Zusammenhänge zwischen Orten x, x + dx ∈ D in kartesischen
Koordinaten, optischen Koordinaten τ , der Richtung s und der
Position s auf dem Strahl in Richtung s.
Die rechte Seite dieser Integro-Differentialgleichung wird als Ergiebigkeit [Han02]
oder Quellterm bezeichnet, da sie Emission und Einstreuung entlang des Pfades
umfasst. Dieser Term soll in den nachfolgenden Umformungen durch S(τ, s) ver-
treten werden.
Geht man davon aus, dass der Quellterm gegeben sei, kann die Differential-
gleichung (1.17) formal gelöst werden. Hierzu multiplizieren wir (1.17) mit dem





eτ = ddτ (Iν(τ)e







′) dτ ′. (1.18)
Bemerkung 1.2.4 (Zur Interpretation der Gleichung (1.18))
Aus physikalischer Sicht betrachtet, beschreibt der Summand Iν(0)e−τ den Anteil
der lokalen Intensität am Ort τ , der über einen realen oder fiktiven Rand (vgl. τ = 0
in Abbildung 1.5) in das betrachtete Gebiet eindringt. Dieser Anteil wird, bedingt
durch Absorption und Ausstreuung, exponentiell schwächer. Das Integral beschreibt
dahingegen die Zunahme der Intensität auf der Wegstrecke zwischen Rand und
aktueller Position durch Einstreuung und Emission im Gebiet.
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Über die Strahlungsintensität Iν hinaus, sind aus Iν ableitbare Größen von In-
teresse, die auch für die weitere Entwicklung der Gleichung 1.18 genutzt werden.
Dazu zählen die ersten Momente der Intensität, die einleitend angesprochene Ein-
strahlung und der bereits in Definition 1.1.8 eingeführte Strahlungsfluss. Für die
Einstrahlung gelte die nachfolgende Definition.
Definition 1.2.5 (Einstrahlung)
Die Einstrahlung Gν , je nach Standpunkt und Richtung auch Ausstrahlung, ist als










Gν ist erneut als Größe in Abhängigkeit des Orts x, der Zeit t und der Frequenz
ν zu verstehen.
1.2.1. Einige vereinfachte Sonderfälle
Die in Gleichung (1.18) vermerkte Form der Strahlungstransportgleichung stellt ei-
ne relativ allgemeine Form dar, obgleich in ihre Herleitung bereits eine Reihe von
Vereinfachungen einflossen, wie in Bemerkung 1.1.7 aufgeführt. Legt man weitere
Annahmen zu Grunde, können die auftretenden Extremfälle unter Umständen so-
gar direkt gelöst werden. Nachfolgend sollen drei solcher Extremfälle zur Wahrung
der Vollständigkeit kurz umrissen werden.
Kaltes Medium
Ein kaltes Medium ist durch die Tatsache charakterisiert, dass die Intensität des
planckschen Strahlers Iνb im Verhältnis zur einfallenden Intensität verschwindet.









Iν(τ, ŝ)Φ(ŝ, s) dΩŝ e
−(τ−τ ′) dτ ′.











Unabhängig von der kompakten Schreibweise handelt es sich bei diesem Problem
noch immer um eine Integralgleichung, zu deren Lösung entsprechende Werkzeuge
herangezogen werden müssen.
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Absorptions- und emissionsfreies Medium
Tritt in einem Medium ausschließlich Streuung auf, gilt somit ω ≡ 1, entfällt
der Term (1 − ω)Iνb in (1.17) und wir erhalten Aussagen wie im Falle des kalten
Mediums.
Streuungsfreies Medium
Ein streuungsfreies Medium ermöglicht die stärkste der hier skizzierten Vereinfa-








Ist die Temperaturverteilung T (x), die in die Intensität des Planck’schen Strah-
lers Iνb eingeht, gegeben, ist die Intensität Iν durch obige Darstellung explizit
bestimmt.
1.2.2. Eine richtungsunabhängige Form der
Strahlungstransportgleichung
Wie bereits mehrfach erwähnt, sind die betrachteten Größen abhängig von Rich-
tungen s im Raum und Positionen s auf den durch s gegebenen Strahlen. So
beschreibt die Differentialgleichung (1.15) die Intensität entlang eines Pfades in
Richtung s. Unter Umständen sind explizite Aussagen über die Richtungsabhän-
gigkeit der Größen jedoch nicht von Interesse. Dies ermöglicht den Übergang zu
winkelintegrierten Größen wie der Einstrahlung Gν .














Gegeben sei nun ein offenes beschränktes Gebiet D ⊂ R3 sowie Punkte x,y ∈
D. Bezüglich dieser Punkte notieren wir für die in Definition 1.2.3 eingeführten
optischen Koordinaten
τ(x,y) = ‖x− y‖
∫ 1
0
γ (tx + (1− t)y) dt (1.21)






1.2. Die Überführung der Strahlungstransportgleichung in eine Integralgleichung
Sei nun dA ein Ausschnitt des Randes des Gebietes D und y ∈ dA. Betrachtet





n̄ · (y − x)
‖x− y‖3
dA (1.23)
mit der Distanz s von Punkt x und infinitesimalem Randausschnitt dA und damit
s = ‖x− y‖.
Bemerkung 1.2.6 (Zur Richtung der Normalen)
Die Normale n̄ beschreibt in der bisher genutzten Notation die Normale der Fläche
dA im Sinne des Beobachters im Inneren des Gebietes D, der den Strom in eine
Fläche oder aus ihr heraus betrachtet. Sie ist damit in das Gebiet hinein gerichtet.
Für eine bessere Anwendbarkeit der FE-Notation und die Wahrung der Anschau-
lichkeit erfolgte in (1.23) ein Übergang zur äußeren Normalen des Gebietes D. Die
damit notwendige Richtungsumkehrung floss in die Differenz (x− y) ein.
Die mehrfache Integration über den Quellterm S(τ, s) der Gleichung (1.20) um-
fasst alle infinitesimalen Volumina dV = γ dsdΩs s2 = dτ ′ dΩs s2, wie erneut aus
(1.1) abzuleiten ist. Damit vereinbaren wir







mit dem in Definition 1.2.1 beschriebenen Auslöschungskoeffizienten γ = κ + σ.
Mittels der Ausdrücke (1.21) bis (1.24) überführen wir (1.20) in die nachfolgende
Gleichung (1.25). Für die bessere Lesbarkeit des Ausdrucks seien x, y und y′ ∈ R3,
x, y ∈ D sowie y′ ∈ ∂D vereinbart. Hierbei bezeichne D das Gebiet, in dem die
Betrachtungen vorgenommen werden sollen, und ∂D seinen glatten oder stückweise
glatten Rand. Darüber hinaus ersetzen wir das Volumenelement dV durch dy
sowie Randabschnitte dA durch dy′. So gilt für die Einstrahlung Gν in allen















Auf einem zur Herleitung von (1.25) vergleichbarem Wege, kann eine Aussage
über den Strahlungsfluss qν gewonnen werden. Hierzu ist (1.18) mit dem Rich-
tungsvektor s zu multiplizieren und anschließend über alle Richtungen zu integrie-















e−τ(x,y) dy (∀x ∈ ∂D)
(1.26)
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mit einer äußeren Normalen n̄(y′).
In gleicher Art und Weise können der aus- sowie der einströmende Strahlungs-
fluss qνas beziehungsweise qνes bestimmt werden. Hierbei ist (1.18) mit n̄ · s zu
multiplizieren und anschließend über die entsprechende Hemisphäre zu integrie-













γS(x,y) (n̄(x) · (x− y))
‖x− y‖3
e−τ(x,y) dy (∀x ∈ ∂D) (1.27)
mit den äußeren Normalen n̄(x), n̄(y′).
Für die Vervollständigung der Integralgleichungen (1.25), (1.26) sowie (1.27) wer-
den noch Randbedingungen benötigt, die die Eigenschaften des Ausdrucks Iν(y′)
klären. Des Weiteren soll auch die Gestalt des Quellterms S beschrieben werden.
Randbedingungen zur Vervollständigung der Integralgleichung
Zum Abschluss der Differentialgleichung (1.8) wurden in (1.16) Randbedingungen
formuliert. Diese können weiterhin genutzt werden, um die Gestalt des Terms Iν(y′)
in den Gleichungen (1.25), (1.26) und (1.27) zu beschreiben. Somit übernehmen
wir aus (1.16)
Iν(y
′) = (1− ρ)Iνb(Tb(y′)) +
ρ
π
H(y′) (y′ ∈ ∂D). (1.28)
Die in diese Gleichung einfließenden Größen verstehen sich in Abhängigkeit der
äußeren Temperatur Tb sowie der aus dem Inneren des Gebietes auf die Grenzfläche
auftreffende Irradiation H, welche dem Strahlungsfluss qνas entspricht.
Geht man in der Betrachtung des Strahlungstransports von diffus reflektieren-
den zu schwarzen Rändern über, entfällt der Term ρπH(y
′) in (1.28), da ρ = 0,
und (1.25) wird zu einer in sich geschlossenen Integralgleichung bezüglich der Ein-
strahlung Gν . Diese Gleichung trägt in der Literatur den Namen Peierl’sche Inte-
gralgleichung und wird beispielsweise in [Vai93, Kapitel 1.7] betrachtet.
Wendet man sich reflektierenden Oberflächen zu, so ist der einfachste zu be-
trachtende Fall der diffus reflektierende Rand, da die Reflexion unabhängig von
der Richtung ist. Numerisch sind solche Probleme noch gut lösbar, die nachfolgen-
den Abschnitte betrachten diese Aufgabenstellung.
Eine weitere Stufe der Komplexität stellen nicht-diffus reflektierende Ränder
dar. Einfache Fälle sind durch eine Rückführung auf den diffusen Fall möglich
[Mod03, Kapitel 6]. Wird eine hohe Genauigkeit in der Lösung benötigt, sind auf
das Problem gerichtete Verfahren zu entwickeln [Mod03, Kapitel 7], die nicht Teil
dieser Arbeit sind.
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Die Gestalt des Quellterms S
In Gleichung (1.17) wurde der Quellterm S als





Iν(τ, ŝ)Φ(ŝ, s) dΩŝ
vereinbart. Im allgemeinen Fall gilt mit einer zu (1.22) analogen Notation






Iν (x, ŷ) Φ (x,y, ŷ)
n̄ · (ŷ − x)
‖x− ŷ‖3
dŷ (ŷ ∈ ∂D)
und einer Anpassung der Schreibweise in der Form









Somit kann im Falle nichtisotroper Streuung keine vollständige Richtungsunab-
hängigkeit erreicht werden.
Für den Sonderfall isotroper Streuung gilt Φ ≡ 1 und somit nach (1.19) für den
Quellterm




Die Intensität des Iνb des schwarzen Strahlers ist abhängig von der Tempera-
turverteilung T im Inneren des Gebietes. Wird diese Verteilung nicht als explizit
gegeben angenommen, kann sie aus dem Fourier’schen Gesetz zur Wärmeleitung
gewonnen werden.
Bemerkung 1.2.7 (Zu isotroper und anisotroper Streuung)
Die Annahme isotroper Streuung stellt, wie Gleichung (1.29) zeigt, eine deutliche
Vereinfachung der Integralgleichung (1.25) dar. Eine vollkommen isotrope Streuung
ist in der Realität nicht zu beobachten, jedoch bildet sie eine gute Näherung für dicht
gepackte Medien. Im Allgemeinen kann die Phasenfunktion Φ aus der Lösung der
Maxwell’schen Gleichungen des gegebenen Problems gewonnen werden [SHM10,
Kapitel 15] und wird in dieser Arbeit als gegeben angenommen.
Das Fourier’sche Gesetz der Wärmeleitung zur Verknüpfung der Größen
Neben dem Energietransport durch Wärmestrahlung beschreiben die Wärmelei-
tung und die Konvektion weitere Vorgänge zur Wärmeübertragung. Je nach be-
trachtetem Medium verknüpfen unterschiedliche Gleichungen die verschiedenen
Größen.
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Schließt man die Konvektion im Medium aus, beschreibt das Fourier’sche Gesetz
die Zusammenhänge zwischen der Temperaturverteilung T und dem Strahlungs-
fluss qν . Dieses besagt
∇ · (α(x)∇T (x))−∇ · qν = 0 (1.30)
mit dem Wäremeleitkoeffizienten α. Gleichung (1.26) liefert Aussagen über den
Strahlungsfluss qν , jedoch nicht im Zusammenhang mit der Einstrahlung Gν . Um
diese zu gewinnen, integrieren wir die ursprüngliche Integralgleichung (1.8) über
alle Richtungen und notieren
∇ · qν = κ(x) (4πIνb(T (x))−Gν(x)) . (1.31)
Wird die Temperaturverteilung T im Inneren des Gebietes als nicht gegeben vor-
ausgesetzt, kann sie mittels der Gleichungen (1.30) und (1.31) aus der Einstrahlung
gewonnen werden. Ein verknüpftes System von Gleichungen beschreibt in diesem
Falle das Gesamtproblem.
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Strahlungstransports
Die Strahlungstransportgleichung in der Form einer Differentialgleichung entspre-
chend (1.15) und (1.16) erfuhr in Abschnitt 1.2 eine Überführung in ein System
von Integralgleichungen, dessen Analyse und Lösung sich die folgenden Abschnitte
widmen sollen.
Es ist zu zeigen, dass das gegebene System ein korrekt gestelltes Problem dar-
stellt, somit die Existenz sowie die Eindeutigkeit einer Lösung und deren stetige
Abhängigkeit von den Eingangsdaten nachgewiesen werden kann.
2.1. Eigenschaften der Integralgleichung
Ziel dieses Abschnitts ist es, wichtige Charakteristika der in Abschnitt 1.2 einge-
führten Integralgleichung des Strahlungstransports zu beschreiben. Vor allem soll
sich hierbei das Augenmerk auf die Kompaktheit der zu (1.25) und (1.27) gehörigen
Integraloperatoren richten, da dies Aussagen über die Existenz und die Eindeutig-
keit einer Lösung ermöglicht. Weiterhin schränken wir uns auf den Fall isotroper
Streuung ein, wir betrachten somit einen Quellterm entsprechend Gleichung (1.29)
und gehen von einer gegebenen Temperaturverteilung T im Inneren des Gebietes













































(n̄(x) · (x− y)) e−τ(x,y)
‖x− y‖3
κIνb(T (y)) dy
gegeben auf einem zusammenhängenden, offenen sowie beschränkten Gebiet D ⊂
R3 mit glattem oder stückweise glattem Rand ∂D und Normalen n̄(·), wie be-
reits eingeführt. Dieses System leitet sich direkt aus den Gleichungen (1.25) sowie
(1.27) durch das Einsetzen der Randbedingungen (1.28) sowie des Quellterms mit
isotroper Streuung (1.29) ab. Die Kerne der Integrale seien durch






κGν ,∂D (x,y) =





κqν ,D (x,y) =





κqν ,∂D (x,y) =





gegeben. Das Gleichungssystem des Strahlungstransports ist als Fredholm’sches
Integralgleichungssystem 2. Art [Hac97] zu klassifizieren. Hierzu erneut einige be-
griffliche Vereinbarungen.
Definition 2.1.1 (Fredholm’sche Integralgleichung 2. Art, Kern, Integraloperator)




κ(x,y)f(y) dy + g(x),
x ∈ D, λ ∈ R und λ 6= 0, bezeichnen wir als Fredholm’sche Integralgleichung 2.
Art über einem Gebiet D. Der Kern oder auch die Kernfunktion der Gleichung
ist durch die Funktion κ(x,y) gegeben. Die durch das Integral gegebene lineare
Abbildung





Gelingt für einen Integraloperator K der Nachweis der Kompaktheit (vgl. nach-
folgende Definition 2.1.8) über einem Funktionenraum, so können Rückschlüsse
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auf die Existenz und die Eindeutigkeit einer Lösung gezogen werden. Ein solcher
Nachweis fußt stets auf dem gewählten Funktionenraum und damit auch auf den
Eigenschaften des betrachteten Gebietes.
In früheren Abschnitten wurde das Gebiet stets mit glattem oder stückweise
glattem Rand gefordert. Die nachfolgende Definitionen sollen die benötigten Ei-
genschaften genauer beschreiben. Dabei werden Aussagen über die Glattheit von
Funktionen (vgl. Anhang A) genutzt, um die Glattheit des Randes ∂D des Gebietes
zu beschreiben.
Definition 2.1.2 (Glattheit einer Mannigfaltigkeit)
Eine p-dimensionale Mannigfaltigkeit ∂D ⊂ Rd wird als zu Cα, α ≥ 0, zugehörig
bezeichnet, wenn gilt [Hac97]:
1. ∂D ist kompakt, zusammenhängend sowie doppelpunktfrei,
2. für jedes x ∈ ∂D existiert eine Umgebung B(x) ⊂ ∂D derart, dass B(x) das
Bild einer bijektiven Abbildung ψ : S ⊂ Rp → B und
3. ψ ∈ Cα(S) ist (vgl. Anhang A.2).
Es sei α ≥ 1. Eine Mannigfaltigkeit ∂D wird als stückweise Cα, ∂D ∈ Cαstw,
bezeichnet, wenn
• ∂D ∈ C0 und
• eine disjunkte Zerlegung des Gebietes ∂D =
⋃
i ∂Di sowie Abbildungen ψi
entsprechend der obigen Bedingungen 1 bis 3 für jedes Teilgebiet ∂Di exis-
tieren [Hac97, Kapitel 8.1.2.2].
Bemerkung 2.1.3 (Zur Glattheit des Randes)
Nachfolgend sei stets die stückweise Glattheit des Gebietsrandes von zumindest
∂D ∈ C1+εstw , ε > 0, vorausgesetzt.
Bemerkung 2.1.4 (Zu Abschätzungen auf dem Rand)
Wird der Rand ∂D eines Gebietes als zumindest C1+εstw angenommen, so gilt [Hac97,
SS04] für jedes fixierte x0 ∈ ∂D
| < n̄(y),x0 − y > | ≤ C‖x0 − y‖1+ε (y ∈ ∂D). (2.4)
Für die Beschreibung des Maßes eines Gebietes wird häufig das Lebesgue-Maß L
genutzt, wie auch in den Beispielen des Anhangs A.2 geschehen. Unter Umständen
sind jedoch auch gewichtete Lp-Räume möglich und nützlich, wie sie die folgenden
Überlegungen liefern.
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Definition 2.1.5 (Gewichtete Lp-Räume)
Gegeben sei ein Gebiet D mit Rand ∂D sowie messbare und nichtnegative Funk-









mit dem Lebesgue-Maß Ln des Rn gegeben. Dann können die zu den obigen Maßen
gehörenden gewichteten Lp-Räume durch
Lp(µD, D), L
p(µ∂D, ∂D),
beschrieben werden und die Eigenschaften der Lp-Räume bleiben erhalten.
Bemerkung 2.1.6 (Zur Vereinbarung einer Schreibweise)
Es sei nachfolgend Lp(D) := Lp(µD, D) sowie Lp(∂D) := Lp(µ∂D, ∂D) vereinbart.
Als Gewichtsfunktionen seien der in (1.5) eingeführte Streukoeffizient σ und der
in Definition 1.1.9 erklärte Reflexionskoeffizient ρ gewählt.
Durch die soeben eingeführte Schreibweise werden die Funktionen σ und ρ aus
dem Kern gelöst und dem Maß zugeschlagen. Die Werte der Integrale bleiben
dadurch unverändert, jedoch lassen sich nun Eigenschaften nachweisen, die sich im
Weiteren als günstig erweisen werden.
Bemerkung 2.1.7 (Zur physikalischen Interpretation gewichteter Räume)
Die Einstrahlung Gν ist im Inneren des Gebietes D definiert, der Strahlungsfluss
qν ausschließlich auf dem Rand ∂D, der eine geringere Dimension besitzt als das





, der Reflexionskoeffizent ρ ist einheitenlos. Durch diese
Wahl der Gewichtung wird die Konsistenz der Einheiten gesichert.
Definition 2.1.8 (Kompaktheit eines Operators)
SeienX, Y Banach-Räume und K : X → Y ein linearer Operator. K heißt kompakt,
wenn das Bild der Einheitskugel in X präkompakt ist, also jede Folge des Bildes
des Operators eine in X konvergente Teilfolge besitzt [Hac97]. Die Menge der
kompakten Operatoren sei mit K(X,Y ) bezeichnet.
Einen Weg für den Nachweis der Kompaktheit eines Integraloperators K über
dem Funktionenraum L2 zeigt der folgende Satz auf.
Satz 2.1.9 (Kompaktheit über L2-Räumen [Alt99, 3.13 & 8.18])
Gegeben seien D1 ⊂ Rn, D2 ⊂ Rm offen, 1 < p < ∞, 1 < q < ∞ und die
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wobei 1p +
1
p′ = 1. Dann ist mit




ein kompakter Operator K ∈ K(Lp(D1), Lq(D2)) mit ‖K‖ ≤ ‖κ‖ gegeben. Ein
solcher Kern κ wird Hilbert-Schmidt-Kern genannt.
Beweis. Für den Sonderfall κ : D ×D → R und p = q = 2 liefert [Hac97, Beweis
des Satzes 3.2.7] den geforderten Nachweis, der allgemeine Fall wird in [Alt99,
Beweis zu 3.13 sowie 8.18] gezeigt.
Weiterhin werden für die geforderten Nachweise die folgenden Aussagen über die
Kompaktheit adjungierter Operatoren benötigt.
Definition 2.1.10 (Adjungierter Operator)
Seien X, Y normierte Räume und sei T ∈ L(X,Y ). Dann ist mit dem dualen
Raum Y ∗ zu Y durch
〈x, T ∗y∗〉 := 〈Tx,y∗〉 (x ∈ X,y∗ ∈ Y ∗)
eine isometrische Einbettung ∗ : L(X,Y ) → L(X∗, Y ∗) definiert. T ∗ heißt adjun-
gierter Operator [Alt99].
Satz 2.1.11 (Schauder [Alt99, Satz 10.6])
Seien X, Y Banach-Räume und T ∈ L(X,Y ). Dann ist T kompakt, genau dann
wenn T ∗ kompakt ist,
T ∈ K(X,Y )⇐⇒ T ∗ ∈ K(X∗, Y ∗).
Nach diesen Ausführungen wenden wir uns nun den einleitend erwähnten Nach-
weisen zu und formulieren das folgende Lemma.
Lemma 2.1.12 (Kompaktheit)
Gegeben sei ein offenes beschränktes GebietD mit einem stückweise stetigen Rand,
∂D ∈ C1+εstw und ε > 0, mit zugehörigen gewichteten L2-Räumen, wie in Definition
2.1.5 eingeführt und Bemerkung 2.1.6 vereinbart. Dann gilt:
1. Der Integraloperator KGν ,D mit dem Kern (2.2a),





ist kompakt von L2(D) nach L2(D).
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2. Der Integraloperator KGν ,∂D mit dem Kern (2.2b),





ist kompakt von L2(D) nach L2(∂D).
3. Der Integraloperator Kqν ,D mit dem Kern (2.2c),





ist kompakt von L2(∂D) nach L2(D).
4. Der Integraloperator Kqν ,∂D mit dem Kern (2.2d),





ist kompakt von L2(∂D) nach L2(∂D).
Hierbei ist zu bemerken, dass die Funktionen σ und ρ nicht mehr explizit Teil des
Kerns sind, da sie dem Maß zugeschlagen wurden.
Beweis. Die Aussagen der Punkte 1 und 2 sind durch den Nachweis der Bedingun-
gen des Satzes 2.1.9 zu zeigen, da es sich bei den gegebenen Kernen um Hilbert-
Schmidt-Kerne handelt. Die Aussage 3 ist durch eine Rückführung auf 2 zu zeigen
und für 4 gelingt ebenfalls der Nachweis, dass es sich beim entsprechenden Kern um
einen Hilbert-Schmidt-Kern handelt, da ein stückweise stetiger Rand ∂D ∈ C1+εstw
vorausgesetzt wird.



















‖x− y‖−4 dy dx.
Erneut sei auf Bemerkung 1.1.4 verwiesen, die die Beschränktheit und Inte-
grierbarkeit der Funktion σ sichert. Der Faktor e−τ(x,y) ist stets kleiner oder
gleich 1, wie seine Definition 1.2.3 zeigt.
Das letzte Integral obiger Kette ist schwach singulär und damit entsprechend
den Bedingungen von Satz 2.1.9 messbar. Somit handelt es sich um einen
Hilbert-Schmidt-Kern und der zugehörige Operator ist kompakt von L2(D)
nach L2(D).
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2. Mit der allgemein gültigen Abschätzung
|n̄(y) · (y − x)| ≤ ‖x− y‖
kann gezeigt werden, dass auch der Kern KGν ,∂D der Klasse der Hilbert-


















‖x− y‖−4 dy dx.
Nun ist erneut die Argumentation aus Teil 1 zu nutzen, um die Kompaktheit
des zugehörigen Operators von L2(D) nach L2(∂D) zu zeigen.
3. Der durch den Kern (2.2c),κqν ,D (x,y), gegebene Operator ist modulo einer
Konstanten adjungiert zu dem durch κGν ,∂D (x,y) beschriebenen Operator,
wie die folgende Kette zeigt.











4κqν ,D (y,x) g(x)σ(x) dxf(y)ρ(y) dy
= 4 〈f,Kqν ,Dg〉L2(∂D) .
Nach dem Satz von Schauder (vgl. Satz 2.1.11) definiert damit auch der Kern
(2.2c) einen kompakten Operator von L2(∂D) nach L2(D).
4. Bei κqν ,∂D handelt es sich ebenfalls um einen Hilbert-Schmidt-Kern im Sinne



























‖x− y‖−4+4ε dy dx.
Da das letzte Integral obiger Kette schwach singulär und damit L2-messbar
ist, gelten die Aussagen des Satzes 2.1.9 und der Operator Kqν ,∂D ist kompakt
von L2(∂D) nach L2(∂D).
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Für die weiteren Betrachtungen kann das in (2.1a) und (2.1b) gegebene Gleichungs-
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Nachfolgend benennen wir das Gleichungssystem (2.6) als kontinuierliches Pro-
blem. Bedingt durch die Kompaktheit der Komponenten des Operators K ist auch
K selbst kompakt und die Anwendung der Riesz-Schauder-Theorie wird möglich,
die zu den folgenden Existenz- und Eindeutigkeitsaussagen führt.
Satz 2.1.13 (Existenz- und Eindeutigkeitssatz [Hac97, Satz 3.2.1])
Gegeben sei eine Fredholm’sche Integralgleichung 2. Art, wie in Definition 2.1.1
eingeführt, und der Integraloperator K sei kompakt über dem Raum X. Dann gilt
genau eine der beiden folgenden Aussagen.
• Der Operator λI−K besitzt eine beschränkte Inverse im Sinne von
(λI−K)−1 ∈ L(X,X)
derart, dass die Gleichung λf = Kf + g für jedes g ∈ X eine eindeutige
Lösung
f = (λI−K)−1 g ∈ X
besitzt.
• Der Skalar λ ist einer von höchstens abzählbar vielen Eigenwerten, die sich
nur in 0 häufen können. Dann besitzt die Eigenwertaufgabe
λe = Ke
n linear unabhängige Eigenfunktionen e1, . . . , en als Lösungen, wobei
1 ≤ n := dim Kern (λI−K) = dim (X/Bild (λI−K)) <∞.
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A priori ist für das in (2.6) notierte System keine Aussage möglich, ob es sich
bei λ = 1 um einen Eigenwert des Operators des Systems handelt. Eine solche
Aussage ist nur bei der Betrachtung konkreter Parameterkonstellationen möglich.
Für eine allgemeine Abschätzung kann jedoch der Zusammenhang [Alt99, Satz
9.4] genutzt werden, der den größten Eigenwert des Operators aus (2.6) mit der
Norm des Operators K beschränkt.
Setzt man zudem voraus, der Integraloperator der Integralgleichung sei ein selbst-
adjungierter Operator, kann mit Bedingungen an die Wahl der Parameter der In-
tegralgleichung eine Abschätzung der Norm des Operators K angegeben werden.
Hierzu folgende Bemerkungen.
Bemerkung 2.1.14 (Zur Beschränkung der Eigenwerte des Operators K)









Da auch die Norm des Operators K von der konkreten Wahl der Parameter
abhängig ist, sei an dieser Stelle auf den Abschnitt 4.3.1 verwiesen, der Eigenwert-
betrachtungen an einem konkreten Beispiel vornimmt.
Der Beweis des Lemmas 2.1.12 spricht eine weitere Eigenschaft an, die auch im
Bereich der numerischen Umsetzung Vorteile verspricht. Hierbei handelt es sich
um die Adjungiertheit modulo einer Konstanten der durch die Kerne κqν ,D (x,y)
und κGν ,∂D (x,y) gegebenen Operatoren.
Bemerkung 2.1.15 (Zur Überführung des Operators K in einen selbstadjungier-
ten Operator)
Offenbar sind die durch die Kerne κGν ,D (x,y) und κqν ,∂D (x,y) gegebenen Opera-
toren selbstadjungiert und damit symmetrisch. Wie im Beweis des Lemmas 2.1.12
gezeigt, sind auch die durch die Kerne κqν ,D (x,y) und κGν ,∂D (x,y) gegebenen
Operatoren modulo einer Konstanten adjungierte Operatoren.
Mittels einer Ähnlichkeitstransformation kann daher der Operator K in einen
symmetrischen, selbstadjungierten Operator überführt werden. Für die numerische
Umsetzung birgt dies den Vorteil, dass nur das obere oder untere Dreieck der Sys-
temmatrix aufgestellt und gespeichert werden muss. Dies wirkt sich positiv auf die
Rechenzeit und den Speicherverbrauch aus.
Für optisch dicke Medien, dass heißt τ  1, und unter der Annahme, dass
der Absorptionskoeffizient κ nicht null ist, gelingt in [Sch03, Abschnitt 2.2] der
umfangreiche Nachweis, dass ‖K‖L2 < 1 gilt. Somit wenden wir uns nun einem
Verfahren zur numerischen Lösung der Integralgleichung des Strahlungstransports
zu.
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2.2. Numerische Lösung der Integralgleichung
Eine analytische Lösung des im vorherigen Abschnitt gegebenen Gleichungssys-
tems (2.6) ist, mit Ausnahme sehr einfacher Sonderfälle, wie sie in Abschnitt 1.2.1
skizziert wurden, nicht möglich. Aus diesem Grunde sind numerische Lösungsver-
fahren zu nutzen, die eine approximative Lösung des Gleichungssystems ermögli-
chen. Hierzu bieten sich verschiedene Verfahren an, die sich unter anderem in den
Voraussetzungen an das betrachtete System unterscheiden. Erwähnt werden soll
das Kollokations- und das Galerkin-Verfahren aus der Familie der Projektionsver-
fahren. Die Kollokationsmethode setzt beispielsweise einen Operator über C(D)
voraus, für das Galerkin-Verfahren wird ein Funktionenraum benötigt, der, wie
der L2(D), ein Hilbert-Raum ist.
Diese Arbeit stützt sich auf das Galerkin-Verfahren, welches nachfolgend um-
rissen werden soll und häufig als Finite-Elemente-Verfahren bezeichnet wird. Für
eine breitere Übersicht und einen genaueren Einblick in verschiedene Verfahren sei
auf die Literatur, beispielsweise [Atk97, Hac97], verwiesen.
2.2.1. Grundlagen des Galerkin-Verfahrens zur Lösung von
Fredholm’schen Integralgleichungen 2. Art
Die Lösung f einer Fredholm’schen Integralgleichung 2. Art der Gestalt
λf = Kf + g (2.7)
entstammt im Allgemeinen einem unendlichdimensionalen FunktionenraumX, den
wir nachfolgend stets als Hilbert-Raum annehmen. Die Grundlage der näherungs-
weisen Lösung dieser Integralgleichung stellt die Überlegung dar, dass in einer
endlichdimensionalen Familie von Funktionenräumen Xn ⊂ X eine Funktion fn
existiert, die (2.7) hinreichend genau löst. Die Größe n ∈ N bezeichne die Dimen-
sion des Unterraums.
Die angesprochenen endlichdimensionalen FunktionenräumeXn können als Bild-
räume von Abbildungen gewählt werden, die als Projektionen bezeichnet werden.
Es gilt die folgende Definition.
Definition 2.2.1 (Projektion)
Sei Πn : X → X eine lineare Abbildung. Πn heißt Projektion, wenn Πn = Π2n gilt.
Bemerkung 2.2.2 (Zur Definition eines Unterraums als Bildraum)
Jede Projektion Πn definiert einen Unterraum durch ihren Bildraum im Sinne von
Xn := Bild(Πn).
Die Literatur spricht in einem solchen Fall von einer Projektion auf Xn [Hac97],
der Unterraum Xn wird Ansatzraum genannt. Der Index n der Projektion Πn ist
gegeben durch die Dimension des Bildes von Πn.
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Der soeben beschriebene Ansatz kann umgekehrt werden. Denn die Wahl einer
Basis {ϕi,n}ni=1 in einem endlichdimensionalen Unterraum Xn des Hilbert-Raums
X,
Xn := span {ϕ1,n, · · ·ϕn,n} ,




〈f, ϕi,n〉ϕi,n (f ∈ X).
Bemerkung 2.2.3 (Zu orthogonalen Projektionen und orthonormalen Basen)
Die Wahl einer orthonormalen Basis {ϕi,n}ni=1 in der Definition der Projektion
Πn liefert eine orthogonale Projektion. Ein Nachweis dieser Aussage ist [Atk97,
Kapitel 3.1.2.] zu entnehmen.
Definition 2.2.4 (Abstand zwischen Raum X und Bildraum Xn)
Der Abstand eines Elements f aus X zu Xn ist gegeben durch
dist(f,Xn) := inf{‖f − f̃‖ : f̃ ∈ Xn}.
2.2.2. Der Übergang zu einer endlichdimensionalen Näherung
Gegeben seien eine Familie von Unterräumen Xn ⊂ X sowie zugehörige Projektio-
nen Πn. Gesucht ist die diskrete Lösung fn im Unterraum Xn. Es ist anzumerken,
dass Gleichung (2.7) in Xn im Allgemeinen keine Lösung besitzen wird und damit
jedes fn ∈ Xn einen Fehler
dn := (λI −K) fn − g
hervorruft. Kann dn = 0 nicht erreicht werden, so ist die Forderung Πndn = 0
zulässig. Dies entspricht dem Zusammenhang
λΠnfn = ΠnKfn +Πng
und da fn ∈ Xn, gilt Πnfn = fn. Dies führt mit der Notation Kn := ΠnK sowie
gn := Πng auf die semidiskrete Projektionsgleichung [Hac97]
λfn = Knfn + gn. (2.8)
Der Satz 2.1.11 aus Abschnitt 2.1 sicherte die Lösbarkeit des kontinuierlichen Pro-
blems (2.6). Das nachfolgende Lemma überträgt die Lösbarkeit des kontinuierlichen
Problems auf die semidiskrete Aufgabenstellung.
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Lemma 2.2.5 (Übertragung der Lösbarkeit [Hac97, Lemma 4.3.9])
Es sei λ 6= 0. Dann gehört jede Lösung fn ∈ X der Gleichung (2.8) zu Xn.
Das folgende Lemma gestattet Aussagen über die Identität zweier Elemente des
Unterraums Xn.
Lemma 2.2.6 (Identität von Elementen in Xn [Hac97, Lemma 4.5.3])
SeiXn ein endlichdimensionaler Unterraum des Hilbert-RaumsX und sei {ϕi,n}ni=1
eine Basis in Xn. Dann stimmen zwei Elemente f̃ , g̃ ∈ Xn genau dann überein,
wenn
〈f̃ , ϕi,n〉 = 〈g̃n, ϕi,n〉 (1 ≤ i ≤ n).
Die Anwendung von Lemma 2.2.6 ermöglicht die Überführung der semidiskreten
Projektionsgleichung (2.8) in ein System von n skalaren Gleichungen, die anschlie-
ßend in die folgende diskrete Galerkin-Gleichung [Hac97] überführt werden:
λ 〈fn, ϕi,n〉 = 〈Kfn, ϕi,n〉+ 〈gn, ϕi,n〉 (1 ≤ i ≤ n). (2.9)





gewählt, dessen Koeffizienten {uj}nj=1 geeignet zu bestimmen sind. Dieser Ansatz





uj 〈ϕj,n, ϕi,n〉 =
n∑
j=1
uj 〈Kϕj,n, ϕi,n〉+ 〈gn, ϕi,n〉 (1 ≤ i ≤ n),
wobei sich die gesuchten Koeffizienten aus (2.10) als Lösung des obigen Gleichungs-
systems ergeben. Erneut kann das obige System linearer Gleichungen in Matrix-








Mn := (〈ϕj,n, ϕi,n〉)ni,j=1 , Kn := (〈Kϕj,n, ϕi,n〉)
n
i,j=1
eingeführt. Das zum Unterraum Xn mit der Basis {ϕi,n}ni=1 gehörende Galerkin-
Verfahren führt demnach auf das Gleichungssystem
(λMn −Kn) un = bn. (2.11)
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Wird die Basis {ϕi,n}ni=1 als orthonormale Basis definiert, so entspricht Mn der
Einheitsmatrix In ∈ Rn. Häufig werden die Matrizen Mn und Kn als Massen-
beziehungsweise Steifigkeitsmatrix bezeichnet. Diese Benennung leitet sich aus der
Mechanik ab. In diesem Umfeld wird die rechte Seite bn des obigen Gleichungs-
systems auch als Kraftvektor bezeichnet.
Der folgende Abschnitt soll sich mit Eigenschaften des Galerkin-Verfahrens be-
fassen.
2.2.3. Konvergenz, Konsistenz und Stabilität des Galerkin-Verfahrens
Als Einleitung soll die Definitionen grundlegender Begriffe und Zusammenhänge
erfolgen. Hierzu betrachten wir erneut eine Gleichung der Form (2.7),
λf = Kf + g,
mit Funktionen f, g aus einem Banach-RaumX und einem Operator K ∈ L(X,X).
Darüber hinaus betrachten wir eine Familie endlichdimensionaler Unterräume Xn
als Abbild von Projektionen Πn, wie in Abschnitt 2.2.1 definiert, und Diskretisie-
rungen Kn des Operators K als Kn := ΠnK.
Definition 2.2.7 (Konvergenz)
Eine Diskretisierung Kn eines Operators K wird in X konvergent genannt, wenn
ein n0 ∈ N derart existiert, dass die semidiskrete Gleichung (2.8) für alle g ∈ X
und alle n ≥ n0 eindeutig nach fn ∈ X aufgelöst werden kann sowie der Grenzwert
limn→∞ fn existiert.
Es mag günstig erscheinen, dass im Falle eines konvergenten Verfahrens der
Grenzwert limn→∞ fn existiert. Jedoch muss angemerkt werden, dass die reine
Konvergenz keine Aufschlüsse über den Limes zulässt, gegen den fn konvergiert.
Für eine solche Aussage wird der Begriff der Konsistenz benötigt.
Definition 2.2.8 (Konsistenz)
Eine Diskretisierung Kn eines Operators K wird in X konsistent genannt, wenn
lim
n→∞
‖Kf −Knf‖ = 0 (f ∈ X).
Das Galerkin-Verfahren nutzt die Projektion des Operators K in einen Unter-
raum endlicher Dimension als Ansatz für die Lösung der Integralgleichung (2.7).
Die Konsistenz garantiert ‖Kf−Knf‖ = 0 für n→∞, aber keineswegs die Lösbar-
keit der semidiskreten Gleichung (2.8). Hierfür wird der folgende Begriff genutzt.
Definition 2.2.9 (Stabilität)
Eine Diskretisierung Kn eines Operators K wird in X stabil genannt, wenn ein
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n0 ∈ N und eine Konstante C derart existieren, so dass die Inverse (λI−Kn)−1 ∈
L(X,X) für alle n ≥ n0 existiert und die Abschätzung∥∥∥(λI−Kn)−1∥∥∥ ≤ C
gilt.
Bemerkung 2.2.10 (Zu Konvergenz und Stabilität [Hac97, 4.1.11])
Konvergenz impliziert Stabilität.
Die Verknüpfung der obigen Eigenschaften und damit die Konvergenz, Konsis-
tenz und Stabilität des Galerkin-Verfahrens im Rahmen der durch den Strahlungs-
transport gegebenen Problemstellung sichert der folgende Satz.
Satz 2.2.11 (Konvergenz in L2(D) [Hac97, 4.5.6])
Sei X = L2(D) und der Integraloperator K kompakt über X. Sei λ aus (2.7) ein
regulärer Wert, es gelte somit (λI − K)−1 ∈ L(X,X). Für die Folge {Xn} von
Unterräumen gelte entsprechend Definition 2.2.4 dist(x,Xn)→ 0 für alle x ∈ X.
Dann ist das Galerkin-Verfahren konvergent, somit gilt fn → f := (λI−K)−1 g
in X, und die Projektionen Kn des Operators K konvergieren in der Operatornorm
gegen K, Kn → K.
Der obige Satz 2.2.11 stellt im Wesentlichen zwei Forderungen, um Konvergenz,
Konsistenz und Stabilität der diskreten Problemstellung zu sichern. Die Kompakt-
heit des Integraloperators K sichert das Lemma 2.1.12, die Eigenschaft der Un-
terräume Xn, dist(x,Xn) → 0 für alle x ∈ X kann eng an die Wahl der Basis
der Räume Xn geknüpft werden. Daher widmet sich der nachfolgende Abschnitt
der Wahl der Basis der Unterräume Xn. Auch die Fehlerabschätzung, mit der sich
Abschnitt 2.2.6 befassen wird, steht im Zusammenhang mit der Wahl der Basis.
2.2.4. Basiswahl in den Unterräumen Xn
Neben der Kompaktheit des Operators K hat die Wahl der Basis der Unterräume
Xn ⊂ X über die Bedingung dist(x,Xn) → 0 für alle x ∈ X Einfluss auf die
Anwendbarkeit des Satzes 2.2.11. Die konkrete Wahl der Basis hat zudem auch
Einfluss auf die Gestalt der Systemmatrizen der Gleichung (2.11) und damit auf
Eigenschaften des Gleichungssystems.
In der Praxis fällt die Wahl für RäumeXn häufig auf sogenannte Finite-Element-
Räume. Hierbei erfährt das Gebiet D eine Zerlegung in endlich viele disjunkte
Teilgebiete Di. Jedes dieser Teilgebiete bildet den Support eines oder mehrerer
Polynome, die eine Basis bilden.
Die Gestalt der Teilgebiete Di ist bedingt durch die Gestalt des zu triangulie-
renden Gebietes. Legt man ein polygonales Gebiet den Betrachtungen zu Grunde,
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bietet sich eine Zerlegung in Dreiecke oder Quadrate beziehungsweise Rechtecke, in
höheren Dimensionen allgemein Simplizes oder (Hyper-) Würfel beziehungsweise
Quader, an. Für den Fall nicht polygonaler Gebietsränder sei auf die Literatur,
beispielsweise [Bra07], verwiesen.
Vorerst beschränken wir uns auf zulässige Zerlegungen polygonaler Gebiete, für
die die folgende Definition gilt. In Abschnitt 4.2 erweitern wir die genutzten Begriffe
und betrachten Gitter, die hängende Knoten beinhalten.
Definition 2.2.12 (Zulässige und quasiuniforme Zerlegung)
Eine Zerlegung D := {D1, . . . , DN} des polygonalen Gebietes D in Drei- oder
Vierecke, beziehungsweise Simplizes, (Hyper-) Würfel, Quader in höheren Dimen-
sionen, werde als zulässig bezeichnet, wenn die folgenden Bedingungen erfüllt sind
[SS04, Bra07].




3. Besteht Di ∩Dj aus einem Punkt, so ist dieser Eckpunkt sowohl von Di als
auch von Dj .
4. Besteht e := Di ∩ Dj aus mehr als einem Punkt, so ist e eine gemeinsame
Kante, Fläche, ... sowohl von Di als auch von Dj . Für eine genauere Be-
trachtung der Beziehungen zwischen zwei Elementen sei auf den Abschnitt 3
verwiesen.
Eine Zerlegung D werde als quasiuniform bezeichnet, wenn eine Konstante k derart
existiert, so dass jedes ElementDi der ZerlegungD mit dem Durchmesser hDi einen





Über den Elementen der Zerlegung kann nun die Definition von Ansatzfunktio-
nen erfolgen, aus denen wiederum die Basis des Unterraums Xn gewonnen wird.
Die einzelnen Elemente der Zerlegung werden häufig als finite Elemente bezeich-
net, obgleich eine formalere Definition gelten kann, die neben den Elementen der
Zerlegung auch den Raum der Ansatzfunktionen sowie die Basis umfasst [Bra07,
Definition 5.8]. Eine exakte Definition dieses Begriffs ist jedoch nicht notwendig,
da wir auf dessen Gebrauch verzichten werden.








xνii | λν ∈ R
 ,
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mit einem Multiindex ν und der Raumdimension d des GebietesD. Dann definieren
wir Xn als die Menge aller ϕ ∈ L∞(D) die, eingeschränkt auf die Elemente der
Zerlegung, Polynome repräsentieren, ϕ|Di ∈ Pr(Di). Die Basis {ϕi,n}
n
i=1 in Xn
stellt die Basis der Polynome vom Grade höchstens r dar und formal gilt somit
Xn :=
{
ϕ ∈ L∞(D) | ϕ|Di ∈ Pr(Di) ∀Di ∈ D
}
.
Für eine ausführlichere Betrachtung, konkrete Zusammenhänge und Beispiele
sei erneut auf die Literatur, Beispielsweise [BS08], verwiesen.
Bemerkung 2.2.13 (Zur konkreten Wahl der UnterräumeXn bei der Betrachtung
der Strahlungstransportgleichung)
Gleichung (2.6) verknüpft die Gleichung für die Bestimmung der Einstrahlung Gν
mit der Gleichung des Flusses qν , obgleich beide Größen über unterschiedlichen
Räumen definiert sind. Daher sind auch die Ansatzfunktionen in unterschiedlicher
Form zu wählen. Für die Einstrahlung Gν wählen wir
XDn′ :=
{
ϕ ∈ L∞(D)| ϕ|Di ∈ Pr(Di) ∀Di ∈ D
}
mit einer Zerlegung D := {D1, . . . , DN ′} des Gebietes D. Bezeichnen wir mit Γ :=
{Γ1, . . . , ΓN ′′} eine Zerlegung des Gebietsrandes ∂D, die entsprechend Definition
2.2.12 zulässig zu D ist, so vereinbaren wir den Raum der Ansatzfunktionen für
den Fluss qν als
X∂Dn′′ :=
{
ϕ ∈ L∞(∂D)| ϕ|Γi ∈ Pr(Γi) ∀Γi ∈ Γ
}
.







Beispiel 2.2.14 (Konstante Ansatzfunktionen)
Ein sehr simpler aber dennoch häufig genutzter Ansatzraum ist der Raum der
konstanten Funktionen über der Zerlegung D := {D1, . . . , DN} des Gebietes D.
Die Basis ist gegeben durch
ϕn,i(x) :=
{
1, x ∈ Di,
0, sonst.
Die Dimension n des Raumes Xn entspricht in diesem Fall der Anzahl N der
Elemente der Zerlegung D.







f(ξ) dξ (x ∈ Di)
mit dem Volumen vol(Di) :=
∫
Di
1 dξ des Elements Di und der Projektion Πn auf
den Raum Xn.
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2.2.5. Anmerkungen zur Lösung von Gleichungssystemen
Das Galerkin-Verfahren überführt die Integralgleichung (2.6) in ein System linea-
rer Gleichungen (2.11). Für die Erlangung hinreichender Genauigkeiten kann eine
feine Diskretisierung des Gebietes D notwendig sein. Dabei ist anzumerken, dass
das Gleichungssystem, im Gegensatz zur Lösung partieller Differentialgleichungen
mittels des Galerkin-Verfahrens, in der Regel nicht schwach, sondern voll besetzt
ist.
Die Lösung solcher Systeme kann durch das sehr aufwändige Gauß’sche Elimi-
nationsverfahren oder durch alternative Ansätze wie dem Iterationsverfahren oder
der QR-Zerlegung erfolgen. Unabhängig von der gewählten Lösungsmethode ist
jedoch der Aufwand in Rechenzeit und Speicher bei großen vollen Systemen nicht
vertretbar. Daher stellt Abschnitt 4 Verfahren vor, die der Matrixkompression oder
der Überführung der voll besetzten in eine schwach besetzte Matrix dienen.
2.2.6. Fehlerabschätzungen und die Kondition des Gleichungssystems
Das in den letzten Abschnitten betrachtete Galerkin-Verfahren repräsentiert eine
spezielle Form eines Projektionsverfahrens. Für diese Klasse von Verfahren gilt
‖f − fn‖ ≤ |λ|
∥∥∥(λI−Kn)−1∥∥∥ ‖f −Πnf‖ . (2.12)
Der Satz 2.2.11 sichert die Stabilität bezüglich ‖ · ‖L2 . Damit gilt
|λ|
∥∥∥(λI−Kn)−1∥∥∥ ≤ C <∞ (2.13)
und es bleibt für konkrete Xn die Größe des Projektionsfehlers ‖f −Πnf‖ abzu-
schätzen.
Beispiel 2.2.15 (Projektionsfehler im Falle konstanter Ansatzfunktionen)
Betrachten wir erneut die in Beispiel 2.2.14 eingeführten konstanten Ansatzfunk-
tionen. Wird eine Diskretisierung des Gebietes in alle Raumrichtungen mit einer
Schrittweite hn vorgenommen, so kann für verschiedene Normen gezeigt werden,
dass ‖f −Πnf‖ ≤ Chn gilt.
Nachfolgend die Abschätzung in der ∞-Norm für Lipschitz-stetige Funktionen
f . Dabei sei zur Vereinfachung der Schreibweise ein Element der Seitenlänge hn
vorausgesetzt. Für weitere Ansätze sei auf die Literatur, beispielsweise [Hac97,
Lemma 4.5.21], verwiesen.
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mit der Lipschitz-Abschätzung |f (x)− f (ξ) | ≤ Lf |x− ξ| für x, ξ ∈ D.
Ein weiterer Einflussfaktor auf die Qualität der Lösung stellt die Kondition der
Matrix (λMn −Kn) aus (2.11) dar, da sich diese auf die Konvergenz numerischer
Verfahren zur Lösung linearer Gleichungssysteme auswirkt. Die Kondition der Ma-
trix (λMn −Kn) kann wie folgt abgeschätzt werden.
Satz 2.2.16 (Konditionsabschätzung [Hac97, Satz 4.5.10])
Die Matrix (λMn −Kn) sei regulär. Dann gilt
cond2 (λMn −Kn) ≤ cond2 (Mn) condL2 (λIn −Kn) .
Der Index beschreibt die zu verwendende Norm.
Bemerkung 2.2.17 (Zur Kondition der Matrix Mn im Falle konstanter Ansatz-
funktionen)
Im Falle konstanter Ansatzfunktionen ist Mn eine Diagonalmatrix und darüber
hinaus gilt cond2 (Mn) = CM <∞.
Die in der Integralgleichung (2.6) und bei ihrer Diskretisierung auftretenden
Integrale können in der Regel nicht analytisch ausgewertet werden. Daher sind
auch in diesem Fall numerische Verfahren zu nutzen, die bei der Ermittlung der
numerischen Lösung f̃n weitere Fehler verursachen. Mit der Bestimmung singu-
lärer Integrale befasst sich ausführlich der nachfolgende Abschnitt 3, auf den an
dieser Stelle verwiesen werden soll. Für die Bestimmung regulärer Integrale bie-
tet die Literatur eine Vielzahl nutzbarer Ansätze, darunter das klassische Gauß-





Die Diskretisierung der in den Abschnitten 1 und 2 beschriebenen Integralgleichung














mit Gebieten Dx, Dy ⊂ Rn, der Raumdimension n = 2, 3, dem Parameter α =
2, 3, 4 sowie integrierbaren Funktionen p in x und y. Dabei treten Gebietspaarun-
gen auf, über denen das entsprechende Integral singulär wird. Solche Konfiguratio-
nen sind mit den in Abschnitt 2.2.6 bereits erwähnten Verfahren nicht hinreichend
genau lösbar.
Daher soll in diesem Abschnitt eine Methode zur Bestimmung unter Umständen
singulärer Integrale vorgestellt werden, welches allgemeiner gefasst und nicht auf











‖x− y‖α dy dx (3.2)








soll das Verfahren in Abschnitt 3.4 auf weitere Kernfunktionen κ(x,y) ausgedehnt
werden.
Teile der hier vorgelegten Ausführungen wurden bereits vorab in [Mes10] veröf-
fentlicht. Der Abschnitt 3.4 wurde im Vergleich zur Vorveröffentlichung erweitert,
die Punkte 3.5 und 3.6 neu eingefügt.
3.1. Grundlegende Definitionen
In diesem 3. Abschnitt soll eine Methode zur Berechnung singulärer Integrale vor-
gestellt werden, die zwei Eigenschaften des Integranden κ(x,y) nutzt. Dabei han-
delt es sich um die Translationsinvarianz und die Homogenität des Kerns. Beide
Eigenschaften können wie folgt definiert werden.
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Definition 3.1.1 (Translationsinvarianz)
Ein Kern κ(x,y) wird als translationsinvariant bezeichnet, wenn gilt
κ(x,y) = κ(x + c,y + c) (c ∈ Rn) . (3.3)
Definition 3.1.2 (Homogenität)




κ(sx, sy) (s ∈ R>0) . (3.4)
g ∈ R heißt Grad der Homogenität. Dabei können die Parameter g und α aus (3.2)
miteinander identifiziert werden.
Des Weiteren nehmen wir an, dass κ außerhalb einer Umgebung der Singularität
x = y hinreichend glatt sei. Diese Bedingung lässt sich durch die sogenannte
asymptotische Glattheit [Hac09] charakterisieren.
Definition 3.1.3 (Asymptotische Glattheit)
Wir bezeichnen einen Kern κ(x,y) als asymptotisch glatt, wenn Konstanten h0,
h1 ∈ R>0 derart existieren, so dass
|∂νx∂µyκ(x,y)| ≤ h1(h0)|ν+µ|(µ+ ν)! ‖ x− y ‖−g−|ν+µ| (3.5)
für alle Multiindizes ν ∈ Nn0 , µ ∈ Nm0 und g ∈ R aus Definition 3.1.2 erfüllt ist.
Definition 3.1.4 (Gemeinsame d-dimensionale Flächen)
Seien ρ, σ ⊂ Rn und es gelte ρ̄ ∩ σ̄ 6= ∅. Darüber hinaus sei
d := min
{




Dann bezeichnen wir den Schnitt ρ̄∩ σ̄ als gemeinsame d-dimensionale Fläche von
ρ und σ.
Bemerkung 3.1.5 (Zur Beziehung zweier Gebiete untereinander)
Wir betrachten Integrale, die der Diskretisierung von Integralgleichungen entstam-
men. Daher gehen wir davon aus, dass die Gebiete Dx und Dy einem regulären
Gitter ohne hängende Knoten entnommen sind. Zwei Gebiete besitzen daher ent-
weder einen positiven Abstand oder eine gemeinsame d-dimensionale Fläche mit
d ∈ {0, . . . , n}.
Die nachfolgende Definition soll die Benennung von Gebietspaaren klären.
Definition 3.1.6 (Reguläre und singuläre Gebietspaare)
Wir bezeichnen ein Paar von Gebieten als regulär, wenn ihr Abstand strikt positiv
ist. Ansonsten bezeichnen wir das Paar als singulär. Die Dimension der gemeinsa-
men Fläche werde mit d ≥ 0 gekennzeichnet. Die Menge der regulären Paare sei




Gebietspaare können durch Äquivalenzklassen charakterisiert werden. Die zu
Grunde liegende Äquivalenzrelation sei wie folgt definiert.
Definition 3.1.7 (Äquivalenz von Gebieten und Gebietspaaren)
Zwei Gebiete ρ, σ ⊂ Rn bezeichnen wir als äquivalent, wenn eine bijektive Trans-
formation Φ : Rn → Rn existiert, für die gilt
Φ(σ) = ρ, (3.6)
wobei die Abbildung Φ durch
x = Φ(x̂) = t + cIx̂ (x ∈ ρ, x̂ ∈ σ)
mit einem konstanten Vektor t ∈ Rn, einer Konstanten c ∈ R und der Einheits-
matrix I ∈ Rn×n gegeben ist. Die Transformation Φ gestattet Skalierung und
Translation, jedoch keine Rotation.





für die gleiche Abbildung Φ erfüllt ist.
Ist der Kern κ rotationsinvariant oder symmetrisch, können die Systeme linearer
Gleichungen, die in den Kapiteln 3.2.4 und 3.3.4 eingeführt werden, weiter verein-
facht werden. Die zu Grunde liegenden Definitionen sind nachfolgend gegeben.
Definition 3.1.8 (Symmetrie)
Der Kern κ(x,y) wird als symmetrisch bezeichnet, wenn er die Symmetriebedin-
gung
κ(x,y) = κ(y,x) (x,y ∈ Rn) (3.8)
erfüllt.
Definition 3.1.9 (Rotationsinvarianz)
κ(x,y) werde als rotationsinvariant bezeichnet, wenn
κ(x,y) = κ(Rx,Ry) (x,y ∈ Rn) (3.9)
für alle Rotationsmatrizen R ∈ Rn×n, die Rotationen von z · π2 (z ∈ Z) um die
Achsen des Koordinatensystems beschreiben, gilt.
κ(x,y) ist partiell rotationsinvariant, wenn die oben genannte Eigenschaft nur
für einige ausgewählte Achsen gilt.
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3.2. Hierarchische Quadratur über Hyperwürfeln
Der Hyperwürfel oder n-Würfel ist das n-dimenionale Analogon eines Quadrates
(n = 2) oder Würfels (n = 3). Er kann als konvexe Hülle seiner 2n Ecken be-
schrieben werden. Im Folgenden betrachten wir Integrale, die über Hyperwürfeln
definiert sind. Um dies in der Notation zu verdeutlichen, scheiben wir C statt D,









Sei C ein beliebiger achsenparalleler Hyperwürfel und eindeutig durch seine 2n
Ecken {v1, . . . , v2n} beschrieben.
Das n-dimensionale Referenzelement γ n := [0, 1]n kann auf C durch die Abbil-
dung
ΦC : γ n → C x̂ 7→ v1 + SC x̂ (3.10)
abgebildet werden. Hierbei beschreibt SC ∈ Rn×n eine Transformationsmatrix, ab-
hängig von der Differenz v̄1 − v1 mit dem v1 diametral gegenüberliegenden Punkt
v̄1. Im Allgemeinen stellt die Matrix SC eine permutierte und skalierte Einheits-
matrix dar.
Bemerkung 3.2.1 (Zur Einbettung in Räume höherer Dimensionen)
Ist der n-dimensionale Hyperwürfel C in ein Gebiet höherer Dimension eingebettet,
sind die Dimensionen der Matrix SC entsprechend anzupassen.
Seien ΦCx und ΦCy Abbildungen, für die
Cx = ΦC
x
(γ n), Cy = ΦC
y
(γ m)
gilt. Unter Verwendung dieser Notation überführen wir das Integral I in ein Integral











κγ(x̂, ŷ, 0, 0) dŷ dx̂ (3.11)
mit der Kerntransformation
κγ(x̂, ŷ, υ








= κ(x + υx,y + υy) (υx, υy ∈ Rn) (3.12)
und c1 als Produkt der Transformationsdeterminanten der Abbildungen ΦC
x und
ΦC
y , c1 = |det DΦC
x | |det DΦCy |.
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Bemerkung 3.2.2 (Zur Homogenität im allgemeinen Fall)
Im Allgemeinen erfüllt


















nicht die Voraussetzungen von (3.4), ist also nicht homogen, da vCx1 6= vC
y
1 . Im
singulären Fall (vergleiche Definition 3.1.6) können vCx1 und v
Cy
1 derart gewählt
werden, dass vCx1 = v
Cy
1 , wodurch die Homogenität gegeben ist.
3.2.2. Gebietsaufspaltung und Bezeichnungen
Sei C ein beliebiger n-dimensionaler Hyperwürfel, der durch seine Eckpunkte
{v1, . . . , v2n} eindeutig beschrieben sei. C kann wie folgt in 2n disjunkte Elemente
zerlegt werden.
C1 = konv{v1, v12, . . . , v1,2n}
C2 = konv{v21, v2, v23, . . . , v2,2n}
...
C2n−1 = konv{v2n−1,1, . . . , v2n−1,2n−2, v2n−1, v2n−1,2n}
C2n = konv{v2n,1, . . . , v2n−1,2n , v2n}
mit dem Mittelpunkt vij der Punkte vi, vj ; vij =
vi+vj
2 .
Bemerkung 3.2.3 (Zur Äquivalenz)
Es seien Cx ⊂ Rn und Cy ⊂ Rm zwei beliebige, achsenparallele, in Rn eingebettete
Hyperwürfel mit einer gemeinsamen d-dimensionalen Fläche, o.B.d.A.: n ≥ m ≥
d ≥ 0 sowie m > 0 und den Bezeichnungen
Cx = konv{v1, . . . , v2d , vx2d+1, . . . , v
x
2n},
Cy = konv{v1, . . . , v2d , v
y
2d+1
, . . . , vy2m}.
Des Weiteren seien Cx und Cy nach der oben beschriebenen Vorgabe unterteilt.
Dann sind die Paare Cxi ×C
y
i , i ∈ {1, . . . , 2d} äquivalent zum Ausgangspaar Cx×
Cy gemäß Definition 3.1.7 mit c = 12 .
Beispiel 3.2.4 (Benennung von Eckpunkten zweier Würfel)
Abbildung 3.1 zeigt eine mögliche Variante der Benennung der Eckpunkte am
Beispiel zweier Würfel, welche eine gemeinsame 2-Fläche aufweisen.
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Abbildung 3.1.: Benennung der Eckpunkte am Beispiel zweier Würfel, welche eine
gemeinsame 2-Fläche aufweisen.
3.2.3. Zur Bestimmung des singulären Integrals I
Seien Cx ⊂ Rn und Cy ⊂ Rm zwei beliebige, achsenparallele, in Rn eingebettete
Hyperwürfel mit einer gemeinsamen d-dimensionalen Fläche, o.B.d.A. n ≥ m ≥
d ≥ 0 sowie m > 0,
Cx = konv{v1, . . . , v2d , vx2d+1, . . . , v
x
2n},
Cy = konv{v1, . . . , v2d , v
y
2d+1
, . . . , vy2m}.
(3.13)
Wie bereits angemerkt, ist die Integration über Referenzelementen definiert und
wird mittels (3.10) auf die Elemente Cx × Cy abgebildet. Die Unterteilung der
Referenzelemente γ n und γ m nach Punkt 3.2.2 und die Darstellung des Integrals













κγ(x̂, ŷ, 0, 0) dŷ dx̂. (3.14)
Die Integrale über den Gebieten γ ni × γ mi mit i ∈ {1, . . . , 2d} sind singulär (ver-
gleiche Definition 3.1.6) im Sinne einer gemeinsamen d-dimensionalen Fläche. Die
Paare γ ni × γ mj mit i, j ∈ {1, . . . , 2d}, i 6= j, weisen gemeinsame d∗-dimensionale
Flächen auf, wobei d∗ ∈ {0, . . . , d− 1}. Für Elementpaare mit i > 2d oder j > 2d
sind die Integrale regulär im Sinne von Definition 3.1.6.
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κγ(x̂, ŷ, 0, 0) dŷ dx̂
+ c1
∑















κγ(x̂, ŷ, 0, 0) dŷ dx̂.
(3.15)
Alle Integrale über Paarungen γ ni × γ mi mit i ∈ {1, . . . , 2d} können unter Aus-
nutzung der Translationsinvarianz (3.3) und der Homogenität (3.4) des Kerns in




































Die Elementpaare γ ni × γ mi , i ∈ {1, . . . , 2d} sind äquivalent zu γ n × γ m, sofern
υii derart gewählt ist, dass die Annahmen der Bemerkung 3.2.3 erfüllt sind.
Kombinieren wir die Ausdrücke (3.15) und (3.16), so ergibt sich der Zusammen-
hang
I = 2dcI +c1
∑













































, α 6= −(n+m) + d
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gültig ist.
Die rechte Seite der Gleichung (3.17) besitzt ausschließlich reguläre Summanden
und singuläre Elemente, die eine niedrigere Dimension d∗ der gemeinsamen Fläche
aufweisen. Nach maximal d Anwendungen des Verfahrens auf die verbleibenden
singulären Summanden der rechten Seite enthält die gesamte Summe ausschließlich
reguläre Ausdrücke.
Beispiel 3.2.5 (Integration über zwei identische Würfel)
Das Integral I sei in diesem Beispiel über zwei beliebigen, jedoch identischen Wür-
feln Cx = Cy = konv{v1, . . . , v8} ⊂ R3 mit einem Kern κ(x,y), welcher die Be-
dingungen (3.3) und (3.4) erfüllt, definiert.




















κγ(x̂, ŷ, 0, 0) dŷ dx̂.
Durch die Anwendung von (3.17) im Falle identischer Elemente γ ni = γ
m
j (n =










κγ(x̂, ŷ, 0, 0) dŷ dx̂
+
∑





κγ(x̂, ŷ, 0, 0) dŷ dx̂
+
∑





κγ(x̂, ŷ, 0, 0) dŷ dx̂
+
∑





κγ(x̂, ŷ, 0, 0) dŷ dx̂





)6+α, α 6= −3.
Die Anzahl der regulären Paare (Γreg) im Falle der identischen Elemente ist Null,
der Fall eines gemeinsamen Punktes (Γ0) tritt 8 mal, der Fall der gemeinsamen
Kante (Γ1) wie auch der gemeinsamen Fläche (Γ2) 24 mal auf.
Für die 24 gemeinsamen Flächen (γ 3i ×γ 3j ∈ Γ2) gelten die nachfolgenden Über-
legungen. Um die Symbolik nicht zu überladen, soll die Notation, abgesehen von
einem zusätzlichen Index (Iij) und einem zusätzlichen „Dach“, nicht angepasst wer-
den. Es ist jedoch zu beachten, dass der zusätzliche Transformationsschritt, die
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Abbildung des Referenzelements γ 3 auf γ 3i beziehungsweise γ
3
j , die konkrete Ge-
stalt des Kerns κγ sowie den Wert der Konstanten c1 verändert. Für das Integral




















κ̂γ(ˆ̂x, ˆ̂y, 0, 0) dˆ̂y dˆ̂x.










κ̂γ(ˆ̂x, ˆ̂y, 0, 0) dˆ̂y dˆ̂x
+
∑





κ̂γ(ˆ̂x, ˆ̂y, 0, 0) dˆ̂y dˆ̂x
+
∑





κ̂γ(ˆ̂x, ˆ̂y, 0, 0) dˆ̂y dˆ̂x





)6+α und α 6= −4.
Im Falle der gemeinsamen Fläche umfasst Γ1 8 Elementpaare, Γ0 4 und Γreg 48
Paare. Das beschriebene Verfahren kann auf die verbleibenden singulären Integrale
angewandt werden und alle Aussagen gelten für α /∈ {−3,−4,−5,−6}. Tabelle 3.1
gibt einen Überblick über die Anzahl der auftretenden Fälle für alle d∗ = 0, · · · , 3
und die Gesamtzahl der regulären Integrale, wenn jeder singuläre Fall unabhängig
von anderen, eventuell auftretenden Fällen betrachtet wird.
Wie der Tabelle zu entnehmen ist, werden im Falle zweier identischer Würfel
die Werte von 47880 Integralen benötigt, wie über regulären Paaren definiert sind.
Daher sollen im Weiteren Äquivalenzklassen eingeführt werden, um die Anzahl
der zu bestimmenden regulären Paare zu verringern und bereits ermittelte Werte
erneut zu nutzen.
3.2.4. Vereinfachungen durch Äquivalenzklassen
Das in Kapitel 3.2.3 beschriebene Verfahren ist anwendbar, wie Tabelle 3.1 aus
Beispiel 3.2.5 gezeigt, jedoch ineffektiv, wenn jedes singuläre Element unabhängig
von den verbleibenden Elementen betrachtet wird.
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Tabelle 3.1.: Anzahl der Elementpaare und die Gesamtzahl der regulären Integrale
für Beispiel 3.2.5.
Fall Elemente in Summe der regulären
Γ3 Γ2 Γ1 Γ0 Γreg Integrale
Identisches Element: 8 24 24 8 0 47880
Gemeinsame Fläche: 4 8 4 48 1788
Gemeinsame Kante: 2 2 60 186
Gemeinsamer Punkt: 1 63 63
Unter Ausnutzung der Translationsinvarianz (3.3) und der Homogenität (3.4)
des Kerns kann die Anzahl der auszuwertenden regulären Integrale durch die Ein-
führung von Äquivalenzklassen stark verringert werden. Die Klassen beruhen dabei
auf der in Definition 3.1.7 benannten Relation.
Seien Cx ⊂ Rn und Cy ⊂ Rm beliebige, in Rn eingebettete Hyperwürfel mit ei-
ner gemeinsamen d-dimensionalen Fläche, o.B.d.A. n ≥ m ≥ d ≥ 0 undm > 0, wie
in (3.13) beschrieben. Werden diese Paare wie in Kapitel 3.2.2 beschrieben unter-
teilt, können Nd∗ Äquivalenzklassen von Elementpaaren identifiziert werden, deren
Vertreter d∗-dimensionale gemeinsame Flächen mit d∗ ≤ d aufweisen. Die Anzahl
Nd∗ der Klassen, deren Vertreter d∗-dimensionale gemeinsame Flächen besitzen,






















Das gesuchte Integral ergibt sich somit als Lösung eines Systems linearer Glei-
chungen der Form AÎ = b. Jede Zeile der N ×N -Matrix A = aij |Ni,j=1 beschreibt
die Zerlegung genau eines singulären Integrals Ii, i = 1 . . . N , definiert über dem
Gebietspaar i in Termen aller Äquivalenzklassen.
Die Diagonal- und Nebendiagonalelemente sind als
aii = 1− 2d
∗
c = 1− 2d∗−n−m−α,
aij = −nijc
(3.20)
definiert, wobei der Faktor nij beschreibt, wie oft Klasse j in der Zerlegung der
Klasse i beobachtet wird. Diese Charakterisierung der Nebendiagonalelemente ist
nur gültig, wenn alle Klassen auf Referenzelemente abgebildet wurden, wodurch
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ein zusätzlicher Skalierungsschritt notwendig sein kann. Ohne diesen Schritt ist die
Matrix mit zusätzlichen Skalierungsfaktoren zu versehen.
Der Vektor Î enthält die auf Referenzelemente abgebildeten Vertreter Ii der
zu bestimmenden Klassen, die rechte Seite b des Gleichungssystems umfasst die
Summe der Werte der regulären Integrale der zugehörigen Klasse.
Bemerkung 3.2.6 (Zur Dreiecksgestalt der Matrix A)
Da jede Klasse nur von sich selbst und von Elementen abhängig ist, deren gemein-
same Fläche eine geringere Dimension aufweist, kann durch eine entsprechende
Sortierung der Klassen A in Dreiecksgestalt gebracht werden.
Beispiel 3.2.7 (Vereinfachte Integration über zwei identische Würfel)




















κγ(x̂, ŷ, 0, 0) dŷ dx̂,
gegeben auf zwei beliebigen, jedoch identischen Würfeln Cx = Cy ⊂ R3 und ei-
ner Kernfunktion κ(x,y), welche die Bedingungen (3.3) und (3.4) erfüllt, beträgt
die Anzahl der Äquivalenzklassen nach (3.19) N = 27. Dies umfasst, neben dem
identischen Element, 6 gemeinsame Flächen, 12 gemeinsame Kanten sowie 8 ge-
meinsame Eckpunkte. Nach Tabelle 3.1, der die Anzahlen der regulären Elemente
pro Klasse zu entnehmen sind, werden nun nur noch die Werte von 1512 regulä-
ren Integralen benötigt. Die Anzahl ergibt sich durch die Summe über die Anzahl
der Elemente pro Klasse multipliziert mit der Anzahl der regulären Elemente der
Klasse, also 1 · 0 + 6 · 48 + 12 · 60 + 8 · 63 = 1512.
Bemerkung 3.2.8 (Zu weiteren Vereinfachungen durch Symmetrie und Rotati-
onsinvarianz)
Erfüllt der Kern κ(x,y) des Integrals nicht nur (3.3) und (3.4), sondern ist darüber
hinaus auch symmetrisch und (partiell) rotationsinvariant, wie in den Definitionen
3.1.8 und 3.1.9 beschrieben, so kann das entstehende System linearer Gleichungen
weiter vereinfacht werden, wie im nachfolgenden Beispiel 3.2.9 gezeigt werden soll.
Beispiel 3.2.9 (Beispiel 3.2.7 mit rotationssymmetrischem Kern)
Erneut legen wir die Bedingungen der vorhergehenden Beispiele zu Grunde, nut-
zen jedoch darüber hinaus den rotationsinvariaten Kern κ = 1‖x−y‖ . Unter diesen
Voraussetzungen tritt genau ein identisches Element, ein Fall einer gemeinsamen
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Fläche, eine gemeinsame Kante sowie ein gemeinsamer Punkt auf. Somit sind 171
reguläre Integrale zu bestimmen.
Für ein konkretes Beispiel sei Cx = Cy = [0.5, 1]3 ⊂ R3. Mit Hilfe der Transfor-
















Ohne Beachtung der Rotationssymmetrie führt das oben beschriebene Verfahren
zu 27 Äquivalenzklassen. Da der Kern jedoch bezüglich aller drei Raumrichtungen
rotationssymmetrisch ist, lassen sich alle Fälle mit gleicher Dimension in der ge-
meinsamen Fläche in je eine Klasse zusammenfassen. Somit sind nur vier Klassen
























(d) Gemeinsamer Punkt (d∗ = 0)
Abbildung 3.2.: Vertreter der vier Äquivalenzklassen des Beispiels 3.2.9.
Das zugehörige System linearer Gleichungen kann nach (3.21) aufgestellt werden.
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Die Werte der Konstanten nij sind Tabelle 3.1 zu entnehmen. Die Matrix A hat
für das hier gegebene Beispiel die Gestalt
A =

1− 2dc −n12c −n13c −n14c






0, 75 −0, 75 −0, 75 −0, 25
0, 875 −0, 25 −0, 125




Dabei ist zu beachten, dass der Parameter d∗ von der aktuell betrachteten Klasse
abhängig ist. Die erste Zeile der Matrix A beschreibt die Zerlegung des identischen
Elements (d∗ = d = 3), die zweite Zeile repräsentiert den Fall der gemeinsamen
Fläche (d∗ = 2), Zeile drei entspricht dem Fall der gemeinsamen Kante (d∗ = 1)
und in Zeile vier ist die Zerlegung für den Fall des gemeinsamen Punktes (d∗ = 0)










Die rechte Seite b umfasst die Werte der regulären Integrale der zugehörigen
Klasse. Diese Größen, wie auch zu beachtende Skalierungen und Transformati-
onsdeterminanten, basieren auf der konkreten Wahl der Vertreter der Äquivalenz-
klassen. (3.22) zeigt approximative Werte für die in Abbildung 3.2 aufgeführten
Elemente sowie die zugehörigen Lösungen Î. Der erste Eintrag in Î entspricht der














3.3. Hierarchische Quadratur über Simplizes
Als ein zweites Beispiel für das Prinzip der hierarchischen Quadratur soll in diesem
Punkt das Augenmerk auf Integrale gerichtet werden, die über Simplizes definiert
sind. Der n-Simplex ist das Analogon eines Dreiecks oder Tetraeders. Er ist die
konvexe Hülle von n+ 1 linear unabhängigen Punkten eines euklidischen Raumes
mit Dimension n oder höher. Wie auch in den vorherigen Punkten passen wir die








3. Hierarchische Quadratur multidimensionaler Integrale
Im Gegensatz zu Punkt 3.2 beschränken wir uns jedoch auf Raumdimensionen
n ≤ 3.
3.3.1. Lokale Koordinaten
Sei mit T ein beliebiger n-Simplex gegeben, der durch die Eckpunkte {t1, . . . , tn+1},
ti ∈ Rn, eindeutig bestimmt ist. Das n-dimensionale Referenzelement τn ⊂ Rn,
τn = konv {0, e1, . . . , en}, mit dem Ursprung 0 und den Einheitsvektoren ei des
kartesischen Koordinatensystems, kann auf T mittels
ΦT : τn → T x̂ 7→ t1 + JT x̂, (3.23)
JT = (t2 − t1, . . . , tn+1 − t1) ,
abgebildet werden. Das hochgestellte T soll nicht die Transponierte symbolisieren,
es ist als oberer Index zu verstehen.
Unter Ausnutzung von Gleichung (3.23) kann das in Punkt 3.2.1 angewandte
Verfahren zur Transformation des Integrals I auf ein Integral über n- und m-






κτ (x̂, ŷ, 0, 0) dŷ dx̂. (3.24)
In dieser Notation repräsentiert c1 das Produkt der Transformationsdeterminanten
der Abbildungen ΦTx , ΦTy und
κτ (x̂, ŷ, υ
x, υy) = κ
(
ΦT (x̂) + υx,ΦT (ŷ) + υy
)
= κ(x + υx,y + υy) (υx, υy ∈ Rn) . (3.25)
Damit können alle Überlegungen auf Referenzelementen erfolgen.
Bemerkung 3.3.1 (Zur Homogenität des Kerns)
Im Allgemeinen gilt tTx1 6= t
Ty
1 . κ ist somit nicht homogen, erfüllt also nicht (3.4).
Im singulären Fall gilt jedoch tTx1 = t
Ty
1 und Gleichung (3.4) ist gültig.
3.3.2. Gebietsaufspaltung und Bezeichnungen
Die Aufspaltung von Simplizes in beliebigen Dimensionen ist komplexer, als dies
bei Hyperwürfeln der Fall ist. Aus diesem Grunde beschränken wir uns auf Dimen-
sionen n ≤ 3, wie einleitend bereits erwähnt. Die Punkte tij , die in den folgenden
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Aufspaltung des 1-Simplex (Strecke)
Eine beliebige Strecke, eindeutig bestimmt durch T = konv{t1, t2}, kann in zwei
Teilstrecken aufgespalten werden:
T1 = konv{t1, t12}, T2 = konv{t12, t2}.
Aufspaltung des 2-Simplex (Dreieck)
Das Dreieck T = konv{t1, t2, t3} kann gemäß der „roten“ Aufspaltungsstrategie in
die vier folgenden Elemente zerlegt werden.
T1 = konv{t1, t12, t13}, T3 = konv{t13, t23, t3},
T2 = konv{t12, t2, t23}, T4 = konv{t12, t13, t23}.
Aufspaltung des 3-Simplex (Tetraeder)
Die Aufspaltung eines beliebigen Tetraeders T = konv{t1, t2, t3, t4} kann nach
[Bey95] in 8 Gebiete erfolgen.
T1 = konv{t1, t12, t13, t14}, T5 = konv{t12, t13, t14, t24},
T2 = konv{t12, t2, t23, t24}, T6 = konv{t12, t13, t23, t24},
T3 = konv{t13, t23, t3, t34}, T7 = konv{t13, t14, t24, t34},
T4 = konv{t14, t24, t34, t4}, T8 = konv{t13, t23, t24, t34}.
Bemerkung 3.3.2 (Zur Äquivalenz)
In jedem der obigen Fälle sind die ersten n + 1 Teilgebiete äquivalent zu T , die
verbleibenden Elemente entstammen dem Inneren des ursprünglichen Gebietes. In
dieser Notation ist Ti äquivalent zu T , wenn Bezeichnungen derart existieren, dass
J = cI, J aus (3.23) und c = 12 , erfüllt ist (vergleiche Definition 3.1.7).
Eine zu Bemerkung 3.2.3 vergleichbare Aussage kann nicht getroffen werden.
3.3.3. Zur Bestimmung des singulären Integrals I
Seien Tx ⊂ Rn und Ty ⊂ Rm zwei beliebige, in Rn eingebettete Simplizes mit
einer gemeinsamen d-dimensionalen Fläche, o.B.d.A. 3 ≥ n ≥ m ≥ d ≥ 0 und
m > 0, die durch ihre Eckpunkte eindeutig bestimmt sind.
Tx = konv{t1, . . . , td+1, tTxd+2, . . . , t
Tx
n+1},
Ty = konv{t1, . . . , td+1, t
Ty




Wie in den vorhergehenden Punkten, definieren wir die Integration auf Referenzele-
menten und bilden sie anschließend mittels (3.23) auf Tx×Ty ab. Die Aufspaltung
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κτ (x̂, ŷ, 0, 0) dŷ dx̂.
(3.27)
Anschließend sind die singulären Anteile der rechten Seite zu identifizieren. Für
Dimensionen n > 1 ist es nicht mehr möglich, alle singulären Elemente τni × τmj ,
welche eine gemeinsame d-dimensionale Fläche besitzen, mit I zu identifizieren.
Daher sind folgende Fälle zu unterscheiden.
Der Fall eines gemeinsamen Punktes oder einer gemeinsamen Kante (d = 0
und d = 1)
Im Falle einer gemeinsamen 0- oder 1-dimensionalen Fläche sind die Integrale,
welche auf τn1 × τm1 beziehungsweise τn1 × τm1 , τn2 × τm2 definiert sind, singulär im
Sinne einer gemeinsamen d-dimensionalen Fläche. Daher notieren wir













κτ (x̂, ŷ, 0, 0) dŷ dx̂,



























κτ (x̂, ŷ, 0, 0) dŷ dx̂.

(3.28)
Im Falle des gemeinsamen Punktes (d = 0) ist ausschließlich die Paarung τn1 ×
τm1 singulär im Sinne der Definition 3.1.6. Alle singulären Gebietspaare im Falle
einer gemeinsamen Kante (d = 1) sind Tabelle 3.2 zu entnehmen, die auch die
beiden Fälle einer gemeinsamen 1-Fläche enthält. Ein genauerer Blick zeigt, dass
die Integrale über den Paaren τn1 × τm1 beziehungsweise τn1 × τm1 , τn2 × τm2 auf I
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Tabelle 3.2.: Singuläre Gebietspaare im Falle einer gemeinsamen Kante (d = 1).
τn1 × τm1 , τn1 × τm2 , τn1 × τm5 , τn1 × τm6 ,
τn2 × τm1 , τn2 × τm2 , τn2 × τm5 , τn2 × τm6 ,
τn5 × τm1 , τn5 × τm2 , τn5 × τm5 , τn5 × τm6 ,





































Dabei ist υii derart zu wählen, dass (3.7) mit c = 12 gilt. Die Kombination der
obigen Identität mit (3.28) liefert









κτ (x̂, ŷ, 0, 0) dŷ dx̂,

























)n+m+α, so dass die Aussage für α 6= −(n+m) + d
gültig ist.
Der Fall einer gemeinsamen Fläche (d = 2)
Die Konfiguration der gemeinsamen Fläche ist die erste, in der ein singuläres Ele-
ment mit Dimension d in der gemeinsamen Fläche auftritt, welches nicht auf I
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abgebildet werden kann. Aus diesem Grunde ist ein weiterer Aufspaltungsschritt
durchzuführen.
Basierend auf der Dimension der Elemente τn beziehungsweise τm sind die fol-
genden Gebietspaare singulär im Sinne einer gemeinsamen 2-Fläche:
n = 2, m = 2 : τ21 × τ21 τ22 × τ22 τ23 × τ23 τ24 × τ24 ,
n = 3, m = 2 : τ31 × τ21 τ32 × τ22 τ33 × τ23 τ36 × τ24 ,
n = 3, m = 3 : τ31 × τ31 τ32 × τ32 τ33 × τ33 τ36 × τ36 .
Die Paare in der letzten Spalte der obigen Tabelle sind nicht äquivalent zu τn×τm
(vgl. Punkt 3.3.2). Um die Notation zu vereinfachen, sei das nicht äquivalente
Gebietspaar mit τ◦• × τ◦• und das zugehörige Integral mit I• bezeichnet.
Die folgende Übersicht zeigt die Gebiete τ24 und τ36 des Referenzelements und






























































Die Elemente τ24 und τ36 sind zudem den Abbildungen 3.3 und 3.4 zu entnehmen.






Abbildung 3.3.: Das Gebiet τ24 .
Das Elementpaar τ◦• ×τ◦• ist nicht äquivalent zum Referenzelementpaar τn• ×τm• ,
besitzt jedoch die gleiche Dimension in der gemeinsamen Fläche. Daher muss dieses
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Element selbst nach dem in Punkt 3.3.2 benannten Verfahren aufgespalten werden.
Das wiederholte Aufspalten liefert nun Elemente, die, soweit sie singulär im Sinne
einer gemeinsamen d-dimensionalen Fläche sind, äquivalent zu τn×τm oder τn• ×τm•
sind.

















κτ (x̂, ŷ, 0, 0) dŷ dx̂

















κτ (x̂, ŷ, 0, 0) dŷ dx̂

(3.30)














Die rechte Seite b umfasst die Summen der Integrale, die über Gebieten mit gerin-
gerer Dimension in der gemeinsamen Fläche definiert sind, sowie reguläre Integrale.




)n+m+α gegeben. Die Determinante der Systemmatrix A
ist 1− 6c+ 8c2. Dies beschränkt uns auf
α 6= −(n+m) + 1 und α 6= −(n+m) + 2,
da A sonst singulär und das System somit nicht eindeutig lösbar ist.
Es ist zu beachten, dass die zweite Gleichung in (3.30) durch c dividiert wurde,
um eine symmetrischere Form der Matrix zu erhalten. Dies wird notwendig, um die
Schreibweise an die Notation in Bezug auf die Einführung von Äquivalenzklassen
anzupassen.
Der Fall einer gemeinsamen 3-Fläche (d = 3)
Die letzte Konfiguration, die im hier betrachteten Rahmen auftreten kann, ist
der Fall einer gemeinsamen 3-Fläche im Falle zweier identischer Tetraeder. Die
Aufspaltung der Elemente mittels des in Punkt 3.3.2 beschriebenen Verfahrens
liefert vier zu τn × τm äquivalente Elemente und vier weitere Elemente, die dem
inneren Oktaeder entstammen. Diese sind nicht äquivalent zu anderen auftretenden
Konfigurationen und müssen daher erneut aufgespalten werden. Die Aufspaltung
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liefert wiederum ein Element τ3S , welches selbst nicht äquivalent zu allen anderen
Elementen ist. Die finale Aufspaltung von τ3S liefert nur bereits bekannte Elemente.
Die fünf Gebiete, die nicht zum Referenzelement äquivalent sind, können Tabelle
3.3 entnommen werden. Abbildung 3.4 zeigt neben dem Referenzelement skalierte
und in den Ursprung verschobenen Vertreter aller Gebiete.





















































































































Die Aufspaltung und Skalierung der zu τ3 nicht äquivalenten Gebiete offenbart
für die zugehörigen Integrale folgenden Zusammenhang, welcher erneut in einem
System linearer Gleichungen der Form AÎ = b zusammengefasst werden kann:
A =

1−4c −c −c −c −c 0
−c 1−4c −c −c 0 −c
−c −c 1−4c 0 −c −c
−c −c 0 1−4c −c −c
−c 0 −c −c 1−4c −c
0 −c −c −c −c 1−4c















Die rechte Seite b umfasst erneut reguläre und singuläre Integrale über Gebieten
mit geringerer Dimension in der gemeinsamen Fläche. Zu beachten ist die Skalie-
rung der Zeilen 2 bis 6 der Matrix, wie sie bereits in Punkt 3.3.3 angesprochen




)3+3+α gegeben und das System
besitzt eine eindeutige Lösung für α 6= {−3,−4,−5}.
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3.3.4. Vereinfachungen durch Äquivalenzklassen
Zur Verringerung der Anzahl der regulären Integrale wurden im Fall von Hyper-
würfeln im Punkt 3.2.4 Äquivalenzklassen eingeführt. Diese Idee lässt sich auch
auf den Fall von Simplizes übertragen. Die Anzahl der Äquivalenzklassen und da-
mit auch die Größe des Systems AÎ = b, hängt jedoch nun nicht mehr nur von
der Dimension der gemeinsamen Fläche ab, sondern auch von den Dimensionen
der Gebiete. Die Größen des Systems A für die in diesem Punkt angesprochenen
Konfigurationen sind in Tabelle 3.4, Spalte 2, aufgeführt.
Die Matrix selbst besitzt die gleiche Struktur, wie in (3.20) angesprochen, nur
die Einträge der Hauptdiagonalen weichen vom Fall der Hyperwürfel ab, da nicht
äquivalente Elemente zu beachten sind.
Auch in diesem Fall ist es möglich, Vorteile aus symmetrischen und (partiell)
rotationssymmetrischen Kernen zu ziehen, obgleich diese nicht so massiv sind, wie
dies im Falle der Hyperwürfel ist, wie Tabelle 3.4, Spalte 3 zeigt.
Tabelle 3.4.: Anzahl der Äquivalenzklassen in Abhängigkeit von n bzw. m = d
sowie die Vereinfachungen, die sich aus symmetrischen und (partiell)
rotationssymmetrischen Kernen ergeben.
Dimensionen Anzahl d∗-dimensionaler Paarungen
ohne Rotationssymmetrie mit Rotationssymmetrie
Γ3 Γ2 Γ1 Γ0 Γ3 Γ2 Γ1 Γ0
n= 3, m = 3 6 36 270 3348 4 12 109 1266
n= 3, m = 2 2 10 82 2 10 82
n= 3, m = 1 1 6 1 6
n= 2, m = 2 2 6 18 1 3 6
n= 2, m = 1 1 4 1 4
n= 1, m = 1 1 2 1 1
3.4. Integrale mit nicht zulässigen Kernen
Die oben beschriebene Methode zur Lösung singulärer Integrale setzt für den Kern
κ(x,y) Translationsinvarianz nach (3.3) und Homogenität nach (3.4) voraus.
Kann ein nicht translationsinvarianter oder nicht homogener Kern eines Integrals
in Summanden zerlegt werden, die selbst translationsinvariant und homogen sind,
ist auch die Bestimmung solcher Integrale möglich. Nachfolgend einige für die
weitere Arbeit relevante Klassen.
65













Abbildung 3.4.: Das Gebiet τ31 sowie die fünf zu τ31 nicht äquivalenten Elemente,
die seiner Aufspaltung entstammen.
3.4.1. Kernfunktionen mit polynomialem Anteil
Eine erste Klasse der für diese Arbeit bedeutsamen Kerne sind solche, die einen






Bei der Translation dieser Kerne sind zum Polynom p(x,y) zusätzliche Summan-
den zu addieren, die, abhängig vom Grad des Polynoms, die Idee der wiederholten
Zerlegung zunichtemachen. Um ein solches Polynom in eine Summe translationsin-
varianter Elemente zu zerlegen, kann der binomische Lehrsatz genutzt werden, der
das Polynom in eine Summe von Monomen zerlegt. Dabei muss beachtet werden,
dass der Parameter c, welcher in den Punkten 3.2 und 3.3 eingeführt wurde, eine
neue Gestalt aufweist, da die Exponenten der Monome Beachtung finden müssen.
Sei ein Multiindex η gegeben, der die Exponenten der aktuellen Monoms ent-







Das Prinzip sei an folgendem Beispiel erläutert, Anhang B.1 liefert ausführlichere
Erläuterungen an einem umfangreicheren Beispiel.
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Beispiel 3.4.1 (Hierarchische Quadratur über einem Kern mit polynomialem An-
teil)





Die Anwendung des in 3.2 und 3.3 beschriebenen Verfahrens, führt in Teilintegralen





Der binomische Lehrsatz liefert nun (x + a) = x3 + 3ax2 + 3a2x +a3. Das Integral
über das erste Element dieser Summe ist bis auf eine Skalierung identisch mit
dem Ausgangsintegral, die verbleibenden Anteile sind mit analogen Überlegungen
lösbar. Die Skalierungsfaktoren c für die Elemente der obigen Summe ergeben




)1+1+α+η mit η = 3, . . . , 0 entsprechend des
Exponenten von x.
Dieser Ansatz ist unabhängig von der Gestalt der Gebiete, gültig für beliebige
Dimensionen n und m der Integrationsgebiete sowie für beliebige Dimensionen d
der gemeinsamen Fläche.
3.4.2. Kernfunktionen mit in ‖x− y‖ analytischen Anteilen





mit einer reell-analytischen Funktion f(‖x−y‖), definiert auf einem beschränkten
Intervall J. Die Funktion f ist dabei nicht zwingend homogen. Kann sie jedoch in













Die Kernfunktion ist damit als Polynom in ‖x−y‖ zu verstehen und kann analog zu
Punkt 3.4.1 behandelt werden. Der binomische Lehrsatz erlaubt die Aufspaltung
des Polynoms in eine Summe von Monomen in ‖x− y‖. Die Integrale über diesen
Monomen können im Anschluss unabhängig voneinander gelöst werden. Beispiel
3.4.2 veranschaulicht das Prinzip an der Entwicklung der Exponentialfunktion.
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Beispiel 3.4.2 (Hierarchische Quadratur über einem Kern mit in ‖x− y‖ analy-
tischen Anteilen)



















Die einzelnen Summanden sind mittels der hierarchischen Quadratur lösbar.
3.4.3. Alternative Methoden
Neben den oben angesprochenen Ansätzen können eine Reihe weiterer Verfahren
genutzt werden, um Kerne, die in ihrer ursprünglichen Gestalt mittels der hier-
archischen Integration nicht bearbeitet werden können, in Formen zu überführen,
die für die hierarchische Integration zulässig sind.
Hierzu zählen beispielsweise die Verfahren der Interpolation oder Approxima-
tion mittels Polynomen, wie sie in [Dav63] vorgestellt werden, oder auch die In-
terpolation des Kerns mittels Splines in der Form kubischer oder B-Splines, deren
Grundlagen beispielsweise [Pre75] zu entnehmen sind.
3.5. Analytische Begriffe hypersingulärer Integrale
Das in den Punkten 3.2 und 3.3 beschriebene Verfahren ist im Falle hypersingulärer
Integrale nicht für alle Parameterkonfigurationen anwendbar. Weisen beispielsweise
ein n-dimensionaler sowie ein m-dimensionaler Hyperwürfel eine gemeinsame d-
dimensionale Fläche auf, so sind nur Parameter α 6= −(n+m) + d∗, ∀d∗ = d . . . 0
zulässig. Ähnliche Einschränkungen gelten für Simplizes.
Für den speziellen Fall n = m = 1 zeigt [BH05] einen Lösungsweg in Form einer
alternativen Aufspaltungstrategie auf. Diese basiert auf dem Konzept des Hada-
mard partie finie [Had32, Had52] und kann nicht direkt auf höhere Dimensionen
übertragen werden, da dies Gebiete voraussetzen würde, die gekrümmte Ränder
besitzen.
Ziel ist es daher, den Integralbegriff im Sinne des Hadamard partie finie derart
zu modifizieren, dass die soeben erwähnte Einschränkung entfällt.
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3.5.1. Der Integralbegriff im Sinne des Hadamard partie finie
Sei f(x) eine in R\{0} lokal integrierbare und homogene Funktion mit Grad g ∈




f(x) dx (a > ε > 0) .
Bemerkung 3.5.1 (Zur Bedingung der Homogenität der Funktion f)
Im Allgemeinen ist es ausreichend, wenn f(x) der Menge der pseudohomogenen
Funktionen [HW08] entstammt. Dies stellt an die Funktion f(x) schwächere Bedin-
gungen, als in Definition 3.1.2 gefordert. Da das hier vorgestellte Verfahren jedoch
homogene Funktionen voraussetzt, sei die schärfere Bedingung auch hier gefordert.
Des Weiteren sei angenommen, I(ε) könne in der Form
I(ε) = I0(ε) + I∞(ε) (3.34)
dargestellt werden. Dabei gelte I∞(ε) =
∑k
i=0 βiφi(ε), k := b−g−1c∗, mit Koeffizi-
enten βi ∈ R und Funktionen φ1(ε) . . . φn(ε), welche im Allgemeinen aus negativen




Die Anteile I0(ε) und I∞(ε) werden als finiter und infiniter Teil des Integrals∫ a




f(x) dx = h. (3.35)














mit k := b−dim(Ω) − gc, βi und φi(ε) wie oben, auf mehrdimensionale Integrale
ausgeweitet werden.
Bemerkung 3.5.2 (Zum Zusammenhang zwischen den Integralbegriffen)
Existiert das Integral I im regulären Sinne oder als Cauchy’scher Hauptwert, so ist
die Identität der Integralbegriffe gegeben, da keine divergenten Terme auftreten.
∗bpc := max{m ∈ Z|m ≤ p} beschreibt die Gaußklammer für p ∈ R.
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3.5.2. Relativkoordinaten zur Fixierung der Singularität
Die vorliegende Arbeit nutzt, im Gegensatz zu der beispielsweise in Gleichung
(3.36) verwendeten Notation, eine abweichende Schreibweise für die Darstellung
der Integrale in Form von Doppelintegralen. Diese leitet sich aus dem FE-Kontext
ab und hat zur Folge, dass die Singularität nicht offensichtlich im Ursprung fixiert
ist. Zur Wahrung der Anschaulichkeit ist es daher günstig, die Singularität durch
die Einführung von Relativkoordinaten z, wie sie beispielsweise in [SS11, SS04]
Anwendung finden, im Ursprung zu fixieren.
Seien Dx ⊂ Rn und Dy ⊂ Rm zwei in Rn eingebettete Gebiete, D◦ ∈ {C, T},
◦ ∈ {x,y}, mit einer gemeinsamen d-dimensionalen Fläche, o.B.d.A. n ≥ m ≥
d ≥ 0 sowie m > 0. Weiterhin seien mit ΦDx : %n → Dx und ΦDy : %m → Dy
Abbildungen von den entsprechenden Referenzelementen % ∈ {γ, τ} auf Dx sowie
Dy gegeben, wie in den Punkten 3.2.1 beziehungsweise 3.3.1 eingeführt.




= σ für i ∈ {1, . . . ,m}, x̂i ∈ %n
und ŷi ∈ %m.
Abhängig von der Gestalt der Menge σ erfolgt die Wahl der Relativkoordinaten
z und wir unterscheiden zwei Fälle:
1. σ ist eine Strecke: Eine Raumrichtung der Relativkoordinaten wird durch
ŷi − x̂i gebildet.
2. σ ist ein Punkt: Je eine Raumrichtung von z entspricht ŷi und x̂i.
Beispiel 3.5.3 soll die Wahl der Relativkoordinaten z an einem einfachen Fall ver-
anschaulichen. Anhang B.2 zeigt ein komplexeres Beispiel.
Beispiel 3.5.3 (Wahl von Relativkoordinaten im Falle zweier Quadrate mit ge-
meinsamer Kante)
Dieses Beispiel soll die Wahl der Relativkoordinaten z für eine aus zwei Quadraten
bestehende die Konfiguration mit gemeinsamer Kante zeigen.
Für die in Abbildung 3.5 skizzierte Konfiguration gelten mit Dx = [0, 1]× [0, 1],





















Für z gelte daher
z = {x1,y1,y2 − x2}.
Bemerkung 3.5.4 (Zur Reihenfolge der Einträge in z)
Die Nummerierung der Raumrichtungen der Relativkoordinaten z ist willkürlich.
In dieser Arbeit soll die Nummerierung jedoch derart erfolgen, dass keine Umsor-
tierungen der Integrale notwendig werden.
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Abbildung 3.5.: Anordnung für Beispiel 3.5.3.
Die Dimension p der Relativkoordinaten z korreliert mit der Dimension d der
gemeinsamen Fläche. So seien Dx ⊂ Rn und Dy ⊂ Rm zwei in Rn eingebettete
Gebiete, D◦ ∈ {C, T}, ◦ ∈ {x,y}, mit einer gemeinsamen d-dimensionalen Flä-
che, o.B.d.A. n ≥ m ≥ d ≥ 0 sowie m > 0. Dann gilt für die Dimension p der
Relativkoordinaten
p = n+m− d. (3.37)
Nach der Fixierung der Singularität im Ursprung ist diese mit einer p-dimensiona-
len ε-Umgebung zu versehen, um obige und nachfolgende Aussagen anwenden zu
können.
Bemerkung 3.5.5 (Zur Abfolge der Variablen)
Im FE-Kontext mit n ≥ m können die Variablen stets derart sortiert werden, dass
die äußersten n+m−p Integrationen über x und die verbleibenden p Integrationen
über z erfolgen.
3.5.3. Von der ε-Kugel zum ε-Würfel
Wie bereits angesprochen, ist es nicht ohne Weiteres möglich, die in [BH05] gezeig-
ten analytischen Ansätze zur Untermauerung des numerischen Verfahrens oder zur
Ableitung alternativer Aufspaltungsstrategien auf höhere Dimensionen zu verall-
gemeinern, da dies Gebiete voraussetzen würde, die gekrümmte Ränder besitzen.
Daher soll nun gezeigt werden, dass die sphärische ε-Umgebung in (3.36) durch
andere Umgebungen ersetzt werden kann. Besonderes Augenmerk soll auf den
achsenparallelen Hyperwürfel gerichtet werden, da dieser den Übergang von der
euklidischen Norm zur ∞-Norm impliziert.
Sei Bε(z) eine p-dimensionale sphärische ε-Umgebung um den Punkt z und sei
weiterhin Hε(z) eine weitere Umgebung gleicher Dimension, welche Bε(z) enthält
und die symmetrisch bezüglich des Ursprungs sei.
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Im Sinne der in Punkt 3.5.2 eingeführten Relativkoordinaten ist die obige Glei-
chungskette ausschließlich für die Integration in z zu verstehen.
Für die weitere Anwendung ist es nun notwendig, die Gestalt des zweiten Inte-
grals auf der rechten Seite zu ermitteln. Um dem behandelten Thema nahe zu blei-
ben, beschränken wir uns auf Kernfunktionen der Gestalt f(‖x−y‖) = ‖x−y‖α in
Relativkoordinaten z. Des Weiteren nutzen wir p-dimensionale Polarkoordinaten,
um das auf der Differenz von ε-Kugel und dem sie umgebenden ε-Gebiet definierte
Integral zu bestimmen.
Definition 3.5.6 (Polarkoordinaten in n Dimensionen)
n-dimensionale Polarkoordinaten können nach [AE01] durch (r, φ, ϑ1 . . . ϑn−2) und
die Transformation
ξ1 = cos(ϕ) sin(ϑ1) sin(ϑ2) . . . sin(ϑn−2),
ξ2 = sin(ϕ) sin(ϑ1) sin(ϑ2) . . . sin(ϑn−2),
ξ3 = cos(ϑ1) sin(ϑ2) . . . sin(ϑn−2),
...
ξn−1 = cos(ϑn−3) . . . sin(ϑn−2),
ξn = cos(ϑn−2)
sowie
xi = oi + r ξi
mit r ∈ (0, R), ϕ ∈ [−π, π), ϑi ∈ [0, π) ∀i = {1, . . . , n− 2} eingeführt werden. o =
(oi)
n
i=1 ∈ Rn wirdMittelpunkt genannt. Der Vektor ξ ∈ Sn−1 definiert die Richtung,
der Skalar r den Radius. Die Determinante der Transformation ist gegeben durch
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überführt werden. R = R(ε, ϕ, ϑ1, · · · , ϑp−2) stellt eine passend gewählte Radius-
funktion dar. Weiterhin fordern wir von R die Eigenschaften
R(ε, ϕ, ϑ1, · · · , ϑp−2) = R(ε, ϕ− π, π − ϑ1, · · · , π − ϑp−2) (3.40a)
sowie
R(ε, ϕ, ϑ1, · · · , ϑp−2) = εR̄(ϕ, ϑ1, · · · , ϑp−2) (3.40b)
mit ε entsprechend Bε. Dies charakterisiert die einleitend geforderte Symmetrie
des Gebietes Hε exakt. Die Funktion g ist von der Gestalt
g (ϕ, ϑ1, · · · , ϑp−2) =
(√
ḡ (ϕ, ϑ1, · · · , ϑp−2)
)α
mit einem Polynom ḡ in den Variablen ϕ, ϑ1, · · · , ϑp−2, dessen konkrete Form so-
wohl von der Form des Kerns, aber auch von der Wahl der Relativkoordinaten z
abhängig ist. Auch für die Funktion g gilt die schon für R bemerkte Symmetrie in
Form von
g(ϕ, ϑ1, · · · , ϑp−2) = g(ϕ− π, π − ϑ1, · · · , π − ϑp−2). (3.41)
Nachfolgend soll die Gestalt des Integrals (3.39) für verschiedene Parameter α
betrachtet werden.
Der Fall eines regulären oder schwach singulären Integrals, α > −p
Es genügt, die innerste Integration nach der Variable r zu betrachten, und wir






R̄(ϕ, ϑ1, · · · , ϑp−2)− 1
)
mit R̄ aus (3.40b). Dieser Ausdruck geht für ε → 0 gegen 0. Damit strebt auch
(3.38) gegen 0.
Der Fall des Cauchy’schen Hauptwertes, α = −p
Für die Bestimmung des Integrals im Sinne des Cauchy’schen Hauptwertes ist
(3.39) aufzuspalten. Für eine Vereinfachung der Schreibweise vereinbaren wir
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Dann gilt mit (3.41)








= h̄(ϕ− π, π − ϑ1, · · · , π − ϑp−2).
Komprimieren wir nun die Notation mittels der Polarkoordinaten aus Definition
3.5.6 in der Form ξ := ξ(ϕ, ϑ1, · · · , ϑp−2), so gilt mit
h(ξ) = h(ξ(ϕ, ϑ1, · · · , ϑp−2)) := h̄(ϕ, ϑ1, · · · , ϑp−2)


























r−1 dr h(ξ) dϕ . . . dϑp−2.
Nach der Substitution der Variablen ϕ durch ϕ+π, ϑi durch π−ϑi sowie r durch −r
im ersten Integral der rechten Seite und dem Vertauschen der Integrationsgrenzen















r−1 dr h(ξ) dϕ . . . dϑp−2,
da R(ε, ϕ − π, . . . , π − ϑp−2) = R(ε, ϕ, . . . , ϑp−2) sowie h(ξ) = h(−ξ) gilt. Die












h(ξ) dϕ . . . dϑp−2 = 0.
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Der Fall eines hypersingulären Integrals im Sinne des Hadamard partie finie,
α < −p






R̄(ϕ, ϑ1, · · · , ϑp−2)− 1
)
.
mit R̄ aus Gleichung (3.40b). Für den Grenzwert ε→ 0 konvergiert dieser Ausdruck
gegen ∞ da α+ p < 0. Bedingt durch die Gestalt des Ausdrucks ist er somit Teil
von I∞ aus (3.34) und hat daher keinen Einfluss auf den Wert des Integrals.
Zusammenfassend notieren wir, dass der Übergang von der sphärischen ε-Umge-
bung zu anderen Gebietsformen möglich ist, soweit deren Rand durch eine Funktion
beschrieben werden kann, die (3.40a) und (3.40b) genügt. Für das Beispiel des ach-
senparallelen Hyperwürfels, den wir für die weiteren Ausführungen nutzen wollen,















mit der Konstanten k := max{m ∈ Z|m ≤ −dim(Ω)− g} sowie Funktionen β̄i ∈ R
und φi(ε) wie in Punkt 3.5.1.
3.6. Alternative Aufspaltungsstrategie basierend auf
dem Hadamard partie finie
Die Betrachtungen des Abschnitts 3.5 machen es uns möglich, eine alternative Auf-
spaltungsstrategie zu entwickeln, die in Anlehnung an diesen Integralbegriff einen
weiteren Weg zur Bestimmung singulärer Integrale öffnet, jedoch keine Bedingun-
gen an den Parameter α stellt. Abschließend kann die Identität der Ergebnisse
der alternative Aufspaltungsstrategie mit denen der Aufspaltungsstrategien nach
Punkt 3.2 und 3.3 verdeutlicht werden.
3.6.1. Der 2D Fall zur Veranschaulichung des Prinzips
Dieser Abschnitt soll sich der Veranschaulichung des Prinzips am Beispiel des
1D×1D-Falles widmen. [BH05] beschreibt diese Konfiguration ausführlicher, lie-
fert neben analytischen auch numerische Lösungen ausgewählter Beispiele und
dient als Grundlage dieses einleitenden Punktes. Im Anschluss an die Darstellung
der Grundlagen der alternativen Aufspaltungsstrategie soll das Verfahren für den
höherdimensionalen Fall verallgemeinert werden.
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Liegt ein 1D×1D-Integral vor, so notieren wir für das Referenzelement, wobei


















κ(x̂, ŷ, 0, 0) dŷ dx̂ (3.44)
mit einer Kernfunktion κ(x̂, ŷ, 0, 0), wie in (3.12) oder (3.25) definiert. Dies ent-
spricht für ε = 0 einer Integration über Gebiete Cl sowie Cu, wie folgt aufgeführt:
Cl := {(x̂, ŷ) ∈ [0, 1]2 : ŷ < x̂}, Cu := {(x̂, ŷ) ∈ [0, 1]2 : ŷ ≥ x̂}. (3.45)
Die Mengen Cl und Cu beschreiben im R2 ein unteres sowie ein oberes Dreieck.
Nach der Anwendung der „roten“ Verfeinerungsstrategie auf diese Elemente und
der erneuten Aufspaltung von verbleibenden singulären Integralen entsteht eine
Folge von Elementen, wie sie in Abbildung 3.6 dargestellt wird. Reguläre Ele-
mente werden dabei grün hervorgehoben. Wie bereits in den Punkten 3.2.4 und
Abbildung 3.6.: Folge der regulären (grün) und singulären Elemente bei wieder-
holter „roter“ Verfeinerung.
3.3.4 können auch hier Äquivalenzklassen genutzt werden, um die Darstellung der






















κ(x̂, ŷ, 2, 0) dŷ dx̂
(3.46)
mit singulären Elementen Il0 und Il1 sowie regulären Integralen Il2 und Il3. Als Zu-
sammenhang zwischen den Klassen gilt
Il0 = 2cIl0 + cIl1 + cIl2, (3.47a)
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Il1 = cIl1 + cIl2 + 2cIl3 (3.47b)



























κ(x̂, ŷ, 0, 2) dŷ dx̂.
(3.48)
Auch in diesem Fall sind nur die Integrale Iu0 und Iu1 singulär, hingegen sind Iu2 und
Iu3 regulär im Sinne von Definition 3.1.6. Für den Zusammenhang zwischen den
Klassen notieren wir
Iu0 = 2cIu0 + cIu1 + cIu2 , (3.49a)
Iu1 = cIu1 + cIu2 + 2cIu3 . (3.49b)
Bemerkung 3.6.1 (Zur Notation)
Im weiteren Verlauf identifizieren wir mit I◦•, • ∈ {0, . . . , 3}, ◦ ∈ {u, l} das Integral
über dem entsprechendem Gebiet sowie seinen Wert.
Aus den Gleichungen (3.47) und (3.49) leitet sich ein Gleichungssystem der Ge-
























aus dem sich durch wiederholte Anwendung die Reihe









die ausschließlich reguläre Elemente umfassen, entsprechen der Summe der regu-
lären Integrale nach k Verfeinerungsschritten, wie in Abbildung 3.6 für Î0 bis Î3
dargestellt. Gleichzeitig korrespondieren damit die Partialsummen Îk mit dem in
(3.44) notierten Hadamard partie finie für ε = 2−k und die gesuchte Lösung ergibt
sich durch
I(2−k) := Îk1 + Îk3. (3.52)
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Durch Auswertung der geometrischen Reihe (3.51) ergibt sich Îk = (I−A)−1(I−
Ak)b, mit der passend gewählten Einheitsmatrix I ∈ R4×4. Dieser Ausdruck geht
im Fall eines regulären oder nur schwach singulären Integrals gegen (I−A)−1, da
Ak gegen Null strebt, und wir erhalten
Î∞ = (I−A)−1b. (3.53)









































ausdrücken lässt und sich damit auch hypersinguläre Integrale bestimmen lassen.
Allein der Fall des Cauchy’schen Hauptwertes im identischen Element (α = −2)
oder im gemeinsamen Punkt (α = −1) ist nicht direkt ermittelbar, da in diesem
Falle (I−A) nicht mehr regulär und somit nicht invertierbar ist.
Das Prinzip des Hadamard partie finie sieht vor, divergente Anteile des Integrals





λ , ∀λ 6= 0,
0, λ = 0












(b1 + b2)ς(1− 2c)− (b2)ς(1− c)
b2ς(1− c)




3.6. Alternative Aufspaltungsstrategie basierend auf dem Hadamard partie finie
Für ein reguläres (I−A) entspricht dies gerade (3.53), ist jedoch für alle Parameter
α bestimmt und liefert damit das gewünschte Resultat.
Bemerkung 3.6.2 (Zu symmetrischen Kernen)
Ist der Kern κγ symmetrisch, genügt er also den Bedingungen von Definition 3.1.8,














Die abschließende Lösung ist durch I = 2Il0 gegeben.
3.6.2. Verallgemeinerung auf den höherdimensionalen Fall über
Hyperwürfeln
Ausgehend von den Betrachtungen den Punktes 3.5, dem Übergang von der ε-
Kugel zu einem ε-Würfel in der Definition des Hadamard partie finie in Gleichung
(3.43) und der Vorstellung des Prinzips im vorherigen Punkt, soll nun die Verall-
gemeinerung der alternativen Aufspaltungsstrategie auf den höherdimensionalen
Fall erfolgen. Dabei beschränken wir uns einleitend – bedingt durch die einfachere
Notation – erneut auf den Fall zweier Hyperwürfel.












κγ(x̂, ŷ, 0, 0) dŷ dx̂
zu Grunde. Vorerst gelte x̂ ∈ Rn, ŷ ∈ Rn. In jede der n Raumrichtungen führen
wir eine Aufspaltung gemäß (3.45) durch. Als Resultat ergibt sich eine Summe
von 2n Teilintegralen. Für jedes Teilintegral der Summe ist anschließend in je-
de Raumrichtung die entsprechende Aufspaltungsstrategie anzuwenden. Nach der
Identifikation singulärer Elemente sind diese gegebenenfalls erneut zu unterteilen,
soweit sie dem Ursprungselement nicht äquivalent sind.
Die Verschränkung mehrerer Aufspaltungsvorschriften nach (3.46) und (3.48) sei
durch das Symbol × dargestellt. Beispiel 3.6.3 klärt diese Notation.
Beispiel 3.6.3 (Aufspaltungsschritte eines 2D×2D Integrals)
Gegeben sei das Integral I auf [0, 1]4 mit einem Kern κγ(x̂, ŷ, 0, 0) gemäß Gleichung
(3.12). Der erste Schritt der Aufspaltung unterteilt I in vier Teilintegrale, welche
in jede Raumrichtung eine Integration über ein Dreieck, entsprechend (3.45), dar-
stellen.
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κγ(x̂, ŷ, 0, 0) dŷ dx̂
mit Il0 und Iu0 nach (3.46) und (3.48). Jedes der vier Teilintegrale erfährt anschlie-
ßend für jede Raumrichtung die entsprechend notwendige weitere Aufspaltung.
Beispielhaft betrachten wir Il0 × Iu0 . Für Il0 ist eine Aufspaltung nach (3.47a), für
Iu0 eine Aufspaltung entsprechend (3.49a) durchzuführen und wir notieren
Il0 × Iu0 = 4cIl0 × Iu0 + 2cIl0 × Iu1 + 2cIl0 × Iu2
+ 2cIl1 × Iu0 + cIl1 × Iu1 + cIl1 × Iu2
+ 2cIl2 × Iu0 + cIl2 × Iu1 + cIl2 × Iu2 .
Diese Form ergibt sich analog auch für die Paarungen Il0×Il0, Iu0×Il0 und Iu0×Iu0 . Alle
Elemente der dritten Spalte und dritten Zeile der rechten Seite des obigen Schemas
sind regulär im Sinne von Definition 3.1.6. Alle verbleibenden Elemente weisen
noch Singularitäten auf und müssen daher weiter aufgespalten werden, soweit sie
nicht dem Ursprungselement äquivalent sind. Für das Paar Il1×Iu0 gilt exemplarisch
der Zusammenhang
Il1 × Iu0 = 2cIl1 × Iu0 + cIl1 × Iu1 + cIl1 × Iu2
+ 2cIl2 × Iu0 + cIl2 × Iu1 + cIl2 × Iu2
+ 4cIl3 × Iu0 + 2cIl3 × Iu1 + 2cIl3 × Iu2
mit singulären Elementen Il1 × Iu0 und Il1 × Iu1 .
Nach der sequentiellen Unterteilung aller verbleibenden singulären Integrale und
deren Einteilung in Klassen, lässt sich der Zusammenhang zwischen den einzelnen
Klassenvertretern in einem Gleichungssystem ausdrücken, dessen Einträge sich aus

















































 ∀µ > 1,
in der Notation













Das Produkt der rechten Seite lässt sich in einen singulären,
⊗n
µ=1 AµÎµ, und einen
regulären Teil, nachfolgend breg benannt, aufspalten. Bedingt durch die Gestalt des
Kerns wird ein Integral regulär, sobald in mindestens eine Raumrichtung ein be-
tragsmäßig positiver Abstand zwischen den Elementen auftritt. Damit überführen

















Dieses System erfährt anschließend die gleichen Umformungsschritte wie bereits





































































werden, wie bereits in (3.51), ausschließlich durch reguläre Integrale beschrieben
und entsprechen nach k Schritten dem in Punkt 3.5.3 modifizierten Hadamard


















Abbildung 3.7 zeigt die Projektion der I(2−k) für k = 1, . . . , 5 auf die (y1,y2)-
Ebene für ein fixiertes (x1,x2) = (0.7, 0.9) entsprechend Beispiel 3.6.3.
Abbildung 3.7.: Entwicklung der regulären Elemente (grün) in der Variablen
y ∈ [0, 1]2 nach wiederholter Verfeinerung (weiße Linien mit
ε = 12 , . . . ,
1
32) bei fixiertem (x1,x2) = (0.7, 0.9).




µ gegen 0 und
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ist eine Diagonalmatrix, deren Hauptdia-
gonaleinträge von der Gestalt 1





Durch Definition einer Funktion




, ∀aij 6= 0,
0, aij = 0,
(3.62)


























1−2`c , ∀1− 2
`c 6= 0,
0, 1− 2`c = 0,




)n+n+α, entsprechen. Analog zu (3.56) ist damit die










3. Hierarchische Quadratur multidimensionaler Integrale
für alle Parameter α beschrieben und stimmt für reguläre, schwach singuläre und
Integrale im Sinne des Hadamard partie finie mit der Lösung des ursprünglichen
Systems (3.57) überein.
Beispiel 3.6.4 (Bestimmung eines 2D×2D Integrals)
In Fortführung des Beispiels 3.6.3 sollen nachfolgend die ersten Einträge der Ele-

















⇔ Î1 ⊗ Î2 = A1Î1 ⊗A2Î2 + A1Î1 ⊗ b2 + b1 ⊗A2Î2 + b1 ⊗ b2



















Der Summand breg setzt sich in diesem Beispiel aus drei Elementen zusammen und
hat die Form




















Die Größe c ist erneut mit 2−(2+2+α) gegeben. Durch Anwendung der Gleichung
(3.63) ergibt sich die Lösung des Systems durch
⊗Î∞ =
 ς(1−4c) ς(1−4c)−ς(1−2c) 0 0 ς(1−4c)ς(1−2c)0 ς(1−2c) 0 0 0 ···0 0 ς(1−4c) ς(1−4c)−ς(1−2c) 0
...
 breg
mit einer Funktion ς, wie in (3.62) eingeführt, und für alle Parameter α ∈ R.
Bemerkung 3.6.5 (Zu nicht identischen Elementen)
Das oben beschrieben Verfahren beruht auf der Idee, das Integrationsgebiet als Ten-
sorprodukt einzelner Strecken in Richtung der n Einheitsvektoren des kartesischen
Koordinatensystems aufzufassen. Der Fall nicht identischer Elemente lässt sich
in der Projektion auf die einzelnen Koordinatenachsen derart beschreiben, dass in
mindestens einer Raumrichtung der Fall „gemeinsamer Punkt“ zu beobachten ist.
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(c), µ = 1,
(1), µ 6= 1,
Îµ = (I•1) ,
bµ =
{
(cI•2 + 2cI•3), µ = 1,
(I•2 + 2I•3), µ 6= 1
mit • ∈ {l, u} je nach Orientierung der Gebiete zueinander. Daraus ergeben sich
analoge Vereinfachungen von (3.63) für die betrachtete Raumrichtung:
Dµ =
{
(c), µ = 1,




Bemerkung 3.6.6 (Zu Elementen unterschiedlicher Dimension)
Entsprechend der im Punkt 3.2 vereinbarten Konvention gelte n = dim(Cx), m =
dim(Cy), d wie in Definition 3.1.4 vereinbart und o.B.d.A n ≥ m ≥ d ≥ 0 sowie
m > 0. Unter dieser Annahme lassen sich n−m Raumrichtungen i identifizieren,
bezüglich derer der Kern κγ in den Variablen yi konstant ist. Die Integrale über
den Variablen xi in diesen Raumrichtungen sind wie folgt aufzuspalten und die









κγ(x̂, ŷ, 0, 0) dx̂i + c
∫ 1
0
κγ(x̂, ŷ, ei, 0) dx̂i
= cI0 + cI1
mit dem i-ten Einheitsvektor ei des kartesischen Koordinatensystems und c ent-
sprechend der gegebenen Größen n, m, d und α. Die Elemente aus (3.57) und
(3.63) sind gegeben durch
Aµ =
{
(c), µ = 1,
(1), µ 6= 1,
Îµ = (I0) ,
bµ =
{
(cI1), µ = 1,
(I1), µ 6= 1,
Dµ =
{
(c), µ = 1,
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3.6.3. Verallgemeinerung auf den höherdimensionalen Fall über
Simplizes
Das in Abschnitt 3.6.2 beschriebene Verfahren lässt sich auch auf Simplizes an-
wenden. Wie jedoch schon einleitend in Abschnitt 3.3 erwähnt, gestaltet sich die
Aufspaltung von Simplizes ungleich schwieriger, als dies bei Hyperwürfeln der Fall
ist. Aus diesem Grunde soll die Übertragbarkeit des Prinzips an einem Beispiel








1∥∥∥∥( x̂1 − ŷx̂2
)∥∥∥∥2








κτ (x̂, ŷ, 0, 0) dŷ dx̂
mit x̂ = (x̂1, x̂2) und dem Kern κτ , wie in (3.25) vereinbart.
Diese Konfiguration entspricht dem Produkt aus einem Dreieck sowie einem
Intervall, wie in Abbildung 3.8 dargestellt, und ist mit dem in Abschnitt 3.3 be-
schriebenen Verfahren nicht lösbar, da α = −(n+m)+d = −2 gilt. Zur Lösung soll
daher die in den vorherigen Abschnitten vorgestellte, auf dem Hadamard partie fi-
nie basierende alternative Aufspaltungsstrategie angewandt werden. Entsprechend

















κτ (x̂, ŷ, 0, 0) dŷ dx̂. (3.65b)
Die beiden obigen Integrationsgebiete entsprechen den der Abbildung 3.8 zu ent-
nehmenden roten und grünen Gebieten und sollen mit IA und IB bezeichnet wer-
den. Nach dieser ersten Aufspaltung sind die beschriebenen Gebiete erneut nach
den Vorgaben von (3.46) sowie (3.48) in x̂1-ŷ zu verfeinern. Zudem ist auch ei-
ne Aufspaltung in x̂1-x̂2 vorzunehmen. Abbildung 3.9 zeigt die Projektionen der
genutzten Aufspaltungen. Die Integrationsgebiete aus (3.65a) und (3.65b) können
anschließend unabhängig voneinander bearbeitet werden. Für (3.65a) sollen die
Ergebnisse nachfolgend zusammengefasst werden.
Als Äquivalenzklassen singulärer Elemente sind für (3.65a) neben dem Ausgangs-
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Abbildung 3.8.: Das zu (3.64) gehörende Integrationsgebiet nach Durchführung des














Abbildung 3.9.: Projektion der Aufspaltung der Raumrichtungspaare. Die Einfär-
bung entspricht der Färbung der Gebiete in Abbildung 3.8.
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κτ (x̂, ŷ, υA2, 0) dŷ dx̂
mit υA2 = (1, 0, 0)T , zu identifizieren. Als Zusammenhang zwischen den Klassen











mit den Vertretern IA, IA1, IA2 der Äquivalenzklassen, den Summen der ska-





)n+m+α, in dieser Konfiguration c = (12)2+1−2 = 12 .
Durch die wiederholte Anwendung des Systems auf sich selbst leiten wir, wie
bereits in (3.51) und (3.60) geschehen, eine Partialsumme ÎkA ab, deren Einträge




A`b = (I−A)−1(I−Ak)breg (3.66)
mit einer passend gewählten Einheitsmatrix I. Im Falle regulärer oder schwach
singulärer Integrale strebt Ak gegen 0 und die Lösung des Systems ist gegeben
durch Î∞A = (I−A)−1b. Für den allgemeinen Fall ist das in (3.54) beziehungsweise
(3.55) beschrieben Verfahren zu nutzen. Hierbei gilt
Î∞A = TDT−1breg
=






 1 1 11
1
 c bAc bA1
c bA2
 .
Im Falle eines nicht regulären Ausdrucks I −A ist die benötigte Diagonalmatrix
D nicht gegeben. Daher hat der Übergang zu einer geeigneten Pseudo-Inversen
(I−A)+ = T
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λ , ∀λ 6= 0,
0, λ = 0.
Als Lösung des Gleichungssystems ergibt sich somit für alle Parameter α
Î∞A = (I−A)+breg.
Der zu bestimmende Wert des Integrals IA ist der ersten Position des Vektors Î∞A
zu entnehmen. Für IB sind äquivalente Techniken zu nutzen. Im Anschluss kann
der in (3.64) gesuchte Integralwert I als I = IA + IB bestimmt werden.
3.6.4. Über den Zusammenhang zwischen den
Aufspaltungsstrategien
Die in den Abschnitten 3.2 und 3.3 beschriebenen Verfahren liefern eindeutige







über Hyperwürfeln oder Simplizes mit einem Kern κ, der translationsinvariant
(Definition 3.1.1) und homogen (Definition 3.1.2) mit Grad α ist. Auszunehmen
sind Konfigurationen, für die gilt
α = −(n+m) + d
mit n = dim(Dx), m = dim(Dy) und d wie in Definition 3.1.4 vereinbart. Durch
die Modifikation der Aufspaltungsstrategie und deren Anwendung auf Hyperwürfel
und Simplizes in den Punkten 3.6.2 und 3.6.3 sind alternative Verfahren gegeben,
die erneut eindeutige Lösungen liefern, jedoch keine Bedingungen an den Parameter
α stellen. Dafür ist eine größere Anzahl regulärer Integrale zu bestimmen.
Allen gezeigten Verfahren ist gemein, dass sie das gesuchte Integral eindeutig in
eine Summe von Integralen über Teilgebiete zerlegen. Aus dieser Zerlegung leiten
die Verfahren Gleichungssysteme ab, die wiederum eindeutige Lösungen aufweisen.
Somit verkörpern alle Methoden, soweit sie von identischen Vorgaben an Gebiete
und Parameter ausgehen, verschiedene Repräsentationen desselben Sachverhaltes,
liefern also das gleiche Resultat.
3.7. Approximation der regulären Integrale und
Fehlerabschätzungen
Wie einleitend beschrieben und in Definition 3.1.3 erläutert, knüpfen wir an die
Kernfunktion κ die Bedingung, dass diese asymptotisch glatt außerhalb einer Um-
gebung der potentiellen Singularität mit Ordnung g ∈ R≥0 an der Stelle x = y
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sei. Dies bedeutet, wir setzen die Existenz von Konstanten h0, h1 ∈ R>0 derart
voraus, dass
|∂νx∂µyκ(x,y)| ≤ h1(h0)|ν+µ|(µ+ ν)! ‖ x− y ‖−g−|ν+µ| (3.67)
für alle Multiindizes ν ∈ Nn0 und µ ∈ Nm0 gilt. Im Allgemeinen entsprechen sich
dabei die Parameter α und g aus (3.4). Dieser Ausdruck kann umgeformt werden,
um der gegebenen Situation zu entsprechen:














für alle Gebietspaare mit Dxi ∩D
y
j = ∅. Für die weitere
Abschätzung des Fehlers benötigen wir den folgenden Satz.
Satz 3.7.1 (Abschätzung des Interpolationsfehlers, [BG04], Satz 3.2)
Sei B ⊂ Rd eine achsenparallele Bounding Box und sei u ∈ C∞ derart, dass
‖∂nj u‖∞,B ≤ hn0h1n!
mit Konstanten h0, h1 ∈ R≤0 sowie für alle j ∈ {1, . . . , d} und n ∈ N0 gilt. Dann
gilt für einen Interpolationsoperator IBk der Ordnung k über dem Gebiet B






mit der Euler’schen Zahl e und der Lebesgue-Konstanten Λk.
Beweis. [BG04], Seite 4.
Bemerkung 3.7.2
Im Falle des Tschebyschow†-Interpolationsoperators gilt Λk ≤ k + 1.
Wendet man nun Satz 3.7.1 auf den d-dimensionalen Tensorprodukt-Tscheby-
schow-Interpolationsoperator an und kombiniert dies mit (3.68), so ergibt sich ein
Ausdruck folgender Gestalt:














†Пафнутий Львович Чебышёв, 16.5.1821-8.12.1894, Offizielle ISO/R9 Transliteration: Pafnutij
L’vovič Čebyšëv [Nat], daraus abgeleitete Transkription: Pafnuti Lwowitsch Tschebyschow,
weitere 19 Schreibweisen ebenfalls unter [Nat].
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, der Euler’schen Zahl e sowie k ∈ P2p−1, wobei P2p−1
den Raum der Tensorproduktpolynome der Ordnung 2p− 1 beschreibt. Dies kann
erneut umformuliert werden:













Bis zu diesem Resultat floss in keinen der gegebenen Umformungsschritte eine Ap-
proximation der Ergebnisse ein. Alle Aussagen sind uneingeschränkt für exakte
Rechnungen gültig, jedoch kann zu Approximationen übergegangen werden. Dies
sei, im Gegensatz zur Benennung der exakten Werte IDxi ×Dyj , durch die abgewan-
delte Notation Q(I)Dxi ×Dyj verdeutlicht. Mit IDxi ×Dyj sei dabei sowohl das Integral
als auch sein Wert bezeichnet.
Des Weiteren sei mit Q(I)Dxi ×Dyj ein Verfahren beschrieben, welches Tensorpro-
duktpolynome bis zu einer Ordnung 2p− 1 über dem Gebietspaar Dxi ×D
y
j exakt
integriert. Beispielsweise erfüllt das Tensorprodukt-Gauß-Verfahren diese Anforde-
rung sowohl über Hyperwürfeln als auch über Simplizes [Str71], [CR93].
Da das Verfahren Q(I)Dxi ×Dyj für k ∈ P2p−1 als exakt angenommen wird, gilt
der Zusammenhang∥∥∥IDxi ×Dyj −Q(I)Dxi ×Dyj ∥∥∥ ≤ 2 mink∈P2p−1 ‖κ− k‖∞,Dxi ×Dyj .




















> 0 für reguläre
Integrale ist, konvergiert der Fehler der Quadratur exponentiell in p.
Die rechte Seite b des in den Punkten 3.2.4 und 3.3.4 eingeführten Systems
linearer Gleichungen enthält ausschließlich reguläre Integrale der Form I`,Dxi ,Dyj
der `-ten Äquivalenzklasse. Wir bezeichnen den maximalen Approximationsfehler
mit
ε := max




{∥∥∥I`,Dxi ×Dyj −Q(I)`,Dxi ×Dyj ∥∥∥} . (3.71)
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Der Fehler der Approximation von singulären Integralen mittels des beschriebenen
Verfahrens ist somit durch
‖Ii −Q(Ii)‖ ≤ c(A)ε




Der vorliegende Abschnitt soll der Verknüpfung und der numerischen Überprüfung
der Aussagen der vorhergehenden Abschnitte dienen. Hierzu betrachten wir ein-
leitend Verfahren der Matrixkompression, mittels derer ein effektiver Umgang mit
dem in Abschnitt 2.2 gewonnenen Gleichungssystem möglich wird.
Darüber hinaus ist der in Definition 2.2.12 gegebene Begriff der regulären Git-
ter derart zu ergänzen, dass die Anwendung von Gittern mit hängenden Knoten
möglich wird.
Schließlich wenden wir uns der Auswertung numerischer Beispiele zu. Von beson-
derem Interesse sind dabei die Eigenwerte des Integraloperators K, die praktische
Anwendbarkeit und Leistungsfähigkeit der hierarchischen Integration im Umfeld
der Strahlungstransportgleichung sowie die Konvergenz der Lösung über verschie-
denen Geometrien und Gitterformen.
4.1. Methoden der Matrixkompression
Die Diskretisierung der Integralgleichung des Strahlungstransports mittels des Ga-
lerkin-Verfahrens führt, wie bereits in Abschnitt 2.2.5 angesprochen, auf ein Glei-
chungssystem, dessen Systemmatrix voll besetzt ist.
Die Nutzung solcher voll besetzter Systeme ist nicht praktikabel, da die Kosten
für deren Speicherung quadratisch und der Aufwand für die Lösung im Falle direk-
ter Verfahren quadratisch – beziehungsweise kubisch bei der Verwendung iterativer
Verfahren – von der Systemgröße N abhängig ist.
Die nachfolgenden Abschnitte stellen daher Verfahren vor, die eine kosteneffizi-
entere Speicherung und Lösung des Galerkin-Systems (2.11) ermöglichen. Dabei
wird bewusst ein zusätzlicher Approximationsfehler in Kauf genommen, da das be-
trachtete Gleichungssystem der Diskretisierung einer Integralgleichung entstammt
und damit bereits selbst fehlerbehaftet ist.
Der Ansatz der hierarchischen Matrizen, der in Abschnitt 4.1.1 erläutert wer-
den soll, erlaubt eine datenschwache Verarbeitung großer Gleichungssysteme mit
einem Aufwand von O(N logqN) mit einem q > 0 und damit mit fast linearem
Aufwand. Die in Abschnitt 4.1.2 vorgestellten Überlegungen nutzen Informatio-
nen über Eigenschaften der Kerne der Integralgleichungen, um direkt eine dünn




Der H-Matrix-Ansatz, erstmals vorgestellt in [Hac99], beruht primär auf den fol-
genden Überlegungen [Hac09, Kapitel 1.7]:
1. Darstellungen und Operationen müssen nicht exakt erfolgen. Bedeutsam ist,
dass der Fehler kontrollierbar ist. Meist ist es ausreichend, wenn der auftre-
tende Fehler kleiner ist, als die durch die Diskretisierung verursachte Störung.
2. Eine Matrix kann in Blöcke zerlegt werden. Jeder Block kann erneut als
Blockmatrix, Rang-k-Matrix oder volle Matrix aufgefasst werden.
3. Nach einer systematischen Blockzerlegung werden approximative Matrixope-
rationen möglich.
Die nachfolgenden Definitionen und Erläuterungen folgen den Ausführungen in
[BGH03] und sollen eine Übersicht über die grundlegenden Konzepte der Hierarchi-
schen Matrizen geben. Für eine genauere Erläuterung der Prinzipien und Verfahren
sei auf die Literatur, beispielsweise [Hac09, Beb08, BGH03], verwiesen.
Die Indexmenge I und der Clusterbaum TI
Es seien die Elemente {ϕi}n−1i=0 Basisfunktionen einer Galerkin-Diskretisierung, wie
beispielsweise in Abschnitt 2.2.1 eingeführt, und I := {0, . . . , n − 1} bilde die
Indexmenge der Indizes der Basisfunktionen ϕ.
Bemerkung 4.1.1 (Zur Definition von Indexmengen)
Im Allgemeinen kann die Beschreibung von Indexmengen ohne den Bezug auf Ba-
sisfunktionen erfolgen. Es genügt, eine Indexmenge als endliche, ungeordnete Men-
ge zu definieren, deren Elemente als Indizes genutzt werden [Hac09]. Da eine so
allgemeine Definition hier nicht zweckdienlich ist, soll auf sie verzichtet werden.
Weiteres Augenmerk ist nun auf mögliche Partitionierungen der Indexmenge I
zu richten. Eine Folge von möglichen Partitionierungen ist dem Clusterbaum TI
zu entnehmen, dessen Wurzelknoten die vollständige Indexmenge I := {0, . . . , n−
1} bildet. Der Clusterbaum TI kann beispielsweise durch einen binären Baum
gebildet werden. Dabei werden alle Knoten des Baumes, ausgehend von dessen
Wurzelknoten, rekursiv aufgespalten, bis sie nicht mehr als nmin Einträge enthalten.
Knoten mit nmin oder weniger Einträgen werden als Blätter bezeichnet.
Beispiel 4.1.2 zeigt den auf einem binären Baum basierenden Clusterbaum TI
für eine Indexmenge I bis zu einer Blattgröße nmin = 1.
Beispiel 4.1.2 (Der Clusterbaum für eine Indexmenge I)
Gegeben sei die Indexmenge I := {0, . . . , 7}. Die Unterteilung soll auf einem bi-
nären Baum basierend erfolgen. Als Wurzel I(0)1 ist die Indexmenge I selbst zu
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wählen. Die nachfolgenden Schritte der Unterteilung sind in Abbildung 4.1 dar-
gestellt. Die Unterteilung wird solange fortgeführt, bis die Blätter nicht mehr als




















{0, . . . , 7}










Abbildung 4.1.: Ein möglicher Clusterbaum TI zu Beispiel 4.1.2. Links eine abs-
trakte Darstellung, rechts eine konkrete Unterteilung.
Bemerkung 4.1.3 (Zu Tiefe und Umfang eines Clusterbaumes)
Wir betrachten einen Clusterbaum, wie er in Beispiel 4.1.2 skizziert wurde. Für
I := {0, . . . , n − 1} stellt der Clusterbaum TI mit n = 2p sowie nmin = 1 einen
binären Baum der Tiefe p und 2n− 1 Knoten dar.
Zulässige Blöcke
Ist eine Partitionierung der Indexmenge I in Form eines Clusterbaumes gegeben,
so können beliebige, fixe Teilmengen s und t der Partitionierung, die Knoten des
Baumes entsprechen, betrachtet werden. Wir definieren die zu s und t gehörenden








Das Produkt s× t zweier Teilmengen s und t wird als Block bezeichnet.
Definition 4.1.4 (Zulässige Blöcke)
Gegeben seien zwei Knoten s und t eines Clusterbaumes TI sowie mit σ und τ
die zugehörigen Gebiete entsprechend (4.1). Wir bezeichnen den Block s × t als
zulässig, wenn




Diese Zulässigkeitsbedingung kann nun genutzt werden, ob den sogenannten
Blockclusterbaum TI×I zu definieren.
Der Blockclusterbaum TI×I
Wir betrachten nun das Produkt der Indexmenge I mit sich selbst und suchen
nach einer Partitionierung des Produktes I × I.
Bemerkung 4.1.5 (Zur Wahl der Indexmengen)
Die allgemeine Definition des Blockclusterbaums geht von zwei, womöglich unter-
schiedlichen Indexmengen aus [Hac09]. Eine solch allgemeine Definition ist hier
nicht notwendig.
Der Blockclusterbaum TI×I soll so bestimmt werden, dass dessen Blätter eine
Partitionierung der Indexmenge I × I bilden. Hierzu kann die in Definition 4.1.4
gegebene Zulässigkeitsbedingung genutzt werden.
Beginnend mit der Wurzel des Clusterbaumes TI sind alle Knoten s des Bau-
mes Ebene für Ebene gegen alle anderen Knoten t, ebenfalls beginnend mit dem
Wurzelknoten, rekursiv auf Zulässigkeit zu prüfen.
Wird ein Block s×t nicht als zulässig befunden, wird er als Knoten in den Block-
clusterbaum aufgenommen und die Prüfung mit den Söhnen des Knotens fortge-
setzt. Ist der Knoten bereits ein Blatt, wird der Block in den Blockclusterbaum
aufgenommen und die Prüfung wird auf der nächsthöheren Ebene fortgesetzt.
Wird ein Block s×t als zulässig befunden, werden nachfolgende Knoten ignoriert
und die Prüfung wird auf der nächsthöheren Ebene fortgesetzt. Algorithmus 4.1
beschreibt das Vorgehen im Pseudocode.
Algorithmus 4.1 BuildBlockClusterTree(cluster s,t)
if (s,t) zulässig then
Söhne(s× t) = leer
else
Söhne(s× t) := {s′ × t′|s′ ∈ Söhne(s) und t′ ∈ Söhne(t)}




Beispiel 4.1.6 (Ein Blockclusterbaum basierend auf Beispiel 4.1.2)
Die Wurzel des Blockclusterbaumes TI×I basierend auf Beispiel 4.1.2 bilde der
Block
I × I = {0, . . . , 7} × {0, . . . , 7},
96
4.1. Methoden der Matrixkompression
der nicht zulässig ist. Um dies zu zeigen, betrachten wir das Gebiet [0, 1]2, definieren
stückweise konstante Basisfunktionen ϕi(x) durch
ϕi(x) =
{




für ein n ∈ N sowie i ∈ {0, . . . , n − 1} und erklären die Basisfunktionen für
das Gebiet [0, 1]2 in Form eines Tensorproduktansatzes {ϕi(x1)ϕj(x2)}7i,j=0. Für
{0, . . . , 7} × {0, . . . , 7} gilt dann die Nichtzulässigkeit für η = 1, da
diam ([0, 1]) = 1  0 = dist ([0, 1] , [0, 1]) .
Die vier Söhne des Wurzelknotens in TI×I werden durch die Knoten
{0, 1, 2, 3} × {0, 1, 2, 3}, {0, 1, 2, 3} × {4, 5, 6, 7},
{4, 5, 6, 7} × {0, 1, 2, 3}, {4, 5, 6, 7} × {4, 5, 6, 7}
gebildet, die erneut nicht zulässig sind. Erst in der nächsten Unterteilungsstufe
treten zulässige Elemente, beispielsweise {0, 1} × {6, 7}, auf. Abbildung 4.2 zeigt



















0 1 2 3 4 5 6 7
Abbildung 4.2.: Ebenen des Blockclusterbaumes TI×I nach Beispiel 4.1.6. Zuläs-
sige Blöcke in grün, nicht zulässige Blöcke in rot.
Bemerkung 4.1.7 (Zur Vollständigkeit der Repräsentation)
Wird ein Blockclusterbaum TI×I mit dem hier beschriebenen Verfahren erstellt, so
bilden seine Blätter eine vollständige, sich nicht überlappende Partitionierung der




Durch die Übertragung der durch den Blockclusterbaum TI×I gegebenen Struktur
auf die mit der Diskretisierung verbundene Matrix, die wir nachfolgend mit A
bezeichnen, erhalten wir eine Partitionierung der Matrix in einzelne Matrixblöcke.
Für einen durch die Teilmengen s und t gebildeten Block der Matrix A schreiben
wir As×t.
Dabei ist zu unterscheiden, ob es sich um einen zulässigen Block handelt, oder
nicht. Die Repräsentation zulässiger Blöcke erfolgt in Form von Rang-k-Matrizen,
die Darstellung nicht zulässiger Blöcke in den Blättern des Blockclusterbaumes hat
als voll besetzte Matrix zu erfolgen. Die nachfolgenden Definition klärt den Begriff
der Rang-k-Matrix.
Definition 4.1.8 (Rang-k-Matrix und deren Repräsentation)
Gegeben seien n,m ∈ N sowie k ∈ N0. Die Menge der n×m-Matrizen mit höchstens
Rank k sei gegeben durch
R(k, n,m) := {M ∈ Rn×m|rang(M) ≤ k}.
Ein Element aus R(k, n,m) werde als Rang-k-Matrix bezeichnet. Die Repräsen-
tation einer Rang-k-Matrix M kann in faktorisierter Form erfolgen. Dazu wählen
wir Matrizen B ∈ Rn×k und C ∈ Rm×k derart, dass M = BCT gilt.
Die Repräsentation eines zulässigen Blocks As×t einer Matrix als Rang-k-Matrix
stellt im Allgemeinen eine Approximation an die zu repräsentierende Matrix dar.
Je nach gegebenen Voraussetzungen existieren eine Reihe von Möglichkeiten zur
Bestimmung einer solchen Niedrigrangapproximation.
• Approximation durch Singulärwertzerlegung
Die Singulärwertzerlegung bildet die Grundlage für ein Verfahren zur Bestim-
mung der besten Approximation minimalen Rangs an eine gegebene Matrix
beziehungsweise eines Matrixblocks. Die Singulärwertzerlegung eines Matrix-
blocks As×t ∈ Rs×t sei gegeben durch
As×t = UΣV
T
mit unitären Matrizen U und V sowie einer Diagonalmatrix
Σ = diag
(
σ1, . . . , σmin(#s,#t)
)







i , σk > ε ≥ σk+1,
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ist dann eine Approximation minimalen Rangs k an die Matrix As×t, für die
gilt ‖As×t − Âs×t‖2 ≤ ε [BGH03, Lemma 4.1]. Nachteil dieses Ansatzes ist,
dass vor der Bestimmung der Approximation die volle Matrix des Blockes
bekannt sein muss.
• Kreuzapproximation und abgeleitete Verfahren
Soll die Bestimmung voll besetzter Matrizen As×t in zulässigen Blöcken ver-
mieden werden, so kann ein Verfahren aus der Familie der Kreuzapproxi-
mationen Anwendung finden. Die Verfahren bestimmen dabei Teilmengen
s∗ ⊂ s und t∗ ⊂ t derart, dass As×t ≈ Âs∗×t∗. Auf diese Weise gelingt die
Bestimmung einer Rang-k-Approximation an die Matrix As×t mit dem Rang
k = min{#s∗,#t∗}.
Für eine ausführliche Beschreibung der Verfahren sei an dieser Stelle auf die
bereits eingangs erwähnte Literatur [BGH03, Hac09, Beb08] verwiesen.
Obgleich selbst bei den Verfahren der Kreuzapproximation nicht alle Einträge
der Matrix benötigt werden, müssen doch die Einträge der Zeilen und Spalten der
Teilmengen s∗ und t∗ bestimmt werden, da alle Kreuzapproximationsverfahren
Blackbox-Verfahren sind und somit bereits bekannte Strukturen der Matrix nicht
beachten.
Bedingt durch die Gestalt der Kernfunktionen gehen Integrale über Gebietspaare
mit wachsendem Abstand der Gebiete schnell gegen Null, wie der nachfolgende
Abschnitt 4.1.2 erläutern wird. Daher sollen Überlegungen angestellt werden, wie
die vorab bekannte Struktur des Galerkin-Systems (2.11) zu nutzen und wie auf
diesem Wege ein schwach besetztes System zu gewinnen ist.
4.1.2. Substitution kleiner Einträge durch Null
Führen wir uns nochmals die in Anschnitt 2 betrachtete Integralgleichung vor
Augen und richten spezielles Augenmerk auf die Kernfunktionen (2.2a) bis (2.2d),






κGν ,∂D (x,y) =





κqν ,D (x,y) =





κqν ,∂D (x,y) =







so sind diese durch den stark vereinfachten Ausdruck




mit einer geeignet gewählten Konstanten C und α ∈ {2, 3, 4} abschätzbar. Die








sowie s = ‖x−y‖. Gehen wir von konstanten Absorptions- und Streukoeffizienten
κ(x) und σ(x) aus, so vereinfacht sich der obige Zusammenhang zu
τ(x,y) = (κ+ σ) ‖x− y‖.
Somit überführen wir (4.3) in




Da (κ+ σ) > 0, gilt offenbar κ (x,y)→ 0 für wachsendes ‖x−y‖, also für wachsen-
den Abstand der Elemente der Diskretisierung. Betrachten wir das Integral über





dξ = −Cξ1−α ((κ+ σ) ξ)−1+α Γ (1− α, (κ+ σ) ξ) ,
mit der oberen unvollständigen Gammafunktion Γ (· , · ), welche eine Verallgemei-
nerung der Gammafunktion Γ (· ), Γ (n) = Γ (n, 0),






darstellt, gilt auch hier I→ 0 stetig für wachsendes ξ. Diese Eigenschaft aller Kern-
funktionen (2.2a) bis (2.2d) kann genutzt werden, um direkt eine schwach besetzte
Systemmatrix sowie kosteneffizient die rechte Seite des Galerkin-Systems (2.11) zu
erzeugen, da bereits im Vornherein für jeden Kern ein minimaler Abstand ξmin
der Elemente zueinander festgelegt werden kann, ab dem das zugehörige Integral
kleiner als eine vorgegebene Schranke ε0 wird und somit durch Null approximiert
werden kann.
Der durch diese Approximation an die Systemmatrix Kn in die Inverse des
Galerkin-Systems (λMn −Kn)−1 einfließende Fehler kann als gutartig angesehen
werden, da er von der Größenordnung O(ε0) ist. Genauere Ausführungen hierzu
sind beispielsweise [BH03] zu entnehmen.
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4.2. Gestalt und Struktur des Gitters
Aus der Betrachtung einer Vielzahl numerischer Experimente mit schwach singu-
lären Integralgleichungen, aber auch durch analytische Ergebnisse in der Literatur,
beispielsweise [Vai93], ist bekannt, dass die Glattheit der Lösung singulärer Inte-
gralgleichungen, wie sie in dieser Arbeit betrachtet werden, von der Glattheit des
betrachteten Gebietes abhängig sind.
So resultieren Kanten und Ecken eines stückweise glatten Gebietes in Singulari-
täten in den Ableitungen der Lösung [Vai93, Abschnitt 3] speziell in Richtung der
Normalen. Daher bedarf es eines feiner strukturierten Netzes am Rande des Gebie-
tes. Beispielsweise erläutert [KM03] die randkonzentrierte Finite-Element-Methode
zur numerischen Lösung elliptischer Randwertprobleme mit einer geringen globa-
len Sobolev-Glattheit über in Richtung des Randes verfeinerten Gittern. [GGHS07]
betrachtet degenerierte Gitter, die genutzt werden können, um Lösungen mittels
der Rand-Element-Methode über Gebieten mit nicht glatten Rändern zu approxi-
mieren.
Für die Verfeinerung eines auf Rechtecken basierenden Gitters stehen prinzipiell
die folgenden Ansätze zur Verfügung, die in Abbildung 4.3 illustriert werden, und
welche sich auch auf höhere Dimensionen übertragen lassen.
• Gleichförmige Unterteilung in alle Raumrichtungen
Die Elemente des Gitters werden gleichförmig in alle Raumrichtungen un-
terteilt. Vorteil dieser Aufspaltungsstrategie ist, dass die in Definition 2.2.12
angesprochene Quasiuniformität der Zerlegung erhalten bleibt. Weiterhin ist
es möglich, alle singulären Elemente des Gitters in wenigen, global gültigen
Äquivalenzklassen zu bündeln, da alle Elemente durch Translation auseinan-
der hervorgehen (Abbildung 4.3 links).
• Selektive Verfeinerung am Rand
Gitter, die durch eine algebraische Abstufung [GGHS07] (algebraically gra-
ded meshes) entstehen, erfahren eine Verfeinerung in Richtung der Kanten
und Ecken des Gebietes. Für sehr feine Netze (N → ∞) verlieren Elemen-
te, die sich nahe des Randes und entfernt von Ecken befinden, ihre Quasi-
uniformität. Auch ist bei diesem Vorgehen keine Definition global gültiger
Äquivalenzklassen möglich (Abbildung 4.3 rechts).
• Elementweise „rote“ Unterteilung mit Einführung hängender Knoten
Nach einer initialen, womöglich gleichförmigen Triangulation des Gitters er-
fahren Elemente, die für eine Verfeinerung vorgesehen sind, eine „rote“ Unter-
teilung. Dabei kommt es unter Umständen zur Einführung hängender Knoten
in das Gitter. Der Vorteil dieses Ansatzes ist, dass eine Verfeinerung in Rich-
tung des Randes vorgenommen werden kann, jedoch die Quasiuniformität
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der Elemente erhalten bleibt. Bei entsprechender Definition des Verfahrens
ist es sogar möglich, global gültige Äquivalenzklassen für die Beschreibung
der singulären Elemente des Gitters zu benennen, da die Elemente des Git-
ters durch Translation und Skalierung ineinander überführt werden können.
(Abbildung 4.3 mittig).
Abbildung 4.3.: Strategien der Netzverfeinerung am Beispiel eines quadratischen
Gitters. Uniformes Grobgitter links, gleichförmige Unterteilung
mit hängenden Knoten mittig und Verfeinerung basierend auf al-
gebraischer Abstufung rechts.
Diese Arbeit soll sich auf eine Mischung aus den obigen Ansätzen stützen. Nach
einer initialen, gleichförmigen Triangulation des Gitters erfahren die Elemente in
Richtung des Randes eine Verfeinerung mittels einer „roten“ Unterteilung. Die
Markierung zur weiteren Verfeinerung eines Elements kann auf Grundlage von
Kriterien geschehen, die aus dem Verfahren der algebraischen Abstufung abgeleitet
werden. Hierdurch kommt es zur Einführung hängender Knoten in das Gitter am
Übergang zwischen zwei Stufen der Diskretisierung.
Bevor wir uns der Beschreibung des Verfahrens zuwenden, soll zunächst die
Klärung einzelner Begriffe erfolgen.
Definition 4.2.1 (Hängender Knoten, k-irreguläre und reguläre Gitter [CH09])
Es sei mit D := {D1, . . . , DN} eine Triangulation des Gebietes D mittels Recht-
ecken, Dreiecken, Simplizes oder (Hyper-) Würfeln gegeben. Die Elemente der Tri-
angulation seien d-dimensional. V(Di) umfasse die Eckpunkte des Elements Di.
Wir bezeichnen den Knoten z aus der Triangulation als hängenden Knoten, wenn
z ∈ ∂Di \ V(Di)
für ein Element Di der Triangulation gilt. Damit ist z zwar Teil des Abschlusses
des Elements Di, aber kein Eckpunkt.
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Ein Gitter wird als k-irregulär bezeichnet, wenn die Elemente der Zerlegung
höchstens k hängende Knoten pro Kante, Fläche, . . . , d − 1-Fläche aufweisen.
0-irreguläre Gitter ohne hängende Knoten, wie sie in Definition 2.2.12 beschrieben
wurden, werden als regulär gekennzeichnet.
Nachfolgend zeigt Beispiel 4.2.2 die Zerlegung eines [0, 1]2-Referenzgebietes ba-
sierend auf der algebraischen Abstufung, wie sie in [GGHS07, Example 2.4] be-
schrieben wird. Das darauf folgende Beispiel 4.2.3 beschreibt die Zerlegung des
[0, 1]2-Referenzgebietes mittels uniformer Aufteilung und anschließender Verfei-
nerung durch die Einführung hängender Knoten. Beide Ansätze sind direkt auf
höhere Dimensionen übertragbar.
Beispiel 4.2.2 (Selektive Verfeinerung eines Gitter durch algebraische Abstufung)
Wir betrachten ein Gebiet D := [0, 1]2 und definieren eine Zerlegung D von D
mittels








δ, 0 ≤ i ≤ N,











δ, 2N ≤ i ≤ 3N,
(4.5)
dem Parameter δ = 1g+2 und dem Abstufungsparameter g, der die Verfeinerung
des Netzes in Richtung der Kanten steuert.
Das nachfolgende Beispiel 4.2.3 nutzt die oben gezeigten Kriterien für die Be-
stimmung der Punkte pi zum Aufbau eines Gitters mit hängenden Knoten.
Beispiel 4.2.3 (Selektive Verfeinerung eines Gitter durch die Einführung hängen-
der Knoten am Beispiel eines Quadrates)
Erneut betrachten wir ein Gebiet D := [0, 1]2 und definieren analog zu Beispiel
4.2.2 eine Punktmenge
p := {pi : i = 1, . . . , 3N}
mittels der in Gleichung (4.5) gegebenen Vorschrift. Das weitere Vorgehen kann
rekursiv erfolgen. Hierzu wählen wir ein nicht markiertes Element der aktuellen
Zerlegung – im ersten Schritt der Rekursion ist dies das Gebiet D selbst oder
ein Element des zuvor bestimmten uniformen Grobgitters – und bestimmen für
alle Raumrichtungen den minimalen Abstand des Elements zu den Grenzen des
Gebietes. Aus der Menge p ist der Punkt pi zu identifizieren, dessen Abstand zum
Rand betragsmäßig gleich oder kleiner dem minimalen Abstand des Elements ist.
Zusätzlich ist noch pj := pi+1 oder pj := pi−1 als der Punkt der Menge p derart
zu wählen, dass pj den nächst größeren Anstand zum Rand besitzt.
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Ist die Seitenlänge des aktuellen Elements größer |pi−pj |, so erfolgt eine Aufspal-
tung entsprechend Abschnitt 3.2.2 und das Verfahren wird an den verbleibenden
sowie den neu gebildeten Elementen wiederholt. Als Resultat dieses Ansatzes ent-
steht ein Gitter, wie es in Abbildung 4.3 mittig dargestellt ist.
Der Vorteil dieses Vorgehens besteht speziell in der Verfeinerung des Gitters in
Richtung der Rand-Normalen sowie der geringeren Gesamtzahl finiter Elemente
im Vergleich zu einem ausschließlich uniform verfeinerten Gitter, was sich positiv
auf Laufzeit und Speicherbedarf auswirkt. Gleichzeitig ist die Nutzung der in Ab-
schnitt 3.2.4 eingeführten Äquivalenzklassen für singuläre Gebietspaare weiterhin
global möglich, da die Elemente der Triangulation durch Translation und Skalie-
rung ineinander überführt werden können.
Bemerkung 4.2.4 (Zur Gestalt der entstehenden Gitter)
Das in Beispiel 4.2.3 umrissene Verfahren liefert Gitter mit maximal einem hän-
genden Knoten pro Elementpaar. Ein solches Gitter wird als 1-irreguläres Gitter
bezeichnet, wie es in Definition 4.2.1 beschrieben wurde.
Bemerkung 4.2.5 (Zur hierarchischen Quadratur über Hyperwürfeln mit hän-
genden Knoten)
Die betrachteten Elementpaare mit hängenden Knoten sind stets singuläre Elemen-
te im Sinne der Definition 3.1.6, da sie keinen positiven Abstand aufweisen.
Die in Abschnitt 3.2 gezeigte hierarchische Quadratur über Hyperwürfeln ist nicht
direkt auf Elemente mit hängenden Knoten anwendbar. Das oben beschriebene Ver-
fahren zur Erzeugung von Gittern mit hängenden Knoten führt, wie in Bemerkung
4.2.4 dargestellt, jedoch zu Elementpaaren, die maximal einen hängenden Knoten
aufweisen.
Erfährt das gröbere der beiden betrachteten Elemente eine Unterteilung gemäß
3.2.2, so zerfällt das ursprüngliche Paar im Falle dreidimensionaler Elemente in
8 Unterpaare, von denen mindestens zwei singulär und mindestens vier regulär im
Sinne der Definition 3.1.6 sind. Der Fall des gemeinsamen Punktes ist nicht direkt
von Interesse. Für die Nutzung globaler Äquivalenzklassen kann eine Aufspaltung
jedoch nützlich sein. Abbildung 4.4 zeigt den Sachverhalt an einem Beispiel mit
einer gemeinsamen 2-Fläche. Die Integrale über den neu entstandenen Element-
paaren können, soweit diese singulär sind, mittels der hierarchischen Integration
bestimmt werden. Integrale über regulären Elementpaaren sind mit den bekannten
Methoden zu ermitteln. Der gesuchte Integralwert ist als Summe über alle Teilin-
tegrale zu bilden.
Die Anzahl zusätzlicher Verfeinerungsebenen, die durch die Einführung hängen-
der Knoten im Gitter auftreten, ist durch die konkrete Wahl der Parameter des
in Beispiel 4.2.3 skizzierten Verfahrens steuerbar. Abbildung 4.5 zeigt beispielhaft
Ausschnitte aus Gittern mit einer und zwei zusätzlichen Ebenen der Verfeinerung.
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Abbildung 4.4.: Eine zusätzliche Aufspaltung (rot) überführt ein Elementpaar mit
hängendem Knoten in 8 Unterpaare ohne hängende Knoten.
Abbildung 4.5.: Ebenen der Verfeinerung durch die Einführung hängender Knoten.




Für die nachfolgenden numerischen Experimente betrachten wir zwei konkrete Bei-
spiele. Für beide Anordnungen sei neben dem Absorptionskoeffizienten κ und dem
Streukoeffizienten σ, der Brechungsindex nm, der Reflexionskoeffizient ρ, die Au-
ßentemperatur Ta sowie das Temperaturprofil T vorgegeben. Im konkreten Fall sei
dies
• Geometrie:
Würfel: D = [0, 1]× [0, 1]× [0, 1],
Platte: D = [0, 20]× [0, 20]× [0, 1],
• Absorptionskoeffizient: κ = 0, 5 1m ,
• Streukoeffizienten: σ = 50, 0 1m ,
• Reflexionskoeffizient ρ = 0,
• Brechungsindex: nm = 1, 5,
• Außentemperatur: Ta = 293, 15 K,
• Temperaturprofile:
Würfel: T (y) = 773, 15 + 6400y1(1− y1)y2(1− y2)y3(1− y3) K,
Platte: T (y) = 773, 15 + 0, 04y1(20− y1)y2(20− y2)y3(1− y3) K.





















wie sie sich für obige Parameter aus den Herleitungen des Abschnitts 1.2 ergibt.
Die Diskretisierung der Integralgleichung kann entsprechend der Aussagen des Ab-












































gegeben. Zu bemerken ist hierbei, dass der Ausdruck Iνb(T (y′)), der für die Be-
stimmung der rechten Seite des Galerkin-Systems auszuwerten ist, ein Polynom 8.








vereinbart und es gilt s = ‖x − y‖. Wie einleitend angesprochen, sind konstante
Absorptions- und Streukoeffizienten κ(x) und σ(x) gegeben. Damit vereinfacht
sich der obige Zusammenhang zu
τ(x,y) = (κ+ σ) ‖x− y‖.
Die folgenden Abschnitte betrachten einzelne numerische Fragestellungen. In
Anschnitt 4.3.1 überprüfen wir die theoretischen Aussagen des Abschnitts 2.1 be-
züglich der Eigenwerte des Integraloperators K an diskretisierten Integraloperato-
ren über der Würfelgeometrie. Abschnitt 4.3.2 vergleicht die in Abschnitt 3 vorge-
stellte Methode der hierarchischen Integration mit einem weiteren Verfahren zur
Bestimmung singulärer Integrale. Der Abschnitt 4.3.3 widmet sich Konvergenz-
sowie Fehlerbetrachtungen und Abschnitt 4.3.4 betrachtet abschließend die Ent-
wicklung der Laufzeit und den Grad der Besetzung der Systemmatrix bei Verwen-
dung des in Abschnitt 4.1.2 beschriebenen Verfahrens zur Erzeugung einer schwach
besetzten Matrix.
Alle Experimente der nachfolgenden Abschnitte wurden auf einem Dual-Hexa-
Core-Intel-Xeon-X5650-System der Firma IBM mit 96 GB Arbeitsspeicher sowie
einer Taktung der Prozessoren von 2.67 GHz vorgenommen. Bedingt durch das
Hyperthreading der Prozessoren, stehen 24 virtuelle Kerne zur Verfügung. Die
Zeitmessung erfolgte in Form der CPU-Zeit. Bei Tests mit mehreren Prozessoren
107
4. Numerische Umsetzung
wurde jeweils nur das Maximum der CPU-Zeit pro Prozessor und Lauf betrachtet,
jedoch das Minimum über mehrere Läufe.
Die Umsetzung der Algorithmen erfolgte in C++ unter Verwendung der GNU
Compiler Collection in der Version 4.5. Die Parallelisierung der Algorithmen fußt
auf der Verwendung des Message Passing Interface (MPI) in der Implementierung
OpenMPI in Version 1.4.3 und damit auf Systemen mit verteiltem Speicher.
4.3.1. Eigenwerte ausgewählter Beispiele der Würfelgeometrie
In den theoretischen Betrachtungen des Abschnittes 2.1, speziell in Satz 2.1.13,
wird der Einfluss der Eigenwerte des Integraloperators K auf die Qualität der
Lösung des Galerkin-Systems deutlich.
Die nachfolgende Abbildung 4.6 zeigt die jeweils größten Eigenwerte des diskre-
tisierten Kerns der Würfelgeometrie bei unterschiedlichen Stufen der Diskretisie-
rung. Die Einträge der zugehörigen Matrix wurden mit einer Genauigkeit von 10−8
bestimmt.
Die Approximation der Eigenwerte erfolgte durch die Arnoldi-Methode [Sor91,
LS96]. Für große, auf verteilten Systemen vorliegende Matrizen, können jedoch
auch Werkzeuge wie der in Hypre, der Bibliothek zur Lösung großer schwach be-
setzter Gleichungssysteme auf massiv parallelen Rechnern [Cen], implementierte
Algorithmus zur Bestimmung von Eigenwerten, LOBPCG (Locally Optimal Block
Preconditioned Conjugate Gradient) [KA05], herangezogen werden.
Deutlich zu erkennen ist die rasche Konvergenz der Eigenwerte gegen Null, wie
sie aus den Aussagen des Satzes 2.1.13 abzuleiten ist. Diese Beobachtungen ent-
sprechen damit den Aussagen, die in Abschnitt 2.1 gemacht wurden.
4.3.2. Singuläre Integrale und ihre Bestimmung
Ein Kernproblem der numerischen Lösung der in Abschnitt 1.2 eingeführten Strah-
lungstransportgleichung stellt die Bestimmung singulärer Integrale dar. Methoden
zur Bestimmung singulärer Integrale umfassen die folgenden Ansätze, wie sie in
[BH05] umrissen werden.
1. Anwendung einer auf die Singularität des Kerns zugeschnittenen Quadratur
[SW92].
2. Exakte Integration von Teilen des singulären Integrals in der Hoffnung, der
verbleibende Teil des Integrals werde regulär [SL96].
3. Anwendung einer Koordinatentransformation, die die Singularität zu heben
vermag [Duf82, SS04, SS11].
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Abbildung 4.6.: Die größten Eigenwerte des diskretisierten Integraloperators der
Würfelgeometrie bei ausgewählten Diskretisierungsstufen
4. Anwendung einer Transformation, die die Singularität im Ursprung fixiert
und die anschließende Nutzung eines der bereits genannten Ansätze [Sau92].
5. Adaptive Verfeinerung des Integrationsgebietes in Richtung der Singularität.
Ab einer gewissen Tiefe der Verfeinerung wird das noch zu bestimmende
Integral hinreichend genau durch Null approximiert [Vai93].
Bei den vorgestellten Ansätzen liegt das Augenmerk fast ausschließlich auf der
Rand-Element-Methode, kurz BEM für Boundary Element Method, da bei deren
Anwendung häufig singuläre Integrale auftreten. Die BEM betrachtet jedoch in der
Regel Dreieckselemente auf der Gebietsoberfläche, daher können die obigen Verfah-
ren nicht ohne Modifikation auf das Problem des Strahlungstransports angewandt
werden.
Diese Arbeit nutzt die in Abschnitt 3 eingeführte hierarchische Integration zur
Bestimmung der singulären Integrale. Sie ist unabhängig von der Dimension der
Gebietspaare und dem Grad der Singularität anwendbar. Werden für die Trian-
gulation des Gebietes würfel- oder quaderförmige Elemente genutzt, erwächst der
Vorteil, dass die Bestimmung der global gültigen Äquivalenzklassen und die Be-
rechnung der singulären Vertreter der Klassen im Vorfeld erfolgen kann. Zur eigent-
lichen Laufzeit ist dann für die singulären Elemente nur die entsprechende Klasse
zu bestimmen und eine Skalierung sowie gegebenenfalls eine Translation vorzuneh-




Der Ansatz der direkten Berechnung aller singulären Integrale der Strahlungs-
transportgleichung wird in [Sch03] verfolgt. Der Autor beschreibt dabei ein Ver-
fahren, welches mittels einer Transformation die Singularität des Kerns zu heben
vermag. Es entspricht dem aus [SS04, SS11] bekannten Verfahren, wurde jedoch
auf Simplizes erweitert.
Tabelle 4.1 zeigt die für die direkte Berechnung sowie die für die Bestimmung
der Klasse und Skalierung des Wertes benötigte Zeit am Beispiel der Einträge der









τ(x,y) = (κ+ σ)‖x− y‖, zu bestimmen.
Die Exponentialfunktion ist nicht homogen. Daher kann die hierarchische Inte-
gration auf direkten Wege nicht angewandt werden. Mittels der in Abschnitt 3.4
angesprochenen Verfahren kann sie jedoch in eine Summe aufgespalten werden.
Die einzelnen Summanden können mittels der hierarchischen Integration bestimmt
werden.
Der Autor nutzte für seine Experimente eine Polynominterpolation der Expo-
nentialfunktion in ‖x− y‖ über den Nullstellen der Tschebyschow-Polynome.
Der Tabellenpunkt Setup fasst im Falle der direkten Integration die für die Be-
rechnung der Gaußpunkte und zugehörigen Gewichte benötigte Zeit zusammen.
Während der Laufzeit ist damit nur das Gebiet zu transformieren und der Kern an
den vorberechneten Stellen auszuwerten. Im Falle der hierarchischen Integration
umfasst dieser Punkt die für die Bestimmung der Äquivalenzklassen benötigte Zeit
sowie die für die Bestimmung der Vertreter der Klassen erforderliche Zeit. Während
der Laufzeit sind damit für ein gegebenes Elementpaar die Ermittlung der Äqui-
valenzklasse, soweit zutreffend die Auswertung der Faktoren des Polynoms sowie
entsprechende Translationen und Skalierungen vorzunehmen. Ermittelt wurden die
Einträge jeweils mit einer Genauigkeit von 10−6.
Nochmals zu bemerken ist, dass hier eine Gegenüberstellung zweier Verfahren
erfolgt, die auf unterschiedlichen Elementen agieren. Auf der einen Seite findet
sich die Berechnung der singulären Integrale auf direktem Wege über Simplizes.
Auf der anderen Seite steht die Bestimmung aller auftretenden Äquivalenzklas-
sen über Würfelelementen sowie die Vorberechnung der Vertreter aller Klassen.
Die Bestimmung der singulären Einträge der Systemmatrix stellt somit nur eine
Linearkombination der vorbestimmten Werte dar. Zwar ließe sich jeder Matrixein-
trag über Würfel-, Quader- oder Simplexelementen auch mittels der hierarchischen
Integration direkt bestimmen, jedoch wäre dieser Ansatz denkbar ineffizient.
In ähnlicher Art und Weise stellt Tabelle 4.2 die für die Bestimmung der singulä-
ren Elemente der rechten Seite benötigte Zeit gegenüber. Die Einträge der rechten
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Tabelle 4.1.: Beispiel Systemmatrix: Zeit in Sekunden für das Setup sowie die Zeit
für die Bestimmung von singulären Integralen mittels direkter Inte-
gration und hierarchischer Integration bei einer Genauigkeit von 10−6
am Beispiel der Einträge der Systemmatrix.
Direkte Integration Hierarchische Integration
Setup 18,57 0,1
Anzahl Elemente Rechenzeit Anzahl Elemente Rechenzeit
1 25,66 1.000 0,02
2 51,32 10.000 0,25
5 129,98 100.000 2,67
10 259,94 1.000.000 25,18






κIνb(T (y)) dy dx,
erneut mit τ(x,y) = (κ + σ)‖x − y‖ und dem bereits angesprochenen Polynom
Iνb(T (y)). Daher ist beispielsweise der in Abschnitt 3.4 vorgestellte Ansatz zu nut-
zen, um das Polynom in eine Summe von Monomen zu zerlegen, die mittels der
hierarchischen Integration bestimmt werden können. Bei der direkten Integration
sind solche Überlegungen hinfällig, jedoch erfordert das [Sch03] zu entnehmende
Verfahren eine relativ hohe Anzahl von Gaußpunkten, um eine hinreichende Ge-
nauigkeit zu erzielen.
Alle angegebenen Zeiten wurden bei der Ausführung auf einer CPU erreicht.
Im Allgemeinen ist die hierarchische Integration jedoch sehr gut parallelisierbar.
Daher können auf verteilten Systemen in allen Phasen der Verarbeitung Verbes-
serungen fast um den Faktor 1N erreicht werden, wobei N die Anzahl genutzter
CPUs beschreibt.
4.3.3. Konvergenz- und Fehlerbetrachtungen der Würfelgeometrie
Den Aussagen des Kapitels 2.2.6 zufolge, ist für die Entwicklung des Fehlers bei
der Verwendung konstanter Ansatzfunktionen eine zumindest lineare Abhängigkeit
in der Schrittweite h zu erwarten. Abbildung 4.7 zeigt den gemessenen relativen
Fehler bei der Betrachtung der Würfelgeometrie ohne hängende Knoten neben einer
linearen sowie einer quadratischen Referenz. Die Einträge des Systems wurden bei
diesem Experiment mit einer Genauigkeit von 10−4 ermittelt.
Gut zu erkennen ist ein stärkerer Abfall, als er in Abschnitt 2.2.6 vorhergesagt
wurde. Dieser entspricht einer Entwicklung im Sinne C · h1+λ mit 0 < λ < 1.
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Tabelle 4.2.: Beispiel rechte Seite: Zeit in Sekunden für das Setup sowie die Zeit für
die Bestimmung von singulären Integralen mittels direkter Integration
und hierarchischer Integration bei einer Genauigkeit von 10−6 am
Beispiel der Einträge der rechten Seite.
Direkte Integration Hierarchische Integration
Setup 18,21 20,30
Anzahl Elemente Rechenzeit Anzahl Elemente Rechenzeit
1 26,74 1.000 0,20
2 54,08 10.000 2,02
5 133,00 100.000 20,26
















Abbildung 4.7.: Relativer Fehler der Lösung über verschiedenen Stufen der Diskre-




Obgleich durch die Einführung hängender Knoten in das Gitter keine signifi-
kante Veränderung der Konvergenz zu erwarten ist, führen diese doch zu einer
besseren Approximation speziell im Randbereich des Gebietes. Somit kann eine
vergleichbare Qualität der Lösung mit einer geringeren Anzahl von Elementen er-
reicht werden. Eine hohe Anzahl von zusätzlichen Verfeinerungen im Bereich des
Randes mindert jedoch die Qualität der Lösung im Inneren des Gebietes, da hier
die Approximation auf einem vergleichbar groben Gitter erfolgt.
Daher ist auf eine feine Balance der Gitterstruktur zu achten. Eine a priori Aus-
sage bezüglich der optimalen Konfiguration kann nicht getroffen werden, da sich
diese an den für die Integralgleichung gegebenen Parametern ebenso orientiert, wie
an der Konfiguration des Gebietes und der notwendigen Genauigkeit der Approxi-
mation.
Für eine Veranschaulichung sei auf die Abbildungen 4.8 und 4.9 verwiesen. Im
Falle der hängenden Knoten charakterisiert die Zahl in Klammern die Anzahl zu-
sätzlicher Verfeinerungsebenen.
Abbildung 4.10 zeigt ein Achtel eines Gitters mit 125000 Elementen. Die Fär-
bung der einzelnen Würfelelemente lehnt sich an den Wert der Strahlungsenergie
Gν des entsprechenden Elements an und die Gitterstruktur ist noch gut zu erken-
nen.



























Abbildung 4.8.: Entwicklung der maximalen Strahlungsenergie (Ausstrahlung) Gν






























Abbildung 4.9.: Entwicklung der minimalen Strahlungsenergie (Ausstrahlung) Gν
bei wachsender Elementanzahl. Die Referenz entstammt einem
Gitter mit 262144 Elementen.
4.3.4. Entwicklung der Laufzeit und Grad der Besetzung der
Systemmatrix bei wachsender Elementzahl
Erneut sei die Würfelgeometrie bei einer Genauigkeit von 10−4 bei der Ermittlung
der Einträge betrachtet.
Abbildung 4.11 veranschaulicht die Entwicklung der für die Bestimmung der
singulären und regulären Volumen-Volumen- sowie der Volumen-Rand-Einträge
der rechten Seite und die für die Lösung des Gleichungssystems mittels Hypre
[Cen] benötigen Zeit bei wachsender Elementanzahl ohne hängende Knoten. Die
singulären Einträge der Systemmatrix ergeben sich als faktisch kostenfreies Ne-
benprodukt der Volumen-Volumen-Einträge. Die Kosten für die Bestimmung der
regulären Einträge der Systemmatrix sind mit dem Aufwand für die rechte Seite
vergleichbar.
Alle Zeiten wurden, wie bereits angesprochen, als CPU-Zeit eines parallel auf vier
CPUs laufenden Prozesses ermittelt. Die dargestellten Werte bilden die Minima
über mehrere Läufe, wobei pro Lauf nur die maximale Zeit einer CPU betrachtet
wurde.
Auffällig ist die offenbar lineare Entwicklung der Laufzeiten, wie sie Abbildung
4.11 zu entnehmen ist. Diese leitet sich direkt aus der in Abschnitt 4.1.2 angespro-
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Abbildung 4.10.: Ein Achtel eines Gitters der Würfelgeometrie mit 125000 Elemen-
ten überlagert mit der Lösung. Links unten (blau) befindet sich
eine äußere Ecke, rechts oben (rot) der Kern des ursprünglichen
Gebietes. Die Werte der Strahlungsenergie Gν reichen von 7.059





chenen Methode zur Erzeugung einer schwach besetzten Matrix ab.
Der schwächere Anstieg der Bestimmungszeit der Volumen-Rand-Elemente ist





















Abbildung 4.11.: Zeiten für einzelne Aspekte der Bestimmung einer Galerkin-
Näherung. Dargestellt wird die Zeit für die Bestimmung der
Volumen-Volumen-, sowie der Volumen-Rand-Einträge der rech-
ten Seite und die Zeit für das Lösen des Gleichungssystems.
In analoger Weise stellt Abbildung 4.12 den wachsenden Umfang der Systemma-
trix im Sinne von Nicht-Null-Elementen beispielhaft für zwei Genauigkeiten dar.
Die angegebenen Größen stützen sich auf den Durchschnitt. Auch hier ist in der
doppelt logarithmischen Graphik eine Abhängigkeit im Sinne C · h zu erkennen.
Diese Entwicklung ist erneut mit dem in Abschnitt 4.1.2 vorgestellten Verfahren
zur Erzeugung einer schwach besetzten Matrix zu erklären.
4.4. Bemerkungen bezüglich des Beispiels der dünnen
Platte
Durch das Fraunhofer-Institut für Techno- und Wirtschaftsmathematik (ITWM)
wurden dem Autor neben der bisher betrachteten Würfelgeometrie auch Daten
für das Beispiel einer dünnen Platte zugänglich gemacht. Bis auf die konkreten
Abmessungen und ein daran angepasstes Temperaturprofil T (y) stimmen diese
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Abbildung 4.12.: Durchschnittlicher absoluter Grad der Belegung der Systemma-
trix bei Genauigkeit 10−4 und 10−6 für die Bestimmung der
Einträge.
jedoch vollständig mit denen der Würfelgeometrie überein. Die aus dem Beispiel
der dünnen Platte abzuleitenden Ergebnisse decken sich mit den Aussagen und
Erkenntnissen der obigen Abschnitte.
Abbildung 4.13 zeigt einen Schnitt durch die dünne Platte. Die Färbung der
einzelnen Würfelelemente lehnt sich erneut an den Wert der Strahlungsenergie Gν
des entsprechenden Elements an.
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4. Numerische Umsetzung
Abbildung 4.13.: Ein Achtel eines Gitters der Plattengeometrie mit 1080000 Ele-
menten überlagert mit der Lösung. Links (blau) befindet sich eine
äußere Ecke, rechts (rot) der Kern des ursprünglichen Gebietes.




Der Weg von der greifbaren Tasse heißen Tees und dem in ihrer Umgebung ablau-
fenden Strahlungstransport mittels elektromagnetischer Wellen, über die modell-
hafte Abbildung dieser Vorgänge im Strahlenmodell als eine Differentialgleichung,
deren Überführung in eine richtungunabhängige Integralgleichung und schließlich
deren Lösung mittels des Galerkin-Ansatzes ist gekennzeichnet durch eine Reihe
von Annahmen, Voraussetzungen und Vereinfachungen.
Dessen ungeachtet stellt das betrachtete Modell und die daraus gewonnene Lö-
sung noch immer eine gute Beschreibung realer Vorgänge dar, wie sie in Glas,
biologischem Gewebe oder anderen semitransparenten Medien ablaufen. Die Ap-
proximation einer Lösung mittels konstanter Ansatzfunktionen und eines Galerkin-
Ansatzes über aus Kuben oder Quadern bestehenden Gittern, zeigt bereits bei mo-
deraten Elementzahlen eine zufriedenstellende Annäherung an die zu erwartende
Lösung. Dies kann durch die Nutzung von Gittern, welche in der Nähe des Ran-
des feiner strukturiert wurden, weiter verbessert werden. Für die Umschreibung
komplexerer Vorgänge, wie sie in der Polarisation oder nichtisotroper Streuung zu
Tage treten, werden jedoch speziellere, komplexere aber auch der Realität nähere
Modelle benötigt.
Das in dieser Arbeit vorgestellte Verfahren der hierarchischen Integration er-
wies sich als gute Alternative zu bekannten Verfahren zur Bestimmung singulärer,
mehrdimensionaler Doppelintegrale, wie sie bei der Diskretisierung der richtungs-
unabhängigen Form der Integralgleichung des Strahlungstransports auftreten.
Der Vorteil gegenüber direkten Verfahren besteht primär in den folgenden Punk-
ten. Die hierarchische Integration ist unabhängig von der Ordnung der Singulari-
tät sowie der Dimension der betrachteten Integrale anwendbar. So können neben
schwach- auch stark- und hypersinguläre Integrale bestimmt werden. Die Beschrei-
bung eines singulären Integrals erfolgt ausschließlich mittels regulärer Integrale.
Diese wiederum sind auf numerischem Wege günstiger zu bestimmen, als dies bei
direkten Ansätzen möglich wäre. Stützt man sich darüber hinaus bei der Diskre-
tisierung des Gebietes auf Quader oder Kuben, so ist eine Vorbestimmung aller
Integrale des unmittelbaren Nahfeldes möglich. Somit bestehen die Hauptkosten
der Bestimmung der Einträge des Gleichungssystems aus den Elementen des Fern-
feldes und nicht mehr aus den Elementen des Nahfeldes.
Durch die Flexibilität der hierarchischen Integration ist diese nicht nur auf die
Integralgleichung des Strahlungstransports beschränkt, sondern kann auf eine Rei-
he weiterer Problemstellungen angewandt werden. Hierzu zählen beispielsweise Be-
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Zusammenfassung und Ausblick
schreibungen physikalischer Vorgänge wie der Magnetisierung von Materialien oder
der Mechanik entstammende Fragestellungen wie die Lösung der biharmonischen
Gleichung.
Durch eine weitere Analyse der hierarchischen Integration über Simplizes und
Würfelelementen kann diese in Verbindung mit schnellen Verfahren zur Bestim-
mung regulärer Integrale ein praktikables Werkzeug für die Handhabung singulärer
Integralgleichungen darstellen.
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A. Ergänzungen zu Kapitel 2
In Abschnitt 2.1 wurde auf die Einführung grundlegender Begriffe wie normierter
Vektorraum, Konvergenz, Banach- oder auch Hilbert-Raum verzichtet. Diese sol-
len hier zur Wahrung der Vollständigkeit gegeben und durch ein Beispiel ergänzt
werden.
A.1. Definition normierter Vektorraum, Konvergenz,
Banach-Raum und Hilbert-Raum
Es sei mit X ein linearer Vektorraum mit Dimension d ≤ ∞ sowie einer Abbildung
‖ · ‖ : X 7→ [0,∞) gegeben. Erfüllt die Abbildung ‖ · ‖ die Bedingungen
‖x‖ = 0 ⇐⇒ x = 0,
‖λx‖ = |λ|‖x‖ ∀x ∈ X,∀λ ∈ R,
‖x + y‖ ≤ ‖x‖+ ‖y‖ ∀x,y ∈ X,
so wird sie Norm genannt und das Paar (X, ‖ · ‖) heißt normierter Vektorraum.
Eine Folge {xn} wird in X als konvergent bezeichnet, wenn eine Element x ∈ X
existiert, so dass
‖xn − x‖ → 0 n→∞.
Eine Folge {xn} wird in X als Cauchy-konvergent bezeichnet, wenn für jedes ε > 0
ein n ∈ N derart existiert, dass ‖xn2 − xn1‖ ≤ ε ∀n1, n2 ≥ n. Ist jede Cauchy-
konvergente Folge im normierten Vektorraum (X, ‖ · ‖) konvergent, so heißt dieser
vollständig. Jeder lineare normierte Vektorraum, der darüber hinaus vollständig
ist, wird Banach-Raum genannt. Erfüllt ein Raum alle für einen Banach-Raum
gegebenen Forderungen und kann er mit einem Skalarprodukt
< ·, · >: X ×X → C
versehen werden, welches die Norm des Raumes durch
‖f‖ =
√
< f, f >
beschreibt, so spricht man von einem Hilbert-Raum [Hac97].
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A.2. Beispiele zu Banach- und Hilbert-Räumen
Es sei mit C(D) die Menge der auf D gegebenen, stetigen Funktionen beschrieben.
Definiere nun Cb(D) die Menge der beschränkten Funktionen auf D und sei
‖f‖∞ := sup {|f(x)| : x ∈ D}
die Supremumsnorm auf dem Gebiet D. Dann beschreibt das Paar (Cb(D), ‖ · ‖∞),
Cb(D) := {f ∈ C(D) : ‖f‖∞ <∞} ,
einen Banach-Raum, der zur Vereinfachung der Notation in der Literatur häufig
wieder mit (C(D), ‖ · ‖∞) bezeichnet wird. Das Paar
(
Ck(D), ‖ · ‖Ck(D)
)
bildet
für k ∈ N0 mit
Ck(D) :=
{





‖f (`)‖∞ : 0 ≤ ` ≤ k
}
ebenfalls einen Banach-Raum. In Erweiterung der Forderungen, die an C(D) ge-
richtet werden, sind nicht nur die Funktionen beschränkt, sondern auch ihre ersten
k Ableitungen. Weiterhin bilden auch die Hölder-stetigen Funkionen den Banach-
Raum
(
Cα(D), ‖ · ‖Cα(D)
)
. Dieser entspricht für α ∈ N0 dem soeben eingeführten
Paar
(
Ck(D), ‖ · ‖Ck(D)
)
. Für α = k + λ mit k ∈ N0 und λ ∈ (0, 1) gilt





, k > 0.
Die Konstante L ist gegeben als kleinste Konstante, die dem Zusammenhang
|f(x′)− f(x′′)| ≤ L ‖x′− x′′‖α für alle x′,x′′ ∈ D genügt. Weitere Banach-Räume
bilden beispielsweise die Räume L1(D) sowie L2(D) mit















|f(x)| dx, x ∈ D′
}




A.2. Beispiele zu Banach- und Hilbert-Räumen
Mit µ werde das Maß der Menge bezeichnet. In diesem Beispiel sei das übliche
Lebesgue-Maß genutzt. Der Raum L2(D) stellt mit dem Skalarprodukt




sogar einen Hilbert-Raum dar.
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B. Ergänzungen zu Kapitel 3
B.1. Ausführliches Beispiel zur hierarchischen
Quadratur über Kernfunktionen mit polynomialem
Anteil
Gegeben sei ein Doppelintegral, definiert auf [0, 1]× [0, 1], sowie ein Kern κ(x,y) =
x2
















































Der erste Summand ist äquivalent zu τ1 × τ1 und der zweite Summand repräsen-
tiert den Fall eines gemeinsamen Punktes. Im ersten Schritt der Zerlegung sind
beide Summanden unproblematisch, da nur Skalierungen notwendig sind und die









































































‖x− y − 1‖−α
dy dx.
Die Aufspaltung des Falls des gemeinsamen Punktes liefert drei reguläre Elemente
und eines, welches äquivalent zum Ursprungselement ist. Alle anderen Anteile der
Summe (B.1) müssen mit Hilfe des binomischen Lehrsatzes









B. Ergänzungen zu Kapitel 3
zerlegt werden. Damit kann der dritte Summand, welcher dem Fall eines gemein-



















































‖x− y + 1‖−α
dy dx.
Dies setzt die Bestimmung dreier Integrale, die über demselben Gebiet definiert
sind, voraus. Jedoch unterscheiden sich diese Integrale im Exponenten k des Mo-












































‖x− y + 1‖−α
dy dx.
Nur der zweite Summand der obigen Summe ist singulär, jedoch äquivalent zu
seinem Ursprungselement. Auf vergleichbare Weise muss der vierte Summend von









































































B.2. Wahl von Relativkoordinaten im Falle zweier Würfel
Die Konfigurationen mit k = 0 und k = 1 können auf vergleichbare Art und
Weise behandelt werden. Jede Aufspaltung ist nur abhängig von Elementen, die
den gleichen oder geringeren Polynomgrad besitzen.
B.2. Wahl von Relativkoordinaten im Falle zweier
Würfel
Gegeben seien zwei beliebige, achsenparallele Würfel Cx ⊂ R3 und Cy ⊂ R3 mit
einer gemeinsamen, d-dimensionalen Fläche.
Um die Notation nicht zu überladen, bemerken wir, dass im Falle einer rotati-
onssymmetrischen Kernfunktion alle relevanten Fälle singulärer Gebietspaare auf
die nachfolgenden Beispiele abgebildet werden können. Nur eine Skalierung um
einen Faktor s kann notwendig bleiben. O.B.d.A. nehmen wir s = 1 an. Sollte ein
nicht rotationssymmetrischer Kern vorliegen, bleibt das gezeigte Prinzip weiterhin
anwendbar. Die zusätzlich zu beachtenden linearen Transformationen nach (3.10)
beziehungsweise (3.23) verkomplizieren jedoch die Notation und dienen daher nicht
der Klärung des Vorgehens.
Der Fall des identischen Elements, d = 3






‖x− y‖α dy dx.
Nach (3.37) gilt p = 3 + 3 − 3 = 3 und wir definieren z = (y − x). Nach der




























und k wie in (3.36) eingeführt.
Der Fall der gemeinsamen Fläche, d = 2








‖x− y‖α dy dx
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zu Grunde. Wir definieren z := (x3,y1 − x1,y2 − x2,y3)T , da p = 3 + 3 − 2 = 4









































mit k wie in (3.36).
Der Fall der gemeinsamen Kante, d = 1








‖x− y‖α dy dx




















Der Fall des gemeinsamen Punktes, d = 0























mit p = 3 + 3 − 0 = 6, daher z := (x1,x2,x3,y1,y2,y3)T , und dem Parameter k
aus Gleichung (3.36).
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B.3. Parametrisierung achsenparalleler Hyperwürfel in
Polarkoordinaten
Die Parametrisierung p-dimensionaler achsenparalleler Hyperwürfel in Polarkoor-
dinaten kann allgemein durch eine Radiusfunktion R(ε, ϕ, ϑ1, · · · , ϑp−2) erfolgen,
welche als stückweise definierte Funktion der Gestalt




















mit von den Parametern ϕ, ϑ1, · · · , ϑp−2 abhängigen Bedingungen gegeben ist. Die







Funktionen ξi sind durch Definition 3.5.6 gegeben.
Für den konkreten Fall eines Quadrates und eines Würfels betrachten wir 2-
und 3-dimensionale Polarkoordinaten und geben die zugehörigen Radiusfunktionen
nachfolgend an.








4 (8z − 1)π,
1





4 (8z + 3)π,
1







4 (8z + 1)π,
1





4 (8z + 5)π,
1
4 (8z + 7)π
)
mit z ∈ Z.
Würfel, p = 3
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, ϕ ∈ π+3 ∪ π+5.
Für die Radiusfunktion R gilt




, ϕ ∈ π−1 ∪ π+1, ϑ ∈ [Θ(ϕ), π −Θ(ϕ)) ,
ε√
1−ξ21−ξ23
, ϕ ∈ π+3 ∪ π+5, ϑ ∈ [Θ(ϕ), π −Θ(ϕ)) ,
ε√
1−ξ21−ξ22
, ∀ϕ, ϑ ∈ [0, Θ(ϕ)) , [π −Θ(ϕ), π] .
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