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Abstract
We discuss the phase structure of QCD4 as a perturbative deformation of the Topolog-
ical Quantum Field Theory (TQFT). When we choose a special Maximal Abelian gauge
(MAG) as the gauge fixing, the TQFT sector is equivalent to a 2D O(3) non-linear sigma
model (NLSM). We consider the finite temperature case, and investigate the effect of the
boundary conditions and the phase structure of the TQFT sector. It can have a decon-
fining phase under the twisted boundary conditions. However, this phase is screened once
pertubative parts are added. We conclude that the information about the phase structure
is encoded in the U(1) background in the case of the MAG.
∗ To be published in JHEP.
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1 Introduction
It is a long-standing problem to prove the quark confinement. There are some scenarios
to explain this phenomenon qualitatively, one of which is widely known as a dual QCD
vacuum scenario[1, 2]. However, these are not sufficient proofs and we need further efforts
to investigate this phenomenon.
Recently several authors[3, 4, 5] have proposed a novel reformulation of QCD as a per-
turbative deformation of a TQFT. By the use of this reformulation, a confining-deconfining
phase transition has been investigated[4]. This work is based on the Kugo-Ojima (KO)
confinement criterion[6] and the gauge fixing is performed in an OSp(4|2) type Feynman
gauge[7]. Then, the TQFT sector becomes a 2D chiral model through the Parisi-Sourlas
(PS) mechanism[8], equivalently a 2D O(4) NLSM. When it is extended to the finite
temperature in the real-time formalism[9], it has a deconfining phase under the twisted
boundary conditions through the spontaneous symmetry breaking (SSB) of an O(4) sym-
metry but not under the periodic ones. This result has been showed by the calculation of
the effective potential. In general, the SSB in 2D systems is forbidden by the Coleman-
Mermin-Wagner’s theorem[10]. This theorem is based on the infrared divergence peculiar
in 2D systems. But, if the twisted boundary conditions are imposed, this divergence is
softened and the phase transition can take place by the SSB. Therefore, a deconfining
(massless) phase can appear. This phase is retained as if pertubative parts are added
although the boundary conditions are slightly modified.
The same analysis can be adopted to the case of the OSp(4|2) type MAG[11]. There,
the role of the boundary conditions has not been clarified. The purpose of our study is
to make it clear. In this case, the TQFT sector becomes a 2D coset model, equivalently
a 2D O(3) NLSM, and we can reach the similar conclusion about the phase structure in
the TQFT sector. But the phase structure of the TQFT sector is not retained and only a
deconfining phase can survive when the perturbative parts are added. The effect of these
parts replaces the twisting factors in the twisted boundary conditions by the unit element
and so the twisted boundary conditions become equivalent to the periodic ones. Moreover,
we can show that the linear potential remains in the full QCD4 if we assume the U(1)
Abelian dominance. This linear potential means the quark confinement in the Wilson
criterion. Then, a Polyakov loops’ correlator decays exponentially at large distance. This
result also implies a confining phase. It may seem inconsistent to the case of the Feynman
type gauge because the only difference is the gauge fixing. However, we notice that we
have not considered the U(1) background. It turns out that the information about the
phase structure is encoded in it.
This paper is organized as follows. In section 2, the reformulation of the QCD4 at finite
temperature is introduced. In section 3, we discuss the effect of the boundary conditions
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in the TQFT sector and investigate how it is modified when the perturbative parts are
added. In section 4, we comment on the phase structure of the U(1) background. This
argument is based on the work[12] and the topological object plays an important role.
Finally, in section 5, we explain our results and discuss future problems.
2 Reformulation of QCD4 at Finite Temperature
We start with a finite temperature partition function
ZFT =
∫
periodic
[dAµ][dC][dC¯][dB] exp
{
1
2g2YM
TrGF
2
µν(A)− iδBGGF+FP[Aµ, C, C¯, B]
}
(2.1)
where Fµν
def
= ∂µAν − ∂νAµ − i[Aµ, Aν ] and δB induces the BRST transformation
δBAµ = Dµ[A]C, δBC = iC
2, (2.2)
δBC¯ = iB, δBB = 0.
The C(C¯) is a (anti-)ghost of the system and the B is a Nakanishi-Lautrup field. We
consider the case of the gauge group G = SU(N) without quark fields. The gauge field
Aµ is expressed in terms of new fields Vµ and U
Aµ = UVµU
† +
i
gYM
U∂µU
†. (2.3)
We shall use the Faddeev-Popov (FP) trick and insert a unit in the path integral
1 = ∆[A]
1
N
N−1∑
k=0
∫
Bk
[dU ]
∏
x
δ
(
∂µAU
−1
µ (x)
)
(2.4)
where the ∆[A] is the FP determinant and the Bk denotes the boundary condition of the
U(x)
Bk : U(−iβ,x) = U(0,x)e
ikpi/N (for k = 0, · · · , N − 1). (2.5)
This condition is fully discussed in the next section. Eq.(2.4) can be rewritten as
1 =
1
N
N−1∑
k=0
∫
Bk
[dU ]
∫
periodic
[dγ][dγ¯][dβ] exp
{
i
∫
d4x[−iδ˜BG˜GF+FP(Vµ, γ, γ¯, β)]
}
(2.6)
where the new BRST transformation δ˜B acts on the fields Vµ, γ, γ¯ and β as
δ˜BVµ = Dµ[V ]γ, δ˜Bγ = iγ
2,
δ˜Bγ¯ = iβ, δ˜Bβ = 0. (2.7)
2
Here we used a formula of the G˜GF+FP
G˜GF+FP
def
= TrG(γ¯∂
µVµ). (2.8)
Thus, we can obtain the following partition function
ZFT =
1
N
N−1∑
k=0
∫
Bk
[dU ]
∫
periodic
[dVµ][dC][dC¯][dB][dγ][dγ¯][dβ]
exp
{
i
∫
d4x
[ 1
2gYM
TrGF
2
µν(V )− iδ˜BG˜GF+FP[Vµ, γ, γ¯, β]
−iδBGGF+FP
[ i
gYM
U∂µU
† + UVµU
†, C, C¯, B
]]}
. (2.9)
Next, let us specify the gauge fixing term GGF+FP. In the work[3], an OSp(4|2) type
MAG is used
GGF+FP = δ¯BTrG/H [A
2
µ + 2iCC¯]. (2.10)
The H is the maximal Abelian subgroup of the G. On the other hand, an OSp(4|2) type
Feynman gauge is utilized in the work[4]
GGF+FP = δ¯BTrG[A
2
µ + 2iCC¯]. (2.11)
These gauge fixing conditions lead to the following 2D TQFT sectors through the PS
mechanism, respectively
STQFT =
pi
g2YM
∫
d2xTrG/H [∂µU∂µU
†] (Coset model), (2.12)
STQFT =
pi
g2YM
∫
d2xTrG[∂µU∂µU
†] (Chiral model). (2.13)
It should be noted that the difference of the two models is associated with the degrees of
freedom in the maximal torus part H . In particular, the weak coupling limit (gYM → 0)
of the finite temperature QCD4 is described by the TQFT sector with summing over all
the boundary conditions
ZFTTQFT =
1
N
N−1∑
k=0
∫
Bk
[dU ]
∫
periodic
[dC][dC¯][dB] exp{iSTQFT}. (2.14)
3 Study of Boundary Conditions
We restrict ourselves to the case of G = SU(2) for simplicity. The real-time and
imaginary-time formalisms[9, 13, 14] are standard methods to deal with the finite tem-
perature system. Both formalisms extend the time coordinate to a complex time and the
3
fields obey the (anti-)periodic boundary conditions. In particular, the gauge field obeys
a periodic condition
Aµ(−iβ,x) = Aµ(0,x). (3.1)
The gauge field in the TQFT sector has a pure gauge type configuration, and the twisted
boundary conditions are allowed:
Bg : U(−iβ,x) = U(0,x)g (for ∀ g ∈ global SU(2)). (3.2)
Let us consider the TQFT sectors in eqs.(2.12), (2.13). It is proved that the TQFT sector
(2.13), equivalently an O(4) NLSM, has a deconfining phase under the twisted boundary
conditions (g 6= 1) in the real-time formalism[4]. But when one imposes usual periodic
boundary conditions (g = 1), this phase does not appear. Also, this phase transition
cannot take place in the imaginary-time formalism. This point is discussed later in this
section.
Next, we investigate the phase structure of the TQFT sector (2.12). Our main purpose
is to study it. The coset model action (2.12) can be rewritten as†
STQFT =
pi
g2YM
∫
d2x[∂µn · ∂µn], n · n = 1. (3.3)
This is the action of an O(3) NLSM. Here we used the Euler angle representation of the
SU(2) matrix
U(x) = exp{iχ(x)σ3/2} exp{iθ(x)σ2/2} exp{iϕ(x)σ3/2}
=
(
exp{ i
2
(ϕ+ χ)} cos θ
2
exp{− i
2
(ϕ− χ)} sin θ
2
− exp{ i
2
(ϕ− χ)} sin θ
2
exp{− i
2
(ϕ+ χ)} cos θ
2
)
(3.4)
and we parameterize the unit vector field n(x) (n : R2 −→ S2) as
n
def
=

n
1(x)
n2(x)
n3(x)

 def=

sin θ(x) cosϕ(x)sin θ(x) sinϕ(x)
cos θ(x)

 . (3.5)
Then, we have to determine the boundary condition on the n(x). Useful relations can be
used in the calculation‡ :
nA(x)TA = U †(x)T 3U(x), nA(x) = 2TrG[U(x)T
AU †(x)T 3] (A = 1, 2, 3). (3.6)
†We omit the ghost term.
‡We normalize the generators TA’s of the SU(2) as TrG(T
ATB) = 1
2
δAB.
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We find that the n(x) is invariant under the U(1) transformation generated by the T 3 and
it can be rotated by generators associated with the coset SU(2)/U(1). Also, eq.(2.12) has
the following global SU(2)L symmetry
U −→ Uh, h ∈ SU(2)L. (3.7)
Then the n(x) transforms as
nATA −→ nA(h†TAh)
def
= n′
A
TA (3.8)
and we easily find an action of the element h on nA
nA −→ n′
A
=
3∑
B=1
ad(h†)ABn
B. (3.9)
This means that the n(x) is transformed under the SO(3) rotation but it is invariant by
an action of the center Z2 of the SU(2). By the use of eq.(3.9), the boundary condition
on the U(x) can be translated into that on the field n(x)
nA(−iβ, x1) =
3∑
B=1
ad(g†)ABn
B(0, x1), (3.10)
where x1 is a spatial coordinate. We can calculate the effective potential under this
condition and show that the O(3) NLSM has a deconfining (massless) phase in the real-
time formalism under the twisted boundary conditions (ad(g†) 6= 1). On the other hand,
under the periodic boundary conditions (ad(g†) = 1), it has not this phase as in the case of
the Feynman type gauge. Also, no massless phase appears in imaginary-time formalism.
The above discussion is limited to the TQFT sector. That is, the gauge field config-
uration is the pure gauge one. What happens when one incorporates the gauge adjoint
part (i.e.the perturbative part)? This part replaces the twisted boundary conditions (3.2)
by the following ones
Bk : U(−iβ,x) = U(0,x)e
ikpi/2 (k = 0, 1). (3.11)
Then, the n(x) obeys the periodic boundary conditions:
Bk : n(−iβ, x1) = n(0, x1) (k = 0, 1). (3.12)
Therefore, all the TQFT sectors have the periodic boundary conditions
1
N
N−1∑
k=0
∫
Bk
[dU ] =
1
N
N−1∑
k=0
∫
Bk
[dn] −→
∫
periodic
[dn] (N = 2), (3.13)
1
N
(periodic + twisted + · · · ) −→ periodic.
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That is, the sum over the boundary conditions becomes an integral of the periodic field
n(x). Because a massless phase cannot exist under the periodic conditions, only a confin-
ing phase can exist. Once the gauge adjoint part is added, this phase of the TQFT sector
is screened. We conclude that the phase structure of the TQFT sector is hidden in the
full QCD4 with the MAG.
Moreover, if we assume the Abelian dominance, we can interpret this result in terms
of the Polyakov loop. Then, we can see that the correlator of Polyakov loops P and P † is
equivalent to the expectation value of an Abelian Wilson loop W in the TQFT sector as
shown in Figure 1
〈P †(x)P (0)〉TQFT
def
= 〈W 〉TQFT = exp(−βV ). (3.14)
Here the V is a static potential or a free energy. We can reconstruct the expectation value
in the full QCD4 〈P
†(x)P (0)〉 from eq.(3.14). Then, the Coulomb potential is added to
the V.
In the |x| → ∞ limit, we obtain a decomposition
〈P †(x)P (0)〉 −→ |〈P 〉|2. (3.15)
From this formula, we conclude that if 〈P 〉 = 0, the free energy blows up for the large
separation of the quarks(|x|→ ∞). We can interpret this result as a signal of the confine-
ment:
〈P 〉 = 0, (confinement). (3.16)
On the other hand, if 〈P 〉 6= 0, then the free energy of a static quark-antiquark pair
approaches a constant for the limit |x|→ ∞. We can interpret this as an evidence of the
deconfinement:
〈P 〉 6= 0, (deconfinement). (3.17)
The TQFT sector in the MAG, O(3) NLSM has instanton solutions and it can be shown
that the instanton gas induces the linear potential in the V [3]. So we obtain the 〈P 〉 = 0
and this result implies the confinement in the full QCD4.
§
Thus, we find that only a confining phase can appear in the analysis of the TQFT
sector and so this point is different from the case of the Feynman type gauge. We will
explain this point in the next section.
Here, we discuss the two methods to deal with the finite temperature system: the real-
time formalism and the imaginary-time one. It is amazing that these methods lead to
§ In this case, we would have to use the imaginary-time formalism.
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 Wilson loop
R
This part is cancelled in the periodic case.
Polyakov loop’s correlator
A(C) = RTArea
 
P¢PW
Figure 1: Polyakov loops’ correlator. The expectation value of a Wilson loop W is equivalent to
a correlator of Polyakov loops P and P † in the case of the periodic boundary conditions.
different results as commented in the work[4] when they are applied to the same system.
That is, the phase transition occurs under the twisted boundary conditions in the real-
time formalism but not in the imaginary-time one. The KO confinement criterion is only
applicable to the system with a continuous 4-momentum. Otherwise the imaginary-time
formalism can not be applied and we have no contradiction. We may suspect to confront
an issue in the MAG case. However, it would not so. It is the reason that the physical
parts (gauge adjoint parts) really exist in the real world and only a confining phase can
appear. Therefore, we cannot observe this difference of the two methods. We conclude
that the difference of the two methods is not relevant to the phase structure of the QCD4
in the MAG case.
4 Comments on Gauge Fixing and U(1) Background
In this section, we comment on the relation between the phase transition mechanism and
the U(1) background. First, let us recall that we have chosen the OSp(4|2) type MAG.
This gauge spoils the chiral SU(2)L ⊗ SU(2)R symmetry which exists in the Feynman
type gauge. Eventually, only the SU(2)L symmetry survives and the SU(2)R symmetry
is lost in the MAG case. Then, we obtain a topological object “monopole” peculiar to the
MAG and it is absent in the Feynman gauge. This is an U(1) Abelian mopole. Because
the chiral symmetry is broken, we would not be able to apply the KO criterion. However,
we have the topological object in our hand. Monopoles are interpreted as instantons in
the 2D theory reduced by the PS mechanism in this case. These play an important role in
the confinement of the Wilson criterion[3]. It is also conjectured that these play a central
role in the phase transition as well. In the above study, we saw that the phase structure
of the TQFT sector was screened and only a confining phase can appear. However, in the
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TQFT sector
= 2D O(4) NLSM Perturbative parts
TQFT sector
= 2D O(3) NLSM
Perturbative parts
U(1) backgrounds
Feynman type gauge fixing MAG type gauge fixing
Figure 2: Comparison Feynman type gauge with MAG type gauge in G = SU(2). The
phase structure of the TQFT sector is preserved in the case of the Feynman type gauge fixing. However, it
is screened by the perturbative fluctuation in the case of the MAG type gauge fixing, and its information
is encoded in the U(1) backgrounds.
case of the MAG, the information about the phase transition mechanism is encoded in the
U(1) background and the Berezinskii-Kosterlitz-Thouless (BKT) transition[15] occurs by
the condensation of the topological object. This would be clarified after we integrate out
the non-diagonal gauge components. That manipulation is based on the U(1) Abelian
dominance and really was done in the work[16]. Then, we can obtain an Abelian projected
effective theory. This is just the U(1) theory but is asymptotically free. When the scheme
of the reformulation is applied to this U(1) theory[12], the TQFT sector of it becomes a
2D O(2) NLSM with a vortex solution. It is widely known that a BKT phase transition is
induced by the condensation of the vortexes in this O(2) NLSM. In this theory, by using
parameterizations of the fields U and S
U(x) = eiϕ(x), S(x) = (cosϕ(x), sinϕ(x)), (4.1)
we obtain the TQFT sector of the effective U(1) theory:
STQFT =
pi
g2YM
∫
d2x∂µS(x)∂µS(x). (4.2)
Also, the S obeys the boundary condition at finite temperature. But we can easily show
that the boundary conditions on it becomes equivalent to the periodic ones when the
perturbative parts are added. And so we cannot state the existence of the phase transition
by the SSB in the TQFT sector as well. But, at least, we can find a BKT type phase
transition by the U(1) vortex condensation from the confining phase to the deconfining
one. Moreover, it is commented in the work[16] that the U(1) vortex is closely relevant
to the instanton in the O(3) NLSM. This possibly implies that the vortex condensation
induces an instanton condensation and the confining potential would vanish. This would
just correspond to the phase transition to the deconfining phase.
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5 Discussion and Conclusion
We have investigated the effect of the boundary conditions and found that it depends
on the gauge fixings. Because the analysis based on the KO criterion does not depend
on the complicated dynamical information about the QCD4, we could not derive the
mechanism of the confinement directly. On the other hand, when we choose the MAG,
we can understand the dynamical mechanism in terms of monopoles. But because the
analysis depends on the special gauge, we cannot know how reliable it is. Also, we could
not discuss the Higgs phase. It is an interesting problem to study this phase by the use
of the reformulation of QCD4
The phase structure of the QCD4 has investigated in the OSp(4|2) type MAG and
Feynman gauge. These investigations are based on the toy models where the special
OSp(4|2) type gauge fixing is utilized. But we could explain the results based on the KO
criterion in the framework of the Wilson criterion, and believe that our considerations
shed light on an interrelation between the works based on the KO criterion and those
on the Wilson criterion. We hope the paper proceeds the understanding of the quark
confinement.
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