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Abstract
Feedforward Neural Network (FNN)-based language models
estimate the probability of the next word based on the his-
tory of the last N words, whereas Recurrent Neural Networks
(RNN) perform the same task based only on the last word and
some context information that cycles in the network. This pa-
per presents a novel approach, which bridges the gap between
these two categories of networks. In particular, we propose
an architecture which takes advantage of the explicit, sequen-
tial enumeration of the word history in FNN structure while
enhancing each word representation at the projection layer
through recurrent context information that evolves in the net-
work. The context integration is performed using an addi-
tional word-dependent weight matrix that is also learned dur-
ing the training. Extensive experiments conducted on the Penn
Treebank (PTB) and the Large Text Compression Benchmark
(LTCB) corpus showed a significant reduction of the perplexity
when compared to state-of-the-art feedforward as well as recur-
rent neural network architectures.
Index Terms: Recurrent neural networks, language modeling
1. Introduction
A high quality Language Model (LM) is considered to be an
integral component of many systems for language technology
applications, such as speech recognition [1], machine trans-
lation [2], etc. The goal of an LM is to identify probable
sequences of predefined linguistic units, which are typically
words. Semantic and syntactic properties of the language, en-
coded by the LM, guide these predictions.
Intrinsically, the performance of an LM can be evaluated
based upon its ability to predict the next word given its con-
text. The most common approach to build such models is the
word count-based method, which is commonly known as N -
gram language modeling [3, 4]. By simply enumerating all pos-
sibilities over a short span of words and assigning probabilities
to them directly, N -grams were difficult to outperform for a
very long time.
The introduction of neural networks for language model-
ing led to a significant improvement over these standard mod-
els. This was mainly due to the continuous word representa-
tions they provide, which typically overcome the exponential
growth of parameters that N -gram models require to enumerate
possibilities. Bengio et al. [5] proposed a Feedforward Neu-
ral Network (FNN) for language modeling, as an alternative to
This research was funded by the German Research Foundation
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N -grams, to estimate the probability of a given word sequence
while considering a fixed context (word history) size. This ap-
proach was very successful and has been shown to outperform
a mixture of different other models [6], and to significantly im-
prove speech recognition performance [7].
In order to overcome the fixed context size constraint and
to capture long range dependencies known to be present in
language, Mikolov et al. [8, 9] proposed a Recurrent Neural
Network (RNN) which allows context information to cycle in
the network. Another recurrence-based network architecture,
Long-Short Term Memory (LSTM) [10], addresses some learn-
ing issues from the original RNN and explicitly controls the
longevity of context information in the network.
Contrary to FNN, recurrent models such as RNN and
LSTM predict the next word based only on the current word
and the context representation. Therefore, they lose informa-
tion about word position rather quickly and cannot model short
range dependencies as well as FNN and N -grams. For exam-
ple, English has position-dependent patterns such as “he ∗ he”
(“he said he”, “he mentioned he”, . . . ). The position of “he”
is essential for making the right prediction in this case, and the
recurrent models are not designed to encode that. Rather, they
are better for smooth incremental updates and hence for longer
range dependencies.
This paper proposes a novel approach that models short
range dependencies like FNN and long range dependencies like
RNN. In particular, the hidden layers combine explicit encod-
ing of the local context and a recurrent architecture, which al-
lows the context information to sequentially evolve in the net-
work at the projection layer. In the first step, the word rep-
resentation are enhanced using the context information. This
step maps the word representations from a universal embedding
space into a context-based space. Then, the system performs the
next word prediction as it is typically done in FNN. The learn-
ing of the network weights uses the Back-Propagation Through
Time (BPTT) algorithm similarly to RNN. The main difference
here is the additional network error resulting from the addi-
tional sequential connections. This paper also shows that learn-
ing of word-dependent sequential connections can substantially
improve the performance of the proposed network.
We proceed as follows. Section 2 presents a brief overview
of FNN and RNN models. Section 3 introduces the proposed
architecture which combines these two models. Then, Section 4
evaluates the proposed network in comparison to different state-
of-the-art language models for perplexity on the PTB and the
LTCB corpus. Finally, we conclude in Section 5.
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2. Neural Network Language Models
The goal of a language model is to estimate the probability dis-
tribution p(wT1 ) of word sequences wT1 = w1, · · · , wT . Using
the chain rule, this distribution can be expressed as
p(wT1 ) =
T∏
t=1
p(wt|wt−11 ) (1)
The rest of this section shows how FNN and RNN are used to
approximate this probability distribution.
2.1. Feedforward Neural Networks
Similarly toN -gram models, FNN uses the Markov assumption
of order N-1 to approximate (1) according to
p(wT1 ) ≈
T∏
t=1
p(wt|wt−1t−N+1) (2)
Subsequently, each of the terms involved in this product, i.e,
p(wt|wt−1t−N+1), is estimated, separately, in a single bottom-up
evaluation of the network according to
Pt−i = Xt−i · U , i = N − 1, · · · , 1 (3)
Ht = f
(
N−1∑
i=1
Pt−i · Vi
)
(4)
Ot = g (Ht ·W ) (5)
Xt−i is a one-hot encoding of the word wt−i, whereas the rows
of U encode the continuous word representations (i.e, embed-
dings). Thus, Pt−i is the continuous representation of the word
wt−i. W and V = [V1, · · · , VN−1] are the network connec-
tion weights, which are learned during training in addition to
U . Moreover, f(·) is an activation function, whereas g(·) is the
softmax function. Figure (1a) shows an example of an FNN
with a fixed context size N − 1 = 3 with a single hidden layer.
2.2. Recurrent Neural Networks
An RNN attempts to capture the complete history in a context
vector ht, which represents the state of the network and evolves
in time. Therefore, it approximates (1) according to
p(wT1 ) ≈
T∏
t=1
p(wt|wt−1, ht−1) =
T∏
t=1
p(wt|ht) (6)
RNN evaluates this distribution similarly to FNN. The main dif-
ference occurs in Equations (3) and (4) which are combined into
Ht = f (Xt−1 · U +Ht−1 · V ) (7)
(a) FNN (b) RNN
Figure 1: FNN vs RNN Architecture.
Figure (1b) shows an example of a standard RNN. The next
Section will show how an RNN can be extended to explicitly
model short range dependencies through additional sequential
connections.
3. Sequential Recurrent Neural Network
The main difference between an RNN and an FNN is the context
representation. More precisely, The context layerHt of an FNN
is estimated based on a fixed context size i.e, the last N − 1
words, whereas in an RNN, Ht is constantly updated (at each
time iteration) using only the last word and context at time t−1.
3.1. The proposed Neural Architecture
We propose in this paper an architecture which captures short
range dependencies over the last N − 1 word positions as it is
done in FNN, and the long range context through recurrence,
similarly to RNN. The design of this structure is motivated by
the inefficiency of RNN to model position dependent patterns,
which are particularly frequent in conversational speech. RNN
loses information about word position quickly and therefore
cannot efficiently model short range dependencies. FNN and
N-gram models, however, are designed as position-dependent
models, which deal only with short-term context. Extending
RNN structure to explicitly represent the short term history as
it is done in FNN will 1) help improve the modeling of short
range context, as it will 2) allow the network to capture any
residual/additional context information that may be present in
the past i = t−N+1, · · · , t−2 time iterations but which may
have been lost during the last context update, which is based
only on the last word at t − 1 (See illustration in Figure 2). In
the worst case scenario, the context information will be simply
redundant and is expected not to harm the performance. The
rest of this Section introduces the mathematical formulation of
this approach.
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Figure 2: Histograms of the projection-to-hidden weights
V1,V2,V3 and V4 (see Figure 3) for each of the 4 word positions
of an SRNN (N=5) trained on LTCB. These histograms show
that the magnitude of the weights decays with the word posi-
tion (from t− 1 to t− 4) but does not nullify. Thus, the farther
word positions still capture some residual/additional context.
The proposed Sequential Recurrent Neural Network
(SRNN) approximates (1) according to
p(wT1 )≈
T∏
t=1
p(wt|wt−1t−N+1, ht−N+1)=
T∏
t=1
p(wt|htt−N+2) (8)
The proposed architecture to estimate (8) explicitly represents
the history over the last N − 1 word positions as it is done
in FNN to approximate (2) while it enhances the actual word
representations using the recurrent context information, which
propagates sequentially within the network. Furthermore, re-
stricting the context to a 1-word history window (N=2) in (8)
leads to the RNN approximation in (6). Therefore, the proposed
approach can be seen as an extension of the standard RNN to
explicitly model and capture short range context.
The additional sequential connections allow the context in-
formation to propagate from the past to the future within the net-
work. These connections can be defined as a Word-Independent
(WI) recurrence vector, which fixes the amount of context in-
formation allowed to propagate in the network, as they can be
designed as Word-Dependent (WD) vectors. In this case, each
word will have its own context weight vector, which will typi-
cally learn which context “neurons” are relevant for that partic-
ular word and therefore scales each context unit accordingly.
Figure 3: Sequential Recurrent Neural Network architecture.
The backward path (red arrows) shows the error propagation
during training (this figure does not include BPTT).
The network evaluation is performed similarly to FNN, the
main difference occurs in Equation (3), which becomes in the
case of the word-indepdent model
Pt−i = fs(Xt−i ·U+CPt−i−1), i = N−1, · · · , 1 (9)
as it becomes in the case of the word-dependent model
Pt−i=fs(Xt−i ·U+Cwt−iPt−i−1), i = N−1, · · · , 1(10)
where fs(·) is an activation function and  is the element-
wise product operator. C is the word-independent recurrence
weight vector, whereas Cwt−i is the word-dependent context
weight corresponding to the word wt−i. Figure (3) shows an
example of an SRNN with three additional sequential connec-
tions (N − 1 = 3) and a single hidden layer.
The proposed SRNN model is a general architecture that in-
cludes different networks. In particular, setting C = [0, · · · , 0]
and fs(x)=x results in the classical FNN architecture, whereas
setting N = 2 leads to a standard RNN with a diagonal re-
currence matrix and an additional non-recurrent layer. More-
over, setting C to a fixed value in [0, 1] and fs(x) = x leads
to the Fixed-size Ordinally-Forgetting Encoding (FOFE) [11]
architecture, which was proposed to uniquely encode word se-
quences.
The proposed model replaces the universal word embed-
dings at the projection layer of an FNN by context-dependent
word embeddings. More particularly, both Equations (9) and
(10) show that each word representation is enhanced using the
context information before proceeding to the next word pre-
diction. Therefore, we can see this particular step as a trans-
formation from the universal embedding space into a context-
dependent space with a better discrimination of words.
3.2. SRNN Training
The parameters to train for an SRNN are the word em-
beddings U , the project-to-hidden connection weights V =
[V1, · · · , VN−1], the hidden-to-output connection weights W
and the context weight vector C for the WI model, or C =
[Cᵀ1 , · · · , CᵀK ]ᵀ (K is the vocabulary size) for the WD model.
In this case, each wordw in the vocabulary will be characterized
by two learnable vectors, namely, the continuous representation
(embedding) Uw and the context weight Cw.
Similarly to RNN, the parameter learning of an SRNN
architecture follows the standard Back-Propagation Through
Time (BPTT) algorithm. The main difference occurs at the pro-
jection layer, where the additional error vectors resulting from
the sequential connections should be taken into account (See
example or error propagation in Figure 3) before unfolding the
network in time.
4. Experiments and Results
4.1. Experimental Setup
We evaluated the proposed architecture on two different bench-
mark tasks. The first set of experiments was conducted on
the Penn Treebank (PTB) corpus using the standard division,
e.g. [9, 11]: sections 0-20 are used for training while sections
21-22 and 23-24 are used for validation and testing. The vo-
cabulary was limited to the most 10k frequent words while the
remaining words were all mapped to the token <unk>. In
order to evaluate how the proposed approach scales to large
corpora, we run a set of experiments on the Large Text Com-
pression Benchmark (LTCB) [12]. This corpus is based on the
enwik9 dataset which contains the first 109 bytes of enwiki-
20060303-pages-articles.xml. We adopted the same training-
test-validation data split and preprocessing from [11]. All but
the 80k most frequent words were replaced by <unk>. Details
about the sizes of these two corpora and the percentage of Out-
Of-Vocabulary (OOV) words that were mapped to <unk> can
be found in Table 1.
Table 1: Corpus size in number of words and <unk> rate.
Train Dev Test
Corpus #W <unk> #W <unk> #W <unk>
PTB 930K 6.52% 82K 6.47% 74K 7.45%
LTCB 133M 1.43% 7.8M 2.15% 7.9M 2.30%
The proposed approach (SRNN) is compared to differ-
ent systems including the N -gram Kneser-Ney (KN) model
and different feedforward and recurrent neural architectures.
For feedforward networks, the baseline systems include 1) the
FNN-based LM [5] as well as the 2) Fixed-size Ordinally For-
getting Encoding (FOFE) approach, which was implemented as
a feedforward sentence-based model [11]. The FOFE results
were obtained using the FOFE toolkit [11]. The results are re-
ported for different context sizes (N-1=1,2 and 4) and different
numbers of hidden layers (1 or 2). Regarding recurrent models,
we compare the proposed approach to 3) the full RNN (without
classes) [9], 4) to a deep RNN [13], which investigates differ-
ent ways of adding hidden layers to RNN, and finally 5) to the
LSTM architecture [10], which explicitly regulates the amount
of information that propagates in the network.
4.2. PTB Experiments
For the PTB experiments, the FNN, FOFE and SRNN architec-
tures have similar configurations. That is, the hidden layer(s)
size is 400 with all hidden units using the Rectified Linear
Unit (ReLu) i.e., f(x) = max(0, x), as an activation function,
whereas the word representation (embedding) size was set to
200 for FNN, FOFE and LSTM and 100 for SRNN. The latter
uses fs = tanh(·) as sequential activation function. The hid-
den layer size of RNN and LSTM were set to 400 and follow
the original configuration proposed in [9] and [10], respectively.
We also use the same learning setup adopted in [11]. Namely,
we use the stochastic gradient descent algorithm with a mini-
batch size of 200, the learning rate is initialized to 0.4, the mo-
mentum is set to 0.9, the weight decay is fixed to 4.10−5 and the
training is done in epochs. The weights initialization follows the
normalized initialization proposed in [14]. Similarly to [8], the
learning rate is halved when no significant improvement in the
log-likelihood of the validation data is observed. Then, we con-
tinue with seven more epochs while halving the learning rate
after each epoch. The BPTT was set to 5 time steps. In the
tables below, WI-SRNN refers to the word-independent SRNN
model proposed in (9), whereas WD-SRNN refers to the word-
dependent model in (10). For both models, the context connec-
tion weights, C, were randomly initialized in [0, 1]. In order to
compare to the FOFE approach, we also report results where C
is reduced to a scalar forgetting factor that is fixed at 0.7. This
is denoted as WI-SRNN∗ in the tables below. We report the re-
sults in terms of perplexity (PPL), Number of model Parameters
(NoP) and the training speed, which is defined as the number of
words processed per second (w/s) on a GTX TITAN X GPU.
Table 2: LMs performance on the PTB test set.
model model+KN5 NoP w/s
N-1= 1 2 4 1 2 4 4 4
1 Hidden Layer
FNN 176 131 119 132 116 107 6.32M 24.3K
FOFE 123 111 112 108 100 101 6.32M 17.2K
WI-SRNN∗ 117 110 109 105 100 99 5.16M 12.9K
WI-SRNN 112 107 107 102 98 97 5.16M 11.2K
WD-SRNN 109 106 106 99 96 95 6.16M 10.4K
2 Hidden Layers
FNN 176 129 114 132 114 102 6.48M 21.8K
FOFE 116 108 109 104 98 97 6.48M 16.6K
WI-SRNN∗ 114 108 107 102 98 96 5.32M 10.8K
WI-SRNN 109 105 104 99 96 94 5.32M 9.6K
WD-SRNN 108 103 104 97 94 94 6.32M 9.2K
Recurrent Models
RNN 123 107 8.16M 20.6K
Deep RNN 107.5 — 6.96M —
LSTM 114 99 6.96M 7.6K
Table 2 shows the LMs evaluation on the PTB test set. We
can clearly see that the proposed approach outperforms all other
models using the lowest Number of model Parameters (NoP)
among all configurations. This also includes other models that
were reported in the literature, such as RNN with maximum
entropy [15], random forest LM [16], structured LM [17] and
syntactic neural network LM [18]. More particularly, SRNN
with two hidden layers achieves a comparable performance to
a mixture of RNNs [19]. We can also conclude that the ex-
plicit modeling of short range dependencies through sequen-
tial connections improves the performance. More precisely, the
results show that increasing the history window (1, 2 and 4)
improves the performance for all SRNN models. Table 2 also
shows that using a fixed scalar forgetting factor (WI-SRNN∗)
leads to a slight improvement over the FOFE approach, which
is mainly due to the additional non-linear activation function fs.
Furthermore, the word-dependent (WD-SRNN) model slightly
outperforms the word-independent model (WI-SRNN) but with
a non-negligible increase in the number of parameters. Regard-
ing the training speed, we can conclude that training an SRNN
model requires approximately twice the time needed for FFN
and RNN, whereas it needs less time compared to LSTM.
4.3. LTCB Experiments
The LTCB experiments use the same PTB setup with minor
changes. The results shown in Table 3 follow the same exper-
imental setup used in [11]. More precisely, these results were
obtained without usage of momentum or weight decay whereas
the mini-batch size was set to 400. The FNN and FOFE archi-
tectures contain 2 hidden layers of size 600 (or 400) whereas
RNN and SRNN have a single hidden layer of size 600. In or-
der to compare to [11], the forgetting factor C of WI-SRNN∗
is fixed at 0.6.
Table 3: LMs Perplexity on the LTCB test set.
model NoP
Context Size M=N-1 1 2 4 4
KN 239 156 132 —
FNN [M*200]-600-600-80k 235 150 114 64.84M
FOFE [M*200]-400-400-80k 120 115 108 48.48M
FOFE [M*200]-600-600-80k 112 107 100 64.84M
WI-SRNN∗ [M*200]-600-80k 110 102 94 64.48M
WI-SRNN [M*200]-600-80k 85 80 77 64.48M
WD-SRNN [M*200]-600-80k 77 74 72 80.48M
RNN [600]-600-80k 85 96.36M
The LTCB results shown in Table 3 generally confirm the
PTB conclusions. In particular, we can see that SRNN mod-
els outperform all other models while requiring comparable or
fewer model parameters. Moreover, the WI-SRNN∗ model with
a single hidden layer slightly outperforms FOFE (2 hidden lay-
ers). These results, however, show a more significant improve-
ment for the WD-SRNN model and for the increased window
size (from 1 to 4) compared to the improvement obtained on the
PTB. This is mainly due to the large amount of LTCB training
data, which allows us to train richer WD context vectors.
Table 4: Examples of top 5 similar words.
in strictly germany
Uw Cw Uw Cw Uw Cw
into at solely purely italy japan
throughout on rigidly totally france russia
through for broadly physically britain italy
during their purely solely switzerland france
within to ostensibly technically england spain
Table 4 shows some word examples with their top 5 cosine
similarities for word embeddings Uw and Euclidean distance
for context weights Cw. These examples show a general trend,
not valid for every example, that the embeddings capture se-
mantic (conceptual) similarities and the context weights model
syntactic (functional) similarities.
5. Conclusion and Future Work
We have presented a sequential recurrent neural network which
captures short range dependencies using short history windows,
and models long range context through recurrent connections.
Experiments on PTB and LTCB corpora have shown that this ar-
chitecture substantially outperforms many state-of-the-art neu-
ral systems, due to its successful combination of the motivating
features of its feedforward and recurrent predecessors. Further
gains could be made by more optimally controlling the amount
of information evolving in the network, as it is done in LSTM,
and by more thoroughly addressing long range dependencies.
These will be investigated in future work.
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