We introduce a new construction method for digital nets which yield point sets in the s-dimensional unit cube with small star discrepancy. The digital nets are constructed using polynomials over finite fields. It has long been known that there exist polynomials which yield point sets with small (unweighted) star discrepancy. This result was obtained by Niederreiter by the means of averaging over all polynomials. Hence concrete examples of good polynomials were not known in many cases. Here we show that good polynomials can be found by computer search. The search algorithm introduced in this paper is based on minimizing a quantity closely related to the star discrepancy.
Introduction
In many applications one wants to approximate an s-dimen-sional integral over the unit cube, F (x n ).
For QMC rules the points x 0 , . . . , x N −1 are chosen deterministically, with the aim to obtain a small integration error. It has been shown that uniformly distributed point sets yield a small integration error for functions from certain function classes. Several quality measures of point sets in the unit cube are known. One popular way of measuring the distribution quality is based on the discrepancy function ∆. For a point set x 0 , . . . , x N −1 in the s-dimensional unit cube [0, 1) s the discrepancy function ∆ is defined as
where 0 ≤ α 1 , . . . , α s ≤ 1. Here A N (E) denotes the number of indices n, 0 ≤ n ≤ N − 1, such that x n is contained in the set E. By taking a norm of the discrepancy function we obtain a measure for the irregularity of distribution of the point set. We have the following definition (see for example Drmota and Tichy [5] or Kuipers and Niederreiter [11] ). The star discrepancy of a finite point set is intimately related to the worstcase error of multivariate integration of functions with bounded variation in the sense of Hardy and Krause. Here the basic error estimate for the integration error is given by the Koksma-Hlawka inequality, see for example [11, 13] , which states that
N , where V (F ) is the variation of F in the sense of Hardy and Krause and D the definition subsequently, but first we introduce some notation used throughout the paper: let γ = (γ i ) i≥1 denote a sequence of positive real numbers, the 'weights' and let D = {1, 2, . . . , s} denote the set of coordinate indices. For u ⊆ D let γ u = i∈u γ i , γ ∅ = 1, |u| be the cardinality of u and for a vector z ∈ [0, 1) s let z u denote the vector [0, 1) |u| containing only the components of z whose indices are in u. Moreover we write (z u , 1) for the vector that we obtain by replacing all the components of z not in u by 1. We have the following definition (see also [19] ). 
where the norm is defined as
(Sloan and Woźniakowski [19] concentrate mainly on the Hilbertian case. See also [12] for a more specialized treatment of the L q case for q = 2.) Therefore point sets with small weighted star discrepancy guarantee a small worst-case error for numerical integration and hence the need for point sets with small weighted star discrepancy.
Currently the most effective constructions of point sets with small star discrepancy are based on the concept of (t, m, s)-nets in a base b. For a definition of such nets see [13] . In [14] (see also [13] ) Niederreiter introduced a special construction of such nets. This construction is based on rational functions over finite fields.
Let p be a prime and let F p ((x −1 )) be the field of formal Laurent series over
where w is an arbitrary integer and all t l ∈ F p . Note that F p ((x −1 )) contains the field of rational functions over F p as a subfield. Further let F p [x] be the set of all polynomials over F p and let m ≥ 1 be an integer. For a given dimension s ≥ 2, choose f ∈ F p [x], with deg(f ) = m, and let g 1 , . . . , g s ∈ F p [x]. Let ϕ m be the map from F p ((x −1 )) to the interval [0, 1) defined by
For 0 ≤ n < p m let n = n 0 + n 1 p + . . . + n m−1 p m−1 be the p-adic expansion of n. With each such n we associate the polynomial
Then P (g, f ) is the point set consisting of the p m points
Due to the construction principle, a QMC rule using the point set P (g, f ) is often called a polynomial lattice rule. The vector g is called the generating vector of P (g, f ) or the generating vector of the polynomial lattice rule, depending on the context. We introduce some notation: for an arbitrary
s , we define the 'inner product'
. Further, as above, we often associate a non-negative integer k = κ 0 + κ 1 p + . . . + κ r p r with the polynomial Before we close this section we give a brief outline of the paper. In the following section we introduce a component-by-component and a Korobov construction algorithm for polynomial lattice rules based on the quantity R(g, f ), which is intimately related to the star discrepancy (see Section 2) . We show that the resulting point set P (g, f ) has a small star discrepancy. In Section 3 we extend those results to the weighted case where we obtain similar results. Section 4 deals with the efficient calculation of R(g, f ) and its weighted counterpart R γ (g, f ).
The classical star discrepancy
In this section we deal with the classical star discrepancy of the digital net P (g, f ), where the base p is restricted to prime numbers. Henceforth let p be a prime number.
We show that good polynomials g 1 , . . . , g s may be obtained by using a component-by-component or Korobov construction algorithm.
For h ∈ G p,m we define
For f ∈ F p [x], with deg(f ) = m, and g = (g 1 , . . . , g s ) ∈ G s p,m we define the quantity
where for h ∈ G s p,m we write h = (h 1 , . . . , h s ). With this definitions we obtain Proposition 1 For the star discrepancy D *
where N = p m .
Proof. From [6, Theorem 1] together with equality (2) in Section 2.3 it follows that
Now the result follows by observing that sin
As it is much easier to analyze R(g, f ) than D * N (g, f ), we will subsequently mainly deal with R(g, f ) rather than the star discrepancy directly. The results on the star discrepancy are then obtained via inequality (1) .
Note that our definition of r p (h) yields a slightly weaker bound on the star discrepancy than the original definition of ρ * Walsh from [6] . But this change makes it possible to compute R(g, f ) at a cost of O(p m s) as shown in Section 4. We will exploit this fact in our construction algorithms.
The following lemma will be useful for our subsequent investigations.
Proof. For p = 2 the result is proven in [13, Lemma 3.13] . We have
In [3, Appendix C] it was shown that
As a benchmark we calculate the average of R(g, f ) over all vectors g ∈ (G p,m \ {0}) s . A similar result was proved by Niederreiter [13] . We have the following theorem.
The result now follows from Lemma 1.
2
Remark 4
We remark that Niederreiter also proved a similar result for arbi-
So far we know from Theorem 3 and Proposition 1 that there exist polynomials which yield point sets with small star discrepancy. In the following we show how good polynomials can be found by computer search.
Remark 6 In Section 4 it is shown how the quantity R(g, f ) can be calculated in O(p m s) operations. Hence the cost for Algorithm 5 is of O(p 2m s 2 ) operations. This order is the same as for other component-by-component construction algorithms, see [2, 9, 18] .
s is constructed according to Algorithm 5. Then for all d = 1, 2, . . . , s we have
Proof. Since f is irreducible it follows that R(1, f ) = 0 and the result follows for d = 1. Suppose now that for some 2 ≤ d < s we have already constructed
where
is also a minimizer of θ(g d+1 ) and hence we obtain
Now we have
Since gcd(h d+1 , f ) = 1 it follows that the congruence
Now we obtain
The result follows by induction. 2
From inequality (1) and Theorem 7 we obtain the following corollary.
In the method of good lattice points one often restricts the attention to lattice points whose coordinates are successive powers of a single integer. Such a choice was first proposed by Korobov, see [10] , and therefore such lattice points are often called Korobov lattice points. Here we consider now s-tuples g = (g 1 , . . . , g s ) of polynomials that are obtained by taking a polynomial g ∈ G p,m and putting
Remark 9 In Section 4 it is shown how the quantity R(g, f ) can be calculated in O(p m s) operations. Hence the cost for Algorithm 8 is of O(p 2m s) operations. This order is the same as for other Korobov construction algorithms, see [21] . Note that compared to Algorithm 5 the search cost is reduced.
Theorem 10
s with deg(h i ) < m, i = 1, . . . , s, the congruence
has at most s − 1 solutions g ∈ G p,m \ {0}. Thus we have
The result now follows from Lemma 1. 2
From inequality (1) and Theorem 10 we obtain the following corollary. 
Walshfunctions and a formula for R(g, f )
Before we close this section we show that the quantity R(g, f ) can be represented in terms of Walsh functions. L 2 ([0, 1) ). More information on Walsh functions can be found for example in [1, 3, 15, 16, 20] .
Subsequently we will make use of the following equality which follows from [13, Lemma 2.20] and [3, Lemma 2] . For the point set P (g, f ) = {x 0 , . . . ,
As we always consider Walsh functions in base p we will often write wal h instead of p wal h .
Lemma 2 Let x 0 , . . . , x p m −1 be the point set P (g, f ),
Proof. Note that here we use the identification of a polynomial h 0 + h 1 x + . . . 
By using (2) it follows that the last sum equals
and the result follows.
The weighted star discrepancy
In this section we extend the results from the previous section to the weighted case. First we find an analogue to inequality (1) for the weighted star discrepancy.
For the weighted star discrepancy D * N,γ of a point set x 0 , . . . ,
where D * N (u) denotes the star discrepancy of the projection of the point set x 0 , . . . , x N −1 to the coordinates given by u. If we consider the point set P (g, f ), then (1) yields
for u = ∅, where g u = (g j ) j∈u and R(g u , f ) is given by
Hence for the weighted star discrepancy D * N,γ of the point set P (g, f ) we get
Remark 11 It was proven by Joe [9] that if the sequence of weights (γ i ) i≥1 satisfies
where Γ :
In the following proposition we obtain a formula for R γ (g, f ).
Proposition 2 We have
Proof. Let x 0 , . . . , x p m −1 be the point set P (g, f ),
From Lemma 2 it follows that for u = ∅ we have
Now we have
where we used (2) . 2
Proposition 2 shows that R and R γ only differ by the definitions of r p and r p . Hence the main part of the proofs of the theorems in Section 2 apply also for the weighted case. Only Lemma 1 needs to be established using r p . This is done in the following.
Lemma 3 Let r p (h, γ) be given by (4). Then we have
Proof. We have
and hence the result follows from Lemma 1. 2
Using Proposition 2 and Lemma 3 the proofs of the following results can be obtained from Section 2.
As for the classical star discrepancy (Theorem 3), we can now, for a given irreducible polynomial f ∈ F p [x] with deg(f ) = m, compute the average of
Let c p > 0 be some constant depending only on p and let
Then it was shown in [8] that for every δ > 0 there is some constant C ′ γ,δ > 0 such that
for all m > 0.
Hence it follows from (3), Remark 11 and (5) that if
there exists a constant C γ,δ , independent of s and m, and a sequence of polynomials (g i ) i≥1 , with g i ∈ G p,m \ {0}, such that the star discrepancy of P ((g 1 , . . . , g s ), f ) satisfies
In the following subsection we introduce an algorithm which shows how the polynomials g i ∈ G p,m \ {0}, which satisfy a bound of the form (6), can be found by computer search.
A component-by-component construction of
We are now ready to formulate the weighted analogue to Algorithm 5 and Theorem 7.
Algorithm 13 Given a prime
, with deg(f ) = m, and a sequence of weights γ = (γ i ) i≥1 .
1. Set g * 1 = 1.
Remark 14 In Section 4 it is shown how the quantity R γ (g,
p,m is constructed according to Algorithm 13. Then for all d = 1, 2, . . . , s we have
From inequality (3), Remark 11 and Theorem 15 we obtain the following corollary. 
Hence it follows from Remark 11 and (5) that if ∞ i=1 γ i < ∞, then there is a constantC γ,δ , independent of s and m, such that
As in Subsection 2.2, we also have a Korobov construction algorithm for the weighted case.
Algorithm 16 Given a prime p, a dimension s ≥ 2, m ≥ 1, and an irreducible polynomial f ∈ F p [x], with deg(f ) = m, and a sequence of weights γ = (
We have the following result. 
We also obtain the following corollary.
be irreducible, with deg(f ) = m, and γ u = i∈u γ i . Suppose g * ∈ G p,m is constructed according to Algorithm 16. Then we have
As in other Korobov type construction algorithms (see [2, 21] ), we obtain an upper bound which depends polynomially on the dimension. Whether an upper bound independent of the dimension can be obtained for Korobov type constructions is an open problem. (Note that this question is open not only for the star discrepancy of polynomial lattices, but also for the L 2 discrepancy, see [2] , and for the L 2 discrepancy and the star discrepancy of lattices, see [9, 21] .) 4 Calculation of R(g, f ) and R γ (g, f )
In this section we show how the quantities R(g, f ) and R(g, f ) can be computed efficiently. We define
, with deg(f ) = m, and g ∈ G s p,m . It follows from Lemma 2 that
In the following we show that the function φ p,m can be simplified. Let
then it follows that
The next trick is to compute R recursively with respect to the dimension in the component-by-component construction. Recall that for given polynomials g 1 , . . . , g d we compute N points where the k-th coordinate depends on g k . We want to minimize R ((g 1 , . .
where we suppressed the dependence of the Pointset P (g d+1 ) on g 1 , . . . , g d . Disregarding constants this amounts to minimizing the inner product
where the x n,1 are generated using the polynomial 1 and
where the x n,d+1 are generated by the polynomial g d+1 which minimizes the inner product
). In fact we can ignore the first addend since x 0,i = 0 for all i and therefore Φ 0,d = (1 + m
The weighted case is a bit more complicated. Recall that in each step we want to minimizẽ
In principle we could deal with this in the same way as before. But for small weights a computer does not distinguish bewteen (1 + γ i φ p,m (x i )) and 1. So if we compute the product d+1 i=1 (1 + γ i φ p,m (x i )) for small weights we simply get 1. This leads to the well known effect in component-by-component construction that from some dimension on one always gets the same optimizing polynomial.
So this is how we proceed: first disregard constants. Note that the first addend in the sum is again constant, so we may disregard it for minimization. Then write
Obviously the first term does not depend on g d+1 and is therefore irrelevant for our minimization problem. But also the last term is independent of g d+1 , since for an arbitrary g d+1 the x n,d+1 run through all non-zero m-bit numbers if n runs from 1 to N − 1, and therefor always give the same sum.
It is therefore sufficient to minimize the inner product
Note that the order of magnitude of Ψ n,d is not 1 (for small weights). We can compute the number Ψ n,d recursively by
). The final trick is to start with the smallest weight first. This seems to have the effect that we do not always get the same polynomial for small weights. Since our proof did not take into account the order of the weights we still get a point set with anR less than the average. However, as can be seen from tables 3 and 4 the resultingR is consistently bigger than for descending order.
In our tables we computed the best R's andR's for different values of N = p m and different weights, where we restrict ourselves to the case p = 2. We write CBC for the component-by-component construction, RCBC ("reversed") for the component-by-component construction with weights in ascending order. "Korobov Salztab" means using a Korobov-rule with the defining polynomial taken from the Salzburg tables [17] . Since the latter were chosen to minimize the t-parameter of the net instead of our R it does not come as a surprise that it gives a slightly inferior value for R. However it can be seen that there are differences in the weighted cases, confirming the view that point sets which are good for the unweighted case need not be good for the weighted case. 
