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The main issue in the triaging process is, how accurately a method can match the sample, and what is the system performance or complexity of that method. Generally, a method is applied to a large number of samples for their assessment; therefore, selecting a method is a balance between the accuracy and the system performance of that method. This paper investigates this issue by applying three of the most popular triaging methods used in digital forensics, namely: import hashing, fuzzy hashing and YARA rules, as applied in ransomware. An evaluation of the accuracy and performance is presented of their corresponding methods (import hashing-IMPHASH, fuzzy hashing-SSDEEP and SDHASH and YARA rules) by applying them to the four most pertinent categories of ransomware WannaCry, Locky, Cerber and CryptoWall. All four methods are evaluated based on their triaging performance, ascertaining the similarity within the same ransomware category and additionally across the other three categories. Furthermore, the run-time performance of each method is compared during the experiments, building a comparative assessment of three completely different triaging methods.
The paper is divided into the following sections: Section II explains fuzzy hashing -SSDEEP and SDHASH methods, import hashing-IMPHASH method and YARA rules. Section III discusses the process of collecting ransomware samples for this experimentation. Section IV presents the experimental analysis of IMPHASH, SSDEEP, SDHASH and YARA rules. Section V discusses the main limitations of import hashing, Abstract-Ransomware is currently one of the most significant cyberthreats to both national infrastructure and the individual, often requiring severe treatment as an antidote. Triaging ransomware based on its similarity with well-known ransomware samples is an imperative preliminary step in preventing a ransomware pandemic. Selecting the most appropriate triaging method can improve the precision of further static and dynamic analysis in addition to saving significant t ime a nd e ffort. Currently, the most popular and proven triaging methods are fuzzy hashing, import hashing and YARA rules, which can ascertain whether, or to what degree, two ransomware samples are similar to each other. However, the mechanisms of these three methods are quite different and their comparative assessment is difficult. Therefore, this paper presents an evaluation of these three methods for triaging the four most pertinent ransomware categories WannaCry, Locky, Cerber and CryptoWall. It evaluates their triaging performance and run-time system performance, highlighting the limitations of each method.
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I. INTRODUCTION
Ransomware is currently one of the most dominant forms of malware affecting major institutions and the public, with its threat and ransom amount rapidly escalating over time. Additionally, ransomware threat actors are developing limitless versions or variants of their ransomware by reusing their codebase to perform the same set of operations [1] . The majority of ransomware encrypts files o n t he c ompromised s ystem or network, however, a few ransomware erases files o r block access to the system or network [2] . Several categories of ransomware are affecting users such as WannaCry/WannaCryptor, Locky, Cerber, CryptoWall, Petya, Notpetya, GandCrab, Bad Rabbit and CryptoLocker [2] , [3] , [4] . Triaging ransomware by finding the similarity with well-known ransomware samples is a critical initial step in saving significant t ime a nd e ffort, to enable further advanced analysis to be undertaken promptly.
Cryptographic hashing methods are useful to identify a unique file, based on its unique hash/digest. Nonetheless, it fuzzy hashing and YARA rules. Finally, Section VI concludes the paper with the possible future enhancement and brief discussion about the second part of the paper [7] .
II. BACKGROUND INFORMATION A. Fuzzy Hashing
The comparison of files to ensure its uniqueness can be performed utilising cryptographic hashing and hence can be used to locate duplicate files, although it is mostly used to verify the integrity of data. However, this technique cannot be applied in computer forensics as malware may be of a similar strain, having only changed a binary digit, nonetheless this renders the file different from the original, cryptographically. Therefore, the quest to discover malware files necessitates the use of a similarity preserving hash function, to determine similarity [8] . Fuzzy hashing is such a function capable of identifying similar files, producing a similarity score expressed as a percentage of their similarity.
Fuzzy hashing techniques divide a file into multiple blocks, calculating a hash value for each block [9] . The final fuzzy hash value is produced by concatenating all these hashes (see Fig. 1 ). The length of the resulting fuzzy hash value depends on several factors such as the block size, the file size, and the output size of the selected hash function. This is contrary to the cryptographic hash function, where the complete file is hashed contemporaneously, and the output has fixed size irrespective of the size of the input file. Fuzzy hashing techniques can be classified into different categories: Context-Triggered Piecewise Hashing (CTPH), StatisticallyImprobable Features (SIF), Block-Based Hashing (BBH) and Block-Based Rebuilding (BBR) [10] , [11] , [12] . The similarity preserving property of fuzzy hashing is useful in forensic investigations to compare unknown files with known malware families based on their similarity and to triage and cluster malware which use multiple variants from the same malware family performing the exact same set of operations, but have different cryptographic hashes.
The similarity can be defined either as syntactic similarity or semantic similarity [13] . The syntactic similarity between the two files can be determined based on the byte structure of the files (i.e. raw byte sequences of data) and does not consider the interpretation of the data, whereas, the semantic similarity between the two files can be determined based on the interpretation and context of the data and does not consider the byte structure of the files. Commonly, similarity hashing or fuzzy hashing techniques work on a syntactic level, without considering the interpretation and context of the data. 1) SSDEEP: SSDEEP is one of the most popular fuzzy techniques based on a spam detector called spamsum [8] . The algorithm divides an input file into blocks of variable size (random blocks), based on the content of that file. A rolling hash is used to determine block boundaries (also known as trigger points) in the file, depending on the content of sections of seven bytes at a time according to a predefined criteria, based upon the Adler32 function [9] . Subsequently, SSDEEP calculates the hash value of each block separately and produces the final SSDEEP hash value by concatenating all the hashes into one hash. This method ensures that two similar files will have similar block boundaries and similar SSDEEP hash values. This method employs an edit distance algorithm based on the Damerau-Levenshtein algorithm used in a number of applications. The algorithm compares two suspected similar blocks calculating the minimum number of operations required to transform one block into the other, using a combination of operations including insertion, deletion, and substitution of a single character, and transpositions of two adjacent characters.
2) SDHASH: SDHASH is a relatively different fuzzy technique from SSDEEP, presented by Vassil Roussev in 2010, based on the concept of statistically-improbable features [14] . The premise is that, any file consists of several statistical features, where some are rare (statistically-improbable) and some are very common. Therefore, similar files will probably have the same rare features, while dissimilar files will probably have different rare features. The more common rare features, probably the more similar files are. Commonly, a SDHASH feature is a 64-byte string. Instead of dividing a file into blocks, SDHASH identifies rare features using an entropy calculation, hashing the selected features with the cryptographic hash function SHA-1, storing them in multiple Bloom filters [15] . A Bloom filter is a space-efficient probabilistic data structure, and has a maximum of 128 features that can be stored in one Bloom filter and the number of Bloom filters is dependent on the total number of features. The concatenation of the resulting Bloom filters constitutes the final SDHASH fuzzy hash value. While comparing the two files for similarity, SDHASH employs Hamming distance for faster comparison.
B. Import Hashing -IMPHASH
Import hashing is a hashing technique used to detect the similarity between two files/malware based on the hash generated from the Import Address Table ( IAT) of a Portable Executable (PE) file [16] . Imports are the functions that a piece of software (e.g. malware) calls from other files (typically various DLL, EXE, SYS files that provide functionality to the Windows operating system). Import hashing generates a hash called IMPHASH, which is created based on the library/API names and their specific order within the executable file. Both the order of functions in the original source code and the order of source files at compile time affect the generation of the resulting IAT and thus, the IMPHASH value. Therefore, two files were compiled from the same source code will result the same IAT and thus, same IMPHASH value. Similarly, if the source code of the two files is not organized in the same way it will result in different IATs and thus, different IMPHASH values. Import hashing is comparable with fuzzy hashing with respect to speed, computation, complexity, memory and hash size. However, unlike fuzzy hashing which offers the degree of similarity, import hashing can only determine the binary similarity, i.e. whether the two files are similar or not.
C. YARA Rules
YARA tool is a pattern matching swiss knife developed to discover and classify malware, mainly for the research community [17] . It provides an easy and efficient method of writing custom rules (YARA rules), containing descriptions of targeted malware based on strings or byte sequences found in malware, utilising these rules to discover malicious files or processes. YARA syntaxes and semantics closely resemble the C programming language [17] . It can be used through its command-line interface or Python scripts with the yarapython extension. YARA rules are a flexible and powerful way to dispense with the rapidly growing problem of malware, furthermore, it supports all major operating systems Windows, Linux and Mac OS X [18] .
III. COLLECTION OF RANSOMWARE SAMPLES
Ransomware attacks are growing more common and they are more expensive to remediate than their counterpart Denial of Service (DoS) attacks, which can be used as a smokescreen for ransomware infiltration [19] , [20] , [21] . There are several ransomware categories in existence, however, some are most pertinent in terms of their attacks, ransom amount and geography, and hence for investigation. Initial research of different ransomware revealed that the four most significant ransomware categories are WannaCry/WannaCryptor, Locky, Cerber and CryptoWall and are selected for this study [1] , [2] , [3] , [4] . The hardest task, with the highest work intensity was the collection of credible samples of these four types of ransomware due to the large number of fake or vague ransomware samples. As a result of this process, it was decided for the initial and manual investigation to collect 50 samples of each ransomware category, a total of 200 ransomware samples for all four categories. All the samples were collected from two sources Hybrid Analysis [22] and Malshare [23] with the majority of the analysis performed based on the information obtained from VirusTotal [24] . A significant issue in determining the credibility of samples and verification is that they are members of the correct category of ransomware. The criteria for the credibility of that sample was determined by a VirusTotal detection engine score of 40 or greater, i.e. at least 40 well-known engines identified the sample as a ransomware/malware. To verify their classification into the correct category, their type was manually verified from all the identified detection engines, where some of the detection engines identified the particular sample as a specific type of ransomware such as WannaCry/WannaCryptor, Locky, Cerber and CryptoWall. Nonetheless, this process was not straightforward, and mostly based on the discretion of the authors [25] , [26] , [27] , [28] . This whole process of collecting and manually analysing samples was time consuming, finally, the 50 samples of each category were collected.
IV. EXPERIMENTAL ANALYSIS OF IMPHASH, SSDEEP, SDHASH AND YARA RULES
All four methods IMPHASH, SSDEEP, SDHASH and YARA rules were evaluated for their ability to discover similarity in the samples, therefore, they were assessed against the 200 samples of four categories of ransomware WannaCry, Locky, Cerber and CryptoWall (with 50 samples of each category). There is an assumed behavioural similarity among all 200 samples of the four ransomware categories as they are all ransomware, however, their structure may be completely different from each other. Furthermore, there may be structural similarity within the 50 samples of the same category of ransomware. Therefore, for evaluating the triaging performance of each method, it is applied to find the similarity within the same ransomware category and across all the other three categories. As previously discussed, all the 200 samples were meticulously verified as a strong ransomware sample, therefore, the main focus of this experiment was to check how many samples are either matched or not by each method.
The first three methods IMPHASH, SSDEEP, SDHASH are hashing methods (generating hashes for files), consequently, they are directly comparable. However, YARA rules are somewhat different, having a different way of finding similarity amongst files, with the caveat that they can be generated in different ways either manual or automatic, with different sets of attributes and therefore, their performance may vary. In this experiment, the applied YARA rules are generated by yarGen tool [29] . It is based on Fuzzy Regular Expressions, Naive Bayes Classifier and Gibberish Detector [30] with the default setting of the top 20 strings based on their score and without IMPHASH, as IMPHASH is considered as a separate method in this paper. To ensure that YARA rules are comparable with the other three methods, individual rules are tested alongside super rules. Fig. 2 , where SDHASH is relatively better than other three methods for the selected ransomware samples. SDHASH generated better results for the three categories WannaCry, Locky and CryptoWall, however, YARA rules generated slightly better results for the Cerber ransomware category.
The second evaluation was to determine their triaging performance across different ransomware categories, which was somewhat complex due to the behavioural similarity amongst different ransomware categories. The two methods IMPHASH and SSDEEP were unable to find any correlation across the ransomware categories. Whereas, SDHASH and YARA rules were able to find only a few correlations as shown in Table I . SDHASH was again relatively better than YARA rules and found 37 matching samples in three categories Locky, Cerber and CryptoWall, whereas YARA rules found 25 matching samples in two categories Locky and Cerber. However, this cross-category comparison was to further check the effectiveness of these methods.
Based on all the experiments, the system performance of all four methods IMPHASH, SSDEEP, SDHASH and YARA rules are also evaluated as shown in Table II . IMPHASH has outperformed all other three methods with respect to runtime efficiency, memory and hash/rule size; therefore, it is the fastest and an efficient way of similarity comparison of files. However, it should be noted that is has a major dependency on the Import Address Table (IAT) and specific order of library/API functions. The system performance of SSDEEP fuzzy hashing method was very close to IMPHASH, however, its effectiveness is limited to simple structural modifications in a file. The system performance of another fuzzy hashing method SDHASH was relatively slower than SSDEEP despite its best similarity performance. Finally, the system performance of YARA rules was relatively the slowest amongst all compared methods despite its impressive performance. It should be noted that the system performance of YARA rules is dependent on several factors such the type of rules, number of rules and number attributes per rule. 
A. Limitations of Import Hashing
• Simply changing the order of library/API functions within the file will result a different Import Address Table (IAT) and thus, different IMPHASH values.
• Import hashing may not work for those files which have a very few Import APIs.
• Import hashing is only effective on Portable Executable (PE) file format.
• Import hashing can only determine the binary similarity, i.e., whether the two files are similar or not.
• Import hashing methods mostly effective on a syntactic level and check structural similarity but does not consider semantic level i.e., behavioural similarity (context of the data).
• Import hashing is severely affected by packers and may not be able to detect similarity of packed files correctly.
B. Limitations of Fuzzy Hashing
• The similarity score generated by any fuzzy hashing method is always difficult to interpret. • Any similarity score is intuitively judged by the security expert, which can lead to very different interpretations between security experts.
• Fuzzy hashing methods mostly effective on a syntactic level and check structural similarity but do not consider semantic level i.e., behavioural similarity (context of the data).
• Many fuzzy hashing methods (e.g. SSDEEP) are dependent on the block sizes and the overall size of the file for hashes. This can be easily evaded by appending data to the end of the file, in which header and section data are still identical.
• Bloom filters based fuzzy hashing methods (e.g. SD-HASH) do not generate false negatives, however, false positives are possible.
• Most fuzzy hashing methods are severely affected by packers and unable to detect similarity in packed files.
C. Limitations of YARA Rules
• Extracting UNICODE and ASCII strings from malware samples is a tedious task and requires experience and expertise.
• YARA rules can be generated automatically, however, generated YARA rules may not be as good as manually created ones.
• Most automatically generated YARA rules still require manual post-processing for optimisation.
• Ineffective YARA rules may generate many false positives.
• Public repositories of YARA rules may not be fit for the purpose or targeted operation.
• Basic rules looking for a combination of predetermined/unique strings may become ineffective and extra overheads if those unique strings are changed in the new/similar malware.
VI. CONCLUSION
This paper has presented an evaluation of the three most popular and proven triaging methods: fuzzy hashing, import hashing and YARA rules for triaging ransomware. These experiments ascertained whether, or to what degree, two ransomware samples are similar to each other. The paper has evaluated four methods IMPHASH -import hashing, SSDEEP and SDHASH -fuzzy hashing and YARA rules against the 200 samples of the four most pertinent categories of ransomware WannaCry/WannaCryptor, Locky, Cerber and CryptoWall with 50 samples of each category. It evaluated their triaging performance and run-time system performance. The evaluation for similarity detection performance of each method was based on the number of samples a method can match within the same ransomware category and across all the other three categories. The fuzzy hashing method SDHASH has performed relatively better than the other three methods based on the total number of samples matched in each category and across the three categories. However, the triaging performance of YARA rules is very close to the SDHASH method. This evaluation offers a direct and valuable comparison among the three completely different triaging methods; however, it requires further testing on large samples of ransomware and in-depth analysis of similarity scores of fuzzy hashing methods. In future, this evaluation can be extended to check the degree of similarity between the ransomware samples and the effects of using opcodes in YARA rules.
In the second part of the paper, in order to discover ransomware threat actors/groups or new ransomware families, an efficient fuzzy analysis approach is proposed to cluster ransomware samples based on the combination of two fuzzy techniques fuzzy hashing (e.g. SSDEEP/SDHASH) and Fuzzy C-Means (FCM) clustering [7] . In the future, this proposed fuzzy analysis approach could be automated by generating sparse fuzzy rules based on the pre-eminent results of FCM [31] and employing an adaptive fuzzy rule interpolation technique [32] , [33] , [34] , [35] . Moreover, this sparse fuzzy rule base can be updated dynamically by employing dynamic fuzzy rule interpolation (D-FRI) method [36] , [37] , [38] , [39] , [40] , [41] , [42] . After further enhancing and automating this fuzzy analysis approach, it can be employed in different security frameworks [43] .
