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LIE BIDERIVATIONS ON TRIANGULAR ALGEBRAS
XINFENG LIANG, DANDAN REN AND FENG WEI
Abstract. Let T be a triangular algebra over a commutative ringR and ϕ : T ×T −→ T be an arbitrary Lie
biderivation of T . We will address the question of describing the form of ϕ in the current work. It is shown
that under certain mild assumptions, ϕ is the sum of an inner biderivation and an extremal biderivation
and a some central bilinear mapping. Our results is immediately applied to block upper triangular algebras
and Hilbert space nest algebras .
1. Introduction
xxsec1
Let R be a commutative ring with identity and A be an associative R-algebra with center Z(A). An
R-linear mapping d : A −→ A is called a derivation if d(xy) = d(x)y + xd(y) for all x, y ∈ A, and is called
a Lie derivation if
d([x, y]) = [d(x), y] + [x, d(x)]
for all x ∈ A. An R-linear mapping d : A −→ A of the form a 7→ am−ma for some m ∈ A, is said to be an
inner derivation. A R-bilinear mapping ϕ : A×A → A is a biderivation if it is a derivation with respect to
both components, that is
ϕ(xz, y) = ϕ(x, y)z + xϕ(z, y) and ϕ(x, yz) = ϕ(x, y)z + yϕ(x, z)
for all x, y ∈ A. If the algebra A is noncommutative, then the mapping ϕ(x, y) = λ[x, y] for all x, y ∈ A
and some λ ∈ Z(A) is called an inner biderivation. An R-bilibear mapping ϕ : A × A → A is said to be
an extremal biderivation if it is of the form ϕ(x, y) = [x, [y, a]] for all x, y ∈ A and some a ∈ A, a /∈ Z(A).
An R-bilinear mapping ϕ : A × A → A is a Lie biderivation if it is a Lie derivation with respect to both
components, implying that
ϕ([x, z], y) = [ϕ(x, y), z] + [x, ϕ(z, y)] and
ϕ(x, [y, z]) = [ϕ(x, y), z] + [y, ϕ(x, z)]
for all x, y ∈ A.
Suppose that A and B are two unital algebras over R and M is a nonzero faithful bimodule as a left
A-module and also right B-module. Then one can define[
A M
0 B
]
=
{ [
a m
0 b
]
a ∈ A, b ∈ B,m ∈M
}
to be an associative algebra under matrix-like addition and matrix-like multiplication. An algebra T is
called a triangular algebra if there exist algebras A,B and nonzero faithful (A,B)-bimodule M such that T
is (algebraically) isomorphic to [
A M
O B
]
under matrix-like addition and matrix-like multiplication. Usually, we denote a triangular algebra by T =
[ A MO B ]. This kind of algebra was first introduced by Chase in [10]. He applied triangular algebras to show
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us the asymmetric behavior of semi-hereditary rings and constructed an classical example of a left semi-
hereditary ring which is not right semi-hereditary. Harada referred to the triangular algebras as generalized
triangular matrix rings in the literature [22] which he used triangular algebras to study the structure of
hereditary semi-primary rings. The definition of triangular algebra is somewhat formal and hence they are
said to be formal triangular matrix algebras in the situation of noncommutative algebras [21].
The concept of biderivation originates from difference or functional equations and their inequalities instead
of associative algebras. It was Maksa [25] who initially introduced the concept of biderivations. Vukman
[32, 33] investigated biderivations on prime and semiprime rings. Bresˇar et al. [8] have shown that each
biderivation ϕ on a noncommutative prime ring R is of the form ϕ(x, y) = λ[x, y], for some element λ in the
extended centroid of R. It has turned out that this result can be applied to the problem of describing the
form of commuting mappings. We encourage the reader to refer to the survey paper [7] where applications
of biderivations to some other areas are provided. The study of commuting mappings and biderivations
has its deep roots in the structure theory of associative algebras, where it has proved to be influential and
far-reaching, see [7] and references therein. They have been becoming an active research topic in the theory
of additive mappings of associative algebras since Bresˇar’s elegant work [6, 8]. On the other hand, an interest
in studying these mappings on Lie algebras has been increasing more recently, see [9, 31, 41].
The objective of this paper is to investigate Lie biderivations on triangular algebras. Many authors have
made important and essantial contributions to the related topics, see [1, 2, 4–6, 9, 14, 16–20, 23, 26, 31, 34, 36,
37, 41]. Cheung in [11] initiated the study of linear mappings of abstract triangular algebras and obtained a
number of elegant results. He gave detailed descriptions concerning automorphisms, derivations, commuting
mappings and Lie derivations of triangular algebras in [11, 12]. Benkovicˇ [3] considered Jordan derivations
of triangular matrices over a commutative ring with identity and proved that any Jordan derivation from
the algebra of all upper triangular matrices into its arbitrary bimodule is the sum of a derivation and
an antiderivation. Zhang and Yu [35] observed that each Jordan derivation on a 2-torsion free triangular
algebra is a derivation. Generalized Biderivations on nest algebras were also studied by Zhang et al. [36].
They provided a sufficient and necessary condition which enable each generalized biderivation on a complex
separable Hilbert space nest algebra to be inner. Zhao et al. [37] investigated biderivations on upper
triangular matrix algebras over a commutative ring R. They proved that each biderivation on the algebra
Tn(R) of all upper triangular n × n matrices over R is the sum of an inner biderivation and an extremal
biderivation.
Benkovicˇ [4] paid special attention to biderivations on a certain class of triangular algebras. He obtained
that a bilinear biderivation ϕ of a triangular algebra T satisfying certain conditions (see the conditions
(1)–(4) in Theorem 3.2) is of the form ϕ(x, y) = λ[x, y] + [x, [y, r]] for some element λ ∈ Z(T ) and some
element r ∈ T . On the other hand, Ghosseiri [19] considered biderivations of an arbitrary triangular ring
T (not assuming M is a faithful (A,B)-bimodule). He proved that each biderivation ϕ : T × T −→ T can
be decomposed into ϕ = τ + ψ + δ, where τ is a biderivation satisfying certain conditions, ψ is an extremal
biderivation, δ is a special kind of biderivation. Basing on previous Benkovicˇ’s and Ghosseiri’s works, our[23]
use the same as condition (see the conditions (1)–(4) in Theorem 3.8) to obtain the form of Jordan biderivation
of a triangular algebras T ; Eremita [17] used the notion of the maximal left ring of quotients to describe
the form of biderivations of a triangular ring. His distinguished approach permit him to achieve double
purpose: generalizing Benkovicˇ’s result on biderivations [4, Theorem 4.11] and refining Ghosseiri’s result on
biderivations [19, Theorem 2.4]. More recently, Ghosseiri and his collaborators [14, 20] further characterized
the structure of biderivations and superderivations on trivial extensions, which are natural generalizations
of the corresponding results on triangular algebras. Wang et al[38] investigated biderivations on Parabolic
Subalgebras of Simple Lie Algebras g of rank l over an algebraically closed field of characteristic zero. Let
p an arbitrary parabolic subalgebra of g, they proved that a bilinear map ϕ : p × p → p is a biderivation
if and only if it is a sum of an inner and an extremal biderivation. Wang and Yu[39] observed that each
biderivation of Schr0¨dinger-Virasoro Lie algebra Ω over the complex field C is inner. As an application of
biderivations, they show that every linear commuting map ϕ on Ω has the form ϕ(x) = λx+ f(x)M0, where
λ ∈ C, M0 is a basis of the one-dimensional center of Ω, and f is a linear function from Ω to C. Cheng et
al. [40] prove that each skew-symmetric biderivation of the Lie algebra gca over the complex field C is inner.
As an application of biderivations, we will show that every linear commuting map φ on the Lie algebra gca
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has the form φ(x) = λx , where λ ∈ C. Liu et al.[41] determine the biderivations of the block Lie algebras
B(q) for all q ∈ C. More precisely, they prove that the space of biderivations of B(q) is spanned by inner
biderivations and one outer biderivation. Applying this result, they also research all commuting maps on
B(q).
This paper is devoted to the treatment of Lie biderivations of triangular algebras, and its framework is
as follows. After Introduction, the second section states some fundamental facts about triangular algebras
and demonstrates three classical examples. The kernel question of the current work is to describe the
decomposition forms of Lie biderivations on triangular algebras, which takes places in the mainbody–Section
3.
2. Preliminaries
xxsec2
Let R be a commutative ring with identity. Let A and B be unital algebras over R. Recall that an
(A,B)-bimodule M is faithful if for any a ∈ A and b ∈ B, aM = 0 (resp. Mb = 0) implies that a = 0 (resp.
b = 0).
Let A,B be unital associative algebras over R and M be a unital (A,B)-bimodule, which is faithful as a
left A-module and also as a right B-module. We denote the triangular algebra consisting of A,B and M by
T =
[
A M
O B
]
.
Then T is an associative and noncommutative R-algebra. The center Z(T ) of T is (see [13, Proposition 3])
Z(T ) =
{[
a 0
0 b
]
am = mb, ∀ m ∈M
}
.
Let us define two natural R-linear projections πA : T → A and πB : T → B by
πA :
[
a m
0 b
]
7−→ a and πB :
[
a m
0 b
]
7−→ b.
It is easy to see that πA (Z(T )) is a subalgebra of Z(A) and that πB(Z(T )) is a subalgebra of Z(B).
Furthermore, there exists a unique algebraic isomorphism τ : πA(Z(T )) −→ πB(Z(T )) such that am = mτ(a)
for all a ∈ πA(Z(T )) and for all m ∈M .
Let 1 (resp. 1′) be the identity of the algebra A (resp. B), and let I be the identity of the triangular
algebra T . We will use the following notations:
e =
[
1 0
0 0
]
, f = I − e =
[
0 0
0 1′
]
and
T11 = eT e, T12 = eT f, T22 = fT f.
Thus the triangular algebra T can be written as
T = eT e + eT f + fT f = T11 + T12 + T22.
Here, T11 and T22 are subalgebras of T which are isomorphic to A and B, respectively. T12 is a (T11, T22)-
bimodule which is isomorphic to the (A,B)-bimodule M . It should be remarked that πA(Z(T )) and
πB(Z(T )) are isomorphic to eZ(T )e and fZ(T )f , respectively. Then there is an algebra isomorphism
τ : eZ(T )e −→ fZ(T )f such that am = mτ(a) for all m ∈ eT f .
Let us see several classical triangular algebras which will be frequently invoked in the sequel discussion.
xxsec2.1
2.1. Upper triangular matrix algebras. Let R be a commutative ring with identity. We denote the set
of all p× q matrices over R by Mp×q(R) and denote the set of all n × n upper triangular matrices over R
by Tn(R). For n ≥ 2 and each 1 ≤ k ≤ n− 1, the upper triangular matrix algebra Tn(R) can be written as
Tn(R) =
[
Tk(R) Mk×(n−k)(R)
O Tn−k(R)
]
.
3
xxsec2.2
2.2. Block upper triangular matrix algebras. Let R be a commutative ring with identity. For each
positive integer n and each positive integer m with m ≤ n, we denote by d¯ = (d1, · · · , di, · · · , dm) ∈ Nm
an ordered m-vector of positive integers such that n = d1 + · · ·+ di + · · ·+ dm. The block upper triangular
matrix algebra Bd¯n(R) is a subalgebra of Mn(R) of the form
Bd¯n(R) =


Md1(R) · · · Md1×di(R) · · · Md1×dm(R)
. . .
...
...
Mdi(R) · · · Mdi×dm(R)
O
. . .
...
Mdm(R)


=


r1,1 ··· r1,d1
...
. . .
...
rd1,1 ··· rd1,d1
···
r1,x+1 ··· r1,x+di
...
. . .
...
rd1,x+1 ··· rd1,x+di
···
r1,y+1 ··· r1,y+dm
...
. . .
...
rd1,y+1 ··· rd1,y+dm
. . .
...
...
...
...
rx+1,x+1 ··· rx+1,x+di
...
. . .
...
rx+di,x+1 ··· rx+di,x+di
···
rx+1,y+1 ··· rx+1,y+dm
...
. . .
...
rx+di,y+1 ··· rx+di,y+dm
. . .
...
...
O
ry+1,y+1 ··· ry+1,y+dm
...
. . .
...
ry+dm,y+1 ··· ry+dm,y+dm


.
Note that the full matrix algebraMn(R) of all n×n matrices overR and the upper triangular matrix algebra
Tn(R) of all n× n upper triangular matrices over R are two special cases of block upper triangular matrix
algebras. If n ≥ 2 and Bd¯n(R) 6= Mn(R), then B
d¯
n(R) is a triangular algebra and can be represented as
Bd¯n(R) =
[
Bd¯1j (R) Mj×(n−j)(R)
O(n−j)×j B
d¯2
n−j(R)
]
,
where 1 ≤ j < m and d¯1 ∈ Nj , d¯2 ∈ Nm−j.
xxsec2.3
2.3. Nest algebras. Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear
operators on H. Let I be a index set. A nest is a set N of closed subspaces of H satisfying the following
conditions:
(1) 0,H ∈ N ;
(2) If N1, N2 ∈ N , then either N1 ⊆ N2 or N2 ⊆ N1;
(3) If {Ni}i∈I ⊆ N , then
⋂
i∈I Ni ∈ N ;
(4) If {Ni}i∈I ⊆ N , then the norm closure of the linear span of
⋃
i∈I Ni also lies in N .
If N = {0,H}, then N is called a trivial nest, otherwise it is called a non-trivial nest.
The nest algebra associated with N is the set
T (N ) = { T ∈ B(H) | T (N) ⊆ N for all N ∈ N}.
A nontrivial nest algebra is a triangular algebra. Indeed, if N ∈ N\{0,H} and E is the orthogonal projection
onto N , then N1 = E(N ) and N2 = (1 − E)(N ) are nests of N and N⊥, respectively. Moreover, T (N1) =
ET (N )E, T (N2) = (1− E)T (N )(1 − E) are nest algebras and
T (N ) =
[
T (N1) ET (N )(1 − E)
O T (N2)
]
.
Note that any finite dimensional nest algebra is isomorphic to a complex block upper triangular matrix
algebra. We refer the reader to [15] for the theory of nest algebras.
4
xxsec2.4
2.4. Matrix Incidence algebras. Let K be a field and A be a unital algebra over K. Let X be a partially
ordered set with the partial order ≤. We define the incidence algebra of X over A as
I(X,A) = {f : X ×X −→ A | f(x, y) = 0 if x  y}
with algebraic operation given by
(f + g)(x, y) = f(x, y) + g(x, y),
(f ∗ g)(x, y) =
∑
x≤z≤y
f(x, z)g(z, y),
(k · f)(x, y) = k · f(x, y)
for all f, g ∈ I(X,A), k ∈ K and x, y, z ∈ X . Obviously, f is a A-valued function on {(x, y) ∈ X ×X |x ≤ y}.
The product ∗ is usually called convolution in function theory. In particular, if X be finite partially ordered
set with n elements, then I(X,A) is isomorphic to a subalgebra of the algebra Mn(A) of square matrices
over K with elements [aij ]n×n ∈ Mn(A) satisfying aij = 0 if i  j, for some partial order ≤ defined in
the partial order set (poset) {1, · · · , n} [27, Proposition 1.2.4]. More precisely, I(X,A) is isomorphic to an
upper triangular matrix algebra with entries A or 0. We will call such incidence algebras matrix incidence
algebras. In fact, any incidence algebra arising from a finite partially ordered set is isomorphic to some
matrix incidence algebra I(X,A), where ≤ is consistent with the natural order. Nevertheless, we can not
say that each matrix incidence algebra is a triangular algebra in which M is a faithful (A,B)-bimodule in
usual. Not all incidence algebras meet this condition. If X is a finite partial ordered set which is connected,
then each matrix incidence algebra I(X,A) can be considered as a triangular algebra.
To illustrate this conclusion, let us see an intuitional example. Let X = {1, 2, 3, 4, 5, 6, 7} be a partially
ordered set and its relations generated by
{1 ≤ 3, 2 ≤ 3, 3 ≤ 4, 4 ≤ 5, 5 ≤ 6, 5 ≤ 7}.
We represent this partially ordered set X by the following diagram
X =


1
❃
❃❃
❃❃
❃❃
❃ 6
3 // 4 // 5
@@        
❃
❃❃
❃❃
❃❃
❃
2
@@        
7


.
Then we have
I(X,A) ∼=


A 0 A A A A A
0 A A A A A A
0 0 A A A A A
0 0 0 A A A A
0 0 0 0 A A A
0 0 0 0 0 A 0
0 0 0 0 0 0 A


.
The incidence algebra of a partially ordered set (poset) X is the algebra of functions from the segments of X
into an K-algebra A, which extends the various convolutions in algebras of arithmetic functions. Incidence
algebras, in fact, were first considered by Ward [30] as generalized algebras of arithmetic functions. Rota and
Stanley developed incidence algebras as the fundamental structures of enumerative combinatorial theory and
allied areas of arithmetic function theory. The theory of Mo¨bius functions, including the classical Mo¨bius
function of number theory and the combinatorial inclusion-exclusion formula, is established in the context
of incidence algebras. We refer to the reader [29] for all these. On the other hand, the algebraic properties
of incidence algebras are quite striking as well, including the fact that the lattice of ideals (in the finite-
dimensional case) is distributive, and that the partial order can be recovered from the algebra. The latter
has led to a complete description of the automorphisms and derivations of the algebra [28].
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In the theory of operator algebras, incidence algebras are refereed to as “bigraph algebras” or “finite
dimensional CSL algebras”. For a finite dimensional Hilbert space H and the algebra B(H) of all bounded
linear operators on H. A digraph algebra is a subalgebra A of B(H) which contains a maximal abelian
self-adjoint subalgebra D of B(H). Since D is maximal abelian, the invariant projections for A, LatA,
are elements of D and so are mutually commuting. Thus A is a CSL-algebra (The abbreviation CSL
denotes ‘commutative subspace lattice’). Obviously, A is finite dimensional; on the other hand, every finite
dimensional CSL-algebra acts on a finite dimensional Hilbert space and contains a mass. The term digraph
algebra refers to the fact that associated with A there is a directed graph on the set of vertices {1, 2, · · · , n}.
This graph contains all the self loops. Then A contains the matrix unit eij if and only if there is a (directed)
edge from j to i in the digraph.
Let I(X,A) be an incidence algebra ofX overA. The identity element ǫ of I(X,A) is given by ǫ(x, y) = δxy
for all x ≤ y, where δxy ∈ {0, 1} is the Kronecker sign. For each pair x, y ∈ X with x ≤ y we define
ǫxy(u, v) = δxuδyv for all u ≤ v. Then ǫxy ∗ ǫzu = δyzǫxu and ǫxya = aǫxy for all a ∈ A. Let 1 ≤ n ≤ ∞, let
X = {1, 2, · · · , n} if n <∞, or X = {1, 2, · · · , } if n =∞, and endow X with the usual linear ordering. Then
I(X,A) can be identified with the upper triangular matrix algebra Tn(A) by identifying ǫxy with the matrix
[δxiδyj ]
n
i,j=1. Note that the case T∞(A) is of infinite matrices. As another extreme case, let X = {1, 2, · · · , n}
with 1 ≤ n <∞. If X has the pre-order ≤′, where i ≤′ j for each pair (i, j) ∈ X×X , then I(X,A) ∼=Mn(A),
the full matrix algebras of n × n matrices over A. We now deduce some results for the upper triangular
matrix algebras Tn(A) with 1 ≤ n ≤ ∞ and for the full matrix algebras Mn(A) with 1 ≤ n < ∞ from the
results for incidence algebras.
3. Lie Biderivations
xxsec3
This part is the main part of our work, this part is mainly research Lie biderivation of triangular algebras.
In order to better explain our work, we prove the following important formulas.
xxsec3.1 Lemma 3.1. Let A be a associative algebra over a commutative ring R and φ : A × A → A be a Lie
biderivation on A, then φ has the fowwing properties:
[φ(x, a), [b, y]] + [φ(x, b), [y, a]] = [φ(y, a), [x, b]] + [φ(y, b), [x, a]]
for all a, b, x, y ∈ A.
Proof. Let φ : A × A → A be a Lie biderivation of A. For arbitrary x, y, a, b ∈ A, let us compute
φ([x, y], [a, b]). Since φ is a Lie derivation with respective to the first component, we have
φ([x, y], [a, b]) = [φ(x, [a, b]), y] + [x, φ(y, [a, b])]
= [[a, φ(x, b)] + [φ(x, a), b], y] + [x, [φ(y, a), b] + [a, φ(y, b)]]
= [aφ(x, b) − φ(x, b)a+ φ(x, a)b − bφ(x, a), y]
+ [x, φ(y, a)b − bφ(y, a) + aφ(y, b)− φ(y, b)a]
= (aφ(x, b) − φ(x, b)a+ φ(x, a)b − bφ(x, a))y
− y(aφ(x, b)− φ(x, b)a + φ(x, a)b − bφ(x, a))
+ x(φ(y, a)b − bφ(y, a) + aφ(y, b)− φ(y, b)a)
− (φ(y, a)b − bφ(y, a) + aφ(y, b)− φ(y, b)a)x;
(3.1)
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Likewise, the mapping φ is a Lie biderivation with respect to the second component as well, we have
φ([x, y], [a, b]) = [φ([x, y], a), b] + [a, φ([x, y], b)]
= [[φ(x, a), y] + [x, φ(y, a)], b] + [a, [φ(x, b), y] + [x, φ(y, b)]]
= [φ(x, a)y − yφ(x, a) + xφ(y, a) − φ(y, a)x, b]
+ [a, φ(x, b)y − yφ(x, b) + xφ(y, b) − φ(y, b)x]]
= (φ(x, a)y − yφ(x, a) + xφ(y, a)− φ(y, a)x)b
− b(φ(x, a)y − yφ(x, a) + xφ(y, a)− φ(y, a)x)
+ a(φ(x, b)y − yφ(x, b) + xφ(y, b)− φ(y, b)x)
− (φ(x, b)y − yφ(x, b) + xφ(y, b)− φ(y, b)x)a.
(3.2)
Comparing (3.1) and (3.2), one can obtain
[φ(x, a), [b, y]] + [φ(y, b), [a, x]] = [φ(x, b), [a, y]] + [φ(y, a), [x, b]]
For arbitrary x, y, a, b ∈ A. 
Let M be a unital (A,B)-bimodule, the mapping f : M → M satisfying f(am) = af(m) and f(mb) =
f(m)b for all a ∈ A,m ∈M, b ∈ B is called bimodule homomorphism. A bimodule homomorphism f :M →
M is of the standard form if there exist a0 ∈ Z(A), b0 ∈ Z(B) such that
f(m) = a0m+mb0 (3.3)
for all m ∈M .
Below we give the main theorem of this paper.
xxsec3.2 Theorem 3.2. Let T = [ A MO B ] be a triangular algebra over a commutative ring R and let φ : T × T −→ T
be a Lie biderivation. If the following conditions holds:
(i) πA(Z(T )) = Z(A) and πB(Z(T )) = Z(B);
(ii) at least one of the algebras A and B is noncommutative;
(iii) each bimodule homomorphism f :M →M is of the standard form;
(iv) if αa = 0, α ∈ Z(A), 0 6= a ∈ A, then α = 0.
Then every Lie biderivation φ : T × T → T is of the form
φ(x, y) = λ0[x, y] + [x, [y, φ(e, e)]] + µ(x, y)
where for some λ0 ∈ Z(T ) and µ : T × T → Z(T ) is a central mapping for arbitrary x, y ∈ T .
In order to better prove the main theorem, we need to obtain the following series of lemmas.
xxsec3.3 Lemma 3.3. Let T = [ A MO B ] be a triangular algebra over a commutative ring R and let φ : T ×T −→ T be
a Lie biderivation.
(1) φ(0, x) = φ(x, 0) = 0;
(2) φ(1, x) = eφ(1, x)e ⊕ fφ(1, x)f ∈ Z(T ) and φ(x, 1) = eφ(x, 1)e ⊕ fφ(x, 1)f ∈ Z(T ) ;
(3) eφ(e, e)f = −eφ(f, e)f = −eφ(e, f)f = eφ(f, f)f .
for all x ∈ T
Proof.
(1) Since φ is a Lie derivation with respect to the first component, we have
φ(0, x) = φ([0, 0], x)
= [0, φ(0, x)] + [φ(0, x), 0] = 0
(3.4)
for all x ∈ T .
(2) Since φ is a Lie derivation with respect to the first component and also use the relation (3.4), we have
0 = φ(0, x) = φ([1, y], x)
= [φ(1, x), y] + [1, φ(y, x)] = [φ(1, x), y],
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for arbitrary x, y ∈ T . Because of the arbitrariness of element y ∈ T , one can obtain φ(1, x) ∈ Z(T ).
Furthermore, we have By an analogous manner of φ(1, x), we have φ(x, 1) ∈ Z(T ) for all x ∈ T .
(3) In view of (2), one can obtain eφ(1, x)f = 0 for all x ∈ T . Further using the relation e+ f = 1 and taking
x = e and x = f respectively, we get
eφ(e, e)f = −eφ(f, e)f and eφ(e, f)f = −eφ(f, f)f. (3.5)
By an analogous manner, according to the relation (2), we obtain eφ(x, 1)f = 0 for all x ∈ T . Furthermore,
we have
eφ(e, e)f = −eφ(e, f)f and eφ(f, e)f = −eφ(f, f)f. (3.6)
Comparing (3.5) with (3.6), we have
eφ(e, e)f = −eφ(f, e)f = −eφ(e, f)f = eφ(f, f)f.

xxsec3.4 Lemma 3.4. With notations as above, we have
(1) φ(a,m) = α0am = −φ(m, a);
(2) φ(b,m) = α0mb = −φ(m, b)
for all a ∈ A, b ∈ B,m ∈M .
Proof. Since φ is a Lie derivation with respect to the second component, we have
φ(a,m) = φ(a, [e,m]) = [φ(a, e),m] + [e, φ(a,m)]
= φ(a, e)m−mφ(a, e) + eφ(a,m)− φ(a,m)e
for all a ∈ A,m ∈ M . Multiplying the above equation by e on the left side and by e on the right side, we
have eφ(a,m)e = 0. Similarly, one can obtain fφ(a,m)f = 0 and
eφ(a, e)m = mφ(a, e)f, (3.7)
for all a ∈ A,m ∈M . Based on the above three formulas, we can get
φ(a,m) = eφ(a,m)f (3.8)
for all a ∈ A,∈M .
Since φ is a Lie derivation with respect to the second component, we have
0 = φ(a, [b, e]) = [φ(a, b), e] + [b, φ(a, e)]
= φ(a, b)e − eφ(a, b) + bφ(a, e)− φ(a, e)b
for all a ∈ A, b ∈ B. Multiplying the above equation by f on the left side and f on the right side, we have
bφ(a, e)f = fφ(a, e)b, and then
fφ(a, e)f ∈ Z(B) (3.9)
for all a ∈ A, b ∈ B. Combining (3.7) and (3.9) together with the faithfulness of A-left module M , one can
obtain
eφ(a, e)e⊕ fφ(a, e)f ∈ Z(T ) (3.10)
for all a ∈ A,m ∈M .
Similarly, we have
eφ(a, f)e⊕ fφ(a, f)f ∈ Z(T ) (3.11)
for all a ∈ A,m ∈M .
Since φ is a Lie derivation with respect to the first component, we have
0 = φ(0,m) = φ([a, e],m) = [φ(a,m), e] + [a, φ(e,m)]
= φ(a,m)e − eφ(a,m) + aφ(e,m)− φ(e,m)a
(3.12)
for all a ∈ A,m ∈M . Multiplying in (3.12) by e on the left side and by f on the right side, we have
eφ(a,m)f = aφ(e,m)f (3.13)
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for all a ∈ A,m ∈M . Considering (3.8) and (3.13), we conclude that
φ(a,m) = aφ(e,m)f ∈M
for all a ∈ A,m ∈M . In analogous manner, one can check that
φ(m, a) = aφ(m, e)f and eφ(e, a)e⊕ fφ(e, a)f ∈ Z(T ) and eφ(f, a)e ⊕ fφ(f, a)f ∈ Z(T );
φ(b,m) = eφ(f,m)b and eφ(b, e)e⊕ fφ(b, e)f ∈ Z(T ) and eφ(b, f)e⊕ fφ(b, f)f ∈ Z(T );
φ(m, b) = eφ(m, f)b and eφ(e, b)e⊕ fφ(e, b)f ∈ Z(T ) and eφ(f, b)e⊕ fφ(f, b)f ∈ Z(T )
(3.14)
for all a ∈ A, b ∈ B,m ∈M .
Let us see a mapping h : M → M be defined by h(m) = eφ(e,m)f for all m ∈ M , then h is a bimodule
homomorphism as a left A-module and also right B-module for all m ∈M .
Namely, for arbitrary a ∈ A, b ∈ B,m ∈M , since φ is a Lie derivation with respect to the first argument,
in light of the relation (3.10) and (3.14) we can have
h(am) = eφ(e, am)f
= eφ(e, [a,m])f
= e([φ(e, a),m] + [a, φ(e,m)])f
= e(φ(e, a)m−mφ(e, a)f + aφ(m, e)− φ(m, e)a)f
= m(η(eφ(e, a)e) − φ(e, a)f) + aφ(m, e)f
= aφ(m, e)f
= ah(m)
and
h(mb) = eφ(e,mb)f
= eφ(e, [m, b])f
= e([φ(e,m), b] + [m,φ(e, b)])
= e(φ(e,m)b − bφ(e,m) +mφ(e, b)− φ(e, b)m)f
= eφ(e,m)b+mφ(e, b)f − eφ(e, b)m
= e(φ(e,m)b +m(fφ(e, b)f − η(eφ(e, b)e))f
= eφ(e,m)b
= h(m)b.
The assumption (iii) implies that the bimodule homomorphism h is of the standard form
h(m) = a0m+mb0 = eφ(e,m)f
for some a0 ∈ Z(A) and b0 ∈ Z(B) and allm ∈M . Now we use the assumption (i) to see that a0 ∈ πA(Z(T ))
and b0 ∈ πB(Z(T )). We may write
h(m) = φ(e,m) = eφ(e,m)f = (a0 + η
−1(b0))m = α0m
for all m ∈M , where α0 = a0 + η−1(b0) ∈ πA(Z(T )).
Likely, one can define a mapping g : M → M defined by g(m) = eφ(m, e)f for all m ∈ M , which is a
bimodule homomorphism as a left A-module and also right B-module. So there exists β0 ∈ πA(Z(T )) so
that φ(m, e) = β0m.
Let us next show that
h(m) = α0m = −g(m), i.e., eφ(e,m)f == α0m = −eφ(m, e)f
for all m ∈M . We need to prove that α0 + β0 = 0.
According to the assumption (ii), we may assume that A is a noncommutative algebra. Choose a, a′ ∈ A
such that [a, a′] 6= 0. Since φ(e,m) = α0m and φ(m, e) = β0m, we by Lemma 3.1 get we have
[ϕ(a, a′), [e,m]] + [ϕ(a, e), [a′,m]] = [ϕ(m, e), [a, a′]] + [ϕ(m, a′), [a, e]]
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for all a, a′ ∈ A,m ∈M . In view of the relation (3.10), we have
[ϕ(a, a′),m] = −[a, a′]ϕ(m, e)f = −[a, a′]α0m, (3.15)
for all a, a′ ∈ A,m ∈M .
Adopting similar methods and using Lemma 3.1, we have
[ϕ(a, a′), [m, e]] + [ϕ(a,m), [a′, e]] = [ϕ(e,m), [a, a′]] + [ϕ(e, a′), [a,m]]
for all a, a′ ∈ A,m ∈M . In view of the relation (3.10), we obtain
[ϕ(a, a′),m] = [a, a′]ϕ(e,m)f = [a, a′]β0m (3.16)
for all a, a′ ∈ A,m ∈M .
It follows from the equalities (3.15) and (3.16) yields (α0+β0)[a, a
′]m = 0 for all m ∈M . The faithfulness
of the left A-module M now implies (α0+β0)[a, a
′] = 0. Since [a, a′] 6= 0 we conclude using the condition (iv)
that α0 + β0 = 0. Considering α0 + β0 = 0 and ϕ(f,m) + ϕ(e,m) = 0 together with ϕ(m, e) + ϕ(m, f) = 0,
we see that
ϕ(m, f) = α0m = −ϕ(f,m)
for all m ∈M .
Let a ∈ A, and m ∈M be arbitrary elements, we can achieve
ϕ(a,m) = aϕ(e,m)f = α0am.
This proves the first equality. The other three equations can be proven in an analogous manner. 
xxsec3.5 Lemma 3.5. With notations as above, we have
(1) φ(a, b) = eφ(a, b)e− aφ(e, e)b+ fφ(a, b)f , where eφ(a, b)e⊕ fφ(a, b)f ∈ Z(T );
(2) φ(b, a) = eφ(b, a)e− aφ(f, f)b + fφ(b, a)f , where eφ(b, a)e⊕ fφ(b, a)f ∈ Z(T )
for all a ∈ A, b ∈ B.
Proof.
(1) Since φ is a Lie derivation with respect to the first component, we have
0 = φ([e, a], b)
= [e, φ(a, b)] + [φ(e, b), a]
= eφ(a, b)− φ(a, b)e + φ(e, b)a− aφ(e, b)
for all a ∈ A, b ∈ B. Multiplying the above equation by e on the left side and by f on the right side, we can
obtain
eφ(a, b)f = aφ(e, b)f (3.17)
for all a ∈ A, b ∈ B.
Since φ is a Lie derivation with respect to the second component, one can have
0 = φ([b1, a], b2)
= [b1, φ(a, b2)] + [φ(b1, b2), a]
= b1φ(a, b2)− φ(a, b2)b1 + φ(b1, b2)a− aφ(b1, b2)
for all b1, b2 ∈ B, a ∈ A. Multiplying the above equation by e on the left side and by e on the right side, we
can obtain eφ(b1, b2)a = aφ(b1, b2)e for all b1, b2 ∈ B. And then
eφ(b1, b2)e ∈ Z(A) (3.18)
for all b1, b2 ∈ B. Multiplying the above equation by e on the left side and by f on the right side, we can
obtain
eφ(a, b2)b1 = −aφ(b1, b2)f ; (3.19)
for all b1, b2 ∈ B, a ∈ A. Multiplying the above equation by f on the left side and by f on the right side, we
can obtain the relation b1φ(a, b2)f = fφ(a, b2)b1 for all a ∈ A, b1, b2 ∈ B. And then
fφ(a, b2)f ∈ Z(B) (3.20)
for all a ∈ A, b1, b2 ∈ B.
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Similarly, Since φ is a Lie derivation with respect to the second component, we have
0 = φ(a1, [b, a2])
= [φ(a1, b), a2] + [b, φ(a1, a2)]
= φ(a1, b)a2 − a2φ(a1, b) + bφ(a1, a2)− φ(a1, a2)b
for all a1, a2 ∈ A, b ∈ B. Multiplying the above equation by e on the left side and by e on the right side, one
can check eφ(a1, b)a2 = a2φ(a1, b)e, ie.,
eφ(a1, b)e ∈ Z(A) (3.21)
for all a1, a2 ∈ A, b ∈ B. Multiplying the above equation by f on the left side and by f on the right side, we
can obtain bφ(a1, a2)f = fφ(a1, a2)b, and then
fφ(a1, a2)f ∈ Z(B) (3.22)
for all a1, a2 ∈ A, b ∈ B. Multiplying the above equation by e on the left side and f on the right side, we
can obtain
a2φ(a1, b)f = −eφ(a1, a2)b (3.23)
for all a1, a2 ∈ A, b ∈ B. Combining (3.19) and (3.23) with the conclusion (2) coming from Lemma 3.3, we
have
eφ(a, b)f = −aφ(e, e)b
for all a ∈ A, b ∈ B. We therefore have
φ(a, b) = eφ(a, b)e− aφ(e, e)b+ fφ(a, b)f
Now, we prove the following relation
eφ(a, b)e⊕ fφ(a, b)f ∈ Z(T )
for all a ∈ A, b ∈ B.
Namely, according to Lemma 3.1, we receive the relation
[φ(a, b), [m, e]] + [φ(a,m), [e, b]] = [φ(e, b), [m, a]] + [φ(e,m), [a, b]]
for all a ∈ A, b ∈ B,m ∈M . In view of the relation eφ(e, b)e⊕ fφ(e, b)f ∈ Z(T ), we can obtain
eφ(a, b)m−mφ(a, b)f = −eφ(e, b)am+ amφ(e, b)f
= (η−1(fφ(e, b)f)− eφ(e, b)e)am = 0
for all a ∈ A, b ∈ B,m ∈ M . Using the relations (3.20), (3.21) and the faithfulness of left A-module M , we
have
eφ(a, b)e⊕ fφ(a, b)f ∈ Z(T )
for all a ∈ A, b ∈ B.
(2) By an analogous manner of (1), we have
φ(b, a) = eφ(b, a)e− aφ(f, f)b+ fφ(b, a)f,
where eφ(b, a)e⊕ fφ(b, a)f ∈ Z(T ) for all a ∈ A, b ∈ B.

xxsec3.6 Lemma 3.6. With notations as above, we have
φ(m,n) = 0
for all m,n ∈M .
Proof. For all m,n ∈M , we have
ϕ(m,n) = ϕ([e,m], n)
= [ϕ(e, n),m] + [e, ϕ(m,n)]
= ϕ(e, n)m−mϕ(e, n) + eϕ(m,n) + ϕ(m,n)e.
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Multiplying the above equation by e on the left and by e on the right side, we have eϕ(m,n)e = 0 for all
m ∈ M,n ∈ N . Similarly, one can obtain fϕ(m,n)f = 0 for all m ∈ M,n ∈ N . By invoking to above
relations, we immediately see that
ϕ(m,n) = eϕ(m,n)f ∈M (3.24)
for all m ∈M,n ∈ N .
Fix a element m ∈ M , then the mapping k : M → M defined by k(m) = ϕ(m,n) = eϕ(m,n)f for all
n ∈M is a bimodule homomorphism as a left A-module and also right B-module.
In fact, using Lemma 3.8 and (3.24), we have
k(an) = eϕ(m, [a, n])f
= e([ϕ(m, a), n] + [a, ϕ(m,n)])f
= e(ϕ(m, a)n− nϕ(m, a) + aϕ(m,n)− ϕ(m,n)a)f
= aϕ(m,n)f
= ak(n)
and
k(nb) = eϕ(m,nb)f
= ϕ(m, [n, b])
= e([ϕ(m,n), b] + [n, ϕ(m, b])
= e(ϕ(m,n)b− bϕ(m,n) + nϕ(m, b)− ϕ(m, b)n)f
= eϕ(m,n)b
= k(n)b
for all b ∈ B,m, n ∈M . For fixing m ∈M , it follows from the assumption (iii) that there exists αm ∈ Z(A)
such that
ϕ(m,n) = k(n) = αmn for all n ∈M. (3.25)
Without loss of generality, we might assume that that A is a noncommutative algebra, and let a, a′ ∈ A
be fixed elements such that [a, a′] 6= 0. Using Lemma 3.1, we have
[ϕ(a, a′), [n,m]] + [ϕ(a, n), [a′,m]] = [ϕ(m,n), [a, a′]] + [ϕ(m, a′), [a,m]],
for all m,n ∈M . Using (3.24) and (3.25), we may write
0 = [ϕ(m,n), [a, a′]] = [a, a′]ϕ(m,n) = [a, a′]αmn
for all m,n ∈ M . The faithfulness of the left A-module implies [a, a′]αm = 0 for every m ∈ M . In view
of the assumption (iv), we obtain that αm = 0 for all m ∈ M . We therefore say that ϕ(m,n) = 0 for all
m,n ∈M . 
xxsec3.7 Lemma 3.7. With notations as above, we have
(1) For arbitrary a1, a2 ∈ A, we have
φ(a1, a2) = eφ(a1, a2)e + a1a2φ(e, e)f + fφ(a1, a2)f
= eφ(a1, a2)e + a2a1φ(e, e)f + fφ(a1, a2)f,
where fφ(a1, a2)f ∈ Z(A) and eφ(a1, a2)e = η−1(fφ(a1, a2)f)− α0[a1, a2];
(2) For arbitrary a1, a2 ∈ A, we have
φ(b1, b2) = eφ(b1, b2)e+ eφ(e, e)b1b2 + fφ(b1, b2)f
= eφ(b1, b2)e+ eφ(e, e)b1b2 + fφ(b1, b2)f,
where eφ(b1, b2)e ∈ Z(A) and fφ(b1, b2)f = η(eφ(b1, b2)e)− η(α0)[b1, b2] for all b1, b2 ∈ B.
12
Proof. The conclusion (1) and conclusion (2) can be obtained by the similar ways. For the sake of conciseness,
we now only prove conclusion (1).
(1). Combining (3.19) and (3.23) together with the relation eφ(1, x)f = 0 in Lemma 3.3, we obtain
eφ(a1, a2)f = −a2a1φ(e, f)f = a2a1φ(e, e)f. (3.26)
for all a1, a2 ∈ A, x ∈ T . In similar methods, we have
eφ(a1, a2)f = a1a2φ(e, e)f (3.27)
for all a1, a2 ∈ A. In view of above relations ((3.26)) and (3.27), we arrive at
eφ(a1, a2)f = a2a1φ(e, e)f = a1a2φ(e, e)f (3.28)
for all a1, a2 ∈ A.
According to Lemma 3.1, we have
[φ(a1, a2), [e,m]] + [φ(a, e), [m, a2]] = [φ(m, a2), [e, a]] + [φ(m, e), [a, a2]],
for all a1, a2,m ∈M . In view of the relation , we receive at
[φ(a1, a2),m]− [φ(a, e), a2m] = −[a, a2]φ(m, e) (3.29)
for all a1, a2 ∈ A,m ∈M Combining (3.29) and (3.10) together with Lemma 3.8, we can achieve
(eφ(a1, a2)e − η
−1(fφ(a1, a2)f)− α0[a1, a2])m = 0
for all a1, a2,m ∈M . The faithfulness of left A-module M now implies
eφ(a1, a2)e = η
−1(fφ(a1, a2)f) + α0[a, a2]
for all a1, a2 ∈ A.
Based on the above process, one can check that
φ(a1, a2) = η
−1(fφ(a1, a2)f) + fφ(a1, a2)f + a1a2φ(e, e)f + α0[a, a2]
for all a1, a2 ∈ A.
(2). In analogous manner of (1), we have
φ(b1, b2) = eφ(b1, b2)e+ eφ(e, e)b1b2 + fφ(b1, b2)f,
where
fφ(b1, b2)f = η
−1(eφ(b1, b2)e) + η(α0)[b1, b2]
for all b1, b2 ∈ B. 
Let us now give the proof of our main theorem.
Proof of Theorem 3.2.
At the end, in order to get the final main theorem, we need to obtain the following equation:
aa′φ(e, e)f − aφ(e, e)b′ − a′φ(e, e)b + eφ(e, e)b′ = [x, [y, φ(e, e)]]
for all x = a+m+ b and y = a′ +m′ + b′ and all a, a′ ∈ A, b, b′ ∈ B,m,m′ ∈M .
In fact, let x = [ a mb ] ∈ T and y =
[
a′ m′
b′
]
∈ T , Taking into account the relation eφ(e, e)e ⊕ fφ(e, e)f ∈
Z(T ), we arrive at
[x, [y, φ(e, e)]]
= [[ a mb ] , [
[
a′ m′
b′
]
,
[
eφ(e,e)e eφ(e,e)f
fφ(e,e)f
]
]]
= [[ a mb ] ,
[
0 a′φ(e,e)f−eφ(e,e)b′
0
]
]
=
[
0 a(a′φ(e,e)f−eφ(e,e)b′)−(a′φ(e,e)f−eφ(e,e)b′)b
0
]
=
[
0 aa′φ(e,e)f−aφ(e,e)b′−a′φ(e,e)b+eφ(e,e)b′
0
]
,
for all a, a′ ∈ A, b, b′ ∈ B,m,m′ ∈M
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Let x = a+m+ b and y = a′+m′+ b′, according to the bilinearity of the mapping φ, we get the following
decomposition form
φ(x, y) =φ(a, a′) + φ(a,m′) + φ(a, b′)
+ φ(m, a′) + φ(m,m′) + φ(m, b′)
+ φ(b, a′) + φ(b,m′) + φ(b, b′)
= α0[a, a
′]− α0am
′ + α0a
′m+ α0mb
′ − α0m
′b+ η(α0)[b, b
′]
+ η−1(fφ(a1, a2)f) + fφ(a1, a2)f + eφ(b1, b2)e + η(eφ(b1, b2)e)
+ eφ(a, b)e+ fφ(a, b)f + eφ(b, a)e+ fφ(b, a)f
+ aa′φ(e, e)f − aφ(e, e)b′ − a′φ(e, e)b+ eφ(e, e)b′
= λ0[x, y] + [x, [y, φ(e, e)]] + µ(x, y)
where µ : T × T → Z(T ) is a central mapping such that
µ(x, y) = η−1(fφ(a1, a2)f) + fφ(a1, a2)f + eφ(b1, b2)e + η(eφ(b1, b2)e)
+ eφ(a, b)e + fφ(a, b)f + eφ(b, a)e+ fφ(b, a)f
= [
[
η−1(fφ(a1,a2)f)+eφ(b1,b2)e+eφ(a,b)e+eφ(b,a)e 0
fφ(a1,a2)f+η(eφ(b1,b2)e)+fφ(a,b)f+fφ(b,a)f
]
∈ Z(T )
for all a, a′ ∈ A, b, b′ ∈ B,m,m′ ∈M .
As a direct corollary of Theorem 3.2, we get Lie biderivations of the (block) upper triangular matrix
algebra and the nest algebra following from the main theorem.
xxsec3.4 Corollary 3.8. Let C be a commutative domain with identity. If n ≥ 3, then each Lie biderivation of (block)
upper triangular matrix algebra Bk¯n(C) is the sum of an extremal biderivation and an inner biderivation. In
particular, every biderivation of upper triangular matrix algebra Tn(C) is the sum of an extremal biderivation
and an inner biderivation and central mapping.
xxsec3.5 Corollary 3.9. Let N be a nest of a Hilbert space H, where dimH ≥ 3. Then each Lie biderivation ϕ of
nest algebra T (N ) is the sum of an extremal biderivation and an inner biderivation and and central mapping.
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