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LYAPUNOV SPECTRUM OF ASYMPTOTICALLY SUB-ADDITIVE
POTENTIALS
DE-JUN FENG AND WEN HUANG
Abstract. For general asymptotically sub-additive potentials (resp. asymptotically ad-
ditive potentials) on general topological dynamical systems, we establish some variational
relations between the topological entropy of the level sets of Lyapunov exponents, measure-
theoretic entropies and topological pressures in this general situation. Most of our results
are obtained without the assumption of the existence of unique equilibrium measures or
the differentiability of pressure functions. Some examples are constructed to illustrate the
irregularity and the complexity of multifractal behaviors in the sub-additive case and in
the case that the entropy map that is not upper-semi continuous.
1. Introduction
The present paper is devoted to the study of the multifractal behavior of Lyapunov
exponents of asymptotically sub-additive potentials. This is mainly motivated by the re-
cent works on the Lyapunov exponents of matrix products [26, 23, 24] and the Lyapunov
exponents of differential maps on nonconformal repellers [6].
Before formulating our results, we first give some notation and backgrounds. We call
(X,T ) a topological dynamical system (for short TDS) if X is a compact metric space and
T is a continuous map from X to X. A sequence Φ = {log φn}
∞
n=1 of functions on X is said
to be a sub-additive potential if each φn is a continuous nonnegative-valued function on X
such that
(1.1) 0 ≤ φn+m(x) ≤ φn(x)φm(T
nx), ∀ x ∈ X, m,n ∈ N.
More generally, Φ = {log φn}∞n=1 is said to be an asymptotically sub-additive potential if for
any ǫ > 0, there exists a sub-additive potential Ψ = {logψn}
∞
n=1 on X such that
lim sup
n→∞
1
n
sup
x∈X
| log φn(x)− logψn(x)| ≤ ǫ,
where we take the convention log 0 − log 0 = 0. Furthermore Φ is called an asymptotically
additive potential if both Φ and −Φ are asymptotically sub-additive, where −Φ denotes
{log(1/φn)}
∞
n=1. In particular, Φ is called additive if each φn is a continuous positive-valued
function so that φn+m(x) = φn(x)φm(T
nx) for all x ∈ X and m,n ∈ N; in this case, there
is a continuous real function g on X such that φn(x) = exp(
∑n−1
i=0 g(T
ix)) for each n.
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Let Φ = {log φn}
∞
n=1 be an asymptotically sub-additive potential on X. For any x ∈ X,
we define
(1.2) λΦ(x) = lim
n→∞
log φn(x)
n
and call it the Lyapunov exponent of Φ at x, provided that the limit exists. Otherwise we
use λΦ(x) and λΦ(x) to denote the upper and lower limits respectively. It can be derived
from Kingman’s sub-additive ergodic theorem (cf. [49], p. 231) that, for any µ ∈ E(X,T ),
λΦ(x) = Φ∗(µ) for µ-a.e. x ∈ X,
where E(X,T ) denotes the space of ergodic T -invariant Borel probability measures on X
and
(1.3) Φ∗(µ) := lim
n→∞
∫
log φn(x)
n
dµ(x).
This limit always exists and takes values in R ∪ {−∞}. (For details, see Proposition A.1.)
In this paper we are mainly concerned with the distribution of the Lyapunov exponents
of Φ. More precisely, for any α ∈ R, define
(1.4) EΦ(α) = {x ∈ X : λΦ(x) = α},
which is called the α-level set of λΦ. We shall study the topological entropy htop(T,EΦ(α))
of EΦ(α) when α varies (here we are using the notion of topological entropy for arbitrary
subsets of a compact space, introduced by Bowen in [12]; see Section 2.1). This is a general
concept of multifractal analysis proposed by Barreira, Pesin and Schmeling [7], and it plays
an important role in the dimension theory of dynamical systems [43, 5]. For convenience
we call htop(T,EΦ(α)), as a function of α, the Lyapunov spectrum of Φ.
A key ingredient in the above study is the topological pressure of Φ. To introduce this
concept, let X be endowed with the metric d. For any n ∈ N, define a new metric dn on X
by
(1.5) dn(x, y) = max
{
d
(
T k(x), T k(y)
)
: k = 0, . . . , n− 1
}
.
For any ǫ > 0, a set E ⊆ X is said to be a (n, ǫ)-separated subset of X if dn(x, y) > ǫ for
any two different points x, y ∈ E. For Φ = {log φn}
∞
n=1, we define
Pn(T,Φ, ǫ) = sup
{∑
x∈E
φn(x) : E is a (n, ǫ)-separated subset of X
}
.
It is clear that Pn(T,Φ, ǫ) is a decreasing function of ǫ. Define
P (T,Φ, ǫ) = lim sup
n→∞
1
n
logPn(T,Φ, ǫ)
and P (T,Φ) = limǫ→0 P (T,Φ, ǫ). We call P (T,Φ) the topological pressure of Φ with respect
to T or, simply, the topological pressure of Φ. If Φ is additive, P (T,Φ) recovers the classical
(additive) topological pressure introduced by Ruelle and Walters (cf. [49, Chapter 9]).
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Let us return back to the study of the Lyapunov spectrum. When Φ = {
∑n−1
i=0 f ◦
T i}∞n=1 is an additive potential, the Lyapunov exponent λΦ is just equal to the Birkhoff
average of f . In this case, the topological entropy (or the Hausdorff dimension) of the level
sets of Birkhoff averages has been extensively studied in the recent two decades (see, e.g.,
[13, 7, 41, 9, 20, 21, 34, 27, 8, 42, 47, 23, 16, 22, 1, 2, 29] and references therein). It is well
known (see, e.g. [21, 23, 41]) that when (X,T ) is a transitive subshift of finite type and Φ
is an additive potential, then
(1.6) EΦ(α) 6= ∅ ⇐⇒ α ∈ Ω := {Φ∗(µ) : µ ∈ M(X,T )},
where M(X,T ) denotes the space of T -invariant Borel probability measures on X and
htop(T,EΦ(α)) = sup{hµ(T ) : µ ∈ M(X,T ) with Φ∗(µ) = α}
= inf{PΦ(q)− αq : q ∈ R}, ∀ α ∈ Ω.
(1.7)
where hµ(T ) denotes the measure-theoretic entropy of µ, PΦ(q) := P (T, qΦ) and qΦ denotes
the potential {q log φn}
∞
n=1. The first variational relation in (1.7) has been extended to any
TDS satisfying the specification property [47].
Motivated by the study of the multifractal formalism associated to certain iterated func-
tion systems with overlaps, the Lyapunov spectrum of certain special sub-additive poten-
tials Φ = {log φn}
∞
n=1 on subshifts of finite type have been studied in [26, 23, 24], in which
φn(x) = ‖
∏n−1
i=0 M(T
ix)‖, where M is a continuous function on X taking values in the set
of d × d matrices, and ‖ · ‖ denotes the operator norm. It is known that in this general
situation, (1.6) and (1.7) may both fail. The following is an example taken from [24].
Example 1.1 Let (X,T ) be the one-sided full shift over the alphabet {1, 2, 3, 4}. Let M(x)
be a matrix function on X defined as M(x) = Mx1 for x = (xj)
∞
j=1, where Mi (1 ≤ i ≤ 4)
are diagonal 4× 4 matrices given by
M1 =M2 = diag(1, 2, 0, 0), M3 = diag(1, 0, 3, 0), M4 = diag(1, 0, 0, 4).
It is easily checked that
PΦ(q) =
{
q log 4, if q ≥ 1
log 4, otherwise
and
{α ∈ R : EΦ(α) 6= ∅} = {0, log 2, log 3, log 4}
$ [0, log 4] = {α ∈ R : Φ∗(µ) = α for some µ ∈ M(X,T )}.
Furthermore, EΦ(log 3) is a singleton and thus
htop(T,EΦ(log 3)) = 0 < log 4− log 3 = inf
q∈R
{−q log 3 + PΦ(q)}.
We remark that under some additional assumptions (e.g., positiveness or certain irre-
ducibility) for the matrix function M , (1.6) and (1.7) still hold [26, 23, 24]. A natural
question arises whether there exist some positive results without any additional assump-
tions. This is one of the original motivations of this paper.
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Indeed in this paper, we study the Lyapunov spectrum of general asymptotically sub-
additive potentials and asymptotically additive potentials on general TDS. Under this set-
ting, the multifractal behavior may be quite irregular. For instance, we can construct a
TDS (X,T ) and an additive potential Φ on X such that
htop(T,EΦ(α)) < inf{PΦ(q)− αq : q ∈ R} ∀ α ∈ Ω := {Φ∗(µ) : µ ∈ M(X,T )}.
(See Example 6.2). Nevertheless, we still have some positive results regarding the Lyapunov
spectrum and its variational relations to measure-theoretic entropies and topological pres-
sures. Some more properties are obtained when the corresponding TDS satisfies further
assumptions (e.g., upper semi-continuity of the entropy map).
To formulate our results, for an asymptotically sub-additive potential Φ = {log φn} on a
general TDS (X,T ), we define
(1.8) β(Φ) = lim
n→∞
1
n
log sup
x∈X
φn(x).
The limit exists and takes values in R∪{−∞} (see Lemma A.3). However if β(Φ) = −∞, it
is easy to see that for all x ∈ X, λΦ(x) = −∞. To avoid trivialities we shall always assume
that β(Φ) > −∞. For any q > 0, let qΦ denote the sequence {q log φn}
∞
i=1 (which clearly is
asymptotically sub-additive) and write
PΦ(q) = P (T, qΦ) .
The function PΦ is called the pressure function of Φ. When Φ is asymptotically additive on
X, PΦ can be defined over (−∞,∞).
Our main results are Theorems 1.1-1.4 formulated as follows:
Theorem 1.1. Let (X,T ) be a TDS and Φ = {log φn}
∞
n=1 an asymptotically sub-additive
potential on X which satisfies β(Φ) > −∞. Then EΦ(β(Φ)) 6= ∅ and
htop(T,EΦ(β(Φ))) = sup{hµ(T ) : µ ∈M(X,T ), Φ∗(µ) = β(Φ)}
= sup{hµ(T ) : µ ∈ E(X,T ), Φ∗(µ) = β(Φ)}.
We emphasize that the above theorem only deals with the specific value α = β(Φ), which
is the largest possible value for λΦ (cf. Lemma A.3).
Theorem 1.2. Let (X,T ) be a TDS such that the topological entropy htop(T ) is finite. Sup-
pose that Φ = {log φn}
∞
n=1 is an asymptotically sub-additive potential on X which satisfies
β(Φ) > −∞. Then the pressure function PΦ(q) is a continuous real convex function on
(0,∞) with P ′Φ(∞) := limq→∞ PΦ(q)/q = β(Φ). Moreover,
(i) For any t > 0, if α = P ′Φ(t+) or α = P
′
Φ(t−), then
lim
ǫ→0
htop

T, ⋃
β∈(α−ǫ,α+ǫ)
EΦ(β)

 = inf
q>0
{PΦ(q)− αq} = PΦ(t)− αt,
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where P ′Φ(t−) and P
′
Φ(t+) denote the left and right derivatives of PΦ at t, respec-
tively. Moreover the first equality is also valid when α = P ′Φ(∞).
(ii) For any t > 0 and any α ∈ [P ′Φ(t−), P
′
Φ(t+)],
inf
q>0
{PΦ(q)− αq} = lim
ǫ→0
sup{hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− α| < ǫ}.
Furthermore the above equality is valid for α = P ′Φ(∞).
(iii) For any α ∈ (limt→0+ P
′
Φ(t−), P
′
Φ(∞)),
inf
q>0
{PΦ(q)− αq} = sup{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = α}.
By convexity, PΦ may fail to be differentiable on a set which is at most countable, however
the left and right derivatives of PΦ exist everywhere. We remark that htop(T ) is finite for
a lot of TDS’s such as expansive maps on compact metric space and Lipschitz continuous
transformations on finite dimensional compact metric spaces (see e.g. [32, Section 3.2]), and
asymptotically h-expansive TDS’s [39]. We need to mention that Theorem 1.2(i) only deals
with the “fuzzy” level sets and it is not valid for the standard level sets EΦ(α). Indeed,
there are examples such that
htop (T,EΦ(α)) < inf
q>0
{PΦ(q)− αq}
for any α = P ′Φ(t+) or α = P
′
Φ(t−) with t > 0 (see e.g. Example 6.2). Nevertheless the
results of Theorem 1.2 can be improved if we add an additional assumption that the entropy
map µ→ hµ(T ) is upper semi-continuous on M(X,T ). More precisely, we have
Theorem 1.3. Under the condition of Theorem 1.2, we assume furthermore that the en-
tropy map µ→ hµ(T ) is upper semi-continuous on M(X,T ). Then
(i) For any t > 0, if α = P ′Φ(t+) or α = P
′
Φ(t−), then EΦ(α) 6= ∅ and
htop(T,EΦ(α)) = inf
q>0
{PΦ(q)− αq} = PΦ(t)− αt,
(ii) For α ∈
⋃
t>0[P
′
Φ(t−), P
′
Φ(∞)],
inf
q>0
{PΦ(q)− αq} = max{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = α}.
(iii) If t > 0 such that tΦ has a unique equilibrium state µt ∈ M(X,T ), then µt is
ergodic, P ′Φ(t) = Φ∗(µt), EΦ(P
′
Φ(t)) 6= ∅ and htop(T,EΦ(P
′
Φ(t))) = hµt(T ).
A significant part of Theorem 1.3(i) is that we don’t need the differentiability assumption
for PΦ. To the best of our knowledge, this result is not known even in the additive case.
It has a nice application in the multifractal analysis for certain probability measures on
symbolic spaces (see Remark 4.9). We remark that the assumption of upper semi-continuity
for the entropy map is quite essential for the results in Theorem 1.3. This assumption
is satisfied by some natural TDS’s such as h-expansive TDS’s [11] and more generally,
asymptotically h-expansive TDS’s [39] which include, for example, C∞ transformations on
Riemannian manifolds [14]. Without this assumption, the multifractal behavior may be
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very irregular and complicated. See Section 6 for some examples. We remark that the
differentiability property of the pressure functions was studied in [37, 38] for rational maps
on the Riemann sphere for certain additive potentials.
Meanwhile Theorems 1.1-1.3 are about asymptotically sub-additive potentials, our next
theorem is concerned with asymptotically additive potentials. A TDS (X,T ) is called to
be saturated if for any µ ∈ M(X,T ), we have Gµ 6= ∅ and htop(T,Gµ) = hµ(T ), where Gµ
denotes the set of µ-generic points defined by
Gµ :=

x ∈ X : 1n
n−1∑
j=0
δT jx → µ in the weak* topology as n→∞

 ,
where δy denotes the probability measure whose support is the single point y. It was shown
independently in [22, 44] that if a TDS (X,T ) satisfies the specification property, then
(X,T ) is saturated.
Theorem 1.4. Let (X,T ) be a TDS and let Φ be an asymptotically additive potential on
X. Set Ω = {Φ∗(µ) : µ ∈ M(X,T )}. Then Ω is a bounded closed interval. Furthermore
we have the following statements.
(i) {α ∈ R : EΦ(α) 6= ∅} ⊆ Ω.
(ii) If htop(T ) <∞, then PΦ is a real convex function over R. Furthermore,
α ∈ Ω⇐⇒ inf{PΦ(q)− αq : q ∈ R} 6= −∞⇐⇒ inf{PΦ(q)− αq : q ∈ R} ≥ 0.
(iii) If htop(T ) <∞ and the entropy map is upper semi-continuous, then for each α ∈ Ω,
sup{hµ(T ) : µ ∈M(X,T ), Φ∗(µ) = α} = inf{PΦ(q)− αq : q ∈ R};
Furthermore, for α ∈
⋃
t∈R{P
′
Φ(t−), P
′
Φ(t+)} ∪ P
′
Φ(±∞), we have EΦ(α) 6= ∅ and
htop(T,EΦ(α)) = inf{PΦ(q)− αq : q ∈ R},
where P ′Φ(+∞) := limq→+∞ PΦ(q)/q and P
′
Φ(−∞) := limq→−∞ PΦ(q)/q.
(iv) Assume that (X,T ) is saturated. Then EΦ(α) 6= ∅ if and only if α ∈ Ω. Further-
more, htop(T,EΦ(α)) = sup{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = α} for any α ∈ Ω.
We remark that Theorem 1.4(iii)-(iv) extend previous results about the Lyapunov spec-
trum of continuous positive matrix-valued functions [23] and the Lyapunov spectrum of
certain asymptotically additive potentials [35] on subshifts of finite type.
In this paper, we also study the high dimensional Lyapunov spectrum. For a finite family
of asymptotically sub-additive (resp. asymptotically additive) potentials Φi = {log φn,i}
∞
n=1,
i = 1, . . . , k, and a = (a1, . . . , ak), we define
EΦ(a) =
{
x ∈ X : lim
n→∞
log φn,i(x)
n
= ai for 1 ≤ i ≤ k
}
.
We indeed obtain the high dimensional versions of Theorems 1.2-1.4 regarding the properties
about htop(T,EΦ(a)) and the corresponding variational relations (see Theorems 4.2, 4.8,
6
5.2). For instance, when (X,T ) is a saturated TDS such that the entropy map is upper-semi
continuous, then for any asymptotically additive potentials Φi (i = 1, . . . , k), we have
EΦ(a) 6= ∅ ⇐⇒ a ∈ A := {Φ∗(µ) : µ ∈ M(X,T )}
and
htop(T,EΦ(a)) = sup{hµ(T ) : µ ∈M(X,T ) with Φ∗(µ) = a}
= inf{PΦ(q)− a · q : q ∈ Rk}, ∀ a ∈ A.
where Φ∗(µ) := ((Φ1)∗(µ), · · · , (Φk)∗(µ)), PΦ(q) = P (T,
∑k
i=1 qiΦi) for q = (q1, . . . , qk),
and a · q denotes the inner product of a and q (see Theorem 5.2(iii)-(iv)).
As an application of the above result, we can improve a result of Barreira and Gelfert in
[6] on Lyapunov exponents on nonconformal repellers. To see it, let Λ be a repeller of a C1
local diffeomorphism f : R2 → R2, such that f satisfies a cone condition on Λ (see [6] for
the definition). Let Φi = {log φn,1}
∞
n=1 (i = 1, 2) are two potentials given by
φn,i(x) = σi(dxf
n), n ∈ N, i = 1, 2,
where σi(dxf
n) (i = 1, 2) denote the singular values of the differential of fn at x. Both
Φ1 and Φ2 are asymptotically additive (see [6, Proposition 4]). Under the additional as-
sumptions that f is C1+δ and f has bounded distortion, Barreira and Gelfert showed that
htop(T,EΦ(a)) = inf{PΦ(q) − a · q : q ∈ Rk} for each gradient a of PΦ (see [6, Theorem
1]). However according to our result, these two additional assumptions can be removed
(although in this case PΦ may be not differentiable) and the variational relation holds for
each a ∈ A := {Φ∗(µ) : µ ∈ M(X,T )} (we remark that A contains the subdifferentials of
PΦ; see Theorem 3.3). Below we give some further remarks.
Remark 1.5. (i) In the definition of sub-additive potential Φ = {log φn}, we admit
that φn(x) takes the value 0. As an advantage, we can cover the interesting case
that φn(x) = ‖
∏n−1
i=0 M(T
ix)‖, where M is an arbitrary continuous matrix-valued
function.
(ii) There are some natural examples of asymptotically sub-additive (resp. asymp-
totically additive) potentials which may not be sub-additive, such as the general
potential
Φ = {log µ(In(x))}
∞
n=1,
where µ is a weak Gibbs measure on a full shift space over finite symbols and
In(x) denotes the n-th cylinder about x (cf. [28] and Proposition A.5(iv)). By
the way, the quotient space of all asymptotically additive potentials on X under
certain equivalence relation is a separable Banach space endowed with some norm
(cf. Remark A.6(ii)). These are two main reasons that we setup the theory for
asymptotically sub-additive potentials rather than sub-additive potentials.
(iii) For the proofs of Theorems 1.2-1.4, we first prove their higher dimensional versions
by applying convex analysis and the thermodynamic formalism, then derive the one-
dimensional versions. Although it looks a bit strange and there are relatively simple
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alternative approaches for the one-dimensional versions, however the extension to
higher dimensions along those approaches seems difficult.
(iv) Let Φ = {log φn}
∞
n=1, where φn’s are non-negative continuous functions on X satis-
fying
φn+m(x) ≤ Cnφn(x)φm(T
nx), ∀ n,m ∈ N, x ∈ X,
where (Cn) is a sequence of positive numbers with limn→∞(1/n) logCn = 0. We
do not know whether Φ is asymptotically sub-additive. However, one can manage
to prove Lemma A.2 and Theorem 3.1 for this Φ by an approach similar to [15].
Furthermore, Theorems 1.1-1.3 remain valid for this kind of potentials.
The content of the paper is following. In Section 2, we give some preliminaries about
topological entropy and topological pressures, and we also present and derive some results
in convex analysis that are needed in the proof of our theorems. In section 3, we introduce
the asymptotically sub-additive thermodynamic formalism and we also set up a formula
for the subdifferentials of pressure functions. The high dimensional versions of Theorem
1.2-1.3 are formulated and proved in Section 4. In particular, we give a class of sub-additive
potentials on full shifts which satisfy part of (1.7) in Section 4. The high dimensional version
of Theorem 1.4 is formulated and proved in Section 5. In Section 6, we give some examples
about the irregular multifractal behaviors for additive potentials on TDS’s for which the
entropy maps is not upper semi-continuous. In Appendix A, we give some properties about
asymptotically sub-additive (resp. asymptotically additive potentials). In Appendix B, we
summarize the main notation and conventions used in this paper.
2. Preliminaries
In this section, we first give the definitions and some properties about the topological
entropy of non-compact sets and the topological pressure of non-additive potentials, for
which the reader is referred to [12, 3, 43, 15] for more details. Then we present some
notation and known facts in convex analysis and derive several results which are need in
the proofs of our main results.
2.1. Topological entropy. Let (X, d) be a compact metric space and T : X → X a
continuous transformation. For any n ∈ N we define a new metric dn on X by
(2.1) dn(x, y) = max
{
d
(
T k(x), T k(y)
)
: k = 0, . . . , n− 1
}
,
and for every ǫ > 0 we denote by Bn(x, ǫ) the open ball of radius ǫ in the metric dn around
x, i.e., Bn(x, ǫ) = {y ∈ X : dn(x, y) < ǫ}. Let Z ⊂ X and ǫ > 0. We say that an
at most countable collection of balls Γ = {Bni(xi, ǫ)}i covers Z if Z ⊂
⋃
iBni(xi, ǫ). For
Γ = {Bni(xi, ǫ)}i, put n(Γ) = mini ni. Let s ≥ 0 and define
M(Z, s,N, ǫ) = inf
∑
i
exp(−sni),
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where the infinum is taken over all collections Γ = {Bni(xi, ǫ)} covering Z, such that
n(Γ) ≥ N . The quantity M(Z, s,N, ǫ) does not decrease with N , hence the following limit
exists:
M(Z, s, ǫ) = lim
N→∞
M(Z, s,N, ǫ).
There exists a critical value of the parameter s, which we will denote by htop(T,Z, ǫ), where
M(Z, s, ǫ) jumps from ∞ to 0, i.e.
M(Z, s, ǫ) =
{
0, s > htop(T,Z, ǫ),
∞, s < htop(T,Z, ǫ).
It is clear to see that htop(T,Z, ǫ) does not decrease with ǫ, and hence the following limit
exists,
htop(T,Z) = lim
ǫ→0
htop(T,Z, ǫ).
We call htop(T,Z) the topological entropy of T restricted to Z or, simply, the topological
entropy of Z, when there is no confusion about T . In particular we write htop(T ) for
htop(T,X). Here we recall some of the basic properties about the topological entropy.
Proposition 2.1 ([12, 43]). The topological entropy as defined above satisfies the following:
(1) htop(T,Z1) ≤ htop(T,Z2) for any Z1 ⊆ Z2 ⊆ X.
(2) htop(T,Z) = supi htop(T,Zi), where Z =
⋃∞
i=1 Zi ⊆ X.
(3) Suppose µ is an invariant measure and Z ⊆ X is such that µ(Z) = 1, then
htop(T,Z) ≥ hµ(T ), where hµ(T ) is the measure-theoretic entropy.
2.2. Topological pressure. Let T : X → X be a continuous transformation of a compact
metric space (X, d). For any n ∈ N, define the metric dn as in (2.1). For any ǫ > 0, a set
E ⊆ X is said to be a (n, ǫ)-separated subset of X if dn(x, y) > ǫ for any two different
points x, y ∈ E. Let Φ = {log φn(x)}
∞
n=1 be a sequence of functions on X for which φn is
non-negative for each n. We define
Pn(T,Φ, ǫ) = sup
{∑
x∈E
φn(x) : E is a (n, ǫ)-separated subset of X
}
.
It is clear that Pn(T,Φ, ǫ) is a decreasing function of ǫ. Define
P (T,Φ, ǫ) = lim sup
n→∞
1
n
logPn(T,Φ, ǫ)
and P (T,Φ) = limǫ→0 P (T,Φ, ǫ). We call P (T,Φ) the topological pressure of Φ with respect
to T or, simply, the topological pressure of Φ.
2.3. Subdifferentials of convex functions. We first give some notation and basic facts
in convex analysis. For details, one is referred to [30, 45].
By a convex combination of points x1, . . ., xm ∈ Rk we mean a linear combination∑m
i=1 λixi, where λ1+ · · ·+λm = 1 and λ1, . . . , λm ≥ 0. For any subsetM of R
k, the convex
hull conv(M) of M is the set of all convex combinations of points from M . Carathe´odory’s
9
Theorem says that for any subsetM of Rk, the convex hull conv(M) is the set of all convex
combinations of k + 1 points from M (cf. [45, Theorem 17.1]).
Let C be a convex subset of Rk. A point x ∈ C is called an extreme point of C if
x = py + (1 − p)z for some y, z ∈ C and 0 < p < 1, then x = y = z. The set of
extreme points of C is denoted by ext(C). Minkowski’s Theorem says that for any non-
empty compact convex subset C of Rk, C = conv(ext(C)) (cf. [30, Theorem 2.3.4] or [45,
Corollary 18.5.1]). Hence, according to Carathe´odory’s Theorem and Minkowski’s Theorem,
each point in a compact convex set C ⊂ Rk is a convex combination of k + 1 points from
ext(C).
A point x ∈ C is called exposed point of C, if {x} is the intersection of C with some
supporting hyperplane of C. The set of all exposed points of C will be denoted by expo(C).
Straszewicz’ Theorem says for any compact convex set C in Rk, expo(C) is a dense subset
of ext(C) (cf. [45, Theorem 18.6]).
Let U be an open convex subset of Rk and f be a real continuous convex function on U .
For x ∈ U , a ∈ Rk is called a subgradient of f at x, if for any y ∈ U one has
f(y)− f(x) ≥ a · (y − x),
where the dot denotes the dot product. The set of all subgradients at x is called the
subdifferential of f at x and is denoted ∂f(x). For x ∈ U , the subdifferential ∂f(x) is
always a nonempty convex compact set (cf. [45, Theorem 23.4]). Write
∂ef(x) = ext(∂f(x)).
When ∂ef(x) = {a}, we say that f is differentiable at x and write f ′(x) = a. It is known
that f is differentiable for almost every x ∈ U (cf. [30, Theorem 4.2.3]). In the case k = 1,
∂f(x) = [f ′(x−), f ′(x+)] and ∂ef(x) = {f ′(x−), f ′(x+)}.
Next we define
(2.2) ∂f(U) =
⋃
x∈U
∂f(x) and ∂ef(U) =
⋃
x∈U
∂ef(x).
Proposition 2.2. Let U be an open convex subset of Rk and f be a real continuous convex
function on U . Then for each x ∈ U and a ∈ ∂ef(x), there exists a sequence (xn) ⊂ U
such that lim
n→∞
xn = x, f is differentiable at each point xn and a = lim
n→∞
f ′(xn).
Proof. Let x ∈ U . Since expo(∂f(x)) is dense in ∂ef(x), we only need to show that the
lemma holds when a ∈ expo(∂f(x)). Fix such an a and write a = (a1, · · · , ak). Then there
exists a non-zero vector t = (t1, · · · , tk) ∈ Rk such that
(2.3) t · b < t · a for any b ∈ ∂f(x) \ {a}.
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Since f is differentiable almost every on U , there exists a sequence (xn) ∈ U such that
lim
n→∞
xn = x, f is differentiable at each xn and
(2.4) |xn − (x+ t/n)| < n
−2 for all n ∈ N.
Write an = f
′(xn). Note that the sequence (an) is bounded because of the boundedness of
(xn). Hence by taking a subsequence if it is necessary, we can assume that lim
n→∞
an = a
′ for
some a′ ∈ Rk. In the following we show that a′ = a.
Since an = f
′(xn), one has
f(z)− f(xn) ≥ an · (z− xn) for any z ∈ U.
Letting n → ∞ yields f(z) − f(x) ≥ a′ · (z − x) for any z ∈ U , which implies a′ ∈ ∂f(x).
Meanwhile for each n ∈ N,
f(x)− f(xn) ≥ an · (x− xn) and f(xn)− f(x) ≥ a · (xn − x).
Hence an · (xn − x) ≥ f(xn)− f(x) ≥ a · (xn − x). That is,
an · (t+ nwn) ≥ a · (t+ nwn),
where wn := xn − (x+ t/n). Taking n→∞ and noting that lim
n→∞
n|wn| = 0 (by (2.4)), we
have
a′ · t ≥ a · t.
Combining it with (2.3) and the fact a′ ∈ ∂f(x), one has a′ = a. This finishes the proof of
the proposition. 
Proposition 2.3. Let Y be a compact convex subset of a topological vector space which
satisfies the first axiom of countability (i.e., there is a countable base at each point) and
U ⊆ Rk a non-empty open convex set. Suppose f : U ×Y → R∪{−∞} is a map satisfying
the following conditions:
(i) f(q, y) is convex in q;
(ii) f(q, y) is affine in y;
(iii) f is upper semi-continuous over U × Y ;
(iv) g(q) := supy∈Y f(q, y) > −∞ for any q ∈ U .
For each q ∈ U , denote I(q) := {y ∈ Y : f(q, y) = g(q)}. Then
(2.5) ∂g(q) =
⋃
y∈I(q)
∂f(q, y),
where ∂f(q, y) denotes the subdifferential of f(·, y) at q.
Proof. By (i)-(iv), g is a real convex function over U , and I(q) is a non-empty compact
convex subset of Y for each q ∈ U . For convenience, denote by R(q) the righthand side of
(2.5). A direct check shows that R(q) is a non-empty convex subset of Rk for each q ∈ U .
We further show that for each q ∈ U ,
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(c1) R(q) is compact;
(c2) For each δ > 0, there exists γ > 0 such that
R(t) ⊆ Bδ(R(q)) whenever t ∈ U, |t− q| < γ,
where Bδ(R(q)) := {b ∈ Rk : d(b, R(q)) ≤ δ} is the closed δ-neighborhood of R(q)
in Rk.
To show (c1), let (an) be a sequence in R(q). Take yn ∈ I(q) so that an ∈ ∂f(q, yn). Then
(2.6) f(t, yn)− g(q) = f(t, yn)− f(q, yn) ≥ an · (t− q)
for each t ∈ U . Hence the sequence (an) should be bounded (otherwise, there exists t ∈ U
such that an·(t−q) is unbounded from above, however f(t, yn)−f(q, yn) = f(t, yn)−g(q) ≤
g(t) − g(q)). Taking a subsequence if necessary, we assume that yn → y and an → a for
some y ∈ I(q) and a ∈ Rk. Since f(t, ·) is upper semi-continuous, by (2.6) we have
f(t, y) − f(q, y) = f(t, y) − g(q) ≥ a · (t − q) for each t ∈ U . This shows a ∈ R(q) and
hence R(q) is compact. To show (c2), we use contradiction. Assume that (c2) does not
hold. Then there exist δ > 0 and a sequence (tn) in U with limn→∞ tn = q such that
there exists an ∈ R(tn) satisfying d(an, R(q)) > δ for each n. Take yn ∈ I(tn) so that
an ∈ ∂f(tn, yn). Then we have
(2.7) f(t, yn)− g(tn) = f(t, yn)− f(tn, yn) ≥ an · (t − tn)
for each t ∈ U . Similarly we can show that an is bounded. Hence by taking a subsequence
if necessary, we can assume that yn → y and an → a for some y ∈ Y and a ∈ Rk. By the
upper semi-continuity of f and the continuity of g, we have
f(q, y) ≥ lim sup
n→∞
f(tn, yn) = lim sup
n→∞
g(tn) = g(q),
which implies y ∈ I(q). Hence taking n→∞ in (2.7) yields
f(t, y)− f(q, y) = f(t, y)− g(q) ≥ lim sup
n→∞
(f(t, yn)− g(tn)) ≥ a · (t− q)
for each t ∈ U . Hence a ∈ ∂f(q, y). Thus a ∈ R(q), which contradicts the assumption that
d(an, R(q)) > δ for all n. This finishes the proof of (c2).
Now we are ready to show (2.5), i.e., ∂g(q) = R(q). For each a ∈ R(q), there exists
y ∈ I(q) so that a ∈ ∂f(q, y). Hence for each t ∈ U ,
(2.8) g(t)− g(q) ≥ f(t, y)− g(q) = f(t, y)− f(q, y) ≥ a · (t− q).
This implies a ∈ ∂g(q) and thus ∂g(q) ⊇ R(q).
In the end, we show that ∂g(q) ⊆ R(q) by contradiction. Assume that a ∈ ∂g(q) \R(q).
Since R(t) ⊆ ∂g(t), we have
(2.9) g(t) − g(q) ≤ b · (t− q), ∀ t ∈ U, b ∈ R(t).
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Note that a ∈ ∂g(q). We have g(t)− g(q) ≥ a · (t− q) for all t ∈ U . This combining (2.9)
yields
(2.10) a · (t− q) ≤ b · (t − q), ∀ t ∈ U, b ∈ R(t).
Since a 6∈ R(q) and R(q) is compact, there exists δ > 0 so that a 6∈ Bδ(R(q)). Notice that
Bδ(R(q)) is compact convex (since so is R(q)), there exists a vector e ∈ Rk such that |e| = 1
and a·e > b·e for any b ∈ Bδ(R(q)). By (c2), there exists γ > 0 such that R(t) ⊆ Bδ(R(q))
whenever |t − q| ≤ γ. Take a small 0 < γ˜ < γ such that t0 := q + (γ˜/2)e ∈ U . Then
a · (t0 − q) > b · (t0 − q) for any b ∈ R(t0), which contradicts (2.10). This proves
∂g(q) ⊆ R(q). 
2.4. Conjugates of convex functions. Let f : Rk → R ∪ {+∞} be convex and not
identically equal to +∞. Then the function f∗ : Rk → R ∪ {+∞} defined by
s 7→ f∗(s) := sup{s · x− f(x) : x ∈ Rk}
is called the conjugate function of f or Legendre transform of f . It is known that f∗ is also
convex and not identically equal to +∞ (cf. [30, p. 211]). Let f∗∗ denote the conjugate of
f∗. The following result is well known (cf. [45, Theorem 12.2]).
Theorem 2.4. Let f : Rk → R ∪ {+∞} be convex and not identically equal to +∞. Let
x ∈ Rk. Assume that f is lower semi-continuous at x, i.e., lim infy→x f(y) ≥ f(x). Then
f∗∗(x) = f(x).
As an application, we have
Corollary 2.5. Let A be a non-empty convex set in Rk and g : A → R be a concave
function. Set
W (x) = sup{g(a) + a · x : a ∈ A}, x ∈ Rk
and
G(a) = inf{W (x)− a · x : x ∈ Rk}, a ∈ Rk.
Then we have
(i) G(a) = g(a) for a ∈ ri(A), where ri(A) denotes the relative interior of A.
(ii) Assume in addition that A is closed. If g is upper semi-continuous at a ∈ A, then
G(a) = g(a).
Proof. Let f : Rk → R ∪ {+∞} be the function which agrees with −g on A but is +∞
everywhere else. Then f is convex and has A as its efficient domain, i.e., A = {x : f(x) <
+∞}. By the definition of W and G, we have W = f∗ and G = −f∗∗. However, f is
lower semi-continuous on ri(A) (see, e.g., [45, Theorem 7.4]). Hence by Theorem 2.4, we
have f∗∗(a) = f(a) for a ∈ ri(A), and thus G(a) = g(a) for a ∈ ri(A). This proves (i).
To show (ii), assume that A is closed. Let a ∈ A so that g is upper semi-continuous at a.
Then it is direct to check that f is lower semi-continuous at a. By Theorem 2.4, we have
f∗∗(a) = f(a) and hence G(a) = g(a). This finishes the proof of (ii). 
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3. The thermodynamic formalism and subdifferentials of pressure functions
In this section, we firstly introduce a variational principle of topological pressures which
plays a key role in the proofs of our main theorems. Then we set up a formula for the
subdifferentials of pressure functions.
Let (X,T ) be a TDS and let Φ = {log φn}
∞
n=1 be an asymptotically sub-additive potential
on a TDS (X,T ). Let λΦ, Φ∗ and β(Φ) be defined as in (1.2), (1.3) and (1.8). Some basic
properties of λΦ, Φ∗ and β(Φ) are given in Appendix A. The following variational principle
plays a key role in our analysis.
Theorem 3.1 ([15]). The topological pressure P (T,Φ) of Φ satisfies the following varia-
tional principle:
P (T,Φ) =
{
−∞, if Φ∗(µ) = −∞ for all µ ∈ M(X,T ),
sup{hµ(T ) + Φ∗(µ) : µ ∈ M(X,T ), Φ∗(µ) 6= −∞}, otherwise.
In particular if htop(T ) <∞, then P (T,Φ) = sup{hµ(T ) + Φ∗(µ) : µ ∈ M(X,T )}.
The above theorem is only proved in [15, Theorem 1.1] for sub-additive potentials.
However the proof given there works well for asymptotically sub-additive potentials, in
which we only need to replace Lemma 2.3 in [15] by Lemma A.2 given in Appendix.
We remark that the variational principle for sub-additive potentials has been studied in
[18, 3, 25, 31, 35, 4, 40] under additional assumptions on the corresponding sub-additive
potential and TDS.
In the remain part of this section, we present and prove a formula for the subdifferentials
of pressure functions. We first give some notation.
Let k ∈ N. For each i = 1, . . . , k, let Φi = {log φn,i}∞n=1 be an asymptotically sub-
additive potential on (X,T ). Write Rk+ = {(x1, x2, . . . , xk) : xi > 0, i = 1, 2, · · · , k} and
Φ = (Φ1,Φ2, . . . ,Φk). For µ ∈ M(X,T ), write
Φ∗(µ) = ((Φ1)∗(µ), · · · , (Φk)∗(µ)).
For q = (q1, · · · , qk) ∈ Rk+, let q ·Φ =
∑k
i=1 qiΦi denote the asymptotically sub-additive
potential {
∑k
i=1 qi log φn,i}
∞
n=1 and write
(3.1) PΦ(q) = P (T,q ·Φ).
We call PΦ the pressure function of Φ.
Let β(Φ) = β(
∑k
i=1Φi). Then by Theorem 3.1, if β(Φ) = −∞ then PΦ(q) = −∞ for
any q ∈ Rk+. If β(Φ) > −∞, then β(Φ1) > −∞, . . ., β(Φk) > −∞.
Proposition 3.2. Assume that htop(T ) < ∞ and β(Φ) > −∞. Then PΦ is a real contin-
uous convex function on Rk+ and
∂PΦ(Rk+) ⊆ (−∞, β(Φ1)]× (−∞, β(Φ2)]× · · · × (−∞, β(Φk)],
where ∂PΦ(Rk+) is defined as in (2.2).
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Proof. By Lemma A.3(4), PΦ(q) ∈ R for q ∈ Rk+. The convexity of PΦ over R
k
+ just comes
from Theorem 3.1, using the affine property of the maps µ → hµ(T ) and µ → (Φi)∗(µ).
Since PΦ is also locally bounded on Rk+, PΦ is continuous on R
k
+.
Fix q = (q1, · · · , qk) ∈ Rk+. Define qλ = (q1 + λ, q2, · · · , qk) for λ > 0. Let a =
(a1, · · · , ak) ∈ ∂PΦ. Then
htop(T ) + λβ(Φ1) +
k∑
i=1
qiβ(Φi) ≥ PΦ(qλ) ≥ PΦ(q) + (qλ − q) · a = PΦ(q) + λa1.
Letting λ→∞ one gets β(Φ1) ≥ α1. Similarly, we have αi ≤ β(Φi) for i = 2, · · · , k. 
For q ∈ Rk+, let I(Φ,q) denote the collection of invariant measures µ such that
hµ(T ) + q ·Φ∗(µ) = P (T,q ·Φ).
If I(Φ,q) 6= ∅, then each element I(Φ,q) is called an equilibrium state for q ·Φ.
In the following theorem, we set up a formula for the subdifferentials of PΦ, which extends
Ruelle’s derivative formula for the pressures of additive potentials (cf. [46, exercise 5, p.
99], [41, lemma 4] and [33, theorem 4.3.5]).
Theorem 3.3. Assume that htop(T ) < ∞, β(Φ) > −∞, and that the entropy map µ 7→
hµ(T ) is upper semi-continuous. Then
(i) For any q ∈ Rk+, I(Φ,q) is a non-empty compact convex subset of M(X,T ), and
every extreme point of I(Φ,q) is an ergodic measure (i.e., an extreme point of
M(X,T )). Furthermore
(3.2) ∂PΦ(q) = {Φ∗(µ) : µ ∈ I(Φ,q)}.
(ii) Assume in addition that Φi (i = 1, . . . , k) are all asymptotically additive. Then the
above results hold for all q ∈ Rk.
Proof. To prove (i), let q ∈ Rk+. Then q · Φ is an asymptotically sub-additive potential.
We first show that I(Φ,q) 6= ∅. By Theorem 3.1, there exists a sequence {µn} ⊂ M(X,T )
such that PΦ(q) = limn→∞ hµn(T ) + q · Φ∗(µn). Let µ be a limit point of {µn}. Then
by the upper semi-continuity of h(·)(T ) and (Φi)∗(·), we have PΦ(q) ≤ hµ(T ) + q ·Φ∗(µ).
Applying Theorem 3.1 again we obtain PΦ(q) = hµ(T )+q ·Φ∗(µ), i.e., µ ∈ I(Φ,q). Hence
I(Φ,q) 6= ∅.
An identical argument shows that any limit point of I(Φ,q) belongs to I(Φ,q) itself.
Therefore I(Φ,q) is closed and thus compact. Now assume that µ is an extreme point of
I(Φ,q). We claim that µ is ergodic, i.e., µ is also an extreme point of M(X,T ). To see
it, assume µ = pµ1 + (1 − p)µ2 for some p > 0 and µ1, µ2 ∈ M(X,T ). Since hµ(T ) =
phµ1(T ) + (1− p)hµ2(T ) and Φ∗(µ) = pΦ∗(µ1) + (1− p)Φ∗(µ2), we have
PΦ(q) = hµ(T ) + q ·Φ∗(µ)
= p (hµ1(T ) + q ·Φ∗(µ1)) + (1− p) (hµ2(T ) + q ·Φ∗(µ2)) .
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By Theorem 3.1, we have µ1, µ2 ∈ I(Φ,q). Since µ is an extreme point of I(Φ,q), we have
µ1 = µ2 = µ. This shows that µ is also an extreme point of M(X,T ).
Next we show (3.2). In Proposition 2.3, we take Y = M(X,T ), U = Rk+. Define
f : U × Y → R ∪ {−∞} by
f(q, µ) = q ·Φ∗(µ) + hµ(T ).
Then f satisfies the conditions (i)-(iv) in Proposition 2.3. The identity (3.2) just comes
from (2.5). This finishes the proof of (i).
Now we turn to the proof of (ii). Assume Φi (i = 1, . . . , k) are all asymptotically additive.
Let q ∈ Rk. Then q ·Φ is also asymptotically additive. Clearly the above proof still work
for this case (as a slightly different point, we should take U = Rk for the proof of (3.2)). 
4. multifractal formalism for aymptotically sub-additive potentials
In the section, we establish the multifractal formalism for asymptotically sub-additive
potentials. Let (X,T ) be a TDS.
4.1. Proof of Theorem 1.1. Let Φ = {log φn}
∞
n=1 be an asymptotically sub-additive
potential on (X,T ) with β(Φ) > −∞. For x ∈ X, we denote by V (x) the set of all limit
points in M(X) of the sequence µx,n = (1/n)
∑n−1
j=0 δT jx. This set is a non-empty compact
subset of M(X,T ) for each x (cf. [12]). The following result of Bowen plays a key role in
the proof of Theorem 1.1.
Lemma 4.1 (Bowen [12]). For t ≥ 0, define
R(t) = {x ∈ X : ∃ µ ∈ V (x) with hµ(T ) ≤ t}.
Then htop(T,R(t)) ≤ t.
Proof of Theorem 1.1. Let α = β(Φ). By Lemma A.3(2), there exists µ ∈ E(X,T ) so that
Φ∗(µ) = α. By Proposition A.1(1), µ(EΦ(α)) = 1. Thus EΦ(α) 6= ∅. Furthermore by
Proposition 2.1(3), htop(T,EΦ(α)) ≥ hµ(T ). This indeed proves
(4.1) htop(T,EΦ(α)) ≥ sup{hµ(T ) : µ ∈ E(X,T ), Φ∗(µ) = α}.
Now assume ν ∈ M(X,T ) so that Φ∗(ν) = α. Let ν =
∫
E(X,T ) θ dm(θ) be the ergodic
decomposition of µ. By Proposition A.1(3), α = Φ∗(ν) =
∫
E(X,T )Φ∗(θ) dm(θ). Since
α ≥ Φ∗(θ) for each θ ∈ E(X,T ), we have α = Φ∗(θ) whenever θ ∈ Ω
′, where Ω′ is a subset
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of E(X,T ) with m(Ω′) = 1. Hence
hν(T ) + Φ∗(ν) =
∫
E(X,T )
(hθ(T ) + Φ∗(θ)) dm(θ) =
∫
Ω′
(hθ(T ) + Φ∗(θ)) dm(θ)
≤
∫
Ω′
sup{hµ(T ) : µ ∈ E(X,T ),Φ∗(µ) = α} dm(θ) + α
= sup{hµ(T ) : µ ∈ E(X,T ),Φ∗(µ) = α}+ α.
This proves
(4.2) sup{hµ(T ) : µ ∈M(X,T ), Φ∗(µ) = α} ≤ sup{hµ(T ) : µ ∈ E(X,T ), Φ∗(µ) = α}.
Next we prove that
(4.3) htop(T,EΦ(α)) ≤ sup{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = α}.
Denote by t the right-hand side of the above inequality. We may assume that t < ∞,
otherwise there is nothing remained to prove. Let x ∈ EΦ(α) and µ ∈ V (x). Then there
is ni → ∞ such that µx,ni =
1
ni
ni−1∑
i=0
δT ix → µ. By Lemma A.2, µ ∈ M(X,T ) and α =
limi→∞
log φni(x)
ni
≤ Φ∗(µ). Moreover α = Φ∗(µ) by Lemma A.3(2). Hence hµ(T ) ≤ t. It
follows that
EΦ(α) ⊂ R(t) := {x ∈ X : ∃ µ ∈ V (x) with hµ(T ) ≤ t}.
By Lemma 4.1, we have htop(T,EΦ(α)) ≤ htop(T,R(t)) ≤ t. This proves (4.3). Now
Theorem 1.1 just follows from (4.1)-(4.3). 
4.2. A high dimensional version of Theorem 1.2. In this subsection, we present and
prove a high dimension version of Theorem 1.2.
We first give some notation. Let k ∈ N. For each i = 1, . . . , k, let Φi = {log φn,i}∞n=1 be
an asymptotically sub-additive potential on (X,T ). For a = (a1, . . . , ak) ∈ Rk, let
(4.4) EΦ(a) = {x ∈ X : λΦi(x) = ai, i = 1, 2, . . . , k}.
For any b = (b1, . . . , bk) ∈ Rk, define
|b| := max{|bi| : i = 1, . . . , k}.
For x = (x1, . . . , xk) and y = (y1, . . . , yk) ∈ Rk, we write x ≥ y if xi ≥ yi for all 1 ≤ i ≤ k.
For A ⊆ Rk, write
(4.5) cl+(A) = {x ∈ Rk : ∃ (yj) ⊂ A such that x ≥ yj and lim
j→∞
yj = x}.
For a real valued function f defined on a convex open set U ⊂ Rk, let ∂f(x), ∂ef(x),
(x ∈ U), ∂f(U) and ∂ef(U) be defined as in Section 2.3. The following result is a high
dimensional version of Theorem 1.2.
Theorem 4.2. Assume htop(T ) < ∞ and β(Φ) > −∞. Then PΦ is a real continuous
convex function on Rk+. Moreover,
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(i) For any t ∈ Rk+, if a ∈ ∂
ePΦ(t), then
lim
ǫ→0
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 = inf
q∈Rk+
{PΦ(q)− a · q} = PΦ(t)− a · t.
Moreover the first equality is also valid when a ∈ cl+(∂
ePΦ(Rk+)).
(ii) For any t ∈ Rk+, if a ∈ ∂PΦ(t), then
lim
ǫ→0
sup {hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− a| < ǫ} = inf
q∈Rk+
{PΦ(q)− a · q}.
Furthermore the above equality is valid for a ∈ cl+(∂PΦ(Rk+)).
(iii) For any a ∈ ∂PΦ(Rk+) ∩ ri(A),
inf
q∈Rk+
{PΦ(q) − a · q} = sup{hµ(T ) : Φ∗(µ) = a},
where A := {a ∈ Rk : a = Φ∗(µ) for some µ ∈ M(X,T )}, and ri denotes the
relative interior (cf. [45]).
Remark 4.3. When Φi (i = 1, . . . k) are all asymptotically additive, the results in Theorem
4.2 can be extended accordingly. Indeed, one can replace all the terms Rk+ in Theorem 4.2
by Rk, except the two terms in cl+(∂ePΦ(Rk+)) and cl+(∂PΦ(R
k
+)).
To prove Theorem 4.2, we need some preparations. For any a = (a1, · · · , ak) ∈ Rk and
ǫ > 0, define
(4.6) G(a, n, ǫ) :=
{
x ∈ X :
∣∣∣∣1ℓ log φℓ,i(x)− ai
∣∣∣∣ < ǫ for all 1 ≤ i ≤ k and ℓ ≥ n
}
.
We have the following
Lemma 4.4. Assume that G(a, n, ǫ) 6= ∅. Then
(i) For any q = (q1, · · · , qk) ∈ Rk+,
htop(T,G(a, n, ǫ)) ≤ PΦ(q)−
k∑
i=1
(ai − ǫ)qi.
(ii) Assume furthermore that all Φi (i = 1, . . . , k) are asymptotically additive. Then for
any q = (q1, · · · , qk) ∈ Rk,
htop(T,G(a, n, ǫ)) ≤ PΦ(q)− a · q+ ǫ
k∑
i=1
|qi|.
Proof. We first prove (i). Fix q = (q1, . . . , qk) ∈ Rk+. It suffices to show that for any
s < htop(T,G(a, n, ǫ)),
PΦ(q) ≥ s+
k∑
i=1
(ai − ǫ)qi.
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Let s < htop(T,G(a, n, ǫ)) be given. By definition (cf. Section 2.1), there exists γ > 0 such
that htop(T,G(a, n, ǫ), γ) > s. Therefore (cf. Section 2.1)
∞ =M(G(a, n, ǫ), s, γ) = lim
N→∞
M(G(a, n, ǫ), s,N, γ).
Hence there exists N0 such that
M(G(a, n, ǫ), s,N, γ) ≥ 1, ∀ N ≥ N0.
Now take N ≥ max{n,N0} and let F be a (N, γ)-separated subset of G(a, n, ǫ) with the
maximal cardinality. Then
⋃
x∈F BN (x, γ) ⊇ G(a, n, ǫ). It follows
(4.7) #F · exp(−sN) ≥M(G(a, n, ǫ), s,N, γ) ≥ 1.
Since
∑k
i=1 qi log φN,i(x) ≥ N(
∑k
i=1(ai − ǫ)qi) for each x ∈ G(a, n, ǫ), we have
PN (T,q ·Φ, γ) ≥
∑
x∈F
exp
( k∑
i=1
qi log φN,i(x)
)
≥ #F · exp
(
N
( k∑
i=1
(ai − ǫ)qi
))
.
Combining this with (4.7) yields PN (T,q ·Φ, γ) ≥ exp(N(s +
∑k
i=1(ai − ǫ)qi)). Taking
N →∞ we obtain P (T,q ·Φ, γ) ≥ s+
∑k
i=1(ai − ǫ)qi. Hence we have
PΦ(q) = P (T,q ·Φ) ≥ s+
k∑
i=1
(ai − ǫ)qi,
which finishes the proof (i).
The proof of (ii) is almost identical. The only difference part is to use the inequality
k∑
i=1
qi log φN,i(x) ≥ N(
k∑
i=1
(aiqi − ǫ|qi|)
for each x ∈ G(a, n, ǫ) and q ∈ Rk. 
As a corollary, we have
Corollary 4.5. Let a = (a1, . . . , ak) ∈ Rk and ǫ > 0. Let EΦ(a) be defined as in (4.4).
Then
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≤ PΦ(q)− k∑
i=1
(ai − ǫ)qi for any q = (q1, . . . , qk) ∈ R
k
+,
whenever
⋃
|b−a|<ǫEΦ(b) 6= ∅. Furthermore if all Φi (i = 1, . . . , k) are asymptotically
additive, then
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≤ PΦ(q)− a · q+ ǫ k∑
i=1
|qi|, ∀ q = (q1, . . . , qk) ∈ R
k,
whenever
⋃
|b−a|<ǫEΦ(b) 6= ∅.
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Proof. Observe that
⋃
|b−a|<ǫEΦ(b) ⊆
⋃∞
n=1G(a, n, ǫ). By Proposition 2.1, we obtain
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≤ htop
(
T,
∞⋃
n=1
G(a, n, ǫ)
)
= sup
n≥1
htop(T,G(a, n, ǫ)).
By Lemma 4.4, we obtain the desired result. 
Lemma 4.6. Assume htop(T ) < ∞ and β(Φ) > −∞. Let q ∈ Rk+. Then for any ǫ > 0,
there exists ν ∈ E(X,T ) such that hν(T ) + q ·Φ∗(ν) ≥ PΦ(q)− ǫ.
Proof. Let ǫ > 0. By Theorem 3.1, there exists µ ∈ M(X,T ) such that
hµ(T ) + q ·Φ∗(µ) ≥ PΦ(q)− ǫ.
Let µ =
∫
E(X,T ) θ dm(θ) be the ergodic decomposition of µ. Then by Proposition A.1(3),
we have ∫
E(X,T )
(hθ(T ) + q ·Φ∗(θ)) dm(θ) = hµ(T ) + q ·Φ∗(µ) ≥ PΦ(q)− ǫ.
Hence there exists at least one ν ∈ E(X,T ) such that hν(T ) + q ·Φ∗(ν) ≥ PΦ(q) − ǫ. 
The following result is important in the proof of Theorem 4.2.
Lemma 4.7. Assume htop(T ) < ∞ and β(Φ) > −∞. Let t ∈ Rk+. Assume a ∈ ∂
ePΦ(t).
Then for any ǫ > 0, there exists ν ∈ E(X,T ) such that |Φ∗(ν)−a| < ǫ and |hν(T )−(PΦ(t)−
a · t)| < ǫ.
Proof. By Proposition 3.2, PΦ is a real continuous convex function on Rk+. Let t =
(t1, . . . , tk) ∈ Rk+ and ǫ > 0. We first assume that PΦ is differentiable at t. Let a = P
′
Φ(t)
and write a = (a1, . . . , ak). Set δ = min{
ǫ
3k ,
ǫ
3k|t|}. Choose γ0 > 0 such that
(4.8)
|PΦ(t+ s)− PΦ(t)− a · s|
|s|
< δ for all s ∈ Rk with 0 < |s| ≤ γ0.
Pick η such that 0 < η ≤ min{ǫ/3, δγ0}. By Lemma 4.6, there exists ν ∈ E(X,T ) such that
(4.9) hν(T ) + t ·Φ∗(ν) ≥ PΦ(t)− η.
Meanwhile by Theorem 3.1,
(4.10) hν(T ) + (t + s) ·Φ∗(ν) ≤ PΦ(t+ s) for all s ∈ Rk with t+ s ∈ Rk+.
Combining (4.10) and (4.9) yields
(4.11) PΦ(t+ s)− PΦ(t) ≥ s ·Φ∗(ν)− η for all s ∈ Rk with t+ s ∈ Rk+.
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Construct points si ∈ Rk (i = 1, . . . , k) by si = (si,1, . . . , si,k), where
si,j =
{
0 if i 6= j,
γ0 if i = j.
Taking s = ±si in (4.11) yields
PΦ(t+ si)− PΦ(t)
γ0
≥ (Φi)∗(ν)−
η
γ0
and
PΦ(t− si)− PΦ(t)
−γ0
≤ (Φi)∗(ν) +
η
γ0
.
Combining the above two inequalities with (4.8), we have
|(Φi)∗(ν)− ai| ≤ δ +
η
γ0
≤ 2δ < ǫ, i = 1, . . . , k,
which combining with (4.9) and (4.10) yields
hν(T ) ≥ PΦ(t)− η −
k∑
i=1
ti(ai + 2δ) ≥ PΦ(t)− a · t− η − 2k|t|δ > PΦ(t)− a · t− ǫ.
and
hν(T ) ≤ PΦ(t)− t ·Φ∗(ν) ≤ PΦ(t)−
k∑
i=1
ti(ai − 2δ) < PΦ(t)− a · t+ ǫ.
This proves the lemma in the case that PΦ is differentiable at t.
Now assume that PΦ is not differentiable at t. Let a = (a1, . . . , ak) ∈ ∂
ePΦ(t). Since
PΦ is a real continuous convex function on Rk+, by Proposition 2.2, there exists a sequence
(tn) ⊂ Rk+ converging to t such that P
′
Φ(tn) exists for each n and limn→∞
P ′Φ(tn) = a. Choose
a large integer n such that
(4.12)
∣∣P ′Φ(tn)− a∣∣ < ǫ2 and
∣∣(PΦ(tn)− P ′Φ(tn) · tn)− (PΦ(t)− a · t)∣∣ < ǫ2 .
As proved in the last paragraph, we can choose ν ∈ E(X,T ) such that
(4.13)
∣∣Φ∗(ν)− P ′Φ(tn)∣∣ < ǫ2 and
∣∣hν(T )− (PΦ(tn)− P ′Φ(tn) · tn)∣∣ < ǫ2 .
Combining (4.12) with (4.13) yields |Φ∗(ν)− a| < ǫ and |hν(T )− (PΦ(t)− a · t)| < ǫ. This
finishes the proof of the lemma. 
Proof of Theorem 4.2. By Proposition 3.2, PΦ is a real continuous convex function on Rk+.
We first prove part (i) of the theorem. Let t = (t1, . . . , tk) ∈ Rk+ and a = (a1, . . . , ak) ∈
∂ePΦ(t). Let ǫ > 0. Then by Lemma 4.7, there exists ν ∈ E(X,T ) such that
(4.14) |Φ∗(ν)− a| < ǫ and |hν(T )− (PΦ(t)− a · t)| < ǫ.
Since ν ∈ E(X,T ), by Proposition A.1(1), λΦi(x) = (Φi)∗(ν) for ν-a.e. x ∈ X, i = 1, . . . , k.
That is, ν(EΦ(Φ∗(ν))) = 1. By Proposition 2.1(3), htop (T,EΦ(Φ∗(ν))) ≥ hν(T ). Since
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Φ∗(ν) and hν(T ) satisfy (4.14), we have
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≥ htop (T,EΦ(Φ∗(ν))) ≥ hν(T ) ≥ PΦ(t)− a · t− ǫ.
On the other hand by Corollary 4.5, we have
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≤ PΦ(t)− k∑
i=1
(ai − ǫ)ti.
Combining the above two inequalities and letting ǫ→ 0, we obtain
lim
ǫ→0
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 = PΦ(t)− a · t = inf
q∈Rk+
{PΦ(q) − a · q}.
Now assume a ∈ cl+(∂
ePΦ(Rk)). Then there exist tj ∈ Rk+ and bj ∈ ∂
ePΦ(tj), j ∈ N
such that a ≥ bj and lim
j→∞
bj = a. Let ǫ > 0. There exists a large jǫ such that |a−bjǫ| <
ǫ
2 .
Thus
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≥ htop

T, ⋃
|b−bjǫ |<
ǫ
2
EΦ(b)


≥ PΦ(tjǫ)− bjǫ · tjǫ ≥ PΦ(tjǫ)− a · tjǫ
≥ inf
q∈Rk+
{PΦ(q) − a · q},
and hence
lim
ǫ→0
htop

T, ⋃
|b−a|<ǫ
EΦ(b)

 ≥ inf
q∈Rk+
{PΦ(q) − a · q}.
Meanwhile, the upper bound follows from Corollary 4.5. This finishes the proof of part (i).
To show (ii), we first prove the following upper bound:
(4.15) lim
ǫ→0
sup {hµ(T ) : µ ∈M(X,T ), |Φ∗(µ)− a| < ǫ} ≤ inf
q∈Rk+
{PΦ(q)− a · q}
for any a = (a1, . . . , ak) ∈ Rk, where we take the convention sup ∅ = −∞. To see it, let
q = (q1, . . . , qk) ∈ Rk+ and ǫ > 0. Then by Theorem 3.1, for any µ ∈ M(X,T ) satisfying
|Φ∗(µ)− a| < ǫ,
hµ(T ) ≤ PΦ(q)− q ·Φ∗(µ) ≤ PΦ(q)−
k∑
i=1
(ai − ǫ)qi.
That is, sup {hµ(T ) : µ ∈M(X,T ), |Φ∗(µ)− a| < ǫ} ≤ PΦ(q) −
∑k
i=1(ai − ǫ)qi. Letting
ǫ→ 0 yields (4.15).
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Now we prove the lower bound. Assume a ∈ ∂PΦ(t) for some t ∈ Rk+. Let ǫ > 0.
Then by Minkowski’s Theorem (cf. Section 2.3), there exist aj ∈ ∂
ePΦ(t) and λj ∈ [0, 1],
j = 1, . . . , k + 1, such that
∑k+1
j=1 λj = 1 and
(4.16) a =
k+1∑
j=1
λjaj.
By Lemma 4.7, there exist νj ∈ E(X,T ), j = 1, . . . , k + 1 such that
(4.17) |Φ∗(νj)− aj| < ǫ, |hνi(T )− (PΦ(t)− aj · t)| < ǫ.
Set ν =
∑k+1
j=1 λjνj. Then ν ∈ M(X,T ) and
Φ∗(ν) =
k+1∑
j=1
λjΦ∗(νj), hν(T ) =
k+1∑
j=1
λjhνj (T ).
Combining these with (4.16) and (4.17) yields
|Φ∗(ν)− a| < ǫ, |hν(T )− (PΦ(t)− a · t)| < ǫ.
Thus sup {hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− a| < ǫ} ≥ hν(T ) ≥ PΦ(t) − a · t − ǫ. Letting
ǫ→ 0 yields the desired lower bound
lim
ǫ→0
sup {hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− a| < ǫ}
≥ PΦ(t)− a · t = inf
q∈Rk+
{PΦ(q)− a · q}.
In the end, we assume a ∈ cl+(∂PΦ). Then there exist tj ∈ Rk+ and bj ∈ ∂
ePΦ(tj), j ∈ N
such that a ≥ bj and lim
j→∞
bj = a. Let ǫ > 0. There exists a large jǫ such that |a−bjǫ| <
ǫ
2 .
Thus
sup {hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− a| < ǫ}
≥ sup
{
hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− bjǫ | <
ǫ
2
}
≥ PΦ(tjǫ)− bjǫ · tjǫ ≥ PΦ(tjǫ)− a · tjǫ
≥ inf
q∈Rk+
{PΦ(q)− a · q},
and hence
lim
ǫ→0
sup {hµ(T ) : µ ∈ M(X,T ), |Φ∗(µ)− a| < ǫ} ≥ inf
q∈Rk+
{PΦ(q)− a · q}.
This finishes the proof of part (ii).
To show part (iii), let A = {a ∈ Rk : a = Φ∗(µ) for some µ ∈ M(X,T )}. Clearly, A is
non-empty and convex. Define g : A→ R by
g(a) = sup{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = a}.
23
Then g is a real-valued concave function on A. Take
W (x) = sup{g(a) + a · x : a ∈ A}, ∀ x ∈ Rk.
Apply Corollary 2.5 to obtain
(4.18) inf{W (x)− a · x : x ∈ Rk} = g(a), ∀ a ∈ ri(A).
However, by Theorem 3.1, we have PΦ(q) = W (q) for all q ∈ Rk+. Now assume that
a ∈ ∂PΦ(q) ∩ ri(A) for some q ∈ Rk+. Then a ∈ ∂W (q) ∩ ri(A). Hence
g(a) = inf{W (x)− a · x : x ∈ Rk} =W (q)− a · q
= PΦ(q)− a · q = inf{PΦ(x)− a · x : x ∈ Rk+}.
This finishes the proof of (iii) and hence the proof of Theorem 4.2. 
Proof of Theorem 1.2. Here we show that Theorem 1.2 is just the one-dimensional version
of Theorem 4.2. To see it, let (X,T ) be a TDS with htop(T ) <∞ and let Φ = {log φn}
∞
n=1
be an asymptotically sub-additive potential on X satisfying β(Φ) > −∞. Let t > 0. It is
clear that ∂ePΦ(t) = {P
′
Φ(t−), P
′
Φ(t+)} and ∂PΦ(t) = [P
′
Φ(t−), P
′
Φ(t+)]. Thus
(4.19) ∂PΦ(R+) =
⋃
t>0
[P ′Φ(t−), P
′
Φ(t+)] and ∂
ePΦ(R+) =
⋃
t>0
{P ′Φ(t−), P
′
Φ(t+)}.
Moreover,
(4.20) cl+(∂PΦ(R+)) = ∂PΦ(R+)∪{P ′Φ(∞)} and cl+(∂
ePΦ(R+)) = ∂ePΦ(R+)∪{P ′Φ(∞)}.
Furthermore, by Lemma A.3(4), qβ(Φ) ≤ PΦ(q) ≤ htop(T ) + qβ(Φ), from which we obtain
P ′Φ(∞) := limq→∞ PΦ(q)/q = β(Φ). By the way, applying Theorem 4.2(ii), for each a ∈
∂PΦ(t) and any ǫ > 0, there exists µ ∈ M(X,T ) such that |Φ∗(µ)− a| < ǫ. It implies that
(4.21) ( lim
t→0+
P ′Φ(t−), P
′
Φ(∞)) ⊆ int(A) = ri(A),
where A := {a ∈ R : a = Φ∗(µ) for some µ ∈ M(X,T )}. According to (4.19)-(4.21),
Theorem 1.2 just follows from Theorem 4.2. 
4.3. A high-dimensional version of Theorem 1.3. Let Φi = {log φn,i}
∞
n=1 (i = 1, . . . , k)
be asymptotically sub-additive potentials on a TDS (X,T ). Let Φ = (Φ1, . . . ,Φk). For
δ > 0, we define
(4.22) clδ+(∂PΦ(R
k
+)) := cl+(
⋃
{t∈Rk+: ti≥δ, i=1,2,··· ,k}
∂PΦ(t)),
where cl+(A) is defines as in (4.5).
The following theorem is a high dimensional version of Theorem 1.3.
Theorem 4.8. Assume htop(T ) < ∞, β(Φ) > −∞, and that the entropy map µ 7→ hµ(T )
is upper semi-continuous on M(X,T ). Then
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(i) For any t ∈ Rk+, if a ∈ ∂
ePΦ(t), then EΦ(a) 6= ∅ and
htop(T,EΦ(a)) = inf
q∈Rk+
{PΦ(q)− a · q} = PΦ(t)− a · t.
(ii) For a ∈
⋃
δ>0 cl
δ
+(∂PΦ(R
k
+)),
inf
q∈Rk+
{PΦ(q) − a · q} = max{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = a}.
(iii) If t ∈ Rk+ such that t ·Φ has a unique equilibrium state µt ∈ M(X,T ), then µt is
ergodic, P ′Φ(t) = Φ∗(µt), EΦ(P
′
Φ(t)) 6= ∅ and htop(T,EΦ(P
′
Φ(t))) = hµt(T ).
Proof. We first prove (i). Fix t ∈ Rk+. By Theorem 3.3, I(Φ, t) is a non-empty compact
convex subset of M(X,T ). We claim that for any b ∈ Rk the set
Ib(Φ, t) := {ν ∈ I(Φ, t) : Φ∗(ν) = b}
is compact and convex. The convexity is clear. To show the compactness, assume that
{νn} ⊂ Ib(Φ, t) and νn converges to ν in M(X,T ). Then by the upper semi-continuity of
h(·)(T ) and (Φi)∗(·), i = 1, . . . , k, we have
hν(T ) + t ·Φ∗(ν) ≥ lim
n→∞
hνn(T ) + t ·Φ∗(νn) = PΦ(t).
By Theorem 3.1, ν ∈ I(Φ, t) and furthermore, hν(T ) = hνn(T ) = PΦ(t) − t · b and
Φ∗(ν) = Φ∗(νn) = b. This is, ν ∈ Ib(Φ, t). Hence Ib(Φ, t) is compact. This finishes the
proof of the claim.
Now let a ∈ ∂ePΦ(t). By Theorem 3.3, the set Ia(Φ, t) is non-empty. We are going
to show further that Ia(Φ, t) contains at least one ergodic measure. Since Ia(Φ, t) is a
non-empty compact convex subset of M(X,T ), by the Krein-Milman theorem (c.f. [17, p.
146]), it contains at least one extreme point, denoted by ν. Let ν = pν1+(1−p)ν2 for some
0 < p < 1 and ν1, ν2 ∈ M(X,T ). Then
PΦ(t) = hν(T ) + t ·Φ∗(ν)
= p(hν1(T ) + t ·Φ∗(ν1)) + (1− p)(hν2(T ) + t ·Φ∗(ν2)).
By Theorem 3.1, ν1, ν2 ∈ I(Φ, t). By Theorem 3.3, Φ∗(ν1),Φ∗(ν2) ∈ ∂PΦ(t). Moreover,
note that a = Φ∗(ν) = pΦ∗(ν1) + (1 − p)Φ∗(ν2), we have Φ∗(ν1) = Φ∗(ν2) = a since
a ∈ ∂ePΦ(t). That is, ν1, ν2 ∈ Ia(Φ, t). Since ν is an extreme point of Ia(Φ, t), we have
ν1 = ν2 = ν. It follows that ν is an extreme point of M(X,T ), i.e., ν is ergodic. By
Proposition A.1(1), we have ν(EΦ(a)) = 1, and thus by Proposition 2.1(3),
htop(T,EΦ(a)) ≥ hν(T ) = PΦ(t)− t · a = inf
q∈Rk+
{PΦ(q)− q · a}.
However by Corollary 4.5, the upper bound htop(T,EΦ(a)) ≤ infq∈Rk+
{PΦ(q) − q · a} is
generic. Thus we have the equality
htop(T,EΦ(a)) = hν(T ) = PΦ(t)− t · a = inf
q∈Rk+
{PΦ(q)− q · a}.
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This finishes the proof of part (i).
To show (ii), by Theorem 4.2(ii) we need only to show that for a ∈ clδ+(∂PΦ),
inf
q∈Rk+
{PΦ(q) − a · q} ≤ max{hµ(T ) : µ ∈ M(X,T ), Φ∗(µ) = a}.
To see it, we first assume that a ∈ ∂PΦ(t) for some t ∈ Rk+. By Theorem 4.2(ii), there
exists (νj) ⊂M(X,T ) such that
lim
j→∞
Φ∗(νj) = a and lim sup
j→∞
hνj(T ) ≥ inf
q∈Rk+
{PΦ(q) − a · q}.
Extract a subsequence if necessary so that limj→∞ νj = ν for some ν ∈ M(X,T ). Then
hν(T ) ≥ lim sup
j→∞
hνj (T ) ≥ inf
q∈Rk+
{PΦ(q)− a · q} = PΦ(t)− a · t
and Φ∗(ν) ≥ lim supj→∞Φ∗(νj) = a by the upper-semi continuity of h(·)(T ) and (Φi)∗(·).
Hence
hν(T ) ≥ PΦ(t)− a · t ≥ PΦ(t)−Φ∗(ν) · t ≥ hν(T ),
which implies Φ∗(ν) = a and hν(T ) = PΦ(t)− a · t.
Next we assume that a ∈ clδ+(∂PΦ(R
k
+)) for some δ > 0. Then there exists a sequence
(tj) ∈ Rk+ such that each entry of tj is greater than δ, and there exists aj ∈ ∂
ePΦ(tj) for
each j such that a ≥ aj and lim
j→∞
aj = a. By the above discussion, for each j ∈ N there exists
µj ∈M(X,T ) such that Φ∗(µj) = aj and hµj (T ) = PΦ(tj)−aj ·tj. Extract a subsequence if
necessary so that limj→∞ µj = µ for some µ ∈ M(X,T ). ThusΦ∗(µ) ≥ limj→∞Φ∗(µj) = a
and
hµ(T ) ≥ lim sup
j→∞
hµj (T ) = lim sup
j→∞
(PΦ(tj)− aj · tj)
≥ lim sup
j→∞
(PΦ(tj)− a · tj)
≥ lim sup
j→∞
(hµ(T ) + (Φ∗(µ)− a) · tj)
≥ hµ(T ) +
k∑
i=1
((Φi)∗(µ)− ai)δ.
This implies that Φ∗(µ) = a and
hµ(T ) ≥ lim sup
j→∞
(PΦ(tj)− a · tj) ≥ inf
q∈Rk+
{PΦ(q) − a · q}.
This finishes the proof of part (ii).
Now we turn to prove (iii). We assume t ∈ Rk+ such that t ·Φ has a unique equilibrium
state µt. By Theorem 3.3, ∂PΦ(t) = {Φ∗(µt)}. Now (iii) comes from parts (i) and (ii) of
the theorem. 
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Proof of Theorem 1.3. It follows directly from Theorem 4.8, using the fact that in the one-
dimensional case, ∂ePΦ(t) = {P
′
Φ(t+), P
′
Φ(t−)} for t > 0 and⋃
δ>0
clδ+(∂PΦ(R+)) =
⋃
t>0
[P ′Φ(t−), P
′
Φ(∞)].

Remark 4.9. Theorem 1.3(i) has a nice application in the multifractal analysis of measures
on symbolic spaces. Let µ be a fully supported Borel probability measure on the one-sided
full shift space (Σ, σ) over a finite alphabet. Assume in addition that
(4.23) µ(In+m(x)) ≤ Cµ(In(x))µ(Im(σ
nx)), ∀ x ∈ Σ, n,m ∈ N,
where C > 0 is a constant and In(y) denotes the n-th cylinder in Σ containing y. Let Φ be
a potential on Σ given by Φ = {log µ(In(x))}
∞
n=1. By applying a general multifractal result
of Ben Nasr [10], Testud [48] obtained that (formulated in our terminologies as)
htop(σ,EΦ(α)) = inf{PΦ(q)− αq : q > 0} whenever α = P
′(t) for some t > 0 ,
provided that P ′Φ(t) exists at t. However by Proposition A.5(i), Φ is asymptotically sub-
additive, hence by Theorem 1.3(i), the above variational relation actually holds for any α =
P ′Φ(t+) and α = P
′
Φ(t−) for each t > 0. Furthermore, the constant C in (4.23) can be re-
placed by Cn, where (Cn) is a sequence of positive numbers satisfying limn→∞(1/n) logCn =
0 (cf. Remark A.6(iii)).
4.4. Lyapunov spectrum for certain sub-additive potentials on symbolic spaces.
In this subsection, we assume that (X,T ) is the one-sided full shift over an finite set
{1, 2, . . . ,m}. That is, X = {1, . . . ,m}N endowed with the standard metric d(x, y) = 2−n
for x = (xi)
∞
i=1 and (yi)
∞
i=1, where n is the largest integer so that xj = yj for 1 ≤ j ≤ n,
and T is the shift map given by (xi)
∞
i=1 7→ (xi+1)
∞
i=1.
Let X∗ denote the collection of finite words over {1, . . . ,m}, i.e., X∗ =
⋃∞
i=1{1, . . . ,m}
i.
Assume that φ : X∗ → [0,∞) is a map (not identically equal to 0) satisfying the following
two assumptions:
(H1) φ(IJ) ≤ φ(I)φ(J) for any I, J ∈ X∗;
(H2) There exist a sequence of positive integers (tn) and a sequence of positive numbers
(cn) with limn→∞ tn/n = 0 = limn→∞(1/n) log cn, such that for each I, J ∈ X
∗ with
lengths |I| ≥ n, |J | ≥ n, there exists K ∈ X∗ with |K| ≤ tn so that
φ(IKJ) ≥ cnφ(I)φ(J).
Let Φ = (log φn) be a potential on X given by φn(x) = φ(x1 . . . xn) for x = (xi)
∞
i=1. It is
clear that Φ is sub-additive. Denote
P (q) := lim sup
n→∞
1
n
log
∑
φ(I)q,
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where the sum is taken over the set of I ∈ {1, . . . ,m}n with φ(I) > 0. It is clear that
P (q) = P (T, qΦ) for q > 0. Although Φ is not necessary to be asymptotically additive, we
still have the following rather complete result, as an analogue of our recent work [24] on the
norm of matrix products.
Theorem 4.10. Let Φ be given as above. Assume that P (q) ∈ R for each q < 0. Then
{α ∈ R : EΦ(α) 6= ∅} = R ∩ [a, b], where a = limn→−∞ P (q)/q and b = limn→∞ P (q)/q.
Furthermore, for α ∈ R ∩ [a, b],
htop(T,E(α)) = inf{P (q)− aq : q ∈ R}.
Proof of Theorem 4.10. Take a slight modification of the proof of Theorem 1.1 in [24]. 
We remark that under the condition of the above theorem, we always have b ∈ R. However
it is possible that a = −∞.
There are some natural maps φ : X∗ → [0,∞) which satisfy the assumptions (H1)-
(H2). For example, if {Mi}
m
i=1 is a family of d × d real matrices so that there is no trivial
proper linear subspace V ⊂ Rd with MiV ⊆ V for all i, then the map φ defined by
φ(x1 . . . xn) = ‖Mx1 . . .Mxn‖ satisfies (H1)-(H2) (see [24, 19]). More generally, the singular
value functions for Mx1 . . .Mxn also satisfy (H1)-(H2) when {Mi}
m
i=1 satisfies further mild
irreducibility conditions (see [19]).
5. The multifractal formalism for asymptotically additive potentials
Let (X,T ) be a TDS. Let k ∈ N and let Φi = {log φn,i}∞n=1, Ψi = {logψn,i}
∞
n=1 (i =
1, 2, · · · , k) be asymptotically additive potentials on (X,T ). Furthermore assume
(5.1) ψn,i(x) ≥ C(1 + δ)
n (i ∈ {1, 2, · · · , k}, n ∈ N, x ∈ X)
for some constants C, δ > 0. This assumption guarantees that (Ψi)∗(µ) 6= 0 (i = 1, 2, · · · , k)
for each µ ∈ M(X,T ).
For a = (a1, . . . , ak) ∈ Rk, denote
(5.2) E(a) :=
{
x ∈ X : lim
n→∞
log φn,i(x)
logψn,i(x)
= ai for 1 ≤ i ≤ k
}
.
In this section, we shall study the multifractal structure of E(a).
For µ ∈ M(X,T ), the set Gµ of µ-generic points is defined by
Gµ :=

x ∈ X : 1n
n−1∑
j=0
δT jx → µ in the weak* topology as n→∞

 ,
where δy denotes the probability measure whose support is the single point y. Bowen [12]
showed that htop(T,Gµ) ≤ hµ(T ) for any µ ∈ M(X,T ).
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Definition 5.1. A TDS (X,T ) is called to be saturated if for any µ ∈ M(X,T ), we have
Gµ 6= ∅ and htop(T,Gµ) = hµ(T ).
It was shown independently in [22, 44] that if a TDS satisfies the specification property
(or a weaker form), then it is saturated. The main result in this section is the following.
Theorem 5.2. Let (X,T ) be a TDS and let Φi,Ψi (i = 1, 2, · · · , k) be asymptotically
additive potentials on X satisfying the assumption (5.1). Let Ω ⊂ Rk be the range of the
following map from M(X,T ) to Rk:
µ→
(
(Φ1)∗(µ)
(Ψ1)∗(µ)
,
(Φ2)∗(µ)
(Ψ2)∗(µ)
, · · · ,
(Φk)∗(µ)
(Ψk)∗(µ)
)
.
For a ∈ Ω, write
(5.3) H(a) = sup{hµ(T ) : µ ∈ M(X,T ), (Φi)∗(µ) = ai(Ψi)∗(µ) for i = 1, 2, · · · , k}.
Then we have the following properties:
(i) {a ∈ Rk : E(a) 6= ∅} ⊆ Ω.
(ii) If htop(T ) <∞, then we have
a ∈ Ω⇐⇒ inf{Pa(q) : q ∈ Rk} 6= −∞⇐⇒ inf{Pa(q) : q ∈ Rk} ≥ 0,
where Pa(q) := P
(
T,
k∑
i=1
qi(Φi − aiΨi)
)
.
(iii) Assume that htop(T ) <∞ and the entropy map is upper semi-continuous. Then for
any a ∈ Ω,
H(a) = inf
q∈Rk
Pa(q),
(iv) Assume that (X,T ) is saturated. Then E(a) 6= ∅ if and only if a ∈ Ω. Furthermore
htop(T,E(a)) = H(a), ∀ a ∈ Ω.
We emphasize that in parts (i)-(iii) of the above theorem, we do not need to assume that
(X,T ) is saturated.
Proof. We first prove (i). Assume that E(a) 6= ∅ for some a = (a1, . . . , ak) ∈ Rk. Take
x ∈ E(a). Denote µx,n = (1/n)
∑n−1
j=1 δT jx. Then there exists nj ↑ ∞ so that µx,nj → µ for
some µ ∈ M(X,T ). Apply Lemma A.4(ii) (in which we take νn = δx) to obtain
(Φi)∗(µ)
(Ψi)∗(µ)
= lim
j→∞
log φnj ,i(x)
logψnj ,i(x)
= ai, i = 1, . . . , k.
Hence a ∈ Ω. This proves (i).
To show (ii), assume htop(T ) < ∞. For a = (a1, . . . , ak) ∈ Rk and µ ∈ M(X,T ), we
denote
τa(µ) = ((Φ1)∗(µ)− a1(Ψ1)∗(µ), . . . , (Φk)∗(µ)− ak(Ψk)∗(µ)) .
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Clearly, τa(µ) ∈ Rk, and
a ∈ Ω⇐⇒ τa(µ0) = 0 for some µ0 ∈ M(X,T ).
Now assume a ∈ Ω. Then there exists µ0 ∈ M(X,T ) such that τa(µ0) = 0. Apply
Theorem 3.1 to obtain that
Pa(q) = P
(
T,
k∑
i=1
qi(Φi − aiΨi)
)
= sup{hµ(T ) + q · τa(µ) : µ ∈ M(X,T )} ≥ hµ0(T ) ≥ 0
for each q = (q1, . . . , qk) ∈ Rk.
Conversely, assume a 6∈ Ω. write
(5.4) A = {τa(µ) : µ ∈ M(X,T )}.
By Lemma A.4(i), τa is a continuous affine function on M(X,T ), hence A is a compact
convex set in Rk. a 6∈ Ω implies 0 6∈ A. Hence there exists a unit vector v ∈ Rk and c > 0
such that
v · b < −c for any b ∈ A.
By Theorem 3.1, we have for t > 0,
Pa(tv) = sup{hµ(T ) + tv · τa(µ) : µ ∈ M(X,T )}
≤ sup{hµ(T )− tc : µ ∈ M(X,T )} = htop(T )− tc.
Letting t→ +∞, we obtain inf{Pa(q) : q ∈ Rk} = −∞. This finishes the proof of (ii).
Next we prove (iii). Fix a = (a1, . . . , ak) ∈ Ω. Define A as in (5.4). Since a ∈ Ω, we have
0 ∈ A. Define g : A→ R by
g(t) = sup{hµ(T ) : µ ∈ M(X,T ), τa(µ) = t}.
It is direct to check that g is concave and upper semi-continuous on A. By the definition
of H (see (5.3)), we have H(a) = g(0). Define
W (q) = sup{g(t) + q · t : t ∈ A}, ∀ q ∈ Rk.
Then by Corollary 2.5(ii), we have g(t) = inf{W (q) − q · t : q ∈ Rk} for all t ∈ A. In
particular,
(5.5) H(a) = g(0) = inf{W (q) : q ∈ Rk}.
However, by Theorem 3.1 and the definition of W , we have
W (q) = P
(
T,
k∑
i=1
qi(Φi − aiΨi)
)
=: Pa(q).
Hence (5.5) implies H(a) = infq∈Rk Pa(q). This finishes the proof (iii).
In the end we prove (iv). We divide this proof into four steps.
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Step 1. For a ∈ Ω, we have E(a) ⊇ Gµ 6= ∅ for each µ ∈ M(X,T ) with (Φi)∗(µ) =
ai(Ψi)∗(µ) (i = 1, 2, · · · , k). To see this, let x ∈ Gµ. By Lemma A.4(ii) (in which we
take νn = δx), we have limn→∞(1/n) log φn,i(x) = (Φi)∗(µ) and limn→∞(1/n) log ψn,i(x) =
(Ψi)∗(µ). It follows that x ∈ E(a). Hence E(a) ⊇ Gµ.
Step 2. Let a ∈ Rk so that E(a) 6= ∅. Then for each x ∈ E(a) and µ ∈ V (x) (here V (x)
denotes the set of limit points of µx,n = (1/n)
∑n−1
j=0 δT jx), we have (Φi)∗(µ)/(Ψi)∗(µ) = ai
for i = 1, 2, · · · , k. To show this, take such x and µ. Then there exists a subsequence
sequence nℓ of natural numbers such that limℓ→∞ µnℓ,x = µ. By Lemma A.4(ii) again (in
which we take νn = δx), we have
lim
ℓ→∞
1
nℓ
log φnℓ,i(x) = (Φi)∗(µ) and lim
ℓ→∞
1
nℓ
logψnℓ,i(x) = (Ψi)∗(µ) (i = 1, 2, · · · , k).
Since x ∈ E(a), we have
lim
n→∞
log φn,i(x)
logψn,i(x)
= ai (i = 1, 2, · · · , k).
It follows that (Φi)∗(µ)/(Ψi)∗(µ) = ai for i = 1, 2, · · · , k.
Step 3. For a ∈ Ω, we have htop(T,E(a)) ≥ H(a). To see it, let µ ∈ M(X,T ) so that
(Φi)∗(µ) = ai(Ψi) ∗ (µ) (i = 1, 2, · · · , k). By step 1, E(a) ⊇ Gµ and hence htop(T,E(a)) ≥
htop(T,Gµ) = hµ(T ). This proves the inequality htop(T,E(a)) ≥ H(a).
Step 4. For a ∈ Ω, we have htop(T,E(a)) ≤ H(a). By step 2, for each x ∈ E(a) and
µ ∈ V (x), we have (Φi)∗(µ)/(Ψi)∗(µ) = ai for i = 1, 2, · · · , k and hence hµ(T ) ≤ H(a). It
follows that
E(a) ⊆ {x ∈ X : ∃ µ ∈ V (x) with hµ(T ) ≤ H(a)}.
By Lemma 4.1, we have htop(T,E(a)) ≤ H(a). This finishes the proof of (iv). 
We remark that (iii) of Theorem 5.2 can be proved alternatively by applying Proposition
3.15 in [29].
Proof of Theorem 1.4. Except the second part in (iii), all the statements listed in Theorem
1.4 follow from Theorem 5.2 (in which we take k = 1 and ψn(x) ≡ 1). In the following,
we prove the second part in Theorem 1.4(iii): under the assumptions that htop(T ) < ∞
and the entropy map is upper semi-continuous, for any α ∈ Γ :=
⋃
t∈R{P
′
Φ(t−), P
′
Φ(t+)} ∪
{P ′Φ(±∞)}, we have EΦ(α) 6= ∅ and
htop(T,EΦ(α)) = inf{PΦ(q)− αq : q ∈ R}.
According to Corollary 4.5, it suffices to show that if α ∈ Γ, then EΦ(α) 6= ∅ and
htop(T,EΦ(α)) ≥ inf{PΦ(q) − αq : q ∈ R}. For this purpose, we will show the follow-
ing claim:
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Claim. For each α ∈ Γ, there exists an ergodic measure ν such that Φ∗(ν) = α and
hν(T ) ≥ inf{PΦ(q)− αq : q ∈ R}.
The claim will imply that ν(EΦ(α)) = 1 (by Kingman’s sub-additive ergodic theorem),
and by Proposition 2.1(3), htop(T,EΦ(α)) ≥ hν(T ) ≥ inf{PΦ(q) − αq : q ∈ R}. In the
following we prove the claim in a way similar to the proof of Theorem 4.8.
First we consider the case α ∈ {P ′Φ(t−), P
′
Φ(t+)} for some t ∈ R. Fix t and denote
I(Φ, t) = {µ ∈ M(X,T ) : PΦ(t) = hµ(T ) + tΦ∗(µ)}.
By Theorem 3.3(ii), I(Φ, t) is a non-empty compact convex subset of M(X,T ). Further-
more, for any b ∈ R the set
Ib(Φ, t) := {ν ∈ I(Φ, t) : Φ∗(ν) = b}
is compact and convex (may be empty). The convexity of Ib(Φ, t) is clear. To show the
compactness, assume that {νn} ⊂ Ib(Φ, t) and νn converges to ν in M(X,T ). Then by the
upper semi-continuity of h(·)(T ) and the continuity of Φ∗(·), we have
hν(T ) + tΦ∗(ν) ≥ lim
n→∞
hνn(T ) + tΦ∗(νn) = PΦ(t).
By Theorem 3.1, ν ∈ I(Φ, t) and furthermore, hν(T ) = hνn(T ) = PΦ(t) − tb and Φ∗(ν) =
Φ∗(νn) = b. This is, ν ∈ Ib(Φ, t). Hence Ib(Φ, t) is compact.
Since α ∈ {P ′Φ(t−), P
′
Φ(t+)} ⊂ ∂PΦ(t), by Theorem 3.3, Iα(Φ, t) is non-empty. We are
going to show further that Iα(Φ, t) contains at least one ergodic measure. Since Iα(Φ, t) is
a non-empty compact convex subset ofM(X,T ), by the Krein-Milman theorem, it contains
at least one extreme point, denoted by ν. Let ν = pν1 + (1 − p)ν2 for some 0 < p < 1 and
ν1, ν2 ∈ M(X,T ). We will show that ν1 = ν2, which implies that ν is ergodic. To see that
ν1 = ν2, note that
PΦ(t) = hν(T ) + tΦ∗(ν)
= p(hν1(T ) + tΦ∗(ν1)) + (1− p)(hν2(T ) + tΦ∗(ν2)).
By Theorem 3.1, ν1, ν2 ∈ I(Φ, t). By Theorem 3.3, Φ∗(ν1),Φ∗(ν2) ∈ ∂PΦ(t). Moreover,
note that α = Φ∗(ν) = pΦ∗(ν1) + (1− p)Φ∗(ν2), we have Φ∗(ν1) = Φ∗(ν2) = α since α is an
extreme point of ∂PΦ(t) (noting that ∂PΦ(t) = [P
′
Φ(t−), P
′
Φ(t+)]). That is, ν1, ν2 ∈ Iα(Φ, t).
Since ν is an extreme point of Iα(Φ, t), we have ν1 = ν2 = ν. Therefore, ν is ergodic. Since
ν ∈ Iα(Φ, t), we have Φ∗(ν) = α, and hν(T ) = PΦ(t)− αt ≥ inf{PΦ(q)− αq : q ∈ R}. This
proves the claim in the case that α ∈ {P ′Φ(t−), P
′
Φ(t+)} ⊂ ∂PΦ(t) for some t ∈ R.
Next, we consider the case α ∈ {P ′Φ(±∞)}. First assume that α = P
′
Φ(+∞). By
Theorems 1.1 and 1.2, α = β(Φ) = max{Φ∗(µ) : µ ∈ M(X,T )}. By the convexity of
PΦ(·), there exists a sequence (tj) ↑ +∞, such that P
′
Φ(tj) := αj exists and αj ↑ α when
j → ∞. As proved in last paragraph, for each j ∈ N, there exists µj ∈ M(X,T ) such
that Φ∗(µj) = αj and hµj (T ) = PΦ(tj) − αjtj . Extract a subsequence if necessary so that
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limj→∞ µj = µ for some µ ∈M(X,T ). Then Φ∗(µ) = limj→∞Φ∗(µj) = α and
hµ(T ) ≥ lim sup
j→∞
hµj (T ) = lim sup
j→∞
(PΦ(tj)− αjtj)
≥ lim sup
j→∞
(PΦ(tj)− αtj) ≥ inf
q∈R
{PΦ(q)− αq},
where we use the facts αj ≤ α and tj > 0 for the second inequality. Now let µ =
∫
θ dm(θ)
be the ergodic decomposition of µ ∈ M(X,T ). By Proposition A.1(3),
∫
Φ∗(θ) dm(θ) =
Φ∗(µ) = α. By the way, we also have
∫
hθ(T ) dm(θ) = hµ(T ) (cf. [49]). Note that
Φ∗(θ) ≤ α for any θ. Hence there exists an ergodic measure ν such that Φ∗(ν) = α and
hν(T ) ≥ hµ(T ) ≥ infq∈R{PΦ(q)− αq}, as desired. In the end, assume α = P
′
Φ(−∞). Then
−α = P ′−Φ(+∞). Since −Φ is also asymptotically additive, there exists an ergodic measure
η such that (−Φ)∗(η) = −α, i.e., Φ∗(η) = α, and
hη(T ) ≥ inf
q∈R
{P−Φ(q)− (−α)q} = inf
q∈R
{PΦ(−q) + αq} = inf
q∈R
{PΦ(q)− αq}.
This finishes the proof of the claim, and also the proof of Theorem 1.4. 
6. Examples
In this section, we give some examples regarding Lyapunov spectra on TDS’s on which
the entropy map is not upper semi-continuous. The multifractal behaviors in this case are
rather irregular and complicated. These examples also show that the conditions and results
in Theorems 1.1, 1.2 and 4.2 are optimal.
Example 6.1. There exist a TDS (X,T ) with htop(T ) < ∞ and an additive potential
Φ = {log φn}
∞
n=1 on X such that (limt→0+ P
′
Φ(t−), P
′
Φ(∞)) = ∅ and for α = P
′
Φ(∞),
htop(T,EΦ(α)) = sup{hµ(T ) : µ ∈ M(X,T ),Φ∗(µ) = α} < inf
q>0
{PΦ(q)− αq}.
Construction. According to Krieger [36], for each i ∈ N, we can construct a Cantor set
Xi ⊆ [0,
1
i
] × {1
i
} and a continuous transformation Ti : Xi → Xi such that (Xi, Ti) is
uniquely ergodic (i.e., M(Xi, Ti) consists of a singleton) and htop(Ti) = 1. Then we let
X =
⋃∞
i=1Xi ∪ {(0, 0)} and define T : X → X by
T (x) =
{
Ti(x) if x ∈ Xi,
x if x = (0, 0).
It is easy to check that (X,T ) is a TDS. Define a function g : X → R by
g(x) =
{
1− 1/i if x ∈ Xi,
1 if x = (0, 0).
Let φn(x) = exp
(
n−1∑
j=0
g(T jx)
)
for n ∈ N and x ∈ X. Then Φ = {log φn}∞n=1 is an additive
potential on X.
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For i ∈ N, let µi denote the unique element in M(Xi, Ti). Let µ0 be the Dirac measure
δ(0,0) at the point (0, 0). Then E(X,T ) = {µi : i = 0, 1, · · · } and thus
M(X,T ) =
{
∞∑
i=0
λiµi : λi ≥ 0 and
∞∑
i=0
λi = 1
}
.
By Theorem 3.1, we have
PΦ(q) = sup{hµ(T ) + qΦ∗(µ) : µ ∈M(X,T )}
= sup
{
h∑∞
i=0 λiµi
(T ) + q
∞∑
i=0
λiΦ∗(µi) : λi ≥ 0 and
∞∑
i=0
λi = 1
}
= sup
{
∞∑
i=0
λi (hµi(T ) + qΦ∗(µi)) : λi ≥ 0 and
∞∑
i=0
λi = 1
}
= sup
{
qλ0 +
∞∑
i=1
λi (1 + q(1− 1/i))) : λi ≥ 0 and
∞∑
i=0
λi = 1
}
= max
{
q, sup
i∈N
{1 + q(1− 1/i)}
}
= q + 1 for q > 0.
Hence P ′Φ(q) = 1 for q > 0 and P
′
Φ(∞) = 1. Thus (limt→0+ P
′
Φ(t−), P
′
Φ(∞)) = ∅. For
α = P ′Φ(∞) = 1, one has EΦ(α) = {(0, 0)}. Hence
0 = htop(T,EΦ(α)) = sup{hµ(T ) : µ ∈ M(X,T ),Φ∗(µ) = α} < inf
q>0
{PΦ(q)− αq} = 1,
as desired. 
Example 6.2. There exist a TDS (X,T ) with htop(T ) < ∞, an additive potential Φ =
{log φn}
∞
n=1 on X such that for each α ∈ [β(Φ), β(Φ)],
htop(T,EΦ(α)) < inf
q∈R
{PΦ(q)− αq},
where β(Φ) := limn→∞
1
n
infx∈X log φn(x).
Construction. Similar to the construction in Example 6.1, we construct Cantor sets Xi ⊆
[0, 1|i|+1 ] × {
i
|i|+1} (i ∈ Z) and continuous transformations Ti : Xi → Xi such that (Xi, Ti)
is uniquely ergodic and htop(Ti) =
|i|
|i|+1 . Then let X =
⋃
i∈ZXi ∪ {(0, 1)} ∪ {(0,−1)} and
define T : X → X by
T (x) =
{
Ti(x) if x ∈ Xi,
x if x = (0, 1) or (0,−1).
It is clear that (X,T ) is a TDS. Define a continuous function h on X by
g(x) =


i
|i|+1 if x ∈ Xi,
1 if x = (0, 1),
−1 if x = (0,−1).
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Let φn(x) = exp
(
n−1∑
j=0
g(T jx)
)
for n ∈ N and x ∈ X. Then Φ = {log φn} is an additive
potential on X with [β(Φ), β(Φ)] = [−1, 1]. Similarly, it is not hard to verify that
PΦ(q) = max
{
q,−q, sup
i∈Z
{
|i|
|i|+ 1
+
i
|i|+ 1
q
}}
= 1 + |q|.
Hence P ′Φ(∞) = P
′
Φ(0+) = 1, P
′
Φ(0−) = P
′
Φ(−∞) = −1 and
P ′Φ(q) =
{
1 if q > 0,
−1 if q < 0.
It is easy to see that EΦ(α) 6= ∅ if and only if α ∈ {
i
|i|+1 : i ∈ Z} ∪ {1,−1}. Furthermore
EΦ(α) =


Xi if α =
i
|i|+1 for some i ∈ Z,
{(0, 1)} if α = 1,
{(0,−1)} if α = −1.
Hence for α ∈ [β(Φ), β(Φ)] = [−1, 1],
htop(T,EΦ(α)) < 1 = inf
q∈R
{PΦ(q)− αq},
as desired. Keep in mind that {Φ∗(µ) : µ ∈M(X,T )} = [−1, 1] by Lemma A.3. 
Example 6.3. There exist a TDS (X,T ) with htop(T ) < ∞ and two additive potential
Φi = {log φn,i}
∞
n=1 (i = 1, 2) on X such that ∂PΦ(R
2
+) is one-dimensional set and for any
a ∈ ∂PΦ(R2+), where Φ = (Φ1,Φ2),
sup{hµ(T ) : µ ∈ M(X,T ),Φ∗(µ) = a} < inf
q∈R2+
{PΦ(q)− a · q}.
Construction. Similar to the previous two examples, we construct a Cantor set Xi ⊆
[0, 1|i|+1 ] × {
i
|i|+1} and a continuous transformation Ti : Xi → Xi such that (Xi, Ti) is
uniquely ergodic and htop(Ti) = 1. Then let X =
⋃
i∈ZXi ∪ {(0, 1)} ∪ {(0,−1)} and define
T : X → X by
T (x) =
{
Ti(x) if x ∈ Xi,
x if x = (0, 1) or (0,−1).
It is clear that (X,T ) is a TDS. Define two continuous function g1, g2 on X by
g1(x) =


i
i+1 if x ∈ Xi, i ≥ 0,
1 if x = (0, 1),
2|i|
|i|+1 if x ∈ Xi, i < 0,
2 if x = (0,−1).
and g2(x) =


0 if x ∈ Xi, i ≥ 0,
0 if x = (0, 1),
−|i|
|i|+1 if x ∈ Xi, i < 0,
−1 if x = (0,−1).
Set φn,i(x) = exp
(
n−1∑
j=0
gi(T
jx)
)
for i = 1, 2, n ∈ N and x ∈ X. Then Φi = {log φn,i}∞n=1,
i = 1, 2, are two additive potentials on X with β(Φ1) = 2, β(Φ2) = 0.
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For i ∈ Z, let µi denote the unique element in M(Xi, Ti). Let µ∞ be the Dirac measure
δ(0,1) at the point (0, 1). Let µ−∞ be the Dirac measure δ(0,−1) at the point (0,−1). For
simplify, write Z = Z ∪ {±∞}. Then E(X,T ) = {µi : i ∈ Z}. A direct calculation by
applying Theorem 3.1 yields that for q = (q1, q2) ∈ R2+,
PΦ(q) = max{1 + q1, 1 + 2q1 − q2}.
Hence
P ′Φ(q) =
{
(1, 0) if q ∈ R2+ with q1 < q2
(2,−1) if q ∈ R2+ with q1 > q2
and ∂PΦ((q, q)) = conv({(1, 0), (2,−1)}) for q > 0. Thus ∂PΦ(R2+) = conv({(1, 0), (2,−1)})
is one dimensional.
Recall that A := {Φ∗(µ) : µ ∈ M(X,T )}. Clearly, A = conv({(0, 0), (1, 0), (2,−1)}) is a
two-dimensional set and ∂PΦ(R2+) is just one edge in the convex set A.
For a ∈ ∂PΦ(R2+), there exists unique t ∈ [0, 1] with a = t(1, 0) + (1− t)(2,−1). It is not
hard to see that for µ ∈M(X,T ), Φ∗(µ) = a if and only if µ = tµ∞ + (1− t)µ−∞. Hence
sup{hµ(T ) : µ ∈ M(X,T ),Φ∗(µ) = a} = htµ∞+(1−t)µ−∞(T ) = 0
< 1 = inf
q∈R2+
{max{1 + q1, 1 + 2q1 − q2} − (tq1 + (1− t)(2q1 − q2))}
= inf
q∈R2+
{PΦ(q)− a · q},
as desired. 
Appendix A. Properties and examples of Asymptotical sub-additive
potentials
In this appendix, we give some properties and examples of asymptotically sub-additive
(resp. asymptotically additive) potentials. Let (X,T ) be a TDS and let Φ = {log φn}
∞
n=1
be an asymptotically sub-additive potential on a TDS (X,T ). Let λΦ and Φ∗ be defined as
in (1.2)-(1.3).
Proposition A.1. Let µ ∈ M(X,T ). Then we have the following properties.
(1) The limit Φ∗(µ) = lim
n→∞
1
n
∫
log φn(x) dµ(x) exists (which may take value −∞). Fur-
thermore λΦ(x) exists for µ-a.e. x ∈ X, and
∫
λΦ(x) dµ(x) = Φ∗(µ). In particular,
when µ ∈ E(X,T ), λΦ(x) = Φ∗(µ) for µ-a.e. x ∈ X.
(2) The map Φ∗ :M(X,T )→ R ∪ {−∞} is upper semi-continuous and there is C ∈ R
such that for all µ ∈ M(X,T ), λΦ(x) ≤ C µ-a.e and Φ∗(µ) ≤ C.
(3) Let µ =
∫
Ω θ dm(θ) be the ergodic decomposition of µ ∈ M(X,T ). Then Φ∗(µ) =∫
ΩΦ∗(θ) dm(θ).
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Proof. In the case that Φ is sub-additive, statement (1) comes exactly from Kingman’s
sub-additive ergodic theorem (cf. [49], p. 231). We shall show that it remains valid when
Φ is asymptotically sub-additive. Fix such a Φ. For ǫ > 0, by definition, there exist a sub-
additive potential Ψ = {logψn}
∞
n=1 and an integer n0 such that | log φn(x)− logψn(x)| ≤ nǫ
for any n ≥ n0 and x ∈ X. Hence
lim sup
n→∞
1
n
∫
log φn(x) dµ(x) ≤ lim
n→∞
1
n
∫
logψn(x) dµ(x) + ǫ
≤ lim inf
n→∞
1
n
∫
log φn(x) dµ(x) + 2ǫ.
Since the above inequalities hold for any ǫ > 0, the limit for defining Φ∗(µ) exists. Similarly,
we have the inequalities
lim sup
n→∞
1
n
log φn(x) ≤ lim
n→∞
1
n
logψn(x) + ǫ ≤ lim inf
n→∞
1
n
log φn(x) + 2ǫ
for µ-a.e. x, from which we derive that λΦ(x) exists µ-a.e and
∫
λΦ(x) dµ(x) = Φ∗(µ).
Furthermore, λΦ(x) = Φ∗(µ) µ-a.e. when µ is ergodic. This proves (1).
To see that Φ∗ is upper semi-continuous, let ǫ > 0 and Ψ be given as in the above
paragraph. Suppose that {µi} is a sequence inM(X,T ) which converges to µ in the weak
∗
topology. Then for any n ≥ n0 and R ∈ R,
lim sup
i→∞
Φ∗(µi) ≤ lim sup
i→∞
Ψ∗(µi) + ǫ ≤ lim sup
i→∞
1
n
∫
logψn(x) dµi(x) + ǫ
≤ lim sup
i→∞
1
n
∫
max {logψn(x), R} dµi(x) + ǫ
=
1
n
∫
max {logψn(x), R} dµ(x) + ǫ.
Taking R→ −∞ to obtain
lim sup
i→∞
Φ∗(µi) ≤
1
n
∫
logψn(x) dµ(x) + ǫ ≤
1
n
∫
log φn(x) dµ(x) + 2ǫ.
Letting n→∞, we have lim supi→∞Φ∗(µi) ≤ Φ∗(µ). This proves the upper semi-continuity
of Φ∗. To give an upper bound for λΦ and Φ∗, let D = maxx∈X ψn0(x). Then logψkn0(x) ≤
k logD by the subadditivity. Hence for µ-a.e x,
λΦ(x) ≤ ǫ+ lim sup
k→∞
1
kn0
logψkn0(x) ≤ ǫ+ (logD)/n0.
Take integration with respect to µ to get Φ∗(µ) ≤ ǫ+ (logD)/n0.
To prove (3), we first assume that Φ is sub-additive. Let µ =
∫
Ω θ dm(θ) be the ergodic
decomposition of µ ∈M(X,T ). Let C1 = maxx∈X | log φ1(x)|. Then
1
n
∫
log φn(x) dθ(x) ≤ C1 for all θ ∈ Ω, n ∈ N.(A.1)
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Define hk(θ) =
1
2k
∫
log φ2k(x) dθ(x) for θ ∈ M(X,T ) and k ∈ N. Since Φ is sub-additive
and θ is invariant, we have C1 ≥ h1(θ) ≥ h2(θ) ≥ · · · and hk(θ) ց Φ∗(θ). By (A.1), we
have
Φ∗(µ) = lim
n→∞
1
n
∫
log φn(x) dµ(x) = lim
k→∞
∫
Ω
1
2k
∫
log φ2k(x) dθ(x)dm(θ)
= lim
k→∞
∫
hk(θ) dm(θ) =
∫
Ω
lim
k→∞
hk(θ) dm(θ) =
∫
Ω
Φ∗(θ) dm(θ),
where we use the monotone convergence theorem for the fourth equality. Hence we prove (3)
in the case that Φ is sub-additive. Now assume that Φ is asymptotically sub-additive. For
ǫ > 0, let Ψ be given as in the first paragraph of our proof. Then |Φ∗(θ)−Ψ∗(θ)| ≤ ǫ for any
θ ∈ M(X,T ). It together with Ψ∗(µ) =
∫
ΩΨ∗(θ) dm(θ) yields
∣∣Φ∗(µ)− ∫ΩΦ∗(θ) dm(θ)∣∣ ≤
2ǫ. Letting ǫ→ 0, we obtain the desired identity for Φ. This finishes the proof. 
LetM(X) denote the space of Borel probability measures on X endowed with the weak-
star topology. Then we have
Lemma A.2. Suppose {νn}
∞
n=1 is a sequence inM(X). We form the new sequence {µn}
∞
n=1
by µn =
1
n
∑n−1
i=0 νn ◦ T
−i. Assume that µni converges to µ in M(X) for some subsequence
{ni} of natural numbers. Then µ ∈ M(X,T ) and
lim sup
i→∞
1
ni
∫
log φni(x) dνni(x) ≤ Φ∗(µ).
Proof. The lemma was proved in [15, Lemma 2.3] for the case that Φ is sub-additive. Here
we shall show that it can be extended to the case that Φ is asymptotically sub-additive.
Let Φ be an asymptotically sub-additive potential on X and ǫ > 0. Then there exist a
sub-additive potential Ψ = {logψn}
∞
n=1 on X and n0 such that | log φn(x)− logψn(x)| ≤ nǫ
for any n ≥ n0 and x ∈ X. Hence
lim sup
i→∞
1
ni
∫
log φni(x) dνni(x) ≤ lim sup
i→∞
1
ni
∫
logψni(x) dνni(x)+ǫ ≤ Ψ∗(µ)+ǫ ≤ Φ∗(µ)+2ǫ.
Letting ǫ→ 0, we obtain the desired inequality for Φ. 
Lemma A.3. Define β(Φ) = lim supn→∞ supx∈X
log φn(x)
n
. Then
(1) β(Φ) ∈ R ∪ {−∞} and β(Φ) = lim infn→∞ supx∈X
log φn(x)
n
.
(2) β(Φ) = sup{Φ∗(µ) : µ ∈ M(X,T )} and there exists an ergodic measure ν ∈
M(X,T ) such that β(Φ) = Φ∗(ν).
(3) The following conditions are equivalent:
(a) β(Φ) = −∞;
(b) λΦ(x) = −∞ for all x ∈ X;
(c) Φ∗(µ) = −∞ for all µ ∈ M(X,T );
(d) P (T,Φ) = −∞.
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(4) If β(Φ) > −∞, then htop(T ) + β(Φ) ≥ P (T,Φ) ≥ β(Φ) > −∞. Moreover if we
assume in addition that htop(T ) <∞, then P (T,Φ) ∈ R.
Proof. Let ǫ > 0. Take a sub-additive potential Ψ = {logψn}
∞
n=1 on (X,T ) such that
| log φn(x) − logψn(x)| < nǫ for all n ≥ n0 and x ∈ X. Let C = maxx∈X |ψ1(x)|. Then
ψn(x) ≤ C
n. Thus for n ≥ n0 we have log φn(x) ≤ n(logC+ǫ) and hence supx∈X
log φn(x)
n
≤
logC + ǫ. This implies β(Φ) ∈ R ∪ {−∞}. Denote bn = supx∈X logψn(x). Then by the
sub-additivity of Ψ, bn+m ≤ bn + bm. It follows that lim infn→∞ bn/n = lim supn→∞ bn/n
and thus lim infn→∞ supx∈X log φn(x)/n ≥ lim supn→∞ supx∈X log φn(x)/n − 2ǫ. Letting
ǫ→ 0, we obtain
lim inf
n→∞
sup
x∈X
log φn(x)/n = lim sup
n→∞
sup
x∈X
log φn(x)/n.
This proves (1).
For any µ ∈M(X,T ), by Proposition A.1(1),
Φ∗(µ) = lim
n→∞
∫
X
log φn(x)
n
dµ(x) ≤ lim sup
n→∞
sup
x∈X
log φn(x)
n
= β(Φ).
Hence sup{Φ∗(µ) : µ ∈ M(X,T )} ≤ β(Φ). Conversely, choose ni → ∞ and xi ∈ X such
that limi→∞
log φni (xi)
ni
= lim supn→∞ supx∈X
log φn(x)
n
. Let µni =
1
ni
∑ni−1
j=0 δT jxi for i ∈ N.
Since M(X) is compact, we may assume that µni → µ for some µ ∈ M(X). By Lemma
A.2, µ ∈ M(X,T ) and limi→∞
1
ni
∫
log φni(x) dδxi ≤ Φ∗(µ), i.e., β(Φ) = limi→∞
log φni (xi)
ni
≤
Φ∗(µ). Moreover, by Proposition A.1(3), there exists an ergodic measure ν ∈ M(X,T ) such
that β(Φ) ≤ Φ∗(ν). Clearly, β(Φ) = Φ∗(ν). This proves (2).
To show (3), note that the implications (a)⇒ (b), (c) are direct. By (2), there exists an
ergodic measure ν ∈ M(X,T ) such that β(Φ) = Φ∗(ν). By Proposition A.1(1), λΦ(x) =
β(Φ) for ν-a.e. x ∈ X. Hence β(Φ) = −∞ when (b) or (c) occurs. This shows that (b) or
(c) implies (a). The equivalence of (c) and (d) comes from Theorem 3.1. This proves (3).
Part (4) follows directly from (2) and Theorem 3.1. 
Now we give some properties of asymptotically additive potentials, which just follow from
Proposition A.1(2) and Lemma A.2.
Lemma A.4. Assume that Φ = {log φn}
∞
n=1 is an asymptotically additive potential on
(X,T ). Then
(i) The map µ 7→ Φ∗(µ) is continuous on M(X,T ).
(ii) Suppose {νn}
∞
n=1 is a sequence in M(X). We form the new sequence {µn}
∞
n=1
by µn =
1
n
∑n−1
i=0 νn ◦ T
−i. Assume that µni converges to µ in M(X) for some
subsequence {ni} of natural numbers. Then µ ∈ M(X,T ), and moreover
lim
i→∞
1
ni
∫
log φni(x) dνni(x) = Φ∗(µ).
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(iii) Ω := {Φ∗(µ) : µ ∈ M(X,T )} is an interval which equals [β(Φ), β(Φ)], where
β(Φ) := limn→∞(1/n) infx∈X log φn(x).
In the end of this section, we give the following proposition.
Proposition A.5. Let Φ = {log φn} be a potential on X (i.e., each φn is a non-negative
continuous function on X). We have the following statements.
(i) If there exists C ≥ 1 such that φn+m(x) ≤ Cφn(x)φm(T
nx) for all x ∈ X and
n,m ∈ N, then Φ is asymptotically sub-additive.
(ii) If there exists C ≥ 1 such that
0 < C−1φn(x)φm(T
nx) ≤ φn+m(x) ≤ Cφn(x)φm(T
nx)
for all x ∈ X and n,m ∈ N, then Φ is asymptotically additive.
(iii) If φn(x) > 0 for all n ∈ N, x ∈ X and there exists a continuous function g on X
such that
log φn+1(x)− log φn(Tx)→ g(x)
uniformly on X as n→∞, then Φ is asymptotically additive.
(iv) Φ is asymptotically additive if and only if for any ǫ > 0, there exists an additive
potential Ψ = {logψn}
∞
n=1 on X such that
(A.2) lim sup
n→∞
1
n
sup
x∈X
| log φn(x)− logψn(x)| ≤ ǫ.
Proof. To see (i), define Ψ = {logψn}
∞
n=1 by ψn(x) = Cφn(x). Then
ψn+m(x) = Cφn+m(x) ≤ C
2φn(x)φm(x) = ψn(X)ψm(T
nx),
Hence Ψ is sub-additive. Clearly, (logψn(x) − log φn(x))/n = (logC)/n → 0 as n → ∞.
Hence Φ is asymptotically sub-additive. This proves (i). Part (ii) follows directly from (i).
To show (iii), define rn = supx∈X | log φn(x)− log φn−1(Tx)− g(x)|, with the convention
log φ0(x) ≡ 0. It is clear that limn→∞ rn = 0. Let gn =
∑n−1
i=0 g ◦ T
i. Then G = {gn}
∞
n=1 is
additive. Note that
| log φn(x)− gn(x)| =
∣∣∣∣∣
n∑
i=1
(
log φi(T
n−ix)− log φi−1(T
n−i+1x)− g(T n−ix)
)∣∣∣∣∣
≤
n∑
i=1
| log φi(T
n−ix)− log φi−1(T
n−i+1x)− g(T n−ix)| ≤
n∑
i=1
ri.
Hence lim supn→∞ supx∈X |
log φn(x)−gn(x)
n
| ≤ lim supn→∞
1
n
∑n
i=1 ri = 0 as limn→+∞ rn = 0.
Hence Φ is asymptotically additive.
The “if” part in (iv) is direct, we only need to show the “only if” part. Assume that
Φ is asymptotically additive, that is, φn is positive continuous on X for each n and both
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{log φn}
∞
n=1 and {log(φn)
−1}∞n=1 are asymptotically sub-additive. We claim that for any
ǫ > 0, there exists K > 0 such that for each k ≥ K, there exists Cǫ,k > 0 so that∣∣∣∣∣∣log φn(x)−
1
k
n−1∑
j=0
log φk(T
jx)
∣∣∣∣∣∣ ≤ nǫ+ Cǫ,k, ∀ n ≥ 2k, x ∈ X,
Clearly the above inequality implies the “only if” part in (iv). Without loss of generality,
we show that
(A.3) log φn(x) ≤
1
k
n−1∑
j=0
log φk(T
jx) + nǫ+ Cǫ,k, ∀ n ≥ 2k, x ∈ X.
for certain Cǫ,k > 0. Fix ǫ > 0. Since Φ is asymptotically sub-additive, there exists a
sub-additive potential Ψ = {logψn}
∞
n=1 on X such that there is K > 0 and
| log φn(x)− logψn(x)| ≤
nǫ
2
, ∀ n ≥ K, x ∈ X.(A.4)
Set C = max{1, supx∈X ψ1(x)}. By [15, Lemma 2.2 ],
logψn(x) ≤ 2k logC +
1
k
n−k∑
i=0
logψk(T
ix), ∀ x ∈ X, n ≥ 2k.
Combining the above inequality with (A.4), we have for k ≥ K,
log φn(x) ≤ (2n− k)ǫ/2 + 2k logC +
1
k
n−k∑
i=0
log φk(T
ix)
≤ (2n− k)ǫ/2 + 2k logC +Mk +
1
k
n−1∑
i=0
log φk(T
ix)
for all x ∈ X and n ≥ 2k, where Mk := max{1, supx∈X | log φk(x)|}. This proves (A.3),
with Cǫ,k = 2k logC +Mk. We finish the proof of the proposition. 
Remark A.6. (i) The potentials satisfying the assumption in Proposition A.5(iii) was
considered by Barreira [3] in the study of the Hausdorff dimension of planar limit
sets.
(ii) Let Caa(X,T ) denote the collection of asymptotically additive potentials on X. De-
fine an equivalence relation ∼ on Caa(X,T ) by Φ ∼ Ψ if ‖Φ −Ψ‖lim = 0, where
‖Φ−Ψ‖lim := lim sup
n→∞
1
n
sup
x∈X
| log φn(x)− logψn(x)|
for Φ = {log φn}
∞
n=1, Ψ = {logψn}
∞
n=1. Then it is not hard to see that the quotient
space Caa(X,T )/ ∼ endowed with the norm ‖ · ‖lim is a separable Banach space.
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Table 1. Main notation and conventions
(X, T ) A topological dynamical system (Section 1)
Φ = {log φn}
∞
n=1 (Asymptotically sub-additive) potential (Section 1)
β(Φ) β(Φ) = limn→∞(1/n) log supx∈X φn(x)
λΦ(x),Φ∗(µ) Lyapunov exponent of Φ at x (resp. with respect to µ) (Section 1)
EΦ(α) α-level set of λΦ (Section 1)
M(X) Set of all Borel probability measures on X
M(X,T ),E(X,T ) Set of T -invariant (resp. ergodic) Borel probability measures on X
hµ(T ) measure-theoretic entropy of T with respect to µ
P (T,Φ) Topological pressure of Φ (Section 2.2)
PΦ(q) P (T, qΦ)
P ′Φ(±∞) limq→∞ PΦ(q)/q, limq→−∞ PΦ(q)/q
I(Φ, q) Set of equilibrium states of qΦ
htop(T, Z), htop(T ) Topological entropy of T with respect to Z (resp. Z = X) (Section 2.1)
conv(M) Convex hull of M (Section 2.3)
ri(A) Relative interior of a convex set A
f∗ Conjugate function of f (Section 2.4)
ext(C), expo(C) Set of extreme points (resp. exposed points) of C (Section 2.3)
∂f(x), Subdifferential of f at x (Section 2.3)
∂ef(x) ext(∂f(x))
∂f(U), ∂ef(U)
⋃
x∈U ∂f(x),
⋃
x∈U ∂
ef(x)
V (x) Set of limit points of the sequence µx,n = (1/n)
∑n−1
j=0 δT jx in M(X)
R+ (0,∞)
cl+(A) (cf. (4.5))
clδ+(∂PΦ(R
k
+)) (cf. (4.22))
Φ = (Φ1, . . . ,Φk) A family of asymptotically sub-additive potentials
β(Φ) β(
∑k
i=1Φi)
Φ∗(µ) ((Φ1)∗(µ), . . . , (Φk)∗(µ))
PΦ(q) P (T,q ·Φ)
I(Φ,q) Set of equilibrium states of q ·Φ
EΦ(a) (cf. (4.4))
Gµ Set of µ-generic points (see Section 5)
Appendix B. Main notation and conventions
For the reader’s convenience, we summarize in Table 1 the main notation and typograph-
ical conventions used in this paper.
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