Abstract -The decoupling design for the one-degree-of-freedom controller system is treated within the framework. In the present study, we demonstrate that the performance problem in the decoupling design is reduced into interpolation problems on scalar functions. To guarantee the properness of decoupling controllers and the overall transfer matrix, the relative degree conditions on the interpolating scalar functions are derived. To find the interpolating functions with relative degree constraints, Nevanlinna-Pick algorithm with starting function constraint is utilized in the present study. An illustrative example is given to provide details regarding the solution.
Introduction
In many linear multivariable control systems, efforts to eliminate the coupling characteristics between the reference inputs and outputs result in finding decoupling controllers. To obtain a decoupling controller, stabilizing controllers should be found, which make the transfer matrix diagonal from the inputs to the outputs. A decoupling controller, however, does not always exist. For the past decades, a number of studies have been conducted to determine the existing conditions of decoupling controllers. Vardularkis [1] suggested a sufficient condition that a decoupling controller for a one-degree-of-freedom(1-DOF) system exists if there is no unstable pole-zero coincidence of the plant. Using the internal stability, Lin [2] proposed a necessary and sufficient condition for a decoupling controller. Youla and Bongiorno Jr. [3] took the same approach as Lin [2] to solve a decoupling problem. The classes of all stabilizing decoupled transfer matrices were explicitly parameterized, making possible the derivation of the optimal decoupling controller. Using coprime factorizations, Gómez and Goodwin [4] adopted an algebraic approach to treat diagonal and triangular decoupling designs. All the above discussed papers treated the conventional model with unity feedback. Although these research results have provided a foundation for designing decoupling controllers, only a few studies have been conducted on the practical design of a decoupling controller, particularly with regard to performance issues. In [5] , a design for a decoupling controller was proposed in terms of the norm of the tracking error. Papers [3] and [6] addressed the issue of decoupling, by considering tracking error and plant saturation through norm application. By parameterizing a realizable decoupling transfer matrix, Youla and Bongiorno Jr. [3] presented the conditions that allow a decoupling controller to exist. The current study provides a systematic approach for the design of decoupling controllers. Papers [7] [8] [9] were conducted to study the design of decoupling controllers in the generalized plant model. Park and Choi [10] recently proposed a set of necessary and sufficient conditions for the existence of decoupling controllers in the generalized plant model. Another efficient approach to overcome 1-DOF restrictions is by exploiting a two-degree-of-freedom controller configuration [11] [12] [13] . The literature review suggests that attempts to design a decoupling controller using the norm have been done. However, finding papers(other than [14] and [15] ) that address the decoupling controller design with the system performance issues in terms of the norm is difficult. Robust stability problem in decoupling design was treated in [14] and [15] .
In the present paper, we propose a decoupling controller design methodology that considers the performance issue rendered in norm. The concept of relative degree is introduced to propose conditions for guaranteeing a proper decoupling controller and the overall transfer matrix. To solve the problems in the frequency domain, the conventional Nevanlinna-Pick (NP) interpolation algorithm was used. However, NP does not provide solutions that satisfy the relative degree condition. An NP algorithm with relative degree constraints, which enables the design of proper controllers and overall transfer matrix, was then proposed. In the example given, the proposed decoupling controller is applied to the 747 jet aircraft model to eliminate interactions between yaw and bank motions.
Notations and preliminary results
All the functions used in the present paper are real and rational matrix functions of . . This is a contradiction. Q.E.D.
performance problem for decoupled systems
The current paper aims to design a decoupling controller that enables diagonalization of the overall system with 1-DOF controller structure (Fig. 1 ). The present research also seeks to satisfy the performance condition of the norm.
Fig. 1. Structure of the 1-DOF controller
In Fig. 1 , is a matrix and the transfer matrix from to is given as follows:
Designing a decoupling controller involves finding a stabilizing controller that enables diagonalization of the transfer matrix . The stabilizing controller should also allow to be an invertible matrix. must be a diagonal matrix with full normal rank, requires a rank condition derived from Eq. (1). The following are assumed.
Assumption 1:
is a square matrix with full normal rank, and . When designing a decoupling controller, a convenient way to find a stabilizing controller is to pre-determine the form of the diagonal matrix . This guarantees the stability of the controller. Let us define such diagonal matrix as follows:
Definition 2: A rational matrix is called realizable for the given plant if a stabilizing controller that realizes the transfer matrix of the system as the matrix exists.
A decoupling controller does not always exist for a given plant. Lemma 2 describes the form of realizable with a necessary and sufficient condition for a decoupling controller to exist for the system shown in Fig. 1 
where the free parameter is an arbitrary stable diagonal rational matrix chosen so that . Expressing Eq. (2) in an element-wise form:
Eq. (2) expresses every form of realizable decoupling transfer matrix , and only is a free parameter. Therefore, the design problem of a decoupling controller is equivalent to selecting a free parameter in (2) . Once the free parameter is determined, the controller can be obtained from (1) and (2). Next, the difference between and as error is defined, and the controller that minimizes the norm of the error is designed as follows: (4) where is the sensitivity matrix. A 1:1 correspondence exists between and . This designing a controller by determining , which has a greater physical significance, is easier. The problem of minimizing the maximum magnitude of error for the bounded input is equivalent to minimizing the norm of the sensitivity matrix [16, 17] . Applying the weighting matrix , a controller that satisfies the following condition should be designed:
.
In the present paper, is a weighting matrix that satisfies Assumption 2. Let denote the -th column vector of .
Assumption 2:
The weighting matrix is a proper and stable diagonal matrix with minimum phase. If , then must satisfy and .
and the complementary sensitivity matrix satisfy , so Eq. (5) is equivalent to .
Applying the realizable diagonal matrix to (6), the following is obtained:
Eq. (7) enables us finding of a controller that satisfies the performance conditions and diagonalizes . Every term in (7) is a diagonal matrix, so it follows that . The norm problem of such a diagonal matrix becomes the following scalar problem:
To solve (8) , has to be found, which has zeros of and as interpolation conditions [17] . If that satisfies (8) can be obtained, can be calculated with , enabling the finding of an overall transfer matrix and the obtaining of a controller from (1). When designing a closed-loop control system, we and should be kept proper to prevent the impulse impact at the plant and the controller in the system. Guaranteeing proper and requires specific relative degree conditions for in (8) , and such can be obtained using the modified NP interpolation algorithm explained in the next section.
Main results
In this section, we will derive the relative degree conditions of for guaranteeing proper and and propose the modified NP interpolation algorithm for obtaining the degree conditions for .
Relative degree conditions of
Two conditions must be satisfied to guarantee proper and . First, every diagonal element of must be proper, and this can be obtained from the in (8) . Second, since is a diagonal matrix, controller becomes from (1). If we denote the -th column vector of as , we can simplify as (9) .
In order for to become proper, each -th vector must be proper. Theorem 1 provides the relative degree conditions for the to meet both conditions. , and this leads to the result in 1). When , the condition in (11) becomes , which leads to in 2). Q.E.D.
Based on Assumption 2, when
, it follows that which can be applied to Theorem 1, 1). The proof presented above can be regarded as a general case. Theorem 1 indicates that the relative degree of must always be equal to that of . Since , we see that the relative degree of the weighting function must be 0 or less which justifies Assumption 2. Next, solving the problem in (8) becomes an interpolation problem to remove zeros of and . Let us make the following assumption for the zeros of them. Let us denote the zeros of as and its multiplicity as . Then , and let us define as follows:
. . (13) The solution for such can be found using the conventional NP interpolation algorithm [18] . However, since we must find solutions that satisfy the relative degree conditions of Theorem 1, the NP interpolation algorithm needs to be modified. The modified algorithm will be explained in the next section. It should be noted that since the relative degrees of and are equal, the relative degree conditions of correspond to those of in Theorem 1.
Modified Nevanlinna-Pick interpolation algorithm
This section explains the modified Nevanlinna-Pick (NP) interpolation algorithm used for finding solutions that satisfy Theorem 1. Let us first examine the conventional NP interpolation algorithm used for finding all the solutions that satisfy given interpolation conditions [16, 17] .The modified NP algorithm with the relative degree constraints is presented later. NP interpolation problem: Consider the complex numbers such that and if , then . We are looking for an algorithm that finds all solutions for that satisfy the following condition for given complex number pairs :
. (14) First, let us consider the recursive transform equation of and , (15) and their coefficients defined by the recursive equation (16) (17) . Let's simplify the transform in (15) by the notation and denote also . Eq. (15) is referred to as the homographic transform. The necessary and sufficient condition for the NP interpolation problem to have a solution is that the Pick matrix is positive definite, which is equivalent to [19] . If a solution exists, all solutions of are expressed by (18) where the starting function is an arbitrary rational function that belongs to . Now let us examine the modified NP algorithm for obtaining all that satisfy the conditions of Theorem 1 and the interpolation condition in (13) . Lemma 3 is necessary to prove Theorem 2 (Proof of lemma 3 is given in [15] ).
Lemma 3:
For a given rational function that satisfies and the arbitrary integer , there always exists which satisfies .
Theorem 2 (Modified NP interpolation algorithm):
Let us consider complex number pairs with and for . For an arbitrary rational function with , an integer , and another integer , we are looking for that satisfies either conditions 1) and 2) or conditions 1) and 3):
The necessary and sufficient condition for the above problem to have a solution is that the Pick matrix is positive definite. If a solution exists, it is obtained as in (18) with the starting function selected to meet the following conditions; a) When satisfies conditions 1) and 2) (Theorem 1, 2)), the starting function is selected to satisfy 1) ), the starting function is selected to satisfy (22) (with ) and (25) where (26) .
Proof: a) Every solution that satisfies Eq. (19) is obtained as in (18) 
Repeating the process yields the relative degree condition of the starting function as
It is shown in [15] (9) . The next section provides an example for the design of a decoupling controller that satisfies performance conditions.
Example
Let us consider the following plant in the system depicted in Fig. 1 All numerical values can be seen in the Appendix. This transfer matrix is a slightly modified one from its original version of CONTROL SYSTEM TOOLBOX in MATLAB. The inverse matrix of (45) is (46) . We will now show that a decoupling controller can be obtained using the algorithm proposed in this paper. According to Lemma 1, , , and . In this example, , , and are the same for channel 1 and 2. Hence, a decoupling controller can be calculated easily for the given plant . Since , are relatively prime and is stable, a decoupling controller exists. Let us select . As for channel 1, , , and has a zero at 47.3764. Therefore, according to Theorem 1, the relative degree condition of is w i t h a n in t e r p o l a t i o n c o n d i t i o n o f . Now we apply the values , , , a n d to Theorem 2. The condition of starting function is .
Selecting , to satisfy the condition and applying it to (15), we obtain with . Then this is the case that we take complementary sensitivity function of the c h an n e l 1 a s s i n c e . Next, we will design channel 2, where , , and has a zero at 47.3764. Then, we can obtain the solutions using the same procedure in channel 1. One selection is , and we choose to obtain and this leads to 
where .
Conclusion
A decoupling controller for a 1-DOF system that accepts decoupling characteristics between input and output, and satisfies performance conditions rendered in norm was designed in the present study. The issue performance issue was transformed into the simple problem of finding a scalar interpolating function , . Several relative degree conditions were also proposed to guarantee a proper controller and the overall transfer matrix . A modified NP algorithm was proposed to obtain interpolating solutions that can satisfy relative degree conditions. The proposed algorithm allows the decoupling of a coupled system while managing the performance index in terms of norm.
