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Abstract
We consider Lagrangian duality based approaches to design and analyze algorithms for online
energy-efficient scheduling. First, we present a primal-dual framework. Our approach makes
use of the Lagrangian weak duality and convexity to derive dual programs for problems which
could be formulated as convex assignment problems. The duals have intuitive structures as
the ones in linear programming. The constraints of the duals explicitly indicate the online
decisions and naturally lead to competitive algorithms. Second, we use a dual-fitting approach,
which also based on the weak duality, to study problems which are unlikely to admit convex
relaxations. Through the analysis, we show an interesting feature in which primal-dual gives
idea for designing algorithms while the analysis is done by dual-fitting.
We illustrate the advantages and the flexibility of the approaches through problems in differ-
ent setting: from single machine to unrelated machine environments, from typical competitive
analysis to the one with resource augmentation, from convex relaxations to non-convex relax-
ations.
∗Research supported by FMJH program Gaspard Monge in Optimization and Operations Research and by EDF.
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1 Introduction
In the online setting, items arrive over time and one must determine how to serve items in order to
optimize a quality of service without the knowledge about future. A popular measure for studying
the performance of online algorithms is competitive ratio in the model of the worst-case analysis.
An algorithm is said to be c-competitive if for any instance its objective value is within factor c of
the optimal offline algorithm’s one. Moreover, to remedy the limitation of pathological instances in
the worst-case analysis, there is other model called resource augmentation [17]. In the latter, online
algorithms are given an extra power and are compared to the optimal offline algorithm without
that additional resource. This model has successfully provided theoretical evidence for heuristics
with good performance in practice, especially in online scheduling where jobs arrive online and
need to be processed on machines. We say a scheduling algorithm is s-speed c-competitive if for any
input instance the objective value of the algorithm with machines of speed s is at most c times the
objective value of the optimal offline scheduler with unit speed machines.
The most successful tool until now to analyze online algorithms is the potential function method.
Potential functions have been designed to show that the corresponding algorithms behave well in
an amortized sense. However, designing such potential functions is far from trivial and often yields
little insight about how to design such potential functions and algorithms for related problems.
Recently, interesting approaches [3, 12, 20] based on mathematical programming have been
presented in the search for a principled tool to design and analyze online scheduling algorithms.
The approaches give insight about the nature of many scheduling problems, hence lead to algorithms
which are usually simple and competitive.
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1.1 Approaches and Contribution
In this paper, we present approaches based on Lagrangian duality in designing and analyzing
algorithms for online energy-efficient scheduling problems.
Primal-Dual Approach. We first show a primal-dual framework for a general online convex
assignment problem and its applications to online scheduling. In the framework, the algorithm
decisions are interactively guided by the dual variables in the primal-dual sense.
The online convex assignment problem consists of a set of agents and a set of items which arrive
over time. At the arrival of item j, the item needs to be (fractionally) assigned to some agents
i. Let xij is the amount of j assigned to i. The problem is to minimize
∑
i fi(
∑
j aijxij) under
some constraints gi(
∑
j bijxij) ≤ 0 and hj(
∑
i cijxij) ≤ 0 for every i, j where functions fi, gi, hj ’s
are convex. In offline setting, the optimal solutions are completely characterized by the KKT
conditions (see [7] for example). However, for online setting, the conditions could not be satisfied
due to the lack of knowledge about the future.
Our approach is the following. We first consider the problem as a primal convex mathematical
program. Then we derive a Lagrangian dual program by the standard Lagrangian duality. Instead of
analyzing directly the corresponding Lagrangian functions where in general one can not disentangle
the objective and the constraints as well as the primal and dual variables, we exploit the convexity
property of given functions and construct a dual program. In the latter, dual variables are separated
from the primal ones. The construction is shown in Section 2. As the price of the separation
procedure, the strong duality property is not guaranteed. However, the weak duality always holds
and that is crucial (and sufficient) to deduce a lower bound for the given problem. The dual
construction is not standard in optimization but the goal is to derive duals with intuitive structures
similar to the ones in linear programming which are easier to work with. An advantage of the
approach lies in the dual program in which the constraints could be maintained online. Moreover,
the dual constraints explicitly indicate the online decisions and naturally lead to a competitive
algorithm in the primal-dual sense.
The dual construction is inspired by [11] which used the primal-dual approach for online match-
ing with concave return. In fact, Devanur and Jain [11] considered a matching problem with convex
objective function and linear constraints. They linearized the objective function and derived the
dual in the sense of linear programming. In our framework, we consider problems with convex
objective and convex constraints1. We then construct our duals from Lagrangian dual programs.
Informally, the construction could be seen as a linearization of Lagrangian duals.
Applications. We illustrate the advantages and the flexibility of the approach through online
scheduling problems related to throughput. In the setting, there are a set of unrelated machines.
Each job j is released at time rj , has deadline dj , a value aj and a processing volume pij if job j
is executed in machine i. Jobs could be executed preemptively but migration is not allowed, i.e.,
no job could be executed in more than one machine. At any time t, the scheduler has to choose
an assignment of jobs to machines and the speed of each machine in order to process such jobs.
The energy cost of machine i is
∫∞
0 P (si(t))dt where P is a given convex energy power and si(t) is
the speed of machine i at time t. Typically, P (z) = zα for some constant α ≥ 1. In the setting,
we look for competitive and energy-efficient algorithms. The following objectives are natural ones
1The primal-dual machinery of linear programming cannot be applied anymore.
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representing the tradeoff between value and energy. The first objective is to minimize energy cost
plus the lost value — which is the total value of uncompleted jobs. The second objective is to
maximize the total value of completed jobs minus the energy cost.
1. For the objective of minimizing energy plus the lost value we derive a primal-dual algorithm for
the single machine setting. The competitive ratio is characterized by a system of differential
equations. For a specific case where P (z) = zα, the competitive ratio turns out to be αα (and
recognize the result in [18]. With the primal-dual framework, the result is more general and
the analysis is simpler.
2. For the objective of maximizing the total value of completed jobs minus the energy cost, it
has been shown that without resource augmentation no algorithm has bounded competitive
ratio even for a single machine [19]. We study the problem for unrelated machines in the
resource augmentation model. We give a primal-dual algorithm which is (1 + )-speed and
1/-competitive for every  ≥ (P ) > 0 where (P ) depends on function P . For typical
function P (z) = zα, (P ) = 1− α−1/α which is closed to 0 for large α.
Note that for these problems, we consider relaxations with convex objectives and linear con-
straints.
Dual-fitting approach. An essential point of the primal-dual approach is a convex relaxation
of the corresponding problems. However, some problems unlikely admit such a relaxation. To
overcome that difficulty, we follow the dual-fitting approach for non-convex programming presented
in [20]. A summary of the approach is as follows.
Given a problem, formulate a relaxation which is not necessarily convex and its Lagrangian
dual. Next construct dual variables such that the Lagrangian dual has objective value within a
desired factor of the primal one (due to some algorithm). Then by the standard Lagrangian weak
duality2 for mathematical programming, the competitive ratio follows. Since the Lagrangian weak
duality also holds in the context of calculus of variations, the approach could be applied for the
unknowns which are not only variables but also functions.
Let L(x, λ) be the Lagrangian function with primal and dual variables x and λ, respectively. Let
X and Y are feasible sets of x and λ. Intuitively, the approach could be seen as a game between an
algorithm and an adversary. The algorithm chooses dual variables λ∗ in such a way that whatever
the choice (strategy) of the adversary, the value minx∈X L(x, λ∗) is always within a desirable factor
c of the objective due to the algorithm. We emphasize that minx∈X L(x, λ∗) is taken over x feasible
solutions of the primal.
An advantage of the approach is the flexibility of the formulation. As convexity is not required,
we can come up with a direct and natural relaxation for the problem. The main core of the approach
is to determine the dual variables and to prove the desired competitive ratio. Determining such
dual variables is the crucial step in the analysis. However, the dual variables usually have intuitive
interpretations which are useful to figure out appropriate values of such variables. Besides, the
dual variables are not interactively constructed as in the primal-dual approach — this is the main
difference between two approaches. Nevertheless, for some problems one could informally separate
the convex and non-convex parts. Then the dual solution for the original problem may be derived
2For completeness, the proof of weak duality is given in the appendix
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from a dual solution for the convex part (constructed using primal-dual) by adding some correcting
terms due to the non-convex part.
Applications. We consider the general energy model: speed scaling with power down. There
is a machine which can be set either in the sleep state or in the active state. Each transition of
the machine from the sleep state to the active one has cost A, which represents the wake-up cost.
In the sleep state, the energy consumption of the machine is 0. The machine, in its active state,
can choose a speed s(t) to execute jobs. The power energy consumption of the machine at time t
in its active state is P (s(t)) = s(t)α + g where α ≥ 1 and g ≥ 0 are characteristic parameters of
the machine. Hence, the consumed energy (without wake-up cost) of the machine is
∫∞
0 P (s(t))dt
where the integral is taken during the machine’s active periods. We decompose the latter into
dynamic energy
∫∞
0 s
α(t)dt and static energy
∫∞
0 gdt (where again the integrals are taken during
active periods). Jobs arrive over time, a job j is released at time rj , has weight wj and requires pj
units of processing volume if it is processed on machine i. A job could be processed preemptively.
At any time, the scheduler has to determine the state and the speed of every machine (it it is
active) and also a policy to execute jobs. We consider two problems in the setting.
In the first problem, each job j has additionally a deadline dj by which the job has to be
completed. The objective is to minimize the total consumed energy.
In the second problem, jobs do not have deadline. Let Cj be the completion time of the job
j. The flow-time of a job j is defined as Cj − rj , which represented the waiting time of j on the
server. The objective is to minimize the total weighted flow-time of all jobs plus the total energy.
As posed in [1], an important direction in energy-efficient scheduling is to design competitive
algorithms for online problems in the general model of speed scaling with power down. Attempting
efficient algorithms in the general energy model, one encounters the limits of current tools which
have been successfully applied in previous energy models. That results in a few work on the model
[2, 4, 13], in contrast to the widely-studied models of speed scaling only or power down only. The
potential function method, as mentioned earlier, yield little insight on the construction of new
algorithms in this general setting. Besides, different proposed approaches based on the duality of
mathematical programming [3, 12, 10] require that the problems admit linear of convex relaxations.
However, it is unlikely to formulate problems in the general energy model as convex programs.
Our results in the general energy model are the following.
1. For the problem of minimizing the total consumed energy, we formulate a natural non-convex
relaxation using the Dirac delta function. We first revisit a special case with no wake-up cost
under the primal-dual view. In this case, the relaxation becomes convex and our framework
could be applied to show a αα-competitive algorithm (the algorithm is in fact algorithm
Optimal Available [21]). Next we study the general problem with wake-up cost. The
special case effectively gives ideas to determine the machine speed in active state. Thus we
consider an algorithm in which the procedure maintaining the machine speed in active state
follows the ideas in the special case. The algorithm turns out to be algorithm Sleep-aware
Optimal Available (SOA) [13] with different description (due to the primal-dual view).
Han et al. [13] proved that SOA has competitive ratio max{4, αα + 2}. We prove that SOA
is indeed max{4, αα}-competitive by the dual-fitting technique. Although the improvement
is slight, the analysis is tight3 and it suggests that the duality-based approach is seemingly a
3The algorithm has competitive ratio exactly αα even without wake-up cost [5].
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right tool for online scheduling. Through the problem, we illustrate an interesting feature in
the construction of algorithms for non-convex relaxations. The primal-dual framework gives
ideas for the design of an algorithm while the analysis is done using dual-fitting technique.
2. For the problem of minimizing energy plus weighted flow-time, we derive a O(α/ logα)-
competitive algorithm using the dual fitting framework; that matches the best known com-
petitive ratio (up to a constant) for the same problem in the restricted speed scaling model
(where the wake-up cost and the static energy cost are 0). Informally, the dual solutions are
constructed as the combination of a solution for the convex part of the problem and a term
that represents the lost due to the non-convex part. Building upon the salient ideas of the
previous analysis, we manage to show the competitiveness of the algorithm.
1.2 Related work
In the search for principled methods to design and analyze online problems, especially in online
scheduling, interesting approaches [3, 12, 20] based on mathematical programming have been pre-
sented. The approaches give insight about the nature of many scheduling problems, hence lead to
algorithms which are usually simple and competitive [3, 12, 20, 10, 15, 14].
Anand et al. [3] was the first who proposed studying online scheduling by linear (convex) pro-
gramming and dual fitting. By this approach, they gave simple algorithms and simple analyses with
improved performance for problems where the analyses based on potential functions are complex or
it is unclear how to design such functions. Subsequently, Nguyen [20] generalized the approach in
[3] and proposed to study online scheduling by non-convex programming and the weak Lagrangian
duality. Using that technique, [20] derive competitive algorithms for problems related to weighted
flow-time.
Buchbinder and Naor [8] presented the primal-dual method for online packing and covering
problems. Their method unifies several previous potential function based analyses and is a powerful
tool to design and analyze algorithms for problems with linear relaxations. Gupta et al. [12] gave
a primal-dual algorithm for a general class of scheduling problems with cost function f(z) = zα.
Devanur and Jain [11] also used the primal-dual approach to derive optimal competitive ratios for
online matching with concave return. The construction of dual programs in [10, 11] is based on
convex conjugates and Fenchel duality for primal convex programs in which the objective is convex
and the constraints are linear.
An interesting quality of service in online scheduling is the tradeoff between energy and through-
put. The online problem to minimize the consumed energy plus lost values with the energy power
P (z) = zα is first studied by [9] where a (αα + 2eα)-competitive algorithm is given for a single
machine. Subsequently, Kling and Pietrzyk [18] derived an improved αα-competitive for identical
machines with migration using the technique in [12]. The online problem to maximize the total
value of completed jobs minus the consumed energy for a single machine has been considered in
[19]. Pruhs and Stein [19] proved that the competitive ratio without resource augmentation is
unbounded and gave an (1 + )-speed, O(1/3)-competitive algorithm for a single machine.
The objective of minimizing the total flow-time plus energy has been widely studied in speed
scaling energy model. For a single machine, Bansal et al. [6] gave a (3 + )-competitive algorithm.
Besides, they also proved a (2 + )-competitive algorithm for minimizing total fractional weighted
flow-time plus energy. Their results hold for a general class of convex power functions. Those
results also imply an O(α/ logα)-competitive algorithm for weighted flow-time plus energy when
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the energy function is sα. Again, always based on linear programming and dual-fitting, Anand
et al. [3] proved an O(α2)-competitive algorithm for unrelated machines. Subsequently, Nguyen
[20] and Devanur and Huang [10] presented an O(α/ logα)-competitive algorithms for unrelated
machines by dual fitting and primal dual approaches, respectively. It turns out that the different
approaches lead to the same algorithm. To the best of our knowledge, this objective is not studied
in the speed scaling with power down energy model.
In the speed scaling with power down energy model, all previous papers considered the problem
of minimizing the energy consumption on a single machine. Irani et al. [16] was the first who studied
the problem in online setting and derived an algorithm with competitive ratio (22α−2αα+2α−1+2).
Subsequently, Han et al. [13] presented an algorithm which is max{4, αα+2}-competitive. In offline
setting, the problem is recently showed to be NP-hard [2]. Moreover, Albers and Antoniadis [2]
also gave a 1.171-approximation algorithm, which improved the 2-approximation algorithm in [16].
If the instances are agreeable then the problem is polynomial [4].
1.3 Organization
The paper is organized as follows. In Section 2, we introduce the online convex assignment problem
and present a primal-dual framework for this problem. In Section 3 and Section 4, we apply the
framework to derive primal-dual algorithms for problems related to the tradeoff between energy
and value. In Section 5 and Section 6, we study problems in the speed scaling with power down
model using the dual-fitting approach. In the former, we study the problem of minimizing energy
and in the latter we consider the problem of minimizing the total energy plus weighted flow-time.
In the beginning of each section, we restate the considered problem in a short description.
2 Framework for Online Convex Assignment
Consider the assignment problem where items j arrive online and need to be (fractionally) assigned
to some agents i with the following objective and constraints.
min P (x) :=
∑
i
fi
(∑
j
aijxij
)
(P)
subject to gi
(∑
j
bijxij
)
≤ 0 ∀i
hj
(∑
i
cijxij
)
≤ 0 ∀j
xij ≥ 0 ∀i, j
where xij indicates the amount of item j assigned to agent i and functions fi, gi, hj are convex,
differential for every i, j and aij , bij ≥ 0. Denote k ≺ j if item k is released before item j.
Let X be the set of feasible solutions of (P). The Lagrangian dual is maxλ,γ≥0 minx∈F L(x, λ, γ)
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where L is the following Lagrangian function
L(x, λ, γ) =
∑
i
fi
(∑
j
aijxij
)
+
∑
i
λigi
(∑
j
bijxij
)
+
∑
j
γjhj
(∑
i
cijxij
)
≥
∑
i,j
(xij − x∗ij)
[
aijf
′
i
(∑
k
aikx
∗
ik
)
+λibijg
′
i
(∑
k
bikx
∗
ik
)
+γjcijh
′
j
(∑
i′
ci′jx
∗
i′j
)]
+
∑
i
fi
(∑
j
aijx
∗
ij
)
+
∑
i
λigi
(∑
j
bijx
∗
ij
)
+
∑
j
γjhj
(∑
i
cijx
∗
ij
)
≥
∑
i,j
(xij − x∗ij)
[
aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i′
ci′jx
∗
i′j
)]
+
∑
i
fi
(∑
j
aijx
∗
ij
)
+
∑
i
λigi
(∑
j
bijx
∗
ij
)
+
∑
j
γjhj
(∑
i
cijx
∗
ij
)
where the inequalities holds for any x∗ due the convexity of functions fi, gi, hj ’s. In the first
inequality, we use fi(z) ≥ fi(z∗) + (z − z∗)f ′i(z∗) (similarly for functions gi, hj ’s) and in the second
inequality, we use the monotonicity of f ′i (and similarly for g
′
i). Denote
M(x, x∗, λ, γ) :=
∑
i,j
(xij − x∗ij)
[
aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i
cijx
∗
ij
)]
N(x∗, λ, γ) :=
∑
i
fi
(∑
j
aijx
∗
ij
)
+
∑
i
λigi
(∑
j
bijx
∗
ij
)
+
∑
j
γjhj
(∑
i
cijx
∗
ij
)
We have
L(x, λ, γ) ≥M(x, x∗, λ, γ) +N(x∗, λ, γ) (1)
Intuitively, one could imagine that x∗ is the solution of an algorithm (or a function on the solution
of an algorithm). We emphasize that x∗ is not a solution of an optimal assignment. The goal is
to design an algorithm, which produces x∗ and derives dual variables λ, γ, in such a way that the
primal objective is bounded by a desired factor from the dual one.
Inequality (1) naturally leads to the following idea of an algorithm. For any item j, we maintain
the following invariants
aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i
cijx
∗
ij
)
≥ 0 ∀i
aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i
cijx
∗
ij
)
= 0 if x∗ij > 0
Whenever the invariants hold for every j, M(x, x∗, λ, γ) ≥ 0 since xij ≥ 0 for every i, j. Therefore,
L(x, λ, γ) ≥ N(x∗, λ, γ) and so the dual is lower-bounded by N(x∗, λ, γ), which does not depend
anymore on x. The procedure of maintaining the invariants dictate the decision x∗ of an algorithm
and indicates the choice of dual variables.
8
Consider the following dual
max N(x∗, λ, γ) (D)
subject to aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i
cijx
∗
ij
)
≥ 0 ∀i, j
aijf
′
i
(∑
k≺j
aikx
∗
ik
)
+λibijg
′
i
(∑
k≺j
bikx
∗
ik
)
+γjcijh
′
j
(∑
i
cijx
∗
ij
)
= 0 if x∗ij > 0 ∀i, j
x∗, λ, γ ≥ 0 ∀i, j
Lemma 1 (Weak Duality) Let OPT (P) and OPT (D) be optimal values of primal program (P)
and dual program (D), respectively. Then OPT (P) ≥ OPT (D).
Proof It holds that
OPT (P) ≥ max
λ,γ≥0
min
x∈X
L(x, λ, γ) ≥ N(x∗, λ, γ)
where the inequalities follow the weak Lagrangian duality and the constraints of (D) for every
feasible solution x∗, λ, γ. Therefore, the lemma follows. 
Hence, our framework consists of maintaining the invariants for every online item j and among
feasible set of dual variables (constrained by the invariants) choose the ones which optimize the ratio
between the primal and dual values. If an algorithm with output x∗ satisfies P (x∗) ≤ rN(x∗, λ, γ)
for some factor r then the algorithm is r-competitive.
3 Minimizing Total Energy plus Lost Values
The problem. We are given a machine with a convex energy power P and jobs arrive over time.
Each job j is released at time rj , has deadline dj , processing volume pj and a value aj . Jobs could
be executed preemptively and at any time t, the scheduler has to choose a set of pending jobs (i.e.,
rj ≤ t < dj) and a machine speed s(t) in order to process such jobs. The energy cost of a schedule
is
∫∞
0 P (s(t))dt. Typically, P (z) = z
α for some constant α ≥ 1. The objective of the problem is to
minimize energy cost plus the lost value — which is the total value of uncompleted jobs.
Formulation. Let xj and yj be variables indicating whether job j is completed or it is not. We
denote variable sj(t) as the speed that the machine processes job j at time t. The problem could
be relaxed as the following convex program.
min
∫ ∞
0
P (s(t))dt+
∑
j
ajyj
subject to s(t) =
∑
j
sj(t) ∀t
xj + yj ≥ 1 ∀j∫ dj
rj
sj(t)dt ≥ pjxj ∀j
xj , yj , sj(t) ≥ 0 ∀j, t
9
In the relaxation, the second constraint indicates that either job j is completed or it is not. The
third constraint guarantees the necessary amount of work done in order to complete job j.
Applying the framework, we have the following dual.
max
∫ ∞
0
P
(∑
j
v∗j (t)
)
dt−
∑
j
λj
∫ dj
rj
v∗j (t)dt+
∑
j
γj
subject to
1. For any job j, γj ≤ pjλj . Moreover, if x∗j > 0 then γj = pjλj .
2. For any job j, γj ≤ aj and if y∗j > 0 then γj = aj .
3. For any job j and any t ∈ [rj , dj ], it holds that λj ≤ P ′(
∑
k v
∗
k(t)). Particularly, if v
∗
j (t) > 0
then λj = P
′(
∑
k v
∗
k(t)).
Note that v∗j (t) is not equal to s
∗
j (t) (the machine speed on job j according to our algorithm) but
it is a function depending on s∗j (t). That is the reason we use v
∗
j (t) instead of s
∗
j (t). We will choose
v∗j (t)’s in order to optimize the competitive ratio. To simplify the notation, we drop out the star
symbol in the superscript of every variable (if one has that).
Algorithm. The dual constraints naturally leads to the following algorithm. We first describe
informally the algorithm. In the algorithm, we maintain a variable uj(t) representing the virtual
machine speed on job j. The virtual speed on job j means that job j will be processed with that
speed if it is accepted; otherwise, the real speed on j will be set to 0. Consider the arrival of job
j. Observe that by the third dual constraint, we should always increase the machine speed on job
j at arg minP ′(v(t)) in order to increase λj . Hence, at the arrival of a job j, increase continuously
the virtual speed uj(t) of job j at arg minP
′(v(t)) for rj ≤ t ≤ dj . Moreover, function v(t) is also
simultaneously updated as a function of u(t) =
∑
kj uk(t) according to a system of differential
equations (2) in order to optimize the competitive ratio. The iteration on job j terminates whether
one of the first two constraints becomes tight. If the first one holds, then accept the job and set
the real speed equal to the virtual one. Otherwise, reject the job.
Define Q(z) := P (z) − zP ′(z). Consider the following system of differential equations with
boundary conditions: Q(v) = 0 if u = 0.
Q′(v)
dv
du
+ P ′(v) ≥ P
′(u)
r
,
(r − 1)P ′(u) + rQ′(v)dv
du
≥ 0, (2)
dv
du
> 0,
where r is some constant. Let r∗ ≥ 1 be a smallest constant such that the system has a solution.
The formal algorithm is given in Algorithm 1.
In the algorithm, machine i processes accepted job j with speed sj(t) at time t. As the algorithm
completes all accepted jobs, it is equivalent to state that the machine processes accepted jobs in
the earliest deadline first fashion with speed s(t) at time t.
By the algorithm, the dual variables are feasible. In the following we bound the values of the
primal and dual objectives.
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Algorithm 1 Minimizing the consumed energy plus lost values.
1: Initially, set s(t), sj(t), uj(t), v(t) and vj(t) equal to 0 for every j.
2: Let r∗ ≥ 1 be the smallest constant such that (2) has a solution. During the algorithm, keep
v(t) as a solution of (2) with constant r∗ and u(t) =
∑
j uj(t) for every time t.
3: for a job j arrives do
4: Initially, uj(t)← 0.
5: while
∫ dj
rj
uj(t)dt < pj and λjpj < aj do
6: Continuously increase uj(t) at arg minP
′(v(t)) for rj ≤ t ≤ dj and update u(t) ←∑
k 6=j uk(t) + uj(t) and v(t) (as a function of u(t)) and λj ← minrj≤t≤dj P ′(v(t)) simulta-
neously.
7: end while
8: Set vj(t)← v(t)−
∑
k≺j vk(t).
9: if λjpj = aj and
∫ dj
rj
uj(t)dt < pj then
10: Reject job j.
11: Set γj ← aj .
12: else
13: Accept job j.
14: Set sj(t)← uj(t), s(t)← s(t) + sj(t) and γj ← λjpj .
15: end if
16: end for
Lemma 2 It holds that∫ ∞
0
P (s(t))dt+
∑
j
ajyj ≤ r∗
∫ ∞
0
P
(∑
j
vj(t)
)
dt−
∑
j
λj
∫ dj
rj
vj(t)dt+
∑
j
γj

Proof By the algorithm, λj = P
′(v(t)) at every time t such that vj(t) > 0 for every job j. Hence,
it is sufficient to show that∫ ∞
0
P (s(t))dt+
∑
j
ajyj ≤ r∗
∫ ∞
0
Q
(∑
j
vj(t)
)
dt+
∑
j
γj
 (3)
where recall Q(z) = P (z)− zP ′(z).
We will prove the inequality (3) by induction on the number of jobs in the instance. For the
base case where there is no job, the inequality holds trivially. Suppose that the inequality holds
before the arrival of a job j. In the following, we consider different cases.
Job j is accepted. Consider any moment τ in the while loop related to job j. We emphasize
that τ is a moment in the execution of the algorithm, not the one in the time axis t. Suppose
that at moment τ , an amount duj(t) is increased (allocated) at t. Note that duj(t) = du(t) as
u(t) =
∑
j uj(t). As j is accepted, yj = 0 and the increase at τ in the left hand-side of (3) is
P ′(u(t))du(t)
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Let v(t1, τ1) be the value of v(t1) at moment τ1 in the while loop. By the algorithm, the dual
variable γj satisfies
γj = λjpj ≥
∫
τ1
(∫ dj
rj
uj(t2)dt2
)
min
rj≤t1≤dj
P ′(v(t1, τ1))dτ1
=
∫
τ1
∫ dj
rj
uj(t2) min
rj≤t1≤dj
P ′(v(t1, τ1))dt2dτ1
where the inequality is due to the fact that at the end of the while loop,
∫ dj
rj
uj(t)dt = pj (by the loop
condition) and P ′ is increasing. Therefore, at moment τ , dγj ≥ minrj≤t1≤dj P ′(v(t1, τ))duj(t) =
P ′(v(t))du(t) where the equality follows since t ∈ arg minrj≤t1≤dj P ′(v(t1, τ)). Hence, the increase
in the right hand-side of (3) is at least r∗[Q′(v(t))dv(t) + P ′(v(t))du(t)].
Due to the system of inequations (2) and the choice of r∗, at any moment in the execution of
the algorithm, the increase in the left hand-side of (3) is at most that in the right hand-side. Thus,
the induction step follows.
Job j is rejected. If j is rejected then yj = 1 and so the increase in the left hand-side of (3)
is aj . Moreover, by the algorithm γj = aj . So we need to prove that after the iteration of the for
loop on job j, it holds that (r∗ − 1)aj + r∗
∫∞
0 ∆Q(v(t))dt ≥ 0. As j is rejected,
aj = λjpj >
∫ dj
rj
min
rj≤t1≤dj
P ′(v(t1))uj(t)dt
Therefore, it is sufficient to prove that
(r∗ − 1)
∫ dj
rj
min
rj≤t1≤dj
P ′(v(t1))uj(t)dt+ r∗
∫ ∞
0
∆Q(v(t))dt ≥ 0 (4)
Before the iteration of the while loop, the left-hand side of (4) is 0. Similar as the analysis of
the previous case, during the execution of the algorithm the increase rate of the left-hand side is
(r∗−1)P ′(v(t))du(t) + r∗Q′(v(t))dv(t), which is non-negative by equation (2). Thus, inequality (4)
holds.
By both cases, the lemma follows. 
Theorem 1 The algorithm is r∗-competitive. Particularly, if the energy power function P (z) = zα
then the algorithm is αα-competitive
Proof The theorem follows by the framework and Lemma 2.
If the power energy function P (z) = zα then r∗ = αα and u(t) = v(t)/α satisfy the system (2).
Thus, the algorithm is αα-competitive. 
4 Maximizing the Total Value minus Energy
The problem. We are given unrelated machines and jobs arrive over time. Each job j is released
at time rj , has deadline dj , a value aj and processing volume pij if it is executed on machine i.
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Jobs could be executed preemptively but migration is not allowed, i.e., no job could be executed
in more than one machine. At a time t, the scheduler has to choose a set of pending jobs (i.e.,
rj ≤ t < dj) to be processed on each machine, and the speeds si(t)’s for every machine i to execute
such jobs. The energy cost is
∑
i
∫∞
0 P (si(t))dt where P is a given convex power function. The
objective now is to maximize the total value of completed jobs minus the energy cost.
We first give some idea about the difficulty of the problem even on a single machine. Assume
that the adversary releases a job with small value but with a high energy cost in order to complete
the job. One has to execute the job since otherwise the profit would be zero. However, at the
moment an algorithm nearly completes the job, the adversary releases other job with much higher
value and a reasonable energy demand. One need to switch immediately to the second job since
otherwise either a high value is lost or the energy consumption becomes too much. It means that
all energy spending on the first job is lost without any gain. Based on this idea, [19] has shown
that without resource augmentation, the competitive ratio is unbounded.
In this section, we consider the problem with resource augmentation, meaning that with the
same speed z the energy power for the algorithm is P ((1− )z), whereas the one for the adversary
is P (z). Let (P ) > 0 be the smallest constant such that zP ′((1 − (P ))z) ≤ P (z) for all z > 0.
For the typical energy power P (z) = zα, (P ) = 1− α−1/α which is closed to 0 for α large.
Formulation. Let xij be variable indicating whether job j is completed in machine i. Let sij(t)
be the variable representing the speed that machine i processes job j at time t. The problem could
be formulated as the following convex program.
max
∑
i,j
ajxij−
∑
i
∫ ∞
0
P ((1− )si(t))dt
subject to si(t) =
∑
j
sij(t) ∀i, t∑
i
xij ≤ 1 ∀j∫ dj
rj
sij(t)dt ≥ pijxij ∀i, j
xij , sij(t) ≥ 0 ∀i, j, t
Note that in the objective, by resource augmentation the consumed energy is
∑
i
∫∞
0 P ((1 −
)si(t))dt. Applying the framework, we have the following dual.
min
∑
j
γj −
∑
i
∫ ∞
0
P
(∑
j
u∗ij(t)
)
dt+
∑
i,j
λij
∫ dj
rj
u∗ij(t)dt
subject to
1. For any machine i and any job j, γj + pijλij ≥ aj .
2. For any machine i, any job j and any t ∈ [rj , dj ], λij ≤ P ′((1 − )
∑
k u
∗
ik(t)) where the
sum is taken over all jobs k released before j, i.e., k  j. Particularly, if u∗ij(t) > 0 then
λij = P
′((1− )∑kj u∗ik(t)).
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Similar as in the previous section, the constraints naturally lead to Algorithm 2. In the algorithm
and the analysis, to simplify the notation we drop out the star symbol in the superscript of every
variable (if one has that).
Algorithm 2 Minimizing the throughput minus consumed energy.
1: Initially, set s(t) and u(t) equal to 0.
2: The algorithm always runs accepted jobs with speed s(t) in the earliest deadline first fashion.
3: for a job j arrives do
4: Initially, uij(t)← 0 for every t and let I be the set of all machines, I ′ ← ∅.
5: while I 6= ∅ do
6: For every i ∈ I, increase uij(t) at arg minP ′(ui(t)) in the continuous manner for rj ≤
t ≤ dj and update ui(t) =
∑
k 6=j uik(t) + uij(t) and λij = minrj≤t≤dj P
′((1 − )ui(t))
simultaneously.
7: if λijpij = aj and
∫ dj
rj
uij(t)dt < pj for some machine i then
8: I ← I \ {i}.
9: end if
10: if λijpij < aj and
∫ dj
rj
uij(t)dt = pj for some machine i then
11: I ′ ← I ′ ∪ {i} and I ← I \ {i}.
12: end if
13: end while
14: if I ′ = ∅ then
15: Reject job j and set γj ← 0 (note that pijλij = aj ∀i).
16: else
17: Let i = arg mini′∈I′ pi′jλi′j .
18: Accept and assign job j to machine i, i.e., xij = 1.
19: Set sij(t)← uij(t), si(t)← si(t) + sij(t) and γj ← aj − λjpj .
20: end if
21: end for
Lemma 3 Dual variables constructed by Algorithm 2 are feasible.
Proof By the algorithm (line 6), λij ≤ P ′((1 − )
∑
k uik(t)) where the sum is taken over all jobs
k released before j (k  j) and if uij(t) > 0 then λij = P ′((1− )
∑
kj uik(t)). Consider the first
constraint. If j is rejected then pijλij = aj for every machine i. Otherwise, by the assignment (line
17), it always holds that γj + pijλij ≥ aj for every i, j. 
In the following we bound the values of the primal and dual objectives in the resource augmen-
tation model.
Lemma 4 For every  ≥ (P ), it holds that
1

(∑
i,j
ajxij −
∑
i
∫ ∞
0
P ((1− )si(t))dt
)
≥
∑
j
γj −
∑
i
∫ ∞
0
P
(∑
j
uij(t)
)
dt+
∑
i,j
λij
∫ dj
rj
uij(t)dt
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Proof We have ∑
i,j
λij
∫ dj
rj
uij(t)dt−
∑
i
∫ ∞
0
P (ui(t))dt
≤
∑
i
∫ ∞
0
(
max
j:rj≤t≤dj
λij
)∑
j
uij(t)dt−
∑
i
∫ ∞
0
P (ui(t))dt
≤
∑
i
∫ ∞
0
P ′((1− )ui(t))ui(t)dt−
∑
i
∫ ∞
0
P (ui(t))dt ≤ 0
In the second inequality, recall that
∑
j uij(t) = ui(t) and by the algorithm, λij = minrj≤τ≤dj P
′((1−
)ui(τ)) ≤ P ′((1− )ui(t)) for any rj ≤ t ≤ dj . The last inequality follows by the definition of (P ).
Therefore, it is sufficient to prove that
1

(∑
i,j
ajxij −
∑
i
∫ ∞
0
P ((1− )si(t))dt
)
≥
∑
j
γj (5)
We prove inequality (5) by induction on the number of released jobs in the instance. For the base
case where there is no job, the inequality holds trivially. Suppose that the inequality holds before
the arrival of a job j.
If j is rejected then xij = 0, sij(t) = 0 for every i, t and γj = 0. Therefore, the increases in both
side of inequality (5) are 0. Hence, the induction step follows.
In the rest, assume that j is accepted and let i be the machine to which j is assigned. We have∫ ∞
0
[
P
(
(1− )ui(t)
)
−P
(
(1− )(ui(t)− uij(t))
)]
dt ≤ (1− )
∫ ∞
0
P ′
(
(1− )ui(t)
)
uij(t)dt
≤ (1− )
∫ ∞
0
P ′(ui(t))uij(t)dt = (1− )λij
∫ ∞
0
uij(t)dt = (1− )λijpij ≤ (1− )aj
The first inequality is due to the convexity of P
P
(
(1− )(ui(t)− uij(t))
)
≥ P
(
(1− )ui(t)
)
−(1− )uij(t)P ′
(
(1− )ui(t)
)
.
The second inequality holds because P ′ is increasing. The first equality follows since uij(t) 6= 0 only
at t such that P ′(ui(t)) = λij (by the algorithm). The last inequality is due to the loop condition
in the algorithm. Thus, at the end of the iteration (related to job j) in the for loop, the increase
in the left hand side of inequality (5) is
1

(
ajxij −
∫ ∞
0
[
P
(
(1− )ui(t)
)
−P
(
(1− )(ui(t)− uij(t))
)]
dt
)
≥ 1

(
aj − (1− )aj
)
= aj
Besides, the increase in the right hand-side of inequality (5) is γj ≤ aj . Hence, the induction step
follows; so does the lemma. 
Theorem 2 The algorithm is (1 + )-augmentation, 1/-competitive for  ≥ (P ).
Proof By resource augmentation, with the same speed z the energy power for the algorithm is
P ((1− )z), whereas the one for the adversary is P (z). So by Lemma 4, the theorem follows. 
Note that the result could be generalized for heterogeneous machines where the energy power
functions are different. In this case, one needs to consider  ≥ maxi (Pi).
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5 Energy Minimization in Speed Scaling with Power Down Model
The problem. We are given a single machine that could be transitioned into a sleep state or an
active state. Each transition from the sleep state to the active state costs A > 0, which is called
the wake-up cost. Jobs arrive online, each job has a released time rj , a deadline dj , a processing
volume pj and could be processed preemptively. In the problem, all jobs have to be completed.
In the sleep state, the energy consumption of the machine is 0. In the active state, the power
energy consumption at time t is P (s(t)) = s(t)α + g where α ≥ 1 and g ≥ 0 are constant. Thus,
the consumed energy of the machine in active state is
∫∞
0 P (s(t))dt, that can be decomposed into
dynamic energy
∫∞
0 s(t)
αdt and static energy
∫∞
0 gdt (where the integral is taken over t at which
the machine is in active state). At any time t, the scheduler has to decide the state of the machine
and the speed if the machine is in active state in order to execute and complete all jobs. The
objective is to minimize the total energy — the consumed energy in active state plus the wake-up
energy.
Formulation. In a mathematical program for the problem, we need to incorporate an information
about the machine states and the transition cost from the sleep state to the active one. Here we
make use of the properties of the Heaviside step function and the Dirac delta function to encode
the machine states and the transition cost. Recall that the Heaviside step function H(t) = 0 if
t < 0 and H(t) = 1 if t ≥ 0. Then H(t) is the integral of the Dirac delta function δ (i.e., H ′ = δ)
and it holds that
∫ +∞
−∞ δ(t)dt = 1. Now let F (t) be a function indicating whether the machine is in
active state at time t, i.e., F (t) = 1 if the machine is active at t and F (t) = 0 if it is in the sleep
state. Assume that the machine initially is in the sleep state. Then A
∫ +∞
0 |F ′(t)|dt equals twice
the transition cost of the machine (a transition from the active state to the sleep state costs 0 while
in A
∫ +∞
0 |F ′(t)|dt, it costs A).
Let sj(t) be variable representing the machine speed on job j at time t. The problem could be
formulated as the following (non-convex) program.
min
∫ ∞
0
P
(∑
j
sj(t)
)
F (t)dt+
A
2
∫ +∞
0
|F ′(t)|dt
subject to
∫ dj
rj
sj(t)F (t)dt ≥ pj ∀j
sj(t) ≥ 0, F (t) ∈ {0, 1} ∀j, t
The first constraint ensures that every job j will be fully processed during [rj , dj ]. Moreover, each
time a job is executed, the machine has to be in the active state. Note that we do not relax the
variable F (t). The objective function consists of the energy cost during the active periods and the
wake-up cost.
5.1 Speed Scaling without Wake-Up Cost
The problem without wake-up cost (A = 0) has been extensively studied. We reconsider the
problem throughout our primal-dual approach. In case A = 0, the machine is put in active state
whenever there is some pending job (thus the function F (t) is useless and could be removed from
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the formulation). In this case, the relaxation above becomes a convex program. Applying the
framework and by the same observation as in previous sections, we derive the following algorithm.
At the arrival of job j, increase continuously sj(t) at arg minP
′(s(t)) for rj ≤ t ≤ dj and update
simultaneously s(t)← s(t) + sj(t) until
∫ dj
rj
sj(t
′)dt′ = pj .
It turns out that the machine speed s(t) of the algorithm equals maxt′>t V (t, t
′)/(t′ − t) where
V (t, t′) is the remaining processing volume of jobs arriving at or before t with deadline in (t, t′]. So
the algorithm is indeed algorithm Optimal Available [21] that is αα-competitive [5]. However,
the primal-dual view of the algorithm gives more insight and that is useful in the general energy
model (see Lemma 5).
5.2 Speed Scaling with Wake-Up Cost
The Algorithm. Define the critical speed sc = arg mins>0 P (s)/s. In the algorithm, the machine
speed is always at least sc if it executes some job.
Initially, set s(t) and sj(t) equal 0 for every time t and jobs j. If a job is released then it is
marked as active. Intuitively, a job is active if its speed sj(t) has not been settled yet. Let τ be the
current moment. Consider currently active jobs in the earliest deadline first (EDF) order. Increase
continuously sj(t) at arg minP
′(s(t)) for rj ≤ t ≤ dj and update simultaneously s(t)← s(t)+sj(τ)
until
∫ dj
rj
sj(t
′)dt′ = pj . Now consider different states of the machine at the current time τ . We
distinguish three different states: (1) in working state the machine is active and is executing some
jobs; (2) in idle state the machine is active but its speed equals 0; and (3) in sleep state the machine
is inactive.
In working state. If s(τ) > 0 then keep process jobs with the earliest deadline by speed max{s(τ), sc}.
Mark all currently pending jobs as inactive. If s(τ) = 0, switch to the idle state.
In idle state. If s(τ) ≥ sc then switch to the working state.
If sc > s(t) > 0. Mark all currently pending jobs as active. Intuitively, we delay such jobs
until some moment where the machine has to run at speed sc in order to complete these jobs
(assuming that there is no new job released).
Otherwise, if the total duration of idle state from the last wake-up equals A/g then switch to
the sleep state.
In sleep state. If s(t) ≥ sc then switch to the working state.
In the rest, we denote s∗(t) as the machine speed at time t by the algorithm. Moreover, let
s∗j (t) be the speed of the algorithm on job j at time t.
Analysis. The Lagrangian dual is maxλ≥0 mins,F L(s, F, λ) where the minimum is taken over
(s, F ) feasible solutions of the primal and L is the following Lagrangian function
L(s, F, λ) =
∫ ∞
0
P
(∑
j
sj(t)
)
F (t)dt+
A
2
∫ +∞
0
|F ′(t)|dt+
∑
j
λj
(
pj −
∫ dj
rj
sj(t)F (t)dt
)
≥
∑
j
λjpj −
∑
j
∫ dj
rj
sj(t)F (t)
(
λj − P (s(t))
s(t)
)
1{s(t)>0}1{F (t)=1}dt+
A
2
∫ +∞
0
|F ′(t)|dt
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where s(t) =
∑
j sj(t).
By weak duality, the optimal value of the primal is always larger than the one of the corre-
sponding Lagrangian dual. In the following, we bound the Lagrangian dual value in function of the
algorithm cost and derive the competitive ratio via the dual-fitting approach.
Dual variables Let 0 < β ≤ 1 be some constant to be chosen later. For jobs j such that s∗(t) > 0
for every t ∈ [rj , dj ], define λj such that λjpj/β equals the marginal increase of the dynamic energy
due to the arrival of job j. For jobs j such that s∗(t) = 0 for some moment t ∈ [rj , dj ], define λj
such that λjpj equals the marginal increase of the dynamic and static energy due to the arrival of
job j.
Lemma 5 Let j be an arbitrary job.
1. If s∗(t) > 0 for every t ∈ [rj , dj ] then λj ≤ βP ′(s∗(t)) for every t ∈ [rj , dj ].
2. Moreover, if s∗(t) = 0 for some t ∈ [rj , dj ] then λj = P (sc)/sc.
Proof We prove the first claim. For any time t, speed s∗(t) is non-decreasing as long as new jobs
arrive. Hence, it is sufficient to prove the claim assuming that no other job is released after j. So
s∗(t) is the machine speed after the arrival of j. The marginal increase in the dynamic energy due
to the arrival of j could be written as
1
β
λjpj =
∫ dj
rj
(
P (s∗(t))− P (s∗(t)− s∗j (t)
)
dt ≤
∫ dj
rj
P ′(s∗(t))s∗j (t))dt
= minP ′(s∗(t))
∫ dj
rj
s∗j (t)dt = minP
′(s∗(t))pj
where minP ′(s∗(t)) is taken over t ∈ [rj , dj ] such that s∗j (t) > 0. The inequality is due to the
convexity of P and the second equality follows by the algorithm. Moreover, minrj≤t≤dj P
′(s∗(t)) ≤
P ′(s∗(τ)) for any τ ∈ [rj , dj ]; so the lemma follows.
We are now showing the second claim. By the algorithm, the fact that s∗(t) = 0 for some
t ∈ [rj , dj ] means that job j will be processed at speed sc in some interval [a, b] ⊂ [rj , dj ] (assuming
that no new job is released after rj). The marginal increase in the energy is P (s
c)(b− a) while pj
could be expressed as sc(b− a). Therefore, λj = P (sc)/sc. 
Theorem 3 The algorithm has competitive ratio at most max{4, αα}.
Proof Let E∗1 be the dynamic energy of the algorithm schedule, i.e., E∗1 =
∫∞
0 [P (s
∗(t))−P (0)]dt ≤∑
j λjpj/β due to the definition of λj ’s and 0 < β ≤ 1. Moreover, let E∗2 be the static energy plus
the wake-up energy of the algorithm, i.e., E∗2 =
∫∞
0 P (0)F
∗(t)dt+ A2
∫∞
0 |(F ∗)′(t)|dt. We will bound
the Lagrangian dual objective.
By Lemma 5 (second statement), for every job j such that s∗(t) = 0 for some t ∈ [rj , dj ],
λj =
P (sc)
sc . By the definition of the critical speed, λj ≤ P (z)z for any z > 0. Therefore,∑
j
∫ dj
rj
sj(t)F (t)
(
λj − P (s(t))
s(t)
)
dt ≤ 0 (6)
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where in the sum is taken over jobs j such that s∗(t) = 0 for some t ∈ [rj , dj ]. Therefore,
L1(s, λ) :=
∑
j
λjpj −
∑
j
∫ dj
rj
sj(t)F (t)
(
λj − P (s(t))
s(t)
)
1{s(t)>0}1{F (t)=1}dt
≥ βE∗1 −max
s,F
∑
j
∫ dj
rj
sj(t)F (t)
[
βP ′(s∗(t))− P (s(t))
s(t)
]
1{s(t)>0}1{F (t)=1}1{s∗(t)>0}dt
≥ βE∗1 −maxs
∫ ∞
0
s(t)
[
βP ′(s∗(t))− P (s(t))
s(t)
]
1{s(t)>0}1{F (t)=1}1{s∗(t)>0}dt
≥ βE∗1 −
∫ ∞
0
[
βP ′(s∗(t))s¯(t)− P (s¯(t))
]
1{s(t)>0}1{F (t)=1}1{s∗(t)>0}dt
≥ βE∗1 −
1
2
∫ ∞
0
[
βP ′(s∗(t))s¯(t)− P (s¯(t))
]
1{s∗(t)>0}dt
− 1
2
∫ ∞
0
[
βP ′(s∗(t))s¯(t)− P (s¯(t))
]
1{F (t)=1}dt
where in the second line, the sum is taken over jobs j such that s∗(t) > 0 for all t ∈ [rj , dj ]. The first
inequality follows (6) and Lemma 5 (first statement). The second inequality holds since F (t) ≤ 1
and s(t) =
∑
j sj(t). The third inequality is due to the first order derivative and s¯(t) is the solution
of equation P ′(z(t)) = βP ′(s∗(t)). In fact s¯(t) maximizes function s(t)βP ′(s∗(t))− P (s(t)).
As the energy power function P (z) = zα + g where α ≥ 1 and g ≥ 0, s¯(t)α−1 = β(s∗(t))α−1.
Therefore,
L1(s, λ) ≥ βE∗1 −
1
2
∫ ∞
0
(
βα(s∗(t))α−1s¯(t)− (s¯(t))α − g
)
1{s∗(t)>0}dt
− 1
2
∫ ∞
0
(
βα(s∗(t))α−1s¯(t)− (s¯(t))α − g
)
1{F (t)=1}dt
= βE∗1 −
∫ ∞
0
(α− 1)βα/(α−1)(s∗(t))αdt+ 1
2
∫ ∞
0
g1{s∗(t)>0}dt+
1
2
∫ ∞
0
g1{F (t)=1}dt
=
[
β − (α− 1)βα/(α−1)
]
E∗1 +
1
2
∫ ∞
0
g1{s∗(t)>0}dt+
1
2
∫ ∞
0
g1{F (t)=1}dt
Choose β = 1/αα−1, we have that
L(s, F, λ) ≥ 1
αα
E∗1 +
1
2
∫ ∞
0
g1{s∗(t)>0}dt+
1
2
∫ ∞
0
g1{F (t)=1}dt+
A
2
∫ ∞
0
|F ′(t)|dt
In the following, we claim that
L2(F ) :=
1
2
∫ ∞
0
g1{s∗(t)>0}dt+
1
2
∫ ∞
0
g1{F (t)=1}dt+
A
2
∫ ∞
0
|F ′(t)|dt ≥ E∗2/4
for any feasible solution (s, F ) of the relaxation.
Consider the algorithm schedule. An end-time u is a moment in the schedule such that the
machine switches from the idle state to the sleep state. Conventionally, the first end-time in the
schedule is 0. Partition the time line into phases. A phase [u, v) is a time interval such that u, v
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are consecutive end-times. Observe that in a phase, the schedule has transition cost A and there is
always a new job released in a phase (otherwise the machines would not switch to non-sleep state).
We will prove the claim on every phase. In the following, we are interested in phase [u, v) and
whenever we mention L2(F ), it refers to
1
2
∫ v
u g1{s∗(t)>0}dt+
1
2
∫ v
u g1{F (t)=1}dt+
A
2
∫ v
u |F ′(t)|dt.
By the algorithm, the static energy of the schedule during the idle time is A,
i.e.,
∫ v
u g1{s∗(t)=0}dt = A. Let (s, F ) be an arbitrary feasible of solution of the relaxation.
If during [u, v), the machine following solution (s, F ) makes a transition from non-sleep state
to sleep state or inversely then L2(F ) ≥ 12
∫ v
u g1{s∗(t)>0}dt+
A
2 . Hence
L2(F ) ≥ 1
4
(∫ v
u
g1{s∗(t)>0}dt+
∫ v
u
g1{s∗(t)=0}dt+A
)
=
1
4
E∗2
∣∣
[u,v)
.
If during [u, v), the machine following solution (s, F ) makes no transition (from non-sleep static
to sleep state or inversely) then F (t) = 1 during [u, v) in order to process jobs released in the phase.
Therefore,
L2(F ) ≥ 1
2
∫ v
u
g1{s∗(t)>0}dt+
1
2
∫ v
u
g1{F (t)=1}dt =
1
2
∫ v
u
g1{s∗(t)>0}dt+
1
2
∫ v
u
gdt
≥ 1
2
∫ v
u
g1{s∗(t)>0}dt+
1
4
∫ v
u
g1{s∗(t)=0}dt+
A
4
≥ 1
4
(∫ v
u
g1{s∗(t)>0}dt+
∫ v
u
g1{s∗(t)=0}dt+A
)
=
1
4
E∗2
∣∣
[u,v)
where the second inequality follows the algorithm: as the machine switches to sleep state at time
v, it means that the total idle duration in [u, v) incurs a cost A.
In conclusion, the dual L(s, F, λ) ≥ E∗1/αα + E∗2/4 whereas the primal is E∗1 + E∗2 . Thus, the
competitive ratio is at most max{4, αα}. 
6 Minimizing Energy plus Weighted Flow-Time in Speed Scaling
with Power Down Model
The problem. We consider the problem of minimizing the total weighted flow-time plus energy
on a single in the general energy model. Again, the machine has a transition cost A from sleep
state to active state. The power energy consumption of the machine at time t in its active state is
P (s(t)) = s(t)α + g where α ≥ 1 and g ≥ 0 and s(t) is the machine speed at time t. Recall that the
dynamic energy is
∫∞
0 s
α(t)dt and the static energy is
∫∞
0 gdt (where the integrals are taken during
active periods). Jobs arrive over time, a job j is released at time rj , has weight wj and requires pj
units of processing volume if it is processed on machine i. A job could be processed preemptively,
i.e., a job could be interrupted and resumed later. The flow-time of a job j is Cj − rj where Cj
is the completion time of the job. At any time, the scheduler has to determine the state and the
speed of every machine (it it is active) and also a policy how to execute jobs. The objective is to
minimize the total weighted flow-time of all jobs plus the total energy (including the wake-up cost).
Formulation. Similar as the previous section, we make use of the properties of Heaviside step
function and Dirac delta function to encode the machine states and the transition cost. Let F (t)
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be a function indicating whether the machine i is in active state at time t, i.e., F (t) = 1 if the
machine is active at t and F (t) = 0 if it is in the sleep state. Assume that the machine initially is
in the sleep state. Then A
∫ +∞
0 |F ′(t)|dt equals twice the transition cost of the machine. Let sj(t)
be the variable that represents the speed of job j at time t. Let Cj be a variable representing the
completion time of j. The problem could be relaxed as the following (non-convex) program.
minimize
∫ ∞
0
2P
(∑
j
sj(t)
)
F (t)dt+ 2
∑
j
(∫ Cj
rj
sj(t)F (t)dt
)
wj
pj
(Cj − rj)
+A
∫ ∞
0
|F ′(t)|dt (7)
subject to
∫ Cj
rj
sj(t)F (t)dt = pj ∀j
sj(t) ≥ 0 ∀j, t ≥ rj
F (t) ∈ {0, 1} ∀t.
The first constraints ensure that every job j must be completed by time Cj . In the objective
function, the first and second terms represent twice the consumed energy and the total weighted
flow-time, respectively. Note that in the second term,
∫ Cj
rj
sj(t)F (t)dt = pj by the constraints. The
last term stands for twice the transition cost.
Preliminaries. We say that a job j is pending at time t if it is not completed, i.e., rj ≤ t < Cj .
At time t, denote qj(t) the remaining processing volume of job j. The total weight of pending jobs
at time t is denoted as W (t). The density of a job j is δj = wj/pj . Define the critical speed s
c
of the machine as arg minz≥0 P (z)/z. As P (z) = zα + g, by the first order condition, sc satisfies
(α− 1)(sc)α = g.
6.1 The Algorithm.
We first describe the algorithm informally. In the speed scaling model, all previous algorithms
explicitly or implicitly balance the weighted flow-time of jobs and the consumed energy to process
such jobs. That could be done by setting the machine speed at any time t proportional to some
function of the total weight of pending jobs (precisely, proportional to W (t)1/α where W (t) is
the total weight of pending jobs). Our algorithm follows the same idea of balancing. However,
in the general energy model, the algorithm would not be competitive if the speed is always set
proportionally to W (t)1/α since the static energy might be large due to the long active periods of
the machine. Hence, even if the total weight of pending jobs on the machine is small, in some
situation the speed is maintained larger than W (t)1/α. In fact, it will be set to be the critical speed
sc, defined as arg minP (z)/z.
An issue while dealing with the general model is to determine when a machine is waken up.
Again, if the total weight of pending jobs is small and the machine is active, then the static energy
is large. Otherwise if pending jobs remain for long time then the weight flow-time is large. The
algorithm also balances the costs by making a plan and switching the machine into active state at
appropriate moments. If new job is released then the plan, together with its starting time, will be
changed.
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Description of algorithm. At any time t, the machine maintains the following policy in different
states: the working state (the machine is active and currently processes some job), the idle state
(the machine is active but currently processes no job) and the sleep state.
In working state. If αα−1W (t)
(α−1)/α > P (sc)/sc then the machine speed is set as W (t)1/α. Oth-
erwise, the speed is set as sc. At any time, the machine processes the highest density job
among the pending ones.
In idle state. 1. If αα−1W (t)
(α−1)/α > P (sc)/sc then switch to the working state.
2. If 0 < αα−1W (t)
α−1
α ≤ P (sc)/sc then make a plan to process the pending jobs with speed
(exactly) sc in non-increasing order of their density. So the plan consists of a single
block (with no idle time) and the block length could be explicitly computed (given the
processing volumes of all jobs and speed sc). Hence, the total energy consumed in the
plan could also be computed and it is independent of the starting time of the plan.
Choose the starting time of the plan in such a way that the total energy consumed in
the plan equals the total weighted flow-time of all jobs in the plan. There always exists
such starting time since if the plan begins immediately at t, the energy is larger than
the weighted flow-time; and inversely if the starting time is large enough, the latter
dominates the former.
At the starting time of a plan, switch to the working state. (Note that the plan together
with its starting time could be changed due to the arrival of new jobs.)
3. Otherwise, if the total duration of idle state from the last wake-up equals A/g then
switch to sleep state.
In sleep state. Use the same policy as the first two steps of the idle state.
6.2 Analysis
The Lagrangian dual of program (7) is max minx,s,C,F L where L is the corresponding Lagrangian
function where the maximum is taken over dual variables. The purpose of the section is to choose
appropriate dual variables and prove that for any feasible solution (x, s, C, F ) of the primal, the
Lagragian dual is bounded by a desired factor from the primal.
Dual variables. Denote the dual variables corresponding to the first constraints of (7) as λj ’s.
Set all dual variables (corresponding to the primal (7)) except λj ’s equal to 0. The values of dual
variables λj ’s is defined as the follows.
Fix a job j. At the arrival of a job j, rename pending jobs as {1, . . . , k} in non-increasing order
of their densities, i.e., p1/w1 ≤ . . . ≤ pk/wk (note that pa/wa is the inverse of job a’s density).
Denote Wa = wa + . . .+ wk for 1 ≤ a ≤ k.
Define λj such that
λjpj = wj
j∑
a=1
qa(rj)
W
1/α
a
+Wj+1
qj(rj)
W
1/α
j
+ P (sc)
qj(rj)
sc
(8)
Note that qj(rj) = pj . If job j is processed with speed larger than s
c then the first term stands for
the weighted flow-time of j and the second term represents an upper bound of the increase in the
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weighted flow-time of jobs with density smaller than δj . Observe that due to arrival of j, the jobs
with higher density than δj are completed earlier and the ones with smaller density than δj may
have higher flow-time. Informally, the second sum in (8) captures the marginal change in the total
weighted flow-time. The third term in (8) is introduced in order to cover energy consumed during
the execution periods of job j if it is processed by speed sc. That term is necessary since during
such periods the energy consumption and the weighted flow-time is not balanced.
The Lagrangian function L(x, s, C, F, λ) with the chosen dual variables becomes
A
∫ ∞
0
|F ′(t)|dt+ 2
∫ ∞
0
P
(∑
j
sj(t)
)
F (t)dt+ 2
∑
j
δj(Cj − rj)
∫ Cj
rj
sj(t)F (t)dt
+
∑
j
λj
(
pj −
∫ Cj
rj
sj(t)F (t)dt
)
=
∑
j
λjpj +A
∫ ∞
0
|F ′(t)|dt+
∑
j
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt
−
∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(Cj − rj)
)
dt
Notations. We denote s∗(t) the machine speed at time t by the algorithm. So by the algorithm,
if s∗(t) > 0 then s∗(t) ≥ sc. Let E∗1 and E∗2 be the total dynamic and static energy consumed by
the algorithm schedule, respectively. In other words, E∗1 =
∫∞
0 (s
∗(t))αdt and E∗2 =
∫∞
0 g where
the integral is taken over all moments t where the machine is active (either in working or in idle
states). Additionally, let E∗3 be the total transition cost of the machine. Moreover, let F∗ be the
total weighted flow-time of all jobs in the schedule.
We relate the cost of the schedule (due to the algorithm) and the chosen values of dual variables
by the following lemma. Note that by definition of λj ’s, we have that
∑
j λjpj ≥ F∗.
Lemma 6 It holds that 2E∗1 + 3E∗2 ≥ F∗ and
∑
j λjpj ≥ E∗1 .
Proof We prove the first inequality. Consider times t where the machine speed is sc. By the
algorithm P (sc)/sc ≥ αα−1W (t)(α−1)/α. Recall that by the definition of critical speed g = (α −
1)(sc)α, so α(sc)α = P (sc). Therefore, sc ≥ (α− 1)−1/(α−1)W (t)1/α. Hence,
2E∗2 ≥ (α− 1)
1
α−1
∫ ∞
0
g1{s∗(t)=sc}dt = (α− 1)
1
α−1
∫ ∞
0
(α− 1)(sc)α1{s∗(t)=sc}dt
≥
∫ ∞
0
W (t)1{s∗(t)=sc}dt
Now consider times t where the machine speed is W (t)1/α strictly larger than sc. Thus the
dynamic energy consumed on such periods is
E∗1 ≥
∫ ∞
0
(s∗(t))α1{s∗(t)>sc}dt ≥
∫ ∞
0
W (t)1{s∗(t)>sc}dt
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For periods where s∗(t) = 0 while some jobs are still pending on the machine, by the algorithm
plan, the total weighted flow time of jobs in such periods is bounded by (E∗1 + E∗2 ) Therefore,
2E∗1 + 3E∗2 ≥
∫ ∞
0
W (t)dt = F∗.
In the rest, we prove the second inequality
∑
j λjpj ≥ E∗1 . By the definition of λj ’s (particularly
the third term in (8)),
∑
j λjpj covers the total energy of machine during all intervals where the
machine processes jobs by speed sc. Denote Γ as
∑
j λjpj subtracting the energy incurred during
periods where the machine speed is sc. We need to prove that Γ is enough to cover the total energy
incurred over all moments where the machine speed is strictly larger than sc. In the following, we
are interested only in such moments.
Consider a job k processed at time t with speed larger than sc. By the definition of λj ’s, Γ
contributes to time t an amount at least
∑
j wj/W (t)
1/α where the sum is taken over pending jobs
j with smaller density than that of k. The latter is exactly W (t). Thus, Γ contributes to time t an
amount W (t)(α−1)/α.
Now consider an arbitrarily small interval [a, b] where the machine processes only job k and
the speed is strictly larger than sc. Let W be the total weight of pending jobs over [a, b]. The
processing amount of k done over [a, b] is W 1/α(b− a) while the energy amount consumed in that
interval is W (b − a). Hence, in average the machine spends W (α−1)/α (dynamic) energy unit at
time t.
Therefore, during periods where the machine speed is larger than sc, Γ is increase at rate
proportionally to the one of the dynamic energy. The second inequality of the lemma follows. 
Corollary 1 It holds that
∑
j λjpj ≥ 78E∗1 + 116F∗ − 316E∗2 .
Proof By the previous lemma, we deduce that∑
j
λjpj ≥ E∗1 ≥
7
8
E∗1 +
1
8
(
1
2
F∗ − 3
2
E∗2
)
=
7
8
E∗1 +
1
16
F∗ − 3
16
E∗2 .

In the following, we show the main technical lemma.
Lemma 7 Let j be an arbitrary job. Then, for every t ≥ rj
λj − δj(t− rj) ≤ max
{
α
α− 1W (t)
α−1
α +
P (sc)
sc
, 2
P (sc)
sc
}
(9)
Proof Fix a job j. We prove by induction on the number of released jobs after rj . The base case
follows Lemma 8 and the induction step is done by Lemma 9. 
Lemma 8 If no new job is released after rj then inequality (9) holds.
Proof Denote the instance as I0. At rj , rename jobs in non-increasing order of their densities, i.e.,
p1/w1 ≤ . . . ≤ pn/wn (note that pa/wa is the inverse of job a’s density). Denote Wa = wa+ . . .+wn
for 1 ≤ a ≤ n.
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By definition of λj ,
λj − P (s
c)
sc
= δj
[
q1(rj)
W
1/α
1
+ . . .+
qj(rj)
W
1/α
j
]
+
Wj+1
W
1/α
j
Let Ca(I0) be the completion time of job a for every a. Moreover, let ` be the largest job index
such that αα−1W
(α−1)/α
` ≥ P (sc)/sc. In other words, job ` is processed by speed strictly larger than
sc and the other jobs with larger index (if exist) will be processed by speed sc. Fix a time t, let k
be the pending job at t with the smallest index. We prove first the following claim.
Claim 1 It holds that
λj − δj(t− rj)− P (s
c)
sc
≤ max
{
wk
W
1/α
k
+
wk+1
W
1/α
k+1
+ . . .+
wn
W
1/α
n
,
P (sc)
sc
}
Proof of claim We consider different cases.
Case 1: ` ≤ j. In this case, job j will be processed by speed sc.
Subcase 1.1: t ≤ C`(I0). During interval [rj , t], the machine has completed jobs 1, . . . , k− 1 and
has processed a part of job k. Precisely, during [rj , t] the machine has processed qa(rj) units
of job a for every job 1 ≤ a < k and has executed (qk(rj) − qk(t)) units of job k. Moreover,
every job 1 ≤ a ≤ k is processed with speed W 1/αa . Therefore,
λj − δj(t− rj)− P (s
c)
sc
= δj
[
qk(t)
W
1/α
k
+
qk+1(rj)
W
1/α
k+1
+ . . .+
qj(rj)
W
1/α
j
]
+
Wj+1
W
1/α
j
≤ δj
[
pk
W
1/α
k
+
pk+1
W
1/α
k+1
+ . . .+
pj
W
1/α
j
]
+
Wj+1
W
1/α
j
= δj
(
wk
δkW
1/α
k
+
wk+1
δk+1W
1/α
k+1
+ . . .+
wj
δjW
1/α
j
)
+
Wj+1
W
1/α
j
≤ wk
W
1/α
k
+
wk+1
W
1/α
k+1
+ . . .+
wj
W
1/α
j
+
wj+1
W
1/α
j+1
+ . . .+
wn
W
1/α
n
≤
∫ W (t)
0
dz
z1/α
=
α
α− 1W (t)
α−1
α
The first inequality is because qa(rj) ≤ pa for every job a. The first equality is due to the
definition of the density. The second inequality follows since δj ≤ δa for every job a ≤ j and
Wj+1 ≥ . . . ≥Wn. The third inequality holds since function z−1/α is decreasing.
Subcase 1.2: t > C`(I0). In this case k > `, i.e., during [rj , t] the machine i has completed jobs
1, . . . , `. Similarly as the previous subcase, we have
λj − δj(t− rj)− P (s
c)
sc
≤
n∑
a=`+1
wa
W
1/α
a
≤
∫ W`+1
0
dz
z1/α
=
α
α− 1W
α−1
α
`+1 ≤
P (sc)
sc
where the last inequality follows the definition of `.
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Case 2: ` > j. In this case, job j will be processed with speed strictly larger than sc.
Subcase 2.1: t ≤ Cj(I0). The proof is done in the same manner as in Subcase 1.1.
Subcase 2.2: t > Cj(I0). For simplicity, denote Ca = Cj(I0). Partition time after Cj(I0) as
∪na=j [Ca, Ca+1). During an interval [Ca, Ca+1), the weight Wa is unchanged so to show in-
equality (9), it is sufficient to prove at t = Cj , Cj+1, . . . , Cn−1.
We prove again by induction. For the base case t = Cj , the claim inequality holds by the
previous case. Assume that the inequality holds at t = Ca, we will prove that it holds at
t = Ca+1 for a ≥ j. We are interested only in τ ∈ [Ca, Ca+1). Let V (τ) = waqa(τ)/pa +
wa+1 + . . .+ wn. Informally, V (τ) is the fractional weight of pending jobs at time τ .
During period [τ, τ + dτ ] assume that the total fractional weight of pending jobs varies by
dV (τ). During the same period [τ, τ + dτ ], the total processing volume done by algorithm is
at least W
1/α
a dτ since the speed is either W (τ)1/α(= W
1/α
a ) or sc but in the latter, by the
algorithm, sc ≥W (τ)1/α. Moreover, jobs a processed during [τ, τ + dτ ] have density at most
δj . Therefore, dV (τ) ≤ δjW 1/αa dτ . In other words, V ′(τ)dτ ≤ δjW 1/αa dτ . Taking integral, we
get
wa = Wa −Wa+1 =
∫ Ca+1
Ca
V ′(τ)dτ ≤
∫ Ca+1
Ca
δjW
1/α
a dτ = δjW
1/α
a (Ca+1 − Ca) (10)
Therefore,
λj − δj(Ca+1 − rj)− P (s
c)
sc
= λj − δj(Ca − rj)− P (s
c)
sc
− δj(Ca+1 − Ca)
≤ max
{
wa
W
1/α
a
+ . . .+
wn
W
1/α
n
,
P (sc)
sc
}
− wa
W
1/α
a
≤ max
{
wa+1
W
1/α
a+1
+ . . .+
wn
W
1/α
n
,
P (sc)
sc
}
where the first inequality is due to the induction hypothesis and inequality (10).
Combining all the cases, the claim holds. 
Using the claim, the lemma follows immediately as shown below.
λj − δj(t− rj)− P (s
c)
sc
≤ max
{
wk
W
1/α
k
+ . . .+
wn
W
1/α
n
,
P (sc)
sc
}
≤ max
{∫ W (t)
0
dz
z1/α
,
P (sc)
sc
}
= max
{
α
α− 1W (t)
α−1
α ,
P (sc)
sc
}
where the inequality holds since function z−1/α is decreasing. (Recall that k is the pending job at
time t with the smallest index.) 
Lemma 9 Assume that inequality (9) holds if there are (n − 1) jobs released after rj. Then the
inequality also holds if n jobs are released after rj.
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Proof Denote the instance as In. Among such jobs, let n be the last released one (at time rn).
By induction hypothesis, it remains to prove the lemma inequality for t ≥ rn.
We first show the claim that inequality (9) holds for any time t ≥ Cj(In) by a similar argument
as in Subcase 2.2 of the previous claim. Indeed, we prove the claim by fixing the processing volume
of job n and varying its weight wn. Note that Cj(In) depends on wn and when wn is varied, Cj(In)
is also varied. However, with a fixed value of wn, Cj(In) is fixed and we are interested only in
t ≥ Cj(In). If wn = 0 then the claim follows the induction hypothesis (the instance becomes the
one with (n−1) jobs). Assume that the claim holds for some value wn. Now increase an arbitrarily
small amount of wn and consider a time t ≥ Cj(In) (corresponding to the current value of wn).
Due to that increase, during period [t, t+ dt] the total fractional weight of pending jobs varies by
dV (t). During the same period [t, t+ dt], the total processing volume done by algorithm is at least
V (t)1/αdt since the machine speed is at least W (t)1/α. Moreover, jobs processed during [t, t + dt]
have density at most δj . Therefore, dV (t) ≤ δjV (t)1/αdt. So
α
α− 1dW (t)
(α−1)/α =
dW (t)
W (t)1/α
≤ δjdt
This inequality means that in the lemma inequality (9), the decrease in the left-hand side is larger
than that in the right-hand side while varying the weight of job n. Hence, the inequality holds for
t ≥ Cj(In).
Now we consider instance In with fixed parameters for job n. We will prove the lemma for
t < Cj(In). Denote t0 = Cj(In). Again, rename jobs in non-increasing order of their densities at
time rn. (After rn, no new job is released and the relative order of jobs is unchanged.) Let Wa be
the total weight of pending jobs at rn which have density smaller than δa. Recall that the total
weight of pending jobs at time t is W (t).
Let k be the pending job with the smallest index at time t in the instance In. During [t, t0],
the machine processes (a part) of job k, jobs k + 1, . . . , j. The jobs have density at least δj . We
deduce
λj − δj(t− rj)− P (s
c)
sc
= λj − δj(t0 − rj)− P (s
c)
sc
+ δj(t0 − t)
≤ α
α− 1W (t0)
α−1
α + δj(t0 − t)
≤ α
α− 1W (t0)
α−1
α + δj
(
qk(t)
W
1/α
k
+
qk+1(rn)
W
1/α
k+1
+ . . .+
qj(rn)
W
1/α
j
)
≤ α
α− 1W (t0)
α−1
α +
∫ Wk
Wj+1
dz
z1/α
≤ α
α− 1W
α−1
α
k =
α
α− 1W (t)
α−1
α
The first inequality follows the previous claim, stating that inequality (9) holds for t ≥ t0. The
second inequality follows the fact that at any time the speed of the machine is at least W (t)1/α.
The third inequality holds since δk ≤ δk+1 ≤ . . . ≤ δj and function z−1/α is decreasing. The last
inequality holds since W (t0) = Wj+1 and Wk = W (t). 
Theorem 4 The algorithm has competive ratio at most max{64, 32α/ lnα}.
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Proof Recall that the dual has value at least minL(x, s, C, F, λ) where the minimum is taken over
(x, s, C, F ) feasible solution of the primal. The goal is to bound the Lagrangian function.
L(x, s, C, F, λ) =
∑
j
λjpj +A
∫ ∞
0
|F ′(t)|dt+
∑
j
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt
−
∑
i,j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(Cj − rj)
)
1{s(t)>0}dt (11)
Define L1(x, s, C, F, λ) as∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(Cj − rj)
)
1{s(t)>0}dt
Claim 2 Let (x, s, C, F ) be an arbitrary feasible solution of the primal. Then,
L1(x, s, C, F, λ) ≤ α− 1
(α− 1) αα−1
F∗ − 1
2
∫ ∞
0
g1{F (t)>0}dt−
1
2
∫ ∞
0
g1{s∗(t)>0}dt
Claim 3 Let (x, s, C, F ) be an arbitrary feasible solution of the primal. Define
L2(F ) :=
∑
j
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt+A
∫ ∞
0
|F ′(t)|dt
+
1
2
∫ ∞
0
g1{F (t)>0}dt+
1
2
∫ ∞
0
g1{s∗(t)>0}dt
Then, L2(F ) ≥ E∗2/4.
We first show how to prove the theorem assuming the claims. By (11), we have
L(x, s, C, F, λ) ≥
∑
j
λjpj +A
∫ ∞
0
|F ′(t)|dt−
∑ α− 1
(α− 1) αα−1
F∗
+
1
2
∫ ∞
0
g1{F (t)>0}dt+
1
2
∫ ∞
0
g1{s∗(t)>0}dt
≥
∑
j
λjpj − α− 1
(α− 1) αα−1
F∗ + 1
4
E∗2 +
1
4
E∗3
≥
(
1− 1
(α− 1)1/(α−1)
)(
7
8
E∗1 +
1
16
F∗ − 3
16
E∗2
)
+
1
4
E∗2 +
1
4
E∗3
=
(
1− 1
(α− 1)1/(α−1)
)(
7
8
E∗1 +
1
16
F∗
)
+
(
1
4
− 3
16
)
E∗2 +
1
4
E∗3
≥ ln(α− 1)
(α− 1)α/(α−1)
(
3
4
E∗1 +
1
8
F∗
)
+
1
16
E∗2 +
1
4
E∗3
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where the first and second inequalities are due to Claim 2 and Claim 3, respectively. The third
inequality follows Corollary 1 and
∑
j λjpj ≥ F∗. The last inequality is due to the fact that
(α− 1) 1α−1 ≥ 1 + ln(α−1)α−1 for every α > 1.
Besides, the primal objective is at most 2(F∗ + E∗1 + E∗2 + E∗3 ). Hence, the competitive ratio is
at most max{32α/ lnα, 64}.
In the rest, we prove the claims.
Claim 2 Let (x, s, C, F ) be an arbitrary feasible solution of the primal. Then,
L1(x, s, C, F, λ) ≤ α− 1
(α− 1) αα−1
F∗ − 1
2
∫ ∞
0
g1{F (t)>0}dt−
1
2
∫ ∞
0
g1{s∗(t)>0}dt
Proof of claim We have
L1(x, s, C, F, λ) :=
∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(Cj − rj)
)
1{s(t)>0}dt
≤
∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(t− rj)
)
1{s(t)>0}dt
where the inequality holds because the integral for each job j is taken over rj ≤ t ≤ Cj .
Let T be the set of time t such that α(α−1)W (t)
α−1
α ≤ P (sc)sc . Then by Lemma 7, for any t ∈ T
λj − δj(t− rj) ≤ 2P (s
c)
sc
Therefore,
∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(Cj − rj)
)
1{t∈T}dt ≤ 0 (12)
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since sc = arg minz≥0 P (z)/z. Hence,
L1(x, s, C, F, λ)
≤
∑
j
∫ Cj
rj
sj(t)F (t)
(
λj − 2P (s(t))
s(t)
− δj(t− rj)
)
1{s(t)>0}1{F (t)>0}1{t/∈T}dt
≤
∑
j
∫ Cj
rj
sj(t)F (t)
(
α
(α− 1)W (t)
α−1
α − P (s(t))
s(t)
)
1{s(t)>0}1{F (t)>0}1{t/∈T}dt
=
∫ ∞
0
s(t)
(
α
(α− 1)W (t)
α−1
α − P (s(t))
s(t)
)
1{s(t)>0}1{F (t)>0}1{t/∈T}dt
≤
∫ ∞
0
(
α
(α− 1)W (t)
α−1
α s¯(t)− P (s¯(t))
)
1{s(t)>0}1{F (t)>0}1{t/∈T}dt
≤
∫ ∞
0
(
α
(α− 1)W (t)
α−1
α s¯(t)− P (s¯(t))
)
1{F (t)>0}1{s∗(t)>0}dt
≤ 1
2
∫ ∞
0
(
α
(α− 1)W (t)
α−1
α s¯(t)− P (s¯(t)
)
1{F (t)>0}dt
+
1
2
∫ ∞
0
(
α
(α− 1)W (t)
α−1
α s¯(t)− P (s¯(t)
)
1{s∗(t)>0}dt
The first inequality is due to (12) and note that if F (t) = 0 then the contribution of the term inside
the integral is 0. The second inequality follows Lemma 7 and recall that sc = arg minz≥0 P (z)/z.
The equality is because
∑
j sj(t)F (t) =
∑
j sj(t) = s(t) for t such that F (t) > 0 (meaning F (t) =
1). The third inequality is due to the first order derivative and s¯(t) is the solution of P ′(z) =
α
(α−1)W (t)
α−1
α . The fourth inequality holds since the term inside the integral is non-negative and
{t : t /∈ T} ⊂ {t : s∗(t) > sc} ⊂ {t : s∗(t) > 0}.
Replacing s¯(t) = (α− 1)−1/(α−1)W (t)1/α (solution of P ′(z) = α(α−1)W (t)
α−1
α ), we get:
L1(x, s, C, F, λ) ≤ α− 1
(α− 1) αα−1
∫ ∞
0
W (t)− 1
2
∫ ∞
0
g1{F (t)>0}dt−
1
2
∫ ∞
0
g1{s∗(t)>0}dt
=
α− 1
(α− 1) αα−1
F∗ − 1
2
∫ ∞
0
g1{F (t)>0}dt−
1
2
∫ ∞
0
g1{s∗(t)>0}dt

Claim 3 Let (x, s, C, F ) be an arbitrary feasible solution of the primal. Define
L2(F ) :=
∑
j
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt+A
∫ ∞
0
|F ′(t)|dt
+
1
2
∫ ∞
0
g1{F (t)>0}dt+
1
2
∫ ∞
0
g1{s∗(t)>0}dt
Then, L2(F ) ≥ (E∗2 + E∗3 )/4.
Proof of claim Consider the algorithm schedule. An end-time u is a moment in the algorithm
schedule such that the machine switches from the idle state to the sleep state. Conventionally,
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the first end-time in the schedule is 0. Partition the time line into phases. A phase [u, v) is a
time interval such that u, v are consecutive end-times. Observe that in a phase, the schedule has
transition cost A and some new job is released in a phase (otherwise the machine would not switch
to non-sleep state). We will prove the claim on every phase. In the following, we are only interested
in phase [u, v) and define
L2(F )
∣∣
[u,v)
:=
∑
j:u≤rj<v
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt+A
∫ ∞
0
|F ′(t)|dt
+
1
2
∫ v
u
g1{F (t)>0}dt+
1
2
∫ v
u
g1{s∗(t)>0}dt
By the algorithm, the static energy on machine i during its idle time is A, i.e.,
∫ v
u g1{s∗(t)=0}dt =
A. If during [u, v), the schedule induced by solution (x, s, C, F ) makes a transition from non-sleep
state to sleep state or inversely then L2(F )
∣∣
[u,v)
≥ 12
∫ v
u g1{s∗(t)>0}dt+A. Hence
L2(F )
∣∣
[u,v)
≥ 1
2
(∫ v
u
g1{s∗(t)>0}dt+
∫ v
u
g1{s∗(t)=0}dt+A
)
=
1
2
E∗2
∣∣
[u,v)
+
1
2
E∗3
∣∣
[u,v)
.
If during [u, v), the schedule induced by solution (x, s, C, F ) makes no transition (from non-sleep
static to sleep state or inversely) then either F (t) = 1 or F (t) = 0 for every t ∈ [u, v]. Note that by
definition of phases, some job is released during [u, v).
Case 1: F (t) = 1 ∀u ≤ t ≤ v. Hence,
L2(F )
∣∣
[u,v)
≥ 1
2
∫ v
u
g1{s∗(t)>0}dt+
1
2
∫ v
u
g1{F (t)=1}dt =
1
2
∫ v
u
g1{s∗(t)>0}dt+
1
2
∫ v
u
gdt
≥ 1
2
∫ v
u
g1{s∗(t)>0}dt+
1
4
∫ v
u
g1{s∗(t)=0}dt+
A
4
≥ 1
4
(∫ v
u
g1{s∗(t)>0}dt+
∫ v
u
g1{s∗(t)=0}dt+A
)
=
1
4
E∗2
∣∣
[u,v)
+
1
4
E∗3
∣∣
[u,v)
where the second inequality follows since the total idle duration in [u, v) incurs a cost A (so the
machine switches to sleep state at time v).
Case 2: F (t) = 0 ∀u ≤ t ≤ v. As the machine is in the sleep state during [u, v) in solution
(x, s, C, F ), all jobs released in [u, v) are completed later than v. By the algorithm, the total
weighted flow-time of such jobs is at least the static energy of the algorithm during [u, v). In other
words,
L2(F )
∣∣
[u,v)
≥
∑
j:u≤rj<v
∫ Cj
rj
δj(Cj − rj)sj(t)F (t)dt+ 1
2
∫ v
u
g1{s∗(t)>0}dt
≥
∫ v
u
g1{s∗(t)=0}dt+
1
2
∫ v
u
g1{s∗(t)>0}dt
≥ 1
2
∫ v
u
g1{s∗(t)=0}dt+
1
2
∫ v
u
g1{s∗(t)>0}dt+
A
2
=
1
2
E∗2
∣∣
[u,v)
+
1
2
E∗3
∣∣
[u,v)
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where the third inequality is again due to the fact that the total idle duration in [u, v) incurs a
static energy A. 
The above proofs of the claims complete the theorem proof. 
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Appendix
Lemma 0 (Weak duality) Consider a possibly non-convex optimization problem
p∗ := min
x
f0(x) : fi(x) ≤ 0, i = 1, . . . ,m.
where fi : Rn → R for 0 ≤ i ≤ m. Let X be the feasible set of x. Let L : Rn × Rm → R be the
Lagragian function
L(x, λ) = f0(x) +
m∑
i=1
λifi(x).
Define d∗ = maxλ≥0 minx∈X L(x, λ) where λ ≥ 0 means λ ∈ Rm+ . Then p∗ ≥ d∗.
Proof We observe that, for every feasible x ∈ X , and every λ ≥ 0, f0(x) is bounded below by
L(x, λ):
∀x ∈ X , ∀λ ≥ 0 : f0(x) ≥ L(x, λ)
Define a function g : Rm → R such that
g(λ) := min
z
L(z, λ) = min
z
f0(z) +
m∑
i=1
λifi(z)
As g is defined as a point-wise minimum, it is a concave function.
We have, for any x and λ, L(x, λ) ≥ g(λ). Combining with the previous inequality, we get
∀x ∈ X : f0(x) ≥ g(λ)
Taking the minimum over x, we obtain ∀λ ≥ 0 : p∗ ≥ g(λ). Therefore,
p∗ ≥ max
λ≥0
g(λ) = d∗.

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