Inference in mixed models is often based on the marginal distribution obtained from integrating out random effects over a pre-specified, often parametric, distribution. In this paper, we present the so-called gradient function as a simple graphical exploratory diagnostic tool to assess whether the assumed random-effects distribution produces an adequate fit to the data, in terms of marginal likelihood. The method does not require any calculations in addition to the computations needed to fit the model, and can be applied to a wide range of mixed models (linear, generalized linear, non-linear), with univariate as well as multivariate random effects, as long as the distribution for the outcomes conditional on the random effects is correctly specified. In case of model misspecification, the gradient function gives an important, albeit informal, indication on how the model can be improved in terms of random-effects distribution. The diagnostic value of the gradient function is extensively illustrated using some simulated examples, as well as in the analysis of a real longitudinal study with binary outcome values.
INTRODUCTION
Repeated measures are obtained whenever a specific response is measured repeatedly in a set of units. Examples are hearing thresholds measured on both ears of a set of subjects, birth weights of all litter members in a toxicologic animal experiment, or weekly blood pressure measurements in a group of treated patients. The last example is different from the first two examples in the sense that the time dimension puts a strict, and scientifically relevant, ordering on the measurements within subjects. The resulting data are therefore often called longitudinal data. Obviously, a correct statistical analysis of such data should explicitly account for the clustered nature of the data, i.e. accommodate the fact that measurements within units are expected to be correlated. For this reason, classical (generalized) linear regression models are maximum likelihood estimates (Tchetgen and Coull, 2006) , by comparing inferences based on the original and on derived outcomes (Huang, 2008) , or by comparing distributions of residuals and/or predicted random effects with their expected distributions under the assumed model (Ritz, 2004; Pan and Lin, 2005) . However, all methods so far proposed are restricted to very specific mixed models (generalized linear mixed models for binary data or linear mixed models for continuous data), they require considerable efforts for implementation (e.g. Monte Carlo simulation), they do not provide any information on the nature of the model misspecification, or they test the overall goodness-of-fit rather than focus on the misspecification of the random-effects distribution.
An alternative to formally checking the parametric assumptions about the random-effects distribution is to extend the classical mixed models to models with more general random-effects distributions. Magder and Zeger (1996) and Verbeke and Lesaffre (1996) proposed the use of finite mixtures of multivariate normals. Zhang and Davidian (2001) and Ghidey and others (2004) have proposed linear mixed models with very flexible smooth random-effects distributions. Tsonaka and others (2009) present sharedparameter models with no parametric assumptions about the random-effects distribution. The flexibility of all these models reduces the risk for invalid inferences stemming from misspecification of the randomeffects distribution. However, the use of these models in routine statistical practice is very limited due to the lack of software and the need for complex optimization methods to fit them.
The aim of this paper is therefore to develop a simple exploratory diagnostic tool to graphically check the appropriateness of a specific parametric assumption (often normality) about the random-effects distribution in various types of mixed models. Our technique does not require any calculations in addition to the computations needed to fit the model, and in case of any evidence for misspecification, our method indicates how the parametric model can be improved to better describe the observed data. In Section 2, the general mixed model will be introduced, together with a brief overview of model fitting and inference. In Section 3, our diagnostic tool will be developed and the theoretical foundations will be given. Illustrations using simulated and real data will be given in Section 4 where we will show how the gradient function gives some indication of how the model can be improved, in cases where the assumed random-effects distribution was misspecified. Finally, some concluding remarks and perspectives will be given in Section 5. SAS code used for the calculations in the context of the application is added as supplementary material available at Biostatistics online. Throughout, it will be implicitly assumed that sufficient regularity conditions hold about continuity and differentiability of the likelihoods corresponding to the various models.
THE GENERAL MIXED MODEL
Let y i denote the vector of n i measurements measured for unit i, i = 1, . . . , N . In a longitudinal experiment, y i would represent the vector of n i repeated measurements for subject i, taken at various points t i j in time. In this paper, the elements in y i can be continuous, discrete, or a combination thereof. It is assumed that, conditionally on a vector b i of q subject-specific effects, y i (possibly appropriately transformed) satisfies y i |b i ∼ F i (θ , b i ), i.e. conditional on b i , y i follows a pre-specified distribution F i , possibly depending on covariates, and parameterized through a vector θ of unknown parameters, common to all subjects. In this paper, it will be assumed that this conditional model has been correctly specified. Further, the b i are assumed to be sampled from a population of subject-specific parameters with distribution function G. The b i are therefore often termed random effects, and G is the so-called random-effects distribution or mixing distribution, representing the between-unit heterogeneity in the population with respect to the distribution of y i .
In general, unless a fully Bayesian approach is followed, inference is based on the marginal model for y i which is obtained from integrating out the random effects, over their distribution G. Let f i (y i |b i ) denote 480 G. VERBEKE AND G. MOLENBERGHS the density function corresponding to the distribution F i , the marginal density of y i equals
where we suppress dependence on θ in the notation. Assuming the independence of the units, the loglikelihood function corresponding to model (2.1) is given by
Usually G is assumed to belong to a specific parametric family, parameterized with a vector ψ of unknown parameters, and inference for θ and ψ is based on classical maximum likelihood theory. Classical examples are linear and generalized linear mixed models with normal mixing distributions (Verbeke and Molenberghs, 2000; Molenberghs and Verbeke, 2005) , or latent-class models with discrete finite-support mixing distributions (Fieuws and others, 2004; Muthén and Asparouhov, 2009) . Obviously, the random-effects distribution G is crucial in the calculation of the marginal model (2.1) and, as discussed in Section 1, misspecification of G can lead to invalid inferences. It is therefore important to check whether the fitted model with log-likelihood (Ĝ) adequately fits the data, or whether an alternative mixing distribution, say H , could yield a log-likelihood (H ) substantially larger than (Ĝ). Using concepts from the finite mixture literature (Lindsay, 1983a (Lindsay, , 1983b Böhning and others, 1998; Böhning, 1999) , it will be shown in the following section how to check whether any distribution H , other thanĜ, can be found such that (H ) > (Ĝ).
THE GRADIENT FUNCTION
For any two distribution functions G and H , the directional derivative of the log-likelihood (·) at G into the direction H is defined as
, and represents the change in log-likelihood obtained by replacing the mixing distribution G by the mixture (1 − α)G + α H for an infinitesimal weight α assigned to the distribution H . Note that no better mixing distribution than our parametric fitĜ can be found if (Ĝ, H ) 0 for all H . Furthermore, for any two distribution functions G and H , we have that
The gradient can be interpreted as an average of likelihood ratios, each ratio measuring how much more likely y i is to be observed for unit i if the corresponding random effect b i equals b rather than it being sampled from G. Note also that (3.1) implies that (G, b) equals (G, H b )/N + 1, in which H b is the discrete distribution function with all probability mass at b. Hence, (G, b) can be interpreted as the score statistic for comparing the 'null model' (G) to an 'alternative model' that would assign additional weight to the support point b.
If (Ĝ, H ) 0 for all H , then a number of properties about the gradient function (Ĝ, b) ofĜ hold. Although these are well known in the finite mixture literature (Lindsay, 1983a (Lindsay, , 1983b Böhning and others, 1998; Böhning, 1999) , we believe they are worthwhile reiterating because they are essential to better understand the methodology developed here. First, since (Ĝ, H ) 0 also holds for H = H b , the discrete distribution function with all probability mass at b, we have that The previous three properties imply that, if no mixing distribution H provides a better fit thanĜ, the gradient function ofĜ should never exceed 1, and should be exactly equal to 1 in all support points ofĜ that are all in the region I , which can easily be calculated. Hence, the fit of a specific distribution function G can easily be checked graphically by inspecting its gradient function (Ĝ, b). If it does not exceed 1, and if it reaches 1 in its support points, then we know that no other mixing distribution H can provide a better fit.
As discussed above, the most frequently used parametric model assumes G to be (multivariate) normal. However, a finite sample cannot support the fitted normalĜ as the best fitting model, as it takes values on the whole real space R q , i.e. outside the region I . Still, the gradient function can be used to check whether the fitted modelĜ provides an adequate fit, within the region I where the data support probability mass for the mixing distribution. More specifically, if no other mixing distribution H can yield a substantially better fit than the fitted normalĜ, we expect the gradient function (Ĝ, b) to be close to 1 within the region I . In order to distinguish true deviations from 1, from random variability, a pointwise confidence band around (Ĝ, b) can be constructed. Since the gradient can be interpreted as a sample average, its asymptotic distribution is normal and pointwise confidence limits can easily be obtained applying the central limit theorem with variance estimated by the sample variance of the likelihood ratio contributions
In cases of severe model misspecification, i.e. cases where the gradient function clearly exceeds 1, the shape of the gradient function gives some indication of how the random-effects distribution can be adapted to provide a better fit, i.e. to yield a model with substantially higher log-likelihood (G). An increase in loglikelihood can be achieved by replacing the mixing distribution G by H, chosen such that (G, H ) > 0.
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It directly follows from (3.1) that H should have considerable support in areas where the gradient function is large (i.e. larger than 1) and little support in areas where the gradient function is small (i.e. smaller than 1). Hence, a model with a gradient function exceeding 1 can be improved by moving probability mass from areas where the gradient function is small to areas where the gradient function is large. This principle is applied by Böhning (1989) in the vertex exchange search algorithm for the non-parametric maximum likelihood estimate in finite mixture models.
SIMULATED AND REAL DATA EXAMPLES
As an illustration of the use of the gradient function, a number of data sets have been simulated from linear and logistic mixed models, with random intercepts sampled from a normal distribution, a symmetric two-component normal mixture, and a shifted log-normal distribution. For all scenarios, the gradient function was applied to check the normality of the random effects. As expected from the general theory, gradient functions did not show severe deviations from 1 in cases where the random effects were truly normally distributed. In the other situations, such deviations were observed and the shape of the gradient function gave some indication on how to improve the model, i.e. on which alternative random-effects distribution might be appropriate. Details about the scenarios simulated, as well as the plots of the resulting gradient functions can be found in Section A of supplementary material available at Biostatistics online, where also an example is given for the use of the methodology in mixed models with multivariate random effects.
To illustrate the methodology with real data, we now analyze data from a randomized, double-blind, parallel group, multicenter longitudinal study for the comparison of two oral treatments (in what follows coded as A and B) for toenail dermatophyte onychomycosis (TDO), described in full detail by De Backer and others (1996) , and analyzed extensively before in Verbeke and Molenberghs (2000) and Molenberghs and Verbeke (2005) . TDO is a common toenail infection, difficult to treat, affecting more than 2 out of 100 people (Roberts, 1992) . Antifungal compounds, classically used for the treatment of TDO, need to be taken until the whole nail has grown out healthy. The development of new compounds, however, has reduced the treatment duration to 3 months. The aim of the current study was to compare the efficacy and safety of 12 weeks of continuous therapy with treatment A or with treatment B.
In total, 2 × 189 patients were randomized, distributed over 36 centers. Subjects were followed during 12 weeks (3 months) of treatment and followed further, up to a total of 48 weeks (12 months). Measurements were taken at baseline, every month during treatment, and every 3 months afterward, resulting in a maximum of seven measurements per subject. On the first occasion, the treating physician indicates one of the affected toenails as the target nail, the nail which will be followed over time. Several outcomes were measured, some of which were highly correlated with the size of the nail. De Backer and others (1996) therefore restricted primary analyses to those patients for whom the target nail was one of the two big toenails. Subsequent publications used the same restriction (e.g. Verbeke and Molenberghs, 2000; Verbeke and others, 2001; Molenberghs and Verbeke, 2005) . To keep our results comparable with results published before, we also restricted our analyses to the same subset of the complete data set, reducing the sample under consideration to 146 and 148 subjects, in group A and group B, respectively.
One of the responses of interest was the severity of the infection, coded as 0 (not severe) or 1 (severe). The question of interest was whether the percentage of severe infections decreased over time, and whether that evolution was different for the two treatment groups. Figure 1(a) shows the observed percentage of severe infections at all time points, for both treatment groups separately. For a variety of reasons, the outcome has been measured at all 7 scheduled time points for only 224 (76%) out of the 294 participants. For five subjects, only one measurement is available. Let y i j be the binary outcome indicating the severity of the toenail infection for subject i at occasion j. Molenberghs and Verbeke (2005, Chapter 14) proposed the logistic mixed model
in which T i is the treatment indicator for subject i, t i j is the time point (in months) at which the jth measurement is taken for the ith subject, and b i is the random subject-specific intercept. Assuming the random intercepts to be N (0, σ 2 ), maximum likelihood estimation was performed using the procedure NLMIXED (Littell and others, 2006) in the SAS software, version 9.2 (SAS Institute, 2008). Estimates and associated standard errors are presented in Table 1 , while the fitted random-effects distribution is shown in Figure 1(c) (dashed line). The gradient function related to this model is shown in Figure 1 (b), and has been obtained using the SAS code provided in Section B of supplementary material available at Biostatistics online. Since some subjects have all outcomes equal to one or zero, the region I for which the data provide support for the mixing distribution coincides with the whole real line R. The dashed vertical lines in plots of the gradient function in Figure 1 are therefore based only on those subjects with non-constant response profile, implying that the gradient function only provides information about the shape of the mixing distribution approximately within the range [1; 8]. The gradient function suggests that, in this specific range, the model can be improved in terms of likelihood by moving probability mass from the region [5; 7] toward the region [2; 5].
In an attempt to improve the model, we replaced the normality assumption for the random intercepts by one that is sufficiently flexible to capture most distributions. One possibility, proposed by Verbeke and Lesaffre (1996) and Verbeke and Molenberghs (2000, Chapter 12 ) is to replace the normal mixing distribution by a finite mixture of normals. Mixtures of normals are very flexible. They can handle symmetry as well as skewness, unimodality as well multimodality. An additional motivation in our context was the fact that 163 subjects never experienced a severe infection, which is many more than what can be expected from a single normal random effects distribution. To a lesser extent, this also holds for the 16 subjects who experienced a severe infection at all visits. We therefore refitted Model (4.1) assuming the random effects to be distributed as
with π 1 + π 2 + π 3 = 1. The assumption E(b i ) = 0 is imposed by the restriction π 1 μ 1 + π 2 μ 2 + π 3 μ 3 = 0. As shown by Liu and Yu (2007) , the model can still be fitted using the procedure NLMIXED in SAS.
The results are also presented in Table 1 . The deviance decreased from 1247.8 to 1219.5, suggesting a considerable improvement in model fit. In order to investigate whether the model could be refined further, the gradient function associated to this new model was constructed and is shown in Figure 1(d) . Although the function still shows some fluctuation around 1, the confidence bands suggest there is no longer any evidence that a substantial improvement can be achieved by further refining the mixing distribution. The fitted mixture (4.2) is also shown in Figure 1 (c) (solid line) and clearly reflects multimodality of the mixing distribution, which can be an indication of heterogeneity in the population. Note also that, within the range [1; 8] the shape of the distribution is as expected based on the original gradient function. Careful investigation of the original data suggests that the components in the mixture correspond to three subpopulations in the patient population. The mixture component with fitted averageμ 1 = −2.5617 represents those subjects that never experienced a severe toenail infection during the entire course of the study. The observed proportion of such patients is 163 294 = 55.44%, which is close to the predicted proportionπ 1 = 57.70%. The component with fitted averageμ 3 = 9.5282 represents those subjects where always a severe toenail infection was recorded. The data set contained 16 such patients, corresponding to an observed proportion of Note that, although both models considered here are based on very different mixing distributions, with considerable differences in likelihood values, we do not observe severe sensitivity of the inferences for the individual regression parameters in the linear predictor. This apparent robustness does not hold in general, and examples of the severe impact of model misspecifications have been reported, e.g. by others (2007, 2008) , and can also be observed here if we focus attention on the treatment effect after 1 year, i.e. on inference for β 1 + 12 * β 3 . Point estimates and associated standard errors are also included in Table 1 . Under the normal mixing distribution, a significant treatment effect ( p = 0.0213) is obtained after 12 months. Under the mixture model, there is less evidence for such a treatment effect ( p = 0.0541). The primary reason for this disparity is the different estimate for the baseline difference β 1 between both groups. Given the similar observed percentages of severe toenail infections at baseline (Figure 1(a) ), this is somewhat counter intuitive. One explanation may be that the conditional model f i (y i |b) may have been misspecified and that this is corrected by the more flexible random-effects distribution (see also Section 5). Another explanation may be that the fixed effects in our logistic mixed model act conditionally on the random effects and do not have a population-averaged interpretation. Small marginal differences can correspond to large differences conditionally on the random effect, in particular when the random effects show much variability (Molenberghs and Verbeke, 2005, Chapter 16 ). Note also that our analyses were restricted to a subset of the original randomized study, implying that small marginal differences may have occurred, despite the random allocation of patients to treatments. Finally, the toenail data set is subject to dropout. Only 226 of the 298 patients have complete profiles, i.e. 24% of the patients drop out prematurely, for a variety of reasons. The dropout rate also depends on the treatment (21% in group A, 27% in group B). It then follows from the missing data literature (e.g. Molenberghs and Kenward, 2007) that results from a likelihood-based analysis, valid under the assumption of missingness at random (MAR), do not necessarily correspond to those suggested by observed sample averages, which are in general only valid under the assumption of missingness completely at random (MCAR). It has been shown previously that MCAR is untenable for this data set (Verbeke and Molenberghs, 2000) . This dropout issue has been the main reason for the use of a random-effects model in the analysis of the onychomycosis trial. Marginal models are often the obvious choice for the analysis of randomized trials, since interest is usually in studying the population average evolution. However, due to the missingness which is believed not to be MCAR, a likelihood-based method is preferred and mixed models are then often the only computationally feasible alternative. Admittedly, treatment effects then have a conditional interpretation, but marginal effects can still be derived (Molenberghs and Verbeke, 2005, Chapter 16 ).
Finally, apart from the potential impact on inferences for fixed effects, a non-Gaussian random-effects distribution may lead to a completely different understanding of the between-subject heterogeneity in the study population. The normal mixing distribution assumes the majority of the patients in the population to behave similarly, with only a few subjects having extremely large or small probabilities for severe toenail infections. The mixture model reveals evidence that a large proportion of subjects is very unlikely to have severe infections, while a small proportion of subjects is very unlikely never to have a severe infection. This implies that, in this example, the traditional normality assumption for random effects in a logistic mixed model is questionable.
DISCUSSION
We have presented the gradient function as a novel graphical exploratory tool to assess the appropriateness of the assumptions about the random-effects distributions in mixed models. The use of the gradient function for identifying mixing distributions is not new. Strong theoretical justification has been provided by Lindsay (1983a Lindsay ( , 1983b and is the basis for the vertex direction and vertex exchange algorithms, developed and discussed by Böhning (1986 Böhning ( , 1989 and Böhning and others (1998) for the calculation of non-parametric maximum likelihood estimators in the context of finite mixture models, and nowadays implemented in the C.A.MAN software for fitting finite mixtures others, 1992, 1998; Böhning, 1999) . More recently, Tsonaka and others (2009) applied the gradient and the vertex exchange method to identify mixing distributions in mixed models for the joint analysis of repeated measurements and dropout data. All of these authors have used the gradient function to identify mixing distributions in the context of finite mixture models. Our contribution has been to show that, while the theoretical foundation for the gradient function lies in the finite mixture literature, exploration of the gradient function can also be helpful to assess model fit in the other seemingly unrelated context of mixed models, more specifically to assess the appropriateness of assumed random-effects distributions. Also, our purpose was only to show the potential of the gradient function in a number of selected simulated data sets and in the analysis of one real study, implying that further work on properties and extensions of the gradient function seems justified.
The elegance of our informal method is that construction of the gradient function does not require any computations additional to those needed to fit the mixed model of interest, and the method is not restricted to any particular type of mixed model. To check the appropriateness of a particular distribution G for the random effects b i in a mixed model f i (y i |b i ), one first fits the model using maximum likelihood estimation, i.e. maximizing the marginal likelihood i f i (y i |G). Note that the contributions in the likelihood are the denominators f i (y i |G) needed in the calculation of the gradient function. The numerators f i (y i |b) immediately follow from plugging in the maximum likelihood estimates obtained from fitting the model. As indicated before, pointwise confidence bands are obtained from applying the central limit theorem with the sample variance of the likelihood ratio contributions f i (y i |b)/ f i (y i |G) as the variance estimate. Finally, calculation of the region I in which the data provide information about the support of the random-effects distribution only requires the maximization of all conditional likelihoods f i (y i |b) with respect to b, which can be implemented using any standard software for fitting generalized linear models. The ease of calculation is also illustrated in the SAS code provided in supplementary material available at Biostatistics online, for the case of a logistic mixed model.
Our focus has been on model fit in terms of the marginal likelihood, i.e. the likelihood (2.2) obtained after the random effects have been integrated out over the assumed random-effects distribution. We hereby assume the conditional distribution f i (y i |b) to be correctly specified. Note that, in many models, it is very difficult to distinguish the correct specification of the conditional model f i (y i |b) from the correct specification of the random-effects distribution. For example, unobserved covariates will often be incorporated in the random effects, thereby invalidating the traditional assumption about the distribution of the random effects. Note that the example in Section 4 with bivariate random effects is another example of how misspecification of the conditional model f i (y i |b) can be picked up by the gradient function. Furthermore, the conditional distribution f i (y i |b) often contains a number of unknown parameters, such as the regression parameters β 0 , . . . , β 3 in the logistic mixed models used in Section 4. The parametric mixing distribution G often also contains unknown parameters, such as the covariance matrix in case of (multivariate) normal random effects. Construction of the gradient has always been conditional on the estimates for those parameters obtained from fitting the mixed model under consideration. This raises two potential problems.
First, as argued before, misspecification of the mixing distribution can severely affect estimation of the other parameters in the model, and this depends on the type of mixed model used. It is not clear how this affects the gradient function. On the other hand, this is similar in spirit to, e.g. residual and influence plots used in (linear) regression analysis, which are also obtained after replacing unknown parameters by their estimated values. Furthermore, generalized linear mixed models assume a linear predictor incorporating fixed as well as random effects, implying that potential bias in the estimated fixed effects would often be transferred into a shift of the random effects, rather than into a different parametric shape of the mixing distribution. For non-linear mixed models, the impact cannot be assessed in general as it will depend on the specific model considered. Also, as indicated before, the gradient function can be interpreted as a score test statistic, and unknown parameters are traditionally replaced by their estimates obtained under the 'null model'. It is also similar in spirit to the goodness-of-fit methods based on graphically exploring cumulative sums of residuals, proposed by Pan and Lin (2005) . Finally, since the conditional distribution f i (y i |b) is assumed correct, we have that the imputed maximum likelihood estimates are consistent, provided the mixing distribution has been correctly specified. Therefore, it is not expected that the imputation of estimates will often lead to incorrectly deciding that the fitted model is misspecified, except in (very) small data sets.
Second, the uncertainty introduced by replacing the parameters by their estimates is ignored in the construction of the gradient as well as in the computation of the pointwise confidence bands. To illustrate the impact on the gradient function obtained in Section 4 assuming a logistic mixed model with normal random intercepts, we reconstructed the gradient function for 20 randomly selected sets ξ = (β 0 , β 1 , β 2 , β 3 , ln σ ) sampled from a multivariate normal with the maximum likelihood estimateξ as mean (reported in the left column of Table 1 ) and with the fitted covariance matrix as covariance. The original gradient (solid line, also shown in Figure 1(b) ) and the 20 generated ones (dashed lines) are shown in Figure 2 . The variability between the generated gradients reflects the uncertainty in the estimation of ξ , not taken into account in the original analysis. It is important that the gradient functions show the same trend and would lead to the same conclusion that the assumed mixing distribution is not valid. If desired, the uncertainty can be formally accounted for in several ways. For example, note that the pointwise variance of the gradient equals
Both terms on the right-hand side of (5.1) can easily be estimated from resampling values forξ as explained above for the construction of Figure 2 . Alternatively, a first-order Taylor series expansion can be used to approximate the gradient by a linear function of the unknown parameters immediately implying an approximate expression for the variability. Finally, a Bayesian approach could be followed as well, where the posterior of the gradient function could be computed and would naturally include the uncertainty introduced by replacing the unknown parameters in f i (y i |b) by their estimates. Note, however, that all these methods require considerable additional calculations, which would depend on the particular mixed model under consideration, and therefore are not suitable for application in routine statistical practice. Moreover, note that, asymptotically, and under the correct model, the expectation in the first term of (5.1) equals 1, such that this first term vanishes implying that, in sufficiently large samples, it is not expected that ignoring the uncertainty aboutξ will often lead to incorrectly deciding that the fitted model is not correct. In this paper, emphasis has been on using the gradient to check the traditional normality assumption for random effects. However, the methodology applies equally well to any other latent-variable model. One example was given in Section 4 where the gradient was used to assess the fit of the model with a finite normal mixture as random-effects distributions. Other examples would include latent-class models, in which the mixing distribution a priori is assumed to be discrete, usually with fixed support size. The crucial difference would be that a good fit would no longer require the gradient function to be identically equal to 1. Instead, it would be sufficient for the gradient never to exceed 1 while reaching the value 1 only in the support points of the latent class distribution.
Finally, our gradient function should be viewed as an exploratory tool, guiding practicing statisticians in assessing only one of the assumptions of the mixed models currently used in routine practice. Similarly, the confidence bands added are simply tools for quantifying the strength of departure of the gradient from 1. They should certainly not be used as the basis of a formal testing procedure for the random-effects distributional assumptions. It would be of interest to investigate whether the gradient can serve as the basis for the construction of a formal score-type test to formally test the goodness of fit of specific randomeffects distributions in mixed models. Various test statistics could be derived, quantifying the distance of the gradient function from 1, at the support points of the mixing distribution of interest. Theoretical as well as simulation results would be needed to derive the appropriate null distributions of those test statistics, to investigate how some of the issues discussed above can be taken into account more formally, and to assess the operating characteristics, under a variety of mixed models and data structures. This is a topic of ongoing research.
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