We formulate Grover's unstructured search algorithm as a chiral quantum walk, where transitioning in one direction has a phase conjugate to transitioning in the opposite direction. For small phases, this breaking of timereversal symmetry is too small to significantly affect the evolution: the system still approximately evolves in its ground and first excited states, rotating to the marked vertex in time π √ N /2. Increasing the phase does not change the runtime, but rather changes the support for the 2D subspace, so the system evolves in its first and second excited states, or its second and third excited states, and so forth. Apart from the critical phases corresponding to these transitions in the support, which become more frequent as the phase grows, this reveals that our model of quantum search is robust against time-reversal symmetry breaking.
Introduction
Continuous-time quantum walks [1, 2] are analogues of continuous-time classical Markov chains. In them, probability amplitude flows from one vertex of a graph to another by evolving by Schrödinger's equation
with Hamiltonian
where L = A − D is the graph Laplacian, which is composed of the adjacency matrix A for which A ij = 1 when vertices i and j are connected (and zero otherwise) and the diagonal degree matrix D for which D ii = deg(i). The real parameter γ is the jumping rate, or amplitude per time. This evolution causes probability amplitude to transition from one vertex to adjacent vertices. If the system starts in the equal superposition over all the vertices
|i , then the system stays in this equilibrium state when evolving by the quantum walk.
To construct a search algorithm from the quantum walk, we include an additional term in the Hamiltonian
which marks a basis state |w and acts as an oracle [3] . The goal is to find |w by evolving with this Hamiltonian, and we begin in |s to express our initial lack of knowledge of which vertex |w might be. Note that the complete graph is homogeneous, so which particular vertex is marked does not change the dynamics. Also, each vertex is connected to every other, and there is no additional structure to the problem. Thus this is the quantum walk formulation of the unstructured, black-box search problem that Grover's algorithm [4] famously solves. This formulation of Grover's algorithm is quite easy to solve, as shown by Childs and Goldstone [5] , and which we summarize here. Since the unmarked vertices evolve identically, the system evolves in a 2D subspace. As shown in which have an energy gap of ∆E = E 1 − E 0 = 2/ √ N . Thus the system evolves from |s to |w with probability 1 in time π/∆E = π √ N /2, and a detailed calculation showing this is available in Section III of [6] . The evolution of the success probability with time is shown in Fig. 1c , and it reaches 1 at π √ 1023/2 ≈ 50.241, as expected.
Such quantum walks are the basis of several of quantum algorithms [7, 8] and even universal computation [9] , and they preserve time-reversal symmetry, meaning the probability at each vertex at time t is the same as at time −t. Recently, Zimborás et al. introduced chiral quantum walks [10] , which break time-reversal symmetry by walking on directed, weighted graphs, where transitioning in one direction has some phase e iθ , and transitioning in the opposite direction has the conjugate phase e −iθ . We introduce a graphic notation for this in Fig. 2a , where a dashed arrow from vertex i to j indicates a directed edge from i to j with weight e iθ , and from j to i with weight e −iθ . By breaking time-reversal symmetry, Zimborás et al. attained significant speedups in quantum transport, indicating that such breaking may be a useful tool in engineering hardware to efficiently transport energy or information. While faster transport with a directed quantum walk [11] is unsurprising since allowing transitions in just one direction provides immense control over the flow of amplitude, speedups with chiral quantum walks are novel because the conjugate relationship that opposite directions must maintain prevents one from eliminating one direction of the walk entirely. Chiral quantum walks have also been investigated in discrete-time [12] , but here we focus on the continuous-time formulation.
In this paper, we conduct the first algorithmic investigation of chiral quantum walks, showing how breaking time-reversal symmetry affects quantum search. Given the O( √ N ) optimality [13] of the continuous-time search Hamiltonian (2), breaking time-reversal symmetry will not yield a speedup in the runtime scaling. It is possible, however, that it can make the search algorithm slower. We show, fortunately, that a slowdown does not occur, that the runtime is still π √ N /2 for large swathes of θ. In spite of this, the value of γ must be chosen differently, and the system may not evolve in its lowest two energy eigenstates.
In particular, we modify the complete graph as shown in Fig. 2b . Assuming throughout the paper that N is odd, we arrange the vertices in a circular pattern. Then using our graphic notation in Fig. 2a for chiral quantum walks, each vertex has a dashed arrow going from it to the (N − 1)/2 vertices ahead (in a clockwise direction) of it, and the (N − 1)/2 vertices behind it have dashed arrows coming into the vertex. Thus each vertex has half its dashed arrows going out and half coming in, but in such a way that the graph is homogeneous, so it makes no difference as to which vertex is marked for search.
To further illuminate the chiral quantum walk we have defined on the modified complete graph in Fig. 2b , the graph Laplacian L for it when N = 5 is where N 1 = N − 1. Generalizing this to arbitrary N is straightforward-the first column starts with −(N − 1) cos θ, is followed by (N − 1)/2 terms that are e iθ , and ends with (N − 1)/2 terms that are e −iθ . The remaining columns are given by cyclic permutations of this first column, so L is a circulant matrix [14] . Note that the equal superposition |s is still the equilibrium distribution of this chiral quantum walk (1), as in the case of the normal (θ = 0) quantum walk.
The symmetry of this graph Laplacian L restricts the values of θ we must consider. For example, when θ > π, then e ±iθ = e ∓i(θ−π) , so we can simply use θ − π ≤ π and reverse all the arrows in Fig. 2b , which is an equivalent definition of the walk. Thus we can restrict θ to the interval [0, π]. Furthermore, when θ > π/2, then e ±iθ = −e ∓i(π−θ) , so we can instead use π − θ < π/2, reverse the arrows in Fig. 2b , and flip the sign of γ in (1). Thus we can restrict θ to the interval [0, π/2], which we do for the rest of the paper.
To turn this chiral quantum walk into a search algorithm, we again include an additional oracle term in the Hamiltonian (2) that marks the vertex to search for. When θ > 0, the unmarked vertices no longer evolve identically, and so the system no longer evolves in an exact 2D subspace. Thus finding the runtime and success probability of the algorithm by finding the eigenstates and eigenvalues of H is non-trivial. Nonetheless, we solve this problem using the method of Childs and Goldstone [5] , where various sums involving the eigenvalues of the negative Laplacian −L can be used to determine the critical γ, as well as the runtime and success probability of the algorithm. We summarize this method in the next section. Afterward, we solve search by chiral quantum walk, showing that the system still evolves in an approximate 2D subspace, but the value of θ can cause the support of the subspace by the eigenvectors of H to change. Away from the critical θ's at which the support changes, breaking time-reversal symmetry does not affect the search algorithm, so it still succeeds with probability 1 at time π √ N /2.
Review of Childs and Goldstone's Method
We begin by reviewing Childs and Goldstone's [5] method, which they used to solve spatial search on arbitrary-dimensional cubic lattices by quantum walk.
We will not rederive it, but simply state how to use it. Recall that the search Hamiltonian (2) has two terms: the quantum walk term −γL (1) and the oracle −|w w|. In general, the eigenvalues and eigenvectors of the search Hamiltonian (2) are hard to find, but often they are easy to find for the walk term alone because of the symmetry of the graph. In particular, let E j be the eigenvalues of −L, with j = 0, 1, . . . , N −1 labeling the eigenvalues. Then consider the sum from Childs and Goldstone's (33):
From their analysis in Section IV.B., the critical γ corresponds to S 1 for large N :
As shown in Fig. 1b , when γ < γ c , the initial equal superposition state |s is approximately an eigenstate of H, and when γ > γ c , it is approximately another eigenstate of H. Thus the overlap of |s with the eigenstates of H exhibits a phase transition at γ c .
As an example, for the normal quantum walk on the complete graph (which is the chiral quantum walk with θ = 0), −L has eigenvalues 0 with multiplicity 1 and N with multiplicity N − 1 [15] . Then
which is the expected γ c from the introduction. From Childs and Goldstone's (96), the success probability is approximately
at time
Continuing the above example of normal quantum walk search on the complete graph, we already have S 1 . The other sum is
Thus S 1 / √ S 2 ≈ 1, and so the success probability roughly reaches 1 at time π √ N /2, as expected from the introduction.
Chiral Quantum Search
Now we apply the method of Childs and Goldstone, which we summarized in the previous section, to the chiral quantum walk search algorithm.
Eigenvalues of −L.
To calculate the sums S 1 and S 2 , we need the eigenvalues of −L. Since −L is a circulant matrix, its eigenvalues E j can be expressed in terms of roots of unity ω j = e 2πij/N [14] :
j , where j = 0, 1, . . . , N − 1,
is the sum of the roots of unity in the upper-half complex plane, and
is its conjugate and corresponds to the sum of the roots of unity in the lower-half complex plane. Note that ω 0 = 1, and so E 0 = 0. Since Σ j is a geometric series,
To further simplify this sum, we multiply the top and bottom of it by 1 − ω * j :
where we have defined
We will further simplify α j in a moment, but first let us show how this expression for Σ j simplifies our expression for the eigenvalues of −L with j = 0:
Thus we have a simple expression for the eigenvalues of −L. Now let us return to simplifying α j . For its first sine term, we use sin(2u) = 2 sin(u) cos(u). For its second sine term, note that it equals sin(πj − πj/N ), so we can use sin(u + v) = sin(u) cos(v) − sin(v) cos(u), for which the first piece is zero: Note that cos(πj) = 1 when j is even and −1 when j is odd. So we write each case separately:
Plugging these into (7) gives simple expressions for E j .
Critical
Gamma. Now that we have the eigenvalues E j of −L, we can find the sum (3)
which equals the critical γ for large N (4). We begin by splitting it into two separate sums with odd and even j's:
so that S 1 = S 1,odd + S 1,even . Let us focus on the odd sum. Using (7) and (8),
Similarly, the even sum is
Adding these together,
and this equals γ c for large N (4). Note when θ = 0, this yields γ c = 1/N , as expected from the introduction. For nonzero values of θ, some overlap plots similar to Fig. 1b are shown in Fig. 3 . Let us discuss each of them. In Fig. 3a , we have θ = 0.8, and our formula (10) the critical γ c N ≈ S 1 N ≈ 1.44. This corresponds to where the ground and first excited states of the Hamiltonian are proportional to |s ∓ |w , so the system rotates from |s to |w , as desired. In the next plot, Fig. 3b shows a similar behavior when θ = 1.2, but now at γ c N ≈ S 1 N ≈ 2.76 and with the first and second excited states. So we still expect the system to rotate from |s to |w , but the evolution approximately occurs in the 2D subspace spanned by |ψ 1 and |ψ 2 instead of |ψ 0 and |ψ 1 . Similarly in Fig. 3c , for which θ = 1.4, the 2D support has shifted again, this time to |ψ 2 and |ψ 3 at the critical γ c N ≈ S 1 N ≈ 5.88. Next, we will explain why these shifts occur as θ increases and derive the critical θ's at which these transitions occur.
2D Subspace Support (Critical Thetas).
To explain why the energy levels that support the system change with θ, we must look at some details of Childs and Goldstone's [5] method, which we ignored in our summary in Section 2. From their (26), the eigenvalues E j of −L can be used to find the eigenenergies E a of the search Hamiltonian (2) by solving
where
An example of F (E) is plotted in Fig. 4 , and we give some properties of it that were identified by Childs and Goldstone. F (E) has poles where E = γE j , F (E) > 0 everywhere (except at the poles), and F (E) → 0 as E → ±∞. So there exists an eigenvalue E a of H between every adjacent pair of poles, and one left of the smallest pole. If θ is sufficiently small so that E 0 = 0 is the lowest eigenvalue of −L, then the ground state energy is negative, and the other eigenenergies are positive. As θ increases, however, then (7) and (8) imply that E j decreases when j is odd. In particular, E j = 0 when θ c = tan at which a level crossing (degeneracy) occurs in the eigenenergies of H. As θ continues to increase beyond critical values, eigenenergies of H become negative, and the system approximately evolves in higher and higher energy eigenstates of H. Fig. 5 as θ is increased. When θ is sufficiently below the first critical value of 1.00389, the system remains in its ground and first excited states. Since the energy gap is constant throughout this region, the runtime is unaffected by θ. When θ crosses the first critical value so that it is sufficiently between 1.00389 and 1.36169, the system transitions to being in the first and second excited states, with the same energy gap as before. So the runtime is unchanged, even though higher energy eigenstates of H support the evolution. This continues as each θ c is crossed, until the critical values occur so close together that there is no opportunity for the system to settle into a 2D subspace. Note that the sharp behavior near each θ c is due to the divergence previously discussed. Childs and Goldstone's method follows the two eigenenergies closest to 0, which is evident from the derivation of their method [5] . So as eigenenergies become more and more negative, they "drop out," and the method continues to track the two correct energy eigenstates.
3.4. Success Probability and Runtime. From Fig. 5 and its description in the previous section, we see that the energy gap between the two relevant eigenstates is constant away from the critical θ's. So success probability should reach 1 at time π √ N /2. To prove this analytically, we use Childs and Goldstone's formulas (5) and (6), for which we need the sum (3)
We split this into two sums with odd and even j's:
so that S 2 = S 2,odd + S 2,even . Focusing on the odd sum, we use (7) and (8):
Similarly, the even sum is also
Now that we have expressions for both S 1 (10) and S 2 (11), the success probability (5) of the chiral quantum walk search algorithm reaches
So even with time-reversal symmetry broken, the runtime and success probability is unchanged, so long as we are away from the critical θ's at which the eigenvectors of H that support the evolution change. These success probabilities and runtimes are confirmed in Fig. 6 , where we plot the evolution of the success probability using the same values of θ that we used in Fig. 3 
Conclusion
Time-reversal symmetry breaking in quantum walks was first exploited for quantum transport, yielding significant speedups. Here, however, we considered the first algorithmic investigation of such chiral quantum walks, defining an unstructured search problem on a modified complete graph that retains the homogeneity of the search problem. While breaking time-reversal symmetry does affect the jumping rate γ that must be used, and can also change the energy eigenstates in which the system evolves, it does not change the search for large swathes of θ. Thus quantum search is robust against time-reversal symmetry breaking in the model we have introduced.
