Abstract-Unveiling the correlation among electrical performance, elemental distribution, and defects at the microscale is crucial for the understanding and improvement of the overall solar cell performance. While this is true in general for solar cells with polycrystalline absorber layers, it is particularly critical for defect engineering of the complex quaternary CuIn x Ga 1−x Se 2 (CIGS) material system. Studying these relationships under standard ambient conditions can provide important insights but does not provide input on the behavior of the cell under real operating conditions. In this contribution, we take a close look at the complex temperature dependence of defects and voltage in CIGS at the microscale. We have developed correlative X-ray microscopy methods and adapted them for temperature-dependent measurements of the locally generated voltage and elemental compositions at the microscale. We have applied these techniques to industrial CIGS solar cells covering temperatures from room temperature up to 100
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as well as lower energy-payback times compared to crystalline silicon solar cells are further advantages. Although laboratoryscale CIGS solar cells with efficiencies as high as 22 .6% have been demonstrated [2] -even outperforming polycrystalline silicon solar cells that dominate the market-the efficiencies at the module level are considerably smaller. In other words, there is a great potential to increase the industrial module efficiency by process transfer and optimization, and as efficiency together with lifetime is the most effective cost leverage [3] , higher efficiencies translate directly into lower electricity prices.
One of the main efficiency loss mechanisms in CIGS modules are inhomogeneities at the nano-and micrometer scale. In particular, the bandgap variations due to inhomogeneous concentrations of In and Ga, as well as the band bending occurring at grain boundaries, limit the voltage. Even for optimized solar cells, it is estimated that the absolute efficiency loss due to electrostatic potential variations is 7% [4] -for industrial modules, the potential for efficiency improvements is even higher.
Fortunately, recent developments in characterization techniques and methodology have enabled the measurement of such inhomogeneities at the scale of their origin, from surface probe [9] to optical microscopy techniques [10] including photoluminescence (PL) and Raman spectroscopy [11] , to electron-beam techniques [12] . Of particular power are synchrotron-based approaches of correlative X-ray microscopy: combining the measurement of X-ray beam induced current (XBIC) or voltage (XBIV) with X-ray fluorescence (XRF) using nanoprobe endstations provides, at the same time, spatially resolved information about the charge collection efficiency and elemental composition. In the past years, we have reported results from such correlative XBIC/XRF measurements for a variety of thin-film solar cells [7] , [13] - [17] , and we have demonstrated how elemental variations drive the local charge collection efficiency in state-of-the-art CIGS solar cells [18] .
The holy grail of solar cell characterization goes even a step further and combines in situ with operando measurements: for the understanding of energy yield, limiting defects, and degradation under real outdoor conditions, it is essential to investigate the solar cells under operating conditions and in well-defined environments that are at least close to outdoor conditions. Defect and interface engineering should be performed with respect to these conditions, such that inhomogeneities can be reduced and their effect mitigated to produce the highest energy yield. Fig. 1 . Representation of combined measurements of X-ray fluorescence photons (γ XRF ) and of the X-ray beam induced voltage (V ) at the synchrotron beamline 2-ID-D of the Advanced Photon Source at Argonne National Laboratory. The red dots in the solar cell stack-shown on a different scale from the synchrotron-indicate end-of-trajectories of secondary electrons. Those in the absorber layer contribute to the X-ray beam induced current and generate the Xray beam induced voltage through Fermi-level splitting. The end-of-trajectories are the result of the Monte-Carlo simulation of 10 000 incident photons using PyPenelope [5] that is based on the Penelope package [6] . Details for similar simulations are given in [7] and [8] .
With this purpose, we have performed multimodal in situ operando X-ray microscopy measurements to assess the temperature-dependent performance of CIGS solar cells at the scale of absorber crystallites. In the following, we present the mapping of the cell performance at temperatures from 16
• C to 100
• C and correlate it with the elemental distribution of the main absorber constituents, substrate topology, and the electrical top contact with statistical means.
II. EXPERIMENTAL
The investigated CIGS solar cells were deposited by MiaSolé [19] on flexible stainless steel substrates. The layer stack with 200 nm ZnO, 50 nm CdS, and 1.8 µm CIGS is shown in Fig. 1 . The average CIGS grain size, determined by electron backscattered diffraction imaging, was 1.6 µm.
We have developed the technique of XBIV measurements that is discussed in depth in [20] . In brief, XBIV is a highly sensitive measure of the local solar cell performance that we correlated pixel-by-pixel with the elemental distribution from simultaneous XRF measurements. XBIV complements XBIC and enables the assessment of the full I(V ) curve at the nanoscale. Furthermore, XBIV is often more sensitive to recombination compared to XBIC and enables a higher spatial resolution than laser-beaminduced current (LBIC) and voltage (LBIV) measurements. The high penetration depth of hard X-rays leads to homogeneous charge carrier generation through the absorber layer even in encapsulated solar cells. This is in contrast to the surface sensitivity of electron-beam-induced current (EBIC) and voltage (EBIV). Fig. 1 shows schematically the setup of combined XBIV/XRF measurements that we performed at the endstation 2-ID-D [21] of the Advanced Photon Source at the Argonne National Laboratory. The beam spot size was about 200 nm with a photon energy of 10.5 keV (above the Ga K -edge). Using a fly-scan mode [22] , the dwell time was 100 ms/pixel. For the study of the temperature dependence presented here, we have modified the heating stage [23] developed for the in situ growth of CIGS [24] such that XBIC and XBIV measurements can be performed therein simultaneously to XRF measurements. All measurements presented here were conducted in N 2 atmosphere under ambient pressure, with a Kapton film as a hard X-ray transparent window for incident and excident photons. The temperature was controlled through a thermocouple in the quartz post holding the solar cell that we calibrated to the solar cell temperature using a PSC-SSS-LASER pyrometer from Process Sensors/Optris.
The XBIV temperature series included subsequent measurements at 16 • C. Prior to each measurement, the temperature was stabilized for at least 20 min and held to within ± 0.1
• C during the XBIV/XRF scans. Although we corrected for thermal drift of the sample, we needed to crop the original measurement area of 201 µm × 200 µm to 194 µm × 122 µm for manual pixel-bypixel alignment. With a step size of 1 µm × 1 µm, this resulted in 23 668 pixels at each temperature, with compositional and electrical information collected simultaneously.
For the evaluation of the electrical solar cell performance under operating conditions, we utilized lock-in amplification, chopping the X-ray beam with a frequency of 318 Hz, which reduced the effective dwell time of XRF and XBIV measurements to 50 ms/pixel. To chop the signal, we used the filter wheel MC1F10 from Thorlabs made of 300-µm-thick spring steel, providing a transmittance ratio of > 10 12 between X-rays ON/OFF. XBIV was measured by amplifying the voltage using an MFLI lock-in amplifier from Zurich Instruments with signal amplification of 100 000 and a low-pass filter applied [cutoff frequency (−3 dB BW): 10.18 Hz; slope: 48 dB/oct]. The amplified XBIV signal was recorded via a voltage-frequency converter (100 000 Hz/V) through the EPICS-based software used for measurement control and data acquisition at the beamline endstation. Following the discussion in [17] , we grounded the negative solar cell contact (front ZnO) that was exposed to the incident X-rays.
The elemental distributions of Zn, Cu, In, and Ga were determined as described in [25] from the XRF spectra at each pixel and corrected for self-absorption. The distribution of Fe and Cr is not corrected for attenuation as the thickness of the substrate does not allow for the simplistic correction that assumes high transmittance of the incident photons. Therefore, our reported Fe and Cr densities underestimate the true densities; however, the relative distribution still holds. The procedure used for elemental quantification by means of fitting a reference standard under the same conditions accounts for the reduced effective dwell time used for the measurements.
The temperature-dependence of a coprocessed solar cell was evaluated under standard conditions (1000 W/cm 2 , AM1.5g spectrum) using a Linkam heating stage and a class AAA solar simulator. the different scales of the measurements in the left columnwe normalized the performance to the median XBIV value at each temperature. This allowed us to calculate the differential XBIV as
III. RESULTS AND DISCUSSION
with XBIV high T (x, y) and XBIV low T (x, y) indicating the XBIV signal at given (x, y) coordinates at high and low temperature. Therefore, high Diff. XBIV values (bright colors) in the right column of Fig. 2 indicate a performance improvement of that specific location with temperature, relative to the median performance, and low Diff. XBIV values (dark colors) indicate a relative performance decrease.
In the following sections, we will discuss several observations in this temperature series.
A. X-Ray Beam Damage
There are beam-induced defects visible as underperforming regions of 20 µm × 20 µm labeled A and B in Fig. 3 . At these spots, we performed additional measurements, which are not the subject of this paper, prior to the measurement shown in Fig. 2(a) and between Fig. 2(a) and (b) .
To the best of our knowledge, this is the first report on X-ray beam induced damage of the microscale performance in CIGS solar cells. In all the previous synchrotron-based experiments with CIGS solar cells from other manufacturers [7] , [14] , [15] , [17] , [18] , [26] , we have never observed X-ray beam induced degradation of the solar cell performance, even in measurements where the dose was orders of magnitude higher. This is in contrast to perovskite solar cells with methylammonium lead iodide absorber layers, where X-ray beam induced degradation is common and needs to be accounted for [13] . Note that control measurements at the standard XBIV measurement conditions (100 ms dwell time, 1 µm step size) did not lead to any X-ray beam induced change of the XBIV signal at that scale. This indicates that a higher dose is needed for a significant beam damage, and that our measurements reported here-apart from regions A and B-are not affected by the X-ray beam.
It is remarkable that the beam damage at A continuously decreases with temperature until its complete disappearance. Consequently, this area shows up bright in the maps showing Diff. XBIV, most prominently in Fig. 2(g) . We could only speculate about the mechanism of this beam damage; however, we can exclude several reasons: 1) Redistribution of major elements: Fig. 6 (a)-(f) shows the elemental distribution measured simultaneously as the XBIV signal shown in Fig. 2(a) . Whereas X-ray beam induced damage is clearly visible there, no particular pattern is visible in that area neither in the distribution of the absorber elements, Cu, Ga, In, nor in the electrode elements, Zn or Mo, nor in the substrate elements, Fe + Cr. Therefore, we can exclude an elemental re-organization at the microscale. Note, however, that XRF measurements are sensitive to the elemental distribution only but insensitive to the chemical state of the elements. shows only "good" and the lower panel (c) only "bad" pixels, with those pixels masked that fall below and above the threshold set to the 10 th percentile of the pixels not masked in panel (a).
2) Electrostatic effects: One might suspect electrostatic charging of the surface. However, we can exclude such effects because (a) the yield of electron emission-the only way samples get charged through incident X-rays-is small and (b) the front ZnO surface was directly grounded and the back Mo was connected to the lock-in amplifier, as shown in Fig. 1 . A charge build-up would manifest as a dc potential at the lock-in amplifier input (not limited to the beam-damage area), which we did not observe. 3) Irreversible electronic defects: The disappearance of Xray beam induced damage signature at elevated temperatures could be caused by the screening of the pattern (note the different absolute XBIV values), with the defect areas not getting better in absolute terms but only relative to surrounding areas. However, the comparison of the XBIV signal at comparable temperatures (16.0 Fig. 2(a) versus Fig. 5 (c) and (d) before and after the temperature ramp clearly indicates that there is a net annealing effect and we can therefore exclude those types of irreversible beam damage that lead to a reduction of the XBIV signal. This leaves metastable electronic defects-possibly due to the creation of defect states in the bandgap that are annealed out at operating temperatures-as a likely cause for the X-ray beam induced CIGS solar cell damage [27] . For similar CIGS solar cells from MiaSolé, the V oc change induced by prolonged light soaking with visible light [28] has been related to the Lany-Zunger V Cu − V Se mechanism [29] . X-rays could play a similar role in our measurements as red light, with electronhole pairs being excited homogeneously throughout the CdS and CIGS layer, as shown in Fig. 1 . The fact that the beam-induced defects disappear during annealing supports this hypothesis. An alternative possible defect mechanism is the beam-induced creation of highly mobile Cu-interstitials that are restored by heating the sample above 40
• C [30] . For the following statistical analysis, we have excluded the areas showing X-ray beam induced damage as measurement artifacts. The masking of these areas sized 2 × 23 µm × 23 µm is shown in Fig. 3 , reducing the number of statistically analyzed pixels to 22 610.
B. "Good" and "Bad" Solar Cell Areas
Already in the raw XBIV images in Fig. 2(a) -(f), we can distinguish between the majority of pixels, which shows little variance and an overall "good" performance, and "bad" areas sized up to some tens of µm 2 that underperform significantly compared to the "good" areas throughout all temperatures.
The overall solar cell performance is typically limited by the weakest performing spots. Therefore, it is of utmost interest to quantify and understand the reason for the underperformance to engineer better devices.
In order to quantitatively distinguish between "good" and "bad" areas, poor performing areas were selected as the lowest 10 th percentile of pixels, after removing the beam-damaged areas masked in Fig. 2(a) . Determined from the map measured at 16
• C, the pixel-by-pixel matching of the XBIV maps at different temperatures allowed us to apply the masks shown in Fig. 3(b) and (c) to track the evolution of "good" and "bad" performing areas throughout the entire temperature series.
We have measured the region of interest by LBIV and LBIC as well as PL with 532-nm excitation. These maps (not shown here) indicate that "bad" areas as determined through XBIV systematically perform worse than "good" areas with respect to LBIV and LBIC too. This validates our approach separating "good" from "bad" pixels through the XBIV signal. The PL measurements unveil that the "bad" areas emit less photons than "good" areas, which indicates a higher nonradiative recombination. From PL, bandgap variations can be excluded as the reason for the lower XBIV signal in "bad" areas. One area underperforms in LBIC and LBIV but does not show up as "bad" area in XBIV mapping. At this moment, it is not clear whether this difference is caused by artifacts (such as a light-absorbing particle on the sample surface, which would be in agreement with PL maps) or by different signal-generation mechanisms. After the recent introduction of XBIV [20] , future studies will focus on the fundamental similarities and differences among XBIV, XBIC, EBIV, EBIC, LBIV, and LBIC.
The different XBIV performance of the 20 645 "good" and 1965 "bad" pixels is shown in the histograms in Fig. 4(a) and (b), and summarized by the trend of the median and Fig. 4(c) . The linear fit yields V oc (T ) = −2.3 mV/
• C · T + 675 mV. Evaluated at 50
• C, this corresponds to a temperature coefficient of −0.40%/ • C. Higher performance at lower temperatures: The XBIV signal is significantly lower at 100
• C than at 16
• C for both "good" and "bad" solar cell areas. This behavior is not surprising, as we expect a negative dependence of XBIV on temperature from the negative V oc temperature coefficient. On one hand, the bandgap of CIGS decreases with increasing temperature, and on the other hand, recombination increases, both of which lead to a voltage decrease.
However, only a fraction of the XBIV temperature coefficient (−0.85%/
• C) can be explained directly by the V oc temperature coefficient under standard conditions (−0.40%/
• C for a coprocessed cell, −0.28%/ • C for modules manufactured with the same cell architecture [19] ). We attribute the difference between the XBIV and the V oc temperature coefficient to different operation regimes. The V oc temperature coefficients refer to homogeneous high illumination. In the XBIV measurements, the majority of the solar cell was in dark, with only a 200 nm × 200 nm large spot illuminated by X-rays, where the charge carrier concentration corresponds to a high-injection operation regime.
Narrow versus broad distribution of "good" versus "bad" areas: The distribution of "good" pixels spans a significantly smaller XBIV range than the distribution of "bad" pixels, despite the nine times larger number of pixels and the higher values. Normalization of the distributions to the peak positions would even further increase the difference between the peak width of "good" and "bad" pixels.
Yet, the distribution of "bad" areas is noteworthy: rather than showing up as randomly distributed poorly performing grains or as large differences between grains and grain boundaries as we have seen in CIGS devices from a different manufacturer [18] , the underperforming areas are clustered and mostly much larger than single grains. Fig. 6 . Left panels (a-f): Elemental distribution of Zn, Cu, Ga, In, Mo, and the sum of Fe and Cr, measured simultaneously with the XBIV signal shown in Fig. 2(a). Center panels (g-l) : Correlation of the elemental distribution with the XBIV signal from Fig. 2(a) , excluding pixels with apparent beam damage [cf. Fig. 3(a) ]. Right panels (m-r): Histograms of the elemental distributions, with the median area densityρ and the Pearson's r value of testing a potential linear correlation between the XBIV signal and the elemental distribution, with the corresponding p-value.
Improvements by annealing:
Over the full temperature range, the performance of "good" pixels decreases steadily with increasing temperature. This is not true for "bad" pixels, and the temperature dependence is significantly smaller in absolute terms, which is indicated by a clear separation of the histograms of "good" areas and overlapping histograms of "bad" areas. In other words, "bad" areas perform better relative to the "good" areas at higher temperatures. From the comparison of the corresponding histograms before and after the temperature ramp in Fig. 5(a) and (b) , we conclude that the improvement is maintained after the cell is cooled down to room temperature. A possible explanation of this effect is given in [31] based on defect passivation of the CIGS/CdS interface. Whereas "good" and "bad" pixels were initially separated sharply by the definition of a threshold, a significant fraction of previously "bad" pixels outperforms "good" pixels after the temperature ramp that must therefore be considered as an annealing. This is supported by the XBIV map measured after cooling down from the temperature ramp [see Fig. 5(c) ] and by the map of Diff. XBIV shown in Fig. 5(d) : the previously "bad" areas mostly show up white, indicating an improvement that is stronger than the improvement of the "good" areas. Given that the spot of the lowest performance limits the performance of the full device, we conclude that the improvement of the "bad" areas is driving the dramatic improvement of the overall median XBIV signal from initially 4.9 to 14.9 µV after the annealing. This is in agreement with the observed annealing-induced V oc improvement of the coprocessed sister sample: the temperature ramp for the assessment of the V oc temperature dependence followed by 1 h annealing at 100
• C lead to a V oc improvement from initially 607 to 612 mV at the same temperature.
C. (No) Correlation between Elemental Distribution and Performance
After qualitative and quantitative description of the performance dependence on temperature at the microscale, we seek to find the origin of the defects causing entire areas with multiple grains to underperform. Variations in the elemental distribution, first of all in the GGI = [18] . Therefore, we show in Fig. 6(a)-(f) , the elemental distribution of the major absorber constituents Cu, Ga, and In, as well as the electrode elements Zn, Mo, and the sum of Fe and Cr. The distribution of Se was not measured: in the trade-off between sensitivity to the In L and to the Se K excitation, priority was given to the In quantification, which justifies the choice of 10.5 keV as the photon energy instead of 12.8 keV, which is used for experiments that require the quantification of Se.
The elemental distribution of Cu, Ga, and In appears random and might be misinterpreted as noise. However, the low variation over the 23 668 pixels (particularly for Cu and Ga) and high-resolution maps measured with the same parameters (maps not shown here) indicate that these are the actual distributions in the cell and errors are much smaller than the variance. Instead, the random appearance is mostly caused by undersampling compared to the grain size. The maps of Mo and Fe + Cr are added because inhomogeneities are indicative of topological variations of the substrate on which the CIGS material is grown, potentially causing shunts. Similarly, inhomogeneities in the Zn concentration could indicate conductive pinholes or poor front contact.
In order to check whether elemental distribution variations cause underperformance of specific areas, we have correlated the XBIV signal from Fig. 2(a) with the simultaneously measured area densities from Fig. 6(a)-(f) , pixel-by-pixel, only excluding the areas with beam damage. The result of the correlations is shown in Fig. 6(g)-(l) , with histograms of the elemental distributions displayed in Fig. 6(m)-(r) . To test the correlation between the electrical performance and the elemental composition for statistical meaningfulness, we have evaluated Pearson's two-tailed correlation coefficient r and the p-value of the correlation. Both are shown in Fig. 6 in addition to the median area densityρ.
All correlation coefficients are below 0.1, indicating a very weak correlation if any, even though the low p-values indicate in some cases statistical significance. The most distinct signature is seen in the Zn/XBIV correlation: only Zn shows a non-Gaussian elemental distribution with a tail toward high area densities, and it is remarkable that there are no high-Zn spots that underperform.
We acknowledge that measurement artifacts beyond our control may artificially induce such weak correlations and that the statistical error tested here might be dominated by the systematic error. Given the low correlation coefficients, we conclude that elemental distribution variations cannot account for the performance variations seen in Fig. 2 .
IV. CONCLUSION
Using synchrotron-based correlative X-ray microscopy methods, we have measured the microscale performance and elemental distribution of industrial CIGS solar cells deposited on flexible stainless steel. For the first time, we employed not only the novel technique XBIV, but also combined the operando mode with different environments, varying the temperature from 16
• C to cover a wide range of typical operating temperatures.
We observed X-ray beam induced metastability of the CIGS solar cell performance for the first time. Considering the critical importance of temperature coefficients and defects for energy yield and costs of photovoltaic energy, it is crucial to understand light-induced and heat-induced metastabilities at the microscale that drives the overall module performance.
Distinguishing the microscale electrical response between "good" and "bad" cell areas, we found that the temperature coefficient in our low-illumination regime is about 50% more negative in "good" than in "bad" cell areas: • C, the two temperature coefficients are the same within measurement error (−0.86%/
• C versus −0.85%/ • C), and both are significantly more negative than the high-illumination temperature coefficient of V oc measured on a coprocessed solar cell and reported for CIGS modules.
Furthermore, we found an improvement of the "bad" areas relative to the "good" areas upon heating that we attribute to an annealing effect. This results in a dramatic overall performance improvement, with initially poorly performing pixels outperforming "good" pixels after the temperature ramp.
As possible cause for the underperformance of the "bad" areas, we could exclude elemental variations of Zn, Cu, In, and Ga as well as substrate topology at the microscale. To date, the reasons are unclear, and future work will look into the grain orientation, e.g., by nanodiffraction experiments.
