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Chapter 1
Introduction
The human brain is an extremely complex system performing demanding information
processing tasks rapidly. All the cognitive processes of human beings seem to have
correlates in the physiological processes of the brain, and brain injuries cause different
cognitive deficits. The ways in which the brain accomplishes its tasks are largely
unknown, and discovering these is presently one of the most intriguing challenges of
science.
The brain consists of billions of neurons, each connected to others through thou-
sands of synapses. This huge network has many electric and chemical processes that
can be measured in various ways. Magnetoencephalography (MEG) (Cohen, 1968;
Ha¨ma¨la¨inen et al., 1993) is the study of magnetic fields generated by currents in the
neurons. It can be used to non-invasively measure even the fastest activations in all
parts of the cortex simultaneously. Electroencephalography (EEG) is a closely related
method that measures the electric fields generated by the same neuronal currents. If
precise timing of the events is not an issue, the brain functions can be studied with a
better spatial resolution by measuring the changes of the blood flow or oxygenation
with position emission tomography (PET) or functional magnetic resonance imaging
(fMRI).
This work concentrates on MEG since it has a good temporal resolution compared
with fMRI or PET and is less sensitive to anatomic differences between the heads of
different subjects than EEG. The work includes both development of practical methods
for estimating the neural currents and applications of the methods to studies of the
human cognitive system.
2 Introduction
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Chapter 2
Magnetoencephalography
2.1 Neural currents
The membrane surrounding a neuron is not just a passive, protective sheet. Instead,
it contains chemically activated ion channels and active ion pumps that change the
electrical properties of the neuron.
When a neuron is not externally activated, the ion pumps maintain internal ion
concentrations that differ from the concentrations outside (Kandel et al., 1991). The
inside of the neuron contains more potassium (K+) ions and clearly less sodium (Na+)
ions. The imbalance of these and some other ions cause the neuron to have a lower
resting potential inside than outside; the voltage is typically 70 mV.
When an electric signal arrives at a synapse, it causes the presynaptic cell to release
transmitter molecules that move to the receptors of the postsynaptic cell. This causes
the related ion channels to open, which allows the concentration differences to balance.
The ion channels are ion specific; if a K+ channel opens, the K+ flows out of the cell
causing the potential to drop, whereas opening of a Na+ channel causes the potential
to increase. If the potential in the soma (cell body) increases enough, a propagating
electrical impulse, an action potential, is generated in the axon activating eventually
synapses at other neurons.
Most of the excitatory synapses are located in the dendritic tree far away from
the soma (Fig. 2.1). When the potential in the dendrites increases, the ionic current
flows both towards the tips of the dendrites and towards the cell body. When sev-
eral excitatory synapses in the dendritic tree are activated, the net current in the tips
of the dendrites is small due to different orientations of the dendrites, but since all
the currents converge in the apical dendrite, it has an intracellular net current from the
dendrites towards the cell body. Since the pyramidal neurons have similar orientations,
having dendrites close to the surface and cell bodies deeper, activating several excita-
tory synapses of pyramidal cells usually causes a neuronal net current perpendicular to
the surface of the cortex. The magnetic field produced by this current can be measured
with MEG. Activation of inhibitory synapses or synapses close to the cell body can
also produce measurable, although usually weaker, magnetic signals.
The transfer of ions through the neuronal membrane naturally causes potential dif-
ferences also outside the neuron. These potential differences balance with ohmic cur-
rents flowing between the brain cells.
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Figure 2.1: A pyramidal neuron. Activation of excitatory synapses in the dendrites
cause ionic currents in the dendrites (small black arrows) that converge in the apical
dendrite (gray arrow). The ionic currents through the neuronal membrane cause cur-
rents also outside the cells (white arrows). Modified from (Iversen, 1979).
2.2 Neuromagnetic fields
The electromagnetic field is governed by the Maxwell’s equations:
∇ E = ρ=ε0; (2.1)
∇E =  ∂B=∂ t; (2.2)
∇ B = 0; (2.3)
∇B = µ0
 
J+ ε0 ∂E=∂ t

; (2.4)
where E and B are the electric and magnetic fields, J and ρ are the total current density
and charge density, t is time, and ε0 and µ0 are the permittivity and permeability of the
free space, respectively.
Most of the bioelectric signals are below 1 kHz frequency. Thus, on the macro-
scopic level, the ohmic current is larger than the effect of the changing field. Therefore,
for the purpose of calculating the magnetic field at a certain time, the equations can be
simplified using the quasistatic approximation that the temporal derivatives in Eq. (2.2)
and Eq. (2.4) are negligible. Thus, on the macroscopic level, the electric field can be
described as the gradient of an electric potential V . The magnetic field in a specified
location r can be calculated using the Ampe`re-Laplace law:
B(r) =
µ0
4pi
Z J(r0) (r  r0)
kr  r0k3
dv0; (2.5)
where r0 and dv0 correspond to coordinates within the brain.
The currents within neurons are accompanied by ohmic currents outside. To sep-
arate these two, the volume current is defined as the ohmic current governed by the
macroscopic electric potential and macroscopic conductivity σ :
Jv = σ∇V; (2.6)
while the remaining part, governed mainly by the potentials and conductivities of the
neuronal membrane, is called the primary current:
Jp = J Jv: (2.7)
Neuromagnetic fields 5
x
y
z
r2 r1
rb
Figure 2.2: Primary current (solid arrow) causes volume currents (dashed arrows) in
a spherically symmetrical conductor model.
To calculate the magnetic field generated by a given distribution of the primary
current, a model for the macroscopic conductivity is needed. The most generally used
model for MEG is the spherically symmetrical conductor model. The exact shape of
the brain can be taken into account by describing the conductivity with a piecewise ho-
mogeneous boundary element model (BEM) (Ha¨ma¨la¨inen and Sarvas, 1989). Smaller
details in the conductivity and its anisotropy can be taken into account using finite dif-
ference method (FDM) or finite element model (FEM) (Johnson, 1997; Buchner et al.,
1997; Ramon et al., 2000).
One special feature of the spherical conductivity model is that only tangential com-
ponents of the primary current cause magnetic fields outside the head. Assume a
spherically symmetrical conductor with a current element along the y axis at loca-
tion rp = (0;yp;0), producing volume currents within the sphere (Fig. 2.2). Consider
a location on the surface of the sphere in the yz-plane rb(0;yb;zb) and the radial com-
ponent of its magnetic field: B(rb)  rb=krbk. The system is symmetric in relation
to the reflection across the yz-plane. Therefore, if location r1 = (x;y;z) has current
density q1 = (qx;qy;qz), the mirror location r2 = ( x;y;z) has mirror current density
q2 = ( qx;qy;qz). The sum of the contributions by current elements in r1 and r2 is,
according to the Ampe`re–Laplace law Eq. (2.5),
dB(rb) 
rb
krbk
=
µ0 dv
4pikrbk krb  r1k3
 
q1 (rb  r1)  rb+q2 (rb  r2)  rb

=
µ0 dv
4pikrbk krb  r1k3
0
@






0 yb zb
qx qy qz
 x yb  y zb  z






+






0 yb zb
 qx qy qz
x yb  y zb  z






1
A
= 0: (2.8)
For locations in the yz-plane, including the primary current, current orientation is also
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in the yz-plane. Therefore, the contribution of these currents to the magnetic field at rb
is perpendicular to the yz-plane and not radial, either. Due to the symmetry, the same
holds for fields at any location on the surface of the sphere.
The outside of the head is assumed to have zero conductivity and therefore no
electric currents. According to Eq. (2.4) and the quasistatic assumption, ∇B= 0 and
the magnetic field can be described as the gradient of the magnetic scalar potential U .
The potential difference of two points with distance r from the surface of the brain is
the line integral of the magnetic field, which is, according to Eq. (2.5), limited:
j∆U j 
µ0
4r
Z
kJ(r0)kdv0: (2.9)
Thus, U is the solution of an exterior Neumann problem, with ∂U=∂n = 0 on the
surface of the sphere and U ! constant as r ! ∞, and is thus unique up to an additive
constant. Since U = constant is the solution, the magnetic field is zero.
The magnetic field generated by currents in a spherically symmetric conductor can
be calculated analytically. According to Sarvas (1987), the magnetic field is
B(r) =
µ0
4pi
Z F Jp(r0) r0 Jp(r0) r0  r ∆F
F2
dv0; (2.10)
where
F = kak(krk kak+krk2  r0  r);
∆F = (kak2=krk+a  r=kak+2kak+2krk)r  (kak+2krk+a  r=kak)r0;
a = r  r0:
When calculating the fields with a BEM, the inside surface of the skull is tessellated
based on anatomical magnetic resonance images (Seppa¨, 1997; Lo¨tjo¨nen et al., 1999;
Dale et al., 1999). Also the outside of the skull and scalp can be modeled, although
the importance of these for MEG studies is smaller (Ha¨ma¨la¨inen and Sarvas, 1989).
The magnetic field with a piecewise homogeneous conductor can be calculated from
the surface integral (Geselowitz, 1970)
B(r) = B0(r)+
µ0
4pi ∑i; j (σi σ j)
Z
Si j
V (r0)
(r  r0)
kr  r0k3
dS0; (2.11)
where σi are the conductivities of the homogeneous compartments and Si j their bound-
aries and B0(r) is the field generated by the primary currents alone, Eq. (2.5). The
potential on the surfaces can be calculated from the integral equation (Barnard et al.,
1967; Geselowitz, 1967)
V (r) =
σ0
σ(r)
V0(r) 
1
4pi ∑i; j
(σi σ j)
σ(r)
Z
Si j
V (r0)
(r  r0)
kr  r0k3
dS0; (2.12)
where σ0 is the unit conductivity 1=(Ωm) and V0 is the potential generated by primary
currents in unbounded medium with unit conductivity:
V0(r) =
1
4piσ0
Z ∇0 Jp
kr  r0k
dv0 (2.13)
When FDM or a FEM is used, the whole conducting volume is discretized. With
FDM, the volume is filled with regularly spaced nodes with different conductances.
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The conductances can be obtained by segmenting a MR image of the subject and using
previously measured values for each tissue type. With FEM the volume is divided into
elements, each of which are assumed to have a fixed conductance. With both methods,
the potential within the whole volume is solved first, then the volume currents produced
by those, and when the total current is known, the magnetic field can be calculated
using Eq. (2.5).
Due to the principle of linear superposition, the sensitivity of an MEG sensor to
different parts of the brain can be described using lead fields L (r) (Malmivuo, 1976;
Tripp, 1983). Thus, the signal produced by a sensor is related to the source distribution
as
bi =
Z
Li(r
0
) Jp(r0) dv0: (2.14)
The current distribution
Jp(r0) = δ (r0  rd) qd; (2.15)
where δ (r) is the Dirac function, is called a current dipole. It represents a point-like
current at location rd with fixed current orientation. The current parameter qd is called
the dipole moment. For a point-like sensor coil with location r, orientation n, and unit
gain, the component of the lead with the orientation of dipole moment L (rd ;qd) can
be calculated as the component of the magnetic field in the sensor location r produced
by an unit current dipole (rd ;qd) with kqdk= 1. Substituting Eq. (2.15) into Eq. (2.10)
yields the lead field of the point-like sensor with the spherical conductor model:
L (rd;qd) =
µ0
4piF2
 
F qd  rd  qd  rd  r ∆F

n: (2.16)
Lead fields of realistic sensors coils (section 2.3) can be obtained by integrating Eq.
(2.16) over the area constrained by the coils.
2.3 Measuring neuromagnetic fields
The magnetic fields produced by the brain are very weak. Typical magnetic field out-
side of the head evoked by external stimulation has an amplitude of 100 fT, which is
on the order of 10 9 of the static geomagnetic field of the earth. Therefore, the mea-
surement devices have to be extremely sensitive, and external magnetic noise must be
attenuated.
Weak magnetic fields can be conveniently measured with a superconducting quan-
tum interference device (SQUID) (Zimmerman et al., 1970) that consists of a supercon-
ducting loop intercepted with usually two thin, insulating layers, the Josephson (1962)
junctions. When a suitable bias current is fed through the SQUID, the voltage across
the SQUID varies periodically depending on the external magnetic field (Fig. 2.3). A
voltage linearly proportional to the external magnetic field can be generated by keep-
ing the SQUID at a constant magnetic field using a feedback coil and measuring the
strength of the feedback.
The magnetic field is brought to the SQUID with a flux transformer consisting of a
pickup coil and a signal coil. The shape of the pickup coil determines the spatial sen-
sitivity pattern of the sensor. A simple loop, magnetometer, measures one component
of the magnetic field. It is maximally sensitive on two locations on both sides of the
source current (Fig. 2.4a). Since most of the external magnetic noise is generated much
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Figure 2.3: An example setup for measuring magnetic fields with a SQUID. (a) A
flux transformer, consisting of a pickup and a signal coil, couples the SQUID with the
external magnetic field. The electronics drive a bias current through the SQUID and
amplify the signal. (b) The voltage over the SQUID has periods of Φ0 = 2:07 fWb.
The feedback coil is used to linearize the output at the working point.
a) b) c)
Figure 2.4: Examples of pickup coils for detecting neuromagnetic responses: a mag-
netometer (a), a first-order axial gradiometer (b), and a first-order planar gradiometer
(c). Coils are shown at the locations where they measure the maximal signal from the
magnetic field generated by a current dipole.
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a) b)
Figure 2.5: The sensor array of Neuromag-122TM neuromagnetometer (a), comprising
61 elements each having two planar gradiometers, and the sensor array of Neuromag
VectorviewTM (b), comprising 102 elements each having two planar gradiometers and
one magnetometer.
further away from the sensor than the interesting signals, the signal-to-noise ratio of
the sensor can be increased by making the sensor more sensitive to nearby sources. A
first-order axial gradiometer achieves this with another coil on the top wound in the
opposite direction (Fig. 2.4b). A first-order planar gradiometer has two opposite coils
next to each other (Fig. 2.4c); this configuration is most sensitive to sources generated
near and directly below the sensor.
To reduce the externally generated noise further, the measurements are usually per-
formed in magnetically shielded rooms consisting of layers of aluminum and µ-metal.
Low-frequency noise can be also attenuated with active compensation, in which cur-
rent fed through external compensation coils is controlled to minimize the disturbance
field measured inside the room.
The neuromagnetic measurements for the publications were done using Neuro-
mag-122TM (Ahonen et al., 1993) and Neuromag VectorviewTM. The Neuromag-122TM
comprises 122 planar gradiometers (Fig. 2.5a). The sensors are arranged in 61 el-
ements, each containing two planar gradiometers with orthogonal orientations. The
device was placed in a magnetically shielded room with three aluminum and µ-metal
layers. The Neuromag VectorviewTM has 102 elements, each containing two planar gra-
diometers and one magnetometer, having a total of 306 sensors (Fig. 2.5b). The device
was placed in a magnetically shielded room with two aluminum and µ-metal layers
and active noise compensation.
Modeling of the current sources of measured magnetic fields requires information
on the position and orientation of the sensors in relation to the head. This is usually
obtained by feeding currents through coils attached to the surface of the head (Knuutila
et al., 1985; Erne´ et al., 1987; Ahlfors and Ilmoniemi, 1989; Incardona et al., 1992;
Fuchs et al., 1995). The locations of the coils with respect to the sensor array are then
computed on the basis of the measured signals.
2.4 Applications of magnetoencephalography
Although clinical applications are also emerging, magnetoencephalography has been
mainly used for basic research. MEG, having high temporal specificity, lends itself
readily to the study of sensory processing. Because of their relatively focal current dis-
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tributions, the somatosensory (Brenner et al., 1978) and auditory systems (Hari et al.,
1980) are very suitable for MEG studies. The visual system, being the primary sense
of humans, has also been studied (Brenner et al., 1975). Outside the mainstream, also
olfaction (Kettenmann et al., 1996) and pain (Hari et al., 1983) have been explored.
After magnetometer arrays covering the whole head had been introduced, an in-
creasing number of studies of higher cognitive functions have been performed, for
example, studies of visual perception of faces (Halgren et al., 2000), language-specific
phonetic memory (Na¨a¨ta¨nen et al., 1997), and picture naming (Salmelin et al., 1994).
Most of the current MEG measurements study responses evoked by different stim-
uli. Due to the temporal resolution of MEG, the evoked response studies can determine
which brain areas are activated and in which order. For example, in picture naming,
first activated areas are the occipital visual areas, followed by frontal temporoparietal
language areas, and finally the motor areas responsible for speech generation.
MEG has also been employed to study the spontaneous activity within the brain
and its reactivity. The main emphasis has been in the rhythmic activity, such as 8–
13 Hz α-rhythm generated near the parieto-occipital sulcus (Williamson et al., 1989)
or the µ-rhythm generated in the sensorimotor areas of the brain (Tiihonen et al., 1989).
Rhythmic brain activities driven with stimulation (Narici et al., 1998) or correlated with
other electrophysiological signals (Salenius et al., 1997) have been studied as well.
The most important clinical applications of MEG have been localizing brain areas
causing epileptic seizures (Barth et al., 1982; Paetau et al., 1990) and mapping of
important brain areas before brain surgery (Gallen et al., 1993; Ma¨kela¨ et al., 2001).
Along with the studies of the cognitive functions, possible physiological reasons for
cognitive deficits such as dyslexia (Salmelin et al., 1996) and autism (Lewine et al.,
1999) have been investigated.
The range of possible applications for modern MEG is very wide, which can be
seen in the number different fields of neuroscience represented in the latest conferences
on biomagnetism (Yoshimoto et al., 1999; Nenonen et al., 2001).
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Chapter 3
Source modeling
3.1 Estimation
General estimation methods
Finding out the neuronal currents based on the MEG measurements is an estimation
problem. When a suitable model for the activation of the source areas has been defined,
the measured signals are used to specify the parameters of the model, typically telling
the strength of current in different parts of the brain.
The mathematical basis of estimation methods were developed in the 18th and
early 19th centuries (Sorenson, 1980). In 1763 an essay by Thomas Bayes was pub-
lished describing the idea that the a priori probability distribution and a measurement
provide the a posteriori distribution describing the knowledge about possible values
of the parameter. In 1777, Daniel Bernoulli described the method of maximum like-
lihood stating that one should select the parameter value making the obtained values
most probable. In the beginning of the 19th century Adrien-Marie Legendre and Carl
Friedrich Gauss independently invented the method of least squares; Gauss used the
normal distribution for describing the measurement errors and used that to give a sound
theoretical basis for the method (Gauss, 1863).
The importance of the work by the 18th and 19th century mathematicians is seen
also in this thesis, as most of the estimation methods used are based on the least-squares
approach and on maximizing the a posteriori probability distribution. However, one
field where the 20th century brought many new approaches was the study of stochastic
processes. Andrey Kolmogorov and Norbert Wiener studied the parameter estimation
from continuous measurements and Kalman (1960) published an efficient way of up-
dating parameter estimates with new observations, which is presently known as the
Kalman filter.
Many estimation problems in MEG are ill-posed, i.e., several parameter combina-
tions may produce the same results or large changes in the parameters may produce
only small changes in the measured variables (section 3.2). Backus and Gilbert (1970)
considered such linear problems in view of their resolution kernels and suggested an
approach where the spatial sensitivity of the estimate is as close to the preferred one as
possible. Another approach is to make the problem well-posed by use of regularization
(section 3.5). Generally used regularization methods are singular value truncation that
constrains the estimate to a well-behaving subspace and the Tikhonov regularization
(Tikhonov and Arsenin, 1977) that explicitly favors smaller parameters. The estimates
can also be regularized by assuming a suitable a priori distribution for the parameters
of the model and calculating the a posteriori probability estimate Tarantola (1987).
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Estimation methods for magnetoencephalography
The most common source model for MEG is the overdetermined dipole model (section
3.3). When successive samples are modeled with a single dipole (Brenner et al., 1978;
Tuomisto et al., 1983), the location of the dipoles may change over time leading to
a moving dipole. Moving dipole models have been widely used for magnetic fields
generated in the heart (Nenonen, 1994). In the brain, however, the same population
of neurons is likely to be active over a time period. Therefore, the neuromagnetic
dipole models include the assumption that the location and orientation are fixed, but
the amplitude may vary as a function of time (Scherg, 1990; Mosher et al., 1992).
Multiple, spatially separated sources can be modeled by several fixed dipoles.
The multiple signal classification (MUSIC) method (Schmidt, 1986; Mosher et al.,
1992; Sekihara et al., 1997; Mosher and Leahy, 1998) can be also used to create a mul-
tidipole model. The method divides the data, represented by its spatial autocorrelation
matrix, into orthogonal signal and noise subspaces based on the strength of the signals.
To find the locations of multiple sources, the field generated by a single dipole is cal-
culated and locations where most of the calculated field falls into the signal subspace
are considered plausible source locations. The MUSIC method additionally assumes
that the amplitude time series of the different sources are not linearly dependent.
Distributed estimates (section 3.5) for MEG were first applied by Ha¨ma¨la¨inen and
Ilmoniemi (1984, 1994). Their minimum-norm estimate (MNE) selects the solution
where the `2-norm of the current distribution was smallest. Since the plain MNE is
still very sensitive to noise, they regularized it using singular value truncation. The
source strengths were assumed a priori independent and having equal variances.
Several modifications of this approach have been proposed. For example, Dale
and Sereno (1993) suggested constraining the source space into anatomically known
locations and orientations and weighting the estimate based on a priori information.
Pascual-Marqui et al. (1994) proposed an approach where the source strengths between
the neighboring source locations are correlated.
Activity in nearby neurons is often connected. Although local connections with
1 mm distance and also longer horizontal connections up to 6–8 mm are common
(Gilbert et al., 1996), the neurons with more than 1 cm distance can be on quite dif-
ferent functional areas that are not necessarily correlated. The MNEs tend to be unre-
alistically smooth even without the explicit assumption of spatial smoothness. An ad
hoc method for obtaining focal estimates is to use weighted, iterated MNEs, where the
areas where the estimated source strength is large have smaller costs (Ioannides et al.,
1990; Dale and Sereno, 1993; Gorodnitsky et al., 1995). Focal estimates can be also
be obtained with the minimum `1-norm estimates (Matsuura and Okabe, 1995; Fuchs
et al., 1999), which can be justified also in the Bayesian framework (section 3.6).
When a brain area is known to be active, the activity as a function of time can be
estimated also without explicitly modeling the other sources. This beamformer ap-
proach uses spatial filters that are designed to be most sensitive to signals generated
in the region of interest (Robinson, 1989; Gross and Ioannides, 1999; Sekihara et al.,
2001). This approach has also been applied to localization of brain areas with corre-
lated activity (Gross et al., 2001).
Besides calculating a single estimate of the data, it is also possible to study the
whole a posteriori distribution of the parameters (Gelman et al., 1995). The conclu-
sions can be drawn, for example, by calculating marginal distributions of different pa-
rameters. The application of Bayesian data analysis to MEG source modeling (Schmidt
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et al., 1999) is currently computationally rather demanding but has the flexibility for
combination of different kinds of a priori information.
3.2 Problems and possibilities
Non-uniqueness
Different current distributions within the brain may yield exactly the same electromag-
netic field outside the head (Helmholtz, 1853). Therefore, even with perfect measure-
ments of the magnetic field, it would be impossible to know the current distribution
uniquely.
Besides this theoretical non-uniqueness, the practical limits of the measurements
complicate the modeling. Modern magnetometer arrays measure typically 100–306
samples of the magnetic field. However, since the lead fields of the sensors are cor-
related, the signals from whole sensor array are comparable to 50–100 uncorrelated
measurements. Since the number of different brain areas and uncorrelated processes
is much higher, it is impossible to estimate the currents for all activated brain areas
without further assumptions.
To circumvent the non-uniqueness, some a priori information has to be added.
Typical assumptions are that only few distinct brain areas are active at the same time,
that the strength of the current in each location is relatively small, that the same areas
are active over long periods of time, or that the sources are at locations known in
advance based on the anatomy of the brain.
Without modeling, the resolution of MEG is several centimeters. For example,
for a source in a known depth, the full-width half maximum of the lead field of a
gradiometer can vary from 25 mm to 100 mm, depending on the depth and orientation
of the source. On the other hand, when the source distribution can be modeled, the
accuracy may be a couple of millimeters.
The success of modeling depends strongly on the simplicity of the model. For
example, when it is known in advance that only a single, small brain area is activated,
the current distribution can be modeled with a current dipole, and the accuracy for the
estimating the center of the activated area can be close to 1 mm. But to distinguish the
magnetic field produced by the single source from that produced by two simultaneous
cortical sources, the separation of two parallel dipoles has to be roughly 3 cm (Hari
et al., 1988; Lu¨tkenho¨ner, 1998).
Noise
All MEG measurements are noisy. Within the interesting frequency range, the SQUID-
based detectors and read-out electronics produce spatially and temporally rather uncor-
related noise. The magnetic noise from generators outside the magnetically shielded
room is spatially correlated; the homogeneous components of the magnetic field are
typically the noisiest ones. Temporally the noise consists mainly of low frequencies
and signals produced by electrical devices, typically very close to 50 or 60 Hz and their
harmonic frequencies. The subject being measured produces many magnetic artifacts;
the sources include heart, eye and muscle movements, and possible magnetic material
attached to the slightly moving subject. These produce mostly low-frequency spatially
correlated noise.
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Most of the MEG studies are targeted to certain subprocesses of the total brain ac-
tivity. For example, evoked responses are often studied using the averaging paradigm,
where only the brain activity that is temporally correlated with the stimulus presenta-
tion is considered interesting. In these cases the background brain activity is essentially
noise that interferes with the measured signals.
The effect of the noise can be diminished by taking into account its statistical
properties. The signal can be spatially, temporally, or spatio-temporally (Beucker and
Schlitt, 1997) whitened, which may significantly improve the accuracy of estimation.
Since the estimation of the correlations needed for prewhitening may be difficult
or computationally costly, some simplifications are often used. Temporally, if signal-
to-noise ratio is assumed constant in a certain frequency range and zero elsewhere,
the effect of whitening can be achieved by band-pass filtering to the correct frequency
range. Spatially, if the signal-to-noise ratio is assumed constant in certain signal sub-
spaces and zero elsewhere, the effect of whitening can be achieved by signal-space
projection (SSP) (Uusitalo and Ilmoniemi, 1997).
The use of low-pass or possibly also high-pass filtering is standard practice in most
of the MEG experiments. The SSP is applied in analysis of data recorded by the
magnetometers of Neuromag VectorviewTM by removing the signal subspaces that are
strongest in signals measured from an empty room. The noise subspaces can also be
found for example by finding signals correlated with a known noise source such as the
heart (Jousma¨ki and Hari, 1996) or by removing signals with non-typical higher order
statistics using independent component analysis (Viga´rio et al., 2000).
The spatial correlation matrix of the background brain activity is roughly similar
to that produced by dipolar sources with varying, uncorrelated amplitudes (de Munck
et al., 1992). The background activity can be of the same level as the other noise
sources combined, and it is especially difficult to remove since the interesting signals
usually have similar spatial and temporal properties.
3.3 Conventional dipole modeling
When the extent of a source areas is small compared with the distance to the sensors,
and when the orientations of the currents are roughly parallel, the measured magnetic
field resembles that generated by a current dipole. When nd areas producing dipolar
fields are active, the magnetic fields measured with nc sensors at nt time instants can
be written in matrix form
B = G(r;q) Q+N; (3.1)
where the nc nt matrix B is the measured signal, the nc nd G(r;q) comprises the
signals generated by unit dipoles with given locations r = (x1;y1;z1; : : : ; xnd ;ynd ;ynd )
and orientations q = (q1x;q1y;q1z; : : : ; qndx;qndy;qndz) in its columns, the nd nt ma-
trix Q comprises the strength of the sources as a function of time on its rows, and the
ncnt matrix N describes the noise.
When the noise is Gaussian and white, the maximum likelihood estimate of the
dipole parameters (r;q) can be calculated by minimizing the least-squares cost func-
tion
E(r;q;Q) = kB G(r;q) Qk2F ; (3.2)
where the square of the Frobenius norm, kk2F , is the sum of the squares of the elements
of the matrix.
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Figure 3.1: Amplitude distribution of the neuromagnetic signals measured while a
subject was resting in a magnetically shielded room: signal from a planar gradiometer
(gray histogram) and fitted normal distribution (solid line).
Taking into account the spatial correlation of the noise, Cn, yields the weighted
least-squares cost function
Ew(r;q;Q) = kC 1=2n (B G(r;q) Q)k2F : (3.3)
Although the oscillatory background activity and some external artifacts may have
a very non-Gaussian distribution, each sensor is sensitive to several noise sources,
which usually makes the distribution rather close to the normal distribution (Fig. 3.1).
Especially when the averaging paradigm is applied the requirement of Gaussianity can
be rather safely assumed to hold.
The true source areas in the brain are not point-like, but it is supposed that roughly
an 1 cm2 or bigger area produces the clearly detectable signals (Ha¨ma¨la¨inen et al.,
1993). Therefore, the calculated field pattern of the dipole does not exactly match the
true source and the residual field will slightly interfere with the estimation of other
sources. However, from the typical measuring distances, the difference is too small
to be even detected from ordinary MEG measurements (Tarkiainen, 1997; Nolte and
Curio, 1999). A more significant source of errors has been the conductor model used
in the forward calculations. According to Buchner et al. (1995), the difference between
dipole locations estimated with a spherical model and a BEM varies from 2 mm for
superficial sources to at least 7 mm for deep sources.
The multidipole models need to have a specified number of sources. The number
can be selected manually or by different mathematical criteria, but in any case the
number of areas really involved in brain processes being studied is generally larger
than the number of sources that can be detected and localized. The sources that are not
modeled can be viewed as sources of correlated noise in the measurements.
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Figure 3.2: The basic operations of genetic algorithms are mutation (a), cross-over
(b), and selection (c).
3.4 Global optimization in dipole modeling (P1)
If a single brain area resembling a current dipole is activated, dipole modeling is
straightforward. An initial estimate of the dipole location can be generated either based
on the maximal measured gradient when planar gradiometers are used or from the lo-
cations of the field extrema when magnetometers or axial gradiometers are used. The
cost function (3.2) has only three non-linear parameters and is rather well-behaved.
However, if several sources are activated during the same time period, there is no
simple way of generating initial estimates and the cost function has more parameters
and many local minima making the optimization highly dependent on the initial guess.
Publication P1 discusses methods for solving this problem efficiently and reliably.
To speed up the calculation, the cost function Eq. (3.2) was simplified by having
only the non-linear location r as a parameter; the optimal fixed orientation was calcu-
lated for each source location.
During the optimization there may be cases where a potential source configuration
has dipoles very near to each other. In these cases calculating the value of the cost
function becomes ill-conditioned, and numerical instability may hinder the computa-
tions. Therefore Tikhonov regularization (Tikhonov and Arsenin, 1977) was applied
by adding the squared sum of the source amplitudes to Eq. (3.2).
Several algorithms aimed to find the smallest minima of cost function have been
developed (To¨rn and Zhilinskas, 1989). These global optimization algorithms use dif-
ferent criteria to concentrate the search on the areas where the global minimum is
most likely found, thus decreasing the number of cost function evaluations needed.
In publication P1 three different approaches were adapted to the specific problem of
solving the multidipole model cost function: a clustering method using conventional
local optimization with random starting points and concentrating on the areas where
the local algorithms concentrate, simulated annealing (Kirkpatrick et al., 1983) apply-
ing the Metropolis simulation (Metropolis et al., 1953) to function minimization, and
a genetic algorithm (Holland, 1975) emulating the evolution of species. The genetic
algorithm with suitable parameters proved to give the correct solution most reliably
with a constrained number of cost function evaluations.
The applied genetic algorithm describes each set of location parameters r as a bi-
nary sequence called a chromosome. The chromosomes are mutated, new offspring
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are produced by combining parts of existing chromosomes, and the chromosomes pro-
ducing largest errors are discarded (Fig. 3.2).
The chromosomes were selected and combined by selecting randomly groups of
four chromosomes, discarding the two worst ones and creating new ones by selecting
each dipole coordinate with equal probability from the two best chromosomes. The
values were mutated by randomly changing one bit of the binary representation or by
adding a normally distributed random value; the impairing mutations were rejected
with a probability depending on the increase of the cost function. The variance of the
random value was adaptive and the probability scale of rejections was slowly decreased
(Corona et al., 1987). To speed up the convergence of the algorithm, the total number of
chromosomes was decreased by clustering the chromosomes with a c-means algorithm
(Schalkoff, 1992) and by selecting a representative chromosome for each cluster.
The algorithm was evaluated using simulated MEG measurements with 2 or 4
sources. With the parameters described in publication P1, the algorithm was capable of
finding the correct source configuration with a sufficient accuracy in all trials without
extensive computational demands. Calculating the estimate with a typical workstation
of 1995 took 1–5 min; with a modern workstation the same task takes 15 s–1 min.
When a few more sources were estimated, the genetic algorithm still performed
well if the total number of different chromosomes was increased proportionally. How-
ever, when a very large number of sources were estimated using one time period, the
number of source combinations explaining almost all the measured data soared and the
results were not very robust.
Also, with several simultaneous sources, the unrealistic assumptions of the models
hamper the estimation. Correlated noise and sources that are not modeled may produce
dipolar-looking ghost sources. By selecting time intervals and model orders appropri-
ately, the multidipole estimation may produce reasonable results, as demonstrated by
the naming task data in publication P1. However, some prior information or scientific
expertise is usually needed for modeling complex data.
Different global optimization methods for MEG or EEG source estimation have
been proposed also by other groups. A multi-start method, essentially similar to the
clustering method but without the clustering phase, has been applied by Huang et al.
(1998) and simulated annealing by Gerson et al. (1994) and Haneishi et al. (1994).
Publication P1 aimed mainly at finding one reasonable optimization algorithm and
not comparing the different methods. Although the applied genetic algorithm was the
most efficient in the comparisons, also the other methods can be used with suitable
parameters and sufficient calculation time. They also may have some other desirable
properties. For example, the clustering method is good at finding several local minima,
which can be useful for comparing different plausible solutions.
The MUSIC approach is in some ways similar to using the automated least-squares
multidipole modeling: the models assume several dipolar sources, and since the MU-
SIC algorithms typically scans through the whole source space, no initial guesses are
needed. In MUSIC the number of sources (dimensions of the signal space) affects less
the locations of estimated sources. On the other hand, the least-squares estimation can
tolerate temporally correlated sources better.
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3.5 Distributed current estimates
The dipole model is an example of an over-determined parametric model, where the
degrees of freedom of the measured data exceed the number of parameters being esti-
mated. However, when more flexible models with many parameters are needed, under-
determined models must be used.
The dipole model, Eq. (3.1), can be extended so that the dipole locations and ori-
entations are predefined and cover the volume where sources can be found with a
sufficient accuracy. Typically the number of sources, nd , then exceeds the number of
sensors, nc. If a single time point is considered, the measured field vector b can be
modeled as
b = G q+n; (3.4)
where the nc  nd matrix G is a discretized version of the lead fields Eq. (2.14) and
includes the fields produced by unit dipoles in different source locations. The nd-
dimensional vector q includes the discretized source amplitudes at different locations
and orientations, and n is the noise.
If the noise and source strengths are a priori normally distributed with zero means
and correlation matrices Cn and Cq, the maximum a posteriori probability estimate
minimizes the weighted least-squares error function (Tarantola, 1987)
E(q) = (b G q)t C 1n (b G q)+qt C 1q q: (3.5)
The first term of the equation is actually the same as in the weighted estimate for para-
metric models, Eq. (3.3). However, minimizing that when nd > nc would not yield an
unique solution. The second term (qt C 1q q) makes, with a suitable Cq, the minimum
unique by preferring solutions with small total currents. This method for obtaining
an estimate for under-determined system is also known as Tikhonov regularization
(Tikhonov and Arsenin, 1977). If the noise is assumed white, standard deviation of the
amplitude being σb, and source strengths spatially uncorrelated with standard deviation
being σq, the cost function reduces to
E(q) = σ 2b kb G qk
2
2+σ
 2
q kqk22; (3.6)
where k  k2 is the Euclidean or `2-norm.
In the MNE regularized using singular value truncation (Ha¨ma¨la¨inen and Ilmo-
niemi, 1994), instead of using the whole gain matrix G, a subspace consisting of only
the largest singular vectors is used. When the dimension of the subspace is smaller than
the number of measurements, this approach yields a unique solution. The estimate can
be computationally efficiently calculated as
bq = Gt (G Gt) b (3.7)
where () denotes the regularized inverse that ignores the subspaces with small values.
The result is concordant with Eq. (3.5) when the matrix Cn has very large values in the
non-selected subspaces.
For other imaging modalities, especially fMRI and PET, statistical parameter maps
(SPMs) have been widely used to assess the significance of the estimated effects (Fris-
ton et al., 1995). The idea is to consider each location in the estimate independently,
and calculate the probability of getting the results by chance using a null hypothesis
that all the estimated activation in the specified location comes from noise. Using
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conventional levels of statistical significance, several locations may seem active even
under the null hypothesis due to multiple comparisons, but this can be taken into ac-
count in the statistical reference by selecting higher thresholds or by considering the
number of areas above threshold. Corrected levels depend on the size of the image and
spatial autocorrelation of the noise.
SPMs have been also used in connection of MEG data (Dale et al., 2000). However,
since the MNE in certain location is also sensitive to activation in other locations, the
MEG SPM has to be interpreted appropriately. The null hypothesis for MEG SPM is
that there is no activation in any brain area the MNE is sensitive to. Strictly speaking
that would mean that MEG SPM can answer the question whether there is activity
anywhere in the brain, but not whether there is activity in a certain brain area. Of course
MEG SPM can also be thought of as a refined imaging method, but the significance
values obtained do not consider the uncertainty of the localization. For example, if
the statistical significance of an estimate in a specified area is high, the likelihood of
having the true activation at that brain area may still be low. Also, the size and shape
of the area of the estimate above the threshold are more related to the signal-to-noise
ratio of the measurement than to the true extent of the source area.
Considering the limitations, MEG SPM provides a framework to handle the prob-
lem of multiple comparisons in MEG analysis. In many cases, the multiple compar-
isons are implicit because of the subjectivity in data analysis. With dipole modeling,
for example, a time and subset of the sensors that are compatible with a dipole model
are often selected based on the measured data itself. Thus the explanation of the used
model is one of the best of all the combinations of different times and weighting func-
tions used. The MNE makes this more explicit by always producing estimates for
several brain areas and times. Thus it is more straightforward to get an appropriate
correction for the significance of the total activation. The methods used for fMRI and
PET SPM can be applied also to MEG, taking into account the spatiotemporal corre-
lations in the estimate, although some assumptions, such as spatial stationarity of the
noise, may not hold very well.
3.6 Minimum current estimate (P2)
Even though the true source would be generated in a small patch of cortex, the minimum-
norm estimate assuming a priori normally distributed source strengths yields estimates
where the sources tend to be non-physiologically smooth and wide-spread. One reason
is that the normal a priori distribution can be an unrealistic assumption. When distinct,
focal source areas are activated, the kurtosis of the distribution of current amplitude is
also bigger, i.e., very strong and very weak currents are more likely than the normal
distribution would suggest.
The assumption of focal estimates can be taken into account by modifying the a
priori distribution of the source strengths, which in turn affects the latter term in cost
function (3.6). For example, if source strengths are assumed exponentially distributed
(Fig. 3.3) with standard deviation σq, measurement b yields the a posteriori probability
density function
f (q jb) = f (b jq) f (q)= f (b)
= e σ
 2
b kb G qk
2
2 e σ
 1
q kqk1 c; (3.8)
where where the `1-norm k k1 is the sum of absolute values of the vector components
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Figure 3.3: The exponential a priori distribution of source strength (solid line) pro-
duces more focal estimates than the normal distribution (dashed line).
and c is normalizing constant. The maximum a posteriori probability estimate is thus
the current distribution q minimizing the cost function
E(q) = σ 2b kb G qk
2
2+σ
 1
q kqk1; (3.9)
The publication P2 describes an MEG modeling method based on this approach: the
minimum current estimate (MCE).
Using different `p-norms in the field and current cost of function (3.6) modifies
the spread and robustness of the estimate (Tarantola, 1987). Using norms with small
p for the field cost yields estimates that are more tolerant to outliers in the data. The
`
1
-norm for over-determined systems was developed by R. J. Boscowich already in the
18th century and used later by P.-S. Laplace (Gauss, 1863), cited in Tarantola (1987).
Using norms with small p for the current cost yields more focal estimates. Minimizing
the `1-norm gives almost surely maximally sparse estimates: minimizing it with certain
number of constraints yields a result with the number of non-zero elements less or
equal to the number of constraints. Also estimates with norms p < 1 (Leahy et al.,
1988; Beucker and Schlitt, 1996) have been proposed.
Implementations of the minimum `1-norm estimate for MEG with different reg-
ularization assumptions have been independently developed. Matsuura and Okabe
(1995, 1997) use `∞-norm as field cost in Eq. (3.9), which is compatible with uni-
formly distributed noise in the measurements; Fuchs et al. (1999) use `1-norm as field
cost in Eq. (3.9), which is compatible with exponentially distributed noise in the mea-
surements. Since the measurement noise is rather normally distributed, the incorrect
norms used for the field cost increase the effect of noise in the estimates.
The typical number of possible source locations in a discretized MNE exceeds
1000. Minimizing a general function with so many free parameters tends to be either
inaccurate or extremely time-consuming. However, some specific models allow com-
putationally feasible estimates. The solution of the minimum `2-norm estimate can be
calculated using pseudo-inverse, and is thus computationally efficient. For more focal
estimates, the minimum `1-norm estimate with slight modifications can be efficiently
calculated using linear optimization.
The current cost in function (3.9) is already linear, but the field term is not. If the
weight of the field part is very high, corresponding to relatively small noise level σb,
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minimization of the whole function can be replaced with the constrained minimization
of the current term:
minkqk1 subject to
Gq = B
q  0:
(3.10)
In MCE, this estimate was regularized by applying singular value truncation to the con-
straints. This has the additional benefit that the number of constraints for the problem
(3.10) decreases, thus decreasing the computational demands. The linear optimization
problem was solved using revised simplex method which decreases the computation
time substantially when the number of constraints is small compared to the number
of parameters (Orchard-Hays, 1968). The implementation was based on the LP-solve
library by Michel Berkelaar and Jeroen Dirks (Berkelaar, 2001).
The formulation of function (3.10) assumes that the orientations of the currents are
fixed in advance. Several sources with different orientations can be placed at the same
location and their combinations can span all the orientations, but the predefined orien-
tations will be preferred, since the `1-norm of two components will be larger than their
`
2
-norm. In MCE a minimum `2-norm estimate of the same data is calculated first and
its current orientations are applied also for the `1-norm. The MEG detector arrays used
in the study, Neuromag-122TM and Neuromag VectorviewTM, have gradiometer pairs that
give the orientation information more directly than magnetometers, and thus the ori-
entations of the sources can usually be obtained accurately also using different source
models.
Visualization of the 3-dimensional current distribution of MCE has a trade-off be-
tween showing the complete information and relating the information to the underlying
anatomy. The complete current distribution can be presented, for example, as a set of
3-dimensional arrows (Fig. 3.4a), but activity from different parts of the brain will be
overlaid and perceiving the true locations is difficult without rotating the arrow set.
Another method is to project all the activity to the surface of the brain (Fig. 3.4b); thus
images from a few angles will present all the activation. The depth of the sources and
orientation of the currents are difficult to visualize using this approach, but this method
provides a good overview also with static images. To show the exact anatomical loca-
tion of the estimated activated areas, slices of an anatomical background image can be
overlaid with a color-coded estimate (Fig. 3.4c).
The temporal information adds a fourth dimension to the estimate. An illustrative,
qualitative way to visualize that is to use any of the visualization methods and combine
consecutive images into a movie. A more quantitative way is to select a region of
interest (ROI) and plot the activity integrated over this region. This approach has
been widely used to see the activity of, for example, fMRI data. The MCE results
have two differences compared to fMRI. First, the spatial inaccuracy of the estimate
should be reflected also in the visualization of the amplitude. Second, the orientation
of the current provides very useful additional information helping differentiate close-
by sources. To compensate for spatial inaccuracy, the ROIs used in studies P5–P7
were extended so that the activity close or beyond the surface of the ROI were added
with smaller weights than activity in the center. The orientation information was used
by projecting the sources with different orientations to a selected orientation before
calculating the average.
When making statistical inference based on MCE results, the uncertainty of the lo-
cation and the non-Gaussian distribution of the estimate should be taken into account.
Smoothing the estimate temporally and spatially increases the tolerance to spatial er-
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Figure 3.4: Visualization of MCE results (a) as 3-dimensional arrows, (b) projected
to the brain surface, and (c) as an overlay on a slice of an anatomical image (Seppa¨ and
Ha¨ma¨la¨inen, 2000)
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rors and makes the distribution of the noise more Gaussian. Robust tests of differences
between responses can be done by selecting the average activity within a time win-
dow in a region of interest and making a non-parametric test over results of different
subjects. The anatomical differences between the groups can be taken into account by
aligning the ROIs using piecewise linear (Talairach and Tournoux, 1988) or non-linear
(Schormann et al., 1996) transformations of the anatomic brain images.
3.7 Head movement correction (P3)
In a typical neuromagnetic recording, several successive responses are averaged. The
head is assumed to be still during the whole sequence. If the head has moved or if
data from different measurement sessions are combined, the mixture of different head
positions adds a location bias.
Subjects are typically asked to keep their head still during the measurements. This
may be difficult even for cooperative subjects if the measurement is long or if the sub-
ject’s task involves motor tasks. Therefore, the movement should either be eliminated
or taken into account in the analysis. Using individual bite-bars helps avoiding head
movements (Singh et al., 1997), but that makes the experiment uncomfortable for some
subjects and can not be applied in experiments requiring verbal responses. Publication
P3 studies the feasibility of measuring the head position during the whole measurement
period and using this information to correct the estimates.
Measurement of head movements
The head position can be measured using coils attached to the head also during the
measurement (de Munck et al., 2001). Two conditions have to be met: First, the dy-
namic range of the MEG measurement must be sufficiently large to enable the mea-
surement of the brain signals together with the considerably stronger head position
signals. Second, the head position signals must be separated from the brain signals.
In publication P3 the amplitude of the head position signals used was of the order
of 10000 fT/cm, which is 100 times stronger than typical brain signals. Thus, the
dynamic range of the Neuromag VectorviewTM detector array with 16 bit resolution
was sufficient. To make the removal of the head position signals easier, sinusoidal
signals with frequencies above the frequencies of the brain signals were used (160, 162,
164, and 166 Hz). The signals were separated first by subtraction of signals with the
known frequencies in 2 s time windows. Due to amplitude modulation caused by the
head movements, this approach alone could not completely eliminate the head position
signals. The rest was removed using a finite impulse response (FIR) low-pass filter.
Using the FIR filter alone would have left significant startup and ending transients of
the head position signals, but the combination of removing fixed amplitude signals and
FIR filter produced clean brain signals.
To estimate the head position and orientation, first the signals produced by different
coils on different sensors have to be extracted. In publication P3, the extracted constant
amplitude during the 2 s window was used. This works very accurately if the head has
not moved very much during the time period. However, the periods with larger head
movements caused errors at this stage. In this work, these epochs were rejected from
later analysis. If muscle and other artifacts caused by the movement are not a prob-
lem, the amplitude accuracy can be increased by decreasing the time window. In this
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approach, the time window has still to be longer than the inverse of the frequency dif-
ference of different coils to keep the signals of different coils uncorrelated, so hardware
allowing higher sampling and head position signal frequencies would be needed.
Shorter time windows of coil signals can also be used if they are modeled as a dy-
namic system. When a time window with nw samples is considered one measurement,
it can be related to the previous time window using the model
yi+1 = xi+1+ni+1
xi+1 =
nc∑
j=1
a j;i+1si+1 (3.11)
a j;i+1 = a j;i+∆a;
where vectors yi, xi, and ni are the measured and true coil signals and normally dis-
tributed noise during time window i, nc is the number of coils, a j;i is the signal am-
plitude caused by coil j at time window i, s j;i is the vector of the signals fed to coil
j during time window i, and the change of the amplitude, ∆a, is normally distributed.
The amplitude parameters a j;i for this type of model can be efficiently estimated using
extended Kalman filters (Kalman, 1960; Jazwinski, 1970).
The position and orientation of the head can be estimated from signal amplitudes
by fitting the signals produced by the coils in different locations and orientations to
the measured signal amplitudes. In publication P3 coils were modeled as magnetic
dipoles.
Instead of first localizing the coils and then fitting the head position and orientation
to the estimated coil locations, the head position and orientation were fitted directly:
for each head position, the coil locations measured before the measurement were trans-
formed to new locations, magnetic fields produced by magnetic dipoles with three or-
thogonal orientations in the given coordinates were calculated, and these patterns were
used to model the measured amplitudes.
Both models for finding the head position have 12 linear parameters, the dipole
moments. But while the free positions of the four coils would have 12 non-linear
parameters, the head position and orientation comprise only 6 non-linear parameters.
The smaller number of free non-linear parameters in the model makes finding the least-
squares solution faster and more robust. The rotation of the head can be conveniently
parametrized using quaternions (Hamilton, 1847).
The head position and orientation parameters ti can be computationally estimated
with an extended Kalman filter. When the estimates of the coil amplitudes during time
window i are combined to vector ai, they can be modeled as
ai+1 = xi+1+ni+1
xi+1 = G
 
ri+1

qi+1
ri+1 = T(pi+1) r0 (3.12)
pi+1 = pi+∆p;
qi+1 = qi+∆q;
where xi is the vector of true coil amplitudes during time window i, G(r) comprises the
magnetic fields produced by three orthogonal magnetic dipoles in locations r, qi are
the dipole moments, ri are the locations of the coils, calculated from the original loca-
tions r0 using the linear transformation T related to the head position and orientation
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Figure 3.5: Head positions estimated from measured signals by considering each 2 s
time window separately (circles) and by using Kalman filter with 167 ms time windows
(lines).
parameters pi. The change of these parameters ∆p the change of the dipole moments
∆q, and the estimation error of amplitude parameters noise ni are normally distributed
random variables.
Combining Eq. (3.11) and Eq. (3.12) allows computationally efficient estimation of
the head position parameters. At each step, nw samples are first measured and used to
update the coil signal amplitude parameters a j;i of Eq. (3.11). These are used to update
the head position parameters pi in Eq. (3.12). Fig. 3.5 shows an example of applying
this approach to signals measured with Neuromag VectorviewTM when a subject moved
his head deliberately. When the subjects moves his head, the filter sometimes produces
erroneous peaks, possibly due to muscle artifacts in the measurements, but converges
quickly to the correct head position.
Correcting for head movements
By using the estimated head positions it is possible to compensate for the effect of the
head movements. One way is to re-sample each response to represent magnetic fields
measured in a reference head position. Publication P3 evaluates the minimum-norm
estimate (MNE) correction that re-samples the measured fields using MNEs (Num-
minen et al., 1995). After the MNE-correction the averaging of the fields and other
analysis can proceed using conventional methods.
Another approach evaluated in publication P3 is the forward calculation (FC) cor-
rection: the measured magnetic fields are not transformed, but instead effect of the
head movements is taken into account when the magnetic field produced by the source
models is calculated.
Properties of the correction methods considered in publication P3 are accuracy of
the corrected estimates, increase in noise sensitivity caused by the correction meth-
ods, and calculation time needed for the methods. In simulation studies, the accuracy
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of both correction methods is good, and in noiseless case both can be used to yield
sufficiently accurate estimates even with large head movements.
The noise sensitivities of the two methods differ. Since the FC correction uses
normal averages, the increase in noise sensitivity is negligible, while the MNE correc-
tion increased the noise sensitivity 30% in magnetic field alignment and 10% in dipole
fitting.
Using the MNE correction involves a computationally heavy preprocessing phase
where each individual response is separately transformed. The computational cost can
be significantly reduced by using the signal-space correction described in (Uutela and
Ha¨ma¨la¨inen, 2001); unfortunately the noise sensitivity of this method is higher than
that of the normal MNE correction. The FC correction needs no special preprocessing
at all. The computational cost in source modeling is increased because of the corrected
forward calculations, but the time is usually negligible compared to the preprocessing
required by the MNE correction. If estimating parameters of the source model used
involves a very high number of forward calculations, the FC correction may have a
noticeable effect on the computation time. In these cases it is possible to simplify the
calculations, instead of by using every head position separately, by using a weighted
combinations of a few representative head positions that can be obtained, for example,
with different clustering methods (Schalkoff, 1992).
Publication P3 included a test measurement where the head movements were mea-
sured during an auditory evoked response recording. The measurement contained three
phases: one where the subject kept his head still and two were he moved his head de-
liberately. When the subject was keeping his head still, the results of the head position
measurements were almost constant: the standard deviation of the estimated head po-
sitions was only 0.2 mm. When the subject was moving his head, the estimated head
position changed with standard deviations of 6.2 and 7.5 mm. Since the successive
head position measurements were independent, these results indicate that the proposed
head position measurement is very sensitive.
These measurements do not rule out the possibility of biased measurements, but
the conventional head position measurement has been verified during normal quality
control of the system, and therefore a significant bias for this method is unlikely. Dur-
ing the actual head movements the estimation errors increase because the amplitudes
change although they are assumed constant during the time window. If the estimate
is calculated based on systems (3.11) and (3.12), errors can be decreased by using
shorter time windows. However, during significant head movements the muscle arti-
facts can be strong, and therefore rejecting these responses from further analysis may
be beneficial.
According to the simulation studies, the FC correction was accurate and noise
tolerant. Also, it did not significantly increase the computational load. Therefore,
in publication P3, FC correction was applied to correct the measurements with head
movements. Fig. 3.6 shows that the corrected estimates are much closer to estimates
obtained without head movements than the uncorrected estimates.
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Figure 3.6: Estimated source locations in the auditory cortices: one measurement
when the head was kept still (yellow circles) and two measurements where the head
was moved deliberately (red circles: conventional dipole model; green circles: dipole
model with head movement correction). Blue dots depict the uncorrected dipole loca-
tions estimated with all the different head positions.
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Chapter 4
Applications of the methods
4.1 Visuomotor interaction (P4)
The human brain has areas specialized in processing different sensory stimuli and to
control movements. To perform motor acts in their surroundings, human beings have
to incorporate the sensory information first processed at the sensory areas to the out-
put from the motor areas. Publication P4 studies the interaction of visual and motor
systems when the subjects follow a visually presented object with their eyes or finger.
Figure 4.1: Schematic illustration of the path of the moving dot used as stimulation in
the study of visuomotor interaction.
The subjects were watching a black dot that moved with a constant speed but
changed the direction randomly after 0.3–2 s (Fig. 4.1). The subjects had three dif-
ferent tasks: in one block they watched the moving dot without moving their eyes
from a fixation point (eye fixation task), in one block they followed the dot with their
eyes (eye pursuit task), and in one block they mimicked the movements of the dot with
their index finger (eye-finger pursuit task).
The neuromagnetic responses generated by the changes in the direction of the dot
were measured with a Neuromag-122TM. The digitized signals were averaged with
respect to the direction changes and preprocessed to increase the signal-to-noise ratio.
The results were analyzed with dipole modeling and, for the data of one subject, with
MCE.
Different directional changes were averaged together. If the current orientation of
the response depended on the direction, the different responses canceled each other,
since the different directions were equally probable. The stimulus-related direction-
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specific signals, including eye movement signals, were thus attenuated and the mea-
surement was more sensitive to directionally non-specific brain signals.
Four bilateral brain areas were consistently activated: the lateral occipital area, the
inferior and a superior parietal areas, and the frontal area. The occipital area was ac-
tivated first, followed by the frontal and inferior parietal areas; superior parietal area
was activated last. The strength of the occipital activation was independent of the sub-
ject’s task, whereas the other areas, especially the inferior parietal, showed increasing
activation with increasing visuomotor interaction. The results using dipole modeling
and MCE were concordant.
It is likely that several areas in the occipital cortex are activated in this experiment
and that the modeled occipital response may represent several of them. Based on their
anatomical locations and behavior, the areas activated in the parietal and frontal cor-
tices may correspond to areas found in experiments of the visual pathways in monkey
brains (Van Essen et al., 1992). The most likely homologue of the superior and inferior
parietal areas are the inferior parietal lobule areas 7a, associated with the spatial repre-
sentation of the visual environment (Siegel and Read., 1997) and 7b, activated during
hand movements (Hyva¨rinen and Poranen, 1974). The frontal area probably corre-
sponds to frontal eye field (FEF) associated with planning and execution of saccades
(Schall, 1997).
4.2 Visual attention (P5)
The resolution of human eyes is high only in a small part of the total visual field, and
the attention keeps only few objects for detailed processing. However, the surround-
ings of a human change all the time. If an important, new object appears, it is crucial
to attend to that and change the direction of the eyes as fast as possible.
The mechanisms for turning the eyes and shifting the attention have been previ-
ously studied both on monkeys and in humans (Corbetta, 1998). Both the parietal and
frontal cortices are involved. The publication P5 studies in humans how the attention
to a foveal target changes the processing of peripheral stimuli.
The experimental paradigm has been previously used to study the inferior parietal
lobule in monkeys (Mountcastle et al., 1981). The attention of the subjects was tar-
geted to a small, foveal square. When the center of the square lighted up, the subjects
waited until the center dimmed and responded as fast as possible by lifting their finger
(Fig. 4.2). A peripheral, large light rectangle was flashed both during the trial while
the subjects were attending the square to notice its dimming and during the intertrial
while the center of the square was dark and the subjects were waiting for the next trial.
The experiment had also a session of passive watching, which had the same stimulus
but no task.
Since there may be different attentional mechanisms, two control measurements
were carried out. First we tested whether the effects were specific to visual attention
by using a task requiring auditory attention. The visual stimulus was the same as in the
main experiment, but instead of attending to the luminance changes in the center of the
square, the subjects detected whether a 1–4 s tone ended in slight frequency modulation
lasting 200 ms. The trial stimuli were presented during the tone was played and the
intertrial stimuli during silence.
The second control experiment tested whether the effects were specific to the spa-
tial target of attention. Peripheral visual stimuli were presented in eight possible lo-
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Figure 4.2: The experimental paradigm used in study of visual attention.
cations. First, a cue stimulus was presented, then 1–5 stimuli in different locations.
When the cue stimulus was presented again, the subjects responded by lifting their fin-
ger. The responses to the attended and non-attended locations were studied separately.
Eleven subjects participated in the main experiment that was carried out with the
Neuromag-122TM. Two subjects participated in the control experiments one year after
the main experiments; these measurements were carried out with the Neuromag Vector-
viewTM. The source distribution was analyzed with MCE. The responses were studied
individually, but to find out the most consistent responses over the subjects, also a
group average was calculated by adding the MCEs of different subjects. The estimates
were aligned based on anatomical locations on the surface of the head. Regions of
interest were selected semi-manually and the attentional modulation was studied by
comparing amplitudes in different cases.
Several sources were activated in different parts of the brain, but clear attentional
modulation was observed in the frontal and parietal lobes. In a region of interest in
the precentral area of the right hemisphere, the mean activation 100–160 ms after the
stimulus was significantly stronger during trials than during the intertrials or passive
watching. When responses of the subjects were studied separately, the area was clearly
activated in 6/11 subjects; for all of them, the strongest activity occurred during the
trial.
The activation in the parietal lobes showed more individual variability, but a pos-
terior parietal area, clearly active in 8/11 subjects, was strongest during the trials in
4/8 cases. In all these cases, there was no clear activation in the prefrontal cortex, or it
occurred only after the parietal activation. This suggests that the parietal and prefrontal
area represent two alternative processing techniques.
Control measurements showed that the auditory attention did not produce the en-
hancement in the precentral area, but the peripheral visual attention did regardless of
the spatial location of the attention. Thus, the effect is related to visual attention, not
to general attentional level or to spatial attention.
Based on the anatomy, the prefrontal activation seems to correspond to the FEF;
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Publi- Left frontal Right frontal Left parietal Right parietal
cation x y z x y z x y z x y z
P4  40  4 42 45  1 40  38  55 49 38  55 50
 60  33 27 60  37 26
P5  37  9 43 49 0 35  44  53 31 46  50 40
Table 4.1: Centers of activated areas in publications P4 and P5. In P4, two dif-
ferent parietal areas were activated, while in P5, main differences were seen only in
one. Coordinates are millimeters in the Talairach coordinate system that aligns the
anatomy of the brains of the subjects with piecewise linear transformations (Talairach
and Tournoux, 1988).
the estimated locations of the FEF area in publications P4 and P5 are close to each
other (Table 4.1). The modulation of the activity in the parietal area corresponds to
that in area 7a in monkeys. The locations of the parietal sources fall between the two
parietal activated areas in publication P4.
4.3 Audiovisual integration (P6)
Objects have different properties that can be perceived using different senses. To be
able to process the object as a whole, the information from different senses has to be
combined (Stein and Meredith, 1993). In the brain, the information from different
senses first has to converge to the same brain area. When the object is processed as
a whole instead of the sum of the modality-specific properties, the specific processes
have to interact. Publication P6 studied audiovisual integration using culturally learned
objects, letters.
In the experiment, letters were presented to the subject visually by showing the
characters and auditorily by playing the names of the letters. Audiovisual stimuli were
presented as matching or different auditory and visual letter. Also meaningless control
stimuli having similar auditory and visual properties as the main stimuli were pre-
sented. During the experiment, a matching letter and sound were presented first as a
cue. The task of the subject was to lift his finger when the cue stimulus was presented
either audiovisually or using one modality with no stimulus in the other modality.
Nine subjects were measured using the Neuromag-122TM. The source distribution
was estimated with MCE. The areas where the auditory and visual pathways converged
were studied by generating an image of the minimum of the MCEs of unimodal au-
ditory and visual responses. Because of the spatial uncertainty of the estimates, the
MCEs were smoothed spatially. Because behavioral experiments have shown that the
audiovisual integration can occur also with non-simultaneous stimuli, the MCEs were
also smoothed temporally before taking the minimum. To extract the integration ef-
fects, the measured audiovisual magnetic responses and the sum of unimodal magnetic
responses were subtracted. The integration effect was then studied both by spatial
averaging and MCEs of the subtracted signals.
The responses were studied individually, but to find out the most consistent re-
sponses over the subjects, also a group average was calculated by adding the MCEs of
different subjects. The estimates were aligned using piecewise linear transformation
taking into account the anterior and posterior commissures and the size of the brain
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(Talairach and Tournoux, 1988). Regions of interest were selected semi-manually.
The effect of the audiovisual integration was seen in the reaction times of the sub-
jects; the reaction times for the audiovisual stimuli (425 ms) were clearly faster that
those for the auditory (505 ms) or visual stimuli (520 ms) presented alone.
The early responses (60–120 ms) were stimulus-specific: the auditory stimulation
activated mainly the temporal and the visual stimulation the occipital cortices. The
early audiovisual responses were close to the sum of responses of unimodal stimuli,
and the responses of letters and controls were similar.
0
0.8
nAm
Figure 4.3: Brain areas showing audiovisual integration for letters. The group average
shows strong interaction in the STS.
Convergence was detected in the temporal cortices around 200 ms after the stim-
ulation. Following that, interaction was detected most consistently near superior tem-
poral sulcus (STS) around 500 ms after the stimulus (Fig. 4.3). The current orientation
calculated from the interaction field was opposite to that of the auditory and visual
responses. Thus, the interaction was suppressive, i.e., the audiovisual response was
weaker than the sum of the unimodal responses. The interaction in the left STS also
depended on the type of the stimulus: the interaction was strongest for matching let-
ters, weaker for non-matching letters, and weakest for control stimuli. Interaction was
detected also in some frontal and parietal areas, but it was weaker and did not show as
clear stimulus dependence as in the left STS.
The convergence of audiovisual information on the left STS allows the area to learn
to bind together different properties of the same object. Although most multisensory
cells show multisensory potentiation, the population response in STS showed suppres-
sive integration. This may reflect the fact that the different representations of the letter
are culturally learned, and that the observed interaction may represent the processing
of the same abstraction of the letter instead of the specific attributes.
4.4 Observing sign language (P7)
Sign languages are natural languages used mainly by deaf people. Instead of using
sounds, the words and grammar are transmitted using hand gestures and facial expres-
sions. Processing sign language involves some of the areas involved also in processing
of auditory languages (Neville et al., 1998).
Publication P7 compared brain activation correlated with observing sign language
in signers and non-signers. The signers automatically associated the signs with their
semantic meaning; the non-signers could not even guess the meanings of the signs.
Thus, the main differences between the groups was that the stimuli represented lan-
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Experiment Left STS Right STS
x y z x y z
Audiovisual integration  53  31 0 48  31 6
Sign language  56  35 8 55  31 14
Table 4.2: Centers of areas activated in the STS in publications P6 and P7.
guage to one group, and general movements to the other; another difference was that
the signers had more experience in interpreting that kind of movements.
Videos representing signs in Finnish Sign Language were presented to the subjects.
Each sign lasted 2–2.5 s with a still image between. Subjects were instructed to watch
carefully the movements. Seven congenitally deaf, fluent users of the Finnish Sign
Language and seven hearing, non-signing controls, were measured with Neuromag-
122TM. The responses were averaged in relation to the start of the movements for each
sign. Due to hardware limitations, the jitter of the onset of the presented signs was
about 200 ms, which diminished and spread possible fast onset responses.
The source distribution was analyzed with MCE. To study the strength and dynam-
ics of activation in different areas, regions of interest were selected semi-manually for
each subject. To compare the two groups, ROIs representing the coordinates and orien-
tations for both subject groups were created. To produce unbiased estimates, the ROIs
representing the same area were selected for both subject groups. Then, an average
ROI was constructed by using the centers and orientations with smallest difference to
those of the ROIs of both groups.
The measured magnetic field consisted of long, low frequency responses. Several
brain areas were activated, including lateral occipital cortex close to the movement-
sensitive visual area V5, inferior frontal cortex close to Broca’s area, and the superior
temporal sulcus. The same areas were activated mainly in similar ways for both sub-
ject groups although the activity was weaker for the signers in most brain areas. The
clearest difference between the groups was the stronger activation of the right STS in
signers.
Although the studies in publications P6 and P7 employed very different experi-
mental paradigms, both demonstrated interesting language-related effects in activation
of areas close to the STS. The activated areas in both hemispheres were about 1 cm
from each other, the activation associated with viewing signs being slightly superior
and lateral to the audiovisual interaction area of the letters (Table 4.2). They may be
parts of the same functional, language related network.
One surprising finding in the results was the similarity of the activation within the
classical language areas in the left inferior frontal cortex and STS regardless of whether
the observed signs had a semantic meaning to the subject. The monkey premotor areas
include mirror neurons that are active both during performing actions and observing
them (Rizzolatti et al., 1996a) and the classical language areas in human brain show
similar behavior (Rizzolatti et al., 1996b; Nishitani and Hari, 1999). Rizzolatti et al.
(1996a) have proposed that the processes in the human brain used for language are
related to the processes in monkey brains used for action recognition. This view is in
concordance with the activation of the language areas also in the non-signing subjects.
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Conclusions
This work describes improvements in methods for estimating the activation of the brain
generating neuromagnetic signals. Two publications describe new ways of using dif-
ferent source models: Publication P1 discusses ways for using over-determined multi-
dipole models without knowing approximate source locations in advance. Publication
P2 discusses an under-determined, distributed current estimate that uses assumptions
suitable for MEG studies. Publication P3 studies methods for increasing the accuracy
of the estimates if the subject moves during the measurements. The proposed method
can be used together with different source models.
All the methods have been developed to be practical, i.e., they work with realistic,
noisy measurements and that they do not require excessive computing power. The
estimation methods are also planned to be more automatic and work with the same
assumptions in different measurements.
Of the two developed estimation methods, the MCE has been widely used but mul-
tidipole modeling with global optimization not very much yet. One reason is that the
global optimization methods have not been implemented in user friendly MEG anal-
ysis software, but also that the MCE offers more novel possibilities. The head move-
ment correction method is rather new; it is not yet added to existing measurement and
analysis software, but studies applying the method are under way.
The applications in this work demonstrate different uses of the MCE. Publication
P4 uses MCE to validate dipole modeling. The other publications used MCE to analyze
complicated responses that might have been difficult to model using dipoles. They
also employed the general spatial representation offered by MCE to combine different
measurements together. All three experimental studies used MCE to combine results
from different subjects to group averages, but also to perform specific comparisons: P5
used MCE to compare the activations during different tasks in same subjects, P6 used
MCEs of different tasks to estimate convergence and interaction, and P7 used MCE to
compare activations during similar tasks in two subject groups.
When different brain imaging modalities become more common, it becomes more
viable to combine information from different types of measurements. When distributed
current estimates are used, information from fMRI or PET can be used as a priori in-
formation for the estimate (Dale and Sereno, 1993; Dale et al., 2000); this approach
is also directly applicable with MCE (Uutela and Ryymin, 1999). The methods de-
veloped in this work are one step towards robust and automatic analysis methods for
neuromagnetic measurements.
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