Non-Gaussian noise may degrade the performance of the Kalman filter because the Kalman filter uses only second-order statistical information, so it is not optimal in non-Gaussian noise environments. Also, many systems include equality or inequality state constraints that are not directly included in the system model, and thus are not incorporated in the Kalman filter. To address these combined issues, we propose a robust Kalman-type filter in the presence of non-Gaussian noise that uses information from state constraints. The proposed filter, called the maximum correntropy criterion constrained Kalman filter (MCC-CKF), uses a correntropy metric to quantify not only second-order information but also higher-order moments of the non-Gaussian process and measurement noise, and also enforces constraints on the state estimates. We analytically prove that our newly derived MCC-CKF is an unbiased estimator and has a smaller error covariance than the standard Kalman filter under certain conditions. Simulation results show the superiority of the MCC-CKF compared with other estimators when the system measurement is disturbed by non-Gaussian noise and when the states are constrained.
INTRODUCTION
The Kalman filter is the most powerful tool for the state estimation of linear dynamic systems because of its simplicity and optimality. Even for nonlinear systems, extended and sigma-point Kalman filters are common state-estimation methods (for example, the extended Kalman filter (EKF) and the unscented Kalman filter (UKF) [1--3] ). However, the performance of Kalman filtering methods may deteriorate if the state estimates of the system are required to satisfy constraints or if the system is disturbed by non-Gaussian noise [4] . In non-Gaussian noise settings, higherorder information of the process and measurement noise is not used in the Kalman filter [5] .
Several Kalman-type filters have been introduced for the state estimation of the discrete-time constrained systems. In these filters, equality or inequality state constraints are incorporated with Kalman filter algorithms to provide better filtering performance. In [4] a number of constrained Kalman filters for both linear and nonlinear systems are surveyed, such as the perfect measurement approach [6] , estimate projection [7] , the projected UKF [8] , and others. Although many constrained filters have been proposed, estimate projection is the most commonly used approach for constraint enforcement [9] . In [10] Kalman filtering with quadratic equality state constraints is developed using Lagrangian multipliers. The most recent developments in constrained Kalman filtering are evaluated in [11] , where a constrained Kalman-like filter for continuous-time constrained systems is considered with respect to a group of orthonormal matrices.
The performance of the aforementioned filters may break down if the system is perturbed by non-Gaussian noise, since the Kalman filter uses minimum mean square error (MMSE) as the optimality criterion. This criterion is sensitive to large outliers and heavy-tailed non-Gaussian noise. Even though the UKF is robust to non-Gaussian noise because it is based on sequential Monte Carlo sampling [12] , computational effort is the main disadvantage of the UKF.
A Kalman-type filter that is robust to non-Gaussian noise and large outliers, the maximum correntropy criterion Kalman filter (MCC-KF), was introduced in [13, 14] and further developed in [15] . In MCC-KF, we use correntropy instead of MMSE as the optimality criterion in development of the filter so that the filter can account for higher-order information from the process and measurement noise.
In this paper we generalize the results in [14] to accommodate equality state constraints for linear dynamic systems, and we propose a new Kalman-type filter which is robust to nonGaussian measurement noise and which can satisfy state equality constraints. We call this filter the maximum correntropy criterion constrained Kalman filter (MCC-CKF). We mathematically prove that our newly derived MCC-CKF has a smaller error covariance than the unconstrained standard Kalman filter under certain conditions. In this paper we first review and rederive the estimate projection method for the constrained Kalman filter (CKF) using the minimum-variance unbiased (MVU) approach, because the CKF is the most applicable and simplest Kalman filtering method in the state estimations of the constrained systems. Then we improve the CKF for non-Gaussian noise by deriving the MCC-CKF. Although the measurement update of the MCC-CKF is not projection-based, the time update of the MCC-CKF is the same as in the standard KF (and also the same as in the projectionbased CKF). Finally, we present two examples showing that the MCC-CKF outperforms other popular estimation algorithms. This paper is organized as follows. In Section II we rederive the estimate projection-based CKF. In Section III we propose a new cost function and derive the MCC-CKF. Section IV provides simulation results and compares different constrained estimators in the presence of non-Gaussian noise. Section V concludes the paper and suggests future research.
ESTIMATE PROJECTION WITH THE KALMAN FIL-TER ESTIMATE
Consider the linear stochastic discrete-time system
where x k ∈ R n and y k ∈ R m are the state vector and measurement vector respectively, and w k and v k are the process and measurement noise respectively (zero mean with covariance matrices Q k = E w k w T k and R k = E v k v T k ), and the matrices F and H are the state transition and measurement matrices, which we assume to be constant for the sake of notational simplicity. The Kalman filter is given as follows [16, Chapter 5 ]:
is the expected value operation, and K k ∈ R n×m is the Kalman gain.x − k is the a priori estimate of the state x k , which is based on measurements up to and including time k − 1, and has covariance P k|k−1 .x k is the a posteriori estimate of the state x k , which is based on measurements up to and including time k, and has covariance P k|k . It has been proven that the Kalman filter is an unbiased filter and minimizes the estimation error covariance at each time step if both measurement and process noise are Gaussian and uncorrelated [16, Chapter 5] . Now assume that our system satisfies the equality constraint
where D is a known matrix and d is a known vector. In this case we want to find a state estimatex c k which satisfies the constraint
One way to incorporate this linear equality in the Kalman filter is to project the unconstrained estimate of the Kalman filter onto the constraint surface. In [4] , the following estimate was derived to satisfy this constraint:
where W is a positive-definite user-specified weighting matrix. It was also shown that
k|k results in the minimum variance constrained estimate.
Here we use the projection approach to rederive the constrained filter based on the MVU approach. This constrained filter will be compared later in this paper with the MCC-CKF, which will be derived in the next section. We consider
wherex c k is the constrained estimate and the optimal gain M k is to be determined. Theorem 2.1: Letx k be an unbiased estimator of x k ; that is, (9) and (12) we can write
Since (12) is unbiased estimator of x k for any value of M k . QED Theorem 2.2: Let M k be given by
thenx c k is the MVU estimate of x k . Proof: The covariance of the constrained estimation error
Thus from (13) we can write
The MVU estimatex c k is obtained by minimizing the trace of (15) with respect to M k :
Solving (16) results in the optimal gain M k of (14), which yields the MVU estimatex c k under the equality constraint (10) . QED Note that the constrained Kalman filter (CKF) (12) with optimal gain (14) is the same as the CKF which is obtained by solving (11) and setting W = P −1 k|k . It has been proven in [7] that the covariance of the CKF is smaller than that of unconstrained Kalman filter.
CONSTRAINED FILTERING IN THE PRESENCE OF NON-GAUSSIAN NOISE
In this section, we propose a new cost function and use the results of the previous section to derive a new constrained Kalmantype filter which is robust when the system is disturbed by nonGaussian noise or shot noise. The new Kalman-type filtering algorithm is called the MCC-CKF since it uses correntropy instead of MMSE as the optimality criterion, which enables the filter to use higher-order information from the noise signals. The properties of the MCC have been discussed in [17, 18] . To derive the MCC-CKF we define the following cost function:
where
2σ 2 , || · || A denotes the A-weighted two-norm of a vector, σ is the user-specified bandwidth (kernel size), and W is a positive-definite user-specified weighting matrix. R j jk is the j-th element of diagonal matrix R k ; and H j is the j-th row of matrix H. This cost function comprises three terms, where the third term contributes to the state constraint, and the first two terms measure correntropy, which addresses non-Gaussian noise or shot noise. The MCC-CKF can be derived by solving
, ...,
To derive the MCC-CKF we approximatex k x − k in the Gaussian kernel function of (20). With this approximation C s k 1, so we have
Then we add and subtract
k on the right side of (22) to obtain
Equation (23) can be simplified as
Now we approximatex k x − k in the Gaussian kernel function of (21), because we need to find a solution for C m k before findingx k . We can then write the constrained state estimate update equation asx
We can write the covariance update equation from (25) as follows [16, Chapter 5]:
(30) The MCC-CKF is summarized in Table 1 .
This new estimator can be applied to constrained systems that are perturbed by non-Gaussian noise. It can be seen that when the j-th measurement is disturbed by large outliers or shot noise, the j-th element of the diagonal matrix C m k , from (21), goes to zero and prevents the divergence of the estimator; the innovation term of that measurement, r jk = y jk − H jxk , goes to infinity, but G σ r jk R −1 k j j goes to zero more quickly. 
The MCC constrained state estimate (25) has a smaller error covariance than that of the unconstrained state estimate (7) if W = I and σ satisfies
where σ = 0 and D is full rank.
Proof: The covariance matrix of the MCC-CKF (30) can be written as
Substituting (26) and (27) in the equa- Initialization:
Prior estimation:
Posteriori estimation:
, ..., G σ y mk − H mx
tion for β k gives
Substituting (32) into (34) yields
When we compare β k in (35) with K k H from (6), we can see
. Therefore, the covariance of the MCC-CKF (30) is smaller than that of the KF (8). QED
SIMULATION RESULTS
To illustrate the effectiveness of the proposed filter for systems with state constraints in the presence of shot noise, we provide two examples. The first is a simple linear benchmark navigation problem [14] , and the second example is a pendulum with a nonlinear constraint which demonstrates that our proposed filter is effective for linearization-based nonlinear filtering.
The kernel size σ plays a significant role in the behavior of correntropy filters. A larger value of σ reduces the effect of the correntropy for the rejection of non-Gaussian noise since σ → 8 results in C m k → 1 [15] . In general, the kernel size can be set manually by trial and error, or by using an optimization algorithm; for instance, particle swarm optimization. An adaptive rule for kernel size selection was introduced for a different filter in [13] , where they heuristically set the kernel size at each time instant to the innovation term. In this paper, we chose σ = 1 by trial and error in both examples.
Example 1 -Linear vehicle tracking
Consider a land-based vehicle navigation problem [4] . The first two state components are the north and east positions of a land vehicle, and the last two components are the north and east velocities. The velocity of the vehicle is in the direction of θ , an angle measured clockwise from due east. A position-measuring device provides a noisy measurement of the vehicle's north and east positions. The vehicle dynamics and measurement are given as
where ∆t is the discretization step size and u k is a known acceleration input. The sample period ∆t = 3 sec and the heading angle θ = 60 deg. The system and estimator are initialized as
If we know that the vehicle is traveling on a road with a heading of θ , then constraint Dx = d holds, where
Suppose that the process noise w k and the measurement noise v k are Gaussian, but shot noise is imposed on the first measurement.
where Q = Diag{0.01, 0.01, 0.01, 0.01} and R = Diag{0.1, 0.1}. The shot noise can be modeled as an impulsive function as shown in Fig. 1 . We use 100 Monte Carlo simulations to quantify estimation performance and we plot the RMSE over 100 Monte Carlo simulations for the third state in Fig. 2 . We see that the MCC-CKF performs substantially better than the KF and the CKF.
Example 2 -A simple pendulum
A discretized model of a pendulum is given as follows [19] : where θ is angular position, ω is angular velocity, T is the discretization step size, g is the acceleration due to gravity, and L is the pendulum length. Using noisy measurements of the angular velocity of the pendulum, we want to obtain state estimates that satisfy the conservation of energy, which is a nonlinear constraint on the states θ and ω:
where c is some constant and m is the pendulum mass. We use L = 1 m, m = 1 kg, g = 9.81 m/s 2 and T = 0.05 sec.
We also use the initial state x T 0 = θ 0 ω 0 = π/4 π/50 with zero initial estimation error. We do not consider process noise in the system simulation, but we use covariance matrix Q = Diag{0.007 2 , 0.007 2 } to enhance the responsiveness of the Kalman filter to measurements. The Gaussian measurement noise v k has covariance R = 0.01, and we assume that the system measurement is also disturbed by impulsive shot noise.
We can perform a Taylor series expansion to linearize the nonlinear constraint and system dynamics and then apply the CKF and the MCC-CKF for constrained state estimation. This idea is similar to that which is used in the EKF. The accuracy of several estimators for this problem are compared in Table 2 , where 100 Monte Carlo simulations are considered for each RMS estimation error. It can be seen that the MCC-CKF works well for this system and achieves the smallest RMSE among the filters in the table. 
CONCLUSION AND FUTURE WORKS
We first rederived the projection-based CKF and then we used the correntropy-based MCC, along with a new cost function, to derive a robust Kalman-like constrained filter called the MCC-CKF. This filter can be used for state estimation of systems with state constraints in the presence of non-Gaussian noise. Although this filter is not a projection-based method, the projection-based CKF and the MCC-CKF both use the same equation for the time update. We mathematically proved that this filter achieves a smaller estimation error covariance than the standard Kalman filter under certain conditions. Simulation results showed that the proposed MCC-CKF achieved smaller estimation errors that other estimators for both a linear and a nonlinear example.
As future work we will generalize the kernel size theorem to derive more broadly based results for the estimation error covariance. We will also optimize the kernel size using an adaptive mechanism to ensure that the error covariance of the filter is as small as possible. We will also generalize the filter to include a more broad class of weighting functions W . Future work will also attempt to derive the MCC-CKF for continuous-time systems. We will also combine the MCC-CKF approach with other state estimators such as the UKF and moving horizon estimation (MHE).
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