Abstract. In this paper we consider Fourier multiplier operators between vector-valued Besov spaces with different integrability exponents p and q, which depend on the type p and cotype q of the underlying Banach spaces. In a previous paper we considered L p -L q -multiplier theorems. In the current paper we show that in the Besov scale one can obtain results with optimal integrability exponents. Moreover, we derive a sharp result in the L p -L q -setting as well.
Introduction
In this paper we consider Fourier multiplier operators T m (f ) = F −1 (mF f ) on vector-valued Besov spaces. Here F denotes the Fourier transform and m is an operator-valued function on R d . In [28] we considered such operators on vectorvalued L p -spaces. The advantage of the Besov scale is that boundedness of the Fourier multiplier operator can be obtained with optimal integrability exponents p and q, where p is the type of X and q the cotype of Y .
In the case p = q, Fourier multiplier operators on vector-valued Besov spaces have been considered in [12, 18] and in [4] in the periodic setting. In both papers it is shown that under Fourier type assumptions on X, one can obtain boundedness results under less restrictive smoothness conditions on the multipliers than in the L p -scale. Moreover, it was shown by Amann in [2] and Weis in [35] that the UMD condition on the underlying space, which is required for multiplier theorems in the L p -scale, can be avoided in the Besov scale. Similar results on Triebel-Lizorkin spaces have been obtained in [7, 8] . In [31] some of the results of [12] have been extended to the setting where p = q.
We aim to prove Fourier multiplier results on Besov spaces without any smoothness conditions on the multiplier m. Our main result is as follows (for type and cotype see Section 4, for the definition of Besov spaces and the dyadic annuli I k see Section 2.1): Theorem 1.1. Let X be a Banach space with type p ∈ [1, 2] and Y a Banach space with cotype q ∈ [2, ∞], and let r ∈ [1, ∞] be such that If m is scalar-valued then the γ-bound reduces to a uniform bound. A similar result is derived under Fourier type assumptions and in that case the γ-bound can also be replaced by a uniform bound. A version of Theorem 1.1 in the L p -L q -scale was obtained in [28] , where it is assumed that X has type p 0 > p and Y cotype q 0 < q. The proof of Theorem 1.1 is based on an L p -L q Fourier multiplier result for functions with compact Fourier support. As a corollary of our results on Besov spaces we also obtain a multiplier theorem in the L p -L q -scale. Under smoothness conditions on m (which depend on the Fourier type of X and Y ) the boundedness result extends to all values of 1 < p ≤ q < ∞ such that
r . The latter statement was given in [28] without proof. Here we present the proof which is an extension of the extrapolation results of the classical paper of Hörmander [16] to the case p ≤ q. Part of our extrapolation result is new even in the scalar case.
Fourier multiplier theorems on vector-valued Besov spaces have found applications to boundary value problems, maximal regularity, the stability theory for C 0 -semigroups and functional calculus theory (see [2, 3, 15, 35] ). The results in this paper have already been applied in [27] and in the forthcoming paper [29] .
The paper is organized as follows. In Section 2 we discuss preliminaries for the rest of the paper. In Section 3 we introduce operator-valued Fourier multipliers on vector-valued function spaces, and we consider some properties which are specific to multipliers on Besov spaces. In Section 4 we prove our main multiplier theorems on Besov spaces and derive a corollary in the L p -scale. Then in Section 5 we prove our extrapolation results, first with conditions on the kernel of the Fourier multiplier operator and then with conditions on the symbol of the operator. Nonzero Banach spaces over the complex numbers are denoted by X and Y , and the space of bounded linear operators from X to Y is L(X, Y ). We set L(X) := L(X, X), and we write I X for the identity operator on X.
For p ∈ [1, ∞] and a measure space (Ω, µ), we let L p (Ω; X) be the Bochner space of equivalence classes of strongly measurable X-valued functions on Ω which are p-integrable. When, for a map f : Ω → X, we write f L p (Ω;X) < ∞ then it is implicitly assumed that f is strongly measurable. We denote by p ′ the Hölder conjugate of p, which is defined by 1 = 1 p + 1 p ′ . We let ℓ p be the space of p-summable sequences (x k ) k∈N0 ⊆ C over N 0 , while ℓ p (Z) is the space of p-summable sequences (x k ) k∈Z ⊆ C over Z.
A function m : Ω → L(X, Y ) is said to be X-strongly measurable if ω → m(ω)x is strongly measurable as a map from Ω to Y for all x ∈ X. Throughout we will identify a scalar function m : R d → C with the associated operator-valued function
, and S ′ (R d ; X) is the space of X-valued tempered distributions. We let S(R d ) := S(R d ; C) and we denote by ·, · :
is denoted by F Φ or Φ, and its inverse Fourier transform by F −1 Φ orΦ. The Fourier transform is normalized as follows:
A complex standard Gaussian random variable on a probability space (Ω, P) is a random variable γ of the form γ = γr+iγi √ 2
, where γ r , γ i : Ω → R are independent real standard Gaussians on Ω. A Gaussian sequence is a sequence (γ k ) k (finite or infinite) of independent complex standard Gaussian random variables on some probability space.
Preliminaries on function spaces
In this section we present some of the background on function space theory which will be used throughout the paper.
2.1. Besov spaces. We first define vector-valued Besov spaces. For more details on these spaces see e.g. [2, 6, 32] .
Throughout this section, fix d ∈ N. Let ψ ∈ S(R) be such that
for all ξ ∈ R d . For notational simplicity we let ϕ k := 0 for k < 0. Then
. Throughout this article we keep the function ψ from (2.1) and the sequence (
Let X be a Banach space and let s ∈ R and p, v
is a Banach space and the continuous inclusions
hold. Here the second embedding has dense range, as does the first embedding if
, s, t ∈ R with t < s and v, w ∈ [1, ∞] with v ≤ w, the following embeddings hold:
Here the first embedding is a contraction and the norm of the second embedding is independent of X.
For later use we note, as is straightforward to check, that there exist constants
We will also consider homogeneous Besov spaces. To define these we first introduce vector-valued homogeneous distributions. Leṫ
versely, the following lemma shows that each f ∈Ṡ
Lemma 2.1. Let X be a Banach space and let u ∈Ṡ
In the scalar case the statement of the lemma is a straightforward consequence of the Hahn-Banach theorem. Unfortunately, in the vector-valued setting one cannot argue in this way.
Proof. Let k ∈ N 0 be such that
. By an approximation argument u can be extended to 
for every |γ| ≤ k and ξ ∈ R d with |ξ| ≤ 1. Using this one readily checks that f n → f in the norm (2.7).
Finally, we extend u from
and the proof is concluded.
It follows from Lemma 2.1 and the statements preceding it thatṠ
, as can be shown in the same way as [13, Proposition 2.4 
Let ψ ∈ S(R) be as in (2.1), and for k ∈ Z let
. Throughout this article we will keep the sequence (ψ k ) k∈Z fixed.
Let s ∈ R and p, v ∈ [1, ∞]. The homogeneous Besov spaceḂ
continuously, where the first embedding has dense range if p, v ∈ [1, ∞). Again a different choice of ψ would lead to an equivalent norm onḂ
. Finally, the first embedding in (2.4) is clearly still true in the homogeneous setting.
2.2. Spaces of γ-radonifying operators. In this section we present some of the basics of the theory of γ-radonifying operators and γ-boundedness (see [20] , [22] , [33] ).
Let H be a Hilbert space and X a Banach space. An operator T ∈ L(H, X) is γ-summing if
where the supremum is taken over all finite orthonormal systems F ⊆ H and (γ h ) h∈F is a Gaussian sequence. Let γ ∞ (H, X) be the space of all γ-summing operators in L(H, X), endowed with the norm · γ∞(H,X) . Then the space of finite-
for all n ∈ N, h 1 , . . . , h n ⊆ H orthonormal and x 1 , . . . , x n ⊆ X. We let γ(H, X) be the closure in γ ∞ (H, X) of the finite-rank operators H ⊗ X ⊆ L(H, X), and we call γ(H, X) the space of γ-radonifying operators. If H is separable with orthonormal basis (h k ) k∈N ⊆ H and (γ k ) k∈N is a Gaussian sequence, then by [33 
, in which case (2.10) still holds and also equals the L 2 (Ω; X)-norm of the series. The following lemma introduces a useful property of the spaces of γ-summing and γ-radonifying operators, the ideal property. For a proof see [33, 
For a measure space (Ω, µ), let γ(Ω; X) (resp. γ ∞ (Ω; X)) be the space of all strongly measurable functions f : Ω → X such that f, x * ∈ L 2 (Ω) for all x * ∈ X * and for which the operator J f ∈ L(L 2 (Ω), X), given by
is γ-radonifying (resp. γ-summing). Endow γ(Ω; X) and γ ∞ (Ω; X) with the norm 
Each of these embeddings has dense range and the same holds with S and S ′ replaced byṠ andṠ ′ . In fact, since any f ∈ γ ∞ (R d ; X) with supp( f ) ⊆ {0} satisfies f = 0, we may view γ ∞ (R d ; X) and γ(R d ; X) as subsets ofṠ
, and we will do so throughout. Note also that f ∈ γ(R d ; X) and
The smallest such C is the γ-bound of T and will be denoted by γ(T ). Often we simply write γ(
Each γ-bounded collection T is uniformly bounded by γ(T ). Conversely, each uniformly bounded collection is γ-bounded if and only if X has cotype 2 and Y has type 2 (see [3] ). If T ⊆ L(X, Y ) is γ-bounded and λ ∈ [0, ∞), then the Kahane contraction principle implies that the strong operator topology closure of {zT | z ∈ C, |z| ≤ λ, T ∈ T } ⊆ L(X, Y ) is γ-bounded, and
If one replaces the Gaussian random variables in (2.14) by Rademacher variables, one obtains an R-bounded collection T ⊆ L(X, Y ). Each γ-bounded collection is Rbounded, and the converse holds if and only if X has finite cotype (see [24, Theorem 1.1]). However, the minimal constant C in (2.14) may depend on whether one considers γ-boundedness or R-boundedness. In this article we work with γ-boundedness since we will obtain results for spaces which do not have finite cotype. Moreover, the notion of γ-boundedness occurs naturally in the context of γ-radonifying op- 
, and
Moreover, if there exists a dense subset X 0 ⊆ X such that 1 A m(·)x ∈ γ(Ω; Y ) for all x ∈ X 0 and A ∈ Σ with µ(A) < ∞, then mf ∈ γ(Ω; Y ) for all f ∈ γ(Ω; X).
Fourier multipliers
In this section we introduce operator-valued Fourier multipliers on vector-valued function spaces. First we consider their basic properties and prove an approximation lemma which we will use later on, and then we discuss some of the specifics of Fourier multiplier operators on vector-valued Besov spaces.
3.1. Basic properties of multipliers. Throughout this section we fix d ∈ N and Banach spaces X and Y . An X-strongly measurable m :
For such an m we let
the Fourier multiplier operator associated with m and we call m the multiplier or the symbol of T m .
Let
In this case T m extends uniquely to a bounded operator from F (R d ; X) to G(R d ; Y ) which will be denoted by T m , or just by T m when there is no danger of confusion. If X = Y and
)-Fourier multipliers in the cases where
. We shall also consider the case where
2). We also consider Fourier multipliers on homogeneous function spaces. Let X and Y be Banach spaces and let m :
is of moderate growth at zero and infinity if there exist a constant α ∈ (0, ∞) and a g ∈ L 1 (R d ) such that
For such an m, letṪ m :
. We use similar terminology as before to discuss the boundedness ofṪ m with respect to various homogeneous function spaces. When considering boundedṪ m :
we will sometimes simply write T m =Ṫ m . In later sections we use that the space
A similar result will be needed for 
Note that sets of the form (a, b)
d for a, b ∈ R with a < b, and the interior of the annuli I k and J k from (2.2) and (2.8) have the segment property.
The following result is known in the scalar case, cf. [32, Section 1.4.3]. For the reader's convenience we include a proof and additionally we consider the case of γ-spaces as well. [13, Theorem 2.3.20] ) and, for all n ∈ N large enough, supp(
as n → ∞, by the dominated convergence theorem. Fixing n ∈ N large enough we obtain
. Combining all these estimates and using that f = N k=1 f k , we obtain
Letting ε decrease to zero now yields the first statement.
as n → ∞. Hence it follows that we can find n ∈ N such that f − g n γ(R d ;X) < ε.
follows from the previous part of the proof that for each
Letting ε tend to zero concludes the proof.
3.2.
Fourier multipliers on Besov spaces in an abstract setting.
of moderate growth at infinity with the following property. There exist
We will show how such an estimate can be used to obtain a Fourier multiplier result in the Besov scale.
Let s ∈ R and v, w ∈ [1, ∞] be such that
for all f ∈ S(R d ; X) and ϕ ∈ S(R d ). Therefore, using the contractive inclusion ℓ z ⊆ ℓ w and Hölder's inequality, we obtain (3.5)
In the remainder of this section we discuss a method that will allow us to deal with all v ∈ [1, ∞] simultaneously.
For n ∈ N 0 denote by
, which exists by (3.3) and Lemma 3.1 and which has norm T (n) m ≤ 2 nβ c n . For later use we note, as follows easily from (3.4), that
In (R d ; X). Now define, for s ∈ R and v ∈ [1, ∞],
as a convergent series in S ′ (R d ; Y ). The following proposition shows in particular that this is well-defined. The assumption that m is of moderate growth at infinity is only made to ensure that T m :
. The uniqueness of the extension for v = ∞ is discussed in Remark 3.3.
. Then, using Hölder's inequality and the contractive inclusion ℓ u ⊆ ℓ ∞ , there exists a constant C ∈ (0, ∞) such that, for each ϕ ∈ S(R d ) and with the obvious modification for v = 1,
is such that supp( g) ⊆ I k . Therefore, using (3.6) and arguing in S ′ (R d ; Y ), we find
as claimed. Now the required norm bound for T m follows as in (3.5) .
as required. We will also consider Fourier multipliers on homogeneous Besov spaces. Let X and Y be Banach spaces, p ∈ [1, ∞) and
be an X-strongly measurable map of moderate growth at zero and infinity and with the property that there exist
The following proposition is proved in the same way as Proposition 3.2. 
be an X-strongly measurable map of moderate growth at zero and infinity such that (3.8) holds for all k ∈ Z and for some β ∈ R, u ∈ [1, ∞] and (c k ) k∈Z ∈ ℓ u (Z). Then T m extendsṪ m to a bounded linear operator froṁ
As before, the extension T m is unique if v < ∞ by the density ofṠ( 
is bounded for some (and then for all) d ∈ N. So that our terminology is consistent with results in the rest of the paper, we say that X has Fourier cotype q ∈ [2, ∞] if X has Fourier type q ′ . 
A similar result in the homogeneous setting follows from Proposition 3.5.
Proof. By the Fourier multiplier result of [28] under Fourier type conditions, there exists a constant C ≥ 0 independent of m such that
for all k ∈ N 0 . Consequently, the result follows from Proposition 3.2.
Fourier multipliers under type and cotype conditions
In this section we prove our main results. We obtain Fourier multiplier theorems on Besov spaces under type and cotype conditions on the underlying spaces. As a corollary we derive a result for (L p , L q )-multipliers.
Let X be a Banach space, (γ n ) n∈N a Gaussian sequence on a probability space (Ω, P) and let p ∈ [1, 2] and q ∈ [2, ∞]. We say that X has (Gaussian) type p if there exists a constant C ≥ 0 such that for all m ∈ N and all x 1 , . . . , x m ∈ X,
We say that X has (Gaussian) cotype q if there exists a constant C ≥ 0 such that for all m ∈ N and all x 1 , . . . , x m ∈ X,
with the obvious modification for q = ∞. The minimal constants C in (4.1) and (4.2) are called the (Gaussian) type p constant and the (Gaussian) cotype q constant and will be denoted by τ p,X and c q,X . We say that X has nontrivial type if X has type p ∈ (1, 2] and finite cotype if X has cotype q ∈ [2, ∞).
The Gaussian sequence in (4.1) and (4.2) is usually replaced by a Rademacher sequence, i.e. a sequence (r n ) n∈N of independent identically distributed random variables with P(r 1 = 1) = P(r 1 = −1) = 1 2 . This does not change the class of spaces under consideration, only the minimal constants in (4.1) and (4.2) (see [10, Chapter 12] ). We choose to work with Gaussian sequences because the Gaussian constants τ p,X and c q,X occur naturally in the results in this section.
Each Banach space X has type p = 1 and cotype q = ∞, with τ 1,X = c ∞,X = 1. If X has type p and cotype q then X has type r with τ r,X ≤ τ p,X for all r ∈ [1, p] and cotype s with c s,X ≤ c q,X for all s ∈ [q, ∞].
A Banach space with Fourier type p ∈ [1, 2] has type p and cotype p ′ (see [20] ). By a result of Bourgain a Banach space has nontrivial type if and only if it has nontrivial Fourier type (see [26, 5.6.30] ).
For more on type and cotype see [1] , [10] , [20] and [25, Section 9.2].
Functions with compact Fourier support under type and cotype con
, and γ Ω (R d ; X) from (1.1), (1.2) and (3.1). Let a, b ∈ R with a < b. Then the following assertions hold.
By [21, Lemma 2.1] (note that F is normalized differently in [21] ), 
for each n ∈ N. Since the same estimate holds with f n replaced by f n − f m for m ∈ N with m ≥ n, it follows that (f n ) n∈N is a Cauchy sequence in γ(R d ; X). Therefore, with J fn as in (2.11) for each n ∈ N, (J fn ) n∈N converges to some operator
Choosing appropriate almost everywhere convergent subsequences we find that (J f ) * x * = T * x * , which yields the claim. The required estimate now follows by letting n → ∞ in (4.3).
(2) is proved in the same manner.
The main result of this section is a consequence of the following proposition, which is of independent interest. 
It follows from an example in [28] that in certain cases the γ-boundedness condition is necessary in Proposition 4.2 and in the results that follow from it.
Proof. By Lemma 3.1 it suffices to show that
, by (2.12), and by Lemma 2.2 also
for all x ∈ X. Now use Lemma 4.1, (2.13), Theorem 2.3, (2.13) and Lemma 4.1 in sequence to obtain that
for each n ∈ N, by (2.15) (see also [23, Corollary 2.14]). In particular,
Now, by what we have already shown and by [28 
which concludes the proof.
4.2.
Multipliers on Besov spaces under type and cotype assumptions.
is an X-strongly measurable map of moderate growth at infinity such that
Recall that in (3.7) we defined, for s ∈ R and v ∈ [1, ∞],
The following result was already stated in the Introduction as Theorem 1.1. 
Then the operator T m defined by (4.4) extends
In the case of scalar-valued multipliers the γ-bound of course reduces to a uniform bound. For the uniqueness of the extensions we refer to Remark 3.3.
Proof. First note that m is of moderate growth at infinity, so T m :
, the proof is concluded by appealing to Proposition 3.2. In the same manner we derive the following result from Proposition 3.5. 
for all s ∈ R and all v, w ∈ [1, ∞] with
Theorem 4.6. Let X be a Banach space with type p ∈ [1, 2] and Y a Banach space with cotype q ∈ [2, ∞], and let r ∈ [1, ∞] be such that
where C ≥ 0 is a constant which depends only on p and d.
In [28, Theorem 1.1] we derived a similar result, with (4.5) replaced by the assumption that {|ξ| d/r m(ξ) | ξ ∈ R d \ {0}} is γ-bounded. However, there we use that X has type p 0 > p and Y cotype q 0 < q. Note that this is not needed in Theorem 4.6, at the cost of a more restrictive γ-boundedness condition.
is well-defined since m is of moderate growth at infinity, where we use that 2 kd/r γ({m(ξ)
for all f ∈Ṡ(R d ; X). To this end, note that it straightforward to show that the contractive inclusionḂ
hold. Using these inclusions, the required estimate follows from Theorem 4.5 with u = w = 1 and v = ∞. Theorem 4.6 can be improved for UMD spaces. For details on UMD spaces we refer to [9, 30] and to the recent monograph [19] .
Remark 4.7. Suppose, in addition to the assumptions of Theorem 4.6, that X is a UMD space with cotype q 0 ∈ [2, ∞) and Y is a UMD space with type p 0 ∈ (1, 2] . Then the homogeneous version of [34, Proposition 3.1] (proved in the same way as in the inhomogeneous case) yields the continuous embeddings
. Following the proof of Theorem 4.6 it then suffices to assume that for
Remark 4.8. It is straightforward to check that the condition on m in Theorem 4.6 
Extrapolation
In this section we give a proof of [28, Theorem 4.1] and use it to extrapolate our Fourier multiplier results on Besov spaces to different integrability exponents. In order to prove the extrapolation result we extend several results of Hörmander in [16] to the vector-valued setting and p ≤ q.
For a, p, q ∈ [1, ∞] with a = ∞ consider the following identity:
5.1. Kernels and extrapolation. Throughout this section we fix d ∈ N and Banach spaces X and Y . Consider the following variant of Hörmander's condition which we formulate in the strong operator topology:
We denote the infimum over all Hörmander constants C H,a by C H,a (K).
Remark 5.1. In particular, the condition (H) a holds with constant C H,a > 0 if K is X-strongly measurable and
where we assume that the integrand is measurable (or at least 1 |s|≥2|t| K(s − t) − K(s) ≤ f t (s), where f is measurable and satisfies f t L a (R d ) ≤ C H,a for all t = 0). Under the appropriate measurability conditions on K * , (5.2) implies (H) a for K * as well. The advantage of (H) a over (5.2) will become clear in the proof of Theorem 5.6.
The following result is a vector-valued extension of [16, Theorem 2.2] . Recall that the norm of the space
for α > 0 and µ is the Lebesgue measure.
where C d,a := 2 + 2d
Proof. We adopt the presentation from [13, Theorem 4.3.3] and show that it extends to the vector-valued setting with general p ≤ q. Assume q < ∞ (the case q = ∞ is left to the reader, see [13, Exercise 4.3.7] ). In order to prove the result it suffices to show that, for each simple function
We apply the Calderón-Zygmund decomposition of height γα a to write f as the sum of a good and bad part g + b. Here α > 0 is fixed for the moment, and we set 
By subadditivity we can write (see below (5.4) for the definition of λ f )
The good part T g can be estimated directly using the boundedness of T and (5.7):
where we used (5.1) and the choice of γ given in (5.6) in the last step. The bad part we split into two parts again. Let Q * j be the unique cube with sides parallel to Q j and the same center as Q j but such that ℓ(Q * j ) = 2 √ dℓ(Q j ), where ℓ(Q) denotes the side length of a cube Q. Setting Ω = j≥1 Q * j , we can write
By the choice of Q * j and by (5.8) and (5.6),
For the second part of (5.10) note that by the triangle inequality
We first estimate each term of this series separately. Let t j denote the center of Q j . By (5.3) and (5.8) (twice),
In (i) we applied Minkowski's inequality. The estimate (ii) follows from |s| ≥
c − t j and t ∈ Q j . In (iii) we applied (H) a . With (5.12), (5.7) and (5.8) we can conclude that
Now (5.10), (5.11) and (5.13) yield
Finally, combining the good part (5.9) and the bad part (5.14), we obtain
Now (5.5) follows from the estimate (x α + y α ) 1 α ≤ x + y, for x, y > 0, and by taking the supremum over all α > 0.
Corollary 5.3 (Extrapolation I, kernel condition). Let p 0 , q 0 ∈ (1, ∞] and a ∈ [1, ∞) be such that
Proof. By Proposition 5.2 we find that also T :
From the Marcinkiewicz interpolation theorem (see [17] for a formulation with explicit constants which extends to the vector valued setting), we deduce the required boundedness and estimate.
Under other conditions on K we can extrapolate to p > p 0 :
and K * (·)y are locally integrable on R d for all x ∈ X and y * ∈ Y * . Suppose that
where
One can check that
Thus, by a density argument, S extends to a bounded mapping from L Then, for all exponents p and q satisfying 1 < p ≤ q < ∞ and
for some constant C p,q,d ≥ 0.
Note that one can always take ̺ = 1 and n = ⌊ By the preceding discussion, from now on we may assume that m = m (N ) and K = K (N ) . We first claim that (5.20) extends to all f ∈ L ∞ c (R d ) ⊗ X. This is clear if p 0 < ∞ by a density argument. Next consider p 0 = q 0 = ∞. Using the Hahn-Banach theorem we can reduce to the scalar case. Fix x ∈ X and y * ∈ Y and let K x,y * (t) := K(t)x, y * and m x,y * (t) := mx, y * . Since T m x,y * is bounded on L ∞ (R d ), by duality T m x,y * is also bounded on L 1 (R d ). Now we can apply the same density argument as before. Let δ > 0 be a constant which is chosen suitably small below, and let x ∈ X. We claim that there exists a constant C d ≥ 0 such that 
Using the Leibniz rule, the support condition of ζ j and the assumption (M1) r,̺,n , as in [13, Theorem 5.2.7] we find that
Therefore, (5.21) follows if we combine the estimates. The proof of (5.22) is similar. The extra factor 2 −j cancels out because of the extra factor |ξ| which comes from the Fourier transform of ∇K j .
It remains to check that K satisfies (H) r ′ . By the triangle inequality it suffices to prove that j∈Z |s|≥2|t|
for a constant C ≥ 0 independent of m. Let x ∈ X and t ∈ R d \ {0}, and choose k ∈ Z such that 2 −k ≤ |t| ≤ 2 −k+1 . Then, by (5.21), for the part of the sum with j > k we find j>k |s|≥2|t| 
