Quantum Monte Carlo calculations of the first-row atoms Li-Ne and their singlypositively-charged ions are reported. Multi-determinant-Jastrow-backflow trial wave functions are used which recover more than 98% of the correlation energy at the Variational Monte Carlo (VMC) level and more than 99% of the correlation energy at the Diffusion Monte Carlo (DMC) level for both the atoms and ions. We obtain the first ionization potentials to chemical accuracy. We also report scalar relativistic corrections to the energies, mass-polarization terms, and one-and two-electron expectation values.
I. INTRODUCTION
Quantum Monte Carlo (QMC) methods can yield highly accurate energies for correlated quantum systems. QMC calculations based on many-body wave functions 1 are considerably more accurate than density functional theory (DFT) methods, and their accuracy rivals that of the most sophisticated quantum chemistry methods. The intrinsically parallel nature of QMC algorithms makes them well-suited for taking advantage of the computing power offered by modern massively-parallel machines. The first-row atoms are a natural set of systems to use in learning how to achieve chemical accuracy, which is reached when an error of less than 1 kcal/mol ≃ 1.6 mE h per atom ≃ 43 meV per atom is achieved. Accurate benchmark data are available for light atoms, as are results from many different electronic structure techniques. The cost of all-electron QMC calculations scales with the atomic number 2 Z roughly as Z 5.5 , so that pseudopotentials must be used for heavy atoms, but it is perfectly possible to perform highly-accurate all-electron calculations for atoms up to at least the ten-electron neon atom. Higher accuracy is achieved in the DMC method by evolving the wave function in imaginary time so that it decays towards the ground-state, while the fixed-node approximation is used to maintain the fermionic symmetry. Both the VMC and DMC methods are variational, which is helpful in monitoring the accuracy of the calculations and in promoting cancellation of errors in energy differences. The DMC energy is bounded from above by the VMC energy and from below by the exact energy. These methods are discussed extensively in the literature and we direct the reader to Refs. 1, 3 and 4 for a detailed description.
Our trial wave functions consist of a multi-determinant expansion which describes neardegeneracy or static correlation, a Jastrow factor which captures dynamic correlation, and a backflow transformation which allows further variations in the nodal surface. We recover over 98% of the correlation energy for all the atoms and ions studied at the VMC level and over 99% at the DMC level. Chemically-accurate values of the first ionization potentials are obtained. Total energies, scalar relativistic corrections to the energies, mass-polarization terms, and one-and two-electron expectation values are evaluated. All of our QMC calculations were performed using the casino package 3 .
II. TRIAL WAVE FUNCTIONS
The all-electron multi-determinant-Jastrow-backflow wave functions take the form:
where R is the vector of electron positions, J(R; a) is the Jastrow factor, and D σ k,j (X) are the Slater determinants whose orbitals are evaluated at the backflow-transformed coordinates The Slater determinants and CSFs were generated using the atomic multi-configuration Hartree-Fock (MCHF) package atsp2k 5 . We allowed single-and double-excitations from the HF ground-state configuration defined by the Aufbau principle up to configurations with principal quantum number n ≤ 7 and orbital angular momentum quantum number l ≤ 4. Terms representing excitations from the 1s 2 core were used for Li, Li + and Be + to ensure that double-excitations were included. The CSFs with the largest weights were included in Ψ. Core excitations significantly lowered the MCHF energy of the Be atom, but they did not improve the VMC energy and were therefore not included in the QMC calculations. Excitations from the core become less important for larger Z, and we did not include them for systems with more than three electrons. The high-energy excited-state configurations in the MCHF expansion mostly describe electron-electron cusps, which are captured by the Jastrow factor in QMC calculations. The high-energy MCHF excitations are therefore expected to be much less important in the QMC calculations than in the MCHF ones. Indeed, including very-high-energy excitations serves only to hinder the optimization procedure (see below) and worsen Ψ. We tested wave functions containing 1, 20 and 50
CSFs for all the atoms, and finally used 50 CSFs for all atoms and ions except O, O + , F and F + , for which we used 100 CSFs. The number of determinants ranged from 171 (Li + ) to 4613 (F + ).
We used a modified form 6 of the polynomial Jastrow factor proposed by Drummond et al. 7 , consisting of an expansion in powers of r/(r β + α), where r is the inter-particle separation and α and β are optimizable parameters, with β constrained to be greater than unity. The optimal values of α were found to lie within the range 0.5-17.1 and those of β within the range 1.05-4.67 for the atoms and ions studied. This modification removes the need for cut-offs at large inter-particle separations, as the basis functions decay to zero at large r. Based on our tests, we chose expansion orders of 8 for the electron-electron and electron-nucleus parts of the Jastrow factor and an expansion order of 4 for the terms in the electron-electron-nucleus Jastrow factor, which gave a total of 118 optimizable parameters.
The backflow transformation of López Ríos et al. 8 was used, with electron-electron and electron-nucleus functions of expansion order 8 and an electron-electron-nucleus function of expansion order 3, resulting in a further 142 optimizable parameters. When using a backflow transformation, each orbital must be evaluated at each electron configuration, which significantly increases the computational cost. We have found it to be much more efficient to move the electrons individually in QMC calculations, even with backflow wave functions 8, 9 , because the correlation length is shorter.
We used identical parameter values for pairs of up-spin electrons and pairs of down-spin electrons in both the Jastrow and backflow functions. This significantly reduced the number of variable parameters without any noticeable loss in wave function quality. The parameter values for the anti-parallel-spin channel were allowed to differ from those of the parallel-spin channel. The parallel and anti-parallel-spin cusp conditions were imposed in the Jastrow factor, and the backflow transformation does not introduce cusps 8 .
III. OPTIMIZATION
Various stochastic methods have been developed for optimizing many-body wave functions in QMC calculations [10] [11] [12] [13] [14] . Methods based on minimizing the variance of the local energies obtained from a VMC calculation can be robust and effective [10] [11] [12] 13, 14 is quite robust and is also extremely effective in optimizing linear parameters in Ψ such as CSF coefficients. We found MAD minimization to be superior to energy minimization for optimizing the cut-off functions, and superior to variance minimization methods for optimizing parameters which alter the nodal surface. We have therefore used MAD minimization in the early stages of the optimizations, but the final optimizations are performed with energy minimization.
We tested optimization of the single-particle orbitals for N, O and F, but found this to have a negligible effect, in agreement with previous atomic studies 15, 16 .
We tested several optimization schemes that could potentially reduce the computational effort of wave function optimization. The Jastrow factor and backflow transformation were optimized for a single determinant and then applied to the multi-determinant expansion of a B wave function containing 50 CSFs. Optimizing the CSF coefficients while holding the Jastrow factor and backflow parameters fixed improved the wave function but the final results remained unsatisfactory. This may be expected as the Jastrow and backflow functions attempt to compensate for some of the dynamical correlation which is then included via the CSFs. The CSF coefficients in the B wave function were optimized for one final cycle, as energy minimization of linear coefficients is in general very robust. No improvement was observed, confirming that energy minimization is able to optimize the linear and non-linear parameters simultaneously.
As the optimization process is currently the most costly step in human time and consumes a substantial fraction of the computer time, it is desirable to establish an optimization strategy which is reliable for all of the atoms and ions and may be useful in other systems.
Of the several optimization strategies tried, the following consistently gave the best results
and was used for all of the final results reported here:
1. Set the CSF coefficients to their MCHF values and the Jastrow parameters a to zero.
Note that the Jastrow factor is non-zero as the term enforcing the cusp condition is still present.
2. Generate a set of VMC configurations 17 and optimize the Jastrow parameters a including the Jastrow basis function parameters α and β, and the CSF coefficients c, using MAD minimization. We refer to this step as an 'optimization cycle'.
3. Run two more optimization cycles using the parameters obtained in the previous cycle as initial parameters. While this strategy has not been tested for any other systems, we expect it to work well in many cases.
IV. RESULTS AND DISCUSSION

A. Atomic and ionic energies
The VMC optimizations were performed using 5 × 10 4 statistically-independent particle configurations. One measure of wave function quality is its variance, and Table I With a few exceptions, the variance decreases as the variational energy decreases for a given system. The variance of a wave function after MAD minimization also approaches that after energy minimization as the variational energy decreases.
The DMC calculations were performed with a target population of 2048 DMC configurations and a minimum of 10 5 steps and a time-step corresponding to the smaller of the two There are several differences between the wave functions used in the present study and Ref. 15 . While both calculations relied on the energy minimization scheme of Refs. 13 and 14, our current implementation is more effective and robust. For example, Brown et al.
15
were unable to lower the VMC energy of Ne using a multi-determinant expansion, which was easily achieved in the present study. The present optimization strategy is significantly different as we use MAD minimization to first optimize the non-linear parameters at each stage. Brown et al. 15 used a Jastrow factor based on an expansion in r, while we have used an expansion in powers of r/(r β + α). We have also employed a larger number of CSFs.
We have obtained more than 99% of the correlation energy at the DMC level for all of the atoms and ions, and at the VMC level for all atoms except O and F and all ions except F + and Ne + . This is a substantially higher accuracy than has been achieved in the all-electron QMC calculations reported in the literature 15, [20] [21] [22] . For example, the lowest percentage of the correlation energy achieved for a neutral atom in the present study at the VMC level is 98.40(6)% for F, whereas the best previous VMC calculation gave 96. 
B. Ionization potentials
Although the total atomic energies can be measured as the sum of the ionization energies, they are not quantities of significant chemical interest. In quantum chemistry one is normally interested in energy differences for which the cancellation of errors between calculations is important. We have therefore calculated the first ionization potentials (IPs) of the atoms The FCI-QMC approach 23 is exact up to a basis set convergence error and a small statistical error. They consistently underestimate IPs, perhaps because there are fewer electronelectron and electron-nucleus cusps in an ion than in the corresponding neutral atom. As is clear from Fig. 4 , we similarly underestimate the IPs in all cases except Ne, but for a different reason, as explained below.
The critical approximation made in DMC is the fixed-node approximation, which is necessary to evade the fermion sign problem. In general, the nodal structure of an ion is easier to describe than that of the corresponding neutral atom. However, for closed-shell atoms such as Ne, the initial restricted HF atomic nodal surface is superior to that of the open-shell ion.
The energy of the neutral atom is more accurate and consequently the IP is overestimated.
To summarize, the additional complexity that arises for larger system sizes manifests itself differently in FCI and DMC. In the former, describing the electron-electron cusps becomes more challenging and requires a larger expansion in determinants, whereas the nodal structure of the larger system is more difficult to describe in DMC. 
C. Other expectation values
Scalar relativistic and mass-polarization corrections to the energies of the atoms and ions
were computed using first-order perturbation theory within VMC and DMC 27 . The massvelocity, one-electron Darwin, two-electron Darwin, retardation and mass-polarization terms are given in Table IV . We did not calculate the spin-orbit terms, although we note that a paper reporting VMC results for spin-orbit energies of electronic states of the He atom has recently appeared 28 . As the VMC and DMC values agree to within one standard error in most cases, we have decided not to give the extrapolated estimates (2×DMC-VMC) in In Table V we report some one-electron expectation values for the atoms and ions, while two-electron expectation values are reported in , which are the most strongly weighted towards the region close to the nucleus, are larger for the ion than for the neutral atom for B/B + , and very similar for C/C + -Ne/Ne + .
The larger error bars and lower quality of the wave functions make it more difficult to draw firm conclusions for C/C + -Ne/Ne + . 
V. CONCLUSIONS
We have calculated energies for the first-row atoms with significantly more accuracy than previous DMC studies. Our DMC energies for the atoms heavier than Li and ions heavier than Be + are the lowest so far reported from a variational method. Our DMC IPs are also superior to very recent FCI-QMC results 23 . Our IPs are, however, substantially less accurate than the CCSD-F12-HLC data of Klopper et al. 24 . Our DMC IPs are considerably better than the CCSD values, but the addition of the F12 and HLC corrections leads to errors which are roughly an order of magnitude smaller than in our DMC calculations. The DMC calculations have the feature that the results are obtained from a single calculation, and the cost of calculating the F12 and HLC corrections in the CCSD scheme will increase very rapidly with the number of electrons.
It would be extremely useful if post hoc corrections could be developed for QMC methods.
One method which has shown some success in VMC is to plot the total energy versus the variance of the local energy using a set of trial wave functions of different qualities 38 . Such a plot normally shows an approximately linear variation so that an extrapolation to zero variance can be performed. The linear variation can be derived by assuming that the set of wave functions differ by a term of the form ǫΦ(R), where ǫ is a parameter and Φ(R) is an (unknown) wave function, but there is no guarantee that this assumption is valid. Perhaps a post hoc correction scheme can be developed for DMC calculations. The development of VMC sampling strategies which allow more reliable and efficient optimization of wave functions is extremely promising 39 . There have been major improvements in the available wave function forms 8, [40] [41] [42] , and many more such developments can be expected in the coming years. The cost of the QMC calculations reported here increases rapidly with system size because of the use of a multi-determinant expansion. However, we expect that the computational cost could be substantially reduced by using a more efficient representation such as geminal 42 or Pfaffian wave functions 40, 41 .
