This paper provides Bayesian rationalizations for White's heteroskedastic consistent (HC) covariance estimator and various modifications of it. An informed Bayesian bootstrap provides the statistical framework.
1 Note: and where N j = n j , the number of z j (i = 1, 2, ..., n) equal to j (j = 1, 2, ..., J), are sufficient statistics for 2. The natural conjugate prior for 2 is the Dirichlet distribution with density given (j = 1, 2, ..., J) and 1 Without loss of generality assume the first m categories have N j = n j > 0. It follows from Bayes' Theorem that the posterior distribution of 2 is the Dirichlet distribution where (j = 1, 2, ..., m), and (j = m+1, m+2, ..., J). The marginal mass function of z is the multinomial-Dirichlet mass function
The predictive mass function for a new observation z N+1 is
Sampling from a Dirichlet distribution can be accomplished by simulating J independent gamma random variables with means/variances (j = 1, 2, ..., J) and unit scale parameters, i.e., with densities and then forming
4 Since the denominator in (6) is common across j, Lancaster (2003) notes that $ also has the WLS representation This leads to a slightly different approximation than discussed in the text.
5 Gilstein and Learner (1983) characterize the set of WLS estimates as the union of the bounded convex polytopes formed by the hyperplanes on which residuals are zero. elements equal to the given argument. $ has the weighted least squares (WLS) representation 4, 5 Note that the "parameter" $ depends on both z
(1) = [y (1) , X , as well as 2.
The prior and posterior distributions for 2 in Section 2 induce prior and posterior distributions for $ via (9), albeit not particularly tractable, because $ is a nonlinear function of the 2. The limiting (as ) "noninformative" improper prior together with the standard case ( = 0 and z (2) null) have received most of the attention. This is unfortunate. Because the number of hyperparameters in is J, which is greater than or equal to the sample size n, an informative prior is warranted. Unfortunately, this necessitates eliciting a large number of prior hyperpararmeters.
This paper introduces an informative prior for 2 with two properties: all elements in are positive implying prior density (2) In other words, the symmetry of the prior does not carry over to the posterior.
Heterogeneous priors are introduced in Section 6.
HC Estimation
Lancaster ( This leads to the approximation
where e j is a J×1 vector with the j th element equal to unity and all other elements equal to zero, Q( ) = X(XNdiag{ }X) -1 , and
The posterior implies that the exact posterior mean and variance of (11) are
Since the first-order condition for WLS implies (XNdiag{ }X) -1 XNdiag{ }u( ) = 0 K , and because it follows that (14a) simplifies to where To the extent that in (11) is a good approximation to $(2) in (9), (13) and (14b) should be good approximations to the posterior mean and variance of $.
To add some transparency to (14b), consider symmetric prior (10) and the standard case. [J/(J+1)]V HC0 . Therefore, the noninformative symmetric prior provides a Bayesian justification for using the OLS estimate b together with V HC0 in approximate Bayesian inference for $.
5.
Choice of (j = 1, 2) play similar roles in defining $ = $(2) in (9) 
7 Leamer (1991?) calls the treatment of heteroskedasticity that alters the size but not the location of confidence sets "White-washing." He argues an increase in the standard deviations after White-correction signals a potentially large change in the location of the confidence sets. On the other hand, if the White-correction leaves unchanged or reduces the standard errors, he argues the estimates are likely to be insensitive to reweighting. matrix" X(XNX) -1 XN. Cribari-Neto and Zarkos (2001) showed that the presence of high leverage points, as measured by (j = 1, 2, ..., J), in the design matrix is more decisive for the finite-sample behavior of different HC robust covariance matrix estimators than the degree of heteroskedasticity. Table 1contains three Bayesian analogs (denoted HC2a, HC3a, and HC4a) that give three different choices for (j = 1, 2, ..., J) that imply the same diagonal weights for U HC0 suggested by HC2-HC4. HC2a-HC4a, however, center inferences over (instead of b) and use instead of the OLS residuals.
Summary
The Choice of and is critical. Section 5 suggested choosing to locate the prior over zero slopes. Section 6 drew on various modifications of the White/Eicker/Huber estimator to suggest choices for .
