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ABSTRACT
The aim of this thesis is twofold. First, we will establish new estimates for the discrete
Green’s function and obtain some positivity results. In particular, we establish that the
discrete Green’s functions with singularity in the interior of the domain cannot be bounded
uniformly with respect of the mesh parameter h. Actually, we show that at the singularity
the Green’s function is of order h−1, which is consistent with the behavior of the continuous
Green’s function. In addition, we also show that the discrete Green’s function is positive
and decays exponentially away from the singularity. We also establish numerically persistent
negative values of the discrete Green’s function on Delaunay meshes which then implies a
discrete Harnack inequality cannot be establish for unstructured Finite Element discretiza-
tions. Of independent interest we also prove Lp estimates for a regularized Green’s function
in three dimensions which may have implications in establishing best approximation results
in optimal control.
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1.1 The Model Problem
Let Ω ⊂ RN , N = 2, 3, be a convex bounded domain with sufficiently smooth boundary. We
consider the following Laplace equation:
−∆u = 0, in Ω
u = b, on ∂Ω.
(1.1)
Here we assume the boundary data b ∈ C(∂Ω) and b ≥ 0.
Definition 1.1.1. A function satisfying (1.1) is called a harmonic function on Ω.
Harmonic functions in the classical sense have been well studied across mathematics,
mathematical physics, and stochastic processes. Many results are established for harmonic
functions, including; regularity results, Liouville’s Theorem, weak and strong maximum
principles, as well as a mean value property for example. The maximum principle states if
1
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Ω0 is a nonempty compact subset of Ω, then a harmonic function u restricted to Ω0 attains its
maximum and minimum values on the boundary of Ω0. It is an essential tool in the analysis
of partial differential equations. Another important and well known result for non-negative
harmonic functions is the Harnack inequality [7].
Theorem 1.1.2 (A. Harnack, 1887). Assume u is a non-negative solution to (1.1). Then
for any connected open subset Ω0 ⊂⊂ Ω, there exists C ≥ 1 (depending on Ω0) such that for
any two points x, y ∈ Ω0 we have
u(x) ≤ Cu(y).
This theorem essentially states that any two values of a non-negative harmonic function
are comparable with a constant independent of the particular function itself. The inequality
has been useful in the analysis of fully non-linear elliptic problems. This theorem was
then extended by Moser in 1961 [12] for uniformly elliptic equations in divergence form with
bounded measurable coefficients under the assumption the eigenvalues of the matrix operator
are bounded from above and below. Later in 1980, Krylov and Safonov extended the theorem
to elliptic equations in non-divergence form with bounded measurable coefficients [9]. In
addition there is literature on the Harnack inequality outside of the Euclidean setting on RN
including, probability, graph theory, and infinite dimensional operators.
The same cannot be said about the discrete setting, especially when the discretization is
less structured. To the author’s knowledge there are only two existing papers on the Harnack
inequality in the finite element literature. The first is a paper by Aguilera and Caffarelli [1]
where they adapted the continuous De Giorgi-Nash-Moser iteration technique. However,
this technique required the discrete maximum principle as well as other additional geometric
constraints on the discretization. In 2014, Leykekhman and Pruitt established a discrete
Harnack inequality [10] on general quasi-uniform meshes in two dimensions only requiring
3
a mesh condition near the boundary of the domain. Their technique involved using upper
and lower bounds on both the continuous Green’s function and discrete Green’s functions as
well as applying analytical tools from Sobolev space theory and finite elements theory. We
believe a discrete Harnack Inequality can be used to prove discrete Hölder estimates as well
as to analyze the discrete non-linear elliptic problem.
In this thesis we will work towards establishing criteria for the non-negativity of the
discrete Green’s function with the long term goal of establishing a discrete type Harnack
inequality in three dimensions. We will also prove pointwise upper bounds and establish
some Lp estimates for the discrete Green’s function. We will adapt techniques used by
Leykekhman and Pruitt as well as introduce new analytical techniques while working to keep
the discretization of the original space as general as possible. In addition we will provide
results of independent interest on a “smooth” Green’s function, described in Chapter 3. In
three dimensions these results may be used in optimal control problems or results concerning
the discrete maximum principle. In chapter 5, we will provide numerical results for the
discrete Green’s function on polyhedral domains.
1.2 Notation
Throughout this thesis we will make use of standard Sobolev notation for which we will
provide here and relevant finite element notation will be given in the next chapter.
• We will designate C as a generic constant that will change throughout the thesis.







<∞, for 1 ≤ p <∞.
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• We then have the L∞ space with associated norm,
‖u‖L∞(Ω) := ess sup
Ω
|u|.
• We will also occasionally make use of a multi-index notation.
– A vector of the form α = (α1, ..., αN), where each component αi ∈ N, is called a
multi-index of order
|α| = α1 + · · ·+ αN .
– Given a multi-index α, we define
Dαu(x) :=
∂|α|u(x)
∂xα11 · · · ∂xnαN
.
– If k is a non-negative integer,
Dku(x) := {Dαu(x) | |α| = k},
the set of all partial derivatives of order k.
• We shall also make use of standard Sobolev spaces and their appropriate norms, that

















• Note: It is customary to write
Hk(Ω) = W k,2(Ω).
• We denote by
W k,p0 (Ω)
the closure of C∞c (Ω), of infinitely differentiable functions with compact support, in
W k,p(Ω). Thus u ∈ W k,p0 (Ω) if and only if there exist functions um ∈ C∞c (Ω) such
that um → u in W k,p(Ω). We interpret W k,p0 (Ω) as comprising of those functions
u ∈ W k,p(Ω) such that “Dαu = 0 on ∂Ω” for all |α| ≤ k − 1. See Theorem 2.1.2 for
more details.
• Note: It is customary to write
Hk0 (Ω) = W
k,2
0 (Ω).












u · v dx.
• Any further notation shall be provided when needed.
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1.3 Basic Results
Throughout our analysis we will make extensive use of the Hölder’s inequality. We shall
present it here due to its importance. The proof can be found in any standard measure
theory text.
Proposition 1.3.1. If 1 ≤ p, q ≤ ∞ and p−1 + q−1 = 1, then
∫
|fg| dx ≤ ‖f‖Lp‖g‖Lq .
Note: if p = q = 2, then we have the standard Cauchy-Schwarz inequality.
Another useful result is the Poincaré Inequality.
Proposition 1.3.2. There exists a constant C <∞ such that
‖u‖W 1,p(Ω) ≤ C|u|W 1,p(Ω), ∀u ∈ W 1,p0 (Ω).
Chapter 2
Introduction to Finite Elements
2.1 The Continuous Case
We first begin with homogeneous Dirichlet problem which is needed for Chapter 3. Let
Ω ⊂ RN , N = 2, 3, be a convex bounded domain with sufficiently smooth boundary. We
consider the following Laplace’s equation:
−∆u = f(x), in Ω
u = 0, on ∂Ω,
(2.1)
where f(x) ∈ L2(Ω). The standard procedure is to multiply through by a test function
v ∈ H10 (Ω) and then integrate by parts to arrive at the following variational formulation
of the original problem. Find u ∈ H10 (Ω) such that the following equation holds for all
v ∈ H10 (Ω),
(∇u,∇v)Ω = (f, v)Ω. (2.2)
7
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The analysis of elliptic operators in variational form is very rich. For example the Lax-
Milgram lemma [6] guarantees the existence of a solution to (2.2). In general given a Hilbert
space H with associated norm ‖·‖ and a(u, v) is a bilinear form on H×H. The Lax-Milgram
lemma states;
Lemma 2.1.1 (Lax and Milgram, 1954). Assume that a(u, v) : H × H → R is a bilinear
mapping, for which there exists constants α, β > 0 such that,
|a(u, v)| ≤ α‖u‖‖v‖, ∀u, v ∈ H, (bounded),
and
β‖u‖2 ≤ a(u, u) ∀u ∈ H, (coercive).
Also, let (f, v) be a continuous linear functional on H. Then there exists a unique element
u ∈ H such that,
a(u, v) = (f, v),
for all v ∈ H.
In our case, applying a(u, v) = (∇u,∇v)Ω and (f, v) = (f, v)Ω we obtain a unique solution
to problem (2.2). There are also many results analyzing the regularity of the solutions to
elliptic problems in an attempt to gain as much information as possible.
Now in order to define the variational formulation for our modal problem (1.1) with
non-homogeneous Dirichlet boundary conditions we need to define the trace of a function
u ∈ W 1,p(Ω).
Theorem 2.1.2. Assume Ω is bounded and ∂Ω is C1. There there exists a bounded linear
9
operator
T : W 1,p(Ω)→ Lp(∂Ω),
such that
(i) Tu = u|∂Ω if u ∈ W 1,p ∩ C(Ω̄) and
(ii) ‖Tu‖LP (∂Ω) ≤ C‖u‖W 1,p(Ω),
for each u ∈ W 1,p(Ω), with the constant C depending only on p and Ω, but independent of u.
The proof of Theorem 2.1.2 can be found in Evans [6] on page 272.
Definition 2.1.3. We call Tu the trace of u on ∂Ω.
We are now ready to transform problem (1.1) into the zero boundary condition setting.
Suppose u ∈ H1(Ω) is a weak solution to
−∆u = 0, in Ω
u = b, on ∂Ω.
(2.3)
Here we assume b ∈ C(∂Ω) and b ≥ 0 is the boundary data. This means that u = b on ∂Ω
in the trace sense. Therefore we need b to be the trace of some H1 function, say w. Then
ũ := u− w belongs to H10 (Ω) and is a weak solution of the boundary value problem
−∆ũ = −∆w, in Ω
ũ = 0, on ∂Ω.
(2.4)
Thus we can proceed as usual by multiplying through by a test function v ∈ H10 (Ω) and
integrate by parts to arrive at a variational formulation.
10
As a rule however, the actual solution to our problem cannot be analytically calculated
for arbitrary domains. In terms of physical models in fields such as aero-space engineering,
fluids flows, and weather models an approximate solution is desirable. The Finite Element
method is a popular choice to derive these approximate solutions.
2.2 The Discrete Case
2.2.1 Triangulation of Ω.
We begin first by discretizing our domain Ω by subdividing it into non-overlapping cells
called elements. We will exclusively use triangles in 2D and tetrahedrons in 3D, however,
squares or cubes are also popular choices for elements. We will also need the subdivision to
be nonconforming. That is, the vertices (called nodes) of each element may not lie on an
edge of an element, otherwise we would have what is called a hanging node. We then define






with Ωh ⊆ Ω. The parameter h is called the mesh parameter and simply represents the
maximum edge length in the triangulation. We will also require the triangulation to be both
shape regular and quasi-uniform.







We can define a quasi-uniform mesh as the following:
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Definition 2.2.2. A triangulation Th is called quasi-uniform if there exists a constant ρ > 0,








In two dimensions a quasi-uniform mesh bounds the minimum angle of each triangulation
uniformly. However, in three dimensions the minimum dihedral angle is not bounded below.
Below is an example of a 2D triangulation of the unit square with the corresponding value
of the mesh parameter as well as a 3D triangulation of a cube.




Figure 2.2: An example of a three dimensional mesh of a cube.
12
2.2.2 A Discrete Subspace of Functions.
We now wish to interpolate functions from H1(Ω) onto a discrete subspace. As one can
imagine there are many options to do so. Often the specific choice of functions depends on
the problem at hand. For our purposes we shall use continuous, piecewise functions, that are
linear when restricted to each element in the triangulation. The choice here is made for a few
reasons; we have sufficient regularity of the solutions, the method will be numerically stable,
and will be computationally efficient. In addition, the method is positivity preserving. This
implies that if the value of the function being interpolated is positive at a node, then it is
also positive on the whole element. We will describe what this means now.
We construct the discrete subspace in the following way. Let xi for i ∈ {1, ..., n} denote
interior nodes and xj for j ∈ {n+ 1, ..., n+m} denote boundary nodes (those that lie on the
boundary). We then define a basis function, φk(x), at each node that is equal to one at the
respective node and zero at all other nodes. That is,
φk(xl) = δkl =

1, if k = l,
0, if k 6= l,
(2.8)
where δkl is the Kronecker delta indicator. Below is an example of a 2D basis function. It
should be noted that the support of a basis function is restricted to elements having xi as a
node.
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Figure 2.3: An example of an arbitrary 2D basis function.
Our discrete subspace will then consist of all finite linear combinations of nodal basis
functions. We denote this space by Vh(Ωh) (resp. V
0
h (Ωh) for zero boundary condition) and
we note that Vh(Ωh) ⊂ H1(Ω) (resp. V 0h (Ωh) ⊂ H10 (Ω)). We can then define an interpolant
for functions from H1(Ω) ∩ C0(Ω) onto Vh(Ωh).







v(xk)φk(x), for x ∈ Ωh. (2.9)
Remark 2.2.4. It should be noted here that a function u ∈ H1(Ω) has no pointwise values in
two and three dimensions, hence the nodal interpolant is only valid for H1(Ω)∩C0(Ω). This
can be recovered however by use of the Scott-Zhang Interpolant found in [17]. They make use
of an averaging interpolation operator which preserves homogeneous boundary conditions.
See appendix section A.2 for details on this operator.




(i) Ω ⊆ RN be a bounded closed set with nonempty interior and piecewise smooth boundary
(the element domain),
(ii) P be the finite-dimensional space of functions on Ω (the space of shape functions),
and
(iii) N = {x1, x2, ..., xn+m} be a basis for P ′ (the set of nodal variables).
Then the triple (Ω,P ,N ) is called a finite element.
2.2.3 The Discrete Problem.
Based on the variational formulation (2.2) we can pose the discrete version of the model
problem (1.1).
Find uh ∈ Vh to be the solution of the problem,
(∇uh,∇vh)Ωh = 0, ∀vh ∈ V 0h (Ωh),
uh = Ihb, on ∂Ωh.
(2.10)






where we sum over boundary basis functions and bk = b(xk).
Definition 2.2.7. A function uh satisfying (2.10) is said to be discrete harmonic on Ωh.
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We now wish to obtain our approximate solution uh which requires finding the coefficients








where the first sum is over the interior nodes and the second sum is over the boundary nodes.
Since all basis functions φi span Vh(Ωh) we have that (2.10) is equivalent to
∫
Ωh
∇uh · ∇φj dx = 0, j = 1, ..., n. (2.12)
Substituting the representation for uh and we get,
∫
Ωh
























∇φk · ∇φj dx, j = 1, ..., n.
We can then interpret the linear system in matrix notation as,
A~α +H~b = 0. (2.13)
The matrixA ∈ Rn×n is the interior stiffness matrix, with entries given byAij = (∇φi,∇φj)Ωh
for i, j ∈ {1, . . . , n}. The matrix H ∈ Rn×m is the boundary stiffness matrix, with entries
given by Hjk = (∇φj,∇φk)Ωh for j ∈ {1, . . . , n} and k ∈ {n+ 1, . . . , n+m}. The vector
~b contains the boundary data, with ~b = (b(xn+1), . . . , b(xn+m))
> =∈ Rm. Therefore our
solution in matrix form is
~α = −A−1H~b, (2.14)
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where ~α = (α1, ..., αn)
> = (uh(x1), ..., uh(xn))
> represents the solution at the interior nodes.
As a consequence of the Lax-Milgram Lemma 2.1.1 we can see that A is non-singular. By







An essential consequence of the particular method, commonly referred to as the Galerkin
method, is Galerkin Orthogonality.
Theorem 2.2.8. The finite element solution uh solving the Laplace problem (2.1) with ho-
mogeneous Dirichlet boundary conditions satisfies the following orthogonality,
(∇(u− uh),∇vh)Ωh = 0, ∀vh ∈ V 0h (Ωh). (2.16)
Proof. The theorem is easily realized since the solution u of (2.1) satisfies the variational
formulation (2.2) and that the approximate solution uh satisfies the discrete variational
formulation (∇uh,∇vh)Ωh = (f, vh)Ωh for all vh ∈ V 0h . The result follows by subtraction of
the two equations and noting that V 0h (Ωh) ⊂ H10 (Ω).
Galerkin orthogonality is useful in many ways, for example we can prove an a priori best
approximation estimate for the approximate solution uh in the H
1 norm.
Theorem 2.2.9. The finite element solution uh solving the Laplace problem (2.1) with ho-
mogeneous Dirichlet boundary conditions satisfies the following best approximation,
















∇(u− uh) · ∇(u− vh) +∇(u− uh) · ∇(vh − uh)︸ ︷︷ ︸
=0
dx
≤ ‖∇(u− uh)‖L2(Ωh)‖∇(u− vh)‖L2(Ωh),
where the Galerkin orthogonality and Cauchy-Schwarz are used. The result follows by di-
viding through by ‖∇(u− uh)‖L2(Ωh).
Remark 2.2.10. We note here that there are analogues to Theorems 2.2.8 and 2.2.9 for
non-homogeneous Dirichlet boundary conditions. However, they are not necessary for our
analysis.
This also shows, using the finite element method, that if u is well behaved, our discrete
solution uh is a good approximation in the H
1 norm.
2.2.4 Summary on the Advantages to FEM
In order to find our approximate solution, uh, we need to solve for ~α. Notice, A is a symmetric
positive definite matrix which immediately implies existence and uniqueness of the solution.
Also, peek back to the picture of the 2D basis function and notice that its support is small.
This implies that many of the entries of A are zero, making it a sparse matrix. This is a big
computational advantage since it reduces the amount of memory needed for programs like
Matlab or FreeFEM to solve a problem. In most cases, the biggest appeal to FEM is the fact
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that we can compute approximate solutions that are “close” to the true solutions of PDEs.
Fields like engineering, fluid dynamics, and optimal control often desire model solutions or
certain qualities of them. Even before any analysis is done we have the following different a
priori error estimate of the FEM solution:
‖u− uh‖H1(Ω) ≤ Ch‖u‖H2(Ω), uh ∈ V 0h (Ωh).
Since refinements are made on the triangulation and h → 0, we can see that the discrete
solution will approach the actual solution weakly.
Chapter 3
Green’s Functions
Chapter 3 is dedicated to Green’s functions. In section 3.1 we will cover some basics on the
classical Green’s function for the Laplace equation as well as provide necessary estimates.
In section 3.2 we will introduce the discrete Green’s function. The discrete Green’s function
is the finite element approximation of the classical Green’s function. We will also provide
a discrete representation formula for harmonic functions. In section 3.3 we will cover a
“smooth” Green’s function that will be used throughout the analysis. The remaining two
sections will cover analytical results pertaining to the discrete Green’s function and the
“smooth” Green’s function.
3.1 The Classical Green’s Function
In this section we shall introduce the classical version of the Green’s function for the Laplace
equation and present some results that are necessary for the analysis of the discrete Green’s
function. The following can be found in a standard PDE book. In addition, Dr. Sijue Wu’s
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notes on the Green’s function can be found on her webpage.
The Green’s function is a tool to solve non-homogeneous linear equations. We can con-
sider a variant of (1.1) with the right hand side equal to f(x) ∈ L2(Ω).
−∆u = f(x), in Ω
u = b, on ∂Ω.
(3.1)
One application is f acting as a heat source and u represents the current temperature. The
idea of a Green’s function is that if we know the temperature responding to an impulsive heat
source at any point z ∈ Ω. This then allows us to sum up the result with the weight function
f(z) to obtain the temperature responding to the heat source f(x) ∈ Ω. Mathematically we
define the Green’s function in the following way.
Definition 3.1.1. Define Gz(x) to be the solution to the following problem;
−∆Gz(x) = δz(x), in Ω
Gz(x) = 0, on ∂Ω.
(3.2)
Here z ∈ Ω is a fixed point and δz is the delta distribution.
We then have the following:















(y) is the outer normal derivative of Gz with respect to x.
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Using this theorem, positivity of a harmonic function u is easily realized. If u solves







It is well known that that Green’s function is non-negative, see Lemma 3.1.5, and therefore
we must have ∂G
z
∂ν
(y) ≤ 0. Since the boundary data is non-negative we obtain a non-negative
harmonic function.
Another useful property of the Green’s function is symmetry of the singularity and func-
tion input.
Theorem 3.1.3. For all x, z ∈ Ω with x 6= z we have
Gz(x) = Gx(z). (3.4)
In general, the Green’s function is often difficult to construct. Examples exist on domains
such as a half-space or a ball. However, for more general domains, we do not have an explicit
formula for the Green’s function. Nonetheless, using the Green’s representation (3.3) as well
as estimates for the Green’s function, we can obtain further information about solutions to
our problem.
We will then require upper and lower bounds on the Green’s function. The proof of the
following result for general second order elliptic equations can be found in [8].
Lemma 3.1.4. Let Gz(x) denote the Green’s function of the Laplace equation on Ω ⊂ RN .
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Then the following estimates hold,
|Gz(x)| ≤
 C(1 + |ln |x− z||), N = 2,C|x− z|2−N , N ≥ 3, (3.5a)
|∇αx∇βzGz(x)| ≤ C|x− z|2−N−|α|−|β|, |α|+ |β| ≥ 1. (3.5b)
There also exists a lower bound for the Green’s function which can be found in section 7
of [11].
Lemma 3.1.5. Let Gz(x) denote the Green’s function of the Laplace equation on Ω ⊂ RN ,
N ≥ 3. Then the following estimate holds for some C > 0,
C|x− z|2−N ≤ Gz(x). (3.6)
We note that when N = 3 we have the following estimates on Gz(x),
C1|x− z|−1 ≤ Gz(x) ≤ C2|x− z|−1. (3.7)
3.2 The Discrete Green’s Function
In this section we will present the discrete Green’s function that arise from the finite element
method. This function is simply the finite element approximation of the classical Green’s
function Gz(x) and does not have a true singularity associated with it. However, we can
define the discrete Green’s function in a similar manner.
Definition 3.2.1. The discrete Green’s function with singularity at z is the function Gzh(x) ∈
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V 0h (Ωh) satisfying
(∇Gzh,∇vh)Ω = vh(z), ∀vh ∈ V 0h (Ωh). (3.8)
From this definition it is clear to see that Gzh(x) is also symmetric by replacing vh with
Gxh(z). Next, we shall show the discrete equivalent of the Green’s function representation
3.1.2 using the discrete Green’s function. This representation can also be found in [5]. First




A~G(i) = ~B(i), (3.9)
where A is the stiffness matrix defined in section 2.2.3 and B
(i)
j = (δ
xi , φj) = φj(xi) = δji
(the Kronecker delta indicator). This is due to the definition 3.2.1 of Gzh. Therefore if we
interpret the vectors as column matrices then we can compactly write the equations as
A[~G(1), ..., ~G(n)] = [ ~B(1), ..., ~B(n)] = In. (3.10)
Which shows that
Gxih (xj) = (A
−1)ij. (3.11)
In other words, the values of the discrete Green’s function at nodal points are the corre-
sponding entries in the inverse of the stiffness matrix A if we use the nodal basis. Thus from
(2.15) we get a discrete Green’s representation for discrete Harmonic functions.








3.3 A Regularized Green’s Function
In the analysis we will also need a regularized Green’s function. To define this we first need
a regularized delta function.
Definition 3.3.1. Let δ̃z(x) ≥ 0 denote a regularized delta function supported in an element
τ0 containing z defined by,
(δ̃z, vh)Ω = (δ̃
z, vh)τ0 = vh(z), ∀vh ∈ Vh(Ωh). (3.13)
For an explicit construction of δ̃z see [2] or [16]. In addition we also have the following
estimates for δ̃z.
Lemma 3.3.2. Let τ0 be the element δ̃
z is supported in. Then there exists a constant C
independent of z such that,
‖δ̃z‖W sp (τ0) ≤ Ch
−s−N(1− 1
p
), 1 ≤ p ≤ ∞, s = 0, 1. (3.14)
Therefore we get in particular; ‖δ̃z‖L1(Ω) ≤ C, ‖δ̃z‖L2(Ω) ≤ Ch−
N
2 , and ‖δ̃z‖L∞(Ω) ≤
Ch−N .
Remark 3.3.3. Due to the construction of δ̃z we have δ̃z > 0 which implies
∫
τ0
δ̃z dx = 1.
We will use this observation periodically throughout the analysis. See [2].
Additionally, defining the L2 projection of a function u ∈ L2(Ω) onto Vh(Ω) by,
(Phu, vh)Ω = (u, vh)Ω, ∀vh ∈ Vh(Ω). (3.15)
Then it has been shown that the L2 projection of δ̃z has exponential decay away from z.
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The following is Lemma 7.2 in [18].





Using δ̃z, we are then able to define a regularized Green’s function.
Definition 3.3.5. The regularized Green’s function, G̃z(x), is defined by
−∆G̃z = δ̃z, in Ω
G̃z = 0, on ∂Ω.
(3.17)
If we multiply through the first line of (3.17) by a test function vh ∈ V 0h , integrate by
parts, and apply boundary conditions, we get an alternative definition for G̃z(x),
(∇G̃z,∇vh)Ω = (δ̃z, vh)Ω = vh(z), ∀vh ∈ V 0h . (3.18)
The second equality is due to vh is linear affine on each element. It is worth while to note
here that Gzh = RhG̃
z = RhG
z, where Rhu is the Ritz projection of a function u ∈ H10 (Ω)
onto V 0h (Ωh) defined by
(∇Rhu,∇vh)Ωh = (∇u,∇vh)Ωh , ∀vh ∈ V 0h (Ωh). (3.19)
This implies that Gzh(x) is the finite element approximation of both G
z(x) and G̃z(x).
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3.4 Results on the Regularized Green’s Function
In this section we shall present some results concerning the regularized Green’s function. It is
important to note that these results are valid for N = 3 only. Some of the results will be used
later in our analysis of the discrete Green’s function and discrete harmonic functions while
others are of independent interest. In each proof C is used to designate a generic constant
that may change from step to step. Our first result involves an upper bound, independent
of h, on the L2 inner product of δ̃z and G̃z. The lemma also gives an upper bound for G̃z in
h.
Lemma 3.4.1. There exists a constant C independent of h and z such that
(G̃z, δ̃z)Ω ≤ Ch−1. (3.20)
Proof. Let τ0 be the element such that δ̃
z is supported in. Then by Green’s representation











|x− y|−1 dx · ‖δ̃z‖L∞(τ0).
CG is a constant dependent of G
z(x). We have by Lemma 3.3.2 that ‖δ̃z‖L∞(Ω) ≤ Ch−3.
Now we shall convert to spherical coordinates with ρ = |x−y| and choose c, small, such that
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G̃z δ̃z dx ≤ Ch−1
∫
τ0
δ̃z dx︸ ︷︷ ︸
=1
= Ch−1.
The next lemma shows that G̃z cannot be uniformly bounded in h.
Lemma 3.4.2. There exists a constant C independent of h and z such that
(G̃z, δ̃z)Ω ≥ Ch−1. (3.21)
Proof. Let τ0 be the element such that δ̃
z is supported in. Then by Green’s representation,



















G̃z δ̃z dx ≥ CGh−1
∫
τ0
δ̃z dx = CGh
−1.
As a result of Lemmas 3.4.1 and 3.4.2 we get the following corollary.
Corollary 3.4.3. There exist constants C1 and C2 independent of h and z such that for
x ∈ Bch(z), c small, we have
C1h
−1 ≤ G̃z(x) ≤ C2h−1, (3.22)
and in particular we see,
C1h
−1 ≤ G̃z(z) ≤ C2h−1, (3.23)
The next lemma concerns an upper bound for ∇G̃z in the L∞ norm.
Lemma 3.4.4. There exists a constant C independent of z and h such that
‖∇G̃z‖L∞(Ω) ≤ Ch−2. (3.24)
Proof. Let y ∈ Ωh. We shall observe two cases.
Case 1: Given c > 1, small, and y ∈ Ωh\Bch(z).
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≤ Ch−2‖δ̃z‖L1(Ωh), since |x− y| > ch,
≤ Ch−2.
Where the last line follows from Lemma 3.3.2. We shall now proceed to case 2.
Case 2: Given c > 1, small and y ∈ Bch(z).





Now we will apply the L∞ estimate from Lemma 3.3.2 and the Hölder’s inequality to get,
∫
τ0

















≤ Ch−3h = Ch−2.
Since y is arbitrary, the result follows.
In addition we will use Lemma 3.4.1 to show an upper bound ∇G̃z in the L2 norm.












G̃z · δ̃z dx, by (3.18),
≤ Ch−1, by 3.20.
Therefore the result follows.
Our next result concerns the L1 norm of the regularized Green’s function which requires a
different proof technique. The result may be of independent interest, potentially in showing
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best approximation results.
Lemma 3.4.6. There exists a constant C independent of h and z such that
‖∇G̃z‖L1(Ωh) ≤ C. (3.26)
Proof. We shall proceed using a dyadic decomposition of Ωh. With out loss of generality,
assume diam(Ωh) ≤ 1. Then let dj = 2−j and





Ω∗ = {x ∈ Ωh | |x− z| ≤ Kh},
Ωj = {x ∈ Ωh | dj+1 ≤ |x− z| ≤ dj},




















≤ Cd3jd−2j ≤ Cdj.











In fact, as h→ 0, we see that ‖∇G̃z‖L1(Ω∗) → 0.
Now, using Lemmas 3.4.4 and 3.4.6, we can apply an interpolation inequality for Lp
norms to derive an estimate for ‖∇G̃z‖Lp(Ωh) when 1 ≤ p ≤ ∞. The following interpolation
inequality can be found in [6].









Suppose also u ∈ Ls(Ω) ∩ Lt(Ω), then u ∈ Lp(Ω) and
‖u‖Lp(Ω) ≤ ‖u‖θLs(Ω)‖u‖1−θLt(Ω).




















Thus we get the following corollary.




−2, for 1 ≤ p ≤ ∞. (3.27)
3.5 Results on the Discrete Green’s Function
Using the regularized Green’s function we shall now present an estimate for the L∞ norm of
Gzh and then give a resulting corollary.
Lemma 3.5.1. There exists a constant C independent of h and z such that
‖Gzh‖L∞(Ωh) ≤ Ch
−1. (3.28)
Proof. Since Gzh is piecewise continuous and linear we know ‖Gzh‖L∞(Ωh) is finite for each
triangulation Ωh. Moreover we know the maximum value will occur at z. We shall show
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= (G̃z, δ̃z)Ωh +
∫
Ωh
(|∇Gzh|2 − |∇G̃z|2) dx
= (G̃z, δ̃z)Ωh −
∫
Ωh
(|∇G̃z|2 − |∇Gzh|2) dx
= (G̃z, δ̃z)Ωh − (∇(G̃z −Gzh),∇(G̃z +Gzh))Ωh
= (G̃z, δ̃z)Ωh − (∇(G̃z −Gzh),∇G̃z)Ωh
= (G̃z, δ̃z)Ωh − (∇(G̃z −Gzh),∇(G̃z −Gzh))Ωh
= (G̃z, δ̃z)Ωh − ‖∇(G̃z −Gzh)‖2L2(Ωh)
≤ (G̃z, δ̃z)Ωh = (G̃z, δ̃z)τ0
≤ Ch−1.
We have used the Galerkin orthogonality and Lemma 3.20.
We then have a resulting corollary.






Proof. This follows from showing
∫
Ωh
|∇Gzh|2 − |∇G̃z|2 dx = −‖∇(G̃z −Gzh)‖2L2(Ωh) ≤ 0.
Next we shall show the discrete Green’s functions decays exponentially for values away
from the singularity. First we need the following definition.
Definition 3.5.3. The discrete Laplace operator, ∆h : V
0
h (Ωh)→ V 0h (Ωh), is defined by
(−∆hvh, χ)Ω = (∇vh,∇χ)Ω, ∀χ ∈ V 0h (Ωh). (3.30)
The discrete Laplace operator is an analog of the continuous Laplace operator defined
on a discrete subspace of functions, sometimes refereed to as the Laplacian matrix.
Lemma 3.5.4. Let ε > 0 and x ∈ Ω\Bh1−ε(z). Then there exists a constants C and c




Proof. We shall use the fact that the discrete Laplace operator is bounded as well as estimate
(3.16). First note that by (3.8), (3.13), (3.15), and (3.30) we have,











We first note that this result does not give us insight to the positivity of Gzh(x). However,
in contrast to Lemma 3.5.1 we gain a significantly sharper bound on the discrete Green’s
function for x outside of a ball around the singularity. This is due to for |x− z| ≥ ch1−ε we
have e−
|x−z|
h ≤ Cεh−3. This then implies that the behavior of Gzh(x) is most interesting in
Bz(h
1−ε) for ε > 0.
Next, we present an upper bound for the discrete Green’s function in the W 1∞(Ω) norm.
Lemma 3.5.5. There exists a constant C independent of h such that
‖Gzh‖W 1∞(Ω) ≤ Ch
−2. (3.33)
Proof. We first note that by Theorem 4.5.11 in [3] we have the following,
‖Gzh‖W 1∞(Ω) ≤ Ch
− 3
2‖Gzh‖H1(Ω).
Then since Gzh ∈ H10 (Ω) we have,
‖Gzh‖H1(Ω) ≤ C|Gzh|H1(Ω).
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Therefore applying Corollary 3.5.2 and Lemma 3.4.5 we see,
Ch−
3









and we arrive at the desired result.
This result is most notable close to the singularity as it may suggest, due to Lemma
3.5.1, that the discrete Green’s function will have a persistent negative value. Otherwise,
this result along with Lemma 3.5.1 can be thought of as an analog to the upper bounds of
the continuous elliptic Green’s function since this result implies,
‖∇Gzh‖L∞(Ω) ≤ Ch−2.





we arrive at a similar interpolation inequality for the discrete Green’s function.




−2, for 2 ≤ p ≤ ∞. (3.34)
Chapter 4
On the Positivity of the Discrete
Green’s Function in 3D
It is well known that the classical Green’s function for (1.1) is positive. However, the discrete
setting is not as straightforward. For N = 2, Drǎgǎnescu, et al. [5], provided a counterexam-
ple showing on general meshes the discrete Green’s function may have a persistent negative
value. For these meshes, the negative value and the singularity were both an O(h) away
from the boundary of the mesh. In N = 2, Leykekhman and Pruitt [10], showed on a quasi-
uniform, shape regular mesh of a polygonal domain, that if the singularity is of O(1) away
from the boundary the discrete Green’s function must eventually be non-negative. With the
help of (3.12) they were then able to show the non-negativity of discrete harmonic functions
which then led to the establishment of a discrete Harnack type inequality.
In this chapter we will work towards showing the positivity of the discrete Green’s func-
tion in three dimensions.
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4.1 Positivity at the Singularity
Positivity at the singularity is a simple consequence of the Definition 3.2.1 of the discrete
Green’s function. By choosing vh = G
z
h we see that,
Gzh(z) = (∇Gzh,∇Gzh)Ω = |Gzh|2H1(Ω) > 0.
Considering estimate (3.7) for the classical Green’s function one would expect that Gzh(z)→
∞ as h→ 0. In fact, in section 5 of [5], it was conjectured that,
Gzh(z) = O(h
2−N) ∀z (up to the boundary).
We shall show that this holds for N = 3, however, the proof can be easily adapted for N > 3.
Theorem 4.1.1. There exists a constant C independent of h and z such that
Gzh(z) ≥ Ch−1. (4.1)
Proof. We again note that by (3.8), (3.13), (3.15), and (3.30) we have,
−∆hGzh = Phδ̃z, (4.2)
where −∆h is the discrete Laplace operator. Since for all vh ∈ V 0h (Ωh) we have,





Now, for all vh ∈ V 0h we have by the Poincaré’s inequality,
C1(vh, vh)Ω ≤ (∇vh,∇vh)Ω = (−∆hvh, vh)Ω. (4.3)
In addition, inverse estimate (4.5.11) in [3] gives,
(−∆hvh, vh)Ω = (∇vh,∇vh)Ω ≤ C2h−2(vh, vh)Ω. (4.4)





This then implies the following estimate which holds by Lemma A.1.1, given in the appendix
with proof,
C−12 h
2 ≤ (vh, (−∆h)
−1vh)Ω
(vh, vh)Ω
≤ C−11 . (4.5)








Here the key step is to apply the L2-projection to δ̃z in order to project our regularized delta
function on V 0h (Ω).
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Therefore it remains to show ‖Phδ̃z‖2L2(Ω) ≥ Ch−3. Indeed, by (3.15),




i=1 γiφi(x) by definition of Phδ̃
z ∈ V 0h (Ωh) using the nodal basis. Now
for z = xk, xk an interior node, we get, Phδ̃
xk(xk) =
∑n
i=1 γiφi(xk) = γk. In addition, for
j = 1, ..., n we have,
(Phδ̃
xk , φj)Ω = (δ̃
xk , φj)Ω = φj(xk) = δkj,
and therefore we get,
(Phδ̃






γi(φi, φj)Ω = δkj, j = 1, ..., n.
Interpreting the system as a matrix equation,
M~γ = ~ek,
where M is the Mass matrix with entries Mij = (φi, φj)Ω, ~γ
> = (γ1, ..., γn)
>, and ~ek
> =




Now by properties of the Mass matrix for finite elements in three dimensions, see Rannacher












≤ c−11 h−3. (4.7)
Thus, choosing ~v = ~ek and substituting (4.6) into (4.7) we have shown ‖Phδ̃z‖2L2(Ω) ≥ Ch−3
and the result follows.
4.2 Positivity away from the Singularity
In this section we shall show that the discrete Green’s function is positive away from the
singularity. The proof technique used will give us insight into the scaling of Gzh.
Lemma 4.2.1. Assume for some constant K that |x− z| ≥ Kh 12 . Then Gzh(x) > 0.





= (Gzh −Gz, δ̃x)τx︸ ︷︷ ︸
I1
+ (Gz, δ̃x)τx︸ ︷︷ ︸
I2
,
where τx is the element containing the support of δ̃
x. Clearly I2 is positive due to the
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|x− y|−1 · δ̃x(y) dy, by (3.6)
≥ C(|z − x|+ h)−1
∫
τx
δ̃x(y) dy, since |x− y| ≤ ch
≥ C|z − x|−1 > 0, by 3.3.3.
Now we shall show that I1 → 0 as h → 0, therefore showing Gzh(x) ≈ C|z − x|−1 when
|x − z| ≥ Kh 12 , showing that the behavior of Gzh(x) is consistent with the classical Green’s
function. Indeed, we will use Theorem 6.1 in [15] where K is the constant C7 in estimate








Adopting the notation ω = |x−z|
h











Additionally ω ≥ Kh− 12 and observe that ln(ω)ω−2 is decreasing. Therefore it’s maximum
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2 → 0 as h→ 0. Thus, Gzh(x) > 0.
Chapter 5
Numerical Results
In this section we shall provide numerical results concerning the positivity of Gzh(x). The
results were obtained using the MATLAB package iFEM [4] developed by Dr. Long Chen
at the University of California at Irvine. Some modifications were needed in order to fit
our problem as well as to simplify computations. We shall use polygonal domains with the
singularity an O(1) away from the boundary.
5.1 A Cubic Mesh
The first mesh we consider is a cube positioned at the nodes {(-1,-1,-1), (-1,-1,1), (-1,1,1),
(1,-1,-1), (1,1,-1), (-1,1,-1), (1,-1,1), (1,1,1)} with the singularity at z =(-0.75,-0.75,-0.75).
The initial triangulation is Delaunay.
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Figure 5.1: First triangulation of the cubic domain.
For this mesh we will give two examples using different mesh refinement algorithms. In
Table 5.1 a uniform refine is used which subdivides each tetrahedron into 8 smaller and
similar “sub-tetrahedrons” of equal volume. This can be done, for example, by adding to
the mesh a node at the midpoint of each edge. This will create four tetrahedra in the corners
of the original tetrahedron and the remaining four tetrehedra will be constructed from the
resulting interior octahedron.
Figure 5.2: Uniform refinement of a single tetrahedron.
However through this process we may lose some of the shape regularity of the mesh.
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This can be fixed by calculating lengths of the three interior diagonals of the octahedron
and subdividing through the shortest diagonal.
Figure 5.3: Uniform refinement of a single tetrahedron across shortest diagonal.
The difference here is subtle. For the interior octahedron, the longest interior diagonal
is the line segment between node 6 and node 9. In Figure 5.2 this created the tetrahedron
formed by nodes 5, 6, 8, and 9. Once using the shortest interior diagonal, which is the
line segment connecting node 7 and node 8, the improved refinement algorithm gives the
tetrahedron formed by nodes 5, 7, 8, and 9 instead. The results using this improved algorithm
can be seen in Table 5.2. Finally, a third mesh refinement technique is employed. The
longest edge of each element in the triangulation is bisected to form a new shape regular and
conforming mesh. See Figure 5.4 for an example on a single tetrahedron.
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Figure 5.4: Longest edge bisection refinement of a single tetrahedron.
Note: In this method, refinement is slow and requires more steps.





35 96 -0.00364467 0.147915
189 768 -0.0148334 0.36481
1241 6144 -0.00754833 0.836731
9009 49152 -0.0038512 1.83258
68705 393216 -0.00141607 3.865363
536769 3.14573e+06 -0.000473936 7.95171
Table 5.1: Discrete Green’s function values using uniform refinement.
As we can see in Table 5.1 the value of the discrete Green’s functions is consistently
negative throughout the triangulation refinements.
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35 96 -0.00279777 0.148468
189 768 -0.0252328 0.366708
1241 6144 -0.0144661 0.841241
9009 49152 -0.00116218 1.84198
68705 393216 -0.00249823 3.88512
536769 3.14573e+06 -0.000698242 7.99231
Table 5.2: Discrete Green’s function values using uniform refinement across shortest diagonal.
In Table 5.2, regardless of the improved algorithm we still see a persistent negative values
for the discrete Green’s function as we further refine the mesh.





16 30 0 0.0553907
25 60 0 0.0940653
44 126 -0.0146393 0.178707
90 312 -0.0071395 0.262382
231 915 -0.0145003 0.453395
699 3073 -0.000705295 0.520141
2404 11299 -0.0152896 0.686233
9804 47555 -0.000907777 1.17272
43099 212468 -0.0150942 1.6141
197433 979772 -3.61518e-05 2.45446
Table 5.3: Discrete Green’s function values using longest edge bisection.
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In Table 5.3 we see again a persistent negative value for the discrete Green’s function.
We should note here that the maximum value of the discrete Green’s function is not
very large. In contrast to Lemma 4.1.1 it may appear as though Gzh(z) is scaling incorrectly.
However, if we note from the proof of Lemma 4.1.1 we found that Gzh(z) = (δ̃
z, Gzh)Ω. Since
(δ̃z, Gzh)Ω = (δ̃
z, Gzh)τ0 we have that the scaling of G
z
h(z) will depend on the value of h local
to the singularity z. However, using the uniform refinement algorithm, we see the number
of nodes increase by approximately a factor of 8 after the third refinement. In this case, we
should see Gzh(z) approximately double after each refinement. This is confirmed in the our
numerical results. We are now motivated to observe the behavior of the discrete Green’s
function under a local mesh refinement.
5.2 A Cubic Mesh with Local Refinement
For mesh 2, we shall again consider is a cube positioned at the nodes {(-1,-1,-1), (-1,-1,1),
(-1,1,1), (1,-1,-1), (1,1,-1), (-1,1,-1), (1,-1,1), (1,1,1)} with the singularity at z =(-0.75,-
0.75,-0.75). Except we would like to refine locally around the singularity. In this case, we
also add in the nodes {(-.74,-.74,-.74), (-.74,-.74,-.76), (-.74,-.76,-.76), (-.76,-.74,-.76), (-.76,-
.76,-.74), (-.74,-.76,-.74), (-.76,-.74,-.74), (-.76,-.76,-.76)} to generate the initial mesh. Since
each uniform refinement algorithms subdivide each tetrahedra into eight more tetrahedrons,
therefore the value of h will be significantly smaller close to z. We will present both uniform
mesh refinement algorithms from Section 5.1 (uniform refinement and uniform refinement
along shortest diagonal).
51





87 384 0 25
581 3072 -0.000456359 58.5829
4329 24576 -0.14307895 129.212
33617 196608 -0.03656153 272.192
265377 1.57286e+06 -0.0173364 563.858
2.10976e+06 1.25829e+07 -0.0214638 1133.72
Table 5.4: Discrete Green’s function values using local and uniform mesh refinement.





87 384 0 25
581 3072 -0.000515941 58.7273
4329 24576 -0.00000412 130.022
33617 196608 -0.00275881 273.436
265377 1.57286e+06 -0.00138705 566.92
2.10976e+06 1.25829e+07 -0.00102935 1139.63
Table 5.5: Discrete Green’s function values using local and uniform refinement across shortest
diagonal.
As expected with local mesh refinement, the values of the discrete Green’s function are
much larger due to the smaller local mesh parameter. In addition, we also observe a persistent
negative value.
Chapter 6
Conclusions and Open Problems
6.1 Conclusions
In this thesis we have established some sharp pointwise bounds on the discrete Green’s
function. In particular we showed that in three dimensions the discrete Green’s function
cannot be uniformly bounded in h at the singularity. Furthermore, we show that away
from the singularity the discrete Green’s function is positive and decays exponentially to
the boundary. We also prove analogous results for the discrete Green’s function showing
similarities to the continuous Green’s function. Numerically, we show that on an a convex
domain with sufficiently smooth boundary on an unstructured mesh the discrete Green’s
function has a persistent negative value.
Additionally we establish Lp estimates for the gradient of both the discrete and regular-
ized Green’s function for 2 ≤ p ≤ ∞. Furthermore we prove a L1 estimate for ∇G̃z. At
this time we suspect a similar result can be shown for Gzh. Furthermore, establishing a lower
bound for ∇Gzh close to the singularity is an immediate priority. We believe these results
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could be used in establishing best approximation results in optimal control problems.
6.2 Open Problems
Going forward our goal is to theoretically establish the existence of a persistent negative
value for the discrete Green’s function in three dimensions on unstructured meshes. We also
want to investigate under which conditions would guarantee positivity in order to establish
a discrete Harnack inequality for discrete Harmonic functions. On two dimensional non-
orientable surfaces we would like to establish positivity of the discrete Green’s functions
and establish a discrete Harnack inequality. Finally, another direction for investigation may
include the extension of the Harnack inequality to the inhomogeneous case and to parabolic




In the paper Variational Bounds on the Entries of of a Inverse Matrix [14] the authors
conclude the following result, which was critical in the proof of Lemma 4.1.1 so we felt as
though it were important to include a proof of the result.
Lemma A.1.1. Assume ~v ∈ Rn\{~0} and the matrix A is symmetric. Then if one of the












Proof. We shall start with the left hand result and show it is equivalent to the right hand







holds for all ~v ∈ Rn\{~0}. Then the result also holds for A− 12~v. Therefore by the symmetry















































A.2 Scott-Zhang Interpolation Operator
In this section we shall give some detail to the Scott-Zhang interpolation operator described
in [17]. Recall definition 2.2.5 for a finite element space,
Definition A.2.1. Let
(i) Ω ⊆ RN be a bounded closed set with nonempty interior and piecewise smooth boundary
(the element domain),
(ii) P be the finite-dimensional space of functions on Ω (the space of shape functions),
and
(iii) N = {x1, x2, ..., xn+m} be a basis for P ′ (the set of nodal variables).
Then the triple (Ω,P ,N ) is called a finite element.
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The interpolation operator uses an averaging integral over elements or element faces. Our
first step is to determine which elements or element faces to restrict our attention to. For
any nodal point xi we choose an element or an element face σi in the following way:
1. If xi is an interior point of an element τ then,
σi = τ. (A.2)




3. The rest of xi will lie on the edge of some element, then we may pick any τ
′ such that
xi ∈ τ̄ ′ subject to the following restriction. If xi ∈ ∂Ωh then we must have,
σi = τ
′ such that τ ′ ⊂ ∂Ωh. (A.4)
We note here that for conforming finite elements xi will not fall into cases (1) and (2).
Now, for the nodal basis {φi,j}n0j=1 for σi, we have a L2(σi)-dual basis {ωi,j},
∫
σi
ωi,j(x)φi,k(x) dx = δjk, j, k = 1, 2, ..., n0. (A.5)
For simplicity we shall assume that our function is being interpolated at every node xi ∈ Ωh
therefore equation (A.5) is,
∫
σi
ωi(x)φj(x) dx = δij, i, j = 1, ..., N. (A.6)
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Then we have the following interpolation operator.








where l ≥ 1 if p = 1 and l ≥ p−1 otherwise.
The conditions on l guarantee that the nodal values, Πv(xi), are well defined due to the
trace theorem 2.1.2 as well as preserving the validity of homogeneous boundary conditions
and the choice of σi in (3) preserves the mapping Π : W
l,p
0 (Ω)→ V 0h (Ωh). Finally, equation
(A.6) shows that ∫
σi
φi(x)vh(x) dx = vh(xi),
and we see that Π is a projection such that,
Πvh = vh ∀v ∈ Vh. (A.8)
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