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MAXIMAL k-EDGE-COLORABLE SUBGRAPHS,
VIZING’S THEOREM, AND TUZA’S CONJECTURE
GREGORY J. PULEO
Abstract. We prove that if M is a maximal k-edge-colorable subgraph of a
multigraph G and if F = {v ∈ V (G) : dM (v) ≤ k−µ(v)}, then dF (v) ≤ dM (v)
for all v ∈ V (G) with dM (v) < k. (When G is a simple graph, the set
F is just the set of vertices having degree less than k in M .) This implies
Vizing’s Theorem as well as a special case of Tuza’s Conjecture on packing
and covering of triangles. A more detailed version of our result also implies
Vizing’s Adjacency Lemma for simple graphs.
1. Introduction
A proper k-edge-coloring of a multigraph G without loops is a function ψ :
E(G)→ [k] such that ψ(e) 6= ψ(f) whenever e and f are distinct edges sharing an
endpoint (or both endpoints), where [k] = {1, . . . , k}. A graph is k-edge-colorable if
it admits a proper k-edge-coloring. We will tacitly assume in the rest of this paper
that all multigraphs under consideration are loopless.
A fundamental theorem concerning edge-coloring is Vizing’s Theorem [30]. Given
a multigraphG, we write µG(v, w) for the number of edges joining two vertices v and
w, and we write µG(v) for maxw∈V (G) µG(v, w). When the graph G is understood,
we omit the subscripts. We also write ∆(G) for the maximum degree of G and
µ(G) for maxv∈V (G) µ(v). Vizing’s Theorem can then be stated as follows:
Theorem 1.1 (Vizing [30]). If G is a multigraph and k ≥ ∆(G) + µ(G), then G
is k-edge-colorable.
Following the notation of [27], let ∆µ(G) = maxv∈V (G)[d(v) + µ(v)]. Since
∆µ(G) ≤ ∆(G)+µ(G) for any multigraph G, and since this inequality is sometimes
strict, the following theorem of Ore [22] strengthens Theorem 1.1.
Theorem 1.2 (Ore [22]). If G is a multigraph and k ≥ ∆µ(G), then G is k-edge-
colorable.
In this paper, we prove the following generalization of Theorem 1.2. Here, when
F ⊂ V (G), we write dF (v) for
∑
w∈F µ(v, w), and when M ⊂ E(G), we write
dM (v) for the total number of M -edges incident to v.
Theorem 1.3. Let G be a multigraph, let k ≥ 1, and let M be a maximal k-edge-
colorable subgraph of G. If F = {v ∈ V (G) : dM (v) ≤ k − µ(v)}, then for every
v ∈ V (G) with dM (v) < k, we have dF (v) ≤ dM (v).
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Theorem 1.3 is easiest to understand in the case of simple graphs, where µ(v) = 1
for all v. In this case, F is just the set of all vertices with fewer than k colors present
on the incident edges, that is, the set of all vertices missing at least one color1.
It is also instructive to consider Theorem 1.3 in the cases k = 1 and k = 2. Since
a maximal matching in a graph G is just a maximal 1-edge-colorable subgraph of
G, the k = 1 case of Theorem 1.3 just states the observation that the set of vertices
left uncovered by a maximal matching is independent.
In the case k = 2, we can observe that in a maximal 2-edge-colorable subgraph
M ⊂ G, every component ofM is an even cycle or a path (possibly a 1-vertex path),
and the vertices of F are the endpoints of the path components. Theorem 1.3 then
states that G[F ] induces a graph consisting of a matching together with possibly
some isolates, where all vertices isolated in M are also isolated in G[F ]. This
conclusion is not difficult to prove directly, as the maximality of M implies that
the only G-edges among the vertices of F are edges that join the the endpoints of
the same path, if this would yield an odd cycle.
For k > 2, no simple characterization of k-edge colorable graphs is known, so
a direct appeal to the structure of M is not possible. However, Theorem 1.3 still
yields the following corollary.
Corollary 1.4. If G is a simple graph, M is a maximal k-edge-colorable subgraph of
G, and F is the set of vertices with fewer than k incident M -edges, then ∆(G[F ]) ≤
k − 1.
To see that Theorem 1.3 implies Theorem 1.2, observe that if k ≥ ∆µ(G) and
M is a maximal k-edge-colorable subgraph of G, then F = V (G), so Theorem 1.3
states that dM (v) ≥ dG(v) for every vertex v. AsM is a subgraph of G, this implies
M = G, so that G is k-edge-colorable. In Section 3, we show that Theorem 1.3 also
implies a multigraph version of a strengthening of Vizing’s Theorem due to Lovasz
and Plummer [20] and to Berge and Fournier [5].
In order to prove Theorem 1.3, we actually prove a more technical version of
the theorem, with a somewhat stronger conclusion. This version of Theorem 1.3
is similar to Vizing’s Adjacency Lemma, and we explore the connection in more
detail in Section 5.
Definition 1.5. Given a multigraph G, a subgraphM ⊂ G, and an integer k ≥ 1,
for each v ∈ V (G) we define vertex sets F (v) and U(v) by
F (v) = {w ∈ N(v) : dM (w) ≤ k − µG(v, w)},
U(v) = {w ∈ F (v) : µM (v, w) < µG(v, w)}.
We also write dF (v) for dF (v)(v), that is, d
F (v) is the total number of edges from
v to the vertices in F (v). The superscript here is meant to emphasize that the
F in this notation is a set depending on v, rather than being a fixed set as in
Theorem 1.3. Figure 1 illustrates the definition of F (v) and U(v).
Theorem 1.6. Let G be a multigraph, let k ≥ 1, and let M be a maximal k-edge-
colorable subgraph of G. For every v ∈ V (G) with dM (v) < k, we have
dF (v) ≤ dM (v)−
∑
w∈U(v)
(k − dM (w)− µG(v, w)).
1The letter F is meant to evoke the word “def icient”, the letter D being unavailable since it
is used in a different context in this paper.
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Figure 1. Illustration of F (v) and U(v) for a vertex v, in the case
k = 4. Thick edges denote edges in M ; vertices have no incident
edges aside from those pictured.
Note that since U(v) ⊂ F (v) by definition, we have dM (w) ≤ k − µG(v, w)
for all w ∈ U(v), so that each term k − dM (w) − µG(v, w) in the above sum is
nonnegative. Furthermore, when F0 is the set defined in Theorem 1.3, we see that
(N(v) ∩ F0) ⊂ F (v) for all v ∈ V (G). Thus, Theorem 1.6 indeed strengthens
Theorem 1.3.
We now consider a conjecture of Tuza regarding packing and covering of triangles.
Definition 1.7. Given a graph G, let τ(G) denote the minimum size of an edge
set X such that G−X is triangle-free, and let ν(G) denote the maximum size of a
set of pairwise edge-disjoint triangles in G.
It is easy to show that ν(G) ≤ τ(G) ≤ 3ν(G): if S is a largest set of pairwise
edge-disjoint triangles, then to make G triangle-free we must delete at least one
edge from each triangle of S, and on the other hand deleting all edges contained in
triangles of S will always make G triangle-free. Tuza conjectured a stronger upper
bound.
Conjecture 1.8 (Tuza’s Conjecture [28, 29]). τ(G) ≤ 2ν(G) for all graphs G.
Tuza’s Conjecture is sharp, if true; as observed by Tuza [29], equality in the
upper bound is achieved by any graph whose blocks are all isomorphic to K4,
among other examples. The best general upper bound on τ(G) in terms of ν(G)
is due to Haxell [12], who showed that τ(G) ≤ 2.87ν(G) for all graphs G. Tuza’s
Conjecture has been studied by many authors, who proved the conjecture for special
classes of graphs [14, 18, 23, 25, 26] or studied various fractional relaxations of the
conjecture [6, 13, 15, 18].
A major theme of the author’s previous work on Tuza’s Conjecture [23] is to re-
duce questions about triangle packings to questions about matchings, since match-
ings are very well understood. To further pursue this idea, we study the conjecture
on graphs of the form Ik ∨ H , where Ik is an independent set of size k, H is a
triangle-free graph, and the join G1∨G2 of two graphs G1 and G2 is obtained from
the disjoint union of G1 and G2 by adding all possible edges between V (G1) and
V (G2). Each triangle of Ik ∨H consists of an edge in H together with a vertex of
Ik; thus, triangle packings in Ik ∨ H correspond to partial k-edge-colorings of H .
In Section 4, we prove a similar correspondence for edge sets whose deletion results
in a triangle-free graph, and we use Theorem 1.3 to prove the following special case
of Tuza’s Conjecture.
Theorem 1.9. If H is triangle-free and k ≥ 1, then τ(Ik ∨H) ≤ 2ν(Ik ∨H).
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A similar idea, restricted to k = 1, appears in [15] and [6], where H is taken to
be a triangle-free Ramsey graph with small independence number, and graphs of
the form I1 ∨H are used as sharpness examples for upper bounds on τ(G).
The rest of the paper is structured as follows. In Section 2 we prove Theorem 1.6,
which implies Theorem 1.3. In Section 3 we use Theorem 1.3 to prove a stronger
version of Theorem 1.2. In Section 4 we use Theorem 1.3 to prove Theorem 1.9; we
also state a conjecture arising naturally from the tools used in this proof. Finally,
in Section 5 we show that Theorem 1.6 implies the simple-graph case of Vizing’s
Adjacency Lemma.
2. Proof of Theorem 1.6
Let y ∈ V (G) with dM (y) < k be given. We will show that dF (y) ≤ dM (y) −∑
z∈U(y)(k − dM (z) − µG(y, z)). Fix a proper k-edge-coloring ψ of M . We use a
family of auxiliary multidigraphs defined by Kostochka [17].
Definition 2.1. For distinct w, z ∈ V (G), let ψ(w, z) be the set of colors used by ψ
on edges joining w and z. (If there are no edges joining w and z, then ψ(w, z) = ∅.)
For each w ∈ V (G), let ψ(w) be the set of all colors used on edges incident to w,
and let O(w) = [k] \ ψ(w).
Observe that O(y) is nonempty, since dM (y) < k.
Definition 2.2. For each u ∈ U(y), let Hu be the multidigraph with vertex set
NM (y) ∪ {u}, where the number of arcs µHu(w, z) from w to z is given by
µHu(w, z) = |O(w) ∩ ψ(y, z)| .
Kostochka proved the following useful properties of the digraphs Hu, under the
hypothesis that M + yu has no k-edge-coloring. By the maximality of M , this
hypothesis holds in our context as well. Recall that v is reachable from u in the
digraph Hu if Hu contains a directed path from u to v.
Lemma 2.3 (Kostochka [17]). If v is reachable from u in Hu, then O(v)∩O(y) = ∅.
Definition 2.4. When α and β are colors, an [α, β]-path is a path in M whose
edges (under the coloring ψ) are alternately colored α and β. For v, w ∈ V (M), an
[α, β](v, w)-path is an [α, β]-path whose endpoints are v and w.
Lemma 2.5 (Kostochka [17]). If v is reachable from u in Hu, then for each α ∈
O(y) and each β ∈ O(v), there is an [α, β](y, v)-path.
Kostochka [17] focused on studying graphs for which the maximal k-edge-colorable
subgraphM consists of all edges of G except a single edge yu, and therefore focused
on a single digraphHu. In contrast, we work with graphs for whichM may be much
smaller, and therefore wish to work with many of these digraphs simultaneously,
which is facilitated by the following definitions.
Definition 2.6. Say that z ∈ NM (y) is remote if for all u ∈ U(y), the vertex z
is not reachable from u in Hu. For each w ∈ U(y) ∪NM (y) ∪ {y}, define C(w) as
follows: if w is remote, then C(w) = ψ(y, w), and otherwise C(w) = O(w). (In
particular, C(y) = O(y).)
Observation 2.7. Since, by definition, F (y) ⊂ NG(y), we have F (y) ⊂ U(y) ∪
NM (y), so that C(z) is defined for every z ∈ F (y). If z is remote and z ∈ F (y),
then in particular, z /∈ U(y), so µM (y, z) = µG(y, z).
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Our next lemma strengthens Claim 3 of Kostochka [17]. It can also be viewed as
generalizing Lemma 1 of Andersen [1] to the context of more than one uncolored
edge.
Lemma 2.8. For all distinct w, z ∈ NM (y) ∪ {y}, we have C(w) ∩ C(z) = ∅.
Proof. If w = y and z is remote, then C(y) ∩ C(z) = O(y) ∩ ψ(y, z) = ∅. If w = y
and z is not remote, then Lemma 2.3 implies that C(y) ∩C(z) = O(y) ∩O(z) = ∅.
Hence we may assume that y /∈ {w, z}.
If w, z are both remote, then since ψ is a proper coloring, we see that C(w) ∩
C(z) = ψ(y, w) ∩ ψ(y, z) = ∅.
If z is remote and w is not remote, then there is some u ∈ U(y) such that w is
reachable from u in Hu while z is not reachable from u, so that Hu has no arc wz.
By the definition of Hu, this implies that C(w) ∩ C(z) = O(w) ∩ ψ(y, z) = ∅.
Thus, we may assume that neither w nor z is remote. Let α ∈ O(y) and suppose
that there is some β ∈ O(w) ∩ O(z). Let P be the unique maximal [α, β]-path
starting at y. Lemma 2.5 implies that both w and z are the other endpoint of P ,
which is impossible. Hence C(w) ∩ C(z) = O(w) ∩O(z) = ∅. 
Now we complete the proof of Theorem 1.6. First we argue that |C(z)| ≥ µG(z, y)
for all z ∈ F (y). If z is remote, then by Observation 2.7, all edges from z to y are
colored, hence |C(z)| = µG(z, y). If z is not remote, then since z ∈ F (y), we have
|C(z)| = |O(z)| = k − dM (z) ≥ µG(z, y).
Lemma 2.8 implies that
∑
z∈F (y) |C(z)| ≤ k − |C(y)|, so we have
dF (y) =
∑
z∈F (y)
µG(z, y)
≤
∑
z∈F (y)
|C(z)| −
∑
z∈U(y)
(|C(z)| − µG(z, y))
≤ k − |C(y)| −
∑
z∈U(y)
(|C(z)| − µG(z, y))
= k − |O(y)| −
∑
z∈U(y)
(|C(z)| − µG(z, y))
= dM (y)−
∑
z∈U(y)
(|C(z)| − µG(z, y)).
Now for z ∈ U(y) we have
|C(z)| = |O(z)| = k − dM (z),
so we conclude that
dF (y) ≤ dM (y)−
∑
z∈U(y)
[k − dM (z)− µG(z, y)].
3. Forests of Maximum Degree
Following the notation of Anstee and Griggs [2], given a multigraph G, we define
G∆ to be the subgraph of G induced by the vertices of maximum degree. We
also define G∆,µ to be the subgraph of G induced by the vertices which have both
maximum degree and maximum multiplicity. (Possibly no such vertices exist, as
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occurs when ∆µ(G) < ∆(G) + µ(G); in this case, we consider G∆,µ to be a graph
with no vertices and no edges.)
The following theorems give conditions on G∆ or G∆,µ which imply the stronger
claim that G can be properly edge-colored with fewer colors than Theorem 1.1
would require.
Theorem 3.1 (Berge–Fournier [5]). If k ≥ ∆(G) + µ(G) − 1 and G∆,µ has no
edges, then G is k-edge-colorable.
Theorem 3.2 (Lovasz–Plummer [20] and Berge–Fournier [5]). If µ(G) = 1, k ≥
∆(G), and G∆ is a forest, then G is k-edge-colorable.
In this section, we use Theorem 1.6 to prove the following common generalization
of Theorem 3.1 and Theorem 3.2. Let G∗ be the subgraph of G induced by all
vertices v such that d(v) + µ(v) = ∆µ(G). Note that G∗ only differs from G∆,µ
when ∆µ(G) < ∆(G) + µ(G). For such graphs, Theorem 1.2 implies that G is
(∆(G) + µ(G) − 1)-edge-colorable without any further restriction on the graph
structure, while the following theorem implies that G can be edge-colored with
fewer colors if it satisfies certain restrictions on G∗.
Theorem 3.3. If k ≥ ∆µ(G) − 1 and G∗ has no cycle of length greater than 2,
then G is k-edge-colorable.
Equivalently, the hypothesis of Theorem 3.3 is that merging parallel edges in G∗
should yield a forest. As in the proof of Theorem 1.2 from Theorem 1.3, our proof
will not make explicit reference to any particular edge-coloring, only to maximal
k-edge-colorable subgraphs of G.
Proof. Fixing a value of k, we use induction on |E(G∗)|, with base case when G∗
has no edges or when k ≥ ∆µ(G). If k ≥ ∆µ(G) then Theorem 1.2 immediately
implies that G is k-edge-colorable. Thus, we may assume that k = ∆µ(G)− 1.
Suppose that G∗ has no edges. By Theorem 1.2, G− V (G∗) is k-edge-colorable.
Among all k-edge-colorable subgraphs of G containing E(G−V (G∗)), chooseM to
be maximal. The only possible edges in E(G)−E(M) are edges incident to vertices
of G∗.
Let F = {v ∈ V (G) : dM (v) ≤ k − µG(v)}, as in Theorem 1.3. For all v ∈
V (G) − V (G∗), we have dG(v) + µG(v) < ∆µ(G), hence
dM (v) ≤ dG(v) ≤ k − µG(v),
and so V (G)− V (G∗) ⊂ F .
Now consider any v ∈ V (G∗). Since G∗ has no edges, we have dG(v) = dF (v),
so if dM (v) < dG(v), then Theorem 1.3 yields the contradiction dF (v) > dM (v) ≥
dF (v). Thus, E(G)−E(M) has no edge incident to any vertex of G∗. By the choice
of M , this implies that M = G. This proves the claim when G∗ has no edges.
Now suppose that G∗ contains some edges. Let v be a “leaf vertex” in G∆,µ,
that is, choose a vertex v that has exactly one neighbor w in G∆,µ, possibly with
µ(v, w) > 1. Let M be the graph obtained from G by removing one copy of the
edge vw.
We claim that M is k-edge-colorable. If ∆µ(M) < ∆µ(G), then Theorem 1.2
implies that M is k-edge-colorable. On the other hand, if ∆µ(M) = ∆µ(G), then
V (M∗) = V (G∗) − {v, w}, so the induction hypothesis implies that M is k-edge-
colorable.
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Now if G is not k-edge-colorable, thenM is a maximal k-edge-colorable subgraph
of G. Let F = {v ∈ V (G) : dM (v) ≤ k − µ(v)}, as in Theorem 1.3. As before,
V (G) − V (G∗) ⊂ F . Furthermore, as v and w are both incident to the uncolored
edge vw, we have v, w ∈ F . Thus all neighbors of v lie in F , since v has no
other neighbor in G∗. Theorem 1.3 now yields the contradiction dF (v) = dG(v) >
dM (v) ≥ dF (v). It follows that G is k-edge-colorable. 
4. Tuza’s Conjecture
In this section, we consider only simple graphs.
Definition 4.1 (Fink–Jacobson [10, 11]). For positive integers k, a vertex set
D ⊂ V (G) is k-dependent if the induced subgraph G[D] has maximum degree at
most k− 1. A vertex set D is k-dominating if |N(v) ∩D| ≥ k for all v ∈ V (G)−D.
Definition 4.2. For any set D ⊂ V (G) and any k ≥ 1, define φk(D) = k |D| −
|E(G[D])|, and define φk(G) = maxD⊂V (G) φk(D). A k-optimal set is a k-dependent
set achieving this maximum value of φk.
The notation φk(D) is borrowed from the survey paper [7], but the function φk
appears to have first been studied by Favaron [9], who proved that every k-optimal
set is k-dominating, thereby answering a question posed by Fink and Jacobson [10,
11]. While [9, 7] considered sets which maximize φk only over k-dependent vertex
sets, rather than considering a maximum over all vertex sets as we do here, the
following lemma shows that this does not change the maximum value achieved.
Lemma 4.3. If G is a graph and T ⊂ V (G), then for any k ≥ 1, there is a k-
dependent subset D ⊂ T such that φk(D) ≥ φk(T ). In particular, every graph has
a k-optimal set.
Proof. If T is not k-dependent, then there is some v ∈ T with dT (v) ≥ k; now
φk(T − v) ≥ φk(T ). Repeatedly removing such vertices yields the desired k-
dependent subset. 
Definition 4.4. For a graph G and k ≥ 1, let α′k(G) denote the largest number of
edges in a k-edge-colorable subgraph of G.
Theorem 4.5. If H is triangle-free, then
ν(Ik ∨H) = α
′
k(H), and
τ(Ik ∨H) = k |V (H)| − φk(H).
Proof. Let G = Ik ∨H . We first show that ν(G) = α′k(H). Let S be a maximum
set of edge disjoint triangles in G. For each v ∈ Ik, let Sv = {T ∈ S : v ∈ T }. Since
each triangle in G consists of exactly one vertex of Ik together with an edge in H ,
we can write S as the disjoint union S =
⋃
v∈Ik
Sv. Since the triangles in Sv are
edge-disjoint, no two triangles in Sv can share a common vertex w ∈ V (H): if this
were the case, they would intersect in the edge vw. Hence the edges of Sv that lie in
H form a matching Mv in H . Since the triangles in S are edge-disjoint, it follows
that the matchings Mv are pairwise disjoint, so
⋃
v∈Ik
Mv is a k-edge-colorable
subgraph of H having size ν(G). Therefore, ν(G) ≤ α′k(H).
On the other hand, if H0 is a maximum k-edge-colorable subgraph of H , then
we can write E(H0) =M1 ∪ · · · ∪Mk, where each Mi is a matching. Let v1, . . . , vk
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be the vertices of Ik, and for i ∈ [k], let Si = {viwz : wz ∈Mi}. Now
⋃
i∈[k] Si is a
family of α′k(H) pairwise edge-disjoint triangles in G, so ν(G) ≥ α
′
k(H).
Next we show that τ(G) = k |V (H)| − φk(H). Let D be a k-optimal subset of
V (H), and define an edge set X by
X = E(G[D]) ∪ {vw : v ∈ Ik and w ∈ V (H)−D}.
Clearly, |X | = |E(G[D])|+ k(|V (H)| − |D|), which rearranges to |X | = k |V (H)| −
φk(H), since D is k-optimal. We claim that G −X is triangle-free. Let T be any
triangle in G; we may write T = uvw, where uw ∈ E(H) and v ∈ Ik. If u /∈ D,
then vu ∈ X , and likewise for w. On the other hand, if u,w ∈ D, then uw ∈ X .
Hence G−X is triangle-free, so τ(G) ≤ k |V (H)| − φk(H).
Conversely, let X be a minimum edge set such that G −X is triangle-free. For
each v ∈ Ik, let Cv = {w ∈ V (H) : vw ∈ X}. We transform X so that all the sets
Cv are equal: pick v
∗ ∈ Ik to minimize |Cv∗ |, and define X1 by
X1 = (X ∩ E(H)) ∪ {vw : w ∈ Cv∗}.
Now G−X1 is triangle-free: if vwz is a triangle in G−X1, then v
∗wz is a triangle
in G−X , contradicting the assumption that G−X is triangle-free. Furthermore,
by the minimality of |Cv∗ |, we have |X1| ≤ |X |.
Therefore, |X1| = |X | = τ(G). Let D = V (H)− Cv∗ . Since G−X1 is triangle-
free, we have E(G[D]) ⊂ X1, and so
|X1| ≥ |E(G[D])|+ k |V (H)−D| = k |V (H)| − φk(D).
As φk(D) ≤ φk(H), we conclude that
τ(G) = |X1| ≥ k |V (H)| − φk(H). 
Theorem 4.6. For any graph G and any k ≥ 1, 2α′k(G) ≥ k |V (G)| − φk(G).
Proof. Let M be a maximal k-edge-colorable subgraph of G, and let F = {v ∈
V (G) : dM (v) < k}. By the degree-sum formula and Theorem 1.3, we have
2 |E(M)| =
∑
v∈V (G)
dM (v)
= k |V (G)| − k |F |+
∑
v∈F
dM (v)
≥ k |V (G)| − k |F |+
∑
v∈F
dF (v)
≥ k |V (G)| − k |F |+ |E(G[F ])|
= k |V (G)| − φk(F ) ≥ k |V (G)| − φk(G). 
Corollary 4.7. If H is triangle-free and k ≥ 1, then τ(Ik ∨H) ≤ 2ν(Ik ∨H).
The problem of finding lower bounds on α′k(G) has been studied by several
authors [3, 8, 16, 21, 24], usually with the goal of finding approximation algorithms.
While Theorem 4.6 gives a lower bound on α′k(G), the same bound applies even for
“small” maximal k-edge-colorable subgraphs of G, and therefore typically will not
be sharp.
We close this section with a conjecture concerning k-optimal sets which would
furnish an alternative proof of Theorem 4.6. First consider the case k = 1. A
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1-optimal set in a graph G is just a maximum independent set of G, and a 1-edge-
colorable subgraph is just a matching. The following theorem of Berge therefore
relates 1-optimal sets and 1-edge-colorable subgraphs of G.
Theorem 4.8 (Berge [4]). An independent set D is a maximum independent set
if and only if, for every independent set T disjoint from D, there is a matching of
T into D.
Corollary 4.9. If D is a maximum independent set in a graph G, then G has a
matching that covers every vertex of V (G)−D.
Proof. LetM1 be a maximal matching in V (G)−D, and let S be the set of vertices
in V (G) − D not saturated by M1. Since M1 is a maximal matching, S is an
independent set. By Theorem 4.8, there is a matching M2 of S into D. Thus,
M1 ∪M2 is a matching that covers V (G)−D. 
Corollary 4.9 suggests the following generalization to higher values of k.
Conjecture 4.10. If D is a k-optimal set in a graph G, then G has a k-edge-
colorable subgraph M such that dM (v) = k for all v ∈ V (G) −D.
Conjecture 4.10 would be, in some sense, a converse to Corollary 1.4, which states
that for every maximal k-edge-colorable subgraphM , the set of vertices havingM -
degree less than k is a k-dependent set. We also remark that Lovasz’s (g, f)-factor
theorem [19] implies the following weaker version of Conjecture 4.10.
Proposition 4.11. If D is a k-optimal set in a graph G, then G has a subgraph
M of maximum degree at most k such that dM (v) = k for all v ∈ V (G) −D.
5. Theorem 1.6 and Vizing’s Adjacency Lemma
Say that an edge e in a multigraph G is critical if χ′(G − e) < χ′(G). Vizing’s
Adjacency Lemma [30] was originally formulated for simple graphs G with χ′(G) =
∆(G) + 1 such that every edge is critical. The following multigraph formulation of
Vizing’s Adjacency Lemma [30] was given by Andersen [1].
Lemma 5.1 (Andersen [1]). Let G be a graph with χ′(G) = maxv∈V (G)[d(v)+µ(v)],
and let xy be a critical edge of G. If t = d(x)+µ(x, y), then y has at least χ′(G)−t+1
neighbors z other than x such that d(z) + µ(y, z) = χ′(G).
We show that the simple graph case of Lemma 5.1 follows from Theorem 1.6.
However, the fully general multigraph case requires a more detailed analysis, and
in that case it seems we can do no better than rewording the proof given by An-
dersen [1]; thus, we consider only simple graphs.
Proof of Lemma 5.1 for simple graphs. In the simple graph case, we have χ′(G) =
∆(G) + 1. Let k = χ′(G) − 1 = ∆(G) and let M = G − xy. By hypothesis,
M is a maximal k-edge-colorable subgraph of G. For z ∈ NG(y) − {x}, we have
dM (z) = dG(z), so if d(z) < ∆(G), then z ∈ F (y). Furthermore, x ∈ F (y), since
dM (x) + 1 = dG(x) ≤ k.
It follows that if z ∈ NG(y) − F (y), then z is a neighbor of y other than x such
that d(z) + µ(y, z) = χ′(G). Thus, the desired claim follows if we can show that
|NG(y)− F (y)| ≥ χ
′(G)− t+ 1.
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Since x ∈ F (y) and since xy is the only uncolored edge in the graph, we have
U(y) = {x}. Therefore, the conclusion of Theorem 1.6 yields
dF (y) ≤ dM (y)− (k − dM (x)− 1) = dM (y)− (k − dG(x)).
Since dG(y) = dM (y) + 1, this rearranges to
dG(y)− d
F (y) ≥ k − dG(x) + 1 = χ
′(G)− t+ 1.
Since G is a simple graph, we have |NG(y)− F (y)| = dG(y) − dF (y), so we are
done. 
6. Acknowldgments
The author acknowledges support from the IC Postdoctoral Fellowship. The
author also thanks the anonymous referees for their careful reading of the paper
and for their helpful suggestions which improved both the presentation and the
historical accuracy of the paper.
References
1. Lars Døvling Andersen, On edge-colourings of graphs, Math. Scand. 40 (1977), no. 2, 161–175.
MR 0465922 (57 #5808)
2. Richard P. Anstee and Jerrold R. Griggs, An application of matching theory of edge-colourings,
Discrete Math. 156 (1996), no. 1-3, 253–256. MR 1405024 (97c:05058)
3. Davit Aslanyan, Vahan V. Mkrtchyan, Samvel S. Petrosyan, and Gagik N. Vardanyan, On
disjoint matchings in cubic graphs: maximum 2-edge-colorable and maximum 3-edge-colorable
subgraphs, Discrete Appl. Math. 172 (2014), 12–27. MR 3197259
4. Claude Berge, Graphs, North-Holland Mathematical Library, vol. 6, North-Holland Publish-
ing Co., Amsterdam, 1985, Second revised edition of part 1 of the 1973 English version.
MR 809587 (87e:05050)
5. Claude Berge and Jean-Claude Fournier, A short proof for a generalization of Vizing’s theo-
rem, J. Graph Theory 15 (1991), no. 3, 333–336. MR 1111994 (92d:05063)
6. Guillaume Chapuy, Matt DeVos, Jessica McDonald, Bojan Mohar, and Diego Scheide, Packing
triangles in weighted graphs, SIAM J. Discrete Math. 28 (2014), no. 1, 226–239. MR 3164555
7. Mustapha Chellali, Odile Favaron, Adriana Hansberg, and Lutz Volkmann, k-domination and
k-independence in graphs: a survey, Graphs Combin. 28 (2012), no. 1, 1–55. MR 2863534
(2012k:05005)
8. Zhi-Zhong Chen, Sayuri Konno, and Yuki Matsushita, Approximating maximum edge 2-
coloring in simple graphs, Discrete Appl. Math. 158 (2010), no. 17, 1894–1901. MR 2721751
(2011h:05254)
9. Odile Favaron, On a conjecture of Fink and Jacobson concerning k-domination and k-
dependence, J. Combin. Theory Ser. B 39 (1985), no. 1, 101–102. MR 805459 (86k:05064)
10. John Frederick Fink and Michael S. Jacobson, n-domination in graphs, Graph theory with
applications to algorithms and computer science (Kalamazoo, Mich., 1984), Wiley-Intersci.
Publ., Wiley, New York, 1985, pp. 283–300. MR 812671 (87e:05086)
11. , On n-domination, n-dependence and forbidden subgraphs, Graph theory with appli-
cations to algorithms and computer science (Kalamazoo, Mich., 1984), Wiley-Intersci. Publ.,
Wiley, New York, 1985, pp. 301–311. MR 812672 (87e:05087)
12. P. E. Haxell, Packing and covering triangles in graphs, Discrete Math. 195 (1999), no. 1-3,
251–254. MR 1663859 (99h:05091)
13. P. E. Haxell and V. Ro¨dl, Integer and fractional packings in dense graphs, Combinatorica 21
(2001), no. 1, 13–38. MR 1805712 (2002m:05157)
14. Penny Haxell, Alexandr Kostochka, and Ste´phan Thomasse´, Packing and covering triangles
in K4-free planar graphs, Graphs Combin. 28 (2012), no. 5, 653–662. MR 2964780
15. , A stability theorem on fractional covering of triangles by edges, European J. Combin.
33 (2012), no. 5, 799–806. MR 2889515
16. Adrian Kosowski, Approximating the maximum 2- and 3-edge-colorable subgraph problems,
Discrete Appl. Math. 157 (2009), no. 17, 3593–3600. MR 2551949 (2010m:05113)
VIZING’S THEOREM AND TUZA’S CONJECTURE 11
17. Alexandr Kostochka, A new tool for proving Vizing’s theorem, Discrete Math. 326 (2014),
1–3. MR 3188980
18. Michael Krivelevich, On a conjecture of Tuza about packing and covering of triangles, Discrete
Math. 142 (1995), no. 1-3, 281–286. MR 1341453 (96c:05138)
19. La´szlo´ Lova´sz, Subgraphs with prescribed valencies, J. Combinatorial Theory 8 (1970), 391–
416. MR 0265201 (42 #113)
20. La´szlo´ Lova´sz and Michael D. Plummer, Matching theory, AMS Chelsea Publishing, Provi-
dence, RI, 2009, Corrected reprint of the 1986 original [MR0859549]. MR 2536865
21. Vahan V. Mkrtchyan and Eckhard Steffen, Maximum ∆-edge-colorable subgraphs of class II
graphs, J. Graph Theory 70 (2012), no. 4, 473–482. MR 2957059
22. Oystein Ore, The four-color problem, Pure and Applied Mathematics, Vol. 27, Academic
Press, New York-London, 1967. MR 0216979
23. Gregory J. Puleo, Tuza’s conjecture for graphs with maximum average degree less than 7,
European Journal of Combinatorics 49 (2015), 134–152.
24. Romeo Rizzi, Approximating the maximum 3-edge-colorable subgraph problem, Discrete Math.
309 (2009), no. 12, 4166–4170. MR 2537411 (2010j:05405)
25. Aparna Lakshmanan S., Cs. Bujta´s, and Zs. Tuza, Small edge sets meeting all triangles of a
graph, Graphs Combin. 28 (2012), no. 3, 381–392. MR 2912661
26. , Induced cycles in triangle graphs, 2014.
27. Michael Stiebitz, Diego Scheide, Bjarne Toft, and Lene M. Favrholdt, Graph edge coloring,
Wiley Series in Discrete Mathematics and Optimization, John Wiley & Sons, Inc., Hoboken,
NJ, 2012, Vizing’s theorem and Goldberg’s conjecture, With a preface by Stiebitz and Toft.
MR 2975974
28. Zsolt Tuza, Finite and infinite sets. Vol. I, II, Proceedings of the sixth Hungarian combinato-
rial colloquium held in Eger, July 6–11, 1981 (Amsterdam) (A. Hajnal, L. Lova´sz, and V. T.
So´s, eds.), Colloquia Mathematica Societatis Ja´nos Bolyai, vol. 37, North-Holland Publishing
Co., 1984, p. 888. MR 818224 (87a:05005)
29. , A conjecture on triangles of graphs, Graphs Combin. 6 (1990), no. 4, 373–380.
MR 1092587 (92j:05108)
30. V. G. Vizing, On an estimate of the chromatic class of a p-graph, Diskret. Analiz No. 3
(1964), 25–30. MR 0180505 (31 #4740)
Coordinated Science Lab, University of Illinois at Urbana-Champaign. Now at De-
partment of Mathematics and Statistics, Auburn University.
