A new evaluative methodology for classifying emotional electrocardiogram (ECG) was designed based on composite features of wavelet transform and recurrence analysis. To this end, the recurrence dynamics of decomposed ECG were analysed. The ECGs of 20 college students (7 females; and 13 males) were recorded during four emotional states induced by music. Emotion recognition was performed using Fisher, quadratic, and linear perceptron. Moreover, the relevance of the proposed recurrent features has been appraised by means of linear discriminant analysis (LDA), principal component analysis (PCA), Kernel PCA, generalised discriminant analysis (GDA), and Laplacian eigenmaps. The results suggest that LDA outperforms the other techniques. The effect of self-assessment ranks and gender on classification accuracies was also examined. Considering self-assessment scores, higher accuracy rates were achieved. Totally, the maximum rate of 96.15% was attained for women. It seems that the proposed algorithm can open a new horizon in emotion recognition.
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Introduction
The electrocardiogram (ECG) is not only the simplest tool to appraise the cardiac function, but it is also a non-invasive and inexpensive procedure. Evaluating cardiac pathological and neuropsychological behaviours from ECG recordings is of interest for many researchers (Osumi and Ohira, 2009; Lin et al., 2013) . In addition, it may contain important information about the effects of emotions on the heart. Therefore, it is essential to develop an accurate and proper automatic method to represent these behaviours.
Emotions are inevitable parts of social interactions, human cognition, and perception (Picard, 2001; Sander et al., 2005) . One of the most eligible means to provoke emotion is musical stimuli. It has shown that autonomic nervous system activity contributed in the emotional responses (Kreibig, 2010) . As a result, ECG signal processing may be used in the studies of affective experiences. To provoke happiness, sadness, and fear, Krumhansl (1997) applied emotional music. By evaluating heart rate, blood pressure, skin conductance, and temperature patterns, the author reported different autonomic responses during listening to musical pieces. Recently, the effects of 'Persian traditional music' on cardiac variability have been investigated in men and women (Goshvarpour et al., 2013) .
Automatic emotion recognition is useful in medical applications such as treating autism (Bal et al., 2010) and intellectual disabilities (Martinez et al., 2010) or in the human-computer interface (Kim and Andre, 2008) . However, there are some challenges to propose an accurate automatic emotion recognition system. Kim and Andre (2008) offered an emotion-specific multilevel dichotomous classification (EMDC) method to estimate musical emotion. They attempted to discriminate four classes of 1 positive/high arousal 2 negative/high arousal 3 negative/low arousal 4 positive/low arousal.
To this end, different feature extraction approaches, including time/frequency, entropy, geometric analysis, sub-band spectra, multiscale entropy, etc., have been used. Employing the EMDC scheme, they reported the accuracy rates of 95% and 70% for subject-dependent and subject-independent classification, respectively. Although the results were significant, their work suffered from the lack of sufficient data for validation of the methodology; only three subjects participated in the study. Defu et al. (2009) applied wavelet analysis in combination with particle swarm optimisation (PSO) and k-nearest neighbour (k-NN) techniques to classify emotions from ECG signals. The total accuracy rate of 84.45% was reported. Although the number of participants in the study was considerable, but the technique has only been provided for separating two classes of emotions. Recently, Selvaraj et al. (2013) applied nonlinear analysis and higher-order spectra method to classify ECG data into six basic emotional states using audio-visual stimuli. Examining Bayesian classifier, regression tree, k-NN and fuzzy k-NN, the maximum accuracy of 76.45% was achieved using fuzzy k-NN and subject independent validation.
Most of the previous studies considered time-, and frequency-based features, and statistical analysis for emotion recognition. However, for both steady and transient parts of non-stationary signals, wavelet representation can offer proper time-frequency analysis. To recognise emotions through ECG signals, Long et al. (2010) proposed an algorithm based on wavelet transform. Daubechies (db) wavelet was utilised to decompose ECG data into seven levels. Normalised statistical features of wavelet coefficients were used to separate four classes of joy, anger, sadness, and pleasure. The proposed technique performed well to discriminate joy and sadness. Murugappan et al. (2013) studied heart rate variability signals in different emotions induced by audio-visual stimuli. The stimuli were chosen to provoke disgust, happiness, sadness, fear, and neutral. Applying different wavelet transforms and machine learning algorithms, the maximum classification accuracy of 88.69% was achieved for disgust. Recently, Mohammadi et al. (2016) decomposed electroencephalogram (EEG) signals by discrete wavelet transform (DWT) (db, at level 5). Next, some features were extracted from each level of wavelet coefficients. Then, support vector machine and k-NN was employed for classification of emotional categories. The classification rates were 86.75% and 84.05% for arousal and valence levels, respectively.
The inherent, chaotic, and dynamic characteristics of bio-signals tend some researchers to explore nonlinear approaches. In contrast to time and frequency domains, the nonlinear techniques have been realised without any assumption of linearity and stationarity for the signals (Hadjidimitriou et al., 2011; Selvaraj et al., 2013) . In addition, similarity, predictability, and complexity of the signal can be characterised by means of nonlinear features. One of these methods is recurrence quantification analysis (RQA), which has been previously used for the evaluation of physiological signals (Marwan et al., 2002) . RQA facilitates the investigation of high-dimensional dynamics by a simple two-dimensional plot. The application of this method in emotion recognition has been verified by some authors. To evaluate the dynamic behaviours of human brain signals during emotional stimuli, RQA measures were applied on EEG signals of five participants (Goshvarpour et al., 2016) . The t-test and ANOVA were done to identify significant differences between happy, disgust, and neutral categories. The potential of RQA in emotion recognition has been revealed using visual incentives. Employing RQA in combination with k-NN, Bahari and Janghorbani (2013) studied the emotional brain patterns induced by audio-visual paradigm. The classification rates were 67.42%, 64.56%, and 58.05% for liking, arousal dimension, and valence dimension, correspondingly.
By taking advantages of wavelet scales and recurrence measurements, it seems that the combination of two procedures can offer useful information which cannot be obtained by each separately. Therefore, this study aimed to evaluate the hybrid features in emotion recognition.
Although many features can be extracted from ECG recordings, the selection of the best features may cause lower computational costs, a minor risk of the curse of dimensionality and higher classification accuracies. Consequently, feature selection algorithms were introduced. To investigate the effect of feature selection approaches on emotion recognition, Xun and Zheng (2013) proposed an algorithm based on ANOVA and heuristic search. The accuracy rate of 92% was obtained to recognise joy and pleasure. Kolodyazhniy et al. (2011) used sequential forward selection and sequential backward selection in combination with different classifiers to discriminate sad, fearful, and neutral emotions in the subject-and stimulus-independent, as well as subject-and stimulus-dependent protocol. The highest recognition rate (82%) was obtained for stimulus-and subject-dependent model. In contrast, the classification rate of 77.5% was achieved for subject-and stimulus-independent scheme.
In this study, the performance of different dimensionality reduction methods has been evaluated, including linear discriminant analysis (LDA) and principal component analysis (PCA) as traditional linear approaches; kernel PCA and generalised discriminant analysis (GDA) as global nonlinear techniques; as well as Laplacian eigenmaps as a local nonlinear method.
Generally, using physiological data in combination with audio-based stimuli, the present investigation provided a new evaluative methodology for classifying emotional ECG based on wavelet transform and recurrence analysis. After decomposition of ECG signals into different levels by means of the wavelet, the recurrence dynamics were appraised. Employing machine learning methods, discrimination of emotional categories were performed. In addition, the effects of the self-assessments, dimensionality reduction approaches and gender were examined.
The manuscript is organised as follows: Section 2 describes the emotion induction as well as the procedure of ECG data acquisition. In addition, feature extraction and feature selection techniques are introduced in detail. It also contains the classification approaches. Section 3 presents the experimental results. Finally, Section 4 concludes the study.
Material and methods
The flow chart of the procedure of the research methodology is shown in Figure 1 .
As shown in Figure 1 , firstly, ECG signals of 20 healthy students attending Sahand University of Technology are collected (the process of data acquisition is discussed in details in the following sub-section). Then, the normalised ECG signals are decomposed into different wavelet levels, using the DWT. Next, to track the local scaling dependent short-term behaviour, the RQA of ECG signals is calculated within each wavelet scale.
To decrease the computational costs, the risk of the curse of dimensionality and to remove redundant features, which may result in classification accuracies, different dimensionality reduction methods are evaluated. Finally, some classification techniques are examined to achieve the best performance in emotion recognition. 
Data acquisition
To understand the physiological changes elicited by music, ECG signals of 20 college students attending the Sahand University of Technology, 7 females (age range: 21-25 years; mean age: 22.43 years) and 13 males (age range: 21-25 years; mean age: 22.08 years) were collected. All participants are Iranian students. They were asked to read and sign a consent form if they agreed to take part in the experiment.
The experimental design consists of two stages: first, the initial baseline measurement was carried out for two minutes with eyes closed. Then, subjects listened to the blocks of music. They were instructed to lie down in the supine position and try to remain still during all the above conditions. About 15 minutes of ECG signals were recorded while participants listened to the music. All tests were performed in the controlled temperature and light.
The mean temperature of the room is about 23°C. Musical pieces were presented via headphone at a comfortable volume using KMPlayer software.
The ECG signals of all subjects were recorded in computational neuroscience laboratory of Sahand University of Technology using 16-channel PowerLab (manufactured by ADInstruments). A digital notch filter was applied to the data at 50 Hz to remove any artefacts caused by alternating current line noise. The sampling rate was 400 Hz.
Fifty-six short musical excerpts were chosen for the stimuli, which validated by Vieillard et al. (2008) for research on emotions. These excerpts were composed to express happiness, sadness, peacefulness and scary, 14 stimuli per category, while also varying on arousal (relaxing/stimulating) and valence (pleasant/unpleasant) dimensions. They consisted of a melody with accompaniment composed in piano timbre and followed the rules of the Western tonal system (Vieillard et al., 2008) .
Feature extraction

Wavelet transform
Decomposition of a signal into some scales, each demonstrating a particular roughness of the signal, is feasible by means of the multi-scale feature of the wavelet transform. This procedure is schematically shown in Figure 2 . is a low-pass one. The outputs are down-sampled by a factor of two to offer the detail, D1, and the approximation, A1, respectively. The first approximation, A1, further breaks down similar to the previous stage. All wavelet transforms can be quantified by a low-pass filter, h, fulfil the standard quadrature mirror filter condition:
The z-transform of the filter h is demonstrated by H(z). The high-pass filter is defined as:
Considering the initial condition H 0 (z) = 1, a series of filters with increasing length can be achieved:
In the time domain, it is expressed by (4):
where [·] ↑m specifies the up-sampling by a factor of m and k is the sampled discrete time.
The standardised wavelet φ i,1 (k) and scale basis function ψ i,1 (k) is considered by (5):
where 2 i/2 is inner product normalisation, i is the scale parameter and l is the translation parameter. As a result, the DWT decomposition is defined by (Daubechies, 1990 ):
where a (i) (l) is the approximation coefficients at resolution i and
The ECG signals involve distinctive structures on different time scales (Tikkanen, 1999) . Applying wavelet analysis, it is possible to distinct these underlying structures. Some standard wavelets, such as Daubechies, Coiflet, Meyer, Haar, and Symlet have been introduced. It is crucial to select a suitable wavelet and the number of decomposition levels. Considering the dominant frequency components of the signal, the number of breakdown levels is selected. In the present study, due to the morphological similarity to the ECG signal pattern, Daubechies wavelet (db4) is chosen. The wavelet decomposition at eight levels was done.
Recurrence quantification analysis
Conventionally, the concept of recurrences was introduced by Poincaré (1890) . A century later, Eckmann et al. (1987) presented the technique to visualise the recurrences.
Nowadays, some progress has been achieved in the theory of dynamical systems. Some researchers (Zbilut and Webber, 1992; Webber and Zbilut, 1994; Zbilut et al., 2004) offered several measures of complexity to have more information about the visual ideas of recurrence plots. Considering the recurrence point density and the diagonal and vertical line structures, the small-scale structures of the recurrence plot are quantified. These measures are known as RQA.
In the current investigation, six dynamic descriptors, obtained by the RQA of the signals, namely the recurrence rate (RR), deterministic (DET), the average diagonal line length (L), entropy (ENTR), laminarity (LAM) and trapping time (TT) are applied.
The RR is a percentage of recurrent points in a recurrence plot. The density of recurrence points in the recurrence plot is measured by (7).
The determinist is considered as a function of histogram P(ε, l) of diagonal lines of length l.
For simplicity, the symbol ε can be omitted from the RQA measures (i.e., P(l) = P(ε, l)). The percentage of recurrent points forming diagonal lines to the main diagonal is recognised as a measure of the determinism (or predictability) of the system. 
The diagonal lines which are shaped by the tangential motion of the phase space trajectory are excluded by the threshold l min . The average time that two segments of the trajectory are close to each other is reflected in L.
It is also known as the mean prediction time. ENTR measure refers to the Shannon information ENTR of line segment distribution and defined as (11). The complexity of the recurrence plot in respect of the diagonal lines is reflected by this measure. The ratio between the vertical structures and the entire set of recurrence points is identified by LAM,
In other words, the occurrence of laminar states in the system (not the length of these laminar phases) is introduced by LAM. The mean time that the system will stand at a specific state or the duration in which the state will be trapped can be estimated by TT. In addition, the average length of vertical structures is calculated by TT ( 1 4 ) where a minimal length is introduced by v min .
In the present study, RQA was performed applying MATLAB Toolbox (Marwan et al., 2007) .
Dimensionality reduction
The high-dimensional feature space results in computational costs, the risk of the curse of dimensionality and poor classification accuracies. In the current study, to extract relevant features from composite features, traditional linear techniques (LDA and PCA), global nonlinear approaches (kernel PCA and GDA), and a local nonlinear technique (Laplacian Eigenmaps) were implemented.
PCA
PCA (Hotelling, 1933) constructs linear transformation T with the principal components (i.e., principal eigenvectors) of the data, in which cov
is maximised. In this term, cov X X − represents the covariance matrix of the zero mean data X. Therefore, PCA formulated as (15).
( 1 5 ) where λ is principal eigenvalues. The low-dimensional data representations y i of the data-points xi are computed by mapping them onto the linear basis T, ( ) .
Y X X T = −
One of the main disadvantages of PCA is that the covariance matrix size is proportional to the dimensionality of the data-points (van der Maaten, 2007).
LDA
LDA is a supervised technique, which attempts to find a linear mapping M that maximises the linear class separability in the low-dimensional representation of the data (Fisher, 1936) . Consider the within-class scatter S w and the between-class scatter S b , which are defined as (16) and (17), 
Kernel PCA
Using a kernel function, the reformulation of traditional linear PCA in a high-dimensional space is constructed by kernel PCA (Scholkopf et al., 1998) . As a result, the nonlinear mapping is achieved by kernel PCA. The kernel matrix K of the data-points x i is defined by (20):
where κ represents a kernel function (Shawe-Taylor and Christianini, 2004) . Applying the next modification, the kernel matrix K is centred.
The eigenvectors of the covariance matrix α i (in the high-dimensional space constructed by κ) are influenced by the eigenvectors of the kernel matrix v i .
The result of the projection onto the eigenvectors of the covariance matrix (i.e., the low-dimensional data representation Y) is given by
The performance of kernel PCA highly relies on the choice of the kernel function κ (linear, polynomial, and the Gaussian) (Shawe-Taylor and Christianini, 2004) . Similar to PCA, the main drawback of kernel PCA is that the size of the kernel matrix is square with the number of samples of the data-points (van der Maaten, 2007).
GDA
Similar to kernel PCA, GDA (or kernel LDA) is the reformulation of LDA in the high-dimensional space created by means of a kernel function (Baudat and Anouar, 2000) . The eigenvectors of the kernel matrix K are stored in a matrix P that fulfils
Many eigenvectors p i correspond to small eigenvalues λ i and the smoothed kernel K is achieved using (24). GDA maximises the Fisher criterion which is equivalent to maximising the Rayleigh quotient
where W is a n × n block diagonal matrix
and W c is a n c × n c matrix of which the entries are 1 / n c and n c indicates the number of instances of class c and l indicates the number of classes. The principal eigenvectors of the matrix P T WP are computed and stored in a matrix V. By computing the following equation, the eigenvectors v i are normalised
Therefore, the data is projected onto the normalised eigenvectors α i in the high-dimensional space defined by the kernel function κ (van der Maaten, 2007).
Laplacian Eigenmaps
In Laplacian eigenmaps, a low-dimensional representation of the data is computed to minimise the distances between a data point and its k nearest neighbours. First, it constructs a neighbourhood graph G in which every data-point x i is connected to its k nearest neighbours. For all points in graph G (x i and x j ), the weight of the edge is computed using the Gaussian kernel function, results in a sparse adjacency matrix W. The cost function which is minimised in the computation of the low-dimensional representations y i , is given by
where large weights w ij refer to small distances between the data-points x i and x j , and L represents the graph Laplacian. Explaining the generalised eigenvector for the smallest non-zero eigenvalues, the low-dimensional data demonstration Y can be formulated by (29).
Lυ λMυ = ( 2 9 )
In the current study, dimensionality reduction methods are implemented applying MATLAB toolbox (van der Maaten, 2007).
Classification
Fisher
Consider 
Quadratic classifier
A quadratic classifier (as a linear classifier) is used to separate two or more classes by a quadratic surface. The assumption of normal distribution of measurements from each class is considered by the quadratic discriminant analysis (QDA). This classifier closely related to LDA. Unlike LDA; however, the identity of the covariance of none of the classes is assumed in QDA. When the normality assumption is satisfied, the likelihood ratio test is the best for the hypothesis that a particular measurement is from the assumed class. The likelihood ratio for some threshold t will be known by (33): 
Linear perceptron
The perceptron network involves of a single layer of one or more output neurons o, which is connected to inputs through a set of weights w io . The output of the network is formed by the activation of the output neuron, which is the function of the input:
The activation function (F) can be linear or nonlinear.
Results
Features play an important role in classification results. In this study, after normalisation, wavelet coefficients of ECG signals were calculated. Then, the recurrent characteristics of different wavelet scales were computed (Figure 1 ). For classification, the system randomly picks two-third of the feature vector for training and the rest for the test. Moreover, the classification procedures were implemented for three groups: 1 all subjects 2 men's group 3 women's group.
Based on the dimensional model of the emotional space (Scherer, 2002) , the performance of the classifiers was scrutinised considering:
1 Four classes of emotions (including sad, happy, scary, and peacefulness) and the rest state as a different class; therefore, five classes of emotions were considered (5C).
2 High-arousal emotions (positive arousal: scary and happy) were regarded as a class and the low-arousal emotions (negative arousal: peacefulness and sadness) were expected to be another unique class. Consequently, three classes of emotions, including positive arousal (stimulating), negative arousal (relaxing) and neutral (the rest state) were realised (3A).
3 Similarly, three classes of valence, including pleasant emotions (peacefulness and happy), unpleasant emotions (scary and sadness) and the rest state were chosen (3V). Figure 3 shows an illustration. The classifiers were run randomly 20 times. Table 1 presents the mean classification accuracies of the three classifiers. In the experiment, the total number of extracted features was 54. To reduce the dimensionality of the feature space and to optimise the feature set size, feature selection methods were employed. Tables 2 to 4 represent the effects of dimensionality reduction approaches in classification rates in all subjects, men's group, and women's group, respectively. Notes: 5C = five classes of happy, sad, scary, peacefulness and rest. 3A = three classes of arousal including: 1 -relaxing (peacefulness and sadness), 2 -stimulating (happy and scary) and 3 -rest. 3V = three classes of valence including: 1 -pleasant (peacefulness and happy), 2 -unpleasant (scary and sadness) and 3 -rest. According to the results, the best classification rates are achieved when the LDA applied. Since LDA outperforms the other feature selection approaches, further analysis is reported using LDA. The self-assessment effects on recognition rates were also examined. Self-assessment is used while it is assumed that participants can recognise and express their emotions. During the self-assessment, the subjects describe the nature of their affective experiences in terms of sad, scary, happy or peacefulness. If a subject could not correctly recognise 90% of the total affective music blocks, then the data is excluded from further analysis. The composite features of the remaining subjects were fed into the feature selection and classification schemes. Applying self-assessment, Figures 4 to 6 demonstrate the classification accuracies. The self-assessment improves the performance of the classifiers. The highest accuracy of 96.15% is attained for women participants ( Figure 6 ). Finally, the non-parametric Mann-Whitney U-test was performed to show significant differences between emotional categories. Table 5 and Table 6 provide the statistical results of the LDA features, before and after self-assessments procedure.
Similar to the previous findings, improved results were attained when considering men and women groups separately. In addition, more significant differences are accomplished for women (Table 5) .
Not only women are better than men and all subjects in 5C (Table 5 ), but they also there are significant differences between all extracted features of female ECGs in 3V and 3A (Table 6 ).
Discussion
In the present study, we attempt to address the following assumptions: 1) The potential of the composite features for studying emotion recognition is explored. 2) Whether the number of emotion dimensions (considering four classes of emotions associated with two-dimensional space or the arousal-, valence-based dimensions separately) influences the performance of classifiers.
3) The effect of dimensionality reduction methods on the classification accuracies is evaluated. 4) Whether the emotional responses of the subjects, which are characterised by ECGs parameters, dependent upon the gender. 5) If the subjects' perceptions and explanations of the felt emotions have any influences on the classification procedure.
Considering the conventional methods, it is difficult to obtain the comprehensive information about the dynamics of the signals. Therefore, in this study, composite features of time-frequency and nonlinear characteristics (wavelet coefficients and RQA measures) of ECG signals have been evaluated. Based on the proposed technique, the recurrence measures of wavelet coefficients were calculated, which can yield an effective representation of the temporary and steady behaviour of the system.
Although the proposed algorithm has not been considered in the previous studies of emotion, it has shown that employing features from different analytical domains can improve the emotion recognition rates. Naji et al. (2012) implemented relative powers of EEG sub-bands, mean power frequency (as linear methods), spectral ENTR and higher order crossings (as nonlinear methods) for classification of music-induced emotions. The averaged classification accuracy of 86.67% in four emotional states has been reported. Recently, Selvaraj et al. (2013) indicated that the combination of nonlinear analysis and higher order spectra tend to capture emotional changes more accurately. The maximum accuracy rate of 76.45% was achieved for classifying six emotional states using subject independent validation.
The results of this study also show that the accuracy rate of the linear classifications is comparable with complicated classifiers used in the literature (Kim and Andre, 2008; Naji et al., 2012) . In addition, the recognition rates improved when the execution of the classifiers focused on one emotional dimension (valence-and arousal-based dimensions). Previously, some researchers considered each dimension of human emotions (arousal or valence) separately. Chanel et al. (2006) formulated an emotion classification system using EEG signals based on two or three degrees of arousal. The classifier accuracy was higher with two classes of arousal than that of three classes. Considering each participant separately, the best performance was 72% for Bayes classifier (participant 2).
Since the feature selection algorithms can reduce complexity and improve the recognition accuracy, in this study, the effectiveness of the dimensionality reduction methods for the classification problem was also examined. In contrast to other dimensionality reduction techniques, LDA provided comparable results. Previously, Xun and Zheng (2013) investigated the impact of feature selection techniques on ECG emotion recognition based on ANOVA and heuristic search. They recognised joy and pleasure with the accuracy rate of 92%.
The results of this study showed that emotional states can be provoked easier in female students than in males (Table 4 and Figure 6 ). In other words, given the same stimulus, women may feel emotions much stronger than men. This can be realised from the classifier accuracies and self-assessment findings. The result of the present study is in line with Bradley et al. (2001) . They have shown that women are emotionally more reactive than men in terms of psychophysiological responses.
Since the physiological parameters are directly linked with emotional states, one can conclude that when the subjects correctly recognised the label of the affect category, their bodily responses may be classified more accurately. Using LDA and self-assessment, it has shown that the performance of the classifier improved to 96.15% for women in three classes of emotions (3V and 3A). The similar result was reported in Chanel et al. (2006) .
Since these composite features have not been considered in the previous studies of emotion and promising results were obtained in the current protocol, it seems that the proposed algorithm can open a new horizon in emotion recognition systems.
