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Quantum annealing aims at solving optimization problems efficiently by preparing the ground state of an Ising
spin-Hamiltonian quantum mechanically. A prerequisite of building a quantum annealer is the implementation
of programmable long-range two-, three- or multi-spin Ising interactions. We discuss an architecture, where the
required spin interactions are implemented via two-port, or in general multi-port quantum Ising wires connecting
the spins of interest. This quantum annealing architecture of spins connected by Ising quantum wires can be
realized by exploiting the three dimensional character of atomic platforms, including atoms in optical lattices
and Rydberg tweezer arrays. The realization only requires engineering on-site terms and two-body interactions
between nearest neighboring qubits. We illustrate the approach for few spin devices solving Max-Cut and prime
factorization problems, and discuss the potential scaling to large atom based systems.
I. INTRODUCTION
There has been growing research interests in quantum an-
nealing in the effort to speed up complex search and opti-
mization problems [1–3] including BQP, NP-complete and
NP-hard problems [1, 4]. While a quantum annealer might
not reduce the classical computation complexity of NP-hard
problems O(exp(αNγ)) [with N the problem-size] to polyno-
mial [5–9], an exponential speedup for BQP has been sug-
gested [10, 11], and one might gain significant improvement
on coefficients α and γ for NP problems [1, 4, 12] com-
pared to classical algorithms. Because of important implica-
tion for both science [4] and commercial applications [13],
quantum annealing has received significant attention in recent
years [12, 14–18].
Among various platforms considered for building a quan-
tum annealer [19, 20], cold atoms trapped in optical potential
provide a scalable quantum simulation platform with versatile
controllability [21], as demonstrated in experiments emulat-
ing High-Tc superconductivity, quantum phase transitions and
criticality, and quantum thermalization with atomic Hubbard
models with tens to thousands of atoms [21]. Recent experi-
ments have achieved single site control, and free programma-
bility in optical lattices [22–27], and similar optical tweezer
arrays provide us with large-spacing optical lattice with engi-
neered spin-spin interactions through Rydberg dressing [28–
32]. Thus present atomic setups of engineered many-body
systems provide us with new opportunities in building a quan-
tum annealer.
However, in mapping optimization problems to a quantum
annealer, all-to-all long-ranged couplings generically arise,
which, for example, in atomic Hubbard models with optical
lattices cannot be directly engineered. One way to approach
the problem of long-range interactions is to develop spin en-
codings in an enlarged spin space, where programmable long-
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range interactions are mapped to the experimentally simpler
problem controlled local fields [15]. This comes with the
requirement, however, of implementing local four-body con-
straints, which can be resolved in terms two-body interactions
as discussed in [17]. In contrast, we discuss below a three
dimensional (3D) architecture for quantum annealing (Fig. 1),
distant spins (or qubits) are coupled through an Ising ferro-
magnetic quantum wire playing the role of a connector medi-
ating the interactions. The ancilla spins introduced as quan-
tum wires are carefully organized such that the 3D quantum
annealing architecture can be embedded into a regular cubic
lattice with nearest neighboring interaction only. This geo-
metric arrangement comes with the requirement to duplicate
the Ising spins into multiple copies to provide ports for cou-
pling to the wires, as illustrated in Fig. 1. As discussed be-
low, the 3D architecture can be implemented by ground state
atoms in optical lattices considering superexchange interac-
tions, or the Rydberg-dressing induced couplings. The latter
enjoys an advantage of having larger coupling strength. The
scheme of quantum wire encoding programmable long-range
interactions is rather flexible and the geometry can be adapted
according to physical resources in actual experimental real-
ization. We find reasonable scalability even in presence of
thermally activated errors, potentially existent in experiments
performing large-scale quantum annealing. This work indi-
cates large-scale optical lattice based quantum annealing is
accessible with near-term technology. We also provide a gen-
eralization of the quantum wire construction to a quantum net-
work mediating m-body interactions in general. Experimental
demonstration of the quantum wire mediating programmable
m-body interactions does not only provide a building block
of the 3D quantum annealing architecture, but also opens up
novel opportunities for quantum engineering of exotic spin
models and interesting quantum many-body physics.
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FIG. 1. Illustration of the three-dimensional cubic architecture for quantum annealing. (a), the Ising ferromagnetic quantum wire induced
interaction. With a ferromagnetic quantum wire coupling to two qubits σˆzi and σˆ
z
i′ at the two ends. The auxiliary spins in the wire are denoted
as τˆzj=0,1,...,M−1 (the number of ancilla M is five in this example), which are ferromagnetically coupled by J < 0, with Hamiltonian HIsing. The
coupling between τˆz0 (τˆ
z
M−1) and σˆ
z
i (σˆ
z
i′ ) is JL (JR). The ground state energy of the quantum wire with the two distant qubits restricted to an
eigenstate subspace of σˆzi and σˆ
z
i′ is listed in the table, which determines the induced effective interaction between the two qubits. (b), the
Y-junction connector for engineering a three-body interaction. With three quantum wires forming a Y-junction that couples σˆzA,B,C through τˆ
z
o
(Eq. (10)), an effective three-body interaction is mediated (see main text). (c), the geometry of the 3D cubic quantum annealing architecture.
The blue spheres represent the N duplicated copies of logical qubits. The cubes represent the introduced ancilla. The light and dark grey links
correspond to ferromagnetic couplings with fixed strengths J and Jd. The red links correspond to the programmable Ising couplings (Eq. (8)).
All couplings in this quantum annealing architecture are local and at most between two neighboring sites, and can be embedded in a regular
cubic lattice. In this example we choose N = 5 for an illustration.
II. QUANTUM HAMILTONIAN CONSTRUCTION
In annealing solving an optimization problem is formulated
as finding the ground state of an Ising spin glass model, de-
fined on an undirected graph G = (V, E) [4]. The correspond-
ing classical Hamiltonian is
H[{s}] =
N−1∑
i=0
bisi +
∑
(ii′)∈E
Kii′ sisi′ , (1)
with si an Ising variable (±), i labeling the vertices of the
graph, and N the number of vertices. The local field bi and
the Ising coupling Kii′ are assumed programmable and encode
the optimization problem to be solved — for example, they
depend on graph-edges in graph partitioning [4].
In quantum annealing, the Ising variables are promoted
to Pauli-z operators (σˆz) acting on qubits. Here the ground
state is reached following an adiabatic evolution of a time-
dependent Hamiltonian of a quantum system [3],
HˆQA(τ) = − [1 − (τ/τad)]
∑
i
σˆxi /2 (2)
+ (τ/τad)
N−1∑
i=0
biσˆzi +
∑
(ii′)∈E
Kii′σˆzi σˆ
z
i′
 ,
with the time τ ∈ [0, τad], and τad the total evolution time. A
challenge in implementing quantum annealing arises from the
requirement to physically represent programmable infinite-
range interactions represented by the matrix Kii′ , while physi-
cal resources available on quantum platforms are typically re-
stricted to (quasi-)local two body couplings. While platforms
like trapped ions [33] and Rydberg arrays [34] provide long
range interactions, the requirement of long-range interactions
typcially interferes with scalability of the system. Below we
address this problem by introducing quantum wires to con-
nect physical qubits in a 3D geometry, as is often available in
atomic platforms.
A. Local Hamiltonian construction
Our construction starts by rewriting the interaction between
the Ising variables si in Eq. (1), and similar in the quantum
case with si → σˆzi in Eq. (3), as
Kii′ sisi′ = minnii′
{
−2J∑(ii′)∈E nii′
−∑(ii′)∈E 2Kii′ [nii′mod 2 − 1/2]sisi′} , (3)
where nii′ is an auxiliary integer-valued degrees of freedom
nii′ ≥ 0, and we require the energy penalty |J| dominates over
3the maximal coupling (Kmax ≡ max{|Kii′ |}) having,
J < −Kmax. (4)
Although the coupling in Eq. (3) still appears non-local, it can
be realized by a quantum wire connecting Ising spins i and
i′. We choose an Ising ferromagnetic spin chain for the wire,
and the auxiliary degrees of freedom nii′ corresponds to the
number of domain wall defects in the spin chain [Fig. 1(a)].
The mediated Ising interaction between σˆzi and σˆ
z
i′ is (|JL,ii′ −
JR,ii′ | − |JL,ii′ + JR,ii′ |)/2 = −sgn(JL,ii′ JR,ii′ )min(|JL,ii′ |, |JR,ii′ |),
with JL,ii′ (JR,ii′ ) the coupling between τˆzi (τˆ
z
i′ ) and the leftmost
(rightmost) ancilla [Fig. 1(a)]. We then set
JL,ii′ = Kii′ , JR,ii′ = −|Kii′ |. (5)
To the extent such quantum wires can be implemented in a
physical platform, this achieves the required scalable and pro-
grammable long-range couplings. The above construction is
reminiscent of gauge fields mediating long-range interactions
in field theories—for example long-range Coulomb interac-
tions are mediated by fluctuating electromagnetic waves in
quantum electrodynamics [35]. In general, the quantum wires
connecting the two distant qubits can also be implemented
with other spin models or possibly even bosons, allowing the
interaction mediated by the quantum wire to be analytically
calculated. Here we choose the Ising ferromagnetic spin chain
for the quantum wire for simplicity. In this construction, dif-
ferent quantum wires connecting a pair (ii′), are assumed de-
coupled. This poses a physical requirement on assembling
these quantum wires without physical crossings.
Lining up the logical qubits σˆzi from i = 0 to N − 1 in
space, one problem arises that it is fundamentally impossible
to allocate these ancilla on a regular two dimensional lattice
with a linear size of N, for the total number of quantum wires
scales as N(N − 1)/2 and their lengths, Mii′ , are at the order
of N on average—Mii′ ∼ dii′ ≡ |i − i′| ∼ N. To resolve this
problem, we duplicate each logical qubit, ~ˆσi (Pauli operators)
into N copies, as ~ˆσik with k ∈ [0,N − 1]. These duplicated
qubits are ferromagnetically coupled through
HˆD,i = Jd
N−2∑
k=0
σˆzi,kσˆ
z
i,k+1, (6)
with the coupling strength Jd < 0.
The qubit duplication allows us to assemble quantum wires
in a three dimensional cubic lattice without any crossing.
Fig. 1(c) shows one example having N = 5. The duplicated
logical qubits ~ˆσik are placed at (i, k, h = 0). The ancilla quan-
tum wire connecting qubits i and i′, is placed in a two dimen-
sional vertical layer with k = i + i′, with i + i′ a shorthand
notation for the modular summation (i+ i′ mod N). The quan-
tum wire connector Hamiltonian reads as
HˆQWC,ii′ = J
Mii′−2∑
j=0
τˆzii′, jτˆ
z
ii′, j+1 (7)
+
[
Kii′σˆzi,i+i′ τˆ
z
ii′,0 − |Kii′ |σˆzi′,i+i′ τˆzii′,Mii′−1
]
,
The quantum wire starts from the position (i, k = i + i′, h =
1), extends vertically first, and bends towards the i-
axis at (i, i + i′, h = bdii′/2c), then bends downward at
(i′, i + i′, bdii′/2c), and reaches the end at (i′, i + i′, 1). The
length of the ancilla quantum wire is Mii′ = dii′ + 2bdii′/2c−1,
accordingly. The quantum wires having the same i + i′ are
placed in the same k-layer with k = i + i′ (see Fig. 1). The
maximal height of the 3D quantum annealing architecture
along the h direction is hmax = dN/2e − 1.
With the above construction, we reach an effective local
quantum annealing Hamiltonian for universal Ising spin glass
problems given as,
HˆLQA(τ) = [1 − (τ/τad)]Hˆ0 + (τ/τad)HˆP,
Hˆ0 = −
∑
ik
σˆxik/2 −
∑
(ii′)∈E
Mii′−1∑
j=0
τˆxii′, j/2, (8)
HˆP =
N−1∑
i=0
[
HˆD,i + biσˆzi0
]
+
∑
(ii′)∈E
HˆQWC,ii′ .
Here the local fields bi are applied to σˆzik with k = 0 only,
and an alternative way is to distribute that to all duplicated N
copies. The ferromagnetic interactions, J and Jd that cou-
ple the ancilla and the duplicated logical qubits have fixed
strengths, i.e., independent of the indices i and k. The inter-
actions between the ancilla and the duplicated logical qubits,
Kii′ , encode the distant couplings in the Ising spin glass, and
are required to be programmable. We note here that the quan-
tum wire connector Hamiltonian, HQWC,ii′ , would reduce to a
direct coupling Kii′σˆzi,i+i′σˆ
z
i′,i+i′ for i
′ = i ± 1. In this way, we
have constructed a local 3D quantum annealer for the all-to-all
coupled spin glass which is embedded in a regular 3D cubic
array of qubits with nearest neighbor interaction only. The
size of this cubic lattice is N × N × dN/2e. The non-crossing
requirement to avoid potential engineering difficulty in exper-
iments is satisfied.
We remark here that given the geometrical structure of the
proposed 3D cubic architecture [Fig. 1(c)], it often permits ef-
ficient compression. For example, the vertical layers not con-
taining any quantum wires can be removed, and the height of
one quantum wire can be lowered if there are no other wires
below that. With the compression, for spin glass defined on
a graph with its maximal degree Dmax being finite, the total
number of physical qubits in this 3D local quantum anneal-
ing architecture is proportional to N2, having the same scaling
form as in Lechner-Hauke-Zoller model [15]. For many dif-
ficult NP-problems including unit-disk graph problems [36],
the most difficult instances of 3SAT [37], and partition of
power-law degree distributed social networks [38], the degree
Dmax in the corresponding Ising formulation is typically a fi-
nite number. For Ising models on graphs with different con-
nectivity, we would end up in the compression with the encod-
ing architectures having different geometry. While this may
be difficult to implement with solid state systems [39, 40],
dynamical manipulation of the geometry can be achieved by
controlling lasers with atomic quantum systems (see Sec. V).
One property we would like to emphasize about the 3D cu-
bic architecture is that it has the ingredient of repetition error-
4correcting code due to the logical qubit duplication. This gives
the quantum annealing architecture protection against readout
errors. We assume an independent single-spin-flip error with
probability  < 50% in the readout. Taking a majority voting
scheme for decoding, the probability for the decoded logical
bit configuration to be erroneous has an exponentially small
upper-bound,
plogical ≤ N exp
(
−ND
[ bN/2c
N
‖(1 − )
])
, (9)
with D(a‖b) the standard relative entropy a ln(a/b) + (1 −
a) ln[(1−a)/(1−b)]. This result is obtained from the Chernoff
bound of Binomial distribution of spin flips, which is reason-
ably tight. The 3D cubic quantum annealing architecture is
thus robust against readout errors.
B. Engineering m-body interactions through a quantum wire
network
Since a direct formulation of many computation problems
such as 3SAT and prime factorization requires three-body [41]
or higher-order interactions [10], here we generalize the quan-
tum wire connector protocol to a quantum wire network which
mediates m-body interactions in general. The application of
this engineering scheme could reach beyond the present scope
of quantum annealer construction, and may be adopted to
programmable quantum simulations of novel quantum many-
body physics.
We consider three qubits A, B, and C, with the correspond-
ing Pauli operators σˆzA, σˆ
z
B, σˆ
z
C . With an ancilla τˆ
z
o introduced
to connect the three qubits through three Ising ferromagnetic
quantum wires [see Fig. 1(b)], we can achieve an interaction,
HY = 2JY τˆzo
[
σˆzC − ∆
(
σˆzA + σˆ
z
B
)
+ (1 + ∆)
]
. (10)
The connections then make a Y-junction with the qubits A,
B, and C placed at the three ends, and the ancilla at the mid-
dle crossing point. Assuming ∆ > 2, the effective interaction
mediated by the ancilla is obtained by projecting to the low-
energy subspace [42] having 2τˆzo = σˆ
z
Aσˆ
z
B+σˆ
z
A+σˆ
z
B−1, which
produces,
HY,eff/JY = σˆzAσˆ
z
Bσˆ
z
C + (1 + ∆)(σˆ
z
A + σˆ
z
B) − σˆzC
+ σˆzAσˆ
z
C + σˆ
z
Bσˆ
z
C + (1 − ∆)σˆzAσˆzB. (11)
This is a non-separable three-body Ising-type interaction.
Combining this Y-junction with another three quantum wires
connecting A with B, B with C, and C with A, this permits
full programmability of all Ising interactions among the three
qubits.
With the Hamiltonian in Eq. (10), a spin flip in the an-
cilla leaving the low energy subspace has an energy cost of
4(∆ − 2)JY . With a temperature much lower than the energy
gap, the error rate of the Y-junction connector is exponentially
suppressed as ∝ e−4βJY (∆−2), with β the inverse temperature.
In presence of quantum fluctuations for example driven by
σˆxA,B,C , the Y-junction connector is valid provided that the en-
ergy gap dominates over other energy scales.
In this context we note that a resolution of four-body Ising
interactions into two-body interactions with an auxiliary spin
has been discussed in Ref. 17. With the Y-junction, m-body
interactions in general can be recursively reduced to two-body
because using Y-junction any three body Ising interaction can
be induced by two-body terms. The quantum wires mediat-
ing m-body interactions would then form a complex network,
whose topology quickly become highly complex as m in-
creases. For the quantum annealer construction, the complex
network mediating m-body interaction can be further mapped
with the qubit duplication scheme to the non-crossing archi-
tecture in three-dimensions just as shown in Fig. 1.
C. Requirement on Ising coupling between duplicated qubits
In the 3D cubic quantum annealer (Eq. (8)), it is required to
have σˆzik with the same i-index ferromagnetically polarized in
the ground state of HP, because they represent the same logi-
cal qubit. In order to enforce this ferromagnetic polarization,
it is adequate to choose
Jd < −Kmax × Dmax, (12)
with Dmax the maximal degree ofG. With a finite maximal de-
gree, the required coupling strength for Jd does not increase
with qubit number. Even with all-to-all couplings, we sug-
gest starting from a small number of r ≡ |Jd |/Kmax = 2 and
ramping it up until no defect is found in the duplicated qubits
because the condition in Eq. (12) is unnecessary for typical
instances, for the argument provided below. Only for the rare
worst instances, it is required to set r > Dmax, which may com-
promise the physical computation speed by a factor of 1/r in
experimental implementation.
Here, we elaborate on the requirement on Jd to avoid de-
fects in the duplicated qubits. With the condition in Eq. (12)
satisfied, it is straightforward to show the ground state of the
3D cubic quantum annealer has no defect in the duplicated
qubits, because the energy penalty to have a defect induced
by Jd is guaranteed to be larger than any possible energy gain.
Here we argue that the defects in the duplicated qubits can
still be sufficiently suppressed even if this condition is not sat-
isfied. Setting |Jd |/Kmax = r ≥ 1, the energy cost for randomly
distributed ND number of defects is typically 4ND|Jd | and the
energy gain is smaller than 2NDKmax, which means such de-
fects would not exist in the ground state. More of our concern
is about the softer defects of spins flipping in continuous do-
mains. Considering spin flips in a continuous domain, σˆzi0,k0 ,
σˆzi0,k0+1, σˆ
z
i0,k0+2
, . . . σˆzi0,k0+l−1 with a domain size l, the energy
cost for such defects is 4|Jd | if the domain is not at the bound-
ary and is 2|Jd | otherwise. The maximal energy gain is 2lKmax,
which is potentially larger than the energy cost. This would
then cause errors in the 3D cubic quantum annealer as those
defects are no longer energetically suppressed. However the
maximal energy gain is only reached for rare cases with all
terms of Ki0i′ si0 si′ [(i0 + i
′) modN = k0, k0 +1, . . . k0 + l−1] be-
ing coherently positive in the actual ground state of the Hamil-
tonian in Eq. (1). Note that the link (ii′) with Kii′ sisi′ > 0
in the ground state are frustrated. Such links do not exist
50 2 4 6 810
-4
10-2
100 N = 4
N = 8
N = 12
N = 16
N = 20
FIG. 2. The probability distribution of lmax in Ising spin glass
ground states with random couplings. We simulate the Ising spin
glass models with all-to-all random couplings with number of ver-
tices 4, 8, 12, 16, and 20. The random couplings are drawn from
[−1, 1] according to a uniform distribution. We obtain the ground
state and calculate the value of lmax (see the main text). The statistics
is taken over samples of 105 random problem instances. It is evident
that the probability distribution p(lmax) exhibits an exponential decay
at large lmax.
in frustration-free models. In general without fine tuning,
the probability for that maximal energy gain to really hap-
pen should decay exponentially with l. With the choice of
|Jd |/Kmax = r, the probability for the 3D cubic quantum an-
nealer to be erroneous is thus expected to decay exponen-
tially with r. This argument is further confirmed with nu-
merical simulations of Ising spin glass with all-to-all random
couplings (Fig. 2), where the couplings Kii′ are drawn from
[−1, 1] according to a uniform distribution. Given a ground
state configuration, for each logical qubit index i0, we define a
maximal domain size lmax to be a maximal value of l that has
all the links (i0i′) with [(i0 +i′) modN = k0, k0 +1, . . . k0 +l−1]
being frustrated (i0 and k0 can be arbitrarily chosen). In Fig. 2,
we show the probability distribution of lmax obtained from nu-
merical simulations, and confirm that the probability distri-
bution exhibits an exponential decay. The proposed 3D cubic
architecture should thus provide a scalable quantum annealing
Hamiltonian.
III. FINITE TEMPERATURE EFFECT
Since the physical devices performing quantum annealing
may not operate at absolute zero temperature, we describe fi-
nite temperature effects in this section. In the following, we
show that the scheme of quantum wire mediating long-range
interaction provided in Sec. II has reasonable scalability even
0 2 4 6
0
0.1
0.2
0.3
0.4
0.5 M = 10
M = 40
M = 70
M = 100
M = 130
M = 160
10 70 130
0.3
0.4
0.5 ExactApproximate
FIG. 3. The error rate (perr) in the ferromagnetic quantum
wire at finite temperature (T ). We choose a series of wire lengths,
M = 10, 40, 70, 100, 130, 160. The gray dash line indicate a thresh-
old probability of pth = 1/8. The inset shows the corresponding
temperature threshold Tth with different M, calculated from the exact
expression in Eq. (14) and the approximation in Eq. (15).
taking into account thermal excitations. This is particularly
crucial to optical lattice experimental implementation to be
discussed in Sec. V. Moreover, the scheme can be adapted to
construction of an annealer producing finite temperature en-
semble.
A. Thermal defect causing error in the ferromagnetic
quantum wire
Considering finite temperature effect, the thermally excited
domain wall defects in the ancilla quantum wires may cause
errors. We emphasize here that the error probability corre-
sponds to having odd number of domain walls in the Ising
ferromagnetic quantum wire, because the effective coupling
through a ferromagnetic wire with even number of domain
wall defects is equivalent to a wire in its ground state hav-
ing no defect. In general, the ferromagnetic quantum wire
with M ancilla that couples two distant qubits, is described
by the Hamiltonian HˆJ = J
∑M−2
j=0 τˆ
z
jτˆ
z
j+1. The thermal ensem-
ble of these ancilla is given by the density matrix operator,
ρˆ = exp(−βHˆJ)/Tr[exp(−βHˆJ)], with β the inverse tempera-
ture. The Boltzmann constant is set as a unit throughout.
The probability of having odd number of domain wall de-
fects (perr) corresponds to the probability of the two end an-
cilla of the quantum wire being opposite. With a transfer ma-
trix method we obtain the error rate as
perr =
[λ+(J)]M−1 − [λ−(J)]M−1
2[λ+(J)]M−1
, (13)
here λ±(J) = e−βJ ± eβJ .
6At a request of error rate below a threshold pth, we let perr <
pth, which leads to a requirement on the temperature T < Tth,
with the temperature threshold,
Tth = 2|J|
ln 1 + (1 − 2pth) 1M−1
1 − (1 − 2pth) 1M−1
−1 , (14)
Considering a small error rate threshold, we have (1 −
2pth)
1
M−1 ≈ 1 − 2pthM−1 , and the temperature threshold takes a
more illuminating form of,
Tth ≈ 2|J|
[
ln
M − 1 − pth
pth
]−1
. (15)
Therefore, the temperature threshold Tth decreases logarithmi-
cally with M. We conclude that the proposed 3D cubic quan-
tum annealing architecture is reasonably scalable even taking
into account the potential finite temperature effect in the ex-
perimental implementation.
For a number of choices of quantum wire lengths from 10
to 160, the numerical values of error rate perr and the temper-
ature threshold Tth setting pth = 1/8 are shown in Fig. 3. The
temperature threshold is found to be at the order of several
tenths of J.
B. Construction of a finite temperature annealer
We further point out that the idea of using ferromagnetic
quantum wires to couple distant logical qubits also applies to
constructing an annealer that produces finite temperature en-
semble. For each link (ii′), we have a ferromagnetic quantum
wire with Mii′ ancilla that couples to σˆzi and σˆ
z
i′ , described by
the Hamiltonian in Eq. (7). The thermal fluctuations are de-
scribed by ρˆQWC ∝ exp
(
−βHˆQWC,ii′
)
. The induced couplings
between σˆzi and σˆ
z
i′ are derived by tracing out the fluctuations
of the ancilla, ρˆeff = Trancilla
[
ρˆQWC
]
. To encode the coupling
Kii′ (Eq. (1)), we require ρˆeff = Z0 exp
(
−βKii′σˆzi σˆzi′
)
, with Z0
some arbitrary constant. With the transfer matrix method we
obtain,
exp (2βK) =
λ+(JL)λ+(JR)[λ+(J)]M−1 − λ−(JL)λ−(JR)[λ−(J)]M−1
λ+(JL)λ+(JR)[λ+(J)]M−1 + λ−(JL)λ−(JR)[λ−(J)]M−1
. (16)
Here, the subscripts ‘ii′ ’ labeling different quantum wires are
suppressed in K, JL, JR and M, to save writing. At zero tem-
perature limit, this result agrees with the domain wall con-
struction in considering the ground state directly in Sec. II.
At finite temperature, Eq. (16) is satisfied by taking
Jii′ = −|Kii′ | − ln [2(Mii′ − 1)] /2β,
JL,ii′/Kii′ = −JR,ii′/|Kii′ | = − 12β|Kii′ | ln
1 −Cii′
1 +Cii′
, (17)
with Cii′ =
(
λ−(−|Kii′ |)
λ+(−|Kii′ |)
[
λ+(Jii′ )
λ−(Jii′ )
]Mii′−1) 12
. This means the required
coupling strength in the quantum wire increases logarithmi-
cally with the length Mii′ , and that the magnitudes of JL and
JR decrease monotonically with Mii′ and β, having a lower
bound, |Kii′ |. We thus conclude that the 3D cubic architecture
is adaptable for finite temperature annealing.
IV. NUMERICAL DEMONSTRATION
For demonstration the proposed quantum annealing archi-
tecture is now applied to Max-Cut and prime factorization
problems. In our protocol, it is required to have no defects
in the duplicated logical qubits and in the quantum wire con-
nectors. We thus simulate the quantum annealing process and
check the number of defects in the duplicated qubits,
NDdup =
1
2
∑
i
∑
k
[
1 − 〈σˆzikσˆzi,k+1〉
]
, (18)
and the number of defects in the quantum wires,
NDqw =
1
2
∑
(ii′)∈E
∑
j
[
1 − 〈τˆz(ii′), jτˆz(ii′), j+1〉
]
. (19)
In our simulation of the quantum dynamics, we set the Planck
constant ~ as a unit. We confirm that these defects are indeed
suppressed in the quantum adiabatic evolution solving both
Max-Cut and prime factorization problems. The simulation is
carried out for very small system sizes for demonstration. The
investigated problems could also be examples of demonstra-
tion experiments for small scale quantum hardware.
A. Solving Max-Cut problems with the 3D cubic architecture
As a concrete demonstration, we simulate the performance
of the 3D cubic quantum annealing architecture in solving
Max-Cut problems. Given a graph G and an integer P, the
Max-Cut problem is to determine whether there is bipartition
of the graph that breaks at least P edges. This problem is NP
complete. Finding the partition breaking the most edges is NP
hard [4]. This problem arises in a broad range of applications
including financial portfolio optimization and social network
analysis [4, 38]. The fact that solving Max-Cut on a classi-
cal computer is exponentially hard but its verification is easy,
makes it an ideal arena for quantum annealing to demonstrate
applicational quantum advantage.
The spin glass Hamiltonian encoding the Max-Cut problem
is the one in Eq. (1), with Kii′ replaced with a constant positive
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FIG. 4. Demonstration of the 3D cubic architecture for quantum annealing applied to Max-Cut problems. For the graph shown at the
top right of (a, e), we encode the Max-Cut problem of the graph in a spin glass model. The four logical qubits correspond to the four vertices
in the graph. The corresponding 3D encoding architecture is shown in (a, e), with the unnecessary layers removed. Its numerical performance
is shown in (b) and (f), respectively, taking the local quantum annealing Hamiltonian in Eq. (8). The dependence of fidelity, and the averaged
number of defects in the duplication qubits NDdup and in the connecting quantum wires NDqw, on the total adiabatic time τad are shown (see
main text). The insets show the monotonic decay behavior of NDdup and NDqw at large τad. For both cases, the quantum annealer reaches a
fidelity of 50% around τad = 20. The defect numbers NDdup and NDqw drop down to below one percent at about τad = 30, and decreases rapidly
beyond that. The corresponding instantaneous eigenstate energy spectra for the lowest forty states are shown in (d) and (h). For comparison,
the energy spectra with the direct non-local Hamiltonian in Eq. (3) are shown in (c) and (g). The energy spectra are all shifted with respect
to the instantaneous ground state energy, and the dashed lines thus represent the ground state levels in (c, d, g, h). The coupling in the Ising
formulation of the Max-Cut problems is taken as an energy unit (see main text). We choose the parameters Jd = −1.1Dmax and J = −1.5.
value K to be set as 1 (the energy unit for the numerical results
in Fig. 4), and the local fields bi = 0. Following the standard
quantum adiabatic computing, the initial state of the quantum
annealer is set to be the ground state of an initial Hamiltonian
Hˆ0 (Eq. (8)). The two example graphs are studied in Fig. 4.
The expectation value of the number of defects in the dupli-
cated qubits and in the quantum wire connectors with respect
to the final quantum states, NDdup and NDqw, are shown in
Fig. 4. The undesired defects are indeed greatly suppressed at
a reasonable adiabatic evolution time. At long time, the time
dependence of the defect numbers approach to a monotonic
power law decay as expected from Kibble-Zurek theory [43].
For both studied graphs with [Fig. 4 (c, d)] and without [Fig. 4
(a, b)] loops, the quantum annealer reaches the correct solu-
tion of the Max-Cut problem with finite fidelity at a reasonable
time cost. For comparison we also calculate the instanta-
neous energy spectra for the direct nonlocal quantum anneal-
ing model in Eq. (3) and for the local quantum annealing in
Eq. (8). For the studied Max-Cut problems, the energy gap
above the ground state manifold of the latter is comparable
to the former. Considering more difficult problems on larger
graphs, eliminating the domain wall defects in the 3D local
quantum annealer in the adiabatic quantum evolution would
cause an increase in the time cost overhead, which we expect
to scale polynomially with qubit number for the Kibble Zurek
scaling [43].
B. Factorization with the 3D cubic architecture
We further demonstrate that the 3D cubic quantum anneal-
ing architecture can be used to solve prime factorization which
has important implications in cryptography for its lack of effi-
cient algorithms with classical computing. It has been shown
that the problem of factorization can be solved by adiabatic
quantum computing [10]. In our demonstration, we examine
the factorization of 15 = p × q. With the binary representa-
tion p = (z01)2, q = (z2z11)2, finding the solution of (p, q) is
reduced to solving the ground state of the Hamiltonian,
Hp/ε = 32z0z1z2 − 14z0z2 − 12z0z1 + 4z1z2
− 13z0 − 13z2 − 24z1, (20)
with ε a rescaling factor, set as 1/32 in our numerical simula-
tion. The coupling strength of the three body term z0z1z2 thus
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FIG. 5. Demonstration of the 3D cubic architecture for quantum
annealing applied to prime factorization. A prime factorization
of 15 is investigated. This problem is mapped to a spin glass model
of four vertices with all-to-all couplings. (a) shows the 3D cubic
quantum annealing architecture having 26 qubits. (b), the depen-
dence of fidelity, and the averaged number of defects in the dupli-
cation qubits NDdup and in the quantum wire connectors NDqw, on
the total adiabatic time τad. The defect numbers NDdup and NDqw
are rescaled for cosmetic reasons. Here we choose the parameters
Jd = −1.1DmaxKmax and J = −1.5Kmax. The defect excitations be-
come negligible for an adiabatic time τad > 20. (d), the instantaneous
eigenstate energy spectra of the local quantum annealing Hamilto-
nian in Eq. (8). We calculate the lowest twenty states. (c), the energy
spectra for quantum annealing with the direct nonlocal three-body
Hamiltonian (see Eq. (20)). The energy spectra are shifted with re-
spect to the instantaneous ground state energy, and the dashed lines
thus represent the ground state levels in (c, d). The coupling strength
of the three body interaction is taken as an energy unit.
sets an energy unit here. The z variables take boolean values,
0 and 1, and are related to Ising spins by zi = (si + 1)/2. The
three-body term is then reduced to a quadratic form using the
Y-junction approach in Sec. II B, where we set the parameter
∆ in Eq. (10) as ∆ = 4. The resultant quadratic Ising spin glass
model is then mapped to the local two-body quantum anneal-
ing architecture (Eq. (8)). The corresponding 3D encoding
architecture has 26 physical qubits [Fig. 5 (a)] and cannot be
compressed.
Fig. 5 (b) shows the performance of the 3D local quantum
annealing for the prime factorization. With the adiabatic time
about τad > 20, the defect excitations in the quantum wire
connectors or the duplicated qubits become negligible. In the
whole region of τad we have simulated, we find monotonic in-
crease of the fidelity, which reaches 10% at about τad = 100.
The instantaneous energy spectra for the direct quantum an-
nealing of the non-local three-body model in Eq. (20) and for
the local quantum annealing in Eq. (8) are shown in Fig. 5
(c, d). The local quantum annealer has an energy gap above
the ground state about one sixth of the non-local three-body
model. This local encoding thus introduces an overhead in
the time cost considering the physics of Landau Zener tran-
sition [2, 3]. In our numerics, we find that the limitation in
the performance of the 3D local quantum annealing is mainly
from domain wall defects [Fig. 5(b)], whose number should
follow a polynomial Kibble-Zurek scaling [43]. We thus ex-
pect the overhead scales polynomially with qubit number.
Remark.— In the above demonstration including Max-Cut
and prime factorization, we choose a linear schedule in the
adiabatic quantum computing (Eq. (8)), which may not have
the best performance in terms of computation time. This time
cost can be dramatically improved by optimizing the sched-
ule [41, 44], or adding counterdiabatic drivings [45–47].
V. EXPERIMENTAL CANDIDATES
For an experimental realization of the proposed quantum
annealing architecture (see Eq. (8)), we focus on atomic sys-
tems for which 3D arrays including Ising quantum wires can
be arranged with laser-created optical lattices [21] or tweez-
ers [32]. In these systems, the dynamical manipulation of the
geometry of qubits can be achieved by controlling lasers. Be-
low we outline a physical implementation of the quantum an-
nealer with superexchange in atomic Hubbard models and Ry-
dberg p-wave dressing interactions for ultracold atoms con-
fined in optical lattices.
A. Interaction design through atomic superexchange in an
optical lattice
We consider atoms confined in a 3D optical lattice forming
a Mott insulating state, with the atomic internal states encod-
ing the qubits. With a far-detuned optical lattice, the familiar
atomic superexchange is Heisenberg interaction [48]. One ap-
proach to introduce Ising spin interactions as required in the
quantum annealing model (see Eq. (8)) is to freeze the tunnel-
ing of one spin component, say spin |↓〉, with a spin-dependent
lattice potential, Vσ(x) = (V0 + σV1)
∑
ν=1,2,3 sin
2(pixν), where
σ = ± representing two spin (or hyperfine) states of atoms
confined in the lattice, and x1,2,3 three spatial coordinates [49–
53]. The quantum dynamics is then characterized by the sin-
gle particle tunneling of spin |↑〉 atoms, t↑, the intra-species
Hubbard interaction, U↑↑ (U↓↓), between spin up (down),
and the inter-species interaction, U↑↓. The virtual tunnel-
ing induced superexchange for bosonic atoms has a coupling
strength, Jex =
t2↑
2U↑↓ −
t2↑
U↑↑ [48], which is ferromagnetic with
U↑↓ > U↑↑/2, and antiferromagnetic otherwise. The interac-
tion in the lattice are related to the s-wave scattering lengths
aσσ′ by Uσσ′ = 4pi
aσσ′~2
M
∫
d3x|wσ(x)|2|wσ′ (x)|2, with wσ(x)
the Wannier function for the σ-component, which depends on
the local optical potential. Using Feshbach resonances [54],
we tune the external magnetic field to adjust the scattering
9lengths such that a↑↓ = a↑↑/2, and control the superexchange
by manipulating the Wannier functions through adjusting lo-
cal optical potential with digital micro-mirror devices or re-
lated techniques [23, 24, 31]. The form of the demanded
optical potential can be calculated using our recently devel-
oped algorithms which are highly efficient on a classical com-
puter [27]. In this way, both ferromagnetic and antiferromag-
netic couplings can be locally achieved.
For alkali atoms a spin dependent lattice for ground state
atoms can be created by coupling to the D line P-states with
circularly polarized light [49, 50]. This comes with a re-
quirement that the fine structure splitting between D1 and D2
lines should be sufficiently large in order to have both strong
enough spin dependence in the optical potential and a suffi-
ciently suppressed spontaneous emission rate. We thus con-
sider 39K atoms whose D1-D2 splitting is about 2pi × 2THz.
For K atoms, the superexchange at a lattice depth of ten times
of recoil energy is estimated to be 2pi × 30 Hz assuming the
Hubbard interaction is ten times of the single-particle tunnel-
ing, and the corresponding lattice induced spontaneous emis-
sion rate is below one tenth Hz. A temperature requirement is
set by considering the thermally activated errors in the quan-
tum wire connectors. For example, an error rate below 1%
requires the temperature below 2pi×10 Hz for a quantum wire
with length M = 100, as obtained from Eq. (13). We caution
here that the potential challenge with alkali atoms could arise
from the spin-dependent lattice induced heating, which should
be investigated in experimental studies.
For alkaline earth atoms the spin can be encoded in long
lived clock states [55, 56]. A spin dependent optical lattice
realizing the Ising interaction can then be implemented due
to the different AC polarizabilties of the ground and excited
atomic states. In this system, the Hubbard interaction is con-
trollable with an orbital Feshbach resonance [57, 58]. With
fermionic 87Sr atoms, an Ising superexchange interaction can
be made to the order 2pi × 10Hz [56], which can be tuned to
be either ferromagnetic or antiferromagnetic. And the system
has an experimental coherence time of about 10 seconds [59],
for which the computation problems studied in Sec. IV can
be experimentally tested. For larger-size computation prob-
lems, it is helpful to consider performing optimization over
the Hamiltonian evolution path [41, 44–47] or adopting the
iterative quantum annealing approach [60].
Our 3D cubic encoding protocol implies that a cubic op-
tical lattice with a spatially-controllable potential would sup-
port programmable quantum annealing, although a 3D holo-
graphic control over the optical potential still requires further
technological developments.
B. Rydberg dressing scheme
Ising spin interactions in the quantum annealing architec-
ture can also be implemented with laser excited Rydberg
atoms stored in tweezer arrays [32] or optical lattices [21].
In addition, a proper choice of the Rydberg state allows
an anisotropic, directional Ising interactions which allows to
minimize the cross talk between the quantum wires. In the
FIG. 6. Illustration of Rydberg p-wave building blocks for im-
plementation of the 3D cubic quantum annealing architecture.
The atoms at the sites of spheres and cubes are dressed by the Ry-
dberg states |n2P3/2,m = 3/2〉i and |n2P3/2,m = 3/2〉k, respectively,
with the subscripts i and k denoting the quantization axes. Solid
(dashed) lines indicate the presence (absence) of couplings between
the two Rydberg dressed atoms. For the angular dependence of Ryd-
berg p-wave interaction (Eq. (21)), in the horizontal ik-plane the du-
plicated logical qubits (ancilla) only couple to each other along the k
(i) direction as shown in (a, b). Along the vertical h-direction, both
the duplicated logical qubits and the ancilla interact with their neigh-
bors, as shown in (a, b, c). The red link representing a programmable
Ising coupling is realized by the mixed interaction between the two
different Rydberg states. This coupling orientation corresponds to
(θ = pi/2, φ = pi/2) in the angular dependence of the mixed interac-
tion.
quantum annealing architecture [Fig. 1 (c)], the required Ising
interactions are highly anisotropic—quantum wires in differ-
ent k-layers must be decoupled, and most of the duplicated
logical qubits are decoupled along the i-direction. To fulfill
the anisotropy, it is natural to consider Rydberg p-wave inter-
action [61].
Specifically, we consider the hyperfine states
|52S 1/2, F = 2,mF = 0〉 and |52S 1/2, F = 1,mF = 0〉 of
87Rb atoms for qubit encoding as spin |↑〉 and |↓〉, respec-
tively. We consider a Rydberg dressing scheme [28, 29] with
the |↑〉 state selectively dressed with a Rydberg p-state via
a circularly polarized laser light to introduce interactions
between nearest neighboring atoms in |↑〉, realizing the Ising
couplings in Eq. (8). The local fields are controllable by ad-
justing the laser detuning. In this scheme, we use two p-states
|r〉 = |n2P3/2,m = 3/2〉i and |r〉 = |n2P3/2,m = 3/2〉k, i and
k indicating the quantization axes (see Fig. 6) [61]. Since
the interaction programmability requires local controllability
of Rydberg dressing, it is experimentally more convenient to
confine cold atoms in a lattice with a large lattice constant, for
example about a few microns as used to perform single qubit
gates on individual atoms [31]. The angle dependence of van
der Waals interactions between atoms dressed with |r〉 and
with |r〉, V and V respectively, is given in Ref. [61]. The
key feature in these interactions as is relevant to our quantum
annealer implementation here is their anisotropy—V and
V vanish along the i, and k directions, respectively. The
mixed interaction V, between the two Rydberg p states
takes the form of
V ∼ n
11
r6
A(θ, φ). (21)
Here, the spherical coordinates (r, θ, φ) denote the relative po-
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sition between two atoms, where the north pole corresponds
to the +i direction, the azimuthal angle measures the direc-
tion in the kh-plane (Fig. 6). The angular part of the mixed
interaction V is A(θ, φ) = 1576 [37 − 12 cos 2θ − 9 cos 4θ +
48 sin 2θ cos φ+12(1+3 cos 2θ) sin2 θ cos 2φ], which vanishes
at (θ = −1/2 arcsin(2/3), φ = 0), and is about two thirds of its
maximal value at (θ = pi/2, φ = pi/2).
The atoms in the lattice representing the duplicated logi-
cal qubits [‘spheres’ in Fig. 1(c)] and the ancilla (‘cubes’) are
dressed with Rydberg p-states, |r〉 and |r〉, respectively. The
strong angular dependence of the Rydberg p-wave interaction
allows for engineering the required interactions in Eq. (8).
As shown in Fig. 6, the duplicated logical qubits are coupled
along the k-axis, but are decoupled along the i-axis. Like-
wise, the ancilla are coupled only within each k-layer as re-
quired. The interactions between the duplicated logical qubits
and the ancilla, as required to be programmable to encode
the original Ising spin couplings (see Eq. (5)), are realized by
the mixed interaction V in Eq. (21). The programmability
is achieved by considering spatial-resolved control over the
Rydberg-dressing laser detuning [28, 29]. With the Condon
radius of Rydberg dressing set close to the lattice constant,
next-neighboring interactions are one-to-two orders of mag-
nitude smaller than the nearest neighbor due to the 1/r6 decay
of the van der Waals interaction [34], which are thus negligi-
ble.
We remark here that the 3D quantum annealing architec-
ture should be slightly adjusted for Rydberg implementation
in order to suppress the unwanted couplings, for example the
couplings between two quantum wire connectors with heights
that differ by 1. The direct couplings at height h = 0 should be
replaced by introducing an additional quantum wire connec-
tor at height h = 1. Each k-layer which contains the quantum
wires labeled by (ii′) having i + i′ = k, is splitt into two, ac-
cording to the height of the quantum wire being even or odd.
With a proper choice of the detuning and Rabbi frequency
in the Rydberg dressing, an interaction strength at the order
of several kHz can be obtained [61], which leads to a com-
putation time of tens of milliseconds for problems studied in
Sec. IV. The computation time can be improved further by
schedule optimization [41, 44], or by adding counterdiabatic
driving [45–47]. Besides Rydberg dressing, an alternative ap-
proach is to encode the qubit with one atomic ground state
and one Rydberg state [32], which has shorter lifetime but
stronger interaction. Further considering Fo¨rster resonances
controllable via external electric or microwave fields [62], the
interaction strength and the angular dependence would intro-
duce a larger degree of tunability, making the Rydberg im-
plementation a rather promising platform for programmable
quantum annealing.
Another experimental candidate for implementing the 3D
quantum annealing architecture are polar molecules. By con-
fining polar molecules in an array with optical tweezer tech-
niques, the neighboring interactions can be made to order of
kHz and are locally controllable [63, 64]. The natural long-
range anisotropic interactions with polar molecules realize the
fixed couplings in the quantum wire connectors and the long-
range part of the interaction is expected to make the connec-
tors more stiff, further suppressing defect excitations in the
quantum wire. The programmable couplings can be achieved
with AC Stark shift of tightly focused laser breams [63].
VI. DISCUSSION AND OUTLOOK
We have proposed Ising quantum wires to build long-range
connectivity for programmable quantum annealing, by which
a local quantum annealing architecture is developed. This
setup can be embedded to a regular cubic lattice and only con-
tains local fields and nearest-neighbor couplings. This can be
implemented in experiments considering a system of ground
state atoms in a spin dependent optical lattice, or Rydberg p-
wave dressed atoms confined in a large-spacing optical lat-
tice or tweezer arrays. The quantum annealing architecture
has reasonable robustness against finite temperature effects,
and has good protection against readout errors from the logi-
cal qubit duplication. Our theory implies large-scale quantum
annealing is accessible to near term optical lattice techniques.
We have demonstrated how the theory applies to Max-Cut and
prime factorization problems by simulating relatively small
size problems on a classical computer. The present scheme
of Ising quantum wires connecting spins in the quantum an-
nealing problem can also be implemented in solid state archi-
tectures including superconducting devices [39] and quantum
dots [40], the main experimental challenge being the develop-
ment of multilayered chips to represent the connecting wires.
While the long term vision is an experimental realization of
the 3D cubic architecture towards a programmable quantum
annealer with all-to-all connectivity, we note that an experi-
mental roadmap will first of all have to focus on basis building
blocks like demonstration of m-port quantum wires and Ising
interactions, which also provides interesting opportunities in
quantum simulation of exotic spin models.
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