In a canonical genetic algorithm, the reproduction operators (crossover and mutation) are random in nature. The direction of the search carried out by the GA system is driven purely by the bias to fitter individuals in the selection process. Several authors have proposed the use of directed mutation operators as a means of improving the convergence speed of GAs on problems involving real-valued alleles. This paper proposes a new approach to directed mutation based on the momentum concept commonly used to accelerate the gradient descent training of neural networks. This mutation-withmomentum operator is compared against standard Gaussian mutation across a series of benchmark problems, and is shown to regularly result in rapid improvements in performance during the early generations of the GA. A hybrid system combining the momentum-based and standard mutation operators is shown to outperform either individual approach to mutation across all of the benchmarks.
Introduction
In a traditional genetic algorithm (GA) using a bit-string representation, the mutation operator acts primarily to preserve diversity within the population, ensuring that alleles can not be permanently lost from the population. For this type of representation a simple bit-flipping mutation operator is commonly used.
Some problems are more naturally represented using real-valued alleles within each individual's phenotype. For this representation, bit-flipping mutation is no longer appropriate, and a more continuous form of mutation is required. The most commonly-applied mutation operator in this context is gaussian mutation. When a gene is selected for mutation, a random value is generated based on a gaussian distribution, and this value is added onto the existing value of that gene. The width of the gaussian is a percentage of the range of possible values for that gene and the resulting combined value is truncated if necessary to ensure it remains in the valid range. The use of the gaussian function ensures that the mutated value is likely to be close to the original value but also allows occasional larger changes, preventing the mutation operator from being overly disruptive whilst still maintaining the ability to break free from local optima.
Gaussian mutation is random in nature, being equally likely to either increase or decrease the value being mutated. In recent years interest has grown in the use of nonrandom mutation operators, either to improve the speed of the genetic search or the quality of the solutions which are found.
Directed Mutation
The theory of natural evolution which was the inspiration for genetic algorithms has been based on the assumption that mutation is a random process. This assumption was brought into question by [1] which appeared to demonstrate that bacteria placed in a hostile environment demonstrated a bias towards beneficial mutations; a phenomenon referred to as 'directed mutation'. Whilst the concept of directed mutation in biology has since been brought into doubt [2] , the idea has inspired new techniques in evolutionary computation research, where the accuracy of the biological analogy is less important than the optimisation performance of the system. Most early approaches to directed mutation were based on exploiting known constraints within specific problem domains such as timetabling [3] [4] [5] [6] [7] [8] [9] . Whilst these systems demonstrated clear benefits within these domains, the need for domain-knowledge limits their more general applicability.
Partially to address such limitations in traditional directed mutation, more recent literature moves from problem-specific biasing to adaptive approaches [10] [11] [12] [13] [14] [15] . The central goal in these dynamic techniques is to shift the responsibility for establishing the direction of mutation away from the expert and to allow these to evolve from within the system. While results are limited, due to the fledgling nature of the procedure, they show significant promise and carry greater general applicability because of their detachment from domain knowledge. However, such generality comes at the cost of complexity -requiring an increase in the number of system parameters and a significantly more elaborate random-number generator.
[15] proposed the Pointed Directed (PoD) mutation operator. This is a coevolutionary scheme in which each gene is associated with an additional bit, which dictates the direction of any mutation applied to that gene -this bit determines the sign of the half-gaussian mutation operator which is applied. The direction bits themselves are subject to simple bit-flipping mutation, allowing the search direction to evolve during the operation of the GA. Each gene and its associated direction bit are treated as an indivisible unit for the purposes of crossover. PoD mutation is considerably simpler than previous dynamic directed mutation methods in terms of both the number of parameters and computational cost, and has been shown to outperform gaussian mutation across a range of benchmarks.
3 Mutation-with-momentum [15] suggests that the success of PoD is due to the implicit, emergent momentum produced by the direction bits -mutation will continue in the same direction which was useful in previous generations. However the magnitude of the mutation is not determined dynamically within PoD. This paper proposes a new dynamic directed mutation algorithm (mutation-with-momentum, or mumentum) based on the concept of explicit momentum, which has previously been explored within gradient-descent training algorithms for neural networks [16] . Momentum involves adding a fraction of the weight change from the previous time-step onto the weight-change calculated at the current time-step. This serves two main roles within a gradient descent algorithm. It allows increased convergence speed in regions of the error-space with a shallow gradient by enabling larger weight changes. It also reduces the likelihood of becoming trapped in a local minima in the error-space.
Incorporating momentum into mutation
As with PoD, the mutation-with-momentum algorithm requires additional data to be stored for each gene in an individual's genetic representation. This is used to store the momentum term, which records the change which was applied to that gene in its most recent mutation. When the initial population is generated, all momentum terms are initialised to zero, indicating that there has been no prior mutation. The selection and crossover processes are implemented as in a standard genetic algorithm, with the only modification being the requirement that each gene and its associated momentum term are treated as indivisible units during the crossover operation.
Whenever a gene is selected for mutation, that gene's value has both standard gaussian mutation and a proportion of the current momentum term added to it. The momentum term is then updated to reflect this combined mutation value. This process is summarised in the following equations, where g i,o is the original value of gene i, g i,m is the value after mutation, M i,o is the value of the momentum term for gene i, M i,m is the value of the momentum term after mutation, α is the parameter controlling the amount of momentum (0≤α≤1) and G(x) is the gaussian function.
To prevent the momentum term from becoming overly large the result of equation 2 may be capped to a maximum magnitude -for the experiments reported in this paper a bound equal to half the range of the alleles was used.
Hybrid mutation-with-momentum
During early experiments it became evident that whilst mutation-with-momentum produced significant improvements in fitness over early generations, it often had difficulty in performing the 'fine-tuning' required in later generations in order to reach the convergence threshold. Therefore a hybrid system was also developed and tested. This system initially uses the mutation-with-momentum operator for all individuals in the population. Once the population reaches a particular level of performance, the system switches to using the standard gaussian mutation operator for all individuals.
For these experiments a simple switching criteria was used -as soon as the best individual in the population achieved a fitness better than a fixed threshold the α parameter was set to zero, thereby eliminating any further use of momentum. We intend to investigate more sophisticated switching criteria in the future.
4
Experimental method
Implementation and parameters
The GA implementation used for these experiments was GAPlayground [18] . This system was modified to implement the standard gaussian, momentum and hybrid mutation operators. The same settings were used for all three operators (population size of 30, using single-point crossover with a per-gene mutation probability of 0.06).
As the range of alleles varies between different benchmarks, the gaussian function's width was set to 1/15 of the range of each allele. The momentum parameter α was fixed at 1. For the hybrid algorithm, the threshold for deactivating the momentum term was set to 0.1 (all the benchmarks used are minimisation tasks, so the hybrid algorithm switched strategies when any individual's fitness fell below the threshold). For each of the three mutation systems, 100 trials were run on each of seven benchmark problems. A trial was treated as having converged if the best individual in any generation achieved or bettered a threshold of 0.001. In addition a maximum number of generations was specified for each benchmark -trials which failed to converge within this limit were stopped at that point.
Benchmark problems
Seven benchmarks were chosen from the GA literature, as illustrated in Figure 1 . The first three are drawn from De Jong's function set [18] and are relatively simple tasks, with no local optima. The other four functions were chosen as more challenging tasks, as all exhibit local optima of varying complexity. 
The search space defined by the Rosenbrock function (equation 5) is dominated by a large gradual slope. This slope is raised along one edge to a fine point. Despite the apparent simplicity of this function, it is notoriously hard for genetic algorithms. This is due to the extremely large search space (as defined by an allele range between -2048 and +2048), combined with a relatively small global optimum.
The Griewangk function (equation 6) is multimodal exhibiting many local optima throughout the search space. The frequency and severity of the optima is decreased as the algorithm approaches the global optimum. Many GAs have difficulty converging on such problems and have a high probability of stagnating early in the process [19] .
The Ackley function (equation 7) [20] is a minimisation problem that features deep local minima. This function is notoriously difficult to solve. The function may be expanded to n dimensions. In this study10 dimensions were used.
The Rastrigin function (equation 8) is another very difficult problem as it defines a very large search space of 20 alleles with values ranging from -5.12 and +5.12.
Further, it possesses a very high number of local optima. The combination of these two issues means that many algorithms have great difficulty in achieving an optimal solution. The variables A and ω control the frequency and modulation of the search space. In this study the values of A=10 and ω=2π are used.
The final benchmark function is the Schwefel function (equation 9). It represents a large search space, with allele values between -500 and +500. The outer region of the search space is riddled with local minima of irregular distribution and severity.
5 Results and Discussion It can be seen from Figures 2 to 9 that the momentum operator regularly outperforms the gaussian mutation operator in the early generations on each problem. However mutation-with-momentum often has difficulty performing the 'fine-tuning' of the gene values necessary to achieve the convergence criteria, producing overall results similar to that for gaussian mutation. Mutation-with-momentum results in small performance improvements on the Sphere and Rosenbrock functions, but slightly poorer results on the Griewangk and Ackley functions. The results on the Rastrigin function are unclear -gaussian mutation is more likely to converge to a solution, but performs extremely poorly on those trials which do not converge, resulting in a much higher mean error.
The most significant variations between the two mutation operators occur on the Steps and Schwefel functions. The Steps function contains a number of plateaus which pose a major obstacle to a non-directed search. As such it would be expected that momentum would prove beneficial on this problem and this proved to be the case, converging in less than a third of the time required by the gaussian mutation system. The performance improvements on the Schwefel function are even more impressive -the system using gaussian mutation never converges on this problem, whilst the mutation-with-momentum system successfully converges on every trial. this problem it would appear that these failures may be due to premature termination of the momentum component of the mutation.
Conclusion
In the majority of the problems examined the inclusion of momentum within the mutation process produced beneficial results, ranging from minor improvements (Sphere and Rosenbrock) to major performance improvements (Steps, Rastrigin and Schwefel). On the problems where the momentum term impedes performance (Griewangk and Ackley) the impairment is minor. Even on these trials the momentum term was beneficial early in the evolutionary process as shown in Figures 6 and 7 , which would prove useful in any application requiring a near-optimal result to be produced extremely rapidly. It should also be noted that the convergence criteria of 0.001 is quite stringent -a more generous choice of threshold would have further emphasised the benefits of the momentum operator. The hybrid system further improved performance by exploiting the relative strengths of the momentum and gaussian mutation systems. It significantly outperformed non-directed mutation on five of the benchmark problems, producing benefits both in the ability to converge to a near-optimal solution, and the speed of that convergence. At worst it produced results equal to that of the non-directed mutation operator. This is achieved at little additional computational cost and with no tuning of additional parameters.
Future work
The major limitation of this work is the global nature of the test used to switch mutation operators within the hybrid system. Currently a single solution with good fitness will trigger the whole system to cease using momentum when the bulk of individuals are still far from optimal. This can be seen in the Schwefel function, where a premature switch from momentum to guassian mutation may be leading to stagnation. An algorithm that switched the mutation method on an individual basis may provide more reliable results. That is, the particular fit individual and its descendents would use the gaussian system for final convergence but other individuals in the population, whose fitness is poorer, would still use momentum. We also intend to investigate switching strategies which do not rely on static fitness thresholds, to reduce the need for a priori knowledge of the problem domain.
It is also important to test the mutation-with-momentum operator on more realistic problems. One area where optimisation of real-valued alleles is extremely important is in the genetic optimisation of the weights of neural networks, such as in the SANE neuro-evolution algorithm [21] . Given the success of momentum in non-genetic training of neural weights, it may prove fruitful to apply mutation-with-momentum to the task of finding such weights via evolutionary means.
