The Single Allocation Ordered Median Hub Location problem is a recent hub model introduced in [36] that provides a unifying analysis of a wide class of hub location models. In this paper, we deal with the capacitated version of this problem, presenting two formulations as well as some preprocessing phases for fixing variables. In addition, a strengthening of one of these formulations is also studied through the use of some families of valid inequalities. A battery of test problems with data taken from the AP library are solved where it is shown that the running times have been significantly reduced with the improvements presented in the paper.
Introduction
Network design problems are among the most interesting models in combinatorial optimization. In the last years researchers have devoted a lot of attention to a particular member within this family, namely the hub location problem, that combines network design and location aspects of supply chain models, see the surveys [1, 7, 9] . The main advantage of using hubs in distribution problems is that they allow to consolidate shipments in order to reduce transportation costs by applying economies of scale; which are naturally incorporated to the models through discount factors. Hub location problems have been studied from different per-
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hub location where each site is allocated to just one hub and all the incoming and outgoing flow to-from this site is shipped via the same link (the one joining this site and its allocated hub). In this model, single allocation means that all the outgoing flow is delivered through the same hub, but the incoming flow can come from different hubs. Actually, this is a mixed model and basically the same situation described above, about postal deliveries, naturally fits in this framework assuming that letters from the same origin should be sorted, with respect to their destinations, in the same place and from there they are delivered via their cheapest routes. Observe that in this scheme it is also natural that incoming flow in a final destination comes from different hubs.
The SA-OMHLP distinguishes among segmented origin-destination deliveries giving different scaling factors to the origin-hub, hub-hub and hub-destination links. The cost of each origin-first hub link is scaled by a factor that depends on the position of this cost in the ordered sequence of costs from each origin to its corresponding first hub [3, 32, 35] . Moreover, the overall interhub cost and hub-destination cost are multiplied by other economy of scale factors. The goal is to minimize the overall shipping cost under the above weighting scheme. The reader may note that the first type of scaling factors mentioned above adds a "sorting" problem to the underlying hub location model, making its formulation and solution much more challenging. This model and two different formulations were introduced in [35] while a specialized B&B&Cut algorithm was developed in [36, 38] . None of those formulations could handle capacities since the computation burden of the problems were highly demanding.
Thus, the SA-OMHLP with capacity constraints, i.e. Capacitated Single Allocation Ordered Median hub location problem (CSA-OMHLP) is currently an open line of research for further analysis.
In this paper, we analyze in depth the CSA-OMHLP trying to obtain a better knowledge and alternative ways to solve it. Thus, the contributions of this paper are threefold.
First, it combines for the first time three challenging elements in location analysis: hub facilities, capacities and ordered median objectives; proposing a promising IP formulation which remarkably reduces the number of decision variables. Second, this paper strengthens that formulation with variable fixing and some families of valid inequalities that have not been 2 MODEL AND MIP FORMULATIONS 5 considered before. Finally, despite the difficulty of considering simultaneously capacitated models, hubs and ordering, the techniques proposed in this paper allow to solve instances of similar sizes to those already considered in the literature for simpler models (uncapacitated and multiple allocation [22] ).
The paper is organized as follows: in Section 2 we will provide, first, a MIP formulation for the capacitated version of the problem extending the one in [36] and then another formulation in the spirit of [37] where the number of variables has been considerably reduced with respect to the previous one. Section 3 strengthens the latter formulations with variable fixing and several new families of valid inequalities. In Section 4, the effectiveness of the proposed methodology is shown with an extensive computational experience comparing the performance of the two formulations and the strengthening proposed along the paper. Finally, the paper ends with some conclusions.
Model and MIP formulations
The goal of this paper is to analyze the CSA-OMHLP. For this reason, we elaborate from the most promising formulations of the non-capacitated version of that problem, namely the so called radius (covering) formulations, see [36, 37] . In order to be self-contained and for the sake of readability, we include next a concise description of these formulations in their application to the capacitated problem.
Let A = {1, . . . , n} be a set of n client sites, where each site is collecting or gathering some commodity that must be sent to the remaining ones. It is assumed, without loss of generality, that the set of candidate sites for establishing hubs is also A. Let w jm ≥ 0 be the amount of commodity to be supplied from the j-th to the m-th site for all j, m ∈ A, and let W j = m∈A w jm be the total amount of commodity to be sent from the j-th site. Let c jm ≥ 0 denote the unit cost of sending commodity from site j to site m (not necessarily satisfying the triangular inequality). It is assumed free self-service, i.e., c jj = 0, ∀j ∈ A.
Let p ≤ n be the number of hubs to be located and let b j be the capacity of a hub located at site j, with j ∈ A. A solution for the problem is a set of sites X ⊆ A with |X| = p and enough capacity to cover the flow coming from the sites; plus a set of links connecting pairs
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(flow patterns) of sites j, m for all j, m ∈ A. Moreover, it is assumed that the flow pattern between each pair of sites traverses at least one and no more than two hubs from X.
As it was mentioned in Section 1, the main advantage of using hubs is to reduce costs by applying economies of scale to consolidated flows in some part of the network. In this model the transportation cost is decoupled into the three differentiated possible links: origin site-first hub, hub-to-hub, and hubs-final destination. These transportation costs are scaled in a different way. The model weights origin site-first hub transportation costs by using parameters λ = (λ 1 , . . . , λ n ), with λ i ≥ 0 ∀i ∈ A, depending on their ordered rank values. This is, letĉ jk be the cost of the overall flow sent from the origin site j if it were delivered via the first hub k, i.e.ĉ jk := c jk W j , j, k ∈ A. Next, ifĉ jk were ranked in the i-th position among all these costs, then this term would be scaled by λ i in the objective function. For the two remaining links there is a compensation factor 0 < µ < 1 for the deliveries between hubs, and another one 0 < δ < 1, µ < δ, for the deliveries between hubs and final destination sites. These parameters may imply that, even in the case where the costs satisfy the triangle inequality, using a second hub results in a cheaper connection than going directly from the first hub to the final destination. Actually, it represents the application of the economy of scale by the consolidation of flow in the hubs.
In the following we present a first valid formulation of the CSA-OMHLP, based on covering variables (the reader is referred to [36, 37] for further details). Sorting the different delivery costs values (ĉ jk ) for j, k ∈ A, in increasing order, we get the ordered cost sequence:
where G is the number of different elements of the above cost sequence. For convenience we considerĉ (0) := 0.
For i ∈ A and h = 1, . . . , G, we define the following set of covering variables,
Clearly, the i-th smallest allocation cost is equal toĉ (h) if and only ifū ih = 1 andū i,h+1 = 0.
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In addition, this formulation uses two more sets of variables:
1, if the commodity sent from origin site j goes first to the hub k, 0, otherwise.
(2)
s kℓm = flow that goes through a first hub k and a second hub ℓ with destination m, with j, k, ℓ, m ∈ A. Since we assume that any origin is allocated to itself if it is a hub, the above definition implies that site k is opened as a hub if the corresponding variable x kk takes the value 1.
The formulation of the model is:
k∈A m∈A
The objective function (3) accounts for the weighted sum of the three components of the shipping cost, namely origin-first hub, hub-hub and hub-destination. The origin-hub costs are 2 MODEL AND MIP FORMULATIONS 8 accounted after assigning the lambda parameters, i.e.
the second and third blocks of delivery costs, i.e. the hub-hub and hub-destination cost, scaled with the µ and δ parameters respectively, can be stated as: k∈A ℓ∈A m∈A (µc kℓ + δc ℓm )s kℓm .
The constraints of the model are described in [36] with the only exception of (11) , that is the capacity constraint on the hubs, in spite of that and for the sake of completeness we include below a brief description of them. Constraints (4) ensure that the flow from the origin site j is associated with a unique first hub. Constraints (5) ensure that any origin only can be allocated to an open hub. Constraint (6) fixes the number of hubs to be located. Constraints (7) are flow conservation constraints, such that the flow that enters any hub k with final destination m is the same that the flow that leaves hub k with destination m. Constraints (8) ensure that if the final destination site is a hub, then the flow goes at most through one additional hub. These constraints are redundant whenever the cost structure satisfies the triangular inequality, however they are useful in reducing solution times (see [36] ). Constraints be open hubs. Constraints (11) establish the capacity constraints of the hubs. Observe that this family of constraints make redundant the family (5), but we have kept it because it reduces the computational times. Constraints (12) link sorting and covering variables. They state that the number of allocations with a cost at leastĉ (h) must be equal to the number of sites that support shipping costs to the first hub greater than or equal toĉ (h) . Finally, constraints (13) are a group of sorting conditions on the variablesū ih .
The reader may note that this formulation is a natural extension for the capacitated version of the radius formulation already considered for the uncapacitated ordered median hub location problem in [36, 37] . However, although this formulation is enough to specify the CSA-OMHLP, we have found that for solving medium sized problems it produces very large MIP models, which are difficult to solve with standard MIP solvers (CPLEX, XPRESS;
Gurobi...). Therefore, some alternatives should be investigated.
One way to improve the performance of the above formulation is to take advantage of some features of that model to reduce the number of variables. In this case, one can suc-
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ceed reducing the number of u variables. The logic of the above formulation can be further strengthen for important particular cases of the discrete ordered median hub location problem. In the following, we show a reformulation that is based on taking advantage of sequences of repetitions in the λ-vector. (See [33, 37, 38] for similar reformulations applied to other location problems.)
One can realize that for λ-vectors with sequences of repetitions -i.e. the center, k-centrum, trimmed means or median among others-, many variables used in formulation Fū are not necessary (since they are multiplied by zero in the objective function), and some others can be glued together (since they have the same coefficient in the objective function). Moreover, under the assumption of the free self-service, and that any origin is allocated to itself if it is a hub, we conclude that the p smallest transportation costs from the origin to the first hubs are 0, i.e. the first p components of the λ-vector are multiplied by 0. Therefore, in order to simplify the problem one can disregard the p first components of the λ-vector. Let
In order to give a formulation for the CSA-OMHLP taking advantage of these facts, we need to introduce some additional notation. Let I be the number of blocks of consecutive equal non-null elements inλ and define the vectors:
1. γ = (γ 1 , . . . , γ I ), being γ i , i = 1, . . . , I the value of the elements in the i-th block of repeated elements inλ. With the above notation the formulation of CSA-OMHLP is:
The objective function (15) is a reformulation of (3) substituting theū variables by the new u, v variables and the vector γ, taking advantage of the λ vector properties. Constraints (16) ensure that the number of sites that support a shipping cost to the first hub greater than or equal toĉ (h) is either equal to the number of allocations with a cost at leastĉ (h) whenever v Ih > 0 or less than or equal to α I+1 otherwise. Constraints (17) are sorting constraints on the variables u similar to constraints (13) , and constraints (18)- (19) provide upper and lower bounds on the variables v depending on the values of variables u.
The main difference between Fū and F uv is that allū ih variables associated with blocks of zero λ-values are removed, and those associated with each block of non-null λ values are replaced by 2 × G variables. Therefore, overall we reduce the number of variables by
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Note that in Formulation Fū, the family of constraints that links covering variables (variablesū) and the allocation variables (variables x), i.e. (12) , is given with equalities. This fact implies that the actual dimension of the feasible region in the space ofū and x variables is smaller than the one that we were currently working on. This is exploited in the new formulation. Indeed, we reduce the number of variables used in the sorting phase replacingū by u and v. Therefore, the dimension of the feasible region in the space of u, v, x variables has smaller dimension. In addition, the constraints that link sorting and design variables, namely (16) , are given as inequalities. This new representation, although valid for the problem, induces some loss of information in that it does not allow us to take full control of the exact number of allocations at some specific cost. This does not affect the resolution process but influences the derivation of valid inequalities.
Finally, for those cases where β i = 1 we observe that v ih = u ih . This set of constraints whenever valid, was added to reinforce the formulation.
Example 2.1 To illustrate how the F uv versus Fū formulations work, we consider the following data. Let A = {1, . . . , 6} be a set of sites and assume that we are interested in locating p = 2 hubs. Let the cost and flow matrices be as follows: 
Therefore,ĉ (·) , the sorted vector ofĉ, is in our casê Figure 1 ):
Analogously, the allocation of first hubs to final destinations are given by the values of the non null variables s. Thus, the flows considering as first hubs 4 and 6 are (see Figure 1 for a graphical representation of the delivery paths): Moreover, the covering variablesū ih are given below. Due to their structure, we only report for each i the last one and first zero occurrences since they characterize the remaining values. Hence, the overall cost of this solution is
(µc kℓ + δc ℓm )s kℓm = 636 + 1500.8 = 2136.8.
In addition, to illustrate how the formulation F uv is related with Fū, we also include the solution of the covering variables u ih and v ih :
c (6) . . . c (24) c (25) Note that we have only one block of repeated non-null elements of theλ-vector, so I = 1.
(See the right part of Figure 2 .) The number of zero entries between two blocks is α 1 = 2, and the number of elements in the 1-st block of non-null elements is β 1 = 2. Furthermore,
is the repeated value in the 1-st block.
. . . c (9) c (10) c (11) c (12) c (13) c (14) c (15) c (16) c (17) . . . c (25) c (26) 
The variable u 1,h points out to the row p + α 1 + 1 = 5 of the original variableū i,h . Whereas the variable v 1,h accounts for the number of assignments between the positions p + α 1 + 1 = 5
Fromū i,h , we know that the 5-th assignment cost isĉ (9) and the 6-th assignment cost iŝ c (12) . For this reason v 1,h is equal to 2 up to column 9, this is the number of assignment costs greater thanĉ (9) . Being this number equal to 1 from h = 10 to h = 12, and zero for the remaining columns.
Applying this formulation, the overall reduction in the number of variables is (n−2I)×G = 104. The rest of variables x and s remain the same, and again the overall cost of this solution
3 Strengthening the formulation
Variable fixing
Next, we describe some preprocessing procedures that we have applied to reduce further the size of formulation F uv . We present a number of variable fixing possibilities for the set of variables u and v which are useful in the overall solution process. The variable fixing procedures developed in this section are based on ideas used in [36, 37] and taking advantage of the capacity constraints. Indeed, we are adding the reinforced effective capacity constraints, as well as some surrogated version of constraints (24) Tables 1 and 2 (column named as 'Fixed').
Before describing these procedures for fixing variables, the following simple arguments allows us to fix some variables:
1. First, c jj = 0 ∀j ∈ A, i.e.,ĉ (1) = 0. Moreover, every origin where it has been located a hub will be allocated to itself as a first hub.
2. Second,ĉ jk = 0 if and only if j = k, i.e., any non-hub origin is allocated to a first hub at a cost of at leastĉ (2) .
Therefore, since in this formulation the first p-allocations are considered only implicitly, we
. . , I.
Preprocessing Phase 1:
Fixing variables to the upper bounds for the formulation with covering variables strengthen with capacity constraints.
Due to the definition of the variables in formulation F uv , one can expect that u ih = 1 whenever i is large and h is small to medium size because this would mean that the (p + α i + β i−1 + 1)-
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15 th sorted allocation cost would not have been done at cost less thanĉ (h) . The reader should observe that an analogous strategy applies to the variables v since their interpretation is similar, but in this case the values of v ih would be fixed to β i . For the cases where it is not possible to fix the corresponding v-variable, it could be still possible to establish some lower bounds as we will see later.
Next, to fix variables u ih and v ih for i = 1, . . . , I, h = 1, . . . , G, we deal with an auxiliary problem that maximizes the number of variables that may assume zero values, satisfyinĝ c jk ≤ĉ (h−1) and the capacity constraints. For any h = 1, . . . , G and j, k ∈ A such that
To avoid possible misunderstanding in the cases where variables z h jk are not defined, i.e. when c jk >ĉ (h−1) , we can assume that z h jk := 0. For a given h, we introduce the effective capacity of a hub k at a cost at mostĉ (h−1) as,
Indeed, the capacity of a hub k is always lower than or equal to b k . In addition, if we restrict ourselves to the nodes served at a cost of at mostĉ (h−1) , then the actual capacity to cover this set should be lower than s∈A:ĉ sk ≤ĉ (h−1) W s , and this gives us the expression of b h−1 k . The optimal value P 1 (h) of the following problem fixes the maximal number of allocations that may be feasible at a cost of at mostĉ (h−1) .
Then, depending on the value P 1 (h) we can fix some variables to their upper bounds. Let us denote by i 1 (h) ∈ {1, . . . , I} the index such that
Preprocessing Phase 2: Fixing variables to their lower bounds
Following similar argument to the previous subsection, one can expect that many variables u and v in the top-right hand corner of the matrices of variables u and v , respectively, will take value 0 in the optimal solution. Indeed, u ih = 0 means that the (p + α i + β i−1 + 1)-th sorted allocation cost is less thanĉ (h) which is very likely to be true if h is sufficiently large and i is small. Note that an analogous strategy, applies to the variables v since their interpretation is similar. For the cases where it is not possible to fix the corresponding v-variable it could be still possible to establish some upper bounds.
For any h = 2, . . . , G, j, k ∈ A such thatĉ jk ≥ĉ (h−1) let define variables z h jk as (22) . To avoid possible misunderstanding in the cases where variables z k jk are not defined, i.e. when c jk <ĉ (h−1) , we can assume that z h jk := 0. Using these variables, the formulation of the problem that maximizes the number of non-fixed allocations at a cost at mostĉ (h−1) is:
Note that the value P 2 (h) implies that there are no feasible solutions of the original problem with less than n − P 2 (h) allocations fixed at a cost at mostĉ (h) .
Thus, in any feasible solution of the problem we have that:
Note that whenever n − P 2 (h) = p then there is nothing to fix and therefore no variables are set to zero in column h.
Valid Inequalities
In order to strengthen formulation F uv we have studied several families of valid inequalities.
In fact, taking advantage of previous experience on the non-capacitated version of the problem we have borrowed a first family of valid inequalities that are very simple and that have proven to be effective in different ordered median problems with covering variables [36, 37] . This family is
Since, these families are straightforward consequence of the definition of variables u and v they have been included in the original formulation.
In the following, we describe several alternative families of valid inequalities: three sets of inequalities, (28) , (29)- (32), and (33)- (36), based on the combination of ordering and capacity requirements and two more sets, (37) and (38)- (39), that do not use capacities.
STRENGTHENING THE FORMULATION 18
First family of valid inequalities: Valid inequalities based on capacity I
We can add to this model several families of valid inequalities based on capacity issues that help in solving the problem by reducing the gap of the linear relaxation and the CPU time to explore the branch and bound search tree.
Observe that the capacity of the set of hubs that may be used to assign origins in A at a cost at mostĉ (h−1) , is given by
is the effective capacity at a cost at mostĉ (h−1) , defined by (23) . Recall that, although the capacity of a hub k is always lower than or equal to b k , when we restrict to the nodes served at a cost of at mostĉ (h−1) , then the actual capacity to cover this set should be
k . Making use of the above observation, we can add the following family of constrains as valid inequalities j∈Â c jk ≤ĉ (h−1)
which enforces that all the flow sent from origin-hubs at a cost at mostĉ (h−1) cannot exceed the effective capacity at that cost. Observe that in the case where b h−1 k takes the value (28), but in the case where b
Observe that this last valid inequality is an alternative surrogation, with capacity coefficients, of constraints x jk ≤ x kk that although valid do not appear in the model because of its large cardinality. This new form of aggregation has provided good results in the computational experiments.
Second family of valid inequalities: Valid inequalities based on capacity II
This section introduces another family of valid inequalities based on capacity issues that help in solving the problem. In order to present these new valid inequalities based on capacity requirements we introduce some new notation. Assume without loss of generality that W i ≤ W i+1 for i ∈ A \ {n} and let W j = j r=1 W r and S k := {i ∈ A : i ≤ k} for k ∈ A be a given set of origin sites.
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In case that the effective capacity at a cost at mostĉ (h−1) is not sufficient to cover the demand of S k , i.e. −1) value. Moreover, we have chosen this particular structure of S k consisting of the k origins (nodes) with the k-smallest flows, because given a fixed amount of flow, the maximal cardinality set of origins, such that the overall flow originated in this set is lower than or equal to this amount, is provided by a set S k for some k ∈ A. Therefore, since we are dealing with the worst cases, it allows us to fix some variables u and v through the following valid inequalities. For each h = 2, . . . , G we obtain the following: 
Observe that the above inequality amounts to a disjunctive condition: either the effective capacity at a cost at mostĉ (h−1) is enough to cover the demand of the k smallest flows from origin sites or the i-th sorted cost allocation must be assigned at a cost at least c (h) .
• If α i + β i−1 + 1 < k ≤ α i + β i , and namely if the index of the last element, k, that defines S k lies in the i-th block of non-null elements, then
In this case, the inequality is similar to the previous one but written in terms of the variables v that allow to control the capacity whenever k falls within a block of non-null elements in theλ vector.
Remark 3.1 Recall that if k > P 1 (h) − p, variables u ih and v ih have been already fixed by the Preprocessing Phase 1, and for the above inequality to be effective k ≤ P 1 (h) − p, or equivalently, i ≤ i 1 (h) .
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Based on the same arguments we can add a larger family of valid inequalities built on arbitrary sets of origin sites. Let S be a set of origin sites, and suppose that
• If α i−1 + β i−1 < k ≤ α i + β i−1 + 1, for some i ∈ {1, . . . , I}, and k ≤ P 1 (h) − p then
• If α i + β i−1 + 1 < k ≤ α i + β i , and k ≤ P 1 (h) − p then
Now, assuming a more general case and for an improvement of the above inequalities (29) and (30), for a given h ∈ {2, . . . , G}, and
M s is the minimum allocation cost to s as an open hub. In other words, no allocation to hub s is possible at a cost less than M s , except in case s were a hub itself. We shall call this value the empty radius of s.
Define s(h − 1, k) to be the index of the sorted sequence of elements W s such that there are exactly k elements W s with s ≤ s(h − 1, k) and M s ≤ĉ (h−1) , namely s(h − 1, k), is the index such that
Then it holds that,
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The above inequality is also a disjunctive condition that "reinforces" the family of valid inequalities (29) . It states that if the effective capacity at a cost at mostĉ (h−1) is not enough to cover the flow sent from origin sites that are not hubs and that can be allocated at some costs less than or equal toĉ (h−1) then some of the origin sites with allocation costs less thanĉ (h−1) must be assigned at a cost at leastĉ (h) . We observe that the use of u variables in the left-hand side of the inequality is due to the fact that k falls within a block of null elements in theλ vector. A similar inequality also holds when k falls within a block of non-null elements as shown below.
•
This inequality is similar to the previous one whenever the index k falls within a block of non-null elements in theλ vector.
Finally, as the index s(h − 1, k) should be greater than or equal to k, we can split the above equations, (33) and (34), into s(h − 1, k) − k equivalent inequalities. This is, for any
to be the index of the sorted sequence of elements
Ms>ĉ (h−1) and s≤ŝ(h−1,k,t)
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Observe
Thus, the families of valid inequalities (35) and (36) include as particular instances the families (33) and (34).
Third family of valid inequalities: Disjunctive implications
The third family of valid inequalities, directly borrowed from [37] , state disjunctive implications on the origin-first hub allocation costs. They ensure that either origin site j is allocated to a first hub at a cost of at leastĉ (h) or there is an open hub k such thatĉ jk <ĉ (h) . This argument can be formulated through the following family of valid inequalities:
k∈A:ĉ jk ≥ĉ (h)
Fourth family of valid inequalities
Using the definition of the variables u and v, we establish a lower and an upper bound of the number of feasible allocations at a costĉ (h−1) . Observe that using the family of constraints (12) for the original formulation, the exact number of allocations done at a costĉ (h−1) is given by i∈A (ū i,h−1 −ū i,h ). However, since in formulation F uv the number of variables has been considerably reduced, some information is lost. In particular, we cannot keep under control with this new formulation the exact number of allocations at a costĉ (h−1) . Indeed, the counterpart to equalities (12) in formulation F uv is the family of constraints (16) . Therefore, we are only able to give a lower and upper bound of this number of allocations. These lower
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and upper bounds are formulated, respectively, by the following two families of constraints:
The first sum in the right hand side of both families gives the exact number of allocations at costĉ (h−1) in the positions corresponding to non-null blocks of the vector λ. However, the second sum in the right hand side of constraints (38) provides a lower bound of the number of allocations at costĉ (h−1) in the positions corresponding to the null blocks. In the same way, the 2nd to the 4-th sums in (39) provide an upper bound on the number of these allocations.
Computational Results
The formulations given to the CSA-OMHLP with the corresponding strengthening and preproccesing phases, described in this paper, were implemented in the commercial solver XPRESS IVE 1.23.02.64 running on a Intel(R) Core(TM) i5-3450 CPU @3.10GHz 6GB RAM.
The cut generation option of XPRESS was disabled in order to compare the relative performance of the formulations cleanly.
For this purpose we use the AP data set publicly available at http://www.cmis.csiro.au/or /hubLocation (see [19] ). As in previous papers on the field related to the uncapacitated version of this problem, we tested the formulations on a testbed of five instances for each combination of costs matrices varying: (i) n in {15, 20, 25, 28, 30} (ii) three different values of p depending on the case and (iii) µ = 0.7, δ = 0.9µ and six different λ-vectors. These λ-vectors are the well- 1, . . . , 1, 0, . . . , 0, 1, . . . , 1)). Therefore, for the each combination of n, p and λ we have tested five instances. This is, a total number of 450 problems have been used to test the performance of the proposed models.
The capacities were randomly generated in [min
This generation procedure does not ensure in all cases feasible instances, as capacity constraints can be very tight for problems with a low number of hubs (n = 3, 5). Overall, in our experiments we got, initially 10 infeasible instances out of 75 (13.3%). These instances were replaced by new feasible ones (generated with the same capacity structure). Hence, the reader may observe that the generation procedure gives tight capacity constraints.
First of all, and for the sake of readability, we present in Figure 3 F uv +P 12 when the two preprocesses P 1 (h) and P 2 (h) are applied; and F uv +P 12 +VI when the Valid Inequalities are added as well, denoted with their corresponding references.
Analyzing this figure we observe the improvement obtained with F uv and its strengthening as compared with Fū or even F uv alone. Actually, the overall reduction in running time with respect to the initial formulation is above 89%.
Next, focusing in the best model, namely F uv + P 12 +VI (28), (35)- (39), we observe that the most time consuming problem is the one with λ-vector given by {0, 1}-blocks with a significant difference with respect to the remaining λ-vectors. The second most time consuming problem corresponds with the Antitrimmean. Similar conclusions, regarding the number of nodes, are obtained looking at the right chart of Figure 3 . It is worth mentioning that although the formulation Fū provides the worst computational times, it is the one that reports the lowest number of nodes in the B&B tree. This fact is explained because Fū has a larger number of variables than F uv which results in more difficult LP relaxations in each node of the B&B tree.
In spite of that Figure 3 shows the general overview of our computational results, we also include in the following a more detailed analysis based on Tables 1−6 . Tables 1 and 2 Tables 1 and 2 show, as a general trend, that the CPU time increases similarly, for all choices of the λ-vector, with the size of the instances. We can see that 69 instances required more than two hours to be solved using Formulation Fū, however the remaining two analyzed ways to solve this problem were able to solve all the instances within the CPU time limit, except in a few cases for the Antitrimmean and {0, 1}-blocks problem types. Regarding the running times for the different types of problems, we can see that Anti-TrimMean and Blocks have been the problems that need more time to be solved. In any case, we observed that there is a considerable reduction of the running times from the original formulation to the improved formulation, and after applying the preprocessing phases. From tables 1 and 2, one can remark that, Formulation F uv with Preprocessing Phases 1 and 2 provides better results, with a reduction of around a 86% of the time with respect to Formulation Fū (taking into account that the latter formulation was not able to solve all the studied instances before the time limit was exceeded). Moreover, the reduction of the running times with respect to Formulation F uv (without preprocessing phases) is around 32 %.
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As for the comparison between RGAP's, we observe that the average gap of the linear relaxation after preprocessing reduces around 32% from the original formulation (Formulation Fū) to Formulation F uv with Preprocessing Phases 1 and 2. In any case, it is also worth noting that the gap from the original formulation to the improved formulation (without any preprocessing phase) is reduced around 9%, what implies that even though this improved formulation uses much less number of variables, it provides a better RGAP. Tables 3 and 4 present several improvements to Formulation F uv with Preprocessing Phases 1 and 2. In particular, the second, third and fourth blocks of columns summarize the results when the combination of valid inequalities (28)- (30); (28), (33)- (34) and (28), (35)- (36) are added to this formulation, respectively. In general, we can see that the latter combination provides the best results. In particular, there is an improvement of 7 % of the running times with respect to Formulation F uv with Preprocessing Phases 1 and 2. Moreover, with respect to the number of nodes the improvement is around 15%, but the RGAP is similar for all the analyzed reinforcements.
Since the best behavior observed was obtained with reinforcement given by (28) , (35)- (36), in the rest of our tests we have used this configuration to make further strengthening. Tables   5 and 6 present several improvements to the Formulation F uv with Preprocessing Phases 1 and 2 and valid inequalities (28) , (35)- (36) . In particular, the second, third and fourth blocks of columns report the results after including the family of valid inequalities (37), (37)- (38) and (37)- (39), respectively. These tables show that the best results are obtained when all valid inequalities, (37)- (39) , are added to the current configuration; with an improvement of 18% in the running time, 28% in the number of nodes and 12 % in the RGAP.
The overall conclusion of our experiment is that in order to solve CSA-OMHLP the best combination of formulation and strengthening is to use F uv +P 12 + (28)
+(35)+(36)+(37)+(39).
This configuration allows to solve medium size instances within 10 minutes of CPU time.
Concluding remarks
This paper can be considered as an initial attempt to address the capacitated single-allocation ordered hub location problem. The formulations, strengthening and preprocessing phases de-
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veloped in this paper provide a promising approach to solve the above mentioned problem although so far only medium size problems are reasonably well-solved. Thus, this work opens interesting possibilities to study-and-develop ad-hoc solution procedures that allow us to consider larger size instances of this problem. Moreover, it also points out the possibility of developing heuristics approaches that will give good solutions in competitive running times.
All in all, this paper shows the usefulness of using covering formulations and their corresponding strengthening for solving capacitated versions of ordered hub location problems. 
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