A quadrature rule is presented that is exact for integrands of the form 7t(Z) + m(Ç)loxiÇ on the interval (0, 1), where n and tu are polynomials. The computed weights and abscissae are given for one-through seven-point rules. In particular, the four-point rule is exact for integral operators with logarithmically singular kernel on a cubic B-spline basis, and it is expected these results shall prove useful for numerical applications of weighted-residual finite element methods.
INTRODUCTION
In the formulation of solutions to initial value and boundary value problems for a partial differential equation by means of integral operators, one is led in a natural way to integrals with singular kernel functions. This is due to the singularity of the associated fundamental solution and the fact that this fundamental solution, or some derivative of it, often is used for the kernel of the integral representation. The problems arising in mathematical physics in two spatial dimensions typically lead to kernels with a logarithmic singularity. For example, the wave equation ¥" = c2Ay¥ is reduced by the form ^(i, <!;) = if/(^)e~"°' to the Helmholtz equation Aip + k2\p = 0, where k2 = co2/c2 and £, £ R2, and which in two dimensions has a fundamental solution involving flg!)(*ril).
In numerical work based upon an integral representation with such a kernel, these integrals pose a bit of a problem for typically, as in a Galerkin method solution, many numerical integrals are required, but only particular ones (the so-called self-terms) possess a truly singular kernel and special handling of these terms must be performed. For the sake of concreteness, consider for the moment integrals of the form J0 /(£) dÇ where / has a weak, integrable singularity at the lower endpoint. Two straightforward ways of computing such an integral are: (1) Replacing the lower endpoint by e (> 0), and computing the resulting integrals for a sequence of e 's tending to zero, perhaps employing some sort of sequence extrapolation; and (2) decomposing / into an easily-treated singular part fs of special form and a bounded part /¿ such that / = fs + fb > then computing the individual integrals by special techniques and as the integrand naturally separates into a part which is well-behaved ( fb ) and another part which is a power series attached to a logarithm ( fs ). Other methods include change-of-variable techniques [2, 4, 6, 7, 11] (the tanh, erf, and IMT rules), Gaussian quadrature for specialized singular weight functions [10] , or most simply computing and ignoring the singularity. Evidently there are relative strengths and weaknesses associated with these approaches. In this paper we describe a quadrature rule suited for integrands with and without logarithmic singularities. In particular, this rule in which n and w are polynomials of degree at most N. Thus, the interest lies in being able to compute numerically integrals, possibly possessing a logarithmic singularity in their integrands, without having to develop special methods for handling them or separating them from the nonsingular ones. The approach taken is similar in spirit to the one by Harris and Evans [5] , appending singular basis functions to the usual (polynomial) quadrature basis. It is hoped that rules of this type will be found useful in computations in which a weakly singular integral operator is acting upon smooth functions as in the case when a spline basis is assumed in the Galerkin method. Low-order weights and abscissae ( N = 0, ... , 6 ) are presented in Table 1 . In applications of the finite element method, these low-order rules perhaps are the ones most useful.
Derivation of the weights and abscissae
Let %$N be the linear space of polynomials on [0, 1 ] of degree at most N. We shall require a quadrature rule of the type ( 1 ) exact for every / of the form (2) with n, w £ *Pat . Explicitly, we need where here we regard X as an estimate of the abscissae and X' a refinement of this estimate. We have W = AiX)~xd and viX', W) = AiX)~xg so that the iteration is well defined for every invertible AiX). In this way we have an iteration of the general form X' = cp(X).
Numerical results
Clearly, if the iteration X' = <p(X) converges and the resulting A(X) is nonsingular, then we have the desired quadrature rule; but it is unfortunate that in practice these iterates bounce about quite a bit-cp is not a contraction. It was found though that the operator Aß : RN+X -* 7?^+' with AßX = X+p(cp(X)-X) tends to be contractive for p « 1/2. The resulting convergence is very slow (it appeared to be at most linear) but useful for providing starting values for a Newton-Raphson scheme for Fß(x) = 0 with Fß defined by Fß(X) = (I -Aß)X. A real problem for higher N was obtaining reasonable estimates for the abscissae to begin the iteration, and the resulting convergence, or lack thereof, was rather sensitive to this initial choice; this sensitivity increases with increasing N and suggests the need for using some sort of continuation method.
All computations were performed using about 50 significant decimal digits with the aid of Smith's FM multiple precision software [9] . The computed weights and abscissae to 30S are given in Table 1 ; they have been checked and are believed to be accurate to all shown places.
Comments
The set of integrands of the form (2) has the nice property that it is closed under scaling of the interval, for, if / = n + w log, then f(htV) = n(ht\) + w(hi)log(K) = (n(ht,) + w(K)log(h)) + w(h£,)log(cV), License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use which also is of the form (2) . And since the quadrature rule presented evaluates /0 f(Ç)dÇ exactly, it also evaluates /0 f(Ç)dÇ exactly, which is a property not shared by most weighted Gaussian quadrature rules. This property makes the rule described attractive for applications in which weakly singular integrals must be evaluated over decreasing or partitioned meshes. It would be useful to establish the Kronrod-Patterson rules associated with the presented quadrature formulas.
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