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Abstract
Lattice QCD allows us to study the structure of hadrons from first-principles calcula-
tions of quantum chromodynamics. We present calculations that shed light on the
behavior of quarks inside hadrons in both qualitative and quantitative ways.
The first is a study of diquarks. We bind two quarks in a baryon with a static
quark and compute the simultaneous two-quark density, including corrections for
periodic boundary conditions. Defining a correlation function to isolate the intrinsic
correlations of the diquark, we find that away from the immediate vicinity of the static
quark, the diquark has a consistent shape, with much stronger correlations seen in
the scalar diquark than in the axial-vector diquark. We present results at pion masses
293 and 940 MeV and discuss the dependence on the pion mass.
The second set of calculations is a more quantitative study that covers a wide
range of (mainly isovector) nucleon observables, including the Dirac and Pauli radii,
the magnetic moment, the axial charge, and the average quark momentum fraction.
Two major advances over previous calculations are the use of a near-physical pion
mass, which nearly eliminates the uncertainty associated with extrapolation to the
physical point, and the control over systematic errors caused by excited states, which
is a significant focus of this thesis. Using pion masses as low as 149 MeV and spatial
box sizes as large as 5.6 fm, we show the importance of good control over excited
states for obtaining successful postdictions—which we achieve for several quantities—
and we identify a remaining source of systematic error that is likely responsible for
disagreement with experiment in the axial sector. We then use this understanding
of systematics to make predictions for observables that have not been measured
experimentally.
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Title: William A. Coolidge Professor of Physics
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Chapter 1
Introduction
The fundamental theory of the strong interaction that governs the protons and neutrons
(nucleons) found inside atomic nuclei is quantum chromodynamics (QCD), which
forms part of the Standard Model of particle physics. The basic ingredients of QCD
are an SU(3) gauge field and a set of massive fermion fields that transform under
the fundamental representation of the gauge group. When nucleons are probed at
high energy, the particles associated with these fields are revealed: gluons and quarks,
respectively. This occurs because QCD features asymptotic freedom, meaning that
at higher energies the coupling strength becomes weaker and perturbation theory
is applicable. At low energies, QCD is strongly interacting and has the property of
confinement, meaning that quarks and gluons always exist in bound states (hadrons)
that are singlets under the gauge group.
The only known method of doing calculations in low-energy QCD that has fully-
controllable errors is lattice QCD. This is a way of regularizing QCD that preserves
gauge symmetry and makes the Feynman path integral finite-dimensional and tractable
using Monte Carlo methods with modern high-performance computing facilities.
Lattice QCD discretizes Euclidean space-time into a four-dimensional hypercubic grid
with spacing a, typically in a periodic box of size L3s ×Lt, such that the vertices of the
grid are located at x = an, where nµ ∈ Z, 0 ≤ ni ≤ Ls/a, and 0 ≤ n4 ≤ Lt/a. The
quark fields q(x) are restricted to being located on the vertices, and the gauge fields
are represented by links Uµ(x), which are SU(3) matrices located on the edges of the
grid to provide the gauge connection between adjacent vertices at x and x+ aµˆ.
Lattice QCD actions have the form SLQCD[U, q¯, q] = Sg[U ]+q¯D[U ]q; in practice, the
path integral for the Grassmannian quark fields is done analytically and the remaining
integral over configurations of gauge links is done using importance sampling from the
resulting probability distribution p[U ] ∝ e−Sg [U ] detD[U ], producing an ensemble of
gauge configurations. The finite lattice spacing and finite volume introduce UV and
IR cutoffs; controlling errors requires removing the cutoffs using a series of ensembles
that approach the continuum and infinite-volume limits. To date, this has been
achieved for only a handful of observables. Furthermore, almost all calculations use
larger-than-physical light quark masses (in practice, these are characterized by the
pion mass), since this is less computationally expensive, and thus they also require an
extrapolation to the physical pion mass.
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In addition to calculations that are directly relevant to experiment, lattice QCD
also provides the opportunity to study qualitative aspects of QCD that are difficult
or impossible to access with experiments. Chapter 2 reports a study of this kind,
looking at spatial correlations between the densities of two quarks in a baryon. In
addition to helping to understand the internal structure of hadrons, the results are
also relevant for judging how realistic models are that treat diquarks as pointlike
degrees of freedom.
The rest of this thesis is focussed on more quantitative observables, including many
that are directly probed by experiments or are relevant for analyzing results from
experiments. These observables are described in Chapter 3, which concludes with a
description of lattice QCD methodology and an overview of recent calculations using
lattice QCD. Chapter 4 is dedicated to the study of one kind of systematic error:
contributions from unwanted excited states that contaminate calculations of nucleon
observables. Finally, the main quantitative results are presented in Chapter 5, which
describes results from a set of calculations that includes an ensemble with a large
volume and a near-physical pion mass.
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Chapter 2
Spatial diquark correlations in a
hadron
The notion of a diquark is used to describe the collective behavior of a pair of quarks;
it have been invoked to explain many phenomena of strong interactions [APE+93].
By introducing diquarks as effective degrees of freedom in chiral perturbation theory,
they have been used to explain the enhancement of ∆I = 1
2
nonleptonic weak decays
[NS91]. A simple quark-diquark model is quite successful at organizing the spectrum
of excited light baryon states [SW06].
The simplest diquark operators are quark bilinears with spinor part qTCΓq. The
lowest-energy combinations are color antitriplet, even parity [Jaf05], which are di-
vided into two kinds: the flavor symmetric scalar diquarks (Γ = γ5), and the flavor
antisymmetric axial-vector diquarks (Γ = γi).
Both one-gluon exchange in a quark model [DRGG75, DJJK75] and instanton
[SS98] models give a spin coupling energy proportional to ~Si · ~Sj, which puts the
scalar diquark at lower energy than the axial-vector diquark. The strength of this
coupling falls off with increasing quark masses. For the instanton model, the effective
interaction has a flavor dependence that also favors the scalar diquark. As a result,
the scalar diquark is called the “good” diquark and the axial-vector diquark is called
the “bad” diquark.
2.1 Earlier studies in baryons
Since diquarks are not color singlets, studying them within the framework of lattice
QCD typically requires that they be combined with a third quark to form a color
singlet. Diquark attractions result in spatial correlations between the two quarks in
the diquark, which can be probed by computing a wavefunction or two-quark density.
In one study [BGH+07], using gauge fixing and three quarks of equal mass, a
wavefunction was computed by displacing quarks at the sink,
ψ(r1, r2) ∝
∑
rs
〈u(rs + r1, t)d(rs + r2, t)s(rs, t)
× u¯(0, 0)d¯(0, 0)s¯(0, 0)〉.
(2.1)
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Figure 2-1: Geometry of the three quarks used in this chapter and in [BGH+07] (left),
and restricted geometry used in [AdFL06] (right).
Then, using the more convenient coordinates
R = (r1 + r2)/2 and r = (r1 − r2)/2 (2.2)
(Fig. 2-1, left), the wavefunction of the good and bad diquarks was shown for different
fixed R = |R| as a function of r, in both Coulomb gauge and Landau gauge. In all
cases, the wavefunction had a peak near r = 0, but it was found to fall off more rapidly
for the good diquark, consistent with the expectation that good diquarks are more
tightly bound.
In general, the definition of a quark wavefunction must also specify the gauge field
that is associated with each configuration of quarks. In Ref. [TN94], it was found that
using Coulomb gauge provides a gluon configuration that has a greater overlap with
the hadron ground state than when using a string of glue, but an even greater overlap
could be obtained by finding the ground-state distribution of gluons in the presence
of a configuration of static quarks. Alternatively, a gauge-invariant description of
the distribution of quarks can be obtained from the density of quarks, measured by
placing one or more quark vector current operators on the same time slice.
In a second study [AdFL06], spatial correlations were investigated by computing
the two quark density ρ2(ru, rd) for a (u, d) diquark in the background of a static quark.
To isolate correlations caused by the diquark interaction, analysis was restricted to
spherical shells |ru| = |rd| = r (Fig. 2-1, right). For both good and bad diquarks, the
density was found to be concentrated near rud = |ru−rd| = 0, and the effect was much
stronger for the good diquark. Fitting ρ2 for the good diquark to exp(−rud/r0(r)), r0
reached a plateau for large r, giving a characteristic size r0 = 1.1± 0.2 fm.
2.2 Correlation function
In the first study, the wavefunctions of good and bad diquarks were compared for
an unrestricted geometry, but they were not compared against an uncorrelated wave-
function. In fact, a totally uncorrelated wavefunction could give the appearance of
a diquark. Consider ψ(r1, r2) = φ(r1)φ(r2), with φ(r) = exp(−αr2). Then, since
r21 + r
2
2 = 2(R
2 + r2), we have
ψ(r1, r2) = e
−α(r21+r22) = e−2α(R
2+r2).
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Even though r1 and r2 are uncorrelated in ψ, at fixed R there will still be a peak
at r = 0, giving the appearance of a correlation. In the second study, the intrinsic
clustering caused by the diquark interaction was shown, however this was achieved by
using a restricted geometry.
To overcome these limitations, we combined a diquark with a static quark, using the
baryon operator B = abc
(
uTaCΓdb
)
sc, taking Γ = γ5 for the good diquark and Γ = γ1
for the bad diquark, and calculated the single quark density and the simultaneous
two-quark density:
ρ1(r) = N1
〈0|B(0, tf )Ju0 (r, t)B¯(0, ti)|0〉
〈0|B(0, tf )B¯(0, ti)|0〉 , (2.3)
ρ2(r1, r2) = N2
〈0|B(0, tf )Ju0 (r1, t)Jd0 (r2, t)B¯(0, ti)|0〉
〈0|B(0, tf )B¯(0, ti)|0〉 . (2.4)
Here, there are insertions of the current Jfµ = f¯γµf , and the normalization factors
N1,2 are required since this site-local current is not conserved on the lattice.
In a system where ρ1(r) is uniform, the two-particle correlation can be defined as
C0(r1, r2) = ρ2(r1, r2)− ρ1(r1)ρ1(r2).
Deviations from zero are interpreted as evidence for interactions between particles. This
correlation integrates to zero and approaches zero as the relative distance r12 = |r1−r2|
increases beyond the range of interactions in the system.
The situation considered here is not so simple. The single particle density is not
uniform: it is concentrated near the static quark. C0 will still integrate to zero and fall
off at large distances, however it is also larger near the static quark and this obscures
the diquark correlations.
In order to remove the effect of the static quark, we define the normalized correlation
function:
C(r1, r2) =
ρ2(r1, r2)− ρ1(r1)ρ1(r2)
ρ1(r1)ρ1(r2)
. (2.5)
This divides out the tendency to stay near the static quark and retains the property
of being zero if the two light quarks are uncorrelated (i.e. if ρ2(r1, r2) = ρ1(r1)ρ1(r2)).
The downsides are that C no longer integrates to zero, and it is possible for C(r, r) to
increase without bound as |r| → ∞. For instance, if
ρ2(r1, r2) ∝ e−(
R
α )
2−( rβ )
2
,
then
ρ1(r) =
∫
d3r2ρ2(r, r2) ∝ e
−r2
α2+β2 ,
and the correlation function is
C(r1, r2) = c exp
(
α2 − β2
α2(α2 + β2)
R2 +
β2 − α2
β2(α2 + β2)
r2
)
− 1.
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If there is a tightly bound diquark, such that β2 < α2, then this would lead to C
growing exponentially with R2.
2.3 Density in a periodic box
We assume the lattice spacing is small enough that in an infinite volume we can treat
ρ2(r1, r2) as a function of R = |R|, r = |r|, and θ, the angle between R and r. Since
the calculation is actually carried out on a finite lattice volume, to recover the infinite
volume result, we need to deal with the effect of periodic boundary conditions.
In a periodic box, the different possible paths of quark propagation can be divided
into four classes, of which examples are shown in Figure 2-2. We are interested in the
first case, which is the only surviving contribution as the box size is taken to infinity.
The problem of dealing with ρ in periodic boundary conditions has been previously
analyzed for the case of a meson [BGN95]. It was found that ρ1(r) =
∑
n∈Z3 ρ˜1(r+nL),
where ρ˜1 differs from the infinite volume result only for r & L due to interactions with
periodic images.
These periodic image contributions to ρ correspond to the second class in Fig. 2-2,
in which each quark’s path wraps around the three-dimensional torus a net zero times.
In the meson case, all other paths behave like the third part of Fig. 2-2. In these
cases, there is a net propagation of a colored object around the spatial direction. Like
a spatial Polyakov loop, these contributions are charged under the global Z3 symmetry
of the gluonic action, and thus have a vanishing expectation value on a quenched
ensemble. On a dynamical ensemble, a sea quark can pair with the valence quark;
the lowest-energy state that can propagate is a pion, so this contribution falls off as
exp(−mpiL).
For this study, we have a baryon, and there is an additional contribution not
present in mesons: from “exchange diagrams” (Fig. 2-2, far right) in which the two
quarks travel in opposite directions across the periodic boundary and can form a color
singlet. As the lattice size grows, this becomes dominated by the propagation of the
lightest meson and so falls off as exp(−mpiL).
u d u d u d u d
Figure 2-2: Example quark paths for each of the four classes. Dashed lines are
identified with each other to indicate periodicity of x. The thick line denotes the static
quark and the thin lines indicate paths for the the u and d quarks.
18
Ignoring the exchange diagrams and interactions with periodic images we find
ρ2(r1, r2) =
∑
n1,n2∈Z3
ρ′2(r1 + n1L, r2 + n2L), (2.6)
where ρ′2 is the infinite volume two quark density. In order to deal with image effects, a
phenomenological fit is used. Given a good functional form f ′2(r1, r2) for ρ
′
2 (invariant
under simultaneous rotations of r1 and r2 as well as exchange of r1 and r2), the nearest
images are added in:
f2(r1, r2) =
∑
ni1,n
j
2∈{−1,0,1}
f ′2(r1 + n1L, r2 + n2L). (2.7)
This function and its lattice integral f1(r) =
∑
r2
f2(r, r2) can be simultaneously
fit to ρ2 and ρ1 using a nonlinear weighted least squares method. This allows the
images to be subtracted off, giving ρ′2 ' ρ2 − f2 + f ′2 and ρ′1 ' ρ1 − f1 + f ′1, where
f ′1(r) =
∫
d3r2f
′
2(r, r2).
The static potential for interacting quarks [AdFJ03, TSNM02] is useful for moti-
vating the functional form. There are two main ansa¨tze for the baryon potential, the
Y and ∆, corresponding to flux tube shapes connecting three quarks. Both contain a
sum of two-quark Coulombic potentials and a linear potential. For the ∆, the linear
potential grows with r∆, the sum of two-quark distances, whereas the Y case has a
three-body potential that grows linearly with rY, the minimum length of a Y-shaped
flux tube configuration joining the three quarks. Although the Y potential provides
the best overall fit to lattice data [TSNM02], the ∆ potential works better up to
distances of about 0.8 fm [dFJ05]. The ∆ ansatz has also been found to better fit
the nucleon wave function on the lattice [AdFT02]. The Y and ∆ potentials differ by
not more than about 15%, and here the variable rY was not used in motivating the
functional form. For a two body non-relativistic system, solutions to the Schrodinger
equation with potential 1/r2 have the form exp(−r) near the origin. Likewise, a linear
potential leads to solutions with exp(−r3/2) behavior at long distances. We ultimately
found that the following eleven parameter functional form gave a reasonably good fit:
f ′2(r1, r2) = Ag(r1, B, a1, 0)g(r2, B, a1, 0)g(r, C, a2, b2)
× exp
[
−D
(
r
3/2
1 + r
3/2
2
)
+ Er3/2 + FR3/2 +Ge−α
√
r21+r
2
2
]
,
with g(r, A, a, b) =
{
exp(−Ar) r > a
c1 − br − c2r2 r < a
,
(2.8)
where c1,2 are given by the requirement that g and
∂g
∂r
are continuous at r = a. The
parameters are A, . . . , G, a1, a2, b2, and α.
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2.4 Lattice calculations
We used a mixed action scheme [BEE+10] with domain wall valence quarks, with
mpi = 293(1) MeV and lattice spacing a = 0.1241(25) fm. The 453 gauge configurations
were generated by the MILC collaboration [BBO+01] with asqtad staggered sea quarks,
then HYP smeared [HK01] (this is a gauge-covariant procedure for averaging over
nearby link paths). Propagators were computed every 8 lattice units in the time
direction, allowing for 8 measurements per gauge configuration, with source and
sink separated by 8a. Static quark propagators are given by Wilson lines; these
were computed using gauge links that were HYP smeared a second time to reduce
gauge noise, and measurements were averaged over seven positions for the static
quark: x = 0 and the six nearest neighbors. Lattice sites that are equivalent under
cubic symmetry were averaged. Errors were computed using the jackknife resampling
method [ET93, Tuk58], with binning by gauge configuration, and fits were performed
treating measurements at nonequivalent lattice sites as uncorrelated.
For comparison, we also used a heavy quark mass, with mpi ≈ 940 MeV. Since the
effects of dynamical sea quarks are negligible at that mass, we performed a calculation
with κ = 0.153 Wilson fermions on 200 configurations from the OSU Q60a ensemble
[KPV97], which are 163 × 32 with quenched β = 6.00 Wilson action. From the static
quark potential, this has a/r0 = 0.186 [NS02]. Using r0 = 0.47 fm, the lattice spacing
is a = 0.088 fm. We used a source-sink separation of 11 lattice units and averaged
measurements over the two central timeslices.
We use smeared quarks in the baryon interpolating operator and a projection onto
the non-relavitivstic components, (1 + γ4)/2, in order to improve overlap with the
ground state and minimize the effect of excited states. For the light quark ensemble,
we made use of some quark propagators previously computed, and so we used the
same smearing as in Ref. [BEE+10]. For the heavy quark ensemble, the source and
sink were Wuppertal smeared (α = 3.0; N = 65 for the good diquark, N = 51 for the
bad diquark; this is defined at the start of Chapter 4) using spatially APE smeared
[ACF+87] ( = 1/3, N = 10) gauge links. These parameters were chosen by tuning the
number of Wuppertal smearing steps such that ρ1 is independent of the source-sink
separation; see Figs. 2-3 and 2-4.
The functions f1,2 were fit to a restricted set of the lattice measurements ρ1,2.
Three conditions were imposed to reduce the influence of the points most affected by
images: r < 8a for ρ1, r
2
1 + r
2
2 < 100a
2 for ρ2, and in both cases rimage ≥ 11a, where
rimage is the distance to the nearest periodic image of the static quark. Fits had χ
2
per degree of freedom ranging from 0.25 to 1.85.
In the quenched good diquark case, Figure 2-5 shows the effect of image corrections
for ρ1, and here this procedure is quite successful, even extrapolating beyond the range
included in the fit.
For ρ2, the fit works well although it is not as good as for ρ1. Figures 2-6 and 2-7
show ρ2 with and without image corrections. The figure on the right looks cleaner for
two reasons. First, the fit function is determined using a global fit, which allows for
small deviations in the points included in the plot from the specified R and θ to be
compensated for. Second, image corrections have been applied, which are substantial
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Figure 2-3: Ratio of ρ1 measured at source-sink separation of 11 to ρ1 at source-sink
separation of 9, for the good diquark and two different smearings (N = 65 is displaced
horizontally).
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Figure 2-4: Ratio of ρ1(r) measured at source-sink separation of 11 to ρ1(r) at source-
sink separation of 9, for the bad diquark and two different smearings (N = 65 is
displaced horizontally).
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Figure 2-5: ρ1(r) without (left) and with (right) image corrections for the good diquark
on the quenched mpi = 940 MeV ensemble
10−10
10−9
10−8
10−7
10−6
10−5
0 2 4 6 8 10
a6
ρ 2
(r
1,
r 2
)
r/a
R/a= 0
R/a= 4
R/a= 6
10−10
10−9
10−8
10−7
10−6
10−5
0 2 4 6 8 10
a6
ρ 2
(r
1,
r 2
)
r/a
R/a= 0
R/a= 4
R/a= 6
Figure 2-6: ρ2(r1, r2) without (left) and with (right) image corrections for the good
diquark on the quenched mpi = 940 MeV ensemble, as a function of r with r ⊥ R and
R/a = 0, 4, 6.
for points distant from the origin. The end result is that the difference between
the plotted point and the fit curve is equal to the difference between the raw data
point and the fit for that point. Specifically, for a data point with coordinates (r1, r2)
corresponding to (r, R′, θ′), where R′ ≈ R and θ′ ≈ θ, the value plotted in the image
corrected figure is ρ2(r1, r2)− f2(r1, r2) + f ′2(r, R, θ).
2.5 Results and discussion
As a check of how well the correlation function isolates the diquark from the effect of
the static quark, it is useful to compare different directions for r. As Figure 2-8 shows,
even at R = 0.2 fm, C(r1, r1) is independent of the direction of r. The fact that at
r = 0.2 fm with r ‖ R, where one of the light quarks is located at the static quark,
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Figure 2-7: ρ2(r1, r2) without (left) and with (right) image corrections for the good
diquark on the quenched ensemble, as a function of r with r ‖ R and R/a = 0, 4, 6.
there is no sign of the presence of the static quark, indicates that this correlation
function works quite well. On the other hand, for ρ2, the R/a = 4 data of figures 2-6
and 2-7 show a slope that changes at r/a = 4 for r ‖ R but not for r ⊥ R.
Finally, we can compare the four cases. First, a plot of ρ1 (Fig. 2-9) shows that
the heavier quenched diquarks stay closer to the static quark. The difference between
good and bad diquarks is much smaller, but the quenched bad and unquenched good
diquarks are slightly more tightly held by the static quark.
Fig. 2-10 shows the profile of the correlation function at two fixed distances R
from the static quark to the center of the diquark. The good diquark has a large
positive correlation at small r that becomes negative at large r. The bad diquark
has similar behavior with smaller magnitude. The difference between the good and
bad diquarks is larger for the lighter pion mass, as expected from the quark mass
dependence of the spin coupling that splits good and bad diquarks. As R increases,
both the correlation and the size of the positive region grow, although it is possible
that some of this growth of C(r1, r2) as R increases may arise from the normalization
of the correlation function.
At R = 0.4 fm, the fit agrees well with the data, and it is illustrative to look
at the smooth correlation function derived from the fit. Figure 2-11 shows the full
dependence of the correlation on the two independent degrees of freedom of r, at fixed
R = 0.4 fm.
Our main conclusions are seen clearly in Fig. 2-11. The diquark correlations are
highly independent of θ, indicating negligible polarization by the heavy quark, are
much stronger in the good rather than the bad channel, and increase strongly with
decreasing quark mass. Finally, it is important to note that the diquark radius is
approximately 0.3 fm and the hadron half-density radius is also roughly 0.3 fm, so the
diquark size is comparable to the hadron size. This is reminiscent of the size of Cooper
pairs in nuclei, and argues against hadron models requiring point-like diquarks.
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Figure 2-11: Continuous C(r1, r2) derived from the fit, as a function of r (in fm) with
R = 0.4 fm. The two axes r‖ and r⊥ indicate directions of r parallel to and orthogonal
to R, respectively. The color of the surface is discontinuous at C = 0.
25
26
Chapter 3
Nucleon structure observables
The remainder of this thesis is about calculations of quantitative observables in
nucleons. This chapter describes the observables in which we are interested, briefly
discusses the methodology of their calculation using lattice QCD, and provides an
overview of recent calculations.
3.1 Generalized parton distributions
Most of the nucleon observables that we are interested in are contained within the
nucleon generalized parton distributions (GPDs) [Die03]. These parameterize matrix
elements between proton states,
〈p′, λ′|OqV (x)|p, λ〉 = u¯(p′, λ′)
(
γµnµH
q(x, ξ, t) +
inµ∆νσ
µν
2m
Eq(x, ξ, t)
)
u(p, λ) (3.1)
〈p′, λ′|OqA(x)|p, λ〉 = u¯(p′, λ′)
(
γµnµγ5H˜
q(x, ξ, t) +
nµ∆
µγ5
2m
E˜q(x, ξ, t)
)
u(p, λ),
(3.2)
where ∆ = p′ − p, t = −∆2, ξ = −nµ∆µ
2
, nµ is a lightcone vector, and
OqV (x) =
∫
dλ
4pi
eiλxq¯(−λn
2
)γµnµU(−λn2 , λn2 )q(λn2 ) (3.3)
OqA(x) =
∫
dλ
4pi
eiλxq¯(−λn
2
)γµnµγ5U(−λn2 , λn2 )q(λn2 ) (3.4)
are bilocal operators with U(x, y) a Wilson line. The parameter x corresponds to the
fraction of longitudinal momentum carried by the quark q.
These GPDs contain, in the infinite momentum frame, the distribution of quarks
with respect to transverse position and longitudinal momentum [Bur03]. They contain
both the elastic-scattering form factors (when integrated over x; see the next section),
and (in the forward limit) the ordinary parton distribution functions q(x) and ∆q(x)
that are probed in deep-inelastic scattering.
Convolutions of GPDs are measured in colliders via exclusive processes such as
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deeply virtual Compton scattering. Lattice QCD calculations can access the generalized
form factors, which provide complementary information about GPDs and are the
subject of the next section.
3.2 Generalized form factors
Moments in xn of the GPDs give generalized form factors (GFFs),∫ 1
−1
dx xnHq(x, ξ, t) =
n∑
i=0, even
(2ξ)iAqn+1,i(t) + (n mod 2)(2ξ)
n+1Cqn+1(t) (3.5)∫ 1
−1
dx xnEq(x, ξ, t) =
n∑
i=0, even
(2ξ)iBqn+1,i(t)− (n mod 2)(2ξ)n+1Cqn+1(t) (3.6)∫ 1
−1
dx xnH˜q(x, ξ, t) =
n∑
i=0, even
(2ξ)iA˜qn+1,i(t) (3.7)∫ 1
−1
dx xnE˜q(x, ξ, t) =
n∑
i=0, even
(2ξ)iB˜qn+1,i(t), (3.8)
and these parameterize matrix elements of twist-two operators, e.g.,
〈p′, λ′|q¯γµq|p, λ〉 = u¯(p′, λ′)
(
γµAq10(t) +
iσµν∆ν
2m
Bq10(t)
)
u(p, λ) (3.9)
〈p′, λ′|q¯γµγ5q|p, λ〉 = u¯(p′, λ′)
(
γµA˜q10(t) +
∆µ
2m
B˜q10(t)
)
γ5u(p, λ) (3.10)
〈p′, λ′|q¯γ{µi←→D ν}q|p, λ〉 = u¯(p′, λ′)
(
p¯{µγν}Aq20(t) +
ip¯{µσµ}α∆α
2m
Bq20(t)
+
∆{µ∆ν}
m
Cq2(t)
)
u(p, λ), (3.11)
where p¯ = (p+ p′)/2 and the braces denote taking the symmetric traceless part.
It is easy to recognize the Dirac and Pauli form factors associated with the vector
current,
F q1 (t) = A
q
10(t), F
q
2 (t) = B
q
10(t), (3.12)
as well as the axial and induced pseudoscalar form factors,
GqA(t) = A˜
q
10(t), GP (t) = B˜
q
10(t). (3.13)
Because it can be computed without computationally-demanding disconnected
quark contractions, we will focus on the isovector combination,
F v1,2(t) = F
u
1,2(t)− F d1,2(t) = F p1,2(t)− F n1,2(t), (3.14)
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where F p,n1,2 (t) are form factors of the electromagnetic current in a proton and in a
neutron, respectively. We will also consider the isoscalar combination,
F s1,2(t) =
1
3
(
F u1,2(t) + F
d
1,2(t)
)
= F p1,2(t) + F
n
1,2(t). (3.15)
For the other form factors, we will likewise focus on the isovector combination.
The behavior of the vector form factors near zero momentum transfer is particularly
interesting:
F v1 (t) = gV
(
1− 1
6
(r21)
vt+O(t2)
)
(3.16)
F v2 (t) = κ
v
(
1− 1
6
(r22)
vt+O(t2)
)
, (3.17)
where gV = 1, κ
v = κp − κn is the isovector anomalous magnetic moment, and
(r21)
v = (r21)
p − (r21)n and (r22)v = (κp(r22)p − κn(r22)n)/κv are the isovector Dirac and
Pauli squared radii (the isoscalar radii are defined analogously). These are related to
the mean-squared charge and magnetic radii:
(r21)
p,n = (r2E)
p,n − 3κ
p,n
2m2p,n
, (3.18)
(r22)
p,n =
µp,n(r2M)
p,n − (r2E)p,n
κp,n
+
3
2m2p,n
. (3.19)
There is a 7σ discrepancy between a recent determination of the proton charge radius√
(r2E)
p from its effect on energy levels measured in muonic hydrogen [ANS+13] and the
CODATA 2010 value [MTN12] based on electron-proton scattering and spectroscopy;
a reliable calculation from theory may help to resolve the issue.
Near zero momentum transfer, the isovector axial form factor can be parameterized
as follows:
GvA(t) = gA
(
1− 1
6
(r2A)
vt+O(t2)
)
, (3.20)
where gA is the axial charge (discussed in the next section) and (r
2
A)
v is the mean-
squared axial radius. The axial form factor GA has been measured in (quasi-)elastic
neutrino scattering experiments, and serves as an input to models used for neutrino-
oscillation experiments. The isovector induced pseudoscalar form factor has a pion pole
that dominates the behavior near zero momentum transfer; GvP has been measured
in muon capture experiments, including a recent precise measurement of the rate of
ordinary muon capture on the proton [A+13] that found g∗P ≡ mµ2mNGvP (0.88m2µ) =
8.06(55).
The GFFs Aq20(t) and B20(t) give information about longitudinal momentum and
angular momentum in a nucleon. The forward matrix element of the quark energy-
momentum operator yields Aq20(0) = 〈x〉q, which is the average longitudinal momentum
fraction carried by quarks q and q¯. In the Ji decomposition [Ji97], the total angular
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momentum carried by quarks is given by Jq = 1
2
(Aq20(0) + B
q
20(0)). Using also the
quark spin contribution to the nucleon angular momentum, 1
2
∆Σq = 1
2
A˜q10(0), this
gives the contribution from quark orbital angular momentum, Lq = Jq − 1
2
∆Σq.
3.3 Neutron beta decay couplings
To first approximation, neutron beta decay depends on two neutron-to-proton transi-
tion matrix elements at zero momentum transfer:
〈p|u¯γµd|n〉 = gV u¯pγµun (3.21)
〈p|u¯γµγ5d|n〉 = gAu¯pγµγ5un, (3.22)
and in the isospin limit we have gV = F
u−d
1 (0) = 1 and gA = G
u−d
A (0). Beta decay
experiments have measured gA/gV = 1.2701(25) [B
+12]. The leading corrections
include recoil effects that depend on the isovector anomalous magnetic moment
κv = F u−d2 (0). It has been shown [BCC
+12] that, if one generically assumes new
(beyond the Standard Model) physics induces effective four-fermion couplings between
quarks and leptons, then the resulting leading effects on neutron beta decay depend
on the matrix elements of scalar and tensor bilinears,
〈p|u¯d|n〉 = gSu¯pun (3.23)
〈p|u¯σµνd|n〉 = gT u¯pσµνun. (3.24)
The scalar and tensor charges, gS and gT , have not been measured experimentally,
and thus they present an opportunity for lattice QCD calculations to provide useful
input for determining the sensitivity of beta decay experiments to new physics.
In addition, isospin symmetry equates the scalar charge with a matrix element of
u¯u− d¯d between proton states, and the Feynman-Hellmann theorem implies that
gS =
(
∂
∂mu
− ∂
∂md
)
mp, (3.25)
i.e., gS controls the leading-order contribution from light quark mass splitting to the
neutron-proton mass difference.
The tensor charge is also the first moment of transversity: gT = 〈1〉δu−δd. It will
be measured at Jefferson Lab using the 12 GeV upgrade [DEE+12].
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3.4 Lattice QCD methodology
In order to measure nucleon matrix elements in Lattice QCD, we compute nucleon
two-point and three-point functions,
C2pt(~p, t) =
∑
~x
e−i~p·~x Tr[Γpol〈N(~x, t)N¯(~0, 0)〉] (3.26)
CO
q
3pt(~p, ~p
′, τ, T ) =
∑
~x,~y
e−i~p
′·~xei(~p
′−~p)·y Tr[Γpol〈N(~x, T )Oq(~y, τ)N¯(~0, 0)〉], (3.27)
where N is a proton interpolating operator, Oq is the q¯ . . . q operator whose matrix
elements we want to compute, and Γpol =
1+γ4
2
1−iγ3γ5
2
is a spin and parity projection
matrix. The three-point correlators have contributions from both connected and
disconnected quark contractions, but we compute only the connected part. Omitting
the disconnected part (whereOq is attached to a quark loop) introduces an uncontrolled
systematic error except when taking the u− d (isovector) flavor combination, where
the disconnected contributions cancel out.
On a lattice with finite time extent Lt, the transfer matrix formalism yields
C2pt(~p, t) =
∑
n,m
e−EmLte−(En−Em)t
∑
α,β
(Γpol)αβ
∑
~x
e−i~p·~x〈m|Nβ(~x)|n〉〈n|N¯α(~0)|m〉
(3.28)
CO
q
3pt(~p, ~p
′, τ, T ) =
∑
n,n′,m
e−EmLte−(En−Em)τe−(En′−Em)(T−τ)
∑
αβ
(Γpol)αβ
×
∑
~x,~y
e−i~p
′·~xei(~p
′−~p)·y〈m|Nβ(~x)|n′〉〈n′|Oq(~y)|n〉〈n|N¯α(~0)|m〉.
(3.29)
Thermal contamination is eliminated in the large Lt (zero-temperature) limit, in which
state m is the vacuum, and states n and n′ are restricted to having the quantum
numbers of a proton with momentum ~p and ~p′, respectively. Unwanted contributions
from excited states can be eliminated by then taking τ and T − τ to be large. Matrix
elements are computed from an appropriate ratio of C3pt and C2pt, or other methods;
this is discussed in more detail in Section 4.2.
In order to compute C3pt, we use sequential propagators through the sink. This
has the advantage of allowing for any operator to be measured at any time using a
fixed set of quark propagators, but new backward propagators must be computed for
each source-sink separation T . Increasing T suppresses excited-state contamination,
but it also increases the noise; the signal-to-noise ratio is expected to decay asymptot-
ically as e−(mN−
3
2
mpi)T [Lep89]. Past calculations have often used a single source-sink
separation, which only allows for a limited ability to identify and remove excited state
contamination. In particular, when computing forward matrix elements, there is no
way of distinguishing contributions from excited states with n′ = n from the ground
state contribution, when using C3pt with a single T .
To compute form factors: for each value of Q2 = −(p′ − p)2, we parameterize
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the corresponding set of matrix elements of Oq by form factors (e.g., F q1 (Q2) and
F q2 (Q
2)), and perform a linear fit to solve the resulting overdetermined system of
equations, after first combining equivalent matrix elements to improve the condition
number [SBL+10]. This approach makes use of all available matrix elements in order
to minimize the statistical error in the resulting form factors.
3.5 Past calculations
For several years, elastic and generalized nucleon form factors have been computed
using lattice QCD; see Tab. 3.1 for a summary of calculations done in recent years. To
reduce the computational cost, past calculations have used quark masses somewhat
larger than the physical quark masses, corresponding to a pion mass twice the physical
value or more. Where comparison with experiment is possible, calculations done
using heavier-than-physical quarks often disagreed with experiment. For instance, it
is common for the computed isovector Dirac radius (r21)
v to be roughly half of the
experimental value and for the isovector quark momentum fraction 〈x〉u−d to be about
50% larger than the phenomenological result. In order to compare with experiment,
past calculations have relied heavily on extrapolation to the physical pion mass using
chiral perturbation theory (ChPT), which allows for rapid variation as mpi approaches
zero. Since it is unclear how large the range of pion masses is over which ChPT
is reliable, calculations near the physical pion mass are essential for reducing the
uncertainty associated with extrapolation.
In addition to heavier-than-physical quarks, there has been much attention paid to
finite-volume effects as sources of systematic error [YAB+08, LO12, HLY13], but in
the last few years, the problem of unwanted contributions from excited states has also
seen increased attention. Ref. [CGH+11] included a dedicated study at mpi = 660 MeV
in which the source-sink separation was varied between T = 0.79 and 1.37 fm and
the conclusion was that excited-state effects in F v1 (Q
2) were negligible. The same
conclusion was reached in Ref. [SBL+10] when comparing F v1,2(Q
2) at T = 1.01 and
1.18 fm using a reduced-statistics calculation at mpi = 297 MeV and in Ref. [BEE
+10]
when comparing gA at T = 1.12 and 1.24 fm using a reduced-statistics calculation
at mpi = 356 MeV. An alternative approach for computing three-point correlators is
the open sink method, where the source-operator separation τ and the operator O are
fixed, allowing for all source-sink separations to be computed at the same time. This
was explored in Ref. [DAC+11] using mpi ≈ 380 MeV, comparing gA with τ = 0.70 fm
and 〈x〉u−d with τ = 0.86 fm against a fixed-sink calculation with T = 0.94 fm; the
authors concluded that excited states had a negligible effect on gA but caused 〈x〉u−d
to increase by 10%. The open sink method was also used in Ref. [ODK+13], where gA
was studied with mpi ≈ 290 MeV and τ = 0.46 fm, using a variational basis of four
nucleon interpolating operators of different spatial sizes. The authors found that if
the nucleon operator was too small, the calculated value of gA was about 10% smaller
than the result obtained from using the full basis of operators.
The study of excited-state systematics is a major focus of this thesis. Other than
the results presented here (some of which were previously reported in Refs. [GNP+11,
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GNP+12, GEK+12a, GEK+12b]), the only calculations listed in Tab. 3.1 that con-
sistently uses multiple source-sink separations on every ensemble are the in-progress
calculations reported by Ref. [GBJ+12] and the calculation of gA in Ref. [CDMvH
+12].
In the latter, the extrapolated value of gA at the physical pion mass only agreed with
experiment when excited-state effects were well-controlled.
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Chapter 4
Excited-state sytematic errors
Lattice QCD calculations of nucleon matrix elements have typically used a single
source-sink separation with a single nucleon interpolating operator,
Nα(x) = 
abc
(
u˜aβ(x)(Cγ5)βγ d˜
b
γ(x)
)
u˜cα(x), (4.1)
where q˜ is a smeared quark field. A common smearing technique is Wuppertal
(gauge-covariant approximately Gaussian) smearing [Gus90]:
q˜ =
(
1− σ
2∇2
4N
)N
q =
(
1− 3σ
2
2N
)N
(1 + αH)Nq, (4.2)
which is parameterized by (σ,N) or (α,N), where α = σ
2/4N
1−3σ2/2N , H is the spatial
hopping matrix,
Hq(x) =
3∑
i=1
(
U˜i(x)q(x+ ıˆ) + U˜
†
i (x− ıˆ)q(x− ıˆ)
)
, (4.3)
and U˜ is the gauge field, usually having been smeared to reduce noise using a gauge-
covariant procedure. In a typical calculation, the parameters are varied (e.g., by
adjusting N with fixed α) to maximize the overlap between Nα(x) and the nucleon
ground state; a tuned source of this type can reach roughly 50% overlap with the
ground state [DBC+02]. Excited states are then filtered out using their more-rapid
decay with Euclidean time.
There are two natural avenues of improving on the usual situation: either using
an improved interpolating operator that has a lower overlap with low-lying excited
states, or making greater use of the Euclidean time separation as a means of filtering
out excited-state contaminations.
35
4.1 Improved nucleon interpolating operators
A systematic approach for finding an interpolating operator that has reduced or zero
overlap with the lowest-lying excited states is the variational method [LW90] where,
given a basis of N interpolating operators Oi, one finds the optimal linear combination.
This involves computing the matrix of two-point correlators,
Cij(t) = 〈Oi(t)O†j(0)〉, (4.4)
and solving the generalized eigenvalue problem,
Cij(t)vj(t, t0) = λ(t, t0)Cij(t0)vj(t, t0). (4.5)
It has been shown [BDMvH+09] that, if the reference time t0 is varied with t such that
t0 ≥ t/2, then the effective energies Eeff(t) = −∂t log λ(t, t0) will equal the energies
of the lowest-lying N states, up to errors that decay asymptotically as e−(EN+1−En)t.
Thus the effect of the first N − 1 excited states can be removed when computing the
ground-state energy. A similar result was shown for using the eigenvectors vi(t, t0) to
select linear combinations of Oi for computing three-point functions (and thus matrix
elements).
4.1.1 Nucleon interpolating operators with up to two deriva-
tives
A natural way of obtaining a larger basis of nucleon interpolating operators is to
construct three-quark operators including derivatives applied to the quark fields.
This allows for the quarks to have angular momentum and for correlations to exist
between the quarks, which is not the case for the standard S-wave uncorrelated 3-quark
operator.
The standard operator consisting of a product of three Gaussian-distributed quarks
is analogous to the zeroth-order wave function in the Isgur-Karl nonrelativistic quark
model [IK78, IK79b, IK79a]. In this model, additional wavefunctions were constructed
from the harmonic oscillator basis, and it was found that [IKK78]
|N〉 ' 0.90|2SS〉 − 0.34|2S ′S〉 − 0.27|2SM〉 − 0.06|4DM〉, (4.6)
where |2S+1LΠ〉 denotes a wavefunction with spin S, angular momentum L. The
symmetry index Π denotes the behavior under permutation of the spatial wavefunctions
of the quarks, labelled by an irreducible representation of the permutation group S3:
symmetric S, antisymmetric A, or the two-dimensional mixed-symmetry irrep M .
The wavefunction 2SS is the zeroth-order (Gaussian) wave function, and the others
all feature two harmonic-oscillator excitations — including 2S ′S, for which the prime
serves to distinguish it from the zeroth-order wave function.
Applying covariant derivatives to the Gaussian-smeared quark fields can be used to
create interpolating operators that are analogous to these wavefunctions with excited
harmonic oscillators. In addition, because we are using relativistic quarks, there are
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S A M
S S A M
A A S M
M M M S+A+M
Table 4.1: Multiplication table for irreducible representations of S3.
many more possible operators. For each operator, the quarks have spatial (ψ), flavor
(χ), internal spin (ξ) and parity (pi), and color degrees of freedom. To form color
singlets, the color part is always antisymmetric, so the remainder must be symmetric.
Each degree of freedom will be classified according to its behavior under permutation
of the quarks; the multiplication table of the irreps of this permutation group is
given in Tab. 4.1. We also denote the two rows of the M irrep as MA, which is
antisymmetric under exchange of the first two indices, and MS, which is symmetric
under their exchange. From this, it is clear that in the product M×M , MS×MS and
MA×MA contribute to S and MS, whereas MS ×MA and MA×MS contribute
to A and MA.
Beginning with flavor: there are three permutations of uud; these yield two different
proton combinations,
χMAp =
1√
2
(udu− duu) χMSp =
1√
6
(udu+ duu− 2uud), (4.7)
as well as the symmetric ∆+ combination. In practice, we will use udu as the flavor
part of the operator, and arrange that the rest of the operator is symmetric under
exchange of the first two indices. The fermion antisymmetry will be imposed when we
compute quark contractions on the lattice, and this will project out χMAp .
For internal quark spin there are, e.g., two S = 1
2
, Sz =
1
2
combinations,
ξMA↑ =
1√
2
(↑↓↑ − ↓↑↑) ξMS↑ =
1√
6
(↑↓↑ + ↓↑↑ −2 ↑↑↓). (4.8)
Regardless of Sz, the ξ
MA combinations have the first two quarks in spin zero, the
ξMS have them in spin one with total spin 1
2
, and the symmetric combination ξS has
them in spin one with total spin 3
2
.
Unlike in the non-relativistic quark model, relativistic quarks can have both positive
and negative internal parity, and these can be accessed via the parity projections
1±γ4
2
q. This can yield, for example, overall positive internal parity from either three
positive-parity quarks or one positive-parity and two negative-parity quarks:
piS1+ = (+++) pi
S2
+ =
1√
3
(
(+−−) + (−+−) + (−−+)
)
piMA+ =
1√
2
(
(−+−)− (+−−)) piMS+ = 1√
6
(
(−+−) + (+−−)− 2(−−+)). (4.9)
An equivalent set with overall negative parity can be obtained by exchanging + and −
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Γ in uTCΓd SPΠ
γ5, γ5γ4 0
+
A
1 0−A
γ4 0
−
S
γj, γjγ4 1
+
S
γjγ5 1
−
A
γjγ5γ4 1
−
S
Table 4.2: Quark bilinears. The index Π indicates whether the bilinear is symmetric
or antisymmetric under exchange of internal spin and parity (i.e. Dirac spin) between
the two quarks.
above. Operators constructed with piS1+ use the positive-parity part of all three quarks,
and are the closest analogs of the nonrelativistic quark-model wavefunctions.
Table 4.2 lists the properties of quark bilinears constructed with the standard
notation of Dirac spinors and gamma matrices; this is useful for constructing the three-
quark operators. For instance, if an operator has ξMSpiMA+ , then the first two quarks
are spin-one and antisymmetric, which implies that they have negative parity. Overall,
the three quarks will have SP = 1
2
+
. Remembering that we use a 1+γ4
2
parity-projection
in two-point and three-point correlators, we find that the corresponding three-quark
operator will look like (uTCγjγ5d)γju. The γj in front of the third quark serves to
yield overall spin 1
2
, and the parity-projection will project onto the negative-parity
part of the third quark, so that the overall parity is positive.
For the standard operator with no derivatives, the spatial part factorizes as follows:
ψ(r1, r2, r3) = φ
(1)(r1)φ
(2)(r2)φ
(3)(r3). (4.10)
Because we don’t want to change the center-of-mass behavior, it is useful to consider
the change of coordinates,
ρ =
1√
2
(r1 − r2) λ = 1√
6
(r1 + r2 − 2r3) R = 1
3
(r1 + r2 + r3); (4.11)
we are seeking combinations of derivatives that correspond to excitations in the ρ
and λ coordinates but not in the R coordinate. This is equivalent to avoiding total
derivatives with respect to the overall position of the operator; such an operator would
vanish at zero momentum in the continuum.
We will use the symbol ψ
Π(n1n2n3)
L to denote a spatial configuration with ni deriva-
tives applied to the three quark fields with permutation symmetry Π, and angular
momentum L. Starting with zero derivatives, there is only ψ
S(000)
0 . For a nucleon, we
always have χM , and to get J = 1
2
we need S = 1
2
and thus ξM . To get an overall
symmetric operator, the remaining pi part can have either M or S symmetry. Again
recognizing that we will project onto the symmetric part, we get three independent
operators:
2SS1,2,3 = ψ
S(000)
0 (udu)ξ
MApiS1,S2,MS+ . (4.12)
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Consulting Tab. 4.2 for the symmetry properties of quark bilinears, we see that the
operator with piS1+ is the standard operator with a positive parity projection in the
diquark part:
N(2SS1)α(x) = 
abc
(
u˜Ta (x)Cγ5
1+γ4
2
d˜b(x)
)
u˜cα(x), (4.13)
and the other two are linear combinations of operators (uTCγ5
1−γ4
2
d)u and (uTCd)γ5u.
With one derivative, we have L = 1 and three independent spatial parts ψ
S(100)
1 ,
ψ
MS(100)
1 , and ψ
MA(100)
1 , which correspond to taking derivatives in the R, λ, and ρ
coordinates, respectively. We leave out the first one; explicitly, the other two are
ψ
MS(100)
1,i =
1√
6
(
(Diφ
(1))φ(2)φ(3) + φ(1)(Diφ
(2))φ(3) − 2φ(1)φ(2)(Diφ(3))
)
ψ
MA(100)
1,i =
1√
2
(
(Diφ
(1))φ(2)φ(3) − φ(1)(Diφ(2))φ(3)
)
.
(4.14)
For J = 1
2
, the quarks can have S = 1
2
or S = 3
2
. Starting with the former: the
spatial, flavor, and spin have mixed symmetry. Choosing the symmetric quark parity
combinations yields two operators,
2PM1,2 = ψ
MS(100)
1 (udu)ξ
MApiS1,S2− . (4.15)
Choosing piM yields a product of four M irreps, which contains three copies of S;
these can be labeled by the behavior of Dirac spin (i.e., the product of spin and quark
parity) under permutation: M ×M = S + A+M ,
2PM3 = ψ
MS(100)
1 (udu)ξ
MApiMS−
2PM4 = ψ
MS(100)
1 (udu)ξ
MSpiMA−
2PM5 = ψ
MA(100)
1 (udu)ξ
MApiMA− .
(4.16)
The first two yield, for Dirac spin, independent linear combinations of A and M ,
and the third is a combination of S and M . The corresponding Dirac structures are
listed in Tab. 4.3; note that 2PM1 and
2PM3 have been mixed. To be explicit, the last
operator is
N(2PM5)α(x) = 
abc 1√
2
(
(Diu˜)
T
a (x)Cγ4d˜b(x)− u˜Ta (x)Cγ4(Did˜)b(x)
)
(γiγ5u˜c(x))α .
(4.17)
For S = 3
2
, the ξ part is symmetric, and we can use the pattern from 2SS to get three
operators:
4PM1,2,3 = ψ
MA(100)
1 (udu)ξ
SpiS1,S2,MS− . (4.18)
Combining spin 1 from the first two quarks with the third quark yields a vector index
j and a spinor index; contracting this with γj gives S =
1
2
, which we don’t want, so
we project onto S = 3
2
using δij − 13γiγj (see Tab. 4.3).
Two derivatives can be applied to either the same quark or to different quarks. If
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the derivatives are symmetrized yielding L = 0 and L = 2, then there are S and M
combinations:
ψ
S(200)
ij =
1√
3
(
(D{iDj}φ(1))φ(2)φ(3) + φ(1)(D{iDj}φ(2))φ(3) + φ(1)φ(2)(D{iDj}φ(3))
)
ψ
S(110)
ij =
1√
3
(
φ(1)(D{iφ(2))(Dj}φ(3)) + (D{iφ(1))φ(2)(Dj}φ(3))
+ (D{iφ(1))(Dj}φ(2))φ(3)
)
ψ
MS(200)
ij =
1√
6
(
(D{iDj}φ(1))φ(2)φ(3) + φ(1)(D{iDj}φ(2))φ(3) − 2φ(1)φ(2)(D{iDj}φ(3))
)
ψ
MS(110)
ij =
1√
6
(
φ(1)(D{iφ(2))(Dj}φ(3)) + (D{iφ(1))φ(2)(Dj}φ(3))
− 2(D{iφ(1))(Dj}φ(2))φ(3)
)
ψ
MA(200)
ij =
1√
2
(
(D{iDj}φ(1))φ(2)φ(3) − φ(1)(D{iDj}φ(2))φ(3)
)
ψ
MA(110)
ij =
1√
2
(
φ(1)(D{iφ(2))(Dj}φ(3))− (D{iφ(1))φ(2)(Dj}φ(3))
)
.
(4.19)
Noting that Diφ
(j) behaves like (rj)i, we find the combinations which don’t affect the
center of mass (R):
ψ
S(2)
ij =
1√
2
(ψ
S(200)
ij − ψS(110)ij )
ψ
MS(2)
ij =
1√
5
(ψ
MS(200)
ij + 2ψ
MS(110)
ij )
ψ
MA(2)
ij =
1√
5
(ψ
MA(200)
ij + 2ψ
MA(110)
ij ),
(4.20)
which behave like ρiρj + λiλj, ρiρj − λiλj, and ρ{iλj}, respectively. We get L = 0 by
contracting i with j; using ψ
S(2)
0 ≡ ψS(2)ii , there are three operators as was the case for
zero derivatives:
2S ′S1,2,3 = ψ
S(2)
0 (udu)ξ
MApiS1,S2,MS+ . (4.21)
With ψ
MS(2),MA(2)
0 ≡ ψMS(2),MA(2)ii , there are five operators like with 2PM :
2SM1,2,3 = ψ
MS(2)
0 (udu)ξ
MApiS1,S2,MS+
2SM4 = ψ
MS(2)
0 (udu)ξ
MSpiMA+
2SM5 = ψ
MA(2)
0 (udu)ξ
MApiMA+ .
(4.22)
For L = 2, we take the traceless part, e.g., ψ
S(2)
2,ij ≡ ψS(2)ij − 13δijψS(2)kk . We also need
S = 3
2
, which means that the spin degrees of freedom are symmetric. If the spatial part
is also symmetric, then the quark parity part must have mixed symmetry, yielding
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just one operator,
4DS = ψ
S(2)
2 (udu)ξ
SpiMA+ , (4.23)
with corresponding spinor structure (uTCγiγ5d)γju, where the indices ij are contracted
with the corresponding derivatives. Taking the mixed-symmetry spatial part yields
three operators,
4DM1,2,3 = ψ
MA(2)
2 (udu)ξ
spiS1,S1,MS+ , (4.24)
where, again, the spinor structures listed in Tab. 4.3 have indices ij that are contracted
with the derivatives.
If two derivatives are applied antisymmetrically to the same quark, this corresponds
to including a gluon in the operator, which we leave out from this set. Applying them
to different quarks yields A and M combinations with L = 1,
ψ
A(110)
1,i =
ijk√
3
(
φ(1)(Djφ
(2))(Dkφ
(3)) + (Dkφ
(1))φ(2)(Djφ
(3)) + (Djφ
(1))(Dkφ
(2))φ(3)
)
ψ
MA(110)
1,i =
ijk√
6
(
φ(1)(Djφ
(2))(Dkφ
(3)) + (Dkφ
(1))φ(2)(Djφ
(3))
− 2(Djφ(1))(Dkφ(2))φ(3)
)
ψ
MS(110)
1,i =
ijk√
2
(
φ(1)(Djφ
(2))(Dkφ
(3)) + (Djφ
(1))φ(2)(Dkφ
(3))
)
,
(4.25)
which behave like ρ× λ, ρ×R, and λ×R, respectively. Keeping just the first one,
with S = 1
2
there are three operators,
2PA1,2,3 = ψ
A(110)
1 (udu)ξ
MSpiS1,S1,MS+ . (4.26)
For S = 3
2
, we need piM , so there is just one operator,
4PA = ψ
A(110)
1 (udu)ξ
SpiMS+ (4.27)
(again, see Tab. 4.3).
In lattice QCD, there is an additional complication: because there is only octahedral
rotational symmetry rather than O(3), L = 2 is a reducible representation. This
means that the symmetric part of a two-component tensor Tij can be decomposed
into the usual singlet Tii as well as the 3
′ and 2 representations:
T (3
′) =

1√
2
(T23 + T32)
1√
2
(T13 + T31)
1√
2
(T12 + T21)
 T (2) = ( 1√2(T11 − T22)1√
6
(T11 + T22 − 2T33)
)
. (4.28)
For the 4DΠ operators, each can be decomposed into two independent operators,
4D
(3′)
Π
and 4D
(2)
Π , from the two parts of the contraction with the traceless symmetric Tij.
A similar set of interpolating operators was constructed in Refs. [BEF+05b,
BEF+05a], based on the octahedral group. The same set of operators presented
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Name Operator Spinor structure # terms
2SS1 ψ
S(000)
0 (udu)ξ
MApiS1+ (u
TCγ5
1+γ4
2
d)u 1
2SS2 ψ
S(000)
0 (udu)ξ
MApi
S2
+ −
√
2piMS+√
3
(uTCγ5
1−γ4
2
d)u 1
2SS3 ψ
S(000)
0 (udu)ξ
MA
√
2piS2+ +pi
MS
+√
3
(uTCd)γ5u 1
2PM1 ψ
MS(100)
1 (udu)ξ
MApi
S2
− −
√
2piMS−√
3
(uTCγ5
1+γ4
2
d)γiu 9
2PM2 ψ
MS(100)
1 (udu)ξ
MApiS1− (u
TCγ5
1−γ4
2
d)γiu 9
2PM3 ψ
MS(100)
1 (udu)ξ
MA
√
2piS2− +pi
MS
−√
3
(uTCd)γiγ5u 9
2PM4 ψ
MS(100)
1 (udu)ξ
MSpiMA− (u
TCγjγ5d)γiγju 27
2PM5 ψ
MA(100)
1 (udu)ξ
MApiMA− (u
TCγ4d)γiγ5u 6
4PM1 ψ
MA(100)
1 (udu)ξ
S pi
S2
− −
√
2piMS−√
3
(uTCγj
1+γ4
2
d)(δij − 13γiγj)γ5u 18
4PM2 ψ
MA(100)
1 (udu)ξ
SpiS1− (u
TCγj
1−γ4
2
d)(δij − 13γiγj)γ5u 18
4PM3 ψ
MA(100)
1 (udu)ξ
S
√
2piS2− +pi
MS
−√
3
(uTCγjγ5γ4d)(δij − 13γiγj)u 18
2S ′S1 ψ
S(2)
0 (udu)ξ
MApiS1+ (u
TCγ5
1+γ4
2
d)u 12
2S ′S2 ψ
S(2)
0 (udu)ξ
MApi
S2
+ −
√
2piMS+√
3
(uTCγ5
1−γ4
2
d)u 12
2S ′S3 ψ
S(2)
0 (udu)ξ
MA
√
2piS2+ +pi
MS
+√
3
(uTCd)γ5u 12
2SM1 ψ
MS(2)
0 (udu)ξ
MApiS1+ (u
TCγ5
1+γ4
2
d)u 12
2SM2 ψ
MS(2)
0 (udu)ξ
MApi
S2
+ −
√
2piMS+√
3
(uTCγ5
1−γ4
2
d)u 12
2SM3 ψ
MS(2)
0 (udu)ξ
MA
√
2piS2+ +pi
MS
+√
3
(uTCd)γ5u 12
2SM4 ψ
MS(2)
0 (udu)ξ
MSpiMA+ (u
TCγjγ5d)γju 36
2SM5 ψ
MA(2)
0 (udu)ξ
MApiMA+ (u
TCγ4d)γ5u 8
4DS ψ
S(2)
2 (udu)ξ
SpiMA+ (u
TCγiγ5d)γju 54, 54
4DM1 ψ
MA(2)
2 (udu)ξ
SpiS1+ (u
TCγi
1+γ4
2
d)γjγ5u 36, 36
4DM2 ψ
MA(2)
2 (udu)ξ
S pi
S2
+ −
√
2piMS+√
3
(uTCγi
1−γ4
2
d)γjγ5u 36, 36
4DM3 ψ
MA(2)
2 (udu)ξ
S
√
2piS2+ +pi
MS
+√
3
(uTCγiγ5γ4d)γju 36, 36
2PA1 ψ
A(110)
1 (udu)ξ
MSpiS1+ (u
TCγj
1+γ4
2
d)γiγju 54
2PA2 ψ
A(110)
1 (udu)ξ
MS pi
S2
+ −
√
2piMS+√
3
(uTCγj
1−γ4
2
d)γiγju 54
2PA3 ψ
A(110)
1 (udu)ξ
MS
√
2piS2+ +pi
MS
+√
3
(uTCγjγ5γ4d)γiγjγ5u 54
4PA ψ
A(110)
1 (udu)ξ
SpiMS+ (u
TCγjd)(δij − 13γiγj)u 54
Table 4.3: Nucleon interpolating operators with up to two derivatives. The number of
terms indicates how many terms are needed to express the operator in the generic
form of Eq. 4.29; the L = 2 operators have two numbers for the two operators into
which they are decomposed according to the lattice symmetry group.
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here was also constructed independently in Ref. [EDRW11], although there the 2S ′S
operators were omitted.
4.1.2 Two-point correlators
Generically, these interpolating operators can be written as
Nδ =
∑
n
abc
(
(un1 )
T
aS
n(dn)b
)
(Rnun2 )cδ, (4.29)
where qn is one of
q˜, Diq˜, D
2
1q˜, D
2
2,iq˜, D
2
3′,iq˜, (4.30)
and Sn and Rn are matrices. Whereas the standard nucleon two-point correlator
can be computed using a single smeared-to-all lattice quark propagator, two-point
correlators using this larger set of operators require up to ten propagators, computed
with the standard smeared source as well as covariant derivatives of it.
The number of terms for each operator is listed in Tab. 4.3; the computer time
required for contractions scales with the product of the number of terms of the
source operator with that of the sink operator. Because of this, in a small study it
is impractical to compute the full matrix of zero-momentum two-point correlators
between all pairs of operators,
Cij(t) =
∑
x
Tδ′δ〈N (i)δ (x, t)N¯ (j)δ′ (0, 0)〉. (4.31)
In Ref. [EDRW11], this was computed using the distillation method [PBF+09], for
which there is a large initial cost but the cost of doing contractions is smaller. Although
it is possible to use the distillation method to compute three-point correlators for
operator matrix elements, this has yet to be done in practice, and it would be
challenging to compute the large range of observables that are accessible with a small
marginal cost when using the sequential sink method.
We study these operators using on an ensemble of gauge configurations with
mpi ≈ 200 MeV, a = 0.116 fm, and lattice volume 323 × 48 (see Chapter 5).
We begin with an inital study of the less-expensive operators by computing 201
measurements of the first row and column and the diagonal of Cij, where the first
operator is the standard one, 2SS1. It turns out that Ci0 is generally less noisy than
C0i, so we use only the former, and find the latter from Hermiticity of Cij.
Each operator is evaluated by solving the generalized eigenvalue problem, Eq. 4.5,
for the two-operator system consisting of that operator and the standard one. We
compare the resulting effective mass, meff(t, t0), with m
0
eff(t) from the standard opera-
tor:
ameff(t, t0) = log
λ(t, t0)
λ(t+ a, t0)
am0eff(t) = log
C00(t)
C00(t+ a)
. (4.32)
If the additional operator is effective at helping to isolate the ground-state, then the
two-operator effective mass should reach a plateau more rapidly, and therefore we plot
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Figure 4-1: Two-operator effective mass ratio R(t) (Eq. 4.33), for t/a ∈ [1, 4]. Opera-
tors selected for further study are indicated in bold.
the ratio
R(t) =
meff(t, t)
m0eff(t)
, (4.33)
which should be less than 1 at small t. This is shown in Fig. 4-1; adding a second
operator yields at most a very slight improvement over the standard tuned operator.
A subset of seven operators was selected for further study, based on a combination
of cost and hints of usefulness from R(t). For these, we compute 411 measurements of
the full two-point correlator matrix. The resulting effective mass is plotted in Fig. 4-2
along with m0eff. It is clear that meff from this 7-operator system approaches a plateau
faster than the standard operator, but the difference is small. Because of the high cost
and unclear benefits, we decided to not use these operators for computing three-point
correlators and matrix elements, and instead pursue more-economical methods of
studying systematic errors from excited states.
4.2 Ground-state matrix elements from multiple
source-sink separations
The simplest way of improving on the standard calculation described at the beginning of
this chapter is to compute three-point correlators using multiple source-sink separations.
At the very least, this should provide a clear signal indicating which observables are
affected by significant excited-state contaminations. Furthermore, it may be possible to
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Figure 4-2: Effective mass: plotted versus t for the standard operator and versus
t+ 0.2t0 for solving the 7× 7 generalized eigenvalue problem.
make use of multiple time-separations to remove much of the contribution from excited
states. In this section, we describe different methods of computing matrix elements
and then apply them to a high-precision test case where we computed three-point
correlators using five source-sink separations.
4.2.1 Ratio method
We label proton states as |~p, λ〉 and use the normalization 〈~p′, λ′|~p, λ〉 = 2EL3sδ~p′,~pδλ′,λ.
Parameterizing the overlap of our interpolating operator with the ground-state proton
as 〈Ω|Nα(~x)|~p, λ〉 =
√
Z(~p)uα(~p, λ)e
i~p·~x, from Eqs. 3.28 and 3.29 at zero temperature
we obtain
C2pt(~p, t) =
Z(~p)e−E(~p)t
2E(~p)
Tr[Γpol(i/p+mN)] +O(e
−∆E10(~p)t) (4.34)
CO
q
3pt(~p, ~p
′, τ, T ) =
√
Z(~p)Z(~p′)e−E(~p)τ−E(~p
′)(T−τ)
4E(~p′)E(~p)
∑
λ,λ′
u¯(~p, λ)Γpolu(~p
′, λ′)〈p′, λ′|Oq|p, λ〉
+O(e−∆E10(~p)τ ) +O(e−∆E10(~p
′)(T−τ)),
(4.35)
where ∆E10(~p) is the energy gap between the ground and lowest excited state with
momentum ~p. To cancel the overlap factors and the depedence on Euclidean time, we
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compute the ratios,
RO
q
(τ, T ) ≡ C
Oq
3pt(~p, ~p
′, τ, T )√
C2pt(~p, T )C2pt(~p′, T )
√
C2pt(~p, T − τ)C2pt(~p′, τ)
C2pt(~p′, T − τ)C2pt(~p, τ)
=
∑
λ,λ′ u¯(~p, λ)Γpolu(~p
′, λ′)〈p′, λ′|Oq|p, λ〉√
2E(~p)(E(~p) +mN) · 2E(~p′)(E(~p′) +mN)
+O(e−∆E10(~p)τ ) +O(e−∆E10(~p
′)(T−τ)).
(4.36)
As a function of τ ∈ [0, T ] with fixed T , the ratios produce a plateau with “tails” at
both ends caused by excited states. In practice, for each fixed T , we average over
the central two or three points near τ = T/2, which allows for matrix elements to
be computed with errors that decay asymptotically as e−∆EminT/2, where ∆Emin =
min{∆E10(~p),∆E10(~p′)}.
4.2.2 Summation method
Improved asymptotic behavior of excited-state contributions can be achieved by using
the summation method [CKDMW10, BDS10]. Taking the sums of ratios yields
S(T ) ≡
T−τ0∑
τ=τ0
R(τ, T ) = c+ TM +O(e−∆EminT ), (4.37)
where c is independent of T , and M contains the desired ground-state matrix element
(we omit the first and last τ0 = 1 points of each plateau). Thus finite differences,
(δT )−1(S(T + δT )− S(T )), yield the ground-state matrix element with excited-state
contamination that asymptotically decays1 as e−∆EminT .
4.2.3 Generalized pencil-of-function method
With three-point correlators computed using a single interpolating operator and at
least three source-sink separations, we are able to make use of the variational method
via the generalized pencil-of-function (GPoF) method [AO11]. This is based on
the recognition that if N(t) is our interpolating operator for the nucleon, then the
time-displaced operator
N δ(t) ≡ eHδN(t)e−Hδ = N(t+ δ) (4.38)
1When there is degeneracy between initial and final states, such as for forward matrix elements or
in the Breit frame, the leading error here and in Eq. 4.37 is O(Te−∆E10T ), which comes from the
subleading O(e−∆E10T ) error in Eq. 4.36, for the ratio method.
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is a linearly independent interpolating operator for the nucleon. This enables us to
construct a matrix of two-point functions,
C2pt(t) =
( 〈N(t)N¯(0)〉 〈N δ(t)N¯(0)〉
〈N(t)N¯ δ(0)〉 〈N δ(t)N¯ δ(0)〉
)
=
(
C2pt(t) C2pt(t+ δ)
C2pt(t+ δ) C2pt(t+ 2δ)
)
, (4.39)
using our ordinary two-point function C2pt(t). By solving the generalized eigenvalue
problem, Eq. 4.5, we can find eigenvectors v(t0, t) that asymptotically give linear
combinations of N and N δ which have zero overlap with the first excited state. Then
using also the matrix of three-point functions,
C3pt(τ, T ) =
( 〈N(T )O(τ)N¯(0)〉 〈N δ(T )O(τ)N¯(0)〉
〈N(T )O(τ)N¯ δ(0)〉 〈N δ(T )O(τ)N¯ δ(0)〉
)
=
(
C3pt(τ, T ) C3pt(τ, T + δ)
C3pt(τ + δ, T + δ) C3pt(τ + δ, T + 2δ)
)
,
(4.40)
we compute two-point and three-point functions using a particular linear combination:
CGPoF2pt (t) = v
†C2pt(t)v CGPoF3pt (τ, T ) = v
†C3pt(τ, T )v, (4.41)
and then proceed with the usual ratio-plateau analysis. This requires computing
three-point functions at three equally spaced source-sink separations.
In practice, for each class of lattice momenta ~p equivalent under the group of lattice
rotations and reflections, we average the two-point correlators C2pt(t, ~p) and then use
the GPoF method and solve the generalized eigenvalue problem. This produces a
different linear combination of the original and the time-displaced nucleon operator
for each class of equivalent lattice momenta. Although the lowest-lying excited state
can be asymptotically removed by appropriately increasing t0 and t as τ and T − τ
are increased [BDMvH+09], we instead find the eigenvector using fixed values of t0
and t, which only reduces the contribution from the leading excited state in C2pt(t).
4.2.4 High-precision test calculations
To study excited-state contaminations and ways of removing them, we perform
calculations on a lattice QCD gauge field ensemble generated by USQCD, with
2+1 flavors of Wilson-clover fermions coupled to gauge fields that have been smeared
using one level of stout smearing. This ensemble has lattice volume 323 × 96, lattice
spacing a ≈ 0.114 fm, and pion mass mpi ≈ 317 MeV. We compute 24672 measurements
on 1028 gauge configurations to achieve high precision, using source-sink separations
T/a ∈ {6, 8, 10, 12, 14}, and two sink momenta: ~p′ = ~0 and ~p′ = 2pi
Ls
(−1, 0, 0). We
also restrict the source momentum to be no larger than 2pi
Ls
(1, 1, 1); this yields eleven
different momentum transfers, which are listed in Tab. 4.4.
We compute matrix elements in the following ways:
1. Using the ratio method, averaging over the three central points of each plateau.
This yields one result for each of the five source-sink separations.
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# 〈~n′|~n〉
0 〈0, 0, 0|0, 0, 0〉, 〈−1, 0, 0|−1, 0, 0〉
1 〈0, 0, 0|1, 0, 0〉
2 〈−1, 0, 0|−1, 1, 0〉
3 〈0, 0, 0|1, 1, 0〉
4 〈−1, 0, 0|−1, 1, 1〉
5 〈−1, 0, 0|0, 1, 0〉
6 〈0, 0, 0|1, 1, 1〉
7 〈−1, 0, 0|0, 1, 1〉
8 〈−1, 0, 0|1, 0, 0〉
9 〈−1, 0, 0|1, 1, 0〉
10 〈−1, 0, 0|1, 1, 1〉
Table 4.4: Representative source and sink momenta ~p = 2pi
Ls
~n for each of the eleven
different momentum transfers at which we compute matrix elements.
2. With the summation method, using finite differences from sums at adjacent
source-sink separations; i.e., with δT = 2a. This yields one result for each of the
four pairs of adjacent source-sink separations.
3. Using the GPoF method, using a shift of the interpolating operator by δ = 2a to
combine three adjacent source-sink separations. We use fixed eigenvectors from
solving the generalized eigenvalue problem with (t0, t) = (a, 2a); the resulting
two-point correlators are compared in Fig. 4-3. By t = 2a, CGPoF2pt (t, ~p) is already
consistent with a single exponential, so with the current level of statistics there
is no benefit to finding the eigenvector at larger time-separations. Applying the
ratio-plateau method to CGPoF2pt and C
GPoF
3pt yields one result for each of the three
effective source-sink separations.
We have not yet performed a calculation for the renormalization of operators on
this ensemble; therefore, the results presented in this section are unrenormalized,
“bare” quantities. This does not affect the study of excited-state contributions.
The isovector Dirac and Pauli form factors are shown for the set of eleven momen-
tum transfers in Fig. 4-4. At Q2 = 0, F v1 shows statistically significant excited-state
effects at the sub-percent level, which we interpret as a discretization effect since, in
the continuum limit, this corresponds to a conserved charge: the third component of
isospin I3. As Q
2 increases, the effect of removing excited states is to decrease the
value of F1; this effect grows with Q
2 and thus removing excited states increases the
computed value of the isovector Dirac radius (r21)
v. The GPoF method produces a
generally stable result that is consistent with results from the ratio method when using
the largest two or three source-sink separations. The benefit of the summation method
can be seen clearly: calculations performed using T/a ∈ {6, 8} can produce either the
first two ratio points, which suffer from significant excited-state contamination, or
they can be combined to produce the first summation point, which is consistent with
the GPoF results.
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Figure 4-3: Two-point correlators C2pt(t, ~p) and C
GPoF
2pt (t, ~p), divided by their ground-
state contributions, as determined from a one-state fit. Correlators are averaged over
equivalent momenta. The GPoF correlators are shifted to compare the chosen linear
combination of N and N δ against N δ alone.
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The isovector Pauli form factor F v2 shows large excited-state effects at the smallest
values of Q2. These become much smaller at larger values of Q2, with the result that
removing excited states increases the computed values of both the isovector anomalous
magnetic moment κv and the isovector Pauli radius (r22)
v. On first impression, it
appears that excited-state effects are not at all under control for F v2 at the smallest Q
2,
since the three methods of computing matrix elements all produce results that increase
monotonically with source-sink separation without any sign of reaching a plateau. A
more charitable interpretation of the figure is that, since the data are highly correlated,
the increase at the largest source-sink separations may simply be a fluctuation. The
two first summation points are consistent with one another, suggesting that this may
be a plateau.
We show the isovector axial and induced pseudoscalar form factors in Fig. 4-5. At
Q2 = 0 (i.e., for gA) and at small Q
2, GvA increases with source-sink separation, and as
Q2 is increased, the effect changes direction and GvA starts to decrease with source-sink
separation. The result is that removing excited states tends to increase the computed
values of both gA and the isovector axial radius (r
2
A)
v. These excited-state effects are
relatively mild when compared with isovector induced pseudoscalar form factor GvP ,
which shows very large effects at small Q2. Neither the ratio method nor the GPoF
method indicate that a plateau has been reached. The summation method may have
a plateau starting with the second point, which is also consistent with the other two
methods, when using the largest source-sink separation.
Figure 4-6 shows form factors of the isovector quark energy-momentum operator,
Av20 and B
v
20 (the third form factor, C
v
2 , is generally consistent with zero and has
less clear excited-state effects). Both of these show excited-state effects that are
roughly independent of Q2, with Av20 suffering from larger effects than B
v
20. As a result,
calculated values of both the isovector average momentum fraction 〈x〉u−d and total
quark angular momentum Ju−d will tend to decrease as excited states are removed.
For the first eight momentum transfers, the ratio and GPoF calculations of Av20 both
decrease monotonically with source-sink separation, suggesting that a plateau has not
yet been reached.
The data in this section show the effectiveness of the summation method, particu-
larly at source-sink separations where the ratio method does not produce stable results.
This helps to motivate the use of the summation method for many of the primary
results in the next chapter. Results from calculations done using this ensemble will
continue to be shown, including some observables not shown in this section, in order
to assist the interpretation of the less-precise calculations in the next chapter.
50
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
0 1 2 3 4 5 6 7 8 9 10
F
v 1
(b
ar
e)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Q2 (GeV2)
ratio
GPoF
summation
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
0 1 2 3 4 5 6 7 8 9 10
F
v 2
(b
ar
e)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Q2 (GeV2)
ratio
GPoF
summation
Figure 4-4: Isovector Dirac and Pauli form factors F v1 (Q
2) and F v2 (Q
2) on the USQCD
ensemble, computed using the ratio, GPoF, and summation methods. Each method
is shown with multiple points at each Q2, corresponding to different source-sink
separations increasing from left to right.
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Figure 4-5: Isovector axial and induced pseudoscalar form factors GvA(Q
2) and GvP (Q
2)
on the USQCD ensemble; see the caption of Fig. 4-4.
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Figure 4-6: Isovector generalized form factors Av20(Q
2) and Bv20(Q
2) on the USQCD
ensemble; see the caption of Fig. 4-4.
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Chapter 5
Nucleon structure near the
physical pion mass
In this chapter, we present results from nucleon structure calculations using the
Budapest-Marseille-Wuppertal (BMW) action with 2+1 flavors of tree-level clover-
improved Wilson fermions that couple to double-HEX-smeared gauge fields (see Ref.
[DFH+11]). The ensembles used have pion masses that reach as low as 149 MeV,
which is just 10% above the physical value of 134.8 MeV in the isospin limit [CDJ+11].
On each ensemble, we compute the three-point correlators using three source-sink
separations: T/a ∈ {8, 10, 12} for the coarse (a = 0.116 fm) ensembles and T/a ∈
{10, 13, 16} for the one fine (a = 0.09 fm) ensemble. The ten ensembles are listed in
Tab. 5.1 and summarized in Fig. 5-1.
We renormalize the vector current using the fact that F v1 (0) = 1. Other operators
are renormalized using the Rome-Southampton method [MPS+95], to renormalize in
the MS scheme at µ = 2 GeV via perturbative matching to the RI ′/MOM scheme in
which we renormalize using a nonperturbative calculation on the lattice. Details of this
are given in Ref. [GNP+12]; for the scalar quark bilinear, we use the renormalization
factors computed in Ref. [DFH+11].
With three source-sink separations and noisier calculations than in Section 4.2.4,
mpi (MeV) a (fm) L
3
s × Lt mpiLs mpiLt Nconf Nmeas
149(1) 0.116 483 × 48 4.2 4.2 646 7752
202(1) 0.116 323 × 48 3.8 5.7 457 5484
253(1) 0.116 323 × 96 4.8 14.3 202 2424
254(1) 0.116 323 × 48 4.8 7.2 420 5040
254(1) 0.116 243 × 48 3.6 7.2 419 10056
252(2) 0.116 243 × 24 3.6 3.6 1125 6750
303(2) 0.116 243 × 48 4.3 8.6 128 768
317(2) 0.093 323 × 64 4.6 9.3 103 824
356(2) 0.116 243 × 48 5.0 5.0 127 762
351(2) 0.116 243 × 24 5.0 10.1 420 2520
Table 5.1: Lattice ensembles using the BMW action.
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Figure 5-1: Lattice ensembles plotted on the (mpi, Ls) plane. Each is represented by a
circle with area proportional to the number of measurements done on that ensemble.
The ensemble from Sec. 4.2.4 is also shown for comparison.
we compute matrix elements in the following ways:
1. Using the ratio method, averaging over the three central points of each plateau.
This yields one result for each of the three source-sink separations.
2. With the summation method, the finite difference between the two larger source-
sink separations is too noisy to be useful. Therefore, we fit a line to the sums at
the three source-sink separations to yield one result.
3. Using the GPoF method as in Section 4.2.4, yielding one result because there is
now just one effective source-sink separation.
Except for the largest volume, we use source momenta up to 2pi
Ls
(1, 1, 1). On the largest
volume, we include source momenta as large as 2pi
Ls
(2, 1, 1).
This set of ensembles allows for control over, or study of, various sources of
systematic error. In roughly decreasing order of the level of control that we can
achieve:
Quark masses For all ensembles, the strange quark mass is near the physical value.
The smallest light quark mass corresponds to a pion mass that is just 10%
above the physical pion mass. This allows for either a direct comparison of
the mpi = 149 MeV ensemble with experiment, or a comparison after a mild
extrapolation to the physical point.
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Excited states Using the ratio method with three different source-sink separations
allows for clear identification of observables where excited-state contamination
is a problem. In addition, as studied in Section 4.2.4, the summation method is
reasonably effective at removing the contributions from excited states, and the
GPoF method is also an improvement over the standard ratio method.
Finite volume In general, finite-volume effects are expected to be small with mpiLs &
4, which is satisfied by most of the ensembles. Furthermore, the 243 × 48 and
323×48 ensembles near mpi = 250 MeV differ only in their spatial volume, which
allows for a controlled check for finite-volume effects.
Finite temperature Most of these ensembles have the same time extent, which
corresponds to a temperature of 35 MeV. It is more common to vary the time
extent with the spatial extent such that Lt = 2Ls, so that both are larger at
smaller mpi. At lower pion masses, the fixed temperature means that it becomes
easier to thermally excite a pion, which could have unwanted influence on the
results. On the other hand, the three different time extents Lt/a ∈ {24, 48, 96}
used for the ensembles near mpi = 250 MeV are useful for identifying possible
thermal effects.
Discretization The one ensemble with a finer lattice spacing allows for a consistency
check, but this set of ensembles is insufficient for taking a continuum limit or
having some careful control over discretization effects.
Comparing with the recent lattice QCD calculations listed in Tab. 3.1, we see that
this is the only calculation done with such a near-physical pion mass in a large volume.
Furthermore, most calculations do not devote such resources to studying excited-state
effects, and never at a near-physical pion mass.
Two ensembles will be the main ones studied: the 483×48, mpi = 149 MeV ensemble
because it is close to the physical pion mass, and the 323×48, mpi = 254 MeV ensemble
because it has the smallest statistical errors.
We will also perform extrapolations to the physical pion mass using chiral per-
turbation theory (ChPT), generally by fitting to calculations done on the ensembles
with the smallest pion masses and largest volumes (the first four listed in Tab. 5.1).
These are not the main focus of this thesis, so the relevant expressions are included
in Appendix A. We will use results from phenomenology to constrain many of the
parameters; therefore, the extrapolated observables are not fully ab initio results. The
extrapolations will serve both to test the compatibility of the lattice data with ChPT
and measurements from experiment, and to indicate the dependence on pion mass in
the chiral regime more clearly than shown by the noisy lattice calculations.
5.1 Isovector vector form factors
The isovector Dirac and Pauli form factors are shown in Figs. 5-2 and 5-3 for the
two main ensembles, computed using the different methods discussed above. On the
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near-physical ensemble, there is a trend for F v1 to decrease and F
v
2 to increase when
going from the shortest to the middle source-sink separation. This is consistent with
what was seen more clearly on the mpi ≈ 317 MeV ensemble in Section 4.2.4. The
summation and GPoF methods produce results with similar errors, but (except for the
first two points) the summation values for F v1 lie consistently lower, which suggests
that excited-state effects are not fully controlled on this ensemble. The dependence
on source-sink separation for the mpi = 254 MeV ensemble is qualitatively similar, but
the effect is weaker.
Determining the Dirac and Pauli radii and the anomalous magnetic moment from
these F v1,2(Q
2) data requires fitting and interpolating the slope at Q2 = 0 (for F1), or
extrapolating the slope and value at Q2 = 0 (for F2). We fit a two-parameter dipole
function,
F (Q2) =
F (0)(
1 + Q
2
m2D
)2 , (5.1)
to the range 0 ≤ Q2 ≤ 0.5 GeV2, for each ensemble. Because the data have large
errors, the fits work well and there is no sign of deviation from dipole behavior except
when using the shortest source-sink separation.
The resulting Dirac radius is shown in Fig. 5-4. The lattice calculations lie system-
atically below the experimental points, but it is clear that much of this discrepancy
is due to excited-state effects. These are particularly large on the mpi = 149 MeV
ensemble, which shows the same pattern as the high-precision calculations done on the
USQCD ensemble: the GPoF result is nearly the same as the T = 1.4 fm ratio result,
and the summation method yields a larger Dirac radius. Comparing the 323 × 48 and
243 × 48 ensembles with mpi ≈ 250 MeV, we do not find any significant finite-volume
effects.
A fit and extrapolation using Eq. A.4 with one free parameter is shown in Fig. 5-5.
Fitting to the summation data works well, with χ2/dof = 1.7/3, and the extrapolated
value is consistent with experiment. Using the GPoF data (χ2 = 7.5) or the ratio data
(χ2 > 14) yields much worse fits.
In Fig. 5-6, we show the isovector anomalous magnetic moment, normalized relative
to the physical magneton, rather than using the ensemble-dependent nucleon mass as
in Eq. 3.9:
κvnorm =
mphysN
mlatN
F v,lat2 (0). (5.2)
We again see that the influence of excited states is qualitatively the same on the
mpi = 149 MeV ensemble as on the high-precision USQCD ensemble; however, unlike
for the Dirac radius, the rest of the BMW-action ensembles don’t show a clear trend of
excited-state effects. The ensembles with smaller volumes also suffer from much larger
statistical errors. This is because the Pauli form factor must be extrapolated to zero
momentum transfer, and the smallest available Q2 in a periodic box is Q2min ≈ ( 2piLs )2,
so a longer extrapolation is required when using a smaller volume. Therefore, to check
for finite-volume effects, we compare the form factor F v2 (Q
2) on the 243 × 48 and
323 × 48 ensembles at mpi ≈ 250 MeV in Fig. 5-7. There does not appear to be a
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Figure 5-2: Comparison of the isovector Dirac and Pauli form factors, computed using
different methods, on the mpi = 149 MeV ensemble.
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Figure 5-3: Comparison of the isovector Dirac and Pauli form factors, computed using
different methods, on the 323 × 48, mpi = 254 MeV ensemble.
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Figure 5-4: Isovector Dirac radius from dipole fits. The BMW ensembles are or-
dered by increasing pion mass. Ensembles with the same pion mass are ordered by
decreasing four-dimensional lattice volume. The equivalent calculations done using
the USQCD clover ensemble from Sec. 4.2.4 are shown on the far right. We also
show two experimental points, where (r2E)
p is taken from either the CODATA 2010
result [MTN12] used by the PDG [B+12] or the measurement from spectroscopy of
muonic hydrogen [ANS+13]. Both points use the PDG value for (r2E)
n.
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the 2012 PDG [B+12].
significant finite-volume effect, compared with the statistical errors.
Extrapolation of κvnorm to the physical pion mass with two-parameter fits using
Eq. A.5 is shown in Fig. 5-8. The fits to the points computed using summation,
GPoF, and ratio with the larger two source-sink separations are all good, with
χ2/dof < 1. The summation, GPoF, and T = 1.4 fm ratio-method extrapolated values
are consistent with one another and with experiment, suggesting that excited states
are reasonably under control. The extrapolated points using the ratio method with the
lower two source-sink separations lie below the experimental value and approach it as
the source-sink separation is increased and excited-state contaminations are removed.
We see behavior in the isovector Pauli radius similar to that in the isovector
anomalous magnetic moment; the former is shown in Fig. 5-9. In particular, the
calculations done using the mpi = 149 MeV ensemble behave similarly to the high-
precision calculations using the USQCD ensemble: (r22)
v increases with source-sink
separation, the GPoF result is similar to the largest source-sink separation, and the
summation result is still higher. The three Ls = 32 coarse BMW ensembles, however,
do not follow this trend. Because of the previously-discussed difficulty of extrapolating
to Q2 = 0 when using smaller volumes, we refer the reader to the earlier discussion
and Fig. 5-7 for evidence that finite-volume effects are not large.
In chiral perturbation theory, it is more natural to use the combination κvnorm(r
2
2)
v.
Fitting and extrapolation of this quantity using Eq. A.6 with one free parameter is
shown in Fig. 5-10. The fits are of good quality, with χ2/dof < 1, when using the
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summation or GPoF data, or when using the largest source-sink separation. Except
when using the summation method, the extrapolated values all agree with one another
and lie below the experimental points. The extrapolated summation value is consistent
with both of the experimental values. Unlike for (r21)
v and κv, the extrapolated ratio
points do not move toward experiment as the source-sink separation is increased; with
the present statistics, it is possible that this is merely a fluctuation, but this may also
hint at challenges in controlling excited-state errors in the isovector Pauli radius.
Noting that, when using the summation method, the anomalous magnetic moment
and Pauli radius on the mpi = 149 MeV ensemble are consistent with experiment,
and the Dirac radius is close to the experimental points, we find that it is worth
comparing the form factors themselves with experiment. In Fig. 5-11, we compare the
experimentally-preferred isovector Sachs form factors,
GvE(Q
2) = F v1 (Q
2)− Q
2
2mN
F v2 (Q
2) (5.3)
GvM(Q
2) = F v1 (Q
2) + F v2 (Q
2), (5.4)
between this lattice ensemble and the phenomenological parameterization of experi-
mental data in Ref. [ABGG09]. The lattice data agree rather well with experiment,
which is not the case if one of the other methods for computing form factors is used, or
when comparing data from ensembles with heavier pion masses; this strongly supports
the argument that both near-physical pion masses and good control over excited states
are essential for a realistic calculation.
5.2 Isovector axial form factors
The best-measured aspect of the nucleon axial form factors is the axial charge gA ≡
GvA(0) = 1.2701(25), from beta decay experiments [B
+12]; we show our calculations
of it in Fig. 5-12. Unlike the vector form factors, this shows very different behavior
in the mpi = 149 MeV ensemble, compared with the high-precision test case. On the
latter ensemble, and on three of the four ensembles with mpi ≈ 250 MeV, the value of
gA increases with the source-sink separation, and the summation method yields the
largest value. On a second group of ensembles—those with mpi = 149 and 202 MeV,
and the mpi ≈ 250 MeV ensemble with short time-extent—the value of gA decreases
with the source-sink separation. The relevance of the time extent of the ensembles at
mpi ≈ 250 MeV suggests that this effect is caused by thermal states. The dominant
thermal contribution comes from pions at zero momentum, with a weight that scales as
e−mpiLt (see Eq. 3.29), and in fact the value of mpiLt is smaller on the second group of
ensembles, where gA decreases with source-sink separation, than it is on the ensembles
where gA increases with source-sink separation. Although larger statistics are required
on the ensemble with Lt/a = 24 to confirm the effect,
1 this strongly suggests that
the axial charge is particularly affected by thermal contamination, and this also casts
suspicion on the axial form factors in general, when computed on the ensembles with
1Such a calculation is currently in progress.
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Figure 5-11: Isovector electric and magnetic form factors: points from using the
summation method on the mpi = 149 MeV ensemble (data at nearby Q
2 are binned
for clarity) and curves from the fit to experiment in Ref. [ABGG09].
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small mpiLt.
Given that there appears to be a problem with gA due to thermal states on the
ensembles with the two smallest pion masses, and the calculated values of gA on
those ensembles lie well below the value from experiment, it is clear that a chiral
extrapolation using those ensembles will not agree with experiment. Instead, we make
use of the ensembles with larger pion masses and select those with mpiLt > 7. Using a
two-parameter fit with Eq. A.7, the extrapolation to the physical pion mass is shown
in Fig. 5-13. The fits are all of reasonably good quality: with 4 degrees of freedom
they have χ2 = 7.7 when using the shortest source-sink separation and χ2 < 3 for
the other cases. The extrapolated value of gA increases toward the experimental
point when going from the shortest to the middle source-sink separation, and the
summation and GPoF results are consistent with experiment. In Ref. [CDMvH+12],
the summation method was also used, and an extrapolation with pion masses between
277 and 540 MeV also achieved agreement with experiment for gA. There, the lattice
temporal extents all satisfied mpiLt ≥ 8, and the ratio-plateau method produced results
lower than the summation method, which is the same behavior that we see in our
data. Therefore, our conclusion regarding gA is that thermal effects are particularly
important, but excited states must also be under control in order to agree with
experiment. Because we have excluded the two ensembles with the smallest pion
masses, this result depends much more strongly on chiral perturbation theory than
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the results in the previous section; a calculation near the physical pion mass with a
large time extent and reasonable control over excited states is necessary to remove
the dependence on chiral perturbation theory and phenomenological input.
The isovector axial form factor GvA(Q
2) is shown for the two main ensembles in
Fig. 5-14. The mpi = 254 MeV ensemble shows behavior roughly similar to what
we saw on the high-precision USQCD ensemble in Sec. 4.2.4: GvA(Q
2) increases with
source-sink separation at low Q2 and it decreases with source-sink separation at
larger Q2. On the mpi = 149 MeV ensemble, which we suspect is affected by thermal
contamination at Q2 = 0, the behavior is different: for all Q2, the middle source-sink
separation yields lower values of GvA(Q
2) than the smallest source-sink separation.
This suggests that the axial form factor is affected by the presence of thermal pion
states for a range of Q2.
To find the axial radius, we perform dipole fits to GvA(Q
2), for 0 ≤ Q2 ≤ 0.5 GeV2.
These fits work well, with χ2/dof . 1.5 even when fitting to the precise data with the
shortest souce-sink separation. The resulting (r2A)
v values are shown in Fig. 5-15. These
lie well below the experimental result [BABB08] from quasielastic neutrino scattering
(νµn→ µ−p) on deuterium and from pion electroproduction. Some of the more recent
neutrino experiments with heavier target nuclei have yielded larger values of the
axial mass (m2A ≡ 12(r2A)v , assuming dipole behavior for G
v
A(Q
2)) that are compatible
with these lattice results, such as MiniBooNE [AA+10] ((r2A)
v = 0.26(6) fm2) and
K2K [G+06] ((r2A)
v = 0.32(6) fm2).
We extrapolate the product gA(r
2
A)
v to the physical pion mass using Eq. A.10,
which says that to the order in ChPT that we are working at, this product is
independent of mpi. Because this depends on gA, which has significant effects from
thermal contamination, we use the same procedure as used for extrapolating gA and
fit to the ensembles with mpiLt > 7; the result is shown in Fig. 5-16. All of the fits are
of good quality, with χ2/dof < 1. The extrapolated values increase with source-sink
separation but are well below the experimental point. There is a significant difference
between the summation and GPoF values, indicating that excited states are poorly
controlled. Clearly this observable warrants a more-careful study of systematics once
gA is well-understood.
We show the isovector induced pseudoscalar form factor GvP (Q
2), computed on the
two main ensembles, in Fig. 5-17. Both ensembles show similar behavior, with large
excited-state effects at small Q2. These were also very large on the high-precision test
ensemble. Having similar behavior on the mpi = 149 MeV ensemble suggests that the
effects caused by thermal pion states might not be as severe as they were for GvA(Q
2).
For comparison to experiment, we look to ordinary muon capture on the proton,
which is sensitive to g∗P ≡ mµ2mNGvP (0.88m2µ). Since GvP (Q2) contains a pion pole, we
normalize it to its physical value, defining
gnormP ≡
mµ
2mN
m2pi + 0.88m
2
µ
m2pi,phys + 0.88m
2
µ
GvP (0.88m
2
µ), (5.5)
where mpi and mN are the masses computed on each lattice ensemble. Extrapolation
to Q2 = 0.88m2µ is done by fitting the lattice G
v
P (Q
2) for 0 < Q2 ≤ 0.5 GeV2 on
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Figure 5-14: Comparison of the isovector axial form factor, computed using different
methods, on the mpi = 149 MeV ensemble and the 32
3 × 48, mpi = 254 MeV ensemble.
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Figure 5-15: Isovector axial radius from dipole fits on the BMW and USQCD ensembles;
see the caption of Fig. 5-4. The experimental value is from a reanalysis [BABB08] of
νµ-deuterium quasielastic scattering and pion electroproduction experiments.
each ensemble with a pion-pole plus constant function, as given by ChPT in Eq. A.9.
If the location of the pole is fixed using the pion mass determined from the lattice
calculation, then the resulting two-parameter fits are somewhat poor when fitting
to more-precise data. For instance, fitting the middle source-sink separation on the
mpi = 149 MeV ensemble yields χ
2/dof = 41/19. Including the pole location as a fit
parameter yields a better fit with χ2/dof = 22/18, but the pole mass is 227(18) MeV,
well above the pion mass on this ensemble; this behavior was previously observed in
Ref. [BEE+10]. Fitting to the less-precise data on the mpi = 149 MeV ensemble (i.e.
using summation, GPoF, or the largest source-sink separation), while setting the pole
position to the calculated pion mass, gives reasonable values of χ2 between 20 and 28.
Despite these issues, we proceed by fitting with the pole mass set to the calculated
pion mass, knowing that a fitted pole mass would generally be larger, which leads to
smaller values of gnormP .
The resulting values of gnormP are shown in Fig. 5-18. The high-precision study
done on the USQCD ensemble shows that excited-state effects are quite large, and
we should not consider them as under control. The data broadly increase with mpi,
and the results on the smaller-volume ensembles have large statistical errors; as was
the case with F2(Q
2), the extrapolation to Q2 = 0.88m2µ on these ensembles is more
difficult. We use the two-parameter ChPT formula, Eq. A.11, to extrapolate to the
physical pion mass as shown in Fig. 5-19. The extrapolated values are well below the
experimental measurement. Better fits to GvP (Q
2) would generally move the data away
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Figure 5-16: Isovector axial radius multiplied by the axial charge, gA(r
2
A)
v, from dipole
fits to GvA(Q
2) computed using the summation method, and chiral extrapolation to the
physical pion mass. Points in red are included in the fit. On the left, the extrapolated
values computed using other methods are also shown; see the legend of Fig. 5-15.
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Figure 5-17: Comparison of the isovector induced pseudoscalar form factor, computed
using different methods, on the mpi = 149 MeV ensemble and the 32
3 × 48, mpi =
254 MeV ensemble.
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Figure 5-18: Induced pseudoscalar coupling gnormP from fits on the BMW and USQCD
ensembles (see text); see the caption of Fig. 5-4. The value from the MuCap experi-
ment [A+13] is also shown.
from the experimental point, but it seems likely that improved control over excited
states would move the data toward the experimental point.
5.3 Isovector quark momentum fraction
The isovector quark momentum fraction, 〈x〉u−d ≡ Av20(0), is shown in Fig. 5-20.
This observable shows clear signs of strong excited-state effects, as was seen in the
high-precision study. Although using the summation or GPoF method causes the
calculation on the mpi = 149 MeV ensemble to agree with phenomenology, more work
is needed to achieve good control over excited-state systematics. Extrapolation to
the physical pion mass is shown in Fig. 5-21; this also produces agreement with the
phenomenological result.
5.4 Neutron beta decay couplings
The scalar charge gS is shown in Fig. 5-22; the results suffer from much larger statistical
errors than the axial charge. Relative to these large statistical errors, there do not
appear to be significant effects from excited states, finite volumes, or discretization.
Even on the high-precision ensemble, excited-state effects appear to be absent from
the middle source-sink separation. Therefore, we use the ratio-plateau method with
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the summation method, and chiral extrapolation to the physical pion mass. Points in
red are included in the fit. On the left, the extrapolated values computed using other
methods are also shown; see the legend of Fig. 5-18.
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Figure 5-20: Isovector average quark momentum fraction on the BMW and USQCD
ensembles; see the caption of Fig. 5-4. The normalization used on the USQCD ensemble
is arbitrary, as we have not computed a renormalization factor. The CTEQ6 [PSH+02]
phenomenological value is also shown.
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Figure 5-22: Scalar charge on the BMW and USQCD ensembles; see the caption of
Fig. 5-4. The normalization used on the USQCD ensemble is arbitrary, as we have
not computed a renormalization factor.
the middle source-sink separation for our main results.
Due to poor constraints from phenomenology, we have three free parameters in
our extrapolation formula, Eq. A.14. Therefore, we choose to fit to the full range
of pion masses, selecting the larger volumes at each pion mass; this is shown in
Fig. 5-23. The fits are of good quality with χ2/dof < 1, and the extrapolated values
are consistent with the absence of excited-state effects. We estimate finite-volume
effects by comparing the 243× 48 and 243× 48 ensembles at mpi ≈ 250 MeV, assuming
that the effects scale as e−mpiLs . We similarly estimate thermal effects by comparing
ensembles at mpi ≈ 250 and 350 MeV and assuming that the effects scale as e−mpiLt .
On the mpi = 149 MeV ensemble, these scaling assumptions imply that gS is shifted
by −0.11(17) due to finite Ls and by 0.15(19) due to finite Lt. Since this ensemble
has the largest effect on the extrapolation, we use the central value of the estimated
effect of finite spatial and temporal extents on that ensemble in order to get the final
prediction:
g
MS(2 GeV)
S = 1.04± 0.27 (stat)± 0.11 (Ls)± 0.15 (Lt). (5.6)
Based on the high-precision test ensemble, we conclude that excited-state systematics
are somewhat smaller than the quoted errors. The dominant error is statistical, and it
can be improved either with higher-statistics calculations near the physical pion mass,
or with better phenomenological input to chiral perturbation theory so that ensembles
at larger-than-physical pion masses are better at constraining the extrapolation. An
alternative determination of gS can be had via the Feynman-Hellmann theorem, which
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Figure 5-23: Scalar charge computed using the ratio-plateau method with the middle
source-sink separation, and chiral extrapolation to the physical pion mass. Points in
red are included in the fit. On the left, the extrapolated values computed using other
methods are also shown; see the legend of Fig. 5-22.
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Figure 5-24: Tensor charge on the BMW and USQCD ensembles; see the caption of
Fig. 5-4. The normalization used on the USQCD ensemble is arbitrary, as we have
not computed a renormalization factor.
implies, to leading order,
gS =
(mp −mn)QCD
mu −md . (5.7)
Combining the recent calculation [BDF+13] by BMW of octet baryon mass isospin
splittings in lattice QCD+QED with their earlier calculation [DFH+11] of light quark
masses using lattice QCD (which yielded mu +md) and phenomenology (to find mu,
md individually) yields gS = 0.86(11), in good agreement with our result.
We show the tensor charge gT in Fig. 5-24. As with the scalar charge, it appears
that excited-state effects are not very large, but this is not nearly as noisy. We again
select the middle source-sink separation data as our main results; their extrapolation
using Eq. A.16 is shown in Fig. 5-25. The best-fit parameters have µ2 = 0, which
removes the chiral log, but the fits are good with χ2/dof < 1.1 since the dependence
on mpi is very mild. We estimate effects from finite Ls and Lt in the same way as for
the scalar charge; the scaling assumptions imply a shift by 0.020(25) due to Ls and by
−0.037(25) due to Lt. Although high-precision calculations on the USQCD ensenble
suggest that excited-state effects are quite small, we nevertheless estimate their size
from the difference between our main extrapolated value and that computed using
the shortest source-sink separation. Together, these give the final prediction:
g
MS(2 GeV)
T = 1.036± 0.010 (stat)± 0.020 (Ls)± 0.037 (Lt)± 0.012 (exc. states). (5.8)
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methods are also shown; see the legend of Fig. 5-24.
If these errors are added in quadrature, the combined error is less than 5%. The main
unestimated source of error is discretization, but comparison with our calculations
done using fine (a = 0.084 fm) domain-wall ensembles in Ref. [GNP+12] suggests
that discretization effects are not more than a few percent. Other than the need to
obtain control over the continuum limit, the dominant uncertainty is from thermal
effects; reducing this would be a side-benefit to calculations done for understanding
the influence of thermal states on the axial charge. However, the error is already well
below the 10–20% level that Ref. [BCC+12] stated was sufficient for upcoming neutron
beta-decay experiments.
5.5 Isoscalar observables
We also examine a few isoscalar observables. Because we have not computed the
required quark-connected contractions, these suffer from an additional uncontrolled
systematic error. We will not perform an extrapolation to the physical pion mass;
rather, this examination will serve to provide qualitative information about the
relevance of different sources of systematic error and the dependence on pion mass. In
the absence of signs of other systematic errors, comparing the mpi = 149 MeV ensemble
and experiment gives an indication of the possible size of disconnected contributions.
The isoscalar Dirac radius, determined from dipole fits to F s1 (Q
2), is shown in
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Figure 5-26: Isoscalar Dirac radius from dipole fits on the BMW and USQCD ensembles;
see the caption of Fig. 5-4. We show two experimental values, where (r2E)
p is taken
from either the CODATA 2010 result [MTN12] used by the PDG [B+12] or the
measurement from spectroscopy of muonic hydrogen [ANS+13]. Both points use the
PDG value for (r2E)
n.
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Figure 5-27: Quark spin contribution to the nucleon angular momentum, 1
2
∆Σu+d,
on the BMW and USQCD ensembles; see the caption of Fig. 5-4. The experimental
point is from HERMES [A+07].
Fig. 5-26. As with the isovector Dirac radius, control over excited-state effects is
important, particularly at the lightest pion masses. The same set of heavy baryon
ChPT expressions that we used for the isovector Dirac radius say that the isoscalar
Dirac radius is independent of mpi. Since we see that (r
2
1)
s rises toward the experimental
values as the pion mass decreases, it is clear that these ChPT expressions are not a
good description of our data.
Figure 5-27 shows the total u+ d quark spin contribution to the nucleon angular
momentum, 1
2
∆Σu+d ≡ 1
2
Gu+dA (0). The high-precision ensemble indicates that excited-
state effects are small, and the other ensembles don’t have a consistent dependence
on source-sink separation. Because the isovector equivalent of this quantity, gA, had
significant thermal effects, it is interesting to note that the same behavior is not
apparent here. Comparing the ensembles with small mpiLt against the others does
not reveal the same dramatic behavior that we saw for gA. The calculations done on
the mpi = 149 MeV ensemble agree with the experimental result; this suggests that
disconnected contributions are not large.
In Fig. 5-28, we show the isoscalar equivalent of the tensor charge, which is the
first moment of transversity 〈1〉δu+δd. As with the isovector quantity, this appears
fairly well behaved, with small excited-state effects and little dependence on mpi. With
an unknown error from the omission of disconnected diagrams, these results support a
prediction of roughly 0.6, which will be tested at Jefferson Lab.
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Figure 5-28: Isoscalar first moment of transvsersity, 〈1〉δu+δd, on the BMW and USQCD
ensembles; see the caption of Fig. 5-4.
5.6 Conclusions
The two major advances in these calculations are the use of a near-physical pion
mass and the reduction of excited-state effects; this combination produced agreement
with experiment for the nucleon isovector Dirac and Pauli radii, anomalous magnetic
moment, and quark average momentum fraction. The importance of excited-state
systematics was clearly demonstrated, and more work is still needed to obtain better
control over them. Although reduced statistical errors and somewhat better control
over the other systematics (discretization and finite Ls and Lt) are also needed, these
are promising results that suggest lattice QCD calculations may be able to contribute
to a resolution of the proton radius problem.
For the axial charge, distinctive behavior for ensembles with small mpiLt indicates
that thermal pion states may be affecting the result. Restricting the analysis to
ensembles with larger values of mpiLt leads to the same conclusion as Ref. [CDMvH
+12],
which is that agreement with experiment can only be achieved with good control over
excited states. We also find that excited states are important for the axial radius (r2A)
v
and the induced pseudoscalar coupling gnormP , although our extrapolated results lie
well below experiment. Performing calculations on an ensemble with a near-physical
pion mass and a large time extent would help to resolve the issue.
Finally, Eqs. 5.6 and 5.8 contain our predictions for the scalar and tensor charge.
The latter will be tested in experiments at Jefferson Lab, and both of them should
provide useful inputs to beta-decay experiments.
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Appendix A
Chiral perturbation theory
We will largely use the same methods and phenomenological inputs for chiral per-
turbation theory as Refs. [GEK+12a, BEE+10]. In particular, we use the following
values in the chiral limit: the pion decay constant,
Fpi = 86.2 MeV, (A.1)
the delta-nucleon mass splitting,
∆ = 293 MeV, (A.2)
and the nucleon axial charge,
gA = 1.26. (A.3)
A.1 Isovector vector form factors
The nucleon isovector Dirac and Pauli form factors are given in heavy baryon ChPT
including the delta baryon, to order 3 in the small-scale expansion ( ∈ {p,mpi,∆})
in Ref. [BFHM98]. This gives an expression for the Dirac radius [SBL+10],
(rv1)
2 = − 1
(4piFpi)2
[
1 + 7g2A + (2 + 10g
2
A) log
(mpi
λ
)]
− 12B
r
10(λ)
(4piFpi)2
+
c2A
54pi2F 2pi
[
26 + 30 log
(mpi
λ
)
+ 30
∆√
∆2 −m2pi
log
(
∆
mpi
+
√
∆2
m2pi
− 1
)]
,
(A.4)
where cA is the leading-order pion-nucleon-delta coupling in the chiral limit, which we
set to 1.5 [SBL+10], and Br10(λ) is a counterterm and the single free parameter.
For the anomalous magnetic moment, we include the modification from Ref.
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[HW02]:
κv = κv0 −
g2AmpimN
4piF 2pi
+
2c2A∆mN
9pi2F 2pi
[√
1− m
2
pi
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log
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∆
mpi
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√
∆2
m2pi
− 1
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2∆
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− 8Er1(λ)mNm2pi +
4cAcV gAmNm
2
pi
27pi2F 2pi∆
(
3∆ log
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+ pimpi
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− 8cAcV gA∆
2mN
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[(
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2
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∆2
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log
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∆
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√
∆2
m2pi
−1
)
+
(
1− 3m
2
pi
2∆2
)
log
mpi
2∆
]
,
(A.5)
where cV is the leading photon-nucleon-delta coupling in the chiral limit, which we set
to −2.5 GeV−1, and we use the physical nucleon mass mN = 939 MeV. The two free
parameters are κv0 and the counterterm E
r
1(λ).
The combination κv(r22)
v is more natural in ChPT than the Pauli radius alone; we
include the O(m0pi) “core” contribution from Ref. [GHH
+05] in the expression for it:
κv(rv2)
2 =
g2AmN
8piF 2pimpi
+
c2AmN
9pi2F 2pi
√
∆2 −m2pi
log
(
∆
mpi
+
√
∆2
m2pi
− 1
)
+ 24mNC, (A.6)
where C is the single free parameter.
A.2 Isovector axial form factors
The nucleon axial charge is given in heavy baryon ChPT with delta degrees of freedom
to order 3 in the small-scale expansion in Ref. [HPW03]:
gA(mpi) = gA − g
3
Am
2
pi
16pi2F 2pi
+ 4m2pi
[
C(λ) +
c2A
4pi2F 2pi
(
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8c2AgAm
2
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,
γ =
1
16pi2F 2pi
(
50
81
c2Ag1 −
1
2
gA − 2
9
c2AgA − g3A
)
,
(A.7)
where g1 controls the delta axial charge and we set it to 2.5 [BEE
+10], and we keep
gA and the counterterm C(λ) as free parameters.
To the same order, dependence on Q2 of the isovector axial form factors is given
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in Ref. [BFHM98]:
GvA(Q
2,mpi) = gA(mpi)− Q
2
(4piFpi)2
B¯3 (A.8)
GvP (Q
2,mpi) =
4m2N
m2pi +Q
2
(
gA(mpi)− 2m
2
piB¯2
(4piFpi)2
)
− B¯3 4m
2
N
(4piFpi)2
. (A.9)
In particular, this means that the product,
gA(r
2
A)
v ≡ −6 dG
v
A
dQ2
∣∣∣∣
Q2=0
=
6B¯3
(4piFpi)2
, (A.10)
has one parameter (the counterterm B¯3) and is independent of mpi. We also make use
of the quantity (with Q2∗ = 0.88m
2
µ)
gnormP (mpi) ≡
mµ(m
2
pi +Q
2
∗)
2mN(m2pi,phys +Q
2∗)
GvP (Q
2
∗)
=
2mµmN
m2pi,phys +Q
2∗
(
gA(mpi)− m
2
pi
(4piFpi)2
(
2B¯2 + B¯3
)− Q2∗
(4piFpi)2
B¯3
)
,
(A.11)
which has the same dependence on mpi as gA(mpi), except for: an overall scaling
factor; the replacement of the counterterm C(λ) with a linear combination of C(λ),
B¯2, and B¯3; and an overall shift proportional to B¯3. For fitting to g
norm
P (mpi), we
additionally fix gA to its phenomenological value, leaving two free parameters, which
are counterterms.
A.3 Isovector generalized form factors
Form factors of the isovector quark energy-momentum operator are given to O(p2) in
covariant baryon ChPT in Ref. [DGH08]. In particular, the quark momentum fraction
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is given by
〈x〉u−d ≡ Av20(0)
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(A.12)
where av20, ∆a
v
20, and mN,0 are the isovector momentum fraction 〈x〉u−d, isovector
polarized momentum fraction 〈x〉∆u−∆d, and nucleon mass, respectively, in the chiral
limit. We fit by fixing the phenomenological values mN,0 = 873 MeV and ∆a
v
20 = 0.165,
keeping av20 and the counterterm c
r
8(λ) as the two free parameters.
A.4 Scalar charge
For chiral extrapolation of the scalar charge, we make use of the Feynman-Hellmann
theorem to obtain
gS ≡ 〈p|u¯u− d¯d|p〉 =
(
∂
∂mu
− ∂
∂md
)
Mp. (A.13)
Strong isospin splitting of nucleon masses has been computed in SU(2) heavy baryon
ChPT, with explicit ∆ degrees of freedom, to next-to-next-to-leading-order, i.e. to
O(m2q) [TWL06]. This leads to the expression
gS(m
2
pi) = 2αM
− 1
2(4piFpi)2
{
m2pi
[
8(g2AαM + g
2
∆N(αM +
5
9
γM))− (bM1 + bM6 )
pi(
√
2Fpi)
3
λ
]
+m2pi log
(
m2pi
µ2
)
2αM(6g
2
A + 1) + J (mpi,∆, µ)8g2∆N(αM + 59γM)
}
,
(A.14)
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where
J (m,∆, µ) = (m2 − 2∆2) log m
2
µ2
+ 2∆
√
∆2 −m2 log
(
∆−√∆2 −m2 + i
∆ +
√
∆2 −m2 + i
)
+ 2∆2 log
4∆2
µ2
.
(A.15)
Fixing gA, Fpi, and ∆ as usual leaves 3 independent parameters to which we fit our
gS(m
2
pi) data: αM and γM , which control the leading-order nucleon and delta strong
isospin splitting, respectively, and the combination of low-energy constants bM1 + b
M
6 .
A.5 Tensor charge
Chiral extrapolation formulas for the tensor charge are given in [DMT02]. Full
formulas including ∆ loops are given via a number of integrals, and then it is shown
that these are approximated well by an expression that includes only the leading
non-analytic term. Finally, including terms that connect to the heavy quark limit
yields the expression:
gT (m
2
pi) = δa
(
1 + δcLNAm
2
pi log
m2pi
m2pi + µ
2
)
+ δb
m2pi
m2pi +m
2
b
, (A.16)
where from the heavy quark limit
δb = 5
3
− δa(1− µ2δcLNA), (A.17)
and the coefficient of the log term is
δcLNA =
−1
2(4piFpi)2
[(
2− 4
9
g2piN∆
g2piNN
)
g2A +
1
2
]
. (A.18)
We fix mb = 5 GeV and
gpiN∆
gpiNN
= 1.85 as in [DMT02] to obtain a fit with 2 independent
parameters.
91
92
Bibliography
[A+07] A. Airapetian et al., Precise determination of the spin structure function
g1 of the proton, deuteron and neutron, Phys. Rev. D 75, 012007 (2007),
arXiv:hep-ex/0609039.
[A+13] V. A. Andreev et al., Measurement of muon capture on the proton to
1% precision and determination of the pseudoscalar coupling gP , Phys.
Rev. Lett. 110, 012504 (2013), arXiv:1210.6545 [nucl-ex].
[AA+10] A. A. Aguilar-Arevalo et al., First measurement of the muon neutrino
charged current quasielastic double differential cross section, Phys. Rev.
D 81, 092005 (2010), arXiv:1002.2680 [hep-ex].
[ABC+11a] C. Alexandrou, M. Brinet, J. Carbonell, M. Constantinou, P. A. Har-
raud, et al., Axial nucleon form factors from lattice QCD, Phys. Rev.
D 83, 045010 (2011), arXiv:1012.0857 [hep-lat].
[ABC+11b] C. Alexandrou, M. Brinet, J. Carbonell, M. Constantinou, P. A. Har-
raud, et al., Nucleon electromagnetic form factors in twisted mass lattice
QCD, Phys. Rev. D 83, 094502 (2011), arXiv:1102.2208 [hep-lat].
[ABGG09] W. M. Alberico, S. M. Bilenky, C. Giunti, and K. M. Graczyk, Electro-
magnetic form factors of the nucleon: New fit and analysis of uncer-
tainties, Phys. Rev. C 79, 065204 (2009), arXiv:0812.3539 [hep-ph].
[ABL+10] Yasumichi Aoki, Tom Blum, Huey-Wen Lin, Shigemi Ohta, Shoichi
Sasaki, et al., Nucleon isovector structure functions in (2+1)-flavor
QCD with domain wall fermions, Phys. Rev. D 82, 014501 (2010),
arXiv:1003.3387 [hep-lat].
[ACC+11] C. Alexandrou, J. Carbonell, M. Constantinou, P. A. Harraud, P. Gui-
chon, et al., Moments of nucleon generalized parton distributions from
lattice QCD, Phys. Rev. D 83, 114513 (2011), arXiv:1104.1600 [hep-lat].
[ACD+13] C. Alexandrou, M. Constantinou, S. Dinter, V. Drach, K. Jansen, et al.,
Nucleon form factors and moments of generalized parton distributions
using Nf = 2 + 1 + 1 twisted mass fermions, arXiv:1303.5979 [hep-lat].
93
[ACF+87] M. Albanese, F. Costantini, G. Fiorentini, F. Fiore, M. P. Lombardo,
et al., Glueball masses and string tension in lattice QCD, Phys. Lett. B
192, 163 (1987).
[AdFJ03] C. Alexandrou, Ph. de Forcrand, and Oliver Jahn, The ground state
of three quarks, Nucl. Phys. Proc. Suppl. 119, 667 (2003), arXiv:hep-
lat/0209062.
[AdFL06] C. Alexandrou, Ph. de Forcrand, and B. Lucini, Evidence for diquarks in
lattice QCD, Phys. Rev. Lett. 97, 222002 (2006), arXiv:hep-lat/0609004.
[AdFT02] C. Alexandrou, Ph. de Forcrand, and A. Tsapalis, Probing hadron wave
functions in lattice QCD, Phys. Rev. D 66, 094503 (2002), arXiv:hep-
lat/0206026.
[ANS+13] Aldo Antognini, Franc¸ois Nez, Karsten Schuhmann, Fernando D. Amaro,
Franc¸ois Biraben, et al., Proton structure from the measurement of
2S − 2P transition frequencies of muonic hydrogen, Science 339, 417
(2013).
[AO11] C. Aubin and K. Orginos, A new approach for Delta form factors, AIP
Conf. Proc. 1374, 621 (2011), arXiv:1010.0202 [hep-lat].
[APE+93] Mauro Anselmino, Enrico Predazzi, Svante Ekelin, Sverker Fredriksson,
and D. B. Lichtenberg, Diquarks, Rev. Mod. Phys. 65, 1199 (1993).
[B+12] J. Beringer et al., Review of Particle Physics (RPP), Phys. Rev. D 86,
010001 (2012).
[BABB08] A. Bodek, S. Avvakumov, R. Bradford, and Howard Scott Budd, Vector
and axial nucleon form factors:A duality constrained parameterization,
Eur. Phys. J. C 53, 349 (2008), arXiv:0708.1946 [hep-ex].
[BBO+01] Claude W. Bernard, Tom Burch, Kostas Orginos, Doug Toussaint,
Thomas A. DeGrand, et al., The QCD spectrum with three quark
flavors, Phys. Rev. D 64, 054506 (2001), arXiv:hep-lat/0104002.
[BCC+12] Tanmoy Bhattacharya, Vincenzo Cirigliano, Saul D. Cohen, Alberto
Filipuzzi, Martin Gonza´lez-Alonso, et al., Probing novel scalar and
tensor interactions from (ultra)cold neutrons to the LHC, Phys. Rev. D
85, 054512 (2012), arXiv:1110.6448 [hep-ph].
[BCD+12] Gunnar S. Bali, Sara Collins, Mridupawan Deka, Benjamin Gla¨ßle,
Meinulf Go¨ckeler, et al., 〈x〉u−d from lattice QCD at nearly physical
quark masses, Phys. Rev. D 86, 054504 (2012), arXiv:1207.1110 [hep-
lat].
94
[BDF+13] Sz. Borsanyi, S. Du¨rr, Z. Fodor, J. Frison, C. Hoelbling, et al.,
Isospin splittings in the light baryon octet from lattice QCD and QED,
arXiv:1306.2287 [hep-lat].
[BDMvH+09] Benoit Blossier, Michele Della Morte, Georg von Hippel, Tereza Mendes,
and Rainer Sommer, On the generalized eigenvalue method for energies
and matrix elements in lattice field theory, JHEP 0904, 094 (2009),
arXiv:0902.1265 [hep-lat].
[BDS10] J. Bulava, M. A. Donnellan, and Rainer Sommer, The B∗Bpi coupling
in the static limit, PoS LATTICE2010, 303 (2010), arXiv:1011.4393
[hep-lat].
[BEE+10] J. D. Bratt, R. G. Edwards, M. Engelhardt, Ph. Ha¨gler, H. W. Lin,
et al., Nucleon structure from mixed action calculations using 2+1
flavors of asqtad sea and domain wall valence fermions, Phys. Rev. D
82, 094502 (2010), arXiv:1001.3620 [hep-lat].
[BEF+05a] S. Basak, R. G. Edwards, G. T. Fleming, U. M. Heller, C. Morningstar,
et al., Group-theoretical construction of extended baryon operators in
lattice QCD, Phys. Rev. D 72, 094506 (2005), arXiv:hep-lat/0506029.
[BEF+05b] Subhasish Basak, Robert Edwards, George T. Fleming, Urs M. Heller,
Colin Morningstar, et al., Clebsch-Gordan construction of lattice in-
terpolating fields for excited baryons, Phys. Rev. D 72, 074501 (2005),
arXiv:hep-lat/0508018.
[BFHM98] Ve´ronique Bernard, Harold W. Fearing, Thomas R. Hemmert, and
Ulf-G. Meißner, The form-factors of the nucleon at small momentum
transfer, Nucl. Phys. A 635, 121 (1998), arXiv:hep-ph/9801297.
[BGH+07] Ronald Babich, Nicolas Garron, Christian Hoelbling, Joseph Howard,
Laurent Lellouch, and Claudio Rebbi, Diquark correlations in baryons
on the lattice with overlap quarks, Phys. Rev. D 76, 074021 (2007),
arXiv:hep-lat/0701023.
[BGN95] M. Burkardt, J. M. Grandy, and John W. Negele, Calculation and
interpretation of hadron correlation functions in lattice QCD, Ann.
Phys. 238, 441 (1995), arXiv:hep-lat/9406009.
[Bur03] Matthias Burkardt, Impact parameter space interpretation for gen-
eralized parton distributions, Int. J. Mod. Phys. A 18, 173 (2003),
arXiv:hep-ph/0207047.
[CDJ+11] Gilberto Colangelo, Stephan Du¨rr, Andreas Ju¨ttner, Laurent Lellouch,
Heinrich Leutwyler, et al., Review of lattice results concerning low energy
particle physics, Eur. Phys. J. C 71, 1695 (2011), arXiv:1011.4408 [hep-
lat].
95
[CDMvH+12] S. Capitani, M. Della Morte, G. von Hippel, B. Ja¨ger, A. Ju¨ttner, et al.,
The nucleon axial charge from lattice QCD with controlled errors, Phys.
Rev. D 86, 074502 (2012), arXiv:1205.0180 [hep-lat].
[CGH+11] S. Collins, M. Go¨ckeler, Ph. Ha¨gler, R. Horsley, Y. Nakamura, et al.,
Dirac and Pauli form factors from lattice QCD, Phys. Rev. D 84, 074507
(2011), arXiv:1106.3580 [hep-lat].
[CKDMW10] Stefano Capitani, Bastian Knippschild, Michele Della Morte, and Hart-
mut Wittig, Systematic errors in extracting nucleon properties from
lattice QCD, PoS LATTICE2010, 147 (2010), arXiv:1011.1358 [hep-
lat].
[DAC+11] Simon Dinter, Constantia Alexandrou, Martha Constantinou, Vincent
Drach, Karl Jansen, et al., Precision study of excited state effects in
nucleon matrix elements, Phys. Lett. B 704, 89 (2011), arXiv:1108.1076
[hep-lat].
[DBC+02] D. Dolgov, R. Brower, S. Capitani, P. Dreher, and J. W. others Negele,
Moments of nucleon light cone quark distributions calculated in full
lattice QCD, Phys. Rev. D 66, 034506 (2002), arXiv:hep-lat/0201021.
[DEE+12] Jozef Dudek, Rolf Ent, Rouven Essig, K.S. Kumar, Curtis Meyer, et al.,
Physics opportunities with the 12 GeV upgrade at Jefferson Lab, Eur.
Phys. J. A 48, 187 (2012), arXiv:1208.1244 [hep-ex].
[DFH+11] S. Du¨rr, Z. Fodor, C. Hoelbling, S.D. Katz, S. Krieg, et al., Lattice QCD
at the physical point: Simulation and analysis details, JHEP 1108, 148
(2011), arXiv:1011.2711 [hep-lat].
[dFJ05] Ph. de Forcrand and Oliver Jahn, The baryon static potential from
lattice QCD, Nucl. Phys. A 755, 475 (2005), arXiv:hep-ph/0502039.
[DGH08] Marina Dorati, Tobias A. Gail, and Thomas R. Hemmert, Chiral pertur-
bation theory and the first moments of the generalized parton distribu-
tions in a nucleon, Nucl. Phys. A 798, 96 (2008), arXiv:nucl-th/0703073.
[Die03] M. Diehl, Generalized parton distributions, Phys. Rept. 388, 41 (2003),
arXiv:hep-ph/0307382.
[DJJK75] Thomas A. DeGrand, R. L. Jaffe, K. Johnson, and J. E. Kiskis, Masses
and other parameters of the light hadrons, Phys. Rev. D 12, 2060 (1975).
[DMT02] William Detmold, W. Melnitchouk, and Anthony William Thomas,
Moments of isovector quark distributions from lattice QCD, Phys. Rev.
D 66, 054501 (2002), arXiv:hep-lat/0206001.
[DRGG75] A. De Ru´jula, Howard Georgi, and S. L. Glashow, Hadron masses in a
gauge theory, Phys. Rev. D 12, 147 (1975).
96
[EDRW11] Robert G. Edwards, Jozef J. Dudek, David G. Richards, and Stephen J.
Wallace, Excited state baryon spectroscopy from lattice QCD, Phys. Rev.
D 84, 074508 (2011), arXiv:1104.5152 [hep-ph].
[ET93] Bradley Efron and Robert Tibshirani, An introduction to the bootstrap,
Chapman & Hall (1993).
[G+06] R. Gran et al., Measurement of the quasielastic axial vector mass
in neutrino interactions on oxygen, Phys. Rev. D 74, 052002 (2006),
arXiv:hep-ex/0603034.
[GBJ+12] Rajan Gupta, Tanmoy Bhattacharya, Anosh Joseph, Saul D. Cohen, and
Huey-Wen Lin, Probing novel TeV physics through precision calculations
of scalar and tensor charges of the nucleon, PoS LATTICE2012, 114
(2012), arXiv:1212.4889 [hep-lat].
[GEK+12a] J. R. Green, M. Engelhardt, S. Krieg, J. W. Negele, A. V. Pochinsky,
et al., Nucleon structure from lattice QCD using a nearly physical pion
mass, arXiv:1209.1687 [hep-lat].
[GEK+12b] Jeremy Green, Michael Engelhardt, Stefan Krieg, John Negele, Andrew
Pochinsky, et al., Nucleon structure with pion mass down to 149 MeV,
PoS LATTICE2012, 170 (2012), arXiv:1211.0253 [hep-lat].
[GHH+05] M. Go¨ckeler, T. R. Hemmert, R. Horsley, D. Pleiter, P. E. L. Rakow,
A. Scha¨fer, and G. Schierholz, Nucleon electromagnetic form-factors on
the lattice and in chiral effective field theory, Phys. Rev. D 71, 034508
(2005), arXiv:hep-lat/0303019.
[GNP+11] Jeremy Green, John Negele, Andrew Pochinsky, Stefan Krieg, and
Sergey Syritsyn, Excited state contamination in nucleon structure cal-
culations, PoS LATTICE2011, 157 (2011), arXiv:1111.0255 [hep-lat].
[GNP+12] J. R. Green, J. W. Negele, A. V. Pochinsky, S. N. Syritsyn, M. Engel-
hardt, et al., Nucleon scalar and tensor charges from lattice QCD with
light Wilson quarks, Phys. Rev. D 86, 114509 (2012), arXiv:1206.4527
[hep-lat].
[Gus90] S. Gusken, A Study of smearing techniques for hadron correlation
functions, Nucl. Phys. B, Proc. Suppl. 17, 361 (1990).
[HK01] Anna Hasenfratz and Francesco Knechtli, Flavor symmetry and the
static potential with hypercubic blocking, Phys. Rev. D 64, 034504 (2001),
arXiv:hep-lat/0103029.
[HLY13] J. M. M. Hall, D. B. Leinweber, and R. D. Young, Chiral extrapolations
for nucleon electric charge radii, arXiv:1305.3984 [hep-lat].
97
[HNN+13] R. Horsley, Y. Nakamura, A. Nobile, P. E. L. Rakow, G. Schierholz,
et al., Nucleon axial charge and pion decay constant from two-flavor
lattice QCD, arXiv:1302.2233 [hep-lat].
[HPW03] Thomas R. Hemmert, Massimiliano Procura, and Wolfram Weise, Quark
mass dependence of the nucleon axial vector coupling constant, Phys.
Rev. D 68, 075009 (2003), arXiv:hep-lat/0303002.
[HW02] Thomas R. Hemmert and Wolfram Weise, Chiral magnetism of the
nucleon, Eur. Phys. J. A 15, 487 (2002), arXiv:hep-lat/0204005.
[IK78] Nathan Isgur and Gabriel Karl, P -wave baryons in the quark model,
Phys. Rev. D 18, 4187 (1978).
[IK79a] Nathan Isgur and Gabriel Karl, Ground-state baryons in a quark model
with hyperfine interactions, Phys. Rev. D 20, 1191 (1979).
[IK79b] Nathan Isgur and Gabriel Karl, Positive-parity excited baryons in a
quark model with hyperfine interactions, Phys. Rev. D 19, 2653 (1979),
Erratum-ibid. 23, 817 (1981).
[IKK78] Nathan Isgur, Gabriel Karl, and Roman Koniuk, Violations of SU(6)
selection rules from quark hyperfine interactions, Phys. Rev. Lett. 41,
1269 (1978), Erratum-ibid. 45, 1738 (1980).
[Jaf05] R. L. Jaffe, Exotica, Phys. Rept. 409, 1 (2005), arXiv:hep-ph/0409065.
[Ji97] Xiangdong Ji, Gauge-invariant decomposition of nucleon spin, Phys.
Rev. Lett. 78, 610 (1997), arXiv:hep-ph/9603249.
[KPV97] G. Kilcup, D. Pekurovsky, and L. Venkataraman, On the Nf and a
dependence of BK , Nucl. Phys. Proc. Suppl. 53, 345 (1997), arXiv:hep-
lat/9609006.
[Lep89] G. Peter Lepage, The analysis of algorithms for lattice field theory, From
Actions to Answers: Proceedings of the 1989 Theoretical Advanced
Study Institute in Elementary Particle Physics, 5–30 June 1989, Uni-
versity of Colorado, Boulder (Thomas DeGrand and Douglas Toussaint,
eds.) (1989), pp. 97–120.
[LHM12] I. T. Lorenz, H.-W. Hammer, and Ulf-G. Meißner, The size of the
proton: Closing in on the radius puzzle, Eur. Phys. J. A 48, 151 (2012),
arXiv:1205.6628 [hep-ph].
[Lin12] Meifeng Lin, Status of nucleon structure calculations with 2+1 fla-
vors of domain wall fermions, PoS LATTICE2012, 172 (2012),
arXiv:1303.0022 [hep-lat].
98
[LO12] Meifeng Lin and Shigemi Ohta, Finite-size scaling in nucleon axial
charge from 2+1-flavor DWF lattice QCD, PoS LATTICE2012, 171
(2012), arXiv:1212.3235 [hep-lat].
[LW90] Martin Lu¨scher and Ulli Wolff, How to calculate the elastic scatter-
ing matrix in two-dimensional quantum field theories by numerical
simulation, Nucl. Phys. B 339, 222 (1990).
[MPS+95] G. Martinelli, C. Pittori, Christopher T. Sachrajda, M. Testa, and
A. Vladikas, A general method for nonperturbative renormalization of
lattice operators, Nucl. Phys. B 445, 81 (1995), arXiv:hep-lat/9411010.
[MTN12] Peter J. Mohr, Barry N. Taylor, and David B. Newell, CODATA recom-
mended values of the fundamental physical constants: 2010, Rev. Mod.
Phys. 84, 1527 (2012), arXiv:1203.5425 [physics.atom-ph].
[NS91] Matthias Neubert and Berthold Stech, A consistent analysis of the
∆I = 1
2
rule in strange particle decays, Phys. Rev. D 44, 775 (1991).
[NS02] Silvia Necco and Rainer Sommer, The Nf = 0 heavy quark potential
from short to intermediate distances, Nucl. Phys. B 622, 328 (2002),
arXiv:hep-lat/0108008.
[ODK+13] Benjamin J. Owen, Jack Dragos, Waseem Kamleh, Derek B. Leinweber,
M. Selim Mahbub, et al., Variational approach to the calculation of gA,
Phys. Lett. B 723, 217 (2013), arXiv:1212.4668 [hep-lat].
[PBF+09] Michael Peardon, John Bulava, Justin Foley, Colin Morningstar, Jozef
Dudek, et al., Novel quark-field creation operator construction for
hadronic physics in lattice QCD, Phys. Rev. D 80, 054506 (2009),
arXiv:0905.2160 [hep-lat].
[PCG+10] D. Pleiter, S. Collins, M. Go¨ckeler, Ph. Ha¨gler, T. Hemmert, et al.,
Nucleon form factors and structure functions from Nf = 2 clover
fermions, PoS LATTICE2010, 153 (2010), arXiv:1101.2326 [hep-lat].
[PSH+02] J. Pumplin, D. R. Stump, J. Huston, H. L. Lai, Pavel M. Nadolsky,
et al., New generation of parton distributions with uncertainties from
global QCD analysis, JHEP 0207, 012 (2002), arXiv:hep-ph/0201195.
[SBL+10] S. N. Syritsyn, J. D. Bratt, M. F. Lin, H. B. Meyer, J. W. Negele,
et al., Nucleon electromagnetic form factors from lattice QCD using
2+1 flavor domain wall fermions on fine lattices and chiral perturbation
theory, Phys. Rev. D 81, 034507 (2010), arXiv:0907.4194 [hep-lat].
[SGH+11] A. Sternbeck, M. Go¨ckeler, Ph. Ha¨gler, R. Horsley, Y. Nakamura,
et al., First moments of the nucleon generalized parton distributions
from lattice QCD, PoS LATTICE2011, 177 (2011), arXiv:1203.6579
[hep-lat].
99
[SGN+11] S. N. Syritsyn, J. R. Green, J. W. Negele, A. V. Pochinsky, M. Engel-
hardt, et al., Quark contributions to nucleon momentum and spin from
domain wall fermion calculations, PoS LATTICE2011, 178 (2011),
arXiv:1111.0718 [hep-lat].
[SS98] Thomas Scha¨fer and Edward V. Shuryak, Instantons in QCD, Rev.
Mod. Phys. 70, 323 (1998), arXiv:hep-ph/9610451.
[SW06] Alexander Selem and Frank Wilczek, Hadron systematics and emer-
gent diquarks, New trends in HERA physics. Proceedings, Ringberg
Workshop, Tegernsee, Germany, October 2-7, 2005 (G. Grindhammer,
B. A. Kniehl, G. Kramer, and W. Ochs, eds.) (2006), pp. 337–356,
arXiv:hep-ph/0602128.
[TN94] K. B. Teo and John W. Negele, The definition and lattice measurement
of hadron wave functions, Nucl. Phys. Proc. Suppl. 34, 390 (1994).
[TSNM02] Toru T. Takahashi, H. Suganuma, Y. Nemoto, and H. Matsufuru,
Detailed analysis of the three quark potential in SU(3) lattice QCD,
Phys. Rev. D 65, 114509 (2002), arXiv:hep-lat/0204011.
[Tuk58] John W. Tukey, Bias and confidence in not-quite large samples (ab-
stract), Ann. Math. Statist. 29, 614 (1958).
[TWL06] Brian C. Tiburzi and Andre´ Walker-Loud, Strong isospin breaking in
the nucleon and delta masses on the lattice, Nucl. Phys. A 764, 274
(2006), arXiv:hep-lat/0501018.
[YAB+08] T. Yamazaki, Y. Aoki, T. Blum, H. W. Lin, M. F. Lin, et al., Nucleon
axial charge in (2+1)-flavor dynamical-lattice QCD with domain-wall
fermions, Phys. Rev. Lett. 100, 171602 (2008), arXiv:0801.4016 [hep-
lat].
[YAB+09] Takeshi Yamazaki, Yasumichi Aoki, Tom Blum, Huey-Wen Lin, Shigemi
Ohta, et al., Nucleon form factors with 2+1 flavor dynamical domain-
wall fermions, Phys. Rev. D 79, 114505 (2009), arXiv:0904.2039 [hep-
lat].
100
