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Abstract
The main aim of this paper is to better understand the localization technique for certain Noetherian
rings like enveloping algebras of nilpotent Lie algebras. For such rings R we also give a con-
jectural definition of certain sheaves which should be “affine” objects naturally generalizing the
classically defined structure sheaves in commutative theory. The corresponding sheaves associated
to some R-modules might carry particularly interesting information; e.g., for representation theory of
semisimple Lie groups. Next, we generalize one important theorem of P.F. Smith on localization in
Noetherian Artin–Rees rings. As an interesting corollary we obtain that every prime ideal of height 1
in the enveloping algebra of the Lie algebra sl(2) over a field of characteristic zero is localizable.
Finally, we provide a number of concrete useful calculations for our main example, the enveloping
algebra of the three-dimensional Heisenberg Lie algebra; and thus test both the proposed ideas and
methods. In particular, we introduce the notion of a weakly normal element, generalizing the notion
of a normal element.
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A basic idea of algebraic geometry, relying on the duality between commutative rings
R and their spectra X = SpecR, is to study algebraic problems via geometrical meth-
ods/results and vice versa. In particular, by the affine version of the famous Serre’s global
sections theorem, the category of R-modules is equivalent to the category of quasi-coherent
sheaves of OX-modules; see [20, Chapter II, Section 5]. A natural question is whether
something similar holds for some noncommutative Noetherian rings; see Y. Manin’s notes
[22] where he asks if for certain quantum spaces any scheme theory in the sense of
Grothendieck is available. A less ambitious goal, but still worthy to be considered, would
be to use the “commutative intuition” to generalize some of results/techniques which might
improve our understanding of certain concrete problems in noncommutative algebra. This
is in a sense the basic philosophy and driving force behind a lot of work done in recent
years in search for noncommutative algebraic geometry. For more details see a nice survey
article, with an extensive list of references, of J.T. Stafford and M. Van den Bergh [29].
Let us also mention a paper of M. Artin and J.J. Zhang [5] in which they propose a model
for noncommutative projective scheme; see also [1,4,6,25]. Their approach, inspired by the
projective version of Serre’s theorem, is categorical in nature. For another approach, via
Ore sets and the microlocalization techniques using the natural filtrations on the considered
rings, see a book of F. Van Oystaeyen [35]; see also [24,36,37].
Throughout this paper all rings are associative with identity and all modules are left
unital. If not otherwise said, all ideals are two-sided.
Notation. For a ring R, R∗ denotes the group of invertible elements. Also, by IdR, SpmR,
SpecR and Specc R we denote the set of all ideals, the set of all maximal ideals, the set of
all prime ideals and the set of all completely prime ideals of R, respectively; recall that an
ideal I of R is completely prime if R/I is an integral domain. For a subset A⊆R, 〈A〉 is the
ideal generated by A. For A= {f } we write 〈f 〉, and in particular 0 instead of 〈0〉. Given an
ideal I of R and f ∈ R we will have the following notation: V (I) := {P ∈ SpecR | P ⊇ I },
and V (f ) := V (〈f 〉); D(I) := {P ∈ SpecR | P ⊇ I }, where in particular D(f ) :=D(〈f 〉)
is called a principal open set (see Lemma 2.1 and the paragraph following it); Min(I)
is the set of minimal primes over I , that is, the set of minimal primes in V (I). Define√
I :=⋂P∈V (I) P , the prime radical of I . Define N(R) := √0, the nilradical of R. Recall
that a ring R is semiprime if it has no nonzero nilpotent ideal, that is, if N(R) = 0. An ideal
I is semiprime if R/I is a semiprime ring. By C(I) we denote the set of elements r such
that r + I is regular in R/I ; if we need to emphasize the role of R we will write CR(I). If
S is a left (respectively right) denominator set in R, by RS we denote the left (respectively
right) localization of R at S and by s−1r its elements. In particular, if C(I) is a denominator
set for some ideal I , then we say that I is localizable and the corresponding localization
will always be denoted by RI rather than RC(I ). For an R-module M and S and I as above,
we will write MS and MI , respectively, for the corresponding localizations.
The main aim of this paper is to better understand the localization technique for
Noetherian rings and modules. For that we seek for more Ore sets, that is, denominator
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probably very difficult in general.
Question 1.1. Suppose that R is a Noetherian ring; for example, such that it satisfies (A)
and (B) below. For which (semiprime) ideals a and elements f of R the sets S(a), S(f )
and Σ(f ), defined in Definition 1.2 below, are Ore sets?
We also propose a definition of certain “structure sheaves” on the prime spectra of some
rings R from a rather restricted class of rings. For every R in this class:
(A) R is a Noetherian AR (Artin–Rees) ring; and
(B) SpecR = Specc R, that is, every prime of R is moreover completely prime.
As will be explained below, the associated sheaves of particularly important modules
for semisimple real Lie groups, and their supports, will carry some interesting information
for representation theory. Let us emphasize that we are primarily interested in extending
of some methods and/or results from commutative algebra to rings like prime factors of
enveloping algebras of nilpotent Lie algebras; this continues our work [31]. As we already
said, our definition of a classical structure sheaf given below should work for a rather
restricted class of rings, but in a way useful for representation theory; this class contains
the mentioned factor algebras. Of course one can consider some other kinds of structure
sheaves, for more general classes of rings (e.g., the class of schematic algebras in the sense
of Van Oystaeyen [35]), which then might be used for some other purposes.
A standard question in localization theory asks of when one can localize at either finite
or infinite clique of primes; see, e.g., [28,39]. Here we demonstrate that certain canonically
chosen sets of primes, which in general will not be cliques, might also be very interesting
for localization.
Definition 1.2. Given a ring R, for U ⊆ SpecR define a (multiplicatively closed) set
C(U) :=
⋂
p∈U
C(p).
When U is open, that is, U = D(a) for some (semiprime) ideal a, we write S(a) rather
than C(U). In particular, for f ∈ R we write S(f ) instead of C(D(f )). Also, for f ∈ R
define
Σ(f ) := {f n ∣∣ n ∈ Z+}.
We will say that R admits a classical structure sheaf if: either (I) R is commutative; or
(II) R is a Noetherian AR ring satisfying the condition
(♥) S(a) is a (left) Ore set for every ideal a of R.
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a certain set O(U) of functions from U to ∐p∈U Rp (see Definition 4.2). Note that the
latter makes sense since the localization Rp exists for every prime p (see Theorem 3.6).
The following theorem, which is our first main result, shows that in this way we have
defined a sheaf of rings on SpecR; this justifies the introduced terminology.
Theorem 1.3. Suppose that R is a ring which admits a classical structure sheaf.
(i) The collection {O(U)}, where U ⊆ SpecR are open, defines a sheaf of rings. It will
be denoted by (O,SpecR), or simply by O, and called the classical structure sheaf
on SpecR.
Suppose, in addition, that every prime ideal of R is completely prime.
(ii) For every p ∈ SpecR, the direct limit lim−→O(U), taken over all open neighborhoods
U of p, is a local ring isomorphic to Rp. It will be denoted byOp, and called the stalk
of O at p.
(iii) For any finitely generated ideal s of R satisfying s ∩ S(s) = ∅ (cf. Lemma 2.4(iv)),
define the map
ψs :RS(s) →O
(
D(s)
)
, ψs(q) := σq,
where σq(p) := q in Rp for every p ∈ D(s). If R is commutative, then ψs is a ring
isomorphism. Also, if R is a domain, then ψs is injective.
Remark. If R is a commutative ring, then our sheaf O is indeed the classically defined
structure sheaf. More precisely, (S2) in Lemma 4.3 below is the standard condition for
defining O(U) (see, e.g., [20, p. 70]). Since our construction naturally extends the classi-
cal one from commutative theory, these new sheaves might be considered as examples of
(noncommutative) “Noetherian affine schemes”.
The following straightforward corollary of the previous theorem clearly demonstrates
that even in the commutative setting the above defined sets S(a) are important. For ex-
ample, when dealing with the well-known problem of describing the rings of sections over
open sets via the localizations of the basic ring at certain denominator sets; and in particular
over some “big” open sets (see Example 6.2).
Corollary 1.4. Let X be the prime spectrum of a commutative ring R, (X,OX) the corre-
sponding affine scheme, and U =D(a) an open subset of X. Then the localization RS(a) is
a subring of the ring of sections OX(U). Moreover, if a∩ S(a) = ∅, then RS(a) =OX(U).
In particular, if a= 〈f 〉 for some f ∈ R, thenOX(D(f ))=Rf =RS(f ) (cf. Example 2.2).
The paper is organized as follows. Section 2 provides first information about the sets
S(a) that we will need in the sequel; see in particular Proposition 2.8. In Section 3 we
generalize a well-known theorem of P.F. Smith [27] on localization in Noetherian AR rings;
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applied to a somewhat larger class of rings. For that we first point out at certain classes
N (h) of Noetherian rings, h ∈ N. Our main interest is in N (1); see Question 3.13 and
also 6.7. As a concrete application we state here the following interesting corollary which
gives some new insights in localization technique in general; see Corollary 3.11 and also
Lemma 3.10, and notice that p’s as in the corollary are completely prime. Although quite
special, we consider this corollary together with Theorem 3.9 to be our second main result.
Corollary 1.5. Let U be the universal enveloping algebra of the Lie algebra sl(2) over
a field of characteristic zero. Then every prime p of U of height 1 is localizable, that is,
C(p)= U \ p is a denominator set.
In Section 4 we prove Theorem 1.3. Section 5 is in a sense the third main contribution
of the paper. There we provide some concrete calculations for our main example, which
is in fact the simplest possible noncommutative situation of interest. Thus we test both the
proposed ideas and methods. More precisely, let H be the three-dimensional Heisenberg
Lie algebra over a field K with generators x, y, z, where z is central and [x, y] = z. Let
U = U(H) be its enveloping algebra. We are interested in Question 1.1 with R = U . First,
we compute S(x). It turns out that it has a rather complicated description,
S(x)= {cxk + hz ∣∣ k ∈ Z+, c ∈ K∗ and h ∈ Υ (k; c)},
where Υ (k; c)⊆ U are certain sets (Proposition 5.3). This explicit description provides us
with a number of interesting insights (see Example 5.11 and also Remarks 6.4 and 6.5).
Let us emphasize here that we do not know whether S(x) is an Ore set. But nevertheless
we do believe that the following conjecture is true; note that whatever answer one might
obtain, that would be a useful information concerning the general problem of localizing
Noetherian rings at infinite sets of primes.
Conjecture. The algebra U admits a classical structure sheaf, that is, the condition (♥) in
Definition 1.2 holds for R = U .
(Of course, if the answer is positive, then a natural further step would be to ask what
about the enveloping algebra of an arbitrary nilpotent Lie algebra.) Second, in this section
we introduce the notion of a weakly normal element and show that it is indeed interesting;
it is a generalization of a normal element. For example, although we do not know if S(x)
is an Ore set, there is one perfectly nice and simple subset of it which is; this is Σ(x). Note
here that x is weakly normal, but it is not normal; cf. the second paragraph in Section 5. In
Section 6 we give some further remarks and explanations related to the previously obtained
results.
To the end of this introduction we explain our main motivation for this paper. Here we
also both recall and generalize some of the main results of [31].
Suppose G is a connected semisimple real Lie group with finite center, and let K be a
maximal compact subgroup of G. Let us denote by g and k the complexifications of the
672 B. Širola / Journal of Algebra 282 (2004) 667–698Lie algebras of G and K , respectively. Let k ⊕ a ⊕ n be a corresponding Iwasawa de-
composition of g. Also let A be the augmentation ideal of U(n), the universal enveloping
algebra of the (nilpotent) Lie algebra n. An algebraic variant of the famous Casselman’s
subrepresentation theorem states that the quotient V/A.V is nonzero for every admissi-
ble finitely generated (g,K)-module V (see [30]); recall that, by Osborne’s lemma [10,
2.3 Theorem], such V is moreover finitely generated as a U(n)-module. From the point of
view of representation theory it is important to study this more general question (see [9]):
Question. For which maximal ideals M of U(n) we have V/M.V = 0?
The following theorem is an easy consequence of one of the main results in [31]. Its
corollary gives a geometrical interpretation of the above mentioned Casselman’s theorem
in the commutative case.
Theorem 1.6. Assume that n is abelian, and let X = SpecU(n) and OX be the structure
sheaf on X. Let V be an admissible finitely generated (g,K)-module, and V˜ be the asso-
ciated sheaf on X. Then for any M ∈ SpmU(n) we have the following: V/M.V = 0 if and
only if M ∈ Supp(V )= Supp V˜ , that is, if and only if the stalk V˜X,M = 0.
Corollary (Casselman). With the same assumptions as in the theorem we have the follow-
ing: for every V , the stalk of V˜ at the augmentation ideal A is nonzero.
Suppose now that n is any nilpotent Lie algebra over a field K of characteristic zero,
and let U = U(n) be its enveloping algebra. It is well known that U is a (Noetherian) AR
K-algebra in which all primes p are completely prime. Hence it follows that every such p is
localizable, that is, U \ p is an Ore set; notice that moreover every semiprime ideal of U is
localizable. Therefore for an arbitrary U -module M we may define the support Supp(M)
in the same way as in the commutative theory. That is,
Supp(M) := {p ∈ Spec U |Mp = 0},
which is easily seen to be (Zariski-)closed in Spec U . Since the localization is a purely
algebraic technique, Supp(·) may be considered as an algebraic object. Clearly, by the
above results, it is of primary interest to compute Supp(M), and in particular the maximal
ideals in it, for certain modules M; see [31] and [32, Section 6] for more details. The latter
is our main motivation for the present paper; see also 6.7. More precisely:
• We would like to have a “structure sheaf” of (noncommutative) rings over Spec U so
that for every (maximal) prime p of U the stalk at p is equal to the local ring Up.
Also, we recall one more interesting fact. For that purpose, suppose M is a finitely gener-
ated U -module. Then define V(M) := V (ann(M)), that is,
V(M) := {p ∈ Spec U | p ⊇ ann(M)}.
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stood as an object of geometric kind. Now analogously as in the commutative theory we
have V(M)= cl(AssM), the closure of the (finite) set of associated primes of M; see [31,
Corollary 2.5], and also [32]. Obviously, the last equality is equivalent to the inclusion
Min(ann(M)) ⊆ AssM . Furthermore, we have Supp(M) ⊆ V(M). But let us emphasize
that, in contrast to the well-known fact that Supp(·) = V(·) in the commutative theory, the
latter inclusion may be strict; see [31, Remark B.7]. (Perhaps this could be considered as
one more evidence that the relationship between algebra and “geometry” is not always so
good in the noncommutative setting.)
Concerning the above question, for further purposes we state the following result which
is a straightforward generalization of [31, Theorem 4.3]. First we need a definition [31,
Definitions 3.1 and 3.2]: given a (left) Noetherian ring R and a semiprime ideal I of R, let
C(I) := CR(0) be the set of regular elements in R = R/I (note that C(I) = CR(I)/I ). For
any R-module M define the reduced localization of M at I as M[I ] := (M/IM)C(I ). That
is, M[I ] is the localization of the R-module M/IM at the denominator set C(I). Now, the
set
RSupp(M) := {p ∈ Spec R |M[p] = 0}
is called the reduced support of M .
Theorem 1.7. Let V be a finitely generated U -module, and M be a (maximal) ideal of U
satisfying the following condition:
() U \M= K∗ +M.
Then the following are equivalent:
(a) There exists v ∈ V such that s.v = 0 for every s ∈ U \M;
(b) M ∈ Supp(V );
(c) M ∈ RSupp(V );
(d) M.V = V .
Notice here that for Theorem 1.6 we needed the following obvious fact: when n is
abelian, then the condition () holds for every M. But for n nonabelian this is not true
anymore; see Lemma 5.2.
2. Basics about S(a) and S(f )
For later use we state the following lemma which recalls some basic facts about the
Zariski topology; an easy proof is omitted. Since we will in the sequel mostly deal with the
Zariski-open sets, the lemma is presented in its “D-variant.”
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(i) D(a)=D(√a)=D(ak) for every k ∈ N.
(ii) D(a)⊆D(b) if and only if √a ⊆ √b.
(iii) D(ab)=D(a∩ b)=D(a)∩D(b).
(iv) D(∑Λ aλ) =⋃ΛD(aλ).
By (iii) and (iv) above, SpecR has a topology in which D(a)’s are open sets; this is the
Zariski topology. When the (abstract) set SpecR is equipped with the Zariski topology we
call it the prime spectrum of R. For further purposes note that, by (i) of the lemma, every
open set can be given as D(s) for a semiprime ideal s.
For further purposes we proceed with an instructive example.
Example 2.2. Let R = Z and f = pi11 · · ·pinn , where pj are mutually different primes and
ij ∈ N. Then
S(f )= {±pk11 · · ·pknn ∣∣ kj ∈ Z+}.
The following two easy lemmas provide some useful basic information about the sets
D(f ) and S(f ). Straightforward proofs are left to the reader; use Lemma 2.1.
Lemma 2.3. Let R be a ring and a an arbitrary ideal of R.
(i) If Γ ⊆R is a generating set for a, then D(a)=⋃g∈Γ D(g).
(ii) If {aλ}Λ are ideals such that D(a)=⋃ΛD(aλ), then S(a)=⋂Λ S(aλ).
(iii) We have R∗ ⊆ S(a); in particular, if R is commutative, then R∗ = S(R).
Lemma 2.4. Suppose that R is a ring in which every prime ideal is moreover completely
prime, and let f,g ∈ R be arbitrary. Then
(i) D(fg) =D(f ) ∩D(g).
(ii) If ϑ ∈ S(f ), then D(ϑf ) =D(f ).
(iii) D(f )=D(g) if and only if S(f )= S(g).
(iv) For any r ∈ R such that f = λrρ for some λ,ρ ∈ R, we have ⋃n∈Z+ R∗rn ⊆ S(f )(cf. Example 2.2); in particular,
Σ(f ) ⊆ S(f ).
Proposition 2.5. Let R be a Noetherian ring in which every prime ideal is moreover
completely prime, and let f ∈ R be such that S(f ) is a (left) denominator set. Then the
topological spaces SpecRS(f ) and D(f ) are homeomorphic.
Proof. Suppose first that R is any Noetherian ring and that S ⊆ R is any (left) denomina-
tor set. Consider the map ıS :R → RS , ıS(x) := x/1. The image of its associated map
aıS : SpecRS → SpecR is equal to US := {p ∈ SpecR | p ∩ S = ∅}; see [23, Proposi-
tion 2.1.16(vii)]. Moreover, the topological spaces SpecRS and US are homeomorphic (cf.
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it is sufficient to observe that US(f ) = D(f ). (For the latter, use Lemma 2.4(iv) and the
definition of S(f ); for the inclusion from right to left we do not need the supposition that
every prime of R is completely prime.) 
Remark 2.6. The previous proposition generalizes the following well-known fact: for a
commutative R and any f ∈ R, SpecRf is homeomorphic to D(f ). This, together with
Lemma 4.4 below, enables us to reduce any open cover of D(f ) to a finite one, and hence
to show that O(D(f )) ∼= Rf (see, e.g., [26, Chapter V, §2.3, Theorem 1]; cf. also Corol-
lary 1.4).
In the next proposition we construct new denominator sets from the given ones. In
particular, the first claim in (i) gives a standard result about localizability at a finite set of
primes (cf., e.g., [23, Theorem 4.3.16] and [28]).
Proposition 2.7. Let R be a left (respectively right) Noetherian ring.
(i) Suppose that Φ is a finite set of completely prime left (respectively right) localizable
ideals of R. Then C(Φ) is a left (respectively right) denominator set. Further, if M is
an R-module, then for the ideal s :=⋂p∈Φ p we have Ms = 0 if and only if Mp = 0
for every p ∈ Min(s).
(ii) Suppose that L is a left (respectively right) ideal of R and that S ⊆R is a left (respec-
tively right) denominator set. Then S := (S∩L)∪{1} is also a left (respectively right)
denominator set.
Proof. (i) We will show that S := C(Φ) (=⋂p∈Φ C(p)) satisfies the left Ore condition.
We proceed by induction on the cardinality of Φ . For that purpose suppose that the claim
holds when card(Φ) < n, and let then Φ = {p1, . . . ,pn}. Define T :=⋂ni=2 C(pi ). Let now
s ∈ S and r ∈ R be arbitrary. Since T is an Ore set, by the inductive assumption, there
are some τ1 ∈ T and ρ1 ∈ R such that τ1r = ρ1s. Clearly, if τ1 ∈ C(p1), we are done.
Otherwise, we immediately conclude that τ1 ∈ p1 \⋃ni=2 pi . Next, since C(p1) is an Ore
set, there are some τ2 ∈ C(p1) and ρ2 ∈ R such that τ2r = ρ2s. As before, we have to treat
only the case when τ2 /∈ T . In this situation we deduce at once that τ2 ∈⋃ni=2 pi \ p1. Now
define σ := τ1 + λτ2, where λ is an arbitrary element of R \ p1. Then it is easy to see that
σ ∈ S . Thus, obviously, we have the left Ore condition for S , as we claimed.
To prove the second claim, first observe that given any denominator sets S1 ⊆ S2 in R
we have that MS1 = 0 ⇒ MS2 = 0. Now, with no loss of generality we may assume that
Min(s) = Φ = {p1, . . . ,pn}. We have to show that if Mpi = 0 for every 1  i  n, then
Ms = 0; the opposite implication is trivial. So let m ∈ M be arbitrary, and then for every
i pick some si ∈ C(pi) such that si .m = 0. Next choose any λi ∈ (⋂j =i pj ) \ pi , and then
define σ :=∑ni=1 λisi ; note that σ.m= 0. It is straightforward to see that σ ∈ C(Φ). What
remains is to observe that C(Φ)= C(s); for the latter see, e.g., [23, Proposition 3.2.4].
(ii) Obviously, S is multiplicatively closed. It remains to see that S satisfies the left Ore
condition. So let (r, s) ∈ R × S be arbitrary. Since S is in particular left Ore, there exists
(ρ,σ ) ∈ R × S such that σr = ρs. Further, for (s, σ ) ∈ S × S there exists (y, x) ∈ R × S
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R × S and ωr = r ′s, what we had to see. 
To the end of this section, let A be the ring of polynomials in n variables x1, . . . , xn
over an algebraically closed field K, and An the affine n-space over K. For an algebraic set
X ⊆ An, A(X) denotes the coordinate ring of X, and θX :A → A(X) the corresponding
epimorphism. For a subset T ⊆A, Z(T ) is the zero set of T .
The first part of the following useful proposition says that in order to compute the sets
S(a) it is sufficient to consider only the maximal ideals of D(a). The second part, roughly
speaking, says that in the commutative setting the sets S(a) are “invariant up to codimen-
sion 2 subsets” of its parametrizing sets.
Proposition 2.8.
(i) Let N be a finite dimensional nilpotent Lie algebra over a field of characteristic zero,
and let R be a factor ring of the universal enveloping algebra of N. Then for every
ideal a of R we have
S(a)=
⋂
m∈D(a)∩SpmR
C(m). (1)
(ii) Suppose that X ⊆ An is an algebraic set, a is an ideal of A(X), and let Y ⊆ X denote
the algebraic set Z(θ−1X (a)). Then
S(a)=
⋂
P∈X\(Y∪F)
C(mP ), (2)
where F is any algebraic set such that F ⊆X\Y and codim(F,X) 2; here mP is the
(maximal) ideal of functions vanishing at P (cf. Corollary 2.9). The above geometric
parametrization of S(a) may be written equivalently as
S(a)= S(a∩ f), (3)
where f is an ideal of A(X) such that Z(θ−1X (f))= F .
Proof. (i) Let U be the enveloping algebra of N and I an ideal so that R = U/I . Recall
the following well-known, nontrivial facts (see, e.g., [15]):
(1) Spec U is equal to Specc U , the completely prime spectrum of U ;
(2) U is a Jacobson ring;
(3) Spm U is equal to Prim U , the primitive spectrum of U .
Hence we have that SpecR = Specc R. Also, for every semiprime ideal a of R there ex-
ists a subset Π ⊆ SpmR such that a =⋂Π m. In particular, R is a Jacobson ring too. Now
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This proves (1).
(ii) We may assume that X = An, and also that a is a nonzero ideal.
Let us denote by S(F ) the right-hand side of (2). Then in particular we have S(a) =
S(∅), which is a direct consequence of (1) with R = A(X). (It might be also useful to
note the following simple proof of (1) in this commutative setting: for an arbitrary p ∈
D(a) take any P ∈ Z(p) \Z(a), and let then m = mP be as above. Clearly, m ∈ D(a) and
p ⊆ m, whence (1) follows.) Suppose now that F is not empty and that there exists some
s ∈ S(F ) \ S(a). The latter is equivalent to the following two conditions:
(C1) Z(s) ⊆ Y ∪ F , and
(C2) Z(s) ∩F = ∅.
Let W be any irreducible component of Z(s). Using (C1), the codimensional assump-
tion on F , the irreducibility of W and the fact that dimW = n−1, we conclude that W ⊆ Y .
Hence Z(s)⊆ Y , which together with (C2) gives that the intersection F ∩ Y is not empty;
a contradiction. This proves (2).
To obtain (3) one just has to observe that
{
mP | P ∈ X \ (Y ∪F)
}=D(a ∩ f)∩ SpmA(X),
and then use (1) and (2). 
Corollary 2.9. For c = (c1, . . . , cn) ∈ Kn, let mc denote the maximal ideal 〈x1 − c1,
. . . , xn − cn〉 of A; in particular, for n= 1 we write x and c instead of x1 and c1. Then
S(mc) =
{⋃
i∈Z+ K
∗(x − c)i if n = 1,
K
∗ if n 2.
Proof. Let n = 1, and take any f ∈ S(mc). Assuming f (d)= 0 for some d = c, we would
have that f ∈ md and so f /∈ S(mc); yielding to a contradiction. This means that f (x) =
γ (x − c)i for some γ ∈ K∗ and i ∈ Z+. Thus we have the inclusion (⊆); for the opposite
use Lemma 2.4(iv).
Suppose now that n  2, and put X = An, a = A (⇔ Y = ∅) and f = mc in (ii) of the
previous proposition. Then, by (3) and Lemma 2.3(iii), S(mc) =A∗ (= K∗). (For later use
we also give a direct elementary proof of this equality. The inclusion (⊇) is clear. For the
opposite take some f ∈ S(mc) and assume that f /∈ K∗. Then we have f = λ + φ for
certain (unique) λ ∈ K and φ ∈ m0; here 0 = (0, . . . ,0). With no loss of generality we may
write φ =∑mi=0 xi1ψi , where ψi ’s are polynomials in x2, . . . , xn, and also ψm ≡ 0 with
m> 0. Then take any (d2, . . . , dn) = (c2, . . . , cn) satisfying ψm(d2, . . . , dn) = 0. Next, let
d1 be such that φ(d) = −λ, where d = (d1, . . . , dn). Clearly, it follows that f ∈ md , and
thus f /∈ S(mc); and we have a contradiction.) 
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A ring R is an AR (Artin–Rees) ring if every ideal I of R has the AR property; that is,
has both left and right AR property. Recall that I has the left AR property if for every left
ideal L of R there exists n ∈ N such that L∩ In ⊆ IL, and the right AR property is defined
analogously.
The AR property is often very useful for localization; see, for example, [12,27,28]. We
begin this section with some basic results about it.
Lemma 3.1. Let I be an ideal of a left (respectively right) Noetherian ring R. Then the
following are equivalent:
(a) I has the left (respectively right) AR property;
(b) Ik has the left (respectively right) AR property, for every k ∈ N;
(c) √I has the left (respectively right) AR property.
Proof. (a)⇔(b). Suppose that (b) holds for k, and define J := Ik+1. Let L be an arbitrary
left ideal of R. Since Ik satisfies the left AR property, there exists n1 such that K :=
L ∩ Ikn1 ⊆ IkL. Next, since I satisfies the left AR property, there exists n2 such that
K ∩ In2 ⊆ IK . Let then n be such that max{kn1, n2} n(k + 1). Now we have
L∩ J n =K ∩ J n ⊆K ∩ In2 ⊆ IK ⊆ JL.
(a)⇔(c). Define J := √I , and suppose that (a) holds. Let L be again any left ideal. Then
there exists k such that L∩ Ik ⊆ IL. Also, let κ be such that J κ ⊆ I . Now it immediately
follows that L∩ J kκ ⊆ JL.
Let J,L and κ be as above, and suppose now (c). Then, by (a)⇔(b) applied to J ,
there exists some m such that for n := κm we have L ∩ J n ⊆ J κL. Hence it follows that
L∩ In ⊆ IL, what we had to show. 
The part (i) of the next lemma is an obvious consequence of the previous one; the part
(ii) is clear.
Lemma 3.2. Let I and J be ideals of a left (respectively right) Noetherian ring R.
(i) Suppose that I ⊆ J ⊆ √I . Then I has the left (respectively right) AR property if and
only if J has the same property.
(ii) Suppose that I ⊆ J and that J has the left (respectively right) AR property. Then the
ideal J/I of R/I has the same property too.
Lemma 3.3. Let R be a left (respectively right) Noetherian ring. Suppose I1, . . . , In are
ideals satisfying the left (respectively right) AR property. Then both I1 · · · In and I1 ∩ · · · ∩
In satisfy the same property too.
Proof. We may, and will, take n = 2. Define J := I1I2, and let L be a left ideal. Since I2
satisfies the left AR property, there exists d such that K := I2L ⊇ L ∩ Id2 . Now, since I1
satisfies the same property as well, there exists c such that K ∩ I c1 ⊆ I1K . Hence, for any
nmax{c, d}, we have
L∩ J n ⊆K ∩ J n ⊆K ∩ I c ⊆ JL.1
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√
J . Hence,
by the previous lemma, I also has the left AR property. 
Roughly speaking, the following corollary reduces the question of which ideals have the
AR property to the same question for primes; it follows immediately by Lemmas 3.1 and
3.3. First we introduce a notion of the max-height of an ideal, and some related notation.
Recall that the height, ht(I), of an ideal I of a Noetherian ring R is defined as
ht(I) := min{ht(p) | p ∈ Min(I)} (= min{ht(p) | p ∈ V (I)});
ht(p) is the largest length l of a chain of primes p0 ⊂ p1 ⊂ · · · ⊂ pl = p, or ∞ if no bound
exists.
Definition 3.4. For an ideal I of a Noetherian ring R, define
max-ht(I) := max{ht(p) | p ∈ Min(I)},
the max-height of I . For h ∈ Z+, we denote by Idh R and Idh R the set of all ideals of
max-height = h and  h, respectively; analogously, we will have Spech R and Spech R.
Corollary 3.5. For a left (respectively right) Noetherian ring R, and h ∈ Z+, the following
are equivalent:
(a) Every I ∈ Idh R has the left (respectively right) AR property;
(b) Every p ∈ Spech R has the left (respectively right) AR property.
To the end of this section we discuss the relationship between the AR property and
localizability of semiprime ideals in Noetherian rings. Our main intention is to obtain a
generalization of the following important result about localization. Let us emphasize that
the main idea here is just to relax somewhat the assumption on considered rings.
Theorem 3.6 (P.F. Smith [27]). Every semiprime ideal of a Noetherian AR ring is localiz-
able.
The theorem which follows, Theorem 3.9, extends the previous one to a broader class
of rings. For convenience of the reader we provide its proof although it is only a variant
of the proof of Smith’s theorem given in [23, 4.2.11]. First we need a definition (cf. [23,
Lemma 4.2.11]).
Definition 3.7. Given a Noetherian ring R, and h ∈ Z+, consider the following “symmetry
condition on reduced rank”:
(SR;h) For arbitrary I ∈ Idh R and every B ∈ Id0(R/I) we have ρ(BR/I ) = 0 if and
only if ρ(R/IB) = 0.
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(I) Every I ∈ Idh R has the AR property; and
(II) R satisfies the condition (SR;h).
Remark 3.8. (1) Suppose that R is a semiprime Noetherian ring in which every of (finitely
many) minimal primes has the AR property. Then for every ideal B of R it holds ρ(BR)= 0
if and only if ρ(RB) = 0 (cf. [23, Lemma 4.2.11] again). But let us emphasize that we do
not know the answer to the following interesting question:
Can one remove the assumption that R is semiprime; or in other words, is the above
given condition (SR;h) necessary?
(2) Notice that there are examples of Noetherian rings R such that for some ideals B
contained in the nilradical N(R) one has 0 = ρ(RB) (= ρ(BR)!).
Theorem 3.9. Suppose that R is a ring from the class N (h), for some h ∈ N. Then every
semiprime ideal of R of max-height h is localizable.
Proof. (Cf. the proof of [23, Theorem 4.2.11]). Let A be a semiprime ideal of R such that
max-ht(A)  h, and n ∈ N. We will show, by induction, that C(A) = CR(A) satisfies the
right Ore condition in R. Here R :=R/I and A :=A/I , where I :=An. For that purpose,
define
B := {b ∈ R | cb = 0 for some c ∈ C(A)}.
Then B is an ideal of R, B ⊆ A, and max-ht(B) = 0. Note also that A is the nilradical
of R. Since ρ(RB) = 0, by the condition (SR;h) we have ρ(BR)= 0. Hence, for arbitrary
c ∈ C(A) and r ∈ R we have rC(A)∩ cR = ∅; that is, the right Ore condition holds. 
Suppose that p is a prime of a Noetherian ring R satisfying pq = qp for every other
prime q. Then there is no link between p and q, that is, the clique containing p is a singleton;
therefore there is now some hope that R could be localized at certain p’s satisfying the
above condition. Concerning that we give below an illuminating fact. But first a lemma
which is interesting in its own right; it generalizes the latter observation on links.
Lemma 3.10. Let p and q be different prime ideals of a Noetherian ring R, and suppose
that both have the AR property. Then there is no link between p and q.
Proof. (Note that the lemma, and the proof given below, are also valid under the supposi-
tion that pq = qp.) Since q has the left AR property, there exists m such that p ∩ qm ⊆ qp.
Next, since qm has the right AR property (see Lemma 3.1), there exists k such that
p ∩ qmk ⊆ pqm. Hence, p ∩ qmk ⊆ pqm ⊆ qp. Analogously, there exist n and l such that
q∩pnl ⊆ pnq ⊆ qp. Define an (R,R)-bimodule Ω := q∩p/qp, and an ideal J := pnl+qmk .
Then it is easy to check the following:
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Suppose now that there is a (second layer) link from q to p. That is, there is a prime
bimodule X and an epimorphism :Ω → X such that p = r-ann(X) and q = l-ann(X); for
more details about linkage see, e.g., [23, Section 4.3]. By () and the latter, we have that
J ⊆ q. Analogously, J ⊆ p. Hence we immediately deduce that p = q; yielding to a con-
tradiction.
Corollary 3.11. Let K be a field of characteristic zero, and let U be the universal envelop-
ing algebra of the Lie algebra sl(2,K). Then every semiprime ideal of U of max-height 1
is localizable.
Proof. Our argument relies on the well understanding of Spec U . Namely, it is well known
that every p ∈ Spec1U is principal having a central generator. Hence, by Corollary 3.5,
every I ∈ Id1U has the AR property. Next we need a remarkable “arithmetic” property
of U , first observed by Bavula ([7]; see also the very nice Catoiu’s paper [11]): every two
ideals of U commute. This ensures the condition (SU ;1). Thus U belongs to the classN (1),
and so Theorem 3.9 applies. 
Let G be a semisimple Lie algebra over an algebraically closed field K of characteristic
zero, let H be a Cartan subalgebra, and let Φ = Φ(G,H) be the corresponding root system.
Denote by p the principal antiautomorphism of the enveloping algebra U(G), and by ı the
automorphism which acts on H as −1H and on the root subspaces as ı(Gφ) = G−φ , φ ∈ Φ .
Define an antiautomorphism τ := ı ◦ p, the Chevalley involution for the corresponding
Chevalley basis of G. As a consequence of the famous Duflo’s result on classification of
primitive ideals of the enveloping algebra of a semisimple Lie algebra, we know that every
semiprime ideal of U(G) is τ -stable [16, Corollary 2]. Related to the above corollary,
we see that the following lemma might be of certain importance; although its proof is
somewhat involved, perhaps the statement comes as no surprise. Also note here that when
G= sl(2,K), then moreover every ideal of U(G) is τ -stable.
Lemma 3.12. Suppose that R is a Noetherian ring having an involution α such that every
ideal in Idh R is α-stable. Then R satisfies the condition (SR;h).
Proof. Let us first introduce some terminology (cf. [33]). Suppose that X = XR and Y =
RY are a right and left module, respectively. A homomorphism f :X → Y of the additive
groups, which moreover satisfies f (x.r) = α(r).f (x) for all r ∈ R and x ∈ X, will be
called an α-homomorphism of X and Y . A bijective α-homomorphism is called an α-iso-
morphism.
Suppose that R is moreover semiprime. By Goldie’s theorem, there exists the ring of
quotients Q = Q(R). It is clear that α extends uniquely to an involution of Q; this will
be also denoted by α. Now, it is easy to see that the map F given below is a well-defined
α-isomorphism; that is, we have the following claim proved.
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the map
F : (X ⊗R Q)Q → Q(Q⊗R Y ),
F (x ⊗ q) := α(q)⊗ f (x) for q ∈Q and x ∈ X,
is an α-isomorphism too.
Fix now any I ∈ Idh R. Since α(I) = I , α induces a unique involution on R := R/I ;
it will be denoted by α. Next, take an arbitrary B ∈ Id0 R. Note that B = B/I for some
B ∈ Idh R, and hence we have that B is α-stable. The next claim is in fact a stronger
result than we need to prove the lemma.
Claim b. ρ(BR)= ρ( RB).
Proof. (See [23, p. 93]). Define R := R/N , where N is the nilradical of R. By αˆ we
denote the involution ofR induced by α. Consider a Loewy series BR =M0 ⊇M1 ⊇ · · · ⊇
Mk = 0 for BR , where Mi := BNi . And analogously RB = M ′0 ⊇ M ′1 ⊇ · · · ⊇ M ′k = 0,
where M ′i := NiB. Also, define (right) R-modules Xi := Mi/Mi+1, and (left) modules
Yi := M ′i/M ′i+1. Now, since the restriction α|BNi is obviously a bijection onto NiB, we
can define in an obvious way a (unique) αˆ-isomorphism of R-modules Xi and Yi ; let us
denote the latter by ϕi . Then, by putting R, αˆ and ϕi instead of R, α and f in Claim a, we
conclude that ρR(Xi)= ρR(Yi). Since this holds for all i , we have the claim proved. 
The following natural question is obviously of considerable interest. Although it is quite
clear what kind of answer one would like to have, let it be said that the author has no
meaningful idea about that.
Question 3.13. For which (semisimple) Lie algebras G defined over an (algebraically
closed) field of characteristic zero, or more generally over a commutative ring, does the
universal enveloping algebra U(G) belong to class N (1)?
4. Proof of Theorem 1.3
Recall that for a ring R and an ideal a of R we denote by S(a) the multiplicatively
closed set
⋂
p∈D(a) C(p); if D(a) is the empty set, then S(a)=R. In particular, for f ∈ R,
we write S(f ) rather than S(〈f 〉).
Remark 4.1. Note that, by Lemma 2.1(i), we have S(a) = S(√a) for every a ∈ IdR. There-
fore it follows that the condition (♥) of Definition 1.2 in the Introduction holds if and only
if S(s) is left Ore for every semiprime ideal s of R.
Now we define our central objects.
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open set U ⊆ SpecR, letO(U) denote the set of functions σ :U →∐p∈U Rp which satisfy
the following two conditions:
(S1) σ(p) ∈ Rp for every p ∈ U ;
(S2) For every p ∈ U there exist a semiprime ideal s of R such that p ∈ D(s) ⊆ U , and
r, s ∈R such that s ∈ S(s) and σ(q)= s−1r in Rq for every q ∈D(s).
Lemma 4.3. Suppose that R is a ring which admits a classical structure sheaf. Let U ⊆
SpecR be an open set, and σ :U →∐p∈U Rp a function. Consider the following three
conditions:
(S2) For every p ∈ U there exist e ∈ R such that p ∈ D(e) ⊆ U , and r, s ∈ R such that
s ∈ S(e) and σ(q)= s−1r in Rq for every q ∈ D(e).
(S2) For every p ∈ U there exist f ∈ R such that p ∈ D(f ) ⊆ U , and a ∈ R such that
σ(q)= f−1a in Rq for every q ∈D(f ).
(S2) For every p ∈ U there exist a neighborhood V of p, V ⊆ U , and b,g ∈ R such that
g /∈ q and σ(q)= g−1b in Rq for every q ∈ V .
Then (S2) and (S2) are equivalent. If every prime ideal of R is moreover completely
prime, then all the four conditions (S2), (S2), (S2) and (S2) are mutually equivalent.
Proof. (S2) ⇔ (S2). Assume (S2), and let p, s be as there. By Lemma 2.3(i), there exists
e ∈ s such that p ∈ D(e). Since S(s) ⊆ S(e), obviously (S2) holds. Assume now (S2), and
let e be as there. With s := √〈e〉, we have (S2).
(S2) ⇒ (S2). Assume (S2), and let p, e, r, s be as there. Set f := es and a := er , and
note that, by Lemma 2.4(ii), D(f )=D(e). Thus we have (S2).
(S2) ⇒ (S2). Assume (S2), and let p,V , b, g be as there. Write V = D(s), for certain
(semiprime) ideal s of R. Then there exists h ∈ s such that p ∈ D(h) (use Lemma 2.3(i)).
Now, with f := hg and a := hb, we have (S2).
(S2)⇒ (S2) and (S2) ⇒ (S2) are obvious. 
Proof of Theorem 1.3. (i) Let U ⊆ SpecR be an open set. We have to show that O(U) is
a ring. For that purpose, take σ1, σ2 ∈O(U). Clearly, σ1 + σ2 satisfies (S1). For checking
(S2), take some neighborhoodsD(si )⊆U of p where si ’s are semiprime ideals. Let ri , si ∈
R be such that si ∈ S(si ) and σi(q) = s−1i ri in Rq, q ∈ D(si ), for i = 1,2. Then define
the semiprime ideal t := √s1s2, and consider the neighborhood D(t) of p. Clearly, D(t) ⊆
D(si ) and thus S(si )⊆ S(t) for i = 1,2. Now, since S(t) is a left Ore set, then for (s1, s2) ∈
R × S(t) we can find some (y, x) ∈ R × S(t) such that s ∈ S(t), where s := xs1 = ys2.
Define r := xr1 + yr2. Then we have (σ1 + σ2)(q)= s−1r in Rq for every q ∈ D(t), what
we had to show. Similarly, σ1σ2 satisfies both (S1) and (S2). Therefore, O(U) is indeed a
ring; note that ı , ı(p) := 1, is its identity (1 denotes both the identity of R and of Rp).
Of course, for U ⊆ V open sets the natural restrictions ρVU :O(V ) →O(U), ρVU (σ) :=
σ|U , are ring homomorphisms. Thus {O(U)} is a presheaf; but, obviously, it is also a sheaf.
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lim−→
p∈U
O(U) :=Op
is a well-defined ring. Next, define ϕ :Op → Rp as in the proof of [20, Chapter II, Propo-
sition 2.2(a)]. Using the same argument as there, we conclude that ϕ is surjective. To show
that ϕ is injective, consider two local sections σ1, σ2 and suppose that σ1(p) = σ2(p).
By (S2), we can find a1, f1, a2, f2 ∈ R such that D(f1),D(f2) are neighborhoods of
p and σi(q) = f−1i ai in Rq, for i = 1,2 and every q ∈ D(fi). Since S := S(f1f2) is a
(left) denominator set, there exists (y, x) ∈ R × S such that f := xf1 = yf2 ∈ S. Define
a := xa1 − ya2. Then we have ρa = 0 for some ρ ∈R \ p (see, e.g., [31, Proposition 2.9]).
Define U := D(ρf1f2). Now it immediately follows that σ1(q) = σ2(q) in Rq for every
q ∈U ; this proves that ϕ is injective. It remains to see that the ring Op is indeed local. But
this is now a direct consequence of the following more general, and well-known, fact: if
P is a completely prime and localizable ideal of a Noetherian ring R, then RP is local
Noetherian.
(iii) Throughout the proof, we write ψ and S rather than ψs and S(s).
Case (I). R is commutative.
(Cf. [20, Chapter II, Proposition 2.2(b)].) Let us first prove that ψ is injective. For that
purpose, take some q1 and q2 satisfying ψ(q1) = ψ(q2). For i = 1,2, write qi = f−1i ai
with ai ∈ R and fi ∈ S. Let x, y,f, a be as in (ii), and define the ideal a := annR(a).
It is easy to conclude that V (a) ∩ D(s) = ∅; and hence it follows that s ⊆ √a (see
Lemma 2.1(ii)). Therefore for any ω ∈ S∩s there exists l such that ωl ∈ a, that is, ωla = 0.
This means that q1 = q2 in RS , as we wished to show.
Let us now prove that ψ is surjective. So, let σ ∈O(D(s)). By (S2) and the lemma given
below which generalizes a well-known result (see [19, Exercise 14B]; note that D(R) =
SpecR), we can find certain ai, hi ∈ R, for i = 1, . . . , r , such that D(s) =⋃ri=1 D(hi)
and σ(q)= h−1i ai in Rq for every q ∈ D(hi). For arbitrary hi and hj set g = gij := hihj .
Since h−1i ai = h−1j aj on D(g), we conclude that g−1aihj = g−1ajhi in Rg ; thus we have
gnaihj = gnajhi in R, for some n. (Here we use the injectivity of the “classical” map from
Rg onto O(D(g)).) As in [20, p. 72] we see that we may suppose aihj = ajhi for all i, j ;
therefore, choosing any f ∈ S ∩ s and with n,a as there, we have that ψ(f −na)= σ .
Case (II). R is a domain.
To prove that ψ is injective, let q1, q2, a, f be as in Case (I) and fix any p ∈D(s). Since
in particular we have f−1a = 0 in Rp, there exists ρ ∈ R \ p such that ρa = 0 in R. But
R is a domain, and so a = 0 in R. Hence, q1 = q2 in RS . (Notice that now we do not need
the supposition that s∩ S = ∅.) 
Lemma 4.4. If an ideal s of R has a (finite) centralizing sequence of generators, then D(s)
is a quasicompact subset of SpecR. In particular, if R is Noetherian, then every subset of
SpecR is quasicompact.
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(ii) and (iv) of Lemma 2.1, we have √s ⊆ √a. Let (z1, . . . , zt ) be a centralizing sequence
of generators for s. Then znii ∈ a for every i and some ni ∈ N (cf. [19, Exercise 2E]). Thus
there exist finite subsets Ai ⊆ A such that znii ∈
∑
Ai
sγ . Define a (finite) set B :=⋃Ai ,
and then consider the ideal b :=∑B sγ . Now it is not hard to see that sκ ⊆ b, with κ :=
1 − t +∑ni . By Lemma 2.1(i), we have that {D(sγ ) | γ ∈ B} is a finite subcover of D(s),
which finishes the proof. 
5. Example: U(H)
Let K be an algebraically closed field of characteristic zero. Recall that H is the three-
dimensional Heisenberg Lie algebra Kx ⊕Ky ⊕Kz, with commutator relations [x, y] = z
and [x, z] = [y, z] = 0. Also,
U :=U(H)= the universal enveloping algebra of H;
note that U is an Artin–Schelter regular algebra of global dimension three which is gener-
ated by two elements, x and y , of degree 1 (see [2]).
For the ease of following we summarize here the main results of this section. First
we give an explicit description of Spec U (Proposition 5.1). Second, as an example we
compute S(x) (Proposition 5.3); note that 〈x〉 = Uz + Ux is a nonmaximal, prime ideal
of height 1. Third, as a generalization of a normalizing element, we introduce the notion
of a weakly normal element (Definition 5.9). It is immediate that if n is a weakly normal
element of a Noetherian ring R, then R has a simple localization at n, that is, Σ(n) is
an Ore set; for usefulness of the standard technique of passing to simple localizations of
Noetherian rings at normalizing elements see, for example, [3,18,21]. In Example 5.11 we
show that this new notion is indeed interesting. Namely, there are a lot of weakly normal
elements in U which are not normal; for example, the following elements are such:
x, y, x + z, x + yz,1 + xz,1 + yz, x2 + xz, . . . .
Let ϕ :U → U/Uz be the canonical homomorphism, and consider the homeomorphism
Ψ :V (z)→ Spec U/Uz, Ψ (P ) := P/Uz.
Note that aϕ(Q) = Ψ−1(Q) for Q ∈ SpecU/Uz. (Recall that for a ring homomor-
phism f :R → R′, af is the associated map on the corresponding prime spectra; that
is, af : SpecR′ → SpecR, af (p) := f−1(p).) Also, suppose that T is a two-dimensional
abelian Lie algebra, and let {X,Y } be a basis of T. Consider the Lie algebra isomorphism
from H/Kz onto T given by x +Kz → X and y +Kz → Y . The latter induces an isomor-
phism of associative (commutative) K-algebras ε :U/Uz → K[X,Y ]. Now, for the algebra
homomorphism ξ := ε ◦ ϕ, the map
Ξ : SpecK[X,Y ] → V (z), Ξ(P) := aξ(P),
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Notation. The above introduced ϕ, Ψ , ε, ξ , Ξ and X,Y will have unchanged meaning in
the sequel.
Let us denote by IrrK[X,Y ] the set of irreducible polynomials. Define the following
left ideals of U :
Mα,β := Uz+ U(x − α)+ U(y − β) for α,β ∈ K,
Qγ := U(z− γ ) for γ ∈ K,
PF(x,y) := Uz+ UF(x, y) for F ∈ IrrK[X,Y ].
The following basic proposition gives an explicit description of Spec U .
Proposition 5.1.
(i) The above defined (left) ideals are moreover two-sided, pairwise different, and prime.
(ii) SpmU = {Qγ | γ ∈ K∗} ∪ {Mα,β | (α,β) ∈ K2}.
(iii) D(z) = {〈0〉} ∪ {Qγ | γ ∈ K∗}.
(iv) V (z)= {Uz} ∪ {PF(x,y) | F ∈ IrrK[X,Y ]} ∪ {Mα,β | (α,β) ∈ K2}.
Proof. See [31, Proposition B.2] and Lemma 5.2 below. (Notice that 〈F 〉 ∈ SpecK[X,Y ]
and also PF(x,y) =Ξ(〈F 〉).) 
Lemma 5.2. Let α,β ∈ K be arbitrary. Then Mα,β is a (two-sided) maximal ideal of U .
Furthermore,
U \Mα,β = K∗ +Mα,β. (4)
Proof. Define M := Mα,β , A := K[X,Y ], and M :=A(X − α) +A(Y − β). Using the
facts that M ∈ SpmA and M =Ξ(M), we have M ∈ Spm U .
Notice that any ω ∈ U may be uniquely written as
ω = B +C, (5)
where B = B(ω) =∑i,j∈Z+ κij xiyj for some κij ∈ K, and C = C(ω) ∈ Uz. Then, by
denoting f (X,Y ) :=∑κijXiY j and using the identity
(x − α)yn+1 = (x − α)(y − β)yn + β(x − α)yn for n ∈ Z+,
we conclude that B ≡ f (α,β) (modM). If moreoverω ∈ U \M , then the latter congruence
implies that f (α,β) ∈ K∗ and ω − f (α,β) ∈ M . Thus we have U \ M ⊆ K∗ + M . The
opposite inclusion is obvious. 
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for various ideals a of U , and in particular S(h) for h ∈ U . In order to see what kind of
objects these are, as an example we will compute S(x).
Using the corresponding PBW-basis of U , any h ∈ U can be decomposed as
h =
∑
i,j∈Z+
xiyjhij (z) (6)
for certain polynomials hij in z. Notice that these hij ’s are uniquely determined by h. For
given h and any k ∈ Z+ and c ∈ K∗, define the “distinguished” polynomial
∆(h; z)=∆k,c(h; z) := c + hk0(z)z. (7)
Also, consider the set
Υ (k; c) := {h ∈ U ∣∣ there is no γ ∈ K∗ such that: (1) ∆(h;γ )= 0; and
(2) hij (γ )= 0 for all (i, j) = (k,0)
}
.
Proposition 5.3. S(x)= {cxk + hz | k ∈ Z+, c ∈ K∗ and h ∈ Υ (k; c)}.
We will prove this proposition by means of the next three claims. For the first one,
decompose ω ∈ U as in (5), and define
B := ξ(B) =
∑
i,j∈Z+
κijX
iY j .
Claim 5.4. If ω ∈ S(x), then B ∈ K[X].
Proof. Decompose B = π1 · · ·πr , with some irreducible polynomials πi . Set πi :=
ξ−1(πi) for i = 1, . . . , r . Suppose now that B /∈ K[X]. Then there is i0 such that πi0 /∈
K[X]. Define P := 〈πi0〉 (= Ξ(〈πi0 〉)); note that P ∈ V (z). Then we have the following
auxiliary fact:
() P ∈D(x).
(Assuming to the contrary, we would moreover have P = Px (see Proposition 5.1). Hence
ξ(P)= ξ(P x), and so in particular πi0 = g(X,Y )X for some polynomial g. But since πi0
is irreducible, g must be a constant; yielding to a contradiction.)
Now, since B − π1 · · ·πr ∈ Uz, we have B ∈P and therefore ω ∈ P. At the same time,
using () and the definition of S(x) we conclude that ω /∈P, which is a contradiction. This
proves the claim. 
For that which follows, define
Ω := {cxk + hz ∣∣ k ∈ Z+, c ∈ K∗ and h ∈ U}.
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Proof. Take an arbitrary ω ∈ S(x). Assume that B(α) = 0 for some α ∈ K∗; here use the
previous claim. Then it follows that ω ∈ Px−α . Now we need the following which is an ob-
vious consequence of Proposition 5.1: we have 〈x〉 = Px , and thus V (x)= {Px} ∪ {M0,β |
β ∈ K}. Hence it is clear that Px−α ∈ D(x), and so ω /∈ Px−α ; yielding to a contradic-
tion. This means that necessarily B = cXk for some c ∈ K∗ and k ∈ Z+. Thus the claim
follows. 
For further needs define the operators
T(m,n) : U → U for m,n ∈ Z+, T(m,n) := (adx)m(ady)n.
The next lemma describes the action of T(m,n) on the corresponding PBW-basis of U ; an
easy proof, by induction, is left to the reader.
Lemma 5.6. For i, j,m,n ∈ Z+, we have
T(m,n)
(
xiyj
)= { i!j !(i−n)!(j−m)! (−z)nzmxi−nyj−m if i  n and j m,
0 otherwise.
Now fix some k ∈ Z+, c ∈ K∗ and h ∈ U , and set
ω := cxk + hz. (8)
Clearly, the statement of Proposition 5.3 is equivalent to the following claim.
Claim 5.7. In the above setting, we have h ∈ Υ (k; c) if and only if ω ∈ S(x).
Proof. Let {ζ1, . . . , ζp} be the zeros of ∆(h; ·) (see (7)); note that ζt ∈ K∗ for every t .
Obviously, the supposition h /∈ Υ (k; c) is equivalent to the fact that there is some t such that
for γ := ζt we have hij (γ )= 0 for all (i, j) = (k,0). But then ω ∈Qγ . Since Qγ ∈ D(x),
we conclude that ω /∈ S(x).
Suppose now that ω ∈ Ω \S(x). Therefore, there is Q ∈ D(x) such that ω ∈Q; here we
use Claim 5.5. We may assume that Q ∈ D(z), that is, Q =Qγ for some γ ∈ K∗. Further,
define
v :=
m∑
j=1
θj (x, z)y
j , w :=
n∑
i=0
i =k
xihi0(z),
for certain m ∈ N and n ∈ Z+. Here
θj (x, z) :=
νj∑
xihij (z) for j = 1, . . . ,m,
i=0
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Now act by the operators T(m,a) on ω, for a = νm, νm − 1, . . . ,0, respectively. This gives
(see Lemma 5.6)
a!m!(−z)azmham(z)z ∈ Q,
and so ham(z) ∈ Q for every a as specified. Proceeding analogously for m − 1, . . . ,1,
respectively, we obtain the following:
(†) hij (z) ∈Q for all i ∈ Z+, j ∈ N.
Hence, in particular, v ∈Q and thus also ω′ ∈Q, where ω′ := xk∆(h; z)+wz. Now, acting
by T(0,b) on ω′, for b = n,n− 1, . . . ,0, respectively, we obtain the following:
(‡) ∆(h; z) ∈Q, and hb0(z) ∈ Q for every b = k.
To finish the proof one just has to note that now γ satisfies the conditions (1) and (2) in the
definition of Υ (k; c). Therefore, h /∈ Υ (k; c), what we had to show; the latter is an obvious
consequence of (†) and (‡). 
Example 5.8. The above proof of Proposition 5.3 in fact gives an exact algorithm for
checking whether a concrete ω ∈ Ω , and thus ω ∈ U as well, is included in S(x). For
example, let h := x2y3(z2 + 3z + 2) + xy(z2 − 1) + x2(z − 2) and ω := −3x2 + hz.
Taking into account (8), (6) and (7), we have: c = −3, k = 2, h11(z) = z2 − 1, h23(z) =
z2 + 3z + 2, hij (z) = 0 for all (i, j) /∈ {(2,0), (1,1), (2,3)}, and ∆(h; z) = z2 − 2z − 3.
Since h11(−1) = h23(−1) = ∆(h;−1) = 0, we conclude that h /∈ Υ (2;−3); that is, ω /∈
S(x) (by Claim 5.7).
Next we will provide some basic examples related to that part of Question 1.1 asking
for which elements f of a Noetherian ring R the set Σ(f ) is an Ore set. As we already
said, this is probably very difficult for arbitrary Noetherian R. Nevertheless the first useful
information is given by the following obvious lemma. For that we need to generalize the
notion of a normal element of a ring; recall that n ∈R is normal if it satisfies Rn = nR.
Definition 5.9. An element n of a ring R will be called weakly normal if for any r ∈R and
a ∈ N, there exist α,α′ ∈ Z+ and ρ,ρ′ ∈ R (α,α′ and ρ,ρ′ depend on r and a) such that
na+αr = ρna, rna+α′ = naρ′.
Lemma 5.10. Let R be a left (respectively right) Noetherian ring and n a weakly normal
element of R. Then Σ(n) is a left (respectively right) denominator subset of R.
Example 5.11. Here we consider some concrete elements ω ∈ S(x) and r ∈ U which sat-
isfy the (left) Ore condition
S(x)r ∩ Uω = ∅. (9)
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(E1) For example, for ω = x , x + z or x + yz the situation is rather simple; that is, we
have the following
Claim. Σ(x), Σ(x + z) and Σ(x + yz) are denominator subsets of U .
Proof. First note that these elements are indeed from S(x); e.g., for ω = x +hz and h= y
we have ∆(h; z)= 1, and so h ∈ Υ (1;1) if and only if ω ∈ S(x). We will give a proof only
for ω = x; the other two elements we treat analogously.
Fix an arbitrary α ∈ N. Then it is easy to check that xαy = αzxα−1 +yxα. By induction
on β , it follows that for every 0 β < α we have
xαyβ = pα,βxα−β, (10)
where
pα,0 := 1, pα,β :=
β∏
i=1
(
xy + (α − i)z) for β > 0. (11)
Let us show now that x is a weakly normal element; we will consider, for example, only
the “left-hand” condition of Definition 5.9. For that purpose suppose that µ ∈ N and r ∈ U
are given arbitrarily. We claim that there are ν ∈ N and u ∈ U such that xµ+νr = uxµ. To
see this decompose
r =
∑
I∈Z+3
cI
(
xiI yjI zkI
)
, cI ∈ K. (12)
Then choose any ν satisfying ν  jI for every I . By denoting α := µ+ ν and using (10),
we obtain the proposed equality, where
u :=
∑
I
cI
(
xiI pα,jI x
ν−jI zkI
)
. 
(E2) Define these interesting elements of U (cf. Remark 6.4):
K := 1 + xz, L := 1 + yz.
Claim.
(i) 〈K〉 = 〈L〉 = U , and thus K,L ∈ S(a) for every ideal a of U .
(ii) Σ(K) and Σ(L) are denominator subsets of U .
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1 = 2K −K2 + [K,y]x2 = 2L−L2 + [x,L]y2;
the second is then obvious.
(ii) Let α,β satisfying 0 β < α be arbitrary. Define qKα,0 = qLα,0 := 1 and also
qKα,β :=
β∏
i=1
(
Ky + (α − i)z2), qLα,β :=
β∏
i=1
(
xL+ (α − β + i − 1)z2) for β > 0.
Arguing in the same way as for (10) we obtain Kαyβ = qKα,βKα−β and xβLα =
Lα−βqLα,β . Suppose now that r ∈ U and µ ∈ N are given. Decompose r as in (12), and
let then ν and α be as there. Define
u :=
∑
I
cI
(
xiI qKα,jI K
ν−jI zkI
)
,
and note that uKµ =Kαr . For L proceed similarly. 
(E3) Let now ω := x2 + xz = x2 + hz, where h = x . Here again ∆(h; z) = 1, and so
h ∈ Υ (2;1) if and only if ω ∈ S(x). By the above shown fact that Σ(x) and Σ(x + z) are
denominator sets, we immediately have (9) for any r; see (E4) below. But even more is
true.
Claim. Σ(x2 + xz) is a denominator subset of U .
Proof. Analogously as in (10), for 0  β < α we have ωαyβ = πα,βωα−β for some ele-
ments πα,β ∈ U ; cf. (11). Now proceed as in (E1) to show that ω is weakly normal. 
Perhaps it might be instructive here to note that for example for r = y we have [ω2, y] =
(4xz+ 2z2)ω, that is, ω2y = uω, where u := yω + 4xz + 2z2. But also one can check at
once that σy = u′ω, where
u′ := x(xy + 2z)− (1 + y/2 + y2/4)z2,
h := x3 − x2yz/4 − x2z/2 − xyz2/4 + xz2/2 + z3/2,
σ := x4 + hz ∈ S(x).
(E4) Define
θ := x + xyz (= xL;L as in (E2)).
Claim.
(i) Σ(θ) is not a denominator subset of U .
(ii) For any r ∈ U we have (9), with ω = θ .
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θαyz = (1 + yz)(z2 + θ)α − θα, α ∈ N. (13)
Now we will show that there are no α ∈ Z+ and u ∈ U satisfying θαyz = uθ ; thus Σ(θ )
is not a (left) Ore set. For that purpose suppose to the contrary. Hence, using (13) and
denoting
w := u− (1 + yz)
α∑
i=1
(
α
i
)
z2α−2iθ i−1 + θα−1,
we obtain
wθ = (1 + yz)z2α. (14)
Let A1 be the first Weyl algebra over K and p,q its generators satisfying the relation
[p,q] = 1. Further, consider the homomorphism of associative algebras χ : U → A1 de-
fined by χ(x) := p, χ(y) := q and χ(z) = 1. Then, acting by χ on (14), it follows that
χ(w)p = 1 which is impossible (see [15, 4.6.3]).
(ii) Let T be the multiplicatively closed set generated by x and L. Then T is a denomi-
nator subset of U ; note that θ ∈ T ⊆ S(x). Thus, moreover, we have T r ∩ Uτ = ∅ for any
(τ, r) ∈ T × U . (More precisely; given r , decompose it as r =∑I×J xiyj rij (z) (cf. (6)).
Then consider σ := xµ∏i∈I (θ + iz2) for a sufficiently big µ. For a fixed (i0, j0) ∈ I × J
we have (pα,β are as in (11))
σxi0yj0 =
( ∏
i0 =i∈I
(
θ + (i +µ)z2))xµ−2j0+1p2j0+i0,j0xi0+j0−1θ;
here use that xν(θ + iz2)= (θ + (i + ν)z2)xν for all ν ∈ N. Thus we have σr ∈ Uθ .) 
(E5) As our last example we consider the element
ω := x2 + (x + y2)z ∈ S(x).
We leave to the reader as an exercise to show that Σ(ω) is not a denominator set; proceed as
for θ in (E4). Also note that now we cannot use the same trick as we did in (E4), Claim (ii).
In order to illustrate what kind of problem is to show (9) directly, we give here just two
particular cases; let us emphasize that we do not know if (9) holds for an arbitrary r .
(A) Let r = xk , k ∈ N. Then for example we have σxk = xk+2ω, where
h= hk := x3 +
(
xy + (k + 1)z)(xy + kz), σ = σk := x4 + hz ∈ S(x).
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u := x3y − xy2z2/2 + 2x2z− xz2 + z3,
h := x4 + x3y(y − z/2)+ x2yz(2 − z/2)− xz2(y3/2 + y − 2x − z)+ yz3,
σ := x5 + hz ∈ S(x).
6. Concluding remarks and some questions
In this section we provide some useful remarks which cast more light on the presented
results. Also, at the end we explain our second motivation for this research coming from
noncommutative Iwasawa theory.
Under the assumption that our conjecture on U stated in the Introduction is true, perhaps
the first natural question related to Theorem 1.3(iii) is this:
Question 6.1. Supposing that R is as in the theorem, and in particular when R = U , is the
map ψ〈f 〉 surjective for f ∈ R?
Next, one can ask if the condition “s∩S(s) = ∅” given there might be somehow relaxed.
The first part of the following instructive example shows that it is not a necessary condition
for ψs to be surjective.
Example 6.2. (1) Let A and An (= SpecA) be as in the paragraph following Proposi-
tion 2.7, where n  2. Also, let 0 be the origin of An, and m = m0 the corresponding
maximal ideal. Consider the “big” open set U = An \ {0}. Now, Corollary 2.9 gives the
first equality in
AS(m) =A=OAn(U);
of course, the second is well known.
(2) For A as in (1) by Corollary 2.9 we know that S(m) = K∗ and therefore m∩S(m) =
∅ for every m ∈ SpmA. The next easy observation shows that the latter does not necessarily
hold for maximal ideals in noncommutative situations.
Claim. Using the notation as in Section 5, we have
z− γ ∈ S(Qγ ) for γ ∈ K∗.
Proof. First notice that z − γ /∈ Qδ for every δ = γ , and also that z − γ ∈ Mα,β for all
pairs (α,β). Next, by Proposition 2.8(i), we have
S(Qγ ) =
⋂
m∈SpmU\{Qγ }
C(m);
hence the claim follows. 
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prime of it is completely prime.
(1) For any W ⊆ SpecR we can define a ring
O(W) := lim−→
W⊆U
O(U),
the direct limit taken over open sets U . Now, it seems that one might often somehow
relate this O(W) and the localization RC(W), provided that C(W) is a denominator set; in
particular, if W is a “nice” closed set. (For example, if W is a point {p}, then O({p}) is
nothing but the stalk at p.)
(2) If R is moreover a commutative domain, then it is well known that for any open
U ⊆ SpecR we have O(U) =⋂p∈U Rp. It would be good to know if the latter equality
holds if we drop the condition that R is commutative.
Remark 6.4. Assume that R is a ring which admits a classical structure sheaf, and f ∈R is
such that Σ(f ) is an Ore set (e.g., f is weakly normal). In particular, if R is commutative,
then the localizations Rf = RΣ(f ) and RS(f ) coincide; by Corollary 1.4. Further, the ring
of global sectionsO(SpecR) is now equal to R. Concerning this, the following shows that
perhaps in some noncommutative situations one might expect a striking difference to that.
Claim. If we would have that U admits a classical structure sheaf, then the ring of sections
O(D(x)), ofO over D(x), would strictly contain the localization UΣ(x). Further, under the
same assumption on U , we would have that the ring of global sections O(SpecU) strictly
contain U .
Proof. Clearly, taking into account Theorem 1.3, it will be sufficient to prove the fol-
lowing: if S(x) is an Ore set, then the localization UΣ(x) does not contain the element
κ := 1/(1 + xz). Concerning the second statement notice that, by Claim (i) in Exam-
ple 5.11(E4), κ is a global section.
To prove the above auxiliary claim suppose to the contrary, that is, κ ∈ UΣ(x). This
means that xn = (1 + zx)h, for some n and h ∈ U . Therefore, with p, q and χ being the
same as in Example 5.11(E4), it follows that
pn = (1 +p)χ(h).
Now decompose h as in (6) and then write χ(h) as a “noncommutative” polynomial in p.
Thus the above equality reads as
pn = (1 + p)
M∑
i=0
piFi(q)= F0(q)+
M∑
i=1
pi
(
Fi(q)+ Fi−1(q)
)+ pM+1FM(q),
for certain M ∈ N and polynomials Fi ∈ K[q]. Hence one deduces at once that then neces-
sarily M + 1 = n, FM(q) = 1 and F0(q) = 0 = Fi(q) + Fi−1(q) for every i = 1, . . . ,M .
But this is obviously impossible. 
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classical structure sheaf.
(1) Let R be any ring and S a multiplicatively closed subset of R. Suppose that the
following holds:
(♦) ad s :R →R is locally nilpotent for all s ∈ S.
Then S is a denominator set; see [17, Section 4]. Here we would like to point out that for
R = U and S = S(x) we cannot use this trick to show that S(x) is an Ore set. That is, now
(♦) does not hold. To see this let s be the element θ defined in Example 5.11(E4). Then it
immediately follows that for example
(adθ)k+1(xy)= (−1)kz2k+1x for all k ∈ N;
in particular, ad θ is not locally nilpotent.
(2) Given a ring R, recall that a set Θ ⊆ SpecR satisfies the intersection condition if
the following holds:
(IC) For every one-sided ideal K of R such that K ∩ C(p) = ∅ for all p ∈ Θ we have
K ∩ C(Θ) = ∅.
Now, if R is Noetherian and Θ any set of incomparable primes closed under links and
satisfying both the second layer condition and intersection condition, then C(Θ) is an Ore
set; see [23, Theorem 4.3.17].
Suppose now that we have a particularly chosen ideal a of U , and want to show that
S = S(a) is an Ore set. Let then h ∈ U and s ∈ S be arbitrary. Then K(h, s) := {u ∈ U |
uh ∈ Us} is a left ideal of U . Since C(m) is an Ore set for every m ∈Θ :=D(a)∩ Spm U ,
K ∩ C(m) = ∅ for every m; note that Θ satisfies both the incomparability and second layer
condition. Now, assuming that S (= C(Θ), by Proposition 2.8(i)) satisfies the intersection
condition we would have that K(h, s)∩ S = ∅. That is, there is some σ ∈ S such that σh ∈
Us; this is the left Ore condition. By the above reasoning, the statement “D(a) satisfies the
intersection condition” seems to be stronger than the statement “S(a) is an Ore set”; for to
prove the second one we have to check (IC) only for the left ideals K =K(h, s), while for
the first statement the intersection condition must be checked for each left ideal K . (Based
on the last observation, in the original version of this paper we claimed that there is no
help of the result mentioned in the previous paragraph, and in particular of the intersection
condition, if one wants to show that S(a) is an Ore set. The referee objected: “Maybe the
stronger statement is in fact easier to prove, or just as easy.” I have to say that now I do
agree with him/her.)
Remark 6.6. Suppose that R is a commutative ring. Then, by Corollary 1.4, we know that
to localize at an element f of R is the same as to localize at S(f ). Thus, the claim given
below might be understood as a generalization of the following well-known, and obvious,
fact: for any prime p of R and a finitely generated R-module M , Mp = 0 if and only if
Mf = 0 for some f ∈R \ p (cf. Theorem 1.7).
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M be a finitely generated R-module. Then the following are equivalent:
(a) For every f ∈ C(p), the localization MS(f ) is nonzero;
(b) p ∈ Supp(M).
Proof. To prove (a)⇒(b) suppose that Mp = 0. Since M is finitely generated, M =∑t
i=1 R.mi for some elements mi . Now, for every i there exists some si ∈ C(p) such that
si .mi = 0. Define f := s1 · · · st . We claim that MS(f ) = 0. To see this take an arbitrary
m ∈ M and write it as m =∑ti=1 ri .mi , ri ∈ R. Since S(f ) is a (left) Ore set, there exist
some σ1 ∈ S(f ) and ρ1 ∈ R such that σ1r1 = ρ1s1; note here that si ∈ S(f ), which is clear
by Lemma 2.4(iv). But then, obviously, σ1.m =∑ti=2 r ′i .mi , where r ′i := σ1ri . Hence, by
induction, it is immediate that there exists some σ ∈ S(f ) such that σ.m = 0. Thus the
claim follows.
For the implication (b)⇒(a) one just needs the following obvious fact: S(f )⊆ C(p) for
every f ∈ C(p). 
6.7. Let G be a (p-valued) compact p-adic Lie group, where p is a prime number;
interesting G’s arise in arithmetic geometry, and in particular from elliptic curves without
CM when these groups are certain open subgroups of GL2(Zp). The Iwasawa algebra of
G is defined by
Λ(G) := lim←−
N
Zp[G/N],
the projective limit taken over all open normal subgroups N ; recall that Λ(G) is a regular
local (Noetherian) ring. In analogy with the classical Iwasawa theory, one may study the
structure theory of finitely generated Λ(G)-modules, and in particular of torsion ones.
Inspired by Venjakob’s work [38] who proposed a definition of a pseudo-null module
over Λ(G) as a generalization of the standard notion from commutative theory, Coates,
Schneider and Sujatha ([14]; see also [13]) have obtained a remarkable theorem about the
structure of finitely generated torsion Λ(G)-modules M up to pseudo-isomorphisms. But
related to that structure theorem one would like to better understand the prime spectrum of
Λ(G) and in particular the so-called c-ideals, the primes which are moreover reflexive; it
seems that it would be also good to seek for certain height 1 primes which are associated
to a given module M . Our interest in Iwasawa algebras arose from the observation that
they are in a sense similar to enveloping algebras of Lie algebras, or perhaps to certain
completions of these [34]. (Recall that when G= Znp , then the corresponding Iwasawa al-
gebra is nothing but the power series ring Zp[[T1, . . . , Tn]]. But the latter is a completion
of Zp[T1, . . . , Tn] which may be considered as the enveloping algebra of an abelian Zp-Lie
algebra Znp .) We will finish the paper with the following question (cf. Question 3.13).
Question. For which p-valued compact p-adic Lie groups G, does the Iwasawa algebra
Λ(G) belong to class N (1)?
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