Abstract-In this paper, we address the task of semantic service retrieval based on natural language queries. We analyze identifiers of services, operations, and parameters extracted from WSDL service descriptions with respect to their semantic content. In order to measure the semantic similarity between query and service description, we introduce a novel computationally efficient document similarity measure based on information content and fuzzy set theory.
I. INTRODUCTION
The trade with a wide variety of services, from validating email over looking up literature to booking flights, is a growing segment of the marketplace that is the internet. Currently one of the largest web service repositories, SeekDa, 1 claims to index over 28,000 services. In this paper, we address the task of service retrieval, which involves a service consumer posing a service request to the service repository. The repository retrieves and ranks service offers fitting the needs expressed in the request by means of a service retrieval model.
Service offers are typically provided as Web Service Description Language 2 (WSDL) documents. Service consumers, however, do not deal with WSDL documents directly, but interact with a web front-end (i.e., a service marketplace) to pose queries like find the price of Lord of the Rings as hardcover. The marketplace retrieves services capable of finding the price of the book and invokes these to retrieve the actual price to be presented to the consumer.
A. Service Descriptor
We take a brief look at the information that can be found in WSDL service descriptions:
Identifiers are names used to identify the service itself, operations offered by the service as well as data types and parameters passed to and returned from these operations. They carry a significant amount of information about the semantics of the entity they identify. Like in programming languages, identifiers usually have to appear as a single token. There are a number of conventions how to deal with identifiers consisting of multiple words. One example is CamelCase which concatenates multiple words into a single token while capitalizing the first letter of each word. A service retrieval engine should be aware of such conventions in order to correctly tokenize, e.g. getBookPrice as get, book, price.
Data types can be primitive, e.g. integer, string, or boolean, or can be structured, consisting of a number of fields, each carrying a name and type.
Signatures define the input and output parameters of operations. Each parameter carries a name and a data type.
Documentation may be included in service descriptions, which is, however, unused most of the time. When present, it is often very rudimentary, for example, a getBookPrice operation may simply be described as Gets the price of a book.
B. Task Description
A major issue to be addressed in service retrieval is the vocabulary gap. The problem occurs when service request and service offer use different vocabularies. Bag-of-words based retrieval models lead to unsatisfactory results in this case, because they require request and offer to share the same terms. This can be caused by a difference in the level of abstraction (book vs. The Hobbit) or by the use of synonyms (hardcover vs. hardback). Semantic retrieval models address this by calculating the similarity at the level of concepts.
Service retrieval puts particular demands for the retrieval model. Information retrieval models often consider documents containing information beyond what was requested in the query as less relevant than documents containing only information stated in the query. In service retrieval, though, it should not have a negative impact if a service provides functionality beyond what was requested. We will later refer to this as the particular nature of service retrieval.
Our contribution is a computationally efficient knowledgebased semantic retrieval model using fuzzy sets. It addresses the vocabulary gap and, as mandated by the task, allows for high relevance scores even if a document contains significantly more information than was requested in the query. We experimentally evaluate our approach in the context of service retrieval using natural language queries.
II. SERVICE RETRIEVAL MODELS
A retrieval model is used to match documents to a query and to rank them by relevance. For the purpose of this paper, documents are service offers (WSDL documents) while the service requests are natural language queries.
While the traditional vector space model (VSM) is based on sets of terms, there are alternative semantic vector space models (SVSM) based on sets of concepts. These address the vocabulary gap by being able to retrieve a document if it shares a common concept with the query.
Looking at several existing semantic retrieval models, we notice they belong to either of two classes: corpus-based models or knowledge-based models.
1) Corpus-based retrieval models: derive semantic relatedness from term co-occurrence statistics.
Latent Semantic Analysis (LSA) [1] is a corpus-based SVSM which uses singular value decomposition to reduce the dimensionality of term vectors. It conflates dimensions associated with terms commonly co-occurring in a training corpus into a single dimension. The dimensionality of the LSA vectors needs to be defined prior to indexing.
Explicit Semantic Analysis (ESA) [2] is another corpusbased SVSM. It assumes that terms co-occurring in documents are frequently semantically related, and further, that each corpus document focusses on a particular idea and thus can be interpreted as a concept. The dimensionality of an ESA vector equals the number of documents in the corpus.
2) Knowledge-based retrieval methods: use semantic relations from a thesaurus or ontology. Knowledge-based term relatedness measures have been introduced by [3] - [5] . They calculate semantic relatedness based on a path of hypernym/hyponym relations connecting two concepts. To compare two sets of terms, an aggregation strategy is required, such as averaging scores or weighted bipartite graph matching (WBPGM). WBPGM is the problem of finding a pairwise matching between the elements of two sets A and B such that the sum of a function w : A × B → R is optimized and that no element of either set is paired more than once. Algorithms for WBPGM are used for service retrieval because each input/output in the request should have exactly one corresponding input/output in the offer.
Because the aggregation depends on the query it cannot be pre-calculated. Term-pair relatedness scores can be precalculated, but this does not scale well, as the number of required computations grows quadratically with the size of the knowledge base. Yet, semantic relations are a convenient tool to fine-tune the matching process to a particular context, e.g. to the product catalog of a vendor. Thus, there is a demand to design computationally efficient knowledge-based retrieval methods.
III. KNOWLEDGE-BASED FUZZY SET MODEL
We propose the Knowledge-based Fuzzy Set Model (KB-FSM), a computationally efficient knowledge-based semantic retrieval model based on fuzzy sets that combines the computational efficiency of a VSM with the semantic relations offered by a knowledge-based approach. Our approach produces an aggregate fuzzy-set representation for each document. This provides computational efficiency similar to that of VSMs because the fuzzy concept sets can be pre-calculated for each document.
A. Semantic Representation on the Term-Level
KB-FSM uses information content (IC) that is also used by [3] - [5] . IC measures a concept's specificity, e.g. the very general concept thing has a very low information content while that of the more specific concept book is much higher. The intrinsic information content (IIC) [6] determines the IC of a concept c based on the number of its hyponyms h(c) compared to the total number of concepts in the knowledge base K. The intuition is that a term that has many hyponyms is less specific (contains less information) than a term that has few hyponyms or none at all. It is defined as a function IIC : C → [0, 1]:
We turn to creating a semantic representation of a single term. Assume a query Q and a set of documents D 1 , D 2 , and D 3 each containing a single term:
In addition, assume a knowledge base defining the concepts book and fantasy as subclasses of thing and hardcover as a subclass of book. The IC is noted in parentheses. Obviously, document D 1 is more relevant to the query Q than the document D 2 . We also take D 1 to be more relevant to the query than D 3 since we assume that there was a good reason for the query to refer to the more general concept book and not to hardcover. To reflect this, KB-FSM instead uses the link strength LS(c, h) [5] , which is calculated as the difference of the IC of a concept c and some hypernym/hyponym h. LS is a distance measure, but we need a similarity measure to determine how close a term and its hypernym are in terms of IC. Therefore, we define the inverse link strength (ILS) as:
ILS(c, h) = 1 − |IIC(c) − IIC(h)|
To get a semantic representation of a term, we now calculate the ILS between the term and all of its hypernyms. For this purpose we assume the hypernym relation to be reflexive. This yields the following results for the document D 3 containing the term hardcover :
We call this the semantic context of the term and interpret it as a fuzzy set. Each set element x ∈ A in such a set has a degree of membership in the set A written as A(x). The ILS score calculated between a term and one of its hypernyms is used as the degree of membership of that hypernym. For the query and the other documents we get: 
B. Aggregation to Document-Level
We extend this approach to documents (sets of terms) by aggregating the semantic contexts. If the two terms share a common hypernym, both induce an ILS score for it. For each concept in the original contexts, we keep only the highest score. This corresponds to the fuzzy union operation (A ∪ B)(x). As an illustration, we introduce a document D 4 : 'fantasy book' being the concatenation of D 2 and D 1 :
C. Calculation of Semantic Similarity
To calculate the similarity between two concept vectors, we use the Dice coeffient on fuzzy sets:
(x), B(x)] A(x) + B(x)
Finally, we can calculate the semantic similarity between the query and each of the documents.
The similarity for the trivial cases of self-comparison (1) as 1.0 and comparison between non-related concepts (2) as 0.0 are obviously correct. For (4) we get a higher similarity than for (3) because D 4 uses the same level of abstraction as the query, both referring to book while D 3 uses a more specific level of abstraction using hardcover.
IV. EXPERIMENTAL SETUP
To the best of our knowledge, no standard benchmark for service retrieval with natural language service requests exists. Thus, we used the WSDL documents from the OWLS-TC 3rev1 benchmark 3 for our experiments. The statistics of this dataset after preprocessing are given in Tab I. The dataset contains service descriptions serving as queries from which we only use the description field, e.g.:
• This service returns lecturer of a university • This service returns the destination where both games hiking and surfing are available Tokenization, lemmatization, stop-word removal, and stemming was done using components from the Darmstadt Knowledge Processing (DKPro) software repository. [7] was used as a semantic resource for all knowledge-based semantic similarity measures. As the use of WordNet mandates lemmatization, we used lemmatized texts in all experiments, i.e. also for the corpus-based measures.
For ESA, two models were created. One is based on WordNet, treating each synset as a concept, and its gloss (together with the example sentences) as the concept's textual representation. The other is based on Wiktionary, which has shown good results in the past [8] .
For LSA, also two models were created. One from the service descriptions of the OWLS-TC dataset and one from Wiktionary. Landauer et al. [1] observe the best results with a 300-dimensional concept space on a corpus with around 60,000 unique words. Given the smaller number of unique tokens (approx. 11,000) in OWLS-TC, we used only 100 dimensions here.
V. RESULTS

A. Aggregated term-level semantic similarity measures
First, we calculate semantic similarity at the term-level and use different strategies to aggregate term-level scores to document-level scores. We use mean average precision (MAP) as an evaluation measure. Tab. II shows the results obtained from the measures by Resnik [3] , Lin [4] , and Jiang & Conrath [5] as well as KB-FSM, ESA, and LSA.
The WBPGM strategy consistently yields the best results. It seems to best fit to the task: a service offer should include all information specified in the request, but it may provide more. It allows for a perfect relevance in cases were all query terms appear in the document.
KB-FSM outperforms the other knowledge-based measures, but corpus-based measures provide the best results. LSA performs best when trained on the dataset itself, and ESA performs best when trained on Wiktionary, so in the following experiments, we only use these configurations.
B. Document-level semantic similarity measures
Next, we compare the document-level measures to each other. The results are given in the column s sem of Tab. III. LSA performs best, followed by KB-FSM and ESA. All document-level measures aggregate term-level semantic vectors into document-level semantic vectors which are then combined using an inner product to produce the relevance score. For LSA, this seems to work well. It shows the same performance as when used with WBPGM strategy in the previous experiment. The performance of ESA and KB-FSM drops, so the aggregation or the inner product is problematic.
C. Combined measures
Now, we combine the similarity measures s sem with s bow , a bag-of-word based VSM (Apache Lucene), to calculate the similarity between the service request Q and the service offer D. The parameter w controls the balance between the semantic and the bag-of-word based components. The results for s bow are in the leftmost column of Tab. III -this corresponds to setting w to 0.0. Compared to the first two experiments, s bow alone already outperforms all semantic measures except LSA. By combining s bow with any of the semantic similarity measures (columns 0.1 ≤ w ≤ 0.9), we can improve the results. Again, the combination with LSA yields the best results.
D. Modified Dice coefficient
While analyzing the results of the previous experiment, we noticed that the performance of KB-FSM dropped as the length of the service description increased. For our task, it is mainly important that the query A is completely covered by the service B, while the inverse is not necessary, but the Dice coefficient is symmetric, so d f (A, B) = d(B, A) . We created a modified coefficient d fl to address this issue. If a service B cannot cover all terms requested in the query A, it degrades the score more rapidly. If a service offers more than requested in the query, it does not degrade the score as rapidly. The results given in Tab. III show KB-FSM with a similar performance as with the WBPGM strategy in the first experiment. We also tried the modified coefficient with ESA and LSA. For ESA, we can see a slight improvement when used stand-alone, but an overall drop in combination with Lucene. LSA consistently performs worse. We believe the reason for this is that vectors in KB-FSM are of variable size, depending on the number of concepts appearing in the query and in the document, while the vectors of ESA and LSA are of a fixed size. Therefore, these approaches are less sensitive to length differences between query and document and do not benefit from the modified coefficient.
VI. CONCLUSION
We have proposed KB-FSM, a semantic retrieval model based on fuzzy sets that combines the computational efficiency of a VSM with semantic relations from a knowledge-based model. It was evaluated in the context of service retrieval along with other semantic retrieval models. We showed that combinations of the semantic models with a bag-of-words based VSM can improve the results. KB-FSM yielded the best result amongst the knowledge-based approaches, performing similar to the best corpus-based approach.
