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Abstract. A generalized channel is a completely positive map that preserves
trace on a given subspace. We find conditions under which a generalized channel
with respect to a positively generated subspace J is an extreme point in the
set of all such generalized channels. As a special case, this yields extremality
conditions for quantum protocols. In particular, we obtain new extremality
conditions for quantum 1-testers with 2 outcomes, which correspond to yes/no
measurements on the set of quantum channels.
1 Introduction
Generalized channels with respect to a positively generated subspace J of a
finite-dimensional C∗-algebra A were introduced in [9]. These are completely
positive maps A → B that preserve trace on J . If restricted to J , a generalized
channel defines a channel on J , that is a completely positive trace preserving
map J → B. Conversely, any channel on J can be extended to a generalized
channel. Since, in general, there are many generalized channels restricting to
the same map on J , a channel on J can be viewed as an equivalence class of
generalized channels.
The motivation for the study of generalized channels comes from the descrip-
tion of quantum protocols by so-called generalized quantum instruments, [4, 7]
(or quantum strategies [8]). These include quantum combs [1] describing quan-
tum networks, and quantum testers [2] that describe measurements on combs.
It can be seen [9] that all generalized quantum instruments are (multiples of)
generalized channels with respect to certain subspaces that are given by the
Choi isomorphism between completely positive maps and positive elements in
tensor products.
A particular case of a generalized channel is a generalized POVM, which
describes a measurement on the intersection of J and the state space, in the
same way that a positive operator valued measure (POVM) describes a usual
measurement. Here, a measurement on a convex subset K of the state space is
naturally defined as an affine map from K to the set of probability measures on
∗Supported by by the grants VEGA 2/0032/09 and meta-QUTE ITMS 26240120022.
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the set of outcomes. But unlike the POVM, the generalized POVM describing
a given measurement is in general not unique, so that again, measurements are
equivalence classes of generalized POVMs.
If the subspace J contains a positive invertible element, the set of generalized
channels with respect to J is a compact convex set, see [9, Proposition 6]. Hence
any element of this set is a convex combination of its extreme points. Moreover,
many optimalization problems consist in maximizing a convex function over the
set of generalized channels, and this maximum is attained at an extreme point.
Therefore, it is important to characterize extremal generalized channels. For
generalized quantum instruments, this was done recently in [7].
In the present paper, we obtain a set of conditions characterizing extremal
generalized channels with respect to J . These conditions are given in terms of
the Choi representation, the Kraus representation and the conjugate map of Φ.
In the case of generalized quantum instruments, we get extremality conditions
different from the ones obtained in [7]. Moreover, we obtain conditions for
extremality in the class of generalized POVMs for projection valued measures.
In particular, this leads to a new characterization of extremal 1-testers with two
outcomes.
2 Preliminaries
Let A be a finite dimensional C∗-algebra. Then A is isomorphic to a direct sum
of matrix algebras, that is, there are finite dimensional Hilbert spacesH1, . . .Hn,
such that
A ≡
⊕
j
B(Hj)
Below we always assume that A is equal to this direct sum. Let s1, . . . sl be
the minimal central projections in A and let us fix an orthonormal basis |i〉,
i = 1, . . . , N of H = ⊕jHj , such that each |i〉〈i| commutes with all sj . Then
A is identified with the subalgebra of block-diagonal matrices in the matrix
algebra MN(C) ≡ B(H). The identity in A will be denoted by IA.
We fix a trace TrA on A to be the restriction of the trace TrH in B(H), we
omit the subscript A if no confusion is possible. The trace defines the Hilbert-
Schmidt inner product in A by 〈a, b〉 = Tr a∗b. If A ⊂ A we denote by A⊥
the orthogonal complement of A with respect to 〈·, ·〉. Let EA : B(H) → A be
defined as
EA(a) =
∑
i
siasi, a ∈ B(H).
Then Tr ab = TrEA(a)b for all a ∈ B(H), b ∈ A and EA is the trace-preserving
conditional expectation onto A.
If B is another C∗ algebra, then TrA⊗BA will denote the partial trace on the
tensor product A ⊗ B, TrA⊗BA (a ⊗ b) = Tr (a)b. If the input space is clear, we
will denote the partial trace just by TrA.
For a ∈ A, we denote by aT the transpose of a. Note that TrA⊗BA (x
T ) =
(TrA⊗BA x)
T for x ∈ A⊗ B. If A ⊂ A, then AT = {aT , a ∈ A}.
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We denote by A+ the convex cone of positive elements in A and S(A) the
set of states on A, which will be identified with the set of density operators in
A, that is, elements ρ ∈ A+ with Tr ρ = 1. For a ∈ A+, the projection onto the
support of a will be denoted by supp(a). If p ∈ A is a projection, we denote
Ap = pAp.
Let L ⊆ A be a linear subspace, then L is self-adjoint if a∗ ∈ L whenever
a ∈ L. If L is generated by positive elements, then we say that L is positively
generated. It is clear that L is self-adjoint in this case.
2.1 Completely positive maps, channels and generalized
channels
Let A ⊆ B(H), B ⊆ B(K) be finite dimensional C∗ algebras and let J ⊆ A be
a positively generated subspace of A. A linear map Ξ : J → B is positive if Ξ
maps J ∩ A+ into B+ and it is completely positive if the map
Ξ⊗ idH0 : J ⊗B(H0)→ B ⊗B(H0)
is positive for any finite dimensional Hilbert space H0. In this case, Ξ extends
to a completely positive map Φ : A → B [9].
Let Φ : A → B be a linear map. Suppose first that A = B(H), then the
Choi representation of Φ is defined as
XΦ = (Φ⊗ idH)(|ψH〉〈ψH|),
where |ψH〉 =
∑
i |i〉 ⊗ |i〉, note that
(a⊗ IH)|ψH〉 = (IH ⊗ a
T )|ψH〉, a ∈ B(H). (1)
We have
Φ(a) = TrA[(IB ⊗ a
T )XΦ], a ∈ B(H) (2)
and Φ is completely positive if and only if XΦ ≥ 0, [6]. Let now A ⊂ B(H) and
let Φ′ = Φ ◦ EA. Then Φ
′ is an extension of Φ and it is completely positive if
and only if Φ is. In this case, we define the Choi representation of Φ as
XΦ := XΦ′ .
It is easy to see that XΦ ∈ A⊗B and that Φ is completely positive if and only
if XΦ ≥ 0. Moreover, (2) holds if a ∈ A. If A =
⊕
j B(Hj), B =
⊕
k B(Kk),
then there are maps Φjk : B(Hj)→ B(Kk) such that
Φ(a) = ⊕kΦjk(a), a ∈ B(Hj) (3)
It is clear that Φ is completely positive if and only if Φjk are completely positive
for all j, k.
A channel Ξ : J → B is a trace preserving completely positive map. Clearly,
a completely positive map Φ : A → B is an extension of some channel J → B if
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and only if Φ preserves trace on J , such a map is called a generalized channel. If
XΦ ∈ (B⊗A)
+ is the Choi representation of Φ : A → B, then Φ is a generalized
channel if and only if
TrBX ∈ (IA + (J
T )⊥) ∩ A+
where J⊥ denotes the orthogonal complement with respect to the Hilbert-
Schmidt inner product. Let us denote the set of all generalized channels, resp.
their Choi matrices, by CJ(A,B). Clearly, if J = A, we obtain the set of usual
channels A → B, this set will be denoted by C(A,B).
Let c ∈ A and let us denote χc(a) = cac
∗. Then χc : A → A is clearly
completely positive and it is a generalized channel if and only if
c∗c ∈ (IA + J
⊥) ∩ A+,
such generalized channels are called simple. The following is a slight modifica-
tion of [9, Proposition 5].
Proposition 1 Let Φ : A → B be a linear map. Then Φ is a generalized
channel with respect to J if and only if there is a simple generalized channel
χc : A → A and a channel Λ : A → B, such that
Φ = Λ ◦ χc. (4)
Moreover, let Λq be the restriction of Λ to Aq, q = supp(cc
∗), then the pairs
(Λ, c) and (Λ′, c′) define the same generalized channel if and only if there is a
partial isometry V with V ∗V = q, V V ∗ = q′ = supp(c′c
′∗) such that c′ = V c
and Λ′q′ = Λq ◦AdV ∗ .
The decomposition Φ = Λq ◦ χc in the above proposition will be called
minimal. Note that in terms of the Choi matrices, (4) has the form
XΦ = (IB ⊗ c
T )XΛ(IB ⊗ (c
T )∗).
Note also that c∗c = Φ∗(IB) = (Tr BXΦ)
T whenever (4) holds.
Important examples of generalized channels will be treated in the sections
below. In all examples, the subspace J is of the form J = S−1(J0), where
S : A → A0 is a channel and J0 ⊆ A0 a subspace. Then [9]
J⊥ = S∗(J⊥0 ), (5)
where S∗ : A0 → A is the adjoint of S. Let J0 be the one dimensional subspace
generated by some ρ0 = S(ρ) with invertible ρ ∈ S(A), then
J ∩S(A) = {σ ∈ S(A), S(σ) = ρ0} =: KS,ρ0 (6)
is the equivalence class containing ρ of the obvious equivalence relation on A
defined by S.
Suppose moreover that the adjoint S∗ is an injective homomorphism, that
is, S∗(a0b0) = S
∗(a0)S
∗(b0) for all a0, b0 ∈ A0 and S
∗(a0) = 0 implies a0 = 0
for a0 ∈ A0, note that this implies that ρ0 is invertible. We will describe the
simple generalized channels in this case.
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Lemma 1 Let J be as above, then d ∈ (IA+J
⊥)∩A+ if and only if d = S∗(b20),
where b0 = σ
1/2
0 (σ
1/2
0 ρ0σ
1/2
0 )
−1/2σ
1/2
0 for some σ0 ∈ S(A0). Moreover, in this
case,
χd1/2(KS,ρ0) ⊆ KS,σ0
Proof. By (5), we obtain
(IA + J
⊥) ∩ A+ = (IA + S
∗({ρ0}
⊥)) ∩ A+ = S∗((IA0 + {ρ0}
⊥) ∩ A+0 )
Moreover, let b0 ∈ A
+
0 and put σ0 := b0ρ0b0, then b0 = σ
1/2
0 (σ
1/2
0 ρ0σ
1/2
0 )
−1/2σ
1/2
0
is the unique positive solution of this equation. Clearly, b20 ∈ IA0 + {ρ0}
⊥ if and
only if σ0 ∈ S(A0).
Let now χd1/2 be a simple generalized channel, so that d
1/2 = S∗(b0). For
a ∈ A, a0 ∈ A0, we have
TrS(χd1/2(a))a0 = TrS
∗(b0)aS
∗(b0)S
∗(a0) = Tr b0S(a)b0a0
so that S(χd1/2(a)) = χb0(S(a)) = σ0 if S(a) = ρ0.

An example of this situation is contained in Section 2.1.1. We will show one
more simple example.
Example 1 Let Dn denote the set of density matrices in the matrix algebra
Mn(C). Let λ = (λ1, . . . , λn), λi > 0,
∑
i λi = 1 and let Diagλ be the set of
density matrices ρ = {ρij}i,j ∈ Dn such that ρii = λi for all i. Let S :Mn(C)→
Cn be the map that maps every matrix onto the vector of its diagonal elements,
that is,
S(a) = (〈1, a1〉, . . . , 〈n, an〉), a ∈Mn(C)
where |i〉 denotes the standard basis of Cn. Then S is a channel and Diagλ =
Jλ ∩ Dn = KS,λ in the notation of (6), here Jλ := S
−1(Cλ). Moreover, it
is easy to see that S∗(x) =
∑
i xi|i〉〈i| for any x ∈ C
n is an isomorphism
onto the commutative subalgebra generated by |i〉〈i|. It follows that all simple
generalized channels are obtained from elements of the form c = Ud1/2, where
U is a partial isometry and d =
∑
i di|i〉〈i|, di = µi/λi for some probability
vector µ = (µ1, . . . , µn). In particular, χd1/2 maps Diagλ onto Diagµ.
2.1.1 Channels on channels
Let H0,H1 be finite dimensional Hilbert spaces and let C(H0,H1) denote the
set of Choi matrices of channels B(H0)→ B(H1). Then
C(H0,H1) = {X ∈ B(H1 ⊗H0)
+,TrH1X = IH0}
Let A = B(H1 ⊗ H0) and let J ⊂ A be the subspace generated by C(H0,H1).
Then J = Tr−1H1(CIH0) and C(H0,H1) = J ∩ dim(H0)S(A), hence C(H0,H1) is
a constant multiple of a set of the form (6). Moreover,
S∗(a0) = Tr
∗
H1(a0) = IH1 ⊗ a0, a0 ∈ B(H0),
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hence we may apply Lemma 1. Note also that JT = J and
J⊥ = IH1 ⊗ T (H0),
where T (H0) is the subspace of traceless elements in B(H0).
Let B be a finite dimensional C∗ algebra. Let us denote by C(H0,H1,B) the
set of Choi matrices of completely positive maps A → B that map C(H0,H1)
into the state space S(B). Then C(H0,H1,B) = dim(H0)
−1CJ(A,B). It follows
that X ∈ (B ⊗A)+ is in C(H0,H1,B) if and only if
TrBX = IH1 ⊗ ω, ω ∈ S(H0)
Let X = XΦ ∈ C(H0,H1,B) and let TrBX = IH1 ⊗ ω, ω ∈ B(H0). Let
Φ = Λq ◦ χI⊗c, c
∗c = ω, q = supp(cc∗)
be a minimal decomposition. Then for any XE ∈ C(H0,H1), we have
χI⊗c(XE) = χI⊗c ◦ (E ⊗ idH0)(|ψH0〉〈ψH0 |) = (E ⊗ idqH0)(ρ)
where ρ = χI⊗c(|ψH0〉〈ψH0 |) ∈ B(H0 ⊗ qH0) is a pure state, such that Tr2ρ =
ωT . This leads to the following implementation for Φ ([9, Theorem 4]):
Proposition 2 There is a Hilbert space HA, a pure state ρ ∈ H0 ⊗HA and a
channel Λ : B(H1 ⊗HA)→ B such that
Φ(XE) = Λ ◦ (E ⊗ idHA)(ρ), (7)
for all channels E : B(H0) → B(H1). Conversely, any map of the form (7)
defines an element in C(H0,H1,B).
The triple (HA, ρ,Λ) as above will be called a representation of X . More-
over, if dim(HA) = rank(TrHAρ), then the triple (HA, ρ,Λ) will be called a
minimal representation of X . If (HA, ρ,Λ) and (HB , ρ
′,Λ′) are two minimal
representations of X , then there is a unitary operator U : HA → HB such that
ρ′ = (I ⊗ U)ρ(I ⊗ U∗) and Λ′ = Λ ◦AdI⊗U∗ .
2.1.2 Quantum supermaps and generalized quantum instruments
Let B0,B1, . . . , be a sequence of finite dimensional C
∗-algebras and let An :=
Bn ⊗ · · · ⊗ B0. For n ∈ N, the sets C(B0, . . . ,Bn) are defined as follows:
Let C(B0,B1) be the set of the Choi matrices of channels B0 → B1. For
n > 1, C(B0, . . . ,Bn) is defined as the set of Choi matrices of completely positive
maps An−1 → Bn, that map C(B0, . . . ,Bn−1) into S(Bn). Such maps are called
quantum supermaps, note that this definition is different from the definition of
a quantum supermap given in [3]. It is clear that C(H0,H1,B) from Section
2.1.1 is a set of quantum supermaps for n = 2.
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H1H0 H2 H3 H2N−2 H2N−1
Φ1 Φ2
. . . ΦN
Figure 1: A deterministic quantum N -comb
The set C(B0, . . . ,Bn) is a constant multiple of a set of generalized channels,
more precisely,
C(B0, . . . ,Bn) = Jn ∩ cnS(An) =
1
cn−1
CJn−1(An−1,Bn)
where cn := Π
⌊n−1
2
⌋
l=0 Tr (IBn−1−2l) and Jn := Jn(B0, . . . ,Bn) denotes the subspace
in An generated by C(B0, . . . ,Bn). The subspaces Jn are clearly positively
generated and obtained as follows: Let Sn : An → An−1 denote the partial
trace TrAnBn , n = 1, 2, . . . , then we have
J2k−1 = S
−1
2k−1(S
∗
2k−2(S
−1
2k−3(. . . S
−1
1 (CIB0) . . . ))) (8)
J2k = S
−1
2k (S
∗
2k−1(S
−1
2k−2(. . . S
∗
1 (B0) . . . ))) (9)
There is another way to characterize the elements in C(B0, . . . ,Bn): Let k :=
⌊n2 ⌋. Then X ∈ C(B0, . . . ,Bn) if and only if there are positive elements Y
(m) ∈
An−2m for m = 0, . . . , k, such that
TrBn−2mY
(m) = IBn−2m−1 ⊗ Y
(m+1),m = 0, . . . , k − 1 (10)
Y (0) := X , Y (k) ∈ C(B0,B1) if n = 2k + 1 and Y
(k) ∈ S(B0) if n = 2k.
Let H0,H1, . . . be finite dimensional Hilbert spaces. As it was pointed out
in [9], the elements of C(H0, . . . ,H2N−1) are precisely the (deterministic) quan-
tum N -combs on (H0, . . . ,H2N−1) [4], which are the Choi matrices of com-
pletely positive maps used in description of quantum networks. More precisely,
quantum 1-combs are defined as the elements of C(H0,H1) and for N > 1,
quantum N -combs are completely positive maps that map the N − 1 combs on
(H1, . . . ,H2N−1) to C(H0,H2N−1). Quantum N -combs can be represented by
memory channels, given by a sequence of N channels connected by an ancilla,
see Fig. 1
Another special case is the set of quantum N -testers (with m outcomes),
which describe measurements on quantum N -combs. These are precisely the
elements of the set C(H0, . . . ,H2N−1,C
m). More generally, if some of the chan-
nels in the sequence representing the N -comb are replaced by instruments or
POVMs, we obtain the set of generalized quantum instruments, [4, 7]. These
are described by probabilistic N -combs, which are positive operators Xi, such
that
∑
iXi is a (deterministic) quantum N -comb.
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H1
i1
H0
i0
H2
i2
H3
i3
H2k
i2k
H
2k+1
i2k+1
Φ
0
i0i1
Φ
I1
i2i3
. . . Φ
I2k−1
i2ki2k+1
. . . Φ
In−2
in−1in
H
n−1
in−1
Hn
in
Figure 2: Representation of a quantum supermap, n = 2N − 1, I = (i0, . . . , in)
H0
i0
H1
i1
H2
i2
H
2k+1
i2k+1
H
2k+2
i2k+1
ρi0 Φ
I0
i1i2
. . . Φ
I2k
i2k+1i2k+2
. . . Φ
In−2
in−1in
H
n−1
in−1
Hn
in
Figure 3: Representation of a quantum supermap, n = 2N , I = (i0, . . . , in)
If the matrix algebras B(Hn) are replaced by finite dimensional C
∗-algebras,
it can be seen that the set of quantum supermaps with n = 2N − 1 correspond
to conditional quantum combs [5], which describe quantum protocols where
classical inputs and outputs are allowed. Let Bj =
⊕nj
k=1 B(H
j
k), j = 0, . . . , n,
then any element in C(B0, . . . ,B2N−1) is represented by a sequence of networks
as in Fig. 2. The elements of the sequence are labelled by multiindices I =
(i0, . . . , in), ij ∈ {1, . . . , nj}, representing the classical inputs and outputs, Ij =
(i0, . . . , ij) and Φ
0 : B0 → B1, Φ
I2k−1 : B2k → B2k+1, k = 1, . . . , N − 1 are
channels. For n = 2N , the elements in C(B0, . . . ,Bn) are represented similarly,
see Fig. 3, here ρ0 = ⊕i0ρi0 ∈ S(B0) and Φ
I2k : B2k+1 → B2k+2 are channels,
k = 0, . . . , N − 1, see [9, Theorem 8].
3 Extremal generalized channels
Let J ⊆ A be a positively generated subspace. Let us denote
L := {X ∈ B ⊗A,TrB(X) ∈ IA + (J
T )⊥},
then L is an affine subspace in B ⊗A and we have
Lin(L) := {X − Y : X,Y ∈ L} = {X ∈ B ⊗A,TrB(X) ∈ (J
T )⊥} (11)
It is easy to see that
CJ(A,B) = (B ⊗A)
+ ∩ L, (12)
It is also clear that the faces in CJ(A,B) are precisely the sets of the form
F = (B ⊗A)+P ∩ L
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for a projection P ∈ B ⊗ A. Indeed, it is quite clear that any such subset is a
face. Conversely, let F ⊂ CJ(A,B) be a face and let X ∈ F be an element with
maximal support, P = supp(X). Then F ⊆ G := (B ⊗ A)+P ∩ L. Since both
F and G are faces in CJ(A,B) and X ∈ F ∩ ri(G), where ri(G) denotes the
relative interior of G, it follows by [10, Theorem, 18.1] that F = G.
Theorem 1 Let X ∈ CJ(A,B) and let P = supp(X). Then X is extremal if
and only if
(B ⊗A)P ∩ Lin(L) = {0}
Proof. Suppose that X = 12 (X1 + X2) for some X1, X2 ∈ CJ(A,B). Then
X1, X2 ∈ (B ⊗ A)
+
P ∩ L so that X1 − X2 ∈ (A ⊗ B)P ∩ Lin(L). Conversely,
let Y ∈ (B ⊗ A)P ∩ Lin(L), then also Y + Y
∗ ∈ (B ⊗ A)P ∩ Lin(L), hence we
may suppose that Y is self adjoint. Then there exists some t > 0 such that
Z± := X ± tY ∈ CJ(A,B), moreover, X =
1
2 (Z+ + Z−).

Corollary 1 Let X be an extreme point in CJ(A,B). Let P = supp(X) and let
p = supp(TrBX)
T . Then
dim(B ⊗A)P ≤ dim(pJp)
Proof. Note that we have
TrX(IB⊗A − IB ⊗ p
T ) = TrX(IB ⊗ (IA − p
T )) = Tr (IA − p
T )TrBX = 0,
so that P ≤ IB ⊗ p
T . Let LpT := L ∩ (B ⊗ApT ), then
(B ⊗A)P ∩ Lin(LpT ) = (B ⊗A)P ∩ Lin(L) (13)
Moreover, since (JT )⊥ ∩ ApT = ((pJp)
T )⊥ ∩ ApT ,
Lin(LpT ) = {Y ∈ B ⊗ApT , TrBY ∈ ((pJp)
T )⊥ ∩ ApT }.
Suppose that X is an extreme point, then (B ⊗A)P ∩ Lin(LpT ) = {0}, so that,
by applying the orthogonal complements in B ⊗ApT ,
(B ⊗A)⊥P ∨ Lin(LpT )
⊥ = B ⊗ApT .
It follows that we must have dim((B⊗A)P ) ≤ dim(Lin(LpT )
⊥). The statement
now follows from Lin(LpT )
⊥ = IB ⊗ (pJp)
T , by (5).

Let Φ = Λq ◦ χc be a minimal decomposition of Φ, p = supp(c
∗c), q =
supp(cc∗). The next Proposition gives the extremality condition in terms of
the channel Λq. Note that as a channel, Λq is also a generalized channel with
respect to any subspace in Aq.
Theorem 2 Φ is extremal in CJ(A,B) if and only if Λq is extremal in CcJc∗(Aq,B).
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Proof. Suppose Λq =
1
2 (Ψ1 + Ψ2) for some Ψ1 6= Ψ2 ∈ CcJc∗(Aq,B). Put
Φi = Ψi ◦ χc, then Φi is completely positive and for any a ∈ J
TrΦi(a) = TrΨi(cac
∗) = Tr cac∗ = Tr a
so that Φi ∈ CJ(A,B). Clearly, Φ =
1
2 (Φ1 +Φ2) and Φ1 6= Φ2.
Conversely, suppose that Φ = 12 (Φ1+Φ2), Φ1 6= Φ2 ∈ CJ (A,B). Then Φi are
decomposed as Φi = Λi ◦ χci for some channels Λi : A → B and Φ
∗
i (IB) = c
∗
i ci.
Clearly, c∗c = 12 (c
∗
1c1+c
∗
2c2), so that supp(c
∗
i ci) ≤ supp(c
∗c) = p. Put Ψi = Φi◦
χc−1 , where c
−1 = (c∗c)−1/2U∗ for the polar decomposition c = U(c∗c)1/2, the
inverse being taken on the support of c∗c. Then Φi is a well defined completely
positive map Aq → B. Moreover,
TrΨi(cyc
∗) = TrΦi(y) = Tr y, y ∈ J
so that Ψi ∈ CcJc∗(Aq ,B). We also have
1
2
(Ψ1 +Ψ2) ◦ χc =
1
2
(Φ1 +Φ2) ◦ χc−1 ◦ χc = Φ ◦ χp = Φ = Λq ◦ χc
By uniqueness, Λq =
1
2 (Ψ1 +Ψ2).

3.1 Extremality conditions for Kraus operators
Let A = ⊕iB(Hi), B = ⊕jB(Kj), H = ⊕iHi, K = ⊕jKj . Let {|vk〉}k be a set
of vectors in K ⊗H, such that
XΦ =
∑
k
|vk〉〈vk|
and for each i, j, there is a set I(i, j) of indices such that |vk〉 ∈ Ki ⊗ Hj for
k ∈ I(i, j). For example, we can choose |vk〉 to be eigenvectors of XΦ. It is
quite clear that the vectors |vk〉 span P (K ⊗H), where P = supp(XΦ).
For each j, let {|αjm〉}m be an ONB in Hj . Then for each k ∈ I(i, j) there
are some vectors |vkm〉 ∈ Ki, such that |v
k〉 =
∑
m |v
k
m〉 ⊗ |α
j
m〉. Moreover, there
is a one-to-one correspondence between vectors in Ki ⊗ Hj and linear maps
Hj → Ki, given by |x〉 ⊗ |y〉 7→ |x〉〈y|. In this correspondence,
|vk〉 7→ Vk :=
∑
m
|vkm〉〈α
j
m|.
The map Φ has the form
Φ(a) =
∑
k
VkaV
∗
k =
∑
i,j
∑
k∈I(i,j)
VkaV
∗
k (14)
so that Vk are Kraus operators of Φ.
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Suppose that the vectors {|vk〉}k are linearly independent, then the operators
Vk are linearly independent as well and (14) is a minimal Kraus representation
of Φ, [6]. Conversely, any minimal Kraus representation is obtained in this way.
It follows that {|vk〉〈vl|, k, l ∈ I(i, j)}i,j is a basis of (B ⊗ A)P , so that any
element D ∈ (B ⊗A)P can be uniquely expressed as
D =
∑
i,j
∑
k,l∈I(i,j)
dk,l|v
k〉〈vl| (15)
Let us fix a basis {x1, . . . , xM} of J
⊥.
Corollary 2 Let Φ =
∑
i,j
∑
k∈I(i,j) VkaV
∗
k be a minimal Kraus representation.
Then Φ is extremal if and only if the set
∪i,j{V
∗
k Vl : k, l ∈ I(i, j)} ∪ {x1, . . . , xM}
is linearly independent.
Proof. Let D ∈ (B ⊗A)P have the form (15), then
TrBD =
∑
i,j
∑
k,l∈I(i,j)
dk,l(V
∗
k Vl)
T
By Theorem 1, X is extremal if and only if
∑
i,j
∑
k,l∈I(i,j)
dk,lV
∗
k Vl ∈ J
⊥ (16)
for some coefficients dk,l implies that all dk,l = 0. This is exactly what we
needed to prove.

Note that for ordinary channels, Corollary 2 gives the well known extremality
condition obtained in [6], namely that the set {VkV
∗
l , k, l ∈ I(i, j), i, j} is linearly
independent.
Let now Φ = Λq◦χc be a minimal decomposition and let Λq(a) =
∑
kWkaW
∗
k
be a Kraus representation. As above, since q ∈ A, we may suppose that for
each (i, j) there is some set of indices JW (i, j), such that for k ∈ JW (i, j),
Wk : Hj → Ki.
Corollary 3 Let Φ = Λq ◦ χc be a minimal decomposition and let Λq(a) =∑
kWkaW
∗
k be a Kraus representation. Then Φ is extremal if and only if Λq is
an extremal channel and
span{W ∗kWl, k, l ∈ JW (i, j), i, j} ∩ (cJc
∗)⊥q = {0}
where L⊥q = L⊥ ∩ Aq for any subspace L ⊆ Aq.
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Proof. By Theorem 2, Φ is extremal if and only if Λq is an extremal gener-
alized channel with respect to cJc∗. Let Λq(a) =
∑
i,j
∑
k∈JU (i,j)
UkaU
∗
k be a
minimal Kraus representation. Then Corollary 2 can be reformulated as follows:
Λq is extremal in CcJc∗(Aq ,B) if and only if the set {U
∗
kUl, k, l ∈ JU (i, j), i, j}
is linearly independent (equivalently, Λq is an extremal channel) and
span{U∗kUl, k, l ∈ JU (i, j), i, j} ∩ (cJc
∗)⊥q = {0}.
Given any other Kraus representation of Λq, then for every (i, j) there are
matrices {µi,jr,k}r∈JW (i,j),k∈JU (i,j) such that
∑
r∈JW (i,j)
µ¯i,jr,kµ
i,j
r,l = δk,l for all
k, l ∈ JU (i, j) and Wr =
∑
k∈JU (i,j)
µi,jr,kUk. It follows that
span{U∗kUl, k, l ∈ JU (i, j), i, j} = span{W
∗
kWl, k, l ∈ JW (i, j), i, j}.

Let us now return to the setting of Lemma 1, so that J = S−1(Cρ0) with ρ0 =
S(ρ) for some invertible ρ ∈ S(A) and S∗ : A0 → A an injective homomorphism.
Then Φ has a minimal decomposition of the form Φ = Λq ◦χd1/2 and by Lemma
1, there is some σ0 ∈ S(A), such that d
1/2 = S∗(b0) with b0 the unique positive
solution of b0ρ0b0 = σ0. Moreover, by the proof of the Lemma,
d1/2Jd1/2 = S−1(Cσ0) ⊆ Aq,
where q = supp(d) = S∗(supp(b0)) = S
∗(q0) with q0 := supp(σ0).
Corollary 4 In the above setting, Φ is extremal in CJ(A,B) if and only if Λq
is extremal in CqJq(Aq,B) where qJq = S
−1(Cq0ρ0q0). In particular, if q = I
then Φ is extremal in CJ(A,B) if and only if Λ is.
Proof. By Corollary 3, Φ is extremal if and only if Λq is an extremal channel
and
span{W ∗kWl, k, l ∈ JW (i, j), i, j} ∩ S
∗({σ0}
⊥q0 ) = {0} (17)
for a Kraus representation of Λq. Let {y1, . . . , ym} be a basis of the subspace
{σ0}
⊥q0 , then {q0, y1, . . . , ym} is a basis of (A0)q0 . Suppose that (17) holds and
let ck,l be some coefficients such that
∑
i,j
∑
k,l∈JW (i,j)
ck,lW
∗
kWl = S
∗(x)
for some x ∈ {q0ρ0q0}
⊥q0 . Let x = t0q0 +
∑
j tjyj. Then since Λq is a channel,
we have
∑
kW
∗
kWk = q = S
∗(q0) and
∑
k,l
ck,lW
∗
kWl − t0
∑
k
W ∗kWk = S
∗(
∑
j
bjyj) ∈ S
∗({σ0}
⊥q0 )
Hence
∑
k,l ck,lW
∗
kWl− t0
∑
kW
∗
kWk = 0, so that x = t0q0. But this is possible
only if x = 0, this implies that
span{W ∗kWl, k, l ∈ JW (i, j), i, j} ∩ S
∗({q0ρ0q0}
⊥q0 ) = {0} (18)
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Similarly, we can prove that (18) implies (17). The statement now follows by
Corollary 3.

3.2 Extremality conditions for conjugate maps
Let Φ : A → B be a completely positive map with a minimal Kraus representa-
tion Φ(a) =
∑
i,j
∑
k∈I(i,j) VkaV
∗
k and let ni,j = |I(i, j)|, N =
∑
i,j ni,j . Then
the conjugate map of Φ is defined as the map ΦC : A → D :=
⊕
i,j B(C
ni,j )
such that
ΦC(a) =
⊕
i,j
∑
k,l∈I(i,j)
Tr (VkaV
∗
l )|k〉〈l|
where {|k〉}k is a basis of C
N such that {|k〉, k ∈ I(i, j)} is a basis of Cni,j . It
is clear that ΦC is completely positive and, since TrΦ(a) = TrΦC(a) for all
a ∈ A, Φ ∈ CJ(A,B) if and only if Φ
C ∈ CJ(A,D).
Corollary 5 Φ is extremal in CJ(A,B) if and only if the conjugate map Φ
C
satisfies
ΦC(J) = D
Proof. Let Φ(a) =
∑
i,j
∑
k,l∈I(i,j) VkaV
∗
k be a minimal Kraus representa-
tion. Let D = ⊕i,j
∑
k,l∈I(i,j) dk,l|ek〉〈el| ∈ D and a ∈ A. Then
TrDΦC(a) = Tr

∑
i,j
∑
k,l∈I(i,j)
dk,lV
∗
k Vla


It follows that TrDΦC(a) = 0 for all a ∈ J if and only if
∑
i,j
∑
k,l∈I(i,j) dk,lV
∗
k Vl ∈
J⊥. From this and Corollary 2, we get that Φ is extremal if and only if
ΦC(J)⊥ = {0}. Since ΦC(J) is a subspace in D, this is equivalent with
ΦC(J) = D.

Note that the condition Φ(J) = B means that the channel J → B defined
by Φ is surjective.
3.3 Extremal quantum supermaps
Since C(B0, . . . ,Bn) =
1
cn−1
CJn−1(An−1,Bn), extremality conditions for quan-
tum supermaps can be obtained from the previous sections. For this, we need
to describe the subspaces J⊥n−1 and their bases. Let T (B) denote the subspace
of traceless elements in B.
Lemma 2 Let J ⊆ A be a subspace. Then
(TrB⊗AB )
−1(J) = (IB ⊗ J)⊕ (T (B)⊗A)
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Proof. We have T (B) = {IB}
⊥ and B = CIB ⊕ T (B), A = J ⊕ J
⊥. Hence
B ⊗A = (IB ⊗ J
⊥)⊕ (IB ⊗ J)⊕ (T (B)⊗A)
Since L⊥ = IB ⊗ J
⊥ by (5), we must have L = (IB ⊗ J)⊕ (T (B)⊗A).

Let In = IBn , Tn := T (Bn) and let {t
n
1 , . . . , t
n
dn−1
} be some fixed basis of Tn,
dn := dim(Bn). Moreover, let cn := dim(An) and let us fix a basis {a
n
1 , . . . , a
n
cn}
of An.
Proposition 3 Put A0 = B0 and A−1 = C. Then
J⊥n = In ⊗
⌊n−1
2
⌋∨
j=0
[
(⊗2jl=1In−l)⊗ Tn−2j−1 ⊗An−2j−2
]
Proof. We proceed by induction. For n = 1, we have already seen in Section
2.1.1 that J⊥1 = IB1 ⊗T0. Suppose now that the statement holds for all m < n.
Note that by (8) and (9), Jn = S
−1
n (IBn−1 ⊗ Jn−2), hence by (5) and Lemma 2,
J⊥n = IBn ⊗ S
−1
n−1(J
⊥
n−2) = IBn ⊗
[
(IBn−1 ⊗ J
⊥
n−2)⊕ (Tn−1 ⊗An−2)
]
It is now easy to finish the proof.

It is clear that the set
⌊n−1
2
⌋⋃
j=0
dn−1⋃
k=1
cn⋃
l=1
{
IBn ⊗ (⊗
2j
l=1IBn−l)⊗ t
n−2j−1
k ⊗ a
n−2j−2
l
}
is a basis of J⊥n .
Remark 1 Let J ⊆ A and let Lin(L) be as in (11). We have by Lemma 2 that
Lin(L) = (Tr B⊗AB )
−1((JT )⊥) = (IB ⊗ (J
T )⊥)⊕ (T (B)⊗A)
so that we can find a basis of Lin(L) as
B(Lin(L)) :=
M⋃
i=1
{IB ⊗ x
T
i } ∪
dB−1⋃
j=1
dA⋃
k=1
{tBj ⊗ a
′
k}
where {a′k}k is any basis of A, {x1, . . . , xM} is a basis of J
⊥ and {tBj }j is a basis
of T (B). Theorem 1 can be reformulated as follows: X is extremal if and only
if the set
{|vk〉〈vl|, k, l ∈ I(i, j), i, j} ∪ B(Lin(L))
is linearly independent. Of course, we may chose any other basis of (B ⊗ A)P ,
moreover we may suppose that all the bases consist of self-adjoint elements,
since all involved subspaces are self-adjoint. In the case of generalized quantum
instruments, we get exactly the extremality condition obtained in [7].
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Remark 2 Note that an element X ∈ C(B0, . . . ,Bn) defines many completely
positive maps between different input and output spaces. For example a quan-
tum N comb defines a map B(H1⊗· · ·⊗H2N−2)→ B(H0⊗H2N1), but the same
element viewed as a quantum supermap defines a map B(H0⊗ · · ·⊗H2N−2)→
B(H2N−1). The Kraus operators, as well as the conjugate map, depend on the
choice of this map. The conditions obtained above apply only for the case when
the input space is An−1.
Let now X ∈ C(B0,B1,B2) and let ΦX = Λq ◦χI1⊗ω1/2 be a minimal decom-
position of ΦX for some ω ∈ S(B0). Let q0 := supp(ω), so that q = I1 ⊗ q0.
Then Corollary 4 implies:
Corollary 6 X is extremal in C(B0,B1,B2) if and only if (Tr q0)
−1XΛq is ex-
tremal in C((B0)q0 ,B1,B2).
In the case of 1-testers, this result was obtained in [7, Theorem 3].
4 Extremal generalized POVMs
Let K ⊆ S(A) be any convex subset and let U be a finite set, |U | = m. A
measurement on K with values in U is defined as an affine map from K into
the set P (U) of probability measures on U . It was proved in [9] that all such
measurements can be extended to positive maps A → Cm if and only if K is a
section of S(A), that is, K = J ∩S(A) for J = span(K).
Any positive map Φ : A → Cm is given by an m-tuple M = (M1, . . . ,Mm)
of positive operators, such that Φ(a)u = TrMua for all a ∈ A and if Φ restricts
to a measurement on K, we must have
∑
uTrMua = 1 for all a ∈ K, so that
∑
u
Mu ∈ (IA + J
⊥) ∩A+.
Any m-tuple of positive operators with this property is called a generalized
POVM (with respect to J) and the set of all such generalized POVMs will be
denoted by MJ(A, U).
It is quite clear that there is a one-to-one correspondence betweenMJ(A, U)
and CJ(A,C
m), given by
X =
∑
u∈U
|u〉〈u| ⊗MTu , X ∈ CJ(A,C
m), M ∈MJ(A, U)
Hence we can use the results of the previous section to characterize the extreme
points of MJ(A, U).
Theorem 3 LetM = {Mu, u ∈ U} ∈ MJ(A, U) and let pu = supp(Mu). Then
M is extremal in MJ(A, U) if and only if for any collection {Du, u ∈ U} with
Du ∈ Apu ,
∑
uDu ∈ J
⊥ implies Du = 0 for all u ∈ U .
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Proof. By Theorem 1.

Corollary 7 Let pu = supp(Mu), p = supp(
∑
iMi). If M is extremal in
MJ(A, U), then
∑
u dim(Apu ) ≤ dim(pJp).
Proof. By Corollary 1.

As a generalized channel, a generalized POVM M = {Mu, u ∈ U} has a
minimal decomposition M = Λq ◦ χc, where c
∗c =
∑
uMu, q = supp(cc
∗) and
Λq = {Λu, u ∈ U} is a POVM in Aq.
Theorem 4 M is extremal in MJ(A, U) and only if Λq is extremal in
McJc∗(Aq, U).
Proof. By Theorem 2.

4.1 Extremality of PVM’s in MJ(A, U)
It is well known that any projection-valued measure (PVM) is extremal in the
set of POVMs. However, the set of generalized POVMs is larger than the set
of POVMs, and an additional condition is needed for extremality of a PVM in
MJ(A, U).
Let M be a PVM. In this case, the range of M generates an abelian subal-
gebra in A. We denote by {M}′ the commutant of this subalgebra, that is, the
set of all b ∈ B(H), such that bMu =Mub for all u ∈ U .
Proposition 4 Let M be a PVM. Then M is extremal in MJ(A, U) if and
only if
{M}′ ∩ J⊥ = {0}
Proof. If M is a PVM, then supp(Mu) = Mu and for D ∈ A, D ∈ {M}
′ if
and only if D =
∑
uDu with Du = DMu ∈ AMu . In this case, D = 0 if and
only if Du = 0 for all u. The statement now follows from Theorem 3.

Note that combining Proposition 4 with Theorem 4 gives a characterization
of extremal generalized POVMs with two outcomes. Indeed, ifM is an extremal
2-outcome generalized POVM with minimal decomposition M = Λq ◦ χc, then
Λq must be an extremal 2-outcome POVM, hence a PVM.
Corollary 8 Let U = {1, 2} and let M ∈ MJ(A, U) with a minimal decompo-
sition M = Λq ◦ χc. Then M is extremal if and only if Λq is a PVM and
{Λq}
′ ∩ (cJc∗)⊥q = {0}
Next we look at the condition in Proposition 4 in the setting of Lemma 1.
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Lemma 3 Let J = S−1(Cρ0), where S
∗ is an injective homomorphism and
ρ0 = S(ρ) for some invertible ρ ∈ S(A). Let M be a PVM, then M is extremal
in MJ (A, U) if and only if S
∗(p0) ∈ {M}
′ for some projection p0 ∈ A0 implies
that p0 = 0 or I.
Proof. Let 0 6= x ∈ {M}′ ∩ J⊥, then x = S∗(y) for some y ∈ A0 with
Tr yρ0 = 0 and we may suppose y = y
∗. Let y = y+ − y− be the decomposition
of y into its positive and negative part, then x± = S
∗(y±) is the decomposition
of x. Let p+ = supp(y+), then S
∗(p+) = suppx+ ∈ {M}
′. Moreover, since ρ0
is invertible, we must have y± 6= 0, hence p+ 6= 0, I.
Conversely, suppose S∗(p0) ∈ {M}
′ for some p0 6= 0, I and let t = Tr ρ0p0.
Put y := p0 −
t
1−t (I − p0), then y 6= 0 and S
∗(y) ∈ {M}′ ∩ J⊥.

Example 2 Let K = Diagλ as in Example 1 and let M ∈ MJλ(Mn(C), U).
Then M has a minimal decomposition of the form M = Λq ◦ χd1/2 with d =∑
i di|i〉〈i|, di = µi/λi for some probability vector µ. Let I = {i, di > 0},
then q = pI :=
∑
i∈I |i〉〈i|. Let us denote by MI(C) the subalgebra in Mn(C)
generated by the matrix units {|i〉〈j|, i, j ∈ I}, then Λq is a POVM on MI(C).
By Corollary 4,M is extremal if and only if Λq is extremal inMpIJpI (MI(C), U).
Suppose that Λq is a PVM. Then M is extremal if and only if there is no
nonempty J ( I such that pJ ∈ {Λq}
′.
4.2 Extremal 1-testers
An n-tester on (H0, . . . ,H2n−1) is a map that defines a measurement on the set
of n-combs on some finite dimensional Hilbert spacesH0, . . . ,H2n−1, hence it is a
(constant multiple of) a generalized POVMwith respect to J2n−1(H0, . . . ,H2n−1).
As generalized channels, n-testers are elements of C(H0, . . . ,H2n−1,C
m).
In particular, 1-testers define measurements on the set of channels C(H0,H1).
The 1-testers were introduced in [2], note that these appeared independently
in [11], under the name PPOVMs (process POVMs). Hence a 1-tester is a
collection of operators M = {Mu, u ∈ U}, Mu ∈ B(H1 ⊗H0)
+, with
∑
uMu =
IH1 ⊗ ω for some ω ∈ S(H0). It follows that M has a minimal decomposition
of the form M = Λ ◦ χI1⊗ω1/2 and Λ is a POVM on B(H1 ⊗ q0H0), with
q0 = supp(ω). Moreover, by Corollary 6, M is extremal if and only if Tr q
−1
0 Λ
is an extremal 1-tester on (q0H0,H1).
Let us summarize the results of the previous section for 1-testers.
Proposition 5 (i) Let pu = supp(Mu). Then M is an extremal 1-tester on
(H0,H1) if and only if Du ∈ B(pu(H1 ⊗ H0)),
∑
uDu = IH1 ⊗ x with
Tr x = 0 implies Du = 0 for all u.
(ii) Suppose that Λ is a PVM. Then M is extremal if and only if IH1⊗p ∈ {Λ}
′
for some projection p on q0H0 implies p = 0 or p = q0.
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(iii) Let U = {1, 2}, then M ix extremal if and only if Λ = (Λ1,Λ2) is a PVM
and Λ1 commutes with no projection of the form IH1 ⊗ p with p 6= 0, q0.
Example 3 ( Extremal 2-outcome qubit 1-testers) Extremal 1-testers
with 2 outcomes for dim(H1) = dim(H0) = 2 were described in [7]. We show
that using our results, this is very easily achieved and extended to the case
dim(H1) = n ≥ 2.
So let M = (M1,M2) be a 1-tester on (H0,H1) with dim(H0) = 2 and let
M1 +M2 = I1 ⊗ ω. Suppose first that rank(ω) = 1, then ω = |ϕ〉〈ϕ| for some
ϕ ∈ H0 and then Mu = Λu = Nu ⊗ |ϕ〉〈ϕ| for some POVM N on B(H1). Since
any subspace in a one-dimensional space is trivial, M is extremal if and only if
Λ (and hence also M) is a PVM.
Suppose rank(ω) = 2, then q0 = I0. Any nontrivial projection p on H0 is
rank one, p = |ψ0〉〈ψ0|. Hence M is extremal if and only if Λ is a PVM, such
that Λ1 is not of the form
Λ1 = e⊗ |ψ0〉〈ψ0|+ f ⊗ |ψ
⊥
0 〉〈ψ
⊥
0 |
where ψ0, ψ
⊥
0 ∈ H0 are unit vectors such that 〈ψ0, ψ
⊥
0 〉 = 0 and e, f are projec-
tions in B(H1).

5 Concluding remarks
We have obtained a set of extremality conditions for generalized channels. These
conditions are not easily checked, in fact, in the case of quantum supermaps the
conditions are quite complicated. However, for the case of a generalized POVM
consisting of a PVM combined with a simple generalized channel, we found a
simpler condition.
As already mentioned in the Introduction, there is no one-to-one correspon-
dence between generalized channels and channels defined on the subspace J . In
particular, measurements on a section of the state space correspond to equiv-
alence classes of generalized POVMs, because in general, there are many gen-
eralized POVMs giving the same probabilities for all elements in the section.
Therefore, extremal generalized POVMs do not necessarily correspond to ex-
tremal measurements on sections. The question of extremal measurements will
be addressed in a forthcoming paper.
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