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Abstract Morphing Evolutionary Structural Optimization (MESO) is a soft-kill version of Evolutionary
Structural Optimization (ESO). This paper proposes a new optimality criteria-based performance index for
monitoring the optimization process of the conventionalMESOmethod. Also, a quantitative verification of
the MESO for some benchmark problems with equality constraints is presented. For some structures like
Michell trusses, a qualitative verification of the ESO method has been already reflected in the literature.
However, in this study, a quantitative verification of the MESO method in the shape optimization is
shown by comparing the results with analytical solutions. An excellent convergence of the MESOmethod
in stiffness, frequency and weight optimization problems with equality constraints to optimum clearly
reveals that this method is a robust optimization technique, which can be easily implemented and applied
to a wide range of problems.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
The available literature reflects that several approaches have
been used for shape optimization. These approaches include
microstructure-based methods, such as homogenization [1],
the Solid Isotropic Microstructure with Penalty (SIMP) [2] and
those based on macrostructures, such as the Soft-Kill Option
(SKO) [3] and the ESO [4].
The ESOmethodwas initially proposed by Xie and Steven [5]
in 1992. Thismethod is based on the idea of gradually removing
inefficient material from an initially over-sized domain. The
early version of ESO was not formulated in the conventional
form of optimization problems, but a conventional form for the
ESO was suggested by Querin [6]. His other great contribution
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Optimization (BESO) and a new concept of soft killing or
‘‘Morphing’’. The ESO is classified as a hard kill method in
which inefficient elements are completely removed from the
structure. The MESO is a soft kill version of the ESO in which
the dimensions of elements are altered in such a way that the
structure converges to its optimum shape. In a typical MESO
method, the initial discretized space or dimensions are first
set at their reasonable maximum values. Then, based on the
sensitivity number of elements, inefficient material is removed
from the structure by decreasing element sizes.
The efficiency of the material layout of a structure is usually
quantified and measured by a performance index. Querin [6]
proposed a performance index for optimization of Michell type
problems. Liang et al. [7–9] introduced a performance index
for optimization problems with displacement constraints. Also,
Chu et al. [10,11] suggested an optimality-based performance
index for optimization problems with displacement or volume
constraints.
In the past decade, particular attention has been paid to
structural optimizations using the ESO approach. Although
Tanskanen [12] investigated the theoretical aspects of the ESO
for pin jointed structures, a precise theoretical base or detailed
mathematical proof has not been established for this method
yet. For some structures, like Michell trusses, a qualitative veri-
fication of the ESO has been presented in the literature by visual
comparisons of the ESO results with the optimum shapes [4].
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available. Since there is not muchwork reported for the quanti-
tative verification of the ESO-based methods, this paper aims
at investigation of the quantitative verification of the MESO
method for some benchmark problems in shape optimization.
In the present study, firstly, a new optimality criteria-based
performance index is proposed and then a series of problems
for weight, stiffness, deflection and frequency optimization of
structural elements like bar, beam and plate, subject to equal-
ity constraints are studied. By quantitative, it is meant that the
solutions are comparedwith analytical solutions. Therefore, the
benchmark problems have been limited to those with their an-
alytical solutions available. Furthermore, the convergence and
monitoring of the optimization process are enhanced by intro-
ducing a proper and new performance index.
2. Performance index formulations
Generally, for an optimization problem with an equality
constraint as:
min : f (z i), (1)
subject to : Ψ (z i) ≡ 0, (2)
the Lagrange function,Φ , can be defined as:
Φ(z i, λ) = f (z i)+ λΨ (z i), (3)
where f is the objective function, Ψ is the equality constraint,
z i are the design variables, and λ is the Lagrange multiplier.
Optimality conditions for this problem may be written as:
∂Φ
∂z i
= 0, i = 1, . . . , ne, (4)
∂Φ
∂λ
= 0, (5)
where ne is number of design variables. Now, Eq. (4) becomes:
∂ f
∂z i
+ λ∂Ψ
∂z i
= 0, i = 1, . . . , ne. (6)
Thus the optimality conditions may be written as:
gi =
∂ f
∂zi
∂Ψ
∂zi
= −λ. (7)
For small enough1z i, Eq. (7) may be replaced with:
gi =
1f
1zi
1Ψ
1zi
= −λ, (8)
or:
gi = 1f
1Ψ
= −λ, (9)
where 1f and 1Ψ are the variations of f and Ψ , due to the
variations of z i. Eq. (9) states that in the optimum design, the
values of gi must be identical. Numerically, if the variance of
gi becomes small enough, the design may be regarded as an
optimum.
The MESO process is based on an iterative process. In this
paper, the variance of gi is used as the optimization criterion.
The variance of gi is defined as:
Tj =
 ne∑i=1 (gi − Γ )2
ne
, (10)where Γ is the average of gi in the jth iteration. A performance
index for this problem can be defined as:
PI = Tj
T1
, (11)
where T1 and Tj are the values of T for the structure in the initial
state and at the jth iteration. The proposed PI is a dimensionless
scalar number. The higher the value of T , the larger the variance
of gi. Also, a small value of T shows the uniformity of gi. There-
fore, the optimum design can be identified by minimization
of PI .
3. Numerical examples
3.1. Fundamental frequency maximization
3.1.1. Problem definition
Shape optimization problems in which natural frequen-
cies appear in the objective or constraint functions have re-
ceived much attention in the literature. Grandhi [13] pro-
vided a good classification of the different algorithms and
applications used in this field. Also, Zhao et al. [14] used
the ESO method for maximizing the natural frequencies of
the bending vibration of thin plates. The studied problems
here are the maximization of the fundamental frequency of
structures subject to constant volume. Bar and beam stru-
ctures are considered in this section.
3.1.2. Sensitivity numbers
In finite element analysis terminology, the dynamic behav-
ior of a structure is governed by [4]:
([K ] − ω2n[M]){un} = 0, (12)
where [K ] is the global stiffness matrix, [M] is the global mass
matrix, ωn is the angular velocity of the nth natural frequency
and {un} is the eigenvector corresponding toωn. Two sensitivity
numbers for increasing anddecreasing the design variablesmay
be defined as [4]:
(αin)
+ = 1
mn
{uin}T (ω2n[1M i]+ − [1K i]+){uin}, (13)
(αin)
− = 1
mn
{uin}T (ω2n[1M i]− − [1K i]−){uin}, (14)
in which {uin} is the eigenvector of the ith element and:
[1K i]+ = [K i(z1, z2, . . . , z i + C, . . .)]
− [K i(z1, z2, . . . , z i, . . .)], (15)
and:
[1K i]− = [K i(z1, z2, . . . , z i − C, . . .)]
− K i(z1, z2, . . . , z i, . . .) , (16)
where z i are the dimensions of the ith element, [K i] and [M i] are
the stiffness andmass matrices of the ith element, respectively,
C is the maximum allowable change of the design variables.
Also, [1M i] is calculated similar to that of [1K i] in Eqs. (15)
and (16), andmn is evaluated as:
mn = {un}T [M]{un}. (17)
These sensitivity numbers are indicators of changing ωn as the
result of altering the ith element.
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3.1.3. Bar design for maximum fundamental frequency
A vertical elastic bar of constant volume, V0, and variable
cross sectional area, A(x), is fixed at the upper end, x = 0, and
carries a given mass, M , at x = L, as shown in Figure 1. The
bar should be designed, such that its fundamental frequency of
longitudinal vibrations becomes maximum. Thus, the problem
may be formulated as:
max : f , (18)
subject to : Ψ ≡ V − V0 = 0, (19)
where f is the fundamental frequency of the bar. If the longitu-
dinal displacement is denoted by u(x), the optimality condition
is [15]:
K1 ≡

d
dx
[u(x)]
2
− ω
2
c2
[u(x)]2 = Constant, (20)
where K1 is the numerical value of the optimality condition, ω
is the angular velocity of the first natural frequency and c is the
speed of the propagation of longitudinalwaves in the bar,which
is defined as:
c =

E
ρ
, (21)
where E and ρ are the elastic modulus and density of the mate-
rial, respectively.
To implement the MESO, a uniform bar is considered and
divided into ne equal elements along its length, where the first
element is located at the top of the bar. Design variables are the
cross sectional areas of the elements of the bar. (αin)
− and (αin)+
are now calculated for all elements. Q elements with lowest
(αin)
− are nominated for area decrease and Q other elements
with highest (αin)
+ are nominated for area increase. The value
ofC should be chosen, such that a small fraction of the structural
volume, say 1%, is reduced in each iteration.
In this MESO procedure, the values of 1Ψ are identical for
all elements, therefore, referring to Eq. (9), the uniformity of1f
leads to the uniformity of gi.
Since the values of mn in Eqs. (13) and (14) are identical for
all elements, these equations can be simplified by omittingmn,
as suggested in [4]. The values of the parameters are given in
Table 1, where A0 is defined as the cross sectional area of theTable 1: The values of parameters used in the frequency maximization of
the bar.
L 1 (m)
A0 25 (cm2)
M 10 (kg)
ne 100
E 210 (GPa)
ρ 7800 (kg/m3)
C 31.25 (mm2)
Q 20
ε 1e−4
Table 2: Numerical results for frequency optimization of the bar.
Initial bar frequency 882.99 (s−1)
Optimum bar frequency 938.02 (s−1)
Frequency increase 6.23%
No. of iterations 52
Figure 2: The analytical and numerical (MESO) cross sectional areas of
elements of the optimum bar.
initial uniform bar. It should be noted that the stop criterion for
the optimization process is defined as: f (i+ 1)− f (i)f (i)
 < ε, (22)
where ε is a small positive number and f (i) is the value of
the objective function at the ith iteration. Optimum results are
displayed in Table 2. It is seen that the first natural frequency is
increased by 6.23% after 52 iterations.
The analytical optimum profile of the bar has been deter-
mined in [15]. The optimum profile using the MESO and the
analytical method are depicted in Figure 2, where an excellent
agreement between them is observed. Also, the values of K1 of
elements of the initial and optimumbar are shown in Figure 3. It
is seen that for the optimum solution obtained by theMESO, the
values of K1 in all elements are more or less identical. Figure 4
shows the evolution of PI and R. Parameter R is defined as:
R = f (i)
f (1)
. (23)
It is observed that the fundamental frequency increases
with a decreases in PI . It means that as the MESO pro-
cess proceeds, the criterion (9) is simultaneously satis-
fied, which is also a measure of the MESO performance.
Figure 5 shows the values of (αin)
+ for the elements in the initial
(uniform) and optimum designs. These values for the optimum
design obtained by the MESO are almost identical.
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and the optimum bar.
Figure 4: Evolution of PI and R for frequency maximization of the bar.
Figure 5: The values of (αin)
+ for the initial and optimumdesigns for frequency
maximization of the bar.
3.1.4. Beam design for maximum fundamental frequency
In this section, the benchmark example is maximization of
the fundamental frequency of a freely vibrating Euler–Bernoulli
cantilever beam of constant volume, V0, as shown in Figure 6.
This beam has a rectangular cross section. The height of the
beam (h) is held constant and its width (b) could vary. This
problem may be formulated as:
max : f , (24)
subject to : Ψ ≡ V − V0 = 0, (25)
where f is the fundamental frequency of the beam.Figure 6: A cantilever beam with a concentrated mass at the tip.
Figure 7: The values of K2 for frequency maximization of the initial (uniform)
and the optimum beams.
Table 3: The values of parameters used in the frequency optimization of
the beam.
L 1 (m)
b 0.05 (m)
h 0.05 (m)
M 60 (kg)
ne 100
E 210 (GPa)
ρ 7800 (kg/m3)
C b/80
Q 30
ε 1e−4
Table 4: Results of frequency maximization of the beam shown in Figure 6
obtained using the MESO.
No. of iterations Initial frequency
(s−1)
Optimal frequency
(s−1)
Increase
(%)
78 11.34 13.45 18.61
The necessary and sufficient optimality condition may be
stated as follows [15]:
K2 ≡ u′′2 − η2ω2u2 = Constant, (26)
where u is the transverse displacement of the beam and:
η2 = 12ρ
Eh2
. (27)
In order to implement the MESO, the beam is divided into
ne equal elements along its length, where the first element is
located at the clamped end. Thewidths of elements are taken as
design variables. The values of parameters are given in Table 3
and optimization results are presented in Table 4. It is seen
that the value of the fundamental frequency is increased by
about 18%. Also, the values of K2 of elements for the initial and
optimum beams are shown in Figure 7. It is observed that for
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Figure 9: The values of (αin)
+ for the initial and optimumdesigns for frequency
maximization of the beam.
the optimum solution obtained by the MESO, the values of K2
of all elements are more or less identical. Due to introducing
a lower bound on the design variables, the identity of the K2
at the very end elements has been lost. Figure 8 displays the
evolution of PI and R. Again, it is seen that the fundamental
frequency increases with a decreases in PI , which is a measure
of the MESO performance. Figure 9 shows the values of (αin)
+
for the elements in the initial and optimumdesigns. Oncemore,
it is clear that these values for the optimum design obtained by
the MESO are almost identical.
3.2. Design for minimum overall deflection
3.2.1. Problem definition
An elastic rectangular cantilever beam of length L, which is
fixed at x = 0 and is subjected to a transverse distributed load,
is considered.While the volumeof the beam is held constant the
objective is to minimize, f , the total transverse displacement, u,
of the beam. The problem is stated as:
min : f =
∫ L
0
u(x)dx, (28)
subject to : Ψ ≡ V − V0 = 0, (29)
where V is the volume of the beam and V0 is a constant. Makky
et al. [16] solved this problem analytically. Also, a numerical
approach for this problem has been proposed in [17]. We
treat the problem numerically using the MESO method and
employing appropriate sensitivity numbers.Figure 10: A rectangular cantilever beam.
For a rectangular cross sectional beam, themoment of inertia
function, I(x), is related to the cross sectional area function as:
I(x) = γ [A(x)]n, (30)
where γ is a constant related to some physical dimensions
of the cross section and n is a constant that depends on the
physical relation of width and height functions. If the width
varies along the length but the height is constant, then n = 1.
If the height varies along the length but the width is constant,
then n = 3, and if the width and height both vary along the
length but the width to height ratio is constant, then n = 2.
3.2.2. Sensitivity numbers
Using finite element analysis terminology, the static behav-
ior of a structure is represented as:
[K ]{u} = {P}, (31)
where [K ] is the global stiffness matrix, {u} is the nodal dis-
placement vector and {P} is the nodal load vector. The change
of {u}may be stated as [4]:
{1u} = −[K ]−1[1K ]{u}. (32)
To define the effect of changing element dimensions on the de-
flection integral of the beam, a load vector {F} is introduced in
which only its first and last components are equal to 0.5, while
all other components are equal to unity. Multiplying Eq. (31) by
{F}T gives:
{F}T {1u} = 0.51u1 +1u2 +1u3 + · · · +1une−1
+ 0.51une = 1f
= −{F}T [K ]−1[1K ]{u}
= −{u′}T [1K ]{u}, (33)
where {u′} and {u} are the solutions of Eq. (31) for the virtual
load {F} and real load {P}, respectively. Therefore, to determine
the effect of the dimension change of the ith element on f , two
sensitivity numbers may be defined as:
(αi)+ = −{u′}T [1K i]+{u}, (34)
and:
(αi)− = −{u′}T [1K i]−{u}, (35)
where [1K i]+ and [1K i]− are defined as Eqs. (15) and (16).
These sensitivity numbers can beused for evaluating the change
of the deflection integral of the beam, due to the change of de-
sign variables.
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of the beam.
L 1.0 (m)
b 0.05 (m)
h 0.05 (m)
ne 100
C V0/4000 (m3)
Q 30
E 210 (GPa)
ε 1e−4
Table 6: The values of f0/f ∗ obtained using the MESO and the analytical
solutions for overall deflection minimization of the cantilever beam with
the linear load for different values of n.
n No. of
Iterations
f0/f ∗ Difference (%)
MESO Analytical
1 78 2.02 2.04 0.98
2 56 3.11 3.16 1.58
3 47 4.18 4.27 2.11
Figure 11: Evolution of PI and R for overall deflectionminimization of the beam
for n = 3.
3.2.3. Design of a cantilever beam for minimum overall deflection
A rectangular cantilever beam with a linear load is consid-
ered, as shown in Figure 10. Design variables are the cross sec-
tional areas of the beam elements. Some problemdata are given
in Table 5. The ratios of deflection integral of the initial uniform
shapes (f0) to the deflection integral of the optimumshapes (f ∗),
using the MESO and the analytical solutions for different values
of n, are displayed in Table 6. It is seen that the MESO results
are very close to that of analytical solutions and the maximum
difference is 2.11%, which occurs for n = 3. The percentage of
difference is evaluated as:
Difference = ΩAnalytical −ΩMESO
ΩAnalytical
× 100, (36)
whereΩ is the variable that is being compared.
Figure 11 displays the evolution of PI and R for n = 3. It
is seen that as the objective function increases, PI decreases.
Some deviations at the last iterations are observed in the PI
curve, which is due to imposing a lower bound on the design
variables. Figure 12 depicts the values of (αi)+ for the elements
in the initial and optimum design for n = 3. It is observed
that these values are almost identical in the optimum design
obtained using the MESO.Figure 12: The values of (αi)+ for the initial and optimum designs for overall
deflection minimization of the beam for n = 3.
Figure 13: The height profile of the optimum plate.
3.3. Stiffness maximization
3.3.1. Problem definition
Assume a structure is being acted upon by a constant con-
centrated load, P , at a point, x, and the resulted displacement
in the direction of the load is δ. The problem is to minimize the
magnitude of δ, subject to a constraint on specific stiffness. This
problem may be defined as:
min : δ, (37)
subject to : Ψ ≡
∫
s(x)dτ − s0 = 0, (38)
where s(x) is the stiffness per unit length and unit area for one
and two dimensional structures, respectively, τ is a nominal
length or area of the structure and s0 is a positive number. It
is easy to show that a necessary and sufficient condition for op-
timality is [18]:
e(x) = Constant, (39)
where e(x) is the specific elastic strain energy or the strain en-
ergy per unit stiffness of the structure at point x.
3.3.2. Sensitivity numbers
For stiffness maximization problems, two sensitivity num-
bers should be defined as [4]:
(αi)+ = 1
2
{ui}T [1K i]+{ui}, (40)
(αi)− = 1
2
{ui}T [1K i]−{ui}, (41)
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a 2 (m)
b 2 (m)
h 1 (cm)
F 1 (kN)
ν 0.3
E 210 (GPa)
C D0/20 (N ·m)
Q 64
ε 1e−4
Table 8: Results of stiffness optimization of the plate.
Central deflection of the initial plate 9.68 (mm)
Central deflection of the optimum plate 6.18 (mm)
Deflection decrease 36.16%
No. of iterations 65
Figure 14: The specific strain energy per unit stiffness of elements for the initial
(uniform) and optimum plates.
where {ui} is the displacement vector of the ith element. These
sensitivity numbers indicate the change in the strain energy
due to altering the ith element. Satisfying Eq. (38), Q elements
with highest (αi)− are nominated for decreasing, and other Q
elements with highest (αi)+ are nominated for the increasing
of their stiffness.
3.3.3. Plate design for maximum stiffness
In this case, a uniform rectangular plate with simply sup-
ported edges is examined. A concentrated force, F , is applied
at the center of the plate. Suppose that a, b and h are the length,
width and height of the plate, respectively. The specific stiffnessFigure 15: Evolution of PI and R for stiffness optimization of the plate.
Figure 16: The values of (αi)+ for the initial and optimum plates.
(or flexural rigidity) for the elastic plate is defined by D and cal-
culated as [19]:
D(x, y) = Eh
3(x, y)
12(1− ν2) , (42)
where ν is the Poisson ratio, and h(x, y) is the height profile of
the plate. The flexural rigidities of elements are taken as design
variables and are denoted as D. The plate geometry and other
parameters are given in Table 7. The parameter D0 in this table
stands for the elemental flexural rigidity of the initial uniform
plate. Due to symmetry, one quarter of the plate is analyzed and
divided into 100 elements. Optimization results are presented
in Table 8. It is seen that the value of the tip deflection is de-
creased by 36.16% after 65 iterations.
The height profile of the optimum plate using the MESO
method is shown in Figure 13. The values of e(x) for elements in
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the initial and optimum plates are shown in Figure 14. It is seen
that for the optimum solution obtained by theMESO, the values
of e(x) for all elements are almost identical. The evolutions of PI
and R for this problem are shown in Figure 15. It is observed
that the values of PI decrease in a slightly coarse curve. Also,
Figure 16 shows the values of (αi)+ for elements in the initial
and optimum design.
3.4. Minimum volume design with displacement constraint
3.4.1. Problem definition
Consider a statically determinate beam of variable cross
sectional area, A(x). The beam is loaded by concentrated anddistributed loads and moments. The problem is defined as
finding the minimum volume of the beam, such that the
displacement at a specified point, x = ξ , be equal to a
predefined value,∆. The problem may be formulated as:
min : V =
∫ L
0
A(x)dx, (43)
subject to : Ψ ≡ w(ξ)−∆ = 0, (44)
where V is the volume, L is the length andw(ξ) is the displace-
ment at point x = ξ of the beam. This problem has been studied
by several researchers [20–22].
3.4.2. Sensitivity number
Letw(ξ) be the displacement of the jth element. A unit load
vector, {F j}, is introduced, in which only the jth component
is non zero and equal to unity. To identify the effect of the
thickness change of the ith element onw(ξ), based on Eq. (31),
a sensitivity number may be defined as [4]:
(αi)− = | − {uij}T [1K i]−{ui}|, (45)
where {ui} and {uij} are the element displacement vectors con-
taining the entries of {u} and {uj}, respectively. This sensitivity
number is equivalent to1Ψ .
3.4.3. Beam design for minimum volume
To implement the MESO, a uniform rectangular beam is
considered and divided into ne equal elements along its length.
The width and the height of the cross section are denoted by b
and h, respectively. The volume of each element is taken as a
design variable.Figure 18: Optimum profiles obtained using the MESO and the analytical solution for volume minimization of beams for different values of n.
H.R. Ghaffarianjam et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 383–392 391Figure 19: Evolution of PI and R for volume minimization of cantilever and simply supported beams for n = 3.Figure 20: The values of (αi)− for the initial and optimum designs for volume minimization of cantilever and simply supported beams for n = 3.In each iteration, Q elements with lowest (αi)− are selected
for dimensional reduction and hence volume reduction, while
an increase in w(ξ) remains the least. After this, the design
variables are scaled to satisfy the equality constraint [7]. The
scaling procedure is accomplished by a factor of:
∆
w(ξ)i
n
, (46)
where n is defined in Eq. (30) and w(ξ)i is the deflection of
the objective point in the ith iteration. The procedure is then
repeated until the stopping criterion be satisfied.
The MESO is now applied to two more cases of beams, as
shown in Figure 17. In this figure, point, x = ξ , is denoted by
A. The beam dimensions, along with ne,Q , C and the modulus
of elasticity, E, used in two cases, are given in Table 9. The vol-
umes of optimum shapes obtained using the MESO and analyt-
ical solutions, as well as the number of iterations and the per-
centage of differences between volumes for different values of
n, are given in Table 10.
Attention is called to the fact that in Table 10 the small values
of differences (less than 1%) show the excellent convergence
of the MESO method to the global optimum. Figure 18 shows
the optimum beam profiles obtained using the MESO and the
analytical solution. It is clear that the MESO and the analytical
profiles are almost identical. The evolution of PI and R for n = 3
are shown in Figure 19. Also, Figure 20 shows the values of (αi)−
for elements in the initial and optimum designs. It is observed
that these values are different for initial beams, but eventually
become more or less identical for the optimum designs.Table 9: The values of parameters used in volume minimization of the
beam.
L 1.0 (m)
b 10 (cm)
h 10 (cm)
ne 100
C 1.25 (mm2)
Q 30
E 300 (GPa)
ε 1e−3
Table 10: Volumes of optimum shapes obtained using the MESO and the
analytical solution for different cases.
Case ∆
(mm)
n No. of
Iterations
Volume (×10−3 m3) Difference
(%)
MESO Analytical
1 8.0
1 85 1.607 1.600 0.44
2 61 1.777 1.768 0.51
3 48 1.894 1.882 0.64
2 0.8
1 74 2.069 2.067 0.1
2 67 2.144 2.142 0.09
3 33 2.209 2.200 0.41
4. Conclusions
In this study, a new optimality criteria-based performance
index is proposed. The method is then successfully applied
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finding the optimum shapes of several structural elements,
while objectives are weight, stiffness, deflection and frequency.
A quantitative verification of the MESO results is achieved
through comparison of the results with analytical solutions.
The small differences between the optimum shapes obtained
analytically with those of the MESO method show an excellent
convergence of the MESO algorithm to the optimum in
these problems. It is observed that during the optimization
process, both variance of sensitivity numbers and values of
the performance index decrease. Although the present work
investigates an important aspect of structural optimization,
and shows the convergence of the solutions to the optimum
for some structural elements, the suggested approach may
be readily extended to other shape optimization problems.
The presented benchmark examples only open a window to
the important and interesting area of convergence of ESO-
based algorithms to optimum. The subject should be explored
and discussed for more complicated structures, loading and
boundary conditions, as well as optimization criteria.
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