Abstract-We address a problem of speech enhancement: recovering a speech source from a mixture of its delayed versions and additive noise. By using the constrained-optimization technique, the second order statistics based algorithm is developed. The new proposed algorithm requires no strong limitations to the speech signal and the noise. Simulation results show that our algorithm achieves a better performance as compared to other algorithms.
I. INTRODUCTION

S
PEECH enhancement has been active in speech signal processing. The objective is to extract a single speech-source signal from its delayed versions and in noisy environment. Depending upon the amount and the type of noise and the strength of echoes existing in the environment, the resulting speech signals could vary substantially. The quality of the speech may range from being slightly degraded to being annoying to listeners, and in the worst case, it could be totally unintelligible. It is necessary to recover the speech signal from the distortion.
A number of approaches to signal recovery have been proposed [1] - [4] . These approaches make use of second-order statistics [1] , [2] or the higher-order statistics [3] , [4] of the outputs. They are basically the least-squares solutions. However, if the unknown parameters in an algorithm have inherent, nonlinear relations, they are usually assumed to be independent of each other to apply the linear least-squares technique. A larger estimation error is inevitably generated, although an additional postprocessing step may reduce the error. To accommodate practical applications and achieve accurate estimation, we will design our algorithm with (1) no strong limitations to the source and noise except for all signals being stationary and (2) with consideration to the inherent nonlinear relation among the unknown parameters, while deriving our new algorithm to avoid the additional postprocessing step.
II. PROBLEM AND ASSUMPTIONS
Let us first consider a linear time invariant (LTI) system with the following model: (1) Manuscript received June 5, 1999. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. K. K. Paliwal.
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where and is a shift operator (i.e., ). The received signals and are the outputs of the LTI systems with the same input, and is the received noise from a receiver. Because the two receivers are in the same background, the two received noises are highly related. We use a linear, timeinvariant operator to link the received noises. To simplify the problem, we assume that 1) all signals are sampled wide-sense stationary random processes with zero-mean and 2) and are relatively prime and
III. ALGORITHM DEVELOPMENT
A. Unconstrained LS Solution
To accommodate a practical environment, we will make use of the second-order statistics of the outputs for the parameter estimation. The cross-correlation and auto-correlation of and for lag are represented by (2) Substituting (1) into (2) and applying the Fourier transform, the following results can be obtained:
where is the power spectrum of the joint random processes and , and are the power spectrums of the source signal and the additive noise, respectively. Let 
Note that it is not a final solution for each coefficient. The final solution is usually obtained by synthesising the LS estimates that are related but not are the coefficients in and . This processing is called postprocessing. Obviously, the LS solutions may be far away from the real parameters due to ignoring the inherent nonlinear relations between and , and and . To avoid the additional postprocessing step and reduce estimation error, let us consider these relations while deriving our algorithm in the next section.
B. Constrained Optimal Solution
Let
Set the goal attainment as
Minimizing produces the above unconstrained LS solution, which ignores the inherent nonlinear relations of the unknowns.
To obtain a reasonable solution, let us consider these relations together. From (4), it is very easy to attain the following equations.
for (9)
A constrained-optimization problem can then be stated as follows:
Min Subject to
By using the Gauss-Newton method, we can obtain the optimal solutions for , , , and We note that this is not the only algorithm for solving the criterion equations. Iterative gradient-based algorithms such like the steepest-descent or the Newton-Raphson may also be applied here.
C. Signal Reconstruction
Provided that the unknown channel parameters have been identified by the above method denoted by and , respectively, and that all the roots of are inside the unit circle, the estimated signal can be expressed by (10) Obviously, if , , and equal to and , respectively, the estimated source exactly equals the real one.
IV. SIMULATION RESULTS
Extensive simulations have been carried out to compare the proposed constrained-optimization algorithm (COP) with the higher order statistics-based (HOS) algorithm [3] and the unconstrained least-square algorithm (ULS). For each test case, the coefficient vectors in model (1) are , , and
. We define the SNR as (dB) and the mean squared error (MSE) as , where is a vector that consists of all estimated coefficients, and is a vector that consists of real values. We add a speech signal (the data length 2000) as the source signal. Fig. 1 shows the estimated results for each approach under three noises emitted by a drum, car, and engine at SNR 0 dB. Obviously, only the COP algorithm can adapt these noises with better accuracy. This is because the COP algorithm is not limited to any kind of noise, but the HOS algorithm is available only for the Gaussian noise. Under the noise "engine," the recovered signal by using our algorithm is shown in Fig. 2 . It is easy to see that the estimated signal is very close to the original one with very small errors.
V. CONCLUSIONS
A new COP algorithm for FIR-channel identification and speech enhancement has been proposed in this paper. Because of using the second-order statistics of outputs, there is no strong limitation on the source signal and additive noise. In addition, by employing the COP technique, our algorithm avoids the additional postprocessing step that usually happens in other algorithms. Simulation results have illustrated the correctness of the coefficients using our new algorithm. By comparing our algorithm with the ULS and the HOS algorithms, we can see that our algorithm performs the parameter estimation and recovers the original speech signal with a better performance under the practical noises even if the SNR is 0 dB.
