Geometrische Konstruktionen linearer Codes über Galois-Ringen der Charakteristik 4 von hoher homogener Minimaldistanz by Kiermaier, Michael
Universita¨t Bayreuth Fakulta¨t fu¨r Mathematik, Physik und Informatik
Dissertation
Geometrische Konstruktionen linearer Codes
u¨ber Galois-Ringen der Charakteristik 4








Die vorliegende Dissertation entstand in den Jahren 2006 bis 2012 an der Universita¨t
Bayreuth unter der Betreuung von Herrn Prof. Dr. Kerber. Fu¨r seine besta¨ndige Unter-
stu¨tzung und das mir vom ersten Augenblick an entgegengebrachte Vertrauen gebu¨hrt
ihm mein tiefer Dank.
Weiter bedanke ich mich bei Herrn Prof. Dr. Laue, Axel Kohnert, Alfred Wassermann,
Stephan Elsenhans, Sascha Kurz, Johannes Zwanzger und Thomas Feulner fu¨r die kon-
struktive und stets unkomplizierte Zusammenarbeit. Meine Stelle wurde teilweise aus
dem DFG-Projekt WA 1666/4 finanziert, das Axel Kohnert und Alfred Wassermann
beantragt hatten.
Ein besonderer Dank gilt meinem langja¨hrigen Lehrer Thomas Honold, der mich als
Betreuer meiner Diplomarbeit zum Thema der linearen Codes u¨ber endlichen Ringen
gebracht hat. Mit seinem unerscho¨pflichen Wissen war er mir stets ein wertvoller An-
sprechpartner. Nicht unerwa¨hnt bleiben soll auch seine großzu¨gige Einladung an die
Zhejiang Universita¨t in Hangzhou, China, die mir im Ma¨rz und April 2010 sechs unver-
gessliche und wissenschaftlich sehr fruchtbare Wochen bescherte.
Nicht zuletzt mo¨chte ich mich bei meiner Familie fu¨r ihre Unterstu¨tzung bedanken:
bei meiner Mutter, meinem leider viel zu fru¨h verstorbenen Vater und besonders bei
meiner Ehefrau Julia, deren dreißigsten Geburtstag ich mir als Abgabetermin fu¨r die
Dissertation gesetzt hatte, den ich auch auf den Tag genau einhalten konnte.






1.1. Geschichte der linearen Codes u¨ber Ringen . . . . . . . . . . . . . . . . . 1
1.2. Ringlineare Codes und Hjelmslev-Geometrien . . . . . . . . . . . . . . . 4
1.3. Entstehung dieser Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4. Vier neue unendliche Serien ringlinearer Codes . . . . . . . . . . . . . . . 5
2. Grundlagen 9
2.1. Galois-Ringe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1. Wahl des definierenden Polynoms . . . . . . . . . . . . . . . . . . 10
2.1.2. Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3. Gestutzte Witt-Vektoren . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.4. Endlich erzeugte Moduln u¨ber einem Galois-Ring . . . . . . . . . 13
2.2. Lineare Codes u¨ber Galois-Ringen der Kettenla¨nge 2 . . . . . . . . . . . 17
2.2.1. Generatormatrizen . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2. Gewichte, Distanzen und die Gray-Abbildung . . . . . . . . . . . 21
2.2.3. Lineare und semilineare Isometrien . . . . . . . . . . . . . . . . . 25
2.2.4. Dualita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.5. Radikalcode und Torsionscode . . . . . . . . . . . . . . . . . . . . 28
2.2.6. Modifikationen R-linearer Codes . . . . . . . . . . . . . . . . . . . 29
2.3. Projektive Hjelmslev-Geometrie . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.1. Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2. Punkt-Geraden-Inzidenzen . . . . . . . . . . . . . . . . . . . . . . 34
2.3.3. Inzidenzanzahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.4. Verbindung zur Codierungstheorie . . . . . . . . . . . . . . . . . . 36
2.4. Beispiele R-linearer Codes . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.1. Simplex-Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.2. Teichmu¨ller-Codes und Kerdock-Codes . . . . . . . . . . . . . . . 40
3. Konstruktionen 45
3.1. Verallgemeinerte Teichmu¨ller-Codes . . . . . . . . . . . . . . . . . . . . . 45
3.1.1. Unterra¨ume vom Typ I und II . . . . . . . . . . . . . . . . . . . . 45
3.1.2. Symmetrische Translationsschemata auf (GR(4, t),+) . . . . . . . 47
3.1.3. Punktmengen in PHG(Rk) mit zwei Schnittzahlen . . . . . . . . . 51
3.1.4. Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
iii
Inhaltsverzeichnis
3.2. Geometrisches Dualisieren . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.1. Dualisierte verallgemeinerte Teichmu¨ller-Codes . . . . . . . . . . . 61
3.2.2. Dualisierte Kerdock-Codes . . . . . . . . . . . . . . . . . . . . . . 66
3.3. Vergro¨ßerte und verla¨ngerte Simplex-Codes . . . . . . . . . . . . . . . . . 70
3.3.1. Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4. Ausblick 81





Fehlerkorrigierende Codes werden heute in nahezu jeder Form der Informationsu¨bertra-
gung und -speicherung eingesetzt. Prominente Beispiele sind CD-Spieler, WLAN sowie
die Kommunikation mit Weltraumsonden.
In der Codierungstheorie werden fehlerkorrigierende Codes wie folgt mathematisch
modelliert: Ein Blockcode C der La¨nge n ist eine Teilmenge von Γn, wobei das Alphabet
Γ eine endliche Menge ist. Fu¨r die Anwendungen sind die bina¨ren Blockcodes mit #Γ = 2
von besonderem Interesse.1 Die Hamming-Distanz zweier Codewo¨rter ist die Anzahl der
Positionen, an denen sie sich unterscheiden, und die Minimaldistanz d eines Blockcodes
C ist das Minimum u¨ber die Hamming-Distanzen aller Paare verschiedener Codewo¨rter
in C. Man bezeichnet dann C als einen (n,#C, d)#Γ-Code. Eine wichtige Klasse sind die
linearen Codes u¨ber endlichen Ko¨rpern: Hier ist Γ = Fq ein endlicher Ko¨rper und C
ein Untervektorraum des Fq-Vektorraums Fnq . Gute Fehlerkorrektureigenschaften von C
entsprechen einem mo¨glichst kleinen Parameter n sowie mo¨glichst großen Parametern
#C und d.
1.1. Geschichte der linearen Codes u¨ber Ringen
Im Jahr 1967 hielt John Robinson, Elektrotechniker an der University of Iowa, USA,
einen Einfu¨hrungsvortrag fu¨r Schu¨ler u¨ber Codierungstheorie [4, S. 68]. Er illustrierte
seinen Vortrag mit dem folgenden offenen Forschungsproblem: Der nach dem damaligen
Wissensstand gro¨ßte bekannte bina¨re Blockcode der La¨nge 16 und Minimaldistanz 6 war
ein linearer bina¨rer Code der Gro¨ße 128. Man wusste, dass kein gro¨ßerer linearer bina¨rer
Code dieser La¨nge und Minimaldistanz existiert. Fu¨r allgemeine bina¨re Blockcodes der
La¨nge 16 und Minimaldistanz 6 war nach den bekannten oberen Schranken jedoch noch
eine Gro¨ße von bis zu 256 Codewo¨rtern denkbar.
U¨berraschenderweise gelang es dem Schu¨ler Alan W. Nordstrom aufgrund des Vor-
trags, einen nichtlinearen bina¨ren (16, 28, 6)2-Blockcode zu konstruieren.
2 Dieser Code
hat eine ho¨here Minimaldistanz als jeder lineare bina¨re Code gleicher La¨nge und Gro¨ße,
weshalb wir ihn als BTL-Code (better than linear) bezeichnen. Er wurde 1967 in einer ge-
meinsamen Arbeit von Nordstrom und Robinson vero¨ffentlicht [114] und 1969 nochmals
1In dieser Arbeit bezeichnet das Symbol # die Ma¨chtigkeit einer Menge oder Multimenge oder auch
das Gewicht einer Partition.
2Tatsa¨chlich handelte es sich sowohl in Robinsons Vortrag als auch bei dem von Nordstrom gefun-
denen Code um bina¨re Blockcodes der La¨nge 15 und Minimaldistanz 5. Durch Anha¨ngen eines




unabha¨ngig von den beiden Russen Semakov und Zinoviev gefunden [122]. Aufgrund
etlicher weiterer bemerkenswerter Eigenschaften und seiner vergleichsweise kleinen Pa-
rameter ist der Nordstrom-Robinson-Code der heute wohl prominenteste BTL-Code.
Bereits im Originalartikel wurde von Nordstrom und Robinson die Frage nach einer
gro¨ßeren Klasse verwandter nichtlinearer Codes aufgeworfen. Eine solche Klasse wurde
1969 in Form der unendlichen Serie der Preparata-Codes [118] mit den Parametern
(2k+1, 22
k+1−2(k+1), 6)2
und eine weitere 1972 durch die unendliche Serie der Kerdock-Codes mit den Parametern
(2k+1, 22(k+1), 2k − 2 k−12 )2
angegeben [80], dabei ist jeweils k ≥ 3 eine ungerade Zahl. Beide Serien von Codes
enthalten mit k = 3 den Nordstrom-Robinson-Code als ihren kleinsten Vertreter. Die
Kerdock- und Preparata-Codes haben ausgezeichnete Fehlerkorrektureigenschaften. Im
Jahr 1977 wurde im Standardwerk [108] als Research Problem (15.4) die Frage gestellt,
ob die Kerdock- und Preparata-Codes sa¨mtlich BTL-Codes sind. Fu¨r die Preparata-
Codes konnte die Frage 1993 positiv beantwortet werden [14]. Die Kerdock-Codes sind
besser als alle bekannten vergleichbaren linearen Codes (BTKL-Codes, better than known
linear), die Frage nach der BTL-Eigenschaft ist jedoch nach wie vor offen.34
Im Jahr 1975 wurden in [31] die Delsarte-Goethals-Codes mit den Parametern
(2k+1, 22(k+1)+kt, 2k − 2 k−12 +t)2
(k ≥ 3 ungerade und t ∈ {0, . . . , (k − 1)/2}) als eine Verallgemeinerung der Kerdock-
Codes (Spezialfall t = 0) angegeben. Fu¨r t = 1 sind alle Delsarte-Goethals-Codes BTKL,
fu¨r t ≥ 2 scheinen sie im Hinblick auf die Fehlerkorrektureigenschaften weniger inter-
essant zu sein. Im Jahr 1976 wurden in [45] (Voranku¨ndigung ohne Beweise 1974 in [44])
die zu den Preparata-Codes verwandten Goethals-Codes mit den Parametern
(2k+1, 22
k+1−3k−2, 8)2
(k ≥ 3 ungerade) vorgestellt. Abgesehen vom kleinsten Fall k = 3 sind alle Goethals-
Codes BTKL.
Aleksandr A. Nechaev fand im Jahr 1989 heraus, dass sich die zweifach punktier-
ten Kerdock-Codes durch Z4-lineare Rekursionsgleichungen darstellen lassen. Die beiden
Forschergruppen A. Roger Hammons Jr. und P. Vijay Kumar sowie A. R. Calderbank, N.
J. A. Sloane und Patrick Sole´ arbeiteten zuna¨chst unabha¨ngig voneinander und bu¨ndel-
ten schließlich 1994 ihre Resultate im Artikel [52]: Alle Kerdock-, Preparata-, Goethals-
3Aus der Nichtexistenz linearer bina¨rer Codes mit den Parametern der Preparata-Codes folgt u¨ber
die MacWilliams-Identita¨t, dass kein linearer bina¨rer Code mit dem Hamming-Gewichtsza¨hler der
Kerdock-Codes existiert. Die Existenz eines linearen bina¨ren Codes mit lediglich derselben La¨nge,
Gro¨ße und Minimaldistanz wie die Kerdock-Codes ist damit aber noch nicht ausgeschlossen.
4Wa¨hrend BTL eine harte mathematische Eigenschaft eines Blockcodes ist, spiegelt BTKL nur den
aktuellen Wissensstand wieder.
2
1.1. Geschichte der linearen Codes u¨ber Ringen
und Delsarte-Goethals-Codes sind Bilder von Z4-linearen Codes (d.h. von Untermoduln
des Z4-Moduls Zn4 ) unter der sogenannten Gray-Abbildung. Diese Ergebnisse waren so
bemerkenswert, dass der Artikel 1995 von der IEEE Information Theory Society mit dem
Information Theory Paper Award ausgezeichnet wurde. Außerdem fanden die Resultate
Eingang in das Heft des Jahres 1994 der Reihe What’s Happening in the Mathemati-
cal Sciences der American Mathematical Society, die ja¨hrlich in allgemeinversta¨ndlicher
Sprache einen Abriss u¨ber die wichtigsten Neuentwicklungen in der mathematischen For-
schung gibt [25]. Diese Erfolge waren der Auslo¨ser einer regen Forschungsta¨tigkeit auf
dem Gebiet der linearen Codes u¨ber dem Ring Z4 und bald auch u¨ber allgemeineren end-
lichen Ringen. Es wurde eine Fu¨lle von strukturtheoretischen Aussagen u¨ber ringlineare
Codes vero¨ffentlicht. Erstaunlicherweise wurden jedoch – trotz der nun zur Verfu¨gung
stehenden neuen Konstruktionsmethode als Gray-Bild eines Z4-linearen Codes – kaum
neue bina¨re Blockcodes konstruiert.
Bis zum Beginn der Untersuchung von ringlinearen Codes an der Universita¨t Bay-
reuth waren keine neuen BTL-Parameter als Gray-Bild eines Z4-linearen Codes gefunden
worden, die sich nicht trivial aus bereits bekannten BTL-Parametern ableiten lassen.5
Die bis dahin neu gefundenen BTKL-Parameter von Gray-Bildern Z4-linearer Codes
beschra¨nken sich auf wenige Einzelfa¨lle (vgl. [54]): Die Parameter (64, 232, 14)2 vom qua-
ternary Reed-Muller-Code QRM(2, 5) aus [52, Sec. V-D]6 sowie nochmals vom nicht zu
QRM(2, 5) isomorphen (siehe hierzu [24]) erweiterten Z4-linearen QR-Code der La¨nge
32 [117], [21, Th. 4.2]; die Parameter (96, 248, 18)2 vom erweiterten Z4-linearen QR-Code
der La¨nge 48 [117];7 die Parameter (64, 237, 12)2 vom Calderbank-McGuire-Code aus
[20]; sowie die Parameter (92, 224, 28)2 und (84, 2
13, 34)2 aus Example 1 und 7 in [3].
8
Im Jahr 2009 wurde die Situation von Marcus Greferath in einem U¨bersichtsartikel
u¨ber ringlineare Codes mit der Formulierung
”
[...] the still unsolved problem of the con-
struction of large families of ring-linear codes of high quality” sehr deutlich dargestellt
[48, S. 219].
5Beispielsweise hat das Gray-Bild des Z4-linearen Codes aus [3, Ex. 4] die BTL-Parameter (30, 28, 28)2.




Hensel lift of the extended binary three-error-correcting BCH code” aus [21] ist als Z4-linearer
Code isomorph zu QRM(2, 5), siehe [41]. Die Isomorphie wird auch durch den Algorithmus aus [39]
besta¨tigt.
7An dieser Stelle sei darauf hingewiesen, dass der symmetrisierte Gewichtsza¨hler des erweiterten Z4-
linearen QR-Codes der La¨nge 48 in [117] sowie der Lee-Gewichtsza¨hler in [9] nicht korrekt sind, siehe
[87].
8Die Parameter der restlichen Beispiele in [3] sind entweder nicht BTKL aufgrund von seitdem neu
gefundenen F2-linearen Codes, oder sie lassen sich durch (wiederholtes) Punktieren und/oder Ver-
ku¨rzen trivial aus den Kerdock-Codes herleiten bzw. im Fall von Example 3 sogar verbessern.
3
1. Einleitung
1.2. Ringlineare Codes und Hjelmslev-Geometrien
In Kapitel 2 werden die beno¨tigten Grundlagen u¨ber ringlineare Codes bereitgestellt.
Fu¨r die Klasse der Grundringe beschra¨nken wir uns der Einfachheit halber auf Galois-
Ringe R der Kettenla¨nge 2, die fu¨r die spa¨ter folgenden Konstruktionen und Resultate
ausreichen. Die Darstellung ha¨lt sich eng an die geometrische Sichtweise, die – grob
gesprochen – einen R-linearen Code mit Punkten in einer projektiven Geometrie u¨ber R
identifiziert. Die Hyperebenen der Geometrie entsprechen dann den Codewo¨rtern, und
die Gewichte der Codewo¨rter lassen sich durch Schnitteigenschaften der Hyperebenen
mit den gewa¨hlten Punkten ausdru¨cken. Auf diese Art erha¨lt man einen basisfreien
Zugang zur Codierungstheorie.9
Fu¨r herko¨mmliche lineare Codes ist dieser Ansatz beispielsweise in [35] beschrieben.
Unsere Situation ist von den Arbeiten [65, 69, 71] abgedeckt, wo allgemeiner lineare
Codes u¨ber endlichen Kettenringen mit projektiven Hjelmslev-Geometrien in Verbin-
dung gebracht werden. Die geometrische Sichtweise ermo¨glicht uns die Untersuchung
und Konstruktion ringlinearer Codes mit Hilfe geometrischer Methoden.
1.3. Entstehung dieser Arbeit
Im Jahr 2009 modifizierte Johannes Zwanzger seinen urspru¨nglich fu¨r herko¨mmliche li-
neare Codes geschriebenen Algorithmus [131] fu¨r die Suche nach linearen Codes u¨ber
endlichen Kettenringen. Damit gelang es ihm, zwei bina¨re Codes mit den neuen BTL-
Parametern (58, 27, 28)2 und (114, 2
8, 56)2 als Gray-Bilder Z4-linearer Codes zu finden.
Im Anschluss wurde im Rahmen des DFG-Projekts WA 1666/4 zusammen mit Johan-
nes Zwanzger der Ansatz aus [13, 95] benutzt, um eine Suche nach linearen Codes u¨ber
endlichen Kettenringen mit vorgeschriebenen Automorphismen durchzufu¨hren. Insbe-
sondere u¨ber dem Ring Z4 ergaben sich etliche neue BTL- und BTKL-Codes. Diese
Resultate sind online zuga¨nglich [88] und teilweise Inhalt der Dissertation von Johannes
Zwanzger [132].
Die auf diese Weise neu gefundenen Codes wurden einer rechnergestu¨tzten Analyse
hinsichtlich diverser geometrischer oder kombinatorischer Eigenschaften unterzogen. Bei
manchen Codes zeichnete sich dabei eine deutliche Struktur ab, die nun als zusa¨tzliche
Information umgekehrt wieder in die Computersuche eingebracht werden konnte, um
damit nach a¨hnlich aufgebauten Codes – etwa mit einer gro¨ßeren La¨nge, in ho¨herer
Dimension oder u¨ber einem gro¨ßeren Grundring – in zuvor nicht mehr zuga¨nglichen
Parameterbereichen zu suchen. Durch Erfolge und Misserfolge kristallisierten sich auf
diese Weise immer deutlichere Strukturmerkmale heraus, die es einerseits erlaubten, mit
einer weiter spezialisierten Suche in noch gro¨ßere Parameterbereiche vorzudringen, und
andererseits allma¨hlich zu Vermutungen u¨ber unendliche Serien von Codes und deren
Parameter fu¨hrten.
9Betrachtet man Codewo¨rter als Koordinatenvektoren von Vektoren in Rn, so ha¨ngt das Gewicht eines
Codeworts von der gewa¨hlten Basis ab (u¨blicherweise ist die Standardbasis ausgewa¨hlt). Schnitt-
zahlen zwischen Punktmengen und Hyperebenen sind dagegen basisunabha¨ngig.
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1.4. Vier neue unendliche Serien ringlinearer Codes
Tabelle 1.4.1.: Gray-Bilder spezieller Codes der in dieser Arbeit konstruierten Serien
Beispiel Code Gray-Bild Status Kommentar
3.1.16 T2,5,2 (248, 210, 120)2 BTKL unvero¨ffentlicht
3.1.19 T4,3,0 (84, 46, 60)4 BTKL [55]
3.2.7 T ∗2,5,0 (372, 210, 184)2 BTL [91, 92]
3.2.9 T ∗4,3,0 (504, 46, 376)4 BTKL [85]
3.2.12 Kˆ∗3+1 (114, 28, 56)2 BTL [132, 89, 91, 92]
3.2.13 Kˆ∗5+1 (1988, 212, 992)2 BTL [89, 91, 92]
3.3.9 Sˆ2,3 (58, 27, 28)2 BTL [132, 90, 91]
3.3.10 Sˆ2,4 (244, 29, 120)2 BTKL [91, 92]
1.4. Vier neue unendliche Serien ringlinearer Codes
In Kapitel 3 werden nun insgesamt vier neue unendliche Serien von R-linearen Codes
vorgestellt, na¨mlich die beiden 3-Parameter-Serien Tq,k,s und T ∗q,k,s, die 2-Parameter-
Serie Sˆq,k und u¨ber dem Ring Z4 die 1-Parameter-Serie Kˆ∗k+1. Dabei ist q = 2r und
R = GR(4, r) ein Galois-Ring der Charakteristik 4. Die Arbeit schließt in Kapitel 4 mit
einer Diskussion offener und neu aufgeworfener Fragen.
Die vier neuen Serien haben hervorragende Fehlerkorrektureigenschaften: In den Para-
meterbereichen, wo ein Vergleich mit den Codetabellen mo¨glich ist, sind alle Gray-Bilder
der Codes der vier Serien BTL oder BTKL. Eine U¨bersicht ist in Tabelle 1.4.1 gegeben.
Dort nicht aufgefu¨hrt sind Codes, deren Parameter sich trivial aus den Kerdock-Codes
ableiten lassen.
Obwohl das Auffinden der einzelnen Codeserien erst durch massiven Computereinsatz
ermo¨glicht wurde, sind die in dieser Arbeit gegebenen Beweise ihrer Parameter letztlich
vo¨llig computerfrei. Hierfu¨r erwies sich die geometrische Sichtweise als sehr fruchtbar.
Jede dieser Konstruktionen baut auf die eine oder andere Weise auf der Teichmu¨ller-
Menge in einem Galois-Ring der Charakteristik 4 auf. Diese Teichmu¨ller-Menge hat eine
reiche kombinatorische Struktur (siehe z.B. [8, Sect. III], [59, Sect. VI] oder Satz 3.1.5),
wodurch sich Codes mit sehr wenigen Gewichten und hoher Minimaldistanz ergeben.
Teichmu¨ller-Mengen existieren auch in ungerader Charakteristik sowie allgemeiner in
jedem Kettenring der Kettenla¨nge 2, so dass sich die Konstruktionen prinzipiell auch
u¨ber diesen Ringen durchfu¨hren lassen. Im allgemeinen Fall verha¨lt sich die Teichmu¨ller-
Menge jedoch vo¨llig anders als in einem Galois-Ring der Charakteristik 4, infolgedessen
sich uninteressante Codes mit schlechter Minimaldistanz ergeben. Neben der Tatsache,
dass bisher kein einziger BTL- oder BTKL-Code in ungerader Charakteristik oder u¨ber
einem allgemeineren Kettenring bekannt ist, ist dies der Grund fu¨r die Beschra¨nkung
auf Galois-Ringe der Charakteristik 4.10
10Z.B. liegt auch den Kerdock-Codes eine Teichmu¨ller-Menge zugrunde, weshalb diese Codes bisher nur
in Charakteristik 4 betrachtet wurden.
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1. Einleitung
Im Folgenden werden noch genauere Einzelheiten zu den vier Serien angegeben.
Verallgemeinerte Teichmu¨ller-Codes
Aufbauend auf den Untersuchungen von Thomas Honold [59] wird in Abschnitt 3.1
entschieden, unter welchen Umsta¨nden eine die Teichmu¨ller-Gruppe des Galois-Rings
S = GR(4, kr) umfassende echte Untergruppe Σ < S∗ durch die Partition
{{0}, 2S \ {0}, Σ, S∗ \ Σ}
ein symmetrisches Translationsschema AΣ auf (S,+) induziert (Satz 3.1.5), und un-
ter welchen Bedingungen eine solche Gruppe Σ die Einheitengruppe R∗ eines Galois-
Teilrings R = GR(4, r) von S entha¨lt (Lemma 3.1.2). Bei der Charakterisierung spielen
symmetrische Bilinearformen u¨ber F2 eine wichtige Rolle. Die resultierenden Familien
von Gruppen Σ und Translationsschemata AΣ zerfallen in zwei Typen I und II. Die
Translationsschemata vom Typ II sind bereits bekannt [76, Th. 9]. Die fu¨r die Codie-
rungstheorie interessanteren Translationsschemata vom Typ I scheinen im Wesentlichen
neu zu sein (Bemerkung 3.1.6(d)).
Von den Gruppen Σ erhalten wir zwei Serien von Punktmengen Tq,k,s (Typ I) und
Uq,k,s (Typ II) in der projektiven Hjelmslev-Geometrie PHG(R
k) mit k ≥ 3 und
s ∈
{
{0, 2, 4, . . . , (k − 1)r} falls k ungerade,
{r, r + 2, r + 4, . . . , (k − 1)r} falls k gerade,
die fu¨r s 6= (k−1)r nur zwei verschiedene Schnittzahlen mit den Hyperebenen aufweisen
(Satz 3.1.8). Die von den Punktmengen Uq,k,s mit s 6= (k − 1)r induzierten R-linearen
Codes haben nur zwei von Null verschiedene Gewichte (sind also two-weight codes) und
erzeugen stark regula¨re Graphen (Satz 3.1.12). Die Punktmengen Tq,k,s verallgemeinern
die Teichmu¨ller-Punktmengen aus [59] und induzierenR-lineare Codes Tq,k,s. Diese Codes
verallgemeinern die Teichmu¨ller-Codes (s = 0), welche wiederum die verku¨rzten Z4-
linearen Kerdock-Codes (s = 0, q = 2) und die von den Hyperovalen in [67] induzierten
Codes (s = 0, k = 3) als Spezialfa¨lle enthalten. Im Fall s = 1, q = 2 erhalten wir
Codes mit den Parametern der zweifach verku¨rzten Z4-linearen Kerdock-Codes, und im
Fall s = (k − 1)r erhalten wir die Simplex-Codes Sim(k,R) [65, Sec. 6.1], siehe auch
Abschnitt 2.4.1. Das Gray-Bild von Tq,k,s hat die Parameter (Satz 3.1.10)(
2sq · q
k − 1
q − 1 , q




Die fu¨r diese Konstruktion beno¨tigten Grundlagen u¨ber symmetrische Bilinearformen
in endlichdimensionalen F2-Vektorra¨umen und u¨ber symmetrische Assoziationsschemata
werden in den Anha¨ngen A und B bereitgestellt.
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1.4. Vier neue unendliche Serien ringlinearer Codes
Dualisierte verallgemeinerte Teichmu¨ller-Codes
Durch Dualisieren der Punktmengen Tq,k,s mit s 6= (k−1)r in der projektiven Hjelmslev-
Geometrie PHG(Rk) ergeben sich Punktmengen T∗q,k,s, die wieder nur zwei verschiedene
Schnittzahlen mit den Hyperebenen aufweisen. Die erzeugten Codes T ∗q,k,s verallgemei-
nern die bereits in [92] vero¨ffentlichten Codes T ∗q,k (Spezialfall s = 0). Das Gray-Bild von

















Im Fall s = (k−1)r−2 stimmen die Spektren von Tq,k,(k−1)r−2 und T∗q,k,(k−1)r−2 u¨berein,
so dass Tq,k,(k−1)r−2 eine formal selbstduale Punktmenge ist (Satz 3.2.5).
Dualisierte Kerdock-Codes
Eine a¨hnliche Konstruktion kann fu¨r die zu den Z4-linearen Kerdock-Codes Kk+1 geho¨-
renden Punktmengen Kk+1 mit ungeradem k ≥ 3 durchgefu¨hrt werden. Die Berechnung
des symmetrisierten Gewichtsza¨hlers des resultierenden Codes K∗k+1 wird durch die For-
mel in [70] ermo¨glicht. Die Codes K∗k+1 lassen sich hier noch durch Konstruktion X mit
einem Wiederholungscode geeigneter La¨nge zu den Codes Kˆ∗k+1 verbessern. Diese Kon-
struktion wurde bereits in [92] vero¨ffentlicht. Das Gray-Bild von Kˆ∗k+1 hat die Parameter
(Satz 3.2.11) (





Wir untersuchen, wie die (q − 1)-fache Wiederholung der Simplex-Codes Sim(R, k) mit
k ≥ 3 durch Anha¨ngen einer Torsionszeile an die Generatormatrix vergro¨ßert werden
kann. Dazu wird der zusa¨tzlichen Zeile eine Punktmenge k in PHG(Rk) zugeordnet. Der
symmetrisierte Gewichtsza¨hler des vergro¨ßerten Codes SimAug(k) kann dann in Abha¨n-
gigkeit vom Spektrum der Punktmenge k berechnet werden (Satz 3.3.2). Anschließend
wird analysiert, welche der Punktmengen Tq,k,s und T
∗
q,k,s die beste Minimaldistanz des
vergro¨ßerten Codes liefern (Lemma 3.3.4). Wie im Fall der Codes K∗k+1 lassen sich die
resultierenden Codes noch durch Konstruktion X mit einem Wiederholungscode geeigne-
ter La¨nge zu den Codes Sˆq,k verbessern. Diese Konstruktion verallgemeinert die bereits
in [90] vero¨ffentlichten Codes, welche den Spezialfall k = 3 bilden. Das Gray-Bild von
Sˆq,k hat die Parameter (Satz 3.3.6 und Satz 3.3.7)
(
22k − 2k + 2d k−12 e, 22k+1, 22k−1 − 2k−1
)
2
falls q = 2,(
q2k − qk + qk−1 − qk−2, q2k+1, q2k − q2k−1 − qk + qk−1)
q





In diesem Abschnitt werden die Grundringe der spa¨ter betrachteten ringlinearen Codes
vorgestellt.11 Details findet man beispielsweise in [109, 112].
In [109, S. 307] sind zwei Gru¨nde fu¨r die Bedeutung der Galois-Ringe aufgefu¨hrt: Zum
einen bilden sie eine Oberklasse sowohl der endlichen Ko¨rper als auch der Restklassen-
ringe der ganzen Zahlen modulo einer Primzahlpotenz. Dies ermo¨glicht eine einheitliche
Behandlung gewisser kombinatorischer Fragestellungen u¨ber diesen beiden Ringklassen
(in unserem Fall ist das natu¨rlich die Codierungstheorie). Zum anderen sind die Galois-
Ringe wichtige Grundbausteine in der Theorie der endlichen Ringe.
Viele Eigenschaften der Galois-Ringe sind in ihrer Idealstruktur – einer Kette – begru¨n-
det. Daher u¨berrascht es nicht, dass sich etliche Resultate ohne Mu¨he auf die endlichen
Kettenringe ausweiten lassen, also auf endliche Ringe, deren Verband der Linksideale
(und dann auch Rechtsideale) eine Kette ist.12 Die endlichen Kettenringe sind in der
Klasse der endlichen Frobenius-Ringe enthalten, und diese wiederum in der Klasse der
endlichen Quasi-Frobenius-Ringe, die von vielen Codierungstheoretikern als die gro¨ßte
noch fu¨r die Codierungstheorie taugliche Ringklasse angesehen wird. Die Einordnung in
die Hierarchie endlicher Ringe ist an folgendem Diagramm veranschaulicht:





Definition 2.1.1 Sei p eine Primzahl, m eine positive ganze Zahl und f ∈ Zpm [X] ein
normiertes Polynom vom Grad r ≥ 1, so dass sein Bild modulo p in Fp[X] irreduzibel ist.
Der Ring Zpm [X]/(f) heißt Galois-Ring GR(pm, r) der Charakteristik pm vom Rang r.
11Unter einem Ring verstehen wir einen nicht zwingend kommutativen Ring mit Einselement.




Die Ordnung dieses Galois-Rings ist # GR(pm, r) = pmr. Unter vorgegebenen Para-
metern p, r und m ha¨ngt die Definition bis auf Ringisomorphie nicht von der genauen
Wahl des Polynoms f ab ([98, Satz 8]). Die Galois-Ringe umfassen zwei wichtige Klas-
sen endlicher Ringe: Die endlichen Ko¨rper Fpr = GR(p, r) und die Restklassenringe der
ganzen Zahlen modulo einer Primzahlpotenz Zpm = GR(pm, 1). Im Folgenden sind die
Bezeichner p, m, r, q = pr und R = GR(pm, r) wie in Definition 2.1.1 fest vorgegeben.
Bemerkung 2.1.2 Die Galois-Ringe tauchen erstmals 1924 unter dem Namen Grund-
ringe bei Krull auf [98, §4]. Sie wurden 1966 von Janusz [78, S. 476] und 1969 von
Raghavendran [119, Sec. 3.1] offenbar unabha¨ngig voneinander neu entdeckt und von
beiden Autoren aufgrund der starken Verwandtschaft zu den endlichen Ko¨rpern Galois-
Ringe genannt. Der oben eingefu¨hrte Bezeichner GR(Charakteristik,Rang) ist von Ja-
nusz u¨bernommen. Raghavendran benutzt denselben Bezeichner GR, allerdings mit den
Parametern GR(Ordnung,Charakteristik). In der Literatur sind heute beide Varianten
u¨blich, wobei erstere die ha¨ufigere zu sein scheint.
2.1.1. Wahl des definierenden Polynoms
Fu¨r die explizite Darstellung von endlichen Ko¨rpern Fpr hat man das Problem, dass es
im Allgemeinen viele verschiedene irreduzible Polynome vom Grad r u¨ber Fp gibt. Leider
ist keine glatte mathematische Charakterisierung bekannt, die auf eindeutige Weise ein
”
scho¨nes” Polynom auswa¨hlt. In aktuellen Computeralgebrasystemen wie Magma [10]
werden hierfu¨r die Conway-Polynome fpr ∈ Fp[X] benutzt. Diese werden rekursiv de-
finiert: Das Conway-Polynom fpr ist das lexikographisch kleinste normierte primitive
Polynom vom Grad r, das fu¨r alle echten Teiler s von r die Teilbarkeitseigenschaft
fps(X) | fpr(X(pr−1)/(ps−1)) (Norm-Kompatibilita¨t) erfu¨llt.13
Ist jedoch einmal eine Wahl fu¨r die definierenden Polynome der endlichen Ko¨rper
getroffen, so ist der Schritt zu den Galois-Ringen nicht mehr schwierig: Fu¨r das defi-
nierende Polynom f von GR(pm, r) bietet es sich an, den Hensel-Lift nach Zpm [X] des
definierenden Polynoms fpr ∈ Fp[X] von Fpr zu benutzen, also das eindeutig bestimmte
normierte Polynom f ∈ Zpm [X] mit f | Xpr−1− 1, dessen Bild modulo Rp mit fpr u¨ber-
einstimmt (siehe z.B. [127]). Der Hensel-Lift kann effizient berechnet werden [22, Th. 1],
[132, Sec. 1.3]. Im Fall p = 2 ist die Methode von Gra¨ffe (benannt nach dem Mathema-
tiker Karl Heinrich Gra¨ffe) gut geeignet, siehe [126, Appendix V] und [52, Sec. III-A].
Neben dieser eindeutigen Auswahl des Polynoms f ergibt sich auch der Vorteil, dass
im Fall eines primitiven Ausgangspolynoms fpr jede Nullstelle des Hensel-Lifts f ein
Erzeuger der Teichmu¨ller-Gruppe T ∗ (s.u.) ist. In der aktuellen Implementierung der
Galois-Ringe in Magma wird leider nicht der Hensel-Lift, sondern der
”
naive” Lift von
Fp[X] nach Zpm [X] benutzt.
13Laut [121] stammt die Idee, Norm-kompatible Polynome zur Darstellung der endlichen Ko¨rper zu
benutzen, von J. H. Conway. Die exakte Definition der Conway-Polynome wurde 1990 von R. A.
Parker in einem Vortrag mit dem Titel Finite fields and Conway polynomials im IBM Scientific




Der Galois-Ring R = GR(pm, r) ist ein lokaler kommutativer Ring. Das eindeutige maxi-
male Ideal ist das Hauptideal Rp. Der zugeho¨rige Restklassenko¨rper R/Rp ist isomorph
zu Fq mit q = pr. Des Weiteren ist R ein Hauptidealring, und sein Idealverband bildet
die Kette
{0} = Rpm ⊂ Rpm−1 ⊂ . . . ⊂ Rp1 ⊂ Rp0 = R.
Aus diesem Grund bezeichnen wir m auch als die Kettenla¨nge von R.
Die Ho¨he h(x) eines Elements x ∈ R ist die gro¨ßte ganze Zahl s ≤ m mit x ∈ Rps.
Es gilt h(x) ∈ {0, . . . ,m}. Zwei Ringelemente haben genau dann dieselbe Ho¨he, wenn
sie assoziiert sind. Das einzige Ringelement von Ho¨he 0 ist das Nullelement, und die
Ringelemente von Ho¨he m sind genau die Einheiten. Die Gro¨ße eines Ideals Rx schreibt
sich unter Zuhilfenahme der Ho¨he als #(Rx) = qm−h(x).
Einheiten und die p-adische Entwicklung
Die Einheitengruppe R∗ = R \Rp hat die Ordnung #R∗ = #R−#(Rp) = qm−1(q− 1).
Weil qm−1 und q − 1 teilerfremd sind und R∗ abelsch ist, gibt es als Hall-Untergruppen
von R∗ genau eine Untergruppe T ∗ der Ordnung q − 1 und genau eine Untergruppe
H der Ordnung qm−1. Die Untergruppe T ∗ ist zyklisch und heißt Teichmu¨ller-Gruppe.
Wa¨hlt man das definierende Polynom f von R als den Hensel-Lift eines primitiven
Polynoms in Fp[X] vom Grad r, so ist X + (f) ein Erzeuger von T ∗. Weiter heißt
T = T ∗ ∪ {0} die Teichmu¨ller-Menge in R. Sie bildet ein multiplikativ abgeschlossenes




i mit Koeffizienten ti ∈ T schreiben. Ein Ideal Rpi
besteht genau aus den Elementen, fu¨r die in der p-adischen Entwicklung alle Koeffizienten
bis einschließlich zum (i− 1)-ten gleich 0 sind.
Weiter ist H = 1 + Rp die Menge der Haupteinheiten (engl. principal units) von R.
Die Untergruppen T ∗ und H sind in R∗ komplementa¨r. Genauer gilt:
Fakt 2.1.3 ([119, Th. 9]) Es gilt R∗ = T ∗ ·H ∼= T ∗ ×H, dabei ist T ∗ ∼= Zpr−1 und
H ∼=
{
Z2 × Z2m−2 × Zr−12m−1 falls p = 2 und m ≥ 3,
Zrpm−1 sonst.
Automorphismen und Galois-Teilringe
Wir definieren den verallgemeinerten Frobenius-Automorphismus von R mit Hilfe der
p-adischen Entwicklung als









Fakt 2.1.4 ([119, Prop. 2]) Die Automorphismengruppe Aut(R) von R ist zyklisch von
Ordnung r und wird vom verallgemeinerten Frobenius-Automorphismus erzeugt.
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Ein Galois-Ring R = GR(pm, r) ist genau dann isomorph zum Teilring eines anderen
Galois-Rings S = GR(c, s), wenn die Charakteristiken u¨bereinstimmen (d.h. c = pm)
und r ein Teiler von s ist. In dieser Situation entha¨lt S genau einen zu R isomorphen
Teilring, welcher in perfekter Analogie zur Galois-Theorie u¨ber endlichen Ko¨rpern aus
den Fixpunkten des Automorphismus φs/r von S besteht. In p-adischer Entwicklung
sind dies alle Elemente, deren Koeffizienten Repra¨sentanten von Elementen in Fqr sind.
Betrachten wir R in S eingebettet, so ist die Teichmu¨ller-Gruppe T ∗ von R eine Unter-
gruppe der Teichmu¨ller-Gruppe U∗ von S, und R ist das Ring-Erzeugnis von T ∗ in S.
Auf diese Weise ist der Galois-Ring S = GR(pm, rk) fu¨r jede positive ganze Zahl
k ein freier R-Modul vom Rang k, so dass wir die Elemente von S mit Vektoren in
Rk identifizieren du¨rfen. Diese Identifikation liefert einen R-Modulisomorphismus Rk ∼=
SR,
14 der die Vektoren in Rk mit einer zusa¨tzlichen multiplikativen Struktur versieht.
Anders als mancherorts behauptet (beispielsweise [119, Prop. 1] oder [109, Lem-
ma XVI.7]) ist im Allgemeinen nicht jeder Teilring eines Galois-Rings selbst wieder
ein Galois-Ring [81]. Beispielsweise bilden im Galois-Ring GR(4, 2) der Ordnung 16 die
Elemente mit der 2-adischen Entwicklung t0 + 2t1 mit t0 ∈ {0, 1}, t1 ∈ T einen Teilring
der Ordnung 8, wa¨hrend der einzige echte Galois-Teilring GR(4, 1) die Ordnung 4 hat.
2.1.3. Gestutzte Witt-Vektoren
Ernst Witt gab 1937 eine Arithmetik an, die der Menge der Folgen (den Witt-Vektoren)
u¨ber einem Ko¨rper K der Charakteristik p eine kommutative Ringstruktur W (K) der
Charakteristik 0 aufpra¨gt [128]. Der Witt-Ring W (Fp) ist isomorph zum Ring der gan-
zen p-adischen Zahlen. Beschra¨nkt man sich auf die ersten m Komponenten der Witt-
Vektoren, so erha¨lt man einen Teilring von W (K), den Ring der gestutzten Witt-Vektoren
Wm(K) der Charakteristik p
m.
Fu¨r uns sind die gestutzten Witt-Vektoren aufgrund der Isomorphie Wm(Fpr) ∼=
GR(pm, r) von Interesse [119, Th. 7]. Ein Isomorphismus GR(pm, r) → Wm bildet ein
Element a ∈ GR(pm, r) im Wesentlichen auf die Koeffizientenfolge seiner p-adischen
Entwicklung ab [67, Th. 11]. In R = Wm(Fpr) ist das Nullelement durch (0, . . . 0) ge-
geben, das Einselement durch (1, 0, . . . , 0) und das Element p durch (0, 1, 0, . . . , 0). Die
Teichmu¨ller-Elemente haben die Form (∗, 0, . . . , 0), und ein Element (α, 0, . . . , 0) ist ge-
nau dann ein Erzeuger der Teichmu¨ller-Gruppe, wenn α ∈ Fpr ein primitives Element
ist. Die Haupteinheiten haben die Form (1, ∗, . . . , ∗). Fu¨r i ∈ {0, . . . ,m} besteht das
Ideal Rpi aus allen Elementen von R, bei denen die ersten i Komponenten gleich 0 sind.
Insbesondere ist ein Element genau dann invertierbar, wenn seine erste Komponente in
Fpr invertierbar ist. Fu¨r einen Teiler s von r besteht der eindeutige zu GR(pm, s) iso-
morphe Teilring von R aus allen Elementen, deren Eintra¨ge im Teilko¨rper Fps von Fpr
liegen.
14Der Index R im Ausdruck SR verdeutlicht, dass in diesem Moment S als ein R-Modul aufgefasst wird.
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Die Arithmetik der Witt-Vektoren ist im Allgemeinen ziemlich kompliziert, weshalb
wir uns hier auf den spa¨ter beno¨tigten Spezialfall p = m = 2 beschra¨nken: Fu¨r a =
(a0, a1),b = (b0, b1) ∈ W2(F2r) ist
a + b = (a0 + b0, a1 + b1 + a0b0) und a · b = (a0b0, a1b20 + b1a20).
Weiter gilt
−a = (a0, a20 + a1) und a−1 = (a−10 , a−40 a1) falls a0 6= 0.
2.1.4. Endlich erzeugte Moduln u¨ber einem Galois-Ring
Im Folgenden werden die wichtigsten Struktursa¨tze fu¨r endlich erzeugte R-Moduln dis-
kutiert. Weil R endlich ist, ist ein R-Modul genau dann endlich erzeugt, wenn er endlich
ist.
So wie die Galois-Ringe als eine Verallgemeinerung sowohl der endlichen Ko¨rper als
auch der ganzzahligen Restklassenringe modulo einer Primzahlpotenz aufgefasst werden
ko¨nnen, ist die Theorie der endlich erzeugten R-Moduln eine Verallgemeinerung sowohl
der Theorie der endlichdimensionalen Vektorra¨ume u¨ber endlichen Ko¨rpern als auch der
Theorie der endlichen abelschen p-Gruppen.15
Die Theorie kann ohne Probleme noch auf die endlichen Kettenringe ausgeweitet wer-
den, siehe hierzu [65, 69]. Mo¨chte man noch allgemeiner u¨ber endlichen Frobenius-Ringen
Codierungstheorie betreiben, so steht man vor dem Problem, dass keine einheitliche Be-
schreibung der endlich erzeugten Moduln bekannt ist.
Partitionen
Unter einer Partition λ verstehen wir eine schwach monoton fallende Folge (λi)i∈N mit
Koeffizienten λi ∈ N,16 in der nur endlich viele Eintra¨ge von Null verschieden sind. Die
Nulleintra¨ge werden bei der Angabe einer Partition u¨blicherweise weggelassen. Besteht
keine Verwechslungsgefahr mit den u¨blichen Potenzen, so wird eine Partition
(a0, . . . , a0︸ ︷︷ ︸
t0 mal
, a1, . . . , a1︸ ︷︷ ︸
t1 mal
, . . .).
auch in Exponentialschreibweise als (at00 a
t1
1 . . .) geschrieben. Auf die Exponentialschreib-
weise du¨rfen die gewohnten Potenzrechenregeln angewendet werden. Beispielsweise be-
schreiben die Ausdru¨cke (413113), (133141), (4 · 3 · 13), (41312013) und (0311413112) alle
die Partition (4, 3, 1, 1, 1).
Die Anzahl der Partitionsglieder ungleich Null heißt La¨nge `(λ) von λ, und das gro¨ßte
Folgenglied λ0 heißt Ho¨he. Weiter heißt die Zahl #λ =
∑
i∈N λi ∈ N das Gewicht von
λ. Die Partitionen vom Gewicht n ∈ N entsprechen genau den Mo¨glichkeiten, die Zahl
n in positive ganzzahlige Summanden zu zerlegen, wobei nicht nach der Reihenfolge der
Summanden unterschieden wird.
15Die endlich erzeugten Moduln u¨ber dem Galois-Ring Zpm sind genau die endlichen abelschen p-
Gruppen vom Exponent ho¨chstens pm.
16In dieser Arbeit ist N = {0, 1, 2, . . .}.
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λ = (4, 3, 1, 1, 1) ←→ λ′ = (5, 2, 2, 1)
Oft ist es gu¨nstig, eine Partition in einem sogenannten Ferrers-Diagramm zu ver-
anschaulichen. Hierzu wird jede Komponente λi von λ als eine Zeile von λi Ka¨stchen
dargestellt, die linksbu¨ndig untereinandergesetzt werden. Das Gewicht #λ ist dann die
Gesamtzahl der Ka¨stchen im Diagramm. Spiegelt man das Ferrers-Diagramm einer Par-
tition λ entlang der Diagonale von links oben nach rechts unten, so entsteht wieder ein
Ferrers-Diagramm, siehe Abbildung 2.1. Die zugeho¨rige Partition wird als die konjugier-
te Partition λ′ von λ bezeichnet. Offenbar ist (λ′)′ = λ und #λ = #λ′. Formal la¨sst sich
λ′ auch definieren als die Partition
(#{j ∈ N | λj > i})i∈N







Fu¨r zwei Partitionen λ und µ schreiben wir λ ≤ µ, wenn λi ≤ µi fu¨r alle i ∈ N gilt.
Damit ist auf der Menge aller Partitionen eine Halbordnung definiert, die sogar einen
distributiven Verband bildet, den sogenannten Young-Verband. Anschaulich bedeutet
λ ≤ µ, dass das Ferrers-Diagramm von λ im Ferrers-Diagramm von µ enthalten ist. Es
ist λ ≤ µ genau dann, wenn λ′ ≤ µ′.
Der konjugierte Umriss
Es gilt folgende Verallgemeinerung des Hauptsatzes u¨ber endliche abelsche Gruppen:
Fakt 2.1.5 ([109, S. 310, Th. XVI.2]) Es sei M ein endlich erzeugter R-Modul. Dann
existiert genau eine Partition λ der Ho¨he ho¨chstens m mit
M ∼= Rpm−λ0 ⊕ . . .⊕Rpm−λ`(λ)−1.
Die Partition λ aus Fakt 2.1.5 heißt Umriss (engl. shape, siehe [64, Def. 2] und [65,
Def. 2.1]) shp(M) von M . Als trennende Invariante auf den endlich erzeugten R-Moduln
ist der Umriss eine direkte Verallgemeinerung des Dimensionsbegriffs der linearen Alge-
bra u¨ber Ko¨rpern. In vielen Fragestellungen erscheint es natu¨rlicher, nicht den Umriss
λ, sondern den konjugierten Umriss cshp(M) = shp(M)′ = λ′ zu betrachten. Ist bei-
spielsweise R ein endlicher Ko¨rper und M ein endlich erzeugter R-Vektorraum, so hat M
14
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genau dann die R-Dimension n, wenn M als R-Modul den konjugierten Umriss (n) der
La¨nge 1 hat. Aus diesem Grund werden wir im Folgenden konsequent den konjugierten
Umriss anstelle des Umrisses benutzen.
Es gilt #M = q# cshp(M) = q# shp(M). Der R-Modul M ist genau dann frei, wenn
cshp(M) = (km) mit k ∈ N gilt. In diesem Fall ist k der Rang von M .


























qi+1−1 falls n ≥ 0
0 falls n < 0
=

0 falls k > n,
1 falls k ∈ {0, n},17
(qn−1)(qn−1−1)·...·(qn−k+1−1)
(q−1)(q2−1)·...·(qk−1) falls k ∈ {1, . . . , n− 1}
den herko¨mmlichen Gauß-Koeffizienten, der im Fall n ≥ 0 die Anzahl der Unterra¨ume
der Dimension k in einem n-dimensionalen Fq-Vektorraum angibt. Fu¨r µ 6≤ λ wird einer






gleich Null, so dass







Auch hier bietet es sich an, natu¨rliche Zahlen a mit der Partition (a) der La¨nge 1 zu
identifizieren, denn fu¨r Partitionen λ = (n) und µ = (k) stimmt der verallgemeinerte
Gauß-Koeffizient mit dem u¨blichen Gauß-Koeffizienten u¨berein.
Bemerkung 2.1.6 Die Definition des verallgemeinerten Gauß-Koeffizienten in [86] weicht
von der obigen insofern ab, als die Eingabepartitionen λ und µ durch ihre konjugier-
ten Partitionen ersetzt wurden. Um die herko¨mmlichen Gauß-Koeffizienten einzubetten,
muss man dann aber n mit der Partition (1n) identifizieren. Die obige Definition wurde
gewa¨hlt, weil zum einen die Identifikation von n mit (n) natu¨rlicher erscheint und man
zum anderen innerhalb der Definition ohne eine
”
Verdrehung” von λ bzw. µ zu λ′ bzw.
µ′ auskommt.
Die vorgenommene Definition der verallgemeinerten Gauß-Koeffizienten wird durch
die folgende Aussage gerechtfertigt:
Fakt 2.1.7 ([65, Th. 2.4]) Seien λ und µ zwei Partitionen. Ein R-Modul vom konju-
gierten Umriss λ entha¨lt genau dann einen Untermodul vom konjugierten Umriss µ,
wenn µ ≤ λ ist. Genauer ist die Anzahl der Untermoduln vom konjugierten Umriss µ







17Im Fall k = 0 steht ein leeres Produkt.
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λ = (4, 3, 1, 1, 1) λ¯ = (5, 5, 5, 3, 2)
Bemerkung 2.1.8
(a) Fu¨r die Galois-Ringe R = Zpm za¨hlt Fakt 2.1.7 genau die Untergruppen vom Typ
µ einer endlichen abelschen p-Gruppe vom Typ λ. Dieses Resultat wurde laut
[15, S. 22] im Jahr 1948 unabha¨ngig voneinander in drei Artikeln publiziert, auf
Englisch [130], auf Franzo¨sisch [33] (durch Mo¨bius-Inversion auf dem Untergrup-
penverband, siehe auch [26]) und auf Russisch [36].
(b) Die den verallgemeinerten Gauß-Koeffizienten zugrundeliegende Fragestellung la¨sst
sich noch verfeinern: Gibt man zusa¨tzlich zu λ und µ noch eine dritte Partition
ν vor, so sei gλµν(q) die Anzahl der Untermoduln N eines endlichen R-Moduls M
vom Umriss λ, fu¨r die shp(N) = µ und shp(M/N) = ν ist. Im Jahr 1959 definierte
Philip Hall diese Zahlen in der Situation von endlichen abelschen p-Gruppen M
und zeigte, dass gλµν ein Polynom in p mit ganzzahligen Koeffizienten ist [51]. Aus
diesem Grund werden die Polynome gλµν heute als Hall-Polynome bezeichnet, tat-
sa¨chlich tauchten diese Polynome samt der zugeho¨rigen Hall-Algebra bereits 1901
bei Ernst Steinitz auf [123]. Als ein Spezialfall der Resultate von [106] gelten diese
Ergebnisse auch fu¨r endlich erzeugte R-Moduln. Insbesondere ist es legitim, in der
obigen Situation die Anzahl gλµν nur mit der Zahl q zu parametrisieren und nicht










, d.h. die Hall-Polynome verfei-
nern die Information der verallgemeinerten Gauß-Koeffizienten. Allerdings sind die
Hall-Polynome deutlich schwieriger explizit zu berechnen als die verallgemeinerten
Gauß-Koeffizienten, siehe z.B. [110].
Sei nun ein freier R-Modul MR vom Rang k fest als Umgebungsraum vorgegeben und
die Graßmann-Varieta¨t G(MR, λ) definiert als die Menge aller Untermoduln von MR








Im Fall λ ≤ (km) definieren wir weiter den komplementa¨ren konjugierten Umriss
λ¯ anschaulich durch dasjenige Ferrers-Diagramm, das – um 180 Grad gedreht – das
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Ferrers-Diagramm von λ zum Ferrers-Diagramm des konjugierten Umrisses (km) des
Umgebungsraum Rk, also zu einem (m× k)-Rechteck erga¨nzt. In Abbildung 2.2 ist ein
Beispiel mit m = 5 und k = 6 zu sehen. Formal ist der komplementa¨re konjugierte
Umriss definiert als
λ¯ = (k − λm−i−1)i∈{0,...,m−1}.
Fu¨r jeden R-Modul M ≤ Rk vom konjugierten Umriss λ hat der Faktormodul Rk/M
den konjugierten Umriss λ¯.
Fu¨r zwei Vektoren x = (x1, . . . , xn),y = (y1, . . . , yn) ∈ Rn ist das Standardskalarpro-
dukt wie u¨blich erkla¨rt als




Fu¨r eine beliebige Teilmenge M ⊆ Rn definieren wir den orthogonalen (auch: dualen)
Untermodul als
M⊥ = {x ∈ Rn | x · y = 0 fu¨r alle y ∈M}.
Man pru¨ft nach, dass M⊥ tatsa¨chlich ein Untermodul von Rm ist.
Fakt 2.1.9 ([64, Th. 3], [65, Th. 3.1]) Sei M ≤ Rn. Es gilt:
(a) cshp(M⊥) = cshp(M).
(b) (M⊥)⊥ = M .
(c) ⊥ induziert einen Verbandsantiautomorphismus auf dem Verband aller Untermo-
duln von Rn. Insbesondere gilt
(U + V )⊥ = U⊥ ∩ V ⊥ und (U ∩ V )⊥ = U⊥ + V ⊥
fu¨r alle Untermoduln U und V von Rn.
Mit Fakt 2.1.7 folgt daraus unmittelbar:
Fakt 2.1.10 ([57, Prop. 1]) Seien λ und µ zwei Partitionen kleiner gleich (km). Ein






Untermoduln von Rk vom konju-
gierten Umriss µ enthalten.
2.2. Lineare Codes u¨ber Galois-Ringen der
Kettenla¨nge 2
Es wird nun ein Abriss u¨ber die Codierungstheorie u¨ber Galois-Ringen der Ketten-
la¨nge 2 gegeben. Die Theorie kann ohne Probleme auf endliche Kettenringe beliebiger
Kettenla¨nge verallgemeinert werden [65, 69], fu¨r die spa¨teren Anwendungen ist die hier
beschriebene Situation jedoch ausreichend. Die traditionelle Codierungstheorie u¨ber end-




Im Folgenden ist immer p eine Primzahl, r eine positive ganze Zahl, q = pr und R der
Galois-Ring GR(p2, r). Weiter seien fu¨r i ∈ {0, 1} Vertretersysteme Ri von R/Rpi mit
0 ∈ Ri vorgegeben. Es gilt stets R0 = {0}, und eine natu¨rliche Wahlmo¨glichkeit fu¨r R1
ist beispielsweise die Teichmu¨ller-Menge von R. Die Ordnung von R ist #R = q2. Das
einzige nichttriviale Ideal Rp hat die Gro¨ße #(Rp) = q.
Definition 2.2.1 Eine Teilmenge C von Rn mit n ∈ N heißt Blockcode der La¨nge n
u¨ber R. Wenn C ein Untermodul des R-Moduls Rn ist, heißt C auch R-linearer Code.
Nach Fakt 2.1.5 wird der Isomorphietyp eines R-lineareren Codes C als R-Modul
durch den konjugierten Umriss cshp(C) = (λ0, λ1) beschrieben. Anstelle von λ0 und λ1
werden hierfu¨r auch gerne die beiden Zahlen k1 = λ1 und k2 = λ0 − λ1 angegeben, d.h.
cshp(C) = (k1 +k2, k1). Es gilt #C = qλ0+λ1 = q2k1+k2 , und C ist als R-Modul genau dann
frei, wenn λ0 = λ1 ist, bzw. dazu a¨quivalent wenn k2 = 0 ist. Das Ferrers-Diagramm von
cshp(C) ist dann ein (2× k1)-Rechteck.
Ein Vektor v ∈ Rn (n ∈ N) u¨ber R heißt torsionsfrei (auch: fett, siehe z.B. [65,
69]), wenn die Abbildung R → Rn, a 7→ av injektiv ist, d.h. wenn wenigstens eine
Komponente von v eine Einheit ist. Andernfalls heißt v Torsionsvektor. Die Menge aller
Torsionsvektoren in Rn ist gegeben durch (Rp)n, und fu¨r v ∈ (Rp)n ist das Ergebnis
der Skalarmultiplikation av mit a ∈ R bereits durch die Restklasse von a mod Rp
bestimmt. Die Multiplikation mit p als Abbildung R→ R ist ein Homomorphismus von
R-Moduln, Kern und Bild der Abbildung ist Rp. Der Homomorphiesatz liefert also einen
Isomorphismus von R-Moduln ϕ : R/Rp → Rp. Durch koordinatenweises Fortsetzen
erhalten wir mit R/Rp ∼= Fq einen Isomorphismus von R-Moduln Fnq → (Rp)n, den wir
wieder mit ϕ bezeichnen, und der den Untermodul (Rp)n aller Torsionsvektoren mit der
Struktur eines Fq-Vektorraums versieht. Insbesondere ist ein R-linearer Code mit k1 = 0
ein Untermodul von (Rp)n und damit als herko¨mmlicher Fq-linearer Code uninteressant.
2.2.1. Generatormatrizen
Sei im Folgenden wieder C ein R-linearer Code vom konjugierten Umriss (k1 + k2, k1).
Der Code C ist der Zeilenraum einer Matrix G ∈ R(k1+k2)×n, in der die oberen k1 Zeilen
torsionsfrei und die unteren k2 Zeilen vom Nullvektor verschiedene Torsionsvektoren
sind. Jede solche Matrix heißt Generatormatrix von C. Die Abbildung Rk1 × Rk21 → C,
x 7→ xG ist eine Bijektion, und x wird Informationsvektor des Codeworts xG genannt.
Ein Code heißt fett (auch: regula¨r, siehe z.B. [16]), wenn die Projektionsabbildung auf
jede Koordinate surjektiv ist. Ein Code ist genau dann fett, wenn eine (und dann jede)
Generatormatrix des Codes ausschließlich aus torsionsfreien Spalten besteht.
Bis auf eine Koordinatenpermutation hat jeder R-lineare Code C eine systematische
Generatormatrix der Bauart (siehe [28, Gleichung (2)] fu¨r R = Z4, [22, Gleichung (1)]
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mit A ∈ Rk1×k21 , B ∈ Rk1×(n−(k1+k2)) und C ∈ Rk2×(n−(k1+k2))1 . Das Symbol Ia bezeichnet
die a× a Einheitsmatrix und 0a×b die a× b Nullmatrix.
Der Nachteil der systematischen Generatormatrix ist jedoch, dass sie den Ausgangs-
code nur bis auf eine Koordinatenpermutation darstellt. Dies ko¨nnte natu¨rlich durch
Ru¨ckpermutation der Koordinaten behoben werden. Aber da es mehrere Mo¨glichkeiten
fu¨r die Ausgangspermutation geben kann, ist die resultierende Matrix dann im Allge-
meinen nicht eindeutig.
Abhilfe schafft bei Codes u¨ber endlichen Ko¨rpern die reduzierte Zeilenstufenform
(engl. row echelon form). Diese kann auf R-lineare Codes verallgemeinert werden:
Definition 2.2.2 Eine Matrix u¨ber R heißt in reduzierter Zeilenstufenform, wenn gilt:
In jeder Zeile i gibt es genau ein Pivot-Element phi mit hi ∈ {0, 1}. Sind i < j zwei
Zeilenindizes, so gilt hi ≤ hj, und im Fall hi = hj steht das Pivot-Element der i-ten
Zeile weiter links als das der j-ten Zeile. Die Eintra¨ge rechts von jedem Pivot-Element
phi liegen in Rphi, die Eintra¨ge links sogar in Rphi+1.18 Die Eintra¨ge ober- und unterhalb
eines Pivot-Elements phi liegen stets in Rhi.
Mit anderen Worten: In der reduzierten Zeilenstufenform gibt es fu¨r ein Pivot-Element
die beiden Mo¨glichkeiten 1 und p. Beim zeilenweisen Durchschreiten der Matrix folgen
zuerst die Pivot-Elemente gleich 1 in aufsteigender Reihenfolge ihrer Spaltenpositionen
aufeinander. Danach folgen die Pivot-Elemente p, wieder in aufsteigender Reihenfolge
ihrer Spaltenpositionen. Ist ein Pivot-Element gleich 1, so ist links davon alles in Rp und
ober- und unterhalb davon alles gleich 0. Ist ein Pivot-Element gleich p, so ist links und
unterhalb davon alles gleich 0, rechts davon alles in Rp und oberhalb davon alles in R1.
(Dass unterhalb alles gleich 0 ist liegt daran, dass in diesen Zeilen nur Pivot-Elemente p
folgen und diese weiter rechts liegen.)
Durch eine Variante des Gauß-Algorithmus und anschließendem Wegstreichen der
Nullzeilen kann jede Matrix u¨ber R mit elementaren Zeilenumformungen effizient in
diese Zeilenstufenform transformiert werden:
Fakt 2.2.3 (vgl. [109, S. 329, Exercise XVI.7] und [40]) Jeder R-lineare Code hat ge-
nau eine Generatormatrix in reduzierter Zeilenstufenform.
Die eindeutige Generatormatrix von C in reduzierter Zeilenstufenform heißt kanonische
Generatormatrix. Eine kanonische Generatormatrix ist bis auf eine Spaltenpermutation
systematisch. Damit ko¨nnen Aussagen u¨ber systematische Generatormatrizen in der Re-
gel durch Umkehrung der Spaltenpermutation auch auf kanonische Generatormatrizen
angewendet werden. Aufgrund der Eindeutigkeit ist die kanonische Generatormatrix her-
vorragend zur Darstellung von Codes in Computeralgebrasystemen geeignet. Das einzige
Computeralgebrasystem mit einer nennenswerten Unterstu¨tzung fu¨r ringlineare Codes
ist momentan Magma [10]. Leider wird dort eine andere, nicht eindeutige Normalform










unterhalb” nur die Eintra¨ge in der gleichen Spalte.
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2. Grundlagen
Beispiel 2.2.4 Als Anwendung der reduzierten Zeilenstufenform u¨berlegen wir uns die
kanonischen Generatormatrizen aller Untermoduln von R3 vom konjugierten Umriss
(2, 1). In der ersten Zeile einer reduzierten Zeilenstufenform muss das Pivot-Element 1
stehen, fu¨r dessen Position es drei Mo¨glichkeiten gibt. Fu¨r die Position des Pivot-
Elements p in der zweiten Zeile verbleiben noch zwei Mo¨glichkeiten. Entsprechend der
6 verschiedenen Positionen der beiden Pivot-Elemente ergeben sich die folgenden Mo¨g-

































Dabei sind genau die q4 Generatormatrizen der ersten Bauart systematisch. Wir erla¨u-
tern exemplarisch fu¨r die dritte Matrix den linken oberen Eintrag x: Weil x links vom
Pivot-Element 1 steht, gilt x ∈ Rp, und weil x oberhalb vom Pivot-Element p steht, gilt
x ∈ R1. Mit Rp ∩R1 = {0} folgt nun x = 0.
Unter Benutzung von Fakt 2.2.3 sehen wir durch Addition der einzelnen Anzahlen,
dass es genau q4 +2q3 +2q2 + q Unterra¨ume von R3 vom konjugierten Umriss (2, 1) gibt.






















= q(q + 1)(q2 + q + 1) = q4 + 2q3 + 2q2 + q.
Bemerkung 2.2.5
(a) Zur Untersuchung von Untergruppen endlicher abelscher Gruppen wurde 1933 von
Birkhoff in [6] eine Matrixnormalform benutzt, fu¨r eine Weiterentwicklung und
u¨bersichtliche Darstellung siehe [15]. Damit ist eine Normalform u¨ber den Galois-
Ringen R = Zpm gegeben.
(b) Im Jahr 1955 wurde von L. E. Fuller eine entsprechende Normalform u¨ber Faktor-
ringen eines kommutativen Hauptidealbereichs nach einem Ideal angegeben [40].
Die Galois-Ringe sind hierin als Spezialfall enthalten. In [109, S. 329, Exerci-
se XVI.7] wurde das Resultat von Fuller fu¨r Galois-Ringe formuliert. In der dorti-
gen Normalform sind die Matrizen stets quadratisch, indem zusa¨tzliche Nullzeilen
durch Pivot-Elemente 0 erlaubt werden. Weiter sind die Zeilen so sortiert, dass
die Pivot-Elemente auf der Diagonale liegen. Unsere Definition wurde dagegen so
gewa¨hlt, dass wie in der systematischen Form zuerst die torsionsfreien Zeilen und
dann die Torsionszeilen aufeinander folgen.
(c) Die diskutierte reduzierte Zeilenstufenform la¨sst sich unmittelbar auf endliche,
nicht zwingend kommutative Kettenringe beliebiger Kettenla¨nge verallgemeinern.
Damit steht auch fu¨r diese allgemeinere Klasse von Codes eine eindeutige und
effizient zu berechnende Generatormatrix zur Verfu¨gung.
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2.2.2. Gewichte, Distanzen und die Gray-Abbildung
Gewichte
Fu¨r einen Vektor c = (c1, . . . , cn) ∈ Rn bezeichne
ai(c) = #{ci | h(ci) = i}
die Anzahl der Komponenten von c der Ho¨he i ∈ {0, 1, 2}. Diese drei Werte werden im
symmetrisierten Gewicht (auch: integral weight [113]; type [64, Def. 5], [65, S. 8])
wsym : R
n → N3, c 7→ (a0(c), a1(c), a2(c))
zusammengefasst. Das Hamming-Gewicht ist wie u¨blich definiert als die Gro¨ße des Tra¨-
gers eines Codeworts, d.h.
wHam : R
n → N, c 7→ a0(c) + a1(c).
Weiter wird das homogene Gewicht definiert als
whom : R
n → N, c 7→ (q − 1)a0(c) + qa1(c).
Fu¨r R = Z4 ist das homogene Gewicht besser unter dem Namen Lee-Gewicht wLee
bekannt.
Bemerkung 2.2.6
(a) Anhand der Definitionen erkennt man, dass das Hamming- und das homogene
Gewicht durch das symmetrisierte Gewicht festgelegt sind. In diesem Sinne ist das
symmetrisierte Gewicht feiner als die anderen beiden Gewichte.
(b) Als eine Verfeinerung des symmetrisierten Gewichts wird gelegentlich das vollsta¨n-
dige Gewicht
Rn → NR, c 7→ (#{i ∈ {1, . . . , n} | ci = x})x∈R
betrachtet. Im Gegensatz zu den oben definierten Gewichten ist das vollsta¨ndi-
ge Gewicht jedoch nicht invariant unter (semi-)linearen Codeisometrien (vgl. Ab-
schnitt 2.2.3). Der Begriff symmetrisiertes Gewicht leitet sich daraus ab, dass es
aus dem vollsta¨ndigen Gewicht durch
”
Symmetrisieren” hervorgeht, indem assozi-
ierte Ringelemente als gleichwertig aufgefasst werden.
(c) Die Idee hinter dem homogenen Gewicht ist, dass sich fu¨r die beiden vom Null-







ergibt [27]. Fordert man weiter whom(0) = 0 und dass whom auf den Klassen von
assoziierten Ringelementen konstant ist, so ist das homogene Gewicht bis auf Ska-
lierung eindeutig festgelegt. In der oben angegebenen Definition wurde die Ska-
lierung so gewa¨hlt, dass sich stets ganzzahlige homogene Gewichte ergeben. Das




Jedes dieser Gewichte w ∈ {wsym, wHam, whom, wLee} hat eine zugeho¨rige Distanzfunktion
(dsym, dHam, dhom oder dLee), die ein Paar (c, c
′) von Codewo¨rtern auf w(c−c′) abbildet.





zusammengefasst. Im Fall des symmetrisierten Gewichts ist dabei X als der Vektor




















gibt der Koeffizient Aω die Anzahl der Codewo¨rter c ∈ C mit w(c) = ω an. Dabei la¨uft
in der Summe ω u¨ber N bzw. im Fall des symmetrisierten Gewichtsza¨hlers u¨ber N3.
Am symmetrisierten Gewichtsza¨hler ko¨nnen einige Parameter des Codes abgelesen
werden: Zum einen ist wsym(C) ein homogenes Polynom, dessen Grad mit der La¨nge n
von C u¨bereinstimmt, und durch die Gleichungen
wsym(C)(1, 1, 1) = #C = qλ0+λ1 , wsym(C)(0, 1, 1) = qλ0
ist der konjugierte Umriss cshp(C) = (λ0, λ1) festgelegt. Weiter gilt
wsym(C)(X,X, 1) = wHam(C), wsym(C)(Xq−1, Xq, 1) = whom(C), wsym(C)(0, 0, 1) = 1.
Der U¨bersichtlichkeit halber werden wir umfangreichere symmetrisierte Gewichtsza¨h-
ler in Form einer Tabelle angeben. Jede Zeile entspricht dabei einem Monom und listet
den zugeho¨rigen Koeffizienten (Spalte
”
#Codewo¨rter”) und die Exponenten der ein-
zelnen Polynomvariablen Xi (Spalte ”
ωi”) auf. Außerdem wird in der Regel fu¨r jedes
symmetrisierte Gewicht ein Bezeichner (Spalte
”




wLee”) mit angegeben, siehe z.B. Tabelle 2.4.1.
In noch gro¨ßeren Fa¨llen wie z.B. in Tabelle 2.4.3 werden diese Eintra¨ge fu¨r jedes einzelne
Monom jeweils zeilenweise untereinander geschrieben.
Fu¨r die drei Distanzen d ∈ {dHam, dhom, dLee} und einen R-linearen Code C wird weiter
die zugeho¨rige Minimaldistanz d(C) definiert als die kleinste Distanz, die zwischen zwei
verschiedenen Codewo¨rtern in C auftritt. Aufgrund der Linearita¨t sind R-lineare Codes
distanzhomogen, d.h. die Zahlen Ai(c) = #{c′ ∈ C | d(c, c′) = i} mit i ∈ N sind von
der Wahl von c ∈ C unabha¨ngig. Insbesondere ist die Minimaldistanz bereits durch das
kleinste positive Gewicht unter den Codewo¨rtern von C gegeben.
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Die Gray-Abbildung
Das Hamming-Gewicht spielt fu¨r R-lineare Codes keine große Rolle. Denn fu¨r jedes
torsionsfreie Codewort c eines R-linearen Codes C mit k1 ≥ 1 gilt pc ∈ C \ {0} und
wHam(c) ≥ wHam(pc), so dass die minimale Hamming-Distanz von C bereits durch den
Teilcode aller Torsionsvektoren bestimmt ist. Dieser hat eine Fq-lineare Struktur.19
Fu¨r die Fehlerkorrektur ist das homogene Gewicht wesentlich besser geeignet. Der
Grund dafu¨r ist die Existenz einer distanzerhaltenden injektiven Abbildung
(Rn, dhom) → (Fqnq , dHam),
der verallgemeinerten Gray-Abbildung.20 Mit der Gray-Abbildung ist es mo¨glich, R-
lineare Codes hoher homogener Minimaldistanz in – im Allgemeinen nichtlineare – Block-
codes der q-fachen La¨nge und derselben minimalen Hamming-Distanz zu u¨bersetzen.
Die wichtigsten Parameter eines R-linearen Codes C sind also seine La¨nge n, seine
Gro¨ße #C und seine homogene Minimaldistanz dhom(C). Diese Parameter werden in der
Notation
(n, #C, dhom(C))R
kompakt zusammengefasst. Wollen wir anstelle der Gro¨ße pra¨ziser den konjugierten Um-
riss von C angeben, so benutzen wir wie fu¨r herko¨mmliche Fq-lineare Codes eckige Klam-
mern, um die R-lineare Struktur herauszustellen.21 Die Parameter von C schreiben sich
dann als
[n, cshp(C), dhom(C)]R.
Durch die Parameter erhalten wir eine Halbordnung auf der Menge der R-linearen Codes:
Ein (n, s, d)R-Code ist hinsichtlich seiner Fehlerkorrektureigenschaften mindestens so gut
wie ein (n′, s′, d′)R-Code, wenn gleichzeitig n ≤ n′, s ≥ s′ und d ≥ d′ erfu¨llt sind. Die
bezu¨glich dieser Halbordnung maximalen Codes sind von besonderem Interesse.
Bemerkung 2.2.7
(a) In [52] wurde eine Isometrie22 φ : (Z4, dLee) → (F22, dHam) angegeben mit der Ab-
bildungsvorschrift
0 7→ (0, 0), 1 7→ (0, 1), 2 7→ (1, 1), 3 7→ (1, 0).
Weil die Werte φ(0), φ(1), φ(2), φ(3) den Raum F22 in der Reihenfolge des bina¨ren
Gray-Codes durchlaufen, wurde die Abbildung φ als Gray map bezeichnet.
19Diesen Fq-linearen Code werden wir weiter unten mit C(2) bezeichnen.
20Der Zusatz
”
verallgemeinert” wird im Folgenden meist weglassen.
21Ein (n, s, d)q-Code C ist ein nicht zwingend linearer Code der La¨nge n, Gro¨ße s und minimaler
Hamming-Distanz d u¨ber einem q-na¨ren Alphabet. Ist C daru¨ber hinaus Fq-linear, so kann wegen
s = qdim(C) die Angabe der Gro¨ße s durch die Fq-Dimension von C ersetzt werden: Der Code C wird
dann auch als [n, dim(C), d]q-Code bezeichnet. Die eckigen Klammern signalisieren also, dass C ein
Fq-linearer Code ist, und dass der zweite Parameter nicht die Gro¨ße, sondern die Dimension von C
angibt.
22 Sind X, Y und Z Mengen mit Abbildungen d : X×X → Z und d′ : Y ×Y → Z, so verstehen wir unter
einer Isometrie φ : (X, d)→ (Y, d′) eine bijektive Abbildung φ : X → Y mit d′(φ(x), φ(x′)) = d(x, x′)
fu¨r alle x, x′ ∈ X. Linearita¨t wird fu¨r eine Isometrie nicht gefordert.
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2. Grundlagen
(b) Das homogene Gewicht wurde in [27] als eine Verallgemeinerung des Lee-Gewichts
auf die Restklassenringe Zk eingefu¨hrt; fu¨r den Fall k = p2 mit p prim findet sich
dort auch eine verallgemeinerte Gray-Abbildung.
(c) Ein in unserer Situation der Galois-Ringe der La¨nge 2 passendes homogenes Ge-
wicht mit zugeho¨riger verallgemeinerter Gray-Abbildung γ∗ wurde in [113] ange-
geben. Die Abbildungsvorschrift von γ∗ la¨sst sich im Wesentlichen so beschreiben:
Wir identifizieren die Elemente von R mit ihrer p-adischen Entwicklung a0 + a1p,
wobei a0 und a1 Elemente der Teichmu¨ller-Menge von R sind, und bezeichnen die
Reduktion von ai modulo p mit a¯i ∈ Fq. Sei
G =
(
b1 b2 . . . bq
1 1 . . . 1
)
,
wobei b1, b2, . . . , bq die Elemente des endlichen Ko¨rpers Fq durchla¨uft. Die Abbil-
dung
(R, dhom)→ (Fqq, dHam), a0 + a1p 7→ (a¯0, a¯1)G
ist eine distanzerhaltende injektive Abbildung. Koordinatenweises Anwenden lie-
fert nun eine verallgemeinerte Gray-Abbildung.
Diese Abbildung kann als Konkatenation mit dem von G erzeugten Fq-linearen
Code – ein MDS-Code mit den Parametern [q, 2, q − 1]q – aufgefasst werden. Weil
dieser Code ein Reed-Solomon-Code ist, wurde γ∗ in [113] Reed-Solomon map ge-
nannt.
(d) Der von G erzeugte Code la¨sst sich auch als q-na¨rer Reed-Muller-Code RMq(1, 1)
erster Ordnung beschreiben.23 Diese Sichtweise erlaubt eine Verallgemeinerung fu¨r
allgemeine Kettenringe beliebiger Kettenla¨nge m: Durch Konkatenation mit dem
Reed-Muller-Code RMq(m− 1, 1) erha¨lt man auf a¨hnliche Weise eine verallgemei-
nerte Gray-Abbildung [49] (siehe [23] fu¨r den Spezialfall der Kettenringe Z2m).
Weitere Verallgemeinerungen des homogenen Gewichts und der Gray-Abbildung
findet man in [73, 50].
(e) Die verallgemeinerte Gray-Abbildung ist genau fu¨r den kleinsten Grundring Z4
eine Isometrie. Fu¨r gro¨ßere Galois-Ringe ist die verallgemeinerte Gray-Abbildung
nicht mehr surjektiv.
(f) Weil die verallgemeinerte Gray-Abbildung distanzerhaltend ist, ist mit einem R-
linearen Code C auch sein Gray-Bild stets distanzhomogen.
BTL- und BTKL-Codes
Unser Ziel wird sein, durch Gray-Bilder R-linearer Codes nichtlineare Blockcodes u¨ber Fq
zu konstruieren, deren Parameter Fq-linear nicht realisierbar sind. Wir nennen einen R-
linearen Code C BTL (better than linear), wenn sein Gray-Bild nachweislich eine ho¨here
23Das Symbol RMq(m, r) bezeichnet den Fq-linearen Reed-Muller-Code der La¨nge qm und der Ordnung
r. Der Code RMq(m, r) hat die Parameter [q
m,m+ 1, qm − qm−r]q.
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Minimaldistanz hat als jeder vergleichbare (d.h. gleiche La¨nge und Gro¨ße) Fq-lineare
Code. Hat das Gray-Bild eine ho¨here Minimaldistanz als jeder bekannte vergleichbare Fq-
lineare Code, so nennen wir den Code C BTKL (better than known linear). Wa¨hrend BTL
eine harte mathematische Eigenschaft eines ringlinearen Codes ist, beschreibt BTKL
lediglich den aktuellen Kenntnisstand: Ein BTKL-Code ist ein Kandidat fu¨r einen BTL-
Code.
Das folgende Beispiel belegt, dass es tatsa¨chlich BTL-Codes gibt:
Beispiel 2.2.8 Der aufgrund seiner relativ kleinen Parameter, seiner Entdeckungsge-
schichte und vieler interessanter Eigenschaften wohl prominenteste ringlineare Code ist
der von der (sowohl systematischen als auch kanonischen) Generatormatrix
1 0 0 0 2 1 1 1
0 1 0 0 1 2 3 1
0 0 1 0 1 1 2 3
0 0 0 1 1 3 1 2

erzeugte Z4-lineare Oktacode O. Der Oktacode hat den symmetrisierten Gewichtsza¨hler
wsym(O) = X82 + 112X40X1X32 + 14X41X42 + 16X80 + 112X40X31X2 +X81
und den Lee-Gewichtsza¨hler
wLee(O) = 1 + 112X6 + 30X8 + 112X10 +X16.
Damit ist der Oktacode ein (8, 28, 6)Z4-Code bzw. genauer ein [8, (4, 4), 6]Z4-Code.
Die minimale Lee-Distanz ist dLee(O) = 6, und das Gray-Bild ist demzufolge ein
bina¨rer (16, 28, 6)2-Code, der Nordstrom-Robinson-Code [114]. Weil ein linearer bina¨rer
[16, 8]F2-Code bestenfalls die Minimaldistanz 5 hat, handelt es sich bei dem Oktacode
um einen BTL-Code.
2.2.3. Lineare und semilineare Isometrien
Dieser Abschnitt hat die strukturerhaltenden Abbildungen von R-linearen Codes zum
Inhalt. Zur Theorie der Gruppenoperationen siehe z.B. [79].
Lineare Isometrien
Zu einem Vektor v ∈ Rn definieren wir die Diagonalmatrix diag(v) ∈ Rn×n mit der
Diagonale v. Weiter definieren wir zu einer Permutation σ ∈ Sn die Permutationsmatrix
Pσ ∈ GL(n,R) als diejenige Matrix, deren Eintrag an der Position (i, j) durch δi,σ(j)
gegeben ist, wobei δ das Kronecker-Delta bezeichnet. Die Abbildung Sn → GL(n,R),
σ 7→ Pσ ist ein Gruppenmonomorphismus.24
Eine Abbildung f : Rn → Rn heißt monomial, wenn es einen Permutationsanteil
σ ∈ Sn und einen Skalierungsanteil v ∈ (R∗)n gibt mit f(c) = diag(v)Pσc fu¨r alle
24Permutationen sind Abbildungen, operieren also von links.
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c ∈ Rn. Permutations- und Skalierungsanteil einer monomialen Abbildung sind eindeu-
tig festgelegt. Die Menge aller monomialen Abbildungen bildet eine zum Kranzprodukt
R∗ o Sn isomorphe Gruppe, die wir die monomiale Gruppe Mon(n,R) auf Rn nennen.
In der Kranzproduktschreibweise entspricht die Sn-Komponente dem Permutationsan-
teil, und die R∗-Komponenten (n Stu¨ck) bilden zusammen den Skalierungsanteil. Die
Gruppenstruktur von R∗ ist durch Fakt 2.1.3 festgelegt. Monomiale Abbildungen sind
linear. Die zugeho¨rigen Abbildungsmatrizen diag(v)Pσ bilden eine die Permutationsma-
trizen umfassende Untergruppe der GL(n,R). In der Codierungstheorie werden Vektoren
meist als Zeilenvektoren aufgefasst; die monomiale Abbildung f schreibt sich dann als
c 7→ cPσ−1 diag(v).
Nach [129, Prop. 6.1] sind die linearen Isometrien (Rn, dHam) → (Rn, dHam) gerade
die monomialen Abbildungen auf Rn, die wir deshalb auch als die linearen Codeisome-
trien auf Rn bezeichnen. Von den Eigenschaften des Hamming-Gewichts wird hierfu¨r
nur beno¨tigt, dass es invariant unter Multiplikation mit Einheiten ist, und dass es ein
Gewicht gibt, das genau von den Vektoren der Bauart λe mit einer Einheit λ ∈ R∗
und einem Einheitsvektor e angenommen wird. Weil diese Eigenschaften auch auf whom
und wsym zutreffen, sind die linearen Codeisometrien auch genau die linearen Isometrien
(Rn, dhom)→ (Rn, dhom) und auch genau die linearen Isometrien (Rn, dsym)→ (Rn, dsym).
Semilineare Isometrien
Weiter definieren wir die semilinearen Codeisometrien auf Rn durch die Menge al-
ler Abbildungen f ◦ ρ, wobei f ∈ Mon(n,R) eine monomiale Abbildung auf Rn ist
und ρ ∈ Aut(R) einen Ringautomorphismus von R bezeichnet, der komponentenwei-
se auf Rn angewendet wird. Auch hier ist der Monomialanteil f und der Automor-
phismenanteil ρ durch die semilineare Abbildung f ◦ ρ eindeutig festgelegt. Die se-
milinearen Codeisometrien bilden eine Gruppe, die die monomialen Abbildungen als
Normalteiler enthalten. Genauer ist die Gruppe der semilinearen Codeisometrien ein
semidirektes Produkt Mon(n,R) oθ Aut(R), wobei der definierende Homomorphismus
θ : Aut(R)→ Aut(Mon(n,R)) gegeben ist durch
θ(ρ) = (c 7→ diag(v)Pσc) 7→ (c 7→ diag(ρ(v))Pσc).
Nach Fakt 2.1.4 bilden die semilinearen Codeisometrien also eine zu (R∗ oSn)oZr isomor-
phe Untergruppe von ΓL(RnR).
25 Mit Hilfe des Hauptsatzes der projektiven Hjelmslev-
Geometrie (siehe Abschnitt 2.3.1) kann man sich u¨berlegen, dass die semilinearen Co-
deisometrien genau die Isometrien (Rn, wHam)→ (Rn, wHam) sind, die Untermoduln von
Rn wieder auf Untermoduln vom gleichen konjugierten Umriss abbilden. Wie zuvor kann
hier anstelle von wHam auch wieder whom oder wsym benutzt werden.
Die Gruppe G der (semi-)linearen Codeisometrien operiert auf Rn und damit auch auf
der Menge der Untermoduln von Rn und partitioniert diese in Bahnen. Zwei R-lineare
25Die semilineare Gruppe ΓL(RnR) besteht aus allen R-semilinearen Abbildungen R
n → Rn, d.h. aus
allen Abbildungen f , fu¨r die ein Automorphismus ρ ∈ Aut(R) existiert mit f(v+w) = f(v) + f(w)
und f(λv) = ρ(λ)f(v) fu¨r alle Vektoren v,w ∈ Rn und alle Skalare λ ∈ R.
26
2.2. Lineare Codes u¨ber Galois-Ringen der Kettenla¨nge 2
Codes heißen nun (semi-)linear isometrisch (auch: isomorph, a¨quivalent), wenn sie unter
der Operation von G in der gleichen Bahn liegen. Sind zwei Codes C und D semilinear
isometrisch, so schreiben wir C ∼= D. Die (semi-)lineare Automorphismengruppe eines
Codes C ist der Stabilisator von C unter der Operation von G.
Isometrische Codes stimmen in vielen codierungstheoretischen Eigenschaften u¨berein,
sie haben beispielsweise dieselben Gewichtsza¨hler. Zur Untersuchung von Isometriefragen
auf Z4-linearen Codes ist der Algorithmus von Thomas Feulner in [39] sehr nu¨tzlich.
Dort wird der Ansatz fu¨r herko¨mmliche lineare Codes aus [38] auf die Situation der
Z4-linearen Codes angepasst. Der Algorithmus berechnet aus einer Generatormatrix die
Automorphismengruppe und eine kanonische Form des davon erzeugten Codes.
2.2.4. Dualita¨t
Der orthogonale Untermodul C⊥ im Sinne von Abschnitt 2.1.4 heißt der duale Code von
C. Hat C den konjugierten Umriss cshp(C) = λ = (λ0, λ1) = (k1 + k2, k1), so hat nach
Fakt 2.1.9(a) der duale Code den konjugierten Umriss cshp(C⊥) = λ¯. In der Schreibweise
cshp(C⊥) = (k⊥1 + k⊥2 , k⊥1 ) gilt k⊥1 = n− (k1 + k2) und k⊥2 = k2.
Ist C der Zeilenraum einer systematischen Generatormatrix wie in Gleichung (2.1), so
ist eine Generatormatrix von C⊥ gegeben durch(
(AC−B)> −C> Ik⊥1−pA> pIk2 0k2×k⊥1
)
. (2.2)
(Siehe [28, Gleichung (3)] fu¨r R = Z4, [22, Gleichung (3)] fu¨r R = Zpm und [115,
Th. 3.10] fu¨r endliche kommutative Kettenringe.) Diese Generatormatrix ist bis auf eine
Permutation der Koordinaten wieder systematisch.
Im Fall C ≤ C⊥ heißt C selbstorthogonal, im Fall C ∼= C⊥ isodual und im Fall C = C⊥
selbstdual. Selbstdualita¨t und Selbstorthogonalita¨t sind im Allgemeinen nicht invariant
unter (semi)-linearen Codeisometrien. Um die Selbstorthogonalita¨t zu erhalten, mu¨ssen
beide Gruppen auf Skalierungsanteile v = (v1, . . . , vn) mit der Eigenschaft v
2
i = 1 fu¨r
alle i ∈ {1, . . . , n} eingeschra¨nkt werden.
Die symmetrisierten Gewichtsza¨hler von C und C⊥ ko¨nnen durch die MacWilliams-
Transformation ineinander umgerechnet werden:




 0 −1 1−q q − 1 1





wsym(C⊥)(X0, X1, X2) = wsym(C)(Y0, Y1, Y2)
wsym(C)(1, 1, 1) .
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Die Variablensubstitution aus Fakt 2.2.9 wird MacWilliams-Transformation genannt.
Bleibt der symmetrisierte Gewichtsza¨hler eines (nicht notwendig linearen) Codes C u¨ber
R unter dieser Transformation unvera¨ndert, so heißt C formal selbstdual. Isoduale Codes
sind stets auch formal selbstdual.
2.2.5. Radikalcode und Torsionscode
Wir betrachten die Multiplikation mit p als eine Abbildung auf C: Sei µC : C → C,
c 7→ pc. Die Abbildung µC ist ein Homomorphismus von R-Moduln, und es gilt
im(µC) ≤ ker(µC) ≤ (Rp)n.
Definition 2.2.10 Sei C ein R-linearer Code. Wir definieren den Radikalcode C(1) und
den Torsionscode C(2) durch
C(1) = ϕ−1(im(µC)) und C(2) = ϕ−1(ker(µC)).
Dabei bezeichnet ϕ : Fnq → (Rp)n den im Zusammenhang mit Torsionsvektoren auf
Seite 18 eingefu¨hrten Isomorphismus von R-Moduln.
Radikal- und Torsionscode sind beide Fq-linear. Der Radikalcode C(1) stimmt mit dem
Bild modulo Rp von C u¨berein, und der Torsionscode C(2) ist das ϕ−1-Bild aller Tor-
sionsvektoren in C. Ist der Code C durch eine systematische Generatormatrix wie in
Gleichung (2.1) gegeben, so erhalten wir systematische Generatormatrizen von C(1) und
C(2) als(
Ik1 A¯ B¯
) ∈ Fk1×nq und ( Ik1 0k1×k2 B¯− A¯C¯0k2×k1 Ik2 C¯
)
∈ F(k1+k2)×nq , (2.3)
wobei fu¨r eine Matrix M u¨ber R die durch eintragsweise Reduktion modulo Rp enste-
hende Matrix u¨ber Fq mit M¯ bezeichnet wird.
Fakt 2.2.11 Sei C ein R-linearer Code und cshp(C) = (λ0, λ1) = (k1 + k2, k1). Es gilt:
(a) dimFq(C(1)) = λ1 = k1 und dimFq(C(2)) = λ0 = k1 + k2.
(b) C(1) ≤ C(2) mit Gleichheit genau dann, wenn C ein freier Code ist.
(c) (C⊥)(1) = (C(2))⊥ und (C⊥)(2) = (C(1))⊥.
(d) Ist C ein selbstorthogonaler Code, so ist auch C(1) selbstorthogonal. Im Fall R = Z4
ist C(1) zusa¨tzlich doppeltgerade, d.h. alle auftretenden Hamming-Gewichte sind
Vielfache von 4.
(e) Ist C ein selbstdualer Code, so ist C(1) = (C(2))⊥ und C(2) = (C(1))⊥.
(f) Es gilt (q − 1)dHam(C(1)) ≤ dhom(C) ≤ qdHam(C(2)).
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Bemerkung 2.2.12
(a) Die Codes C(1) und C(2) wurden fu¨r R = Z4 in [28] eingefu¨hrt. Dort finden sich
alle Aussagen von Fakt 2.2.11 bis auf Teil (c) und Teil (f). In [115] wurde mit den
Codes (C : γi) eine Verallgemeinerung fu¨r allgemeine kommutative Kettenringe
angegeben, die unsere Situation der Galois-Ringe der Kettenla¨nge 2 abdeckt. Die
Codes (C : γi) ha¨ngen eng mit der Ulm-Kaplansky-Reihe zusammen, siehe [69,
Rem. 3.1].
(b) Mit Hilfe unserer Vorarbeiten ist Fakt 2.2.11 nicht schwer zu beweisen: Wir ko¨n-
nen o.E. annehmen, dass C durch eine systematische Generatormatrix wie in Glei-
chung (2.1) erzeugt wird (denn Dualita¨t ist invariant unter Permutationsa¨quiva-
lenz). Die einzelnen Aussagen lassen sich nun ausgehend von den abgeleiteten Ge-
neratormatrizen in den Gleichungen (2.2) und (2.3) leicht nachrechnen.
(c) Ein freier selbstdualer Z4-linearer Code C hat stets eine durch 8 teilbare La¨nge,
denn fu¨r diesen ist nach Fakt 2.2.11 (b), (d) und (e) C(1) = C(2) ein selbstdualer
doppeltgerader F2-linearer Code. Solche F2-linearen Codes werden auch selbstduale
Codes vom Typ II genannt und existieren nur fu¨r durch 8 teilbare La¨ngen.
2.2.6. Modifikationen R-linearer Codes
Punktieren, Verku¨rzen, Residuum
Zu einer Teilmenge I ⊆ {1, . . . , n} bezeichne {I = {1, . . . , n} \ I die komplementa¨re
Koordinatenmenge und piI : R
n → R#I , (c1, . . . , cn) 7→ (ci)i∈I den Restriktionshomo-
morphismus auf die Koordinaten in I.26
Definition 2.2.13 Sei C ein R-linearer Code der La¨nge n und I ⊆ {1, . . . , n}. Der in
I punktierte Code (engl. punctured code) ist gegeben durch PI(C) = pi{I(C), und der in I
verku¨rzte Code (engl. shortened code) ist gegeben durch SI(C) = pi{I(C∩ker(piI)). Weiter
ist zu einem Codewort c ∈ C der residuelle Code in c (engl. residual code) gegeben durch
den in supp(c) punktierten Code resc(C) = Psupp(c)(C).
Fakt 2.2.14 Sei C ein R-linearer Code der La¨nge n und der homogenen Minimaldis-
tanz d.
(a) Sei I ⊆ {1, . . . , n}. Es gilt PI(C)⊥ = SI(C⊥) und SI(C)⊥ = PI(C⊥).
(b) Fu¨r alle a ∈ {1, . . . , n} gilt: Ist d > q, so ist der in a punktierte Code P{a}(C) ein
R-linearer Code mit den Parametern
[n− 1, cshp(C), ≥ d− q]R.
26U¨blicherweise werden die restringierten Codewo¨rter nicht mit der Koordinatenmenge I indiziert,
sondern mit {1, . . . ,#I}.
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(c) Fu¨r alle a ∈ {1, . . . , n} gilt: Der in a verku¨rzte Code S{a}(C) ist ein R-linearer
Code mit den Parametern(
n− 1, #C




(d) Sei c ∈ C ein Codewort mit (q − 1)wHam(c) < d. Dann ist der residuelle Code
resc(C) in c ein R-linearer Code mit den Parametern(
n− wHam(c), #C
#(Rc)




Beweis. Die Teile (b) und (c) sind klar. Teil (d) wurde in [17, Cor. 1] bewiesen.
Konstruktion X
A¨hnlich wie fu¨r herko¨mmliche lineare Codes u¨ber Ko¨rpern (z.B. [108, Ch. 18, §7.1]) la¨sst
sich die Konstruktion X auch fu¨r R-lineare Codes formulieren:
Definition 2.2.15 Seien C1 und C2 zwei R-lineare Codes der La¨nge n mit den homoge-
nen Minimaldistanzen d1 und d2 und C1 ≤ C2. Sei weiter ein R-linearer Hilfscode (engl:
auxiliary code) A von La¨nge na, homogener Minimaldistanz da und konjugiertem Umriss
cshp(A) = cshp(C2/C1) gegeben. Nach Fakt 2.1.5 existiert ein R-Modul-Isomorphismus
ϕ : C2/C1 → A. Wir definieren die Konstruktion X aus C1 ≤ C2 mit dem Hilfscode A als
den R-linearen Code
Cˆ = {(c, ϕ(c + C1)) | c ∈ C2}
der La¨nge n+ na und der Gro¨ße #C2.
Bemerkung 2.2.16
(a) Die Konstruktion X ha¨ngt neben den Codes C1, C2 und A auch vom gewa¨hlten
Isomorphismus ϕ ab. Somit ko¨nnen im Allgemeinen mehrere Isomorphietypen von
Codes als Konstruktion X aus C1 ≤ C2 mit dem Hilfscode A konstruiert werden.
(b) U¨blicherweise wird die Konstruktion X dazu benutzt, um ausgehend von zwei
Codes C1 ≤ C2 von hoher Minimaldistanz d1 bzw. d2 einen weiteren guten Code Cˆ
zu konstruieren. Hierzu sucht man nach einem mo¨glichst kurzen Hilfscode A vom
konjugierten Umriss cshp(C2/C1) und von Minimaldistanz da = d2 − d1. Die Wahl
von ϕ ist dann uninteressant, weil nach Fakt 2.2.17 die Minimaldistanz des Codes
Cˆ bereits festgelegt ist. Aus diesem Grund werden fu¨r die Konstruktion X in der
Regel die Codes C1, C2 und A, aber nicht der Homomorphismus ϕ angegeben.
(c) Tatsa¨chlich ist der durch Konstruktion X entstehende Code Cˆ bereits durch die
R-lineare Abbildung
ρ : C2 → Rna , c 7→ ϕ(c + C1)
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festgelegt. Ausgehend von ρ erha¨lt man C2 als den Definitionsbereich und die an-
deren beiden Codes als C1 = ker(ρ) und A = im(ρ) zuru¨ck. Durch Anwenden
des Homomorphiesatzes auf ρ rekonstruiert man schließlich den Isomorphismus
ϕ : C2/C1 → A.
Fakt 2.2.17 Ein durch Konstruktion X aus C1 ≤ C2 mit dem Hilfscode A gewonnener
Code Cˆ ist ein R-linearer Code mit den Parametern[




wobei min(d1, d2 + da) ≤ dˆ ≤ d1 gilt.
Der Beweis la¨sst sich vo¨llig analog zur Situation von Codes u¨ber endlichen Ko¨rpern
fu¨hren:
Beweis. Weil ϕ eine lineare Abbildung ist, ist Cˆ ein R-linearer Code und als R-Modul iso-
morph zu C2. Die homogene Minimaldistanz von Cˆ kann also als das minimale homogene
Gewicht von Cˆ berechnet werden. Jedes Codewort von Cˆ hat die Form cˆ = (c, ϕ(c+C1))
mit c ∈ C2.
(i) Ist c ∈ C1, so ist ϕ(c + C1) = 0. Wenn c das Nullwort ist, so ist auch cˆ das
Nullwort. Andernfalls ist whom(cˆ) = whom(c) ≥ d1. Fu¨r die Codewo¨rter c ∈ C1 von
minimalem Gewicht gilt whom(cˆ) = d1.
(ii) Ist c /∈ C1, so ist c 6= 0 und ϕ(c + C1) 6= 0 und es folgt
whom(cˆ) = whom(c) + whom(ϕ(c + C1)) ≥ d2 + da.
2.3. Projektive Hjelmslev-Geometrie
Die Hjelmslev-Geometrie geht zuru¨ck auf den Artikel [56] aus dem Jahr 1916, in dem der
da¨nische Mathematiker Johannes Hjelmslev eine
”
Geometrie der Wirklichkeit” vorstell-
te, in der sich zwei verschiedene Geraden in mehreren Punkten schneiden ko¨nnen und
demzufolge die Verbindungsgerade zweier verschiedener Punkte nicht immer eindeutig
ist.
Dieser Abschnitt hat die beno¨tigten Grundlagen der projektiven Hjelmslev-Geometrie
u¨ber Galois-Ringen der Kettenla¨nge 2 zum Inhalt. Wir richten uns dabei nach [65, 69,
71], wo die projektive Hjelmslev-Geometrie allgemeiner u¨ber endlichen Kettenringen
beschrieben wird. Im Folgenden ist wieder p eine Primzahl, r eine positive ganze Zahl,




Sei MR ein freier R-Modul vom Rang k. Der Verband aller Untermoduln von MR wird
mit PHG(MR) bezeichnet und heißt die projektive Hjelmslev-Geometrie der Dimension
k−1 u¨ber R. Bis auf Isomorphie ha¨ngt der Verband PHG(MR) nur von R und dem Rang
k von MR ab. Die freien Untermoduln vom Rang 1 heißen Punkte, diejenigen vom Rang 2
Geraden und diejenigen vom Rang k − 1 Hyperebenen von PHG(MR). Die Menge aller
Punkte, Geraden bzw. Hyperebenen wird mit P = G(MR, (1, 1)), L = G(MR, (2, 2)) bzw.
H = G(MR, (k−1, k−1)) bezeichnet, zur Notation siehe Abschnitt 2.1.4. Wir werden die
geometrische Sprechweise der Inzidenz benutzen, die Inzidenzrelation auf den Objekten
von PHG(MR) ist die Inklusion von Mengen.
Koordinatenvektoren
Nach Fakt 2.1.5 gilt MR ∼= RkR, so dass wir im Folgenden M mit Rk identifizieren du¨rfen.
Sei x ∈ P ein Punkt und H ∈ H eine Hyperebene. Ein Vektor v ∈ Rk mit x = Rv heißt
Koordinatenvektor des Punkts x. Analog dazu heißt ein Vektor v ∈ Rk mit H = v⊥
Koordinatenvektor der Hyperebene H. Offenbar hat jeder Punkt und jede Hyperebene
genau #R∗ = q(q − 1) Koordinatenvektoren, und wenn v ein Koordinatenvektor eines
Punkts oder einer Hyperebene ist, so ist die Menge aller Koordinatenvektoren durch
R∗v gegeben. Die als Koordinatenvektoren eines Punkts oder einer Hyperebene auftre-
tenden Vektoren sind genau die torsionsfreien Vektoren in Rk. Jedem Punkt x und jeder
Hyperebene H wird willku¨rlich ein fest gewa¨hlter Koordinatenvektor κ(x) bzw. κ(H)
zugewiesen. Beispielsweise kann man unter den mo¨glichen Koordinatenvektoren immer
denjenigen Vektor auswa¨hlen, dessen erster invertierbarer Eintrag gleich 1 ist.
Multimengen
Wie u¨blich ist eine Multimenge M u¨ber einer endlichen Grundmenge X eine Abbildung
X → N, die jedem Element x ∈ X eine Vielfachheit (auch Multiplizita¨t) M(x) zuordnet.
Die Multiplizita¨t M(x) gibt an, wie oft die Multimenge M das Element x entha¨lt. Die
Ma¨chtigkeit #M =
∑
x∈XM(x) ist die Anzahl der Elemente von M, die entsprechend
ihrer Vielfachheit geza¨hlt werden. Weiter bezeichnen wir die Menge {x ∈ X |M(x) 6= 0}
als den Tra¨ger von M. Ist S ⊆ X, so ko¨nnen wir S durch die charakteristische Funktion
χS : X → N, x 7→
{
1 falls x ∈ X,
0 falls x /∈ X
auch als eine Multimenge auf X auffassen.
Kollineationen
Ein Verbandsisomorphismus zwischen zwei Hjelmslev-Geometrien wird auch als Kolli-
neation bezeichnet; die beiden Geometrien heißen dann isomorph. Aus der Diskussion in
Abschnitt 2.3.2 geht hervor, dass eine Kollineation bereits durch die Bilder der Punkte
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festgelegt ist. Deshalb du¨rfen wir eine Kollineation zwischen zwei Hjelmslev-Geometrien
auch als eine Abbildung zwischen den beiden zugeho¨rigen Punktmengen auffassen.
Die Gruppe der Verbandsautomorphismen von PHG(MR) heißt auch Kollineations-
gruppe von PHG(MR). In perfekter Analogie zu den herko¨mmlichen desargueschen pro-
jektiven Geometrien ist nach dem Hauptsatz der projektiven Hjelmslev-Geometrie [96]
die Kollineationsgruppe von PHG(MR) durch die Gruppe PΓL(k,R) gegeben.
Die Operation der Kollineationsgruppe von PHG(MR) induziert einen Isomorphiebe-
griff auf den Multimengen von Punkten in PHG(MR): Zwei Multimengen k und k
′ von
Punkten heißen isomorph, wenn sie in derselben Bahn unter dieser Gruppenoperation
liegen, d.h. wenn eine Kollineation f : P → P existiert mit k ◦ f = k′. In diesem Fall
schreiben wir k ∼= k′. Der Stabilisator von k unter der Operation der Kollineationsgruppe
wird als die Kollineationsgruppe oder Automorphismengruppe von k bezeichnet.
Der zu PHG(MR) duale Verband ist die duale Hjelmslev-Geometrie. Beim U¨bergang
zur dualen Geometrie wird die Rolle der Punkte und Hyperebenen vertauscht. Nach
Fakt 2.1.9(c) sind PHG(MR) und die zu PHG(MR) duale Hjelmslev-Geometrie isomorph.
Teilra¨ume
Ein Untermodul U von MR ist genau dann mit mindestens einem Punkt inzident, wenn
cshp(U)1 6= 0 ist. In dieser Situation ist U durch die Menge kU der mit U inzidenten
Punkte eindeutig festgelegt, so dass wir U mit kU identifizieren du¨rfen. Die Punktmenge
kU heißt dann Teilraum von PHG(MR) vom konjugierten Umriss cshp(kU) = cshp(U).
Ist U ein freier Modul, so heißt kU auch Hjelmslev-Teilraum. Punkte, Geraden und Hyper-
ebenen sind Hjelmslev-Teilra¨ume von PHG(MR) vom konjugierten Umriss (1, 1), (2, 2)
bzw. (k − 1, k − 1). Der Spann einer Multimenge k von Punkten in PHG(MR) ist der
kleinste Teilraum von PHG(MR), der alle Punkte aus dem Tra¨ger von k entha¨lt.
Nachbarn
Anders als in der herko¨mmlichen projektiven Geometrie kann es in PHG(Rk) passieren,
dass zwei verschiedene Punkte durch mehr als eine Gerade verbunden sind. In diesem
Fall heißen die beiden Punkte Nachbarn. Auf duale Weise erhalten wir auch einen Nach-
barschaftsbegriff auf den Hyperebenen. Fu¨r zwei Koordinatenvektoren v und w ∈ Rk
sind die beiden Punkte Rv und Rw genau dann Nachbarn, wenn die beiden Hyperebenen
v⊥ und w⊥ Nachbarn sind. Dies ist genau dann der Fall, wenn p(v −w) = 0 ist.
Damit erkennt man, dass die Nachbarrelation eine A¨quivalenzrelation ist, welche die
Punktmenge P in Punktklassen und die Menge der Hyperebenen H in Hyperebenenklas-
sen partitioniert. Die Punktklasse eines Punkts x werden wir mit [x] und die Hyper-
ebenenklasse einer Hyperebene H mit [H] bezeichnen. Punkt- und Hyperebenenklas-
sen27 sind Teilra¨ume von PHG(Rk) vom konjugierten Umriss cshp([x]) = (k, 1) bzw.
cshp([H]) = (k, k − 1). Weiter heißt der Punkt x Nachbar der Hyperebene H, wenn H
27An dieser Stelle identifizieren wir wie u¨blich [H] mit der Menge aller Punkte, die in irgendeiner
Hyperebene in [H] enthalten sind.
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einen zu x benachbarten Punkt entha¨lt oder dazu a¨quivalent, wenn [x] in [H] enthalten
ist.
Affine Hjelmslev-Geometrie
Fu¨r einen Untermodul U von MR und v ∈ MR heißt A = v + U ein affiner Teilraum
von Rk. In dieser Darstellung ist der Untermodul U eindeutig festgelegt. Der konjugierte
Umriss cshp(A) von A ist definiert als der konjugierte Umriss von U . Betrachtet man den
Verband aller affinen Teilra¨ume von MR, so gelangt man zur affinen Hjelmslev-Geometrie
AHG(MR). Die Punkte der affinen Hjelmslev-Geometrie sind die affinen Unterra¨ume
vom konjugierten Umriss () = (0, 0), d.h. jeder Punkt hat die Form {v} und kann mit
seinem affinen Koordinatenvektor v identifiziert werden. Die Geraden von AHG(MR)
sind die affinen Unterra¨ume vom konjugierten Umriss (1, 1) und die Hyperebenen die
affinen Unterra¨ume vom konjugierten Umriss (k − 1, k − 1).
Wie in der herko¨mmlichen projektiven Geometrie kann AHG(Rk) in PHG(Rk+1) ein-
gebettet werden: Die durch v 7→ R(1,v) induzierte Standardeinbettung AHG(Rk) →
PHG(Rk+1) ist injektiv und inzidenzerhaltend. Das Bild eines affinen Teilraums von Rk
vom konjugierten Umriss (λ0, λ1) ist ein Untermodul von R
k+1 vom konjugierten Umriss
(λ0 + 1, λ1 + 1). Insbesondere werden Punkte auf Punkte, Geraden auf Geraden und Hy-
perebenen auf Hyperebenen abgebildet. Das Bild der Punktmenge von AHG(Rk) ist das
Komplement der unendlich fernen Hyperebenenklasse (p, 0, . . . , 0)⊥ in der Punktmenge
von PHG(Rk+1).
2.3.2. Punkt-Geraden-Inzidenzen
Wir haben uns bei der obigen Definition zweckma¨ßigerweise auf Hjelmslev-Geometrien
beschra¨nkt, die u¨ber Galois-Ringen koordinatisierbar sind. Allgemeiner werden Hjelms-
lev-Geometrien synthetisch u¨ber Axiome an die Punkt-Geraden-Inzidenzen definiert;
siehe z.B. [93, 2, 97] sowie [104] fu¨r affine Hjelmslev-Ebenen.
Tatsa¨chlich reicht in unserer Situation der projektiven Hjelmslev-Geometrien u¨ber ei-
nem Galois-Ring der La¨nge 2 die Inzidenzrelation I ⊆ P ×L zwischen der Punktmenge
P und der Geradenmenge L aus, um den Untermodulverband von MR schrittweise zu re-
konstruieren: Man u¨berpru¨ft, dass die folgenden inzidenzgeometrischen Beschreibungen
gelten:
 Eine Punktmenge k ist ein Hjelmslev-Teilraum genau dann, wenn k fu¨r alle x, y ∈ k
auch eine Verbindungsgerade von x und y entha¨lt. Weiter ist k ein Teilraum genau
dann, wenn fu¨r alle x, y ∈ k der Schnitt aller Verbindungsgeraden von x und y in
k enthalten ist.
 Der Spann von k ist der Schnitt aller k umfassenden Teilra¨ume von PHG(MR).
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28In [65, 69, 71] wird der Spann (engl. closure, hull) als der Schnitt aller k umfassenden Hjelmslev -




 Den konjugierten Umriss cshp(k) = (λ0, λ1) eines Hjelmslev-Teilraums k erha¨lt man
wie folgt: Die Zahl λ0 ist die minimale Ma¨chtigkeit einer k aufspannenden Teilmenge
von k. Fu¨r Hjelmslev-Teilra¨ume ist wegen λ1 = λ0 der konjugierte Umriss damit
bereits festgelegt. Fu¨r allgemeine Teilra¨ume erha¨lt man λ1 als den gro¨ßtmo¨glichen
konjugierten Umriss (λ1, λ1) eines in k enthaltenen Hjelmslev-Teilraums.
Auf diese Weise liefern die Punkt-Geraden-Inzidenzen alle Untermoduln von MR, fu¨r die
der zugeho¨rige Teilraum mindestens einen Punkt entha¨lt, also alle Untermoduln vom
konjugierten Umriss (λ0, λ1) mit λ1 6= 0. Da ⊥ eine inklusionsumkehrende Bijektion auf
dem Untermodulverband ist, ko¨nnen weiter die Untermoduln vom konjugierten Umriss
(λ0, 0) mit λ0 ∈ {0, . . . , k − 1} samt der zugeho¨rigen Inklusionsbeziehungen aus den be-
reits beschriebenen Untermoduln vom konjugierten Umriss (k, k−λ0) abgeleitet werden.
Vom letzten verbleibenden konjugierten Umriss (k, 0) gibt es genau einen Untermodul
U , dessen Inklusionsbeziehung zu einem weiteren Untermodul N bereits durch cshp(N)
festgelegt ist. Damit ist die Rekonstruktion des Untermodulverbands vollsta¨ndig.
Mit dieser Argumentation sehen wir auch, dass ein Verbandsisomorphismus zwischen
zwei Hjelmslev-Geometrien bereits durch die Bilder der Punkte festgelegt ist und dass
eine Bijektion zwischen zwei Hjelmslev-Geometrien bereits dann einen Verbandsisomor-
phismus induziert, wenn sie die Punkt-Geraden-Inzidenzen erha¨lt. Der in Abschnitt 2.3.1
erkla¨rte Kollineationsbegriff stimmt also mit dem in der synthetischen Geometrie u¨bli-
chen Kollineationsbegriff u¨berein.
2.3.3. Inzidenzanzahlen
Mit Hilfe von Fakt 2.1.7 lassen sich viele Inzidenzanzahlen leicht berechnen. In unserer
Situation der Kettenla¨nge 2 treten nur konjugierte Umrisse der La¨nge 2 auf. Fu¨r diese
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Punkte bzw. Hyperebenen. Weiter entha¨lt jede Hyperebene genau[









Punkte und dual dazu geht durch jeden Punkt dieselbe Anzahl an Hyperebenen. Die
Anzahl der Punkte in einer Hyperebenenklasse ist[




= qk−1 · q
k−1 − 1
q − 1 .
Damit erhalten wir eine Besta¨tigung fu¨r die Anzahl der Punkte in affinen Hjelmslev-
Geometrien, denn das Komplement einer Hyperebenenklasse ist das Bild von AHG(Rk−1)
unter der Standardeinbettung und entha¨lt genau
qk−1 · q
k − 1
q − 1 − q
k−1 · q
k−1 − 1
q − 1 = q
2(k−1)
Punkte.
2.3.4. Verbindung zur Codierungstheorie
Sei C ein fetter R-linearer Code, der frei vom Rang k ist. Dann bestehen die Spalten
einer Generatormatrix G ausschließlich aus torsionsfreien Vektoren. Die Spalten sind
also Koordinatenvektoren von Punkten in PHG(Rk), und die auf diese Art definierte
Multimenge von Punkten wird mit pts(C) bezeichnet. Bis auf das Anwenden einer Kol-
lineation ist diese Definition unabha¨ngig von der Wahl der Generatormatrix G. Weil C
frei ist, ist der Spann von pts(C) die gesamte Geometrie PHG(Rk).
Sei nun umgekehrt k eine Multimenge von Punkten in PHG(Rk), welche die volle
Geometrie PHG(Rk) aufspannt. Durch spaltenweises Eintragen (entsprechend der Viel-
fachheit in k) von Koordinatenvektoren der Punkte in k erhalten wir eine (k×#k)-Matrix
G u¨ber R. Der von k erzeugte R-lineare Code cde(k) ist nun der Zeilenraum von G. Er
ist ein fetter Code, der frei ist vom Rang k. Bis auf lineare A¨quivalenz von Codes ist
diese Definition unabha¨ngig von der Wahl der Koordinatenvektoren und der Reihenfolge
der Spalten in G.
Diese beiden Zuweisungen sind im folgenden Sinne zueinander invers: Fu¨r alle Mul-
timengen von Punkten k in PHG(Rk), welche die volle Geometrie aufspannen, gilt die
Isomorphie
pts(cde(k)) ∼= k,




Sei nun k eine Multimenge von Punkten in PHG(Rk). Fu¨r S ⊆ P setzen wir k(S) =∑
x∈S k(x). Insbesondere ist dann #k = k(P).
Fu¨r eine Hyperebene H bezeichne
a2(H) = k(H), a1(H) = k([H] \H), a0(H) = k(P \ [H]).
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Es ist also a2(H) die Anzahl der auf H liegenden Punkte in k, a1(H) die Anzahl der
zu H benachbart, aber nicht auf H liegenden Punkte von k und a0(H) die Anzahl der
Punkte in k, die von H
”
weit entfernt” (d.h. nicht benachbart) sind. Dabei wird jeder
Punkt entsprechend seiner Vielfachheit in k geza¨hlt. Wir nennen
ak(H) = (a0(H), a1(H), a2(H)) ∈ N3
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gibt ein Koeffizient Aω die Anzahl der Hyperebenen vom k-Typ ω in PHG(R
k) an. Wie
bei den Gewichtsza¨hlern werden wir Spektren meist in Form einer Tabelle angeben.
Aus geometrischer Sicht entsprechen die Codewo¨rter des Codes C den Hyperebenen
in PHG(Rk). Pra¨ziser zeigt fu¨r torsionsfreie Vektoren x ∈ Rn die Gleichung
wsym(xG) = apts(C)(x⊥),
dass eine Hyperebene H den q(q − 1) Codewo¨rtern xG entspricht, deren Informati-
onsvektoren x Koordinatenvektoren von H sind. Ist weiter x 6= 0 ein Torsionsvektor,
dann ist x = py mit einem torsionsfreien Vektor y und wsym(xG) = (0, ω0, ω1 + ω2) mit
(ω0, ω1, ω2) = apts(C)(y⊥). Daran erkennen wir, dass das Spektrum von k das geometrische
Gegenstu¨ck des symmetrisierten Gewichtsza¨hlers von C ist:
Fakt 2.3.1 ([65, Th. 5.2], [69, Th. 5.2])
(a) Sei C ein fetter R-linearer Code, der frei vom Rang k ist. Dann spannt pts(C) die
volle Geometrie PHG(Rk) auf. Das Spektrum von pts(C) ist gegeben durch
spec(pts(C)) = 1
q(q − 1)f,
wobei f die Summe aller durch X0 teilbaren Terme in wsym(C) bezeichnet.
(b) Sei k eine Multimenge von Punkten in PHG(Rk), welche die volle Geometrie auf-
spannt. Dann ist der Code cde(k) fett und frei vom Rang k. Der symmetrisierte
Gewichtsza¨hler von cde(k) ist gegeben durch
wsym(cde(k)) = X
n






Geometrische Interpretation von Codemodifikationen
Sei k eine Multimenge von Punkten in PHG(Rk), die die volle Geometrie aufspannt. Fu¨r
den Code cde(k) lassen sich die Modifikationen aus Abschnitt 2.2.6 wie folgt interpretie-
ren:
 Punktieren: Sei x ein Punkt im Tra¨ger von k. Sei i eine zu x geho¨rende Koordi-
nate von cde(k). Wenn auch k − χ{x} noch die volle Geometrie aufspannt, so ist
P{i}(cde(k)) ∼= cde(k−χ{x}), d.h. das Punktieren von cde(k) in der zu x geho¨renden
Koordinate entspricht dem Reduzieren der Vielfachheit von x in k um 1.
 Verku¨rzen: Sei wieder x ein Punkt im Tra¨ger von k und i eine zu x geho¨rende
Koordinate von cde(k). Die Projektionsabbildung PHG(Rk)→ PHG(Rk/x), U 7→
U +x ist surjektiv und inzidenzerhaltend. Auf diese Weise entsprechen die Punkte
von PHG(Rk/x) eindeutig den mit x inzidenten Geraden in PHG(Rk). Wenn der
Tra¨ger von k−χ{x} keinen zu x benachbarten Punkt entha¨lt (insbesondere darf x in
k nur mit Multiplizita¨t 1 enthalten sein), so sei kx die Multimenge in PHG(R
k/x),
die durch Zentralprojektion von k auf x entsteht. Dabei werden alle Punkte in k, die
auf derselben Geraden L durch x liegen, zu einem Punkt x + L in PHG(Rk/x) ∼=
PHG(Rk−1) zusammengefasst. Die Vielfachheit dieses Punkts in kx ist die Summe
der Vielfachheiten aller zusammengefassten Punkte in k. Dann ist #kx = #k−1 und
es gilt S{i}(cde(k)) ∼= cde(kx), d.h. das Verku¨rzen von cde(k) in der zu x geho¨renden
Koordinate entspricht der Zentralprojektion von k auf x.
 Residuum: Sei nun H = y⊥ eine Hyperebene und c = yG ein zugeho¨riges Co-
dewort in cde(k). Wir fassen die auf H liegenden Punkte von k als eine Multi-
menge in PHG(Rk−1) auf. Ist die Voraussetzung von Fakt 2.2.14(d) erfu¨llt, d.h.
(q − 1)wHam(c) < dhom(cde(k)), so spannt kH die volle Geometrie PHG(Rk−1) auf
und es gilt cde(kH) ∼= resc(cde(k)). Der U¨bergang von cde(k) zum residuellen Code
in c entspricht also dem Einschra¨nken von k auf die zu c geho¨rende Hyperebene.
Arcs
Ist k eine Multimenge von Punkten in PHG(MR), so ist k ein u-Arc (auch: (#k, u)-Arc),
wenn jede Hyperebene von PHG(MR) ho¨chstens u Punkte aus k entha¨lt
29 und die Zahl u
minimal ist mit dieser Eigenschaft (d.h. es existiert eine Hyperebene, die genau u Punkte
aus k entha¨lt).
Die Existenz eines herko¨mmlichen Fq-linearen [n, k, d]Fq -Codes ist a¨quivalent zur Exis-
tenz eines (n, n−d)-Arcs in der projektiven Geometrie PG(Fkq) der Dimension k−1 u¨ber
Fq. Dementsprechend ist man daran interessiert, zu einer vorgegebenen Zahl u einen
mo¨glichst großen u-Arc in PG(Fkq) zu finden.
Fu¨r R-lineare Codes gibt es keine direkte Entsprechung zwischen großen Arcs und
Codes hoher homogener Minimaldistanz. Die Suche nach großen Arcs bildet eine separate
Fragestellung, die intensiv untersucht wurde. Ergebnisse finden sich beispielsweise in [55,
29Auch hier werden die Punkte in k wieder entsprechend ihrer Vielfachheit geza¨hlt.
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103, 66, 67, 82, 60, 85, 83, 102, 63, 84, 7, 62, 61]. Eine verwandte Fragestellung ist die
Suche nach Punktmengen mit nur 2 Schnittzahlen (engl. two-intersection set), siehe
[94, 59]. Die Suche nach großen Arcs ist jedoch auch fu¨r die Codierungstheorie u¨ber
R relevant. Denn zum einen liefern große Arcs mit wenigen Schnittzahlen oder vielen
Symmetrien ha¨ufig auch gute Codes, und zum anderen tra¨gt die Untersuchung von
großen Arcs zu einem besseren Versta¨ndnis der Kombinatorik der projektiven Hjelmslev-
Geometrien bei, das der Analyse und Konstruktion R-linearer Codes zugutekommt.
2.4. Beispiele R-linearer Codes
Es sei wieder R = GR(p2, r) ein Galois-Ring der Kettenla¨nge 2 und q = pr.
2.4.1. Simplex-Codes
Dieser Abschnitt folgt [65, Sec. 6.1], wo die R-linearen Simplex-Codes eingefu¨hrt wurden.
Sei im Folgenden P die Punktmenge der Hjelmslev-Geometrie PHG(Rk) mit k ≥ 2. Wir
berechnen das Spektrum von P : Mit den Anzahlen aus Abschnitt 2.3.3 sehen wir, dass
es in PHG(Rk) genau qk−1 · qk−1
q−1 Hyperebenen gibt, und dass jede Hyperebene H genau
qk−2 · qk−1−1
q−1 Punkte von P entha¨lt. Weiter liegen genau
qk−1 · q
k−1 − 1
q − 1 − q
k−2 · q
k−1 − 1
q − 1 = q
k−2(qk−1 − 1)
Punkte aus P benachbart, aber nicht innerhalb von H, und die verbleibenden q2(k−1)
Punkte der Geometrie liegen nicht benachbart zu H. Somit ergibt sich
spec(P) = qk−1 · q
k − 1








Der k-dimensionale Simplex-Code u¨ber R ist nun definiert als Sim(k,R) = cde(P). Die
Punktmenge P spannt offensichtlich die komplette Geometrie auf. So ist Sim(k,R) ein
freier, fetter R-linearer Code vom Rang k. Weil Sim(k,R) ein freier Code ist, stimmen
Torsions- und Radikalcode u¨berein, und es ergibt sich die qk−1-fache Wiederholung des
herko¨mmlichen Simplex-Codes Sim(k,Fq).
Mit Hilfe von Fakt 2.3.1 berechnen wir die Parameter:
Fakt 2.4.1 ([65, Sec. 6.1])
(a) Der Simplex-Code Sim(k,R) hat die Parameter[
qk−1 · q
k − 1





Tabelle 2.4.1 zeigt den symmetrisierten Gewichtsza¨hler von Sim(k,R).
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Tabelle 2.4.1.: Symmetrisierter Gewichtsza¨hler des Simplex-Code Sim(k,R)
Typ #Codewo¨rter ω0 ω1 ω2 whom
S qk(qk − 1) q2(k−1) qk−2(qk−1 − 1) qk−2 · qk−1−1
q−1 q
2k−1 − qk−1
pS qk − 1 0 q2(k−1) qk−1 · qk−1−1
q−1 q
2k−1
0 1 0 0 qk−1 · qk−1
q−1 0
(b) Das Gray-Bild von Sim(k,R) hat die Parameter(
qk · q
k − 1
q − 1 , q




1 + qk(qk − 1)Xq2k−1−qk−1 + (qk − 1)Xq2k−1.
Bemerkung 2.4.2
(a) Das Gray-Bild von Sim(k,R) hat hervorragende Parameter, als Fq-linearer Code
wa¨re es Griesmer-optimal. Andererseits ist Sim(k,R) kein BTL-Code, denn mit
den MacDonald-Codes aus [116] existiert stets ein Fq-linearer Code mit denselben
Parametern.30 Als eine weitere Konstruktionsmo¨glichkeit kann man die Simplex-
Konstruktion u¨ber dem Kettenring Fq[X]/(X2) durchfu¨hren; die verallgemeinerten
Gray-Bilder solcher Codes sind stets linear. Tatsa¨chlich sind alle linearen Codes mit
den entsprechenden Parametern zu den MacDonald-Codes isomorph [124, Th. 2.1].
Ein kurzer Beweis u¨ber geometrisches Dualisieren findet sich in [35, Prop. 5]. Zur
Darstellung allgemeinerer MacDonald-Codes u¨ber endlichen Kettenringen siehe
[64, Th. 11] und [65, Th. 6.1].
(b) Das Beispiel der Simplex-Codes belegt, dass die Konstruktionsmethode
”
Gray-
Bilder R-linearer Codes” – unabha¨ngig vom Parameter q – prinzipiell in der Lage
ist, sehr gute Blockcodes zu generieren.
2.4.2. Teichmu¨ller-Codes und Kerdock-Codes
Es sei p = 2. Wir betrachten die Ringerweiterung R = GR(4, r) ⊆ S = GR(4, rk) mit
k ≥ 3 ungerade. Fu¨r die Teichmu¨ller-Gruppen U∗ von R und T ∗ von S gilt U∗ ≤ T ∗
und [T ∗ : U∗] = (qk − 1)/(q − 1). Vermo¨ge der R-Modul-Isomorphie S ∼= Rk ko¨nnen
wir ein Vertretersystem von T ∗/U∗ als eine Menge von (qk − 1)/(q − 1) Vektoren in
Rk auffassen. Weil alle solchen Elemente in S∗ liegen, hat jeder dieser Vektoren min-
destens einen invertierbaren Eintrag, d.h. jeder Vektor ist der Koordinatenvektor eines
30Die Codes werden in [116] auf Seite 108 mit Mm bezeichnet. Die dortigen Parameter k und m mu¨ssen
in unserer Schreibweise auf 2k und k gesetzt werden. Fu¨r den bina¨ren Fall q = 2 wurden die Codes
bereits in [107] als Type 13 -Codes eingefu¨hrt.
40
2.4. Beispiele R-linearer Codes
Punkts in PHG(Rk). Die durch diese Koordinatenvektoren gegebene Punktmenge heißt
Teichmu¨ller-Punktmenge Tq,k. Da je zwei Vektoren in derselben Nebenklasse von T
∗/U∗
denselben Punkt beschreiben, ist Tq,k unabha¨ngig von der Wahl des Vertretersystems.
Betrachtet man die Teichmu¨ller-Menge T = T ∗ ∪ {0} als eine Menge von qk affinen
Koordinatenvektoren, so erha¨lt man eine Teilmenge der Punktmenge von AHG(Rk). Das
Bild dieser Punktmenge in PHG(Rk+1) unter der Standardeinbettung heißt Kerdock-
Punktmenge Kq,k+1.
Sowohl Tq,k als auch Kq,k+1 spannen jeweils die komplette Punktmenge der Umge-
bungsgeometrie PHG(Rk) bzw. PHG(Rk+1) auf. Die erzeugten Codes Tq,k = cde(Tq,k)
und Kq,k = cde(Kq,k) heißen Teichmu¨ller-Codes bzw. Kerdock-Codes.
Bemerkung 2.4.3
(a) Der Name Teichmu¨ller-Punktmenge (Teichmu¨ller set) stammt aus [55, 68], [59,
Ex. II.3]. Sie enthalten mit Tq,3 die Hyperovale aus [67] als Spezialfall. Der nahelie-
gende Bezeichner Teichmu¨ller-Codes fu¨r die erzeugten Codes wurde in [91, 92] ein-
gefu¨hrt. Die Teichmu¨ller-Codes fassen die verku¨rzten Z4-linearen Kerdock-Codes
(q = 2) und die von den Hyperovalen in [67] kommenden Codes (k = 3) in einer all-
gemeineren Codeklasse zusammen. Das Spektrum der Teichmu¨ller-Punktmengen
und der symmetrisierte Gewichtsza¨hler der Teichmu¨ller-Codes lassen sich aus [59,
Ex. II.3] ableiten.
In Abschnitt 3.1 werden wir die Teichmu¨ller-Punktmengen und -Codes verallge-
meinern und erhalten damit einen zusa¨tzlichen Parameter s. Spektrum und sym-
metrisierte Gewichtsza¨hler ergeben sich dann auch als der Spezialfall s = 0 aus
den Sa¨tzen 3.1.8 und 3.1.10.
(b) Unter den Kerdock-Codes verstand man zuna¨chst die von Kerdock in [80] ein-
gefu¨hrten nichtlinearen bina¨ren Blockcodes. In [111, 52] wurde gezeigt, dass sich
diese bis auf eine Koordinatenpermutation als Gray-Bild der Z4-linearen Kerdock-
Codes K2,k+1 darstellen lassen. Diese Z4-linearen Kerdock-Codes werden wir im
Folgenden einfacher mit Kk+1 und die zugeho¨rigen Punktmengen mit Kk+1 be-
zeichnen. In [99] wurden die Codes Kk+1 auf die Codes Kq,k+1 u¨ber beliebigen
Galois-Ringen der Charakteristik 4 verallgemeinert.
(c) Im Z4-linearen Fall gilt #U∗ = 1, und damit erha¨lt man den Teichmu¨ller-Code
T2,k durch Verku¨rzen des Kerdock-Codes Kk+1 an der zum Teichmu¨ller-Element 0
geho¨renden Position. Weil nach [52, Sec. V-E] die Automorphismengruppe der
Z4-linearen Kerdock-Codes transitiv (sogar doppelt transitiv) auf den Positionen
operiert, fu¨hrt auch das Verku¨rzen an jeder anderen Position zum Code T2,k.
(d) Im vorliegenden Fall der geraden Charakteristik hat die Teichmu¨ller-Menge T eine
reiche kombinatorische Struktur (siehe. z.B. [8, Sec. III], [59, Sec. VI], wir werden
diese Aussagen in Abschnitt 3.1 verallgemeinern), wodurch sich Codes mit sehr
wenigen Gewichten und hoher Minimaldistanz ergeben und ein allgemeiner Beweis
der Eigenschaften ermo¨glicht wird. Prinzipiell sind die genannten Konstruktionen
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Tabelle 2.4.2.: Spektrum der Kerdock-Punktmenge Kq,k+1












(qk − 1)(qk − q k+12 ) qk − qk−1 qk−1 − qk−2 − q k−32 qk−2 + q k−32
H0 q
k qk 0 0
H− 12(q




k − q k+12 ) qk − qk−1 qk−1 − qk−2 + (q k−12 − q k−32 ) qk−2 − (q k−12 − q k−32 )
auch in ungerader Charakteristik durchfu¨hrbar. Hier verha¨lt sich T jedoch ziem-
lich chaotisch und die erzeugten Codes erscheinen aufgrund vieler verschiedener
Gewichte und einer schlechten Minimaldistanz uninteressant.
(e) Durch Punktieren an der Position des Teichmu¨ller-Elements 0 entsteht aus dem
Kerdock-Code Kq,k+1 der punktierte Kerdock-Code K˙q,k+1. An dieser Stelle sei an-
gemerkt, dass die Parameter in [113, Th. 4] fu¨r den punktierten Kerdock-Code
fehlerhaft sind: Demzufolge ha¨tte der Code K˙4,3+1 nur die homogene Minimaldis-
tanz 176. Tatsa¨chlich hat das Gray-Bild aber die BTKL-Parameter (252, 48, 177)4.
Auch operiert die Automorphismengruppe im Allgemeinen nicht mehr transitiv
auf den Positionen: Punktieren von K4,3+1 an jeder anderen Position liefert einen
Code der minimalen homogenen Distanz 176.
Fakt 2.4.4
(a) Die Kerdock-Punktmenge Kq,k+1 ist in einer affinen Teilgeometrie von PHG(R
k+1)
enthalten. Jede Punktklasse dieser affinen Teilgeometrie entha¨lt genau einen Punkt
von Kq,k+1. Tabelle 2.4.2 zeigt das Spektrum von Kq,k+1.
(b) Der Kerdock-Code Kq,k+1 ist ein fetter, freier Code vom Rang k + 1 mit den Pa-
rametern [




Tabelle 2.4.3 zeigt den symmetrisierten Gewichtsza¨hler von Kq,k+1.
Beweis. Der symmetrisierte Gewichtsza¨hler von Kq,k+1 kann aus dem vollsta¨ndigen Ge-
wichtsza¨hler in [100, Th. 1] abgeleitet werden. Satz 2.3.1(a) liefert das Spektrum von
Kq,k+1. Nach Konstruktion sind die Punkte von Kq,k+1 im Bild von AHG(R
k) unter der
Standardeinbettung enthalten. Weil die Elemente der Teichmu¨ller-Menge T ein Vertre-
tersystem des Restklassenko¨rpers Fqk von S bilden, liegen keine zwei Punkte in der-
selben Punktklasse. Damit entha¨lt jede Punktklasse der affinen Teilgeometrie genau
einen Punkt der Kerdock-Punktmenge, und der Spann von Kq,k+1 ist die volle Geome-
trie PHG(Rk+1).
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Tabelle 2.4.4.: Spektrum der Kerdock-Punktmenge Kk+1 u¨ber Z4
Typ #Hyperebenen ω0 ω1 ω2
H+ 2
2k − 2k 2k−1 2k−2 − 2 k−32 2k−2 + 2 k−32
H0 2
k 2k 0 0
H− 22k − 2k 2k−1 2k−2 + 2 k−32 2k−2 − 2 k−32
Tabelle 2.4.5.: Symmetrisierter Gewichtsza¨hler des Z4-linearen Kerdock-Codes Kk+1
Typ #Codewo¨rter ω0 ω1 ω2 wLee
H− 22k+1 − 2k+1 2k−1 2k−2 − 2 k−32 2k−2 + 2 k−32 2k − 2 k−12
H0 2
k+1 2k 0 0 2k
H+ 2
2k+1 − 2k+1 2k−1 2k−2 + 2 k−32 2k−2 − 2 k−32 2k + 2 k−12
2H± 2k+1 − 2 0 2k−1 2k−1 2k
2H0 1 0 2
k 0 2k+1
0 1 0 0 2k 0
Bemerkung 2.4.5 Im Fall q = 2 reduziert sich die Anzahl der symmetrisierten Gewichte
von K2,k+1 = Kk+1 wie auch die Anzahl der Typen im Spektrum von K2,k+1 gegen-
u¨ber dem allgemeinen Fall jeweils um zwei. Denn in den beiden Tabellen fallen jeweils
die Typen H+ und H++ sowie die Typen H− und H−− zusammen. Außerdem verein-
fachen sich die Ausdru¨cke in den Tabellen deutlich, so dass wir fu¨r den Fall R = Z4
bequemlichkeitshalber das Spektrum nochmals in Tabelle 2.4.4 sowie den symmetrisier-




In [59, Th. V.7] wurde bewiesen, dass eine Teichmu¨ller-Punktmenge u¨ber R = GR(4, r)
in der projektiven Hjelmslev-Geometrie PHG(Rk) fu¨r ungerades k nur zwei Schnittzahlen
mit den Hyperebenen zula¨sst.
Dieses Resultat soll nun verallgemeinert werden. Wir werden durch das Kombinieren
mehrerer paarweise disjunkter Teichmu¨ller-Punktmengen zwei neue Serien von Punkt-
mengen in PHG(Rk) mit zwei Schnittzahlen konstruieren. Die erste Serie Tq,k,s verallge-
meinert die Teichmu¨ller-Punktmengen und erzeugt R-lineare Codes Tq,k,s mit hervorra-
genden Parametern. In diesen Codes sind die Teichmu¨ller-Codes sowie die Simplex-Codes
als Spezialfa¨lle enthalten. Die zweite Serie Uq,k,s erzeugt R-lineare Codes Uq,k,s mit nur
zwei von Null verschiedenen Gewichten.
In [59] wurde der Nachweis der Schnitteigenschaften u¨ber ein symmetrisches Translati-
onsschema auf der additiven Gruppe eines Galois-Rings S der Charakteristik 4 gefu¨hrt.
Das dort betrachtete Translationsschema wird von einer bestimmten Obergruppe der
Teichmu¨ller-Gruppe T ∗ von S induziert. In Satz 3.1.5 wird allgemein entschieden, unter
welchen Umsta¨nden eine T ∗ umfassende echte Untergruppe von S∗ ein symmetrisches
Translationsschema auf (S,+) induziert. Der wesentliche Schritt besteht in Lemma 3.1.4,
einer Verallgemeinerung von [59, Lemma VI.1]. Der Nachweis dieses Lemmas kann in
weiten Teilen wie in [59] gefu¨hrt werden. Eine Stelle bereitet jedoch zusa¨tzliche Schwie-
rigkeiten. Die hierfu¨r beno¨tigten Aussagen werden in Lemma 3.1.1 und 3.1.2 vorbereitet
und erfordern eine Untersuchung von symmetrischen Bilinearformen u¨ber F2.
3.1.1. Unterra¨ume vom Typ I und II
Die in diesem Abschnitt beno¨tigten Definitionen und Grundlagen u¨ber symmetrische
Bilinearformen in endlichdimensionalen F2-Vektorra¨umen finden sich in Anhang A.
Zwei der rang-extremalen Typen von Unterra¨umen einer Bilinearform Bt,t mit t ∈ N
spielen in den folgenden Untersuchungen eine wichtige Rolle: Ein Unterraum U von Bt,t
heiße
 vom Typ I, falls Rad(U) = {0}, d.h. falls rk(U) = dim(U).
(mit anderen Worten: Die eingeschra¨nkte Bilinearform B|U×U ist nicht ausgeartet.)
 vom Typ II, falls Rad(U) = U⊥, d.h. falls rk(U) = 2 dim(U)− t.
(mit anderen Worten: U⊥ besteht nur aus isotropen Vektoren.)
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Unterra¨ume vom Typ I existieren fu¨r alle Dimensionen 0, . . . , t und Unterra¨ume vom
Typ II fu¨r die Dimensionen dt/2e, . . . , t.
Lemma 3.1.1 Sei V ein t-dimensionaler F2-Vektorraum mit der Bilinearform Bt,t. Sei
weiter U ein Unterraum von V und σ = dim(U). Fu¨r v ∈ V bezeichnen wir die Anzahl
der Lo¨sungen (x,y) ∈ (U \ {0}) × U der Gleichung x ⊥ (y + v) mit Nv. Die Zahl Nv




22σ−1 − 2σ−1 falls U vom Typ I,
22σ−1 − 2σ falls U vom Typ II.
Beweis. Sei B = Bt,t. Wegen B(x,y + v) = B(x,y) + B(x,v) sind die Vektorpaare
(x,y) ∈ (U \ {0})× U zu za¨hlen, fu¨r die B(x,y) = B(x,v) ist. Ist x /∈ Rad(U), so gibt
es stets #U/2 Vektoren y mit B(x,y) = B(x,v). Dies ergibt (#U −# Rad(U))(#U/2)
Lo¨sungspaare mit x /∈ Rad(U). Ist x ∈ Rad(U), so ist immer B(x,y) = 0. Fu¨r ein
Lo¨sungspaar (x,y) muss also B(x,v) = 0 gelten, d.h. x ∈ (Rad(U)∩v⊥) \ {0}. Folglich
gibt es (#(Rad(U) ∩ v⊥)− 1)#U Lo¨sungspaare mit x ∈ Rad(U).
Damit Nv fu¨r alle v ∈ V \ U gleich ist, muss also fu¨r alle v ∈ V \ U der Unterraum
Rad(U) ∩ v⊥, bzw. dazu a¨quivalent der Unterraum
(Rad(U) ∩ v⊥)⊥ = Rad(U)⊥ + 〈v〉 = U + U⊥ + 〈v〉
stets dieselbe Dimension haben. Hierfu¨r gibt es zwei Mo¨glichkeiten:
(i) Fu¨r alle v ∈ V \ U ist v ∈ U + U⊥. Dies ist a¨quivalent zu U + U⊥ = V , d.h.
Rad(U) = U ∩ U⊥ = {0} und weiter U vom Typ I. Mit rk(U) = σ ergibt sich
Nv = (#U − 1)#U
2
+ 0 = 22σ−1 − 2σ−1.
(ii) Fu¨r alle v ∈ V \U ist v /∈ U +U⊥. Dies ist a¨quivalent zu U⊥ ⊆ U , d.h. Rad(U) =
U ∩ U⊥ = U⊥ und weiter U vom Typ II. Mit rk(U) = 2σ − t ergibt sich








= 22σ−1 − 2σ.
Lemma 3.1.2 Seien k und r positive ganze Zahlen, q = 2r, σ ∈ {0, . . . , kr} und die
Spurform auf dem F2-Vektorraum Fqk vorgegeben.
(a) Der F2-Vektorraum Fqk hat genau dann einen Fq umfassenden Unterraum U der
Dimension σ vom Typ I, wenn gilt:
σ ∈
{
{r, r + 2, r + 4, . . . , kr} falls k ungerade,
{2r, 2r + 2, 2r + 4, . . . , kr} falls k gerade.
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(b) Der F2-Vektorraum Fqk hat genau dann einen Fq umfassenden Unterraum U der











r + 1, . . . , kr
}
.
Beweis. Ist f = TrF2 die Spur auf Fqk sowie g = TrF2 die Spur auf Fq, so gilt wegen
































0 falls k gerade,
r falls k ungerade.
Die Bedingung U ≥ Fq ist a¨quivalent zu U⊥ ≤ F⊥q . Wegen 1 ∈ Fq ist F⊥q alternierend.
Mit der obigen Rangaussage ist F⊥q also vom Typ A(k−1)r,(k−1)r fu¨r k ungerade bzw.
A(k−1)r,(k−2)r fu¨r k gerade.
Im Fall von Typ I ist U⊥ wegen 1 ∈ U vom Typ A(kr−σ,kr−σ). Ein solcher Unterraum
von F⊥q existiert fu¨r ungerades k genau dann, wenn σ ≥ r und kr − σ gerade ist (also
σ − r gerade); und fu¨r gerades k genau dann, wenn σ ≥ 2r und σ gerade ist.
Im Fall von Typ II ist U⊥ wegen 1 ∈ U vom Typ A(kr−σ,0). Ein solcher Unterraum von
F⊥q existiert fu¨r ungerades k genau dann, wenn 12(k− 1)r ≥ kr− σ, d.h. σ ≥ r(k+ 1)/2;
und fu¨r gerades k genau dann, wenn (k − 2)r − 2(σ − r) ≤ 0, d.h. σ ≥ kr/2.
3.1.2. Symmetrische Translationsschemata auf (GR(4, t),+)
Die im Folgenden beno¨tigten Grundlagen zur Theorie der Assoziationsschemata finden
sich in Anhang B.
In diesem Abschnitt sei t eine positive ganze Zahl, S = GR(4, t) ein Galois-Ring der
Charakteristik 4 und T ∗ die Teichmu¨ller-Gruppe von S. Zu einer Untergruppe Σ ≤ S∗
sei Σ¯ = S∗ \ Σ. Im Fall Σ 6= S∗ definieren wir die Partition
AΣ = {{0}, 2S \ {0},Σ, Σ¯}
von S. Wir wollen allgemein die Frage beantworten, unter welchen Umsta¨nden AΣ fu¨r
T ∗ ≤ Σ < S∗ ein symmetrisches Translationsschema auf (S,+) ist. Um der Anforderung
−Σ = Σ zu genu¨gen, muss hierfu¨r sicher −1 ∈ Σ gelten.
Bezeichnet H = 1 + 2S die Haupteinheiten von S (siehe S. 11), so gilt S∗ = T ∗ ·H ∼=
T ∗ × H. Nach Fakt 2.1.3 ist H eine elementarabelsche Gruppe der Form Zt2. Folglich
gibt es eine Bijektion zwischen den T ∗ umfassenden Untergruppen Σ von S∗ und den
F2-Untervektorra¨umen von H. Zur Angabe einer expliziten Bijektion identifizieren wir
weiterhin S mit dem Ring der gestutzten Witt-Vektoren W2(F2t), siehe Abschnitt 2.1.3.
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Die Abbildung ρ : (F2t ,+)→ (H, ·), x 7→ (1, x) ist dann ein Gruppenhomomorphismus,
und jede T ∗ umfassende Untergruppe Σ hat die Form ΣU = T ∗ ·ρ(U) ∼= T ∗×ρ(U), wobei
U ein Untervektorraum des F2-Vektorraums F2t ist. Weil sich −1 in den gestutzten Witt-
Vektoren als (1, 1) schreibt, u¨bersetzt sich die Bedingung −1 ∈ ΣU in F2 ⊆ U . Es gilt
#ΣU = #U ·#T ∗ = 2σ · (2t − 1) mit σ = dimF2(U).
Lemma 3.1.3 Sei U ein Untervektorraum des F2-Vektorraums F2t. Es gilt
ΣU = {(γ0, γ1) ∈ W2(F2t) | γ0 ∈ F∗2t , γ1 ∈ F2t , γ1/γ20 ∈ U}.
Beweis. Wegen ΣU = T
∗ · ρ(U) haben die Elemente von ΣU die Form (α, 0) · (1, u) =
(α, uα2) mit u ∈ U und α ∈ F∗2t .
Im Folgenden betrachten wir den F2-Vektorraum F2t zusammen mit der Spurform
B : (x, y) 7→ TrF2(xy).
Lemma 3.1.4 Sei U ein echter Untervektorraum des F2-Vektorraums F2t mit F2 ⊆ U
und sei σ = dim(U). Sei weiter fu¨r alle γ ∈ S die Lo¨sungsanzahl
nγ = #{(A,B) ∈ ΣU × ΣU | A+B = γ}
definiert. Die Zahl nγ ist genau dann nur vom Partitionsteil P ∈ AΣU mit γ ∈ P
abha¨ngig, wenn einer der folgenden beiden Fa¨lle eintritt:
(i) U ist vom Typ I. In diesem Fall gilt
nγ =

2σ(2t − 1) falls γ = 0,
2σ(2σ − 1) falls γ ∈ 2S \ {0},
2σ(2σ − 2) falls γ ∈ ΣU ,
22σ falls γ ∈ Σ¯U .
(ii) U ist vom Typ II. In diesem Fall gilt
nγ =

2σ(2t − 1) falls γ = 0,
2σ(2σ − 1) falls γ ∈ 2S \ {0},
2σ(2σ + 2t−σ − 3) falls γ ∈ ΣU ,
2σ(2σ − 1) falls γ ∈ Σ¯U .
Mit der Vorarbeit von Lemma 3.1.1 kann der Beweis nun a¨hnlich wie in [59, Lem-
ma VI.1] gefu¨hrt werden.
Beweis. Wir schreiben γ als den gestutzten Witt-Vektor (γ0, γ1) und A = (α, a
′), B =
(β, b′). Mit der Arithmetik der gestutzten Witt-Vektoren u¨ber einem Grundko¨rper der
Charakteristik 2 ist die Anzahl der Lo¨sungen des Gleichungssystems
α + β = γ0 a
′ + b′ + αβ = γ1
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mit (α, a′), (β, b′) ∈ ΣU zu bestimmen. Mit der Substitution a′ = α2a und b′ = β2b ist
dies a¨quivalent zu
α + β = γ0 (3.1)
α2a+ β2b+ αβ = γ1 (3.2)
mit α, β ∈ F∗2t und a, b ∈ U .
Im Fall γ0 = 0 (d.h. γ ∈ 2S) ko¨nnen wir weiter umformen zu
α = β und α2(a+ b+ 1) = γ1.
Fu¨r γ1 = 0 (d.h. γ = 0) muss wegen α 6= 0 die Gleichheit a + b + 1 = 0 gelten. D.h.
α kann beliebig in F∗2t und a beliebig in U gewa¨hlt werden, und β = α und b = 1 + a
sind dann eindeutig festgelegt. Wegen 1 ∈ U ist b ∈ U . Fu¨r γ = 0 ergeben sich also
(#F∗2t) ·#U = (2t− 1) · 2σ Lo¨sungen. Ist γ1 6= 0 (d.h. γ ∈ 2S \ {0}), so durchla¨uft γ1/α2
mit α ganz F∗2t , d.h. fu¨r genau #U −1 Werte von α ist γ1/α2 ∈ U . Fu¨r diese α kann nun
a ∈ U beliebig gewa¨hlt werden, und b = γ1/α2 + a+ 1 ∈ U ist dann festgelegt. Folglich
gibt es fu¨r γ ∈ 2S \ {0} genau (#U − 1)#U = 2σ(2σ − 1) Lo¨sungen.
Sei nun also γ0 6= 0 (d.h. γ ∈ S∗). Gleichung (3.1) ist a¨quivalent zu β = γ0 + α, und
die Bedingung α, β 6= 0 ist a¨quivalent zu α ∈ F2t \ {0, γ0}. Einsetzen in Gleichung (3.2)
liefert
α2(a+ b+ 1) + αγ0 + γ
2
0b = γ1.
Die Substitution α′ = α/γ0 und u = a+ b+ 1 liefert
u(α′)2 + α′ = γ1/γ20 + b, (3.3)
und die Bedingung α ∈ F2t \ {0, γ0} u¨bersetzt sich in α′ ∈ F2t \ F2. Folglich ist nγ die
Anzahl der Lo¨sungen (α′, u, b) ∈ (F2t\F2)×U×U der Gleichung (3.3). Wir unterscheiden
zwei Fa¨lle:
Ist u = 0, so hat die Gleichung (3.3) #U − 2 Lo¨sungen falls γ ∈ ΣU (denn hier ist
nach Lemma 3.1.3 γ1/γ
2
0 ∈ U und demnach mu¨ssen die Fa¨lle α′ = γ1/γ20 + b ∈ {0, 1}
ausgeschlossen werden) und #U Lo¨sungen falls γ ∈ Σ¯U .
Sei also u 6= 0. Zuna¨chst u¨berlegen wir uns die Anzahl der
”
verbotenen” Lo¨sungen mit
α′ ∈ F2. Mit (α′)2 = α′ vereinfacht sich Gleichung (3.3) zu
(u+ 1)α′ − b = γ1/γ20 .
Die linke Seite liegt in U , und die rechte Seite liegt nach Lemma 3.1.3 genau dann in
U , wenn γ ∈ ΣU ist. D.h. fu¨r γ ∈ Σ¯U gibt es keine verbotene Lo¨sung. Fu¨r γ ∈ ΣU gibt
es die verbotenen Lo¨sungen α′ = 0, u ∈ U \ {0}, b = γ1/γ20 und α′ = 1, u ∈ U \ {0},
b = u+ 1 + γ1/γ
2
0 , insgesamt also 2(#U − 1) Stu¨ck.
Wir multiplizieren nun Gleichung (3.3) mit u und gelangen zu
(uα′)2 + uα′ = u(γ1/γ20 + b). (3.4)
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Die Abbildung f : F2t → F2t , x 7→ x2+x ist ein Homomorphismus von F2-Vektorra¨umen.
Es gilt im(f) = V0, wobei V0 = {x ∈ F2t | TrF2(x) = 0} die Menge aller isotropen
Vektoren in F2t bezeichnet.31 Wegen codimF2t (V0) = 1 hat also jedes Element in V0 zwei
Urbilder unter f , und die Elemente außerhalb von V0 haben kein Urbild.
Ist γ ∈ ΣU , so durchla¨uft v = γ1/γ20 + b mit b ganz U . Es gilt uv ∈ V0 genau dann,
wenn B(u, v) = 0 ist. Dies ist wegen u 6= 0 genau
(# Rad(U)− 1)#U + (#U −# Rad(U))(#U/2) = 1/2#U(#U + # Rad(U)− 2)
mal der Fall. Jede dieser Mo¨glichkeiten fu¨r u und b la¨sst sich mit genau 2 Werten von
α′ ∈ F2t zu einer Lo¨sung von Gleichung (3.4) erga¨nzen. Dabei wurden allerdings die
verbotenen Lo¨sungen mit α′ ∈ {0, 1} mitgeza¨hlt. Abziehen dieser 2(#U − 1) Lo¨sungen
und Zusammenfassen mit der Lo¨sungsanzahl #U − 2 fu¨r u = 0 liefert nun
nγ = #U(#U + # Rad(U)− 3) =
{
2σ(2σ − 2) falls rk(U) = σ,
2σ(2σ + 2t−σ − 3) falls rk(U) = 2σ − t.
Ist γ /∈ ΣU , so gibt uns Lemma 3.1.1 Auskunft u¨ber die Anzahl der u ∈ U \{0}, b ∈ U
mit B(u, b+ γ1/γ
2
0) = 0. Damit erhalten wir, dass nγ nur fu¨r Unterra¨ume U vom Typ I
oder II fu¨r alle γ ∈ ΣU identisch ist. In diesem Fall gilt
nγ =
{
2 · (22σ−1 − 2σ−1) + 2σ falls rk(U) = σ,
2 · (22σ−1 − 2σ) + 2σ falls rk(U) = 2σ − t
=
{
22σ falls rk(U) = σ,
2σ(2σ − 1) falls rk(U) = 2σ − t.
Satz 3.1.5 Sei U ein echter Untervektorraum des F2-Vektorraums F2t und sei σ =
dim(U). Die Partition AΣU ist genau dann ein symmetrisches Translationsschema auf
(S,+) mit 3 Klassen, wenn U vom Typ I oder II ist und F2 entha¨lt.
Beweis. Damit AΣU ein symmetrisches Translationsschema ist, mu¨ssen die Klassen ab-
geschlossen unter Negation sein. Dies ist a¨quivalent zu F2 ⊆ U . Weiter darf die Lo¨-
sungsanzahl nγ aus Lemma 3.1.4 nur vom Partitionsteil P ∈ AΣU mit γ ∈ P abha¨ngen.
Aufgrund von Lemma 3.1.4 ist U also vom Typ I oder vom Typ II.
Dass unter dieser Bedingung AΣU tatsa¨chlich ein symmetrisches Translationsschema
ist, la¨sst sich vo¨llig analog zum Beweis von [59, Th. V.7] zeigen.




(a) Als Spezialfall q = 2 von Lemma 3.1.2 erhalten wir die folgenden notwendigen und
hinreichenden Bedingungen fu¨r die Existenz eines passenden U :
 Fu¨r Typ I:
σ ∈
{
{1, 3, . . . , t− 2} falls t ungerade
{2, 4, . . . , t− 2} falls t gerade











+ 1, . . . , t− 1
}
(b) Die Translationsschemata vom Typ II sind bereits bekannt: Man erha¨lt sie als
Fusionsschemata der amorphen symmetrischen Translationsschemata in [76, Th. 9],
siehe hierzu auch [105, S. 84].
(c) Fu¨r Typ II ist nγ fu¨r alle γ ∈ S \ (ΣU ∪ {0}) gleich. Wegen −ΣU = ΣU ist also ΣU
eine partielle Differenzenmenge in (S,+). Damit sind die Mengen ΣU vom Typ II
in den in [74] beschriebenen partiellen Differenzenmengen enthalten.32
(d) Translationsschemata vom Typ I mit σ ∈ {1, 2} wurden bereits in [105, Th. 13
u. 14] angegeben. Aus [59, Th. V.7] erha¨lt man Translationsschemata vom Typ I
mit σ | t und t/σ ungerade, indem man die dortigen Bezeichner r und k auf σ und
t/σ setzt. Die restlichen Fa¨lle vom Typ I scheinen bisher nicht bekannt gewesen zu
sein. Das kleinste neue Beispiel ist demnach das durch t = 5 und σ = 3 gegebene
Translationsschema auf der Gruppe (Z54,+) der Ordnung 1024.
3.1.3. Punktmengen in PHG(Rk) mit zwei Schnittzahlen
Im Folgenden seien r ≥ 1 und k ≥ 2 ganze Zahlen, t = rk, R = GR(4, r), S = GR(4, rk)
und q = 2r. Fu¨r einen Unterraum U des F2-Vektorraums Fqk wollen wir die Gruppe ΣU
als Punktmenge in PHG(SR) auffassen. Hierzu muss ΣU projektiv abgeschlossen u¨ber
R sein, d.h. fu¨r jedes x ∈ ΣU gilt R∗x ⊆ ΣU . Mit der Gruppenstruktur bedeutet dies
gerade, dass ΣU die Einheitengruppe R
∗ umfasst. Nach Lemma 3.1.3 ist das genau dann
der Fall, wenn fu¨r alle γ0 ∈ F∗q und γ1 ∈ Fq das Element γ1/γ20 in U liegt, d.h. genau dann,
wenn U den Ko¨rper Fq entha¨lt. In diesem Fall bezeichnen wir die von ΣU in PHG(SR)
induzierte Punktmenge mit
pts(ΣU) = {Rx | x ∈ ΣU}.
Fu¨r die Dimension σ = dimF2(U) gilt σ ≥ r. Im Folgenden soll anstelle von σ die
Kodimension s = dimF2(U)− r ∈ {0, . . . , (k − 1)r} von Fq in U benutzt werden.
32In der Notation von [74] ist s(2, t) = dt/2e (folgt aus [74, Lemma 5.2]), und damit ergeben sich fu¨r
p = 2 partielle Differenzenmengen mit den Parametern (v, k, λ, µ) = (p2t, r(pt−1), pt+r2−3r, r2−r)
aus r ∈ {2dt/2e, 2 · 2dt/2e, 3 · 2dt/2e, . . . , 2t} Nebenklassen der Teichmu¨ller-Gruppe.
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Lemma 3.1.7 Sei U ein Fq umfassender Unterraum des F2-Vektorraums Fqk , und sei
s = dim(U)− r. Es gilt
# pts(ΣU) = 2
s · q
k − 1
q − 1 ,
und in jeder Punktklasse von PHG(SR) liegen 2
s Punkte von pts(ΣU). Insbesondere
spannt pts(ΣU) die gesamte Geometrie PHG(SR) auf. Die Gruppe G = ΣU/R
∗ induziert
durch g ·Rx = R(gx) eine Kollineationsgruppe auf PHG(SR). G operiert transitiv auf der
Menge der Punktklassen und auf der Menge der Hyperebenenklassen und scharf transitiv
auf pts(ΣU).
Beweis. Es ist # pts(ΣU) = #ΣU/(#R
∗) = 2dim(U)(qk−1)/(q(q−1)) = 2s(qk−1)/(q−1).
Fu¨r jedes Element g ∈ S∗ ist S → S, x 7→ gx eine R-lineare Bijektion. Folglich ist
PHG(SR) → PHG(SR), Rx 7→ R(gx) eine Kollineation. Daraus folgen die Aussagen
u¨ber G, die Transitivita¨t auf der Menge der Punkt- bzw. Hyperebenenklassen erha¨lt
man mit T ∗ ≤ ΣU . Insbesondere entha¨lt jede der qk−1q−1 Punktklassen von PHG(SR)
gleichviele Elemente von pts(ΣU), na¨mlich 2
s Stu¨ck.
Sei wieder U ein Fq umfassender Untervektorraum des F2-Vektorraums Fqk und s =
dim(U)−r. Wir bezeichnen pts(ΣU) mit Tq,k,s, falls U vom Typ I ist, und mit Uq,k,s, falls
U vom Typ II ist. Aufgrund der Isomorphie SR ∼= RkR du¨rfen wir im Folgenden Tq,k,s
und Uq,k,s als Punktmengen in PHG(R
k) auffassen. Sei weiter Tq,k,s = cde(Tq,k,s) und
Uq,k,s = cde(Uq,k,s). Im Fall s = 0 gibt es fu¨r U nur die einzige Mo¨glichkeit U = Fq und
fu¨r s = (k − 1)r nur die Mo¨glichkeit U = Fqk . Im Allgemeinen gibt es zu vorgegebenen
Parametern q, k und s jedoch mehrere Mo¨glichkeiten fu¨r die Wahl eines passenden
Unterraums U , und die davon erzeugten Punktmengen bzw. Codes sind im Allgemeinen
nicht alle isomorph, vgl. Beispiele 3.1.16 und 3.1.17. Die Symbole Tq,k,s, Uq,k,s, Tq,k,s und
Uq,k,s sind also als Bezeichner fu¨r eine beliebige auf die oben beschriebene Weise erzeugte
Punktmenge bzw. fu¨r einen beliebigen solchen Code zu verstehen.




{0, 2, 4, . . . , (k − 1)r} falls k ungerade,
{r, r + 2, r + 4, . . . , (k − 1)r} falls k gerade.
Die Punktmenge Tq,k,s spannt die gesamte Geometrie PHG(R
k) auf. Im Fall s 6=
(k − 1)r treten genau zwei verschiedene Schnittzahlen mit den Hyperebenen von












r + 1, . . . , (k − 1)r
}
.
Die Punktmenge Uq,k,s spannt die gesamte Geometrie PHG(R
k) auf. Im Fall s 6=
(k − 1)r treten genau zwei verschiedene Schnittzahlen mit den Hyperebenen von
PHG(Rk) auf. Das Spektrum ist in Tabelle 3.1.2 angegeben.
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Tabelle 3.1.1.: Spektrum der Punktmenge Tq,k,s
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Tabelle 3.1.2.: Spektrum der Punktmenge Uq,k,s









s 2sqk−1 (2s − 1)qk−2 2s qk−2−1
q−1 + q
k−2
Beweis. Im Fall s = (k− 1)r ist Tq,k,s = Uq,k,s die komplette Punktmenge von PHG(Rk)
mit nur einer Schnittzahl mit den Hyperebenen, deren Spektrum in Abschnitt 2.4.1
berechnet wurde. Sei im Folgenden also s 6= (k−1)r. Wir halten uns bei der Berechnung
der Schnittzahlen eng an die Vorgehensweise in [59, Th. V.7(ii)].
Fu¨r Typ I ist die Aussage von Lemma 3.1.4(i) a¨quivalent zur Gleichung
χ2ΣU = 2
σ(2σ − 2)χΣU + 22σχΣ¯U + 2σ(2σ − 1)χ2S\{0} + 2σ(2t − 1)χ{0} (3.5)
in der Gruppenalgebra C[(S,+)]. Sei ψ : S → C∗ ein auf 2S nichttrivialer Charakter von
(S,+). Fu¨r eine Teilmenge M ⊆ S benutzen wir die Schreibweise ψ(M) = ∑x∈M ψ(x).
Es gilt ψ(S) = 0 und ψ(2S) = 0. Daraus folgt ψ(Σ¯U) = −ψ(ΣU) und ψ(2S \ {0}) = −1.
Anwenden von ψ auf Gleichung (3.5) liefert
ψ(ΣU)
2 = 2σ(2σ − 2)ψ(ΣU)− 22σψ(ΣU)− 2σ(2σ − 1) + 2σ(2t − 1).
Auflo¨sen nach ψ(ΣU) ergibt
ψ(ΣU) = −2σ ± 2σ+t2 .
Nach [59, Lemma V.4] treten zwischen Tq,k,s und den Hyperebenen von PHG(R
k) somit
nur die beiden Schnittzahlen










q − 1 ± 2
s/2 · q(k−3)/2.
auf. Wir bezeichnen die Anzahl der Hyperebenen mit Schnittzahl s− bzw. s+ mit n−
bzw. n+. Es gilt
n− + n+ = #Hyperebenen in PHG(Rk),
n−s− + n+s+ = #Tq,k,s ·#Hyperebenen durch einen Punkt von PHG(Rk),
wobei die zweite Gleichung durch doppeltes Abza¨hlen der Menge
{(x,H) | x ∈ Tq,k,s, H Hyperebene in PHG(Rk), x ∈ H}
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entsteht. Mit Hilfe der Formeln aus Abschnitt 2.3.3 bestimmt man aus diesen beiden Glei-
chungen die Zahlen n− und n+. Weil nach Lemma 3.1.7 jede Punktklasse von PHG(Rk)
gleich viele Punkte von Tq,k,s entha¨lt, lassen sich die noch fehlenden Werte des Spektrums
von Tq,k,s nun problemlos aus den Zahlen s+ und s− berechnen.
Fu¨r Typ II berechnet man das Spektrum von Uq,k,s auf die gleiche Art. Die dabei
auftretenden Zwischenergebnisse sind
χ2ΣU = 2
σ(2σ + 2t−σ − 3)χΣU + 2σ(2σ − 1)χΣ¯U + 2σ(2σ − 1)χ2S\{0} + 2σ(2t − 1)χ{0},










(a) Die Punktmengen Tq,k,s und Uq,k,s enthalten etliche bereits bekannte Punktmengen
als Spezialfa¨lle: Fu¨r ungerades k ist Tq,k,0 = Tq,k die Teichmu¨ller-Punktmenge. In
verschiedenen Situationen wurden Punktmengen betrachtet, bei denen jede Punkt-
klasse ein Hyperebenen-Segment (d.h. im ebenen Fall k = 3 ein Geradensegment)
entha¨lt, so dass deren Richtungen jede Hyperebenenklasse in PHG(Rk) genau ein-
mal treffen. Solche Punktmengen ko¨nnen als Uq,k,r(k−2) realisiert werden. Weiter ist
T4,3,2 der maximale (84, 6)-Arc in der projektiven Hjelmslev-Ebene u¨ber GR(4, 2)
aus [85]. Die Punktmenge Tq,k,r(k−1) = Uq,k,r(k−1) besteht aus allen Punkten von
PHG(Rk).
(b) Die Punktmengen Tq,k,s haben sehr gute Parameter als Arcs. Die bereits erwa¨hnten
Hyperovale und der (84, 6)-Arc in PHG(GR(4, 2)3) sind Arcs von maximal mo¨g-
licher Gro¨ße. Fu¨r k = 4 und s = r ergibt sich ein (q4 + q3 + q2 + q, q2 + 2q)-Arc
im projektiven Hjelmslev-Raum u¨ber GR(4, r), im kleinsten Fall q = 2 ist das ein
(30, 8)-Arc in PHG(Z44). Dieser Arc hat maximal mo¨gliche Gro¨ße, denn in [7] fin-
den sich die Schranken 23− 30. Ein (30, 8)-Arc ließe sich auch in der Form pts(C)
konstruieren, wobei C eine doppelte Verku¨rzung des Kerdock-Codes K2,3+1 oder
der Code aus [3, Ex. 4] ist.
Satz 3.1.10 Seien r ≥ 1 und k ≥ 2 ganze Zahlen, q = 2r und
s ∈
{
{0, 2, 4, . . . , (k − 1)r} falls k ungerade,
{r, r + 2, r + 4, . . . , (k − 1)r} falls k gerade.
Der Code Tq,k,s ist ein freier R-linearer Code vom Rang k mit den Parametern[
2s · q
k − 1
q − 1 , (k, k), 2




Der homogene Gewichtsza¨hler von Tq,k,s ist in Tabelle 3.1.3 angegeben.
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(qk − 1)(qk + 2s/2q k+12 ) 2sqk − 2s/2q k−12
2H qk − 1 2sqk
H− 12(q
k − 1)(qk − 2s/2q k+12 ) 2sqk + 2s/2q k−12




s(qk+1 − q) 2sqk − qk−1
H−, 2H q2k − 2s(qk+1 − q)− 1 2sqk
Beweis. Der homogene Gewichtsza¨hler und die Parameter von Tq,k,s ko¨nnen problemlos
mit Fakt 2.3.1 aus dem Spektrum von Tq,k,s in Satz 3.1.8(a) berechnet werden.
Bemerkung 3.1.11 Die Codes Tq,k,s verallgemeinern die von den Teichmu¨ller-Punktmen-
gen induzierten Codes (s = 0), welche wiederum die verku¨rzten Z4-linearen Kerdock-
Codes (s = 0, q = 2) und die von den Hyperovalen in [67] induzierten Codes (s =
0, k = 3) als Spezialfa¨lle enthalten. Im Fall s = (k− 1)r erhalten wir die Simplex-Codes
Sim(k,R) [65, Sec. 6.1], siehe auch Beispiel 2.4.1. Im Fall s = 1, q = 2 erhalten wir
Codes mit den Parametern der zweifach verku¨rzten Z4-linearen Kerdock-Codes. Diese
Codes Tq,k,1 sind im Allgemeinen aber nicht zu den doppelt verku¨rzten Kerdock-Codes
isomorph, vgl. Beispiel 3.1.15.33











r + 1, . . . , (k − 1)r
}
.
(a) Der Code Uq,k,s ist ein freier R-linearer Code vom Rang k mit den Parametern[
2s · q
k − 1





Der homogene Gewichtsza¨hler von Uq,k,s ist in Tabelle 3.1.4 angegeben.
33Die Automorphismengruppe eines Z4-linearen Kerdock-Codes operiert nach [52, Sec. V-E] zweifach




(b) Fu¨r s 6= (k−1)r hat der Uq,k,s genau zwei von Null verschiedene homogene Gewichte
w1 < w2. Bezeichnet man zwei Codewo¨rter c und c
′ mit whom(c − c′) = w1 als
benachbart, so entsteht ein Graph G auf der Knotenmenge Uq,k,s. Dieser Graph ist
stark regula¨r mit den Parametern
(N,K, λ, µ) =
(
q2k, 2sq(qk − 1), qk + 2sq(2sq − 3), 2sq(2sq − 1)) .
Beweis. Der homogene Gewichtsza¨hler und die Parameter von Uq,k,s ergeben sich mit
Fakt 2.3.1 wieder aus dem Spektrum von Uq,k,s in Satz 3.1.8(b).
Wir sehen, dass Uq,k,s fett und projektiv ist (d.h. die zugeho¨rige Multimenge Uq,k,s
ist eine Menge) und nur zwei von Null verschiedene homogene Gewichte hat. Nach [16,
Th. 5.5] ist G stark regula¨r. Die Parameter von G werden mit den dort angegebenen
Formeln berechnet.
Bemerkung 3.1.13
(a) Die Codes Uq,k,s u¨berschneiden sich im Fall s ≥ (k − 2)r mit der Konstruktion in
[101] (der Spezialfall k = 3 findet sich bereits in [16, Prop. 6.6]), in der dortigen
Notation mu¨ssen dafu¨r q und s Zweierpotenzen sein. Vermutlich ko¨nnen die par-
tiellen Differenzenmengen in [74] benutzt werden, um eine Klasse von Codes mit
zwei Schnittzahlen anzugeben, welche die Codes Uq,k,s sowie die Codes aus [101]
als Spezialfall entha¨lt. Da die homogene Minimaldistanz der Codes Uq,k,s jedoch
nicht besonders gut ist, soll dieser Frage hier nicht weiter nachgegangen werden.
(b) Fu¨r herko¨mmliche lineare Codes wurde der Zusammenhang zwischen Codes mit
nur zwei verschiedenen Gewichten (engl.: two-weight codes) und stark regula¨ren
Graphen erstmals in [29] beobachtet, siehe auch [19]. In [16, 58] wurde diese Theo-
rie auf two-weight Codes u¨ber endlichen Frobenius-Ringen ausgeweitet, weitere
Ergebnisse hierzu finden sich in [18]. Zur allgemeinen Theorie stark regula¨rer Gra-
phen siehe z.B. [43, Sec. 10].
(c) Die Parameter der stark regula¨ren Graphen G aus Satz 3.1.12 sind nicht neu.
Jedes orthogonale Array OA(qk, 2sq) erzeugt einen stark regula¨ren Graphen mit
denselben Parametern [43, Sec. 10.4].
3.1.4. Beispiele
Im Folgenden diskutieren wir einige konkrete Fa¨lle der Codes Tq,k,s. Fu¨r Isomorphie-
tests wurde der Algorithmus aus [39] verwendet, alle weiteren Berechnungen wurden im
Computeralgebrasystem Magma [10] realisiert.
Beispiel 3.1.14 (Heptacode) Der eindeutige Code T2,3,0 hat die Parameter [7, (3, 3), 6]Z4
















T2,3,0 ist bis auf Isomorphie der einzige (7, 26, 6)Z4-Code [39]. Er ist isomorph zur Ver-
ku¨rzung des Z4-linearen Oktacodes (Beispiel 2.2.8) an beliebiger Position.
Das Gray-Bild ist ein nichtlinearer Code mit den BTL-Parametern (14, 26, 6)2 und
dem Hamming-Gewichtsza¨hler
1 + 42X6 + 7X8 + 14X10.
Damit ist T2,3,0 der ku¨rzeste Z4-lineare BTL-Code. Es ist auch kein Z4-linearer BTKL-
Code kleinerer Gro¨ße oder kleinerer Minimaldistanz bekannt. Aus diesem Grund dra¨ngt
es sich auf, diesen bemerkenswerten Code mit dem noch nicht vergebenen Namen Hep-
tacode zu adeln.
Beispiel 3.1.15 Es gibt 4 passende Unterra¨ume U zur Erzeugung eines Codes T2,4,1.
Die resultierenden Codes sind alle isomorph, das Symbol T2,4,1 legt also einen bis auf
Isomorphie eindeutigen Z4-linearen Code fest. Eine mo¨gliche Generatormatrix ist
1 0 0 0 1 2 1 3 1 2 3 1 2 3 1 0 0 1 1 1 3 0 2 2 0 3 3 2 0 1
0 1 0 0 1 1 0 1 0 2 0 1 1 3 0 2 1 3 3 2 0 1 1 2 2 1 3 3 1 2
0 0 1 0 1 1 0 0 1 2 2 2 1 1 1 1 2 3 1 3 1 3 3 1 1 0 0 2 2 0
0 0 0 1 2 2 1 0 0 1 1 0 0 2 2 0 2 1 1 1 1 1 1 1 1 1 1 1 1 2
 .



















Das Gray-Bild hat die Parameter (60, 28, 28)2 und ist damit ein BTL-Code [12, Th. 3].
Der Hamming-Gewichtsza¨hler ist
1 + 180X28 + 15X32 + 60X36.
Der Code aus [3, Ex. 4] ist zu T2,4,1 isomorph.
Doppeltes Verku¨rzen des Z4-linearen Kerdock-Codes K5+1 in zwei beliebigen Koor-
dinaten liefert einen nicht zu T2,4,1 isomorphen Code mit denselben Parametern und
demselben symmetrisierten Gewichtsza¨hler. Eine mo¨gliche Generatormatrix ist
1 0 0 0 1 1 2 3 1 0 2 0 2 1 1 1 3 2 3 3 0 3 1 0 2 2 0 1 3 1
0 1 0 0 1 0 2 0 2 0 1 2 0 2 0 1 2 3 3 1 3 1 1 1 1 3 1 3 1 2
0 0 1 0 0 1 1 0 1 2 2 1 1 3 1 2 2 3 1 1 1 3 3 1 1 2 2 0 0 0
0 0 0 1 0 0 1 1 1 1 0 0 1 1 2 2 1 1 2 0 1 1 1 2 2 1 1 1 1 2
 .
Im Jahr 2009 wurde von Johannes Zwanzger durch ein heuristisches Suchverfahren ein
weiterer [30, (4, 4), 28]Z4-Code mit der Generatormatrix
1 0 0 0 1 1 1 2 1 1 0 1 1 0 1 1 1 0 1 1 2 2 2 1 1 2 1 0 0 2
0 1 0 0 2 1 3 1 0 1 1 2 3 2 2 0 1 1 0 1 0 1 1 1 1 0 2 1 2 1
0 0 1 0 0 0 0 2 1 3 1 3 3 1 1 2 2 2 0 0 1 1 3 1 3 1 1 3 2 2




gefunden. Im Gegensatz zu den vorherigen beiden Codes hat dieser Code zwei identische






















und das Gray-Bild hat den Hamming-Gewichtsza¨hler
1 + 182X28 + 15X32 + 56X36 + 2X44.
Mit den eben genannten Gewichtsza¨hlern existiert schließlich noch ein vierter Iso-
morphietyp: Ku¨rzlich wurde in [72, Ex. 3] ein nicht freier [30, (5, 3), 28]Z4-Code durch
Vergro¨ßerung des Simplex-Codes Sim(3,Z4) um zwei nicht freie Zeilen konstruiert. Der
Code hat zwei Torsionsspalten, ist also nicht fett. Eine mo¨gliche Generatormatrix ist
1 0 0 1 1 0 0 0 2 3 1 1 3 1 0 3 2 0 1 3 3 1 2 2 2 3 1 1 0 2
0 1 0 1 1 1 3 1 0 1 2 1 0 0 1 1 2 3 1 1 2 2 1 0 1 1 0 2 0 2
0 0 1 0 0 0 1 1 1 1 1 1 1 2 0 0 1 1 1 1 1 1 1 1 2 2 2 2 2 0
0 0 0 2 0 2 0 2 2 2 0 0 2 2 2 0 2 2 0 0 0 0 2 2 2 0 0 0 2 0
0 0 0 0 2 2 2 0 2 2 2 0 0 2 0 0 0 2 2 2 0 0 2 0 0 0 2 2 0 2
 .
Beispiel 3.1.16 Zur Erzeugung eines Codes T2,5,2 gibt es 20 Mo¨glichkeiten fu¨r den Un-
terraum U . Je 5 dieser Unterra¨ume liefern zueinander isomorphe Codes, d.h. es gibt
4 Isomorphietypen von Codes T2,5,2. Jeder solche Code ist fett mit den Parametern


















Das Gray-Bild hat die Parameter (248, 210, 120)2 und den Hamming-Gewichtsza¨hler
1 + 744X120 + 31X128 + 248X136.
Die Codes T2,5,2 sind BTKL: Die Internetseite [46] zeigt fu¨r die gro¨ßtmo¨gliche Mini-
maldistanz eines [248, 10]F2-Codes das Intervall 119–120, die untere Schranke stammt
aus [37]. Die obere Schranke erha¨lt man so: Ga¨be es einen linearen [248, 10, 121]F2-Code,
so durch das Bilden des Residuums in einem Codewort von minimalem Gewicht auch
einen [127, 9, 61]F2-Code,
35 durch erneutes Bilden des Residuums in einem Codewort
von minimalem Gewicht einen [66, 8, 31]F2-Code und durch Anha¨ngen eines Parita¨tsbits
schließlich einen [67, 8, 32]F2-Code im Widerspruch zu [34, Th. 2.3].
Beispiel 3.1.17 Zur Erzeugung eines Codes T2,6,1 gibt es 16 Wahlmo¨glichkeiten fu¨r den
Unterraum U . Bezu¨glich der Isomorphieklassen der erzeugten Codes zerfallen diese 16
34Die angegebene Matrix wurde unvera¨ndert von der Programmausgabe von Johannes Zwanzger u¨ber-
nommen. Dort sind die achte und die letzte Spalte identisch.
35Sollte die Minimaldistanz des Residuums > 61 sein, so kann dieser Code durch Nullsetzen einer
oder mehrerer im Tra¨ger eines Codeworts von minimalem Gewicht enthaltenen Position zu einem
[127, 9, 61]F2-Code modifiziert werden.
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Mo¨glichkeiten in die Partition (6, 6, 3, 1). Es gibt also vier Isomorphietypen von Codes
T2,6,1. Eine der beiden zu einem Partitionseintrag 6 geho¨renden Isomorphieklassen ent-
ha¨lt auch den Code aus [3, Ex. 4]. Jeder Code T2,6,1 ist fett und hat die Parameter


















Die Gray-Bilder haben die Parameter (252, 212, 120)2 und den Hamming-Gewichtsza¨hler
1 + 2520X120 + 63X128 + 1512X136.
Die Internetseite [46] zeigt fu¨r die gro¨ßtmo¨gliche Minimaldistanz eines [252, 12]F2-
Codes das Intervall 118–120. Damit sind die Codes T2,6,1 BTKL. Die obere Schranke
erha¨lt man durch die Betrachtung des Residuums in einem Codewort von minimalem Ge-
wicht und der oberen Schranke 60 an die Minimaldistanz eines [131, 11]F2-Codes aus [77].
Ein weiterer, nicht in den 4 Isomorphieklassen von T2,6,1 enthaltener Code mit demselben
symmetrisierten Gewichtsza¨hler ist der doppelt verku¨rzte Kerdock-Code K7+1.
Beispiel 3.1.18 Zur Erzeugung eines Codes T2,6,3 gibt es 80 Wahlmo¨glichkeiten fu¨r den
Unterraum U . Bezu¨glich der Isomorphieklassen der erzeugten Codes zerfallen diese 80
Mo¨glichkeiten in die Partition (61321), es gibt also 14 Isomorphietypen von Codes T2,6,3.



















Die Gray-Bilder haben die Parameter (1008, 212, 496)2 und den Hamming-Gewichtsza¨hler
1 + 3024X496 + 63X512 + 1008X528.
Dieser Code ist leider zu lang, um ihn direkt mit den Tabellen fu¨r lineare Codes verglei-
chen zu ko¨nnen.
Beispiel 3.1.19 Wegen s = 0 ist der Unterraum U = F4 und damit der Code T4,3,0

















Das Gray-Bild hat die Parameter (84, 46, 60)4 und den Hamming-Gewichtsza¨hler
1 + 2520X60 + 63X64 + 1512X68.
Die Internetseite [46] zeigt fu¨r die gro¨ßtmo¨gliche Minimaldistanz eines [84, 6]F4-Codes
das Intervall 59–60. Damit ist T4,3,0 ein BTKL-Code. Er wurde erstmals in [55] ange-
geben. Dort wurde der Code als das Erzeugnis eines Hyperovals in PHG(GR(4, 2)3)
realisiert.
Fu¨r die Erzeugung von T4,3,0 wird ein zweidimensionaler F2-Vektorraum U von F26
benutzt. Die gleiche Situation liegt bei dem Code T2,6,1 aus Beispiel 3.1.17 vor. Hierdurch




Im Abschnitt 2.3 haben wir gesehen, dass jede Hjelmslev-Geometrie PHG(Rk) zu ihrer
dualen Geometrie isomorph ist. Ist also eine Multimenge k von Punkten in PHG(Rk)
vorgegeben, so ko¨nnen wir anhand des k-Typs bestimmte Hyperebenen der Geometrie
(evtl. mehrfach) auswa¨hlen und wieder als eine Multimenge von Punkten in PHG(Rk)
interpretieren. Auf diese Weise erhalten wir die dualisierte Punktmenge.
Die Auswahl der Hyperebenen wird durch eine Dualisierungsfunktion τ realisiert. Sei
dazu Ω = {ak(H) | H ∈ H} ⊂ N3 die Menge aller k-Typen. Eine Dualisierungsfunktion τ
ist dann eine Abbildung Ω→ N, die einer Hyperebene vom Typ ω die Multiplizita¨t τ(ω)
zuweist. Damit definiert τ eine Multimenge kτ von Hyperebenen in der dualen Geometrie,
die wir als die dualisierte Multimenge von Punkten in der Ausgangsgeometrie PHG(Rk)
auffassen.
Wir nennen eine Multimenge k von Punkten selbstdual, wenn eine Dualisierungsfunk-
tion τ existiert mit kτ ∼= k,36 und formal selbstdual, wenn eine Dualisierungsfunktion τ
existiert mit spec(k) = spec(kτ ). Selbstduale Punktmengen sind auch formal selbstdual.
Fu¨r lineare Dualisierungsfunktionen, d.h. τ((ω0, ω1, ω2)) = α+βω1 +γω2 mit α, β, γ ∈
Q,37 ha¨ngt das Spektrum der dualisierten Punktmenge nur vom urspru¨nglichen Spek-
trum und der Verteilung der Punkte auf die Punktklassen ab:
Fakt 3.2.1 ([70, Th. 2]) Der kτ -Typ einer Hyperebene x ∈ P der dualen Geometrie ist
akτ (x) = (b0, b1, b2)
mit
b0 = αq
2k−2 + β ·#k · q2k−4(q − 1) + γ ·#k · q2k−4
− (βq2k−4(q − 1) + γq2k−4) k([x]),
b1 = αq
k−2(qk−1 − 1) + β ·#k · qk−3(qk−2 − 1)(q − 1) + γ ·#k · qk−3(qk−2 − 1)
+
(
βqk−3(qk − 2qk−1 + qk−2 − 1) + γqk−3(qk−1 − qk−2 + 1)) k([x])




q − 1 + β ·#k · q





βqk−3(qk−1 − qk−2 + 1) + γqk−3(qk−2 − 1)) k([x])
+ (γ − β)q2k−4k(x).
Aus Sicht der Codierungstheorie wa¨hlt die Dualisierungskonstruktion fu¨r jedes symme-
trisierte Gewicht ω = (ω0, ω1, ω2) mit ω0 6= 0 eine Menge X von projektiven Vertretern
36Gleichheit kann an dieser Stelle nicht gefordert werden, denn die Identifizierung der dualen Geometrie
mit der Ausgangsgeometrie ist nur bis auf einen Isomorphismus festgelegt.
37Zuna¨chst nennt man eine Dualisierungsfunktion der Form τ((ω0, ω1, ω2)) = α
′ω0 +β′ω1 +γ′ω2 linear.
Mit #k = ω0 +ω1 +ω2 kann τ dann aber durch τ((ω0, ω1, ω2)) = (α
′#k) + (β′−α′)ω1 + (γ′−α′)ω2
auf die angegebene Form gebracht werden.
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der Informationswo¨rter der Codewo¨rter in cde(k) vom symmetrisierten Gewicht ω aus
und setzt je τ(ω) Kopien von jedem Vektor in X als Spalten in eine Generatormatrix
G∗. Der Zeilenraum von G∗ ist der Code cde(kτ ).
Diese Dualisierungskonstruktion soll nun auf die Codes Tq,k,s und die Z4-linearen
Kerdock-Codes Kk+1 angewendet werden.
3.2.1. Dualisierte verallgemeinerte Teichmu¨ller-Codes
In diesem Abschnitt seien ganze Zahlen r ≥ 1, k ≥ 2, q = 2r und
s ∈
{
{0, 2, 4, . . . , (k − 1)r} falls k ungerade,
{r, r + 2, r + 4, . . . , (k − 1)r} falls k gerade
vorgegeben. Das Spektrum der Punktmenge Tq,k,s ist laut Satz 3.1.8 in Tabelle 3.1.1
angegeben. Wir bezeichnen die beiden auftretenden Typen wie dort mit H− und H+. Es
sei nun eine Dualisierungsfunktion τ definiert durch τ(H−) = 1 und τ(H+) = 0, d.h. τ
wa¨hlt genau die Hyperebenen vom Typ H− aus. Sei T∗q,k,s = T
τ
q,k,s. Im Fall s = (k − 1)r
ist T∗q,k,(k−1)r die leere Menge. Fu¨r s 6= (k − 1)r spannt T∗q,k,s die volle Punktmenge von
PHG(Rk) auf (das werden wir in Satz 3.2.3(a) zeigen), so dass wir an dieser Stelle bereits
T ∗q,k,s = cde(T∗q,k,s) definieren.
Lemma 3.2.2 In jeder Hyperebenenklasse von PHG(Rk) gibt es 1
2
(
qk−1 − 2s/2q k−12
)






Hyperebenen vom Typ H+. Durch

































q − 1 − q
k−2
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q − 1 + q
k−2
)
Hyperebenen vom Typ H+.
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Hyperebenen vom Typ H+.





qk−1 − 2s/2q k−12
)
Hyperebenen vom Typ H−.
Nach Lemma 3.1.7 operiert Aut(Tq,k,s) transitiv auf der Menge der Hyperebenenklas-
sen. Weil es insgesamt q
k−1
q−1 Hyperebenenklassen gibt, folgen daraus die behaupteten
Anzahlen der Hyperebenen vom Typ H− bzw. H+ innerhalb einer Hyperebenenklasse.
Die Anzahlen n−(Tq,k,s), n+(Tq,k,s), n−({Tq,k,s) und n+({Tq,k,s) lassen sich nun wie in
[59, Sec. IV] durch doppeltes Abza¨hlen aus dem aus Satz 3.1.8(a) bekannten Spektrum
von Tq,k,s berechnen.
Satz 3.2.3






qk−1 − 2s/2q k−12
)
Punkte. Fu¨r s 6= (k − 1)r
spannt T∗q,k,s die volle Punktmenge der Geometrie PHG(R
k) auf und hat nur zwei
verschiedene Schnittzahlen mit den Hyperebenen. Das Spektrum von T∗q,k,s ist in
Tabelle 3.2.1 angegeben.






qk−1 − 2s/2q k−12
)
, (k, k), qk − 2s/2q k+12 − 1
]
R
und den in Tabelle 3.2.2 angegebenen homogenen Gewichtsza¨hler.
Beweis. Die Anzahl der Punkte in T∗q,k,s ist die Anzahl der Hyperebenen vom Tq,k,s-
Typ H− aus 3.2.2. Nach Lemma 3.2.2 entha¨lt T∗q,k,s fu¨r s 6= (k − 1)r Punkte aus jeder
Punktklasse und spannt folglich die volle Geometrie PHG(Rk) auf. Aus der Anzahl der
Punkte pro Punktklasse ergeben sich die ω0-Eintra¨ge in Tabelle 3.2.1. Die ω2-Eintra¨ge
sind die Werte n−(Tq,k,s) und n−({Tq,k,s) aus Lemma 3.2.2. Mit ω0 + ω1 + ω2 = #T∗q,k,s
folgen nun auch die ω1-Eintra¨ge. Die Anzahl-Eintra¨ge sind nichts anderes als die Gro¨ße
der Punktmenge Tq,k,s bzw. ihres Komplements.
U¨ber Fakt 2.3.1 berechnet man nun den symmetrisierten Gewichtsza¨hler von T ∗q,k,s und
daraus weiter den homogenen Gewichtsza¨hler und die Parameter.
Bemerkung 3.2.4 Die Serie T ∗q,k,s verallgemeinert die Serie der dualisierten Teichmu¨ller-
Codes T ∗q,k aus [91, 92], diese bilden den Spezialfall s = 0.
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Tabelle 3.2.1.: Spektrum der dualisierten Punktmenge T∗q,k,s
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qk − 2s/2q k+12
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H∗− q(q











Tabelle 3.2.3.: Spektrum der selbstdualen Punktmenge Tq,k,(k−1)r−2



































Satz 3.2.5 Die Punktmenge Tq,k,s ist genau fu¨r s ∈ {(k − 1)r − 2, (k − 1)r} formal
selbstdual. Das Spektrum der formal selbstdualen Punktmenge Tq,k,(k−1)r−2 ist in Tabel-
le 3.2.3 angegeben.
Beweis. Im Fall s = (k−1)r ist Tq,k,s die komplette Punktmenge von PHG(Rk), diese ist
offensichtlich selbstdual. Sei also s < (k − 1)r und Tq,k,s formal selbstdual. Weil es nach
Satz 3.1.8(a) nur zwei verschiedene Tq,k,s-Typen gibt, gibt es fu¨r die Dualisierungsfunk-
tion nur die beiden Mo¨glichkeiten τ(H−) = 0, τ(H+) = 1 und τ(H−) = 1, τ(H+) = 0.
Im ersten Fall erhalten wir aus
#Tq,k,s = #T
τ
q,k,s = #Hyperebenen vom Typ H+
und dem Spektrum in Satz 3.1.8(a) die Gleichung
2s − 1
2
qk−1 − 2s/2q k−12 = 0
und weiter s = (k − 1)r, Widerspruch.




qk−1 − 2s/2q k−12 = 0
und weiter s = (k−1)r−2. Die Dualisierungsfunktion stimmt hier mit der in Satz 3.2.3(a)
betrachteten u¨berein. Einsetzen in das in Satz 3.1.8(a) bzw. in Satz 3.2.3(a) angegebene
Spektrum zeigt, dass Tq,k,(k−1)r−2 wirklich dasselbe Spektrum hat wie T∗q,k,(k−1)r−2 und
dieses durch das Spektrum in Tabelle 3.2.3 gegeben ist.
Bemerkung 3.2.6 Eine Untersuchung mit dem Algorithmus aus [39] zeigt, dass in den
formal selbstdualen Fa¨llen T2,3,0 (bis auf Isomorphie 1 Punktmenge, vgl. Beispiel 3.1.14),
T2,4,1 (1 Punktmenge, vgl. Beispiel 3.1.15), T2,5,2 (4 Punktmengen, vgl. Beispiel 3.1.16)
und T2,6,3 (14 Punktmengen, vgl. Beispiel 3.1.18) jede Punktmenge zu ihrer dualisier-
ten Punktmenge isomorph ist. Damit liegt die Vermutung nahe, dass die Punktmengen
Tq,k,(k−1)r−2 sogar selbstdual sind.





















Das Gray-Bild ist ein (372, 210, 184)2-Code mit dem Hamming-Gewichtsza¨hler
1 + 930X184 + 31X192 + 62X216.
Dieser Code ist BTL, denn ga¨be es einen linearen [372, 10, 184]F2-Code, so u¨ber das
Residuum in einem Codewort von minimalem Gewicht auch einen [188, 9, 92]F2-Code.
Ein solcher Code existiert nach [77] jedoch nicht.
Der Code T ∗2,5,0 wurde als dualisierter Teichmu¨ller-Code bereits in [91, 92] vero¨ffent-
licht.
Beispiel 3.2.8 Wie von den Codes T2,6,1 in Beispiel 3.1.17 gibt es auch von den Codes



















Das Gray-Bild ist stets ein (1512, 212, 752)2-Code mit dem Hamming-Gewichtsza¨hler
1 + 3780X752 + 63X768 + 252X816.
Dieser Code ist leider zu lang, um ihn direkt mit den Tabellen fu¨r lineare Codes verglei-
chen zu ko¨nnen. Einen fu¨nften Isomorphietyp mit demselben symmetrisierten Gewichts-
za¨hler erha¨lt man durch Dualisieren einer doppelten Verku¨rzung des Kerdock-Codes
K7+1.

















Das Gray-Bild ist ein (504, 46, 376)4-Code mit dem Hamming-Gewichtsza¨hler
1 + 3780X376 + 63X384 + 252X408.
Dieser Code ist BTKL: Das Residuum eines F4-linearen [504, 6, 376]F4-Codes in einem
Codewort von minimalem Gewicht wa¨re ein [128, 5,≥ 94]F4-Code. Der Internetseite [46]
zufolge ist ein solcher Code nicht bekannt, fu¨r die gro¨ßtmo¨gliche Minimaldistanz ei-
nes [128, 5]F4-Codes verbleibt das Intervall 93–94. Die untere Schranke entsteht durch
dreifaches Verku¨rzen des [131, 5, 96]F4-Codes in [11, Th. 11]. Die obere Schranke erha¨lt
man so: Ga¨be es einen [128, 5, 95]F4-Code, so durch das Residuum in einem Codewort
von minimalem Gewicht auch einen [33, 4, 23]F4-Code und durch Verku¨rzen weiter einen
[32, 4, 22]F4-Code im Widerspruch zu [47, Th. 3.3(vi)].
Als der von einem maximalen (126, 8)-Arc in PHG(GR(4, 2)3) erzeugte Code wurde




Wir wollen nun die Z4-linearen Kerdock-Codes Kk+1 mit ungeradem k ≥ 3 auf a¨hn-
liche Weise dualisieren. Das Spektrum der Z4-linearen Kerdock-Punktmenge Kk+1 ist
in Tabelle 2.4.4 angegeben. Die Hyperebenen zerfallen in die drei Kk+1-Typen H−, H0
und H+. Wir definieren eine Dualisierungsfunktion τ durch τ(H+) = 0, τ(H0) = 0 und
τ(H−) = 1. Sei weiter K∗k+1 = K
τ
k+1 und K∗k+1 = cde(K∗k+1).
Satz 3.2.10 ([92, Lemma 4]) Die Punktmenge K∗k+1 spannt die gesamte Punktmenge
von PHG(Zk+14 ) auf. Tabelle 3.2.4 zeigt das Spektrum von K∗k+1.
Der Code K∗k+1 hat die Parameter[




Tabelle 3.2.7 zeigt den symmetrisierten Gewichtsza¨hler von K∗k+1. Die Codewo¨rter der




K und 0 bilden zusammen einen Z4-linearen Teilcode C1 mit den
Parametern [
22k − 2k, (k + 1, k), 22k − 2k]Z4 .
Beweis. Die Dualisierungsfunktion τ ist linear, denn es gilt τ((ω0, ω1, ω2)) = α+ βω1 +
γω2 mit









Das Spektrum von K∗k+1 kann nun mit Fakt 3.2.1 berechnet werden. Hierbei gibt es nach
Fakt 2.4.4(a) drei Mo¨glichkeiten fu¨r das Paar (Kk+1(x),Kk+1([x])): Fu¨r die 2
k Punkte
x ∈ Kk+1 ist Kk+1(x) = Kk+1([x]) = 1. Es ergibt sich der Typ H∗K in Tabelle 3.2.4. Fu¨r
die 2k(2k − 1) = 22k − 2k Punkte x in der unendlich fernen Hyperebene gilt Kk+1(x) =
Kk+1([x]) = 0. Diese ergeben den Typ H
∗
0 . Die verbleibenden 2
2k − 2k Punkte x erfu¨llen
Kk+1(x) = 0 und Kk+1([x]) = 1 und ergeben den Typ H
∗
{K. Das auf diese Weise berechnete
Spektrum zeigt, dass K∗k+1 die volle Punktmenge aufspannt, denn andernfalls ga¨be es eine
Hyperebenenklasse, die alle Punkte entha¨lt, und diese ha¨tte den K∗k+1-Typ (0, ∗, ∗).
Wir ko¨nnen also Fakt 2.3.1 benutzen, um den symmetrisierten Gewichtsza¨hler von
K∗k+1 aus dem Spektrum abzuleiten. Die Z4-Linearita¨t des Teilcodes C1 folgt daraus,
dass die Hyperebenen H∗0 nach Fakt 2.4.4(a) eine Hyperebenenklasse in PHG(R
k+1)
bilden. Die restlichen Aussagen u¨ber C1 sind klar.
Der Teilcode C1 aus Satz 3.2.10 erlaubt es uns, den Code K∗k+1 noch zu verbessern:
Wir wenden Konstruktion X (siehe Abschnitt 2.2.6) auf die Codes C1 < K∗k+1 mit dem
Wiederholungscode {0, (2, . . . , 2)} der La¨nge 2 k−32 als Hilfscode an und nennen den re-
sultierenden Code Kˆ∗k+1.38 Der Code Kˆ∗k+1 entsteht aus K∗k+1, indem den Codewo¨rtern
in C1 insgesamt 2 k−32 Nullsymbole angeha¨ngt werden und den restlichen Codewo¨rtern
dieselbe Anzahl an 2-Symbolen.
38Fu¨r diesen sehr kleinen Hilfscode ist der aus der Konstruktion X resultierende Code sogar bis auf
Isomorphie eindeutig festgelegt. Der verla¨ngerte Code Kˆ∗k+1 ist eine Verbesserung von K∗k+1 in dem
Sinne, dass der Ausgangscode K∗k+1 trivial durch Verku¨rzen aus Kˆ∗k+1 zuru¨ckgewonnen werden kann.
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Tabelle 3.2.4.: Spektrum der dualisierten Kerdock-Punktmenge K∗k+1
Typ #Hyp. ω0 ω1 ω2
H∗{K 2
2k − 2k 22k−1 − 2k−1 22k−2 − 2k−2 − 2 k−32 22k−2 − 2k−2 + 2 k−32
H∗0 2
2k − 2k 22k−1 22k−2 − 2k−1 22k−2 − 2k−1
H∗K 2
k 22k−1 − 2k−1 22k−2 + 2 3k−32 − 2k−2 − 2 k−32 22k−2 − 2 3k−32 − 2k−2 + 2 k−32
Tabelle 3.2.5.: Symmetrisierter Gewichtsza¨hler von K∗k+1





2k−2 − 2k−2 − 2 k−32
ω2 2
2k−2 − 2k−2 + 2 k−32
wLee 2
2k − 2k − 2 k−12

















2 − 2k−2 − 2 k−32
ω2 2
2k−2 − 2 3k−32 − 2k−2 + 2 k−32
wLee 2
2k − 2k + 2 3k−12 − 2 k−12


























Satz 3.2.11 ([92, Th. 5]) Der Code Kˆ∗k+1 hat die Parameter[




Tabelle 3.2.6 zeigt den Lee-Gewichtsza¨hler und Tabelle 3.2.7 den symmetrisierten Ge-
wichtsza¨hler von Kˆ∗k+1.
Beweis. Direkt aus Satz 3.2.10.
Beispiel 3.2.12





























Eine mo¨gliche Generatormatrix ist1111 0222 0222 0222 1111 1111 1111 0222 0222 0222 0222 1111 1111 1111 22022 1111 2022 2022 1313 2022 2022 1111 1111 2022 1111 2022 1331 3131 22202 2202 1111 2202 2202 1133 2202 1133 2202 1111 3131 1313 2202 1331 2
2220 2220 2220 1111 2220 2220 1313 2220 1133 3113 3113 1133 1133 2220 2
.
Das Gray-Bild hat die Parameter (114, 28, 56)2 und den Hamming-Gewichtsza¨hler
1 + 232X56 + 7X64 + 16X72.
Dieser Code ist BTL: Ga¨be es einen F2-linearen [114, 8, 56]F2-Code, so auch das Re-
siduum in einem Codewort von minimalem Gewicht, also einen [58, 7,≥ 28]F2-Code im
Widerspruch zu [125, Th. 3.7]. Ein (58, 27, 28)2-Code la¨sst sich jedoch als Gray-Bild eines
Z4-linearen Codes realisieren, siehe Beispiel 3.3.9.
Der Code Kˆ∗3+1 wurde zuerst 2009 von Johannes Zwanzger gefunden (siehe auch [132])
und bereits in [89, 91, 92] computerfrei beschrieben.




























Das Gray-Bild hat die Parameter (1988, 212, 994)2 und den Hamming-Gewichtsza¨hler
1 + 4000X992 + 31X1024 + 64X1120.
Dieser Code ist BTL: Durch einen aufwendigen Computerbeweis wurde von Alfred
Wassermann und Johannes Zwanzger nachgewiesen, dass kein linearer [1988, 12, 994]F2-
Code existiert, dieses Resultat wurde bislang nicht vero¨ffentlicht.
Der Code Kˆ∗5+1 wurde bereits in [89, 91, 92] vero¨ffentlicht.
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2k+2 − 3 · 2k 22k − 2k
2H∗0 2
k − 1 22k
H∗K 2
k+1 22k + 2
3k−1
2 − 2k
Tabelle 3.2.7.: Symmetrisierter Gewichtsza¨hler von Kˆ∗k+1
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wLee 2
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2k−1 − 2k−1 + 2 k−32
wLee 2
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3.3. Vergro¨ßerte und verla¨ngerte Simplex-Codes
Wir haben in Abschnitt 2.4.1 gesehen, dass die R-linearen Simplex-Codes hervorragende
Fehlerkorrektureigenschaften aufweisen. Im Folgenden wird nun die Frage untersucht,
wie die Z4-linearen Simplex-Codes um einen zu 2Z4 isomorphen direkten Summanden
vergro¨ßert werden ko¨nnen, so dass die Minimaldistanz dabei mo¨glichst groß bleibt. Die
Konstruktion la¨sst sich fu¨r alle Galois-Ringe der La¨nge 2 (auch solche ungerader Cha-
rakteristik) durchfu¨hren, wenn die (q − 1)-fache Wiederholung des Simplex-Codes als
Ausgangscode genommen wird.
Definition 3.3.1 Sei k eine Punktmenge in PHG(Rk). Wir definieren eine Matrix G ∈
R(k+1)×q
k−1(qk−1) wie folgt: Fu¨r jeden Punkt x in PHG(Rk) werden q − 1 Kopien des
Koordinatenvektors κ(x) spaltenweise in die ersten k Zeilen von G eingetragen. Ist x ∈ k,
so werden die zugeho¨rigen q − 1 Eintra¨ge in der (k + 1)-ten Zeile alle auf 0 gesetzt.
Andernfalls werden die q − 1 Elemente von R∗p jeweils einmal eingetragen. Den von G
erzeugten Code bezeichnen wir mit SimAug(k) (vergro¨ßerter Simplex-Code, augmented
Simplex code).
Satz 3.3.2 Sei k eine echte Teilmenge der Punktmenge P von PHG(Rk). Im Fall R =
Z4 sei k keine Hyperebenenklasse. Sei weiter spec(k) =
∑
ψ∈N3 AψX
ψ das Spektrum von k.
Dann ist die Matrix G aus Definition 3.3.1 eine Generatormatrix von SimAug(k).
Der Code SimAug(k) hat den konjugierten Umriss (k + 1, k) und den in Tabelle 3.3.1
gezeigten symmetrisierten Gewichtsza¨hler. Dabei sind die beiden Typen Hψ und pHψ fu¨r
jeden auftretenden k-Typ ψ auszuwerten.39 Die (q− 1)-fache Wiederholung des Simplex-
Codes Sim(k,R) ist ein Teilcode von SimAug(k) vom Index q.
Beweis. Die ersten k Zeilen erzeugen eine (q−1)-fache Wiederholung des Simplex-Codes
Sim(k,R), insbesondere ist das Erzeugnis frei vom Rang k. Angenommen, die (k+ 1)-te
Zeile c von G ist in diesem Teilcode C enthalten. Weil c ein Torsionsvektor ist, wa¨re
dann ϕ−1(c) im Torsionscode C(2) enthalten,40 einer (q − 1)qk−1-fachen Wiederholung
des Simplex-Codes Sim(k,Fq).
Nach Voraussetzung existiert ein Punkt x, der nicht in k enthalten ist. An den zuge-
ho¨rigen Positionen hat ϕ−1(c) die q− 1 paarweise verschiedenen Eintra¨ge ϕ−1(R∗p). Im
Fall q 6= 2, d.h. R 6= Z4, ist das ein Widerspruch. Sei also R = Z4. Die Codewo¨rter des
Simplex-Codes Sim(k,F2) sind das Nullwort sowie die charakteristischen Vektoren der
affinen Teilebenen von PG(Fk2). Demnach ist k im Widerspruch zur Voraussetzung ent-
weder die volle Punktmenge oder das Komplement einer affinen Teilebene von PHG(Zk4),
also eine Hyperebenenklasse.
Jedes Codewort c ∈ SimAug(k) hat einen eindeutigen Informationsvektor (y, a) mit
c = (y, a)G, y ∈ Rk und a ∈ T , wobei T die Teichmu¨ller-Menge von R bezeichnet. Der
39Es kann passieren, dass der Eintrag
”
#Codewo¨rter” fu¨r den Typ pHψ fu¨r einen festen k-Typ ψ eine
echt rationale Zahl ist. Nach der Summation u¨ber alle k-Typen verbleiben aber nur ganze Zahlen.
40Die Abbildung ϕ wurde in Abschnitt 2.2 definiert.
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Tabelle 3.3.1.: Symmetrisierter Gewichtsza¨hler des Codes SimAug(k)
Typ Hψ #Codewo¨rter (q − 1)2qAψ
ω0 (q − 1)q2k−2
ω1 (q − 1)qk−2(qk−1 − 1)− ((q − 1)ψ2 − ψ1)
ω2 q
k−2(qk−1 − 1) + ((q − 1)ψ2 − ψ1)
whom (q − 1)qk−1(qk − 1)− q((q − 1)ψ2 − ψ1)
Typ pHψ #Codewo¨rter
1
qk−1 (q − 1)2Aψ
ω0 0
ω1 q
k−1(qk − qk−1 − 1)− ((q − 1)(ψ1 + ψ2)− ψ0)
ω2 q
2(k−1) + ((q − 1)(ψ1 + ψ2)− ψ0)
whom (q − 1)qk−1(qk − 1)− qk−1 + q((q − 1)(ψ1 + ψ2)− ψ0)
Typ 0′ #Codewo¨rter q − 1
ω0 0
ω1 q
k−1(qk − 1)− (q − 1)#k
ω2 (q − 1)#k
whom q
k(qk − 1)− (q − 1)q#k
Typ S #Codewo¨rter qk(qk − 1)
ω0 (q − 1)q2k−2
ω1 (q − 1)qk−2(qk−1 − 1)
ω2 q
k−2(qk−1 − 1)
whom (q − 1)qk−1(qk − 1)
Typ pS #Codewo¨rter qk − 1
ω0 0
ω1 (q − 1)q2k−2
ω2 q
k−1(qk−1 − 1)
whom (q − 1)q2k−1








Teilcode C besteht genau aus den Codewo¨rtern mit einem Eintrag a = 0 im Informati-
onsvektor. Dies ergibt die Typen S, pS und 0 in Tabelle 3.3.1. Sei also a 6= 0. Das an
den mit einem Punkt x assoziierten q−1 Positionen stehende Teilwort von c bezeichnen
wir mit cx. Zur blockweisen Berechnung von wsym(c) u¨berlegen wir uns die Formel
wsym(cx) =
{
(q − 1)wsym(y · κ(x)) falls x ∈ k,∑
a∈R∗pwsym(y · κ(x) + a) falls x /∈ k.
(3.6)
Wir unterscheiden nun 3 Fa¨lle:
(i) Der Vektor y ist torsionsfrei:
Sei H die Hyperebene y⊥ und (ψ0, ψ1, ψ2) = ak(H) der k-Typ von H. Es ergeben
sich die folgenden 6 Fa¨lle fu¨r das symmetrisierte Gewicht von cx; der Exponent
gibt jeweils an fu¨r wie viele Punkte x der entsprechende Fall auftritt:
x ∈ H x ∈ [H] \H x ∈ P \ [H]
x ∈ k (0, 0, q − 1)ψ2 (0, q − 1, 0)ψ1 (q − 1, 0, 0)ψ0
x /∈ k (0, q − 1, 0)#H−ψ2 (0, q − 2, 1)#([H]\H)−ψ1 (q − 1, 0, 0)#(P\[H])−ψ0
Wir erkla¨ren exemplarisch den Eintrag im Fall x /∈ k, x ∈ [H] \ H: Die Anzahl
#([H] \H)−ψ1 solcher Punkte x folgt direkt aus der Definition des Typs. Wegen
x /∈ k benutzen wir den zweiten Fall in Formel (3.6), und wegen x ∈ [H] \ H
gilt y · κ(x) ∈ R∗p. Damit ist y · κ(x) + a genau im Fall a = −y · κ(x) gleich 0,
in den anderen (q − 2) Fa¨llen ergibt sich jeweils ein Element aus R∗p. Dies zeigt
wsym(cx) = (0, q − 2, 1).
Auf diese Art erhalten wir den Typ Hψ in Tabelle 3.3.1. Die Anzahl der Codewo¨rter
folgt dabei so: Je q(q − 1) Informationsvektoren y definieren dieselbe Hyperebene
H = y⊥, und fu¨r die Wahl von a ∈ T \ {0} gibt es q − 1 Mo¨glichkeiten. Damit
repra¨sentiert jede Hyperebene H je q(q − 1)2 Codewo¨rter.
(ii) Der Vektor y ist ein Torsionsvektor, aber nicht der Nullvektor:
Es existiert ein torsionsfreier Vektor z mit y = pz. Wir bezeichnen die Hyperebene
z⊥ mit H. A¨hnlich wie zuvor erhalten wir 4 Fa¨lle fu¨r wsym(cx):
x ∈ [H] x ∈ P \ [H]
x ∈ k (0, 0, q − 1)ψ1+ψ2 (0, q − 1, 0)ψ0
x /∈ k (0, q − 1, 0)#[H]−(ψ1+ψ2) (0, q − 2, 1)#(P\[H])−ψ0
Dies liefert den Typ pHψ in Tabelle 3.3.1. Fu¨r die Anzahl der Codewo¨rter ist hier
zusa¨tzlich zu beachten, dass fu¨r je qk verschiedene torsionsfreie Vektoren z die
Torsionsvektoren y = pz u¨bereinstimmen.
(iii) Der Vektor y ist der Nullvektor:
Hier sind nur die folgenden beiden Fa¨lle zu unterscheiden:
x ∈ k (0, 0, q − 1)#k
x /∈ k (0, q − 1, 0)#(P\k)
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Dies liefert den Typ 0′ in Tabelle 3.3.1. Die Anzahl der Codewo¨rter ist gegeben
durch die Anzahl q − 1 der Wahlmo¨glichkeiten fu¨r a ∈ T \ {0}.
Bemerkung 3.3.3
(a) Sei SimAug(k) ein [n, (k+ 1, k), d]R-Code. Weil die (q− 1)-fache Wiederholung des
Simplex-Codes Sim(k,R) als Teilcode vom Index q in C enthalten ist, gilt d ≤ d′ =
(q − 1)dhom(Sim(k,R)). Folglich ist es wie fu¨r die dualisierten Kerdock-Codes in
Abschnitt 3.2.2 mo¨glich, den Code SimAug(k) durch Konstruktion X (siehe Ab-
schnitt 2.2.6) mit dem q-elementigen (n′, q, qn′)R-Wiederholungscode R(p, . . . , p)
der La¨nge n′ = d(d′ − d)/qe als Hilfscode zu verla¨ngern, um SimAug(k) zu einem
(n+n′, q2k+1, d′)R-Code SimLen(k) (verla¨ngerter Simplex-Code, lengthened Simplex
code) zu verbessern. Fu¨hrt man diese Konstruktion fu¨r verschiedene Punktmen-
gen k durch, so haben die resultierenden Codes SimLen(k) alle dieselbe homogene
Minimaldistanz d′, aber im Allgemeinen verschiedene La¨ngen n+ n′. Je ho¨her die
homogene Minimaldistanz d von SimAug(k) ist, desto ku¨rzer (und damit besser)
ist der resultierende Code SimLen(k).
(b) In [72] wurde fu¨r den Z4-linearen Fall eine a¨hnliche Konstruktion angegeben. Die
symmetrisierten Gewichte des Codes SimAug(k) ko¨nnen aus [72, Th. 1] abgelesen
werden; allerdings fehlen im Vergleich zu Satz 3.3.2 die Anzahlen der jeweiligen
Codewo¨rter bzw. Hyperebenen. Die Codes werden dort pauschal um eine Torsi-
onsspalte verla¨ngert und nicht wie oben diskutiert in Abha¨ngigkeit von d um n′
Spalten. Der weiter unten in Beispiel 3.3.10 diskutierte Z4-lineare BTKL-Code Sˆ2,4
kann damit beispielsweise nicht erzeugt werden, denn dieser erfordert das Anha¨n-
gen von zwei Torsionsspalten.




{0, 2, 4, . . . , (k − 1)r − 2} falls k ungerade,
{r, r + 2, r + 4, . . . , (k − 1)r − 2} falls k gerade.
Unter den Mo¨glichkeiten fu¨r k wird die homogene Minimaldistanz von SimAug(k) fu¨r
k =

T∗2,k,0 falls q = 2 und k ungerade,
T∗2,k,1 falls q = 2 und k gerade,
Tq,k,(k−3)r falls q ≥ 4
maximal.
Beweis. Laut Satz 3.1.8(a) gibt es genau zwei verschiedene Tq,k,s-Typen, diese wurden
in Tabelle 3.1.1 mit H− und H+ bezeichnet. In Tabelle 3.3.1 liefert unter Hψ der Typ
H+ das kleinere homogene Gewicht von SimAug(Tq,k,s), dieses ist
w1(s) = q
k−1(q − 1)(qk − 1) + q · 2s/2(2s/2 − q k−12 ).
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Fu¨r 0 ≤ s ≤ (k − 1)r − 4 gilt






2 − q k−12
)
< 0,
und damit ist w1 als Funktion in s streng monoton fallend.
Die Typen H+ und H− liefern unter pHψ in Tabelle 3.3.1 dasselbe homogene Gewicht
w2(s) = q
k−1(q − 1)(qk − 1)− qk−1 + 2sq.
Dies ist eine streng monoton steigende Funktion in s.
Man u¨berpru¨ft, dass fu¨r s = (k− 3)r die beiden Gewichte w1(s) und w2(s) denselben
Wert q2k − q2k−1 − qk + qk−2 liefern, und dass dieses Gewicht wirklich die homogene
Minimaldistanz von SimAug(Tq,k,s) ist. Damit ist unter den Punktmengen Tq,k,s die
homogene Minimaldistanz fu¨r s = (k − 3)r maximal.
Wir betrachten nun die Punktmengen T∗q,k,s. Nach Satz 3.2.5 stimmt das Spektrum
der Punktmenge T∗q,k,(k−1)r−2 mit dem Spektrum der bereits betrachteten Punktmenge
Tq,k,(k−1)r−2 u¨berein, so dass wir im Folgenden s ≤ (k − 1)r − 4 voraussetzen du¨rfen. In
SimAug(T∗q,k,s) liefert der Typ 0
′ das homogene Gewicht 1
2
(qk − 1)(qk + 2s/2q k+12 ). Mit
s ≤ (k − 1)r − 4 ko¨nnen wir dieses Gewicht nach oben abscha¨tzen durch 5
8
(q2k − qk).
Fu¨r q ≥ 4 ist diese Zahl kleiner als die oben ermittelte homogene Minimaldistanz von
SimAug(Tq,k,(k−3)r). Es verbleibt also, die Punktmengen T∗2,k,s zu untersuchen.
Laut Satz 3.2.3(a) gibt es genau zwei verschiedene T∗2,k,s-Typen, welche in Tabelle 3.2.1
mit H∗− und H
∗
+ bezeichnet wurden. In Tabelle 3.3.1 liefert unter Hψ der Typ H
∗
+ das
kleinere homogene Gewicht von SimAug(T∗2,k,s), dieses ist
w(s) = 22k−1 − 2k−1 − 2 s+k−12 .




+ dasselbe homogene Gewicht. Dieses
stimmt mit w(s) u¨berein. Weiter erhalten wir unter 0′ das homogene Gewicht 22k−1 −
2k−1 + (2k − 1)2 s+k−12 , welches sicher gro¨ßer als w(s) ist. Die homogene Minimaldistanz
von SimAug(T∗2,k,s) ist also w(s) und wird fu¨r den kleinsten zula¨ssigen Wert von s ma-
ximal, d.h. fu¨r s = 0 falls k ungerade und fu¨r s = 1 falls k gerade. Ein Vergleich der
resultierenden Minimaldistanz mit der Minimaldistanz von SimAug(T2,k,k−3) liefert
dhom(SimAug(T
∗
2,k,s))− dhom(SimAug(T2,k,k−3)) = w(s)− w1(k − 3) = 2k−2 − 2
s+k−1
2 .
Diese Differenz ist genau dann nicht negativ, wenn s ≤ k−3 ist. Damit ist alles gezeigt.
Bemerkung 3.3.5 Der Beweis von Lemma 3.3.4 zeigt auch, dass unter den betrachteten
Punktmengen k die homogene Minimaldistanz von SimAug(k) außer in den beiden Fa¨l-
len (q, k) ∈ {(2, 3), (2, 4)} genau fu¨r die angegebenen Punktmengen maximal wird. Bis
auf Isomorphie stimmt dies auch in den beiden Sonderfa¨llen. Denn in Bemerkung 3.2.6
haben wir gesehen, dass die eindeutige Punktmenge T2,3,0 zu T
∗
2,3,0 und die eindeutige
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2k+1 − 3 · 2k + 1 22k−1 − 2k−1
2S 2k − 1 22k−1
H− 2k+1 − 2 22k−1 − 2k−1 + 2 3k−32
0′ 1 22k−1 − 2k−1 + 2 3k−12




2k+1 − 5 · 2k + 3 22k−1 − 2k−1
2S 2k − 1 22k−1
H− 2k+2 − 4 22k−1 − 2k−1 + 2 3k−42
0′ 1 22k−1 − 2k−1 + 2 3k2
Die im Sinne von Lemma 3.3.4 bestmo¨gliche Erweiterung der (q − 1)-fachen Wieder-
holung des Simplex-Codes Sim(k,R) bezeichnen wir nun mit Sˆq,k: Es sei
Sˆq,k =

SimLen(T∗2,k,0) falls q = 2 und k ungerade,
SimLen(T∗2,k,1) falls q = 2 und k gerade,
SimLen(Tq,k,(k−3)r) falls q ≥ 4 gerade.
Satz 3.3.6
(a) Der Code SimLen(T∗2,k,s) hat die Parameter[




Tabelle 3.3.4 zeigt den symmetrisierten Gewichtsza¨hler.
(b) Fu¨r ungerades k ≥ 3 hat Sˆ2,k die Parameter[




Tabelle 3.3.2 zeigt den Lee-Gewichtsza¨hler.
(c) Fu¨r gerades k ≥ 4 hat Sˆ2,k die Parameter[




Tabelle 3.3.3 zeigt den Lee-Gewichtsza¨hler.
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Tabelle 3.3.4.: Symmetrisierter Gewichtsza¨hler des Codes SimLen(T∗2,k,s)
Typ H+, S #Codewo¨rter (2






2k−3 − 2k−2 + 2 k−3+s2
whom 2
2k−1 − 2k−1




2k−3 − 2k−2 + 2 3k−5−s2
ω2 2
2k−3 − 2k−2 + 2 k−3+s2 − 2 3k−5−s2
whom 2
2k−1 − 2k−1 + 2 3k−3−s2





2k−2 − 2k−2 + 2 k−3+s2
whom 2
2k−1 − 2k−1
Typ 0′ #Codewo¨rter 1
ω0 0
ω1 2
2k−2 − 2k−2 − 2 3k−1+s2
ω2 2
2k−2 − 2k−2 − 2 3k−3+s2 + 2 k−3+s2
whom 2
2k−1 − 2k−1 + 2 3k−1+s2





2k−2 − 2k−1 + 2 k−3+s2
whom 2
2k−1




2k−1 − 2k−1 + 2 k−3+s2
whom 0
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qk+1 q2k − q2k−1 − qk + qk−1
−2qk − 1
2
qk−1 − q + 1
H− 12q




qk+1 + qk − 1
2
qk−1 q2k − q2k−1 − qk + 3qk−1
2S qk − 1 q2k − q2k−1
0′ q − 1 q2k − q2k−2 − qk + qk−1
0 1 0
Beweis. Aus Satz 3.2.3(a) erhalten wir das Spektrum von T∗2,k,s, und mit Satz 3.3.2 be-
rechnen wir daraus den symmetrisierten Gewichtsza¨hler von SimAug(T∗2,k,s). Aus dem
Beweis von Lemma 3.3.4 wissen wir, dass SimAug(T∗2,k,s) die minimale Lee-Distanz
22k−1 − 2k−1 − 2 s+k−12 hat. Beim U¨bergang zu SimLen(T∗2,k,s) wird der Code durch Kon-
struktion X also um 2
s+k−3
2 Symbole verla¨ngert. Die im Simplex-Code liegenden Code-
wo¨rter werden dabei um Symbole 0, die restlichen Codewo¨rter um Symbole 2 verla¨ngert.
Damit berechnet man nun weiter den in Tabelle 3.3.4 angegebenen symmetrisierten Ge-
wichtsza¨hler sowie die Parameter von SimLen(T∗2,k,s). Durch Spezialisieren erha¨lt man
nun fu¨r s = 0 die Aussagen in Teil (b), und fu¨r s = 1 die Aussagen in Teil (c).
Satz 3.3.7 Sei q ≥ 4 eine Zweierpotenz und k ≥ 3. Der Code Sˆq,k hat die Parameter[
q2k−1 − qk−1 + qk−2 − qk−3, (k + 1, k), q2k − q2k−1 − qk + qk−1]
R
.
Der symmetrisierte Gewichtsza¨hler ist in Tabelle 3.3.6 und der homogene Gewichtsza¨hler
in Tabelle 3.3.5 angegeben.
Beweis. Aus Satz 3.1.8(a) erhalten wir das Spektrum von Tq,k,(k−3)r, und mit Satz 3.3.2
berechnen wir daraus den symmetrisierten Gewichtsza¨hler von SimAug(Tq,k,(k−3)r). Aus
dem Beweis von Lemma 3.3.4 wissen wir, dass SimAug(Tq,k,(k−3)r) die homogene Mini-
maldistanz q2k− q2k−1− qk + qk−2 hat. Durch Konstruktion X werden beim U¨bergang zu
SimLen(Tq,k,(k−3)r) die in der (q− 1)-fachen Wiederholung des Simplex-Codes liegenden
Codewo¨rter also um qk−2−qk−3 Symbole 0 verla¨ngert und die restlichen Codewo¨rter um
qk−2−qk−3 Symbole der Ho¨he 1. Damit kann weiter der in Tabelle 3.3.6 angegebene sym-
metrisierte Gewichtsza¨hler von Sˆq,k abgeleitet werden. An diesem liest man schließlich
die Parameter und den homogenen Gewichtsza¨hler ab.
Bemerkung 3.3.8
(a) Die fu¨r q ≥ 4 gemachten Aussagen aus Satz 3.3.7 sind auch im Fall q = 2 (d.h.
r = 1) fu¨r die Codes SimLen(T2,k,k−3) richtig. Aufgrund von Bemerkung 3.2.6 sind
fu¨r k ∈ {3, 4} die beiden Codes SimLen(T2,k,k−3) und Sˆ2,k isomorph. Fu¨r k ≥ 5 ist
dies nach Lemma 3.3.4 nicht mehr der Fall, hier sind die Codes Sˆ2,k besser.
(b) Die Codes Sˆq,k verallgemeinern die bereits in [90] vero¨ffentlichten Codes, diese
bilden den Spezialfall k = 3.
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Tabelle 3.3.6.: Symmetrisierter Gewichtsza¨hler des Codes Sˆq,k fu¨r q ≥ 4
Typ H+, S #Cw.
1
2














2k − q2k−1 − qk + qk−1
Typ H− #Cw. 12q










2k−2 − q2k−3 − qk−1 + 3qk−2
ω2 q
2k−3 − 2qk−2 − qk−3
whom q
2k − q2k−1 − qk + 3qk−1
Typ 2H #Cw. qk+1 − qk − q + 1
ω0 0
ω1 q




2k − q2k−1 − qk + qk−1
Typ 0′ #Cw. q − 1
ω0 0
ω1 q




2k − q2k−2 − qk + qk−1





2k−2 − qk−1 + qk−2 − qk−3
whom q
2k − q2k−1




2k−1 − qk−1 + qk−2 − qk−3
whom 0
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3.3.1. Beispiele



























Eine mo¨gliche Generatormatrix ist
1 1 1 1 0 2 2 0 0 2 2 0 2 0 0 2 1 1 1 1 1 1 1 1 1 1 1 1 0
2 0 2 0 1 1 1 1 2 0 2 0 1 1 1 1 0 2 0 2 3 1 1 3 3 1 3 1 0
2 2 0 0 2 2 0 0 1 1 1 1 3 3 1 1 3 3 1 1 0 0 2 2 3 1 1 3 0
2 2 2 0 2 2 2 0 2 2 2 0 2 2 2 0 2 2 2 0 2 2 2 0 2 2 2 0 2
 .
Das Gray-Bild hat die Parameter (58, 27, 28)2 und den Hamming-Gewichtsza¨hler
1 + 105X28 + 7X32 + 14X36 +X44.
Dieser Code ist BTL [125, Th. 3.7].
Der Code Sˆ2,3 wurde zuerst 2009 von Johannes Zwanzger gefunden (siehe auch [132])
und in [90] computerfrei beschrieben.



























Das Gray-Bild hat die Parameter (244, 29, 120)2 und den Hamming-Gewichtsza¨hler
1 + 435X120 + 15X128 + 60X136 +X184.
Die Internetseite [46] zeigt fu¨r die gro¨ßtmo¨gliche Minimaldistanz eines [244, 9]F2-Codes
das Intervall 119–120. Damit ist der Code Sˆ2,4 BTKL. Die obere Schranke 120 erha¨lt
man dabei so: Fu¨r einen F2-linearen Code der Dimension 9 und der Minimaldistanz 121
gilt aufgrund der Griesmer-Schranke n ≥∑8i=0d121/2ie = 245.
Vier weitere Isomorphieklassen von Z4-lineare Codes mit denselben Parametern wie
Sˆ2,4 wurden bereits in [91, 92] vero¨ffentlicht. Sie entstehen als zweifaches Residuum des
dualisierten Kerdock-Codes Kˆ∗5+1.


























Das Gray-Bild hat die Parameter (996, 211, 496)2 und den Hamming-Gewichtsza¨hler
1 + 1953X496 + 31X512 + 62X560 +X624.
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Dieser Code ist leider zu lang, um ihn direkt mit den Tabellen fu¨r lineare Codes
vergleichen zu ko¨nnen. Die Parameter sehen aber sehr vielversprechend aus: Wenn ein
linearer [996, 11, 496]F2-Code existiert, so u¨ber das Residuum in einem Codewort von
minimalem Gewicht auch ein [500, 10, 248]F2-Code und durch nochmaliges Bilden des
Residuums in einem Codewort von minimalem Gewicht auch ein [252, 9, 124]F2-Code.
Ein solcher Code wa¨re laut [46] distanzoptimal.


























Das Gray-Bild hat die Parameter (4044, 47, 3024)4 und den Hamming-Gewichtsza¨hler
1 + 11781X3024 + 4536X3056 + 63X3072 + 3X3792.




In dieser Arbeit wurden vier neue Serien von linearen Codes u¨ber Galois-Ringen der
Charakteristik 4 konstruiert. Die Qualita¨t der Codes insbesondere im Z4-linearen Fall
wird durch Tabelle 1.4.1 belegt. In allen Fa¨llen, wo ein Tabellenvergleich mo¨glich ist,
sind die Codes entweder BTL oder BTKL. Diese Resultate werfen jedoch auch eine
Reihe von Fragen auf, die Gegenstand zuku¨nftiger Untersuchungen sein sollten und auf
die hier zum Abschluss noch kurz eingegangen wird.
(a) Es ist kein einziger BTL- oder BTKL-Code als Gray-Bild eines ringlinearen Codes
in ungerader Charakteristik bekannt. Eine denkbare Erkla¨rung hierfu¨r ist, dass die
meisten bekannten BTL- und BTKL-Codes in Charakteristik 4 auf die eine oder
andere Weise von Teichmu¨ller-Mengen herru¨hren, deren Eigenschaften in gerader
und ungerader Charakteristik sehr unterschiedlich sind. Andererseits gibt es mit
den Z4-linearen Preparata-Codes unendlich viele BTL-Codes in Charakteristik 4,
so dass es wenig wahrscheinlich erscheint, dass beispielsweise u¨ber Z9 kein einziger
BTL-Code existiert.
(b) Die nach Hepta- und Oktacode na¨chstgro¨ßeren41 bekannten Z4-linearen BTL-
Codes haben die Parameter [29, 7, 28]Z4 und [30, 8, 28]Z4 . Im ersten Fall ist ein
einziger Isomorphietyp bekannt (Beispiel 3.3.9), im zweiten Fall vier Isomorphie-
typen (Beispiel 3.1.15). Eventuell ist es mo¨glich, alle Z4-linearen Codes mit diesen
Parametern komplett zu klassifizieren.
(c) Um zu entscheiden, ob die neuen Serien als R-lineare Codes optimal sind, wa¨re
eine schlagkra¨ftige Optimalita¨tstheorie fu¨r lineare Codes u¨ber Galois-Ringen der
La¨nge 2 oder zumindest fu¨r Z4-lineare Codes wu¨nschenswert. Zwar stehen mit
[17] einige obere Schranken zur Verfu¨gung, die aber fu¨r die wesentlich allgemeinere
Klasse der linearen Codes u¨ber endlichen Frobenius-Ringen entwickelt wurden und
in unserer Situation nicht richtig greifen. Beispielsweise verfehlen sa¨mtliche Codes
der neuen vier Serien knapp die Voraussetzung (q − 1)n < d fu¨r die verallgemei-
nerte Plotkin-Schranke [17, Th. 1]. Insbesondere wa¨re eine Verallgemeinerung der
Griesmer-Schranke hilfreich.
(d) In diesem Zusammenhang sollte auch systematisch eine Datenbank fu¨r die besten
bekannten oberen Schranken fu¨r R-lineare Codes kleiner Parameter aufgebaut wer-
den. Ein erster Schritt wurde hierzu von Thomas Feulner mit der Klassifikation in
41im Hinblick auf den zu erwartenden Rechenaufwand einer vollsta¨ndigen Klassifikation
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[39, Th. 6.3] gemacht. Zusammen mit den unteren Schranken von den Konstruk-
tionen in [88] erga¨be sich dann eine mit [46] vergleichbare Datenbank fu¨r R-lineare
Codes.
(e) Wie in Bemerkung 2.4.3(e) diskutiert sind die in [113, Th. 4] angegebenen Pa-
rameter der punktierten verallgemeinerten Kerdock-Codes K˙q,k+1 nicht korrekt.
Nachdem der Code K˙4,3+1 entgegen der dort gemachten Aussage ein BTKL-Code
ist, sollten die Parameter und der symmetrisierte Gewichtsza¨hler von K˙q,k+1 allge-
mein korrekt bestimmt werden.
(f) Aufgrund von Bemerkung 3.2.6 besteht die Vermutung, dass die Punktmengen
Tq,k,(k−1)r−2 nicht nur – wie in Satz 3.2.5 gezeigt – formal selbstdual, sondern sogar
selbstdual sind.
(g) Die Dualisierungskonstruktion wurde nur fu¨r die Z4-linearen Kerdock-Codes Kk+1
durchgefu¨hrt. Fu¨r die allgemeinen Kerdock-Codes Kq,k+1 im Sinne von [99] ist bis-
her keine u¨berzeugende Dualisierungsfunktion τ bekannt. Die Dualisierungsfunk-
tion der Z4-Konstruktion la¨sst sich jedenfalls nicht direkt u¨bernehmen, weil es im
allgemeinen Fall nicht mehr nur 3, sondern 5 verschiedene Typen von Hyperebenen
gibt, siehe Fakt 2.4.4 und Tabelle 2.4.2.
(h) Fu¨r die Konstruktionen SimAug(k) und SimLen(k) wurde unter den in dieser Ar-
beit behandelten Punktmengen Tq,k,s und T
∗
q,k,s die beste Mo¨glichkeit fu¨r k aus-
gewa¨hlt (Lemma 3.3.4). Gleichwohl ist es keineswegs gesichert, dass nicht andere
Punktmengen k noch bessere Codes SimAug(k) liefern. Aus dem Gewichtsza¨hler in
Tabelle 3.3.1 geht hervor, dass gute Punktmengen k weder zu groß noch zu klein
sein du¨rfen und die Punkte einigermaßen homogen auf die Punktklassen und die
Hyperebenen verteilt sein sollten. Ein genaueres geometrisches Versta¨ndnis dieser
Situation wa¨re jedoch wu¨nschenswert. Fu¨r sehr kleine Fa¨lle ko¨nnte dieser Frage
auch mit einer Computersuche nachgegangen werden.
(i) Die Konstruktionen SimAug(k) und SimLen(k) sind genauso in ungerader Charak-
teristik durchfu¨hrbar. Die entscheidende Frage ist natu¨rlich wieder, welche Punkt-
mengen k gute Codes liefern.
(j) Die Konstruktion SimAug(k) baut im allgemeinen Fall q > 2 auf der (q−1)-fachen
Wiederholung anstelle eines einzelnen Simplex-Codes auf. Denn bei der Benutzung
nur eines einzigen Simplex-Codes ist unklar, welches Element aus R∗p im Fall x ∈ k
unterhalb des Koordinatenvektors von x in die Generatormatrix eingetragen wer-
den soll; siehe auch [90, Sec. 3.1]. Es stellt sich also die Frage, ob fu¨r q > 2 auch
ausgehend von einem einzigen Simplex-Code eine Konstruktionsmo¨glichkeit exis-
tiert, so dass Codes von hoher Minimaldistanz entstehen und der symmetrisierte
Gewichtsza¨hler von SimAug(k) wie in Satz 3.3.2 wieder nur vom Spektrum von k
abha¨ngt.
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A. Bilinearformen u¨ber F2
In diesem Anhang wird das in Abschnitt 3.1 beno¨tigte Wissen zu symmetrischen Bilinear-
formen in endlichdimensionalen F2-Vektorra¨umen bereitgestellt. Fu¨r ein weitergehendes
Studium wird auf [120, Ch. 11] verwiesen.
Definitionen
Sei B eine symmetrische Bilinearform auf einem F2-Vektorraum V der endlichen Dimen-
sion n. Im Fall B(v,w) = 0 schreiben wir auch v ⊥ w und sagen, dass v auf w senkrecht
steht. Weiter ist zu einer Menge U ⊆ V die orthogonale Menge
U⊥ = {v ∈ V | v ⊥ u fu¨r alle u ∈ U}
definiert. Die orthogonale Menge U⊥ ist ein Unterraum von V . Das Radikal Rad(B) von
B ist der Unterraum V ⊥, und der Rang rk(B) von B ist die Kodimension n− dim(V ⊥)
des Radikals V ⊥ in V . Ist rk(B) < n, so heißt B ausgeartet. Fu¨r alle Unterra¨ume U gilt
U ≤ (U⊥)⊥. Ist B nicht ausgeartet, so gilt sogar U = (U⊥)⊥ und dim(U)+dim(U⊥) = n.
Die Vektoren v ∈ Fn2 mit v ⊥ v heißen isotrop. Wegen char(F2) = 2 ist V → F2,
v 7→ B(v,v) eine F2-lineare Abbildung. Als Kern dieser Abbildung ist die Menge V0
aller isotropen Vektoren ein Unterraum von V der Kodimension 0 oder 1. Im ersten Fall
ist V0 = V und B heißt alternierend. Es gilt stets Rad(V ) ≤ V0.
Klassifikation
In [1] (siehe auch [120, Th. 11.14 u. Th. 11.29]) wurden die symmetrischen Bilinear-
formen auf einem endlich-dimensionalen F2-Vektorraum V klassifiziert: Zu jedem Rang
r ∈ {1, . . . , n} existiert die nicht alternierende Bilinearform Bn,r, die nach geeigneter





beschrieben wird. Fu¨r gerades r gibt es außerdem die alternierende Bilinearform An,r
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die um 90 Grad gedrehte Einheitsmatrix.
Die Nullform An,0 ist alternierend. Die Standardbilinearform 〈x,y〉 =
∑n
i=1 xiyi auf
Fn2 ist vom (Isomorphie-)Typ Bn,n. Eine weitere wichtige Bilinearform vom gleichen Typ
Bn,n ist die Spurform (x, y) 7→ TrF2(xy) auf dem F2-Vektorraum F2n . Dabei bezeichnet




Fu¨r B = Bn,n ist dim(V
⊥
0 ) = 1, d.h. V
⊥
0 entha¨lt neben dem Nullvektor einen einzigen
weiteren Vektor 1. Unter den Vektoren von V ist 1 dadurch ausgezeichnet, genau auf den
isotropen Vektoren senkrecht zu stehen. Bezu¨glich der Standardbilinearform auf Fn2 ist
ein Vektor genau dann isotrop, wenn er eine gerade Anzahl von Einseintra¨gen aufweist.
Somit ist hier 1 der Einsvektor (1, . . . , 1), und wir sehen, dass der Vektor 1 genau dann
selbst isotrop ist, wenn n gerade ist. Bezu¨glich der Spurform ist ein Element x genau
dann isotrop, wenn TrF2(x) = 0 gilt, und der ausgezeichnete Vektor 1 ist das Einselement
des Ko¨rpers F2n .
Unterra¨ume
Durch Einschra¨nkung einer vorgegebenen Bilinearform B wird jeder Unterraum U von
V zu einem Vektorraum mit Bilinearform B|U×U . In dieser Situation nennen wir U auch
einen Unterraum von B, und der Isomorphietyp der eingeschra¨nkten Bilinearform wird
als der Typ von U bezeichnet. Damit lassen sich beispielsweise die selbstorthogonalen
Codes als die Unterra¨ume vom Typ Ak,0 der Standardbilinearform beschreiben. Wir
schreiben abku¨rzend
Rad(U) = Rad(B|U×U) = U ∩ U⊥ und rk(U) = rk(B|U×U) = codimU(U ∩ U⊥),
und sprechen vom Radikal bzw. vom Rang von U . Weiter heißt U alternierend genau
dann, wenn B|U×U alternierend ist. Dies ist genau dann der Fall, wenn U ≤ V0 ist, d.h.
wenn 1 ∈ U⊥ gilt.
Fu¨r jeden Unterraum U von Bn,n gilt
Rad(U⊥) = U⊥ ∩ (U⊥)⊥ = U ∩ U⊥ = Rad(U).
Daraus folgt rk(U⊥) = n− 2 dim(U) + rk(U). Aus dim(Rad(U)) = dim(U)− rk(U) und
0 ≤ dim(Rad(U)) ≤ min(dim(U), dim(U⊥)) folgt
max(0, 2 dim(U)− n) ≤ rk(U) ≤ dim(U),
und man u¨berlegt sich anhand passender Darstellungsmatrizen, dass alle Kombinationen
aus Dimension dim(U) ∈ {0, . . . , n} und Rang rk(U) im obigen Intervall tatsa¨chlich als
Unterra¨ume von U von Bn,n auftreten.
Weil Isotropie bei Einschra¨nkung erhalten bleibt, sind die Unterra¨ume einer alternie-
renden Bilinearform wieder alternierend. Anhand passender Darstellungsmatrizen ist es
nicht schwer zu sehen, dass als Unterra¨ume von An,r genau die Typen Am,s mit s gerade,




Wir geben im Folgenden die in Abschnitt 3.1 beno¨tigten Grundlagen zur Theorie der
symmetrischen Assoziationsschemata an. Eine ausfu¨hrliche U¨bersicht u¨ber Assoziati-
onsschemata findet man in [42, Ch. 12] sowie mit besonderem Schwerpunkt auf der
Anwendung in der Codierungstheorie in [30], [108, Ch. 21] und [32].
Definition
Sei X eine endliche Menge, n = #X und A = {R0, . . . , Rd} eine Partition von X×X in
Relationen Ri ⊆ X ×X. Die Partition A heißt symmetrisches Assoziationsschema auf
X mit d Klassen, wenn die folgenden Bedingungen erfu¨llt sind:42
 R0 = {(x, x) | x ∈ X} ist die Diagonale von X ×X.
 Die Relationen Ri sind sa¨mtlich symmetrisch, d.h. aus (x, y) ∈ Ri folgt (y, x) ∈ Ri.
 Fu¨r alle i, j, k ∈ {0, . . . , k} existiert eine Zahl pkij ∈ N derart, dass fu¨r alle x, y ∈ X
mit (x, y) ∈ Rk gilt:
#{z ∈ X | (x, z) ∈ Ri und (z, y) ∈ Rj} = pkij.
Mit anderen Worten: Fu¨r alle i, j ∈ {0, . . . , d} und alle x, y ∈ X ha¨ngt die Anzahl
pkij der z ∈ X mit (x, z) ∈ Ri und (z, y) ∈ Rj nur von der Zahl k ∈ {0, . . . , n} mit
(x, y) ∈ Rk ab. Die Zahlen pkij werden Schnittzahlen des Assoziationsschemas A
genannt.
Die symmetrischen Assoziationsschemata mit 2 Klassen entsprechen genau den stark
regula¨ren Graphen.
Bose-Mesner-Algebra
Ist A = {R0, . . . , Rd} ein symmetrisches Assoziationsschema, so erzeugen die Inzidenz-
matrizen A0, . . . ,Ad vonR0, . . . , Rd eine Unteralgebra der Matrixalgebra Cn×n, die Bose-
Mesner-Algebra von A. Die Schnittzahlbediungungen von A u¨bersetzen sich dabei in die





42Zur Definition eines allgemeinen Assoziationsschemas ohne den Zusatz
”
symmetrisch” wird in der
Definition Punkt B gegen die schwa¨chere Bedingung ersetzt, dass fu¨r jedes i ein j existiert mit
Rj = R
>
i = {(y, x) | (x, y) ∈ Ri}.
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Insbesondere hat die Bose-Mesner-Algebra als C-Vektorraum die Dimension d+ 1.
U¨ber die Bose-Mesner-Algebra lassen sich die symmetrischen Assoziationsschemata
wie folgt charakterisieren: Ist A = {R0, . . . , Rd} eine Partition von X×X und sind Ai ∈
Cn×n die zugeho¨rigen Inzidenzmatrizen, so ist A genau dann ein Assoziationsschema mit
d Klassen, wenn die folgenden Bedingungen erfu¨llt sind:
 A0 = In
 Die Matrizen Ai sind sa¨mtlich symmetrisch, d.h. Ai = A
>
i .
 Der von den Matrizen A0, . . . ,Ad erzeugte Untervektorraum der C-Algebra Cn×n
ist bereits eine Unteralgebra.
Die Schnittzahlen von A sind dann durch die Gleichung (B.1) festgelegt.
Symmetrische Translationsschemata
Sei nun (G,+) eine abelsche Gruppe. Wir bezeichnen ein symmetrisches Assoziations-
schema A = {R0, . . . , Rd} auf G als symmetrisches Translationsschema (auch: symme-
trisches Cayley-Schema) auf (G,+), wenn die Relationen Ri translationsinvariant unter
G sind, d.h. wenn fu¨r alle i ∈ {0, . . . , d} und alle g ∈ G gilt: Aus (x, y) ∈ Ri folgt
(x + g, y + g) ∈ Ri. In diesem Fall ist A bereits durch die Partition {G0, . . . , Gd} mit
Gi = {g ∈ G | (g, 0) ∈ Ri} von G festgelegt: Es gilt Ri = {(g, h) ∈ G×G | g − h ∈ Gi}
(der von Ri beschriebene Graph ist der Cayley-Graph von Gi in G). Aus diesem Grund
du¨rfen wir auch die zugeho¨rige Partition {G0, . . . , Gd} von G als symmetrisches Trans-
lationsschema auf (G,+) bezeichnen.
Fassen wir die charakteristische Funktion χH einer beliebigen Teilmenge H ⊆ G als ein
Element der C-Gruppenalgebra C[G] auf (d.h. χH =
∑
g∈H g), so ist die Bose-Mesner-
Algebra eines symmetrischen Translationsschemas {G0, . . . , Gd} zu der von χG0 , . . . , χGd
erzeugten Unteralgebra von C[G] isomorph. Eine Partition {G0, . . . , Gd} von G ist ge-
nau dann ein symmetrisches Translationsschema auf (G,+), wenn G0 = {0} ist, fu¨r
alle i ∈ {0, . . . , n} die Beziehung −Gi = Gi gilt, und der von χG0 , . . . , χGn erzeugte
Untervektorraum der C-Gruppenalgebra C[G] bereits eine Unteralgebra ist.
Die auf entsprechende Weise aus den symmetrischen Translationsschemata resultie-
renden Unteralgebren von Z[G] sind auch als symmetrische Schur-Ringe bekannt.
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