State-of-the-art experiments and calculations are used to record and assign the data obtained in the weakly absorbing blue energy region of the H 2 O spectrum. Continuous-wave cavity ringdown absorption spectroscopy with Doppler resolution is used to probe the range from 25 195 to 25 470 cm −1 with an absorption sensitivity of ϳ1 parts per 10 9 ͑ppb͒/cm. 62 lines of the polyad OH = 8 are reported, of which 43 are assigned using variational nuclear calculations. The study includes absorption line intensities ͑in the range of 10 −28 -10 −26 cm/ molecule͒ for all lines and self-broadening pressure coefficient for a few lines. The newly obtained energy levels are also reported.
I. INTRODUCTION
Water is of predominant importance for terrestrial life and its spectrum has therefore been subject of numerous studies, both experimental and theoretical. It is a key molecule in the earth's climate system and its spectrum is now determined over a large frequency range. However, since water vapor is both the most abundant greenhouse gas and the major absorber of incoming sunlight, the precise determination of its absorption properties is crucial. In determining the energy balance between solar irradiance and the earth's infrared emission absorbed by the atmosphere, missing absorption lines in atmospheric models may cause serious discrepancies with the observed data.
1 Although this statement has been contradicted, 2 there is still a clear need for studies of weak water vapor transitions. The maximum solar emission is in the blue part of the spectrum which makes the absorption by water vapor in this wavelength region a key issue. The complexity of atmospheric models, which include huge quantities of data from laboratories, requires reliable data bases. Improving the quality of these bases ͓such as HITRAN ͑Ref. 3͔͒ is a major aim of this paper.
Fourier transform spectroscopy ͑FTS͒ has been the traditional experimental source of water data. It is well known that the rotation-vibration spectrum of water, with its characteristics polyad structure [4] [5] [6] [7] [8] extends across the entire visible region. However, laser-based techniques can now successfully compete with FTS instruments as the challenge of observing weak transitions resides in long absorption equivalent path lengths or multipass absorption cell. Among laser techniques, the cavity ringdown spectroscopy ͑CRDS͒ offers several advantages and its potential is mainly limited by the quality of the mirrors constituting the optical cavity. Moreover, line intensity can be determined without any additional calibration procedure. The use of a continuous-wave ͑CW͒ source allows to investigate the line profiles even at a moderate pressure ͑ϳ10 Torr͒. For example, our study shows that the water vapor line profiles exhibit a great variation in pressure dependence as a function of the studied transition. Water transitions as weak as 10 −29 cm/ mol have been observed in the near IR region of the spectrum ͑1.48-1. 63 m͒ by CW-CRDS ͑equivalent absorption length: ϳ27 km͒. 9 Note that an equivalent absorption length of ϳ120 km has been obtained by intracavity laser absorption spectroscopy ͑ICLAS͒ around 9600 cm −1 . 10 The simplicity and sensitivity of the CRDS technique were demonstrated using water vapor, for example, around 1.1 m, by Ramponi and co-authors who obtained a sensitivity of 5 ϫ 10 −8 / cm, 11 and around 833 nm by Zare's group who demonstrated a sensitivity of 1.7ϫ 10 −9 / cm using heterodyne detection. 12, 13 The pulsed-CRDS technique has been used by two groups for water spectroscopy purposes at ϳ810 nm in flame environment, 14 and in the 555-606 nm range in bulk cell. 15, 16 In conjunction with a slit supersonic jet expansion, Saykally's group observed the multiple water clusters in the IR domain.
probed the J = 1 and 2 levels of the 8 polyad. That study provided the value of the dipole moment of the various excited states using Stark effect. 27 Assignment of the quantum numbers to the lines in the frequency range studied here represents quite a challenge. The relatively small range of frequencies probed means that, in the majority of cases, it was not possible to confirm the assignments of new energy levels by using combination differences. This means that the only practical approach for assigning the spectrum is by direct comparison with variational calculations. A new line list based on a previously published potential 28 is employed for this purpose. However, at the high frequencies probed here this analysis is by no means straightforward.
In this paper, Sec. II introduces the experimental setup, and Sec. III is devoted to the data analysis. Section IV presents the theoretical work, and compares the data and calculations. The results are discussed in the final section.
II. EXPERIMENT
The CRDS technique is an absorption-based spectroscopy tool which offers the major advantage of self-intensity calibration ͑it is insensitive to the source amplitude fluctuations͒; it does not require the knowledge of the source intensity, or of the sensitivity of the detector. However, a linear response of the medium under study is required to readily obtain the quantitative information. 29 Several review papers [30] [31] [32] [33] [34] [35] [36] [37] have been devoted to this technique and only the relevant aspects will be presented here.
If optical cavities are ideal to reach long equivalent absorption pass, the cavity enhanced absorption spectroscopy ͑CEAS͒ technique and the CRDS technique could be considered as the equivalent techniques, however, at the opposite of the CRDS technique which is based on a time decay measurement, the CEAS technique suffers from the disadvantage of the sensitivity to the source amplitude fluctuations. On the other hand, when it is coupled to a broadband source, it can be a multiplex technique whose spectral resolution is limited by the dispersive device. [38] [39] [40] [41] [42] [43] [44] [45] [46] The CRDS technique is based on the measurement of the additional losses induced inside a high-quality optical cavity ͑in other words, a Fabry-Perot filter͒ by the absorption of the medium under investigation. Because the quality coefficient of such a cavity can be very high ͑Q Ϸ 2 ϫ 10 11 ͒, the photon trapping time ͓i.e., relaxation, characteristic, 47 or ringdown ͑RD͒ time RD ͔ inside the cavity may reach several hundreds of microseconds even for relatively short cavities. [48] [49] [50] [51] [52] Thus, the equivalent absorption length can reach several hundreds of kilometers, which is unreachable with multipass laboratory cells. Moreover, when the cavity is fully occupied by the absorber, the CRDS technique yields access directly to the Beer-Lambert law coefficient of absorption ͑␣͒, and not to the absorbance itself ͑␣l͒ as most other absorption techniques do.
The formal description of the time response of a cavity is straightforward, even if it has been the object of some controversy. 53 However, the exact time response of a cavity to a given source is not necessarily well understood in the presence of an absorber because of the difficulties of modeling the spatial coupling of the incoming beam with the cavity eigenmodes. For example, if the absorber susceptibility is not linear, or if the spectral linewidth of the source and of the absorber cannot be neglected, additional complications arise. 54 Reference 29 provides the required Fourier transform-based formalism for any kind of laser sources ͑if that can be modeled͒. Based on a pure energetic argument ͑no interference͒, it is easy to establish the time behavior of the electromagnetic ͑EM͒ field trapped inside a cavity; exponential decay ͑characterized by the RD time͒ of the EM since the cavity losses linearly depend upon the intensity of energy trapped. Assuming an ideal uniform linear absorption ͑in the angular frequency domain͒,
where c is the light speed, ␣ 0 ͑͒ is the linear absorption, e is the RD time of the empty cavity ͑weakly depending on ͒, and diffraction losses are neglected.
There are some experimental difficulties in observing such a behavior which can only be achieved with good control on the cavity alignment and on the beam/cavity coupling. Assuming that an optimum alignment of the optical cavity is reached, then the beam injection needs to be controlled. For example, with spectrally broad sources ͑pulsed sources͒, ͑i͒ the incoming EM may not experience the same characteristics time for all of its Fourier components when interacting with the cavity modes ͓superimposition of eigentransverse cavity modes, i.e., transverse electromagnetic mode͑TEM͒ ij ͔; and ͑ii͒ the interferences between the different transverse and/or longitudinal modes can result in beating. Under such conditions, the global behavior will be a nonexponential decay which exhibits beating, bi-or multiexponential decays. To offset these problems, a concept of modeless or multimode cavity has been introduced. [55] [56] [57] [58] [59] [60] One way to approach the ideal response of the cavity ͓exponential decay following Eq. ͑1͔͒ is to use a CW source whose spatial and spectral "purities" are usually significantly higher than any nanosecond-pulsed source can provide. This kind of source gives a good control of the coupling of the incoming beam to a TEM 00 cavity mode, and of rejection of the higher-order transverse modes. Exponential decays over four decades may be observed, 29 and may even reveal some nonlinear response of the acquisition device chain. Under such conditions, the sensitivity of the technique is limited by the precision of the measurement of the RD time, ⌬ RD / RD ͓from Eq. ͑1͔͒,
It can be demonstrated that the minimum of sensitivity ͑per decay͒ is given by
Ideally, a laser source can be characterized by its spectral bandwidth, or by its coherence time assuming that the source is Fourier transform limited. The use of a single mode CW source ͑laser or diode͒ exhibiting a narrow bandwidth ͑⌬ las ϳ 1 MHz͒ prevents the simultaneous excitation of several longitudinal modes since the free spectral range ͑FSR͒ of any usual cavity is a lot larger than ⌬ las . The observation of pure exponential decays using a CW source has a price in terms of complexity. It requires the matching of the laser source mode to one cavity mode, and an efficient optical switch to quickly interrupt the incoming EM field, and start the time decay acquisition. Less sophisticated setups have been proposed to avoid such a complexity, [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] for example, by periodically sweeping the source frequency through a cavity mode allowing the sweeping to act as a switch. Such setups do not allow for the control of the EM field intensity injected inside the cavity, and the interference of the frequency swept source beam with the cavity eigenmode leads to chirp beating. 68, 72, 73 Because the matching of the source and cavity modes is crucial, several kinds of servo loop have been proposed. [74] [75] [76] [77] [78] [79] Furthermore, heterodyne detections have been recently proposed, 12, 13, [80] [81] [82] [83] [84] [85] and these methods have demonstrated the best sensitivities, which are close to the shot noise.
The setup used for the water data acquisition is displayed in Fig. 1 . The laser chain is based on a scannable, externally stabilized Ti: sapphire laser source ͑Coherent, model 899-21͒ delivering up to 2.5 W in a single mode ͑sta-bility: ϳ0.5 MHz rms͒ when it is pumped ͑ϳ15 W͒ by an Ar + laser source ͑Spectra Physics, model 2045͒. By using beam splitters ͑uncoated BK7 plates͒ small fractions ͑ϳ1%͒ of the outgoing laser beam are directed to ͑i͒ a Fabry-Perot etalon ͑Eksma, finesse ϳ20͒ associated with a photodiode for linearization purpose, ͑ii͒ a 1-m-long iodine quartz cell ͑thanks to the University of Göttingen͒ warmed up to a temperature of 450°C ͑and including a cold finger at a lower temperature͒ for calibration purposes, and ͑iii͒ a homemade ͑interferometer͒ lambdameter 86 for preselection of the wavelengths of interest. Frequencies in the blue are obtained by an external intracavity frequency doubling unit using a LBO crystal ͑Wavetrain, Laser Analytical System͒ generating up to 350 mW ͑Hänsch-Couillaud servo control͒.
The high finesse cavity is constituted by a cell supporting two high reflectance ͑R ϳ 0.999 973͒ superpolished planoconcave mirrors ͑ROCϳ 1 m͒ from Research Electro Optics 0.35 m apart. The output mirror sits on a cylindrical piezoelectric actuator or PZT ͑PI͒ which allows the control of the cavity length. The incoming laser beam is "cleaned" by a spatial filter ͑lens L 1 , pinhole PH, lens L 2 , and diaphragm D͒. The central lobe of the diffraction figure is close to the Gaussian shape of a pure TEM 00 transverse mode. The adjustable position of lens L 2 complemented by the periscope ͑mirrors M 1 and M 2 ͒ provides a good overlap between the laser beam and a TEM 00 mode of the cavity; rejection of the higher-order modes of 100: 1 has be routinely observed inside an evacuated chamber. The beam size at the center of the cavity ͓waist half-width at half maximum ͑HWHM͔͒ has been estimated at 260 m, at the mirrors, the beam size increase is limited to ϳ10%. This excludes any significant diffraction losses due to the limited size of the mirrors ͑diam-eter: ϳ7.75 mm͒. The beam transmitted through the cavity is collected on a thermally controlled fast silicon avalanche photodiode ͑APD͒ ͑Hamamatsu model S6045-04͒ feeding a homemade large bandwidth transimpedance amplifier ͑R F =50 k⍀͒.
The APD detector is used for two purposes: to servocontrol the cavity length and to acquire the RD time. This is possible by setting two different voltage thresholds ͑the acquisition can only happen after an efficient tracking of the cavity length for a maximum of transmission͒. The control of the cavity length stems from a homemade control box based on a modulation ͑100-500 Hz͒ of the cavity length whose amplitude induces a modulation of a few percent of the cavity bandwidth. 29, 74 Due to the finesse of the cavity ͑ϳ140 000͒, the bandwidth of the longitudinal mode is very narrow ͑ϳ3.1 kHz HWHM͒ compared to the short time-averaged laser spectral linewidth ͑ϳ0.5 MHz͒. The required mode matching is obtained by slightly modulating the high voltage applied to the PZT crystal actuator through a servo controlled dc high voltage obtained by the amplitude symmetrization of the modulation around a maximum of transmission. This "crude" control does not allow a continu- 
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The 8 polyad of water J. Chem. Phys. 123, 154307 ͑2005͒ ous injection of the EM field inside the cavity ͑since the modulation is larger than the laser bandwidth and, of course, of the cavity mode bandwidth͒, however, it does provide the required tracking of the cavity, even when the laser is frequency scanned. When a mode matches the incoming EM field, the intensity of the trapped EM field increases ͑buildup͒ until it reaches a predetermined threshold which delivers a trigger signal for ͑i͒ first switching off the laser beam through the acousto-optic modulator ͑AOM͒ ͑from AA Opto-Electronique͒ and its driver, ͑ii͒ then triggering the RD decay acquisition, and ͑iii͒ stopping the cavity modulation during the acquisition time. The AOM is activated by a rf signal at 110 MHz and diffracts in the −1 order ͑the zero diffraction order is blocked͒. The switching time is estimated to be less than 200 ns, and the rejection rate is higher than 70 dB ͑Mini-Circuits device͒. The threshold intensity for the RD acquisition is estimated ϳ3 W. The entire setup is driven by a personal computer, the interface software was built with LABVIEW ͑National Instruments͒ including "c" optimized additional routines. The RD signal is acquired on a 5 MHz, 12-bit data acquisition card ͑National Instruments͒ connected on the PCI bus. The RD decays can be accumulated before analysis, and then possibly averaged. At each scan step, the RD time is determined from the acquired data after correction of the nonlinearities of the analog-to-digital converter ͑ADC͒, and by running a linear regression on the ͑pretabulated͒ logarithm of the offset freed data. This regression is carefully weighted to take into account a constant technical noise ͑1-2 mV͒, since the intensity of the collected signal ͑a few tens of microwatts͒ provides a negligible photon noise in comparison to all other noise sources. In addition, the algorithm has the capability of self-rejecting a decay, which would have an unexpected decay time, usually when a non-TEM 00 mode is excited ͑such a mode exhibit a shorter decay time͒. A typical averaged decay is given in Fig. 2 for both evacuated and under usual H 2 O pressure condition cavity. The linearity of the absorption of the water lines versus the intensity of the trapped EM field has been checked inside the energy region under study and up to an EM field of 5 W. This check shows that the value of the acquisition trigger threshold is not important, however, after we have determined the mirror transmission and the responsivity of the detector, a linear relation has been established between the recorded voltage, and the intensity of the trapped intracavity EM field.
The decays are very close to a pure exponential shape over more than three orders of magnitude. However, a great number of averaged decays reveal small distortions due to residual unidentified nonlinearities showing residual oscillations of about 0.1%. These oscillations can be eliminated by fitting with a triexponential decay ͑not shown on the pictures and not performed in our analysis͒, the residual signal then exhibits a quasi-Gaussian noise intensity whose relative standard error is ϳ0.25ϫ 10 −3 . Finally, we note that the decays, obtained at the end of a running day, exhibit a slightly shorter RD time because the slight surface adsorption of the water vapor on the mirrors, slightly reducing the finesse of the cavity.
The scan of the Ti: Sa laser is externally controlled by the PC through a 16-bit digital-to-analog converter ͑DAC͒. Each scan is usually on the order of 2.2 cm −1 ͑after frequency doubling͒ with 8196 step points. The effective average acquisition rate is on the order of 50 Hz ͑Pentium II at 333 MHz͒, and is mainly limited by the data transfer rate on the PCI bus and by the fitting process. The resulting rms normalized sensitivity is ϳ5.7ϫ 10 −9 cm −1 / ͱ Hz.
In this setup, the main problem stems from the relatively poor stability of the water pressure ͑ϳ10 Torr͒ inside the chamber monitored by a Baratron gauge whose actual values were used in the data analysis.
III. DATA ANALYSIS
The linear corrections required by the scan are obtained by determining, after smoothing ͑usually 16 points͒, the maxima of the transmission of the 5-cm-long Fabry-Perot solid etalon, and by fitting these maxima to a fifth-order polynomial. Reference iodine lines are used for calibration purposes. The experimental iodine line centers are determined by fitting a Gaussian profile and used as inputs with a Newton polynomial shape. The reference line positions are obtained, either from the line centers published in the I 2 atlas, 87 or by fitting a Gaussian line profile calculated from IODINESPEC 88 by including the hyperfine structure and assuming a temperature of 500 K. The different scans overlap each other so that at least 2 calibration lines can be used for all of them. After a complete calibration of the stepwise spectrum, the steps are put side to side by averaging the multiscanned areas. The offset frequency, introduced by the AOM, is also removed from the data.
An absorption spectrum results from the conversion of the data based on formula ͑1͒. For each line, the absorption cross section is deduced by calculating the line integral ͑ob-tained by fitting͒ and from the pressure measured during the scans. When the signal-to-noise ratio is large enough, a Voigt profile is used by constraining the Doppler contribution ͑␥ D ͒   FIG. 2 . Example of decays which shows the time evolution for ͑i͒ the empty cavity and ͑ii͒ the cavity filled by 1.32 kPa ͑9.9 Torr͒ of water at room temperature. The laser source was fixed at the center of the transition 4 31 ← 3 12 to the value determined by the temperature of the experiment, see, for example, Fig. 3 . In other cases, a simple Doppler profile is assumed. Two algorithms are used, either MULTILINE 89 based on the "ROOT" package ͑root.cern.ch͒, or a package developed by one of the authors. 90 Figure 3 shows a minimum detectivity of the cross section of ϳ5 ϫ 10 −27 cm 2 / mol. In this analysis the possibility of more complex line profiles is excluded.
To calibrate the data given in Table I , an absolute intensity is obtained from the strongest line 4 23 ← 3 12 , ͑8,0͒ + 0 at 25 196.028 cm −1 , see Fig. 3 , of 1.41ϫ 10 −26 cm/ mol in excellent agreement with the FTS value of Coheur et al. 24 The absolute intensity of the other line is determined as a ratio from this value. This procedure was checked by refitting three other lines to obtain direct intensities and found to reproduce the result within 10%. Overall, our intensities are accurate to better than 20%, except for the weakest lines where a larger error is to be expected.
IV. CALCULATIONS: LINE ASSIGNMENT AND INTENSITY
Despite recent significant advances in the ab initio calculation of water rotation-vibration spectra, 91 such calculations are not accurate enough to match the spectra at the high excitation energies probed here. Similarly, line lists based on spectroscopically determined potentials do not necessarily perform well at these frequencies. For example, PartridgeSchwenke line list, 4 which has been widely used to analyze spectra at near-infrared and visible wavelengths, is of no help at these frequencies. This is unsurprising as it is well established that the calculations based on spectroscopically determined potentials do not extrapolate reliably to regions for which there was no data in the original fit. 92 Recently, Shirin et al. 93 have obtained a new spectroscopically determined potential for H 2 16 O. This potential was constructed by starting from high-quality ab initio electronic structure calculations augmented by explicit inclusion of corrections due to electronic relativistic effect, the Lamb shift, and the inclusion of both adiabatic and nonadiabatic non-Born-Oppenheimer corrections. Spectroscopic data covering the entire range of observed water spectra was used to refine the potential which was found, particularly, to give significantly more reliable results for the higher frequencies used than the previous studies. We use an extended version of the variational line list based upon this potential which was computed previously for transition with visible frequencies. 28 The intensities were calculated using the carefully fit dipole moment surface of Schwenke and Partridge. 94 As can be seen from Table I , the calculated and measured intensities are generally in good agreement.
Making assignments without the aid of combination differences is difficult and often unreliable. However, there are aspects which aided the procedure in this case. First there are fewer strong lines in this frequency range than at lower frequencies. Second, as can be seen from Fig. 4 and Tables II  and III , there is a systematic shift between our predicted line positions and observations.
The good agreement between the predicted and observed intensities of the individual lines is a tribute to the dipole moment surface of Schwenke and Partridge which is far superior to other available water dipole surfaces for this region. In fact the Stark-induced quantum beat experiments of Callegari et al. 27 provides an extremely stringent test of the calculated dipoles. These experiments show that, at least for highly excited states, the variational calculations are able to reproduce the observed dipole moments to within a few percent.
There is one further difficulty with interpreting the spectra which concerns the use of approximate quantum numbers. Variational calculations only use rigorous quantum numbers which, in the case of H 2 O, correspond to the rotational angular momentum N, the parity p, and the ortho/para symmetry. The standard vibrational labels, in either normalmode or local mode form and the asymmetric top quantum numbers K a and K c are only approximate. There are several schemes for matching the calculated states and approximate quantum numbers for highly excited states of water. 4, 95, 96 Previous assignments in the present region have only involved transitions to the ͑8,0͒ ± 0 states. Assigning vibrational labels to the further transitions involving these states was straightforward but left us with a number of candidate transitions to the previously unobserved vibrational states. Vibrational labels for these states could be approximately determined using a procedure based on analysis of energy levels 95 and confirmed by plotting the vibrational wave functions. In practice, no more than a single transition to any vibrational state other than the ͑8,0͒
± 0 states could be made, so it was not possible to assign transitions to other vibrational states with any confidence.
V. DISCUSSION
The line-by-line analysis of the spectrum from 25 195 to 25 395 cm −1 is presented in Table I and Fig. 4 . Only the lines with an intensity higher than the noise level, usually about 2 ϫ 10 −28 cm −1 , are reported with the additional constraint for weak lines that their profile has to be compatible with a Doppler profile. If the lines are strong enough a pressure self-broadening coefficient was determined from the Lorentzian contribution to the profile ͑␥ col ͒. Although the spectrum Table I for more details͒. The spectrum is dominated by the R branch ͑i͒ of the band ͑8,0͒
+ 0 ͑⌬K a =2͒ at low energy, and ͑ii͒ by the band ͑8,0͒
− 0 ͑⌬K a =1͒ at high energy. with a standard error of ϳ0.18 cm −1 for the transition ͑8,0͒ − 0. These differences are more than an order of magnitude larger than the experimental accuracy. The intensities of the calculated and observed lines are in good agreement since the relative difference is, on average, equal to 29% and always less than 80%. Some unassigned transitions are relatively strong; the strongest one is 0.13ϫ 10 −26 cm/ mol, their assignment will require a future work.
Our data and the recent FTS measurements 25 are in rea- sonable agreement for the intensities and the pressure selfbroadening coefficients. The only discrepancy concerns the line frequencies which show a small, systematic shift. Neglecting one pair of blended lines, which are therefore problematic, the remaining five lines common to both spectra are found at slightly lower wave numbers in our spectrum. The average shift is 0.0141 cm −1 with a standard deviation of only 0.0023 cm −1 . This shift is outside the calibration errors of both experiments. However the lines we are comparing are at the edge of the FTS spectrum and are also very weak in this spectrum, so it would seem more likely that this small error arises from that experiment. Furthermore we note that, for the few transitions available, our data give a better agreement with the measurements of Camy-Peyret et al. 22 than the more recent FTS measurements. 23 The energy levels observed in both ͑8,0͒ + 0 and ͑8,0͒ − 0 bands with the same rotational quantum numbers are very close ͑Ͻ1 cm −1 ͒, as is expected in strongly local mode states. However, the levels 5 5 0 and 5 5 1 do not follow this and are separated by about 2 cm −1 as they undergo a strong resonance interaction. Our calculations suggest that the perturbing state is a vibrational state ͑3,5,2͒ which has a calculated separation of about 1.7 cm −1 . The potential energy surfaces ͑PESs͒ needs to be improved further to accurately model this resonance interaction.
VI. CONCLUSIONS
A total of 62 near-ultraviolet water vapor transitions are observed, including 55 newly observed transitions. Assignment of the experimental data is based on new variational nuclear motion calculated using a spectroscopically determined potential-energy surface. 43 of these transitions are assigned, 4 as blends. All assigned transitions belong to the 8 polyad, either to the ͑8,0͒
+ 0 or the ͑8,0͒ − 0 stretching modes. They are all R branch transitions. Following our assignments, 43 energy levels of the band ͑8,0͒ + 0 are now determined, 17 for the first time, and 39 energy levels of the band ͑8,0͒ − 0 are determined, 19 for the first time. These energy levels are given in Table II. The measurement of weak transitions is made possible because the intrinsic qualities of the CW-CRDS technique, mainly the absolute absorption determination and the long equivalent absorption length. However, this technique can be pushed further to gain another order of magnitude in the line intensity limit, mainly by decreasing the detection noise level.
The reported lines are weak but not necessarily insignificant for atmospheric purposes given the long pathlength of the sunlight through the earth's atmosphere and the higher energy carried by photons in the near UV than in regions where water absorptions are stronger.
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