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Abstract
We study a Klein-Gordon-Maxwell system, in a bounded spatial
domain, under Neumann boundary conditions on the electric poten-
tial. We allow a nonconstant coupling coefficient. For sufficiently small
data, we find infinitely many standing waves.
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1 Introduction
We are interested in the system of nonautonomous elliptic equations
∆u = m2 u− (ω + q(x)φ)2u in Ω,
∆φ = q(x)
(
ω + q(x)φ
)
u2 in Ω.
(1)
where ∆ is the Laplace operator in R3, Ω ⊂ R3 is a bounded and
smooth domain, m,ω ∈ R, q ∈ L6(Ω) \ {0}. We complement these
equations with the boundary conditions
u = 0 on ∂Ω, (2a)
∂φ
∂n
= α on ∂Ω, (2b)
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where n is the unit outward normal vector to ∂Ω and α ∈ H1/2(∂Ω).
We look for nontrivial solutions, by which we mean pairs (u, φ) ∈
H10 (Ω) ×H1(Ω), satisfying (1)-(2) in the usual weak sense, with u 6=
0. Note that, if (u, φ) is a nontrivial solution, the pair (−u, φ) is a
nontrivial solution as well.
System (1) arises in connection with the so-called Klein-Gordon-
Maxwell equations, which model the interaction of a charged mat-
ter field with the electromagnetic field (E,H). They are the Euler-
Lagrange equations of the Lagrangian density
LKGM = 12
(|(∂t + i q φ)ψ|2 − |(∇− i qA)ψ|2 −m2 |ψ|2)+
+ 18pi
(|∇φ + ∂tA|2 − |∇ ×A|2) ,
where ψ is a complex-valued function representing the matter field,
while φ and A are the gauge potentials, related to the electromagnetic
field via the equations E = −∇φ−∂tA, H = ∇×A. For the derivation
of the Lagrangian density, and details on the physical model, we refer
to [4, 5, 15].
Confining attention to standing waves, in equilibrium with a purely
electrostatic field, amounts to imposing ψ(t, x) = eiωt u(x), where u is
a real-valued function and ω is a real number, A = 0, and φ = φ(x).
With these choices, the Klein-Gordon-Maxwell equations considerably
simplify and become (1). In the physical model, the boundary con-
dition (2a) means that the matter field is confined to the region Ω,
while (2b) amounts to prescribing the normal component of the elec-
tric field on ∂Ω. Up to a sign, the surface integral
∫
∂Ω αdσ represents
the flux of the electric field through the boundary of Ω, and thus, the
total charge contained in Ω.
Let us point out that in the physical model the coupling coefficient q
is constant (see [4, Subsection 5.15]); nonconstant coefficients, however,
are worth investigating from a mathematical viewpoint.
For a constant coupling coefficient q, existence results for nontrivial
solutions to Problem (1)-(2) were obtained in [13]. In this case, an
invariance property holds and solutions to (1)-(2), for arbitrary ω,
correspond to solutions of the same system with ω = 0 (that is, static
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solutions). Thus, with no loss of generality, in [13] the authors confined
their attention to static solutions. Their results were generalized to the
nonautonomous case in [14], assuming that the coupling coefficient q
vanishes at most on a set of measure zero; this restriction on the zero-
level set of q was later removed in [16]. Note that, absent the invariance
property, the existence of solutions to (1)-(2) with ω 6= 0 does not follow
from the results in [14, 16]. Investigating Problem (1)-(2) with ω 6= 0
is precisely the goal of the present paper.
Theorem 1.1. Assume
∫
∂Ω αdσ 6= 0. Suppose that |ω| ≤ |m| and the
function q satisfies the following condition:
(Q) there exists q0 ∈ (0,+∞) such that
∣∣{x ∈ Ω | 0 < |q(x)| < q0}∣∣ = 0.
Then, if ‖α‖H1/2(∂Ω) ‖q‖L6(Ω) is sufficiently small, Problem (1)-(2) has
a sequence {(un, φn)} of distinct nontrivial solutions with the following
properties:
(i) u0 ≥ 0 in Ω;
(ii) every bounded subsequence {ukn} satisfies ‖q ukn‖L3(Ω) → 0 as
n→∞.
A function q that satisfies (Q) may vanish in Ω, even on a set
of positive measure; however, where q does not vanish, it must be
bounded away from zero. This condition appears in results on the
closedness of the range of the multiplication operator u 7→ q u (see [18]).
Without assumption (Q), we find nontrivial solutions provided that
ω varies in a smaller range.
Theorem 1.2. Assume
∫
∂Ω
αdσ 6= 0. Suppose that |ω| ≤ |m|/√2.
Then the same conclusions as in Theorem 1.1 hold.
Following the approach in [16], we apply Ljusternik-Schnirelmann
theory to a functional J , defined in an open subset Λq of H
1
0 (Ω), whose
critical points correspond to nontrivial solutions to Problem (1)-(2).
Compared to the functional considered in [16], here J contains several
additional terms, which depend on ω. Assuming |ω| ≤ |m|, all but one
of these additional terms can be easily dealt with and entail no major
complications in the study of J . Under assumption (Q), the excep-
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tional term (the third summand in (14) below) can be controlled in a
uniform fashion (see Lemma 3.3). Without assumption (Q), uniform
bounds on the exceptional term are not available (see Remark 3.4).
However, J retains its main properties for smaller values of ω, as in
Theorem 1.2.
If the data are as small as in Theorem 1.1, the condition
∫
∂Ω
α dσ 6=
0 is necessary for the existence of nontrivial solutions, as in [13, 14, 16].
Theorem 1.3. Assume that |ω| ≤ |m| and ‖α‖H1/2(∂Ω) ‖q‖L6(Ω) is as
small as required in Theorem 1.1. If
∫
∂Ω αdσ = 0, then Problem (1)-
(2) has no nontrivial solutions.
The assumptions in Theorems 1.1-1.3 are consistent with the liter-
ature, albeit on problems in unbounded domains. Limitations on the
range of ω already appeared in [19]; later, they were required in [3] and
the subsequent stream of related papers. Conditions on the smalless
of q (if α is fixed) were imposed, for instance, in [4, Theorem 104], in
line with Coleman’s conjecture in [11].
We conclude this section by mentioning some recent work, loosely
related to our own. In addition to the papers cited in [16], we refer
to [9, 7] for results on Klein-Gordon-Maxwell systems in R3. We also
refer to [17] for a variant of the system involving fractional operators;
to [10, 12] for results on Klein-Gordon-Maxwell-Proca systems; to [6, 8]
for Klein-Gordon systems coupled with Born-Infeld type equations.
The paper is organized as follows. In Section 2 we collect some
preliminary results and introduce the set Λq. In Section 3 we define
the functional J and decompose it into the sum of several components,
which we analyze separately. In Section 4 we show that J satisfies the
requirements in Ljusternik-Schnirelmann theory. Finally, in Section 5
we prove Theorems 1.1-1.3.
2 Preliminaries
Throughout the paper we will use the following notation:
• For any integrable function f : Ω → R, f is the average of f in
Ω and ‖f‖p is the usual norm in Lp(Ω) (p ∈ [1,∞]);
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• H10 (Ω) is endowed with the norm ‖∇f‖2;
• H1(Ω) is endowed with the norm ‖f‖ :=
(
‖∇f‖22 +
∣∣f ∣∣2)1/2;
• for p ∈ (1, 6], σp is the smallest positive number such that ‖f‖p ≤
σp ‖∇f‖2 for every f ∈ H10 (Ω);
• for p ∈ (1, 6], τp is the smallest positive number such that ‖f‖p ≤
τp ‖f‖ for every f ∈ H1(Ω);
• A := ∫∂Ω αdσ, ‖α‖1/2 := ‖α‖H1/2(∂Ω).
2.1 Reduction to homogeneous boundary conditions
As in [16], we begin by turning Problem (1)-(2) into an equivalent
problem with homogeneous boundary conditions in both variables.
Let χ ∈ H2(Ω) be the unique solution of
∆χ =
A
|Ω| in Ω ,
∂χ
∂n
= α on ∂Ω ,
∫
Ω
χdx = 0 . (3)
Note that, by elliptic regularity theory and Sobolev’s inequalities, there
exists κ ∈ (0,∞) such that
‖χ‖∞ ≤ κ ‖α‖1/2 . (4)
With ϕ := φ− χ, Problem (1)-(2) is equivalent to

∆u = m2u− (ω + q (ϕ+ χ))2 u in Ω,
∆ϕ = q
(
ω + q (ϕ+ χ)
)
u2 − A|Ω| in Ω,
u =
∂ϕ
∂n
= 0 on ∂Ω.
(5)
Weak solutions of (5) correspond to critical points of the functional
F defined in H10 (Ω)×H1(Ω) by
F (u, ϕ) = ‖∇u‖22+
∫
Ω
(
m2 − (ω + q (ϕ+ χ))2)u2 dx− ‖∇ϕ‖22 + 2Aϕ .
Indeed, standard computations show that F is continuously differ-
entiable in H10 (Ω)×H1(Ω) with
〈F ′u(u, ϕ), v〉 = 2
∫
Ω
(
∇u∇v + (m2 − (ω + q (ϕ+ χ))2)u v) dx ,
〈F ′ϕ(u, ϕ), ψ〉 = −2
∫
Ω
(
∇ϕ∇ψ + (q (ω + q (ϕ+ χ))u2 − A|Ω|
)
ψ
)
dx ,
5
for every u, v ∈ H10 (Ω) and ϕ, ψ ∈ H1(Ω). Since F is unbounded
from above and from below, even modulo compact perturbations, a
straightforward application of well-known results in critical point the-
ory is precluded.
We follow [3] and associate solutions to Problem (5) with critical
points of a functional J that depends only on the variable u and falls
within the scope of classical critical point theory. The main ingredient
in the construction of J is solving for ϕ the second equation in (5). We
will repeatedly apply the following result.
Proposition 2.1. For b ∈ L3(Ω) \ {0} and ρ ∈ L6/5(Ω), the homoge-
neous Neumann problem associated with the equation
−∆ϕ+ b2 ϕ = ρ (6)
has a unique solution Lb(ρ) in H1(Ω). If ρ does not change sign in Ω,
then ρLb(ρ) ≥ 0 in Ω. Furthermore, Lb(ρ) depends continuously on b
and ρ.
Proof. See [16, Proposition 2.1, Remark 2.2, and Remark 2.3].
Remark 2.2. Let b ∈ L3(Ω) \ {0} and h ∈ L∞(Ω). Observe that,
for any τ ∈ R, Lb(b2 (h + τ)) = Lb(b2 h) + τ . With τ = − inf h and
τ = − suph, respectively, Proposition 2.1 implies Lb(b2 h) − inf h ≥ 0
and Lb(b2 h)− suph ≤ 0 in Ω, whence inf h ≤ Lb(b2 h) ≤ suph.
In the construction of J , we will consider Equation (6) with b = q u;
to ensure its solvability, we confine u within the set
Λq :=
{
u ∈ H10 (Ω)
∣∣ q u 6= 0} .
The set Λq is the complement in H
1
0 (Ω) of the kernel of the bounded
and linear operator u ∈ H10 (Ω) 7→ q u ∈ L3(Ω). If q vanishes at most on
a set of measure zero, then Λq = H
1
0 (Ω) \ {0}. In general, Λq satisfies
the following properties.
Proposition 2.3. [16, Proposition 2.4]
(a) Λq is open in H
1
0 (Ω) with ∂Λq =
{
u ∈ H10 (Ω) | q u = 0
}
.
(b) If u ∈ H10 (Ω) and dist (u, ∂Λq)→ 0, then ‖q u‖3 → 0.
(c) Λq contains subsets with arbitrarily large genus.
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3 The constrained functional
For u ∈ Λq, let
ρu :=
A
|Ω| − (q u)
2 χ− ω q u2 (7)
and consider Equation (6) with b = q u and ρ = ρu. By Proposition 2.1,
the associated homogeneous Neumann problem has a unique solution
Lqu(ρu) in H1(Ω).
Let us define the map Φ : Λq −→ H1(Ω) by letting Φ(u) := Lqu(ρu),
and the functional J : Λq −→ R by letting J(u) := F
(
u,Φ(u)
)
.
Proposition 3.1. (a) The map Φ is continuously differentiable in
Λq. The graph of Φ is the set
{
(u, ϕ) ∈ Λq ×H1(Ω) |F ′ϕ(u, ϕ) =
0
}
.
(b) The functional J is continuously differentiable in Λq. Further-
more, (u, ϕ) ∈ Λq ×H1(Ω) is a critical point of F if, and only if,
u is a critical point of J and ϕ = Φ(u).
Proof. For the proof of Part (a), see [16, Section 3]. Note that all the
assertions remain true despite the additional term −ω q u2 appearing
in the right-hand side of (7) when ω 6= 0. Part (b) easily follows from
Part (a).
On account of Proposition 3.1, nontrivial solutions to Problem (1)-
(2) are in one-to-one correspondence with critical points of J in Λq.
3.1 Decomposition of J
To simplify the notation, let ϕu := Φ(u). Since ϕu solves the homoge-
neous Neumann problem associated with the equation
−∆ϕ+ (q u)2 ϕ = A|Ω| − (q u)
2 χ − ω q u2 ,
we get
‖∇ϕu‖22 = Aϕu −
∫
Ω
(q u)2 χϕu dx−
∫
Ω
ω q u2 ϕu dx−
∫
Ω
(q u)2 ϕ2u dx ,
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and thus,
J(u) = F
(
u, ϕu
)
= ‖∇u‖22 +
∫
Ω
(
m2 − (ω + q χ)2)u2 dx+
−
∫
Ω
(q u)2 χϕu dx−
∫
Ω
ω q u2 ϕu dx +Aϕu.
For every u ∈ Λq, let
ξu := −Lqu((q u)2 χ) , ηu := A|Ω| Lqu(1) , θu := −Lqu(q u
2) .
Note that ηu, ξu, and θu satisfy the equations
−∆ξu + (q u)2 ξu = − (q u)2 χ , (8)
−∆ηu + (q u)2 ηu = A|Ω| , (9)
−∆θu + (q u)2 θu = − q u2 , (10)
respectively, with homogeneous Neumann boundary conditions, and
ϕu = ξu + ηu + ω θu . (11)
We will write the functional J in terms of u, ξu, ηu, and θu. Observe
that∫
Ω
(q u)2 χ θu dx =
∫
Ω
q u2 ξu dx , A ξu = −
∫
Ω
(q u)2 χ ηu dx , (12)
Aθu = −
∫
Ω
q u2 ηu dx , (13)
these equalities are easily obtained by multiplying each of the equa-
tions (8)-(10) by the solution of the remaining two equations. Tak-
ing (11)–(13) into account yields
J(u) = J˜(u) +Aηu + 2ωAθu (14)
for every u ∈ Λq, with
J˜(u) = ‖∇u‖22 +
∫
Ω
(
m2 − ω2)u2 dx−
∫
Ω
2ω q u2 (χ+ ξu) dx+
+ 2Aξu −
∫
Ω
(q u)2 χ2 dx−
∫
Ω
(q u)2 χ ξu dx−
∫
Ω
ω2 q u2 θu dx .
8
3.2 Properties of ξ
u
, η
u
, and θ
u
Since ξu := −Lqu((q u)2 χ), by Remark 2.2 we have
‖ξu‖∞ ≤ ‖χ‖∞ (15)
for every u ∈ Λq.
Lemma 3.2. [16, Lemma 3.3]
(a) For every u ∈ Λq, Aηu ≥ 0 in Ω.
(b) There exists γ ∈ (0,∞) such that ‖∇ηu‖2 ≤ γ ‖q u‖23 |ηu| for
every u ∈ Λq.
(c) Suppose A 6= 0. If u ∈ Λq and ‖q u‖3 → 0, then Aηu →∞.
Lemma 3.3. Suppose that assumption (Q) is satisfied. Then, for
every u ∈ Λq, we have ‖θu‖∞ ≤ 1/q0.
Proof. Fix u ∈ Λq. Define h ∈ L∞(Ω) by
h(x) :=

1/q(x) if |q(x)| ≥ q0,0 otherwise.
In view of assumption (Q), we have q = q2 h in Ω, hence θu :=
−Lqu(q u2) = −Lqu((q u)2 h). Then ‖θu‖∞ ≤ ‖h‖∞, by Remark 2.2,
and the conclusion readily follows.
Remark 3.4. If assumption (Q) is satisfied, the map u ∈ Λq 7→
2ωAθu, which appears as the third summand in (14), is bounded
from below. Without assumption (Q), this need not be the case.
For instance, suppose that q ∈ C(Ω) ∩ L6(Ω) \ {0} does not sat-
isfy (Q). Hence, either inf {q(x) | q(x) > 0} = 0 or sup {q(x) | q(x) <
0} = 0. In the former case, let {sn} be any unbounded increasing
sequence. Up to a subsequence, the open set
Ω+n := {x ∈ Ω | sn < 1/q(x) < sn+1}
is nonempty. Take un ∈ C∞0 (Ω+n ) \ {0} ⊂ Λq. Define hn : Ω→ R by
hn(x) :=

1/q(x) if x ∈ Ω
+
n ,
sn otherwise;
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clearly, sn ≤ hn < sn+1 in Ω. Since q u2n = (q un)2hn in Ω, we
have θun := −Lqun(q u2n) = −Lqun((q un)2hn). By Remark 2.2, we
get θun ≤ −sn in Ω and thus, θun → −∞. Likewise, in the case
sup {q(x) | q(x) < 0} = 0, we find a sequence {un} ⊂ Λq such that
θun → ∞. Therefore, depending on the sign of ω and A, the map
u ∈ Λq 7→ 2ωAθu may be unbounded from below.
Lemma 3.5. For every u ∈ Λq,
∣∣∣2ωAθu∣∣∣ ≤
∫
Ω
ω2 u2 dx+Aηu.
Proof. Fix u ∈ Λq. By (13),∣∣∣2ωAθu∣∣∣ =
∣∣∣∣
∫
Ω
2ω q u2 ηu dx
∣∣∣∣ ≤
∫
Ω
ω2 u2 dx+
∫
Ω
(q u)2 η2u dx .
Multiplying (9) by ηu yields
‖∇ηu‖22 +
∫
Ω
(q u)2 η2u dx = Aηu .
The conclusion readily follows.
Lemma 3.6. Let {un} ⊂ Λq be bounded.
(a) Suppose that {‖q un‖3} is bounded away from 0. Then: up to a
subsequence, {ηun} and {θun} converge in H1(Ω).
(b) If A 6= 0 and ‖q un‖3 → 0, then Aηun + 2ωAθun →∞.
Proof. (a) Let {un} ⊂ Λq be bounded. Up to a subsequence, {un} has
in L6(Ω) a limit u. Since q un → q u in L3(Ω) and {‖q un‖3} is bounded
away from 0, we deduce q u 6= 0; moreover, q u2n → q u2 in L6/5(Ω).
Recall that ηun := Lqun(A/|Ω|) and θun := −Lqun(q u2n). Thus, by
Proposition 2.1, ηun and θun converge in H
1(Ω) to Lqu(A/|Ω|) and
−Lqu(q u2), respectively.
(b) Preliminarily, fix u ∈ Λq and note that, by Lemma 3.2(b),
‖ηu‖2 = ‖∇ηu‖22 + |ηu|2 ≤
(
γ2 ‖q u‖43 + 1
)
|ηu|2 .
Thus, by (13), Ho¨lder’s inequality, and Sobolev’s embedding theorem,∣∣∣ωAθu∣∣∣ = ∣∣∣
∫
Ω
ω q u2 ηu dx
∣∣∣ ≤ |ω| ‖q u‖3 ‖u‖3 ‖ηu‖3
≤ σ3 τ3 |ω| ‖q u‖3 ‖∇u‖2 ‖ηu‖
≤ σ3 τ3 |ω| ‖q u‖3 ‖∇u‖2
(
γ2 ‖q u‖43 + 1
)1/2
|ηu| .
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Therefore,
Aηu + 2ωAθu ≥ |A| |ηu| −
∣∣∣2ωAθu∣∣∣ ≥ (|A| −N(u)) |ηu| , (16)
with
N(u) := 2 σ3 τ3 |ω| ‖q u‖3 ‖∇u‖2
(
γ2 ‖q u‖43 + 1
)1/2
.
Now assume that {un} ⊂ Λq is bounded and ‖q un‖3 → 0. Then
N(un) → 0, and the conclusion follows from (16) and Lemma 3.2(c).
3.3 Properties of J˜
Lemma 3.7. There exist C1 ∈ R, C2 ∈ (0,∞), and C3 ∈ [0,∞),
which depend on Ω, ω, and the norms ‖q‖6 and ‖α‖1/2, such that
J˜(u) ≥ C1 ‖∇u‖22 +
∫
Ω
(
m2 − ω2)u2 dx− 2 κ |A| ‖α‖1/2 (17)
and
J˜(u) ≤ (C2 + C3 ‖θu‖) ‖∇u‖22 + 2 κ |A| ‖α‖1/2 (18)
for every u ∈ Λq.
Proof. Fix u ∈ Λq and recall that
J˜(u) = ‖∇u‖22 +
∫
Ω
(
m2 − ω2)u2 dx−
∫
Ω
2ω q u2 (χ+ ξu) dx+
+ 2Aξu −
∫
Ω
(q u)2 χ2 dx−
∫
Ω
(q u)2 χ ξu dx−
∫
Ω
ω2 q u2 θu dx .
By Ho¨lder’s inequality, Sobolev’s embedding theorem, (4), and (15),∣∣∣∣
∫
Ω
q u2 (χ+ ξu) dx
∣∣∣∣ ≤ 2 ‖χ‖∞ ‖q‖6 ‖u‖212/5
≤ 2 κσ212/5 ‖α‖1/2 ‖q‖6 ‖∇u‖22 ,
(19)
∫
Ω
(q u)2 χ2 dx ≤ ‖χ‖2∞‖q‖26 ‖u‖23 ≤ κ2 σ23 ‖α‖21/2 ‖q‖26 ‖∇u‖22 , (20)
and
|ξu| ≤ κ ‖α‖1/2 . (21)
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Multiplying (8) and (10) by ξu and θu, respectively, gives
−
∫
Ω
(q u)2 χ ξu dx ≥ 0 , −
∫
Ω
ω2 q u2 θu dx ≥ 0 . (22)
Taking (19)-(22) into account yields (17), with
C1 := 1− 4 |ω|κσ212/5 ‖α‖1/2 ‖q‖6 − κ2 σ23 ‖α‖21/2 ‖q‖26 . (23)
To prove (18), in addition to (19)-(21) observe that∣∣∣∣
∫
Ω
(q u)2 χ ξu dx
∣∣∣∣ ≤ ‖χ‖2∞ ‖q‖26 ‖u‖23 ≤ κ2 σ23 ‖α‖21/2 ‖q‖26 ‖∇u‖22
and ∣∣∣∣
∫
Ω
q u2 θu dx
∣∣∣∣ ≤ ‖q‖6 ‖u‖23 ‖θu‖6 ≤ σ23 6 ‖q‖6 ‖∇u‖22 ‖θu‖ .
Thus, (18) follows with
C2 := 1 +
∣∣m2 − ω2|σ22 + 4 |ω|κσ212/5 ‖α‖1/2 ‖q‖6 + 2 κ2 σ23 ‖α‖21/2 ‖q‖26
and C3 := ω
2 σ23 τ6 ‖q‖6.
4 Properties of J
Throughout this section, we will assume A 6= 0. For ease of discussion,
we will refer to Case 1, if |ω| ≤ |m| and (Q) is satisfied, and to Case 2,
if |ω| ≤ |m|/√2. In either case, we will assume that ‖α‖1/2 ‖q‖6 is so
small that the constant C1, as defined in (23), is strictly positive.
Proposition 4.1. The functional J is bounded from below and coercive
in Λq.
Proof. Fix u ∈ Λq. In Case 1, Lemma 3.3 applies and implies
Aηu + 2ωAθu ≥ −
2 |A| |ω|
q0
,
in view of Lemma 3.2(a). Therefore, (14) and (17) yield
J(u) ≥ C1 ‖∇u‖22 +
∫
Ω
(
m2 − ω2)u2 dx− 2 κ |A| ‖α‖1/2 − 2 |A| |ω|
q0
.
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In Case 2, Lemma 3.5 implies
Aηu + 2ωAθu ≥ −
∫
Ω
ω2 u2 dx .
Therefore, (14) and (17) yield
J(u) ≥ C1 ‖∇u‖22 +
∫
Ω
(
m2 − ω2)u2 dx − 2 κ |A| ‖α‖1/2 −
∫
Ω
ω2 u2 dx
= C1 ‖∇u‖22 +
∫
Ω
(
m2 − 2ω2)u2 dx− 2 κ |A| ‖α‖1/2 .
With C1 ∈ (0,∞), the conclusions readily follow in both cases.
Proposition 4.2.
(a) Every sequence {un} ⊂ Λq such that ‖q un‖3 → 0 has a subse-
quence {ukn} such that J(ukn)→∞.
(b) J has complete sublevels.
Proof. (a) Let {un} ⊂ Λq and assume ‖q un‖3 → 0.
In Case 1, note that Aηun → ∞, by Lemma 3.2(c), whereas {θun}
and {J˜(un)} are bounded from below, by Lemma 3.3 and (17). Since
J(un) = J˜(un) +Aηun + 2ωAθun , we deduce J(un)→∞.
In Case 2, we consider two possibilities. If {‖∇un‖2} is unbounded,
there exists a subsequence {ukn} such that ‖∇ukn‖2 → ∞; thus,
J(ukn)→∞, for J is coercive by Proposition 4.1. If {‖∇un‖2} is
bounded, then Aηun + 2ωAθun → ∞, by Lemma 3.6(b), whereas
{J˜(un)} is bounded from below, by (17). Since J(un) = J˜(un) +
Aηun + 2ωAθun , we deduce J(un)→∞.
(b) Suppose that {un} ⊂ Λq, J(un) ≤ c, for some c ∈ R, and un → u
in H10 (Ω). By Part (a), the sequence {‖q un‖3} is bounded away from
0 and thus, by Proposition 2.3(b), u ∈ Λq.
Proposition 4.3. For any {un} ⊂ Λq, the sequence {J(un)} is un-
bounded if, and only if, either {un} is unbounded or {‖q un‖3} is not
bounded away from 0.
Proof. The “if” part of the statement easily follows from Proposi-
tion 4.1 and Proposition 4.2. We will prove the “only if” part by
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way of contradiction. Suppose that there exists a bounded sequence
{un} ⊂ Λq such that {‖q un‖3} is bounded away from 0 and J(un)→
∞.
Up to a subsequence, {ηun} and {θun} converge in H1(Ω), in view
of Lemma 3.6(a). This clearly implies that {ηun} and {θun} are
bounded and thus, {J˜(un)} is bounded from above, by (18). Since
J(un) = J˜(un)+Aηun+2ωAθun , we deduce that {J(un)} is bounded
from above, a contradiction.
Proposition 4.4. The functional J satisfies the Palais-Smale condi-
tion in Λq.
Proof. Suppose that {un} ⊂ Λq is a Palais-Smale sequence, that is,
{J(un)} is bounded and J ′(un) → 0; we have to show that, up to a
subsequence, {un} converges in Λq.
Since J is coercive, {un} is bounded in H10 (Ω); up to a subsequence,
it converges weakly to some u ∈ H10 (Ω). Observe that
∆un = −1
2
J ′(un)+m
2 un−
(
ω+ q (ηun + ξun +ω θun +χ)
)2
un . (24)
The first two summands in the right-hand side of (24) are clearly
bounded in H−1(Ω); we will show that the same is true for the third
summand.
Since {J(un)} is bounded, Proposition 4.2 implies that {‖q un‖3} is
bounded away from 0. Lemma 3.6(a) applies: up to a subsequence,
{ηun} and {θun} converge in H1(Ω), and are therefore bounded in
L6(Ω). By (15), {ξun +χ} is bounded in L6(Ω) as well. It follows that
{(ηun + ξun + ω θun +χ)2} is bounded in L3(Ω), which in turn implies
that
{
q2 (ηun + ξun + ω θun + χ)
2 un
}
is bounded in L6/5(Ω), hence in
H−1(Ω).
On account of (24), the sequence {∆un} is bounded in H−1(Ω); the
compactness of the inverse Laplace operator implies that, up to a
subsequence, {un} converges to u in H10 (Ω). By Proposition 4.2(b),
u ∈ Λq.
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5 Proof of the main results
Proof of Theorems 1.1 and 1.2. On account of the correspondence be-
tween critical points of J and nontrivial solutions to Problem (1)-(2),
it suffices to prove that J has a sequence of critical points {un} ⊂ Λq
satisfying (i) and (ii). Observe that J(u) = J(|u|) for every u ∈ Λq.
This easily follows from the fact that Φ(u) = Φ(|u|) for every u ∈ Λq,
by the very definition of Φ.
Suppose that A 6= 0 and ‖α‖1/2 ‖q‖6 is so small that the constant
C1, as defined in (23), is strictly positive. As we have shown in Sec-
tion 4, under the assumptions in Theorems 1.1 and 1.2, the functional
J is bounded from below, has complete sublevels, and satisfies the
Palais-Smale condition in Λq. These properties readily imply that J
attains its minimum at some u0 ∈ Λq; by the observation above, we
can assume u0 ≥ 0 in Ω.
By Proposition 2.3(c), the set Λq has infinite genus. Thus, Ljuster-
nik-Schnirelmann Theory applies (see [20, Corollary 4.1] and [1, Re-
mark 3.6]) and J has a sequence {un}n≥1 of critical points in Λq.
Standard arguments show that J(un)→∞ (see [2, Chapter 10]).
Let {vn} be a bounded subsequence of {un}. In view of Proposi-
tion 4.3, every subsequence of {vn} has a subsequence {vkn} such that
‖q vkn‖3 → 0; this proves that ‖q vn‖3 → 0.
Proof of Theorem 1.3. Assume that |ω| ≤ |m| and ‖α‖1/2 ‖q‖6 is so
small that the constant C1, as defined in (23), is strictly positive.
Suppose that (u, φ) is a solution to (1)-(2) with A = 0 and let ϕ :=
φ− χ. Then, (u, ϕ) is a solution to


∆u = m2u− (ω + q (ϕ+ χ))2 u in Ω,
∆ϕ = q
(
ω + q (ϕ+ χ)
)
u2 in Ω,
u =
∂ϕ
∂n
= 0 on ∂Ω.
(25)
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Multiplying by u the first equation in (25) gives
0 = ‖∇u‖22 +
∫
Ω
m2 u2 dx−
∫
Ω
(
ω + q (ϕ+ χ)
)2
u2 dx
= ‖∇u‖22 +
∫
Ω
(m2 − ω2)u2 dx−
∫
Ω
(q u)2 ϕ2 dx−
∫
Ω
2ω q u2 χdx+
−
∫
Ω
(q u)2 χ2 dx−
∫
Ω
2 (q u)2 ϕχdx−
∫
Ω
2ω q u2 ϕdx .
Multiplying by ϕ the second equation in (25) gives
‖∇ϕ‖22 +
∫
Ω
(q u)2 ϕ2 dx = −
∫
Ω
(q u)2 ϕχdx−
∫
Ω
ω q u2ϕdx . (26)
Substituting (26) into the preceding equality gives
0 = ‖∇u‖22 +
∫
Ω
(m2 − ω2)u2 dx+
∫
Ω
(q u)2 ϕ2 dx−
∫
Ω
2ω q u2 χdx+
−
∫
Ω
(q u)2 χ2 dx+ 2 ‖∇ϕ‖22 .
Neglecting the nonnegative terms, and recalling (19), (20), and the
definition of C1, we obtain
0 ≥ ‖∇u‖22 −
∫
Ω
2ω q u2 χdx−
∫
Ω
(q u)2 χ2 dx
≥
[
1− 2 |ω|κσ212/5 ‖α‖1/2 ‖q‖6 − κ2 σ23 ‖α‖21/2 ‖q‖26
]
‖∇u‖22
≥ C1 ‖∇u‖22 ,
which implies u = 0.
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