Abstract. We give effectiveness conditions on a strongly minimal theory T guaranteeing that all models have computable copies. In particular, we show that if T is strongly minimal and for n ě 1, T X D n`2 is ∆ 0 n , uniformly in n, then every model has a computable copy. Relativizing, we answer a long-standing question in computable model theory, showing that if a strongly minimal theory has a computable model, then every model is arithmetical; in fact, every model has a ∆ 0 4 copy.
Introduction
In computable model theory, we try to understand the algorithmic complexity of the various models of an elementary first order theory. For a theory with nice model-theoretic properties, it should be easier to understand the complexity of the models. We mention first some results for ℵ 0 -categorical theories. Lerman and Schmerl [21] showed that for an ℵ 0 -categorical theory T , if T is arithmetical and T X D n`1 is Σ 0 n for each n, then T has a computable model. Knight [19] dropped the assumption that T is arithmetical, assuming that T X D n`1 is Σ 0 n uniformly in n. When these results were proved, there was no example of a non-arithmetical ℵ 0 -categorical theory with a computable model. Khoussainov and Montalbán [14] gave an example, using an infinite language. Andrews [1] showed that in all tt degrees ď 0 pωq , there are ℵ 0 -categorical theories with computable models. Moreover, the theories are in a finite language.
For ℵ 1 -categorical theories, Goncharov and Khoussainov [8] and Fokina [5] gave examples for which the theory has degree 0 pnq and there are computable models. These examples used "Marker extensions", a method that does not produce strongly minimal theories. Andrews [1] showed that there are non-arithmetical strongly minimal theories with computable models. For strongly minimal theories, as for ℵ 0 -categorical theories, in each tt-degree ď 0 pωq , there is a theory T , in a finite language, such that all models of T have computable copies.
An important collection of results and questions in computable model theory involves using a bound on complexity of one model of a theory to give bounds on the complexity of other models. Goncharov, Harizanov, Laskowski, Lempp, and McCoy [7] showed that if M is a model of a disintegrated (sometimes called trivial ) strongly minimal theory T , then the complete diagram D c pMq is model complete. It follows that if M is X-computable, then T is computable in X 2 . In particular, if T is a disintegrated strongly minimal theory with a computable model, then T
The first author's research was partially supported by NSF grant DMS-1201338 and by NSF Grant No. 0932078000 while he was in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2014 semester. must be ∆ 0 3 . It then follows from a theorem of Harrington [9] and Khisamiev [12] that every model of T has a copy whose elementary diagram is ∆ 0 3 . One might hope to drop the assumption of disintegration in the result of [7] . By the result of Andrews [1] , there cannot be an arithmetical bound on the complexity of a strongly minimal theory with a computable model. This led some people to suspect that there would be no arithmetical bound on the complexity of the other models.
Here is our main result.
Main Theorem. If T is a strongly minimal theory such that T XD n`2 is uniformly ∆ 0 n , then every model of T has a computable copy. The main result, relativized to H p3q , gives the following corollary.
Main Corollary. If T is a strongly minimal theory with a recursive model, then every model of T has a ∆ 0 4 copy. Proof. If T has a recursive model, then T X D n is uniformly Σ 0 n . Thus, relative to H p3q , T X D n`2 is uniformly ∆ 0 n . So, by the Main Theorem, relativized to H p3q , all the other models have copies computable in H p3q .
Khoussainov, Laskowski, Lempp, and Solomon [13] showed that there is a disintegrated strongly minimal theory T such that the prime model has a computable copy, and the other models, not isomorphic to the prime model, all compute H 2 . This is the largest known gap. It remains open whether our Main Corollary is sharp.
Question 1.
Is it true that if T is strongly minimal and has a recursive model, then all models of T have ∆ 0 3 copies? In Section 8, we prove two results that are known to be sharp. These results are stated in the theorem below. The conditions of the results are satisfied in most familiar examples. Theorem 1.1. Let T be a strongly minimal theory with a recursive model N , and let M be a model that is not 1-saturated (see Definition 6) . The following are three canonical examples of strongly minimal theories. These represent the three classes of the "Zil'ber trichotomy", which Zil'ber at one time conjectured to exhaust the strongly minimal theories.
(1) the theory of Z with the successor function (2) the theory of infinite Q-vector spaces (3) the theory of the field C of complex numbers Hrushovski [11] showed that the Zil'ber Trichotomy Conjecture is not true by constructing exotic strongly minimal theories. These theories are combinatorial in nature and have no natural algebraic interpretation. Andrews [1] , [2] , [3] has used variants of Hrushovski's construction to produce strongly minimal theories with recursion-theoretically interesting properties.
Definition 2 (Algebraic closure, independence). Let T be a strongly minimal theory, let M be a model of T , and let S be a subset of M.
‚ The algebraic closure of S in M, denoted by acl M pSq, is the union of the finite sets ϕ M pc, xq definable in M with parametersc in S. ‚ The set S is algebraically independent if for all a P S, a R acl M pS tauq.
When the model in question is clear, we write acl for acl M . Algebraic closure gives a well-defined notion of dimension. That is, the dimension of a set is the size of its largest algebraically independent subset. For a strongly minimal theory T , each model is determined, up to isomorphism, by its dimension.
We say what dimension and algebraic closure mean in the three examples above. For the theory of pZ, Sq, each model consists of some number of Z-chains. The algebraic closure of a set X is the union of the Z-chains containing elements of X, and the dimension is the number of these Z-chains. For the theory of non-trivial Q-vector spaces, the algebraic closure of a set is its span, and dimension is vector space dimension. For the theory of C (the theory of algebraically closed fields of characteristic 0), algebraic closure is usual algebraic closure, and dimension is transcendence degree.
Definition 3 (Disintegration).
A strongly minimal theory is disintegrated if for all models M and S Ď M, acl M pSq " Ť sPS acl M ptsuq. Of the three examples given above, only the first is disintegrated.
The assumptions in our main theorem involve fragments of the theory T of different quantifier complexities. In the proof, we distinguish formulas with free variables also by their quantifier complexity.
Definition 4.
A formula is D n if it has the form pDx 1 qp@x 2 q¨¨¨pQx n qϕpȳ,xq where ϕ is quantifier-free and Q is either @ or D, depending on the parity of n. Note that a string of like quantifiers (all D, or all @) is counted as a single quantifier.
Definition 5 (B n -formula, B n -type, B n -algebraicity).
‚ A B n -formula is a Boolean combination of D n -formulae. ‚ A B n -type is the set of B n -formulae in a complete type. ‚ If b satisfies a B n -formula ϕpā, xq such that ϕ M pā, xq is finite, we say b is in the B n -algebraic closure ofā. In this case, we write b P acl Bn pāq.
Definition 6 (n-saturation, bounded saturation).
‚ M is n-saturated if for allā P M, every B n -type ppā, xq consistent with the type ofā is realized in M. ‚ M is boundedly saturated if it is n-saturated for all n.
Every saturated structure is boundedly saturated. The familiar examples of strongly minimal theories have elimination of quantifiers down to B n -formulas for some n, so the finite dimensional models are not boundedly saturated. However, Andrews [1] gives examples of strongly minimal theories whose finite dimensional models are boundedly saturated.
In the context of a strongly minimal theory, knowing that M is boundedly saturated is useful in building a copy. When we are building a copy of a model M that is boundedly saturated, we use the fact that it is always safe to add realizations of consistent types (as in Lemma 1.2 below). Knowing that M is not boundedly saturated is also useful for building a copy. If M is not n-saturated, there is somē c in M such that every element of M is algebraic overc via a B n -formula (see Lemma 5.1). It is always safe to add realizations of consistent types that contain such formulas.
The following lemma gives a hint as to how the condition of bounded saturation will be used. Lemma 1.2. Let rpxq be a B n -type.
(1) Let spx, yq be a B n -type, extending rpxq, such that spx, yq is generated by the formulae of rpxq and the D n -formulae in spx, yq. Then for every extension of rpxq to a complete type r 1 pxq, r 1 pxq is consistent with spx, yq.
then there is a B n -type spx, yq, extending rpxq Y Ψ, such that spx, yq is generated by the formulae of rpxq and the D n -formulae in spx, yq. (3) Suppose M is an n-saturated model of T . Let ppxq be a B n -type, and let qpx,ȳq be a B n´1 -type consistent with ppxq. Then every realization of ppxq in M extends to a realization of qpx,ȳq in M; i.e., the n-saturation condition gives a saturation condition for B n´1 -types of tuples.
Proof. For Part 1, let r 1 pxq be any type extending rpxq, and suppose that spx, yq is generated by rpxq and the D n -formulae in spx, yq. If r 1 pxq and spx, yq are inconsistent, there is some D n -formula ψpx, yq P spx, yq such that r 1 pxq $ ψpx, yq. Then r 1 pxq $ p@yq ψpx, yq. Since this is a @ n -formula, rpxq $ p@yq ψpx, yq, so spx, yq is inconsistent. This is a contradiction.
For Part 2, let rpxq be given, and fix an enumeration pϕ j q jPω of all D n -formulae in the variablesx, y. We can generate a B n -type spx, yq as follows. At stage 0, we set Φ 0 :" Ψ. At stage i, we have decided to put some subset Φ i´1 of ΨYtϕ j | j ă iu into spx, yq. If Φ i´1 Ytϕ i px, yqu is consistent with rpxq, then we let Φ i " Φ i´1 Ytϕ i u.
If not, then it would be inconsistent to add ϕ i , and we let Φ i " Φ i´1 . This results in a set of D n formulae Φ " Ť i Φ i , which, along with rpxq, generates a complete B n -type spx, yq.
For Part 3, we proceed by induction on the size ofȳ. Ifȳ has size 0, the claim is trivial. We are given a B n -type ppxq, a B n´1 -type qpx, y,zq, and a realizationā of ppxq. Let Ψ be the set tpDzqϕpx, y,zq | ϕ P qu. By Part 2 of the lemma, this can be extended to a type spx, yq generated over ppxq by its D n -formulae, and by Part 1, spx, yq is consistent with ppxq. By n-saturation, spx, yq is realized byā and some b in M. Now, the type qpx, y,zq is still consistent with the type ofā, b. By the inductive hypothesis, there is a realization of the type qpā, b,zq, as required.
The reason that this is pertinent is that during a construction, we will build B n´1 -types and will need to know that whatever we build, even if based on incorrect guesses at recursion-theoretic information, is realized in the model, provided that it is consistent with the theory.
In order to understand and enumerate the types in the theory, we use Morley rank, which we will often refer to simply as rank.
Definition 7 (Morley rank and degree).
(1) The Morley rank of a formula ϕpxq is the maximum dimension of a tuple (in any model) satisfying the formula. We write MRpϕpxqq for the Morley rank of ϕpxq. (2) The Morley rank of a type is the minimum of the ranks of the formulae in the type. (3) The Morley degree of a formula ϕpxq is the maximal number of formulae ψ i pxq that are pairwise inconsistent, with MRpϕpxq^ψ i pxqq " MRpϕpxqq.
In every strongly minimal theory, the Morley degree of any formula is welldefined and finite. (4) A formula ϕ is said to have minimal Morley rank/degree inside a set S of formulae if ϕ has minimal Morley rank among all formulae in S, and among the formulae in S with this Morley rank, ϕ has minimal Morley degree.
Throughout what follows, we assume that T is a theory in a relational language. Given a theory T in a language L with function symbols, there is a natural theory T 1 in a relational language L 1 such that T 1 is inter-definable with T -simply consider functions as described by relation symbols instead of function symbols. Moreover, there is a uniform effective procedure for converting models of T 1 into models of T and vice versa. Since every term in L is uniformly both D 1 -and @ 1 -definable in T 1 , for each n ě 1, every B n -formula in T is expressed by a B n -formula in T 1 , and vice versa. Thus, for a theory T , if T n`2 is ∆ n uniformly in n, then the same is true for T 1 . We can then apply the Main Theorem to T 1 to see that every model of T 1 has a computable copy. This is enough to show that every model of T has a computable copy. Thus, working with theories in relational languages carries no loss of generality.
1.2. Recursion-theoretic preliminaries. Kleene and Mostowski, independently, defined the hierarchy of arithmetical sets and relations. A relation R on ω is arithmetical if it is definable in the standard model of arithmetic N " pω,`,¨, 0, 1, ă q. The hierarchy classifies sets and relations according to the complexity of the definition. The halting set K " te : ϕ e peq Óu is recursively enumerable and not recursive. Similarly, for any set X, the jump, X 1 " te : ϕ X e peq Óu, is recursively enumerable relative to X and not recursive relative to X. We obtain X pnq by iterating the jump n times-X p0q " X, and X pn`1q " pX pn1 . The following result characterizes the levels in the arithmetical hierarchy in a useful way. Proposition 1.3. For a relation R on ω, and n ě 1, The arithmetical hierarchy relativizes. A relation is arithmetical relative to X if it is definable in N X " pω,`,¨, 0, 1, ă, Xq. Again, we classify relations according to the complexity of the definition. The proposition above relativizes. For n ě 1, R is Σ 0 n relative to X, or Σ 0 n pXq, if it is recursively enumerable relative to X pn´1q , etc.
We can effectively approximate a ∆ n approximation to build an isomorphism between a ∆ 0 n structure and one that is ∆ 0 n`1 . What happens in the construction is that the object being built (in particular, the isomorphism), will eventually settle down at all sufficiently large stages where a certain Π 0 n`1 fact is guessed correctly. Such constructions are referred to as "infinite injury constructions".
What we have described above, with finite and infinite injury constructions, will be, in Theorem 6.1 and Theorem 7.1, just one step in a larger construction. We will have an infinite family of "workers", all acting at the same time, each producing a structure based on guesses at the structure produced by the worker above. The first argument of this kind was a result of Harrington, saying that there is a nonstandard model of first order Peano arithmetic that is ∆ 0 2 , but whose theory is not arithmetical. For an account of this result, see [16] or [4] .
Ash gave a "meta-theorem", for transfinitely nested limit constructions, and this is what is used in [4] to prove Harrington's Theorem. Ash developed his metatheorem independently of Harrington. Ash's original proof of the meta-theorem was an induction inspired by Martin's proof of Borel Determinacy, not using workers. The proof of Ash's meta-theorem in [4] uses workers. Ash's meta-theorem is relatively simple to use when the conditions are satisfied, but, unfortunately, they are not satisfied in our setting. There are other general descriptions of worker constructions in [17] (for finite levels) and [18] (for transfinite levels). Lerman [20] described some very general machinery. More recently, Montalbán [22] gave his own account of worker constructions, based on the notion of "ξ-true" stages. It would be possible to fit our constructions into the framework of Montalbán.
Here we will not use any meta-theorem or general framework. Instead, we will simply describe how each worker acts. We did not want the details of some necessarily complicated formal machinery to obscure the content of the proof. Like everyone else who has described worker constructions, from Harrington to Montalbán, we use the Recursion Theorem to create a computation in which each worker computes, via the same index, what it should do. The Recursion Theorem only puts together the pieces of the construction. We must say what each worker does at each step, and we must argue that all requirements are satisfied in the end.
1.3. Outline. In proving the Main Theorem, we consider four cases, depending on whether the theory T is arithmetical, and on the saturation properties of the model M. Case 1, where the theory is arithmetical, is simpler, but illustrates many of the core ideas.
(1) T is ∆ 0 N and M is N -saturated, (2) M is not N -saturated-T may be arithmetical or not, (3) T is not arithmetical and M is saturated, (4) T is not arithmetical and M is boundedly saturated but of finite dimension, In Section 2, we say how difficult it is to compute Morley ranks. In Section 3, we use computations of Morley ranks to arrive at an indexing of all B n -types, for each n. In Sections 4-7, we give the proof for the four cases. In general, we assume that T n`2 is ∆ 0 n . In Section 8, we give sharp results showing that if M is not 1-saturated and there is a recursive model N ĺ M, then M has a ∆ 0 3 copy. A result of Khoussainov, Laskowski, Lempp, and Solomon [13] implies that this result is sharp. We also show that if M is not 1-saturated and there is a recursive model N such that M ĺ N , then M has a copy whose B 1 -diagram is ∆ 0 2 . It is known that this cannot be improved to give a recursive copy of M (see the constructions in [15] , [10] , and [2] ).
Computing Morley ranks
In this section, T is a fixed strongly minimal theory.
Lemma 2.1. For each formula ϕpū, xq, there is a number k such that for all models M and allā in M, if ϕ M pā, xq has at least k elements, then it is infinite. Moreover, if ϕ is a B n -formula, then we can find k using T n`1 .
Proof. If there is no such k, then by Compactness, we would have a model M with a tupleā such that ϕ M pā, xq and ϕ M pā, xq are both infinite. Since T is strongly minimal, this is impossible. To find k, we search for the first k such that the sentence saying p@ūq rpD ěk xqϕpū, xq & pD ěk xq ϕpū, xqs is in T . If ϕ is a B n -formula, the sentence is @ n`1 , so T n`1 -suffices. Moreover, if ϕ is an D n formula, then we can find the numbers k 1 , . . . , k m using T n`1 .
Proof. Applying Lemma 2.1 to an D n -formula ϕpū, x 1 , . . . , x m q, letting x m play the role of x, we can find k m , using T n`1 . The formula pD ěkm x m qϕpū, x 1 , . . . , x m q is D n . Applying Lemma 2.1, we can find k m´1 , using T n`1 . The formula pD ěkm´1 x m´1 qpD ěkm x m qϕpū,xq is D n . Applying Lemma 2.1 again, we can find k m´2 . We continue in this way until we have k 1 . Lemma 2.3. For any formula ϕpxq and any m ď lengthpxq, there is a sentence saying that ϕpxq has rank at least m. Moreover, if ϕ is an D n -formula, then the sentence saying that the rank is at least m is D n , and we can find this sentence using T n`1 . In particular, the function that assigns to an D n -formula its Morley rank is uniformly computable from T n`1 , and thus the function that assigns to a B n -formula its Morley rank is uniformly computable from T n`2 .
Proof. For each partition of the variablesx into a tuplez of length m and remaining variablesȳ, we have a sentence saying that pD 8 z 1 q¨¨¨pD 8 z m qpDȳqϕpxq. To say that there exist infinitely many z i , we say that there are at least k i , for appropriate finite numbers k i . If ϕ is an D n -formula, then pDȳqϕ is also D n , and we use T n`1 to find the numbers, as in Lemma 2.2. In this way, we arrive at a sentence saying that the variablesz witness that the rank of ϕ is at least m. To say that ϕ has rank at least m, we take the disjunction of these sentences, over the possible choices ofz. This sentence is D n .
We will in several places need the following refinement of Lemma 2.3.
Lemma 2.4. The set of pairs xϕpxq, ky such that ϕ is an D n -formula of Morley rank at least k is uniformly Π 0 1 pT n q. Proof. The Morley rank of ϕpx 1 , . . . x l q is at least k if for some permutation σ of t1, . . . , lu, for all m, the sentence pD ěm x σp1q qpD ěm x σp2q q¨¨¨pD ěm x σpkq qpDx σpk`1q q¨¨¨pDx σplq qϕpxq is in T n . This condition is thus uniformly Π 0 1 pT n q. 2.1. The generic type of a k-tuple. The "generic" (i.e., maximum rank) B ntypes play a special role in our analysis. Using Lemma 2.4, we can give a simple way of computing these types. In several key places, knowing that this condition is Π 0 1 pT n q will allow us to combine universal quantifiers.
Enumerating types
In this section, we give an enumeration of the B n -types, and we verify several properties of this enumeration.
Definition 8. We say that a pair pθpxq, kq is a P n -index for a B n -type if the following hold:
‚ θ is a B n -formula of Morley rank k. ‚ There is only one B n -type ppxq of rank k containing θ. We say that pθ, kq is an index for this unique B n -type p.
We now state some properties of this indexing of types.
Lemma 3.1.
‚ The set of indices for B n -types is ∆ 0 n`1 .
‚ For n ą 1, given an index pθ, kq for a B n -type, it is ∆ 0 n´1 to compute the B n -type indexed by pθ, kq. ‚ Given an index pθ, kq for a B 1 -type, it is ∆ 0 1 to compute the B 1 -type indexed by pθ, kq.
Proof. The pair pθ, kq is an index for a B n -type if (a) MRpθq " k, and
Note that ψ is in p if and only if MRpθ^ψq ě k. By Lemma 2.4, this condition is Π 0 1 pT n`1 q. Since ψ P p if and only if ψ R p, the condition is also Σ 0 1 pT n`1 q, so p is computable from T n`1 , uniformly in θ.
During our constructions, the ∆ 0 n worker will assign P n´1 -indices to tuples, based in part on guesses at the P n -indices assigned by the ∆ 0 n`1 -worker. The ∆ 0 n worker will be checking the consistency of the type indexed by pθpxq, kq, where θ is a B n -formula, with the type indexed by pχpx,ȳq, lq, where χ is a B n´1 -formula.
Since the set of P n -indices is not ∆ 0 n , at some points in the construction, the ∆ 0 n worker will be attempting to verify the consistency of two such types, but pθ, kq will fail to determine a type. We describe here how ∆ 0 n verifies consistency of such types, and we say what this means in the case where pθ, kq is not a P n -index.
Lemma 3.2.
For n ą 1, we have a ∆ 0 n procedure for checking whether pairs pθpxq, kq and pχpx,ȳq, lq satisfy the following conditions:
(1) θ is a B n -formula of rank k, (2) χ is a B n´1 -formula of rank l, (3) pχ, lq is a P n´1 -index of a type qpx,ȳq, (4) there is some B n -type ppxq of rank k containing θ such that ppxq is consistent with qpx,ȳq. Note that when pθ, kq is a P n -index, the conditions say that the B n -type with this index is consistent with the B n´1 -type having index pχ, lq.
Proof. By Lemmas 2.3 and 3.1, it is ∆ 0 n to verify the first three conditions. The last condition is equivalent to p@ψ P qqpMRpθpxq^pDȳqψpx,ȳqq ě kq. Throughout, this version of consistency will suffice for our purposes.
By Lemma 2.4, this is Π

Boundedly saturated models of an arithmetical theory
In this section, we suppose that T is ∆ 0 N , where for 1 ď n ă N , T n`2 is ∆ 0 n , and we consider a model A that is N -saturated. We show that A has a computable copy. We first say how to get started on the construction with a "top" model. Harrington [9] and Khisamiev [12] showed that for a decidable ℵ 1 -categorical theory, all models have decidable copies. This result, relativized, gives the following.
Lemma 4.1 (Harrington [9] , Khisamiev [12] ). Suppose T is a strongly minimal theory. If T is ∆ 0 N , then every model of T has a copy whose complete diagram is ∆ 0 N .
We may equally well apply a result of Goncharov [6] and Peretyat'kin [23] on homogeneous structures with decidable copies. If T is computable, then Lemma 4.1 gives computable copies of all models. We suppose N ą 1. For our theory T , we have the enumerations P n for the B n -types. Our construction will involve models at different levels, with tuples of elements labeled by indices for types. All of our models are assumed to have universe ω. We think of the natural numbers as constants.
Definition 9 (P n -labeling). Let M be a model of T . A P n -labeling of M is a function assigning to each tupleā from M a P n -index for the B n -type realized byā.
In our constructions, each ∆ 0 n will produce a P n´1 -labeling. The next lemma gives a labeled model on top.
Proof. Since the complete diagram of A is ∆ 0 N and the set of P N -indices is ∆ 0 N`1 , we assign P N labels as follows. For each tupleā P A, we take the first P N -index pθ, kq such that p@ψpxq P B N q`ψ P p pθ,kq Ø A |ù ψpāq˘. We can do this using ∆ 0 N`1 . In the lemma below, we say how (for n ą 1) to pass from an n-saturated model with a ∆ 0 n`1 P n -labeling to an isomorphic copy with a ∆ 0 n P n´1 -labeling. The proof is our first use of the Limit Lemma 1.4, which will appear throughout the rest of the paper. Below, we will simply refer to the ∆ 0 n "guesses" at the ∆ 0 n`1 labeling.
Lemma 4.3 (First Pull-Down Lemma). Suppose n ą 1. Let A be a model of T that is n-saturated. If A has a ∆ 0 n`1 P n -labeling, then there is an isomorphic copy B with a ∆ 0 n P n´1 -labeling.
Proof. Guessing at the ∆ 0 n`1 P n -labeling of A, we give a ∆ 0 n P n´1 -labeling of an isomorphic copy B. The isomorphism f from B to A will be ∆ 0 n`1 . In particular, ∆ 0 n will assign values of f , say f pbq "ā based upon a guess (see Section 1.2) at the ∆ 0 n`1 P n -labeling of A. When this guess changes, some values of f that we had defined earlier may become undefined, to be defined again. To build a bijective function, we must ensure that for each d P B, from some stage onwards, f pdq is assigned and does not change (requirement (b) below). Similarly, we must ensure that each c P A, from some stage onwards, f´1pcq is assigned and does not change (requirement (a) below). We have the following requirements.
(a) Determine f´1pcq for c P A.
We arrange the requirements in a natural list of order type ω. As usual for a "finite injury construction", when the guesses behind our action on one requirement changes, we change what we have done for this requirement, and we must start over on later requirements. We say this requirement is "injured" and all later requirements are "reinitialized".
At each stage, as we assign values for f , we always choose the first possible image, or pre-image, preserving what we have done for earlier requirements, and we always maintain consistency of the B n´1 -type assigned to a tupleb,d with the B n -type assigned to f pbq and each of its sub-tuples. Note that consistency here is as in Lemma 3.2, so this is meaningful even if the ∆ 0 n worker's guess at the index of a tuple in A is not a P n -index. The ∆ 0 n worker can perform this check, by Lemma 3.2.
At any stage, we will have a tupleb on which f is defined, f pbq "ā, a tuplē b, d,d on which we have already assigned the P n´1 -index, and we will believe that the B n -type ppūq ofā is consistent with the B n´1 -type qpū, x,vq assigned tob, d,d.
It is easy to satisfy a requirement of type (a), defining f´1pcq. We have an approximation for the P n -indices of sub-tuples ofā, c. If there is a way to assign f pd i q " a for some d i P d,d while maintaining consistency with these B n -types, we do so. If not, we create a new element e in B, set f peq " c and assign some consistent B n´1 -type maintaining consistency over all the sub-tuples of f pbq.
Suppose the next requirement has type (b), defining f pdq. We describe the strategy for satisfying the requirement. We try possible images e i , guessing the P n -index of the type assigned toā, e i and checking that this type is consistent with the current B n´1 -type that we have assigned tob, d and the currentd. It may turn out that our guess is wrong, resulting in "injury" to the requirement. We could satisfy the requirement by first determining a type for f pdq, generated by D n formulas and those in the type of f pbq, and then searching for an element that satisfies the type. Instead, our strategy for the requirement of type (b) is to try possible images, until we find one that works. We introduce helper requirements, which have the effect of putting formulas into the D n type ofb, d. We satisfy one requirement of the helper requirements each time the requirement of type (b) is injured. There will be only finitely many injuries, and we are happy to settle on a value for f pdq before actually completing the type. The following is the family of "helper" requirements.
(c) k If the type (b) requirement to define f pdq is injured for the k th time (since it was last initialized) and for the current ppūq and qpū, x,vq, ppūqYqpū, x,vqY tϕ k pū, xqu is consistent, where ϕ k pū, xq is the k th D n -formula in variables u, x in order of Gödel number, then add a witnessd 1 to make ϕ k pb, dq true in B.
Say ϕ k pb, dq " pDȳqαpb, d,ȳq, where α is B n´1 . After the k th injury to the requirement defining f pdq, we check whether ppuqYqpū, x,vqYtϕ k pū, xqu is consistent. If so, we assign a
1 qu and is consistent with the assigned B n -types for sub-tuples of f pbq. If no such P n´1 -index is found, it is because one of the P n -indices guessed for a sub-tuple of f pbq is wrong, so we see injury to a higher priority requirement. Proof of Claim. Suppose the requirement is injured infinitely often. Since we have considered all D n -formulas ϕ k pū, xq, ppūq together with those ϕ k pū, xq for which we have provided witnesses generates a complete B n -type p 1 pū, xq. By Lemma 1.2, there is some e realizing p 1 pā, xq. Consider a stage s large enough that all higher priority requirements have settled and so has the approximation to the P n -index assigned to the initial segmentā,ā 1 , e of ω containingā, e. As e is a possible choice for f pdq, some element ofā,ā 1 , e is assigned as f pdq, with no possibility of further injury. This contradicts the assumption that the (b) requirement is injured infinitely often.
There is a special Pull-Down Lemma for the case where n " 1. The reason the previous lemma does not work in this case is that ∆ 0 1 cannot check consistency as in Lemma 3.2. We note that ∆ A requirement of type (a) is satisfied as before, except that we need only check consistency of the finite part of the atomic diagram determined so far with the B 1 -types we have guessed. We see that this check is ∆ 0 1 below. Consider a requirement of type (b), defining f pdq. Again, to satisfy a requirement of type (b), we could first build a B 1 -type and then look for f pdq satisfying this type. Instead, we just try possible images of d, one after another, and each time the current one is shown not to work, we carry out one more step toward building the type. As above, we add a family of "helper" requirements:
(c) k If the type (b) requirement is injured for the k th time and for the current B 1 -type ppūq for f pbq "ā, the current part of the atomic diagram δpb, d,dq, and the k th existential formula ϕ k pū, xq in variablesū, x, the set
is consistent, then add a witnessd 1 to make ϕ k pb, dq true in B.
As in Claim 4.4, the (c) k requirements for a given type (b) requirement ensure that the (b) requirement is satisfied.
At each stage, when we check consistency, we consider only the part of the atomic diagram enumerated so far. In particular, if we want to check consistency of a B 0 -formula Ψpx,ȳq with the B 1 -type that we believe has P 1 index pθpxq, kq, we first check that MRpθq " k (which is ∆ In the first event, we see that Ψ is inconsistent with the type. In the second event, we see that it is consistent with the type. In the third event, it no longer matters whether it is consistent or not, since a higher-priority requirement has been injured.
Combining the lemmas above, we obtain the following theorem. N -labeling. Now, we work our way down. Given a model A with a ∆ 0 n`1 P n -labeling, we apply Lemma 4.3 to get an isomorphic copy with a ∆ 0 n P n´1 labeling. Eventually, we come to a copy with a ∆ 0 2 P 1 -labeling. Then we apply Lemma 4.5 to get a recursive copy.
Models that are not boundedly-saturated
Let T be a strongly minimal theory with a model M that is not boundedly saturated. We fix n minimal so that M is not n-saturated. This means that there is a tuplec and a B n -type ppc, xq that is consistent with the type ofc, but is not realized in M. The goal of this section is to provide a construction of a copy of M with a ∆ 0 n P n´1 -labeling. Since M is pn´1q-saturated, we can then apply Lemmas 4.3 and 4.5 to get a computable copy of M.
Lemma 5.1. The type ppc, xq is the generic B n -type overc. That is, for each B n -formula ψpc, xq P p, pD 8 xqψpc, xq is in the type ofc.
Proof. Suppose not; say ψpc, xq P p, where pD "k xqψpc, xq is in the type ofc. Let a 1 , . . . , a k be the k elements of M satisfying ψ. We claim that one of these must satisfy ppc, xq. Otherwise, each of them satisfies some B n -formula ϕ i pc, a i q that is not in p. Then M |ù ψpc, xq Ñ Ž i ϕ i pc, xq but Ž i ϕ i pc, xq is inconsistent with p. Thus, p is inconsistent with the type ofc, a contradiction. We have shown that p must be realized if it is an algebraic type overc.
The type ppc, xq overc that is omitted in M must be the type of an element that is B n -generic overc. Thus, every element in M is algebraic overc by a B n -formula. This turns out to be every bit as useful as n-saturation.
There is a copy of M whose B n -diagram is recursive in tp Bn`1 pcq.
Proof. We build a structure A. We determine the truth value of B n -sentences ϕpc,bq for larger and larger tuplesb. At each stage s, we will have committed to a finite set of B n -sentences Φ s :" tϕ i | i ă lu. We ensure that for every element b mentioned, there is some ϕ j pc, bq such that for some integer N , pD "N xqϕ j pc, xq P tp Bn`1 pcq. We also ensure that pDxq^i ăl ϕ i pc,xq P tp Bn`1 pcq. For each B n -sentence ϕpc,bq, at some stage s, we add either ϕpc,bq or its negation to Φ s .
Finally, we have the Henkin requirements. If pDȳqψ P tp Dn`1 pcq, then for some tupled and some s, we must put ψpc,dq into Φ s . Since there is a model M in which every element is B n -algebraic overc, each of these requirements can be satisfied. Moreover, we can proceed recursively in tp Bn`1 pcq. The Henkin requirements ensure that Φ :" Y s Φ s is the B n -diagram of a structure A.
It remains to show that the structure A that we have built is isomorphic to M. For this, we use a standard König's Lemma argument. We build a tree whose paths will be isomorphisms between pA,cq and pM,cq. We construct a tree of viable partial functions from A into M, putting a finite function p withc Ă domppq into the tree if the B n -type ofb :" domppq is the same as that of ppbq. At level n, the functions are defined onc and the first n elements of A (in the ω-ordering).
The tree is finitely branching, since the elements of A are all algebraic overc via B n -formulas. The tree is infinite. For any tupleb in A, the B n -type ofb over c in A is consistent with the type ofc. Since the B n -type ofb is algebraic overc, it must be realized in pM,cq, by Lemma 5.1. Therefore, we have a viable function p defined onb andc. Now, König's Lemma yields a path through the tree. This path gives an embedding f : A Ñ M. We can show that the function f is actually onto. Suppose a P M is one of N elements satisfying the B n -formula ϕpc, xq. The Henkin requirements guarantee that A |ù pD ěN xqϕpx,cq. Now, f maps elements satisfying ϕ to elements satisfying ϕ, so a is in the range. Therefore, f must be onto, and it is an isomorphism.
If n " 0 or n " 1, this lemma suffices to give a recursive copy of M, since tp B2 pcq is ∆ 0 1 , by Lemma 3.1. Thus, we may assume n ą 1.
It may at first seem that having a ∆ 0 n B n -diagram should be enough to give a ∆ 0 n P n´1 -labeling, but this seems not to suffice. We want to do the same construction as in Lemma 5.2, but we want to assign B n´1 -types in addition to B n -formulae. The only obstruction to carrying out the construction directly, as in Lemma 5.2, is that we need a ∆ 0 n way to check whether a P n´1 index is consistent with a given B n -formula. The remainder of the current section is devoted to this task.
Before we begin, we isolate one step in the argument, since it reappears in later constructions. Essentially, the remainder of the argument is focused on extending this result from generic tuplesh to our tuplec. Lemma 5.3. For n ą 1, ifh is a generic tuple, let S be the set of pairs pϕph,xq, qph,ȳqq such that ϕ is an D n`1 -formula, q is a B n´1 -type (given by its P n´1 -index), and tϕph,xqu Y qph,ȳq is consistent with the type ofh. Then S is ∆ 0 n , uniformly in n and the length ofh.
Note thatx andȳ may intersect, so the statement in the lemma is general.
Proof. Sinceh is generic, its D n`1 -type is Π 0 1 pT n`1 q, so it is Π 0 n´1 . A B n´1 -type qph,ȳq is consistent with ϕph,xq overh iff p@ψ P qq´pDx,ȳqpϕph,xq^ψph,ȳqq P tp Dn`1 phq¯.
This is Π
The following is our improved version, which suffices, by the argument in Lemma 5.2 to produce a copy of M with a ∆ 0 n P n´1 -labeling. such that each ϕ i is a B n -formula witnessing that x i is algebraic overc, and the set of formulas in the type along with the formula on the left is consistent with the type ofc. Then S is a ∆ 0 n set. Proof. Our first step is to partitionc into two pieces,ḡ andb. Claim 5.5. There exists a partition ofc into two piecesḡ andb such that the following conditions hold.
‚ḡ is a maximal sub-tuple ofc realizing the generic @ n`1 -type-it need not satisfy the generic B n`1 -type. ‚b is a tuple algebraic overḡ by an D n`1 -formula Θpḡ,bq. ‚ For a generic tupleh, there are only finitely many tuples satisfying Θph,xq
Proof. Letḡ be a maximal subtuple ofc realizing the generic @ n`1 -type. Given an element c ofc ḡ, we need to put c intob. Since the type ofḡ, c does not contain the generic @ n`1 -type, there is some D n`1 -formula true ofḡ, c and not true of a generic tuple.
Sub-Claim 5.6. Leth be generic of the same length asḡ. If ϕph, xq is algebraic and ϕ is D n`1 , then ϕpḡ, xq is also algebraic.
Proof. A generic tupleh satisfies pD ěN xqϕph, xq for some N . This is a @ n`1 -formula, so it is true ofḡ as well.
The conjunction of these formulae for each c Pc ḡ gives the required Θ.
Using this partition, we will say how ∆ 0 n can determine consistency as needed. We are given a pair p Ź ϕ i^ϕ , pq and we want to check consistency as above. We first consider the formula ξpz;ȳ,xq :"
Note that ξpḡ;ȳ,xq is an algebraic formula (i.e. there are only finitely many tuplesȳ,x satisfying ξpḡ;ȳ,xq). This is because there are only finitely many tuples satisfying Θpḡ,ȳq^Ź i pD ă8 u i qϕ i pz,ȳ, u i q, and over each of these, there are clearly only finitely many elements satisfying each ϕ i . Note also that by replacing pD ă8 u i qϕ i pz,ȳ, u i q by pD ěN u i q ϕ i pz,ȳ, u i q, for an appropriate N , we can see that it is ∆ 0 n to identify ξ with an equivalent D n`1 -formula. We note that for a generic tupleh, ξph;ȳ,xq must also be algebraic. In fact, we see that Θph;ȳq^ϕ i ph;ȳ, x i q^Ź i pD ă8 u i qϕ i ph,ȳ, u i q is algebraic for each i. This is because Θph;ȳq is an algebraic formula in the variablesȳ and there are only finitely many realizations of the ϕ i over anyȳ satisfying Ź i pD ă8 u i qϕ i ph,ȳ, u i q. Since ξph;ȳ,xq is a D n`1 -formula, it is ∆ 0 n to find the number of tuples satisfying the formula. Let K be this number. Now, we consider the formula χph,ȳ 1 ,x 1 , . . . ,ȳ K ,x K q :" Ź iďK ξph,ȳ i ,x i q. This is an D n`1 -formula that is satisfied. Now, we find an index of a B n´1 -type q consistent with χ overh. We can do this by Lemma 5.3.
Since tp Dn`1 pḡq Ď tp Dn`1 phq, every B n´1 -type consistent with tppḡq and ξpḡ,zq is also consistent with tpphq and ξph,zq. Thus, any type p consistent with tppḡq and ξpḡ,zq is a sub-type of q. There are only finitely many subtypes of q, and we need to identify those consistent with tppḡq and ξpḡ,zq. We have only finitely many options. So, we can find, for each of these types q i , a formula α i which is not in any of the others. Now, we can check which of the α i are consistent with tppḡq and ξpḡ,zq. If α i is consistent, then q i is as well, since some type must extend α i consistently, and it must be one of the q j 's, so, in fact, it must be q i . Thus, we can compute the set of all types consistent with Ź iă|x| ϕ i pc; x i q^ϕpc,xq.
We have shown the following:
Theorem 5.7. Let T be a strongly minimal theory such that T k`2 is ∆ 0 k uniformly in k. Let M be a model of T which is not boundedly saturated. Let n be least so that M is not n-saturated. Then there is a copy of M with a ∆ 0 n P n´1 -labeling. Hence, there is a computable copy of M.
Saturated models of non-arithmetical theories
The cases that remain are where the theory T is not arithmetical, and the given model M is either saturated or else boundedly saturated but of finite dimension. Since the theory T is not arithmetical, we do not have a "top" model as we did in Section 4. To produce a computable copy of M, we will use a worker construction. The ∆ 0 n worker produces a structure B n , based on guesses at the structure B n`1 produced by the ∆ 0 n`1 worker. We want an isomorphism f n from B n onto B n`1 . At each level n, the construction of B n will involve requirements of type (a), putting c into ranpf n q, and type (b), putting d into dompf n q. We will need to be more careful with the type (b) requirements than we were when the theory was arithmetical. The ∆ 0 n`1 worker will have extra saturation requirements, so that the ∆ 0 n worker can satisfy the type (b) requirements.
If we are building a copy of the saturated model, it is always fine to add more generics. When we are building a finite dimensional model, we will need to ensure that every element is algebraic over a fixed basis. That will take more work, so we handle the saturated case first. Since we have Lemmas 4.3 and 4.5, to show that the saturated model M has a computable copy, it is enough to prove the following. Theorem 6.1. Let T be a strongly minimal theory such that T n`2 is ∆ 0 n uniformly in n. Then there is a ∆ 0 3 P 2 -labeling of the countable saturated model.
Proof. Throughout the construction, the ∆ 0 n worker builds a structure B n , with a P n´1 labeling. The universe of each B n is ω. The ∆ 0 n worker guesses at the P n -labeling of B n`1 and attempts to make B n isomorphic to B n`1 . We will show that all B n are isomorphic, and that the common isomorphism type is that of the saturated model of T . The ∆ 0 n worker assigns B n´1 -types to tuples, while guessing at the sequence of B n -types assigned by the ∆ 0 n`1 worker. The goal is to produce an isomorphism f n between B n and B n`1 . We have the following requirements.
(a) Find an f n -pre-image for some c P B n`1 . (b) Find an f n -image for some d P B n . (c) If rpxq is the B n´1 -type assigned toē, and spx, yq is a B n´1 -type generated by rpxq and further D n´1 -formulae, then realize spē,ȳq. (d) Contribute towards ensuring that B n has dimension at least n.
We begin the construction with requirement (d). The ∆ 0 n worker assigns to the first n elements (in the usual ordering of ω) the generic B n´1 -type. This type has P n´1 -index p Ź iăn x i " x i , nq. Further, we set f n piq " i for each i ă n. It is guessed that the B n -type of f n p0, . . . , n´1q has P n -index p Ź iăn x i " x i , nq. Since the ∆ 0 n`1 worker assigns to the first n`1 elements the generic B n -type, this guess is correct. The rest of the ∆ 0 n construction proceeds over this permanent assignment of f n p0, . . . , n´1q.
Note that types r and s give rise to a (c)-requirement if and only if r Ă s and for all D n´1 -formulas ϕpx, yq, ϕ P s OR pDψpx, yq P ps X D n´1pp@yq pψpx, yq Ñ ϕpx, yqq P rq .
The displayed condition is Σ (b)-requirements can be satisfied. This is explained in more detail below. At each stage in the construction, we have f n mapping a tupleb in B n (which we are building) to a tupleā P B n`1 which we believe is assigned P n -type ppūq, and we have assigned the P n´1 -index of a type qpū, x,vq for a tupleb, d,d in B n . The B n´1 -type q is consistent with the P n -indices that we believe are assigned to f n pb 1 q for the subtuplesb 1 ofb. For a requirement of type (a), we need to find a pre-image for c, where c is the least constant not inā. We guess the B n -type p 1 pū, xq ofā, c. We either map some e P d,d to c, or else choose an appropriate type q 1 pū, x,v, yq for the first new constant e overb,d, and map e to c. We take the first possible pre-image for c, preserving what we have done for earlier requirements (i.e. consistent with the believed B n -types of tuples inb, as assigned by f n ).
For a requirement of type (b), we need an f n -image for an element d. As in the case where T is arithmetical, we try possible images e i , guessing the P n -index of the type assigned toā, e i and checking that this type is consistent with the current B n´1 -type that we have assigned tob, d and the currentd. To handle the injury to the (b) requirement, we add the family of "helper" requirements.
(e) k If the type (b) requirement to define f n pdq is injured for the k th time, and for the current ppūq and qpū, x,vq, and the k th D n -formula ϕ k pū, xq in variablesū, x, ppūq Y qpū, x,vq Y tϕ k pū, xqu is consistent, then add a witness d 1 to make ϕ k pb, dq true in B n .
After finitely many steps, we settle on an image for f n pdq, and we find a P nindex. We will argue in Lemma 6.3 below that the actions for requirements (e) k ensure that the requirements of type (b) are satisfied, assuming that those of type (c) at level n`1 are satisfied. It is direct to see that all requirements of type (c) are realized.
Lemma 6.2. The P n´1 -labeling created by the ∆ 0 n worker gives a P n´1 -labeling of a structure B n .
Proof. Recall that n ě 3. Let B n be the structure such that for each relation symbol R and tuplec, B n |ù Rpcq if and only if the formula Rpxq is in the B n´1 -type assigned toc. We show that for a formula ψpxq that is D k or @ k for some k ă n, that for allc, B n |ù ψpcq if and only if ψpxq is in the B n´1 -type assigned tō c. We suppose that ψpxq is in prenex normal form, and we proceed by induction on the total number of quantifiers. If ψ is atomic, B n |ù ψpcq if and only if ψpxq is in the B n´1 -type assigned toc, by definition.
Proceeding by induction on the total number of quantifiers, we assume the statement is true for all B n´1 -formulae ψ with fewer than l quantifiers.
Suppose the B n´1 -formula p@xqψpū, xq is in the type assigned toc. To show that B n |ù p@xqψpc, xq, we note that if the negation held, then ψpc, xq would be satisfied by some element a. By the inductive hypothesis, the B n´1 -type assigned toc, a includes the formula ψpū, xq. This would mean that the assigned types are inconsistent. Similarly, suppose the B n´1 -formula pDxqψpū, xq is in the type assigned toc. To show that B n |ù pDxqψpc, xq, we use the fact that the construction succeeds in all requirements of type (c). Lemma 1.2 shows that some type qpū, xq containing ψpū, xq is assigned toc and some a. By the inductive hypothesis, B n |ù ψpc, aq, so B n |ù pDxqψpc, xq. Now that the model B n is well-defined, it makes sense, for example, to refer to the B n -type of a tuple in B n , even though the type is not assigned by the ∆ 0 n worker. Lemma 6.3. For all n, all requirements at level n are satisfied. In particular, for all n, B n is isomorphic to B n`1 . Proof. Suppose that at level n, some requirement is not satisfied. The first one must have type (b), to find an f n -image for d, since the requirements of other types are easily seen to be satisfiable once the earlier requirements have been satisfied. Having failed to satisfy the requirement of type (b) for the element d, we may also fail to satisfy later requirements of type (a) or (b), but we still satisfy all requirements of type (c). Say that for earlier requirements, we have f n pbq "ā. By the (e) k requirements, the B n -type of d overb in B n is generated by the B n -type of b and the D n -formulae in the type of d overb. Since we know that ∆ 0 n`1 will satisfy all of its type (c) requirements, there will be a realization e of this B n -type overā, and we can eventually satisfy the (b)-requirement by sending d to this e.
We have shown that the structures B n built by the different workers are all isomorphic to some fixed structure A.
Lemma 6.4. The structure A is a model of T .
Proof. By Lemma 6.2, every P n -type assigned to a tupleb in B n`1 represents only true statements about the tuple. However, every B n -sentence ϕ P T is in every P n -type. Thus, ϕ is true in B n`1 , so ϕ is true in A. Since this holds for every n, A |ù T .
Lemma 6.5. The model A is the saturated model of T .
Proof. We show that for each n, dimpAq ě n. The elements 0, . . . , n´1 P B n are assigned to satisfy the generic B n´1 -type. For all k ě n, f k : B k Ñ B k`1 is the identity on t0, . . . , n´1u, and each B k assigns the first n elements to be B k´1 -generic. Lemma 6.2 shows that these elements satisfy the full generic type. Thus, they have dimension n.
We have a ∆ 0 3 P 2 -labeling of B 3 , where this is a saturated model of T . By Lemmas 4.3 and 4.5, we get a recursive copy.
Boundedly saturated models of finite dimension
In this section, we consider the case where M has finite dimension and is boundedly saturated. By Lemmas 4.3 and 4.5, to show that M has a computable copy, it is enough to prove the following. Theorem 7.1. Let T be a strongly minimal theory such that T n`2 is ∆ 0 n uniformly in n, and suppose M is a boundedly saturated model of dimension k. Then for some N there is a copy of M with a ∆ 0 N P N´1 -labeling.
Proof. We fix in advance a tuplec of k independent elements. These will form a basis for the model. These elements are known at all levels, and for all n, the isomorphism f n : B n Ñ B n`1 fixes them. The ∆ 0 n worker has access to T n`2 , and thus computes the B n`1 -type ofc and enumerates the @ n`2 -type ofc. For each n, we will have infinitely many further B n -independent elements, but each of these will become algebraic overc at some level. We split the proof into two cases.
Case 1: There is some K such that for every n ě K, there is an D n`1 -formula ϕpc, xq that is algebraic and consistent with the generic B n´1 -type ppc, xq.
In this case, we produce a ∆ 0 K`1 P K -labeling of a copy of M. The difficult part of the construction is in ensuring that each element is algebraic overc. Towards this aim, the two workers ∆ 0 2k and ∆ 0 2k`1 will work together. In particular, ∆ 0 2k`1 will create an element a, assign it a generic B 2k -type overc and send it to an element realizing an algebraic D 2k`2 -formula in B 2k`2 . The ∆ 0 2k worker will identify the highest priority element to make algebraic and will send this element to a.
In the course of the construction, we build a sequence of functions f n , where f n maps B n to B n`1 and f n is ∆ 0 n`1 , uniformly in n. Thus, all of the maps f K , . . . , f n´1 are ∆ 0 n , and the ∆ 0 n worker can compute the images in B n of elements in B K . This gives a ∆ 0 n ordering ă of B n induced by ă on B K . We will define f n using this order, and we will have to argue that each f n is in fact a bijection, and thus the order is well-defined. We consider an element b as algebraic by level n if there is an D n`1 formula Dȳϕpc, x,ȳq that is true in B n of b and for some n, pD n xqpDȳqϕpc, x,ȳq P tppcq. This condition is Σ 0 n , since ∆ 0 n´1 enumerates the @ n`1 -type ofc. Thus, it is ∆ 0 n`1 to find the ă-least element in B n which is not algebraic by level n. We call this element e n .
For each odd n ě K, the ∆ 0 n worker acts as follows: The first step is to find an algebraic D n`1 -formula ϕpc, xq that is consistent with the generic B n´1 -type of c, x and the generic type ofc. By Lemma 5.3, it is ∆ 0 n to identify such a ϕpc, xq. The next step is to construct a special element a n and assign the generic B n´1 -type toc, a n . Note that a n immediately followsc in B n . In addition to the other requirements, the ∆ 0 n worker has the goal of ensuring that f n pa n q satisfies ϕpc, xq. For each even n ě K, the ∆ 0 n worker acts to ensure that e n is sent to the element a n`1 in B n`1 .
Here are the rest of the requirements: (a) Find an f n -pre-image for some c P B n`1 . (b) Find an f n -image for some d P B n . (c) If rpxq is the B n´1 -type assigned to a tupleē, and spx, yq is a B n´1 -type generated by rpxq and the collection of D n´1 -formulae in spx, yq, then realize spē, yq. (d) (If n is odd): Ensure that f n pc, a n q satisfies ϕpc, xq. (e) (If n is even): Ensure that either the D n -type of e n overc is algebraic or that f n pe n q is the first element in B n`1 afterc.
The single requirement of type (d) or (e) has highest priority. If n is odd, we give the type (b) requirement for a n highest priority among the remaining requirements.
We start by saying how the (d) requirement is satisfied. Note that it is ∆ 0 n to determine the number N of realizations of ϕpc, xq. For an element of B n`1 to satisfy an D n`1 -formula ϕpc, xq would normally be a Σ 0 n`1 condition, but knowing the number of such elements makes it ∆ 0 n`1 . Thus, in a finite-injury fashion, we can move the f n -image of a n finitely often before finding an image that satisfies ϕpc, xq. The only remaining issue is that when assigning B n´1 -types, we must verify that the types are consistent with ϕpc, a n q overc. This can be done by Lemma 5.3. Now we describe how (e) requirements are satisfied. In a finite injury fashion, ∆ 0 n identifies e n . Every time the approximation to e n changes, we un-assign f n for every element except those inc and start anew. Once the approximation settles on e n , we have committed to some fragment of the D n -type of e n . The first element afterc in B n`1 is given the generic B n -type overc, so either we can map e n to this element or we have already committed to an algebraic D n formula. Either way, we satisfy requirement (e).
The other requirements are handled exactly as in previous arguments, modulo the finite injury incurred due to action on behalf of the type (d) or (e) requirement. Again, for a requirement of type (b), we will have a family of "helping requirements" (e) k , so that when the requirement of finding an image for d is injured for the k th time, we makeb, d satisfy the k th D n -formula (if this is consistent).
Lemma 7.2. For all n, the ∆ 0 n worker gives the P n´1 -labeling of a structure, and every requirement is satisfied. Therefore, the structures B n are all isomorphic. Moreover, each B n is a model of T .
Proof. Note that, on each level, every (c) requirement is satisfied (since it is not subject to injury). Thus, at each level, we do build a structure B n . As before, this guarantees that every assigned type is correct.
Let n be least such that some requirement at level n fails to be satisfied. Once the (d) or (e) requirement and the (b) requirement for a n are satisfied, the rest is proved as in Lemmas 6.2, 6.3, and 6.4. For odd n, to see that the (d)-requirement is satisfied, note that ϕpc, xq is an algebraic formula. Consider a stage large enough that the P n -index has settled for a tupleē P B n`1 containing every realization of ϕpc, xq as well as witnesses for each realization. At this point, we can assign an image for a n , and there will be no further injury. To see that the (e) requirement is satisfied at an even level n, note that each f k , for k ă n, is total. Then e n is well-defined, and the ∆ 0 n approximation to it eventually settles down. At that point, we satisfy the (e) requirement. It follows that all B n are isomorphic, and all are models of T . Lemma 7.3. For odd n, let ϕpc, xq be the special formula found by the ∆ 0 n worker. Then f n pa n q satisfies ϕpc, xq. Thus, a n is in the D n`1 -algebraic closure ofc.
Proof. This is immediate from the success of requirement (d) and Lemma 7.2. Proof. Suppose, toward a contradiction, that d is the least element of B K that is not in aclpcq. Let n be even and sufficiently large that each constant less than d is mapped, by the composition of the isomorphisms f K , f K`1 , . . . , f n´1 to an element of acl Bn pcq. Then the image of d in B n is e n . Now, f n maps e n to a n`1 . By the previous lemma, a n`1 is algebraic overc. Therefore, d is algebraic overc.
We have seen that the structure B K is a model of T with a generic tuplec such that every d P B K is algebraic overc. Therefore, we have constructed a copy of M.
Case 2: There are infinitely many n such that there is no D n`1 -formula ϕpc, xq that is algebraic and consistent with the generic B n´1 -type forc, x.
In this case, we will show that there is a ∆ 0 3 P 2 -labeling of a copy of M. The construction will have one key feature that did not appear in the constructions in earlier sections, or in Case 1. Earlier, the ∆ 0 n worker constructs an isomorphism f n via a finite injury construction, so f n is ∆ 0 n`1 . In Case 2, f n will be constructed via an infinite injury construction. As a consequence, we cannot say that f n is ∆ 0 n`1 uniformly, though the argument will show that each f n is ∆ 0 n`1 . We do not know whether there is a suitable D n`1 -formula ϕpc, xq, algebraic and consistent with the generic B n´1 -type. Thus, we cannot begin by finding it. Instead, we search for such a ϕpc, xq, and we begin the construction of B n and f n , assuming no such ϕ exists. Of course, if we find an appropriate D n`1 -formula ϕ after we have already committed to a formula that implies ϕpc, aq, then we cannot use ϕpc, xq to make the original element a algebraic. Instead, we will make some new element a 1 algebraic, and we hope that the lower worker will succeed in mapping the first element that needs to be made algebraic to this new a 1 . In the course of the construction, we build a sequence of ∆ 0 n`1 -functions f n , whose indices are uniformly ∆ 0 n`2 . The maps f 3 , . . . , f n´1 are all known by ∆ 0 n`1 . Thus, for each B n , we can consider the isomorphism F :" f n´1˝¨¨¨˝f3 from B 3 to B n . We consider B n to be ordered by ă, the image under F of the order ă on ω. We consider an element b to be algebraic by level n if there is an D n`1 -formula pDȳqϕpc, b,ȳq that is true in B n of b and for some k, D ěk xDȳϕpū, x,ȳq P tppcq. This condition is Σ 0 n , since ∆ 0 n´1 enumerates the @ n`1 -type ofc. Thus, it is ∆ 0 n`1 to find the ă-least element of B n that is not algebraic by level n. For each n, we call this element e n , and when working at level n, we will call this element e.
We define inductively the "purpose" on each layer n. Workers will have 3 possible purposes: A,B or C. The bottom layer is an A layer. If layer n is an A layer, then layer n`1 is a B layer if and only if there is an D n`1 -formula ϕpc, xq that is algebraic and consistent with the generic B n´1 -type ppc, xq. Otherwise, the layer n`1 is also an A layer. If layer n is a B layer, then layer n`1 is automatically a C layer. If layer n is a C layer, then the layer n`1 is automatically an A layer. The idea is that pairs where n is an A layer and n`1 is a B layer will cause one more element to become algebraic.
Throughout the construction, if layer n´1 is an A layer, the ∆ 0 n worker will search for an D n`1 -formula ϕpc, xq that is algebraic and consistent with the generic B n´1 -type ppc, xq. Note that for ϕ to have these properties is ∆ 0 n , by Lemma 5.3. If such a ϕ is found, then the ∆ 0 n -worker will re-start the task of building f n , canceling f n pyq for every element y Rc. The ∆ 0 n worker will add a new element a, assign it a B n´1 -type that extends the generic B n´1 -type ofc, a, and begin building f n again. Here defining f n paq, and ensuring that it satisfies ϕpc, xq, has top priority. The element a is labeled "algebraizable". In this event, ∆ 0 n , having contributed towards algebraicity, no longer attempts to satisfy requirement (f) below.
Note that what we have described above, finding the formula ϕpc, xq and starting over on building f n , happens at most once. The remaining requirements are as follows:
(a) Find an f n -pre-image for some c P B n`1 .
(b) Find an f n -image for some d P B n . (c) k If the type (b) requirement to define f pdq is injured for the k th time, and for the current ppūq and qpū, x,vq, and for ϕ k pū, xq the k th D n -formula in variablesū, x, ppūq Y qpū, x,vq Y tϕ k pū, xqu is consistent, then add a witness d 1 to make ϕ k pb, dq true in B n . (d) If the tupleē is assigned the B n´1 -type rpxq, and spx, yq is a type generated by rpxq and the collection of D n´1 -formulae in spx, yq, then realize spē, yq. The following two requirements depend on the nature of the layer n. If n is a C layer, then neither of the following are requirements:
(e) If layer n is a B layer, then we create a new element a, label it algebraizable, and ensure that f n paq satisfies ϕpc, xq. (f) If layer n is an A layer, then let e be the ă-first element of B n not algebraic by level n. If there exists an element of B n`1 that is labeled algebraizable, then make f n peq be that element. The priorities are as follows: (e) has highest priority, (f) has second highest priority, and The main difficulty will be to show that despite injury from the (f) requirement, the requirements of types (a) and (b) can still be satisfied.
Note that the ∆ 0 n`1 worker searches for an D n`2 algebraic formula ϕ, and if that happens, he enumerates a single pair pϕ, a n`1 q. Thus, the pair pϕ, a n`1 q where ϕ is the formula found, and a n`1 is the labeled element, forms a Σ 0 2 p∆ 0 n q singleton. So, the ∆ 0 n worker can use the Σ 0 2 -approximation (see Lemma 1.5) to approximate the element a n`1 . However, infinitely often the approximation may conclude that there is no a n`1 . This means that there is, in fact, no labeled a n`1 . As a consequence, f n will be defined by an infinite injury process. That is, as stages go by, f n may send an element x to infinitely many different images that appear to be the labeled a n`1 , but then the correct image is the one based on the guess that there is no a n`1 .
Similarly, the ∆ 0 n worker can use the Limit Lemma to find the special element e n . Every time this e n changes, we consider the (f)-requirement to be injured. We un-assign every value of f n (except onc) and start again at building f n . This will happen only finitely often, and it will pose no serious injury to the remainder of the construction.
An "(f)-true stage" is a stage at which the approximation correctly identifies e n and, in addition, either identifies the element a n`1 labeled as algebraizable, or correctly concludes that there is no such element. A more precise formulation of the type (b) requirement for d says that for all but finitely many (f)-true stages, d is in the domain of f n and the value of f n pdq is the same on all of these stages. The (a)-requirements are made precise in the same way. Then our function f n will be the limit of the ∆ 0 n approximations to f n along the (f)-true stages.
The main difficulty with this construction is as follows: Having made progress towards building f n , we have a tuple e n ,b on which we have defined f n , say f n pe n ,bq " e 1 ,b 1 , and we have a further tupled on which we have not defined f n . We then believe we see an element a n`1 labeled algebraizable. We now need to make f n pe n q " a n`1 . While believing that a n`1 is labeled algebraizable, we need to continue building f n . We may stop believing that a n`1 was labeled algebraizable, and we want to be able to make f n return to f n pe n q " e 1 and f n pbq "b 1 . It appears that the actions made to extend the construction while f n pe n q " a n`1 may ruin prior assignments of f n made while f n peq " e 1 . There would be no problem if, in fact, some element is labeled algebraizable, for then this is a standard finite-injury phenomenon. However, in the case where no element is labeled algebraizable by the ∆ 0 n`1 worker, we need to ensure that each later requirement of type (a) or (b) can succeed on the (f)-true stages.
We do this by attempting to preserve the B n -type of f n pe n ,bq when changing f n . That is, we look for a tuple that is assigned the same B n -type to be the new image of e n ,b. If we find such a tuple, then any of our later B n´1 -commitments will still be consistent with the B n -type of the original image of e n ,b, since when we make the extension, we check consistency with the B n -type of the current image and these images have the same B n -type.
Before we change the assignment of f n pe n ,bq, we partitionb into two pieces. Let g Ďb be maximal such that tpDȳqψpc, e n ,ḡ,ȳq | ψ P tp Bn pf pc, e,bqqu is contained in the generic D n`1 -type.
Letk be the rest ofb. Note that it is ∆ 0 n to find this partition. In particular, tpDȳqψpc, e n ,ḡ,ȳq | ψ P tp Bn pf n pc, e n ,bqqu is a subset of the generic B n`1 -type if and only if p@ψ P tp Bn pf pc, e n ,bpDȳqψpc, e n ,ḡ,ȳq is in the generic typeq .
Since the generic D n`1 -type is Π 0 1 pT n`1 q, the whole condition is Π 0 1 relative to T n`1 ' tp Bn pf pc, e n ,bqq. Thus, it is Π 0 n´1 , and ∆ 0 n . Having this partition, we find, for each y Pk, a formula ψ y pc, e,ḡ,kq such that pDzqψ y pc, e n ,ḡ, y,zq is not in the generic type. Let Ψ "^yψ y . It is clear that over a generic tupleh of length |c, e n ,ḡ| 1 , there are only finitely many tuples satisfying Ψph,zq. Let K be the number of such tuples. Note that
is a @ n`1 -formula (it is ∆ 0 n to figure out how to replace D 8 g i here by D ěli for an appropriate l i ). The condition Q :" p@ψpc, xq P the generic B n -typeqppDxqpχpxq^ψpc, xqq P tp Dn`2 pcqq is Π 0 1 over tp Dn`2 pcq, which is Π 0 n . While this condition appears to be true, we are willing to lose our B n -commitments forb (we have sub-tuples which also fight for their own type, of course). If the condition is true, then ∆ 0 n`1 does label something algebraizable, and eventually we succeed, since the (f) requirement stops acting, and we can build f n . If the condition is false, then ∆ 0 n sees this at some point. Once the ∆ 0 n worker sees Q, from then on, he assumes that every element b realizing the generic B n -type overc satisfies χpxq. Then, whenever ∆ 0 n believes 1 We denote the length of a tupleū by |ū| that e should be sent to a labeled element d, he waits to find a copy of the whole type tp Bn pf pc, e,bqq overc, d. Only once he finds this copy does he send e to d, and he sends the whole tupleb to this tuple. At later stages, while d still appears as labeled, he maintains thatb is sent to a realization of this type. In particular, if the assignment ofb is injured (due to a change in our approximation for the type of the image), we do not perform any (c) k -actions for elements inb, but simply look for a new realization of tp Bn pf pc, e,bqq overc, d We argue below that a stable realization of this type will be found. The (c) k -actions are exactly as usual on stages where (f) sees no element labeled algebraizable.
Lemma 7.5. Every requirement succeeds. Thus, for all n, B n is a structure with a ∆ 0 n P n´1 -labeling and B n is isomorphic to B n`1 .
Proof. If layer n is a B or C layer, we need only verify the success of requirements (a)-(e) or (a)-(d). Then this follows as in Lemma 7.2 in Case 1. We now consider the case n is an A layer. In this case, we must verify the success of (a)-(d) and (f)-requirements. We first consider the case that (f) correctly believes an element d is labeled algebraizable. We have to verify that, for the tupleb that has already witnessed Q (where χ is appropriate forb), there will be a tuple realizing the type tp Bn pf pc, e,bqq overc, d. In this case, since d is labeled algebraizable, the pn`1q-layer is a B layer and the pn`2q-layer is a C-layer. Thus all requirements succeed on layers n`1 and n`2. Thus B n`1 -B n`3 . By the (d)-requirements for B n`3 , Lemma 1.2 shows that B n`1 realizes all consistent B n`1 -types. Leth be a tuple in B n`1 which is B n`1 -generic overc, d. By Q, there are at least K (but finitely many) realizations of Ψ overc, d,h. If none of these realize tp Bn pf pc, e,bqq, then let ρ be a B n formula which each realization of Ψpc, d,h,ȳq satisfies and is not in tp Bn pf pc, e,bqq. Then either pD 8 g 1 q . . . pD 8 g |ḡ| qpDzqpΨpc, x,ḡ,zq^ρpc, x,ḡ,zqq or pD 8 g 1 q . . . pD 8 g |ḡ| qpDzqpΨpc, x,ḡ,zq^ ρpc, x,ḡ,zqq is an algebraic D n`1 formula over c that is consistent with the generic B n type. Thus there will be a special formula ϕ found on level n, after all, and every requirement at level n is satisfied.
Thus, over the original tuplec, e,b on which Q has been realized before finding the element d labeled algebraizable, the remainder of the construction is identical to the saturated case, and every requirement is satisfied.
It remains to see that (a) and (b) requirements can succeed if (f) infinitely often falsely believes that some element of B n`1 is labeled algebraizable.
Suppose the first requirement to fail is a (b) requirement, finding an f n -image for d. Since all the (c) k requirements act (on the infinitely many stages where the ∆ 0 n -worker believes no element is labeled algebraizable on level n`1) for d, we know that the type of d over the previous constants is generated by the D n -formulae. Let ppc,b, dq be this type. By minimality of n, each f k for k ă n is defined, so at some stage, ∆ 0 n knows the element e n . Consider an (f)-true stage late enough that e n is known, f n pc,bq will not change on any later (f)-true stage, and the P n`1 -indices in B n`1 have settled down on a tuple large enough to contain a realization of ppx,ȳ, zq over f n pc,bq. Further, consider a stage so that Q has been seen, where χ is appropriate for the tuplec,b, d. Then f n will send d to this realization of ppf pc,bq, zq, and (f)-actions will always allow f n to return to this assignment on the (f)-true stages. This means that the (b)-requirement is satisfied after all.
Suppose that the first requirement to fail is an (a) requirement, to find a preimage for c. Consider the action for a tuple containing c. Letb be the tuple of constants before c and the part of ranpf n q determined for higher priority (b)-requirements.
Let s be an (f)-true stage large enough (in particular, after e n has been found and the type ofb, c has settled) that at every (f)-true stage ě s,b is in the range of f n , with the pre-images not changing. Let s also be large enough that Q is seen to be true, where χ is appropriate forb, c, and letē be f´1 n pb, cq at any (f)-true stage ě s. Then, at later stages that are not (f)-true, the type of f n pēq is the same as the type ofb, c. Thus, at every (f)-true stage ě s, we return to f n pēq "b, c, and the (a) requirement is satisfied. Lemma 7.6. If an element is labeled as algebraizable with a formula ϕpc, xq, then the element is algebraic overc via ϕpc, xq.
Proof. This is exactly as in Lemma 7.3. If a special formula ϕpc, xq is found, then the ∆ 0 n construction is almost identical to the one considered in Case 1.
Lemma 7.7. Let e n be the ă-least element of B n that is not algebraic by level n. Then e n P aclpcq.
Proof. Suppose, towards a contradiction, that e n R aclpcq. Let m ą n be an A or C layer. Then clearly e m is the image of e n in B m . Let k`1 ą m be the least B layer, thus the layer k is an A layer. As e k is the image of e n in B k , the (f)-requirement ensures that the f n -image of e k in B k`1 is labeled as algebraizable. Then by Lemma 7.6, e k satisfies an algebraic formula overc.
Lemma 7.8. Every element of B 3 is algebraic overc.
Proof. Suppose, toward a contradiction, that d is the least element not in aclpcq. Let n be large enough that each element before d is in acl Bn pcq. Then the image of d (under the composition of f 3 , ..., f n´1 ) is e n . By Lemma 7.7, d is in aclpcq after all.
Thus, B 3 is a model of T in whichc satisfies the generic type (Lemma 7.5) and every element is algebraic overc. Therefore, it is a copy of M.
When M is not 1-saturated
The special case of structures that are not 1-saturated arises very often. Most strongly minimal theories that arise in nature (i.e., from an algebraic theory) are model complete. Then any model that is not saturated is not 1-saturated. Some strongly minimal theories that are not model complete become so after naming the elements of a model (in [7] , it is shown that this is is true for disintegrated theories). For such a theory, if the prime model N is recursive, then no non-saturated model is 1-saturated in the language of the atomic diagram DpN q.
We show below that if T has a recursive model N , and M ĺ N is not 1-saturated, then M has a ∆ 0 2 copy. In fact, M will have a copy whose B 1 -diagram is ∆ 0 2 . We also show that if T has a recursive model N such that N ĺ M, and M is not 1-saturated, then M has a ∆ 0 3 copy. Both of these results are known to be sharp (for the first, see any of [15] , [10] , [2] , and for the second, see [13] ). 8.1. M ĺ N . Letc be a tuple in M over which every element of M is B 1 -algebraic. We consider M ĺ N , soc is in N as well. Let a be an element of N that is generic overc. This exists unless M " N , in which case, we are done. The B 1 -type of c, a is ∆ 0 2 . Then the set of algebraic B 1 -formulae overc is ∆ 0 2 ; ψpc, xq is algebraic if and only if N |ù ψpc, aq. It follows that we have a ∆ 0 2 enumeration of the set of elements in N that satisfy one of these algebraic formulae. By enumerating acl B1 pcq, we obtain a copy of M for which the B 1 -diagram is ∆ 0 2 . 8.2. N ĺ M. We work in the language where every element of N is named, and we suppose M has the property that over a tuplec, every element is algebraic via a formula that is either D 1 or @ 1 . Our first step, much as in the general case for non-boundedly saturated models, is to partitionc into two pieces:ḡ,b in the following way:
‚ḡ is a maximal subtuple ofc realizing the generic @ 2 -type (it need not satisfy the generic B 2 -type). ‚b is a tuple algebraic overḡ by an D 2 -formula Θpḡ,bq. ‚ For a generic tupleh, there are only finitely many tuples satisfying Θph,xq. As shown above, such a partition exists.
Lemma 8.1. The B 2 -type ofb,ḡ is isolated over the type ofḡ by an D 2 -formula.
Proof. We produce this formula inductively. If there is no D 2 -formula ψpḡ,xq such that pDȳqpΘpḡ,ȳq^ψpḡ,ȳqq and pDȳqpΘpḡ,ȳq^ ψpḡ,ȳqq, then Θ suffices to isolate the type ofb over the type ofḡ and we are done. If there is such a ψ, let N be the number of tuples satisfying Θ^ψ. Then N is less than the number of realizations of Θ, and either Θ^ψ is true ofb or Θpḡ,bq^pD ěNȳ qpȳ ‰b^Θpḡ,ȳq^ψpḡ,ȳqq is true ofb. In either case, we have found an D 2 -formula of smaller multiplicity that is true ofb. We can repeat with this formula in place of Θ.
At no cost, we replace Θ by Θ^Ψ, where Ψ is as in the lemma above. If there is no tuple satisfying ϕpḡ,b,xq^Ź i ϕ i pḡ,b, x i q, then F outputs the empty set.
Proof. We first consider the formula ξpz;ȳ,xq :" ľ iă|x| ϕ i pz;ȳ, x i q^ϕpz;ȳ,xq^Θpz;ȳq^ľ i pD ă8 u i qϕ i pz,ȳ, u i q.
Note that ξpḡ;ȳ,xq is an algebraic formula (i.e., there are only finitely many tuples y,x satisfying ξpḡ;ȳ,xq). This is because there are only finitely many tuples satisfying Θpḡ,ȳq^Ź i pD ă8 u i qϕ i pz,ȳ, u i q, and over each of these, there are clearly only finitely many elements satisfying each ϕ i . Note also that by using the constants r i to replace the D 8 quantifier by Ž IĎt1,...,2N`1u,|I|"N Ź iPI ϕpḡ,b, r i q where N is large enough, ∆ the property that it is consistent with the type generated by the generic @ 2 -type onḡ along with Hpc,ā 1 q for everyā 1 Ďā. Requirements of type (a) are straightforward, as always. Using ∆ 0 3 , we guess at the assignment of Hpc,ā, cq. We then assign f´1pcq to be least so that ϕ is consistent with this assignment. It is possible that the ∆ 0 3 guess at Hpc,ā, cq is wrong, and does not isolate a type over tp @2 pḡq. Thus, when we try to check if ϕ is consistent with the type isolated by Hpc,ā, cq and tp @2 pḡq, this computation may not converge. In that case, our guess at Hpc,ā, cq will change, which injures a higher priority requirement. At this point, we stop our search anyway.
The strategy for requirements of type (b) differs from those in the previous cases. We attempt to find an f -image for d by making d equal to one of the constants r i in our language. Once that is done, we will automatically find the appropriate image; namely, r i . We search for an i such that adding d " r i to ϕ will maintain all consistencies. If, in fact, pD 8 yqpDȳqϕpc,ā, y,ȳq, then we will find such a constant, by strong minimality. If not, then for some n, we will see pD ěn yqpDȳqϕpc,ā, y,ȳq in the type isolated by Hpc,āq. In this case, there are only finitely many realizations of pDȳqϕpc,ā, y,ȳq. We will succeed in assigning f pdq once our approximations to H settle down on a tuple containing all of these realizations.
Requirements of type (c) are ambient and take no action. Requirements of type (d) are also simple. Given a B 0 -formula ψ whose truth we need to decide, we check whether it would be consistent with our H-approximations and the ambient requirement to add ψ to ϕ. If so, we add ψ. If not, we check whether it would be consistent to assign ψ. If so, we we add ψ. If not, then we wait for one of the H-assignments to change, as it must.
All requirements succeed, and we build a ∆ 0 3 copy A of M .
