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Abstract
In this paper, we consider the number of n × n pure imaginary quaternionic solutions to the Hurwitz
matrix equations given by
TiT
∗
j + TjT ∗i = 2δij I.
For n = 2m, the maximum number of solutions is determined if m /≡ 0 (mod 4). The case m ≡ 0 (mod 4) is
also discussed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let F denote the field of real numbers R, or the field of complex numbers C, or the skew-field
of real quaternions H. For H, we use {1, i, j,k} to denote its basis over R and identify i with √−1.
Let Mn(F) denote the real vector space of n × n matrices with entries in F. Let At and A∗ denote
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respectively the transpose and conjugate transpose of A; and I (In) and 0 denote respectively the
identity matrix (identity matrix of order n) and the zero matrix of appropriate orders.
We say that the matricesT1, . . . , Tp are orthonormal if they satisfy the Hurwitz matrix equations
given by, with δij being the Kronecker delta,
TiT
∗
j + TjT ∗i = 2δij I, i, j = 1, . . . , p.
The maximum number of orthonormal matrices in Mn(F) will be denoted by OF(n). When
we further require the matrices to have a certain property x, we will use OF(x, n) in place
of OF(n). Here, the x may stand for Hermitian (h), skew-Hermitian (sk − h), symmetric (s),
skew-symmetric (sk − s), and pure imaginary (p − i). The number OR(n) is known as the
Radon–Hurwitz number which was computed independently by Radon [7] and Hurwitz [6] and
is given by: if n = (2a + 1)2b and b = c + 4d where a, b, c, d are integers with 0  c < 4,
then
OR(n) = 2c + 8d.
A detailed discussion of maximal sets of real orthonormal matrices can be found in [8]. For some
explicit formulas for real orthonormal matrices one may refer to [4].
A closely related problem is about the maximum number of strongly linearly independent
matrices. A set of matrices is said to be strongly linearly independent if any non-trivial real
linear combination of the matrices is non-singular. We shall use F(n) (resp. F(x, n)) to denote
the maximum number of strongly linearly independent matrices in Mn(F) (resp. in Mn(F) with
property x). The number R(n) was determined in [1] and is equal to OR(n). The numbers
F(n), for F = C,H, together with F(h, n) were determined in [2]. The numbers F(x, n), with
x = sk − h, s, sk − s, were determined in [3].
It is easy to see that an orthonormal set must be a strongly linearly independent set and
thus OF(n)  F(n) and OF(x, n)  F(x, n). In [1,5], it was proved that OF(n) = F(n) and
OF(sk − h, n) = F(sk − h, n). By directly constructing orthonormal matrices, we can also check
that
OF(x, n) = F(x, n), x = h, sk − h, s, sk − s. (1)
A discussion of the construction is given in Section 2.
On can observe that the number OR(n) basically depends on its values when n is a power
of 2, i.e., OR((2a + 1)2m) = OR(2m). Moreover, it is recurrent in the sense that OR(2m+4) =
OR(2m) + 8. All the other known numbers behave similarly except that OH(sk − s, n) is not
recurrent for the two cases: OH(sk − s, 1) = 0 but OH(sk − s, 16) = 12, and OH(sk − s, 2) =
4 but OH(sk − s, 32) = 13. To simplify our discussion, we will also restrict our attension to n
being a power of 2.
We now consider pure imaginary orthonormal matrices. The complex case is easy. We have
OC(p − i, 2m) = OR(2m) and thus
OC(2m) − OC(p − i, 2m) =


1 if m ≡ 0(mod 4),
2 if m ≡ 1(mod 4),
2 if m ≡ 2(mod 4),
0 if m ≡ 3(mod 4).
The quaternionic case is quite different. During our construction of orthonormal matrices in
M2m(H), we found that at least OH(2m) − 1 matrices could be taken to be pure imaginary.
Consequently, and more precisely, we have
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Theorem 1. Let n = 2m. When m = 0,
OH(p − i, 1) = 3 < 4 = OH(1).
For m  1,
OH(2m) − 1  OH(p − i, 2m)  H(p − i, 2m)  H(2m) = OH(2m).
Moreover, we have OH(p − i, 2m) = OH(2m) for the following cases:
1. m ≡ 1 (mod 4) for m > 1,
2. m ≡ 2 (mod 4),
3. m ≡ 3 (mod 4).
The proof is given in Section 2.
It is natural to consider the number OH(p − i, 2m) for the remaining cases. In Section 3, we
consider the first case that m = 1 and prove
Theorem 2. OH(p − i, 2) = 4 < 5 = OH(2).
Besides telling us that OH(p − i, n) and OH(n) may not be the same, this result also pro-
vides with us another exceptional case concerning the recurrence property. Note that now we
have OH(p − i, 2) = 4 but OH(p − i, 32) = 13. In other two exceptional cases the numbers
OH(sk − s, 1) = 0 and OH(sk − s, 2) = 4 are quite trivial but Theorem 2 is not obvious.
For all the numbers OF(n) and OF(x, n) that we have discussed, except the unknown OH(p −
i, 24l ) with l  1, it can be shown that we can always find such numbers of n × n orthonormal
matrices of the form sX where s ∈ {1, i, j,k} and X is a {0, 1,−1}-matrix. In fact, see Section 2,
we can also write down OH(24l ) − 1 order 24l pure imaginary orthonormal matrices of this form.
Theorem 3 below shows that this is best possible. Consequently, if OH(p − i, 24l ) = OH(24l )
then the maximal pure imaginary orthonormal set will be quite complicated. To simplify our
notation, we just use {Xα} to denote a finite set of matrices indexed by α.
Theorem 3. Let n = 24l with l  1. If {iXα} ∪ {jYβ} ∪ {kZγ } ⊂ Mn(H), where {Xα}, {Yβ},
{Zγ } ⊂ Mn(R), is an orthonormal set then
|{iXα} ∪ {jYβ} ∪ {kZγ }|  OH(n) − 1.
In view of this theorem and the fact that all other maximal orthonormal sets are quite simple,
we have the following
Conjecture. For l  1, OH(p − i, 24l ) = OH(24l ) − 1.
2. Construction of orthonormal matrices
The construction: Let
K1 =
(
1
−1
)
, K2 =
(
1
1
)
and K3 =
(
1
−1
)
.
We haveR(s, 16) = 9 (see [3]) and in factOR(s, 16) = 9 as we have the following nine symmetric
orthonormal matrices of order 16:
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S1 = I8 ⊗ K2, S2 = I4 ⊗ K2 ⊗ K1,
S3 = I2 ⊗ K1 ⊗ K1 ⊗ K1, S4 = I2 ⊗ K2 ⊗ K1 ⊗ K1,
S5 = K1 ⊗ K3 ⊗ K2 ⊗ K3, S6 = K2 ⊗ K3 ⊗ K2 ⊗ K3,
S7 = K3 ⊗ I2 ⊗ I2 ⊗ K3, S8 = K3 ⊗ I2 ⊗ K3 ⊗ K1,
S9 = K3 ⊗ K3 ⊗ K1 ⊗ K1.
It is easy to check that if A1, . . . , Aq are q order n orthonormal matrices (with property x,
x = h, sk − h, s, sk − s, p − i), then
A1 ⊗ I16, . . . , Aq−1 ⊗ I16, Aq ⊗ S1, . . . , Aq ⊗ S9
are q + 8 order 16n orthonormal matrices (with property x).
Because of the recurrence property of F(n) and F(x, n) (when x = p − i, some cases are
uncertain), this construction allows us to consider just four consecutive values of n when n is a
power of 2. In general when n is not a power of 2, say n = (2a + 1)2m, one just need to consider
the direct sums Ti ⊕ · · · ⊕ Ti of 2a + 1 copies of order 2m orthonormal matrices Ti .
Note that in the above construction, we require q  1. As R(sk − h, 1) = F(sk − s, 1) = 0
we have to consider n = 2, 4, 8, 16 for R(sk − h, n), R(sk − s, n) and C(sk − s, n). In addition,
as H(sk − s, 2) is an exceptional case, we have to consider n = 4, 8, 16, 32 for H(sk − s, n).
With these numbers of orthonormal matrices found, (1) follows from the above construction. In
the following, as a proof of Theorem 1, we give the pure imaginary quaternionic orthonormal
matrices for n = 1, 2, 4, 8. To keep our paper not too lengthy, we will left the other orthonormal
matrices to interested readers.
Proof of Theorem 1. We first note that (see [5])
OH(1) = 4, OH(2) = 5, OH(4) = 6, OH(8) = 8.
For n = 1, 2, 4, 8, we have the following pure imaginary orthonormal matrices in Mn(H). When
n = 1,
A1 = (i), A2 = (j), A3 = (k).
When n = 2,
A1 = iI2, A2 = iK3, A3 = jK1, A4 = kK1.
When n = 4,
A1 = jI2 ⊗ K3, A2 = jK3 ⊗ K1, A3 = jK3 ⊗ K2,
A4 = kK1 ⊗ K3, A5 = kK3 ⊗ I2, A6 = kK2 ⊗ K3.
When n = 8 (these matrices have been considered in [4]),
A1 = iI8, A2 = iK3 ⊗ I4,
A3 = iK1 ⊗ K3 ⊗ K1, A4 = iK2 ⊗ K3 ⊗ I2,
A5 = iK1 ⊗ I2 ⊗ K3, A6 = iK2 ⊗ K1 ⊗ K3,
A7 = iK1 ⊗ K3 ⊗ K2, A8 = iK2 ⊗ K2 ⊗ K3.
With the construction discussed before, we easily get OH(2m) − 1 order 2m pure imaginary
orthonormal matrices whenm ≡ 0, 1 (mod 4), andOH(2m) order 2m pure imaginary orthonormal
matrices when m ≡ 2, 3 (mod 4).
Let us now rename the above six 4 × 4 pure imaginary orthonormal matrices as B1, . . . , B6,
and the eight 8 × 8 pure imaginary orthonormal matrices as C1(= iI8), C2, . . . , C8. It is routine
to check that
B1 ⊗ I8, . . . , B6 ⊗ I8, I4 ⊗ C2, . . . , I4 ⊗ C8
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are orthonormal. Thus we have 13 pure imaginary orthonormal matrices in M32(H). Using the
above construction, we have OH(2m) pure imaginary orthonormal matrices in M2m(H) where
m = 4l + 1 and l  1. 
3. Proof of Theorem 2
We prove the result by contradiction. Suppose
Aα = iA(i)α + jA(j)α + kA(k)α , α = 1, 2, . . . , 5
are five 2 × 2 pure imaginary quaternionic orthonormal matrices where
A(l)α = (a(α,l)st )s,t=1,2 ∈ M2(R), α = 1, 2, . . . , 5, l = i, j,k.
We claim that we may assume A1 = kI 2. Since M2(R) is of real dimension 4, there exists unit
row vector (r1, r2, . . . , r5) ∈ R5 such that
5∑
α=1
rαA
(i)
α = 0.
We can have a 5 × 5 real orthogonal matrix O with (r1, r2, . . . , r5) as its first row. Define

B1
...
B5

 = (O ⊗ I2)


A1
...
A5

 .
Then {B1, . . . , B5} also forms a pure imaginary orthonormal set. So, without loss of generality,
we may assume
A1 = jA(j)1 + kA(k)1 .
Furthermore, notice that if each of the two sets {A(i)α : α = 1, . . . , 5} and {A(j)α : α = 1, . . . , 5}
has at most two linearly independent matrices then, by choosing suitable (r1, . . . , r5) in the above
elimination, we may assume A(i)1 = A(j)1 = 0, i.e., A1 = kA(k)1 . Then A(k)1 is orthogonal and we
may replace all Aα by A(k)t1 Aα to have our claim. Thus, by interchanging the roles of i and j if
necessary, in addition to A(i)1 = 0, we may assume {A(i)α : α = 2, . . . , 5} has at least three linearly
independent matrices.
We remark that similar elimination technique as above will be used several times: provided that
the number of matrices is greater than the real dimension of the underlying subspace containing
those matrices, we may assume one or more of the matrices to be zero.
We first show that we may further assume
A1 = j
(
d1
d2
)
+ k
(
e1
e2
)
, (2)
where d1  0, d2  0, e1, e2 ∈ R, d21 + e21 = d22 + e22 = 1. By replacing all Aα by O1AαO2 for
some suitable orthogonal matrices O1 and O2, we may assume
A1 = j
(
d1
d2
)
+ k
(
a11 a12
a21 a22
)
, d1  d2  0.
We may further assume d1 > 0. Otherwise, we have A(j)1 = 0 and we just need to apply the same
trick to make A(k)1 diagonal.
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From A1A∗1 = I2, we get
d21 + a211 + a212 = 1, (3)
d22 + a221 + a222 = 1, (4)
a11a21 + a12a22 = 0, (5)
d1a21 − d2a12 = 0. (6)
From A1A∗1 = I2, we also have A∗1A1 = I2 and thus
d21 + a211 + a221 = 1. (7)
From (3) and (7), we have
a212 = a221 (8)
and thus if a12 = 0 the result follows.
Suppose a12 /= 0. Then from (8) and (5), we get
a211 = a222. (9)
From (3), (4), (8), (9) and the fact that d1 > 0, d2  0, we have
d1 = d2.
Moreover, from (6), we know that
a12 = a21.
Now
(
a11 a12
a21 a22
)
is symmetric and hence there exists orthogonal O such that O
(
a11 a12
a21 a22
)
Ot is
diagonal. By applying this orthogonal similarity by O to all the matrices Aα , we may assume the
form stated in (2).
From the condition that {A(i)α : α = 2, . . . , 5} has at least three linearly independent matrices,
we know that there must be a matrix, say A(i)5 , which has a nonzero off-diagonal entry. Now
consider A1A∗5 + A5A∗1 = 0. By considering its j and k components, we have
e1a
(5,i)
21 − e2a(5,i)12 = 0,
d1a
(5,i)
21 − d2a(5,i)12 = 0.
From these, as a(5,i)12 or a
(5,i)
21 is nonzero, we have
e1d2 − d1e2 = 0. (10)
So, the matrix(
d1 e1
−e2 d2
)
is orthogonal. Then d21 = d22 , i.e., d1 = d2 = d , and e21 = e22. From (10) we have e1 = e2. Now,
we have
A1 = j
(
d
d
)
+ k
(
e
e
)
, d2 + e2 = 1.
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There exists q ∈ H such that qq¯ = 1 and q(jd + ke)q¯ = k. The set
{qA1q¯, . . . , qA5q¯}
is again a set of pure imaginary orthonormal matrices. So we may assume
A1 = kI2.
For β = 2, 3, 4, 5, from A1A∗β + AβA∗1 = 0, we get
A
(i)t
β − A(i)β = 0, (11)
A
(j)t
β − A(j)β = 0, (12)
A
(k)t
β + A(k)β = 0. (13)
The space of 2 × 2 real symmetric matrices is of real dimension 3. By the elimination technique
mentioned before we may assume, by (11),
A2 = jA(j)2 + kA(k)2 ,
where, from (12) and (13), A(j)2 is symmetric and A(k)2 is skew-symmetric. By applying suitable
orthogonal similarity to all Aα , we may assume
A2 = j
(
d1
d2
)
+ k
(
a
−a
)
. (14)
From A2A∗2 = I2 we get
d21 + a2 = 1, (15)
d22 + a2 = 1, (16)
a(d1 + d2) = 0. (17)
Case 1. a = 0. Now we have
A2 = j
(
d1
d2
)
, d21 = d22 = 1.
Subcase 1.1. d1 = d2. We may just consider d1 = d2 = 1, i.e., A2 = jI2. From (12) and (13) and
by looking at the real part and the i component in the equation A2A∗γ + AγA∗2 = 0, γ = 3, 4, 5,
we have
A(j)γ = 0 = A(k)γ , γ = 3, 4, 5.
Then {A(i)3 , A(i)4 , A(i)5 } is a set of three 2 × 2 real orthonormal matrices. This gives a contradiction
as OR(2) = 2.
Subcase 1.2. d1 = −d2. We may take A2 = j
(
1
−1
)
. The space of 2 × 2 real skew-symmetric
matrices is of dimension 1. Among the matrices A3, A4 and A5, from (13) and the elimination
technique, we may assume
A
(k)
3 = A(k)4 = 0.
For γ = 3, 4, by looking at the real part and the k-component in the equation A2A∗γ + AγA∗2 = 0,
and since A(i)γ and A(j)γ are symmetric, we know that A(i)γ is diagonal and A(j)γ is of the form
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(
yγ
yγ
)
. As the space of matrices of the form
(
y
y
)
is of dimension 1, using A3 and A4, we
may assume
A
(j)
3 = 0
and so
A3 = i
(
w1
w2
)
, w21 = w22 = 1.
If w1 = w2, we are back to Subcase 1.1 (with j there replaced by i) and we are through. We now
suppose
A3 = i
(
1
−1
)
.
As A4 is of the form
i
(
x1
x2
)
+ j
(
y
y
)
,
from A3A∗4 + A4A∗3 = 0 we see that A4 = 0 and this gives a contradiction.
Case 2. a /= 0. Then from (17) we have d1 = −d2.
Subcase 2.1. d1 = 0. We may take a = 1. For γ = 3, 4, 5, from A2A∗γ + AγA∗2 = 0, we see that
Aγ = iA(i)γ + jA(j)γ ,
where A(i)γ and A(j)γ are of the form
(
x y
y −x
)
.
We now restrict to the orthonormal set {A3, A4, A5}. As the space of the matrices of the form(
x y
y −x
)
is of dimension 2, by the elimination technique, we may assume
A3 = jA(j)3 .
By applying suitable orthogonal similarity to A3, A4, A5, we may assume
A3 = j
(
1
−1
)
.
For δ = 4, 5, by considering the real part and k component of A3A∗δ + AδA∗3 = 0, we see that
A
(i)
δ is of the form
(
x
−x
)
and A(j)δ is of the form
(
y
y
)
. As the space of matrices of the form(
x
−x
)
is of dimension 1, we may assume
A4 = j
(
1
1
)
.
Then, by considering A4A∗5 + A5A∗4 = 0, we get A5 = 0 and thus a contradiction.
Subcase 2.2. d1 /= 0. Now the j-component of A2 is nonzero. The proof is similar to Subcase 1.2.
The proof is now complete. 
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4. Proof of Theorem 3
For easy reference, we note that (see [3])
OC(sk − h, 2m) + 1 = OC(2m) = 2m + 2.
Lemma 1. Let n = 2m. Suppose {Dα}, {Eβ} and {Fγ } are n × n complex skew-Hermitian ortho-
normal sets and satisfy
DαEβ + EβDα = 0,
DαFγ + FγDα = 0,
EβFγ − FγEβ = 0.
Then
|{Dα}| + |{Eβ}| + |{Fγ }|  OC(n)(= 2m + 2).
Proof. We prove by induction on m. When m = 0, i.e., n = 1, there is no skew-commuting pair.
The only possible choice is, up to a multiple of ±1, E1 = (i) and F1 = (i). The result follows as
OC(1) = 2.
Suppose m = 1, i.e., n = 2. If there is only one non-empty set among {Dα}, {Eβ} and {Fγ },
then there are at most C(sk − h, 2) = 3 matrices and the result follows. If there are exactly two
non-empty sets, as Dα skew-commute with Eβ and with Fγ , while Eβ and Fγ commute, we have
two cases: (i) {Dα} is empty; (ii) {Eβ} is empty. The case that {Fγ } is empty is similar to (ii).
For the first case, we now consider {Eβ} ∪ {Fγ }. Being complex skew-Hermitian orthonormal
sets, we know that |{Eβ}|  3 and |{Fγ }|  3. If one set, say {Eβ}, has three matrices then,
under unitary similarity, we may assume {Eβ} = {iK1, iK2,K3}. It is easy to check that the
only choice for Fγ is either iI or −iI . The result follows. For the second case, {Dα} ∪ {Fγ } is
actually an orthonormal set and so there are at most C(sk − h, 2) = 3 matrices and the result
follows.
Suppose now that all the three sets are non-empty. As both {Dα} ∪ {Eβ} and {Dα} ∪ {Fγ }
are orthonormal sets, we know that their cardinalities are less that or equal to 3. If |{Dα}| = 2
then |{Eβ}| = |{Fγ }| = 1 and the result follows. Suppose |{Dα}| = 1. If |{Eβ}| = 2 then, under
unitary similarity, we may assume E1 = iK1 and E2 = iK2. As only scalar matrices can commute
with both K1 and K2 we see that |{Fγ }| = 1. The result follows.
Having developed the result for m = 0, 1 we now assume m  2 and the result is true for
m − 2.
If there is only one non-empty set among {Dα}, {Eβ} and {Fγ }, then there are at most
OC(sk − h, n) matrices and the result follows. If there are exactly two non-empty sets again
we have two cases: (i) {Dα} is empty; (ii) {Eβ} is empty. We first consider second case which
is much simplier. The set {Dα} ∪ {Fγ } is actually an orthonormal set and so there are at most
OC(sk − h, n) matrices. The result follows. For the first case, we now consider {Eβ} ∪ {Fγ }. If
|{Eβ}| = 1 or |{Fγ }| = 1, then there are at most 1 + OC(sk − h, n) = OC(n) matrices and we
are through.
Suppose |{Eβ}|  2 and |{Fγ }|  2. Under unitary similarity, we may assume E1 = i(Ip ⊕
−Iq). Then from E1E2 + E2E1 = 0, we see that E1 cannot be scalar and E2 =
( ∗
∗
)
when
partitioned according to E1. As E2 is unitary, we see that p = q. From this argument, we know
that every Eβ and Fγ has i and −i as eigenvalues and their multiplicities are the same and
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equal n2 . Since E1 and F1 commute, they are simultaneously unitarily diagonalizable. With
the fact about the multiplicities of their eigenvalues, and upon unitary similarity, we may as-
sume
E1 = i(Ir ⊕ −Ir ⊕ Is ⊕ −Is), F1 = i(Ir ⊕ −Ir ⊕ −Is ⊕ Is),
where r  0 and s  0. If r = 0 or s = 0, we have F1 = ±E1. Then the conditions E1E2 +
E2E1 = 0 and F1E2 − E2F1 = 0 give a contradiction. Thus we assume r  1 and s  1.
Let us partitioned the matrices into 4 blocks by 4 blocks according to E1. For β  2 and
γ  2,
E1Eβ + EβE1 = 0
F1Eβ − EβF1 = 0
}
⇒ Eβ =


Pβ
Qβ
−Q∗β
−P ∗β

,
where Pβ , Qβ are unitary, and
E1Fγ − FγE1 = 0
F1Fγ + Fγ F1 = 0
}
⇒ Fγ =


Uγ
Vγ
−U∗γ
−V ∗γ

,
where Uγ , Vγ are unitary. From these, we also see that r = s. Write
E1 = i(I ⊕ −I ⊕ I ⊕ −I ), F1 = i(I ⊕ −I ⊕ −I ⊕ I ). (18)
Let W1 = I ⊕ I ⊕ Q2 ⊕ P2. By taking unitary similarity X 
→ W1XW ∗1 to all the matrices, we
may assume
E2 =


I
I
−I
−I

.
Then E2Fγ − FγE2 = 0 gives V ∗γ = Uγ and hence
Fγ =


Uγ
U∗γ
−U∗γ
−Uγ

.
Let W2 = U∗2 ⊕ I ⊕ I ⊕ U∗2 . By applying unitary similarity X 
→ W2XW ∗2 to all the matrices,
we may further assume
F2 =


I
I
−I
−I

.
Now for β  3 or γ  3, F2Eβ − EβF2 = 0 implies Q∗β = Pβ and so
Eβ =


Pβ
P ∗β
−Pβ
−P ∗β

.
640 Y.-H. Au-Yeung, C.-M. Cheng / Linear Algebra and its Applications 419 (2006) 630–642
From the condition E2Eβ + EβE2 = 0 we know that Pβ is skew-Hermitian; from the condition
F2Fγ + Fγ F2 = 0 we know thatUγ is skew-Hermitian; and from the conditionEβFγ − FγEβ =
0 we know that PβUγ − UγPβ = 0. Similarly we can check that {Pβ : β  3} and {Uγ : γ  3}
are orthonormal sets. By induction assumption and the fact that OC
(
n
4
)+ 4 = OC(n), the result
follows.
We now consider the case that all the three sets are non-empty. If |{Eβ}| = 1 then, since
{Dα} ∪ {Fγ } is an orthonormal set, we know that there are at most 1 + OC(sk − h, n) = OC(n)
matrices. Thus we may assume |{Eβ}| > 1, and similarly |{Fγ }| > 1. With the same argument
there, we may assume E1 and F1 have the forms given in (18). Then, for α  1,
E1Dα + DαE1 = 0
F1Dα + DαF1 = 0
}
⇒ Dα =


Gα
−G∗α
Hα
−H ∗α

,
where Gα , Hα are unitary. Let W3 = G∗1 ⊕ I ⊕ H ∗1 ⊕ I . By applying unitary similarity X 
→
W3XW ∗3 to all the matrices we may assume
D1 =


I
−I
I
−I

.
Then for α  2,
D1Dα + DαD1 = 0 ⇒ Dα =


Gα
Gα
Hα
Hα

,
where Gα and Hα are skew-Hermitian unitary. For β  2,
D1Eβ + EβD1 = 0
E1Eβ + EβE1 = 0
F1Eβ − EβF1 = 0

⇒ Eβ =


Pβ
Pβ
−P ∗β
−P ∗β

,
where Pβ is unitary. For γ  2,
D1Fγ + FγD1 = 0
E1Fγ − FγE1 = 0
F1Fγ + Fγ F1 = 0

⇒ Fγ =


Uγ
−Uγ
−U∗γ
U∗γ

,
where Uγ is unitary.
As β  2, let W4 = I ⊕ I ⊕ P2 ⊕ P2. By considering the unitary similarity X 
→ W4XW ∗4
for all matrices, we may further assume
E2 =


I
I
−I
−I

.
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Then for α  2, β  3, γ  2, we have
E2Dα + DαE2 = 0 ⇒ Dα =


Gα
Gα
−Gα
−Gα

,
where Gα is skew-Hermitian unitary;
E2Eβ + EβE2 = 0 ⇒ Eβ =


Pβ
Pβ
Pβ
Pβ

,
where Pβ is skew-Hermitian unitary; and
E2Fγ − FγE2 = 0 ⇒ Fγ =


Uγ
−Uγ
Uγ
−Uγ

,
where Uγ is skew-Hermitian unitary. It is routine to check that {Gα : α  2}, {Pβ : β  3} and
{Uγ : γ  2} are orthonormal sets and satifsy
GαPβ − PβGα = 0,
GαUγ + UγGα = 0,
PβUγ + UγPβ = 0.
We now have the same problem on matrices of size n4 . The result follows from induction
assumption as OC(n) = OC (n4 )+ 4. 
Proof of Theorem 3. By multiplying Xt1 to all the matrices, as X1 is orthogonal, we may assume
X1 = I . Then, from the orthonormal conditions, we see that {Xα : α  2} is a set of skew-sym-
metric matrices, {Yβ} and {Zγ } are sets of symmetric matrices. One can check that {Xα : α  2},
{iYβ} and {iZγ } are complex skew-Hermitian orthonormal sets and satisfy
Xα(iYβ) + (iYβ)Xα = 0,
Xα(iZγ ) + (iZγ )Xα = 0,
(iYβ)(iZγ ) − (iZγ )(iYβ) = 0.
Using Lemma 1, we get
|{Xα}| + |{iYβ}| + |{iZγ }|  1 + [2(4l) + 2] = 8l + 3 = OH(24l ) − 1.
The result follows. 
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