Vector Fields, Eigensurfaces, and Prescribed Curvature in Optical Design by Rody, Sarah G.
Vector Fields, Eigensurfaces, and Prescribed Curvature in Optical Design
A Thesis
Submitted to the Faculty
of
Drexel University
by
Sarah G. Rody
in partial fulfillment of the
requirements for the degree
of
Doctor of Philosophy
June 2017
c© Copyright 2017
Sarah G. Rody. All Rights Reserved.
This work is licensed under the terms of the Creative Commons Attribution-ShareAlike
4.0 International license. The license is available at
http://creativecommons.org/licenses/by-sa/4.0/.
ii
Dedications
I would like to dedicate this thesis to the people who first sparked my love of mathematics: my
teachers Russ Miller, Mary Smith, and Cathy Wiley, and my brother Matthew Rody.
iii
Acknowledgments
First, I would like to thank my adviser, Andy Hicks, for making me love applied math, always having
time for my questions, caring so much about my education, and generally being a good person.
I would also like to thank my many wonderful teachers at Drexel: Gideon Simpson, for teaching
me FEniCS and always having patience with my many questions and computer issues, Ron Perline,
whose ideas inspired much of this thesis, and Doug Wright and Shari Moskow for teaching me
differential equations and always taking an interest in their students. Thank you as well to everyone
who helped me with my teaching, especially Jason Aran and Carlo Fazioli.
I would like to thank my husband, parents, in-laws, and my entire family for all of their love and
support throughout the years. Without you, I never would have made it here.
Finally, I would like to thank Tim Faver for editing my thesis, and all of my year-mates and
office mates for making sure that I always knew how to do my homework and always had a friend
to talk to.
iv
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Optical Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Vector Field for the Passenger Side Car Mirror . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Historical Context and Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2. Vector Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Potential Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Non-Integrable Vector Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Theorem: Lower Bound on Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Theorem: Upper Bound on Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Isolated Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Example of a Non-Physical Isolated Solution . . . . . . . . . . . . . . . . . . . . . . 28
2.3.2 Example of a Physical Isolated Solution . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3 Intersecting Isolated Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.4 Linear Vector Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3. Eigensurfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Eigensurfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 The Rotationally Symmetric Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Further Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Example of a Mirror and Viewpoints without an Eigensurface . . . . . . . . . . . . 42
v3.3.2 Example of a Mirror and Viewpoints with an Eigensurface . . . . . . . . . . . . . . 43
3.4 Application to the Passenger Side Mirror Problem . . . . . . . . . . . . . . . . . . . . 45
3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4. Cost Functionals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 Perpendicular Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.1 Curvature Line Integral Cost Functional . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.2 Hodge Cost Functional in Two Dimensions . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.3 Extended Hodge Cost Functional in Two Dimensions . . . . . . . . . . . . . . . . . 59
4.1.4 Normalized Hodge Cost Functional in Two Dimensions . . . . . . . . . . . . . . . . 62
4.2 The Rotationally Symmetric Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.1 Surface Integral Cost Functional for Rotationally Symmetric Case . . . . . . . . . . 66
4.3 The Passenger Side Mirror Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.1 Surface Integral Cost Functional in Three Dimensions . . . . . . . . . . . . . . . . 75
4.3.2 Hodge Cost Functional in Three Dimensions . . . . . . . . . . . . . . . . . . . . . . 81
4.3.3 Extended Hodge Functional in Three Dimensions . . . . . . . . . . . . . . . . . . . 84
4.3.4 Normalized Hodge Functional in Three Dimensions . . . . . . . . . . . . . . . . . . 87
4.3.5 Cost Functional Using the Cross Product . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.6 Cost Functional Using a Weighting Function . . . . . . . . . . . . . . . . . . . . . . 93
4.3.7 A Method for Finding a Boundary Function . . . . . . . . . . . . . . . . . . . . . . 97
5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
vi
List of Figures
1.1 The Birth of Saint Edmund, 15th Century, England (left), and a Sistine Chapel fresco,
1481-1482, by Pietro Perugino (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Man Drawing a Lute, Albrecht Du¨rer, 1525 . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Object reflecting light rays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Angles of incidence and reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Transformation between image plane and target plane given by a known mirror . . . . . 4
1.6 Unknown mirror described by a given transformation between image and target planes . 5
1.7 Two-dimensional view of the transformation of a flat passenger side car mirror . . . . . 6
1.8 Transformation of a wide angle passenger side car mirror . . . . . . . . . . . . . . . . . 7
2.1 Example of a distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Example of an imaging distribution and vector field . . . . . . . . . . . . . . . . . . . . 13
2.3 Angle between W and n̂ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 The distribution known as the standard contact structure . . . . . . . . . . . . . . . . . 20
2.5 Orthographic projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Transformation induced by a flat mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 The two-dimensional system. Note that the intersection at the target point will exist
with probability one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Reference planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Mirror and surface curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Side view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Viewpoint 1 (left) and Viewpoint 2 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.6 Configuration for off-axis viewpoint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.7 Example of a mirror and eigensurface. The viewpoints are represented as dots. . . . . . 46
3.8 Viewpoint 1 (left) and Viewpoint 2 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.9 Passenger side mirror setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
vii
3.10 The parametrized vector field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.11 The initial curve perpendicular to the vector field . . . . . . . . . . . . . . . . . . . . . . 49
3.12 Points on the mirror over the grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.13 Flat mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.14 Spherical mirror (left) and constructed mirror (right) . . . . . . . . . . . . . . . . . . . . 51
4.1 A difference in direction (left) versus a difference in magnitude (right) . . . . . . . . . . 54
4.2 Mean curvature example with an exact solution (left) and mean curvature example with-
out an exact solution (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Hodge functional example without an exact solution . . . . . . . . . . . . . . . . . . . . 59
4.4 Extended Hodge functional example without an exact solution . . . . . . . . . . . . . . 63
4.5 Normalized Hodge functional example without an exact solution . . . . . . . . . . . . . 65
4.6 Zoomed-in portion of comparison of solutions . . . . . . . . . . . . . . . . . . . . . . . . 66
4.7 Rotationally symmetric functional example without an exact solution . . . . . . . . . . 69
4.8 Comparison of solutions to the two-dimensional problem using different methods . . . . 70
4.9 Solution curves with varying levels of regularization for a problem with forced boundary
conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.10 Solution curves with varying levels of regularization for a problem with boundary condi-
tions that allow a true solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.11 Solution curves to the zero mean curvature problem with varying levels of regularization
for a problem with boundary conditions that allow a true solution . . . . . . . . . . . . 73
4.12 Solution curves to the zero mean curvature problem with varying levels of regularization
for a problem with forced boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 74
4.13 Reflection of a checkerboard in the mirror from the mean curvature cost functional with
a rectangular boundary (left) and spherical boundary (right) . . . . . . . . . . . . . . . 81
4.14 Reflection of a checkerboard in the mirror from the mean curvature cost functional with
a boundary from the eigensurface mirror (left) and the original eigensurface mirror (right) 82
4.15 Reflection of a checkerboard in the mirror from the Hodge cost functional with a rectan-
gular boundary (left) and spherical boundary (right) . . . . . . . . . . . . . . . . . . . . 84
4.16 Reflection of a checkerboard in the mirror from the Hodge cost functional with a boundary
from the eigensurface mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.17 Reflection of a checkerboard in the mirror from the extended Hodge cost functional with
a rectangular boundary (left) and a spherical boundary (right) . . . . . . . . . . . . . . 88
LIST OF FIGURES LIST OF FIGURES
viii
4.18 Reflection of a checkerboard in the mirror from the extended Hodge cost functional with
a boundary from the eigensurface mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.19 Reflection of a checkerboard in the mirror from the normalized Hodge cost functional
with a rectangular boundary (left) and a spherical boundary (right) . . . . . . . . . . . 91
4.20 Reflection of a checkerboard in the mirror from the normalized Hodge cost functional
with a boundary from the eigensurface mirror . . . . . . . . . . . . . . . . . . . . . . . . 92
4.21 Reflection of a checkerboard in the mirror from the cross product cost functional with a
rectangular boundary (left) and a spherical boundary (right) . . . . . . . . . . . . . . . 93
4.22 Reflection of a checkerboard in the mirror from the cross product cost functional with a
boundary from the eigensurface mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.23 Reflection of a checkerboard in the mirror from the weighted cost functional with a
rectangular boundary (left) and a spherical boundary (right) . . . . . . . . . . . . . . . 96
4.24 Reflection of a checkerboard in the mirror from the weighted cost functional with a
boundary from the eigensurface mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.25 Reflection of a checkerboard in the mirror cut out from a rectangular boundary scaled
by 2 (left) and from a rectangular boundary scaled by 3 (right) . . . . . . . . . . . . . . 98
4.26 Reflection of a checkerboard in the mirror cut out from a rectangular boundary scaled
by 4 (left) and from a rectangular boundary scaled by 6 (right) . . . . . . . . . . . . . . 99
4.27 Reflection of a checkerboard in the mirror from the weighted cost functional cut out from
a rectangular boundary scaled by 2 (left) and from a rectangular boundary scaled by 3
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.28 Reflection of a checkerboard in the mirror from the weighted cost functional cut out from
a rectangular boundary scaled by 4 (left) and from a rectangular boundary scaled by 6
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.29 Reflection of a checkerboard in the mirror cut out from a rectangular boundary with a
two step process scaled by 2 (left) and from a rectangular boundary scaled by 3 (right) 100
4.30 Reflection of a checkerboard in the mirror from the weighted cost functional cut out from
a rectangular boundary with a two step process scaled by 2 (left) and from a rectangular
boundary scaled by 3 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.31 Reflection of a checkerboard in the mirror with boundary cut from the weighted cost
functional with a rectangular boundary scaled by 2, and then the process runs a second
time with an unweighted mean curvature cost functional (left) and a the mirror from the
original mean curvature cost functional process with a boundary from the mirror from
the eigensurface process (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
LIST OF FIGURES LIST OF FIGURES
ix
Abstract
Vector Fields, Eigensurfaces, and Prescribed Curvature in Optical Design
Sarah G. Rody
In this thesis, we will consider the general problem of optical design in the field of geometric
optics. A specific problem of interest is that of finding a passenger side mirror for a motor vehicle
that has a wider field of view than a flat mirror, but less distortion than a spherical mirror. The
goal here is to eliminate the well-known blind spot that most drivers experience.
First, we show how to construct a vector field to mathematically model certain design problems
in geometric optics. Second, we demonstrate how to use the vector field to determine whether or
not the optical design problem is well-posed, and, in particular, if it has an exact solution. In the
case where there is no exact solution, such as the case for a wide-angle, non-distorting passenger
side mirror, we will show two constructions for an approximate solution. The first construction
comes from the concept of an eigensurface, a surface that is invariant under the transformation of a
curved reflector. The second construction comes from the solution of the Euler-Lagrange equation
resulting from a cost functional that measures the difference between the desired vector field and the
normal vectors to a potential solution. We show how this method relates to the prescribed curvature
problem. Finally, we apply these methods to the passenger side blind spot problem.

1Chapter 1: Introduction
With advances in both manufacturing capabilities and mathematical techniques, it is now possible to
create mirrors that are non-reversing, reduce the driver side blind spot of a motor vehicle, separate
light from two different sources to two targets, and do much more. It is tempting to think that if
only we found the right mirror, it would be possible to solve any imaging problem we are faced with.
However, that is not always the case. In some circumstances, we are able to find an approximate
solution, but even a close approximation is not guaranteed. In order to study when solutions exist, or
how close of an approximation is possible, we must first pose our imaging problem as a mathematical
question.
1.1 Perspective
Figure 1.1: The Birth of Saint Edmund, 15th Century, England (left), and a Sistine Chapel
fresco, 1481-1482, by Pietro Perugino (right)
In order to frame an optical design problem, we first need to think about how our eye sees
images. In art, this is referred to as perspective. Figure 1.1 shows a pre-perspective woodcut on the
left and a perspective fresco on the right. Note that in the perspective piece of artwork, objects
and tiles further from the viewpoint are represented as smaller, which is the main characteristic
2of perspective. This art technique matches our perception of reality and makes the art look more
realistic.
Figure 1.2: Man Drawing a Lute, Albrecht Du¨rer, 1525
In the woodcut Man Drawing a Lute by Albrecht Du¨rer, Figure 1.2, we see a man creating a
perspective drawing of a lute using a contraption made out of string and a frame. The point where
the string passes though the frame is fixed, and then the string is removed so that the drawing can
swing closed to make a mark at the location of the fixed intersection point. One can think of the
point at which the string is fixed to the wall as the eye, or viewpoint, of the image. The string is
the line of sight from the eye to the object. The plane where the picture is being created can be
called the image plane. The idea of the image plane is very useful, because it allows us to distinguish
between lines of sight. We could do this by using the angle at which the line leaves the eye, but
calculations are simplified if we use the intersection of the line of sight with a plane. We will use
the model of viewpoint and image plane in our optical design process.
Figure 1.3 shows rays emitting from the man and intersecting the image plane. In reality, light
rays emit from a source, reflect off of the objects we see, and enter our eyes, but in practice we
assume that objects emit light. This is out of convenience, since we may then omit the light source
from our calculations. Additionally, since optical systems are reversible, we can think of light rays
Chapter 1: Introduction 1.1 Perspective
3Figure 1.3: Object reflecting light rays
emitting from the eye or viewpoint. Anything that the rays touch is visible. We will use this
reversed version of sight, with light rays leaving the viewpoint to touch objects, to formulate our
optical design problems.
1.2 Optical Design
 incidence
 outgoing
 n  v incoming
 reﬂection
 u
 n
Figure 1.4: Angles of incidence and reflection
If a reflector is introduced into the system, then we also have to calculate the reflection of light
rays off the the reflector. As a rule, the angle of incidence is equal to the angle of reflection [1].
Another way of thinking of this is that the angle between the incoming ray and the normal vector
to the surface should be equal to the angle between the normal vector and the outgoing ray. If
the incoming vector, −v, and the normal vector, n are known, then the outgoing vector, u, can be
Chapter 1: Introduction 1.2 Optical Design
4calculated to be equal to
u = −v + 2 v · n
n · n n. (1.1)
Given a viewpoint, image plane, and reflector, we can calculate the transformation of the image
plane onto a target plane through ray tracing. A light ray emitted from the viewpoint a particular
angle intersects the image plane at a unique point, (x, y, z). The direction of this ray is the incoming
vector v. We can calculate the point at which the ray from the eye through (x, y, z) will hit the
mirror surface, and the normal, n, to the surface at the point. Then we can calculate the outgoing
vector u based on equation (1.1). This outgoing ray intersects the target plane at a unique point,
T (x, y, z). We refer to the relation T (x, y, z) as the transformation between image plane and the
target plane. We can say that a particular curved reflector induces a transformation T .
Eye
Image Plane
Target Plane(x, y, z)
n T(x, y, z)
Known 
Surface
Figure 1.5: Transformation between image plane and target plane given by a known mirror
Alternatively, optical design is when we have a known transformation from the image plane to the
target plane and wish to find the shape of the reflector or reflectors that give that transformation.
Given a point p in the domain of the desired surface, we can calculate the point (x, y, z) that is
the intersection of the line from the eye to p and the image plane. The incoming vector −v is also
known. Then you can find the corresponding point T (x, y, z) on the target plane and calculate the
outgoing vector u from p to T (x, y, z). Since the normal to the surface at p should bisect the angle
Chapter 1: Introduction 1.2 Optical Design
5between u and v, we have the equation
n =
u
|u| +
v
|v| .
So for any point p in the domain of the surface, the normal to the surface can be given by the
the transformation T . A surface with the normals given by T is the solution to the optical design
problem.
Eye
Image Plane
Target Plane(x, y, z)
n T(x, y, z)
Unknown
 Surface
Figure 1.6: Unknown mirror described by a given transformation between image and target
planes
1.3 Vector Field for the Passenger Side Car Mirror
The main example of optical design that we will discuss is the problem of finding a wide-angle
passenger side car mirror. Most currently manufactured car mirrors have blind spots. The mirror
does not show a wide enough angle to give the driver a view of the entire road. Some buses and
trucks use a spherical mirror in addition to a flat mirror to show the blind spot, but these spherical
mirrors distort the image. We would like to find a mirror that has a wide field of view, but has less
distortion than a spherical mirror.
To look at this problem in depth, we need to write down the vector field that would give us
this mirror. We set the eye at (0, 0, 1), looking in the negative z-direction, with an image plane at
z = 0. This orientation gives us the advantage that if we let the mirror be the graph z = u(x, y),
it would not be self-obstructing. In other words, we will be able to see the whole mirror. We will
Chapter 1: Introduction 1.3 Vector Field for the Passenger Side Car Mirror
6let our target plane be x = k, k > 0, so our mirror should reflect in that direction. The angle
from driver to the passenger side mirror to behind the car is nearly 90◦, so we let the angle of
reflection be a right angle for simplicity. Before we look at the transformation of the wide-angle
mirror, let us first consider the transformation induced by a flat mirror, z = −x, shown in Figure
1.7. Let (a, b, 0) be the intersection point of a light ray with the image plane. With the orientation
in the figure, the further to the left that (a, b, 0) is, that is the more negative a is, the further down
the intersection with the target plane should be, so the more positive the z-coordinate should be.
Thus, the proportional relationship of z = −ka. So the transformation given by the flat mirror is
T (a, b, 0) = (k, kb,−ka). In order for a mirror to have a wider field of view than the flat mirror, the
transformation needs to cover more of the target plane, so we scale the transformation by a scaling
constant.
Driver
x = kFlat mirror
(a, b, 0)
 (k, kb, -ka)
+ x
+ z
Figure 1.7: Two-dimensional view of the transformation of a flat passenger side car mirror
For a wide-angle mirror, say a line of sight intersects the image plane at (a, b, 0). Then (a, b, 0)
on the image plane should correspond to the point (k, skb,−ska) on the target plane.
Here, s is a scaling constant. If we were to have s = 1, then the flat mirror z = −x would reflect
the light rays perfectly to the destination on the target plane. However, the flat mirror is not a
wide angle reflector. Increasing s increases the field of view. Given the transformation from the
image plane to the target plane, we can calculate the vector at an arbitrary (x, y, z) that would be
Chapter 1: Introduction 1.3 Vector Field for the Passenger Side Car Mirror
7Eye
Image Plane Target Plane
(x, y, z)
(a, b, 0)
(k, skb, -ska)
W
Figure 1.8: Transformation of a wide angle passenger side car mirror
the normal vector to the surface through that point that would reflect the light ray to its proper
destination. A light ray from the eye at (0, 0, 1) that reaches (x, y, z), given by the parametric
equation (tx, ty, 1 + t(z − 1)), passes through the image plane when t = 11−z , at the point
(
x
1− z ,
y
1− z , 0
)
.
This point on the image plane corresponds to the destination
(
k,
sky
1− z ,−
skx
1− z
)
on the target plane. Then we can calculate the incoming vector
IN = (0, 0, 1)− (x, y, z)
and the outgoing vector
OUT =
(
k,
sky
1− z ,−
skx
1− z
)
− (x, y, z).
The normal vector to the surface should bisect the angle between IN and OUT, so normalizing the
Chapter 1: Introduction 1.3 Vector Field for the Passenger Side Car Mirror
8vectors and adding them gives us the desired value of W at (x, y, z). So
W =
IN
|IN| +
OUT
|OUT| ,
or, in explicit terms,
W =
 k − x√
(k − x)2 +
(
sky
1−z − y
)2
+
(
skx
1−z + z
)2 − x√x2 + y2 + (1− z)2 ,
sky
1−z − y√
(k − x)2 +
(
sky
1−z − y
)2
+
(
skx
1−z + z
)2 − y√x2 + y2 + (1− z)2 ,
− skx1−z − z√
(k − x)2 +
(
sky
1−z − y
)2
+
(
skx
1−z + z
)2 + 1− z√x2 + y2 + (1− z)2

In some instances, we will normalize W. In general, we use the constants s = 6.5 and k = 100. This
value for s means a magnification of 6.5 times, which eliminates the blindspot. The value of k means
that the image plane is distant, so light rays from the mirror to the target plane are nearly parallel.
For comparison, the distance between the eye and mirror is only about one unit. If we found a
surface perfectly perpendicular to this W, we would have a non-distorting, wide angle passenger
side car mirror. However, as we discuss later, there is no perpendicular surface to this W. Thus
there will always be distortion present in the mirror. Our goal now is to find a good approximate
mirror that minimizes the distortion.
1.4 Historical Context and Fabrication
Throughout much of history, primarily flat and spherical mirrors have been fabricated. Humans
made the first mirrors out of polished stone or metal approximately 8000 years ago. The first
mirrors were mostly flat, but later concave mirrors were used for magnification and convex mirrors
to show wider image while conserving size and materials, [2]. As science advanced, Euclid wrote
about the mathematics of reflection and propagation of light in 300 BCE and Ibn al-Haytham
advanced the field of optics by writing in more detail about the properties of reflection, studying
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9spherical and parabolic mirrors, and describing how the human eye takes in light to form images,
[1]. In the seventeenth century, astronomical research drove optical advances. The first telescopes
were refracting telescopes, using lenses to magnify. Scientists such as James Gregory and Isaac
Newton wished to design reflecting telescopes, using mirrors to magnify, in order to reduce chromatic
aberrations. In 1663, James Gregory designed a telescope using a parabolic mirror to collect light
and an ellipsoidal mirror to reflect it into the eyepiece, [3]. However, the opticians he hired to
manufacture these aspheric mirrors were unable to do so satisfactorily, and approximations with
spherical mirrors were also unsuccessful. In 1668, Newton designed a similar reflecting telescope,
but with a flat mirror to reflect the light gathered in the parabolic mirror. His telescope was also
fabricated with a spherical mirror out of necessity, but with more success. Astronomers continued
to improved on these telescopes, and astronomy is still a motivating force for optical design and
fabrication today.
As manufacturing technology advanced, aspheric mirrors became more practical. William Plum-
mer in [4] discusses the use of an aspheric mirror in the design of the Polaroid SX-70 Land camera,
manufactured in 1972 with optics designed by James Gilbert Baker. This camera used an aspheric,
non-rotationally symmetric concave mirror, along with two plane mirrors and two lenses. The
freeform design of the optical system allowed the camera to be small and foldable. The concave
mirror was originally designed to be ellipsoidal, but was made flatter around the edge to reduce
distortion.
Since the 1960s, diamond turning has allowed researchers to fabricate aspheric mirrors with
precision [5]. Diamond turning is the process of grinding a mirror on a lathe with progressively
finer tools, the most precise being diamond tipped. The arm of the grinder is guided by computer
numerical control (CNC) machine tools. One important application of these freeform optical surfaces
are large reflector telescopes. Freeform and off-axis conical sections allow for smaller (relatively
speaking) astronomical instruments to be manufactured and can help solve the problem of self-
obstruction, [6]. Another method, developed in the 1970s, is referred to as stressed mirror polishing,
[7]. It takes advantage of the fact that spherical mirrors are relatively easy to manufacture. So the
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best fit spherical mirror is cut, then carefully calculated forces are applied in the polishing process
to deform the mirror into the desired parabolic or hyperbolic segment. With iteration, this process
allows for larger numbers of aspheric mirrors to manufactured more quickly and economically, as
was needed for the construction of the University of California’s ten meter mirror containing sixty
parabolic segments. Another, related, method of fabrication was used in 2016 to produce a 4.2 meter
off-axis parabolic mirror for a DKIST telescope using computer controlled grinding with seven axes
of motion and a system of super-polishing, [8]. The polishing process was guided by a computerized
slope measuring technique that allowed for increased precision.
We deal here exclusively with mirrors, but similar work is being done with lenses. Refracting
telescopes pre-date reflecting telescopes and eye-glasses manufacturers made optical advances in the
Middle Ages. More recently, freeform lenses are also a topic of research. For example in [9], Vladimir
Oliker deals with intensity problems that have solutions of freeform lenses. Instead of seeking to
transform an image by refraction, the intensity problem seeks to create an image by taking light
with uniform intensity and transforming it into a projected image of light.
Motor vehicle side mirrors are a widely studied area with various proposed solutions. One
approach by Lee, Kim and Yi in [10] is the approach of a progressive spherical mirror. This mirror
has an inner zone with a higher radius of curvature, showing a more accurate depiction of distance,
an outer zone with decreasing radius of curvature to show the blind spot, and a transitional zone in
the middle, attempting to connect the regions with a best fit Bezier surface. However, this mirror, as
with all non-flat vehicle mirrors, needs to be studied more in depth due to the effect on the driver’s
ability to judge distance and speed of approaching traffic.
1.5 Outline
First in Chapter 2 we will discuss the general question of when a vector field has a perpendicular
surface. We will present the results in [11] that a vector field W has a foliation of perpendicular
surfaces if and only if curl(W)·W = 0 on an open set. Unfortunately, most vector fields of interest to
us do not have curl(W) ·W = 0 on an open set, including the vector field for a wide angle passenger
side car mirror. In the case that curl(W) ·W 6= 0, we will state the results that the error between
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a truly perpendicular surface and an actual surface can be bounded below if the curl(W) ·W is
bounded away from 0, and can be bounded above if curl(W) ·W is bounded above. We will also
look at vector fields W that do not have curl(W) ·W = 0 on an open set, but do have equality
with zero on a closed surface. These surfaces can be isolated solutions to the optical design problem
under the right circumstances. We will give several examples of isolated surfaces and classify the
isolated surfaces of linear vector fields.
Then in Chapter 3 we discuss surfaces that remain invariant up to scaling when viewed in a
curved reflector. One application is to find a reflector that gives a scaled perspective view of a plane,
which is exactly what is need to find a wide-angle, non-distorting mirror for a motor vehicle that
will eliminate the blind-spot. We consider the case of the passenger side mirror problem and find a
mirror that eliminates the blind spot. We can think of a plane, or other surface, as being scaled by
the reflector, much like the way an eigenvector of a matrix is scaled when the matrix is applied to
it. Thus we refer to such a surface as an eigensurface. Of course, a plane viewed in, for example, a
spherical reflector does not appear scaled. On the other hand though, there could be a surface that
is left invariant up to scale by a spherical reflector. This surface would be an eigensurface of the
spherical mirror.
To give some historical context this chapter, the idea of having an optical system produce a scaled
image of a plane is a basic one, and has consumed countless hours of lens designers. But having a lens
or mirror perform an exact transformation by designing it using differential or integral equations, is
more recent. Our work here concerns an imaging problem, but it is not that far from illumination
problems in some cases, especially when discussing rotationally symmetric mirrors. For example, in
1974 McDermit and Horton [12] use differential equations to design rotationally symmetric reflector
for laser beams, in effect solving the problem of prescribed scattering for non-dispersing light sources.
In 1975 Burhard and Shealy addressed an illumination problem for solar energy in [13]. Further from
the work here, but worth noting is the complex 1972 work of Schruben, [14], which addresses the
problem of a reflector for a lighting fixture where the light source is non-uniformly radiating, using
integral and partial differential equations. In Chapter 3 we design a cross section using a differential
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equation. The first imaging example known to us that makes use of a single reflector designed to
realize a given transformation is the work of Chahl and Srivinvasan in 1997, [15].
In Chapter 4, we look at the case when we have a vector field that has no perpendicular surface.
We then attempt to find the best possible approximation to a perpendicular surface. The problem
is, how does one define which is the “best” approximation. One way of describing a desired surface
is to give its curvature at every point. This method is called prescribed curvature [16]. We will show
that finding a surface σ with normals n̂ that minimizes the cost functional
F[σ] =
∫∫
σ
|W − n̂|2 dS
is equivalent, under certain assumptions, to finding a surface σ that has a prescribed mean curvature,
namely −div W. Minimizing this functional should give us a surface that is nearly perpendicular to
W, since the distance between W and the normals are small. Finding the Euler-Lagrange equation
for the functional gives us a partial differential equation. We can consider many such cost functionals
under different assumptions. We can require W to be unit length, scale W by a scalar function,
integrate over different regions, restrict W to be rotationally symmetric, or look at the cross product
of the vectors rather than the distance. Once we have the system of partial differential equations
from the Euler-Lagrange equations and specify boundary conditions, they can be solved numerically
by using the finite element method. While we still have no concrete definition of “best,” we have a
way to assign numeric value to the inexactness of approximations.
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Chapter 2: Vector Fields
2.1 Distributions
In order to study imaging problems, we must first pose our problem as a mathematical question
using distributions and vector fields.
Figure 2.1: Example of a distribution
A distribution is a map D that assigns to each point p in a set U ⊆ R3 a plane in R3 containing p.
As an example, we shall consider the use of distributions in optical design. We start with a viewpoint
Target Plane
(x,y,z)Image Plane
Destination 
for (x,y,z)
Distribution
Vector Field p
D(p)
Source
Figure 2.2: Example of an imaging distribution and vector field
for the system and we label a particular light ray by its intersection with what is called the image
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plane. Each point (x, y, z) on the image plane has a corresponding point T (x, y, z) on the target
plane. For a given point p on a specified ray (as in Figure 2.2) we can find the angle of reflection
the light ray would need to have at p in order to reach its destination. From that information we
can calculate the plane that goes through the point that would send the light where we want it to
go. We can think of this calculation as properly orienting a flat mirror to reflect laser beam of light
to a prescribed destination. These planes are an example of a distribution. An integral surface of a
distribution D is a surface σ ⊆ U , where for each point p ∈ σ, D(p) is the plane through p that is
tangent to the surface, Tp(σ) = D(p).
A vector field is a map that associates every point in a set U ⊆ Rn with a vector in the same
space, Rn. In this thesis we are generally concerned with vector fields that are C∞, or analytic vector
fields that are non-vanishing. Given a non-vanishing vector field W, there is a natural distribution
D associated with it, where D(p) is the plane through p that is perpendicular to W(p). This gives us
a more concrete way to talk about properties of a distribution. For our purposes, when we say that
a distribution is C∞ we will mean that a perpendicular vector field is C∞, and likewise for other
properties. We shall abuse terminology and refer to an integral surface of a vector field, where we
mean the integral surface of the associated distribution. This is not to be confused with an integral
curve of a vector field, which is tangent to the vector field. In this thesis, we will move between the
distribution viewpoint and the vector field viewpoint depending on our needs. In most situations,
the vector field viewpoint is best for calculations.
The pertinent question is now which vector fields have a continuum of surfaces that are per-
pendicular to the vectors, which have only a few surfaces, and which have no such surfaces. In the
last case, we can also ask how close of an approximation is possible. These questions provide the
motivation for studying vector fields, even though not every problem we study has a direct physical
application.
2.1.1 Potential Functions
For many purposes, the ideal vector field is one that has a potential function. A potential function
for a vector field W is a differentiable function φ such that W = ∇φ. If a vector field has a potential
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function it has infinitely many perpendicular surfaces φ(x) = c for any constant c. In calculus we
refer to level curves and surfaces. Here, we refer to the set of such solutions as a foliation. In
this thesis, we call a vector field with such a foliation integrable. We know that if a vector field
W = (f1(x), f2(x), f3(x)), where each fi has continuous partial derivatives, does not have
∂fi
∂xj
=
∂fj
∂xi
on an open region U , then W does not have a potential function on U . The converse of the this fact
is true under some special conditions, including the conditions in the following theorem.
Theorem 2.1.1 If W(x, y) = (f1(x, y), f2(x, y)) is a vector field such that
∂f1
∂y
=
∂f2
∂x
and W is defined and C1 continuous on an open rectangle R, then W = ∇φ for some potential
function φ in R.
Proof For proof of this theorem, see Theorem 8.2.1 on page 188 of Lang [17].
The curl of a vector field W = (f1(x, y, z), f2(x, y, z), f3(x, y, z)),
curl W =
(
∂f3
∂y
− ∂f2
∂z
,
∂f1
∂z
− ∂f3
∂x
,
∂f2
∂x
− ∂f1
∂y
)
can be a useful indicator when searching for potential functions and perpendicular surfaces. If W =
∇φ =
(
∂φ
∂x ,
∂φ
∂y ,
∂φ
∂z
)
, then W has continuous second partial derivatives, since φ was continuously
differentiable. Then
curl W =
(
∂2φ
∂y∂z
− ∂
2φ
∂z∂y
,
∂2φ
∂z∂x
− ∂
2φ
∂y∂x
,
∂2φ
∂x∂y
− ∂
2φ
∂y∂x
)
= (0, 0, 0),
since partial derivatives commute when the function has continuous second partial derivatives. It
is not always true that curl W = 0 will imply that W = ∇φ. For example, the vector field
Chapter 2: Vector Fields 2.1 Distributions
16
W =
(
−y
x2+y2 ,
x
x2+y2 , 0
)
defined on R3 \ {(0, 0, z) : z ∈ R} has curl W = 0, but is not the gradient of
any function. For a thorough discussion on the connection between topology and vector fields, see
Cantarella et al. [18].
If a vector field is not the gradient of a function, but instead is a non-zero multiple of a gradient,
it will still have a foliation of perpendicular surfaces. This is because a scalar function will not
change the direction of a vector field, only the magnitude of the vectors. The curl of this kind of
vector field may not be equal to 0, but there is another quantity that gives insight.
Theorem 2.1.2 If W = α(x, y, z)∇φ is a differentiable vector field on an open set with compact
closure, then curl(W) ·W = 0.
Proof This is a straightforward calculation that again rests on the commutativity of partial deriva-
tives.
Under these conditions, the converse of this theorem is is true, as we will show in part in Theorem
2.2.4. The converse, which we will state without proof, is a special case of the Frobenius integrability
criterion [19].
Theorem 2.1.3 (Frobenius in R3) Suppose W is a differentiable vector field defined on an open
subset U of R3 where U has compact closure. Then curl(W) ·W = 0 if and only if U has a foliation
of integral surfaces perpendicular to W.
Theorems 2.1.2 and 2.1.3 show that curl(W) ·W can be an extremely useful quantity to consider
when looking for surfaces perpendicular to a vector field. In fact it is the quantity that we can use
to get upper and lower bounds on the error between the normal vectors to an approximate surface
and a non-integrable vector field.
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2.2 Non-Integrable Vector Fields
2.2.1 Theorem: Lower Bound on Error
Theorem 2.2.1 (Coletta, Hicks, Moskow) [11] Suppose that U ⊂ R3 is an open set with compact
closure U . Let W : U → R3 be a differentiable vector field on U with
|curl(W) ·W| ≥  > 0.
Let S ⊂ U be a smooth, compact, orientable surface with boundary and unit normal field n. Then
max
p∈S
|W(p)− n(p)| ≥ A
MA+ L
> 0,
where A is the area of S, L is the length of the boundary of S, and M = maxp∈U |curl(W)|.
Corollary 2.2.2 Given the conditions and notations of Theorem 2.2.1, any surface S will be non-
perpendicular to W for at least one of its points.
Proof This proof of Theorem 2.2.1 follows the proof in [11], but fills in more details. First, assume
that 0 <  ≤ curl(W) ·W. Then if we take the usual surface integral over S, we get that
∫
S
curl(W) ·W dσ ≥
∫
S
 dσ = A,
where A is the area of S.
We would like to be able to find a lower bound on the quantity
max
p∈S
|W(p)− n(p)|,
which we will find by manipulating the integral. To begin with
∫
S
curl(W) ·W dσ =
∫
S
curl(W) ·W dσ −
∫
S
curl(W) · n dσ +
∫
S
curl(W) · n dσ
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=
∫
S
curl(W) · (W − n) dσ +
∫
S
curl(W) · n dσ. (2.1)
Stokes’ Theorem states that under the conditions of this theorem,
∫
S
curl(W) · n dσ =
∫
∂S
W · dC
so if we apply it to (2.1), we get that
∫
S
curl(W) ·W dσ =
∫
S
curl(W) · (W − n) dσ +
∫
S
curl(W) · n dσ
=
∫
S
curl(W) · (W − n) dσ +
∫
∂S
W · dC
≤
∫
S
|curl(W) · (W − n)| dσ +
∫
∂S
W · dC
≤
∫
S
|curl(W)||(W − n)| dσ +
∫
∂S
W · dC
by the Cauchy-Schwarz Inequality. Then
∫
S
|curl(W)||(W − n)| dσ +
∫
∂S
W · dC =
∫
S
|curl(W)||(W − n)| dσ +
∫
∂S
W · dC −
∫
∂S
n · dC
since n is the field normal to the surface, so by definition n ·C = 0, and thus ∫
∂S
n · dC = 0. From
there
∫
S
|curl(W)||(W − n)| dσ +
∫
∂S
W · dC −
∫
∂S
n · dC
≤
∫
S
|curl(W)||(W − n)| dσ +
∫
∂S
|W − n| ds
≤
∫
S
M |(W − n)| dσ +
∫
∂S
|W − n| ds,
where
M = max
p∈U
|curl(W)(p)|.
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In summary, at this point we have
A ≤
∫
S
curl(W) ·W dσ ≤
∫
S
M |(W − n)| dσ +
∫
∂S
|W − n| ds ≤
∫
S
Mk dσ +
∫
∂S
k ds,
where
k = max
p∈S
|W(p)− n(p)|.
Then ∫
S
Mk dσ +
∫
∂S
k ds = MkA+ kL = k(MA+ L) ≥ A > 0,
where L is the length of ∂S.
Therefore, if we divide the final inequalities by MA+ L, we see that
k = max
p∈S
|W(p)− n(p)| ≥ A
MA+ L
> 0.
Similar logic will give the same result for curl(W) ·W ≤ − < 0.
|W| = 1
|n| = 1
|W - n| 
Figure 2.3: Angle between W and n̂
To prove Corollary 2.2.2, consider the angle between W and n. If both vector fields are normal-
ized (so we will use n̂ for n), we then know all three side lengths of the isosceles triangle formed by
W and n̂. Then we have that
sin
(
∠(W, n̂)
2
)
=
|W − n̂|
2
.
Then we can use Theorem 2.2.1 to write
2 sin
(
∠(W, n̂)
2
)
≥ A
MA+ L
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and finally
∠(W, n̂) ≥ 2 arcsin
(
A
2MA+ 2L
)
.
Theorem 2.2.1 and its corollary give us a lower bound on the error between the normal vectors
to a surface and a vector field W when curl(W) ·W is bounded away from 0 on an open set. From
here we can wonder if there are certain types of vector fields that are bounded away from 0 in such
a way. One such type of vector field is the following category of fields that have a constant, non-zero
value of curl(W) ·W on all of R3. These fields might be considered candidates for being the “least
integrable.”
The Standard Contact Structure and Generalizations
The standard contact structure is a name for the distribution on R3 that is perpendicular to the
vector field
W = (− sin z, cos z, 0).
Notice that the standard contact structure has constant curl(W) ·W, with curl(W) ·W = −1. For
x
y
z
Figure 2.4: The distribution known as the standard contact structure
other vector fields with constant curl(W) ·W, we can look at other vector fields of a similar type.
Theorem 2.2.3 Considering the class of vector fields with the form
(a1 sinx+ a2 cosx+ a3 sin y + a4 cos y + a5 sin z + a6 cos z,
b1 sinx+ b2 cosx+ b3 sin y + b4 cos y + b5 sin z + b6 cos z,
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c1 sinx+ c2 cosx+ c3 sin y + c4 cos y + c5 sin z + c6 cos z),
vector fields with the forms of
(i) (a1 sinx+ a2 cosx, b1 sinx+ b2 cosx, c1 sinx+ c2 cosx), with b1c2 − b2c1 6= 0,
(ii) (a3 sin y + a4 cos y, b3 sin y + b4 cos y, c3 sin y + c4 cos y), with a4c3 − a3c4 6= 0, and
(iii) (a5 sin z + a6 cos z, b5 sin z + b6 cos z, c5 sin z + c6 cos z), with a5b6 − a6 − b5 6= 0,
among others, have constant curl(W) ·W.
Proof Let
W = (a1 sinx+ a2 cosx+ a3 sin y + a4 cos y + a5 sin z + a6 cos z,
b1 sinx+ b2 cosx+ b3 sin y + b4 cos y + b5 sin z + b6 cos z,
c1 sinx+ c2 cosx+ c3 sin y + c4 cos y + c5 sin z + c6 cos z).
Then
curl(W) = (c3 cos y − c4 sin y − b5 cos z + b6 sin z, a5 cos z − a6 sin z − c1 cosx+ c2 sinx,
b1 cosx− b2 sinx− a3 cos y + a4 sin y)
and
curl(W) ·W = b1c2 − b2c1 + a4c3 − a3c4 + a5b6 − a6b5
+ (b3c2 + a4c1 − a1c4 − b2c3) sinx sin y + (a1c3 + b4c2 − a3c1 − b2c4) sinx cos y
+ (b5c2 + a1b6 − b2c5 − a6b1) sinx sin z + (a5b1 + b6c2 − a1b5 − b2c6) sinx cos z
+ (b1c3 + a4c2 − b3c1 − a2c4) cosx sin y + (a2c3 + b1c4 − a3c2 − b4c1) cosx cos y
+ (a2b6 + b1c5 − b5c1 − a6b2) cosx sin z + (a5b2 + b1c6 − b6c1 − a2b5) cosx cos z
+ (a3b6 + a4c5 − a6b3 − a5c4) sin y sin z + (a5b3 + a4c6 − a6c4 − a3b5) sin y cos z
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+ (a4b6 + a5c3 − a6b4 − a3c5) cos y sin z + (a6c3 + a5b4 − a4b5 − a3c6) cos y cos z.
In order for this vector field to have constant, non-zero curl(W) ·W, we need to have
b1c2 − b2c1 + a4c3 − a3c4 + a5b6 − a6b5 6= 0
and the twelve coefficients of sinx sin y, etc., each to be equal to zero. The three solutions in the
statement of the theorem satisfy these equations.
Solving that system of twelve quadratic equations with eighteen unknowns with a computer
algebra system leads to additional solutions, for example
a1 =
a5b1 − b2c6
b5
, a2 =
a5b2 + b1c6
b5
, a3 = 0, a4 = 0, a5 = a5, a6 = a6,
b1 = b1, b2 = b2, b3 = 0, b4 = 0, b5 = b5, b6 = 0,
c1 =
b1c5 − a6b2
b5
, c2 =
a6b1 + b2c5
b5
, c3 = 0, c4 = 0, c5 = c5, c6 = c6,
which gives the vector field
(
a5b1 − b2c6
b5
sinx+
a5b2 + b1c6
b5
cosx+ a5 sin z + a6 cos z, b1 sinx+ b2 cosx+ b5 sin z,
b1c5 − a6b2
b5
sinx+
a6b1 + b2c5
b5
cosx+ c5 sin z + c6 cos z
)
.
We can actually generalize this result slightly further, saying that the vector fields
(i) W = (f(x), b1 sinx+ b2 cosx, c1 sinx+ c2 cosx), with b1c2 − b2c1 6= 0,
(ii) W = (a3 sin y + a4 cos y, g(y), c3 sin y + c4 cos y), with a4c3 − a3c4 6= 0, and
(iii) W = (a5 sin z + a6 cos z, b5 sin z + b6 cos z, h(z)), with a5b6 − a6 − b5 6= 0,
where f(x), g(y), and h(z) are arbitrary functions of x, y, and z respectively, also have constant
curl(W)·W. There may exist other, non-trigonometric, vector fields that have constant curl(W)·W,
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but if so, they are currently unknown to the author.
Returning to the standard contact structure W = (− sin z, cos z, 0), we see that
curl(W) = (sin z,− cos z, 0) and
curl(W) ·W = − (sin2 z + cos2 z) = −1.
Furthermore, note that the standard contact structure is already normalized, with |W| = 1. As we
think about a “least integrable” vector field, it makes sense to look for the vector field W with the
largest curl(W) ·W. We add the restriction that W should be normalized, otherwise curl(W) ·W
can be increased simply by multiplying W by a scalar constant, which does not make a surface more
or less perpendicular to W. We can see the need to place further restrictions on W by manipulating
the period of the standard contact structure. Consider the vector field W = (− sin kz, cos kz, 0)
which has
curl(W) ·W = −k(sin2 kz + cos2 kz) = −k,
but still has |W| = 1. By letting k go to infinity in W = (− sin kz, cos kz, 0), we can create a vector
field with
|curl(W) ·W| = k
that goes to infinity. Thus, it is possible bound |curl(W) ·W| infinitely far away from 0. In order to
get a better idea of the “worst” vector field, we have to add the constraint that |curl(W)| ≤ 1 as well
as |W| = 1. Then from the Cauchy-Schwarz inequality, under those restraints, |curl(W) ·W| ≤ 1.
The standard contact structure has
|curl(W)| = ∣∣(sin z)2 + (− cos z)2∣∣ = 1,
and thus it is in fact an example of a least integrable vector field.
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2.2.2 Theorem: Upper Bound on Error
We have shown that if curl(W) ·W is bounded away from zero, any possible approximation of a
perpendicular surface has a certain amount of error. The next question to consider is how good of
an approximation is attainable if curl(W) ·W is very small, or bounded near zero.
Theorem 2.2.4 (Coletta, Hicks, Moskow) [11] Let W : B → R3 be a differentiable vector field
and let B ⊂ R3 be an open set with compact closure. Then if we assume that W is scaled so that
W = (1, U, V ), then given any point p of B, locally about p there is a surface x = g(y, z) whose
graph contains p and lies in B. The surface has a normal field n = (1,−gy,−gz) such that U = −gy
and the error is
E(y, z) ≡ V − (−gz) = e−
∫ y
0
Uxdr
∫ y
0
e−
∫ y
0
Uxdr(curl(W) ·W) dt.
Proof This proof, again in slightly more detail than in [11], takes a constructive approach which
allows us to compute the difference between W and n, |W − n| = |E|. Without loss of generality,
we can assume that B is a neighborhood of the origin. Define φ(z) as the function that solves the
differential equation
(φ′(z), 0, 1) ·W(φ(z), 0, z) = 0
with initial condition φ(0) = x0. We know this solution exists because of Picard’s Existence and
Uniqueness theorem [20].
(φ′(z), 0, 1) ·W(φ(z), 0, z) = (φ′(z), 0, 1) · (1, U(φ(z), 0, z), V (φ(z), 0, z)
= φ′(z) + 0 + V (φ(z), 0, z) = 0
which implies that φ′(z) = −V (φ(z), 0, z). Notice that φ(z) is a curve along the z-axis that is
perpendicular to the vector field.
Next, we can define our surface g(y, z) based on the curve φ(z). Define g(y, z) as the function
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that solves the differential equation
gy(y, z) = −U(g(y, z), y, z), (2.2)
with initial condition g(0, z) = φ(z). Then we can see that
gz(0, z) = φ
′(z) = −V (φ(z), 0, z). (2.3)
We can think of the surface g(y, z) as branching out from the curve φ(z), following the perpendicular
direction of the vector field, like ribs branching out from a spine.
Our surface, the graph of g(y, z), has a normal vector field of n = (1,−gy,−gz). We want to
compare n to W evaluated on the graph x = g(y, z),
W(g(y, z), y, z) = (1, U(g(y, z), y, z), V (g(y, z), y, z)) = (1,−gy(y, z), V (g(y, z), y, z))
using the definition of g(y, z). Then it follows that on the surface x = g(y, z),
|E| = |W − n| = |(1,−gy(y, z), V (g(y, z), y, z))− (1,−gy(y, z),−gz(y, z))|
= |(0, 0, V (g(y, z), y, z) + gz(y, z))| = |V (g(y, z), y, z) + gz(y, z)|,
so the quantity on which the error formula rests is V + gz.
Notice that
gyz(y, z) =
∂
∂z
[−U(g(y, z), y, z)] = −Ux(g(y, z), y, z)gz(y, z)− Uz(g(y, z), y, z),
so if we integrate both sides with respect to y, and remember that partial derivatives commute, we
get that
gz(y, z) =
∫ y
0
−Ux(g(t, z), t, z)gz(t, z)− Uz(g(t, z), t, z) dt+ gz(0, z),
Chapter 2: Vector Fields 2.2 Non-Integrable Vector Fields
26
where the last term comes from the Fundamental Theorem of Calculus. If we suppress dependencies,
we can rewrite this as
gz(y, z) =
∫ y
0
−Uxgz − Uz dt+ gz(0, z) + V (g(y, z), y, z)− V (g(y, z), y, z). (2.4)
Using the same technique, we can also write V as an integral in the following way:
V (g(y, z), y, z) =
∫ y
0
∂
∂y
[V (g(t, z), t, z)] dt− V (g(0, z), 0, z)
=
∫ y
0
Vx(g(t, z), t, z)gy(t, z) + Vy(g(t, z), t, z) dt− V (g(0, z), 0, z).
Using our new expression for the first V in equation (2.4) and suppressing some dependencies, we
have
gz(y, z) =
∫ y
0
−Uxgz − Uz dt+ gz(0, z) +
∫ y
0
Vxgy + Vy dt− V (g(0, z), 0, z)− V (g(y, z), y, z)
=
∫ y
0
−Uxgz − Uz + Vxgy + Vy dt− V,
where the gz(y, z) and −V (g(0, z), 0, z) terms cancel because of (2.3). Notice that
curl(W) = (Vy − Uz,−Vx, Ux).
So if we use both the above expression and (2.2) and (2.3), we get
gz(y, z) = −V +
∫ y
0
−Uxgz − Uz + Vxgy + Vy dt
= −V +
∫ y
0
(Vy − Uz,−Vx, Uy) · (1,−gy,−gz) dt
= −V +
∫ y
0
(curl(W))(g(t, z), t, z) · (1, U,−gz) dt
= −V +
∫ y
0
(curl(W))(g(t, z), t, z) · (1, U, V − gz − V ) dt
= −V +
∫ y
0
curl(W) ·W dt+
∫ y
0
(curl(W))(g(t, z), t, z) · (0, 0,−gz − V ) dt
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If we define E as before, E(y, z) = gz(y, z) + V (g(y, z), y, z), we have
E = −V +
∫ y
0
curl(W) ·W dt+
∫ y
0
(curl(W))(g(t, z), t, z) · (0, 0,−gz − V ) dt+ V (g(y, z), y, z)
=
∫ y
0
curl(W) ·W dt+
∫ y
0
UxE dt.
Differentiating with respect to y yields
Ey = curl(W) ·W − UxE,
which is a first order differential equation for E. This differential equation has an initial condition
of E(0, z) = 0 because of (2.3). If we use an integrating factor of
exp
(∫ y
0
Ux(g(τ, z), τ, z) dτ
)
,
we get
exp
(∫ y
0
Ux dτ
)
Ey + exp
(∫ y
0
Ux dτ
)
UxE = exp
(∫ y
0
Ux dτ
)
curl(W) ·W
which implies
d
dy
(
exp
(∫ y
0
Ux dτ
)
E
)
= exp
(∫ y
0
Ux dτ
)
(curl(W) ·W).
From this we integrate to see that
e
∫ y
0
UxdrE(y, z) =
∫ y
0
e
∫ t
0
Uxdr(curl(W) ·W) dt
and then we can get our exact expression for E:
E(y, z) = e−
∫ y
0
Uxdr
∫ y
0
e
∫ t
0
Uxdr(curl(W) ·W) dt
=
∫ y
0
e
∫ t
y
Uxdr(curl(W) ·W) dt.
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Notice that if curl(W) ·W = 0 in an open set, then the error in that region is equal to zero,
which proves the Frobenius theorem.
2.3 Isolated Solutions
We have so far considered vector fields that have a foliation of integral surface solutions, which
occur when curl(W) ·W = 0 in an open set. We have also examined the quality of approximate
integral solutions. It is possible for a vector field to have curl(W) ·W vanish on a set that is not
open, allowing for the possibility for curl(W) ·W to equal zero on a solitary surface. In some cases,
this surface is perpendicular to the vector field and is called an isolated integral surface, or simply
an isolated solution. Theorem 2.2.1 and its corollary show that curl(W) ·W = 0 is a necessary
condition for a surface to be an isolated solution, but the following examples will show that it is not
a sufficient condition. Indeed, the simple example of W = (0, x2, 1) has curl(W) ·W = 2x which
vanishes on the plane x = 0. However, the plane x = 0 has a normal vector of (1, 0, 0) which is never
in the same direction as W. If we consider |W × (1, 0, 0)| = |(0, 1, x2)| = √1 + x4, we will see that
it is never equal to zero, so the angle between the normal to the surface and W are never equal.
Thus W is never perpendicular to the plane x = 0.
2.3.1 Example of a Non-Physical Isolated Solution
We can construct a vector field that has a false isolated solution. That is, it has a surface on which
curl(W) ·W = 0, but that surface is not perpendicular to the vector field and thus is not a physical
isolated solution. The field we will examine comes from the passenger side mirror problem. Since
optical systems are reversible, we can think about light emitting from the driver’s eye, reflecting
off of a mirror, and hitting the target plane. If we fix the driver’s eye at a point, say the origin,
that is called a perspective projection. If we let the driver’s eye be placed at infinity, as we do in
this example, the light rays coming from the eye are parallel, which simplifies calculations without
changing the results significantly. This model is called the orthographic projection.
If we know the direction of a light ray coming into a surface and the reflected direction of the light
ray coming out, the normal vector at the point the light hits the mirror is the sum of the normalized
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(x,y,z)
IN
OUT
+ x
+y
Wk
Image Plane
(sy, k, sz)
y = k
Figure 2.5: Orthographic projection
in and out vectors. For the passenger side mirror model with the drivers eye at x = +∞ and the
target plane fixed at y = k, the transformation in this model will take light going in the negative
x direction and striking the mirror at point (x, y, z) to a point on the target plane (sy, k, sz), for a
scaling factor s > 0. This transformation is given by the vector field
Wk =
IN
|IN| +
OUT
|OUT| = (1, 0, 0) +
(sy − x, k − y, sz − z)√
(sy − x)2 + (k − y)2 + (sz − z)2 .
If we let s = λk to scale the field of vision for the mirror to be proportional with the distance,
enlarging the image as the mirror gets farther away, we have
Wk = (1, 0, 0) +
(λky − x, k − y, λkz − z)√
(λky − x)2 + (k − y)2 + (λkz − z)2 .
As k approaches infinity, the vector field becomes
W = lim
k→∞
Wk = lim
k→∞
(
(1, 0, 0) +
(λky − x, k − y, λkz − z)√
(λky − x)2 + (k − y)2 + (λkz − z)2
)
= (1, 0, 0) +
(λky, k, λkz)√
(λky)2 + k2 + (λkz)2
= (1, 0, 0) +
(λy, 1, λz)√
1 + λ2(y2 + z2)
.
Let us now consider the quantity curl(W) ·W as we look for solutions to our imaging problem.
curl(W) = curl(1, 0, 0) + curl
(
λy√
1 + λ2(y2 + z2)
,
1√
1 + λ2(y2 + z2)
,
λz√
1 + λ2(y2 + z2)
)
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=
( −λ3yz + λ2z
(1 + λ2(y2 + z2))3/2
,
−λ3yz
(1 + λ2(y2 + z2))3/2
,
λ3y2
(1 + λ2(y2 + z2))3/2
)
, and
curl(W) ·W =
( −λ3yz + λ2z
(1 + λ2(y2 + z2))3/2
,
−λ3yz
(1 + λ2(y2 + z2))3/2
,
λ3y2
(1 + λ2(y2 + z2))3/2
)
·
(
(1, 0, 0) +
(
λy√
1 + λ2(y2 + z2)
,
1√
1 + λ2(y2 + z2)
,
λz√
1 + λ2(y2 + z2)
))
=
−λ3yz + λ2z
(1 + λ2(y2 + z2))3/2
+
−λ4y2z + λ3yz − λ3yz + λ4y2z
(1 + λ2(y2 + z2))2
=
−λ3yz + λ2z
(1 + λ2(y2 + z2))3/2
.
curl(W) ·W 6= 0 on the whole space, so we know that our vector field is not integrable, but there
may still be an isolated solution. curl(W) ·W = 0 when λ3yz = λ2z, in other words, when z = 0 or
y = 1λ . However, neither of these make physical sense as a passenger side mirror when the system is
viewed orthographically along the x-axis. A light ray parallel to the x-axis could never reflect off of
the z = 0 or y = 1λ planes.
2.3.2 Example of a Physical Isolated Solution
Some isolated solutions are in fact perpendicular surfaces, and thus true solutions of the problem.
The transformation induced by a flat mirror y = x − b creates a vector field with such an isolated
solution. The transformation takes light rays originating at the origin, labels them (1, u, v) by their
intersection with the image plane x = 1, reflects them off of the flat mirror y = x − b, and ends at
the target plane y = k. We can use this transformation to induce a distribution that would send a
light ray at a given point to its destination prescribed by the transformation. This process gives a
system that is not integrable, but does have an isolated solution of the flat mirror y = x− b.
The ray originating at (0, 0, 0) and going through (1, u, v) would hit the flat mirror at
(
b
1− u,
bu
1− u,
bv
1− u
)
,
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(1,u,v)
(x,y,z)
y = k
y = x - b
W(x,y,z)
Figure 2.6: Transformation induced by a flat mirror
reflect, and strike the target at
(
b
1− u + u
(
k − bu
1− u
)
,
bu
1− u +
(
k − bu
1− u
)
,
bv
1− u + v
(
k − bu
1− u
))
= (bu+ ku+ b, k, (b+ k)v) .
Generally, a ray of light that originates at the origin and passes through (x, y, z) will intersect the
plane x = 1 at
(
1, yx ,
z
x
)
, which makes the transformation of the flat mirror acting on a general point
be
(x, y, z)→
(
bx+ by + ky
x
, k,
(b+ k)z
x
)
(2.5)
The vector field induced by this transformation, the normal vector of the plane necessary at an
arbitrary point to reflect a ray of light from the origin to its destination (2.5), is equal to
W =
(
r(bx+ by + ky − x2)− x√A
r
√
A
,
rx(k − y)− y√A
r
√
A
,
rz(b+ k − x)− z√A
r
√
A
)
where
r =
√
x2 + y2 + z2, and A = (b+ k − x)2(x2 + y2 + z2) + 2x(b− x+ y)(by − kx+ ky).
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Then
curl(W) =
1
A3/2
(
(x− b− k)(b+ k)(bx+ by + ky − x2 + xy)z,−(k − y)(b+ k)(bx+ by − kx
+ ky − x2 + xy)z,−(b+ k) ((b− x+ y)(b+ k − x)z2 − (x+ y)(k − y)(by − kx+ ky)) )
and
curl(W) ·W = (b+ k)z
rA2
(
(x− b− k) (bx+ by − kx+ ky − x2 + xy)
(
r(bx+ by + ky − x2)− x
√
A
)
− (k − y) (bx+ by − kx+ ky − x2 + xy) (rx(k − y)− y√A)
− ((b− x+ y)(b+ k − x)z2 − (x+ y)(k − y)(by − kx+ ky)) (r(b+ k − x)−√A)).
curl(W) ·W = 0 has real solutions on the planes
z = 0, y =
kx
b+ k
, and y = x− b
Here, y = x − b is the obvious solution from the construction of the problem. It is a true isolated
solution and the vector field is perpendicular to the surface. As before, the plane z = 0 does not make
physical sense as a solution for the problem, and it is not an isolated solution. While curl(W)·W = 0
on the plane y = kxb+k , that plane is not an isolated solution because the vector field is not actually
perpendicular to it. We know this because the plane goes through the origin which is where the
light originates, and thus the light would not be able to reflect off of the surface. Furthermore, the
plane y = kxb+k intersects the known solution y = x− b on the line (b+ k, k, z). The normal vector to
y = kxb+k is
(
− kb+k , 1, 0
)
and y = x− b has a normal vector (−1, 1, 0). The vector field cannot equal
both
(
− kb+k , 1, 0
)
and (−1, 1, 0) along the line of intersection, because −kb+k 6= −1 unless b = 0, which
would create a non-physical flat mirror through the source as discussed previously. So therefore the
isolated solution surfaces cannot intersect, and y = kxb+k is not a solution.
This example makes us wonder if it is ever possible for isolated solutions to intersect. We know
that they cannot have different normal vectors, but perhaps it could be possible for two isolated
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solutions to touch tangentially with the same normal vector at the point of intersection.
2.3.3 Intersecting Isolated Solutions
We have found examples that show it is possible for two isolated solutions of a non-integrable vector
field to touch tangentially if the vector field vanishes at the intersection point or if the vector field is
non-differentiable at the intersection point. It is not yet known if it is possible to have intersecting
isolated solutions of a vector field that is defined, non-vanishing, and differentiable on a open set
containing the intersection point.
The following is an example of a vector field with intersection isolated surfaces where the vector
field vanishes at the intersection point. The vector field W = (−2x4, xy, y2 − x4) is C∞ on R3, but
it vanishes at (0, 0, 0). This field has two isolated solution surfaces, the cylindrical surfaces y = x2
and y = −x2, which touch tangentially at the origin. For this field
curl(W) = (2y, 4x3, y) and curl(W) ·W = −y(x4 − y2).
curl(W) ·W = 0 when y = x2, y = −x2, and y = 0. If we look at the vector field evaluated
on these surfaces, we can see that W(x, 0, z) = (−2x4, 0,−x4) which is not perpendicular to the
plane y = 0, so y = 0 is not an isolated solution. However, W(x, x2, z) = (−2x4, x3, 0) and
W(x,−x2, z) = (−2x4,−x3, 0), which are multiples of the normal fields of the surfaces of y = x2
and y = −x2, so those are both isolated solutions of the vector field.
The next vector field we shall consider is one where the vector field is non-differentiable at the
intersection point of the isolated surfaces. The vector field W =
(−y3/2, 1, y2 − x3y) differs from
the previous example in that is non-vanishing on all of R3 but is non-differentiable at (0, 0, 0). This
field also has two isolated solution surfaces, the cylindrical surface y = x3 and the plane y = 0,
which touch tangentially at the origin. For this field
curl(W) =
(
2y − x3, 3x2y, 2
y1/3
)
and curl(W) ·W = y2/3
(
x3 + 3x2y1/3 − 4y
)
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When looking for isolated solution, we examine the usual quantity curl(W) ·W.
curl(W) ·W = 0 when y = 0, y = x3, and y = −1
8
x3.
If we look at the vector field evaluated on these surfaces, we can see that W
(
x,− 18x3, z
)
=(− 34x2, 1, 964x6) which does not equal ( 38x2, 1, 0), the normal field to the surface, so y = − 18x3
is not an isolated solution. On the other hand, when W is evaluated on the other two surfaces,
W(x, x3, z) = (−3x2, 1, 0) and W(x, 0, z) = (0, 1, 0), the result is equal to the respective normal
fields of the surfaces of y = x3 and y = 0, so those are isolated solutions of the vector field.
2.3.4 Linear Vector Fields
Linear transformations are among the simplest vector fields, so it is worth looking at them in terms
of isolated solutions. A linear vector field of the form
W = (a1x+ a2y + a3z, b1x+ b2y + b3z, c1x+ c2y + c3z),
or
W =

a1 a2 a3
b1 b2 b3
c1 c2 c3


x
y
z
 ,
has curl(W) = (c2 − b3, a3 − c1, b1 − a2), so if the system was symmetric, it would be integrable. In
the case of a non-symmetric system, we can consider the quantity
curl(W) ·W = (−a1b3 + a1c2 − a2c1 + a3b1)x
+ (−a2b3 + a3b2 + b1c2 − b2c1) y + (−a2c3 + a3c2 + b1c3 − b3c1) z.
W can have an isolated solution only on the plane where curl(W) ·W = 0. Unfortunately
though, curl(W) ·W = 0 is only a necessary condition for an isolated solution, not a sufficient
condition. For example, if W = (x− y, z, y), curl(W) ·W = y, which is of course equal to 0 when
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y = 0. However, on the plane y = 0, W = (x, z, 0), which certainly does not equal (0, 1, 0), the
normal vector to the plane. So y = 0 is not an isolated solution.
To ensure that the normal vector to the plane where curl(W) ·W = 0 is in the same direction
as the vector field W we need the cross product of the normal vector,
n = ∇ (curl(W) ·W)
= (−a1b3 + a1c2 − a2c1 + a3b1,−a2b3 + a3b2 + b1c2 − b2c1,−a2c3 + a3c2 + b1c3 − b3c1),
and W to be equal to 0 on the plane.
n×W = ( (a2b1c3 − a2b3c1 − a3b1c2 + a3b2c1 − b21c3 + b1b3c1 + b1c1c2 − b2c21)x
+
(
a2b2c3 − a2b3c2 − b1b2c3 + b1c22 + b2b3c1 − b2c1c2
)
y
+
(
a3b2c2 − a3b3c2 − b1b3c3 + b1c2c3 − b2c1c3 + b23c1
)
z,
(−a1a2c3 + a1a3c2 + a1b1c3 − a1c1c2 + a2c21 − a3b1c1)x
+
(
a1b3c2 − a1c22 − a22c3 + a2a3c2 + a2b1c3 − a2b3c1 + a2c1c2 − a3b1c2
)
y
+
(
a1b3c3 − a1c2c3 − a2a3c3 + a2c1c3 + a23c2 − a3b3c1
)
z,
(
a1a2b3 − a1a3b2 − a1b1b3 + a1b2c1 − a2b1c1 + a3b21
)
x
+
(−a1b2b3 + a1b2c2 + a22b3 − a2a3b2 − a2b1c2 + a3b1b2) y
+
(−a1b23 + a1b3c2 + a2a3b2 − a2b3c1 − a23b2 + a3b1b3 − a3b2c1) z)
If we substitute
x = − (a2b3 − a3b2 − b1c2 + b2c1)y + (a2c3 − a3c2 − b1c3 + b3c1)z
a1b3 − a1c2 + a2c1 − a3b1
into the cross product we restrict the problem to the plane where curl(W) ·W = 0. Setting
n×W = 0 we need all of the coefficients of y and z to be 0, so we get a system of six equations with
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nine unknowns. Solving the system with a computer algebra system gives several possible solutions,
in addition to the fields that have curl(W) = 0. Some of these are:
W =

a1 a2 c1
b1 − (a1c2−a2c1−b1c1)c2c21 c2
c1 c2 0


x
y
z
 ,
W =

a1 a2 a3
b1 − (a1c2−a2a3)(a1c2−a2c1+a3b1−b1c1)a1(a3−c1)2 a3b1a1
c1 c2
a3c1
a1


x
y
z
 ,
W =

0 a2 0
b1 −a
2
2c3+a2b1c3−a2c1c2−b1c1c2
c21
c3b1
c1
c1 c2 c3


x
y
z
 , and
W =

− (a2−b1)(a2c3−b1c3+2b3c1−2c1c2)(b3−c2)2 a2 c1
b1
(a2b3−b1c2)(a2c2c3−b1b3c3+b23c1−c1c22)
(a2c3−b1c3+b3c1−c1c2)2 b3
c1 c2 c3


x
y
z
 .
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Chapter 3: Eigensurfaces
3.1 Eigensurfaces
Typically, a curved mirror will distort an image. However, for a particular curved mirror, there
could exist a surface that is not distorted by that mirror. We will consider surfaces that remain
invariant up to scaling when viewed in a curved reflector. In the case of rotationally symmetric
reflectors viewed along the axis of rotation, such “eigensurfaces” always exist. Otherwise, such
surfaces generically do not exist. Nevertheless, if one views both the reflector and the eigensurface
as unknown but gives corresponding initial curves, then one may use a finite difference method to
find solution surfaces. One application is to find a reflector that gives a scaled perspective view of a
plane, which is exactly what is needed to find a wide-angle, non-distorting mirror for a motor vehicle
that will eliminate the blind-spot. We consider the case of the passenger side mirror problem and
find a mirror that eliminates the blind spot.
3.2 The Rotationally Symmetric Case
In the rotationally symmetric case, eigensurfaces always exist, assuming that viewers’ eyes are on
the axis of rotation. Rotational symmetry reduces the problem to two dimensions, i.e. we can treat
both the mirror and the eigensurface as a plane curves. The axis of symmetry is the line through the
two viewpoints, shown as the dotted line in Figure 3.1. The curves become surfaces when rotated
around the axis of symmetry. This reduction of dimension simplifies the search for an mirror and
surface pair. Given viewpoints, looking towards the center of the axis of symmetry, and a fixed
mirror, we can generate a corresponding eigensurface. If a formula is given for the mirror, we can
find an exact formula for the eigensurface. This is done algebraically; no differential equations are
needed.
We need to clarify the idea that an object can appear the same to two different viewers, and so
we make a few (slightly pedantic sounding) definitions. By a viewpoint we mean the following data:
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ϴ
Viewpoint 2 
Looking Down
Mirror
Viewpoint 1
Looking Up Surface
Target Point
q2
P2
P1
q1
Z
Figure 3.1: The two-dimensional system. Note that the intersection at the target point will
exist with probability one.
a point to serve as a center of projection and a plane with the property that it does not contain that
point. We will write a viewpoint in the form (q, P ), where q is the center of projection and P is the
plane. The idea here, being of course that images are formed in the plane by projection onto it via a
lines through the point. Thus, for a given viewpoint, if we only consider the rays through the plane,
then each of those rays is uniquely described by the intersection point in the corresponding plane.
Furthermore, a transformation between planes induces a unique transformation between those rays
and vice versa.
Next, we need to define what it means to have the two viewpoints see the same thing. The
most basic definition to offer would be that there exists a rigid motion taking one viewpoint into
the other, and that if Z is imaged in both viewpoints then the corresponding rays that it lies on are
transformed into each other by the rigid motion. Formally therefore we have the following definition:
Definition Suppose that (q1, P1) and (q2, P2) are viewpoints and let T be a transformation between
the associated ray spaces. Then we say that (q1, P1) sees the point Z in the same way as (q2, P2) if
T (
−−→
q1Z) =
−−→
q2Z, where T is combination of rigid motions, reflections and scaling transformations.
In particular straight lines in one image will always map to straight lines in the other. It is also
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natural to sometimes refer to an observer rather than a viewpoint.
Finally we can state our goal – given two observers and a mirror, is there a surface which
appears reflected in the mirror to the first observer and appears in the same way to the second
observer directly (i.e. the second observer sees the surface “directly” and not in the mirror.)
If this fails to be the case (as it generally does) then one might ask if given just two observers is
there any mirror and surface so that the above holds? That is, one observer sees the surface in the
reflector just as the other observer sees the surface (not looking in the reflector).
Let us return to the rotationally symmetric case, which was discussed briefly above. The design
goal dictates that a ray leaving at a certain angle from q1 of Viewpoint 2 in Figure 3.1 needs to
intersect the eigensurface at the same point as the mirror reflection of the ray emitting from q2
of viewpoint 1 at the same angle. We can calculate the eigensurface by tracing rays from both
viewpoints and finding their intersection.
To elucidate the method, let us consider an example. Let the mirror be given by the graph of
f(x) = 0.04x2 + 5
with Viewpoint 1 at (0, 0) looking in the positive y-direction and Viewpoint 2 at (0, 20) looking in
the negative y-direction. Notice that the mirror function is even, which is required for the resulting
three-dimensional mirror to be rotationally symmetric. Since this is the case, we need only to
consider the portion of the curve where x ≥ 0.
As in the definition of viewpoint, we use the reference planes y = 1 and y = 19. Note that these
planes are perpendicular to the axis of rotation at a fixed distance from the viewpoints. In this
example, the rigid transformation T is T ((x, 1)) = (x, 19).
So a particular ray emitting from Viewpoint 2 will intersect the reference plane y = 19 at (x0, 19),
with x0 > 0. This ray, which we shall call Ray 2, travels along the line
y = − 1
x0
x+ 19. (3.1)
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Viewpoint 2
Viewpoint 1
(0, 0)
(0, 20)
y = 1
y = 19
θ
θ (x0, 1)
(x0, 19)
Figure 3.2: Reference planes
The corresponding ray emitting from Viewpoint 1 will cross its reference plane y = 1 at x0, 1 and if
it intersects the mirror, it will do so at
1.25
(
1 +
√
1− 8x20
)
x0
,
0.125
(
1 +
√
1− 8x20
)
+ 4.5x20
x20
 .
At that point, the mirror has a normal vector of
0.1
(
1 +
√
1− 8x20
)
x0
,−1
 .
The ray from Viewpoint 1 reflects off of the mirror, about the normal vector, with a new direction
vector of
−1
46x20 + 1 +
√
1− 8x20
·
(
9x0
(
1 +
√
1− 8x20
)
+ 54x30, 1− 44x20 +
√
1− 8x20(1 + x20)
)
.
This ray will intersect Ray 2 with an x-value of
0.025
(
2732x40 + 325x
2
0
√
1− 8x20 + 321x20 +
√
1− 8x20 + 1
)
x0(x20 + 1)
(
1 +
√
1− 8x20
) . (3.2)
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The y-value can be found by substituting 3.2 into the equation for Ray 2, 3.1. This intersection point
is a point on our eigensurface. Then the eigensurface can then be given by a parametric equation
with parameter x0.
Figure 3.3: Mirror and surface curves
Once the three-dimensional mirror and surface are rendered, one can see that the reflection of
the surface in the mirror seen from Viewpoint 1 looks exactly the same as the eigensurface seen from
Viewpoint 2.
Figure 3.4: Side view
3.3 Further Examples
We have shown that an eigensurface can be constructed for any rotationally symmetric mirror with
viewpoints both along the axis of symmetry. Let us now consider the case of a rotationally symmetric
mirror with only Viewpoint 1, the viewpoint looking at the mirror, on the axis of symmetry. We
will let Viewpoint 2, the viewpoint looking directly at the surface, be off-axis, with a line of sight
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Figure 3.5: Viewpoint 1 (left) and Viewpoint 2 (right)
perpendicular to the axis of symmetry for ease of calculation.
3.3.1 Example of a Mirror and Viewpoints without an Eigensurface
Consider a rotationally symmetric mirror given by the parabolic surface z = x2 + y2− c, with c > 0.
Let Viewpoint 1 be the point (0, 0, 0) with reference plane z = −1. Let Viewpoint 2 be the point
(0,−a, b), a, b > 0, with reference plane y = −a + 1. Let the transformation from Viewpoint 1 to
Viewpoint 2 be given by T (x, y, 1) = (−x, 1− a, b− y). Given an arbitrary point (x, y, x2 + y2 − c)
on the mirror, we can calculate the line to it from Viewpoint 1. This line intersects the reference
plane of Viewpoint 1 at ( −x
x2 + y2 − c ,
−y
x2 + y2 − c ,−1
)
.
The corresponding point on the reference plane of Viewpoint 2 is
T
( −x
x2 + y2 − c ,
−y
x2 + y2 − c ,−1
)
=
(
x
x2 + y2 − c , 1− a, b+
y
x2 + y2 − c
)
. (3.3)
If we reflect the incoming ray from Viewpoint 1 about the normal vector (−2x,−2y, 1), we get the
outgoing Ray 1 of
(
x− tx(4c− 1)
(4x2 + 4y2 + 1)
√
x2 + y2 + (x2 + y2 − c)2 , y −
ty(4c− 1)
(4x2 + 4y2 + 1)
√
x2 + y2 + (x2 + y2 − c)2 ,
x2 + y2 − c+ t · (x
2 + y2 − c)(4x2 + 4y2 + 1) + 2(x2 + y2 + c)
(4x2 + 4y2 + 1)
√
x2 + y2 + (x2 + y2 − c)2
)
,
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where t is a parameter. Ray 2, extending from Viewpoint 2 through (3.3) is given by
(
sx
x2 + y2 − c , s− a, b+
sy
x2 + y2 − c
)
,
where s is a parameter.
In order for an eigensurface to exist, Ray 1 and Ray 2 must intersect. Otherwise, the viewpoints
would not see the same image. Setting the components of Ray 1 and Ray 2 equal to each other is a
system of three equations and two unknowns that does not yield a solution. Even allowing freedom
of constants a, b, and c is not enough to solve the system. Thus there is no eigensurface for the
parabolic surface with these viewpoints.
3.3.2 Example of a Mirror and Viewpoints with an Eigensurface
With the counterexample of the paraboloid, we know that an eigensurface does not necessarily exist
for a generic rotationally symmetric mirror with viewpoints as shown in Figure 3.6. However, that
does not mean that a rotationally symmetric mirror with an eigensurface in this configuration does
not exist.
Viewpoint 1
Viewpoint 2
Eigensurface
Mirror
Figure 3.6: Configuration for off-axis viewpoint
As we search for a rotationally symmetric mirror, let the mirror be given by the parametric
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surface
(θ, y) 7→ (y cos(θ), y sin(θ), z(y)) .
The normal vector at a particular point is
(−yz′(y) cos(θ),−yz′(y) sin(θ), y) .
Let Viewpoints 1 and 2 be the same as before, so that the point
(
−y cos(θ)
z(y)
,−y sin(θ)
z(y)
,−1
)
corresponds to (
y cos(θ)
z(y)
, 1− a, b+ y sin(θ)
z(y)
)
.
Ray 1, reflecting off the mirror, is given by
(
y cos(θ) +
t cos(θ)
(
y + 2z(y)f ′(y)− yz′(y)2)
(z′(y)2 + 1)
√
y2 + z(y)2
, y sin(θ) +
t sin(θ)
(
y + 2z(y)z′(y)− yz′(y)2)
(z′(y)2 + 1)
√
y2 + z(y)2
,
z(y) +
t
(
y + 2z(y)z′(y)− yz′(y)2)
(z′(y)2 + 1)
√
y2 + z(y)2
)
and Ray 2, originating from Viewpoint 2, is given by
(
sy cos(θ)
z(y)
, s− a, b+ sy sin(θ)
z(y)
)
.
If we solve for s and t to make the first two components of Ray 1 and Ray 2 equal, and additionally
set a and b equal to simplify the problem, the differential equation resulting from setting the third
components equal is
2(z(y)z′(y) + y)(z(y)− yz′(y))(y sin(θ) + a− z(y))
(y + 2z(y)f ′(y)− yz′(y)2)(y sin(θ)− z(y)) = 0,
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or the related simpler equations
z(y)z′(y) + y = 0 (3.4)
and
z(y)− yz′(y) = 0. (3.5)
Solving 3.4 gives us
z(y) = ±
√
C2 − y2,
which, when rotated, gives the hemisphere z = ±
√
C2 − x2 − y2. Solving 3.5 gives us
z(y) = Cy,
which is not a physical solution to the problem, since it passes through Viewpoint 1. An eye situated
at the origin could not see a reflection in this mirror. z = ±
√
C2 − x2 − y2 is a true solution, with
an eigensurface of the plane z = y + b. Figure 3.7 shows a distant view example with Viewpoint 1
at (0, 0, 0), Viewpoint 2 at (0,−4, 4), the mirror z =
√
36− x2 − y2, and the eigensurface z = y+ 4.
Figure 3.8 shows the views from the Viewpoints.
3.4 Application to the Passenger Side Mirror Problem
We can apply the method of eigensurfaces to the passenger side mirror problem. In order to do so,
we will let the passenger side mirror play the role of the curved reflector. The eigensurface will be
a distant virtual surface behind the car. Of course, in reality there is no surface behind the car,
but it represents the image plane seen by the mirror. If this virtual eigensurface is relatively flat
and sufficiently far from the viewpoint, the mirror will be a good approximation of a passenger side
mirror. The two viewpoints in this problem are the driver viewpoint, looking at the passenger side
mirror, and the virtual viewpoint, situated in front of the motor vehicle looking back along its side.
As seen in the diagram, Figure 3.9, the lines of sight of the driver and virtual viewpoint meet at an
angle of approximately 90◦.
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Figure 3.7: Example of a mirror and eigensurface. The viewpoints are represented as dots.
Figure 3.8: Viewpoint 1 (left) and Viewpoint 2 (right)
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Passenger Side Mirror
Driver Viewpoint
Virtual
Viewpoint
Figure 3.9: Passenger side mirror setup
This differs from the rotationally symmetric case in which the lines of sight of the two viewpoints
are along the same axis. This mean that when we apply the method of eigensurfaces to the passenger
side mirror, the setup is not rotationally symmetric. This makes the construction significantly more
complicated, since it now inherently three-dimensional. We typically cannot generate an eigensurface
for any fixed mirror, so we have to generate the mirror and eigensurface simultaneously.
To construct the passenger side mirror we set up a parametrized vector field. We want the driver
viewpoint and the virtual viewpoint to see the same image, so the rays of light emitting at the same
angle from both viewpoints must meet at the eigensurface. We will force this to happen by curving
the mirror so that the ray reflects off of it towards the path of the light ray emitting from the virtual
view point. We gain a degree of freedom during this process because we can choose at what point
along the path the two rays intersect.
W(x,y,z,t)
Distance t
Traveled
Point on 
Surface
Viewpoint Looking
at the Mirror
Point on Mirror
Figure 3.10: The parametrized vector field
The choice of intersection point gives us the distance from the mirror to the surface; the function
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t(x, y, z). This function t(x, y, z) is the parameter t in the parametrized vector field. We will write
W(x, y, z, t) = W(x, y, z, t(x, y, z)). Once we have the distance t, we can find the outgoing ray from
the point on the mirror. This is sufficient to give our vector field W. We calculate W by adding
the normalized incoming and outgoing vectors at a specific point of the mirror. Thus W should be
the normal vector to the mirror at this point. We find W to be
W(x, y, z, t) =
IN
|IN| +
OUT
|OUT|
with
IN = (−x,−y,−z) and OUT =
(
−1− tz
R
− x, αty
R
− y,−1− αtx
R
− z
)
with R =
√
x2 + y2 + z2. Here, α is the constant of magnification. As we increase α, the mirror
shows a wider field of view and eliminates the blind spot, although it does unfortunately introduce
a small amount of distortion. In the following results, we have chosen α to be 6.5.
A surface perpendicular to the vector field W(x, y, z, t) is a solution to the eigensurface problem.
Unfortunately, it is not guaranteed that such a surface exists. Since we are free to choose the function
t(x, y, z), we might be able to find a surface normal to the vector field. While an exact solution may
exist, we have not yet found an explicit formula for a mirror. Instead, we discretize the problem,
finding a mesh of points on the mirror. We begin building the mirror by finding an initial curve
normal to the vector field. While there are many choices for such a curve with different parameter
functions t(x, y, z), we fix t to be
t(x, y, z) = − (k + 1)
√
x2 + y2 + z2
z
. (3.6)
This distance t is the distance from the point on the mirror (x, y, z) to a point on the plane
x = k. While there could exist other choices for t, (3.6) has the advantage of making the initial
curve of the eigensurface lie on a plane perpendicular to the road behind the motor vehicle.
Next, we use a finite difference method to extend the initial curve over the grid of points, moving
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Figure 3.11: The initial curve perpendicular to the vector field
in the direction of the tangent vector at each step. At every new point, we use Newton’s method
to adjust the parameter t to minimize the dot product of W and the tangent vector. This process
forces the mirror to be more perpendicular to W. The updated normal vector is used to find the
direction for the next step of the finite difference method. We continue this process until the mirror
has grown to the desired width.
3.5 Results
The following images show a comparison between a flat mirror, a portion of a spherical mirror, and
the constructed mirror. Each mirror is positioned at the same point with the same view of the scene.
It can be seen that while the mirror is not perfect, it achieves the goal of showing a wider field of
view than the flat mirror with less distortion than the spherical mirror.
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Figure 3.12: Points on the mirror over the grid
Figure 3.13: Flat mirror
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Figure 3.14: Spherical mirror (left) and constructed mirror (right)
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Chapter 4: Cost Functionals
There are multiple ways to pose an optical design problem. One such way is assigning a geometric
distribution and its associated vector field, which we will denote W, to the problem. Then the
solution to the design problem is a surface, σ, tangent to the distribution or perpendicular to the
vector field. If the solution is exact, then the unit normal vectors to the surface, n̂, will be in the same
direction as the vector field. If the solution is not exact, there will be a difference in the directions of
some or all of the vectors. If no exact solution exists, one way of finding an approximate solution is
to find a surface that minimizes the difference between W and the normal vectors, in other words,
minimize the quantity |W− n̂|2 over possible surfaces. We want to measure the difference over the
entire surface, so we use a surface integral to calculate the cost, F[σ], of a particular surface σ
F[σ] =
∫∫
σ
|W − n̂|2 dA.
The Euler-Lagrange equation of this cost functional yields a partial differential equation that
can be solved for a surface σ. There are many variations of this functional that we will explore in
this chapter.
4.1 Perpendicular Curves, the Two-Dimensional Case
We will begin by examining the two-dimensional case, in which we are searching for a curve in
two-space that is perpendicular to a vector field in the xy-plane. Every vector field in two-space has
perpendicular curves, [21]. Given the proper boundary conditions, two points on the same integral
curve, there is always a curve perpendicular to the given vector field through those points. However,
if the boundary points are on distinct integral curves, there will be no curve through those points
perpendicular to the vector field. In this case, the method of cost functionals is one way to find a
curve that is the “most” perpendicular to the vector field.
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4.1.1 Curvature Line Integral Cost Functional
Say we are given a vector field W : U ⊂ R3 → R3. Usually we have W(x, y, z) ∈ R3 and we look for
a surface that is perpendicular to W. However, we shall consider the case where W : U ⊂ R2 → R2
as an informative example. Now we are looking for a curve that is perpendicular to W. Our cost
functional for this particular problem is
F[γ] =
∫
γ
|W − n̂|2 ds
where n̂ is the normal vector to the curve γ. We would like to find
min
γ∈A
∫
γ
|W − n̂|2 ds
where A is some set of acceptable functions, for example γ : [0, 1] → R2 with γ(0) = (0, 1) and
γ(1) = (1, 0).
We will make the following assumptions:
(i) γ is a curve γ(x) = (x, y(x)).
(ii) W = (w1(x, y), w2(x, y)), so W(γ) = (w1(x, y(x)), w2(x, y(x))).
(iii) The tangent vector to γ at x is
T (x) =
(1, y′(x))√
1 + (y′(x))2
so the normal vector is
n̂(x) =
(−y′(x), 1)√
1 + (y′(x))2
.
(iv) W and n̂ are normalized so that |W| = |n̂| = 1. This restriction ensures that a difference
between W and n̂ will be a difference in direction rather than a difference in magnitude, as
seen in Figure 4.1.
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W
n
W
n
W - n W - n
Figure 4.1: A difference in direction (left) versus a difference in magnitude (right)
Then we calculate
F[γ] =
∫
γ
|W − n̂|2 ds
=
∫
γ
|W|2 + |n̂|2 − 2(W · n̂) ds
= 2
∫
γ
1−W · n̂ ds
= 2
∫ x1
x0
[
1− −w1y
′ + w2√
1 + (y′)2
]√
1 + (y′)2 dx
= 2
(∫ x1
x0
√
1 + (y′)2 dx+
∫ x1
x0
(w1y
′ − w2) dx
)
= 2(I + II)
The Euler-Lagrange equation for such functionals is
Fy − d
dx
Fy′ = 0,
where F is the integrand of the functional, [22].
Applying this to I =
∫ x1
x0
√
1 + (y′)2 dx we get
Fy − d
dx
Fy′ = − d
dx
[
y′
(1 + (y′)2)1/2
]
= −y
′′(1 + (y′)2)1/2 − y′( 12 )(1 + (y′)2)−1/2(2y′)y′′
1 + (y′)2
= −y
′′(((1 + (y′)2)− (y′)2)
(1 + (y′)2)3/2
= − y
′′
(1 + (y′)2)3/2
= −the signed curvature of a graph
Chapter 4: Cost Functionals 4.1 Perpendicular Curves
55
Now we apply the Euler-Lagrange equations to II =
∫ x1
x0
(w1y
′ − w2) dx.
Fy =
∂
∂y(x)
[
w1(x, y(x))y
′ − w2(x, y(x))
]
=
∂w1
∂y
y′ − ∂w2
∂y
Fy′ = w1(x, y(x))
d
dx
Fy′ =
∂w1
∂x
+
∂w1
∂y
y′
Fy − d
dx
Fy′ =
∂w1
∂y
y′ − ∂w2
∂y
−
(
∂w1
∂x
+
∂w1
∂y
y′
)
= −
(
∂w1
∂x
+
∂w2
∂y
)
= −div(W)
Altogether, we want the Euler-Lagrange equations for I + II, so our final PDE is
−curvature(γ) + (−div(W)) = 0 =⇒ curvature(γ) = −div(W).
Notice that if our vector field W is a normalized gradient field to the curve y = y(x),
W =
(
−y′(x)√
1 + y′(x)2
,
1√
1 + y′(x)2
)
,
then
−div(W) = y
′′
(1 + (y′)2)3/2
= curvature,
which exactly satisfies the differential equation. In other words, if an exact solution exists, this
differential equation will find it.
As an example, let W(x, y) =
(
−2x√
4x2+1
, 1√
4x2+1
)
. W is the normalized gradient field of the
curves y = x2 + c. The boundary points (0.1, 0.01) and (1, 1) are both on the integral curve y = x2,
so solving the differential equation gives us the parabola we expect. If the boundary is forced to be
(0.1, 0.01) and (1, 0.5), the differential equation yields an curve approximately perpendicular to W,
with a cost of 0.09515. The difference between the two curves can be seen in Figure 4.2.
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Figure 4.2: Mean curvature example with an exact solution (left) and mean curvature example
without an exact solution (right)
4.1.2 Hodge Cost Functional in Two Dimensions
A more traditional approach to the problem is the Hodge functional, [23], which is related to the
Hodge decomposition discussed in [24]. This method does not assume that either W or the normal
vectors are normalized. Furthermore, it does not evaluate the difference |W − n| along γ using a
line integral, but inside a two-dimensional region using a double integral. The cost functional for
this particular problem is
F[γ] =
∫∫
R
|W − n|2 dA
where n is the normal vector to the curve γ. We would like to find
min
γ∈A
∫∫
R
|W − n|2 dA
where A is some set of acceptable functions, for example γ : [0, 1] → R2 with γ(0) = (0, 1) and
γ(1) = (1, 0).
We will make the following assumptions:
(i) γ is a function γ(x) = (x, y(x))
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(ii) The functional does not depend on the variable y, and becomes the one-dimensional
∫∫
R
|W − n|2 dA = (y1 − y0)
∫ x1
x0
|W(x, y(x))− n|2 dx
(iii) W = (w1(x, y), w2(x, y)), so W(γ) = (w1(x, y(x)), w2(x, y(x)))
(iv) The tangent vector to γ at x is
T = (1, y′)
so the normal vector is
n = (−y′, 1)
(v) We do not assume that either W or n are normalized
Then we calculate
F[γ] = (y1 − y0)
∫ x1
x0
|W − n|2 dA
= (y1 − y0)
∫ x1
x0
|W|2 + |n|2 − 2(W · n) dA
= (y1 − y0)
∫ x1
x0
w1(x, y(x))
2 + w2(x, y(x))
2 + y′(x)2 + 1 + 2w1(x, y(x))y′(x)− 2w2(x, y(x)) dA
The Euler-Lagrange equation for such functionals is
Fy − d
dx
Fy′ = 0,
where F is the integrand of the functional. Applying this to our functional we get
Fy = 2w1
∂w1
∂y
+ 2w2
∂w2
∂y
+ 2
∂w1
∂y
y′ − 2∂w2
∂y
Fy′ = 2y
′ + 2w1
Chapter 4: Cost Functionals 4.1 Perpendicular Curves
58
d
dx
[Fy′ ] =
d
dx
[2y′(x) + 2w1(x, y(x))]
= 2y′′(x) + 2
∂w1
∂x
+ 2
∂w1
∂y
y′(x)
Altogether, the Euler-Lagrange equation is
w1
∂w1
∂y
+ w2
∂w2
∂y
+
∂w1
∂y
y′(x)− ∂w2
∂y
= y′′(x) +
∂w1
∂x
+
∂w1
∂y
y′(x)
or
y′′(x) +
∂w1
∂y
y′(x)− w1 ∂w1
∂y
− w2 ∂w2
∂y
− ∂w1
∂y
y′(x) = −div(W).
Notice that if our vector field W is a non-normalized gradient field to the curve y = y(x),
W = (−y′(x), 1) ,
then
−div(W) = y′′(x).
Furthermore, in this case W depends only x, so all of the partial derivatives with respect to y are
equal to 0, so the differential equation is satisfied.
As an example, let W(x, y) = (−2x, 1). W is now the non-normalized gradient field of the
curves y = x2 + c. The boundary points (0.1, 0.01) and (1, 1) are both on the integral curve y = x2,
so solving the differential equation with those boundary conditions would again give the expected
parabola. If the boundary is forced to be (0.1, 0.01) and (1, 0.5), the differential equation yields an
curve approximately perpendicular to W, with a cost of 0.1361. This approximate solution can be
seen in Figure 4.3.
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Figure 4.3: Hodge functional example without an exact solution
4.1.3 Extended Hodge Cost Functional in Two Dimensions
Since the Hodge cost functional does not account for a difference in length between W and n, it
might result in a solution curve that is not as perpendicular as it could be. One way to deal with
the discrepancy in length is to normalize both W and n, which we will explore in the following
subsection. Another way to work around a difference in length is to multiply W by a scalar function
α(x, y) so that it matches n in length, as in [23]. This has the mathematical advantage of not
needing to divide by square roots. So our cost functional for this particular problem is
F[γ] =
∫∫
R
|αW − n|2 dA
where n is the normal vector to the curve γ and α(x, y) is a scalar function. We would like to find
min
γ∈A
∫∫
R
|αW − n|2 dA
where A is some set of acceptable functions.
We will make the following assumptions:
(i) γ is a function γ(x) = (x, y(x))
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(ii) Thus the functional does not depend on the variable y, and becomes the one-dimensional
∫∫
R
|αW − n|2 dA = (y1 − y0)
∫ x1
x0
|α(x, y(x))W(x, y(x))− n|2 dx
(iii) W = (w1(x, y), w2(x, y)), so W(γ) = (w1(x, y(x)), w2(x, y(x)))
(iv) The tangent vector to γ at x is
T = (1, y′(x))
so the normal vector is
n = (−y′(x), 1)
(v) We do not assume that either W or n are normalized
We would like to choose α(x, y, ) to minimize
∫∫
R
|αW − n|2 dA =
∫∫
R
(
α2W ·W − 2αW · n + n · n) dA.
Differentiating α2W ·W − 2αW · n + n · n with respect to α and setting it equal to 0 gives us
α =
W · n
W ·W
which will minimize the integral with respect to α. Using this α, we calculate
(y1 − y0)
∫ x1
x0
α2W ·W − 2αW · n + n · n dx
= (y1 − y0)
∫ x1
x0
(
W · n
W ·W
)2
W ·W − 2
(
W · n
W ·W
)
W · n + n · n dx
= (y1 − y0)
∫ x1
x0
(W · n)2
W ·W − 2
(W · n)2
W ·W + n · n dx
= (y1 − y0)
∫ x1
x0
n · n− (W · n)
2
W ·W dx
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= (y1 − y0)
∫ x1
x0
y′2 + 1− (w1y
′ − w2)2
w21 + w
2
2
dx
= (y1 − y0)
∫ x1
x0
y′(x)2 + 1− w
2
1y
′(x)2 − 2w1w2y′(x) + w22
w21 + w
2
2
dx
The Euler-Lagrange equation for such functionals is
Fy − d
dx
Fy′ = 0,
where F is the integrand of the functional.
Applying this to our functional we get
Fy = −
2
(
w21 + w
2
2
) (
w1
∂w1
∂y y
′2 − w1 ∂w2∂y y′ − ∂w1∂y w2y′ + w2 ∂w2∂y
)
(w21 + w
2
2)
2
−
−2 (w21y′2 − 2w1w2y′ + w22) (w1 ∂w1∂y + w2 ∂w2∂y )
(w21 + w
2
2)
2
Fy′ = 2y
′ − 2w
2
1y
′ − 2w1w2
w21 + w
2
2
d
dx
[Fy′ ] =
d
dx
[
2y′(x)− 2w1(x, y(x))
2y′(x)− 2w1(x, y(x))w2(x, y(x))
w1(x, y(x))2 + w2(x, y(x))2
]
= 2y′′ − 2
(w21 + w
2
2)
(
2w1(
∂w1
∂x +
∂w1
∂y y
′)y′ + w21y
′′ − w1(∂w2∂x + ∂w2∂y y′)− (∂w1∂x + ∂w1∂y y′)w2
)
(w21 + w
2
2)
2
+ 2
(w21y
′ − w1w2)(2w1(∂w1∂x + ∂w1∂y y′) + 2w2(∂w2∂x + ∂w2∂y y′))
(w21 + w
2
2)
2
Altogether, the Euler-Lagrange equation is
− (w21 + w22)(w1 ∂w1∂y y′2 − w1 ∂w2∂y y′ − ∂w1∂y w2y′ + w2 ∂w2∂y
)
+
(
w21y
′2 − 2w1w2y′ + w22
)(
w1
∂w1
∂y
+ w2
∂w2
∂y
)
− y′′ (w21 + w22)2
+
(
w21 + w
2
2
)(
2w1
(
∂w1
∂x
+
∂w1
∂y
y′
)
y′ + w21y
′′ − w1
(
∂w2
∂x
+
∂w2
∂y
y′
)
−
(
∂w1
∂x
+
∂w1
∂y
y′
)
w2
)
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− (w21y′ − w1w2)(2w1(∂w1∂x + ∂w1∂y y′
)
− 2w2
(
∂w2
∂x
+
∂w2
∂y
y′
))
= 0
or
− y′′w22
(
w21 + w
2
2
)
+
(
w21 + 2w1w2y
′ − w22
)(
w2
∂w1
∂x
− w1 ∂w2
∂x
)
+ w1w2
(
1 + y′2
)(
w2
∂w1
∂y
− w1 ∂w2
∂y
)
= 0.
Notice that if our vector field W is a non-normalized gradient field to the curve y = y(x),
W = (−y′(x), 1) ,
then w1 = −y′, ∂w1∂x = −y′′, ∂w1∂y = 0, w2 = 1, ∂w2∂x = 0, and ∂w2∂y = 0. Then the differential equation
reduces to
−y′′(y′2 + 1) + (y′2 − 2y′2 − 1)(−y′′) = −y′′(y′2 − y′2 + 1− 1) = 0.
This means that a curve truly perpendicular to the vector field will satisfy the differential equation
resulting from the Euler-Lagrange equations.
As an example, again let W(x, y) = (−2x, 1), so W is the non-normalized gradient field of the
curves y = x2 + c. If the boundary is forced to be (0.1, 0.01) and (1, 0.5), the differential equation
yields an curve approximately perpendicular to W, with a cost of 0.05489. This approximate solution
can be seen in Figure 4.4.
4.1.4 Normalized Hodge Cost Functional in Two Dimensions
Instead of scaling W by α, we could normalize both W and n̂ as we did before, but with an double
integral over the region rather than a line integral along the curve. Our cost functional for this
particular problem is then
F[γ] =
∫∫
R
|W − n̂|2 dA
Chapter 4: Cost Functionals 4.1 Perpendicular Curves
63
Figure 4.4: Extended Hodge functional example without an exact solution
where n is the unit normal vector to the curve γ. We would like to find
min
γ∈A
∫∫
R
|W − n̂|2 dA
where A is some set of acceptable functions.
We will make the following assumptions:
(i) γ is a function γ(x) = (x, y(x))
(ii) Thus the functional does not depend on the variable y, and becomes the one-dimensional
∫∫
R
|W − n̂|2 dA = (y1 − y0)
∫ x1
x0
|W(x, y(x))− n̂|2 dx
(iii) W = (w1(x, y), w2(x, y)), so W(γ) = (w1(x, y(x)), w2(x, y(x)))
(iv) The tangent vector to γ at x is
T = (1, y′)
so the unit normal vector is
n̂ =
(−y′, 1)√
1 + y′2
Chapter 4: Cost Functionals 4.1 Perpendicular Curves
64
Then we calculate
(y1 − y0)
∫ x1
x0
W ·W − 2W · n̂ + n̂ · n̂ dx = 2(y1 − y0)
∫ x1
x0
1 +
w1(x, y(x))y
′(x)− w2(x, y(x))√
1 + y′(x)2
dx
The Euler-Lagrange equation for such functionals is
Fy − d
dx
Fy′ = 0,
where F is the integrand of the functional.
Applying this to our functional we get
Fy =
∂w1
∂y y
′ − ∂w2∂y√
1 + y′2
Fy′ =
w1 + w2y
′
(1 + y′2)3/2
d
dx
[Fy′ ] =
d
dx
[
w1(x, y(x))) + w2(x, y(x))y
′(x)
(1 + y′(x)2)3/2
]
=
(1 + y′2)
(
∂w1
∂x +
∂w1
∂y y
′ + w2y′′ + ∂w2∂x y
′ + ∂w2∂y y
′2
)
− 3(w1 + w2y′)y′y′′
(1 + y′2)5/2
Altogether, the Euler-Lagrange equation is
−y′(1 + y′2)
(
y′2
∂w1
∂y
− ∂w2
∂x
− 2y′ ∂w2
∂y
)
− y′′ (3w1y′ + 2w2y′2 − w2) = −(1 + y′2)div(W)
Notice that if our vector field W is a normalized gradient field to the curve y = y(x),
W =
(
−y′(x)√
1 + y′(x)2
,
1√
1 + y′(x)2
)
,
then ∂w1∂x =
−y′′
(1+y′2)3/2 ,
∂w1
∂y = 0,
∂w2
∂x =
−y′y′′
(1+y′2)3/2 , and
∂w2
∂y = 0. If we substitute these values in the
Euler-Lagrange equations, we get 0 as expected, meaning that a truly perpendicular curve satisfies
the differential equation.
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As an example, again let W(x, y) =
(
−2x√
4x2+1
, 1√
4x2+1
)
, so W is the normalized gradient field of
the curves y = x2+c. If the boundary is forced to be (0.1, 0.01) and (1, 0.5), the differential equation
yields an curve approximately perpendicular to W, with a cost of 0.03887. This approximate solution
can be seen in Figure 4.5. A comparison of the curves from the four differential equations can be
seen below in Figure 4.6. There is not a large difference between the methods, other than the curve
resulting from the Hodge functional, since it did not take into account the lengths of the vectors.
Figure 4.5: Normalized Hodge functional example without an exact solution
4.2 The Rotationally Symmetric Case
As we transition from the two-dimensional case of finding a curve perpendicular to a vector field to
the three-dimensional case of finding a surface perpendicular to a vector field, we pause to consider
the simplest case of a rotationally symmetric vector field and surface. The solution to this problem
would be a curve that when rotated about the z-axis gives the surface with minimal difference
between its normal vectors and W. This problem is relevant not only as an academic example
relating the two- and three-dimensional cases, but also because rotationally symmetric mirrors are
the easiest to manufacture because they can be made with a lathe.
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Figure 4.6: Zoomed-in portion of comparison of solutions
4.2.1 Surface Integral Cost Functional for Rotationally Symmetric Case
Say we are given a vector field W : U → R3 that is rotationally symmetric. We wish to look for a
rotationally symmetric surface that is perpendicular to W. Our cost functional for this particular
problem is
F[σ] =
∫∫
σ
|W − n̂|2 dS,
evaluating the difference over the surface, where n̂ is the normal vector to the surface σ. We would
like to find
min
σ∈A
∫∫
σ
|W − n̂|2 dS
where A is some set of acceptable surface, for example the surfaces with a specified boundary.
We will make the following assumptions:
(i) The domain U is the disk centered at the origin with radius r1.
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(ii) σ is the surface resulting from the rotation of the curve z = u(r) about the z-axis. We
let r be the usual r =
√
x2 + y2. Thus σ(r) = (r cos θ, r sin θ, u(r)) in the usual rectangular
basis. This means that we will often talk about the “solution curve” rather than the “solution
surface”.
(iii) W is restricted so that in cylindrical coordinates W = Wr(r, z)er +Wz(r, z)ez, where er
and ez are cylindrical basis vectors, which ensures that W is rotationally symmetric and also
that for a point (r0, θ0, z0), W(r0, θ0, z0) lies in the half-plane θ = θ0. Notice that we use Wr
and Wz to denote the r and z components of the vector field, rather than partial derivatives.
(iv) The normal vector to σ at (r, θ, z) is
n̂ =
(−u′(r) cos θ,−u′(r) sin θ, 1)√
1 + (u′(r))2
in the rectangular basis, and
n̂ =
−u′(r)er + ez√
1 + (u′(r))2
in the cylindrical basis.
(v) We assume that W and n̂ are normalized, so that |W| = |n̂| = 1.
Taking these assumptions, we then have
F[σ] =
∫∫
σ
|W − n̂|2 dS
=
∫ 2pi
0
∫ r1
0
|W − n̂|2
√
1 + (u′(r))2 r dr dθ
=
∫ 2pi
0
∫ r1
0
(Wr(r, u) + u′√
1 + (u′)2
)2
+
(
Wz(r, u)− 1√
1 + (u′)2
)2√1 + (u′)2 r dr dθ
= 4pi
∫ r1
0
r
√
1 + (u′)2 + ru′Wr(r, u)− rWz(r, u) dr
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The Euler-Lagrange equation for such functionals is
Fu − ∂
∂r
Fu′ = 0.
Then
Fu = ru
′ ∂Wr
∂z
− r ∂Wz
∂z
Fu′ =
ru′√
1 + (u′)2
+ rWr
d
dr
[Fu′ ] =
u′ + u′3 + ru′′
(1 + u′2)3/2
+Wr + r
∂Wr
∂r
+ ru′
∂Wr
∂z
,
so the Euler-Lagrange equation is
u′ + u′3 + ru′′
r(1 + u′2)3/2
= −
(
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
2 mean curvature (σ) = −div(W) (in cylindrical coordinates)
As an example, consider the rotationally symmetric, normalized gradient field
W =
( −2r√
1 + 4r2
, 0,
1√
1 + 4r2
)
which has integral surfaces that are the paraboloids given by the rotation of z = r2 + c. In other
words, given two boundary points on the same curve, the solution to the differential equation should
be u(r) = r2 + c, which when rotated would give the paraboloid. The resulting z = u(r) curve
where the endpoints are forced to be (0.1, 0.01) and (1, 0.5) is shown in Figure 4.7, along with its
comparison to the purely two-dimensional solutions on Figure 4.8. The surface of revolution has a
cost of 0.3089.
Note that the rotationally symmetric cost functional is nearly identical to the curvature line
integral cost functional, other than the addition of the Jacobian r in cylindrical coordinates. This
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Figure 4.7: Rotationally symmetric functional example without an exact solution
Figure 4.8: Comparison of solutions to the two-dimensional problem using different methods
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makes the cost near the origin, with small r, count for less, while emphasizing the cost when r
is closer to 1. Thus u(r) is more non-perpendicular to W near the origin in order to be more
perpendicular when r is larger.
Figure 4.9: Solution curves with varying levels of regularization for a problem with forced
boundary conditions
Depending on the boundary values given for the problem, the differential equation from the
rotationally symmetric case does not always have a solution, [25], [26]. The solution curve can also
develop a sharp slope where r is small as discussed above. The addition of a regularizing term
α
2 |u′(r)|2 can help with both issues. Increasing α keeps the gradient of the surface from becoming
too large. The original Euler-Lagrange equations for the rotationally symmetric case are
u′ + u′3 + ru′′
r(1 + u′2)3/2
= −
(
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
or
d
dr
[
ru′√
1 + (u′)2
]
= −
(
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
.
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The weak form of this equation is
∫
d
dr
[
ru′√
1 + (u′)2
]
v(r) dr =
∫
−
(
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
v(r) dr
or ∫ (
ru′√
1 + (u′)2
)
v′(r) dr =
∫ (
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
v(r) dr
through integration by parts. To include the regularizing term, we want to minimize
∫ r1
0
α
2
|u′(r)|2 dr.
We calculate this over the interval rather than the surface integral for ease of calculation. This
integral is minimized when
αu′(r) = 0,
so the total weak form equation
∫ (
ru′ + αu′√
1 + (u′)2
)
v′(r) dr =
∫ (
1
r
Wr +
∂Wr
∂r
+
∂Wz
∂z
)
v(r) dr.
In Figure 4.9, we can see that increasing α smooths out the solution curves. In Figure 4.10, we
can see if the problem is given endpoints along the same integral curves, that this method converges
to the true solution of u(r) = r2 as α approaches 0. If we consider a vector field W with div(W) = 0,
then we are essentially looking for the surface with given boundaries that has a mean curvature of
zero. This is equivalent to finding the minimal surface with the given boundary, [32]. It is known
that this problem does not always have a solution. See [27], [28], [29], [30], and [31] for a more
complete treatment of the problem. A vector field
W(r, θ, z) =
(√
2
2
, 0,
√
2
2
)
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Figure 4.10: Solution curves with varying levels of regularization for a problem with boundary
conditions that allow a true solution
has div(W) = 0, which makes the strong form of the non-regularized differential equation
d
dr
[
ru′√
1 + (u′)2
]
= 0
or
ru′√
1 + (u′)2
= C,
where C is some constant. This can be solved with a computer algebra system to find solutions of
the form
u(r) = D + C ln
(
r +
√
r2 − C2
)
.
Depending on the prescribed boundary conditions, it not always possible to solve for the constants
C and D. With boundary conditions of (1, 1) and
(
2, 1− ln (2 +√3)) ≈ (2,−0.317), we can solve
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for constants C = −1 and D = 1 for a solution of
u(r) = 1− ln
(
r +
√
r2 − 1
)
.
Figure 4.11 shows that as α goes to 0, solutions curves with regularization approach this solution.
However, with boundary conditions (1, 1) and (2,−3), it is not possible to solve for C and D. Here
Figure 4.11: Solution curves to the zero mean curvature problem with varying levels of regu-
larization for a problem with boundary conditions that allow a true solution
the addition of the regularization term is necessary to find a solution to the differential equation.
Figure 4.12 shows solution curves with decreasing amounts of regularization. The curves seem to be
approaching
−3 + ln
(
2 +
√
3
)
− ln
(
r +
√
r2 − 1
)
≈ −1.68− ln
(
r +
√
r2 − 1
)
which would be the solution with boundary points of (1,−1.68) and (2,−3).
It is interesting to note the difference between the solutions to the divergence free vector field
problems in the rotationally symmetric case and the two-dimensional case. In the rotationally
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Figure 4.12: Solution curves to the zero mean curvature problem with varying levels of regu-
larization for a problem with forced boundary conditions
symmetric case of surfaces, solutions take the form of these catenoids, which is the expected shape
of soap films and surfaces of minimal area, [32], [33]. The minimal surface area problem with fixed
boundaries of perpendicular circles is equivalent to finding a surface with mean curvature equal to
zero. This problem has the solution of the catenoid, or two disconnected discs if the circles are at
a sufficient distance. The transition from catenoid to disc solution is where we see that the above
differential equation does not have a solution. However, in the two-dimensional case, the curve with
zero mean curvature is a straight line. So there is always a solution to the divergence free problem
in two dimensions, the line between the two boundary points.
4.3 The Passenger Side Mirror Problem
Moving now to the truly three-dimensional case, we wish to look for surfaces perpendicular to a
particular vector field, with no restrictions on the surfaces other than their boundary. We will
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consider the problem for a general field W and also look at the specific vector field that would give
a wide angle passenger side car mirror as an example. This is the vector field W that we described
in Chapter 1. For this particular vector field, we work over the region [−0.05, 0.05] × [−0.05, 0.05]
in the xy-plane.
4.3.1 Surface Integral Cost Functional in Three Dimensions
Say we are given any vector field W : U → R3. We look for a surface that is perpendicular to W. If
we evaluate the difference between the W and the normal vectors to the surface at each point along
the surface, our cost functional for this particular problem is
F[σ] =
∫∫
σ
|W − n̂|2 dS
where n̂ is the normal vector to the surface σ. We would like to find
min
σ∈A
∫∫
σ
|W − n̂|2 dS
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n̂ =
(−ux(x, y),−uy(x, y), 1)√
1 + (ux)2 + (uy)2
.
(iv) W and n̂ are normalized so that |W| = |n̂| = 1.
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With these assumptions, we then have
F[σ] =
∫∫
σ
|W − n̂|2 dS
= 2
∫∫
R
√
1 + u2x + u
2
y dA+
∫∫
R
(uxw1 + uyw2 − w3) dA

= 2(I + II)
The Euler-Lagrange equation for such functionals is
Fu − ∂
∂x
Fux −
∂
∂y
Fuy = 0.
Applying this to
I =
∫∫
R
√
1 + u2x + u
2
y dA
we get
Fu = 0
Fux =
ux√
1 + u2x + u
2
y
∂
∂x
Fux =
∂
∂x
[
ux(x, y)√
1 + ux(x, y)2 + uy(x, y)2
]
=
(1 + u2x + u
2
y)
1/2uxx − ux(1 + u2x + u2y)−1/2(uxuxx + uyuyx)
1 + u2x + u
2
y
=
(1 + u2y)uxx − uxuyuxy
(1 + u2x + u
2
y)
3/2
Fuy =
uy√
1 + u2x + u
2
y
∂
∂y
Fuy =
∂
∂y
[
uy(x, y)√
1 + ux(x, y)2 + uy(x, y)2
]
=
(1 + u2x + u
2
y)
1/2uyy − uy(1 + u2x + u2y)−1/2(uxuxy + uyuyy)
1 + u2x + u
2
y
=
(1 + u2x)uyy − uxuyuxy
(1 + u2x + u
2
y)
3/2
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Fu − ∂
∂x
Fux −
∂
∂y
Fuy = −
(1 + u2x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
= −2 mean curvature(σ)
Now we apply the Euler-Lagrange equations to
II =
∫∫
R
(uxw1 + uyw2 − w3) dA
to get
Fu =
∂
∂u
[uxw1(x, y, u(x, y)) + uyw2(x, y, u(x, y))− w3(x, y, u(x, y))]
=
∂w1
∂z
ux +
∂w2
∂z
uy − ∂w3
∂z
Fux = w1(x, y, u(x, y))
∂
∂x
Fux =
∂w1
∂x
+
∂w1
∂z
ux
Fuy = w2(x, y, u(x, y))
∂
∂y
Fuy =
∂w2
∂y
+
∂w2
∂z
uy
Fu − ∂
∂x
Fux −
∂
∂y
Fuy =
∂w1
∂z
ux +
∂w2
∂z
uy − ∂w3
∂z
−
(
∂w1
∂x
+
∂w1
∂z
ux +
∂w2
∂y
+
∂w2
∂z
uy
)
= −
(
∂w1
∂x
+
∂w2
∂y
+
∂w3
∂z
)
= −div(W)
Altogether, we want the Euler-Lagrange equations for I + II, so our final PDE is
−2 mean curvature(σ) + (−div(W)) = 0
or
mean curvature(σ) = −1
2
div(W).
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To use the weak form of the PDE, we have
∫∫
R
(1 + u2x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
φ(x, y) dA =
∫∫
R
−div(W)φ(x, y) dA
The left hand side of the equation came from
∂
∂x
 ux√
1 + u2x + u
2
y
+ ∂
∂y
 uy√
1 + u2x + u
2
y
 = ∇ · ∇u√
1 + |∇u|2 .
Now we can write the left hand side as
∫∫
R
∇ · ∇u√
1 + |∇u|2 φdA,
which becomes
−
∫∫
R
〈
∇u√
1 + |∇u|2 ,∇φ
〉
dA
through integration by parts and assuming φ(x, y) has compact support. So in the end we have the
weak form ∫∫
R
〈
∇u√
1 + |∇u|2 ,∇φ
〉
dA =
∫∫
R
div(W(x, y, u))φdA.
The Relationship Between Divergence and Mean Curvature
This relationship is not surprising. In his book on differential geometry, [33], do Carmo states that
the mean curvature of a surface z = u(x, y) with unit normals
n̂ =
(−ux,−uy, 1)√
1 + u2x + u
2
y
is
H =
1
2
(1 + u2x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
.
Our surface is the level curve of ϕ(x, y, z) = z − u(x, y). Let W be the normalized gradient field
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of ϕ, so
W =
∇ϕ
|∇ϕ| =
(−ux,−uy, 1)√
1 + u2x + u
2
y
.
Then we calculate the divergence
div(W) =
∂
∂x
 −ux√
1 + u2x + u
2
y
+ ∂
∂y
 −uy√
1 + u2x + u
2
y
+ ∂
∂z
 1√
1 + u2x + u
2
y

= − (1 + u
2
x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
Thus
H = −1
2
div(W).
This means that if there a surface perfectly perpendicular to W, that surface will solve the differential
equation.
So far, we have posed this problem as trying to find a surface perpendicular to a specified vector
field W. However, this relationship between mean curvature and divergence allows us to relate this
to the problem of prescribed mean curvature. Kazdan [34] frames the problem as given a function
H(x, y) = ∇ ·
(
∇u√
1 + |∇u|2
)
and a connected region Ω ⊂ R2, is there a surface z = u(x, y) having mean curvature H for all (x, y)
in Ω? If H is too large in some sense, there is an obstruction and the surface will not exist. Given
a region R ⊂ Ω integrating
∫∫
R
H(x, y) dx dy =
∫∫
∂R
∇u · n̂√
1 + |∇u|2 ds,
gives the obstruction ∣∣∣∣∣∣
∫∫
R
H(x, y) dx dy
∣∣∣∣∣∣ ≤ Length (∂R).
So if Ω is a disk of radius r, you cannot have H(x, y) ≥ 2r .
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The Relationship to the Rotationally Symmetric Case
If we revisit the rotationally symmetric case, now that we have a general partial differential equation,
to find a surface perpendicular to our vector field, we start with
(1 + u2x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
= −div(W) (in rectangular coordinates).
When we restrict to the rotationally symmetric case, we let u(x, y) = u
(√
x2 + y2
)
= u(r), so the
chain rule gives us the cylindrical coordinates
ux(x, y) = u
′(r) cos θ,
uy(x, y) = u
′(r) sin θ,
uxx =
u′(r) sin2 θ + ru′′(r) cos2 θ
r
,
uyy =
u′(r) cos2 θ + ru′′(r) sin2 θ
r
,
uxy =
sin θ cos θ(ru′′(r)− u′(r))
r
.
After some algebra, the equation reduces to
u′ + u′3 + ru′′
r(1 + u′2)3/2
= −div(W) (in cylindrical coordinates)
which matches the equation we had before.
Results from the Mean Curvature Cost Functional
We can use the FEniCS package of Python to solve the weak form of the mean curvature differential
equation for our passenger side vector field W. The main difficulty is that it is hard to find suitable
boundary conditions. Since the viewpoint is looking at the mirror along the positive z-axis, and the
reflection takes the line of vision along the positive x-axis, the rectangular boundary on the plane
z = −x is a reasonable choice. This gives us the mirror in Figure 4.13 that has cost 3.9728× 10−5.
There is a rather large amount of distortion in the corners. In general, a curved boundary
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Figure 4.13: Reflection of a checkerboard in the mirror from the mean curvature cost functional
with a rectangular boundary (left) and spherical boundary (right)
should work better. If we use the sphere with a radius of approximately 0.71515, centered at
(−0.506, 0 − 0.506) so that it passes through the origin, we have better results, with a cost of
2.1396× 10−5. This radius was found through experimentation.
The corners are slightly improved if we use the boundary from the mirror generated by the
method of eigensurfaces. This mirror has a cost of 4.0423 × 10−6. The cost of the eigensurface
mirror itself is 4.2197× 10−6.
Figure 4.14: Reflection of a checkerboard in the mirror from the mean curvature cost functional
with a boundary from the eigensurface mirror (left) and the original eigensurface mirror (right)
Chapter 4: Cost Functionals 4.3 The Passenger Side Mirror Problem
82
4.3.2 Hodge Cost Functional in Three Dimensions
We wish to compare these results with a variety of other cost functionals, as we did in the two-
dimensional case. For the Hodge cost functional, we evaluate the difference between W and the
normals to a particular surface σ over the volume of the region G. Our cost functional for this
particular problem is
F[σ] =
∫∫∫
G
|W − n|2 dV
where n is the normal vector to the surface σ. We would like to find
min
σ∈A
∫∫∫
G
|W − n|2 dV
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n = (−ux(x, y),−uy(x, y), 1).
(iv) We do not assume that W or n are normalized. However, in the following example, for
consistency, we will use the same normalized W.
(v) Since the integrand does not depend on z, we assume the region G is such that we can
write ∫∫∫
G
|W − n|2 dV = (z1 − z0)
∫∫
R
|W − n|2 dA
where R is the region in the xy-plane.
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So then we have
F[σ] = (z1 − z0)
∫∫
R
|W − n|2 dA
= (z1 − z0)
∫∫
R
W ·W + n · n− 2W · n dA
= (z1 − z0)
∫∫
R
w21 + w
2
2 + w
2
3 + u
2
x + u
2
y + 1 + 2(w1ux + w2uy − w3) dA
The Euler-Lagrange equation for such functionals is
Fu − ∂
∂x
Fux −
∂
∂y
Fuy = 0.
Applying this to the integrand F , we get
Fu = 2w1
∂w1
∂z
+ 2w2
∂w2
∂z
+ 2w3
∂w3
∂z
+ 2ux
∂w1
∂z
+ 2uy
∂w2
∂z
− 2∂w3
∂z
Fux = 2ux + 2w1
d
dx
Fux = 2uxx + 2
∂w1
∂x
+ 2ux
∂w1
∂z
Fuy = 2uy + 2w2
d
dy
Fuy = 2uyy + 2
∂w2
∂y
+ 2uy
∂w2
∂z
So altogether the equation is
uxx + uyy = −div(W) + w1 ∂w1
∂z
+ w2
∂w2
∂z
+ w3
∂w3
∂z
.
If W is a normalized gradient field, W = ∇φ|∇φ| where φ(x, y, z) = z − u(x, y), then W satisfies the
above equation.
Using this differential equation with the passenger side mirror vector field W gives the following
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results. The cost of the mirror with a rectangular boundary is 1.856 × 10−4, with a spherical
boundary is 1.958× 10−4, and with a boundary from the eigensurface mirror is 1.938× 10−4. It is
important to remember that these values cannot be directly compared to the cost values from the
mean curvature equation because they are being evaluated with a different cost functional. We hope
to someday find a more global method of comparison in future work.
Figure 4.15: Reflection of a checkerboard in the mirror from the Hodge cost functional with
a rectangular boundary (left) and spherical boundary (right)
Figure 4.16: Reflection of a checkerboard in the mirror from the Hodge cost functional with
a boundary from the eigensurface mirror
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4.3.3 Extended Hodge Functional in Three Dimensions
As in the two-dimensional case, we wish to somehow account for the potential difference in lengths
of W and n. We will again scale W by α to give a cost functional of
F[σ] =
∫∫∫
G
|αW − n|2 dV
where n is the normal vector to the surface σ. We would like to find
min
σ∈A
∫∫∫
G
|αW − n|2 dV
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n = (−ux(x, y),−uy(x, y), 1).
(iv) We do not assume that W or n are normalized. However, in the following example, for
consistency, we will use the same normalized W.
(v) Since the integrand does not depend on z, we assume the region G is such that we can
write ∫∫∫
G
|αW − n|2 dV = (z1 − z0)
∫∫
R
|αW − n|2 dA
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So we have
(z1 − z0)
∫∫
R
|αW − n|2 dA = (z1 − z0)
∫∫
R
(αW − n, αW − n) dA
= (z1 − z0)
∫∫
R
α2W ·W − 2αW · n + n · n dA
If we differentiate the integrand with respect to α we will see that the integrand is minimized
when
α =
W · n
W ·W .
Then we have
(z1 − z0)
∫∫
R
α2W ·W − 2αW · n + n · n dA
= (z1 − z0)
∫∫
R
(
W · n
W ·W
)2
W ·W − 2
(
W · n
W ·W
)
W · n + n · n dA
= (z1 − z0)
∫∫
R
(W · n)2
W ·W − 2
(W · n)2
W ·W + n · n dA
= (z1 − z0)
∫∫
R
n · n− (W · n)
2
W ·W dA
= (z1 − z0)
∫∫
R
u2x + u
2
y + 1−
(w1ux + w2uy − w3)2
w21 + w
2
2 + w
2
3
dA
If we make the additional assumption that W is normalized but n is not, this becomes
(z1 − z0)
∫∫
R
u2x + u
2
y + 1− (w1ux + w2uy − w3)2 dA.
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Applying the Euler-Lagrange equation
Fu − ∂
∂x
Fux −
∂
∂y
Fuy = 0
to the integrand F , we get
Fu = −2(w1ux + w2uy − w3)
(
ux
∂w1
∂z
+ uy
∂w2
∂z
− ∂w3
∂z
)
Fux = 2ux − 2w1(w1ux + w2uy − w3)
d
dx
Fux = 2uxx − 2
∂w1
∂x
(w1ux + w2uy − w3)
+ 2w1
(
uxxw1 + ux
∂w1
∂x
+ u2x
∂w1
∂z
+ uxyw2 + uy
∂w2
∂x
+ uxuy
∂w2
∂z
− ∂w3
∂x
− ux ∂w3
∂z
)
Fuy = 2uy − 2w2(w1ux + w2uy − w3)
d
dy
Fuy = 2uyy − 2
∂w2
∂y
(w1ux + w2uy − w3)
+ 2w2
(
uxyw1 + ux
∂w1
∂y
+ uxuy
∂w1
∂z
+ uyyw2 + uy
∂w2
∂y
+ u2y
∂w2
∂z
− ∂w3
∂y
− uy ∂w3
∂z
)
,
so altogether we have
uxx + uyy + w1
∂w3
∂x
+ w2
∂w3
∂y
− (w1ux + w2uy)
(
∂w1
∂z
ux +
∂w2
∂z
uy +
∂w1
∂x
+
∂w2
∂y
)
−w21uxx − w1
∂w1
∂x
ux − w1 ∂w2
∂x
uy − 2w1w2uxy − w2 ∂w1
∂y
ux − w2 ∂w2
∂y
uyw
2
2uyy = −w3div(W).
This can be rearranged into the weak form
∫∫
R
〈∇u− (w1, w2)(w1ux + w2uy − w3),∇φ〉 dA
=
∫∫
R
(w1ux + w2uy − w3)
(
ux
∂w1
∂z
+ uy
∂w2
∂z
− ∂w3
∂z
)
φdA.
If W is a normalized gradient field, W = ∇φ|∇φ| where φ(x, y, z) = z − u(x, y), then W satisfies
the above equation.
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Using this differential equation with the passenger side mirror vector field W gives the following
results. The cost of the mirror with a rectangular boundary is 5.746 × 10−6, with a spherical
boundary is 3.296× 10−6, and with a boundary from the eigensurface mirror is 6.043× 10−7.
Figure 4.17: Reflection of a checkerboard in the mirror from the extended Hodge cost func-
tional with a rectangular boundary (left) and a spherical boundary (right)
Figure 4.18: Reflection of a checkerboard in the mirror from the extended Hodge cost func-
tional with a boundary from the eigensurface mirror
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4.3.4 Normalized Hodge Functional in Three Dimensions
As another way to control for the difference in length between W and the normal vectors to the
surface σ, we can normalize both fields. Our cost functional for this particular problem is then
F[σ] =
∫∫∫
G
|W − n̂|2 dA
where n̂ is the unit normal vector to the surface σ. We would like to find
min
σ∈A
∫∫∫
G
|W − n̂|2 dA
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n̂ =
(−ux(x, y),−uy(x, y), 1)√
1 + (ux)2 + (uy)2
.
(iv) W and n̂ are normalized so that |W| = |n̂| = 1.
(v) Since the integrand does not depend on z, we assume the region G is such that we can
write ∫∫∫
G
|W − n̂|2 dV = (z1 − z0)
∫∫
R
|W − n̂|2 dA
So then we have
F[σ] = (z1 − z0)
∫∫
R
|W − n̂|2 dA
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= 2(z1 − z0)
∫∫
R
1−W · n̂ dA
= 2(z1 − z0)
∫∫
R
1 +
w1ux + w2uy − w3√
1 + u2x + u
2
y
dA.
The Euler-Lagrange equation for such functionals is
Fu − ∂
∂x
Fux −
∂
∂y
Fuy = 0.
Applying this to the integrand F , we get
Fu =
ux
∂w1
∂z + uy
∂w2
∂z − ∂w3∂z√
1 + u2x + u
2
y
Fux =
w1(1 + u
2
x + u
2
y)− ux(w1ux + w2uy − w3)(
1 + u2x + u
2
y
)3/2
Fuy =
w2(1 + u
2
x + u
2
y)− uy(w1ux + w2uy − w3)(
1 + u2x + u
2
y
)3/2
which altogether becomes
ux
(
ux
∂w1
∂x + uy
∂w2
∂x − ∂w3∂x
)
+ uy
(
ux
∂w1
∂y + uy
∂w2
∂y − ∂w3∂y
)
+
(
u2x + u
2
y
) (
ux
∂w1
∂z + uy
∂w2
∂z − ∂w3∂z
)
1 + u2x + u
2
y
+
2w1 (uxuxx + uyuxy) + 2w2(uxuxy + uyuyy)
1 + u2x + u
2
y
− div(W)
+
(uxw1 + uyw2 − w3)((uxx + uyy)(1 + u2x + u2y)− 3(u2x + 2uxuxyuy + u2yuyy))
(1 + u2x + u
2
y)
2
= 0.
This can be rearranged into the weak form
∫∫
R
〈
(w1, w2)√
1 + u2x + u
2
y
− ∇u(w1ux + w2uy − w3)(
1 + u2x + u
2
y
)3/2 ,∇φ
〉
dA =
∫∫
R
ux
∂w1
∂z + uy
∂w2
∂z − ∂w3∂z√
1 + u2x + u
2
y
φdA.
If W is a normalized gradient field, W = ∇φ|∇φ| where φ(x, y, z) = z − u(x, y), then W satisfies the
above equation.
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Using this differential equation with the passenger side mirror vector field W gives the following
results. The cost of the mirror with a rectangular boundary is 2.745 × 10−6, with a spherical
boundary is 1.397× 10−6, and with a boundary from the eigensurface mirror is 2.718× 10−7.
Figure 4.19: Reflection of a checkerboard in the mirror from the normalized Hodge cost
functional with a rectangular boundary (left) and a spherical boundary (right)
Figure 4.20: Reflection of a checkerboard in the mirror from the normalized Hodge cost
functional with a boundary from the eigensurface mirror
4.3.5 Cost Functional Using the Cross Product
Another way of testing whether two vectors point in the same direction is to take their cross product.
If W × n = 0 then W and n will point in the same direction, and if |W × n| is minimized, then
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the difference between their directions will also be minimized. We can evaluate the cross product in
over the volume of the region to get the cost functional
F[σ] =
∫∫∫
G
|W × n|2 dV
where n̂ is the normal vector to the surface σ. We would like to find
min
σ∈A
∫∫∫
G
|W × n|2 dV
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n = (−ux(x, y),−uy(x, y), 1).
(iv) We do not assume that W or n are normalized. However, in the following example, for
consistency, we will use the same normalized W.
(v) Since the integrand does not depend on z, we assume the region G is such that we can
write ∫∫∫
G
|W × n|2 dV = (z1 − z0)
∫∫
R
|W × n|2 dA.
With these assumptions, we get
(z1 − z0)
∫∫
R
|W × n|2 dA = (z1 − z0)
∫∫
R
| (w2 + uyw3,−w1 − uxw3,−uyw1 + uxw2) |2 dA
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= (z1 − z0)
∫∫
R
(w2 + w3uy)
2 + (w1 + w3ux)
2 + (w2ux − w1uy)2 dA.
Applying the Euler-Lagrange equation to the integrand Fu − ddxFux − ddyFuy , the pieces are
Fu = 2(w2 + w3uy)
(
∂w2
∂z
+ uy
∂w3
∂z
)
+ 2(w1 + w3ux)
(
∂w1
∂z
+ ux
∂w3
∂z
)
+ 2(w2ux − w1uy)
(
ux
∂w2
∂z
− uy ∂w1
∂z
)
Fux = 2w3(w1 + w3ux) + 2w2(w2ux − w1uy)
Fuy = 2w3(w2 + w3uy)− 2w1(w2ux − w1uy)
which can be rearranged into the weak form
∫∫
R
〈
w23∇u+ w3(w1, w2) + (w2ux − w1uy)(w2,−w1),∇φ
〉
dA
=
∫∫
R
−
(
(w2 + w3uy)
(
∂w2
∂z
+ uy
∂w3
∂z
)
+ (w1 + w3ux)
(
∂w1
∂z
+ ux
∂w3
∂z
)
+(w1 + w3ux)
(
∂w1
∂z
+ ux
∂w3
∂z
))
φdA.
If W is a gradient field, W = ∇φ where φ(x, y, z) = z−u(x, y), then W satisfies the above equation.
Using this differential equation with the passenger side mirror vector field W gives the following
results. The cost of the mirror with a rectangular boundary is 5.746 × 10−6, with a spherical
boundary is 3.296× 10−6, and with a boundary from the eigensurface mirror is 6.043× 10−7.
4.3.6 Cost Functional Using a Weighting Function
As can be seen in the results of previous sections, the success of the mirrors is highly dependent on
the given boundary conditions. In the next two sections, we will looks at ways to get around this
issue. First, we realize that we mostly care about the quality of the mirror in the center, and care
less along the boundary. So we can multiply the difference |W − n̂|2 by a scalar function c(x, y)
that is greater in value in the center of the region. This weighting function could be applied to any
of the previous methods, but we will examine it with the surface integral mean curvature method.
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Figure 4.21: Reflection of a checkerboard in the mirror from the cross product cost functional
with a rectangular boundary (left) and a spherical boundary (right)
Figure 4.22: Reflection of a checkerboard in the mirror from the cross product cost functional
with a boundary from the eigensurface mirror
Chapter 4: Cost Functionals 4.3 The Passenger Side Mirror Problem
95
Thus our new cost functional for this particular problem is
F[σ] =
∫∫
σ
c(x, y)|W − n̂|2 dS
where n̂ is the normal vector to the surface σ and c(x, y) is a scalar function that weights the cost.
We would like to find
min
σ∈A
∫∫
σ
c(x, y)|W − n̂|2 dS
where A is some set of acceptable surfaces with a particular boundary.
We will make the following assumptions:
(i) σ is a graph z = u(x, y).
(ii) W = (w1(x, y, z), w2(x, y, z), w3(x, y, z)),
so W(σ) = (w1(x, y, u(x, y)), w2(x, y, u(x, y)), w3(x, y, u(x, y))).
(iii) The normal vector to σ at (x, y) is
n̂ =
(−ux(x, y),−uy(x, y), 1)√
1 + (ux)2 + (uy)2
.
(iv) W and n̂ are normalized so that |W| = |n̂| = 1.
So then we have
F[σ] =
∫∫
σ
c(x, y)|W − n̂|2 dS
=
∫∫
σ
c(x, y)
(|W|2 + |n̂|2 − 2(W · n̂)) dS
= 2
∫∫
σ
c(x, y) (1−W · n̂) dS
= 2
∫∫
R
c(x, y)
[
1− −uxw1 − uyw2 + w3√
1 + (ux)2 + (uy)2
]√
1 + u2x + u
2
y dA
= 2
∫∫
R
c(x, y)
√
1 + u2x + u
2
y + c(x, y)(uxw1 + uyw2 − w3) dA

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The Euler-Lagrange equation for such functionals is
Fu − ∂
∂x
Fux −
∂
∂y
Fuy = 0.
Applying this to our integrand F we get
Fu = c
(
∂w1
∂z
ux +
∂w2
∂z
uy − ∂w3
∂z
)
Fux =
cux√
1 + u2x + u
2
y
+ cw1
∂
∂x
Fux =
c
(
(1 + u2y)uxx − uxuyuxy
)
(1 + u2x + u
2
y)
3/2
+
cxux√
1 + u2x + u
2
y
+ c
(
∂w1
∂x
+
∂w1
∂z
ux
)
+ cxw1
Fuy =
cuy√
1 + u2x + u
2
y
+ cw2
∂
∂y
Fuy =
c
(
(1 + u2x)uyy − uxuyuxy
)
(1 + u2x + u
2
y)
3/2
+
cyuy√
1 + u2x + u
2
y
c
(
∂w2
∂y
+
∂w2
∂z
uy
)
+ cyw2.
Altogether we have the differential equation
−c (1 + u
2
x)uyy − 2uxuyuxy + (1 + u2y)uxx
(1 + u2x + u
2
y)
3/2
− cxux + cyuy√
1 + u2x + u
2
y
− c
(
∂w1
∂x
+
∂w2
∂y
+
∂w3
∂z
)
− cxw1 − cyw2 = 0
or
−2 c mean curvature(σ)− cxux + cyuy√
1 + u2x + u
2
y
= cdiv(W) + cxw1 + cyw2.
Using this differential equation with the passenger side mirror vector field W and the weighting
function
c(x, y) = e−1000x
2−1000y2
gives the following results in Figure 4.23. The corners are more distorted, so the overall cost is
higher, but the squares in the center are less distorted.
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Figure 4.23: Reflection of a checkerboard in the mirror from the weighted cost functional with
a rectangular boundary (left) and a spherical boundary (right)
Figure 4.24: Reflection of a checkerboard in the mirror from the weighted cost functional with
a boundary from the eigensurface mirror
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4.3.7 A Method for Finding a Boundary Function
Even with the addition of a weighting function to the cost functional, the mirror with the boundary
from the eigensurface mirror looks less distorted than the mirror with a rectangular boundary.
Ideally, we would like our method of generating a mirror to be independent from other methods and
be able to start with a rectangular boundary. One way of doing this is to start with a rectangular
boundary on a larger scale than necessary, for example the xy-region [−0.1, 0.1]× [−0.1, 0.1], instead
of the usual region [−0.05, 0.05] × [−0.05, 0.05]. This change scales the side length by two. Then
we cut out the center of the resulting larger mirror over the desired smaller region. The results are
an improvement to a fixed rectangular boundary, but there is a point of diminishing returns where
a larger initial domain does not lead to better results. The examples below are generated with the
mean curvature cost functional, but could be applied to any of the methods.
Figure 4.25: Reflection of a checkerboard in the mirror cut out from a rectangular boundary
scaled by 2 (left) and from a rectangular boundary scaled by 3 (right)
A similar thing can be done with the weighted mean curvature cost functional. This combination
makes sense, because the weighting function moves some of the distortion to the boundary of the
larger scaled region, which is then cut off.
Instead of just cutting a mirror of the proper size from a mirror with a larger rectangular
boundary, we can use the larger mirror to find a boundary over the desired region, and the solve the
differential equation a second time with the new, properly sized, boundary as the starting conditions.
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Figure 4.26: Reflection of a checkerboard in the mirror cut out from a rectangular boundary
scaled by 4 (left) and from a rectangular boundary scaled by 6 (right)
Figure 4.27: Reflection of a checkerboard in the mirror from the weighted cost functional cut
out from a rectangular boundary scaled by 2 (left) and from a rectangular boundary scaled by
3 (right)
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Figure 4.28: Reflection of a checkerboard in the mirror from the weighted cost functional cut
out from a rectangular boundary scaled by 4 (left) and from a rectangular boundary scaled by
6 (right)
This can be done with both the non-weighted and weighted mean curvature cost functionals. With
the weighted functional, the weighting function is adjusted slightly so that it better covers the new
domain.
Figure 4.29: Reflection of a checkerboard in the mirror cut out from a rectangular boundary
with a two step process scaled by 2 (left) and from a rectangular boundary scaled by 3 (right)
Since the two step process using the weighted mean curvature functional leads to somewhat
strange looking borders, we can try using the weighted cost functional for the first round with
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Figure 4.30: Reflection of a checkerboard in the mirror from the weighted cost functional
cut out from a rectangular boundary with a two step process scaled by 2 (left) and from a
rectangular boundary scaled by 3 (right)
a larger region, and then switch to the non-weighted cost functional for the second round. This
produces a mirror that is nearly comparable to the mirror using the eigensurface mirror boundary,
but does not rely on any other method. The mirror from this adapted two step process from a
rectangular boundary has a cost of 5.0958 × 10−6, which is only a little more than 4.0423 × 10−6,
the cost of the mirror with a boundary from the eigensurface mirror.
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Figure 4.31: Reflection of a checkerboard in the mirror with boundary cut from the weighted
cost functional with a rectangular boundary scaled by 2, and then the process runs a second
time with an unweighted mean curvature cost functional (left) and a the mirror from the original
mean curvature cost functional process with a boundary from the mirror from the eigensurface
process (right)
Chapter 4: Cost Functionals 4.3 The Passenger Side Mirror Problem
103
Chapter 5: Conclusion
In this thesis, we showed how we use vector fields to describe an optical design problem. Then
we looked at how to determine whether or not a given vector field has perpendicular surface, or
exact solution to the optical design problem. In doing this, we have examined the useful quantity
curl(W) ·W and used it to show that if curl(W) ·W is bounded away from zero on an open set,
then there is a lower bound on the maximum of the error between the normal vectors of any surface
and the vector field. Additionally, if curl(W) ·W is bounded near zero, we have an upper bound
on the same error. We also looked at the isolated solutions that occur when curl(W) ·W = 0 on a
surface rather than on open set. We presented several physical examples of vector fields that have
both true and false isolated solution and also considered isolated solutions on a more theoretical
level when looking at linear vector fields.
In the case that no exact perpendicular surface to a vector field exists, we showed two types of
constructions for an approximate solution to the optical design problem. The first was the method
of eigensurfaces. In this method we fix two viewpoints and wish to construct a mirror and surface
so that the reflection of the surface in the mirror, seen by the first viewpoint, is the “same” (up
to scaling or reflection) as the direct view of the surface by the second viewpoint. We considered
the case of a rotationally symmetric mirror with viewpoints on the axis of symmetry, which always
has a corresponding eigensurface, and the more general case, which does not always have an exact
solution. The method of eigensurfaces allowed us to adapt the vector field of an optical design
problem into a parametrized vector field.
The second method for constructing an approximate solution was the method of cost functionals.
In this method we used the cost functional
∫∫
σ
|W − n̂|2 dS,
104
or a variation, to measure the difference between the normals to a particular surface sigma and our
vector field. We then used the Finite Element Method to find a solution to the resulting Euler-
Lagrange equations. We also looked at the relationship between this problem and the problem of
prescribed curvature. The advantage of this method is that the cost functional gives is a way to
numerically measure the inexactness of an approximate solution. The disadvantage of the method
is the high dependence of solution on the boundary values given for the differential equation. We
have shown several ways of adapting the method to accommodate this difficulty.
Throughout this thesis, we have used the passenger side vehicle mirror as a motivating example.
We constructed various mirrors that have a sufficiently wide field of view. While we can use the
method of cost functionals to measure the numeric distortion of these mirrors, we have yet to find a
human measure of distortion show the advantage of the constructed mirrors over a spherical mirror.
We hope to do so in future research. The passenger side vehicle mirror is an interesting example to
study, since there are fewer restrictions than on the driver’s side mirror and there are studies being
done on the effectiveness of different mirrors for lane changing safety, [35].
Overall, these topics have applications, beyond motor vehicles, in optical geometry with respect
to mirror design and optical distortion and will hopefully lead to fruitful research and further appli-
cations.
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