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LOCAL NULL CONTROLLABILITY OF THE CONTROL-AFFINE
NONLINEAR SYSTEMS WITH TIME-VARYING DISTURBANCES.
DIRECT CALCULATION OF THE NULL CONTROLLABLE
REGION
ROBERT VRABEL
Abstract. The problem of local null controllability for the control-affine nonlinear
systems x˙(t) = f(x(t))+Bu(t)+w(t), t ∈ [0, T ] is considered in this paper. The prin-
cipal requirements on the system are that the LTI pair ((∂f/∂x)(0), B) is control-
lable and the disturbance is limited by the constraint |f(0)+w(t)| ≤Md
(
1− t
T
)η
,
Md ≥ 0 and η > 0. These properties together with one technical assumption yield a
complete answer to the problem of deciding when the null controllable region have
a nonempty interior. The criteria obtained involve purely algebraic manipulations
of vector field f, input matrix B and bound on the disturbance w(t). To prove
the main result we have derived a new Gronwall-type inequality allowing the fine
estimates of the closed-loop solutions. The theory is illustrated and the efficacy
of proposed controller is demonstrated by the examples where the null controllable
region is explicitly calculated. Finally we established the sufficient conditions to be
the system under consideration (with w(t) ≡ 0) globally null controllable.
1. Introduction
In this paper we will concern ourselves with the problem of null controllability of
the nonlinear systems of the form
x˙(t) = f(x(t)) +Bu(t) + w(t), t ∈ [0, T ], x(0) = x0 ∈ R
n, (1)
where x(t) ∈ Rn is the state variable, u(t) ∈ Rm is the control input and w(t) ∈ Rn
represents the total disturbance (unmodelled system dynamics, uncertainty, overall
external disturbances that affect the system, etc.) which is potentially unknown but
with known magnitude constraint |f(0)+w(t)| ≤Md
(
1− t
T
)η
for some T, Md ≥ 0 and
η > 0, specified below in the proof of Lemma 3.1. The function f is C2 on Rn and B is
an n×m constant matrix. We establish the sufficient conditions for the existence and
the method for determining null controllable region X0 in the sense of the definitions
below. Henceforth, we use the following notations: The n×n matrix (∂f/∂x)(0) is a
Jacobian matrix of the vector field f(x) evaluated at x = 0 and an upper dot indicates
a time derivative. The superscript ′ T ′ is used to indicate transpose operator. We
denote by | · | the Euclidean norm and by || · || a matrix norm induced by the Euclidean
norm of vectors, ||A|| = max|x|=1 |Ax|. It is well-known, see e. g. [1], that this norm
is equivalent to the spectral norm for matrices, ||A|| =
√
λmax(ATA). The real part
of a complex number z is denoted by ℜ(z). Further, we shall always assume that the
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domain of existence of trajectories for the control system (1) is at least the interval
[0, T ] for every x0, every continuous input u(t) and the continuous disturbance w(t)
satisfying the constraint above.
The properties of the systems related to controllability have been analyzed by many
researchers for different meaning, among them the concept of null controllability. We
will use the following definition from [2] that we modified for our purposes.
Definition 1.1. The system (1) is said to be locally null controllable if there
exists an open neighborhood X0 of the origin in R
n and a finite time T > 0 such that,
to each x0 ∈ X0, there corresponds a continuous function u : [0, T ] → R
m such that
the solution x(t) of (1) determined by this u = u(t) and x(0) = x0 satisfies x(T ) = 0.
In general, the concept of controllability is defined as an open-loop control, but in
many situations a state feedback control is preferable. The definition is as follows.
Definition 1.2. The system (1) is said to be locally null controllable by a state
feedback controller if there exists an open neighborhood X0 of the origin in R
n and
a finite time T > 0 such that, to each x0 ∈ X0, there corresponds a continuous control
law v(x, t) such that the solution x(t) of (1) determined by u = v(x, t) and x(0) = x0
satisfies x(T ) = 0.
The majority of results for controllability have been established for linear time-
invariant (LTI) systems x˙ = Ax + Bu, where Kalman [3], [4] has shown that a
necessary and sufficient condition for global (X0 = R
n) null controllability is
rank
(
B,AB, . . . , An−1B
)
= n,
or equivalently, the controllability Gramian matrix Wc(t1),
Wc(t1) ,
t1∫
0
P (t)BBTP T (t)dt,
is invertible for any t1 > 0. Here P (t) = e
At is a fundamental matrix of homogeneous
system x˙ = Ax.
The situation is more delicate for linear time-variant (LTV) systems x˙ = A(t)x +
B(t)u. Although there is a well-known Gramian matrix-based criterion for the (global)
null controllability of such systems, but for a general LTV system there is no analytical
expression that expresses P (t) as a function of A(t). Nevertheless, in [5] (Theorem 2. 1)
has been proved that small perturbations V (t) and B(t) of constant matrices A and
B, respectively, preserves the (global) null controllability.
In terms of nonlinear system controllability, one of the most important results
in this field was derived by Lee and Markus [6], [7]. The result states that if a
linearized system x˙ = Ax+Bu at an equilibrium point (0, 0) [A = (∂f/∂x)(0, 0) and
B = (∂f/∂u)(0, 0)] is controllable, then there exists a local controllable area of the
original nonlinear system x˙ = f(x, u) around this equilibrium point.
Later, it turned out that that fact is also true in the case when the linearized
system is time-varying [8, p. 127] and this result gives us a good reason to locally
use linearized system instead of the original nonlinear system. In particular, this
applies when (i) the system is linearized around equilibrium point, in which case the
matrices A, B are constants, and the controllability of LTI systems is easy to verify,
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or (ii) the results of global controllability do not hold or are not easy to be obtained.
The drawback of this approach is that the fundamental theorems do not refer on
the region where we can use the linearized systems instead of the original nonlinear
systems. Some of the few papers concerning with this topic are [9] and [10], or [11]
for LTI systems with a constrained input.
Completely different principles and techniques than those based on the linearization
around the trajectory of control system are behind the geometric control theory. This
theory, for the time-invariant systems x˙ = f(x, u), establishes a connection between
the Lie algebras of vector fields and the sets of points reachable by following flows of
vector fields. For your reference, see e. g. the pioneering works [12], [13], [14], [15], [16]
and [17] or the now classical monographs [18], [19], [20]. The standard assumption
that is made throughout these works is that f is an analytic function of the variable
x. This analyticity assumption cannot be relaxed without destroying the theory as
was carefully analyzed and emphasized in [21].
Unfortunately, none of this theories is not applicable to the systems considered in
present paper in general, and to the best of our knowledge, there has been probably
very limited (if any) research on null controllability of nonlinear systems with time-
varying disturbances, and thus, this topic does not seem to have been well studied
until now. Moreover, the technique of the proof of Lemma 3.1 (Section 3) allows us
to explicitly estimate the null controllable region (Example 4.1).
In the following section, we formulate the technical result, the new Gronwall-type
inequality, used in the proof of Lemma 3.1 providing a quantitative estimate of the
solutions to system (1) on the interval [0, T ].
2. Technical result: Gronwall-type inequality
Lemma 2.1. (Compare with [22, p. 35]) If u1, v1, w1 ≥ 0, if c1 is a positive constant,
and if
u1 ≤ c1 +
t∫
0
(u1v1 + w1)dt1 (2)
then
u1 ≤ e
∫ t
0
v1dt1
[
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)]
, ∀t ≥ 0, ∀ρ > 0. (3)
Proof. From (2) and the inequality ez ≥ z +1 for z =
∫ t
0
w1
ρ
≥ 0 we have for all ρ > 0
u1 ≤ c1 + ρe
∫ t
0
w1
ρ
dt1 − ρ+
∫ t
0
u1v1dt1 (4)
which implies
u1
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)
+
∫ t
0
u1v1dt1
≤ 1.
Multiplying this with v1 ≥ 0 we obtain
u1v1
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)
+
∫ t
0
u1v1dt1
≤ v1
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and
u1v1 + w1e
∫ 1
0
w1
ρ
dt1
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)
+
∫ t
0
u1v1dt1
≤ v1 +
w1e
∫ t
0
w1
ρ
dt1
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
) .
Integrating both sides between 0 and t we have
ln
[
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)
+
∫ t
0
u1v1dt1
]
− ln c1
≤
∫ t
0
v1dt1 + ln
[
c1 + ρ
(
e
∫ t
0
w1
ρ
dt1 − 1
)]
− ln c1.
Converting this to exponential form and taking into considerations (4), the inequality
becomes (3). 
3. The auxiliary lemmas and main result
3.1. Part I: The existence of controller from Definition 1.2 for (1). To prove
the existence of the controller we will proceed as follows. By using the time rescaling
t(τ) = T (1− e−ωτ ) , the original problem
dx(t)
dt
= f(x(t)) +Bu(t) + w(t), x(0) = x0, x(T ) = 0
is transformed to the problem of asymptotic stabilizability of
da(τ)
dτ
= Tωe−ωτ (f(0) + Aa(τ) +Bb(τ) +R2(a) + d(τ)) , a(0) = x0, (5)
where a(τ) = x(t(τ)), b(τ) = u(t(τ)) and d(τ) = w(t(τ)). The matrix A = (∂f/∂x)(0)
is the Jacobian matrix and R2(a) denotes a Taylor remainder. Let us now substitute
b(τ) =
1
Tω
eωτKa(τ) (6)
into the equation (5); here K represents an m× n constant gain matrix. We obtain
da
dτ
= (A+BK)︸ ︷︷ ︸
,Acl
a+ Tωe−ωτA︸ ︷︷ ︸
,B˜(τ)
a
+ Tωe−ωτR2(a)− Aa+ Tωe
−ωτ (f(0) + d(τ))︸ ︷︷ ︸
,R˜ω(a,τ)
,
=
(
Acl + B˜(τ)
)
a+ R˜ω(a, τ).
It is easy to check that
∞∫
0
||B˜(τ)||dτ = T ||A|| <∞.
Since R2(a) is clearly O(|a|
2) as a→ 0 we can find the number ε > 0 and the constant
Γ0 > ||A|| such that
|R˜ω(a, τ)| ≤ Γ0|a|+ Tωe
−ωτ |f(0) + d(τ)| for |a| ≤ ε. (7)
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The pair (A,B) is assumed to be controllable therefore
||eAclτ || ≤ k1e
−λ˜(K)τ for τ ≥ 0, (8)
where
λ˜(K) , −max {ℜ (λi) , i = 1, . . . , n : λi be an eigenvalue of Acl} (9)
and k1 = k1(λ1, . . . , λn) is no less than unity ([1, p. 101]). The coefficient λ˜(K) may
be chosen provisionally arbitrarily, but with all ℜ (λi) < 0 and λi 6= λj for i 6= j.
The admissible range of the values λ˜(K) is given in (14) below. Now we consider an
auxiliary system
da˜
dτ
= Acla˜+ B˜(τ)a˜ (10)
and its solution obtained by variation of parameters
a˜(τ) = eAclτ a˜(0) +
τ∫
0
eAcl(τ−s)B˜(s)a˜(s)ds.
Hence we have an estimate
|a˜(τ)| ≤ k1e
−λ˜τ |a˜(0)|+
τ∫
0
k1e
−λ˜(τ−s)||B˜(s)|||a˜(s)|ds.
Multiplying this with eλ˜τ and substituting |a˜(τ)|eλ˜τ by u1(τ) we get the following
inequality for u1 :
u1(τ) ≤ k1u1(0) +
τ∫
0
k1u1(s)||B˜(s)||ds.
Using Lemma 2.1 with w1 ≡ 0, that is, the classical Gronwall inequality, we obtain
u1(τ) ≤ k1u1(0)e
τ∫
0
k1||B˜(s)||ds
or
|a˜(τ)| ≤ k1|a˜(0)|e
−λ∗τ where − λ∗ , k1T ||A|| − λ˜.
Let Φ(τ, s) = P (τ)P−1(s), where P is a fundamental matrix of (10), is its state
transition matrix. As was proved in [1, p. 102],
||Φ(τ, s)|| ≤ k1e
−λ∗(τ−s) (11)
for all τ, s such that τ ≥ s. Thus the solution a(τ) of (5) may be expressed as
a(τ) = Φ(τ, 0)a(0) +
τ∫
0
Φ(τ, s)R˜ω(a(s), s)ds,
and taking into consideration (7) and (11), we obtain an estimate
|a(τ)|eλ
∗τ ≤ k1|a(0)|+
τ∫
0
(
k1Γ0e
λ∗s|a(s)|+ k1Tωe
(λ∗−ω)s|f(0) + d(s)|
)
ds.
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By applying Lemma 2.1 with c1 = k1|a(0)| = k1|x0|, u1 = |a(τ)|e
λ∗τ , v1 = k1Γ0,
w1 = k1Tωe
(λ∗−ω)τ |f(0) + d(τ)| and ρ =product of those parameters from the set
{k1, T, ω} that are greater than 1, and multiplying the result by e
−λ∗τ we have
|a(τ)| ≤ e−λ
∗∗τ
[
k1|x0|+ ω
(
ek1T
∫ τ
0 e
(λ∗∗+k1Γ0−ω)s|f(0)+d(s)|ds − 1
)]
,
where −λ∗∗ , k1Γ0 − λ
∗. Taking into account the example illustrating the theory
and without loss of generality we have used in the previous step ρ = ω, which is
the right choice for k1 = 1, T = 1 and ω = 2. At this point, it turns out one of
the benefits of this variant of Gronwall-type inequality, namely, we can manipulate
with the parameters ω, k1 and T to be not in the exponent, which can be especially
relevant in the calculation of (as large as possible radius µ of the ball contained
in) the null controllable region, see the equation (17) below. The above-described
simple rule for determining the parameters from {k1, T, ω} that should remain or be
removed from the exponent follows directly by comparing the graphs of the functions
y1(ξ) = e
αξ − 1 and y2(ξ) = (e
α − 1) ξ on the interval [0,∞) for an arbitrary but
fixed parameter α > 0, where we find out that y1(ξ) − y2(ξ) < 0 for ξ ∈ (0, 1) and
y1(ξ)− y2(ξ) > 0 for ξ ∈ (1,∞) independently on the value of α. Now, if
|f(0) + d(τ)| ≤Mde
δτ , Md ≥ 0, δ ∈ R, τ ≥ 0, (12)
then
|a(τ)| ≤ e−λ
∗∗τ
[
k1|x0|+ ω
(
ek1TMd
∫ τ
0 e
(λ∗∗+k1Γ0−ω+δ)sds − 1
)]
. (13)
Hence the solution a(τ)→ 0 for τ →∞ if
λ∗∗ > 0 which is equivalent to λ˜ > k1 (Γ0 + T ||A||)
and at the same time, if
λ∗∗ + k1Γ0 − ω + δ < 0, that is, λ˜ < k1T ||A||+ ω − δ.
Thus, λ˜ = λ˜(K) in (9) must satisfy
k1(Γ0 + T ||A||) < λ˜ < k1T ||A||+ ω − δ, (14)
where the parameter ω is such that this inequality has meaning. Clearly, for Md = 0
this inequality reduced to only its left-hand side. Thus, we get the final estimate of
a(τ) in the form
|a(τ)| ≤ e−λ
∗∗τ
[
k1|x0|+
(
e−
k1TMd
γ − 1
)
ω
]
for all τ ≥ 0, (15)
where
λ∗∗ = λ˜− k1 (Γ0 + T ||A||) > 0, γ = λ
∗∗ + k1Γ0 − ω + δ < 0,
and |x0| is such that for all τ ≥ 0 is |a(τ)| ≤ ε; the parameter ε is defined in (7).
Analyzing (15), this is satisfied if
k1|x0|+
(
e−
k1TMd
γ − 1
)
ω ≤ ε. (16)
So X0 contains an open ball {x0 ∈ R
n : |x0| < µ} , where µ > 0 is a solution of the
equation
k1µ+
(
e−
k1TMd
γ − 1
)
ω = ε. (17)
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Now, the estimate for solution x(t) of the original system (1) we obtain by backward
substitution τ = 1
ω
ln
(
T
T−t
)
in (15):
|x(t)| ≤
(
1−
t
T
)λ∗∗/ω [
k1|x0|+
(
e−
k1TMd
γ − 1
)
ω
]
. (18)
Because this inequality holds for every x0 ∈ R
n satisfying |x0| ≤ µ the system is
locally null controllable by continuous state feedback controller
u = vω(x, t) =
(
1
T − t
)
Kx
ω
, t ∈ [0, T ], (19)
obtained from (6) by the same substitution as above.
3.2. Part II: Boundedness of controller. The controllers defined by the equality
(19) could be potentially unbounded in the left neighborhood of t = T. In this part,
we determine the sufficient conditions guaranteeing the boundedness of this controller
on the whole interval [0, T ]. Obviously, from the inequality (18) and (19) follows that
this is satisfies if λ∗∗/ω ≥ 1. From definition of the coefficient λ∗∗ and (14) we have
that λ∗∗ ∈ (0, ω − δ − k1Γ0) for Md > 0 and λ
∗∗ ∈ (0,∞) for Md = 0 because the
expression in the parentheses of the estimate (13) is identically zero in the second
case. Hence λ∗∗/ω ∈ (0, 1 − δ+k1Γ0
ω
) or λ∗∗/ω ∈ (0,∞), respectively, so that the
necessary condition to be λ∗∗/ω ≥ 1 is δ < −k1Γ0, and (12) implies the inequality
|f(0) + w(t)| ≤Md
(
1− t
T
)−δ/ω
for t ∈ [0, T ].
Summarizing the above findings, we reach the following conclusion.
Lemma 3.1. Let us consider the control system (1). Assume that
(H1) the LTI pair (A,B) , A = (∂f/∂x)(0), is controllable;
(H2) there exist the constants λ˜ > 0, ω > 0, δ < 0 and time T such that
k1(Γ0 + T ||A||) + ω ≤ λ˜ ≤ k1T ||A||+ ω − δ (for Md > 0) (20)
or
k1(Γ0 + T ||A||) + ω ≤ λ˜ (for Md = 0);
(H3) |f(0) + w(t)| ≤ Md
(
1− t
T
)−δ/ω
, t ∈ [0, T ], where δ < −k1Γ0 for Md > 0 and
δ = 0 if Md = 0; and
(H4) the equation (17) has a positive solution µ.
Then the system (1) is locally null controllable by a bounded, continuous on [0, T ]
state feedback controller of the form
u = vω(x, t) =
(
1
T − t
)
Kx
ω
, t ∈ [0, T ].
The set X0 from Definition 1.2 contains an open ball {x0 ∈ R
n : |x0| < µ} . The con-
stants Γ0, k1 and λ˜ = λ˜(K) are defined in (7), (8) and (9), respectively.
Remark 3.2. In the connection with the assumption (H2), it is worth noting that
if the input matrix B is regular (i. e., m = n and det(B) 6= 0), then K = B−1(∆ −
A), where the state matrix of the closed-loop system Acl = ∆ is diagonal matrix
diag(λ1, λ2) with arbitrary λ1 < λ2 < 0 and in this case it is easy to ensure the
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fulfillment of the left inequality in (20) (in this case k1 = 1; for the details see
Example 4.1).
Now we introduce and prove the statement connecting Lemma 3.1 with the main
result of present paper, Theorem 3.4.
Lemma 3.3. If the system (1) is locally null controllable by a state feedback controller
then the system (1) is locally null controllable.
Proof. The proof is straightforward. If the system (1) is locally null controllable by
a state feedback controller, it is locally null controllable by the input determined by
this control law. 
Now the main result may be formulated as follows.
Theorem 3.4. Under the assumptions (H1)-(H4) of Lemma 3.1 the system (1) is
locally null controllable.
The statement immediately follows from the Lemma 3.1 and Lemma 3.3.
4. Explicit calculation of the null controllable region
The applicability of our approach to the explicit calculation of null controllable
region is illustrated on the following example.
Example 4.1. Consider the nonlinear control system(
x˙1
x˙2
)
=
( x2
1+x22
x21
)
+
(
1 1
−1 3
)(
x1
x2
)
+
(
1 0
0 1
)(
u1
u2
)
(21)
,
(
f1(x2)
f2(x1)
)
+ A˜
(
x1
x2
)
+B
(
u1
u2
)
.
Linearizing this system at x = 0 we have
A = (∂f/∂x) (0) =
(
0 1
0 0
)
+ A˜ and B = id.
Therefore the linearized system is controllable. Now we compute the constants Γ0
and ε in (7). Clearly
|R2(a1, a2)| ≤
1
2
max
a2∈R
|f ′′1 (a2)|a
2
2 +
1
2
max
a1∈R
|f ′′2 (a1)|a
2
1
≤ 0.72855a22 + a
2
1 ≤ 1.72855|a|
2.
So, taking into account that spectral norm ||A|| =
√
λmax(ATA) = 3.6180,∣∣Tωe−ωτR2(a)−Aa∣∣ ≤ 1.72855Tω|a|2 + 3.6180|a| ≤ Γ0|a|.
The last inequality is satisfied for
|a| ≤ ε(T,Γ0, ω) =
Γ0 − 3.6180
1.72855Tω
, Γ0 > 3.6180. (22)
Further, let us consider only the real eigenvalues λ1, λ2 of Acl = A+BK (λ1 < λ2 < 0).
From the properties of spectral norm we get
||eAclτ || = ||ePJP
−1τ || = ||PeJτP−1|| ≤ ||P ||||P−1||||eJτ || = ||P ||||P−1||eλ2τ ,
LOCAL NULL CONTROLLABILITY 9
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.01
0
0.01
0.02
0.03
0.04
0.05
0.06
t
x 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−20
−15
−10
−5
0
5
x 10−4
t
x 2
Figure 1. The solution of control system (21) on the time-interval
[0, 1] with the state feedback (23) for ω = 2 and x0 = (0.06, 0)
T (|x0| <
0.110497); |x˙−(1)| = 0 (a left-hand derivative) because λ
∗∗/ω = 2.382/2
is greater than 1.
where J is a Jordan canonical form of the matrix Acl obtained by some similarity
transformation P, J = P−1AclP.
For the state feedback gain matrix
K =
(
−12 −2
1 −13
)
we obtain
Acl =
(
−11 0
0 −10
)
directly in the Jordan canonical form, therefore P = id and k1 from (8) can be chosen
as k1 = ||P ||||P
−1|| = 1. Now, for example, if Γ0 = 4 and T = 1, then the existence
and boundedness of the controller (19) is guaranteed for ω satisfying
0 < ω ≤ λ∗∗ = −λ2 − k1(Γ0 + T ||A||), i. e. for 0 < ω ≤ 2.382.
The corresponding state feedback controller is
(
u1(t)
u2(t)
)
=
(
1
1− t
) (−12 −2
1 −13
)
(x1(t), x2(t))
T
ω
, t ∈ [0, 1], (23)
and ω ∈ (0, 2.382]. For example, if ω = 2, the null controllable region X0 contains the
open ball
|x0| < ε/k1 = 0.110497/1 = 0.110497
and we have the estimate on the solution of (1) with the initial state satisfying |x0| <
0.110497 in the form
|x(t)| ≤ ε
(
1−
t
T
)λ∗∗/ω
= 0.110497 (1− t)2.382/2 ,
as follows from (16) and (18).
The Figure 1 demonstrates the efficacy of the proposed controller. For comparison,
in the Figure 2 is shown the solution of the same control problem with the same
values of the parameters, λ˜ = 10, Γ0 = 4 and T = 1, to which it was added the
time-varying disturbance term w(t) =
(
0, 0.01(1− t)5/2 cos 0.05t
)T
. In this case, the
inequality (20) also gives the lower bound for ω, ω ∈ [1.382, 2.382].
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Figure 2. The solution of control system (21) with the added distur-
bance term w(t) =
(
0, 0.01(1− t)5/2 cos 0.05t
)T
on the time-interval
[0, 1] with the state feedback (23) for ω = 2 and x0 = (0.06, 0)
T
(|x0| < µ = 0.07787). For calculation of the radius µ we use the equa-
tion (17) with the parameters k1 = 1, T = 1, Md = 0.01, γ = −0.618,
ω = 2 and ε = 0.110497.
5. Generalization of the local null controllability to the other
points as origin
The origin is not essential for what has been derived previously, and we can also
consider the controllability to the other points, different of origin. This section is just
devoted to some generalization in that sense.
Denote by LR the set of all x∗ ∈ Rn such that
(H1)∗ the pair (A,B) , A∗ = (∂f/∂x) (x∗), is controllable;
(H2)∗ there exist the constants λ˜∗ > 0, ω∗ > 0, δ∗ < 0 and time T ∗ such that
k∗1(Γ
∗
0 + T
∗||A∗||) + ω∗ ≤ λ˜∗ ≤ k∗1T
∗||A∗||+ ω∗ − δ∗ (for M∗d > 0)
or
k∗1(Γ
∗
0 + T
∗||A∗||) + ω∗ ≤ λ˜∗ (for M∗d = 0)
(H3)∗ |f(x∗) + w(t)| ≤ M∗d
(
1− t
T ∗
)−δ∗/ω∗
for some T ∗ = T ∗(x∗) > 0, and for all
t ∈ [0, T ∗], where δ∗ < −k∗1Γ
∗
0 for M
∗
d > 0 and δ
∗ = 0 if M∗d = 0;
(H4)∗ the equation
k∗1µ
∗ +
(
e−
k∗1T
∗M∗d
γ∗ − 1
)
ω∗ = ε∗
has a positive solution µ∗.
All parameters and constants have an analogous meaning as that in the proof of
Lemma 3.1. Theorem 3.4 is embedded in its following natural generalization.
Theorem 5.1. For each x∗ ∈ LR there exists an open neighborhood Xx∗ of x
∗ such
that, to each x0 ∈ Xx∗ , there corresponds a continuous function u : [0, T
∗] → Rm,
such that the solution x(t) of (1) determined by this u(t) =
(
1
T ∗−t
) K∗(x(t)−x∗)
ω∗
and
x(0) = x0 satisfies x(T
∗) = x∗.
Proof. Let us choose x∗ ∈ LR. Defining the new state variable xˆ by the relation
xˆ = x− x∗ (uˆ = u), the original problem (1) is transformed to ˙ˆx = fˆ(xˆ) +Buˆ+w(t),
xˆ(0) = x(0)− x∗, where fˆ(xˆ) = f(xˆ+ x∗). Analyzing local null controllability of this
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new system analogously as in Lemma 3.1, Lemma 3.3 and Theorem 3.4, taking into
account that (∂fˆ/∂xˆ)(0) = (∂f/∂x)(x∗) there exists the bounded controller
uˆ = vˆω(xˆ, t) =
(
1
T ∗ − t
)
K∗xˆ
ω∗
, t ∈ [0, T ∗],
that is,
u(t) = vω(x(t)− x
∗, t) =
(
1
T ∗ − t
)
K∗(x(t)− x∗)
ω∗
, t ∈ [0, T ∗]
for the original problem. Thus we have proved Theorem 5.1. 
Remark 5.2. In the theoretical part of the paper as well as in the example we
considered the control problem with unconstrained input u(t), therefore in the case
Md = 0 the null controllable region can be unlimitedly enlarged as follows from
(17) and (22) at the cost of enlarging u(t) = vω(x(t), t) at the same time since
|u(t)| = O(ω−1) for ω → 0+ as we can see from (18) and (19) for λ∗∗/ω ≥ 1. But,
in the case, when the control variable u is the subject of the constraint of the form
|u(t)| ≤ Φ for all t ∈ [0, T ], in addition to the hypothesis (H2) of Lemma 3.1, for the
parameter ω we obtain the sufficient condition to be u(t) the admissible control
|u(t)| ≤
||K|||x(t)|
(T − t)ω
≤
||K||
(T − t)ω
(
1−
t
T
)λ∗∗/ω [
k1|x0|+
(
e−
k1TMd
γ − 1
)
ω
]
≤
||K||
ωT λ∗∗/ω
[
k1|x0|+
(
e−
k1TMd
γ − 1
)
ω
]
≤ Φ.
The last inequality gives another bound to the (H2) for the parameter ω.
6. Remark on the global null controllability
In this section we will determine the sufficient conditions to be the control system
(1) with w(t) ≡ 0 globally null controllable, that is, the set X0 in the Definitions 1.1
and 1.2 is the whole state space, X0 = R
n.
Extracting the essence of Example 4.1 we have the following key points:
(a) The boundedness on Rn of all second-order partial derivatives of f implies
that ε can be made arbitrarily large by selecting a suitably small value of ω
in the inequality (22);
(b) If B is an invertible matrix, then k1 = 1 independently on λ˜ and which ensure
that the assumptions (H1), (H2) and (H4) of Lemma 3.1 are satisfied;
(c) The equation for computing the null controllable region (17) reduces to µ = ε.
Tus we have the following result on the global null controllability:
Theorem 6.1. Let us consider the system (1) with w(t) ≡ 0, that is, the system
x˙ = f(x) +Bu with the initial state x(0) = x0. Let
(i) all second-order partial derivatives of the function f ∈ C2 are bounded on Rn;
(ii) the matrix B is regular.
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Then the system under consideration is globally null controllable in the sense that for
an arbitrary T > 0 fixed and every µ = ε = ε(T,Γ0, ω) > 0, there exists a control law
of the form, which have been defined in Lemma 3.1 with an appropriate feedback gain
matrix K such that x(T ) = 0 for all x0, |x0| < µ.
Now we introduce an example demonstrating that if the assumption on the invert-
ibility of the matrix B is not fulfilled, the system may not be globally null controllable.
Example 6.2. Let us consider the following system:(
x˙1
x˙2
)
=
(
x21 +
x2
1+x22
0
)
+
(
0
1
)
u(t). (24)
By applying the linearization of his system at x = 0 we have
A = (∂f/∂x) (0) =
(
0 1
0 0
)
, B =
(
0
1
)
.
Therefore
(B,AB) =
(
0 1
1 0
)
which means the linearized system is controllable. However, considering the original
nonlinear system, there is no controller which can move the states to zero in any time
if the initial state x1(0) > 1/2.
Conclusions
In this paper, we have analyzed the local null controllability of the nonlinear control-
affine systems of the form x˙(t) = f(x(t)) + Bu(t) + w(t) with the time varying
disturbances. To prove the main result and with purpose to ensure better estimates
of the null controllable region, a new Gronwall-type inequality was derived. Under
the hypothesis (H1)-(H4) we have shown in Lemma 3.1 the existence of an open ball
with radius µ > 0 contained in the null controllable region X0 around the origin and
the state feedback control law steering the state of system from each initial state
x(0) = x0 ∈ X0 to the origin at the finite time T. Practical applicability the theory in
explicit calculation of the null controllable region was documented on the examples
with/without time varying disturbance. Subsequently, we have generalized notion of
local null controllability to the more general type of local controllability, where ”null”
can be replaced by any point x∗ from the set LR and finally a brief remark on the
global null controllability of the system under consideration was given.
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