A new pattern search method for bound constrained optimization is introduced. The proposed algorithm employs the coordinate directions, in a suitable way, with a nonmonotone line search for accepting the new iterate, without using derivatives of the objective function. The main global convergence results are strongly based on the relationship between the step length and a stationarity measure. Several numerical experiments are performed using a well known set of test problems. Other line search strategies were tested and compared with the new algorithm.
Introduction
In this paper, we propose a new algorithm to solve bound constrained optimization problems where the derivatives of the objective function are not available. So, the problem of interest is minimize f (x) subject to x ∈ Ω (1) where f : R n → R and Ω = {x ∈ R n | l ≤ x ≤ u} with −∞ ≤ l < u ≤ ∞. We assume that the objective function is continuosly differentiable on Ω but the derivative information is unrealiable or non-existent. This situation frequently appears in many real world applications where functional values f (x) require complex simulations or the function contains noise. This kind of situations may arise in applications from molecular geometry [1, 24] , medical image registration [27] , shape and design optimization [6, 12, 23] . There are many problems where the functional values come from practical experiments, so the explicit formulation of the objective function is not available and Quasi-Newton or finite difference methods are not applicable. Derivative-free optimization has received considerable attention from the optimization community during the last years, including the establishment of solid mathematical foundations for many of the methods considered in practice. Particularly, pattern search methods have succeeded where more elaborate approaches fail. These methods belong to the family of direct search methods, characterized by unsophisticated implementations, the abscence of the construction of a model of the objective function and the use of pattern matrices to explore directions around the current iterate. See [4, 9, 15, 16, 28] .
Pattern search methods were initially introduced by Hooke and Jeeves [15] for unconstrained optimization problems and lately analized and formally presented by Torczon et. al. [16, 28] . More recently, some strategies were adapted from derivative-based methods and incorporated to pattern search methods. For instance, in [10] the authors introduced a global strategy, based in the ideas developed in [13, 18, 21, 22] , that uses a nonmonotone line search scheme in a pattern search algorithm.
In [20] Lewis and Torczon extended the pattern search method for the bound constrained case although they did not perform numerical experiments. This problem was also studied in [3] using polynomial interpolation and trust region strategies, which is a quite different approach to pattern search methods.
In this article, we propose a pattern search method that includes a nonmonotone line search as globalization strategy for a bound constrained optimization problem (1) . The new algorithm is based on the ideas introduced in [10] for the unconstrained case, however the proofs of the main convergence results of our method use a completely different philosophy . To prove the global convergence, we use the stationarity measure χ(x) defined in [16] . This measure takes into account the degree to which the directions of the steepest descent point outward with respect to the portion of the feasible region near x. In order to validate our algorithm, we perform several numerical experiments and comparisons with other well established algorithm. After that, we extend our benchmark study by incorporating other line search strategies [2, 7, 17, 26, 29] . This paper is organized as follows: some definitions and preliminary results are given in Section 2. The new algorithm is introduced in Section 3. Convergence results are stated in Section 4. Numerical experiments are presented and analized in Section 5. Finally, some conclusions are given in Section 6.
Notation
In this work, e (i) denotes the i-th canonical vector in R n and · will be the Euclidean norm. Also, int(Ω) denotes the largest open set contained in Ω.
Definitions and preliminary results
In this section, we present some definitions and results which are necessary in order to guarantee convergence of the method that we propose to solve problem (1).
The following two definitions are the basis of the theory of convergence and they are widely used in the context of optimization. The first definition refers to the cone K generated by the set of all nonnegative linear combinations of vectors of a given set. The second definition includes those vectors that make an angle of 90
• or more with each element of K, the polar cone K
• .
} be a set of r vectors in R n . The set D generates the cone K if
Definition 2 The polar cone of a cone K, denoted by K • , is the cone defined by
When we are minimizing a function in a feasible region, we are particularly interested in choosing search directions (descent directions at best) which improve the objective function and remain feasible at the same time. Given x ∈ Ω, we define K(x, ) as the cone generated by 0 and the outward pointing normals of the constraints within a distance of x, namely
In other words, K(x, ) is generated by the normals to the faces of the feasible region within distance of x. Observe that if K(x, ) = {0}, as in the unconstrained case or when x is well within the interior of the feasible region, K • (x, ) = R n . The cone K(x, ) is important because, for suitable choices of , its polar K
• (x, ) approximates the feasible region near x. So, if K • (x, ) = {0}, the search can proceed from x along all directions in K
• (x, ) for at least a distance of and still remain inside the feasible region. See [16] for more details.
As in the theory of methods based explicitly on derivatives, in derivative free optimization, we need a measure that lets us know how close a point x is to constrained stationarity. In this article, we adopted the following measure of stationarity
Roughly speaking, χ(x) captures the degree to which the direction of steepest descent is outward pointing with respect to the portion of the feasible region near x. In [8] , the authors proved that if Ω is convex, the function χ has the following properties:
3. χ(x) = 0 if and only if x is a KKT point for the problem (1).
Thus, showing that χ(x k ) → 0 as k → ∞ establishes a global first-order convergence result, which will be one of our primary goals on this work.
3 The bound constrained nonmonotone pattern search algorithm nmps
We begin this section by introducing the proposed algorithm.
Let M be a positive integer, which indicates how many previous functional values will be considered on the nonmonotone line search. Let ∆ tol > 0 be the tolerance for the convergence criterion. Let D be a finite set of R n given by the coordinate directions, that is,
Assume that {η k } is a sequence chosen such that η k > 0, for all k = 0, 1, 2, . . . , and
Suppose that x 0 ∈ Ω is an initial approximation to the solution and let ∆ 0 > 0 be the initial value for the step length. Given x k ∈ Ω, ∆ k > ∆ tol > 0, the steps for computing x k+1 are given by the following algorithm.
Algorithm 1 (nmps)
Step 1:
Step 2: Backtracking
holds. Set ∆ k+1 ← 1 and
If there is no a direction
Step 2.1 until a new x k+1 is found.
If ∆ k+1 < ∆ tol terminate the execution of the algorithm.
Theoretical results and convergence analysis
In order to prove our main convergence result we need to demonstrate some auxiliary results. The following proposition concerns the nonmonotonicity of {f (x k )}. It is analogous to Lemma 2.3 in [5] .
with m(kM ) = min{kM, M − 1}, and
Proof.
From now on we are going to suppose that the iteration k is such that
Then, by an inductive argument on t = 1, 2, . . . , M we will prove that
holds for all iteration k = 1, 2, . . .
In fact, from (2), we have
for all k ∈ N. Therefore, the inequality (4) holds for t = 1. Now, by inductive hypothesis, we suppose that
for all t = 1, 2, . . . , t.
We will prove that (4) holds for t + 1. Indeed,
Now by induction step,
Thus,
kM +t , so the inequality (4) holds for t + 1.
The next proposition is an important tool to prove global convergence of the nmps algorithm where the inequality of Proposition 1 is applied iteratively. This idea has also been introduced by Birgin et. al in [5] and we adapted it for our case.
Proof. By applying the inequality (3) we have
Now, since f is bounded below we have −f (x k ) ≤ −C for all k, and due to summability of the sequence {η k }, we obtain
In consequence, we observe that lim
since the steps ∆ k are small enough and positives.
Now we define set of index
where {l(k)} is the sequence of index defined in the Proposition 1.
The following two results have been demonstrated by Kolda, Lewis and Torczon in [16] .
Proposition 3 Let x ∈ Ω and ε ≤ 0, and let K = K(x, ε) and
Proposition 4 Let x ∈ Ω and ε ≥ 0, and let
Next, we present the main global convergence result of nmps algorithm.
Theorem 3 Let f : R n → R be continuously differentiable, and suppose ∇f (x) is Lipschitz continuous with constante L, ∇f (x) ≤ γ, for all x ∈ Ω and {f (x k )} k∈N is bounded below. If {x k } k∈U is the sequence generated by the nmps algorithm then
Proof. We will consider two cases. In other words, if
The last inequalities imply that if x k + ω ∈ Ω, the vector ω cannot have their components greater than ∆ k , that is,
which completes the proof for the Case 1.
Case 2. Now we suppose that there is at least
By the mean value theorem, we have that
for some λ k ∈ [0, 1].
Then, we replace (5) 
Next, we divide the last inequality by ∆ k and adding −∇f (x k ) T d k , we get the following inequality
Using the Proposition 3 we have
Then by the Cauchy-Schwarz inequality, the fact that d k = 1 for all k and the boundedness hypothesis of the gradient, we obtain
Finally, combining the Proposition 4 with the above result
and the proof is complete.
Numerical results
In this section we show and analyse the numerical results obtained using our nonmonotone pattern search bound constrained optimization nmps algorithm. All the numerical experiments were executed on a computer with a 2.3 GHz Intel Core i5-6200u processor (8 GB RAM). We implemented the nmps algorithm in matlab R2016b 64-bit.
To the purpose of carefully analyse the performance of our algorithm we decided to organize our study in two parts. First, we compare the nmps algorithm with the patternsearch routine from matlab's optimization toolbox, since both algorithms are based on pattern search methods. Then, we study the performance of nmps algorithm using different line search strategies [7, 17, 26, 29] and the classical Armijo's rule [2] .
We have selected a set of 63 bound constrained problems from Hock-Schittkowski collection [14] . Since this collection has only 9 bound constrained problems, we have modified other 54 problems with general constraints, extracting the linear and nonlinear constraints from each one of them. The detailed list of these problems and their characteristics is provided in Table 1 .
As it is usual in derivative-free optimization articles, we are interested in the number of functional values needed to satisfy the stopping criteria, which are: reaching a sufficiently small step length (∆ k < ∆ tol ), attaining the maximum number of function evaluations M axF E or attaining the maximum number of iterations M axIt. We adopt the convergence test proposed in [25] to measure the ability of an algorithm to improve an initial approximation and to declare that a problem has been solved if the following condition holds
where x 0 is the initial feasible approximation, τ > 0 is the level of accuracy and f L is the smallest functional value obtained among the considered solvers. We use the performance profile graphs [11, 25] to illustrate the results obtained with (7).
Given P the set of problems, |P | denotes the cardinality of P and S the set of considered solvers. The performance profile of a solver s ∈ S is defined as the fraction of problems where the performance ratio is at most α, that is, ρ s (α) = 1 |P | size {p ∈ P v : r p,s ≤ α}, where r p,s = tp,s {min tp,s:s∈S} , t p,s is the number of function evaluations required to satisfy the convergence test (7).
We used the same initial approximation x 0 as indicated in [14] , projecting onto the bound constraints if the initial approximation was not feasible. After some preliminary tests we adopted η k = 1.1 −k for all k. Finally, the following algorithmic parameters were set: ∆ 0 = 1.0, as the initial step length, M = 15, M axF E = 2500, M axIt = 5000 and ∆ tol = T OL = 10 −6 .
It is worth mentioning three important implementation details of our algorithm. First, the function f is evaluated in all possible coordinate directions and the accepted new approximation is such that produces the minimum functional value of f (x k + ∆ k d). Second, the step length is updated using the following scheme ∆ k+1 = min{1, 2∆ k }. Third, the accepted points are stored in a memory for the purpose to avoid revisiting older points without slow down the implementation. See [19] .
Comparison of performance profiles between nmps and patternsearch
We tested our algorithm nmps using the set of test problems and we compared it with the well established routine patternsearch from matlab. Since both codes are based on a pattern search scheme, we set the same algorithmic parameters. The numerical results are shown in Table 2 .
In Figure 1 we show the performance profile pictures using condition (7) with three levels of accuracy: τ = 10 −1 , τ = 10 −3 and τ = 10 −5 , where a smaller value of τ means the satusfaction of condition (7) is more strict. In a performance profile plot, the top curve represents the most efficient method within a factor τ of the best measure. When both methods match with the best result, then they are both counted as successful. This means that the sum of the successful percentages may exceed 100%. In Figure 1a , with τ = 10 −1 , we observe that nmps algorithm is the best solver in the 82% of the set problems while patternsearch does it in 71%. We also see, within a factor of 1.7 of the best solver, both algorithms have a similar behaviour and the performance profile shows these algorithms can solve a problem with a probability of 0.87 with respect to the best solver. Finally, if the goal is to solve efficiently 95% of the problems, the nmps algorithm accomplishes this by using 2.4 times the minimum number of function evaluations while patternsearch needs a factor of 7.5. Now, when we increase the level of accuracy to τ = 10 −3 (Figure 1b) , we note that nmps wins in the 79% of the problems in comparison with the 68% of patternsearch. Also, both solvers are equivalent if the solution is required within a factor of 1.7 of the best solver, with a probability of 0.84. Although both solvers can reach the solution in, at most, 95% of the problems, our algorithm was closer than the other since it solved 94% of them, using 3.7 times the minimum number of function evaluations.
Finally, we observe in Figure 1c that the performance of both solvers deteriorate using τ = 10 −5 as the level of accuracy. In any case, the algorithm nmps wins in 74% of the problems meanwhile patternsearch wins in 62%. As before, nmps algorithm performs better than patternsearch if you consider a solver that finds the solution using 1.7 times the minimum number of function evaluations, with a probability of 0.8. In such a case, we could expect at most that nmps algorithm solves 87% of the problems while patternsearch solves 81%.
We conclude that, regardless the level of accuracy, our algorithm outperforms the patternsearch routine with the set of test problems considered. In fact, our algorithm always has a probability 10% greater than patternsearch to get the solution.
In the next subsection we will test our algorithm using other line search strategies in order to analyse and understand the advantages of employing different nonmonotone line search procedures.
Comparison of performance profiles using other line search strategies
Recently, some authors proposed different nonmonotone line search strategies for solving unconstrained minimization problems and nonlinear systems, with derivatives based and derivative-free methods [7, 17, 26, 29] . They show that such approaches are successful, therefore we have adopted them to our bound constrained derivative-free optimization problem (1).
The first approach, which is called C-line search and we have implemented in Cpatternsearch algorithm, is similar to the nonmonotone line search condition (2) , where f max (x k ) is replaced by the sequence {C k } given by
The second strategy, which is called λ-line search and we have implemented in λpatternsearch algorithm, is also analogous to (2) but in this case f max (x k ) is defined by
with M ∈ N, m(k) = min{k, M − 1}, λ kr λ and
Finally, we have adapted the classical Armijo's rule to our bound constrained problem (1)
with {η k } y ∆ k defined as in the Algorithm 1. It was implemented in armijo algorithm.
Again, we chose η k = 1.1 −k for all k, for the three new conditions. Also, we adopted M = 15 and λ kr = 1/m(k) for all r in λpatternsearch and r k = 0.85 for all k in Cpatternsearch. Next, we show the performance profiles with convergence test (7) for solving our set of test problems using nmps, patternsearch, Cpatternsearch, λpatternsearch and armijo algorithms. The numerical results are also presented in Table 2 .
In Figure 2a , for τ = 10 −1 , we see that λpatternsearch attains the best performance in 76% of the problems, followed by nmps with 59% and Cpatternsearch with 57%, below we find patternsearch and armijo with 56% and 51% respectively. We also observe, within a factor of 2.5 of the best solver, λpatternsearch reaches the greater probability of solving a problem (around 0.92) and nmps follows it with 0.9. Furthermore, in this case, patternsearch is the solver with the lowest performance, with a probability of 0.76. Moreover, with this level of accuracy, we note that armijo solves almost 97% of the problems using a factor of 4.9 times the minimum number of function evaluations, meanwhile nmps has the same behaviour requiring a factor of 5.75. Figure 2b displays the performance profile for τ = 10 −3 , increasing in this way the level of accuracy. Once more, λpatternsearch is the most successful solver with a probability of 0.63, followed by Cpatternsearch and nmps with a probability of 0.62 and 0.6, respectively. In the last positions, we find armijo and patternsearch with 0.52 and 0.51, respectively. Now, within a factor of 2.5 of the best solver, nmps exhibits the best performance solving 89% of the problems. Later, Cpatternsearch and armijo get 87% and 85% on the resolution of our set of problems. With this level of accuracy, the most we can expect is to solve 94% of the problems within a factor of 3.8 of the best solver. In the same sense, Cpatternsearch and nmps present a similar behaviour.
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Conclusions
In this paper, we have proposed a new pattern search algorithm nmps to solve bound constrained optimization problems, which uses a nonmonotone line search strategy for accepting the new iterate. We have proved that, under mild assumptions, we can guarantee global convergence of our method to a KKT point. This result is strongly based on the relationship between the step length and the stationarity measure (defined by Conn et al. in [8] ), and it was proved in Section 4. Furthermore, we have performed several numerical experiments where we have compared the performance of our algorithm to other line search strategies that were implemented in patternsearch, λpatternsearch, Cpatternsearch and armijo algorithms. The benchmark results were satisfactory, so we can conclude that the nmps algorithm is competitive, compared to the other solvers, as the numerical experiments reveal. We are currently working on an extension of the nmps algorithm to linearly constrained optimization problems, taking into account the directions generated by the linear constraints.
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