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Abstract
As local explanations of black box models are increasingly being employed to
establish model credibility in high stakes settings, it is important to ensure that
these explanations are accurate and reliable. However, local explanations generated
by existing techniques are often prone to high variance. Further, these techniques
are computationally inefficient, require significant hyper-parameter tuning, and
provide little insight into the quality of the resulting explanations. By identifying
lack of uncertainty modeling as the main cause of these challenges, we propose a
novel Bayesian framework that produces explanations that go beyond point-wise
estimates of feature importance. We instantiate this framework to generate Bayesian
versions of LIME and KernelSHAP. In particular, we estimate credible intervals
(CIs) that capture the uncertainty associated with each feature importance in local
explanations. These credible intervals are tight when we have high confidence
in the feature importances of a local explanation. The CIs are also informative
both for estimating how many perturbations we need to sample — sampling can
proceed until the CIs are sufficiently narrow — and where to sample — sampling in
regions with high predictive uncertainty leads to faster convergence. Experimental
evaluation with multiple real world datasets and user studies demonstrate the
efficacy of our framework and the resulting explanations.
1 Introduction
As machine learning (ML) models are increasingly being deployed in domains such as healthcare
and criminal justice, it is important to ensure that decision makers understand these models so that
they can diagnose errors and detect model biases correctly. However, ML models that achieve state-
of-the-art accuracy are typically complex black boxes that are hard to understand. As a consequence,
there has been a recent surge in post hoc techniques for explaining black box models [31, 30, 22, 25,
36, 40, 33, 38, 19, 4]. Several of these techniques explain complex black box models by constructing
interpretable local approximations such as linear functions (e.g., LIME [30], SHAP [25]) or rules
(e.g., MAPLE [28], Anchors [31]), which are much more readily understood by human users. The
intuition behind constructing such local approximations is as follows: while complex black box
models typically exhibit highly non-linear decision boundaries globally (and are therefore harder to
explain overall), the behavior of these models tend to be much less complex (e.g., linear decision
boundaries) locally, and are therefore more amenable to local explanation.
Existing local explanation methods, however, suffer from serious drawbacks. Explanations generated
by methods such as LIME and SHAP are not stable i.e., these explanations vary significantly with
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small perturbations to the input that do not change the predictions of the black box model [2, 11,
12, 41, 20]. It has also been empirically demonstrated that multiple runs of these methods on the
same instance with the same parameters can result in vastly different explanations [6]. Furthermore,
the metrics (e.g., explanation fidelity) that are commonly used to assess the quality of post hoc
explanations rely heavily on the internal details of the explanation methods (e.g., the perturbation
function used in LIME) and do not provide a true picture of the explanation quality [41]. In addition,
there is little to no guidance on how to pick certain hyperparameters that are critical to the quality
of the resulting local explanations, e.g., number of perturbed data points to generate. Lastly, these
methods are also computationally inefficient because they typically require a large number of model
queries to construct local approximations, which is slow for complex neural models.
Figure 1: Example explanation from BayesLIME
on rearrest prediction in the COMPAS data set.
Green indicates features that positively contribute
to the prediction while red suggests negative contri-
bution. Our explanation suggests that priors and
sex are the most the important features for predict-
ing rearrest. However, our explanation also cap-
tures uncertainty about their relative importances.
Contributions We identify the lack of uncer-
tainty modeling as the primary shortcoming of
existing post hoc explanation methods. To ad-
dress the aforementioned drawbacks, we pro-
pose a novel Bayesian framework that models
the uncertainty associated with local explana-
tions. We instantiate our framework to generate
Bayesian versions of LIME and KernelSHAP
that not only output point-wise estimates of fea-
ture importances but also capture the uncertainty
associated with these feature importances by es-
timating credible intervals (CIs) (see Figure 1 for
an example). We compute closed form expres-
sions for the posteriors of our models thereby
eliminating the need for any additional compu-
tational complexity beyond the original LIME
and KernelSHAP methods. The CIs enable us to readily assess the quality of local explanations i.e.,
explanations with wider CIs may not be sufficiently trustworthy. They are also informative both for
estimating how many perturbations we need to sample (until the CIs are sufficiently narrow) and
where to sample (regions with high predictive uncertainty), thereby enabling our approaches to be
computationally much more efficient in generating accurate local explanations.
We evaluate on a variety of datasets including COMPAS, German Credit, ImageNet, and MNIST.
Our results demonstrate the uncertainty estimates produced by our framework are much more reliable
proxies of how well the explantion approximates the black box compared to traditional metrics
like fidelity. Our experiment results also confirm the correctness of our estimates of the number of
perturbations needed to generate explanations of a given level of certainty. Furthermore, proposed
uncertainty based sampling speeds up our method by up to a factor of 2 relative to random sampling
of perturbations. Lastly, we carry out a user study with 31 humans to evaluate whether explanations
generate by our framework focus on important features of the input.
2 Notation & Background
In this section, we establish the necessary notation, discuss the details of two most relevant prior
approaches, LIME and SHAP, study the vulnerabilities of these approaches, and illustrate the need
for modeling the uncertainty of black box explanations.
Notation Let f : Rd → [0, 1] denote a black box classifier that takes as input a data point x with
d features, and returns the probability that x belongs to a certain class c ∈ C. The goal here is to
explain the black box classifier f . Let g denote an explanation that we intend to learn to explain f
for instance x, g ∈ G where G is the class of linear models. We define Z as a set of N randomly
sampled instances (perturbations) around x. The proximity between x and any z ∈ Z is given by
pix(z) ∈ R, with a vector over the N perturbations in Z as Πx(Z) ∈ RN . Let Y ∈ RN be a vector
comprising of the black box predictions f(z) corresponding to each of the N instances in Z .
LIME [30] and SHAP [25] are popular model-agnostic local explanation approaches that explain
individual predictions of any classifier f by learning a linear model g locally around each prediction,
where the coefficients of g are treated as the contribution of each feature to the corresponding black
box prediction. The objective function for both LIME and SHAP is to construct an explanation that
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(a) linear, many samples (b) linear, fewer samples (c) nonlinear, many samples (d) nonlinear, fewer samples
Figure 2: Rerunning LIME local explanations 1000 times and BayesLIME once for linear and non-
linear toy surfaces using few (25) and many (250) perturbations. The linear surface is given as p(y) ∝
x1 and the non linear surface is defined as p(y) ∝ sin(x1/2) ∗ 10 + cos(10 + (x1 ∗ x2)/2) ∗ cos(x1).
We plot each run of LIME in blue and the BayesLIME 95% credible region in black. We see that
there is high variance in LIME local explanations and that BayesLIME captures this variance well.
approximates the behavior of the black box accurately in the vicinity (neighborhood) of x, while
achieving low complexity Ω(g) and is thereby interpretable.
arg min
g∈G
L(f, g, pix) + Ω(g), where loss L(f, g, pix) =
∑
z∈Z
[f(z)− g(z)]2pix(z). (1)
The main difference between LIME and SHAP lies in how Ω and pix(z) are chosen. In LIME, these
are defined heuristically: Ω(g) is the number of non-zero weights in the linear model g and pix(z) is
defined using cosine or l2 distance. KernelSHAP leverages game theoretic principles to assign values
to these functions thereby guaranteeing that the explanations satisfy certain desired properties.
Illustrating Vulnerabilities One of the biggest drawbacks of LIME and KernelSHAP is that the
resulting explanations are prone to high variance. We illustrate this phenomenon using a toy 2-
dimensional example, and run LIME to explain an instance as we vary the underlying decision surface
and number of perturbations, in Figure 2. With a large number of samples and a linear surface in
Fig 2a, we see that LIME explanations produced on multiple runs are nearly identical (blue lines),
however, reducing the number of samples to 25 results in very different explanations in Fig 2b. For a
classifier that violates the linearity assumption, as is common in practice, there is significant variance
even with a large number of samples (Fig 2c), with an even wider discrepancy for fewer samples
(Fig 2d). For real-world generation of explanations, as we do not know the underlying surface of the
classifier and it is not practical to run LIME thousands of times to estimate variance, it is difficult to
estimate whether a generated explanation (a single blue line above) is accurate.
3 Bayesian Local Explanations
In this section, we describe our Bayesian framework that is designed to capture the uncertainty
associated with local explanations of black box models. First, we discuss the generative process and
inference procedure for our Bayesian framework. Then, we highlight how our framework can be
instantiated to obtain Bayesian versions of LIME and SHAP. Lastly, we discuss how to construct
highly accurate explanations with uncertainty guarantees efficiently using our framework.
3.1 Constructing Bayesian Local Explanations
The goal of this work is two fold: 1) explain the behavior of a given black box model f in the vicinity
of a data point x and, 2) model the uncertainty associated with the resulting local explanation. To this
end, we propose a novel Bayesian framework for fitting local linear explanations. Our framework is
designed to capture two sources of explanation uncertainty: 1) uncertainty associated with the values
of the feature importance scores φ and, 2) uncertainty associated with how well g captures the local
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decision surface of the underlying black box model f . The generative process can be written as:
y|z, φ, σ2 ∼ φT z +N (0, σ
2
pix(z)
)︸ ︷︷ ︸

∀z ∈ Z (2)
φ|σ2 ∼ N (φ0, σ2Σ0) σ2 ∼ Inv-χ2(n0, σ20). (3)
Eqn (2) models the linear relationship between the data points z ∈ Z and their corresponding black
box predictions y = f(z) ∈ Y . We also have an error term  ∼ N (0, σ2pix(z) ) that models the noise in
this linear relationship;  captures the error that arises due to the mismatch between our explanation g
and the local decision surface of the black box model f . Furthermore, the proximity function pix(z)
in this error term ensures that the instances (perturbations) that are in close proximity to the data
point x are modeled accurately by the local linear model, while more room for error is allowed for
instances that are farther away from x. The conjugate priors on φ and σ2 are shown in Eqn (3). In
practice, we set the hyperparameters φ0 = 0 and Σ0 = Diag(1, .., 1) in order to induce sparsity on φ.
Additionally, we set n0 and σ20 to small values (10
−6) so that the prior is nearly uninformative.
Inference The posterior distributions on φ and σ2 turn out to be normal and Inv-χ2 distributions
respectively due to the corresponding conjugate priors [27]:
σ2|Z, Y ∼ Inv-χ2(N, s2) φ|σ2,Z, Y ∼ Normal(φˆ, Vφσ2) (4)
The parameters of these posterior distributions can be computed in closed form:
φˆ = VφZT diag(Πx(Z))Y where Vφ = (ZT diag(Πx(Z))Z + I)−1 (5)
s2 =
1
N
[(Y −Zφˆ)T diag(Πx(Z))(Y −Zφˆ) + φˆT φˆ] (6)
Details of the inference procedure including derivations of Eqns. (4-6) are included in the Appendix.
Estimating Sources of Uncertainty Recall our generative process captures two sources of explana-
tion uncertainty: uncertainty associated with the feature importance scores φ, and the uncertainty
over the error term . We assess the former by repeatedly sampling from the posterior distribution of
φ (Eq (4)). Then, we use these samples to estimate the 95% credible intervals of each feature in φ. In
practice, this term is computed using the 95% density about φˆ on 10000 samples. We illustrate how
these computed intervals capture the variance in the explanations in Figure 2.
The uncertainty over the error term  can be used as a proxy for “explanation quality”, i.e. how
well is the explanation accurate to the underlying model. We first calculate the marginal posterior
distribution of  by integrating out σ2 which is given by the Student’s t distribution:
|Z, Y ∼ t(V=N)(0, s2) (7)
To compute our proxy for explanation quality, we evaluate the probability density function (PDF) of
this posterior at 0 i.e., P ( = 0), dropping dependence on Z and Y for conciseness, to estimate our
confidence that there is no error in the explanation. This is computed in closed form using Student’s
t and s2, which is directly computed from the data. This expression thus gives us the probability
density that our explanation g perfectly captures local decision surface of the underlying black box.
Proposition 3.1. As the number of perturbations sampled around x goes to∞ i.e., N →∞:
(1) the estimate of φ converges to the true importance scores, and its uncertainty converges to 0. (2)
uncertainty of the error term  converges to the bias of the local linear model g. [Details in Appendix]
BayesLIME and BayesSHAP We use this framework to generate a Bayesian version of LIME by
setting the proximity function to pix(z) = exp(−D(x, z)2/σ2) where D is a distance function such
as cosine or l2 distance. This enables us to obtain probabilistic estimates of uncertainty over the
LIME feature importances, thereby addressing the some of the drawbacks we discussed in Section 2.
Similarly, our framework can also be instantiated to generate a Bayesian version of KernelSHAP
by setting pix(z) = d−1(d choose |z|)|z|(d−|z|) where |z| denotes the number of variables in the variable
combination represented by the data point z i.e., the number of non-zero valued features in the vector
representation of z. Note that the original SHAP method views the problem of constructing a local
linear model as estimating the Shapley values corresponding to each of the features [25]. These
Shapley values in turn represent the contribution of each of the features to the black box prediction
i.e., f(x) = φ0 +
∑
φi. Therefore, the resulting estimates of uncertainty output by BayesSHAP
represent how poorly defined the variable contributions are given the current sample of perturbations.
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3.2 Estimating Required Number of Perturbations
One of the major drawbacks of previous approaches such as LIME and KernelSHAP is that they do
not provide any insight about how to choose the number of perturbations, a key factor in obtaining
accurate explanations. We leverage the uncertainty estimates from our framework to compute
perturbations-to-go (PTG) i.e., how many more perturbations are required to obtain explanations
that satisfy a desired level of certainty. This estimate thus predicts the computational cost of generating
an explanation with a desired level of certainty, and can help determine whether it is even worthwhile
to do so. The user specifies the confidence level of the CI (denoted as α), and the maximum width
of the CI (represented as W ), e.g. “width of 95% CI interval should be less than 0.1” corresponds
to α = 0.95 and W = 0.1. To estimate PTG for a data point x and its local explanation, we first
sample N instances randomly around x (where N is small and chosen by the user) and fit a local
linear model using our method as discussed in Section 3.1. This will provide us with initial estimates
of various parameters shown in Eqns (4) - (6) which can then be used to compute PTG.
Theorem 3.2. Given N seed perturbations, the number of additional perturbations required, PTG,
to achieve a credible interval widthW of feature importance for a given data point x at user-specified
confidence level α can be computed as:
PTG(W,α, x) =
4s2N
p¯iN ×
[
W
Φ−1(α)
]2 −N (8)
where p¯iN is the average proximity pix(z) for the N perturbations, s2N is the empirical sum of squared
errors (SSE) between the black box and local linear model predictions, weighted by pix(z), as in (6),
and Φ−1(α) is the two-tailed inverse normal CDF at confidence level α.
Proof (Sketch). To estimate PTG, we first relate W and α to Var(φi), variance of the marginal
importance distribution for any feature i, obtained by integrating out σ2.1 Because Student’s t can be
approximated by a Normal distribution for large degrees of freedom (here, N should be large enough),
we use the inverse normal CDF to calculate CI width at level α. We then compute Vφ from (5) using
Z , treating its entries as Bernoulli distributed with probability 0.5. Due to the covariance structure of
this sampling procedure, the resulting variance estimate after S samples is the sample SSE s2N scaled
by ≈ 4p¯iNS (full derivation included in the Appendix C). If we assume SSE scales linearly with N ,
we can take this to be a reasonable estimate of s2S at any S. We can then estimate PTG[
W
Φ−1(α)
]2
= Var(φi) =
4s2N
p¯iN × S ⇒ S =
4s2N
p¯iN ×
[
W
Φ−1(α)
]2 ⇒ PTG = 4s2N
p¯i ×
[
W
Φ−1(α)
]2 −N
(9)
3.3 Efficient Construction of Bayesian Local Explanations
So far, we have provided methods to estimate uncertainty in explanations and compute how many
perturbations are needed to achieve a desired level of certainty. However, if PTG is large, generating
explanations by querying the black-box model for labels of a large number of perturbations can
be computationally expensive especially in case of complex models such as deep neural networks
[8, 17]. In this section, we propose an alternative approach to querying the black-box model that is
more targeted than querying randomly (as existing approaches do). Inspired by active learning [34],
we introduce a batch-sampling procedure called uncertainty sampling that strategically prioritizes
perturbations whose predictions we are most uncertain about. Specifically, we compute the posterior
predictive distribution for any new instance z:
yˆ(z)|Z, Y ∼ t(V=N)(φˆT z, (zTVφz + 1)s2) (10)
1Note that the value of Var(φi), the marginal variance of the feature importance for feature i obtained by
integrating out σ2, is similar for all features. This is due to the fact that this variance captures random error
which is a function of the number of perturbations and is therefore common across all features.
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Data set BayesLIME BayesSHAP
ImageNet 94.8 89.9
MNIST 97.2 90.1
COMPAS 95.5 87.9
German Credit 96.9 89.6
Figure 3: Assessing BayesLIME and
BayesSHAP credible intervals. We report
the % of time the 95% credible intervals with
100 perturbations include their true values
(estimated on 10, 000 perturbations). Closer to
95.0 is better.
Figure 4: Mean and std error of the explanation
quality (y-axis) over time with different query
strategies, for 100 Imagenet images.
The variance of the aforementioned student’s t distribution is ((zTVφz + 1)s2)(N/(N − 2)), which
we refer to as predictive variance captures how uncertain g is about the black box label for an instance
z. We prioritize querying the black box model with perturbations that have high predictive variance.
Our uncertainty sampling procedure proceeds as follows: 1) We first randomly sample N instances
(perturbations) around the data point x. Let us call this set Q. 2) We then compute exp(zTVφz +
1)s2/
∑
z∈Q exp(z
TVφz + 1)s
2 for each perturbation z ∈ Q thereby generating a distribution over
all the points in Q. Let us call this resulting distribution Qdist 3) We then draw B perturbations from
Qdist and query the black box model for labels of these B instances. 4) Using the newly sampled
B instances as well as the N initial perturbations and their corresponding black box labels, we fit a
local linear model g as discussed in Section 3.1. 5) If the resulting explanation satisfies the desired
level of certainty, terminate early and return the local explanation, otherwise, repeat steps (1) - (5).
In practice, we observe that this procedure allows us to obtain explanations with desired levels of
certainty with far fewer than PTG number of queries to the black box. Pseudocode for this procedure
is provided in the Appendix.
4 Experiments
We evaluate the proposed framework by first analyzing the quality of the uncertainty estimates
output by our framework for both feature importances and error. Next, we assess the correctness
of our estimates of required perturbations (PTG), and evaluate the computational efficiency of our
uncertainty based sampling procedure. Last, we describe a user study that we carried out with 31
human subjects to assess the informativeness of the explanations output by our framework.
Setup We experiment with a variety of real world datasets spanning multiple applications (e.g.,
criminal justice and credit scoring) as well as modalities (e.g., structured data, images). Our first
structured dataset is COMPAS [3], containing criminal history, jail and prison time, and demographic
attributes of 6172 defendants, with class labels that represent whether each defendant was rearrested
within 2 years of release. The second structured dataset is the German Credit dataset from the UCI
repository [9] containing financial and demographic information (including account information,
credit history, employment, gender) for 1000 loan applications, each labeled as a “good” or “bad”
customer. We create 80/20 train/test splits for these two datasets, and train a random forest classifier
(sklearn implementation with 100 estimators) as black box models for each (test accuracy of 62.5%
and 64.0%, respectively). We also include popular image datasets–MNIST and Imagenet. For the
MNIST [23] handwritten digits dataset, we train a 2-layer CNN to predict the digits (test accuracy
of 99.2%) and use the prediction of digit “4” as the target class. For Imagenet [7], we use the
off-the-shelf VGG16 model [35] as the black box, and select a sample of 100 “French bulldog”
images as our test set and explanation target (the model predicts French bulldog on 88% of these
images). For generating explanations, we use standard implementations of the baselines LIME and
KernelSHAP with default settings [30, 26]. For images, we construct super pixels as described
in Ribeiro et al. [30] and use them as the features to use in the explanation (number of super pixels
is fixed to 20 per image). For our framework, we set perturbation sample size N = 50, batch size
B = 10, and the desired level of certainty is expressed as the width of the 95% credible interval.
6
Figure 5: ∆ class probability when top 5% of super pix-
els using LIME fidelity and BayesLIME PDF( = 0)
are masked, with different perturbation sizes & 1, 000
images (mean and std deviation in orange). PDF( = 0)
has a positive relationship with the explanation qual-
ity while fidelity has negative; both significant as per
Pearson’s r test (p < 10−20).
Figure 6: Desired versus observed CIw
running on the PTG estimate. We con-
sider different desired certainty levels and
100 MNIST images. PTG is estimated
from 200 initial samples from the classi-
fier (varies between 200 and 20000 across
images).
Quality of Uncertainty Estimates The key component of our explanations are the estimates of
uncertainty (CIs) associated with the feature importances. To evaluate the correctness of these
estimates, we compute how often true feature importances lie within the 95% credible intervals
estimated by BayesLIME and BayesSHAP. We evaluate the quality of the CI estimates by running
our methods with 100 perturbations to estimate feature importances and corresponding 95% CIs
for each test instance, and computing what fraction of the true feature importances fall within our
95% CI estimates. Since we do not have access to the true feature importances of the complex
black box models, following Prop 3.1, we use feature important computed from a large value of N
(N = 10000), and treat the resulting estimates as ground truth. Results for BayesLIME in Table 3
indicate that the true feature importances fall within estimated CIs about 94.8% to 97.2% of the
time, confirming that these uncertainty estimates are very well calibrated. While the estimates by
BayesSHAP are somewhat less calibrated (true feature importances fall within our estimated 95% CIs
about 89.6 to 90.1% of the time), this may be due to the previously known drawback that the Shapley
kernel produce extremely small proximity scores for perturbations [25], leading to instabilities in
uncertainty estimation. All in all, these results confirm that the CIs learned by our methods are well
calibrated and therefore highly reliable in capturing the uncertainty of the feature importances.
Explanation Error as a Metric of Explanation Quality Recall that P ( = 0) (Eqn. 7) gives us the
probability density that an explanation perfectly captures the local decision surface of the underlying
black box, and can therefore be used to evaluate the quality of explanations. Here, we assess if this
notion of explanation quality is more reliable than another commonly used metric – locally weighted
R2 (local fidelity) [41, 30]. To this end, we use ∆ class-probability [16, 13], which is defined as
f(x)− f(x′) and corresponds to the change in the probability output by the black box model f as
we go from an instance x to another instance x′. To illustrate how this metric can be used to compare
explanation quality, consider two local linear models g and g′ that approximate f around an image
x. If g is a better explanation than g′, removing the most important features highlighted by g from
image x should result in a larger change in the ∆ class-probability than removing the most important
features highlighted by g′. We compare how explanations ranked using PDF( = 0) and fidelity
compare to ∆ class-probability, with higher correlation indicating a better metric for explanation
quality. We take every image x in the MNIST test set, identify its top 5% most important features
using our estimates of φˆ, mask these features to obtain a new image x′, and measure the corresponding
∆ class-probability, as well as the evaluation metrics PDF( = 0) for BayesLIME/BayesSHAP and
local fidelity in case of LIME/SHAP. We repeat this varying number of perturbations, and show scatter
plots of evaluation metrics vs. ∆ class-probability in Figure 5 (results for SHAP and BayesSHAP
are in Appendix). ∆class-probability has a negative relationship with local fidelity while it has a
clear positive relationship with our metric P( = 0). This may be because local fidelity does not
account for perturbation sample size i.e., an explanation with a weighted R2 of 0.9 learned using
10 perturbations is considered better than another explanation with a weighted R2 of 0.85 learned
using 10000 perturbations. These results clearly demonstrate that our metric P( = 0) is much more
reliable than local fidelity in evaluating the quality of explanations.
7
Correctness of the Estimated Number of Perturbations We assess whether our estimate of
perturbations-to-go (PTG) is an accurate estimate of the additional number of perturbations needed
to reach a desired level of feature importance certainty. We carry out this experiment on MNIST
data and use N = 200 as the initial number of perturbations to obtain a preliminary explanation
and its associated uncertainty estimates. We then leverage these estimates to compute PTG for 6
different certainty levels. For each image and certainty level, we run our method for the estimated
number of perturbations (PTG) to determine if the resulting certainty levels (observed CIw) match the
corresponding desired levels of certainty (desired CIw). Results in Figure 6 show that the observed
and desired levels of certainty are well calibrated demonstrating that PTG estimates are reliable
approximations of the additional number of perturbations needed. We also observed significant differ-
ences in PTG estimates across instances (details in Appendix) i.e. number of perturbations needed to
obtain explanations with a particular level of certainty varied significantly across instances–ranging
from 200− 5000 for the lowest level of certainty to 200− 20000 for higher levels of certainty.
Efficiency of Uncertainty Sampling Recall that our uncertainty sampling procedure in Section 3.2
uses the predictive variance to strategically choose perturbations which will reduce uncertainty in
order to be labeled by the black box. Here, we evaluate whether uncertainty sampling produces
higher quality explanations (measured by P ( = 0)) more efficiently than random sampling. We
experiment with BayesLIME on Imagenet data to carry out this analysis. This setting replicates
real-world scenarios where LIME is not preferred as it is computationally expensive to query complex
black boxes (e.g., VGG16). We run each sampling strategy for 10 seconds and plot wall clock time
(computed on a machine with an Intel Core i9-9900 CPU) vs. explanation quality (P ( = 0)). Results
in Figure 4 show that uncertainty sampling results in faster convergence to high quality explanations
compared to random sampling; uncertainty sampling also stabilizes within a few seconds where as
random sampling takes closer to 10 seconds. Results with number of model queries vs. explanation
quality are included in Appendix D. These results clearly demonstrate that uncertainty sampling can
significantly speedup the process of generating high quality local explanations.
User Study We perform a user study to compare BayesLIME and LIME explanations on MNIST.
We evaluate the following: are more confident explanations more meaningful for humans? To evaluate
this question, we mask the most important features selected by BayesLIME and LIME, and ask users
to determine the class. The better the explanation, the more difficult it should be for the users to
guess the right digit. We randomly select 15 correctly predicted images from the MNIST test set,
generate explanations by sweeping over the same perturbation sizes as Figure 5, and choose the
top explanation for each image by either fidelity (for LIME) or P ( = 0) (for BayesLIME). We
mask the top 3 features from each image and ask 31 users to determine the correct digit for all the
images (example of the interface included in Figure 11 Appendix E). We find that the explanations
identified by our method focus on more useful parts of the image for humans, since hiding them
makes it difficult to guess the digit. Users had an error rate for LIME of 25.7%, while it was 30.7%
for BayesLIME, both with standard error 0.003 (ρ = 0.028 through a one-tailed two sample t-test).
5 Discussion & Conclusion
We propose a novel Bayesian framework that models the uncertainty associated with local explana-
tions. The uncertainty estimates in the form of credible intervals (CIs) output by our framework are
not only informative in assessing the quality of local explanations, but also in estimating critical hyper-
parameters and making the process of learning local explanations highly efficient. While some prior
work has attempted to tackle the problem of modeling uncertainty in the context of explanations either
by averaging over several explanations [43, 24] or adopting a Bayesian non-parametric approach [14],
these methods are prohibitively expensive in terms of computation. We achieve similar outcomes with
minimal computational overhead. Furthermore, our method additionally provides useful information
regarding where and how much to sample to reduce sampling uncertainty efficiently.
Quantifications of explanation uncertainty [32], along with the development of sanity checks for
explainers [5, 1, 42], represent an important step to improved usability given experimental evidence
that humans are often too eager to accept inaccurate machine explanations [18, 15, 29, 21]. Our
contribution paves the way for future work measuring other sources of uncertainty in explanations
and exploring how this uncertainty quantification can reduce errors of algorithmic overconfidence in
domains such as healthcare, criminal justice, and business.
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Broader Impact
Interpretability of complex black box models in machine learning is a quickly growing area of
research with immediate societal considerations. Our work addresses issues of explanation methods
unreliability through better expressing notions of explanation uncertainty. This method could better
allow users to understand whether they have generated reliable, replicable model explanations. In
particular, it could provide guidelines for when not to trust any given explanation. Such endeavors
could have positive downstream societal outcomes through mitigating the effects of faulty model
explanations, and open up potential applications domains for interpretable machine learning.
Though this methods presents potential societal upsides, there are potential negative outcomes
considering the context and use case of the method. The primary concern we see is that users could
potentially conflate low sampling uncertainty with unrelated sources of uncertainty, in particular
model uncertainty. This may exacerbate the effect of explanations leading to justification and
overtrust of inaccurate model predictions [18, 15, 29]. Furthermore, our method identifies only
sample uncertainty for a fixed perturbation distribution and so does not protect against adversarial
attacks on explanation methods which leverage gaps between the data distribution and the perturbation
distribution [37]. Mitigating the above concerns will require broader initiatives to educate users
around the specific use cases and failings of explanation methods [39] as well as interdisciplinary
efforts with social psychologists and HCI practitioners to make the potential errors of explanation
methods more salient.
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A BayesLIME Case Study
We consider two explanations output by our method BayesLIME to explain a random forest classifier
(black box) trained on the COMPAS dataset. One of these explanations is generated using fewer
perturbations (100), and the other is generated using larger number of perturbations (5000). Figures
7 & 8 show the top 5 features corresponding to each of these explanations, the associated feature
importance distributions. In case of few perturbations, BayesLIME suggests that the true feature
importance values could vary significantly from the mean estimates. With several perturbations, the
feature importances are much more certain. Additionally, the importance ranking amongst the features
has changed significantly. sex turns out to be the most important feature while priors count has
dropped in relative importance. Though the feature importances change significantly with additional
perturbations, BayesLIME correctly captures this uncertainty even with fewer perturbations.
(a) Explanations learned using 100 perturbations. Top 5 features (priors count being
the most important) and their corresponding feature importance distributions.
(b) Explanations learned using 5000 perturbations. Top 5 features (sex being the
most important) and their corresponding feature importance distributions.
B Model derivation
B.1 Derivation of posterior
From the assumption that σ2 is uninformative, namely that the prior parameters are about 0, we write
the joint posterior as
φ, σ2|Y,Z ∝ ρ(Y |X,β, σ2)ρ(β|σ2)ρ(σ2) (11)
∝ (σ2)−N/2exp(− 1
2σ2
(Y −Zφ)T diag(Πx(Z))(Y −Zφ))(σ2)−1exp(− 1
2σ2
φTφ)
(12)
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Letting φˆ = (ZT diag(Πx(Z))Z + I)−1ZT diag(Πx(Z))Y , we group terms in the exponentials
according to φ. The intermediate steps can be found in [10].
= (Y −Xφ)T diag(Πx(Z))(Y −Xφ) + φTφ (13)
= [φ− φˆ]T (ZT diag(Πx(Z))Z + I)[φ− φˆ] (14)
Using what we’ve derived so far, we can write down the conditional posterior of φ as
φ|σ2, Y,Z ∝ exp(1
2
σ−2[φ− φˆ]T (ZT diag(Πx(Z))Z + I)[φ− φˆ]) (15)
So, we can see that our estimates for the mean and variance of ρ(φ|σ2, Y,Z) are φˆ and
σ2(ZT diag(Πx(Z))Z + I)−1.
Next, we derive the conditional posterior for σ2. We identify the form of the scaled inverse-χ2
distribution in the joint posterior as in [27] and write
σ2|Z, φˆ, Y ∼ Inv-χ2(N, s2) (16)
where
s2 =
(y −Zφˆ)T diag(Πx(Z))(y −Zφˆ) + φˆT φˆ
N
(17)
B.2 Derivation of equations (7) & (10)
We first establish the identity σ2 ∼ Inv-χ2(a, b) and z|σ2 ∼ N (µ, λσ2) ⇐⇒ z ∼ t(V=a)(µ, λb)
[27].
(7) We have,  ∼ N (0, σ2), σ2 ∼ Inv-χ2(N, s2). Then, it’s the case that  ∼ t(V=N)(0, s2).
(10) We have yˆ ∼ φˆT z +  for some z. Thus, yˆ ∼ N (φˆT z, zTVφzσ2) + N (0, σ2), where σ2 ∼
Inv-χ2(N, s2). So, we have yˆ ∼ tV=N (φˆT z, (zTVφz + 1)s2).
C Proof of Theorems
In this appendix, we prove proposition 3.1 and theorem 3.2.
In these derivations, the perturbation matrices Z have elements Zij ∈ {0, 1} where each Zij ∼
Bernoulli(0.5). This convention is typically used to denote features being “included” (1) or “excluded”
(0) [30, 26].
We initially prove theorem 3.2 because the results contained in this proof are useful for the proposi-
tions.
C.1 Proof of Theorem 3.2
We use three assumptions stated as follows. First, p¯iS2 is sufficiently large such at
p¯iS
2 + 1 is equivalent
to p¯iS2 . Second, S is sufficiently large such that S + 1 is equivalent to S and
S
S−2 is equivalent to 1.
Third, the product of ZT diag(Πx(Z))Z within Vφ can be taken at its expected value.
Note that we use S to denote the total perturbations while we use N to denote the perturabtions
collected so far.
First, we state the marginal distribution over feature importance φi where i is an arbitrary feature
importance i ∈ d. This given as
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φi|Z, Y ∼ tV=N (φˆi, Vφiis2) (18)
where Vφ = (ZT diag(Πx(Z))Z + I)−1. Recalling each element of Z , i.e. Zij , is given ∼ Bern(.5)
we use the third assumption to write Vφ
Vφ =

p¯iS
2 + 1
p¯iS
4 . . .
p¯iS
4
. . .
... p¯iS2 + 1

−1
(19)
We can see this is the case considering that each element in Z is a Bern(.5) draw. So, the diagonals
are scaled by S/2 because these are the expected value of the dot product of each row with itself. The
off-diagonals are scaled by S/4 considering this is expected value of the dot product of a row with a
row besides itself. Dropping 1′s due the first assumption
Vφ =

p¯iS
2
p¯iS
4 . . .
p¯iS
4
. . .
... p¯iS2

−1
(20)
where p¯iS2 defines the diagonal and
p¯iS
4 defines the off diagonal elements. Through the Sherman-
Morrison formula, we can write the inverse of this matrix as
Vφ =
[
p¯iS
2 − p¯iS4 0 . . .
0
. . .
... p¯iS2 − p¯iS4
+ p¯iS4
1...
1

1...
1

T ]−1
(21)
Let k = p¯iS2 . It follows directly from Sherman Morrison that the i-th and j-th entries of Vφ are given
as
(Vφ)ij =
{
2
k − 2k(S+1) i = j
− 2k(S+1) i 6= j
(22)
(Vφ)ii =
4
p¯i(S + 1)
(23)
We see that the diagonals are the same. Thus, we take the PTG estimate in terms of a single marginal
φi. Substituting in the s2 estimate s2N and using the second assumption, we write the variance of
marginal φi as
Var(φi) =
4s2N
p¯i(S + 1)
S
S − 2 (24)
=
4s2N
p¯i × S (25)
Thus, the total number of samples needed is
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S =
4s2N
p¯i × Var(φi) (26)
Because our notion of feature importance uncertainty is in the form of a credible interval, we use the
normal approximation of Var(φi) and write
S =
4s2N
p¯i ×
[
W
Φ−1(α)
]2 (27)
where W is the desired width, α is the desired confidence level, and Φ−1(α) is the two-tailed inverse
normal CDF. Finally, we subtract the initial N samples. Thus, PTG is given as
PTG(W,α, x) =
4s2N
p¯iN ×
[
W
Φ−1(α)
]2 −N (28)
C.2 Proposition 3.1
We outline three claims in the proposition. Namely, (1) Var(φ)→ 0 as N →∞ (2) the mean of φ is
consistent and (3) Var() converges to the bias of the local model as N →∞
Convergence of Var(φ) Recall the posterior distribution of φ given in equation 4. In equation 21,
we see the on and off-diagonal elements of Vφ are given as 4p¯i(N+1) and − 4p¯iN(N+1) respectively
(here replacing S with N to stay consistent with equation 4). Because we have N →∞, these values
define Vφ due to the law of large numbers. Thus, as N →∞, Vφ goes to the null matrix and so does
the uncertainty over φ.
Consistency of φˆ Recall the mean of φ, denoted φˆ given in equation 5. To establish consistency, we
must show that φˆ converges in probability to the true φˆ as n→∞. To avoid confusing true φˆ with
the distribution over φ, we denote the true φˆ as φ∗. Thus, we must show φˆ→p φ∗ as n→∞. We
write
φˆ = (ZT diag(Πx(Z))Z + I)−1ZT diag(Πx(Z))Y (29)
= (ZT diag(Πx(Z))Z + I)−1ZT diag(Πx(Z))(Zφ∗ + ) (30)
Considering the mean of  is 0
= (ZT diag(Πx(Z))Z + I)−1ZT diag(Πx(Z))Zφ∗ (31)
Through the law of large numbers
= (n−1[ZT diag(Πx(Z))Z + I])−1n−1ZT diag(Πx(Z))Zφ∗ (32)
= φ∗ (33)
which establishes the claim.
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Convergence of Var() Assume we have N →∞ so φˆ converges to φ∗. The uncertainty over the
additive error term is given as the variance of the distribution in equation 7. The variance of this
generalized student’s t distribution is given as
s2
N
N − 2 (34)
which for large N is s2. Recalling the definition of s2 (see equation 17), s2 reduces to the local error
of the model as N →∞, namely
s2 =
(y −Zφˆ)T diag(Πx(Z))(y −Zφˆ)
N
(35)
which is equivalent to the squared bias of the local model, considering that there is no uncertainty
over φ.
D Detailed Results
Quality of Uncertainty Estimates In section 4, we assessed whether our uncertainty estimates are
well calibrated and presented results for BayesLIME and BayesSHAP. Here, we demonstrate that the
BayesLIME uncertainty estimates capture the uncertainty within the original LIME framework. In
Table 1, we show the results when we rerun LIME for each image using 10, 000 perturbations and
find the estimates to be similarly within the BayesLIME CI estimates. We cannot compute this for
SHAP because the SHAP implementation does not randomly select perturbations.
Data set Model LIME % Within CI
ImageNet VGG16 94.8
MNIST CNN 97.2
COMPAS Random Forest 97.6
German Credit Random Forest 96.9
Table 1: We assess the credible interval estimates of BayesLIME by computing how often the true
feature importance values for LIME falls within our 95% CI estimate. Though we cannot get a true
feature importance estimate, we compute the feature importance at a very high sampling size (10, 000
perturbations) and assess how often these values fall within the CIs of our explanations computed at
100 perturbations.
Explanation Error as a Metric of Explanation Quality In section 4, we evaluated whether
P ( = 0) is a better metric for explanation quality than locally weighted R2 and showed results for
BayesLIME. Here, we demonstrate similar results for BayesSHAP. SHAP does not support locally
weighted R2, so we compare BayesSHAP ranked by P ( = 0) with BayesSHAP ranked by local
fidelity. We evaluate each image in the MNIST testing set, sweeping over a range of perturbation
amounts ([100, 150, 200, 250, 300, 350, 400, 450, 500]) and assess ∆class-probability. The results in
Figure 8 show a negative relationship between fidelity and ∆class-probability, and demonstrate a
postive relationship between our metric and ∆class-probability. This may be because local fidelity
does not account for perturbation sample size.
Correctness of the Estimated Number of Perturbations In section 4, we assessed if PTG pro-
duces good estimates of the number of additional samples needed to reach the desired level of feature
importance certainty. In figure 9, we show the desired level of certainty (desired width of credible
interval CIw) versus the actual PTG estimate (i.e. the estimated number of perturbations) for figure
6 in the main paper. We see the estimated number of perturbations is highly variable depending on
desired CIw. For the lowest levels of certainty, PTG ranges from 200 to 5000 perturbations. For the
highest levels of certainty considered, PTG ranges from 200 to 20000.
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Figure 8: ∆ class probability experiment from figure 5 repeated for BayesSHAP. The line provided
is the mean and standard deviation of binned points. We see that our PDF( = 0) metric has a
positive relationship with explanation quality as a measured by ∆ class probability while fidelity
has a negative relationship. The relationships are significant according to a Pearson’s correlation
coefficient test (p < 1e− 20 in both cases). The local fidelity term for SHAP is very low because the
resulting Shapley values tend to be extremely small or large, which can lead to poor locally weighted
R2.
Figure 9: Desired CIw versus the actual number of perturbations estimated by PTG in figure 6 of
the main paper. We plot mean and standard deviation of PTG.
Efficiency of Uncertainty Sampling In section 4, we evaluated whether uncertainty sampling
produces quicker convergence to high quality explanations and presented results plotting wall clock
time versus P ( = 0). In figure 10, we plot the number of model queries versus P ( = 0). This
experiment is analogous to figure 4 in the main paper, but here we use the number of model queries
instead of time on the x-axis. We see that uncertainty sampling is more query efficient than random
sampling for BayesLime.
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Figure 10: Assessment of the number of model queries needed to converge to a high quality
explanation (analogous to figure 4 in the paper). We use both random sampling and uncertainty
sampling over 100 Imagenet images. We provide the mean and standard error for binned estimates of
these values.
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E User study
In this appendix, we give an example screen shot from the user study.
Figure 11: Screen shot from user study (correct answer 4).
F Uncertainty sampling algorithm
Here, we provide pseudo code for the uncertainty sampling procedure.
Algorithm 1 Uncertainty sampling for local explanations
Require: Perturbation size S, Preliminary perturbation sizeN , Batch sizeB, Model f , Data instance
X , Explanation Model g with Predictive Variance φg , Candidate perturbation batch size A
1: function UNCERTAINTY SAMPLE
2: Initialize data set D and add N initial perturbations, (Z, f(Z)).
3: Fit g on D
4: for i← 1 to S −N do
5: if i mod. B = 0 then
6: Generate set of candidate perturbations Q of size A
7: Draw B perturbations into Qnew from Qdist ∼ exp(φg(Q))j∈|Q|/
∑
exp(φg(Q))
8: D ← D ∪ (Qnew, f(Qnew)); Fit g on D
9: end if
10: end for
11: return g
12: end function
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