In this paper we design, by using the weight function technique, two families of iterative schemes with order of convergence eight. These weight functions depend on one, two and three variables and they are used in the second and third step of the iterative expression. Dynamics on polynomial and non-polynomial functions is analysed and they are applied on the problem of preliminary orbit determination by using a modified Gauss method. Finally, some standard test functions are to check the reliability of the proposed schemes and allow us to compare them with other known methods.
Introduction
Nonlinearity appears frequently in real problems, which are modelled by different branches of science and engineering. These models try to simplify the original problems holding their main properties. So, they usually remain nonlinear. The use of iterative techniques to estimate the solutions of these kind of problems has revealed itself as a fruitful area of research.
In general, we try to find a simple real solution ξ ∈ I of a nonlinear equation f (x) = 0. The most of the computationally useful techniques to determine roots can be classified as: (a) iterative methods that require only functional evaluations of f , and (b) methods whose iterative formula require evaluations of the function and its derivatives. There are two known simple and effective methods that represent these classes: Steffensen and Newton's methods, respectively, both with order of convergence two. The search of variants of these methods with an accelerated convergence and a reduced number of operations and functional evaluations has resulted in the last decades in multistep methods. These schemes belong to the class of most powerful methods that overcome the limitations of the methods of a point with respect to the order of convergence and computational efficiency. This type of iterative methods were extensively studied in Traub's [20] text, and more recently, in [15] .
The most of multistep iterative methods modify Newton's scheme to solve nonlinear equations with a high order of convergence [4, [8] [9] [10] 17] . However, they frequently use derivatives, which is a serious disadvantage. Sometimes, the applications of iterative algorithms that depend on derivatives are restricted in engineering and science. For these cases, different authors have developed derivative-free iterative methods in numerous papers, that only need the additional evaluations of the function [12, 16, 18, 22] .
In this paper (following the ideas presented in [1, 14] ) we design, in Section 2, two families of iterative methods belonging to classes (a) and (b), respectively, both of eight order of convergence. Their stability properties are tested on different functions in Section 3. In Section 4, an application is made on the problem of preliminary orbit determination. This problem is used to test the robustness and efficiency of the proposed methods, compared with other partners of the same order and with the original scheme used by Gauss and introduced in [7] . To get this aim, variable precision arithmetics is used to work with a high number of digits and a very restrictive stopping criterium which are not needed in real cases. Finally, in Section 5 some test functions are used to compare the numerical results of our methods with the obtained by other eight-order schemes.
Design of the families
Let us remember that the iterative expression of Steffensen's scheme is
where z k = x k + βf (x k ), f [·, ·] denotes the usual first-order divided differences and Newton's one is
If we compose any of these methods with itself, schemes of order 4 with 4 functional evaluations are obtained in both cases. That makes them non-optimal, according to the conjecture of Kung-Traub [11] .
In double Newton scheme, let us consider a frozen derivative in the second step, obtaining the non-optimal Traub's method of order 3 [20] . The authors in [1] , using the technique of weight functions, got to increase to four the order of convergence of Traub's scheme without adding new functional evaluations. The iterative expression of the obtained method is
where H(u k ) represents a real-valued function and
, being b 1 and b 2 real parameters. Now, let us consider the double Steffensen scheme, holding the divided difference in the denominator in the second step. By using the technique of weight functions, Petković et al. [14] increase to four the order of convergence of the double Steffensen method without adding new functional evaluations. The iterative scheme of the resulting method is
where
. Under some conditions on H and for nonzero arbitrary values of β, Equation (2) is an optimal method of order 4. Following these ideas, we design two classes of three-step methods, that satisfy the following results. Let us notice that a particular subclass of the family presented in Theorem 1 was designed by Džunić et al. [6] . 
where where c j = f (j) (ξ )/j!f (ξ ) and e k = x k − ξ .Applying these developments on the damped Newton's method
Using again Taylor's series expansion, we get
can be calculated and then, a Taylor's series expression is obtained for the weight function
and the error equation of the second step is e z k = 8 j=1 Z j e j k + O(e 9 k ) whose first term depend on the factor
The condition for obtaining at least convergence order 2 is Z 1 = 0, so we need β = 1. Introducing this value in the error equation of this step we obtain e z k = 8 j=2Z j e j k + O(e 9 k ), wherē
Solving the system of simultaneous equationsZ 2 = 0 andZ 3 = 0 we get H(0) = 1 and H (0) = 2b 1 . Substituting these conditions we obtain the error expression
.
From this expression we conclude that the second step of the iterative expression (3) can have convergence order no more than 4 as b 1 = 0. By using again Taylor's expansion
If we choose G(0, 0) = 1, the order of convergence will be at least 5. Substituting these conditions in the error equation we obtain the new expression of it
Let us observe that if G u (0, 0) = 2b 1 , the term of order 5 vanishes. Again, we substitute this condition in the error equation and simplifying we obtain
j=6L j e j k + O(e 9 k ),
and G uu (0, 0) = 2b 2 1 + H (0) the order of convergence is at least 7 and the error expression obtained e k+1 =L 7 e 7 k +L 8 e 8 k + O(e 9 k ), wherē
In order to reach eight-order of convergence we needL 7 = 0, that is, G uv (0, 0) = 4b 1 and
) and the proof of the result is finished.
By choosing different weight functions verifying the conditions imposed in Theorem 1, different classes of methods can be found. Specifically, in the next sections we will use
Let us note that if b 1 = 1 and b 2 = −2 then H(u) = 1 + 2u and the first two steps of Equation (3) correspond to Ostrowski's method.
Respect to the class of derivative-free methods, mentioned in the Introduction, and taking into account Petković's idea showed in Equation (2), we establish the following result. 
, has order of convergence eight for any value β different from zero and the error equation is
Proof By using the Taylor's series expansion of f (x k ) introduced in the previous theorem, we have
Therefore, the error at the first step of the method is
Let us calculate Taylor's expressions for the variables u k = f (y k )/f (x k ) and v k = f (y k )/f (z k ) and the weight function H around (0, 0)
Then, the error equation of the second step is
In order to t k reaches fourth-order of convergence, we need to assume that H(0, 0) = H u (0, 0) = H v (0, 0) = 1. With these values,
whereR 4 = − 1 2 ρ(r 4,1 c 3 2 + r 4,2 c 2 c 3 ), r 4,1 = −2(5ρ + γ 2 ) + h vv (0, 0) + 2h uv (0, 0)ρ + h uu (0, 0) ρ 2 and r 4,2 = 2ρ. Then,
Now, we calculate the expression of w k = f (t k )/f (y k ) and the expression of the weight function
Therefore, the error equation of the method is
where L 4 = 1 2 (−1 + G(0, 0, 0))ρ(r 4,1 c 3 2 + r 4,2 c 2 c 3 ). If we assume G(0, 0, 0) = 1, then the fourthorder term vanishes andL 5 (0, 0, 0) , we obtain order 7 with
Finally, conditions G uu (0, 0, 0) = G uw (0, 0, 0) = G vw (0, 0, 0) = 2, H uv (0, 0) = 0 and H vv (0, 0) = 2, allows us to gain eight-order with the following error equation
and the proof is finished.
Remark 1
The families of three-point methods (3) and (5) 
In the following sections we are going to use the elements of the families (3), for b 1 = 1 and b 2 = 0, and Equation (5) obtained by choosing the weight functions (4) and (12) . These elements of the class will be denoted by M 1 8 and M 2 8, respectively.
Dynamical aspects
The dynamical properties of the rational function associated to an iterative method acting on a polynomial give us important information about numerical features of the method as its stability and reliability [2] .
The dynamical behaviour of the orbit of a point on the complex plane can be classified depending on its asymptotic behaviour. In this way, a point in the Riemann sphere z 0 ∈Ĉ is a fixed point of R if R(z 0 ) = z 0 . A fixed point is attracting, repelling or parabolic if |R (z 0 )| is less than, greater than or equal to 1, respectively. Moreover, if |R (z 0 )| = 0, the fixed point is superattracting.
If z * is an attracting fixed point of the rational function R, its basin of attraction A(z * ) is defined as the set of pre-images of any order such that
The set of points whose orbits tends to an attracting fixed point z * f is defined as the Fatou set, F(R). The complementary set in the Riemann sphere, the Julia set J (R), is the closure of the set consisting of its repelling fixed points, and establishes the borders between the basins of attraction.
For the representation of the convergence basins of every iterative procedure we have used the software described in [3] . In order to draw the dynamical planes, each point of the complex plane is considered as a starting point of the iterative scheme and it is painted in different colours depending on the point which it has converged to (the roots of the polynomial are marked in the figures by white stars). The figures has been generated for values of z 0 in [−2, 2] × [−2, 2], with a mesh of 800 × 800 points and 80 iterations per point. Depending on the number of iterations needed to converge, the colour of the starting point will be brighter (less iterations) or darker (more iterations). We will represent the dynamical behaviour of the mentioned elements of the two suggested classes, Equations (3) and (5), for low-degree polynomials and non-polynomial functions, showing their stability and the amplitude of the convergence regions in these cases.
When M 1 8 is considered, we observe in Figure 1 the basin of attraction of the different roots of low-degree polynomials. It is possible to observe some regions of slow convergence, in form of 'flowers', whose petals make narrower while the convergence is slower. The black point in the centre of the flowers correspond to regions of no convergence. The observed dynamical planes define wide amplitudes for the different basins of the roots.
If we consider now the rational function associated to the element of family (5) and analyse its dynamical behaviour, we find that there exist black regions in the dynamical planes ( Figure 2 ) whose orbits do not tend to any of the roots, but to the infinity. So, the are wide regions of no convergence. Moreover, it can be observed that the amplitude of the convergence regions is narrower in some cases. Nevertheless, the convergence improves when β is closer to zero than when it is near one.
In Figure 3 , we show the dynamical planes corresponding to function
, where two simple roots appear. These planes have been obtained by using Newton, M 1 8 and M 2 8 methods. In all cases, it can be observed that wide regions of non convergence appear. Some of them are due to poles of the function f . We observe that the behaviour of the proposed methods is not very different from the one of Newton's scheme.
Preliminary orbit determination
A classical reference in preliminary orbit determination is F. Gauss (1777-1855) , who deduced the orbit of the minor planet Ceres, discovered in 1801 and afterwards lost. The calculation of its trajectory by means of the procedure designed by Gauss and the re-discovering in following Gauss' calculations, marked the international recognition of Gauss and his work. The so-called Gauss' method is based on the rate y between the triangle and the ellipse sector defined by two position vectors, from astronomical observations. This proportion is related with the geometry of the orbit and the observed position by
The angles E i , ν i , i = 1, 2, are the eccentric and true anomalies, respectively, associated to the observed positions r 1 and r 2 (let us denote by r i the modulus of vector r i , i = 1, 2). Equation (13) is, actually, the composition of the first Gauss equation
and the second Gauss equation 3 , μ is the gravitational parameter of the motion and τ is a modified time variable. The original iterative procedure used to solve the nonlinear Gauss equation (13) is the fixed-point method (see, for example, [7] ) and is described in the following scheme:
(i) From the initial estimation y 0 = 1, x 0 = m/y 2 0 − l is obtained (it is possible to calculate m and l from the observed positions r 1 and r 2 and the time τ . (ii) From x 0 and cos 
a new iteration is calculated and the process start again.
The iterative process follows as described above, getting new estimations of the ratio, until it does not vary within a given tolerance. Once the method has converged, the semi-major axis a, can be calculated by means of equation
from the last estimations of ratio and difference of eccentric anomalies, and the last phase is then initiated, to determine velocity and orbital elements.
Finally, we will also compare our new schemes with the method designed by Soleymani et al. [19] (denoted by S8), also initialized with Ostrowski's procedure,
In the numerical test made, variable precision arithmetics has been used, with 4000 digits of mantissa in Matlab R2011b. Some reference orbits have been used in the test, that can be found in [7] . As orbital elements of each one of the test orbits are known, the vector position in the instants t 1 and t 2 have been re-calculated with 3998 exact digits. Then, our aim is gain from these positions, the orbital elements, with a precision as high as possible:
• Test Orbit I has the position vectors By using these test positions vectors and times, we will consider that the solution provided by Newton's scheme with a required accuracy of 10 −3998 is the exact solution y ex . Then we will compare the exact error at the first three iterations of the proposed eight-order method M8 and the known schemes K8, F8, D8 and S8. We also include, in Tables 1-3, the computational order of convergence (COC) [21] , in order to check the computational efficiency of the schemes related to their theoretical rate of convergence. This index is evaluated by the formula
The different test orbits have been chosen with an important property: the increasing angle ν 2 − ν 1 . It measures the spread in the observations and, by the design of Gauss' procedure, it induces instability in the system when it gets higher. The difference between the true anomalies of the observations is, for the test Orbits I-III, ν 2 − ν 1 = 12.23 • , ν 2 − ν 1 = 22.06 • and ν 2 − ν 1 = 31.46 • , respectively. It can be observed in Tables 1-3 that, when the spread of the observations increases, the precision obtained in the calculations per step reduces in the same rate for any eight-order method.
It is clear that the application of high-order schemes to the problem of preliminary orbit calculation by Gauss procedure gets an important success, as the gain in speed and the precision obtained in the calculations are increased. Nevertheless, the behavior of all the high-order schemes are not the same. The great complexity of the calculations involved in the problem and the own stability of each iterative scheme are important factors to take into account: let us note that Khan's procedure is not appropriated for this particular problem, as it converges more slowly than the rest of scheme, being a good method with theoretical order of convergence eight.
Let us note that the precision of the orbital elements calculated with the third estimation provided by any eight-order method is total, as all the 4000 decimal digits of the solution considered as exact are reached with only three iterations.
