The study of a machine learning problem is in many ways is difficult to separate from the study of the loss function being used. One avenue of inquiry has been to look at these loss functions in terms of their properties as scoring rules via the proper-composite representation, in which predictions are mapped to probability distributions which are then scored via a scoring rule. However, recent research so far has primarily been concerned with analysing the (typically) finite-dimensional conditional risk problem on the output space, leaving aside the larger total risk minimisation. We generalise a number of these results to an infinite dimensional setting and in doing so we are able to exploit the familial resemblance of density and conditional density estimation to provide a simple characterisation of the canonical link.
Introduction
There is a rich literature originating in statistics that deals with probability elicitation (McCarthy, 1956; Savage, 1971; Grünwald et al., 2004; Gneiting and Raftery, 2007) via what is known as a scoring rule. More recently the probability elicitation framework has been shown to be an alternative way to formulate the classical binary classification problem in machine learning (Buja et al., 2005; Masnadi-Shirazi and Vasconcelos, 2009) , by introducing a link function to connect predictions 1 and probability distributions. Following Masnadi-Shirazi and Vasconcelos (2009) there have been a steady stream of papers abstracting the probability elicitation framework to more and more more general classes of machine learning problems; The use of the proper-composite representation has been an important tool for the analysis and design of statistical properties in machine learning models (Buja et al., 2005; Tewari and Bartlett, 2007; Masnadi-Shirazi and Vasconcelos, 2009; Erven et al., 2012; Kamalaruban et al., 2015; Mhammedi and Williamson, 2018) .
The connection between machine learning derived loss functions functions and scoring rules is made via a link function (Buja et al., 2005) that maps the predictions of a machine learning model to a distribution over the outcome space, which is then evaluated using a scoring rule. An important 1 Throughout, the terms prediction and model are used interchangeably since the distinction is largely semantic.
Predition space F
Outcome space Ω Table 1 : By allowing predictions and outcomes to exist in general topological space we are able to abstract a complete learning problem. For example the outcome space may consist of pairs of inputs and labels (x, y), the prediction, f , a mapping that predicts y from x and the loss function may take the form l f (x, y) def = |f (x) − y|; alternatively the prediction space might be an exponential family p parameterised by a parameter vector ϑ and the loss function may be a regularised negative log density l ϑ (ω) def = − log p ϑ (ω) + ϑ on some outcome space-both of these settings are impossible to represent in the frameworks of the other papers mentioned.
class of these link functions are the canonical link functions (Buja et al., 2005, §16) . It is a natural progression, and pursuant to this objective, that we extend a great many of the results of Williamson (2014) ; Williamson et al. (2016) in three directions, from (i) a finite-dimensional setting to an infinite dimensional setting (ii) differentiable loss functions to non-smooth (iii) the composition of a loss function with a model to a generic parameterised loss function. Upon doing this we develop a framework sufficiently general to encompass almost any machine learning problem. Furthermore, while the generality introduces certain technical difficulties, the end result is a much more interpretable, transparent theory. A table summarising the generalisation of our setting compared to some other works in this space is provided in Table 1 .
In the next section ( §2) we define notation. In §3 we define some basic concepts for loss functions, scoring rules and link functions. In §4 we derive the proper-composite representation loss functions defined on the product of an input and label space. In §5 we give some examples showing how ordinary loss functions may be recast as proper scoring rules, followed by a discussion ( §6) and conclusion ( §7). A list of symbols for quick reference is provided in Appendix A (p. 15). All proofs as well as propositions, lemmas, and remarks of a technical nature are deferred to Appendix C (p. 17).
|µ|(X), and M * (X) = M(X) (Dunford and Schwartz, 1958, IV.5.1, p. 258) . The linear functionals operate via ∀f ∈ M(X), ∀µ ∈ M(X) : µ, f X
When the underlying space X is unambiguous we omit the subscripts.
The set of non-negative measures (resp. functions) is denoted M ≥0 (X) def = {µ ∈ M(X) | ∀E ∈ B(X) : µE ≥ 0}
(resp. M ≥0 (X), with a similar pointwise inequality). The set of probability measures, denoted P(X), is the subset of M ≥0 (X) consistening of countably additive measures with norm 1. Thus, in general pos
which justifies our overloading of notation with the Dirac measure). A conditional distribution is a mapping µ Y |X ∈ B(X, M ≥0 (Y )), where for x ∈ X we denote by µ Y |x the corresponding measure on Y .
The Legendre-Fenchel conjugate of a functional f :
The Moreau-Rockerfellar subdifferential of f is ∂f : X ⇒ X * , where the double right arrow indicates a function taking values in the power set of X * . The (effective) domain of f is the set dom 
Loss functions
It is always assumed that the model families F, P and outcome space Ω are nonempty topological spaces, and in particular P ⊆ pos P(Ω). A parameterised loss function l is a Borel mapping F → M(Ω). The real value l f (ω) is to be interpreted as the "loss" or "penalty" incurred under the prediction f ∈ F upon observing the outcome ω ∈ Ω. The collection of F-parameterised loss functions l is L(F, Ω). The subset of these that take nonnegative (resp. positive) values is L ≥0 (F, Ω) (resp. L >0 (F, Ω)). We say a loss function l is forecast continuous (resp. outcome
Classically, a machine learning problem may be posed as the minimisation of a risk functional over an outcome space with respect to a model class (Vapnik, 2013) :
When µ is an empirical distribution,
, is called the F-Bayes l-risk under µ. We omit the qualifying F, l, and µ terms in describing these quantities when they are unambiguous. The F-superprediction set (Dawid, 2007; Williamson, 2014) is the collection
( 1) The geometry of the the superprediction set is deeply related to properties of the underlying decision problem, in particular properness (Williamson, 2014) ; classification calibration and consistency (Bartlett et al., 2004; Tewari and Bartlett, 2007) ; and mixability (Erven et al., 2012; Mhammedi and Williamson, 2018) .
Since the subdifferential of a support function is the set of points solving the support function maximisation, from Proposition 3.1 we have
That is, the assumption ∂ σ − sp F (l) (µ) = ∅ is equivalent to assuming (R) has a minimiser at µ (this minimiser is the Bayes act of Grünwald et al. (2004) ).
It has been noted that several different loss functions can have the same Bayes risk functional (Williamson et al., 2016) , therefore it will be helpful to name and study this equivalence relation.
Two loss functions
This equivalence relation will be more sharply characterised by Theorem 3.12 in §3.1.
By assuming l is nonnegative, Theorem 3.5 guarantees the l-risk under µ is finite for all µ ∈ M ≥0 (Ω).
Scoring rules
A scoring rule is a particular, canonical, kind of loss function for which the model class is a subset of distributions on the outcome space. 3 That is, P ⊆ M(Ω) and s ∈ L(P, Ω). A scoring rule s is said to be P-proper (McCarthy, 1956; Gneiting and Raftery, 2007) if
and strictly P-proper if (2) holds with strict inequality. When P = P(Ω) these are usually shortened to proper and strictly proper.
Proposition 3.6 was first stated by McCarthy (1956) (without proof) for the case of a proper scoring rule. Hendrickson and Buehler (1971) provide a proof when P is convex and we include a proof in the appendix for the nonconvex P case. 4 When P is convex we recover the second half of Hendrickson and Buehler's Thm. 3 (1971) as a corollary.
Corollary 3.7 (Hendrickson and Buehler, 1971, Thm. 3b ). If P is convex then s is strictly Pproper if and only if σ − sp P (s) is strictly convex on P.
The convexity of the domain of the subdifferential of a 1-homogeneous convex function yields:
In §3 we introduced the concept of Bayes equivalence for a loss function. Theorem 3.12 shows that in the case scoring rules, Bayes equivalence is the same as equality over a dense subset.
Theorem 3.12. Suppose P ⊆ M ≥0 (Ω) is separable; s, t ∈ L ≥0 (P, Ω) are P-proper and forecast continuous. If s ∼ P t, then s and t agree on at least a dense G δ subset of P. 5
Letting P def = P(Ω) in Theorem 3.12, we recover Prop. 8 of Williamson et al. (2016) . 6 Theorem 3.12 shows that for scoring rules, the Bayes equivalence relation implies equality on almost the whole of the set P.
Duality for scoring rules
A general loss function is a mapping F → M(Ω). However for a scoring rule, the model class is a subset of the topological dual, M(Ω) = M * (Ω). In Proposition 3.6 we saw that a (suitably proper) scoring rule is a selection of the subdifferential of a convex function (its negative superprediction support function). One of the miraculous properties of a convex function is that its subdifferential is invertible. Therefore every scoring rule naturally induces a pseudoinverse mapping M(Ω) → F. This feat is accomplished in practice by using the duality theory of convex analysis. By exploiting this theory we are able to produce two dual characterisations of properness which will be helpful for characterising the link function in §4.
Link functions
The proper-composite representation of a loss function l ∈ L(F, Ω) is the composition of a proper scoring rule s ∈ L(P, Ω) with a link function which is a mapping (usually notated) ψ −1 : F → P so 4 The function σ − sp P (s) is (arguably) a natural choice for Hendrickson and Buehler's (1971) function H, especially given its relationship to the P-Bayes risk (Proposition 3.1). 5 Recall that a set is G δ if it is the countable intersection of open sets (see Aliprantis and Border, 2006, §2.1) . 6 When simplified to the finite dimensional setting of Williamson et al. (2016) , Theorem 3.12 avoids the use of a restricted Lebesgue measure on the n-simplex (an n − 1 dimensional subset of R n , that is, an otherwise Lebesgue null set).
that l f = s ψ −1 (f ) . In general the existence of a proper composite representation is only guaranteed when the Bayes risk function is differentiable over all of P(Ω) -quite a strong condition, however we may instead recover a Bayes-equivalent proper-composite loss function using much weaker conditions. This will be the topic of §4.3. Proposition 3.13. Let X be a normed space and σ : X → (−∞, ∞] a proper, convex function. Then ∂σ : X ⇒ X * has a Borel measurable selection.
There is a natural way that l induces a P-proper scoring rule s ∈ L(P, Ω) where
by Proposition 3.13. Then s is P-proper by Proposition 3.6. Using the conjugate for the inverse sub-
Then λ is a surjection on to P and f → λ(l f ) defines a map F → P. Any such selection λ is called a canonical link function (cf. Reid and Williamson, 2010; Williamson et al., 2016) and the construction of s and λ ensures (via Proposition 3.1)
is a singleton, and s ( · ) will be invertible with inverse λ.
The canonical link allows us to transform an arbitrary class of models F to a family of distributions P over the outcome space Ω. The interaction between s, λ, and l are illustrated in Figure 2 .
The problem of finding such a selection λ is the topic of the next two sections.
Fenchel and polar duality
Bayes equivalence
Figure 2: The canonical link maps loss functions to distributions in the dual space, which a scoring rule then maps back to the original space.
The Legendre-Fenchel conjugate allows us to invert the subdifferential of a closed, convex function (Penot, 2012, Thm. 3.47 (Young-Fenchel) , p. 215). Applied to a support function we have
The correspondence (3) yields a dual characterisation of P-properness:
The relationships between the superprediction set, its normal cone, and support functional are illustrated in Figure 3a . The anti-polar of a set S ⊆ X is S and Crouzeix, 1994; Penot and Zȃlinescu, 2000) . It is the functional closure of the operation
The polar duality relationship between the support function and its anti-polar support function is illustrated in Figure 3b .
Regression and classification
In the case of regression and classification the outcome space Ω is decomposable into the product of input and label (also called output) spaces which we denote X and Y and write Ω = X × Y for the input-label space. The problem (R) is called classification when Y is discrete, and regression when Y is continuous. In the case of non-decomposable outcome space Ω, almost every loss function is a scoring rule, whereas in the case of a decomposable input-label space this is not the case, which is why we treat setting separately.
scoring rule loss functions
A common family of loss functions on X × Y is built from a scoring rule s ∈ L(P, Y ) and a family F of mappings X → P ⊆ P(Y ) with l ∈ L(F, X × Y ) given by l f (x, y) = s f (x) (y); we call these the scoring rule loss functions. Observe that there is a self-similarity here with regards to the outer and inner superpredction sets: sp F (l) and sp P (s). Let F(X) def = f ∈F f (X). Lemma 4.1 relates the F-and F(X)-superprediction sets of l and s.
It follows from the calculus of support functions (Aubin and Ekeland, 2006, p. 31 ) that
and Penot, 2012, Prop. 3.42, p. 211) with
Remark 4.4. It follows from the proof of Theorem 4.3 that if X is compact, (5) can be replaced (via
The nonemptiness of the set in (5) will also be a sufficient condition for a generic loss function on X × Y -that is, not necessarily a scoring rule loss -to have a proper composite representation in the next section (viz. Theorem 4.7).
Scoring rules for regression and classification
In §4.1 we showed how outer and inner superprediction sets were related for a scoring rule loss. In this section we ask the inverse question, that is, starting from a generic loss function l ∈ L(F, X × Y ) whether we can build a scoring rule loss m def = s λ( · ) so that m is close to l. Ensuring equality of l and m is difficult and requires very strict conditions on l (e.g. this is trivially true if l is already a scoring rule loss). However it is not difficult to derive a scoring rule s with canonical link λ so that m recovers l up to Bayes equivalence (
In practice this is a mild condition to satisfy as illustrated by the examples in Appendix B. 
Theorem 4.6 is the main proper-composite result of this section, in which we effectively convert an arbitrary family of models, via their interaction with the loss function, to a set of mappings that predict distributions over the label space. Ordinarily this would not be remarkable, but the use of the canonical link ensures that we retain certain properties of the original risk minimisation, that is, Bayes equivalence.
Theorem 4.6 assumes the existence of a scoring rule with a superprediction set that satisfies co(sp P s) = co x∈X δ * x sp F (l). Theorem 4.7 demonstrates that it is easy to guarantee the existence of such a scoring rule using the techniques established in §4.1, and in particular, characterising the family of distributions P that it is proper with respect to. Naturally the scoring rule in Theorem 4.7 can be obtained via subdifferentiation (using Proposition 3.6 together with Proposition 3.13).
Polar characterisation of the link
Since (7) shows that sp ⋄ P is the intersection of a collection of closed half-spaces, it's necessarily closed and convex, thus
Examples
In this section we give three examples applying the techniques developed in §3.2 and §4.
The logarithmic scoring rule (cross entropy)
Fix the Borel measure space (Ω, π), 7 where π ∈ M ≥0 (Ω) and restrict our analysis with respect to following parameterisations:
7 In continuous applications π will typically be the Lebesgue measure, making dµ dπ a density function. In in discrete applications π is often the counting measure, making dµ dπ (ω) = µ{ω}. If π is a probability measure then dµ dπ is a likelihood ratio and risk ls (µ, π) is the Kullback-Liebler divergence between π and µ. Figure 4: The function v is normalised toṽ in the boundary of the set S ls by multiplying v with 1/ β S ls (v). This is due to the property that v ∈ pos S implies v/ β S (v) ∈ bd S for any shady set S (see Penot and Zȃlinescu, 2000) . Also pictured isẽv def = −ev/ σ−S ls (ev) for comparison with Theorem 3.17. The logarithmic scoring rule (also known as log loss, Buja et al., 2005 , and cross entropy loss) is ls µ (ω) def = − log dµ/dπ(ω) with ls ∈ L(P π , Ω). Let S ls def = sp Pπ (ls). In this section we will show how to compute the canonical link for the logarithmic scoring rule using the framework from §3.2. Let
then one can easily verify that ∀µ ∈ P π : e v = µ ⇐⇒ ls µ = v.
Proposition 5.1. The canonical link for the logarithmic scoring rule is e ( · ) .
The canonical link for the logarithmic scoring rule and the gauge normalisation is depicted graphically in Figure 4 . The function β S ls is not easy to compute in closed form, however we can evaluate it point-wise as follows. Fix v ∈ M >0 (Ω). Then there is µ ∈ P π with
This normalisation step is depicted geometrically in Figure 4 . Since e v ∈ P π it must be the case that e v = 1. This yields the equation
We can then compute β S ls (v) numerically to solve (8). 
Square loss for regression
The corresponding scoring rule in the sense of §4.2 is s sq . Let P sq be the subset of P(Y ) consisting of finite mean distributions. We can find s sq by minimising over the input space; its Bayes risk at an arbitrary
where
is the expected value of the distribution µ. The corresponding scoring rule can be obtained by differentiating (9) with respect to µ:
Clearly s sq is Q-strictly proper whenever Q ⊆ P sq consists of a family of distributions that uniquely differ in mean. More generally s sq ∈ L(P sq , Y ).
Hinge loss for classification
w (x, y) def = max{0, 1 − x, w y} is parameterised by the model family W def = R n . The goal for this section is to use l h w to compute a mapping W → P(Y ) using the techniques developed in §4.3. Much like §5.2 we fix µ ∈ P(Y ) and then compute the Bayes risk of a corresponding scoring rule on P(Y ), we can then subdifferentiate the Bayes risk to find the corresponding scoring rule. Fix x ∈ X. For simplicity of notation we abbreviate µ + def = µ{+1} and µ − def = µ{−1} for µ ∈ P(Y ).
The first order condition on the inner minimisation is
For any x ∈ X we can pick w ∈ W to ensure (10) using the conditions w, x = ±1. Therefore for all x ∈ X and µ ∈ P(Y )
otherwise, and inf
Clearly the misclassification error, s
Since the misclassification error Bayes risk is not differentiable, but only subdifferentiable, there will be a variety of Bayes-equivalent scoring rules, and a variety of canonical links. A plot of the misclassification Bayes risk function is provided in Figure 5 .
Discussion
The Bayes risk itself is both always concave and 1-homogeneous. This makes it a natural object to study as a support function, given the correspondence between support functions 1-homogeneous convex functions due to Hörmander (Penot, 2012, Cor. 1.81, p. 56) . The fact that all proper scoring rules are selections of the subdifferential of the Bayes risk (Proposition 3.6) means that from any machine learning problem we can derive a proper scoring rule. Convex analysis, rich with a variety of tools to invert subdifferential mappings, lets us simultaneously build a link function, to connect the scoring rule back to the risk minimisation problem. We observe that the canonical link is just a mapping from the primal space of loss functions to the dual space of measures, as induced by the Bayes risk functional.
The choice of space for our results is one of the largest in which the duality correspondence of M(Ω) and M(Ω) holds. It is therefore unlikely that any subsequent papers would need additional generality. The second major abstraction is moving from loss functions, L parameterised by predicted labels v and true labels y, to a loss function parameterised by the model f itself, that is loss functions of the form l f (x, y) def = L(f (x), y). This makes sense when one can abstract the model class F into the geometry of the problem. Grünwald et al. (2004) observe that almost any problem of the form (R) can be "reformulated in terms of a proper scoring rule". The procedure to do so is briefly described by Grünwald et al. (2004) but studied in greater detail by Reid and Williamson (2010) ; Williamson et al. (2016) , resulting in the proper-composite representation wherein a general loss function is written as a scoring rule composed with a link that takes the output of a model to a probability distribution. The observation of Grünwald et al. (2004) is then simply the possibility to invert the gradient of a convex function.
The proper-composite representation effectively unifies the divide between so-called predictive, and generative models. Whereby with the proper-composite representation, every machine learning model can be recast either as density estimation (in the simplest case, where loss functions typically are scoring rules) or conditional density estimation (as in §4).
Conclusion
We have pushed the proper-composite framework forward to what is arguably the most general setting possible, letting both predictions and outcomes take values in arbitrary topological spaces. To do so we have had to codify and introduce new definitions to make the space tractable, such as Bayes equivalence and input invariance, and additionally weakened some restrictive notions of properness. The larger space lets us observe the self-similarity between the conditional (inner) risk minimisation problem and the total (outer) risk minimisation, as well as demonstrate the existence of the proper-composite representation for a much larger class of models. The paradox of working with vastly larger spaces is that it reveals the underlying structures more clearly. This is not without cost, as we incur some technical overhead in the process, but the result is both a substantial weakening of assumptions and a large step towards a more transparent, general theory of machine learning problems. 
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M(X)
The functions X → R that are Borel measurable and bounded.
B(X)
The Borel sigma algebra on X.
β S The antigauge function of the set S.
co S The convex hull of the set S.
The Dirac measure at a point x ∈ X.
δ * x The operator on functions f : X × Y → R where (δ * x f )(y) = f (x, y) and x ∈ X.
F, P Prediction topological spaces.
γ S The gauge function of the set S.
L(F, Ω)
The collection of Borel measurable bounded functions l : F × Ω → R.
λ Canonical link function.
l, m A loss function, l, is an element of L(F, Ω), l f is the corresponding mapping Ω → R when l is evaluated at f ∈ F.
M(X)
The bounded, finitely additive, Borel measures on X.
N S The normal cone of the set S.
P(X)
The subset of M(X) which are probability measures.
pos S The conic hull of the set S. s, t A scoring rule, s, is an element of L(P, Ω), defined similarly to l where P ⊆ M(Ω).
σ S The support function of the set S.
B The input invariance of a loss function
The input invariance of the pair (l, F) is a mild condition that depends both on the loss function l and the richness of the model class F. In either of the two following examples it would be easy to produce a counterexample by excluding elements from the model class F.
Classification example Consider the space
where f (x) j refers to the j-th element of the k-vector f (x). Then input invariance for (l, F) is the claim if f ∈ F classifies (x,ȳ) correctly, then there exists g ∈ F that classifies (x ′ ,ȳ) correctly whereȳ ∈ Y is fixed.
Regression example Consider the space
This shows that l satisfies (6) and (l, F) is input invariant.
C Technical Results
The following appendix contains the complete set of proofs and auxiliary results.
C.1 Section 3 (Loss functions)
Proof. We have
It follows that
In order to prove Theorem 3.5 we need to introduce the recession cone (Aubin and Ekeland, 2006, §1.5) of a set S belonging to a topological vector space X rec(S) def = {d ∈ X | ∀s ∈ S : s + d ∈ S}.
The recession cone characterises the asymptotic behaviour a set away from the origin.
Proof. For the sufficient condition assume u ≥ v. Then u − v is always a nonnegative function. Thus for any µ > 0 it follows that µ, u − v ≥ 0.
To prove the necessary condition suppose we have the right hand side of (11) but not the left hand side. Then lev
where letting c → 1 yields a contradiction and proves the necessary condition.
Proposition 3.4 . Let l ∈ L(F, Ω), and let (F i ) i∈I ⊆ 2 F . Then:
the other reverse subset relation is immediate. Now using (a)
(c) From Lemma 3.3 we have
Using (12)
Both (f) and (g) are immediate from (1).
, where the equality is because M ≥0 (Ω) is a pointed cone. Proposition 3.4 (g) yields M ≥0 (Ω) ⊆ rec(sp F (l)). Therefore rec(sp F (l)) = M ≥0 (Ω), which was to be proved.
Proof. It will be useful to compute rec(− sp F (l))
• , which is straight-forward given Proposition 3.4 (h). Therefore
For any set S we have bar(S) • = rec(S) (Aubin and Ekeland, 2006, §1.5). Apply the bipolar theorem (Aliprantis and Border, 2006, Thm. 5.103, p. 216) to both sides of (13) to obtain
if and only s is P proper. Differentiating completes the proof.
Proof. The first subset relation is because the subdifferential domain of a 1-homogeneous, convex function is a convex cone. The second subset relation is straight-forward.
Before we can prove Theorem 3.12 we need two technical lemmas: Lemma 3.9 is used to prove Lemma 3.10, which implies Theorem 3.12.
Lemma 3.9 . Let l ∈ L(F, Ω). Assume F is separable and l is forecast continuous. Then
Proof. Since F is separable and l is forecast continuous, l F has a countable, dense subset, D l .
Define the set
Then E l is countable and dense in co D l . It follows that it is also dense in co D l = co l F . This shows that co l F is separable.
Lemma 3.10 . Let l ∈ L ≥0 (F, Ω). Assume F is separable and l is forecast continuous. Let
where the biconditional follows becauseμ > 0. Thus the infimum is only achieved by some subset of co l F . This shows that
We have proven that ∂ σ − sp F (l) maps into the subsets of co l F , (14), which is separable (Lemma 3.9). The subsets of a separable set are also separable. From Theorem 3.5, σ − sp F (l) is finite and continuous on M >0 (Ω) (Penot, 2012, Prop. 3.4, p. 189) . It follows (via Giles and Sciffer, 1995, Theorem 3) 
, which is also dense in M ≥0 (Ω).
Remark 3.11 . Lemma 3.10 can be weakened to a nonseparable F by assuming the existence of a dominating loss l d with σ − sp F (l d ) ≥ σ − sp F (l) and using the dominated Fréchet differentiability result of Lixin et al. (1997, Main Theorem) . 
Since s, t are P-proper, with Proposition 3.6 we have ∀µ ∈ P : −s µ ∈ ∂σ(µ) and − t µ ∈ ∂σ(µ).
Lemma 3.10 guarantees that σ is is Fréchet differentiable on a dense G δ subset of P, which implies that ∂σ is single valued on at least a dense G δ subset of P (Penot, 2012, Cor. 4.5, p. 268) , which was to be proved.
The anti-polar lets us define β
The following lemma of Barbara and Crouzeix (1994) is both novel and central to the proof of Theorem 3.17 and so we quote it here in full. The family of shady sets (Penot and Zȃlinescu, 2000) is
Lemma 3.15 (Barbara and Crouzeix, 1994, Thm. 3.1) . Let X be a topological vector space and
Remark 3.16 . Since for all S ∈ S(X) we have S ⋄⋄ = cl S (Penot and Zȃlinescu, 2000, Lemma 4 .2) we can easily pass from concave gauge functions to support functions in Lemma 3.15 to obtain
in place of (15). The explicit closure operations vanish due properties of the support function (see Aubin and Ekeland, 2006, §1.5, p. 31) .
Theorem 3.17. Let s ∈ L >0 (P, Ω). Then s is P-proper if and only if for all µ ∈ P
Proof. Assume s is P-proper. Using Proposition 3.4 (f) it follows that sp P (s) ∈ S(MΩ). Using Proposition 3.6, since s > 0 for all
therefore we satisfy the positivity condition of Lemma 3.15 (c) and the equality in (16) implies σ − sp ⋄ P (s) (−s µ ) = 1. Using Lemma 3.15, Remark 3.16, and the 0-homogeneity of the subdifferential:
which completes the proof.
Lemma 3.18 . Let (S i ) i∈I ⊆ 2 X be an arbitrary family. Then (a)
Proof. (a) and (b) We show the proof for (a):
The proof for (b) is the same modulo the reversal of some inequalities.
(c) and (d) We show the proof for (c):
The proof for (d) is the same modulo the reversal of some inequalities.
Proof. First note that
We have shown
Using Proposition 3.4 (a) and Lemma 3.18 follows that
competing the proof.
C.2 Section 4 (Regression and classification)
Lemma 4.1.
Fix x ∈ X. Choose an arbitrary δ * x v ∈ δ * x sp F (l). It follows that there exists f ∈ F with v ≥ l f . Since δ * x is monotone with respect to pointwise the ordering we have
which was to be proved.
and
Proof. Using Remark 4.2 we have
Since F(X) ⊆ int P we have F(X) ⊆ bar(− sp F (X) (s)) (via. Corollary 3.8). It follows that σ − sp F (X) (s) is continuous on F(X) (Penot, 2012, Prop. 3.4, p. 189) . We subdifferentiate with the Valadier supremum rule (Penot, 2012, Prop. 3.41, p. 209) , which gives
where the second equality follows after applying the chain rule (Penot, 2012, Prop. 4.42, p. 291) . Apply Proposition 3.6 to complete the proof. Giner, 2009, Def. 2.1) . If X ⊆ Y and serd X = serd Y then X is said to be serially rich in Y (Giner, 2009, Def. 2.23 ).
Lemma 4.5 . Assume: X is locally compact;
and let B(M ) denote the collection of Borel selections of M .
Since co(sp F l) is convex, S is also convex and
that is, S is normally decomposable in the sense of Giner (2009, Def. 3.9; see also Hafsa and Mandallena, 2003, §3.1) . Since h(x, · ) is upper semicontinuous for all x ∈ X it follows that h is an upper semicontinuous integrand (Giner, 2009, §3) and therefore S is h-decomposable (Giner, 2009, Prop. 5.9) .
It is clear that S is h-linked (see Def. 3.6 of Giner, 2009, from Prop. 3.7i) , and S is serially rich in B(M ) since S ⊆ B(M ) and it's easy to see that serd S = serd(B(M )) (from Giner, 2009, Prop 2.3). Therefore we have the sufficient conditions to apply Thm. 6.1 (2) of Giner (2009) to exchange the outermost integration and infimum below in (*):
where we are permitted to include and omit the closed convex hull according to the calculus of support functions (see Aubin and Ekeland, 2006, p. 31) , and the first equality is due to Proposition 3.1.
Rewriting the infimum in (21) as a support function completes the proof. Proof. Since X is Polish space, for all µ ∈ P(X × Y ) there exists a conditional distribution µ Y |X with µ(x, y) = µ X (dx)µ Y |x (dy) (Faden, 1985, Thm. 5) . From the construction of m we have δ *
x m f = s λ(δ * x l f ) therefore δ * x sp F (m) = sp P (s) for all x ∈ X, and ∀µ ∈ P(X × Y ) :
where in the first and last equality we apply Lemma 4.5. The second equality follows from the input invariance of l. Therefore we have shown risk l,F (µ) = risk m,F (µ) for all µ ∈ P(X × Y ), which completes the proof.
Theorem 4.7. Assume X is compact and let l ∈ L(F, X × Y ). If P ⊆ M(Y ) is a set of measures for which x∈X δ x × P ⊆ dom ∂ σ − sp F (l) , then there is a P-proper scoring rule s ∈ L(P, Y ) such that co(sp P s) = co x∈X δ * x sp F (l). Proof. By assumption x∈X δ x × P ⊆ bar(− sp F (l)).
Let
Since X is compact the supremum of a continuous function is attained and A(µ) is nonempty for all µ ∈ P Let S def = x∈X δ * x sp F (l). Since X is compact, (22) means that A(µ) is nonempty for all µ ∈ P. That is ∀µ ∈ P, ∃x ∈ A(µ) : ∂ σ − sp F (l) (δ x × µ) = ∅ ⇐⇒ ∀µ ∈ P :
Using Theorem 4.3 with the compactness condition on X shows that (23) (via. Remark 4.4) is equivalent to
It is the case that ∂ σ S (x) is convex and weak * compact for all µ ∈ M(X × Y ) (see Penot, 2012, Prop. 4.10, p. 270; Aliprantis and Border, 2006, 7.13, p. 265) , this is a sufficient for us to apply the Kuratowski and Ryll-Nardzewski (1965) selection theorem (Aliprantis and Border, 2006, 18.13, p. 600) . That is, there exists a Borel map s ∈ B(dom( ∂ σ −S ), M(Y )) that satisfies ∀µ ∈ dom ∂ σ −S : −s µ ∈ ∂ σ −S (µ).
Using (24) and Proposition 3.6 we see that s ∈ L(P, Y ) and s is a P-proper scoring rule. 
where (δ x ×) −1 is the generalised inverse of (δ * x ) * . The last equality follows from Proposition 3.19.
We can use (26) To which we apply Euler's homogeneous function theorem (Yang and Wei, 2008, Thm. 3.2) and find
.
The denominator simplifies, σ −S ls (e v ) = e v , ls ev = e v , v 
