Movements in concrete dam structures can occur due to variations in the reservoir level, temperature and eventual permanent deformations. It is of interest to investigate the relationship between these environmental variables 5926
Introduction
Statistical models have been widely used to predict the response of a monitoring instrument of dams. Such models have the objective to detect changes in the behavior of the dam, previously, allowing the implementation of adequate corrective measures.
The models are based in existent correlations between factors such as: the water level on the reservoir, ambient temperature, wear due to weather and the dam response to these actions such as tensions, deformations and displacements [1] . Many applications are found in literature, for example, [1, 4, 5, 10, 11, 16] .
A great challenge faced by proposing such models is that the independent variables (variations on the reservoir's level and temperature) can generate multicollinear data, so that cannot use some classic statistical techniques.
The method of partial least squares regression allows the independent variables to be correlated therefore can be used in monitoring data of dams. The method uses the obtained components, in order to maximize the covariance between the independent variables and the dependent variable [8] , in the case of multiple regression. The method generalizes and combines Multivariate Regression features, Canonical Correlation Analysis and Principal Components Analysis without imposing their restrictions [6] .
Within the regression applications by PLS (Partial Least Squares), highlights the work [6] that shows an analysis of tridimensional deformation for a single spot over the dam. The analysis consists in the construction of a model, forecast of deformation and contribution analysis of individual factors. The methodology was used in a earth dam located in central China. The conclusion of the paper was that the partial least squares regression model is more reliable and have better integrity than the multiple regression model, which according to the author was widely used in monitoring dams.
The purpose of this paper is to develop a statistical model of multiple regression by partial least squares, where the reading of the sensor on a direct pendulum, installed in a concrete block hollow gravity type, determines the dependent variable (response) and the independent variables (predictor) are functions that model the reservoir level variation, the readings of the surface thermometers and functions that model irreversible effects.
After estimated model, is applied the Bootstrap validation process in order to verify the statistical significance of the independent variables and the and the confidence intervals for the parameters are built. Graphs of the observed values and values predicts by the model are presented.
The relevant aspect of this model is to attend the characteristic of monitoring data of dams that are highly correlated, hypothesis often ignored in the literature. The model can help in monitoring of concrete dams providing forecasts of the block relative movements.
Statistical models for data monitoring of dams
Multiple linear regression models for data monitoring of dams are based in two assumptions. The first is that the effects are analyzed in a period when the dam configuration remains the same and the second is that the dam response is separated into reversible effects (due to the variation of the reservoir level and air temperature) and irreversible (due to consolidation, settling, degradation or creep). The response of an instrument (for example, displacements) can be modeled as follows
where F(t) is the function that describes the irreversible effect, G(H) is the function for the reservoir level (hydrostatic load), H(T) is the function for temperature and ε is the error [1] . There are two approaches to describe the function for temperature: the model HST (Hydrostatic Seasonal Time) and the models that consider the concrete temperature.
In the model HST, the effect of the level of the reservoir is modeled by a fourth degree polynomial, the effect of the temperature by the sum of trigonometric functions and the irreversible effects by a polynomial function of the time [1] [10] . The variable t is given in number of days or in years since it began the analysis, depending on the application. The unknown coefficients ak and cl are calculated using the method of ordinary least squares.
At other approach, the thermal effects are modeled using the data of the builtin thermometers in the dams that monitor the transient evolution of temperatures in the concrete [9] . Replacing the temperature's function S(θ) of HST by
where bi are the coefficients and Ti are the data of the thermometers 1,2,...,k. This model is called HTdT (Hydrostatic direct temperature time) [9] . In this work, since the data from the built-in thermometers of the concrete block are available, it is preferred to use the approach of the model HTdT, described in [9] . For the modeling of the irreversible effect, sets the function proposed by [16] ,
where t is given in years.
Partial Least Squares Regression
The method of partial least squares regression is an estimation technique of linear regression model, based on the decomposition of the matrices of response variables and predictor variables. The algorithm used examines both the matrices and extracts components that are relevant to both the variables sets. A detailed description of this method is in [15] .
Many algorithms can be found in literature to adjust models of partial least squares regression. The most widely used algorithm is based on NIPALS (Nonlinear estimation by Iterative PArcial Least Squares) introduced by Wold et al. (1966) . NIPALS was developed to analyze sets of data through PCA (Principal Component Analysis) and comes down to repeatedly adjust univariate linear regressions [3] .
Let y the response variable and X the matrix of predictors x1,...,xj,..., xp. All these standardized variables. The method is nonlinear and projects new orthogonal components, denoted by t1,...,tH. These are linear combinations of the predictors xj whose construction is realized in order to maximize its covariance with y. Wherein T the matrix formed by these components t1,...,tH, the model is given by
where ε represents the residual vector and T 
H is the number of components of the final model with H ≤ rank(X). The coefficients * h jh cw where 1 ≤ j ≤ p and 1 ≤ h ≤ H, with the notation * of [14] , represents the relationship between y and the variables xj through the components th [3] .
Criteria for choosing the model number of components
The process for choosing the model number of components is the crossvalidation. Consists in adjusting several models, sequentially, each one with an observation outside the sample. This models are used individually to predict the value of this withdrawal observation, and these points, after the number of components extracted, an error statistic assess the fit.
The sum of the square of the differences between observed values and forecasted values is calculated and stored of all the models for collected observations. These values constitute the sum of the square of the predictive residual (PRESS -predictive residual sum of squares), which estimates the predictive capacity of the model. . The confidence interval is also defined as In order to improve the accuracy of coverage (i.e., the capacity of Ij(α) give accurate coverage probability) of the above intervals, the so-called interval BCa (Bias-Correction and accelerated) proposed by [7] is considered [3] .
The interval BCa is as defined by 
Adjustment of the regression model to forecast displacements
The used data for modeling are readings no automated of the sensor COF22 of the direct pendulum located in the block of gravity relieved F19/20 on the ITAIPU Dam, Brazil. The sensor is located in the quota 46.38 m, immediately above the region corresponding to the concrete-rock contact. The period chosen for analysis is from January 2000 to June 2015. There was no presence of missing data and the frequency of readings was monthly.
The sensor COF22 measures displacements in the direction x and y. The direction x is the displacement in the direction of flow (upstream / downstream) and the y direction is perpendicular to flow (left side / right side). In this application only uses displacements in the x direction because the model does not provide satisfactory results for the displacements perpendicular to the flow.
The variables of partial least squares regression model are given in Table 1 . The independent variables are obtained by replacing measures the level of the reservoir, the surface thermometer temperatures and the time t in the functions of the model HTdT. Initially, 186 observations were split into two sets. The training set for model setting, made the observation at the initial time (jan/00) until the 168th observation (dec/13) and the tests set, for validation of the model composed by the 169th observation (jan/14) until the 186th observation (jul/15). For the modeling was used the free software R [13] . Is adopted k = 84 groups of two observations to execute the cross-validation k-times repeated. The maximum number of components for cross-validation is H=12 which is the rank of matrix of independent variables. The results of the cross-validation follow in the Table 2 .
The criteria Q 2 in the cross-validation supports the retention of 2 components (limit of Q 2 is 0.0975). The R 2 to choose 2 components is 89% and there is no significant gain with the addition of components. For the confirmation, the crossvalidation was executed 100 times, creating groups randomly. It shows in the Figure  1 that the 100 randomly created groups the statistic Q 2 showed the retention of 2 components. 
After the model is estimated is important to verify the statistical significance of the independent variables (explanatory). The nonparametric bootstrap process realizes this procedure.
The re-sampling of the pair (y, T) is more stable and computationally faster than the re-sampling of the pair (y, X) [2] , so this study uses the first.
The side left of the Figure 2 shows the multiple box-plot of the distributions of standardized regression coefficients, via bootstrap (with B = 1000), for the 12 independent variables (explanatory). All the coefficients have their distributions above or below zero, soon are considered statically significant. The side right of the 1.00 Figure 2 shows the confidence intervals BCa for the standardized regression coefficients and in the Table 3 the interval limits with 90% and 95% of confidence. The displacements observed in the COF22 sensor in the flow direction, presented by the variable COF22X and the displacements forecasted by the model adjustment are given in Figure 3 . The residuals are graphically presented in Figure  4 . Applies the Shapiro-Wilk normality test in residuals and statistics W=0.9921 shows p-value of 0.5253, that is it is affirmed with significance level 0.05 that the residuals are from a normal population.
Set of tests is used for comparison with the forecast made by the model, constructed with the training set. The Figure 5 
Conclusion
The application shows that the partial least squares regression is useful for treatment of monitoring data of dams, since this multicollinearity present in the independent variables of the data prevents the use of classical regression. The method constructs a model that maximize the dependent variables correlation (response), the independent variables (predictors) observed, and the great advantage is to provide a study of the behavior of several variables simultaneously.
The presented analysis identify that the variations on the reservoir level, the readings from the thermometers and the irreversible effects contribute significantly for the forecast of relative movements of the block measured by COF22 sensor of direct pendulum.
The proposed model extracts from the relation between dependent variable and the 12 independent variables, only 2 components. These 2 components explain approximately 89% of the COF22X variable. This shows a good potential for use of partial least squares regression in the treatment of monitoring data of dams reducing the number of variables to be monitored.
With the model were obtained forecasts of the readings from the direct pendulum sensor, knowing the changes in reservoir level and temperature in the surface thermometers from January 2014 to June 2015. These forecasts compared to actual readings available showed a RMSE (root mean square error) of 0.44. The forecasts provide information on any change of behavior of the sensor readings from the previous behavior, considered stable. Were constructed confidence intervals for the estimators and from these intervals, it can build confidence limits for the displacement of this sensor.
Although statistical methods are often used to model the data in monitoring dams, many studies they ignore the presence of certain correlations between variables, which prevents the use of classical regression models. Therefore, investigations of techniques admitting correlations between the variables are needed for applications in this area.
In future work it is intended to admit several sensors on the same model and establish control limits for the new observations shifts using the bootstrap technique.
