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This thesis is devoted to an exploration of further connections between operads and
homotopy theory and their applications to homotopy theory. It consists of two parts.
In the first part, the classical theory of the interplay between group theory and
topology is introduced into the context of operads and some applications to homotopy
theory are explored. First a notion of a group operad is proposed and then a theory
of group operads is developed, extending the classical theories of groups, spaces with
actions of groups, covering spaces and classifying spaces of groups. In particular, the
fundamental groups of a topological operad is naturally a group operad and its higher
homotopy groups are naturally operads with actions of its fundamental groups operad,
and a topological K(pi, 1) operad is characterized by and can be reconstructed from its
fundamental groups operad. Two most important examples of group operads are the
symmetric groups operad and the braid groups operad which provide group models for
Ω∞Σ∞X (due to Barratt and Eccles) and Ω2Σ2X (due to Fiedorowicz) respectively.
As an application, the canonical projections of braid groups onto symmetric groups are
used to produce a free group model for the canonical stabilization Ω2Σ2X ↪→ Ω∞Σ∞X,
in particular a free group model for the homotopy fibre of this stabilization.
In the second part, a new idea is proposed to investigate operations on C -spaces
(spaces admitting actions of an operad C ) and to understand the global structures of
homotopy groups. The first step is to decompose the action of an operad C on a C -space
Y into product operations. Next a special class of product operations may induce certain
smash operations on Y which may be regarded as general analogues of the Samelson
product on ΩX. The third step is to get induced operations of smash operations on
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the homotopy groups pi∗Y of Y , which may be regarded as general analogues of the
Whitehead product and could be assembled together to give a conceptual description of
the structures of pi∗Y . This new idea is established if C is equivalent to the classifying
operad of a group operad, and thus in particular produces a conceptual description of
the structures of pi∗Ω2X.
Chapter 1
Introduction
Operads were invented by P. May [21] to describe the structures of (iterated) loop spaces.
The name “operad” is a word that I coined myself, spending a week thinking
about nothing else.
—P. May in “Operads, algebras and modules”, Contemp. Math. 202 (1997),
15–31.
The theory of operads connects with homotopy theory at least in two ways:
1. Each operad has a canonical associated monad. For instance, the associated monad
of the little n-cubes operad Cn is equivalent to ΩnΣnX for connected X [21].
2. An operad C may act essentially on certain spaces (such spaces are called C -
spaces). For instance, Cn acts essentially on n-fold loop spaces ΩnX [5, 6, 21].
Accordingly, the general objective of this thesis is to explore further connections between
operads and homotopy theory and their applications to homotopy theory, via the asso-
ciated monad of an operad and by investigating the action of an operad C on C -spaces.
The latter serves for a particular objective of understanding the structures of homotopy
groups. This thesis is a combination of my two preprints [31, 32] in the two directions
respectively.
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2 CHAPTER 1. INTRODUCTION
1.1 Group Operads and Homotopy Theory
The objective of the first part is to introduce the classical theory of the interplay be-
tween group theory and topology into the context of operads and explore applications
to homotopy theory. In particular it serves as a tool for the establishment of certain
operations on C -spaces in the second part.
In P. May’s definition of a symmetric operad [21], symmetric groups Sn (n ≥ 0)
play a special role. In addition, Barratt and Eccles used all Sn to construct a model for
Ω∞Σ∞X around 1970 [1, 2, 3]. In early 1990’s, Fiedorowicz [14] observed that symmetric
groups can be replaced by braid groups Bn, n ≥ 0, to define braided operads, and used
all Bn to construct a model for Ω
2Σ2X. Later on Tillmann (2000) [27] proposed an idea
of constructing operads from families of groups and her student, Wahl, then gave a more
detailed study of this construction and used ribbon braid groups to construct a model
for Ω2Σ2(S1+ ∧ X) in her Ph.D. thesis (2001) [28]. Observing that all these examples
can be treated in a uniform way, it is then natural to ask:
Question: Can these canonical examples lead to a general theory? If yes,
is this general theory natural and interesting?
Motivated by the above mentioned work and an investigation of the fundamental groups
of topological operads, a notion of group operads is proposed and a general theory is
developed in this thesis.
A group operad G = {Gn}n≥0 is an operad with a morphism to the symmetric groups
operad S = {Sn}n≥0 such that 1) each Gn is a group and Gn → Sn is a homomorphism,
2) the identity of G1 is the unit of the operad G and 3) the composition γ is a crossed
homomorphism, namely
γ(aa′; b1b′1, . . . , bkb
′
k) = γ(a; b1, . . . , bk)γ(a
′; b′a−1(1), . . . , b
′
a−1(k)).
Canonical examples of group operads are the symmetric groups operad S , the braid
groups operad B and the ribbon braid groups operad R.
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Group operads play a role like groups. As actions of groups on spaces, actions of
a group operad G on other operads can be defined and an operad C with an action of
G is called a G -operad. As such a nonsymmetric operad is an operad with an action
of the trivial group operad and a symmetric operad is an operad with an action of the
symmetric groups operad. The theory of symmetric operads can then be generalized to
G -operads.
Besides the above canonical examples, a construction has been found to extend any
group to a group operad and any G-space to a G -operad, and thus provides countless
examples of group operads and G -operads, cf. Remarks 3.12 and 4.3. This construction
will appear elsewhere.
The idea of a group operad is mainly motivated by a few canonical examples, however
it turns out that group operads are actually natural by investigating operad structures
on the homotopy groups of topological operads. We find that the operad structure of a
topological operad naturally induces operad structures on its homotopy groups such that
its fundamental groups is a group operad and its higher homotopy groups are operads
with actions of its fundamental groups operad.
The classical theory of covering spaces is extended to a theory of covering operads, by
which we establish relationships between group operads and topological K(pi, 1) operads
analogous to the one between groups and K(pi, 1) spaces. The usual construction of the
classifying space of a group can be used to construct a topological K(pi, 1) operad for a
group operad G , thought of as the classifying operad of G , with G realized as its fun-
damental groups operad. In addition, a nice topological K(pi, 1) operad is characterized
by and can be reconstructed from its fundamental groups operad.
Group operads can apply to homotopy theory via the associated monads of their
classifying operads and in particular may be used to produce algebraic models for certain
canonical objects in homotopy theory. For instance as mentioned at the beginning,
the symmetric groups operad and the braid groups operad give algebraic models for
Ω∞Σ∞X (Barratt-Eccles [1]) and Ω2Σ2X (Fiedorowicz [14]) respectively. We combine
the two models together to produce a free group model for the canonical stabilization
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Ω2Σ2X ↪→ Ω∞Σ∞X, in particular a free group model for the homotopy fibre of this
stabilization. A few canonical filtrations of Ω2Σ2X can also be constructed. Further
applications of these models will be investigated in future.
1.2 Operations on C -Spaces and Structures of Homotopy
Groups
A fundamental problem in homotopy theory is to determine the homotopy groups pi∗X
of a space X. Structures of homotopy groups would be important for the determination
of pi∗X by comparing with (co)homology theories which have rich structures so that they
may be determined by generators and certain structures. Thus structures are important
to control (co)homology theories. For instance, the structures of H∗ΩnΣnX are the
essential part in the determination of H∗ΩnΣnX [12].
As pik+nX = pikΩ
nX, determination of the homotopy groups pi∗X of a space X is
equivalent to determination of the homotopy groups pi∗ΩnX of (iterated) loop spaces
ΩnX (n ≥ 1). The latter has a great advantage that (iterated) loop spaces ΩnX have
rich structures which may be helpful to uncover the structures of pi∗ΩnX and thus the
structures of pi∗X. For instance, there are two typical examples when n = 1. A single
loop space ΩX admits a product
[−,−] : ΩX ∧ ΩX → ΩX
called the Samelson product, which induces a structure on pi∗ΩX similar to a Lie algebra.
Another is a highly important theorem, the Hilton-Milnor theorem [17, 23] which states
that if X,Y are connected, then there is a weak homotopy equivalence
ΩΣX × ΩΣ(Y ∨
∨
k≥1
(X∧k ∧ Y )) ' Ω(ΣX ∨ ΣY ).
A direct consequence of the Hilton-Milnor theorem is that pi∗Ω(ΣX∨ΣY ) can be decom-
posed as a direct sum of the homotopy groups of countably infinitely many spaces. As
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illustrated by the two examples, certain products on (iterated) loop spaces may induce
certain structures on homotopy groups and product decomposition of (iterated) loop
spaces can induce decomposition of homotopy groups. Hence good understanding of
iterated loop spaces may be very helpful for the determination of homotopy groups. In
this thesis, we are concerned about generalization of the first example to iterated loop
spaces, namely
Question: What structures on ΩnX (n ≥ 2) can induce certain structures
on pi∗ΩnX analogous to that the Samelson product on ΩX induces a Lie
algebra structure on pi∗ΩX?
To analyze this question, first let us recall that the little n-cubes operad Cn acts on
ΩnX for n ≥ 1 [5, 21] and its converse is also true.
Theorem 1.1 (May (1972) [21], Boardman and Vogt (1973) [6]). If a path-connected
space Y admits an action of Cn, then Y is weakly homotopy equivalent to ΩnX for some
X.
In other words, a path-connected space is of the weak homotopy type of an n-fold
loop space iff it admits an action of Cn up to homotopy. Namely the action of Cn on
n-fold loop spaces
θ : Cn(k)× (ΩnX)k → ΩnX
characterizes n-fold loop spaces and thus should carry all the essential information of
n-fold loop spaces. So good understanding of θ on certain aspects may be helpful to
obtain certain information of n-fold loop spaces. For instance, in homology the behavior
of θ is crucial to the homology of n-fold loop spaces, which had been well studied in
1970’s [12].
Unfortunately on homotopy groups θ does not carry useful information. For n ≥ 1,
let ∗ be a basepoint of Cn(k). Clearly θ : ∗ × (ΩnX)k → ΩnX is homotopic to the
iterated loop product, and for any c ∈ Cn(k),
θ(c; ∗, . . . , ∗) = ∗, θ(c; ∗, . . . , ∗,−, ∗, . . . , ∗) ' id.
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For i > 0, θ∗ : piiCn(k)× (piiΩnX)k → piiΩnX is a homomorphism determined by
θ∗(−; 0, . . . , 0) = 0, θ∗(−; 0, . . . , 0, a, 0, . . . , 0) = a,
thus θ∗ is just the summation (piiΩnX)k → piiΩnX. Note on pi0, θ∗ may not be a
homomorphism, thus is considered separately. When n = 1, C1(k)
Sk' Sk. Thus C1(k)
may be replaced by Sk. Then θ : Sk × (ΩX)k → ΩX maps (σ;α1, . . . , αk) to the loop
ασ−1(1) · · · · · ασ−1(k) by the equivariance property of the operad action. Consequently,
θ∗ : Sk × (pi0ΩX)k → pi0ΩX has the same effect. When n > 1, pi0Cn(k) = 0 and
θ∗ : (pi0ΩnX)k → pi0ΩnX is just the summation by looking at the effect of the basepoint
of Cn(k).
Besides homology, then what other important information of n-fold loop spaces can
be extracted from θ, especially on the space level? Notice that θ unites all operations on
n-fold loop spaces as a whole and this unity is certainly of great advantage. In certain
situations, however, it is necessary to break down θ into many finer operations. For
example, in homology θ is automatically broken down into many homology operations.
Observing that ΩC2(k) ' Pk, one might want to look at Ωθ. However, the restriction
of Ωθ to each path-connected component of ΩC2(k) should be homotopic to the loop
product, thus Ωθ should not provide useful information. At least (Ωθ)∗ on homotopy
groups is just the summation due to that θ∗ is the summation on homotopy groups and
to the following commutative diagram






To extract information from θ on the space level, we propose the following idea which
applies not only to Cn and ΩnX but also to general topological operads C and C -spaces:
Idea: Break down the action θ of C on C -spaces Y into many finer op-
erations by composing θ with elements in [Sl,C (k)] (the set of unpointed
homotopy classes), i.e. maps Sl → C (k) to get various maps Sl × Y k → Y ,
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then assemble all these finer operations together to recover (partially) global
structures of Y .
Namely, for each α ∈ [Sl,C (k)], let
θα : S
l × Y k α×idk−−−−→ C (k)× Y k θ−→ Y,
then θ is broken down into numerous product operations θα.
Note that [Sl,C ] is naturally a ∆-set with faces di. To go further, the key observation
is that (for full details, refer to Sections 2.2 and 9.1), if diα is trivial for all i, then θα
might be homotopic to
µ′k : S
l × Y k proj.−−−→ Y k µk−→ Y
restricted to the fat wedge where µk is the iterated product on Y ; if so, then µ
′
k − θα
factors through the smash product Sl ∧ Y ∧k, namely
Sl × Y k

µ′k−θα // Y
Sl ∧ Y ∧k
θ¯α
;;
where θ¯α is the induced map, called a smash operation on Y , which can be thought of as
a general analogue of the Samelson product. This in fact gives the Samelson product if
l = 0, Y = ΩX and α ∈ pi0C1(2) = S2 is the transposition. Then each smash operation
canonically induces a family of multilinear homomorphisms on homotopy groups
(θ¯α)∗ : pilSl × pim1Y × · · · × pimkY → pil+m1+···+mkY,
sending [fi] ∈ pimiY to the homotopy class of
Sl+m1+···+mk = Sl ∧ Sm1 ∧ · · · ∧ Smk id∧fi∧···∧fk−−−−−−−−→ Sl ∧ Y ∧k θ¯α−→ Y.
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We actually need only consider
θ˜α := (θ¯α)∗(ι;−) : pim1Y × · · · × pimkY → pil+m1+···+mkY,
where ι is the identity of pilS
l.
We propose the following conjecture (Conjecture 9.4)
Conjecture 1.2. Let C be a path-connected topological operad with a basepoint and
Y a path-connected C -space having the homotopy type of a CW-complex, then for α ∈
[Sl,C (k)] with all diα trivial, θα ' µ′k restricted to the fat wedge of Sl × Y k and thus
µ′k − θα induces a map θ¯α : Sl ∧ Y ∧k → Y .
We prove that this conjecture is true for the following two cases (resp. Theorem 9.6
and Theorem 9.13).
Theorem 1.3. The conjecture is true if k = 2.
This case is proved by directly constructing a homotopy between θα and µ
′
k.
Theorem 1.4. The conjecture is true for a topological K(pi, 1) operad with the actions
of symmetric groups free.
The proof for the second case given in this thesis relies on a reconstruction of a
K(pi, 1) operad in Part I. The approach is that this conjecture can be directly verified
for the associated topological operad of a group operad, then it can be proved for a
general K(pi, 1) operad via the reconstruction of it from its fundamental groups operad.
For the case Cn and Ωn0X, the simplest smash operation (when k = 2) is related
to the Samelson product (they indeed coincide at least in homology) and its induced
operation on homotopy groups is related to the Whitehead product. It is conjectured
in this thesis that they actually coincide.
By assembling all these induced operations on homotopy groups from smash oper-
ations on C -spaces, we obtain the following conceptual description of the structures of
the homotopy groups of C -spaces (Theorem 10.11).
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Theorem 1.5. If C is a topological K(pi, 1) operad with the actions of symmetric groups
free and Y is a path-connected C -space having the homotopy type of a CW-complex, then
pi∗Y is a module over the free algebraic operad generated by all those α ∈ [Sl,C ] with diα
trivial for all i. In particular, pi∗Ω2X (assuming Ω2X path-connected) is a module over
the free algebraic operad generated by the conjugacy classes of Brunnian braids modulo
the conjugation action of pure braids.
The identity map of Sn (n ≥ 3) particularly generates a family of elements in pi∗Sn
under the action of the conjugacy classes of Brunnian braids. It is also interesting to
see that (Remark 10.15) the conjugacy classes of Brunnian braids is related to Lie(n)
due to Li and Wu [19].
1.3 Organization of This Thesis
This thesis is organized as follows.
Chapter 2. We discuss some basic aspects of operads used in this thesis.
Part I. We develop a theory of group operads and explore some applications to
homotopy theory.
Chapter 3. We introduce the notion of group operads and discuss a few examples
and some basic properties.
Chapter 4. We discuss topological and simplicial operads with actions of group
operads and their relation with nonsymmetric and symmetric operads.
Chapter 5. We investigate operad structures on the homotopy groups of topological
operads, show that the fundamental groups of a topological operad is a group operad
and its higher homotopy groups are discrete operads with actions of its fundamental
groups operad.
Chapter 6. We give a construction of a universal cover of a topological G -operad
and a construction of the classifying operad associated to a group operad, then we
apply them to characterize a topological K(pi, 1) operad by and to reconstruct it from
its fundamental groups operad.
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Chapter 7. We consider the associated monad of a group operad, review the relation
between the three canonical examples, the symmetric groups operad, the braid groups
operad and the ribbon braid groups operad, and Ω∞Σ∞X, Ω2Σ2X. Then we produce
a free group model for the canonical stabilization Ω2Σ2X ↪→ Ω∞Σ∞X.
Part II. We investigate operations on C -spaces by decomposing the action of an
operad C on a C -space, and applications to the structures of homotopy groups of C -
spaces.
Chapter 8. We decompose the action of an operad C on a C -space into many product
operations and investigate their properties.
Chapter 9. We investigate the existence of smash operations and the relation between
the simplest smash operation and the Samelson product.
Chapter 10. We investigate the induced operations on homotopy groups and their
relation with the Whitehead product, and obtain a conceptual description of the struc-
tures of the homotopy groups of C -spaces.
1.4 Notations and Conventions
For σ, τ ∈ Sn where Sn is the symmetric group of {1, . . . , n}, their product is defined as
σ · τ := τ ◦ σ : {1, . . . , n} σ−→ {1, . . . , n} τ−→ {1, . . . , n}, (σ · τ)(i) = τ(σ(i)).
Accordingly, right action should be
(x1, . . . , xn) · σ = (xσ(1), . . . , xσ(n))
while left action should be
σ · (x1, . . . , xn) = (xσ−1(1), . . . , xσ−1(n)).
Let Sk act on symmetric operads from the left and on X
k from the right.
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Whenever we have a group G with a homomorphism pi : G → Sn, we shall regard
g(i) = (pig)(i) for g ∈ G and 1 ≤ i ≤ n.
Let Bn, Pn ≤ Bn and Brunn ≤ Pn be the braid group, the pure braid group and the
Brunnian braid group, respectively, on n strands.
For a normal subgroup H of G, let H/ca(G) denote the set of conjugacy classes of H
modulo the conjugation action of G. We shall mainly use Pn/ca(Pn) and Brunn/ca(Pn).
Two different label systems of ∆-sets (simplicial sets) are used here. One is the
usual one starting from 0, X = {Xn}n≥0 with di : Xn+1 → Xn for 0 ≤ i ≤ n + 1 (and
si : Xn → Xn+1 for 0 ≤ i ≤ n), for n ≥ 0; and another one shifts 0 to 1, i.e., starting
from 1, X = {Xn}n≥1 with di : Xn+1 → Xn for 1 ≤ i ≤ n+ 1 (and si : Xn → Xn+1 for
1 ≤ i ≤ n), for n ≥ 1. The latter is used for operads, like the symmetric groups operad,
braid groups operad, etc.
For any symbol a, let a(k) denote the k-tuple (a, . . . , a). For any n-tuple (a1, . . . , an),
let (a1, . . . , aˆi, . . . , an) = (a1, . . . , ai−1, ai+1, . . . , an), i.e., ai is omitted.
For two pointed spaces X,Y , let 〈X,Y 〉 and [X,Y ] denote the sets of pointed and
unpointed homotopy classes of maps X → Y , respectively. Recall that (cf. [16], Section
4.A) if X is a CW-complex and Y is path-connected, then pi1Y acts on 〈X,Y 〉 and there
is a natural bijection between 〈X,Y 〉/pi1Y and [X,Y ]; in particular, [S1, Y ] is the set of
conjugacy classes of pi1Y .
Throughout this thesis, all topological spaces are assumed to be compactly generated
Hausdorff spaces [26].
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Chapter 2
Preliminaries
In this chapter, we shall discuss some basic aspects of operads used in this thesis,
concerning product on C -spaces, basepoints, simplicial structure and so on.
2.1 Operads and C -Spaces
P. May’s definitions [21] of an operad, a C -space and the little n-cubes operads Cn are
recalled in this section.
Definition 2.1. A topological operad C consists of
1) a sequence of topological spaces {C (n)}n≥0 with C (0) = ∗,
2) a family of maps,
γ : C (k)× C (m1)× · · · × C (mk)→ C (m), k ≥ 1,mi ≥ 0,m = m1 + · · ·+mk,
3) an element 1 ∈ C (1) called the unit,
satisfying the following two coherence properties: for a ∈ C (k), bi ∈ C (mi), and cj ∈
C (nj), nj ≥ 0,
13
14 CHAPTER 2. PRELIMINARIES
i) Associativity :
γ(γ(a; b1, . . . , bk); c1, . . . , cm)
= γ(a; γ(b1; c1, . . . , cm1), . . . , γ(bk; cm1+···+mk−1+1, . . . , cm));
ii) Unitality : γ(1; a) = a and γ(a; 1(k)) = a.
A symmetric topological operad is a topological operad with a left action of Sn
on C (n) for each n, satisfying the following equivariance property: for σ ∈ Sk, and
τi ∈ Smi ,
γ(σa; τ1b1, . . . , τkbk) = γ(σ; τ1, . . . , τk)γ(a; bσ−1(1), . . . , bσ−1(k)).
Remark 2.2. An operad given in the above definition is usually emphasized as a non-
symmetric operad. In thesis, however, we shall not follow this convention but reserve the
term “nonsymmetric operad” for an operad with an action of the trivial group operad,
for the reason of making concepts consistent, see Chapter 4.
All operads considered in this thesis have the property C (0) = ∗ the one-point space.
Such operads are usually called reduced in the subject of operad theory. The γ of an
operad is usually called the composition of an operad as it is really composition of
operations on a certain object.
Definition 2.3. An action of a topological operad C on a space Y is a sequence of
maps θ = θk : C (k)× Y k → Y , k ≥ 0 (here θ0 : ∗ → Y ), such that
1) The following diagram is commutative,
C (k)× C (m1)× · · · × C (mk)× Y m γ×id - C (m)× Y m θm- Y
C (k)× C (m1)× Y m1 × · · · × C (mk)× Y mk
id×u
?
id×θm1×···×θmk- C (k)× Y k,
θk
-
where m = m1 + · · · + mk and u denotes the evident shuﬄe homeomorphism;
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namely,
θm(γ(a; b1, . . . , bk); y) = θk(a; θm1(b1, y1), . . . , θmk(bk, yk)),
where bi ∈ C (mi), y = (y1, . . . , yk), yi ∈ Y mi ;
2) θ1(1; y) = y for y ∈ Y .
If there is an action θ of C on Y , then (Y, θ) is called a C -space. A morphism
f : (Y, θ) → (Y ′, θ′) of C -spaces is a map f : Y → Y ′ such that the following diagram
commutes,
C (k)× Y k θk- Y






An action of a symmetric topological operad on a space is defined in the same way but
with one more condition: θk(σ · a; y) = θk(a; y · σ) for a ∈ C (k), σ ∈ Σk, and y ∈ Y k.
For a C -space (Y, θ), we shall always abbreviate (Y, θ) to Y and choose θ0(∗) ∈ Y as
the basepoint of Y . It should be noted that setting all θk to be trivial does not give a
trivial action on an arbitrary space due to the second condition. Thus once there exists
an action of an operad on a space, then it is essential.
Example 2.4. Definition 3.1 of [21] defines two symmetric discrete operads M with
eachM (k) = Sk andN with eachN (k) = ∗ and the action of Sk onN (k) trivial, such
that an M -space is a topological monoid and an N -space is a commutative topological
monoid. It should be noted that N can also be regarded merely as an operad (i.e.
without involving the trivial actions of symmetric groups) and if so, then an N -space is
a topological monoid just as an M -space. We shall not give details here but will discuss
the two operads respectively in Example 3.1 and Example 3.5, and denote them S and
J instead for certain notational reason.
A family of most important examples of symmetric operads are the little n-cubes
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operads Cn = {Cn(k)}k≥0 introduced by Boardman and Vogt [5]. P. May’s definition
[21] of Cn is recalled in detail below.
Let I = [0, 1] and n ≥ 1. A little n-cube is an affine embedding a : In → In with
parallel axes; namely a = f1 × · · · × fn with each fi : I → I, fi(t) = (yi − xi)t + xi,
where 0 ≤ xi ≤ yi ≤ 1 are some constants.
Let Cn(0) = ∗ a one-point space regarded as the unique “embedding” of the empty
set in In, and for k ≥ 1,
Cn(k) = {(a1, . . . , ak) | a1, . . . , ak are little n-cubes and their interiors are disjoint}.
Each (a1, . . . , ak) ∈ Map(In, In)k ∼= Map(
⊔k In, In) is regarded as a map ⊔k In → In
and Cn(k) is given the obvious subspace topology. Let Sk act on Cn(k) by σ·(c1, . . . , ck) =
(cσ−1(1), . . . , cσ−1(k)) for σ ∈ Sk and (c1, . . . , ck) ∈ Cn(k). This action is free and thus a
covering action as Sk is finite. Define
γ : Cn(k)× Cn(m1)× · · · × Cn(mk)→ Cn(m)
where m = m1 + · · ·+mk, by setting γ(a; b1, . . . , bk) as the following composite











for a ∈ Cn(k) and bi ∈ Cn(mi), 1 ≤ i ≤ k. If a = (a1, . . . , ak) and some bi ∈ Cn(0), then
we understand
γ((a1, . . . , ak); b1, . . . , bk) = γ((a1, . . . , aˆi, . . . , ak); b1, . . . , bˆi, . . . , bk).
Definition 2.5. For n ≥ 1, the little n-cubes operad is Cn = {Cn(k)}k≥0 together
with the composition γ defined above, idIn ∈ Cn(1) as the unit and the right action of
Sk on Cn(k) given above.
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Define a morphism of operads Cn → Cn+1 by
Cn(k)→ Cn+1(k), (c1, . . . , ck) 7→ (c1 × idIn , . . . , ck × idIn),
then let C∞(k) = lim−→
n
Cn(k). C∞ = {C∞(k)}k≥0 inherits a canonical operad structure
from Cn, with which C∞ is called the little ∞-operad.
For 1 ≤ n < ∞, Recall that the n-fold loop space ΩnX of a pointed space X is the
space of maps (In, ∂In)→ (X, ∗). The little n-cubes operad Cn acts on ΩnX as follows.
Define
θn,k : Cn(k)× (ΩnX)k → ΩnX
by letting θn,k(c, f) ∈ ΩnX, where c = (c1, . . . , ck) ∈ Cn(k) and f = (f1, . . . , fk) ∈
(ΩnX)k, be fi ◦ c−1i in ci(In) and be the basepoint in the complement of the image of c;
namely for t ∈ In,
θn,k(c, f)(t) =
 fi(s) if ci(s) = t ∈ ci(I
n),
∗ if t 6∈ Im c.
Then θn = {θn,k}k≥0 is an action of Cn on ΩnX. We shall often abbreviate θn,k to θn
or even to θ.
We have the following famous theorem.
Theorem 2.6 (May (1972) [21], Boardman and Vogt (1973) [6]). If a path-connected
space Y admits an action of Cn, then Y is weakly homotopy equivalent to ΩnX for some
X.
2.2 Product on C -Spaces
Let C be a topological operad and Y a C -space with basepoint ∗ = θ0(∗). For a ∈ C (k)
(k ≥ 1),
θa : Y
k → a× Y k ↪→ C (k)× Y k θ−→ Y
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defines a product of k variables. Clearly θa(∗(k)) = ∗. In addition, iteration of θa can
be represented by γ and a. For instance, for a ∈ C (2),
θa ◦ (θa × id) = γ(a; γ(a;−),−) = γ(γ(a; a, 1);−).
It is interesting to see, as stated on page 4 of [21], that some properties of θa, like
associativity and commutativity, depend on the connectivity of C (1), C (2) and C (3).
This is discussed in detail in the following.
For two points x, x′ in a space X, let x ∼ x′ denote that x, x′ are in the same
path-connected component of X.
Proposition 2.7. If a ∼ b ∈ C (k) (k ≥ 1), then θa ' θb.
Proof. A path f : I → C (k) with f(0) = a and f(1) = b gives
F : I × Y k f×id
k
−−−−→ C (k)× Y k θ−→ Y
which is a homotopy from θa to θb.
Define di : C (k + 1)→ C (k), dia = γ(a; 1i−1, ∗, 1k−i) for 1 ≤ i ≤ k + 1.
Proposition 2.8. Let C be a topological operad, a ∈ C (2) and Y a C -space.
1) If d1a ∼ d2a ∼ 1 ∈ C (1), then Y is an H-space with θa. Moreover, θa is homotopic
to some µ : Y × Y → Y with µ(∗, y) = µ(y, ∗) = y via a basepoint preserving
homotopy. If d1a = d2a = 1, then θa(∗, y) = y, θa(y, ∗) = y.
2) If a ∼ b ∈ C (2), then θa ' θb via a basepoint preserving homotopy.
3) If γ(a; 1, a) ∼ γ(a; a, 1) ∈ C (3), then θa is homotopy associative; If γ(a; 1, a) =
γ(a; a, 1), then θa is associative.
Proof. 1) Note that θa(∗, y) = θ(a; ∗, y) = θ(d1a; y), θa(y, ∗) = θ(a; y, ∗) = θ(d2a; y). If
d1a ∼ d2a ∼ 1 ∈ C (1), then there are paths f1, f2 : I → C (1) such that f1(0) = d1a,
f1(1) = 1, f2(0) = d2a, f2(1) = 1. Let Hi : Y × I → Y , Hi(y, t) = θ(fi(t); y), i = 1, 2.
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Then H1 is a homotopy from θa(∗,−) to id with H1(∗, t) = θ(f1(t); ∗) = ∗, and H2 is
a homotopy from θa(−, ∗) to id with H2(∗, t) = θ(f2(t); ∗) = ∗. Hence Y is an H-space
with θa by the definition of an H-space given in Section 3.C of [16]. Moreover, θa, H1
and H2 give a map
(Y × Y )× 0 ∪ (∗ × Y ∪ Y × ∗)× I → Y.
Using the homotopy extension property, θa is homotopic to some µ : Y × Y → Y with
µ(∗, y) = µ(y, ∗) = y via a basepoint preserving homotopy. 2) and 3) can be proved
similarly.
Proposition 2.9. Let C be a symmetric operad, a ∈ C (2) and τ = (1, 2) the trans-
position. If a ∼ τa ∈ C (2), then θa is homotopy commutative. If a = τa, then θa is
commutative.
Corollary 2.10. If there is a ∈ C (2) with d1a ∼ d2a ∼ 1, then Y is an H-space with
θa; if moreover γ(a; 1, a) = γ(a; a, 1) (resp. γ(a; 1, a) ∼ γ(a; a, 1) ∈ C (3)), then Y is an
associative (resp. homotopy associative) H-space with θa; or if moreover a = τa (resp.
a ∼ τa ∈ C (2)), then Y is a commutative (resp. homotopy commutative) H-space with
θa.
2.3 Basepoint and Simplicial Structure of Operads
Definition 2.11. A basepoint of a topological operad C is a sequence of points {ek}k≥0
with e1 = 1 ∈ C (1), ek ∈ C (k) such that γ(ek; em1 , . . . , emk) ∼ em. A strict basepoint
is a basepoint such that γ(ek; em1 , . . . , emk) = em. A symmetric (strict) basepoint of a
symmetric operad is a (strict) basepoint such that ek ∼ σek for all σ ∈ Sk.
For a discrete operad, a basepoint is obviously strict.
Proposition 2.12. C has a basepoint iff there exists a ∈ C (2) such that d1a ∼ d2a ∼
1 ∈ C (1) and γ(a; 1, a) ∼ γ(a; a, 1).
Thus a basepoint of C is determined by such an a ∈ C (2).
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Proof. Suppose there exists a ∈ C (2) such that d1a ∼ d2a ∼ 1 ∈ C (1) and γ(a; 1, a) ∼
γ(a; a, 1). Let a0 = ∗, a1 = 1, a2 = a, ak = γ(a; ak−1, 1) for k ≥ 2. Next check that
{ak}k≥0 is a basepoint of C .
First prove γ(a2; ai, aj) ∼ ai+j by induction on i + j. This is evident if i + j ≤ 2.
Assume γ(a2; ai, aj) ∼ ai+j if i+ j ≤ m. Now suppose i+ j = m+ 1. If j = 0,
γ(a2; ai, ∗) = γ(d2a2; ai) ∼ γ(1; ai) = ai;
if j = 1, γ(a2; ai, 1) = ai+1 by definition; if j > 1,
γ(a2; ai, aj) = γ(a2; ai, γ(a2; aj−1, 1)) = γ(γ(a2; 1, a2); ai, aj−1, 1)
∼ γ(γ(a2; a2, 1); ai, aj−1, 1) = γ(a2; γ(a2; ai, aj−1), 1)
∼ γ(a2; ai+j−1, 1) = ai+j .
Next prove γ(ak; am1 , . . . , amk) ∼ am1+···+mk by induction on k. Assume this is true
for k ≥ 2. Then for k + 1,
γ(ak+1; am1 , . . . , amk+1) = γ(γ(a2; ak, 1); am1 , . . . , amk+1)
= γ(a2; γ(ak; am1 , . . . , amk), amk+1)
∼ γ(a2; am1+···+mk , amk+1)
∼ am1+···+mk+1 .
So {ak}k≥0 is a basepoint by definition.
Note that a ∼ τa ∈ C (2) can not imply γ(a; a, 1) ∼ γ(a; 1, a). Thus path-connectivity
of C (2) is not sufficient for the existence of a basepoint.
Corollary 2.13. If C has a basepoint {ek}k≥0, then a C -space Y is a homotopy asso-
ciative H-space with θe2.
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For a topological operad C , define
di : C (k + 1)→ C (k), dia = γ(a; 1i−1, ∗, 1k−i)
for 1 ≤ i ≤ k + 1. If C has a basepoint {ek}k≥0, define
si : C (k)→ C (k + 1), sia = γ(a; 1i−1, e2, 1k−i)
for 1 ≤ i ≤ k. By definition,
diek+1 = γ(ek+1; 1
i−1, ∗, 1k−i) ∼ ek, siek = γ(ek; 1i−1, e2, 1k−i) ∼ ek+1
for all i and k.
Proposition 2.14. Let C be a topological operad. Then C is a ∆-set. If C has a strict
basepoint, then C is a simplicial set. If C has a basepoint, then C is a simplicial set up
to homotopy.
Proof. Let a ∈ C (k).
djdi = di−1dj , j < i:
djdia = γ(γ(a; 1
(i−1), ∗, 1(k−i)); 1(j−1), ∗, 1(k−1−j))
= γ(a; 1(j−1), ∗, 1(i−1−j), ∗, 1(k−i))
di−1dja = γ(γ(a; 1(j−1), ∗, 1(k−j)); 1(i−2), ∗, 1(k−i))).
Hence C is a ∆-set.
Suppose {ek}k≥0 is a strict basepoint, i.e., γ(ek; em1 , . . . , emk) = em. The simplicial
identities are verified in the following.
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sisi = si+1si:
sisia = γ(γ(a; 1
(i−1), e2, 1(n−i)); 1(i−1), e2, 1(k+1−i))
= γ(a; 1(i−1), e3, 1(k−i))
si+1sia = γ(γ(a; 1
(i−1), e2, 1(k−i)); 1(i), e2, 1(k−i)).
sjsi = si+1sj , j < i:
sjsia = γ(γ(a; 1
(i−1), e2, 1(k−i)); 1(j−1), e2, 1(k+1−j))
= γ(a; 1(j−1), e2, 1(i−1−j), e2, 1(k−i))
si+1sja = γ(γ(a; 1
(j−1), e2, 1(k−j)); 1(i), e2, 1(k+1−i)).
djsi = si−1dj , j < i:
djsia = γ(γ(a; 1
(i−1), e2, 1(k−i)); 1(j−1), ∗, 1(k+1−j))
= γ(a; 1(j−1), ∗, 1(i−1−j), e2, 1(k−i))
si−1dja = γ(γ(a; 1(j−1), ∗, 1(k−j)); 1(i−2), e2, 1(k−i)).
disi = id:
disia = γ(γ(a; 1
(i−1), e2, 1(k−i)); 1(i−1), ∗, 1(k+1−i))
= γ(a; 1(i−1), 1, 1(k−i)) = a.
di+1si = id:




(i), ∗, e(k+1−i)1 )
= γ(a; 1(i−1), 1, 1(k−i)) = a.
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djsi = sidj−1, j > i+ 1:
djsia = γ(γ(a; 1
(i−1), e2, 1(k−i)); 1(j−1), ∗, 1(k+1−j))
= γ(a; 1(i−1), e2, 1(j−i−2), ∗, 1(k+1−j))
sidj−1a = γ(γ(a; 1(j−2), ∗, 1(k−j+1)); 1(i−1), e2, 1(k−1−i)).
If {ek}k≥0 is a basepoint, these paths γ(ek; em1 , . . . , emk) ' em induce homotopies
making the above identities hold up to homotopy, so C is a simplicial set up to homotopy.
Corollary 2.15. If C is a topological operad with a strict basepoint, then each si :
C (k)→ C (k + 1) is injective for k ≥ 1, 1 ≤ i ≤ k.
Proof. This is because disi = id.
Proposition 2.16. Let C be a topological operad with a basepoint and k ≥ 1. If C (k)
is path-connected, then C (i) is also path-connected for each i < k.
Proof. For a ∈ C (k−1), ek ∼ γ(e2; 1, a), thus ek−1 ∼ d1ek ∼ d1γ(e2; 1, a) = γ(d1e2; a) '
γ(1; a) = a. So the assertion holds.
Corollary 2.17. Let C be a topological operad and k ≥ 3. C has a basepoint and C (k)
is path-connected iff C (i) is also path-connected for each i ≤ k.
Proposition 2.18. For a topological operad C , if
γ : C (k)× C (1)k → C (k), γ : C (1)× C (k)→ C (k), k ≥ 1
are injective, then
γ : C (k)× C (m1)× · · · × C (mk)→ C (m), k,mi ≥ 1
are injective.
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Proof. For a ∈ C (k), bi ∈ C (mi),
γ(γ(a; b1, . . . , bk); 1, ∗(m1−1), . . . , 1, ∗(mi−1), . . . , 1, ∗(mk−1))
= γ(a; γ(b1; 1, ∗(m1−1)), . . . , γ(bk; 1, ∗(mk−1)))
= γ(a; dm1−12 b1, . . .),
γ(γ(a; b1, . . . , bk); ∗(m1+···+mi−1), 1(mi), ∗(mi+1+···+mk))
= γ(a; ∗, . . . , ∗, γ(bi; 1(mi)), ∗, . . . , ∗)
= γ(a; ∗, . . . , ∗, bi, ∗, . . . , ∗) = γ((d1 · · · dˆi · · · dk)a; bi).
Note that dm1−12 bi, (d1 · · · dˆi · · · dk)a ∈ C (1). If γ(a; b1, . . . , bk) = γ(a′; b′1, . . . , b′k) where
a′ ∈ C (k), b′i ∈ C (mi), then γ(a; dm1−12 b1, . . .) = γ(a′; dm1−12 b′1, . . .) and γ((d1 · · · dˆi · · · dk)a; bi) =
γ((d1 · · · dˆi · · · dk)a′; b′i). So a = a′ and bi = b′i, i.e., γ is injective.
2.4 DDA-Sets
Some important operads admit certain structure richer than simplicial structure. Such
structure is described as follows.
Definition 2.19. A DDA-set is a sequence of sets {Xn}n≥0 with deleting functions
di : Xn+1 → Xn, doubling functions si : Xn+1 → Xn+2, and adding functions di : Xn →
Xn+1, 1 ≤ i ≤ n+ 1, n ≥ 0, satisfying the following identities,
didj = djdi+1, sjsi = si+1sj , d
jdi = di+1dj , for j ≤ i,
djsi =

si−1dj j < i,
id j = i, i+ 1,




di−1dj j < i,
id j = i,




di+1sj j < i,
didi j = i,
disj−1 j > i.
A sequence of elements {en}n≥0 with en ∈ Xn is called a basepoint of a DDA-set {Xn}n≥0
if dien = en−1, sien = en+1 and dien = en+1. A pointed DDA-set is a DDA-set with
a basepoint. A morphism from a DDA-set {Xn}n≥0 to another DDA-set {Yn}n≥0 is a
sequence of functions {fn : Xn → Yn}n≥0 commuting with all di, si and di. A pointed
2.5. STRUCTURES ON {[X × Y K , Y ]}K≥0 25
morphism from a pointed DDA-set {Xn}n≥0 to another pointed DDA-set {Yn}n≥0 is a
morphism preserving the basepoints. A DDA-group {Gn}n≥0 is a DDA-set such that
each Gn is a group and all di, si and d
i are group homomorphisms.
A DDA-set is obviously a simplicial set with the deleting functions and the doubling
functions, and a bi-∆-set [30] with the deleting functions and the adding functions. A
pointed DDA-set is obviously a contractible simplicial set. The term “DDA-set” comes
from the initials of the three functions “deleting”, “doubling” and “adding”, but seems
not a good name. We would like to use a better one if there is any.
A few canonical examples of pointed DDA-sets are listed below.
1. For any set X with a basepoint ∗, the sequence {Xn}n≥0 is a DDA-set with
di : X
n → Xn−1 deleting the ith coordinate, si : Xn → Xn+1 doubling the ith
coordinate, and di : Xn → Xn+1 adding ∗ as the ith coordinate.
2. The sequence of symmetric groups {Sn}n≥0 is a DDA-set with di deleting the ith
strand, si doubling the ith strand, and d
i adding a trivial strand as the ith strand.
3. The sequence of braid groups {Bn}n≥0 is a DDA-set with di deleting the ith
strand, si doubling the ith strand, and d
i adding a trivial strand above all the
other strands as the ith strand.
4. The sequence of pure braid groups {Pn}n≥0 is a DDA-subset of {Bn}n≥0. It is
moreover a DDA-group.
5. The sequence of sets of conjugacy classes {Pn/ca(Pn)}n≥0 is a DDA-set with di,
si and d
i induced from those of {Pn}n≥0.
2.5 Structures on {[X × Y k, Y ]}k≥0
For a single loop space ΩX, the loop product ΩX×ΩX → ΩX and its various iterations
(ΩX)k → ΩX are enough to capture the essential information, but they capture little
information for iterated loop spaces ΩnX (n > 1). In the second part of this thesis,
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certain products of loops Sl × (ΩnX)k → ΩnX “twisted” by maps Sl → Cn(k) will
be constructed to extract information of iterated loop spaces. As preparation, we shall
study structures of {[Sl × (ΩnX)k,ΩnX]}k≥0, and more generally of {[X × Y k, Y ]}k≥0
in this section.
Let X,Y be topological spaces. Similar to that {Map(Y k, Y )}k≥0 is a symmetric
operad, cf. Definition 1.2 of [21], we have the following symmetric operad.
Proposition 2.20. {Map(X × Y k, Y )}k≥0 is a symmetric operad with the following
data.
1) For f ∈ Map(X × Y k, Y ), gi ∈ Map(X × Y mi , Y ), define γ(f ; g1, . . . , gk) as the
composite
X×Y m → Xk+1×Y m → X×(X×Y m1)×· · ·×(X×Y mk) idX×g1×···×gk−−−−−−−−−→ X×Y k f−→ Y,
where X → Xk+1 is the diagonal map.
2) The unit is the projection X × Y → Y .
3) Sk acts on Map(X ×Y k, Y ) by (σ · f)(x; y1, . . . , yk) = f(x; yσ−1(1), . . . , yσ−1(k)) for
σ ∈ Sk.
Corollary 2.21. {[X × Y k, Y ]}k≥0 is a symmetric operad with the following data.
1) For [f ] ∈ [X × Y k, Y ], [gi] ∈ [X × Y mi , Y ],
γ([f ]; [g1], . . . , [gk]) := [γ(f ; g1, . . . , gk)].
2) The unit is the homotopy class of the projection X × Y → Y .
3) Sk acts on [X × Y k, Y ] by σ · [f ] = [σ · f ] for σ ∈ Sk.
Remark 2.22. {[Sl×(ΩnX)k,ΩnX]}k≥0 is an operad whereas {[Cn(k)×(ΩnX)k,ΩnX]}k≥0
does not admit a natural operad structure.
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Let Y be a homotopy associative H-space with product µ : Y 2 → Y . Let µk denote
the iterated product Y k
µk−1×id−−−−−→ Y 2 µ−→ Y , and µ′k : X × Y k
proj.−−−→ Y k µk−→ Y . For
convenience, we shall sometimes use µ′k to denote its homotopy class [µ
′
k] as well.
Proposition 2.23. Suppose Y is a homotopy associative H-space. Then {µ′k}k≥0 is
a basepoint of {Map(X × Y k, Y )}k≥0 and {[µ′k]}k≥0 is a strict basepoint of {[X ×
Y k, Y ]}k≥0.
Let Y be a homotopy associative and homotopy commutative H-space. Given f ∈
Map(X × Y k, Y ), define dif ∈ Map(X × Y k−1, Y ), sif, dif ∈ Map(X × Y k+1, Y ) as
follows,
dif = γ(f ;µ
′i−1
1 , ∗, µ′k−i1 ), sif = γ(f ;µ′i−11 , µ′2, µ′k−i1 ),
dif : X×Y k+1 = X×Y i−1×Y ×Y k+1−i → (X×Y i−1×Y k+1−i)×Y f×id−−−→ Y ×Y µ−→ Y,
(dif)(x; y1, . . . , yk+1) = f(x; y1, . . . , yˆi, . . . , yk+1) + yi.
Moreover, define di[f ] = [dif ], si[f ] = [sif ], d
i[f ] = [dif ]. Note that generally di([f ] +
[f ′]) 6= di[f ] + di[f ′], since
(di(f + f ′))(x; y1, . . . , yk+1) = f(x; y1, . . . , yˆi, . . . , yk+1) + f ′(x; y1, . . . , yˆi, . . . , yk+1) + yi,
(dif +dif ′)(x; y1, . . . , yk+1) = f(x; y1, . . . , yˆi, . . . , yk+1)+f ′(x; y1, . . . , yˆi, . . . , yk+1)+2yi,
((dif + dif ′)− di(f + f ′))(x; y1, . . . , yk+1) = yi.
Lemma 2.24. For f, f ′ ∈ Map(X × Y k, Y ), gi ∈ Map(X × Y mi , Y ),
γ(f + f ′; g1, . . . , gk) = γ(f ; g1, . . . , gk) + γ(f ′; g1, . . . , gk).
Thus
γ([f ] + [f ′]; [g1], . . . , [gk]) = γ([f ]; [g1], . . . , [gk]) + γ([f ′]; [g1], . . . , [gk]).
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Proof. The first identity follows from the following commutative diagram
X × Y m ∆×id
m
- Xk+1 × Y m
(X × Y m)2
∆
?
X × (X × Y m1)× · · ·
?
(Xk+1 × Y m)2
(∆×idm)2
?
X × Y k
id×g1×···×gk
?
(X × (X × Y m1)× · · · )2
?
id×g1×···×gk - (X × Y k)2
∆
?
f×f ′ - Y 2
µ- Y.
Remark 2.25. In general, γ is not multilinear. In fact, generally,
γ(f ; g1 + g
′
1, g2, . . . , gk) 6' γ(f ; g1, . . . , gk) + γ(f ; g′1, . . . , gk),
For example,
γ(µ′k; g1 + g
′
1, g2, . . . , gk) ' g1 + g′1 + g2 + · · ·+ gk,




1, . . . , g
′
k) ' g1 + · · ·+ gk + g′1 + · · ·+ g′k.
If f 6' µ′k, then generally
γ(f ; g1 + g
′
1, . . . , gk + g
′
k) 6' γ(f ; g1, . . . , gk) + γ(f ; g′1, . . . , g′k).
Proposition 2.26. For a homotopy associative and homotopy commutative H-space Y ,
{[X × Y k, Y ]}k≥0 is a simplicial abelian group and a DDA-set.
Proof. It remains to check those identities involving di. For j ≤ i, djdi = di+1dj , since
(dj(dif))(x; y1, . . . , yk+2) = (d
if)(x; y1, . . . , yˆj , . . . , yk+2) + yj
= f(x; y1, . . . , yˆj , . . . , yˆi+1, . . . , yk+2) + yj + yi+1
(di+1(djf))(x; y1, . . . , yk+2) = (d
jf)(x; y1, . . . , yˆi+1, . . . , yk+2) + yi+1.
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For j < i, djd
i = di−1dj , since
(dj(d
if))(x; y1, . . . , yk) = (d
if)(x; y1, . . . , yj−1, ∗, yj , . . . , yk)
= f(x; y1, . . . , yj−1, ∗, yj , . . . , yˆi−1, . . . , yk) + yi−1
(di−1(djf))(x; y1, . . . , yk) = (djf)(x; y1, . . . , yˆi−1, . . . , yk) + yi−1.
For j = i, did
i = id, since
(di(d
if))(x; y1, . . . , yk) = (d
if)(x; y1, . . . , yi−1, ∗, yi, . . . , yk)
= f(x; y1, . . . , yi−1, yi, . . . , yk).
For j > i, djd
i = didj−1, since
(dj(d
if))(x; y1, . . . , yk) = (d
if)(x; y1, . . . , yj−1, ∗, yj , . . . , yk)
= f(x; y1, . . . , yˆi, . . . , yj−1, ∗, yj , . . . , yk) + yi
(di(dj−1f))(x; y1, . . . , yk) = (dj−1f)(x; y1, . . . , yˆi, . . . , yk) + yi.
For j < i, sjd
i = di+1sj , since
(sj(d
if))(x; y1, . . . , yk+2) = (d
if)(x; y1, . . . , yj + yj+1, . . . , yk+2)
= f(x; y1, . . . , yj + yj+1, . . . , yˆi+1, . . . , yk+2) + yi+1
(di+1(sjf))(x; y1, . . . , yk+2) = (sjf)(x; y1, . . . , yˆi+1, . . . , yk+2) + yi+1.
For j = i, sid
i = didi, since
(si(d
if))(x; y1, . . . , yk+2) = (d
if)(x; y1, . . . , yi + yi+1, . . . , yk+2)
= f(x; y1, . . . , yi−1, yi+2, . . . , yk+2) + yi + yi+1
(di(dif))(x; y1, . . . , yk+2) = (d
if)(x; y1, . . . , yˆi, . . . , yk+2) + yi.
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For j > i, sjd
i = disj−1, since
(sj(d
if))(x; y1, . . . , yk+2) = (d
if)(x; y1, . . . , yj + yj+1, . . . , yk+2)
= f(x; y1, . . . , yˆi, . . . , yj + yj+1, . . . , yk+2) + yi
(di(sj−1f))(x; y1, . . . , yk+2) = (sj−1f)(x; y1, . . . , yˆi, . . . , yk+2) + yi.
Part I






Introduced in Definition 3.1 (i) of [21], the sequence of symmetric groups forms a sym-
metric discrete operad with the composition γ described below.
Example 3.1. The symmetric groups operad is S = {Sn}n≥0 together with the
following family of functions,
γ : Sk × Sm1 × · · · × Smk → Sm, k ≥ 1,mi ≥ 0,
defined as follows. Given a ∈ Sk, bi ∈ Smi , γ(a; b1, . . . , bk) acts on [m] = {1, . . . ,m} in
the following way: [m] is partitioned in order into k blocks (1, . . . ,m1), . . ., (m1 + · · ·+
mk−1 + 1, . . . ,m) (the ith block is empty if mi = 0), then bi permutes the numbers in
the ith block and a permutes the k blocks, that is, for 1 ≤ i ≤ k, 1 ≤ j ≤ mi,
γ(a; b1, · · · , bk)(m1 + · · ·+mi−1 + j) = (ma−1(1) + · · ·+ma−1(a(i)−1)) + bi(j).
Another way to describe γ is to regard each permutation of Sn as an n×n permutation
matrix in the usual way. Then γ(a; b1, . . . , bk) is the m×m permutation matrix obtained
from a by replacing the 1 at the position (i, a(i)) by bi for each i. In particular, if mi = 0,
then the ith row and the a(i)th column are deleted.
The notation S is chosen to be consistent with the notations for other canonical
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examples in this thesis.
Motivated by this canonical example and several others, and by work of Tillmann [27]
and Wahl [28] on a construction of operads from families of groups, also by investigation
of the fundamental groups of topological operads, I introduce the following notion.
Definition 3.2. A group operad is an operad G = {Gn}n≥0 together with a morphism
pi : G → S of operads such that
1) each Gn is a group and pi : Gn → Sn is a homomorphism,
2) the identity e1 of G1 is the unit of the operad G , and
3) γ is a crossed homomorphism, i.e., for a′ ∈ Gk, b′i ∈ Gmi ,
γ(aa′; b1b′1, . . . , bkb
′
k) = γ(a; b1, . . . , bk)γ(a
′; b′a−1(1), . . . , b
′
a−1(k)).
G is called non-crossed if all pi are trivial (thus γ is a homomorphism), and crossed
otherwise. A morphism ψ : G → G ′ of group operads is a sequence of homomorphisms
ψn : Gn → G′n such that pi′ ◦ ψ = pi and ψ commutes with γ, namely
ψm(γ(a; b1, . . . , bk)) = γ
′(ψk(a);ψm1(b1), . . . , ψmk(bk)).
A sub group operadH = {Hn}n≥0 of a group operad G = {Gn}n≥0, writtenH ≤ G ,
is a sequence of subgroups Hn ≤ Gn closed under γ, together with the restrictions
pi = pi|H and γ = γ|H . A sub group operad H of G is called normal, written H G ,
if Hn Gn for each n.
The symmetric groups operad S is clearly a crossed group operad and pi : G → S is
a morphism of group operads for any group operad G . It should be noted that a crossed
group operad can NOT be regarded as a non-crossed group operad due to the “crossed
homomorphism” property, and that there is no morphism from a crossed group operad
to a non-crossed group operad, also due to the “crossed homomorphism” property and
additionally to that pi is nontrivial but pi′ ◦ ψ is trivial. Later we shall see that for a
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morphism pi : G → S of group operads, pi : Gn → Sn can only be either trivial for all n
or surjective for all n.
The notion of a group operad is equipped with these data and properties because a
few canonical examples and the fundamental groups of topological operads have them.
One may also consider analogous notions in other appropriate categories. The term
“crossed homomorphism” is chosen due to its relation with crossed simplicial groups.
For any group operad G , let en denote the identity element of Gn. If G is crossed,
then γ is not a homomorphism. However, we have γ(ek; em1 , . . . , emk) = em, since




m1 , . . . , e
2
mk
) = γ(ek; em1 , . . . , emk)
2.
For a ∈ Gk, bi ∈ Gmi ,
γ(a, b1, . . . , bk) = γ(ek, b1, . . . , bk)γ(a, em1 , . . . , emk)
= γ(a, em1 , . . . , emk)γ(ek; ba−1(1), . . . , ba−1(k));
em = γ(aa
−1; b1b−11 , . . . , bkb
−1
k ) = γ(a, b1, . . . , bk)γ(a
−1, b−1




γ(a, b1, . . . , bk)
−1 = γ(a−1, b−1
a−1(1), . . . , b
−1
a−1(k)).
If a ∈ Kerpik, then
γ(aa′; b1b′1, . . . , bkb
′
k) = γ(a; b1, . . . , bk)γ(a
′; b′1, . . . , b
′
k),
γ(a; b1, . . . , bk)
−1 = γ(a−1; b−11 , . . . , b
−1
k ).
Or if b′1 = · · · = b′k = b, then
γ(aa′; b1b, . . . , bkb) = γ(a; b1, . . . , bk)γ(a′; b, . . . , b).
Proposition 3.3. γ(a; ek) is in the center of Gk for any a ∈ G1 and k ≥ 1.
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Proof. For a ∈ G1, b ∈ Gk, γ(a; b) = γ(ae1; ekb) = γ(a; ek)γ(e1; b) = γ(a; ek)b, γ(a; b) =
γ(e1a; bek) = γ(e1; b)γ(a; ek) = bγ(a; ek), thus γ(a; ek)b = bγ(a; ek), i.e., γ(a; ek) is in
the center of Gk.
Corollary 3.4. G1 is abelian.
Proof. For any a ∈ G1, a = γ(a; e1) is in the center of G1, thus G1 is abelian.
3.1 Examples
Example 3.5. The simplest group operad is the trivial group operad J with each
group the trivial group. This notation J is chosen due to the relation between the
trivial group operad and James’ construction [18] which is usually denoted JX.
Example 3.6. The braid groups operad is B = {Bn}n≥0 together with
γ : Bk ×Bm1 × · · · ×Bmk → Bm, k ≥ 1,mi ≥ 0,
sending (a; b1, . . . , bk) where a ∈ Bk and bi ∈ Bmi , to a braid in Bm obtained by replacing
the ith strand of a by the braid bi. If mi = 0, then the ith strand of c is deleted. B is
a crossed group operad.
Since γ(a; b1, . . . , bk) ∈ Pm if a ∈ Pk, bi ∈ Pmi , by restricting γ to the pure braid
groups, we have a normal sub group operad of B.
Example 3.7. The pure braid groups operad is P = {Pn}n≥0 where P0 is trivial,
together with the restriction of γ of the braid groups operad to pure braid groups. P
is non-crossed.
Example 3.8. The ribbon braid groups operad isR = {Rn}n≥0 with Rn = BnnZn
[27, 28]. A ribbon braid is a braid with each strand a ribbon. Rn is the braid group on
n ribbons with each ribbon twisted a multiple of the full twist. The γ of R is almost the
same as the one of B. We just need to emphasize that for (k, α) ∈ R1 ×Rn = Z×Rn,
γ(k;α) ∈ Rn is the ribbon braid obtained by fully twisting α k times.
3.2. SUB GROUP OPERADS AND QUOTIENTS 37
Example 3.9. For any abelian group G, let G1 = G, Gn = 0 for n 6= 1. Then {Gn}n≥0
with γ : G1 ×G1 → G1 the addition, γ : Gk ×Gi−10 ×G1 ×Gk−i0 → G1 where k > 1 the
projection onto G1, and the other γ trivial, is NOT a group operad. This is because a
group operad has a strict basepoint, thus each si : Gk → Gk+1 is injective.
Example 3.10. For any abelian group G, {Gn}n≥0 with G0 = 0, Gn = G for n ≥ 1 and
γ the addition is NOT a group operad since the associativity does not hold — observe
that for n ≥ 2 and l ≥ 1,
(Gn ×Gn ×Gn−1l )×Gn1 ×Gln−l0 → Gn+ln−l ×Gn1 ×Gln−l0 → Gn,
Gn × (Gn ×Gn1 )× (Gl ×Gl0)n−1 → Gn ×Gn ×Gn−10 → Gn
the former is the sum of all factors while the latter is the projection onto the second Gn.
Example 3.11. For any abelian group G, {Gn}n≥0 is a non-crossed group operad with
γ : Gk×Gm1×· · ·×Gmk → Gm, γ((a1, . . . , ak); (b11, . . . , b1m1), . . .) = (a1 + b11, . . . , a1 +
b1m1 , . . . , ai + bij , . . . , ak + bkm).
Remark 3.12. For any group G with a homomorphism pi : G → S2, I recently intro-
duce a construction to extend G to a group operad F (G, pi) with F (G, pi)(1) = 1 and
F (G, pi)(2) = G, such that F (G, pi) is non-crossed if pi is trivial and crossed if pi non-
trivial. For example, for S2 and the identity idS2 : S2 → S2, F (S2, idS2) is isomorphic to
the symmetric groups operad S . Thus the construction F (G, pi) seems interesting and
provides countless examples of group operads. Details of this construction will appear
elsewhere.
3.2 Sub Group Operads and Quotients
For any group operad G = {Gn}n≥0, the trivial group operad J = {en}n≥0 and G are
clearly sub group operads. A sub group operad H ≤ G is called proper if it is not
J nor G . For a morphism of group operads ψ : G → G ′, Kerψ is a normal sub group
operad of G , and Imψ is a sub group operad of G ′. Clearly Kerψ is non-crossed and
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Imψ has the same type than G , i.e., it is non-crossed if G is non-crossed, and crossed if
G is crossed (then G ′ has to be crossed too).
The sub group operad H of G generated by A = {An}n≥0 with each An a subset of
Gn is the intersection of all sub group operads of G containing A.
Lemma 3.13. The symmetric groups operad S is generated by (1, 2) ∈ S2 since for the
generators of Sn (n ≥ 3), (1, 2) = γ(e2; (1, 2), en−2), (n − 1, n) = γ(e2; en−2, (1, 2)) and
(i, i+ 1) = γ(e3; ei−1, (1, 2), en−i−1) for 2 ≤ i ≤ n− 2.
Proposition 3.14. The symmetric groups operad S has no proper sub group operad;
namely S has only two sub group operads, the trivial one J and S itself.
Proof. Let G be a sub group operad of S with a nonidentity permutation σ ∈ Gn ≤ Sn,
then there is i such that σ(i) > i. Note that
γ(σ; ∗(i−1), e1, ∗(σ(i)−i−1), e1, ∗(n−σ(i))) = (1, 2) ∈ S2,
where ∗ ∈ S0, thus (1, 2) ∈ G2. Hence G = S by the lemma.
Corollary 3.15. If G is crossed, then all pi : Gn → Sn are epimorphisms.
Unlike the symmetric groups operad, the braid groups operad B has many proper
sub group operads. The pure braid groups operad P is a canonical one. The ribbon
braid groups operad has even more sub group operads. In the following we construct a
sequence of sub group operads of B. Let B(k) = {B(k)n }n≥0 be the sub group operad of
B generated by σki , i ≥ 1, where σ1, . . . , σn−1 are the standard generators of Bn and the
two σi’s of Bn and Bm (1 ≤ i < n,m) are regarded as the same. Obviously B(1) = B,
B(2) <P.
First we describe how B(k) is generated. Let Akn,1 = {σk1 , . . . , σkn−1} and A′kn,1 the




i = {Akn,i}k≥0 and A′ki = {Akn,i}k≥0 have been
defined for i < m, let Akm = {Akn,m}k≥0 be the sequence of subsets of B generated by
A′km−1 = {Akn,m−1}k≥0 under γ, and A′km = {A′kn,m}k≥0 the sequence of subgroups of B
generated by Akn,m. Clearly A
′k
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Let φ : Bn  Bn/[Bn, Bn] ∼= Z be the canonical homomorphism.
Lemma 3.16. For n ≥ 2, m ≥ 1, if a ∈ Akn,m or a ∈ A′kn,m, then k|φγ(a; em1 , . . . , emn)
for any mi ≥ 0.
Proof. Note that φγ(σ1, ei, ej) = ij, φγ(σ
−1
1 , ei, ej) = −ij, φγ(σi, em1 , . . . , emn) =
mimi+1, φγ(σ
−1
i , em1 , . . . , emn) = −mimi+1, and φγ(en, b1, . . . , bn) = φb1 + · · · + φbn.
Since γ is a crossed homomorphism,
φγ(σk1 , ei, ej) = φγ(σ1, ei, ej) + φγ(σ
k−1
1 , ej , ei) = · · · = kij;
similarly φγ(σki , em1 , . . . , emn) = kmimi+1 and
φγ(σki σ
k
j , em1 , . . . , emk) = kmimi+1 + kmσ−ki (j)
mσ−ki (j+1)
.
So the assertion holds for m = 1. Suppose it holds for i < m. For a ∈ Akn,m, a =
γ(a′; a′1, . . . , a′n′) for some a
′ ∈ A′kn′,m−1, a′i ∈ A′k?,m−1. Then
φγ(a; em1 , . . . , emn)
= φγ(γ(a′; a′1, . . . , a
′
k′); em1 , . . . , emn)
= φγ(a′; γ(a′1; em1 , . . .), . . . , γ(a
′
k′ ; . . . , emn))
= φγ(en′ ; γ(a
′
1; em1 , . . .), . . . , γ(a
′
k′ ; . . . , emn)) + φγ(a
′; e?, . . . , e?)
= φγ(a′1; em1 , . . .) + · · ·+ φγ(a′k′ ; . . . , emn) + φγ(a′; e?, . . . , e?).
(Some subscripts of e are omitted for convenience but it should be clear what they are.)
Thus by the induction assumption, k|φγ(a; em1 , . . . , emn). For a, b ∈ Akn,m,
φγ(ab; em1 , . . . , emn) = φγ(a; em1 , . . . , emn) + φγ(b; ema−1(1) , . . . , ema−1(n)),
thus the assertion holds for c ∈ A′kn,m as well.
Lemma 3.17. For n ≥ 2 and m ≥ 1, φAkn,m = kZ, φA′kn,m = kZ.
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Proof. It is obvious that φAkn,1 = kZ, φA′kn,1 = kZ, φAkn,m ⊇ kZ, φA′kn,m ⊇ kZ for m ≥ 1.
Suppose φAkn,i = kZ, φA′kn,i = kZ for i < m.
φγ(a; b1, . . . , bn) = φγ(en; b1, . . . , bn) + φγ(a; e?, . . . , e?)
= φb1 + · · ·+ φbn + φγ(a; e?, . . . , e?).
So the assertion holds by the previous lemma.
Proposition 3.18. B(k) is a proper subgroup operad of B(k
′) if k′|k. B(2k) is non-
crossed while B(2k+1) is crossed.
Proof. It is clear that B(k) ≤ B(k′) if k′|k. The proposition holds by the previous
lemma.
We next discuss quotient group operads. For a subgroup H of a group G, let G/H =
{gH | g ∈ G} and H\G = {Hg | g ∈ G}.
Let G be a group operad. If H is a sub group operad of G , then the γ of G induces
a γ on G /H = {Gk/Hk}k≥0,





Gk/Hk ×Gm1/Hm1 × · · · ×Gmk/Hmk // Gm/Hm
since
γ(gh; g1h1, . . .) = γ(g; g1, . . .)γ(h;hg−1(1), . . .) ∈ γ(g; g1, . . .)Hm.
Gk acts on Gk/Hk by g · aHk = (ga)Hk. If H is normal and noncrossed, then Gk → Sk
factors through Gk/Hk → Sk and G /H is a group operad. If H is normal and crossed,
there is no natural nontrivial Gk/Hk → Sk; even if we let Gk/Hk → Sk be trivial, G /H
is still not a group operad since γ is not a homomorphism.
If H is a non-crossed sub group operad, the γ of G also induces a γ on H \G =
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{Hk\Gk}k≥0,





Hk\Gk ×Hm1\Gm1 × · · · ×Hmk\Gmk // Hm\Gm
since γ(hg;h1g1, . . .) = γ(h;h1, . . .)γ(g; gh−1(1), . . .) = γ(h;h1, . . .)γ(g; g1, . . .) ∈ Hmγ(g; g1, . . .).
If H is crossed, however, we may not have the above one, but the following one





Gk ×Hm1\Gm1 × · · · ×Hmk\Gmk // Hm\Gm
If H is crossed and normal, then
γ(g; g1, . . .)γ(g; gσ−1(1), . . .)
−1 ∈ Hm
for all g ∈ Gk, gi ∈ Gmi , σ ∈ Sk, k ≥ 1, m1 + · · ·+mk = m, noting that Hk  Sk and
γ(g; g1, . . .) ∈ γ(gHk; g1Hm1 , . . .) = γ(Hkg;Hm1g1, . . .) ⊆ Hmγ(g; gσ−1(1), . . .),
since γ(hg;h1g1, . . .) = γ(h;h1, . . .)γ(g; gh−1(1), . . .) ∈ Hmγ(g; gh−1(1), . . .).
3.3 Simplicial Structure
It is well known that both S and B are crossed simplicial groups. In fact, the operad
structure makes a non-crossed group operad a simplicial group and a crossed group
operad a crossed simplicial group.
Let [n] = {1, . . . , n} for n ≥ 1. Define for 1 ≤ i ≤ n, di : [n− 1]→ [n], j 7→ j if j < i
and j 7→ j + 1 if j ≥ i, and for 1 ≤ i ≤ n − 1, si : [n] → [n − 1], j 7→ j if j ≤ i and
j 7→ j − 1 if j > i.
Definition 3.19. A crossed simplicial group is a simplicial set {Gn}n≥1 where all
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Gn are groups, together with group homomorphisms pin : Gn → Sn, n ≥ 1, such that
i) di(ab) = (dia)(da(i)b), si(ab) = (sia)(sa(i)b), and


















A crossed ∆-group is defined in the same way but without degeneracies si.
Note that a group operad G = {Gn}n≥0 is an operad with a strict basepoint. Thus
G is a simplicial set with
di = γ(−; e(i−1)1 , e0, e(n+1−i)1 ) : Gn+1 → Gn, 1 ≤ i ≤ n+ 1,
si = γ(−; e(i−1)1 , e2, e(n−i)1 ) : Gn → Gn+1, 1 ≤ i ≤ n.
Lemma 3.20. For a group operad G = {Gn}n≥0 with pi : G → S , pi : G → S is a
simplicial map and di(ab) = (dia)(da(i)b) and si(ab) = (sia)(sa(i)b).
Proof. pi is a simplicial map as it commutes with γ. Let cj = e1 for j 6= i and ci = e0.
Since γ is a crossed homomorphism,
di(ab) = γ(ab; e
(i−1)
1 , e0, e
(n−i)
1 ) = γ(ab; c1, . . . , cn)
= γ(a; c1, . . . , cn)γ(b; ca−1(1), . . . , ca−1(a(i)), . . . , ca−1(n))
= (dia)γ(b; e
(a(i)−1)
1 , e0, e1, . . .) = (dia)(da(i)b).
Similarly si(ab) = γ(ab; e
(i−1)
1 , e2, e
(n−i)
1 ) = (sia)γ(b; e
(a(i)−1)
1 , e2, . . .) = (sia)(sa(i)b).
Proposition 3.21. Any non-crossed group operad is a simplicial group and any crossed
group operad is a crossed simplicial group. Any morphism of non-crossed group operads
is a morphism of simplicial groups and any morphism of crossed group operads is a
morphism of crossed simplicial groups.
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Remark 3.22. The definition of a crossed simplicial group (∆-group) is defined in this
way to make it consistent with the operad structure of a group operad defined in this
thesis. It is different from, but equivalent to the one given by Proposition 1.7 of [15]. It
should be noted that the {pin}n≥1 of a crossed simplicial group need not be a simplicial
map (Note that Lemma 3.20 is about group operads, not about crossed simplicial groups;
two examples of crossed simplicial groups which are not group operads are given at the
end of this section). From the first diagram in ii), {pin}n≥1 commutes with faces di and
thus is a ∆-map. However, from the second diagram, we have
{(sia)(i), (sia)(i+ 1)} = {a(i), a(i) + 1},
but may not have (sia)(i) = a(i), (sia)(i + 1) = a(i) + 1. Namely {pin}n≥1 needn’t
commute with degeneracies si. For instance, the sequence of hyperoctahedral groups
satisfies that (sia)(i) = a(i) + 1 and (sia)(i + 1) = a(i) for certain a as discussed
in Section 3 of [15]. Crossed simplicial groups are also defined in Subsection 3.1 of
[4] where {pin}n≥1 is furthermore required to commute with degeneracies. Thus the
definition given in [15] includes the one given in [4], but the latter does not include the
former. Therefore the claim right after the definition of a crossed simplicial group in [4]
that they are equivalent is wrong.
We next construct a wreath product of crossed ∆-groups and of crossed simplicial
groups following a wreath product of the symmetric groups given in [15]. Let A be a
group and φ : Sn → Aut(An), σ 7→ φσ where φσ(a1, . . . , an) = (aσ(1), . . . , aσ(n)). Let
H = {Hn}n≥0 be a crossed ∆-group with φ : Hn → Sn → Aut(An). Recall that the
wreath product A oHn of Hn by A is defined as the semidirect product AnoHn. Define
the wreath product of H by A as
A oH = {A oHn}n≥0,
with di(a1, . . . , an;h) = (a1, . . . , aˆi, . . . , an; dih) and pi : A oHn = An oHn  Hn → Sn.
Clearly A oH = {An}n≥0 ×H as ∆-sets. If H is moreover a crossed simplicial group,
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define si(a, . . . , an;h) = (a1, . . . , ai, ai, . . . , an; sih); then A o H = {An}n≥0 × H as
simplicial sets.
Proposition 3.23. AoH is a crossed ∆-group if H is a crossed ∆-group, and a crossed
simplicial group if H is a crossed simplicial group.
Proof. If H is a crossed ∆-group, it suffices to verify that for h ∈ Hn and a¯ =
(a1, . . . , an) ∈ An,
di((1;h)(a¯; 1)) = (di(1;h))(d(1;h)(i)(a¯; 1)) = (1; dih)(dh(i)a¯; 1).
Note di((1;h)(a¯; 1)) = di(φh(a¯);h), (1; dih)(dh(i)a¯; 1) = (φdih(dh(i)a¯); dih). Thus it is
sufficient to check diφh(a¯) = φdih(dh(i)a¯), namely
diφh(a1, . . . , an) = φdih(a1, . . . , aˆh(i), . . . , an).
Note diφh(a1, . . . , an) = (ah(1), . . . , aˆh(i), . . . , ah(n)). Let bj = aj for j < h(i) and bj =
aj+1 for j ≥ h(i). Then
φdih(a1, . . . , aˆh(i), . . . , an) = φdih(b1, . . . , bn−1) = (b(dih)(1), . . . , b(dih)(n−1)).
If j < i and h(j) < h(i), then (dih)(j) = h(j), b(dih)(j) = ah(j); if j < i and h(j) > h(i),
then (dih)(j) = h(j)− 1, b(dih)(j) = bh(j)−1 = ah(j). Thus
(ah(1), . . . , ah(i−1)) = (b(dih)(1), . . . , b(dih)(i−1)).
If j > i and h(j) < h(i), then (dih)(j− 1) = h(j), b(dih)(j−1) = bh(j) = ah(j); if j > i and
h(j) > h(i), then (dih)(j − 1) = h(j)− 1, b(dih)(j−1) = bh(j)−1 = ah(j). Thus
(ah(i+1), . . . , ah(n)) = (b(dih)(i), . . . , b(dih)(n−1)).
Hence diφh(a¯) = φdih(dh(i)a¯).
If H is a crossed simplicial group, si((1;h)(a¯; 1)) = (si(1;h))(s(1;h)(i)(a¯; 1)) can be
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verified similarly.
Similar to the semidirect product of groups, we have
Proposition 3.24. If G = AoH whereH is a crossed ∆-group (resp. crossed simplicial
group), then there is a split short exact sequence of crossed ∆-groups (resp. crossed
simplicial groups)
1→ {An}n≥0 → G →H → 1
with the canonical morphism of crossed ∆-groups (resp. crossed simplicial groups) H →
G as the section. Conversely, if the above short exact sequence splits with a morphism of
crossed ∆-groups (resp. crossed simplicial groups) H → G as a section, then G ∼= AoH
as crossed ∆-groups (resp. crossed simplicial groups).
Example 3.25. For the ribbon braid groups operad R, its degeneracy si of R is ob-
tained by cutting the ith ribbon along the middle into two subribbons; thus if the ith
ribbon is twisted, then the two subribbons are twisted with each other. In addition, we
have the following split short exact sequence of crossed ∆-groups
1→ {Zn}n≥0 → R → B → 1,
namely R ∼= Z o B as crossed ∆-groups. It should be mentioned that this is not an
isomorphism of simplicial sets thus not of crossed simplicial groups. In addition, we
have the following obvious short exact sequence of crossed simplicial groups
1→P → B → S → 1
which is not split.
We next give two natural examples which are crossed simplicial groups but not group
operads.
Example 3.26. The sequence of hyperoctahedral groups S˜ = {S˜n} with S˜n = (Z/2)oSn
is naturally a crossed simplicial group (cf. [15], Theorem 3.3), but not a group operad.
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Let τ be the generator of Z/2. First it is obvious to define γ(τ ; ek) as the half twist. Then
there are two natural ways to define γ(τ ; a): γ(τ ; a) := γ(τ ; ek)a or γ(τ ; a) = aγ(τ ; ek);
but they do not coincide since γ(τ ; ek) is not in the center for k ≥ 3, so that they do
not behave well. In addition, we have the following split short exact sequence of crossed
∆-groups
1→ {(Z/2)n}n≥0 → S˜ → S → 1,
namely S˜ ∼= (Z/2) o S as crossed ∆-groups. However this is not an isomorphism of
simplicial sets (cf. [15], Remark 3.11) thus not of crossed simplicial groups.
Example 3.27. Let R′n be the braid group on n ribbons with each ribbon twisted a
multiple of the half twist. R′ = {R′n}n≥0 is naturally a crossed simplicial group but not
a group operad. The reason is the same as the one for the sequence of hyperoctahedral
groups; namely the half twist is not in the center so that the two natural ways of defining
γ do not coincide. In addition, we have the following short exact sequence of crossed
∆-groups
1→ {(2Z)n}n≥0 ×P → R′ → S˜ → 1
which is not split.
Chapter 4
Operads with Actions of Group
Operads
Compared to general operads, group operads play a special role. Namely, we can talk
about actions of group operads on operads just like actions of groups on spaces. We
call an operad with an action of a group operad G a G -operad. Then a nonsymmetric
operad is an operad with an action of the trivial group operad and a symmetric operad
is an operad with an action of the symmetric groups operad. The theory of symmetric
operads can be generalized to G -operads. Here we shall only deal with topological and
simplicial G -operads.
4.1 Topological G -Operads
Definition 4.1. An action of a group operad on a topological operad C = {C (n)}n≥0
is a sequence of left actions of Gn on C (n) satisfying the following equivariance property:
for a ∈ C (k), bi ∈ C (mi) and σ ∈ Gk, τi ∈ Gmi ,
γ(σa; τ1b1, . . . , τkbk) = γ(σ; τ1, . . . , τk)γ(a; bσ−1(1), . . . , bσ−1(k)).
A topological G -operad is an operad with an action of G . A morphism ψ : C → C ′ of
G -operads is a sequence of Gn-equivariant maps ψn : C (n)→ C ′(n) such that ψ1(1) = 1
47
48 CHAPTER 4. OPERADS WITH ACTIONS OF GROUP OPERADS
and
ψm(γ(a; b1, . . . , bk)) = γ
′(ψk(a);ψm1(b1), . . . , ψmk(bk)).
The action of G on C is called a covering action and C is called a covering G -operad
if the action of Gn on C (n) is a covering action for each n. C is called a (topological)
universal G -operad if C is a covering G -operad and each C (n) is contractible.
Let A (n) be a subspace of C (n) for each n and 1 ∈ A (1). If A = {A (n)} is closed
under γ and the action of G , then A is called a (topological) G -suboperad of C .
For a G -operad C , a C -space can be defined just as the case G = S but replacing
Sk by Gk for all k. When dealing with a G -operad C and C -spaces, one should pay
attention to the group operad G as an operad may admit actions of different group
operads which may cause different results, cf. Example 2.4.
Note that a group operad G is itself a G -operad. Any G -operad can also be regarded
as an H -operad for any sub group operad H ≤ G . In particular, any G -operad can be
regarded as a nonsymmetric operad, but a G -operad usually can not be regarded as a
symmetric operad even if G is crossed.
We say a topological G -operad C is path-connected (resp. locally path-connected,
semilocally simply-connected, etc.) if C (k) is path-connected (resp. locally path-
connected, semilocally simply-connected ([16], page 63), etc.) for each k. We also
say C is K(pi, n) if C (k) is K(pi, n) for each k (pi not necessary to be the same for
different k).
Proposition 4.2. For a topological operad C , C (1) is an associative H-space with a
strict identity.
Proof. γ : C (1)×C (1)→ C (1) gives a product on C (1). This product is associative and
has a strict identity follows from the associativity and the unitality of γ, respectively.
In addition, C (1) acts on C (k) for k ≥ 1 just like a group action.
Remark 4.3. For a space X with a free action of S2 and X
S2' Sn−1, Fiedorowicz intro-
duces a construction (cf.[13], Theorem 2) to extend X to an En operad (i.e. equivalent
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to the little n-cubes operad Cn). I have recently generalized Fiedorowicz’s construction
to any spaces with actions of groups. For any group G with a homomorphism G→ S2
and any space X with an action ρ : G × X → X, there is a construction extending
X to a F (G, pi)-operad F (X, ρ) with F (X, ρ)(1) = {1} and F (X, ρ)(2) = X, where
F (G, pi) is a group operad extended from G mentioned in Remark 3.12. This construc-
tion has the property that, if the action of G on X is free, then so is the action of
F (G, pi)(k) on F (X, ρ)(k). Moreover Fiedorowicz’s construction of En operads from
a space X
S2' Sn−1 is a special case. Thus the construction F (X, ρ) seems interesting
and provides countless examples of G -operads. In addition it may be helpful to find
appropriate models of En operads or other interesting operads for particular purposes.
Details of this construction will appear elsewhere.
We next define equivalence between topological G -operads.
Definition 4.4. A morphism ψ : C → C ′ of topological G -operads is called an equiv-
alence, if each ψ : C (k) → C ′(k) is (1) a Gk-equivariant homotopy equivalence, or
(2) a homotopy equivalence and the actions of Gk on C (k), C
′(k) are covering actions
for all k. Two topological G -operads are equivalent if there is a chain of equivalences
connecting them.
This definition is a slight modification of P. May’s Definition 3.3 in [21]. It should
be mentioned that an equivalence ψ : C → C ′ need not have an inverse morphism.
4.2 Simplicial G -Operads
A simplicial G -operad is defined in the obvious way, but we give full details below.
Definition 4.5. A simplicial G -operad C consists of
1) a sequence of simplicial sets {C (n)}n≥0 with C (0) = ∗ the trivial simplicial set,
2) a family of simplicial maps,
γ : C (k)× C (m1)× · · · × C (mk)→ C (m), k ≥ 1,mi ≥ 0,
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3) a trivial simplicial subset 1 of C (1) called the unit, and
4) a left simplicial action of Gn on C (n) for each n,
satisfying the following coherence properties: for a ∈ C (k)l, bi ∈ C (mi)l, and cj ∈
C (nj)l, nj ≥ 0,
i) Associativity:
γ(γ(a; b1, . . . , bk); c1, . . . , cm)
= γ(a; γ(b1; c1, . . . , cm1), . . . , γ(bk; cm1+···+mk−1+1, . . . , cm));
ii) Unitality: γ(1; a) = a and γ(a; 1(k)) = a;
iii) Equivariance: for σ ∈ Gk, and τi ∈ Gmi ,
γ(σa; τ1b1, . . . , τkbk) = γ(σ; τ1, . . . , τk)γ(a; bσ−1(1), . . . , bσ−1(k)).
A morphism ψ : C → C ′ of simplicial G -operads is a sequence of Gn-equivariant
simplicial maps ψn : C (n)→ C ′(n) such that ψ1(1) = 1 and
ψm(γ(a; b1, . . . , bk)) = γ
′(ψk(a);ψm1(b1), . . . , ψmk(bk)).
Let A (n) be a simplicial subset of C (n) for each n and 1 ⊆ A (1). If A = {A (n)}
is closed under γ and the action of G , then A is called a (simplicial) G -suboperad of
C .
Note that a simplicial G -operad C is a bisimplicial set; within the simplicial structure
of C (n), the action of Gn is a simplicial action, but within the simplicial structure of C
induced by γ, the action of G is a crossed simplicial action.
For a set X, let X¯ = {X¯n} be the simplicial set with X¯n = X and all faces di = id
and degeneracies si = id. Then |X¯| = X.
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Proposition 4.6. The geometric realization of a simplicial G -operad is a topological
G -operad.
Proof. Let A = {An}n≥0 be a simplicial G -operad where G = {Gn}n≥0. By taking
geometric realization, we have a map
γ : |Ak ×Am1 × · · · ×Amk | → |Am|, γ[c, a1, . . . , ak; t] = [γ(c; a1, . . . , ak); t],
where c ∈ (Ak)n, ai ∈ (Ami)n and t ∈ ∆n. Recall [22]
|Ak| × |Am1 | × · · · × |Amk | ∼= |Ak ×Am1 × · · · ×Amk |.
So we also have a map
γ : |Ak| × |Am1 | × · · · × |Amk | → |Am|.
This map satisfies the associativity property due to the following commutative diagram
|A|(k,m1, . . . ,mk, n1, . . . , nm) - |A|(m,n1, . . . , nm) - |An|
|A(k,m1, . . . ,mk, n1, . . . , nm)|
∼=
?





|A(k,m1, n1, . . . , nm1 , . . . ,mk, . . . , nm)|
∼=
?
- |A(k, nm1 , . . . , nmk−1+1 + · · ·+ nm)| - |An|
wwwww
|A|(k,m1, n1, . . . , nm1 , . . . ,mk, . . . , nm)
∼=
?





where A(i1, . . . , ik) = Ai1 × · · · ×Aik and |A|(i1, . . . , ik) = |Ai1 | × · · · × |Aik |.
[e1, 0] ∈ |A1| satisfies the unitality property, since for [a, t] ∈ |An| with a ∈ (An)l and
(a, t) non-degenerate,
γ([e1, 0]; [a, t]) = γ[sl · · · s1e1, a; t] = [γ(sl · · · s1e1; a); t] = [a, t],
γ([a, t]; [e1, 0], . . . , [e1, 0]) = γ[a, sl · · · s1e1, . . . , sl · · · s1e1; t] = [a, t].
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Gn acts on |An| by σ · [a; t] = [σa; t]. The equivariance property follows from the
following commutative diagram
Gk × |Ak| ×Gm1 × |Am1 | × · · · ×Gmk × |Amk | - |Ak| × |Am1 | × · · · × |Amk | - |Am|
|Gk ×Ak ×Gm1 ×Am1 × · · · ×Gmk ×Amk |
∼=
?





|Gk ×Gm1 × · · · ×Gmk ×Ak ×Am1 × · · · ×Amk |
∼=
?
- |Gm ×Am| - |Am|
wwwww
Gk ×Gm1 × · · · ×Gmk × |Ak| × |Am1 | × · · · × |Amk |
∼=
?





where Gi is regarded as the simplicial set Gi such that |Gi| = Gi.
4.3 Quotients of G -Operads
G -operads can be converted into nonsymmetric or symmetric operads by taking quo-
tients. Here we shall only consider quotients of topological operads and just mention
that the following discussion and results are also valid for simplicial operads.
Let C a topological G -operad. Note that Gn acts on C (n) on the left. For Hn ≤ Gn,
it is natural to use Hn\C (n) to denote the quotient of C (n) modulo the left action
of Hn, but we would like to use C (n)/Hn instead even though the latter may cause
ambiguity in case C = G . Namely Gn/Hn denotes {gHn | g ∈ Gn} if G is regarded as
a group operad, and denotes Hn\Gn = {Hng | g ∈ Gn} if G is regarded as a G -operad.
Proposition 4.7. If H is a non-crossed sub group operad of G , then C /H is a non-
symmetric operad and a morphism φ : C → C ′ of G -operads induces a morphism
φ : C /H → C ′/H of nonsymmetric operads.
Proof. γ : C (k)× C (m1)× · · · × C (mk)→ C (m) induces
γ : C (k)/Hk × C (m1)/Hm1 × · · · × C (mk)/Hmk → C (m)/Hm
since γ(ha;h1a1, . . . , hkak) = γ(h;h1, . . . , hk)γ(a; a1, . . . , ak). It is then easy to check
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that C /H is a nonsymmetric operad and the rest of the assertion.
Proposition 4.8. If H is a non-crossed normal sub group operad of G , then C /H is
a G /H -operad, (C /H )/(G /H ) = C /G , and a morphism φ : C → C ′ of G -operads
induces a morphism φ : C /H → C ′/H of G /H -operads.
Proof. If H is normal, G /H naturally acts on C /H by gHk · Hka = Hk(ga). It is
then easy to check that C /H is a G /H -operad and the rest of the assertion.
If H is not normal, G does not naturally act on C /H since there is no natural
definition for g ·Hka.
If H is a sub group operad but not normal, G /H is not a group operad, thus there
is no G /H -operad. If H is crossed, then γ has the following factorization





C (k)× C (m1)/Hm1 × · · · × C (mk)/Hmk // C (m)/Hm
but may not have the following one





C (k)/Hk × C (m1)/Hm1 × · · · × C (mk)/Hmk // C (m)/Hm
since γ(a;h1a1, . . . , hkak) = γ(e;h1, . . . , hk)γ(a; a1, . . . , ak) but generally
γ(ha;h1a1, . . .) = γ(h;h1, . . .)γ(a; ah−1(1), . . .) 6∈ Hmγ(a; a1, . . .)
if h 6∈ Ker (H  S ).
Corollary 4.9. Let ψ : G  G ′ be an epimorphism of group operads. If C is a G -
operad, then C /Kerψ is a G ′-operad. In particular, if G is non-crossed, then C /G is
a nonsymmetric operad; if G is crossed with pi : G  S , then C /Kerpi is a symmetric
operad.
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Chapter 5
Homotopy Groups of Topological
Operads
It is known that the homology of a nonsymmetric (resp. symmetric) topological operad
is a nonsymmetric (resp. symmetric) algebraic operad. It seems, however, that op-
erad structure on the homotopy groups of topological operads has not been considered
carefully, possibly because of the lack of motivation or the difficulty of dealing with
basepoints. If an operad C has a strict basepoint, then the γ of C obviously induces
a natural γ on homotopy groups. It is, however, impossible to find a strict basepoint
for some important topological operads, such as the little n-cubes operads. The lack of
a strict basepoint makes the situation complicated. Nevertheless, once the difficulty of
basepoints is overcome, it turns out that a strict basepoint is indeed not necessary and
that the homotopy groups of topological operads provide examples of group operads and
discrete operads with actions of group operads.
In this chapter, we investigate the operad structures on the homotopy groups of
topological operads. We show that the fundamental groups of topological operads (with
good basepoints defined below) are naturally group operads and higher homotopy groups
are operads with actions of the fundamental groups operads. The basic idea of the proof
is similar to the one for that the fundamental groups of configuration spaces of manifolds
are (crossed) simplicial groups [4], but the situation here is more complicated. We are
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dealing with operad structure, not only (crossed) simplicial group structure.
To deal with the homotopy groups of topological operads, a good basepoint is helpful.
So we first introduce a nonsymmetric topological operad which will play the role of a
good basepoint for topological operads.







k ], . . . , [
k−1
k , 1]) ∈ C1(k). Let C1(k)0 ⊆ C1(k) be the path-connected
component of ck. Then (C1)0 = {C1(k)0}k≥0 is naturally a nonsymmetric suboperad of
C1. Note that for c, c′ ∈ C1(k)0 and t ∈ [0, 1], (1 − t)c + tc′ can be canonically defined
and (1− t)c+ tc′ ∈ C1(k)0. Call δ : I → C1(k)0, t 7→ (1− t)c+ tc′ the linear path from
c to c′, denoted c δ−→ c′.
Lemma 5.1. Any two paths f and g : I → C1(k)0 with f(0) = g(0) and f(1) = g(1) are
linearly homotopic rel {0, 1}, namely, H(s, t) = (1− t)f(s) + tg(s) is a linear homotopy
from f to g.
Suppose C is a topological G -operad admitting a morphism of nonsymmetric operads
η : (C1)0 → C . For instance, if C has a strict basepoint, then η : (C1)0 → ∗ ↪→ C ; for
Cn, there is a canonical inclusion η : (C1)0 ↪→ Cn. Call {η(ck)}k≥0 a good basepoint
of C and also say C is well pointed. For two well pointed topological operads C with
η : (C1)0 → C and C ′ with η′ : (C1)0 → C ′, a morphism ψ : C → C ′ is called a
morphism of well pointed topological operads if η′ = ψ ◦ η.
Clearly c
δ−→ c′ in C1(k)0 gives a path η ◦ δ from η(c) to η(c′) in C (k), denoted
η(c)
η◦δ−−→ η(c′) and called the linear path from η(c) to η(c′) for convenience. We shall
omit η ◦ δ and simply write η(c)→ η(c′) from now on.
Lemma 5.2. Suppose f, g : I → C (k)0 are two paths with f(0) = g(0) and f(1) = g(1).
If they can be pulled back to two paths in C1(k)0, i.e., if there are f ′, g′ : I → C1(k)0
with f ′(0) = g′(0) and f ′(1) = g′(1) such that f = η ◦ f ′ and g = η ◦ g′, then f ' g rel
{0, 1}.
For two paths f, g : I → X with f(1) = g(0), let f · g be the usual product of f
and g. Throughout this chapter (except the last section), assume that C is a path-
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connected topological G -operad with a good basepoint. Let ek = η(ck). The linear path
em → γ(ek; em1 , . . . , emk) and its inverse will be helpful when changing basepoint. Let
ek also denote the constant loop S
1 → ek ↪→ C (k) (or I → ek ↪→ C (k)).
5.1 Fundamental Groups of Nonsymmetric Operads
Let C be a nonsymmetric topological operad. Define




γ∗−→ pi1(C (m), γ(ek; em1 , . . .)) δ∗−→ pi1(C (m), em)
where δ∗ is the isomorphism induced by em
δ−→ γ(ek; em1 , . . .). Namely, for [f ] ∈
pi1(C (k), ek) and [fi] ∈ pi1(C (mi), emi),
γ([f ]; [g1], . . . , [gk]) = [δ][γ(f ; g1, . . . , gk)][δ]
−1.
Thus γ([f ]; [g1], . . . , [gk]) is represented by the following path
em
δ−→ γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ(ek; em1 , . . .) δ
−1−−→ em.
δ and δ−1 will be omitted from now on.
Theorem 5.3. If C is a path-connected nonsymmetric operad with a good basepoint,
then pi1C with γ defined above is a non-crossed group operad.
Proof. Let [f ], [f ′] ∈ pi1(C (k), ek), [gi], [g′i] ∈ pi1(C (mi), emi), [hj ] ∈ pi1(C (nj), enj ).
Unitality. γ(e1; f)(z) = γ(e1; f(z)) = f(z), γ(f ; e
(k)
1 )(z) = γ(f(z); e
(k)
1 ) = f(z) for
z ∈ S1. Thus γ([e1]; [f ]) = [f ] and γ([f ]; [e1](k)) = [f ].
Next we check that γ is a homomorphism. γ([f ][f ′]; [g1][g′1], . . . , [gk][g′k]) is repre-
sented by the following path
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ(ek; em1 , . . .)
γ(f ′;g′1,...)−−−−−−→ γ(ek; em1 , . . .)→ em,
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while γ([f ]; [g1], . . . , [gk])γ([f
′]; [g′1], . . . , [g′k]) is represented by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ(ek; em1 , . . .)→ em
→ γ(ek; em1 , . . .)
γ(f ′;g′1,...)−−−−−−→ γ(ek; em1 , . . .)→ em
So γ([f ][f ′]; [g1][g′1], . . . , [gk][g′k]) = γ([f ]; [g1], . . . , [gk])γ([f
′]; [g′1], . . . , [g′k]).
Associativity. γ(γ([f ]; [g1], . . . , [gk]); [h1], . . . , [hm]) is represented by
en → γ(em; en1 , . . .)→ γ(γ(ek; em1 , . . .); en1 , . . .)
γ(γ(f ;g1,...);h1,...)−−−−−−−−−−−→ γ(γ(ek; em1 , . . .); en1 , . . .)→ γ(em; en1 , . . .)→ en
which is of the form δ1 · γ(γ(f ; g1, . . .);h1, . . .) · δ2 where δ1, δ2 are two linear paths.
γ([f ]; γ([g1]; [h1], . . .), . . . , γ([gk]; . . . , [hm])) is represented by
en → γ(ek; en1+···+nm1 , . . .)→ γ(ek; γ(em1 ; en1 , . . .), . . .)
γ(f ;γ(g1;h1,...),...)−−−−−−−−−−−→ γ(ek; γ(em1 ; en1 , . . .), . . .)→ γ(ek; en1+···+nm1 , . . .)→ en
which is of the form δ′1 ·γ(f ; γ(g1;h1, . . .), . . .) ·δ′2 where δ′1, δ′2 are two linear paths. From
the associativity of the γ of C ,
γ(γ(f ; g1, . . . , gk);h1, . . . , hm) = γ(f ; γ(g1;h1, . . .), . . . , γ(gk; . . . , hm)).
Moreover, δ1 and δ
′
1, δ2 and δ
′
2 are homotopic rel {0, 1} since they can be pulled back to
C1(k)0. Thus the associativity holds.
5.2 Fundamental Groups of Symmetric Operads
Given a topological space X and two subspaces A,B, let
pi1(X;A,B) = {[f ] | f : I → X, f(0) ∈ A, f(1) ∈ B}.
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Let C be a covering symmetric operad. Then
Sk → C (k) C (k)/Sk
is a fibration. Thus there is a long exact sequence
· · · → pilSk → pilC (k)→ pil(C (k)/Sk)→ pil−1Sk → · · · .
Since pi0Sk = Sk and pilSk = 1 for l > 0, there is a short exact sequence
1→ pi1C (k)→ pi1(C (k)/Sk) pi−→ Sk → 1
and pilC (k) ∼= pil(C (k)/Sk) for l > 1.
pi1(C (k)/Sk, Ska) can be identified with pi1(C (k); a, Ska) as follows. For any a ∈
C (k), the natural function
pi1(C (k); a, Ska)→ pi1(C (k)/Sk, Ska)
is a bijection. Notice that [f ] ∈ pi1(C (k)/Sk, Ska) is lifted to a path from a to (pi[f ])a.
The multiplication in pi1(C (k)/Sk, Ska) induces a multiplication in pi1(C (k); a, Ska):
f ∗ g := f · (pi[f ])g, [f ] ∗ [g] := [f ∗ g] = [f ] · [(pi[f ])g]
for [f ], [g] ∈ pi1(C (k); a, Ska), where
pi : pi1(C (k); a, Ska)→ pi1(C (k)/Sk, Ska) pi−→ Sk,
noting that f · (pi[f ])g is a path from a to pi[f ]a then to pi[f ](pi[g]a). With this multi-
plication, pi1(C (k); a, Ska)→ pi1(C (k)/Sk, Ska) is an isomorphism. Let pif = pi[f ] ∈ Sk
and [f ](i) = (pi[f ])(i). Clearly pi([f ] ∗ [g]) = pi[f ]pi[g] and pi(f ∗ g) = pifpig.
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Define γ to be the following composite
γ : pi1(C (k); ek, Skek)×
k∏
i=1
pi1(C (mi); emi , Smiemi)
→ pi1(C (m); e′m, {γ(σ; τm1 , . . . , τmk)eσm | σ ∈ Sk, τi ∈ Smi})
→ pi1(C (m); em, {γ(σ; τm1 , . . . , τmk)em | σ ∈ Sk, τi ∈ Smi})
↪→ pi1(C (m); em, Smem),
where e′m = γ(ek; em1 , . . . , emk) and e
σ
m = γ(ek; emσ−1(1) , . . . , emσ−1(k)); explicitly,
γ([f ]; [g1], . . . , [gk]) = [δ1][γ(f ; g1, . . . , gk)] ∗ [(δ2)−1]
= [δ1][γ(f ; g1, . . . , gk)][γ(pi[f ];pi[g1], . . . , pi[gk])(δ2)
−1]
for [f ] ∈ pi1(C (k); ek, Skek) and [gi] ∈ pii(C (mi); emi , Smiemi), where em δ1−→ e′m and
em
δ2−→ γ(ek; em(pif)−1(1) , . . . , em(pif)−1(k)). γ([f ]; [g1], . . . , [gk]) is represented by the follow-
ing path
em
δ1−→ γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .) = γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .)
γ(pif ;pig1,...)δ
−1
2−−−−−−−−−−→ γ(pif ;pig1, . . .)em.
δ1 and γ(pif ;pig1, . . .)δ
−1
2 will be omitted from now on.
Let pi1(C /S ) = {pi1(C (k)/Sk;Skek)}k≥0 and pi : pi1(C /S ) → S denote the se-
quence of boundary homomorphisms pi1(C (k)/Sk, Skek)
pi−→ Sk, k ≥ 0.
Theorem 5.4. If C is a path-connected covering symmetric operad with a good base-
point, then pi1(C /S ) is a crossed group operad with γ and pi : pi1(C /S ) → S given
above.
Proof. Identify pi1(C (k)/Sk, Ska) with pi1(C (k); a, Ska). Unitality is obvious. Since
γ([f ]; [g1], . . . , [gk]) is represented by a path from em to γ(pi[f ];pi[g1], . . . , pi[gk])em, we
5.2. FUNDAMENTAL GROUPS OF SYMMETRIC OPERADS 61
have
piγ([f ]; [g1], . . . , [gk]) = γ(pi[f ];pi[g1], . . . , pi[gk]);
namely γ commutes with pi.
Next we check that γ is a crossed homomorphism. γ([f ]∗ [f ′]; [g1]∗ [g′1], . . . , [gk]∗ [g′k])
is represented by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .)
γ((pif)f ′;(pig1)g′1,...)−−−−−−−−−−−−→ γ((pif)(pif ′)ek; (pig1)(pig′1)em1 , . . .)
= γ(pifpif ′;pig1pig′1, . . .)γ(ek; em(pifpif ′)−1(1) , . . .)
→ γ(pifpif ′;pig1pig′1, . . .)em
which is of the form ζ1 ·γ(f ; g1, . . .) ·γ((pif)f ′; (pig1)g′1, . . .) ·ζ2 where ζ1, ζ2 are two linear
paths. γ([f ]; [g1], . . . , [gk]) ∗ γ([f ′]; [g′[f ]−1(1)], . . . , [g′[f ]−1(k)]) is represented by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .) = γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .)
γ(pif ;pig1,...)γ(f ′;g′
(pif)−1(1),...)−−−−−−−−−−−−−−−−−−−→ γ(pif ;pig1, . . .)γ((pif ′)ek; (pig′(pif)−1(1))em(pif)−1(1) , . . .)
= γ(pif ;pig1, . . .)γ(pif
′;pig′(pif)−1(1), . . .)γ(ek; em(pif)−1((pif ′)−1(1)) , . . .)
→ γ(pif ;pig1, . . .)γ(pif ′;pig′(pif)−1(1), . . .)em
which is of the form ζ ′1 · γ(f ; g1, . . .) · γ(pif ;pig1, . . .)γ(f ′; g′(pif)−1(1), . . .) · ζ ′2 where ζ ′1, ζ ′2
are two linear paths. Note that
γ((pif)f ′; (pig1)g′1, . . .) = γ(pif ;pig1, . . .)γ(f
′; g′(pif)−1(1), . . .),
γ(pifpif ′;pig1pig′1, . . .) = γ(pif ;pig1, . . .)γ(pif
′;pig′(pif)−1(1), . . .).
Hence γ([f ] ∗ [f ′]; [g1] ∗ [g′1], . . .) = γ([f ]; [g1], . . .) ∗ γ([f ′]; [g′[f ]−1(1)], . . .).
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Associativity. γ(γ([f ]; [g1], . . . , [gk]); [h1], . . . , [hm]) is represented by
en → γ(em; en1 , . . .)→ γ(γ(ek; em1 , . . .); en1 , . . .)
γ(γ(f ;g1,...);h1,...)−−−−−−−−−−−→ γ(γ((pif)ek; (pig1)em1 , . . .); (pih1)en1 , . . .)
= γ(γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .); (pih1)en1 , . . .)
→ γ((γ(pif ;pig1, . . .))em; (pih1)en1 , . . .)
= γ(γ(pif ;pig1, . . .);pih1, . . .)γ(em; enγ(pif ;pig1,...)−1(1)
, . . .)
→ γ(γ(pif ;pig1, . . .);pih1, . . .)en
which is of the form ζ1 · γ(γ(f ; g1, . . .);h1, . . .) · ζ2 where ζ1, ζ2 are two linear paths.
γ([f ]; γ([g1]; [h1], . . .), . . . , γ([gk]; . . . , [hm])) is represented by
en → γ(ek; eN1 , . . .)→ γ(ek; γ(em1 ; en1 , . . .), . . .)
γ(f ;γ(g1;h1,...),...)−−−−−−−−−−−→ γ((pif)ek; γ((pig1)em1 ; (pih1)en1 , . . .), . . .)
= γ((pif)ek; γ(pig1;pih1, . . .)γ(em1 ; en(pig1)−1(1)
, . . .), . . .)
= γ((pif)ek; γ(pig1;pih1, . . .)eN1 , . . .)
= γ(pif ; γ(pig1;pih1, . . .), . . .)γ(ek; eN(pif)−1(1) , . . .)
→ γ(pif ; γ(pig1;pih1, . . .), . . .)en
which is of the form ζ ′1 ·γ(f ; γ(g1;h1, . . .), . . .) · ζ ′2 where ζ ′1, ζ ′2 are two linear paths. Note
that
γ(γ(f ; g1, . . .);h1, . . .) = γ(f ; γ(g1;h1, . . .), . . .),
γ(γ(pif ;pig1, . . .);pih1, . . .) = γ(pif ; γ(pig1;pih1, . . .), . . .).
Hence the associativity holds.
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5.3 Higher Homotopy Groups of Nonsymmetric Operads
For convenience, we here make the following conventions: use + to denote the product
on pil for l ≥ 1; I ∨′ I := (I, 1) ∨ (I, 0), I ∨′ Sl := (I, 1) ∨ (Sl, southern pole), Sl ∨′ I :=
(Sl,northern pole)∨(I, 0), Sl∨′Sl := (Sl, northern pole)∨(Sl, southern pole); the wedge
C (k) ∨ C (k′) is modified accordingly which will not be indicated.
Let C be nonsymmetric and l ≥ 1. Define




γ∗−→ pil(C (m), γ(ek; em1 , . . .)) δ∗−→ pil(C (m), em)
where δ∗ is the isomorphism induced by em
δ−→ γ(ek; em1 , . . .). Namely, for [f ] ∈
pil(C (k), ek) and [fi] ∈ pil(C (mi), emi), γ([f ]; [g1], . . . , [gk]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl)1+k
δ∨(f×g1×···×gk)−−−−−−−−−−→ C (m) ∨ (C (k)× C (m1)× · · · × C (mk))
id∨γ−−−→ C (m) ∨ C (m)→ C (m),
where Sl → Sl ∨′ Sl is the usual projection collapsing the equator to the northern pole
and the southern pole of the two Sl’s of Sl ∨′ Sl respectively, Sl → I is the latitude
projection with the southern pole mapped to 0 and the northern pole mapped to 1, and
C (m) ∨ C (m) = (C (m), γ(ek; em1 , . . .)) ∨ (C (m), γ(ek; em1 , . . .))→ C (m)
is the folding map. If {ek}k≥0 is a strick basepoint, then δ is the constant path at em
and the above composite is homotopic to
Sl → (Sl)1+k → C (k)× C (m1)× · · · × C (mk) f×g1×···×gk−−−−−−−−→ C (m).
Next recall that the action of pi1(C (k), ek) on pil(C (k), ek) is given as follows. For
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[a] ∈ pi1(C (k), ek), [a] ? [f ] ∈ pil(C (k), ek) is represented by
a ? f : Sl → Sl ∨′ Sl → I ∨′ Sl a∨f−−→ C (k) ∨ C (k)→ C (k).
Note that if l = 1, this action is the conjugation action of pi1(C (k), ek) on itself.
Theorem 5.5. If C is a path-connected nonsymmetric operad with a good basepoint,
then pilC (l ≥ 1) is a pi1C -operad.
Proof. Let [f ], [f ′] ∈ pil(C (k), ek), [gi], [g′i] ∈ pil(C (mi), emi), [hj ] ∈ pil(C (nj), enj ), [a] ∈
pi1(C (k), ek), [bi] ∈ (C (mi), emi).
Unitality is obvious.
Associativity. γ(γ([f ]; [g1], . . . , [gk]); [h1], . . . , [hm]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl × (Sl)m)→ I ∨′ ((Sl ∨′ Sl)× (Sl)m)
→ I ∨′ ((I ∨′ Sl)× (Sl)m)→ I ∨′ ((I ∨′ (Sl)1+k)× (Sl)m)
→ C (n) ∨ ((C (m) ∨ (C (k)× C (m1)× · · · × C (mk)))× C (n1)× · · · × C (nm))
→ C (n) ∨ ((C (m) ∨ C (m))× C (n1)× · · · × C (nm))
→ C (n) ∨ (C (m)× C (n1)× · · · × C (nm))→ C (n) ∨ C (n)→ C (n),
which is homotopic to
Sl → Sl ∨′ Sl ∨′ Sl → I ∨′ I ∨′ Sl → I ∨′ I1+m ∨′ (Sl)1+k+m
→ C (n) ∨ (C (m)× C (n1)× · · · ) ∨ ((C (k)× C (m1)× · · · )× C (n1)× · · · )
→ C (n) ∨ C (n) ∨ (C (m)× C (n1)× · · · )
→ C (n) ∨ C (n) ∨ C (n)→ C (n) ∨ C (n) ∨ C (n)→ C (n).
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γ([f ]; γ([g1]; [h1], . . .), . . . , γ([gk]; . . . , [hm])) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl × (Sl)k)→ I ∨′ (Sl × (Sl ∨′ Sl)k)
→ I ∨′ (Sl × (I ∨′ Sl)k)→ I ∨′ (Sl × (I ∨′ (Sl)1+m1)× · · · )
→ C (n) ∨ (C (k)× (C (n1 + · · ·+ nm1) ∨ (C (m1)× C (n1)× · · · ))× · · · )
→ C (n) ∨ (C (k)× (C (n1 + · · ·+ nm1) ∨ C (n1 + · · ·+ nm1))× · · · )
→ C (n) ∨ (C (k)× C (nn1+···+nm1 )× · · · )→ C (n) ∨ C (n)→ C (n),
which is homotopic to
Sl → Sl ∨′ Sl ∨′ Sl → I ∨′ I ∨′ Sl → I ∨′ I1+k ∨′ (Sl)1+k+m
→ C (n) ∨ (C (k)× C (n1 + · · ·+ nm1)× · · · ) ∨ (C (k)× (C (m1)× C (n1)× · · · )× · · · )
→ C (n) ∨ C (n) ∨ (C (k)× C (n1 + · · ·+ nm1)× · · · )
→ C (n) ∨ C (n) ∨ C (n)→ C (n) ∨ C (n) ∨ C (n)→ C (n).
The associativity hence holds by the one on the space level.
Equivariance. γ([a] ? [f ]; [b1] ? [g1], . . . , [bk] ? [gk]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl)1+k → I ∨′ (Sl ∨′ Sl)1+k → I ∨′ (I ∨′ Sl)1+k
→ C (m) ∨ ((C (k) ∨ C (k))× (C (m1) ∨ C (m1))× · · · )
→ C (m) ∨ (C (k)× C (m1)× · · · )→ C (m) ∨ C (m)→ C (m).
Note that γ([a]; [b1], . . . , [bk]) is represented by










, 1]→ I ∨′ I ∨′ I → I ∨′ (I1+k) ∨′ I
δ∨(a×b1×··· )∨δ−1−−−−−−−−−−−→ C (m) ∨ (C (k)× C (m1)× · · · ) ∨ C (m)
→ C (m) ∨ C (m) ∨ C (m)→ C (m).
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Thus γ([a]; [b1], . . . , [bk]) ? γ([f ]; [g1], . . . , [gk]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl ∨′ Sl)→ I ∨′ I ∨′ (Sl)1+k
c∨δ∨(f×g1×··· )−−−−−−−−−−→ C (m) ∨ C (m) ∨ (C (k)× C (m1)× · · · )
→ C (m) ∨ C (m) ∨ C (m)→ C (m),
which is homotopic to
Sl → Sl ∨′ Sl → I ∨′ Sl → (I ∨′ I) ∨′ Sl → I ∨′ (I1+k) ∨′ (Sl)1+k
→ C (m) ∨ (C (k)× C (m1)× · · · ) ∨ (C (k)× C (m1)× · · · )
→ C (m) ∨ C (m) ∨ C (m)→ C (m),
by noting that δ−1 ∨ δ : I ∨′ I → C (m) ∨ C (m) is null homotopic. Then it is easy to
check that the two representing maps are homotopic. The equivariance hence holds.
Remark 5.6. γ is a homomorphism if l = 1 but may not be a homomorphism if l > 1.
γ([f ] + [f ′]; [g1] + [g′1], . . . , [gk] + [g′k]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl)1+k → I ∨′ (Sl ∨ Sl)1+k
→ C (m) ∨ ((C (k) ∨ C (k))× (C (m1) ∨ C (m1))× · · · )
→ C (m) ∨ (C (k)× C (m1)× · · · )→ C (m) ∨ C (m)→ C (m),
where Sl∨Sl = (Sl, southern pole)∨(Sl, southern pole). γ([f ]; [g1], . . . , [gk])+γ([f ′]; [g′1], . . . , [g′k])
is represented by
Sl → Sl ∨′ Sl → (Sl ∨′ I) ∨′ (I ∨′ Sl)→ ((Sl)1+k ∨′ I) ∨′ (I ∨′ (Sl)1+k)
→ ((C (k)× C (m1)× · · · ) ∨ C (m)) ∨ (C (m) ∨ (C (k)× C (m1)× · · · ))
→ (C (m) ∨ C (m)) ∨ (C (m) ∨ C (m))→ C (m) ∨ C (m)→ C (m).
The two representing maps may not be homotopic.
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5.4 Higher Homotopy Groups of Symmetric Operads
Let C be a covering symmetric operad and l > 1. From the short exact sequence
1 = pilSk → pilC (k)→ pil(C (k)/Sk)→ pil−1Sk = 1,
pil(C (k)/Sk) can be identified with pilC (k). Thus pil(C /S ) inherits the γ of pilC . The
action of pi1(C (k)/Sk, Skek) on pil(C (k)/Sk, Skek) = pil(C (k), ek) is described as follows.
For [a] ∈ pi1(C (k)/Sk, Skek) and [f ] ∈ pil(C (k), ek), [a]? [f ] ∈ pil(C (k), ek) is represented
by
a ? f : Sl → Sl ∨′ Sl → I ∨′ Sl a∨((pia)f)−−−−−−→ C (k) ∨ C (k)→ C (k),
noting that a is a path from ek to (pia)ek and (pia)f maps the southern pole of S
l to
(pia)ek.
Theorem 5.7. If C is a path-connected covering symmetric operad with a good base-
point, then pil(C /S ) (l > 1) is a pi1(C /S )-operad.
Proof. The unitality and associativity of pil(C /S ) follow from those of pilC . The equiv-
ariance is checked as follows. γ([a] ? [f ]; [b1] ? [g1], . . . , [bk] ? [gk]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl)1+k → I ∨′ (Sl ∨′ Sl)1+k → I ∨′ (I ∨′ Sl)1+k
δ∨((a∨(pia)f)×(b1∨(pib1)g1)×··· )−−−−−−−−−−−−−−−−−−−−→ C (m) ∨ ((C (k) ∨ C (k))× (C (m1) ∨ C (m1))× · · · )
→ C (m) ∨ (C (k)× C (m1)× · · · )→ C (m) ∨ C (m)→ C (m).
Note that γ([a]; [b1], . . . , [bk]) is represented by










, 1]→ I ∨′ I ∨′ I → I ∨′ (I1+k) ∨′ I
δ∨(a×b1×··· )∨γ(pia;pib1,...)ζ−1−−−−−−−−−−−−−−−−−−−→ C (m) ∨ (C (k)× C (m1)× · · · ) ∨ C (m)
→ C (m) ∨ C (m) ∨ C (m)→ C (m).
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Thus γ([a]; [b1], . . . , [bk]) ? γ([f ]; [g1], . . . , [gk]) is represented by
Sl → Sl ∨′ Sl → I ∨′ Sl → I ∨′ (Sl ∨′ Sl)→ I ∨′ I ∨′ (Sl)1+k
c∨γ(pia;pib1,...)ζ∨(f×ga−1(1)×··· )−−−−−−−−−−−−−−−−−−−−−→ C (m) ∨ C (m) ∨ (C (k)× C (m1)× · · · )
→ C (m) ∨ C (m) ∨ C (m) id∨id∨γ(pia;pib1,...)−−−−−−−−−−−−→ C (m) ∨ C (m) ∨ C (m)→ C (m),
which is homotopic to
Sl → Sl ∨′ Sl → I ∨′ Sl → (I ∨′ I) ∨′ Sl → I ∨′ (I1+k) ∨′ (Sl)1+k
δ∨(a×b1×··· )∨(f×ga−1(1)×··· )−−−−−−−−−−−−−−−−−−−→ C (m) ∨ (C (k)× C (m1)× · · · ) ∨ (C (k)× C (m1)× · · · )
→ C (m) ∨ C (m) ∨ C (m) id∨id∨γ(pia;pib1,...)−−−−−−−−−−−−→ C (m) ∨ C (m) ∨ C (m)→ C (m),
by noting that γ(pia;pib1, . . .)ζ
−1 ∨ γ(pia;pib1, . . .)ζ : I ∨′ I → C (m) ∨ C (m) is null
homotopic and by the equivariance of γ on the space level. Then it is easy to check that
the two representing maps are homotopic. The equivariance hence holds.
Remark 5.8. If l = 1, a?b = aba−1 for a, b ∈ pi1(C (k)/Sk, Skek), i.e., ? is the conjugation
action. Observe that
γ(a ? a′; b1 ? b′1, . . .) = γ(aa
′a−1; b1b′1b
−1
1 , . . .)
= γ(a; b1, . . .)γ(a
′; b′1, . . .)γ(a; b(aa′a−1)−1(1), . . .)
−1,
γ(a; b1, . . .) ? γ(a
′; b′1, . . .) = γ(a; b1, . . .)γ(a
′; b′1, . . .)γ(a; b1, . . .)
−1.
Note that in general (aa′a−1)−1(i) 6= i, thus
γ(a ? a′; b1 ? b′1, . . .) 6= γ(a; b1, . . .) ? γ(a′; b′1, . . .).
So the equivariance does not hold. Namely, pi1(C /S ) does not act on itself by the
conjugation action.
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5.5 Homotopy Groups of G -Operads
A minor modification of the above discussion about the homotopy groups of symmetric
operads gives the following result for general G -operads.
Let G be a group operad, H a non-crossed normal sub group operad of G and C a
G -operad. Recall that C /H is G /H -operad.
Theorem 5.9. If C /H is a path-connected covering G /H -operad with a good base-
point, then pi1(C /H ) is a non-crossed group operad, pi1(C /G ) = pi1((C /H )/(G /H ))
is a group operad with a short exact sequence of group operads
1→ pi1(C /H )→ pi1(C /G )→ G /H → 1,
and pil(C /G ) is a pi1(C /G )-operad for l ≥ 1 if G non-crossed and for l > 1 if G
crossed.
Thus pi1(C /G ) is non-crossed if G is non-crossed, and crossed if G is crossed.
pil(C /G ) (l > 1) should be a simplicial group though γ is not multilinear nor linear.
It should be possible to generalize this theorem to 〈A,C 〉 where A is a connected CW
complex with a vertex as the basepoint.
Remark 5.10. If G non-crossed, without the requirement C /H a covering G /H -operad,
pi1(C /G ) is still a group operad since C /G is a nonsymmetric operad. However, there
may not be the short exact sequence 1 → pi1(C /H ) → pi1(C /G ) → G /H → 1, since
Gk/Hk → C (k)/Hk → C (k)/Gk may not be a fibration. If G crossed, without the
requirement C /H a covering G /H -operad, pi1(C /G ) may not be a group operad due
to the “crossed homomorphism” condition.
We make the convention that the homotopy groups operads of a topological G -operad
C refer to pil(C /G ), l ≥ 1. In particular, the fundamental groups operad of a topological
G -operad C refers to pi1(C /G ).
pil(C /G ) (l ≥ 1) may be regarded as functors. We next consider their naturality.
Let C , C ′ be two G -operads such that both C /H , C ′/H are path-connected covering
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G /H -operads with good basepoints.
Proposition 5.11. A pointed morphism ψ : C → C ′ of G -operads induces morphisms
ψ∗ : pi1(C /H )→ pi1(C ′/H ) and ψ∗ : pi1(C /G )→ pi1(C ′/G ) of group operads such that
the following diagram is commutative
1 // pi1(C /H )
ψ∗

// pi1(C /G )
ψ∗

// G /H // 1
1 // pi1(C
′/H ) // pi1(C ′/G ) // G /H // 1
and morphisms ψ∗ : pil(C /S )→ pil(C ′/S ) of pi1(C /S )-operads. If ψ : C /H → C ′/H
is an equivalence, then these induced morphisms are isomorphisms. Conversely, if all
ψ∗ : pil(C /H ) → pil(C ′/H ), l ≥ 1, are isomorphisms, then ψ : C /H → C ′/H is an
equivalence.
Proof. Commutativity of the diagram follows from the following morphism of fibrations




G /H // C ′/H // C ′/G
If all ψ∗ : pi1(C /H ) → pi1(C ′/H ), l ≥ 1, are isomorphisms, all ψ : C (k)/Hk →
C ′(k)/Hk are homotopy equivalences. Then ψ : C /H → C ′/H is an equivalence since
both C /H , C ′/H are covering G /H -operads. The rest can be easily verified.















admits a natural symmetric operad structure. It may be interesting to investigate this
symmetric operad structure.
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5.6 Structures on [A,C ]
Let C be a topological G -operad. We first have the following obvious result.
Proposition 5.12. pi0C is a discrete G -operad and thus is a ∆-set. If C has a basepoint,
pi0C also has a basepoint and thus is a simplicial set.
Let A a connected CW complex with a vertex as the basepoint. The most interesting
case is that A is a Moore space, in particular A = Sn, M(Z/pr, n).
Proposition 5.13. [A,C ] = {[A,C (k)]}k≥0 with discrete topology is naturally a G -
operad with the following data:
1) For [f ] ∈ [A,C (k)], [gi] ∈ [A,C (mi)], γ([f ]; [g1], . . . , [gk]) is defined as the homo-
topy class of the following composite
A
∆−→ Ak+1 f×g1×···×gk−−−−−−−−→ C (k)× C (m1)× · · · × C (mk) γ−→ C (m).
2) The unit is [A→ 1 ↪→ C (1)].
3) Gk acts on [A,C (k)] by σ · [f ] = [σ · f ] where (σ · f)(a) = σ(f(a)) for σ ∈ Gk,
a ∈ C (k).
If C has a basepoint {ek}k≥0, [A,C ] also has a basepoint {[A → ek ↪→ C (k)]}k≥0 and
thus is a simplicial set. Moreover, if A is a co-H-group and the action of pi1C on 〈A,C 〉
is trivial, then [A,C ] = 〈A,C 〉 is a simplicial group.
Proof. It is straightforward to check the first two assertions. Recall that di[f ] is defined
to be the homotopy class of
A
f−→ C (k)→ C (k)× C (1)i−1 × C (0)× C (1)k−i γ−→ C (k − 1)
and si[f ] is defined to be the homotopy class of
A
f−→ C (k)→ C (k)× C (1)i−1 × C (2)× C (1)k−i γ−→ C (k + 1).
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Suppose that the action of pi1C on 〈A,C 〉 is trivial, then [A,C ] = 〈A,C 〉. It suffices to
check that di and si are group homomorphisms. di([f ] + [g]) = di[f ] + di[g] :
A - A ∨A f∨g- C (k) ∨ C (k) - C (k) - Ci
Ci ∨ Ci
?
γ∨γ- C (k − 1) ∨ C (k − 1) - C (k − 1),
γ
?
where Ci = C (k)× C (1)i−1 × C (0)× C (1)k−i. si([f ] + [g]) = si[f ] + si[g] :
A - A ∨A f∨g- C (k) ∨ C (k) - C (k) - C ′i
C ′i ∨ C ′i
?
γ∨γ- C (k + 1) ∨ C (k + 1) - C (k + 1),
γ
?
where C ′i = C (k)× C (1)i−1 × C (2)× C (1)k−i.
Proposition 5.14. [S1,C2] = {Pn/ca(Pn)}n≥0 is a DDA-set and pilCn = [Sl,Cn] is an
abelian DDA-group for n ≥ 3.
Proof. Define di : Cn(k) → Cn(k + 1) as follows. For (c1, . . . , ck) ∈ Cn(k), suppose
cj = cj1 × · · · × cjn where cj1, . . . , cjn : I → I are affine functions. Define di(c1, . . . , ck)




2cj1)×cj2×· · ·×cjn for j < i, c′j = (12cj−1,1)×cj−1,2×
· · · × cj−1,n for j > i, and c′i = (12 + 12 idI) × idn−1I . Then it is straightforward to verify
those identities involving di.
Chapter 6
Covering Operads
In this chaper, we study covering operads which is an analogue of covering spaces.
It should be possible to develop for covering operads an analogous theory of covering
spaces. However we shall only consider universal cover of G -operads and a canonical
construction of a universal G -operad EG for a group operad G , which are analogues of
the universal cover of spaces and the canonical construction EG→ BG for a group G,
respectively. We then show that any group operad G can be realized as the fundamental
groups operad of EG . In the last section, we shall apply this theory to give an algebraic
characterization of K(pi, 1) operads by their fundamental groups operads, and then
reconstruct them from their fundamental groups operads.
It seems also possible to consider various constructions on topological operads which
are analogues of those constructions on spaces, like Postnikov towers, etc.
Let G ′  G be an epimorphism of group operads, C ′ a G ′-operad and C a G -operad.
Regard C as a G ′-operad via G ′  G .
Definition 6.1. A morphism ψ : C ′ → C of G ′-operads is called a covering morphism
and C ′ together with ψ is called a covering operad of C , if each ψ : C ′(k) → C (k)
is a covering map. A covering operad (C ′, ψ) of C is called a universal cover of C , if
each ψ : C ′(k)→ C (k) is a universal cover.
Quotients of operads provide examples of covering operads. If H is a non-crossed
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normal sub group operad of G and its action on C is a covering action, then the quotient
morphism C → C /H is a covering morphism and C with this quotient morphism is a
covering operad of C /H .
Recall that G -operads can be converted into nonsymmetric or symmetric operads by
restricting the action of G to the trivial group operad or by taking quotients. Conversely,
nonsymmetric and symmetric operads may also be converted into G -operads by taking
their covering operads.
6.1 Universal Cover of G -Operads
We shall give a construction of universal cover of G -operads in the following. Part of the
idea of the construction is motivated by Fiedorowicz’s construction [14] of a universal
cover of the little 2-cubes operad C2.
If C is a path-connected covering topological G -operad with a good basepoint, by
definition, a universal cover of C is a topological pi1(C /G )-operad C˜ together with a
morphism C˜ → C of pi1(C /G )-operads such that each C˜ (k)→ C (k) is a universal cover,
where C is regarded as a pi1(C /G )-operad via pi1(C /G )→ G .
To equip a natural action of group operad on the universal cover of G -operads, let
us first discuss group action on the universal cover of G-spaces.
Suppose (X, e) is path-connected, locally path-connected and semilocally simply-
connected and admits a covering action of a discrete group G. Then (X, e) has a
universal cover (X˜, e˜) (cf. [16], page 64) which can be chosen as
X˜ = {[α] | α is a path in X starting at e},
and e˜ = [e] the homotopy class of the constant path at e. There is a natural action of
pi1(X/G) on X˜ described as follows. Since G → X → X/G is a fibration, there is the
short exact sequence
1→ pi1X → pi1(X/G) pi−→ G→ 1.
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Identify pi1(X/G) with pi1(X; e,Ge) and also denote pi : pi1(X; e,Ge) = pi1(X/G)
pi−→ G.
Each homotopy class of loops in pi1(X/G) can be represented by certain path [f ] ∈
pi1(X; e,Ge) from e to (pif)e where pif = pi[f ] ∈ G. pi1(X/G) acts on X˜ by
[f ] · [α] := [f · (pif)α] = [e f−→ (pif)e (pif)α−−−→ (pif)α(1)]
where [f ] ∈ pi1(X/G) = pi1(X; e,Ge), [α] ∈ X˜ and (pif)α is the translation of α by
pif ∈ G which is a path from (pif)e to (pif)α(1). The action of pi1(X/G) on X˜ is a
covering action. With this action, the projection p : X˜ → X, [α] 7→ α(1), is a pi1(X/G)-
equivariant map, where pi1(X/G) acts on X via pi : pi1(X/G)→ G. Moreover, p : X˜ → X








X˜ and the action of pi1(X/G) on X˜ are natural with respect to G-maps as follows.
Suppose (X ′, e′) as well is path-connected, has a universal cover (X˜ ′, e˜′) and admits a








G // X ′ // X ′/G







pi // G // 1
1 // pi1X
′ // pi1(X ′/G)
pi // G // 1
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Thus pif = pi(φ∗[f ]) = pi(φ ◦ f). Then
φ˜ : X˜ → X˜ ′, [α] 7→ [φ ◦ α]










φ˜ is equivariant since
φ˜([f ][α]) = φ˜[f · (pif)α] = [φ ◦ (f · (pif)α)] = [(φ ◦ f) · (φ ◦ (pif)α)]
= [(φ ◦ f) · (pif)(φ ◦ α)] = [(φ ◦ f) · (pi(φ ◦ f))(φ ◦ α)]
= [φ ◦ f ][φ ◦ α] = (φ∗[f ])(φ˜[α]).
Moreover, if φ is a homotopy equivalence, then so is φ˜; if φ is an equivariant homotopy
equivalence, then so is φ˜.
Let C be a path-connected, locally path-connected and semilocally simply-connected
covering G -operad with a good basepoint {ek}k≥0. Then each C (k) has a universal
cover p : (C˜ (k), [ek]) → (C (k), ek) chosen as above and there is a covering action of
pi1(C (k)/Gk) on C˜ (k) such that p is pi1(C (k)/Gk)-equivariant for each k. Define γ˜ as
the unique lifting of γ ◦ p in the following diagram







C (k)× C (m1)× · · · × C (mk) γ // C (m)
such that γ˜([ek]; [em1 ], . . . , [emk ]) = [em → γ(ek; em1 , . . . , emk)] the homotopy class of
the linear path from em to γ(ek; em1 , . . . , emk). Explicitly,
γ˜([α]; [β1], . . .) = [em → γ(ek; em1 , . . .)
γ(α;β1,...)−−−−−−→ γ(α(1);β1(1), . . .)],
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for [α] ∈ C˜ (k) and [βi] ∈ C˜ (mi).
Theorem 6.2. If C is a path-connected, locally path-connected and semilocally simply-
connected covering G -operad with a good basepoint, then C˜ is a universal cover of C
and is a covering pi1(C /G )-operad. Moreover, the projection p : C˜ → C factors through








Proof. It suffices to check that C˜ is a pi1(C /G )-operad. It is evident that [e1] is the unit
of γ˜. Associativity is checked next. Note that γ˜(γ˜(−);−) is the lifting of γ(γ(−);−)
such that
γ˜(γ˜([ek]; [em1 ], . . .); [en1 ], . . .) = γ˜([em → γ(ek; em1 , . . .)]; [en1 ], . . .)
which is represented by the linear path
en → γ(em; en1 , . . .)→ γ(γ(ek; em1 , . . .); en1 , . . .),
and γ˜(−; γ˜(−), . . .) is the lifting of γ(−; γ(−), . . .) such that
γ˜([ek]; γ˜([em1 ]; [en1 ], . . .), . . .) = γ˜([ek]; [en1+···+nm1 → γ(em1 ; en1 , . . .)], . . .)
which is represented by the linear path
en → γ(ek; en1+···+nm1 , . . .)→ γ(ek; γ(em1 ; en1 , . . .), . . .).
The two linear paths are homotopic relative to the endpoints since
γ(γ(ek; em1 , . . .); en1 , . . .) = γ(ek; γ(em1 ; en1 , . . .), . . .).
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Hence the associativity of γ˜ holds. To check the equivariance, it suffices by the unique
lifting property to show
γ([f ][ek]; [g1][em1 ], . . .) = γ([f ]; [g1], . . .)γ([ek]; [em(pif)−1(1) ], . . .)
for [f ] ∈ pi1(C (k)/Gk) and [gi] ∈ pi1(C (mi)/Gmi). γ([f ][ek]; [g1][em1 ], . . .) is represented
by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .) = γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .).
Note that γ([f ]; [g1], . . .) is represented by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .) = γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .)
→ γ(pif ;pig1, . . .)em,
and γ([ek]; [em(pif)−1(1) ], . . .) is represented by
em → γ(ek; em(pif)−1(1) , . . .).
Thus γ([f ]; [g1], . . .)γ([ek]; [em(pif)−1(1) ], . . .) is represented by
em → γ(ek; em1 , . . .)
γ(f ;g1,...)−−−−−−→ γ((pif)ek; (pig1)em1 , . . .) = γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .)
→ γ(pif ;pig1, . . .)em
→ γ(pif ;pig1, . . .)γ(ek; em(pif)−1(1) , . . .),
where the latter two arrows can be canceled obviously. Hence the equivariance holds.
This construction of universal cover is natural with respect to morphisms of G -
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operads in the sense described as follows. Let C and C ′ be two G -operads satisfying
the condition in the theorem, and ψ : C → C ′ a morphism of G -operads. C˜ ′ can be
regarded as a pi1(C /G )-operad via ψ∗ : pi1(C /G ) → pi1(C ′/G ). Then ψ˜ : C˜ → C˜ ′ is a









Consequently, if ψ is an equivalence then so is ψ˜; thus if C and C ′ are equivalent, then
so are C˜ and C˜ ′.
As a special case, if C is K(pi, 1), then its universal cover C˜ is a universal pi1(C /G )-
operad. For instance, the little 2-cubes operad C2 is a K(pi, 1) symmetric operad and
thus its universal cover C˜2 is a universal pi1(C /G )-operad, i.e., a universal B-operad,
since pi1(C /G ) ∼= B. C˜2 is first constructed in [14]. There is another example related to
the ribbon braid groups operad R discussed in Wahl’s Ph.D. thesis [28].
6.2 Universal G -Operads
We here give a construction of a universal G -operad EG for any group operad G , using
the canonical construction EG → BG for a group G, and then show that the funda-
mental groups operad of EG is exactly G . Constructions for the cases G = S , G = B
and G = R are already studied in [1], [14] and [28] respectively.
Given a group G, let EG = {(EG)k}k≥0 be the simplicial group with (EG)k = Gk+1
and faces di, degeneracies si defined as
di(a0, . . . , ak) = (a0, . . . , aˆi, . . . , ak), si(a0, . . . , ak) = (a0, . . . , ai, ai, . . . , ak).
The geometric realization |EG| of EG is contractible, and G acts on EG by
b · (a0, . . . , ak) = (ba0, . . . , bak),
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and thus on |EG| by
b · [a0, . . . , ak; t] = [ba0, . . . , bak; t]
for t ∈ ∆k. The actions of G on EG and |EG| are free and moreover the one on |EG|
is a covering action.
Proposition 6.3. For a group operad G = {Gn}n≥0, EG = {EGn}n≥0 is a simplicial
G -operad.
Proof. The composition γ of G induces a simplicial map
γ = Eγ : EGk × EGm1 × · · · × EGmk → EGm,
γ(c; a1, . . . , ak) = (γ(c0; a10, . . . , ak0), . . . , γ(cl; a1l, . . . , akl)),
where c = (c0, . . . , cl), ai = (ai0, . . . , ail). With this map, it is easy to check that EG is
a simplicial G -operad.
Proposition 6.4. |EG | = {|EGn|}n≥0 is a universal G -operad.
For any subgroup H ≤ G, let EG/H = (EG)/H be the quotient of EG modulo the
action of H with
(EG/H)k = (EG)k/H = G
k+1/H = {H(a0, . . . , ak) | ai ∈ G}.
It should be noted that
H(a0, . . . , ak) 6= (Ha0, . . . ,Hak)
as H(a0, . . . , ak) = {(ba0, . . . , bak) | b ∈ H}, (Ha0, . . . ,Hak) = {(b0a0, . . . , bkak) | bi ∈
H}. The projection |EG| → |EG/H| factors through |EG|/H ∼=−→ |EG/H| which is
indeed a homeomorphism. Thus we shall identify |EG|/H and |EG/H|.
Proposition 6.5. If H is a non-crossed normal sub group operad of G , then EG /H
is a simplicial G /H -operad and |EG |/H is a topological G /H -operad.
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This assertion is actually valid for more general simplicial G -operads.
Proof. The γ of EG induces a γ for EG /H ,
γ(Hkc;Hm1a1, . . . ,Hmkak) = Hmγ(c; a1, . . . , ak),
where c = (c0, . . . , cl) ∈ (EGk)l, ai = (ai0, . . . , ail) ∈ (EGmi)l, and there is a commuta-
tive diagram of simplicial maps
EGk × EGm1 × · · · × EGmk
γ - EGm




since H is non-crossed and thus for b ∈ Hk, bi ∈ Hmi ,
γ(bc; b1a1, . . . , bkak)
= γ(b(c0, . . . , cl); b1(a10, . . . , a1l), . . . , bk(ak0, . . . , akl))
= (γ(bc0; b1a10, . . . , bkak0), . . . , γ(bcl; b1a1l, . . . , bkakl))
= (γ(b; b1, . . . , bk)γ(c0; a10, . . . , ak0), . . . , γ(b; b1, . . . , bk)γ(cl; a1l, . . . , akl))
= γ(b; b1, . . . , bk)(γ(c0; a10, . . . , ak0), . . . , γ(cl; a1l, . . . , akl))
= γ(b, b1, . . . , bk)γ(c; a1, . . . , ak).
Associativity obviously holds, as well as unitality since
γ(H1e
(l)
1 ;Hn(a0, . . . , al)) = Hnγ(e
(l)
1 ; a0, . . . , al) = Hn(a0, . . . , al),
γ(Hn(a0, . . . , al);H1e
(l)
1 , . . . ,H1e
(l)
1 ) = Hnγ((a0, . . . , al); e
(l)
1 , . . . , e
(l)
1 ) = Hn(a0, . . . , al).
Gn/Hn acts on EGn/Hn by (Hnb) · Hn(a0, . . . , ak) = Hn(ba0, . . . , bak). This action
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satisfies the equivariance, since for b ∈ Gk, bi ∈ Gmi ,
γ(Hkb ·Hkc;Hm1b1 ·Hm1a1, . . . ,Hmkbk ·Hmkak)
= Hmγ(b · c; b1 · a1, . . . , bk · ak)
= Hmγ((bc0, . . . , bcl); (b1a10, . . . , b1a1l), . . . , (b1ak0, . . . , b1akl))
= Hm(γ(bc0; b1a10, . . . , bkak0), . . . , γ(bc0; b1a1l, . . . , bkakl))
= Hm(γ(b; b1, . . . , bk)γ(c0; ab−1(1)0, . . . , ab−1(k)0), . . . , γ(c0; ab−1(1)l, . . . , ab−1(k)l))
= Hmγ(b; b1, . . . , bk) ·Hmγ(c; ab−1(1), . . . , ab−1(k))
= γ(Hkb;Hm1b1, . . . ,Hmkbk) · γ(Hkc;Hm1a1, . . . ,Hmkak).
Hence EG /H is a simplicial G /H -operad.
Any morphism ψ : G → G ′ of group operads induces homomorphisms of simplicial
groups Eψn : EGn → EG′n which commute with γ and are equivariant. Kerψn is a non-
crossed normal subgroup of Gn and acts on EGn. Then EG /Kerψ = {EGn/Kerψn}n≥0
is a simplicial group and a simplicial G /Kerψ-operad.
We shall realize any group operad as the fundamental groups operad of its universal
operad in the following.
Note that (EG/H)0 = G/H, (EG/H)1 = (G × G)/H = {H(a, b) | a, b ∈ G}.
H(a, b) is a spherical element iff d0H(a, b) = Hb = H and d1H(a, b) = Ha = H, i.e.,
both a, b ∈ H. Each spherical element H(a, b) has a unique representative (e, a−1b)
where e is the identity of G. Thus the set of spherical elements is
{H(e, a) | a ∈ H} ⊆ (EG/H)1
which is actually a group with product H(e, a) ·H(e, b) = H(e, ab). Obviously
H → {H(e, a) | a ∈ H}, a 7→ H(e, a)
is an isomorphism and natural with respect to homomorphisms (G,H) → (G′, H ′) of
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pairs of groups where H ≤ G, H ′ ≤ G′. Recall that pi1(EG/H) can be identified with
the group of spherical elements {H(e, a) | a ∈ H}. Hence,
Lemma 6.6. There is a natural isomorphism H
∼=−→ pi1(EG/H) for H ≤ G.
Let H be a sub group operad of G . Note that pi1(EGk/Hk) can be identified with
{Hk(ek, a) | a ∈ Hk}. Moreover the fundamental groups operad pi1(EG /H ) can also be
identified with the group operad {{Hk(ek, a) | a ∈ Hk}}k≥0 with
γ(Hk(ek, a);Hm1(em1 , bm1), . . .) = Hm(em, γ(a; bm1 , . . .))
and pi : {Hk(ek, a) | a ∈ Hk} → Sk, piHk(ek, a) = pia. It is evident thatHk ∼= {Hk(ek, a) |
a ∈ Hk} and H ∼= {{Hk(ek, a) | a ∈ Hk}}k≥0.
Theorem 6.7. There is an isomorphism H ∼= pi1(EG /H ) ∼= pi1(|EG |/H ) of group
operads for any sub group operad H ≤ G , natural with respect to morphisms of pairs of
group operads. In particular G ∼= pi1(EG /G ) ∼= pi1(|EG |/G ) as group operads.
6.3 Characterization and Reconstruction of K(pi, 1) Oper-
ads
Lemma 6.8. Any two universal G -operads are equivalent.
This kind of equivalence of universal operads is first observed by P. May [21] for the
case G = S . The cases G = B, R are considered in [14], [28], respectively. We shall
prove this lemma following P. May’s clever idea (cf. [21], pages 24–26).
Proof. Let C and C ′ be two universal G -operads. Since C and C ′ both are contractible,
C × C ′ is also contractible. Then C × C ′ is also a universal G -operad and the two
projections C ← C ×C ′ → C ′ are morphisms of G -operads. So C and C ′ are equivalent
by definition.
An algebraic classification of K(pi, 1) topological G -operads is given as follows.
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Theorem 6.9. Let C , C ′ be two path-connected, locally path-connected and semilocally
simply-connected K(pi, 1) covering G -operads with good basepoints. Then C , C ′ are
equivalent iff pi1(C /G ) ∼= pi1(C ′/G ).
Proof. Suppose pi1(C /G ) ∼= pi1(C ′/G ). Then the two universal covers C˜ and C˜ ′ of C




C˜ × C˜ ′

oo // C˜ ′

C C˜ /pi1C
∼=oo (C˜ × C˜ ′)/pi1Coo // C˜ ′/pi1C
∼= // C ′
C and C ′ are equivalent.
Consequently, a K(pi, 1) operad can be reconstructed from its fundamental groups
operad.
Theorem 6.10. Let C be a path-connected, locally path-connected and semilocally simply-
connected covering G -operad with a good basepoint. If C is K(pi, 1), then C ∼ |Epi1(C /G )|/pi1C .
Proof. pi1C is a non-crossed normal sub group operad of pi1(C /G ) from the short exact
sequence
1→ pi1C → pi1(C /G )→ G → 1.
Thus |Epi1(C /G )|/pi1C is a G -operad since pi1(C /G )/pi1C ∼= G . The equivalence then
follows from the algebraic characterization.
Example 6.11. The little∞-cubes operad C∞ is equivalent to |ES | [1, 21]; the little 2-
cubes operad C2 is equivalent to |EB|/P [14]. The framed 2-discs operad is equivalent
to |ER|/Kerpi where pi : R → S is the canonical projection of the ribbon braid groups
operad R onto S [28].
Problem 6.12. Is there analogous characterization and reconstruction of general cov-
ering G -operads? By taking universal cover, it is equivalent to consider only simply
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connected G -operads. The case of the little n-cubes operads Cn for n ≥ 3 would be of
particular interest. Are two path-connected covering G -operads with good basepoints
equivalent if all their homotopy groups operads are isomorphic? Only all pil may not be
enough generally since pil are not connected for distinct l. So relative homotopy groups
or similar objects might be necessary.
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Chapter 7
Applications of Group Operads to
Homotopy Theory
For each group operad, there is an associated monad, which is a functor from the
category of pointed compactly generated Hausdorff spaces to itself. Via this associated
monad, some applications of group operads to homotopy theory are investigated in
this chapter and the main result is a free group model for the canonical stabilization
Ω2Σ2X ↪→ Ω∞Σ∞X and particularly a free group model for the homotopy fibre of this
stabilization.
7.1 The Associated Monad of an Operad
Any topological G -operad C determines a monad from the category of pointed compactly
generated Hausdorff spaces to itself. Let X be a pointed space and Gk acts on X
k from







with the weak topology, where the equivalence relation is generated by
[dic, x] ∼ [c, dix], for c ∈ C (k), 1 ≤ i ≤ k, x = (x1, . . . , xk−1) ∈ Xk−1.
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This construction CX is based on the ∆-set structure on C and is similar to the geo-
metric realization of a ∆-set. The two natural maps C (CX)→ CX and X → CX are
defined as Construction 2.4 of [21].
When studying the associated monads of G -operads, it is enough to consider only
nonsymmetric and symmetric operads, as explained below. If G is non-crossed, C (k)×Gk











∼= (C /G )X.
Namely, CX is the same as the one associated to the quotient C /G which is a nonsym-










C (k)/Kerpi ×Sk Xk
/
∼= (C /Kerpi)X.
Namely, CX is the same as the one associated to the quotient C /Kerpi which is a
symmetric operad. Refers to [21] for a detailed theory of the associated monads of
operads.








We claim that this is just the James construction JX, in particular when G =J the
trivial group operad. If G is non-crossed, Gk ×Gk Xk = Gk/Gk × Xk = Xk. If G is
crossed with pi : G  S , Gk ×Gk Xk = Gk/Kerpi ×Sk Xk = Sk ×Sk Xk. However the
composite
Xk ↪→ Sk ×Xk  Sk ×Sk Xk
is a homeomorphism by observing that each [σ;x0, . . . , xk] ∈ Sk ×Sk Xk has a unique
representative (1;xσ(1), . . . , xσ(k)) ∈ Sk × Xk. Thus in any case, Gk ×Gk Xk = Xk.
Then the equivalence relation ∼ is the same as the one for the James construction. So
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GX =JX. As such, we reserve the notation GX for another functor defined later.
The following proposition can be verified as the case G = S (cf. [21], Section 2).
Proposition 7.2. For a G -operad C , CX is a C -space.
Theorem 7.3 (May [21], Theorem 2.7). CnX ' ΩnΣnX for connected pointed CW-
complexes.
A morphism of topological G -operads ψ : C → C ′ induces a natural map ψ : CX →
C ′X defined by ψ[c, x] = [ψ(c), x]. If ψ is an equivalence, there is the following very
useful result [21].
Lemma 7.4 (May [21], Proposition 3.4). If ψ : C → C ′ is an equivalence of path-
connected topological G -operads, then ψ : CX → C ′X is a homotopy equivalence for
connected pointed CW-complexes X.
Proposition 3.4 of [21] has also an analogous result for non path-connected topological
operads with a condition on the structure of the path-connected components.
7.2 The Associated Monad of a Group Operad







where the equivalence relation is generated by
[a0, . . . , am; t; d
ix] ∼ [dia0, . . . , diam; t;x]
for [a0, . . . , am; t] ∈ |EGn|, 1 ≤ i ≤ n and x ∈ Xn−1. Let GnX be the image of⊔n
k≥0 |EGk| ×Gk Xk in GX.
If G = J , the above construction is the James construction as well, so it is fine to
use the notation JX. If G is a group operad, GX is the same as the associated monad
of the G -operad |EG |.
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If G is a group operad, these functions Gn×Gm
∼=−→ e2×Gn×Gm ↪→ G2×Gn×Gm γ−→
Gn+m induce a product on GX.
Proposition 7.6. If G is a group operad, then GX is a topological monoid; if G is
moreover crossed, then GX is a homotopy abelian monoid.
Problem 7.7. What is the homotopy type of GX in particular for a group operad G ?
For group operads, this is the same to ask about the homotopy type of CX for well
pointed K(pi, 1) covering G -operads C .
The homotopy type of GX is generally unknown yet, but known for a few canonical
group operads.
Theorem 7.8 (James (1955) [18]). JX ' ΩΣX for connected pointed CW-complexes
X.
Theorem 7.9 (Barratt and Eccles (1974) [1]). SX ' Ω∞Σ∞X for connected pointed
CW-complexes X.
Recall that C2 ∼ |EB|/P. Thus
Theorem 7.10 (Fiedorowicz [14]). BX ' Ω2Σ2X for connected pointed CW-complexes
X.
We next discuss the cases G = R the ribbon braid groups operad and G = S˜ the
sequence of hyperoctahedral groups.
Lemma 7.11. Given a split short exact sequence of groups
1→ N → G→ H → 1,
if X is a simplicial G-set, then
EG×G X ∼= EH ×H (EN ×N X);
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if X is a pointed G-space, then
|EG| ×G X ∼= |EH| ×H (|EN | ×N X).
Here the product is the one in the category of compactly generated Hausdorff spaces.
Proof. Since the short exact sequence splits, G ∼= N oH, i.e., G ∼= N ×H as sets and
with multiplication
(a1, h1) ∗ (a2, h2) = (a1(h1a2h−11 ), h1h2), (a1, h1), (a2, h2) ∈ N ×H.
Thus EG ∼= E(N ×H) ∼= EN ×EH as simplicial sets, but N oH acts on EN ×EH by
((a, h) ∗ (a¯, h¯)) = (aha¯h−1, hh¯), (a, h) ∈ N oH, (a¯, h¯) ∈ EN × EH.
If X is a simplicial G-set, then
EG×G X ∼= (EN × EH)×NoH X = (EN × EH ×X)/ NoH∼ ,
(a¯, h¯, x)
NoH∼ ((a, h) ∗ (a¯, h¯), x · (a, h)−1) = (aha¯h−1, hh¯, xh−1a−1),
noting that (a, h) = (a, 1) ∗ (1, h), (a, h)−1 = (1, h)−1(a, 1)−1. On the other hand,
EH ×H (EN ×N X) = EH × (EN ×X/ N∼)/ H∼
where (a¯, x)
N∼ (aa¯, xa−1) and(h¯, [a¯, x]) H∼ (hh¯, [ha¯h−1, xh−1]). Thus EH ×H (EN ×N
X) = (EN × EH ×X)/ ∼′ where
(a¯, h¯, x) ∼′ (haa¯h−1, hh¯, xa−1h−1).
Since ah = ha′ for some a′ ∈ N , (aha¯h−1, hh¯, xh−1a−1) = (ha′a¯h−1, hh¯, xa′−1h−1). So
the two equivalence relations
NoH∼ and ∼′ are actually the same. Hence EG ×G X =
EH ×H (EN ×N X). The second part can be proved similarly.
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Given a group H, {Hk}k≥0 is a ∆-group (and a simplicial group as well).
Lemma 7.12. Given a split short exact sequence of crossed ∆-groups
1→ {Hk}k≥0 → G → G ′ → 1,
if X is a pointed space with an action of H, then
GX ∼= G ′(|EH|+ ∧H X).

















|EG′k| ×G′k (|EH|+ ∧H X)
k
/
∼= G ′(|EH|+ ∧H X)
by the previous lemma.
Recall that for the ribbon braid groups operad R, there is the following split short
exact sequence of crossed ∆-groups
1→ {Zk}k≥0 → R → B → 1.
Corollary 7.13. RX ' Ω2Σ2(|EZ|+ ∧Z X) for connected pointed CW-complexes X
with a Z-action.
Note that R1 = Z acts on each Rk by γ : R1 × Rk → Rk. This action does not
contribute to the the construction RX, but to the structure on RX.
If the Z-action on X is trivial, then RX ' Ω2Σ2(|BZ|+∧X) ' Ω2Σ2(S1+∧X) which
is given in Wahl’s Ph.D. thesis [28].
Also recall that for the sequence of hyperoctahedral groups S˜ = {S˜k}k≥0 there is
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the following split short exact sequence of crossed ∆-groups
1→ {(Z/2)k}k≥0 → S˜ → S → 1.
Corollary 7.14. S˜X ' Ω∞Σ∞(|E(Z/2)|+∧Z/2X) for connected pointed CW-complexes
X with a Z/2-action.
A detailed theory of SX is developed in [1, 2, 3]. Many parts of it actually are
also valid for general group operads. Influenced by this special case, we shall investigate
some more aspects of GX and their applications in the rest of this chapter.
7.3 Freeness and Group Completion of GX
Proposition 7.15. For a group operad G , GX is a free monoid.
We give a proof for the simplicial version following the proof for the case G = S
([1], Proposition 3.11). The proof for the topological version is similar but we need to







where the equivalence relation is the same as the one for the topological version. Ex-
plicitly, ∼ is generated by
(a¯;x) ∼ (ca¯;xc−1), (a¯; dix) ∼ (dia¯;x)
for a¯ = (a0, . . . , al) ∈ (EGn)l, c ∈ Gn, x ∈ Xn, where dia¯ = (dia0, . . . , dial). Let
× : Gn ×Gm
∼=−→ e2 ×Gn ×Gm ↪→ G2 ×Gn ×Gm γ−→ Gn+m, (a, b) 7→ a× b.
This product induces a product
× : EGn ×EGm → EGn+m, a¯× b¯ = (a0, . . . , al)× (b0, . . . , bl) 7→ (a0 × b0, . . . , al × bl)
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and thus a product
EGX × EGX → EGX, [a¯;x]× [b¯; y] 7→ [a¯× b¯;x, y].
[a¯;x] ∈ EGX is reducible, if [a¯;x] = [b¯; y] × [c¯; z] for some [b¯; y], [c¯; z] none of which
is the identity element. If no coordinate of x ∈ Xn is the basepoint, then [a¯;x] is
irreducible iff there does not exist b ∈ Gn such that ba¯ ∈ EGr × EGn−r for some r,
1 ≤ r ≤ n − 1. To show that EGX is free, it is sufficient to show that each element
of GX can be written in a unique way as a product of irreducible elements. This is
equivalent to the following lemma.
Lemma 7.16. If [a¯;x] and [a¯′;x′] are irreducible and [a¯;x] × [b¯; y] = [a¯′;x′] × [b¯′; y′],
then [a¯;x] = [a¯′;x′], [b¯; y] = [b¯′; y′].
Thus it remains to prove this lemma.
Proof. Suppose no coordinates of x, x′, y, y′ are the basepoint, and a¯ = (. . . , ai, . . .) ∈
EGm, a¯
′ = (. . . , a′i, . . .) ∈ EGn, b¯ = (. . . , bi, . . .) ∈ EGp, b¯′ = (. . . , b′i, . . .) ∈ EGq. Then
m + p = n + q. [a¯;x] × [b¯; y] = [a¯′;x′] × [b¯′; y′] implies that there is c ∈ Gm+p such
that (a¯ × b¯;x, y) = (c(a¯′ × b¯′); (x′, y′)c−1). We need to show (a¯;x) = (c1a¯′;x′c−11 ) and
(b¯; y) = (c2b¯; y
′c−12 ) for some c1, c2.
Suppose m = n. Since ai × bi = c(a′i × b′i) ∈ Gm+p = Gn+q, we have c = (ai ×
bi)(a
′
i × b′i)−1 ∈ Gm × Gp. Thus c = c1 × c2 for some c1 ∈ Gm and c2 ∈ Gp which are
the required ones.
Next we show that we must have m = n by contradiction. Without loss of generality
we may suppose m < n. If there is some k ∈ [m] such that c(k) > n, then (ai× bi)(k) =
ai(k) ∈ [m] but (c(a′i × b′i))(k) = (a′i × b′i)(c(k)) ∈ {n+ 1, . . . , n+ q}, contradicting that
ai × bi = c(a′i × b′i). Thus c[m] ⊂ [n] and c−1{n + 1, . . . , n + q} ⊂ {m + 1, . . . ,m + p}.
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Then
dc−1{n+1,...,n+q}(c(a¯′ × b¯′)) = (dc−1{n+1,...,n+q}c)d{n+1,...,n+q}(a¯′ × b¯′)
= (dc−1{n+1,...,n+q}c)a¯′,
but on the other hand,
dc−1{n+1,...,n+q}(c(a¯′ × b¯′)) = dc−1{n+1,...,n+q}(a¯× b¯)
= a¯× d{c−1(n+1)−m,...,c−1(n+q)−m}b¯,
contradicting the irreducibility of [a¯′, x′].
For a monoid M , recall that its universal group UM , cf. Proposition 4.2 of [1],
is constructed as follows. Let FM be the free group on the pointed (by the unit) set
M and denote the image of a ∈ M in FM by [a]. Let N be the normal subgroup
of FM generated by all elements of the form [a] · [b] · [ab]−1, a, b ∈ M . Then define
UM = FM/N . UM has the property that UM is a free group if M is a free monoid.
Consequently UGX is a free group since GX is a free monoid.
Proposition 7.17. The inclusion GX → UGX is a homotopy equivalence for connected
pointed CW-complexes.
Proof. The proof for the case G = S ([1], Corollary 5.4) applies to this general situation
as well.
A morphism ψ : G → G ′ of group operads naturally induces maps ψ : GX → G ′X
and Uψ : UGX → UG ′X.
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If G is non-crossed, the obvious morphism J ↪→ G  J is the identity and so are
JX ↪→ GX JX and UJX ↪→ UGX  UJX, thus JX is a retract of GX and
UJX is a retract of UGX.
7.4 Some Applications to Ω2Σ2X
Combining BX, SX, UBX and USX together, we can have a free group model for
the canonical inclusion Ω2Σ2X ↪→ Ω∞Σ∞X.



























with each vertical arrow a homotopy equivalence.
Proof. Let X be a connected pointed CW-complex. By definition, BX = |EB|(X) and




  // C2X
'








// · · ·   // Ω∞Σ∞X
is naturally commutative. Let C˜2 be the universal cover of C2. Obviously the universal
cover of C∞ is C˜∞ = C∞. Note that the two projections |EB| ← |EB| × C˜2 → C˜2
are equivalences of B-operads and the two projections |ES | ← |ES | × C˜∞ → C˜∞ are
equivalences of S -operads. We have the following commutative diagram of B-operads










|ES | |ES | × C˜∞∼oo ∼ // C˜∞ C∞









' // Ω2Σ2X _

|ES |(X) (|ES | × C˜∞)(X)'oo ' // C˜∞X C∞X ' // Ω∞Σ∞X
Hence the back square is commutative. Commutativity of the left square comes from





  ' // C1X _

' // ΩΣX _

|EB|(X) (|EB| × C˜2)(X)'oo ' // C˜2(X) C2X ' // Ω2Σ2X
where the inclusion JX ↪→ (|EB| × C˜2)(X) is induced by the two canonical inclusions
JX ↪→ |EB|(X) and JX ↪→ C˜2X. Proof for the commutativity of the right square
is similar.
Theorem 7.20. For a connected pointed CW-complex X, there is the following homo-
topy commutative diagram
UBX

















Thus the free group bundle Upi : UBX  USX is a model of the canonical inclusion
Ω2Σ2X ↪→ Ω∞Σ∞X, In particular, the free group (Upi)−1(∗) is a model of its homotopy
fibre.
Problem 7.21. Use the free group model Upi : UBX → USX and its fibre to study
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Ω2Σ2X and its relationship with Ω∞Σ∞X.
It is common that a good filtration of a space may provide considerable information
of the space. So finding good filtrations of Ω2Σ2X may be helpful to understand Ω2Σ2X.
For a G -operad C , CX has an obvious truncated filtration {FnCX}n≥0 where FnCX
is the image of
⊔n
k=0 C (k) ×Gk Xk. This filtration has been well studied, as well as
the filtration ΩJnΣX for Ω2Σ2X, where JnY is the truncated filtration of the James
construction J Y .
Using the two models BX and SX, a few more canonical filtrations of Ω2Σ2X
can be constructed. Generally, for a G -operad C = {C (k)}k≥0, each C (k) canonically
generates a G -suboperad and thus they give a filtration of C which may be called the
operadic filtration of C (as each term is a suboperad). The first stage of the operadic
filtration of BX and SX is exactly JX. By taking the preimage of the operadic
filtration of SX under the map BX → SX, one gets another filtration of BX with
the first two stages JX ↪→PX. Moreover, note that Smith’s models [25] for ΩnΣnX
for all n, constitute a filtration of SX and thus their preimages constitute another
filtration of Ω2Σ2X.
Finally we remark that three canonical self-maps of Ω2Σ2X can be represented by
three types of group homomorphisms between braid groups, via the model BX and
BX ← (|EB| × C˜2)(X) → C2X. F. Cohen [9] constructs a self-map of ΩnΣnX from
a sequence of self-maps of little n-cubes and deduces a splitting of ΣΩnΣnX. When
n = 2, this sequence of self-maps of little 2-cubes actually can be represented by the
sequence of reflection homomorphisms χk : Bk → Bk sending the standard generators
to their inverse. Moreover, the degree k map Ω2[k] : Ω2Σ2X → Ω2Σ2X and the power
k map k : Ω2Σ2X → Ω2Σ2X can also be represented, respectively, by the following two
types of homomorphism
γ(−; e(n)k ) : Bn → Bkn, γ(ek; (−)(k)) : Bn → Bkn.
In addition, the splitting theorem of the James construction can be generalized to non-
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crossed operads, and the stable splitting of SX [3] can be generalized to crossed group
operads.
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Part II






Product Operations on C -Spaces
In this chapter, the action of a (nonsymmetric or symmetric) topological operad C on
a C -space is broken down into many small pieces, product operations.
Let C = {C (k)}k≥0 be a (nonsymmetric or symmetric) topological operad and Y be
a C -space with action θ : C (k)× Y k → Y , k ≥ 0. For a ∈ C (k), define
θa : Y
k → a× Y k ↪→ C (k)× Y k θ−→ Y.
If a ∼ b ∈ C (k) then θa ' θb by Proposition 2.7. Thus there are obvious functions
Θ0,kC : pi0C (k)→ [Y k, Y ], α = [a] 7→ θα = [θa].
For f : Sl → C (k) (l > 0), define
θf : S
l × Y k f×id
k
−−−−→ C (k)× Y k θ−→ Y.
Clearly θf ' θg if f ' g. Thus we have functions
Θl,kC : [S
l,C (k)]→ [Sl × Y k, Y ], α = [f ] 7→ θα = [θf ].
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: Pk/ca(Pk) = [S
1,C2(k)]→ [S1 × (Ω2X)k,Ω2X], α 7→ θα,
where Pk/ca(Pk) is the conjugacy classes of Pk modulo the conjugation action of Pk,




: pilCn(k) = [S
l,Cn(k)]→ [Sl × (ΩnX)k,ΩnX], α 7→ θα.
These functions Θl,kC may be thought of as a measure of the complexity of the C -structure
on Y , in particular as a measure of the complexity of the n-fold loop space structure on
ΩnX if C = Cn for n ≥ 2.
For α ∈ pi0C (k) or α ∈ [Sl,C (k)], θα is obviously natural with respect to C -maps.
Call these θα product operations on Y .
Remark 8.1. In the construction of product operations, Sl can be replaced by a general
path-connected space, in particular by a Moore space.
8.1 Behavior of Product Operations in Homology
For C = Cn (n ≥ 2), the behavior of these product operations in homology can be
calculated following Cohen’s calculation [12] of the homology of Cn-spaces. From this
calculation, we shall see that many product operations are nontrivial.
For convenience, the following two composites (with integral coefficients)
H∗C (k)⊗ (H∗Y )⊗k → H∗(C (k)× Y k) θ∗−→ H∗Y,
HlS
l ⊗ (H∗Y )⊗k → H∗(Sl × Y k) (θα)∗−−−→ H∗Y
are still denoted by θ∗ and (θα)∗, respectively. Clearly
(θα)∗(ι⊗ y1 ⊗ · · · ⊗ yk) = θ∗(α¯⊗ y1 ⊗ · · · ⊗ yk),
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where ι is the fundamental class of HlS
l and α¯ = α∗(ι) is the homology class of α.
Proposition 8.2. Let aij, 1 ≤ i < j ≤ k, denote the standard generators of Hn−1(Cn(k))
(n ≥ 2). Then
θ∗(aij ⊗ x1 ⊗ · · · ⊗ xk) = λn−1(xi, xj)x1 · · · xˆi · · · xˆj · · ·xk
up to sign, where x1, . . . , xk ∈ H∗ΩnX and λn−1(x, y) = (−1)(n−1)|x|+1θ∗(ι ⊗ x ⊗ y) is
the Browder operation [12].
Proof. aij can be represented by a map S
n−1 → Cn(k) given by an inclusion Sn−1 → Rn
illustrated by the following figure.
(This map is homotopic to two other maps illustrated by the following two figures
respectively.
The latter is given in Cohen’s calculation.) Note that
γ∗ : H∗Cn(2)⊗H∗Cn(2)⊗H∗Cn(k − 2)→ H∗Cn(k), γ∗(e0 ⊗ a12 ⊗ e0) = a12.
Then
θ∗(a12 ⊗ x1 ⊗ · · · ⊗ xk) = θ∗(γ∗(e0 ⊗ a12 ⊗ e0)⊗ x1 ⊗ · · · ⊗ xk)
= θ∗(e0 ⊗ θ∗(a12 ⊗ x1 ⊗ x2)⊗ θ∗(e0 ⊗ x3 ⊗ · · · ⊗ xk))
= θ∗(a12 ⊗ x1 ⊗ x2)(x3 · · ·xk)
= (−1)(n−1)|x|+1λn−1(x1, x2)x3 · · ·xk.
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The others follow from the identity for a12 and the equivariance of θ, c.f. sections 7, 12
and 13 of Cohen’s calculation of the homology of Cn-spaces [12].
Corollary 8.3. Let Aij, 1 ≤ i < j ≤ k, denote the standard generators of pi1C2(k) = Pk.
Then
(θAij )∗(ι⊗ x1 ⊗ · · · ⊗ xk) = λ1(xi, xj)x1 · · · xˆi · · · xˆj · · ·xk
up to sign, where x1, . . . , xk ∈ H∗Ω2X.
The sign can be made explicitly. It is omitted here just for simplicity.
Consequently, many of these operations are essential; namely, not null-homotopic,
nor homotopic to the summation
µ′k : S
l × (ΩnX)k proj.−−−→ (ΩnX)k µk−→ ΩnX.
8.2 Structures Preserved by Product Operations
These product operations preserve certain combinatorial structures.
Proposition 8.4. For l ≥ 0, Θl,∗C = {Θl,kC }k≥0 is a morphism of nonsymmetric (resp.
symmetric) operads and preserves basepoints if C is nonsymmetric (resp. symmetric).
Θ∗,∗C may be regarded as a measure of the complexity of the C -structure of Y .
Proof. The assertion is obvious for l = 0. Next let l ≥ 1. For convenience, ab-
breviate Θl,kC to Θ. First check that Θ commutes with γ. For [f ] ∈ [Sl,C (k)] and
[gi] ∈ [Sl,C (mi)],
Θ(γ([f ]; [g1], . . . , [gk])) = θγ([f ];[g1],...,[gk]),
γ(Θ[f ]; Θ[g1], . . . ,Θ[gk]) = γ(θ[f ]; θ[g1], . . . , θ[gk]).
To prove
Θ(γ([f ]; [g1], . . . , [gk])) = γ(Θ[f ]; Θ[g1], . . . ,Θ[gk]),
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we need only prove
γ(θ[f ]; θ[g1], . . . , θ[gk]) = θγ([f ];[g1],...,[gk]).
The latter identity follows from the following homotopy commutative diagram
Sl × Y m
Sl × (C (m1)× Y m1)× · · ·
id×(g1×idm1 )×···
ﬀ
C (k)× (C (m1)× Y m1)× · · ·
f×(g1×idm1 )×···
?
γ×idm- C (m)× Y m
γ(f ;g1,...,gk)×idm
-
Sl × Y k
id×θk
?






where the left part and the right-lower square are strictly commutative and the right-
upper triangle is homotopy commutative.
It is evident that Θ preserves the identity element.
Finally if C is symmetric, the equivariance of Θ follows from the following commu-
tative diagram
Sl × Y k f×id
k
- C (k)× Y k σ×id
k
- C (k)× Y k
Sl × Y k
id×σ
?









Proposition 8.5. For l ≥ 1, Θl,∗C is natural with respect to C -maps in the sense that
the following diagram is homotopy commutative
Sl × Y k1
θa- Y1






where a : Sl → C (k) and f : Y1 → Y2 is a C -map. There is similar naturality for Θ0,∗C .
Proof. The above diagram is actually commutative due to the commutativity of the
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following one
Sl × Y k1
a×idk- C (k)× Y k1
θ- Y1
Sl × Y k2
id×fk
?






Proposition 8.6. For l ≥ 0, Θl,∗C is a morphism of simplicial sets. For n ≥ 2, Θl,∗n is
moreover a morphism of DDA-sets.
Proof. It remains to check that
di ◦Θl,kn = Θl,k+1n ◦ di.
This identity can be proved for dk+1 first, and then use the equivariance of θ to convert
di to dk+1.
It should be noted that Θl,kn is not a group homomorphism!
Chapter 9
Smash Operations on C -Spaces
Some product operations Y k → Y and Sl×Y k → Y may induce respectively operations
Y ∧k → Y and Sl ∧ Y ∧k → Y . These induced operations, called smash operations in
this thesis, are interesting because they are general analogues of the Samelson product
on the single loop spaces and provide many operations on homotopy groups. In this
chapter we shall try to establish such smash operations and analyze their relation with
the Samelson product.
9.1 Preparation
Let C be a (nonsymmetric or symmetric) operad with a basepoint {ek}k≥0, Y a C -space
having the homotopy type of a CW-complex and Y0 the path-connected component of
the basepoint ∗ of Y . The action of C on Y can be restricted to Y0 since γ(a; ∗k) = ∗
for a ∈ C (k) and k ≥ 0, making Y0 a C -space. Let
µk = θek : Y
k → ek × Y k ↪→ C (k)× Y k θ−→ Y,
µ′k = S
l × Y k proj.−−−→ Y k µk−→ Y.
Note that (k − 1)-fold iteration of µ2 is homotopic to µk.
Lemma 9.1. Y0 is a group-like space with product µ = µ2 = θe2.
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Proof. By Corollary 2.13, Y thus Y0 is a homotopy associative H-space. Since Y is
assumed to have the homotopy type of a CW-complex, so does Y0. Then the assertion
follows from Theorem 2.2 of Chapter X of [29] which asserts that a path-connected
homotopy associative H-space having the homotopy type of a CW-complex is a group-
like space.
For a group-like space X with product µ : X2 → X, the identity map id has an
inverse, denoted by −id : X → X. For two maps f, g : A→ X where A is an arbitrary
space, define their difference f − g : A→ X as the following composite
A
∆−→ A2 f×g−−→ X2 id×(−id)−−−−−→ X2 µ−→ X
where A
∆−→ A2 is the diagonal map.
We are interested in those product operations θα with α ∈ pi0C or α ∈ [Sl,C (k)]
(l ≥ 1) with diα trivial for all i due to the following observation. We shall call such α’s
Brunnian elements or classes.
Lemma 9.2. For l ≥ 1, θf ◦ (idSl × di) = θdif ,
Sl × Y k−1 idSl×d
i




where f : Sl → C (k), dif : Sl → C (k) di−→ C (k− 1) and di : Y k−1 = Y i−1×∗× Y k−i ↪→
Y k. In particular θf ◦ (idSl × di) = θdif ' µ′k−1 if dif is nullhomotopic.
Proof. By the definition of a C -action, the following diagram is commutative
C (k)× Y i−1 × ∗ × Y k−i ⊂- C (k)× Y k







and θ(c; ∗k) = ∗ for any c ∈ C (k). Then the following diagram
Sl × Y i−1 × ∗ × Y k−1 ⊂ - Sl × Y k






C (k)× Y i−1 × ∗ × Y k−1
?
⊂- C (k)× Y k
f×id
?








is commutative, thus the identity holds.




Ker (di : pi0C (k)→ pi0C (k − 1)).
If C is discrete, also denote BrunkC = Zkpi0C . For instance, BrunkP = Brunk is the
usual Brunnian braid group, where P = {Pk}k≥0 is the sequence of pure braid groups.




Ker (di : [S
l,C (k)]→ [Sl,C (k − 1)]).
For example, Z2[S1,C2] = Brun2/ca(P2) = P2, Zk[S1,C2] = Brunk/ca(Pk); for n ≥ 3,







(for this isomorphism, refer to [21], Corollary 4.5) which may be thought of as higher di-
mensional analogues of Brunnian braid groups (noting that pi1F (R2, k) = Pk, pi1(F (R2, k)/Sk) =
Bk and Cn(k)
Sk' F (Rn, k) by Theorem 4.8 of [21]).
There is an interesting similarity between Brunnian braids (or generally Brunnian
elements defined above) and smash product of spaces leading to an important connection
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between them. Recall that the smash product of k pointed spaces X1, · · · , Xk is
X1 ∧ · · · ∧Xk = (X1 × · · · ×Xk)/FW(X1 × · · · ×Xk),
where the fat wedge
FW(X1 × · · · ×Xk) = {(x1, . . . , xk) ∈ X1 × · · · ×Xk | at least one xi = ∗}.
The similarity is that a Brunnian braid becomes trivial if any strand is removed while
a point x1 ∧ · · · ∧ xk in the smash product X1 ∧ · · · ∧Xk becomes the basepoint if any
coordinate xi ∈ Xi is replaced by the basepoint of Xi.
By Lemma 9.2, if α = [f ] ∈ Zk[Sl,C ], then θf ◦ (idSl × di) = θdif ' µ′k−1 for all
i. (For convenience, we shall sometimes also use θα to denote θf by abuse of notation.)
One may wonder if all these homotopies can be glued together to give a homotopy on
the fat wedge. Namely, is θα homotopic to µ
′
k restricted to the fat wedge,
θα ' µ′k : FW(Sl × Y k) = (∗ × Y k) ∪ (Sl ×
k⋃
i=1
Y i−1 × ∗ × Y k−i)→ Y ?
If this is true and Y is a group-like space, then µ′k − θα is null homotopic restricted to
the fat wedge; noting Sl∧Y ∧k = Sl×Y k/FW(Sl×Y k), it thus factors through Sl∧Y ∧k,
Sl × Y k

µ′k−θα // Y
Sl ∧ Y ∧k
θ¯α
;;
where θ¯α is the induced map, called a smash operation on Y . Hence to get smash
operations, the key is to have that θα is homotopic to µ
′
k restricted to the fat wedge.
Example 9.3. For the little 1-cubes operad C1, pi0C1 ∼= S = {Sk}k≥0 the symmetric
groups operad, Z2pi0C1 = S2 = {1, τ} and Zkpi0C1 = 1 for k 6= 2 where τ = (12) is the
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transposition. Let µ : ΩX × ΩX → ΩX be the loop product. Then
θτ : ΩX × ΩX → ΩX, (f, g) 7→ µ(g, f) = g · f.
Evidently, θτ ' µ : ΩX ∨ ΩX → ΩX. Since ΩX is a group-like space, µ − θτ :








Clearly µ− θτ is exactly the commutator product [f, g] = fgf−1g−1. Thus the induced
map θ¯τ is exactly the Samelson product [−,−] : ΩX ∧ ΩX → ΩX.
Concerning the existence of smash operations, we propose the following conjecture.
Conjecture 9.4. Let C be an operad with a basepoint and k ≥ 2. If α ∈ Zk[Sl,C ]
(l ≥ 1) such that α(∗) ∼ ek, then
θα ' µ′k : FW(Sl × Y k)→ Y.
The condition α(∗) ∼ ek is just to make sure that α is in the path-connected com-
ponent of ek in case C (k) is not path-connected. From the above discussion, if this
conjecture is true for an operad C , then each α ∈ Zk[Sl,C ] gives a smash operation
θ¯α : S
l ∧ Y ∧k → Y for a group-like C -space Y .
Remark 9.5. We may consider not only homotopy classes in Zk[Sl,C ], but all classes
in [Sl,C (k)]. Namely, for α, β ∈ [Sl,C (k)] with diα = diβ for 1 ≤ i ≤ k, if θα ' θβ
restricted to the fat wedge, then the difference θα − θβ also induces a smash operation
Sl ∧ Y ∧k → Y . The relation diα = diβ for 1 ≤ i ≤ k is an equivalence relation and
the equivalence class of the identity element of [Sl,C (k)] is exactly Zk[Sl,C ]. In this
thesis, however, we shall only consider smash operations given by homotopy classes in
Zk[Sl,C ].
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9.2 The Case of Two Factors
When there are only two factors, it turns out that Conjecture 9.4 holds and the required
homotopy can be explicitly constructed for general operads. For a ∈ C (k), let θ′a :
Sl × Y k proj.−−−→ Y k θa−→ Y , and 1 : Sl → 1 ↪→ C (1), a : Sl → a ↪→ C (k) denote the
constant maps.
Theorem 9.6. For an operad C , if e ∈ C (2) with d1e ∼ d2e ∼ 1 ∈ C (1) and α ∈
Z2[Sl,C ] (l ≥ 1) with α(∗) ∼ e, then
θα ' θ′e : FW(Sl × Y 2) = (∗ × Y 2) ∪ (Sl × ∗ × Y ) ∪ (Sl × Y × ∗)→ Y.
This result should also be valid for homotopy commutative H-spaces.
Proof. Suppose α = [f ] ∈ Z2[Sl,C ], namely f : Sl → C (2) with d1f ' 1 and d2f ' 1.
We may assume f(∗) = e (if not, choose g ' f with g(∗) = e, then θf ' θg). Then
θf = θ
′
e restricted to ∗ × Y 2 ⊂ Sl × Y 2.
First construct a homotopy from θf to θ
′
e restricted to S
l × (Y ∨ Y ). Note
θf (a; ∗, y) = θ(f(a); ∗, y) = θ(d1f(a); y), θ′e(a; ∗, y) = θ(e; ∗, y) = θ(d1e; y),
θf (a; y, ∗) = θ(f(a); y, ∗) = θ(d2f(a); y), θ′e(a; y, ∗) = θ(e; y, ∗) = θ(d2e; y).
Since d1f ' 1 ' d1e and d2f ' 1 ' d2e, there are F1, F2 : I × Sl → C (1) such that
F1(0; a) = d1f(a), F1(1; a) = d1e, F2(0; a) = d2f(a), F2(1; a) = d2e. Define
F ′1 : I × Sl × ∗ × Y → C (1)× Y → Y, F ′1(t; a; ∗, y) = θ(F1(t; a); y),
F ′2 : I × Sl × Y × ∗ → C (1)× Y → Y, F ′2(t; a; y, ∗) = θ(F2(t; a); y).
Then F ′1(0; a; y, ∗) = θ(d1f(a); y) = θf (a; ∗, y), F ′1(1; a; ∗, y) = θ(d1e; y) = θ′e(a; ∗, y),
F ′1(t; a; ∗, ∗) = θ(F1(t; a); ∗) = ∗; F ′2(0; a; ∗, y) = θ(d2f(a); y) = θf (a; y, ∗), F ′2(1, a; y, ∗) =
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θ(d2e; y) = θ
′
e(a; y, ∗), F ′2(t; a; ∗, ∗) = θ(F (t; a); ∗) = ∗. F ′1, F ′2 coincide on
(I × Sl × ∗ × Y ) ∩ (I × Sl × Y × ∗) = I × Sl × ∗ × ∗,
thus they can be glued together to give a homotopy
H : I × Sl × (∗ × Y ∪ Y × ∗)→ Y
such that H(0; a; y1, y2) = θf (a; y1, y2), H(1; a; y1, y2) = θ
′
e(a; y1, y2).
Note that H(t; ∗; y1, y2) may not be θ′e(∗; y1, y2) since we may not have F (t; ∗) = d1e,
G(t; ∗) = d2e (the loops H(−; ∗; y1, y2) may not even be nullhomotopic). Next modify
H to another homotopy H ′ from θf to θ′e with H ′(t; ∗; y1, y2) = θ′e(∗; y1, y2) for t ∈ I
and (∗; y1, y2) ∈ (∗ × Y 2) ∩ (Sl × (Y ∨ Y )) = ∗ × (Y ∨ Y ), then a homotopy from θf to
θ′e restricted to the fat wedge is obtained. H ′ can be obtained in the following way. Let
H1 : I × Sl × (Y ∨ Y )→ Y, (t; a; y1, y2) 7→ H(1− t; ∗; y1, y2).
Gluing H and H1 together, let
H2 : I × Sl × (Y ∨ Y )→ Y, H2(t; a; y1, y2) =
 H(2t; a; y1, y2) 0 ≤ t ≤
1
2 ,
H(2− 2t; ∗; y1, y2) 12 ≤ t ≤ 1.
(Now the loops H2(−; ∗; y1, y2) are uniformly nullhomotopic.) Define a map I × I ×∗×
(Y ∨ Y )→ Y (which is a uniform nullhomotopy of the loops H2(−; ∗; y1, y2)),
(s, t; ∗; y1, y2) 7→

H(2t; ∗; y1, y2) 0 ≤ t ≤ 1−s2 ,
H(1− s; ∗; y1, y2) 1−s2 ≤ t ≤ 1+s2 ,
H(2− 2t; ∗; y1, y2) 1+s2 ≤ t ≤ 1,
particularly (s, 0; ∗; y1, y2), (s, 1; ∗; y1, y2), (1, t; ∗; y1, y2) 7→ H(0; ∗; y1, y2) = θ′e(∗; y1, y2).
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This gives a map
0× (I × Sl × (Y ∨ Y )) ∪ I × ((∂I × Sl × (Y ∨ Y )) ∪ (I × ∗ × (Y ∨ Y )))→ Y
which can be extended to a map H3 : I × I × Sl × (Y ∨ Y )→ Y . Let H ′(t; a; y1, y2) =
H3(1, t; a; y1, y2).
To modify the homotopies so that they can be glued together, the following trick is
helpful. Suppose f
H' g : X → Y and H(a, 0) = f(a) = g(a) = H(a, 1) for a ∈ A ⊂ X.
We need such a homotopy H ′ but with additional property H ′(a, t) = H ′(a, 0) for
any a ∈ A and t ∈ I. H ′ can be obtained from H using the homotopy extension
property if the loops H(a,−), a ∈ A are nullhomotopic and all these nullhomotopies
can be glued together, namely H : A × I → Y is homotopic to A × I proj.−−−→ A f−→ Y .
However one can not expect a given H to satisfy this condition. Nevertheless, if one
can find another homotopy H1 : X × I → Y such that H1(x, 0) = H1(x, 1) = g(x) and
H1(a, t) = H(a, 1 − t), then H and H1 can be glued together to give H2 : X × I → Y
with the same property of H and H2 : A× I → Y is homotopic to A× I proj.−−−→ A f−→ Y .
Then H ′ can be obtained from H2 using the homotopy extension property. (I learned
this trick from Allen Hatcher. I am grateful to him.)
Corollary 9.7. For α ∈ Z2[Sl,C ], µ′2 − θα : Sl × Y 2 → Y factors through Sl ∧ Y ∧ Y
for a group-like C -space Y ,
Sl × Y × Y µ
′
2−θα- Y0
Sl ∧ Y ∧ Y.
? θ¯α
-
Since if Y is a group-like C -space then the identity has an inverse −id : Y → Y , let
θα,− = θα ◦ (idSl × (−id)k).
Corollary 9.8. For α ∈ Z2[Sl,C ], µ′2+θα,− and θα+θα,− both factor through Sl∧Y ∧Y
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for a group-like C -space Y ,
Sl × Y × Y µ
′
2+θα,−- Y0
Sl ∧ Y ∧ Y,
? θ¯α,−
-
Sl × Y × Y θα+θα,−- Y0
Sl ∧ Y ∧ Y.
? θ¯α+θ¯α,−
-
Clearly θ¯α,− = θ¯α ◦ (idSl ∧ (−id)∧2).
Proposition 9.9. For primitive y1, y2 ∈ H∗Y ,
(θ¯α)∗(ι⊗ y1 ⊗ y2) = θ∗(α¯⊗ y1 ⊗ y2),
(θ¯α,−)∗(ι⊗ y1 ⊗ y2) = θ∗(α¯⊗ y1 ⊗ y2),
(θ¯α + θ¯α,−)∗(ι⊗ y1 ⊗ y2) = 2θ∗(α¯⊗ y1 ⊗ y2).
Proof. For y1, y2 ∈ H∗Y , (µ′2)∗(ι⊗ y1 ⊗ y2) = 0.
(θ¯α)∗(ι⊗ y1 ⊗ y2) = (θα − µ′2)∗(ι⊗ y1 ⊗ y2) = θ∗(α¯⊗ y1 ⊗ y2),
(θ¯α,−)∗(ι⊗ y1 ⊗ y2) = (θα,− + µ′2)∗(ι⊗ y1 ⊗ y2) = θ∗(α¯⊗ y1 ⊗ y2).
9.3 General Cases
To generalize the proof for the case of two factors to the general cases of more factors,
the key is to modify those homotopies so that they can be glued together. Let us try
analyzing the situation. Suppose α = [f ] ∈ Zk[Sl,C ], namely f : Sl → C (k) with
dif ' ek−1 for 1 ≤ i ≤ k. We may assume f(∗) = ek (if not, choose g ' f with
g(∗) = ek, then θf ' θg). Restricted to ∗ × Y k ⊂ Sl × Y k, θf = θ(ek;−) = µ′k. Note
that for y = (y1, . . . , yk) ∈ Y k, if yi = ∗,
θf (a; y) = θ(f(a); y) = θ(dif(a); y), µ
′
k(a; y) = θ(ek; y) = θ(diek; y).
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Since dif ' ek−1 ' diek , there is Fi : I × Sl → C (k − 1) such that Fi(0; a) = dif(a),
Fi(1; a) = diek. Define
F ′i : I × Sl × Yi → C (k − 1)× Y k−1 → Y, F ′i (t; a; y) = θ(Fi(t; a); diy),
where Yi = Y
i−1 × ∗ × Y k−i. For i < j and y ∈ Yi ∩ Yj ,
F ′i (t; a; y) = θ(Fi(t; a); diy) = θ(dj−1Fi(t; a); dj−1diy),
F ′j(t; a; y) = θ(Fj(t; a); djy) = θ(diFj(t; a); didjy).
Note that dj−1diy = didjy,
dj−1Fi(0; a) = dj−1dif(a) = didjf(a) = diFj(0; a),
dj−1Fi(1; a) = dj−1diek = didjek = diFj(1; a).
For 0 < t < 1, dj−1Fi(t; a) ∼ diFj(t; a), but we may not have dj−1Fi(t; a) = diFj(t; a).
If dj−1Fi(t; a) = diFj(t; a) for all a ∈ Sl, 0 ≤ t ≤ 1 and 1 ≤ i < j ≤ k, then all F ′i can be
glued together to give a homotopy from θf to µ
′
k restricted to I × Sl × FW(Y k), which
can be modified to a homotopy from θf to µ
′
k restricted to I × FW(Sl × Y k) using the
same trick.
It seems that the difficulty comes from that the intersections of Yi’s become very
complicated as k increases, and that the key problem is how to handle Yk ∩
⋃
i<k Yi.
To view the intersections, one may try Y = R or try looking at the standard (k − 1)-
simplex. Let ∆k−1 be the standard (k−1)-simplex with vertices vi = (0i−1, 1, 0k−i) ∈ Rk,
1 ≤ i ≤ k. Let c be its center and Ui be the intersection of ∆k−1 and the balls with
center vi and radius |vi − c|. Then Yi may be viewed as Ui. The latter might be helpful
for the case k = 4 as it can be seen in R3.
From the above analysis, we have the following technical lemma.
Lemma 9.10. Let C be an operad with a basepoint and k ≥ 3. If α ∈ Zk[Sl,C ] (l ≥ 1)
has a representing map f : Sl → C (k) with f(∗) = ek and homotopies dif Fi' diek : Sl →
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C (k − 1) such that dj−1Fi(t; a) = diFj(t; a) for all a ∈ Sl, 0 ≤ t ≤ 1 and 1 ≤ i < j ≤ k,
then
θα ' µ′k : FW(Sl × Y k)→ Y.
In particular, the assertion holds if α has a representative f with dif = ek−1 for 1 ≤
i ≤ k.
Though the condition in this lemma is strong, there is still a family of operads
satisfying it. In the following, we shall need the theory of group operads and topological
K(pi, 1) operads developed in Part I.
Given a group G and a subgroup H ≤ G, recall from Section 6.2 that H ∼= pi1(EG/H)
can be identified with the group of spherical elements {H(e, a) | a ∈ H} and thus can
be embedded in (EG/H)1, namely,
H ∼= pi1(EG/H) = {H(e, a) | a ∈ H} ↪→ {H(b, c) | b, c ∈ G} = (EG/H)1.
For each a ∈ H, let fa : S1 → EG/H be the representing map of the spherical element
H(e, a). Here S1 is the simplicial 1-sphere S1 = ∆[1]/∂∆[1]. By taking geometric
realization,
pi1(EG/H)→ pi1|EG/H|, a 7→ |fa|
is naturally an isomorphism. If a, b are conjugate in H, then the two maps a, b : S1 →
|EG/H| are homotopic.
Let G = {Gk}k≥0 be a group operad with pi : G → S and H = {Hk}k≥0 = Kerpi.
EG /H is a simplicial operad (symmetric if pi nontrivial and nonsymmetric if pi trivial)
and H ∼= pi1(EG /H ) = {pi1(EGk/Hk)}k≥0 can be canonically embedded in EG /H by
Hk
∼=−→ pi1(EGk/Hk) = {Hk(ek, a) | a ∈ Hk}, a 7→ Hk(ek, a).
In particular Zkpi1(EG /H ) can be embedded in EG /H , thus each a ∈ Zkpi1(EG /H )
can be represented byHk(ek, a) which satisfies that diHk(ek, a) = Hk(ek, dia) = Hk(ek, ek)
is the identity. Consequently the representing map fa : S
1 → EGk/Hk of Hk(ek, a) sat-
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isfies difa = ek−1 . Hence we have




l × Y k) → Y . Taking the geometric realization of |EG /H |, we also
have θα = µ
′
k : FW(S
l × Y k) → Y where Y is a topological |EG /H |-space and α =
|a| ∈ Zkpi1|EG /H |.
Lemma 9.12. Suppose Conjecture 9.4 is true for a topological operad C . 1) If there
is an equivalence φ : C → C ′ of operads, then it is also true for C ′. 2) If there is
an equivalence ψ : C ′ → C of operads, then it is true for C ′ and for path-connected
C ′-spaces of the homotopy type of CW-complexes. Hence if C ∼ C ′, then it is true for
C ′ and for path-connected C ′-spaces of the homotopy type of CW-complexes.
Proof. Note that an equivalence of operads induces isomorphisms on homotopy groups.
If there is an equivalence φ : C → C ′ of operads, then any C ′-space Y is also a C -space
and any f : Sl → C ′(k) can be factored as Sl → C (k) φ−→ C ′(k) so that Conjecture 9.4
is also true for C ′.
Suppose ψ : C ′ → C is an equivalence, then ψ : C ′X → CX is a homotopy
equivalence where X is a path-connected pointed space of the homotopy type of a CW-
complex by Proposition 3.4 of [21]. Given f : Sl → C ′(k), we have the following
commutative diagram
Sl × (C ′X)k f×id
k
- C ′(k)× (C ′X)k - C ′X
Sl × (C ′X)k
?




If [f ] ∈ Zk[Sl,C ′], then [ψ ◦ f ] ∈ Zk[Sl,C ], thus the following diagram






9.3. GENERAL CASES 121
is homotopy commutative. Consider

















Except the front square, all the other squares are either commutative or homotopy com-
mutative. Hence θf ' µk : FW (Sl × (C ′X)k)→ C ′X since C ′X → CX is a homotopy
equivalence. If Y is a path-connected C ′-space, we have the following commutative
diagram
Sl × Y k

// C ′(k)× Y k

// Y
Sl × (C ′Y )k // C ′(k)× (C ′Y )k // C ′Y
OO
Then from the following commutative diagram
FW(Sl × (C ′Y )k)   //

Sl × (C ′Y )k





Sl × Y k
77






we also have θf ' µk : FW (Sl × Y k)→ Y .
If a C -space Y is not path-connected, then we can consider the path-connected
component Y0 of the basepoint since Y0 is also a C -space. Let Ωn0X denote the path-
connected component of the basepoint of ΩnX.
Theorem 9.13. Let C be a path-connected, locally path-connected and semilocally simply-
connected nonsymmetric operad or symmetric operad with the actions of symmetric
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groups free, and with a good basepoint. If C is K(pi, 1), then for α ∈ Zk[S1,C ],
θα ' µ′k : FW(S1 × Y k0 )→ Y0
for k ≥ 2 and C -spaces Y of the homotopy type of CW-complexes. In particular, for
α ∈ Zk[S1,C2] = Brunk/ca(Pk),
θα ' µ′k : FW(S1 × (Ω20X)k)→ Ω20X.
Corollary 9.14. µ′k − θα : S1 × Y k0 → Y0 factors through S1 ∧ Y ∧k0 ,
S1 × Y k0
µ′k−θα- Y0
S1 ∧ Y ∧k0 .
? θ¯α
-
For α ∈ Zk[Sl,C ], let θα,− = θα ◦ (idS1 × (−id)k).
Corollary 9.15. µ′k + θα,− and θα + θα,− both factor through S
1 ∧ Y ∧k0 ,
S1 × Y k0
µ′k+θα,−- Y0
S1 ∧ Y ∧k0 ,
? θ¯α,−
-
S1 × Y k0
θα+θα,−- Y0
S1 ∧ Y ∧k0 .
? θ¯α+θ¯α,−
-
Clearly θ¯α,− = θ¯α ◦ (idS1 ∧ (−id)∧k).
It is natural to ask if the result can be extended to include other path-connected
components, namely, θα ' µ′k : FW(S1 × Y k)→ Y0. However this is unknown yet.
9.4 Relation with the Samelson Product
Smash operations constructed above may be thought of as general analogues of the
Samelson product [−,−] : ΩX ∧ ΩX → ΩX, and the simplest case probably coincides
with the Samelson product in the sense explained below.
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Recall that Cn(2) (n ≥ 2) is S2-equivariantly homotopy equivalent to Sn−1. Thus
Z2[Sn−1,Cn] = [Sn−1,Cn(2)] = [Sn−1, Sn−1] = pin−1Sn−1 = Z.
Let ιn−1 ∈ Z2[Sn−1,Cn] corresponding to [idSn−1 ] ∈ pin−1Sn−1. For convenience, we
shall abbreviate ιn−1 to ι. By Theorem 9.6, we have the following smash operation
θ¯ι : S
n−1 ∧ ΩnX ∧ ΩnX → ΩnX.
We next discuss the relation between θ¯ι and the Samelson product.
For n ≥ 2, let φn be the Samelson product of the canonical inclusion Σn−1X ↪→
ΩΣ(Σn−1X) with itself,
φn : Σ
n−1X ∧ Σn−1X ↪→ ΩΣ(Σn−1X) ∧ ΩΣ(Σn−1X) [−,−]−−−→ ΩΣ(Σn−1X),
and
ψn : Σ
n−1X ∧ Σn−1X = Σ2n−2X ∧X ↪→ Σ2n−2(ΩnΣnX ∧ ΩnΣnX)
→ Σn−1(Sn−1 ∧ ΩnΣnX ∧ ΩnΣnX) Σn−1θ¯ι−−−−→ Σn−1ΩnΣnX ev−→ ΩΣ(Σn−1X)
where the last map ev is the evaluation map.
Proposition 9.16. φn and ψn induce the same homomorphism in homology.
Before giving the proof, recall the suspension isomorphism
σ : H˜kX → Hk+n−1(Σn−1X) ∼= Hn−1Sn−1 ⊗ H˜kX, a 7→ σa = ι⊗ a
and the suspension homomorphism
σ : H˜∗(ΩX)
σ−→ H∗+1(ΣΩX) ev∗−−→ H∗+1X.
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σ ◦ i∗ = (Σi)∗ ◦ σ by the naturality of σ and ev∗ ◦ σ ◦ i∗ = σ since the evaluation map
ev : ΣΩΣX → ΣX has a section Σi : ΣX ↪→ ΣΩΣX.
Proof. Since the diagonal map ∆ : Σn−1X → Σn−1X × Σn−1X is homotopic to the
composite Σn−1X → Σn−1X ∨ Σn−1X ↪→ Σn−1X × Σn−1X, ∆∗a = a ⊗ 1 + 1 ⊗ a for
a ∈ H˜∗(Σn−1X), namely all elements of H˜∗(Σn−1X) (n ≥ 2) are primitive. According
to Lemma 6.3.7 of [24],
(φn)∗ : H˜∗(Σn−1X)⊗ H˜∗(Σn−1X)→ H∗(ΩΣ(Σn−1X)) ∼= TH˜∗(Σn−1X),
(φn)∗(σa⊗ σb) = σa · σb− (−1)|σa||σb|σb · σa.
On the other hand,
(ψn)∗ : H˜∗(Σn−1X)⊗ H˜∗(Σn−1X)→ H∗(ΩΣ(Σn−1X)) ∼= TH˜∗(Σn−1X),
(ψn)∗(σa⊗ σb) = (ψn)∗(ι⊗ a⊗ ι⊗ b) = (ψn)∗((−1)|ι||a|ι⊗ ι⊗ a⊗ b)
= (−1)(n−1)|a|ev∗(ι⊗ θ∗(ι⊗ a⊗ b))
= σa · σb− (−1)|σa||σb|σb · σa,
where the last second step follows from the definition of ψn and the last step is obtained
by applying Theorem 2 of [7] n− 1 times.
It is then natural to make the following conjecture.
Conjecture 9.17. φn ' ψn.
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It was first guessed that θ¯ι should be related to the Samelson product after observing
that the loop of φ¯2
Ω2Σ3(X ∧X) = ΩΩΣ(ΣX ∧ ΣX) Ωφ¯2−−→ ΩΩΣΣX = Ω2Σ2X
and the following map induced by θ¯ι
Ω2Σ3(X ∧X) ↪→ Ω2Σ3(Ω2Σ2X ∧ Ω2Σ2X)→ Ω2Σ2(S1 ∧ Ω2Σ2X ∧ Ω2Σ2X)
Ω2Σ2θ¯ι−−−−→ Ω2Σ2(Ω2Σ2X) Ω2ev−−−→ Ω2Σ2X
“accidently” have the same domain and codomain. By taking iteration, we can obtain,
from the Samelson product and θ¯ι, two kinds of maps Ω
2Σk+1X∧k → Ω2Σ2X for k ≥ 2
which would be homotopic if φ2 ' ψ2.
These maps Ω2Σk+1X∧k → Ω2Σ2X (k ≥ 2) look interesting, as Ω2ΣkX∧k is the
target space of Ωhk where hk is the kth James-Hopf invariant [8, 11]. Recall [8, 11] that
an important family of self-maps of ΩΣX are the following composites
ΩΣX
hk−→ ΩΣX∧k iteration of Samelson product−−−−−−−−−−−−−−−−−−→ ΩΣX.
This together with the viewpoint that smash operations are general analogues of the
Samelson product suggest that there might exist maps
Ω2Σ2X → Ω2Σ2(Sl ∧X∧k)
which would be 2-dimensional analogues of the James-Hopf invariants and that a family
of self-maps of Ω2Σ2X may be of the following form
Ω2Σ2X
?−→ Ω2Σ2(Sl ∧X∧k) (mixed) iteration of smash operations−−−−−−−−−−−−−−−−−−−−−−−→ Ω2Σ2X
where the first part can be loop of the James-Hopf invariants and could be 2-dimensional
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analogues of the James-Hopf invariants. For instance, iteration of smash operations
S1 ∧ (Ω2Σ2X)∧2 → Ω2Σ2X
gives maps
Sk−1 ∧ (Ω2Σ2X)∧k → Ω2Σ2X
which provide many self-maps of Ω2Σ2X
Ω2Σ2X = ΩΩΣ(ΣX)
Ωhk−−→ ΩΩΣ(ΣX)∧k = Ω2Σ2(Sk−1 ∧X∧k)→ Ω2Σ2X.
The above discussion also applies to ΩnΣnX. Just as the Samelson product ΩX ∧
ΩX → ΩX can induce maps ΩΣX∧k → ΩΣX, mixed iteration of smash operations
S1 ∧ (Ω2X)∧k → Ω2X
can also induce maps for n > 2
ΩnΣn(Sl ∧X∧k) ↪→ ΩnΣn(Sl ∧ (Ω2Σ2X)∧k)→ ΩnΣn(Ω2Σ2X)
→ ΩnΣn−2Σ2X = ΩnΣnX
which should also coincide with certain smash operations on ΩnΣnX constructed in the
same way as those on Ω2Σ2X. Then similarly there might exist maps
ΩnΣnX → ΩnΣn(Sl ∧X∧k)
which would be n-dimensional analogues of the James-Hopf invariants and a family of
self-maps of ΩnΣnX may be of the following form
ΩnΣnX
?−→ ΩnΣn(Sl ∧X∧k) (mixed) iteration of smash operations−−−−−−−−−−−−−−−−−−−−−−−→ ΩnΣnX
where the first part can be loop of the James-Hopf invariants and could be n-dimensional
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analogues of the James-Hopf invariants.




An application of smash operations is that they induce operations on homotopy groups
which can be assembled together to give a conceptual description of the structure of
homotopy groups.
Generally, any map
φ : X1 ∧ · · · ∧Xk → X,
induces a family of functions on homotopy groups
φ∗ : pim1X1 × · · · × pimkXk → pimX, mi ≥ 0,
sending [fi] ∈ pimiXi, 1 ≤ i ≤ k, to the homotopy class of the composite
Sm = Sm1 ∧ · · · ∧ Smk f1∧···∧fk−−−−−−→ X1 ∧ · · · ∧Xk φ−→ X.
Therefore, each smash operation θ¯α (if it exists) on C -spaces Y induces a family of
functions on homotopy groups
(θ¯α)∗ : pilSl × pim1Y × · · · × pimkY → pimY,
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where α ∈ Zk[Sl,C ], which are natural with respect to C -maps. Thus call them opera-
tions on homotopy groups.
(θ¯ι)∗ where ι is the fundamental class of pin−1Cn(2), is related to the Whitehead
product [−,−]. Let Ωn0X denote the path-connected component of the basepoint of
ΩnX.
10.1 Smash Product on Homotopy Groups
Let X1, . . . , Xk (k ≥ 2) be pointed spaces. Define the smash product on homotopy
groups
∧ : pim1X1 × · · · × pimkXk → pim(X1 ∧ · · · ∧Xk)
([f1], . . . , [fk]) 7→ [f1 ∧ · · · ∧ fk],
where mi ≥ 0.
The notions of bilinear homomorphism and multilinear homomorphism can be ex-
tended to general monoids and groups (not necessary abelian). For nonabelian monoids
and groups, the product is still denoted by +.
Lemma 10.1. The smash product pim1X1× · · · × pimkXk → pim(X1 ∧ · · · ∧Xk) is linear
on the ith factor if mi ≥ 1.
Proof. Consider the case k = 2 first. Let [f1], [f
′
1] ∈ piiX1, [f2] ∈ pijX2 and i ≥ 1, then
([f1] + [f
′
1]) ∧ [f2] is represented by
Si+j = Si ∧ Sj → (Si ∨ Si) ∧ Sj (f1∨f
′
1)∧f2−−−−−−−→ (X1 ∨X1) ∧Xj → X1 ∧X2
and [f1] ∧ [f2] + [f ′1] ∧ [f2] is represented by
Si+j → Si+j∨Si+j → (Si∧Sj)∨(Si∧Sj) (f1∧f2)∨(f
′
1∧f2)−−−−−−−−−−→ (X1∧X2)∨(X1∧X2)→ X1∧X2.
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It is clear that the following diagram is commutative
Si+j ==== Si ∧ Sj - (Si ∨ Si) ∧ Sj (f1∨f
′
1)∧f2- (X1 ∨X1) ∧X2 - X1 ∧X2












1]) ∧ [f2] = [f1] ∧ [f2] + [f ′1] ∧ [f2].
Similarly the smash product is linear on the second factor if j ≥ 1. The cases k > 2
follows by induction from the following decomposition of the smash product
pim1X1 × · · · × pimkXk → pim1+···+mk−1(X1 ∧ · · · ∧Xk−1)× pimkXk → pim(X1 ∧ · · · ∧Xk).
Note that if mi = 0, the smash product may not be linear on the ith factor even if Xi
is an H-space. The reason is as follows. Each element in pi0X may be represented by a
pointed map S0 → X or a point in X. The second interpretation is used in the following.
Suppose X1 is an H-space and i = 0, j > 0. Then ([a] + [b]) ∧ [f2] is represented by
Sj
f2−→ X2 → (a+ b) ∧X2
while [a] ∧ [f2] + [b] ∧ [f2] is represented by
Sj → Sj ∨ Sj → X2 ∨X2 → (a ∧X2) ∨ (b ∧X2)→ X1 ∧X2.
The former representing map seems to correspond to [f2] whereas the latter seems to
correspond to [f2]+[f2] and thus they seem not to be homotopic in general. For example,
consider (Z/3Z) ∧ S1. Z/3Z can be regarded as a discrete H-space and (Z/3Z) ∧ S1 ∼=
S1 ∨ S1. The smash product
Z/3Z× Z = pi0(Z/3Z)× pi1S1 → pi1((Z/3Z) ∧ S1) ∼= pi1(S1 ∨ S1) = F2
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sends (0, 1) to the identity, (1, 1) and (2, 1) to the two standard free generators of F2.
Hence 1 = (1 + 2) ∧ 1 6= (1 ∧ 1) · (1 ∧ 1).
Now suppose both X1, X2 are H-spaces and i = j = 0. Then pi0X1 × pi0X2 →
pi0(X1 ∧ X2) sends ([a], [b]) to [a ∧ b]. Note that X1 ∧ X2 is not an H-space generally
since (e ∧ e, e ∧ e) = (a ∧ e, e ∧ b) 7→ (a, b) which may not be the identity. Thus there is
no natural definition of [a] ∧ [b] + [a′] ∧ [b] = [a ∧ b] + [a′ ∧ b].
Proposition 10.2. For any pointed map φ : X1 ∧ · · · ∧Xk → X, the composite
pim1X1 × · · · × pimkXk ∧−→ pim(X1 ∧ · · · ∧Xk)
φ∗−→ pimX,
is linear on the ith factor if mi ≥ 1. In particular, it is multilinear if all mi ≥ 1.
Recall S0 = {1,−1} with basepoint 1. Choose a generator of H˜0S0 = H0(−1) ⊂
H0S
0 and denote it ι0. Let ιk be the generator of H˜kS
k = HkS
k (k ≥ 1) via the
suspension isomorphism H˜0S
0 ∼= H˜1S1 ∼= H˜2S2 ∼= · · · . Then from Si ∧ Sj ∼= Si+j
(i, j ≥ 0),
H˜iS
i × H˜jSj ∧−→ H˜i+j(Si ∧ Sj)
∼=−→ H˜i+jSi+j , (ιi, ιj) 7→ ιi ∧ ιj 7→ ιi+j .
For i ≥ 0, the Hurewicz map is
h : piiX → HiX [f ] 7→ f∗(ιi),
where f∗ : HiSi → HiX is the induced homomorphism of the pointed map f : Si → X.
Note that h : pi0X → H0X = Z[pi0X] sends a ∈ pi0X to a ∈ pi0X ⊂ Z[pi0X] and thus is
not a homomorphism! For instance,
h : Z = pi0ΩnSn → H0ΩnSn = Z[Z] = Z[. . . , t−2, t−1, 1, t, t2, . . .]
sends i to ti (n ≥ 1).
10.1. SMASH PRODUCT ON HOMOTOPY GROUPS 133
Lemma 10.3. The following diagram is commutative for mi ≥ 0
pim1X1 × · · · × pimkXk
∧- pim(X1 ∧ · · · ∧Xk)
Hm1X1 × · · · ×HmkXk
h×···×h
? ∧- Hm(X1 ∧ · · · ∧Xk).
h
?
Proof. It suffices to consider the case k = 2. For i, j ≥ 0, [f ] ∈ piiX and [g] ∈ pijY , the
following diagram is commutative
HiS




- Hi+j(X × Y )
(f×g)∗
?
- Hi+j(X ∧ Y ).
(f∧g)∗
?
Thus (f ∧ g)∗(ιi ∧ ιj) = f∗ιi ∧ g∗ιj . Then
h([f ] ∧ [g]) = h[f ∧ g] = (f ∧ g)∗(ιi+j) = (f ∧ g)∗(ιi ∧ ιj) = f∗ιi ∧ g∗ιj = h[f ] ∧ h[g];
namely the following diagram
piiX × pijY ∧- pii+j(X ∧ Y )
HiX ×HjY
h×h




Proposition 10.4. For any pointed map φ : X1 ∧ · · · ∧Xk → X, the following diagram
is commutative for mi ≥ 0
pim1X1 × · · · × pimkXk
∧- pim(X1 ∧ · · · ∧Xk) φ∗- pimX
Hm1X1 × · · · ×HmkXk
h×···×h






Proof. Commutativity of the second square follows from the naturality of the Hurewicz
homomorphism.
From the above lemma, we can also see that ∧ : pi0X × pijY → pij(X ∧ Y ) (j ≥ 1)
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is generally not linear on the first factor. Let X be an H-space and [f ], [f ′] ∈ pi0X,
[g] ∈ pijY .
h(([f ] + [f ′]) ∧ [g]) = h([f ] + [f ′]) ∧ h[g] = (f + f ′)∗ι0 ∧ g∗ιj .
If ∧ is linear on the first factor, then
h(([f ] + [f ′]) ∧ [g]) = h([f ] ∧ [g]) + h([f ′] ∧ [g]) = f∗ι0 ∧ g∗ιj + f ′∗ι0 ∧ g∗ιj ,
but in general
(f + f ′)∗ι0 = h([f ] + [f ′]) 6= h[f ] + h[f ′] = f∗ι0 + f ′∗ι0.
Consequently, for l ≥ 1 and j ≥ 0, pilSl× pi0Y × pijY → pil+jY is generally not linear on
the second factor pi0Y .
10.2 Induced Operations on Homotopy Groups
For α ∈ Zk[Sl,C ] (l ≥ 1), if θα ' µ′k restricted to the fat wedge FW(Sl × Y k), then for
a group-like C -space Y we have a smash operation θ¯α : Sl ∧ Y ∧k → Y inducing
(θ¯α)∗ : pil′Sl × pim1Y × · · · × pimkY → pil′+mY
which is linear on pil′S
l for l′ ≥ l and linear on pimiY for mi ≥ 1. For [φ] ∈ pil′Sl, we
have the following commutative diagram
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where φ¯ : pil+mY → pil′+mY , [f ] 7→ [f ◦ (φ ∧ idSm)], following from the obvious commu-
tative diagram
Sl
′ ∧ Sm1 ∧ · · · ∧ Smk - Sl ∧ Y ∧k θ¯α- Y




So we shall only consider the case l′ = l. Since (θ¯α)∗ is linear on pilSl, we need only
consider
θ˜α := (θ¯α)∗(ι;−) : pim1Y × · · · × pimkY → pil+mY.
Also use the same notation to denote
θ˜α := (θ¯α)∗(ι;−) : Hm1Y × · · · ×HmkY → Hl+mY.
Proposition 10.5. Under the condition of Theorem 9.6 and assuming that Y is a
group-like C -space, for α ∈ Z2[Sl,C ], θ˜α : pim1Y × pim2Y → pil+m1+m2Y is linear on









for mi ≥ 0.
Proposition 10.6. Under the condition of Theorem 9.13 and assuming that Y is a
group-like C -space, for α ∈ Zk[S1,C ], θ˜α : pim1Y0 × · · · × pimkY0 → pi1+mY0 is linear on
pimiY if mi ≥ 1 and the following diagram is commutative
pim1Y0 × · · · × pimkY0
θ˜α- pi1+mY0






for mi ≥ 0.
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Example 10.7. The Samelson product [−,−] : ΩX ∧ΩX → ΩX induces a product on
homotopy groups
[−,−] : piiΩX × pijΩX → pii+jΩX.
For n ≥ 2, θ¯ι = θ¯ιn−1 : Sn−1 ∧ ΩnX ∧ ΩnX → ΩnX induces a product
θ˜ι : piiΩ
nX × pijΩnX → pii+jΩnX.
For α ∈ Brunk/ca(Pk), θ¯α : S1 ∧ (Ω20X)∧k → Ω20X induces
θ˜α : pim1Ω
2
0X × · · · × pimkΩ20X → pi1+mΩ20X,
namely
θ˜α : pi2+m1X × · · · × pi2+mkX → pi3+mX
for mi ≥ 1. In particular when n ≥ 3, X = Sn and 2 +mi = n,
θ˜α : pinS
n × · · · × pinSn → pi3+k(n−2)Sn.
Clearly each α ∈ Brunk/ca(Pk) gives an element θ˜α(ι(k)n ) ∈ pi3+k(n−2)Sn. Thus the
identity map of Sn generates a family of elements in pi∗Sn under all θ˜α and there will
be more if we take (mixed) iterations of these operations. If k ≥ 3, θ˜α is unfortunately
trivial in homology since Brunnian braids are commutators, so that information of θ˜α
on homotopy groups can not be obtained from homology.
Corresponding to the relation between θ¯ι and the Samelson product, the induced
operation θ˜ι on homotopy groups is related to the Whitehead product
[−,−] : piiΩnX × pijΩnX = pin+iX × pin+jX → pi2n−1+i+jX.
Proposition 10.8. For x ∈ piiΩnX and y ∈ pijΩnX (i, j ≥ 1),
θ˜ι(x, y)− [x, y] ∈ Ker (h : pin−1+i+jΩn0X → Hn−1+i+jΩn0X),
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where h is the Hurewicz homomorphism.
This proposition is an immediate consequence of the following lemma (cf. Cohen
[12], pages 214–215).
Lemma 10.9. The following diagram is commutative for i, j ≥ 1
piiΩ






where the Browder operation λn−1 = (−1)(n−1)i+1θ∗(ιn−1 ⊗ a⊗ b).
It should be noted that Cohen’s lemma does not hold generally if i = 0 or j = 0.
Noting θ : C2(2)×Ωni Sn ×Ωnj Sn → Ωni+jSn, λn−1(ιn, ιn) ∈ Hn−1Ωn2Sn, while h[ιn, ιn] ∈
hpin−1ΩnSn = hpin−1Ωn0Sn ⊆ Hn−1Ωn0Sn. It seems they would become the same after
translating λn−1(ιn, ιn) into Hn−1Ωn0Sn.
It is also natural to make the following conjecture.
Conjecture 10.10. θ˜ι coincides with the Whitehead product [−,−] on homotopy groups,
namely the following diagram is commutative
pin+iX × pin+jX [−,−] // pi2n+i+j−1X
piiΩ
nX × pijΩnX θ˜ι // pin−1+i+jΩnX
Composed with the canonical inclusion X ↪→ ΩnΣnX, smash operations also provide
operations connecting the homotopy groups of various suspensions of a space. Namely,
for a path-connected pointed space X, if there is a map Sl ∧ (ΩnX)∧k → ΩnX, then
Sl ∧X∧k ↪→ Sl ∧ (ΩnΣnX)∧k → ΩnΣnX
induces a multilinear homomorphism
pim1X × · · · × pimkX → pim1ΩnΣnX × · · · × pimkΩnΣnX → pil+mΩnΣnX = pil+n+mΣnX
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for mi ≥ 0. Here mi can be 0 as pi0X = 1 and pi0ΩnΣnX = 1 since X is path-connected.
Thus the Samelson product
X ∧X ↪→ ΩΣX ∧ ΩΣX [−,−]−−−→ ΩΣX
induces a bilinear homomorphism
piiX × pijX → piiΩΣX × pijΩΣX → pii+jΩΣX = pi1+i+jΣX,
and
Sn−1 ∧X ∧X ↪→ Sn−1 ∧ ΩnΣnX ∧ ΩnΣnX θ¯ι−→ ΩnΣnX
also induces a bilinear homomorphism
piiX × pijX ↪→ piiΩnΣnX × pijΩnΣnX → pin−1+i+jΩnΣnX = pi2n−1+i+jΣnX.
Similarly, for α ∈ Brunk/ca(Pk), θ¯α : S1 ∧ (Ω20X)∧k → Ω20X gives
S1 ∧X∧k ↪→ S1 ∧ (Ω2Σ2X)∧k θ¯α−→ Ω2Σ2X
inducing a multilinear homomorphism
pim1X × · · · × pimkX → pim1Ω2Σ2X × · · · × pimkΩ2Σ2X → pi1+mΩ2Σ2X = pi3+mΣ2X.
If smash operations Sl ∧ (ΩnX)∧k → ΩnX could also be established for n, k ≥ 3, then
they would induce multilinear homomorphisms
pim1X × · · · × pimkX → pil+n+mΣnX.
It is of particular interest to consider this type of operations on the homotopy groups
for various spheres Sn, n ≥ 1. The Samelson product on ΩX induces a binary operation
from pi∗Sn to pi∗Sn+1, smash operations on Ω2X induce operations from pi∗Sn to pi∗Sn+2,
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and smash operations on ΩmX induce operations from pi∗Sn to pi∗Sn+m. Hence all the
homotopy groups of all spheres {pimSn}m,n≥1 can be connected by these operations.
Smash operations are also connected to the homotopy groups of wedges of spheres.
Recall that the set of all operations on homotopy groups is in one-to-one correspondence
with homotopy groups of wedges of spheres (cf. [29], Chapter XI, Theorem 1.3). Let
X = S2+m1 ∨ · · · ∨ S2+mk , and ι2+mi the homotopy class of the inclusion S2+mi ↪→ X.
Hence we have the following functions from the conjugacy classes of Brunnian braids to
the homotopy groups of certain wedges of spheres
Θ˜22 : P2 → pi3+i+j(S2+i ∨ S2+j)
α 7→ θ˜α(ι2+i, ι2+j)
where i, j ≥ 0, and
Θ˜k2 : Brunk/ca(Pk)→ pi3+m(S2+m1 ∨ · · · ∨ S2+mk)
α 7→ θ˜α(ι2+m1 , . . . , ι2+mk)
where m1, . . . ,mk ≥ 1 and Brunk/ca(Pk) is the conjugacy classes of Brunk modulo the
conjugation action of Pk.
10.3 Structures of Homotopy Groups
All these induced smash operations on homotopy groups can be assembled together to
give a conceptual description of the structure of homotopy groups. We shall deal with
algebraic operads in the following. One may refer to [20] for algebraic operads.
First let us look at pi∗(Ω0X) from the point of view of algebraic operads. The
Samelson product on homotopy groups
θτ = [−,−] : piiΩ0X × pijΩ0X → pii+jΩ0X
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generates a free algebraic operad such that pi∗Ω0X is a module over this algebraic operad
with kernel essentially captured by the following two relations ([10], Proposition 1.5)
[a, b] = (−1)ij+1[b, a], [[a, b], c]− [a, [b, c]] + (−1)ij [b, [a, c]] = 0.
Under the conditions of Theorem 9.13 and if C is symmetric, the action of Sk
on [S1,C (k)] restricts to an action of Sk on Zk[S1,C ]. Let F (Z[S1,C ];Z) be the
free symmetric algebraic operad over Z[S ] = {Z[Sk]}k≥0 generated by Z[S1,C ] =
{Zk[S1,C ]}k≥1. Note that Zk[S1,C2] = Brunk/ca(Pk). (One may also consider non-
symmetric C .)
Theorem 10.11. Under the conditions of Theorem 9.13 and if C is symmetric, pi∗Y0
is a module over F (Z[S1,C ];Z), that is pi∗Y0 admits a natural action of the operad
F (Z[S1,C ];Z). In particular, pi∗Ω20X is a module over F (Z[S1,C2];Z).
If Z is replaced by F = Z/p or Z(p), then pi∗(Y0,F) is an algebra over F (Z[S1,C ];F)
which is an algebraic operad over F[S ] = {F[Sk]}k≥0.
The identity map of Sn (n ≥ 3) and suspensions of the two Hopf maps S3 → S2
and S7 → S4 in particular generate families of elements in pi∗Sn under the action of
F (Z[S1,C2];Z).
Remark 10.12. Each smash operation S1 ∧ Y ∧k0 → Y0 can be stabilized to a map S1 ∧
(Ω∞Σ∞Y0)∧k → Ω∞Σ∞Y0 which induces an operation on the stable homotopy groups
of Y0. Thus the stable homotopy groups of Y0 is also a module over F (Z[S1,C ];Z).
In particular for a path-connected space X, each S1 ∧ (Ω2Σ2X)∧k → Ω2Σ2X can be
stabilized to a map S1 ∧ (Ω∞Σ∞X)∧k → Ω∞Σ∞X and the stable homotopy groups
piS∗X is a module over F (Z[S1,C ];Z). It is, however, still unknown if such structure is
essential.
Theorem 10.11 is conceptual. Examples and a more explicit description are of course
demanded. For further investigation in future, a few problems are proposed in the
following.
Problem 10.13. Extract nontrivial information, as much as possible, of smash op-
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erations and their induced operations on homotopy groups, in particular the family
of elements of pi∗Sn (n ≥ 3) generated by the identity map of Sn under the action
of F (Z[S1,C2];Z). If k ≥ 3, smash operations on Ω20X are unfortunately trivial in
homology so that methods to do this would be more homotopy theoretical.
Problem 10.14. Understand Zk[S1,C2] = Brunk/ca(Pk) and the free algebraic operad
F (Z[S1,C2];Z).
Remark 10.15. The conjugacy classes of Brunnian braids are related to Lie(n) due to Li
and Wu [19]. The conjugation action of Pn on Brunn factors through the abelianization
Brunabn . Namely the projection
Brunn  Brunabn
induces a function
Brunn/ca(Pn) Brunabn /ca(Pn) = Brunabn ⊗Z[Pn] Z.
Moreover, the conjugation action ofBn on Brunn induces an action of Sn on Brun
ab
n ⊗Z[Pn]
Z. Li and Wu in [19] show that there is an epimorphism of abelian groups
Brunabn ⊗Z[Pn] Z Lie(n− 1)
and Lie(n−1) admits an Sn-action such that this is a homomorphism of Z[Sn]-modules.
Moreover, Wu conjectures that this epimorphism is an isomorphism of Z[Sn]-modules.
Problem 10.16. Determine the kernel of the action of F (Z[S1,C2];Z) on pi∗Ω20X. The
kernel would be generated by certain relations analogous to the relations of the Samelson
product [−,−] : piiΩX × pijΩX → pii+jΩX ([10], Proposition 1.5),
[a, b] = (−1)ij+1[b, a], [[a, b], c]− [a, [b, c]] + (−1)ij [b, [a, c]] = 0.
Problem 10.17. Extend the smash operations on Ω20X to Ω
2X so that pi0Ω
2X = pi2X
can be included. If this could be done, then the identity map of S2 would generate a
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family of elements in pi∗S2 as well. If Conjecture 9.4 could be proved, then the results
on pi∗Ω20X could be generalized to pi∗ΩnX for n ≥ 3.
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