Sums of log-normals frequently appear in a variety of situations, including engineering and financial mathematics. In particular, the pricing of Asian or basket options is directly related to finding the distributions of such sums. There is no general explicit formula for the distribution of sums of log-normal random variables. This paper looks at the limit distributions of sums of log-normal variables when the second parameter of the log-normals tends to zero or to infinity; in financial terms, this is equivalent to letting the volatility, or maturity, tend either to zero or to infinity. The limits obtained are either normal or log-normal, depending on the normalization chosen; the same applies to the reciprocal of the sums of log-normals. This justifies the log-normal approximation, much used in practice, and also gives an asymptotically exact distribution for averages of lognormals with a relatively small volatility; it has been noted that all the analytical pricing formulae for Asian options perform poorly for small volatilities. Asymptotic formulae are also found for the moments of the sums of log-normals. Results are given for both discrete and continuous averages. More explicit results are obtained in the case of the integral of geometric Brownian motion.
Introduction
The log-normal distribution has had a very large number of applications; the book of Crow and Shimizu (1988) lists reliability (lifetime distribution), biology (growth models), ecology, atmospheric sciences and geology and other applications. One reason for the appeal of the log-normal in modelling is obvious: if a quantity is positive, then assuming that the logarithm of the quantity is normally distributed yields a tractable model which is relatively easy to estimate statistically. Another reason is the stability of the log-normal when taking products. As Dennis and Patil (1988) wrote (in Crow and Shimizu (1988) ), 'Whenever quantities grow multiplicatively, the log-normal becomes a leading candidate for a statistical model of such quantities.' This explains in good part the persistence of the geometric Brownian motion model for security prices in economics and finance.
An unfortunate problem arises when sums of log-normals are considered, in that the distribution of sums of log-normals is never log-normal; moreover, the convolution of log-normal distributions does not have a simple explicit expression. The sum of log-normals arises naturally in a variety of models; two specific examples are (i) mobile radio cellular systems, where they appear in the signal-to-noise ratio (see Slimane (2001) ), and (ii) the pricing of average or basket 748 D. DUFRESNE options in finance (references are given below). Some approximations and bounds have been suggested. This paper concerns the asymptotic distributions of the sums of log-normals.
This author has encountered sums of log-normals in two related contexts: (i) the pricing of Asian and basket options and (ii) the study of an integral functional of Brownian motion (given in (1.1) below). The second problem is particularly interesting because explicit expressions for the law of the integral do exist, but are relatively complicated. In finance, the integral (1.1) occurs in the pricing of so-called Asian options (see below); the integral is itself an approximation of the actual quantity which defines the payoff of average options, which is of course a discrete average of prices of the security. The integral in (1.1) also arises in other models, for instance in physics (disordered systems); see for instance Comtet et al. (1998) have the same distribution for each fixed t ≥ 0 (Dufresne (1989) , Carmona et al. (1997) ). Some details will now be given regarding Asian and basket options. The payoffs of Asian (or average) options are expressed in terms of the average price of some security (stock, market index) or commodity. Basket options have payoffs which depend on linear combinations of the prices of several securities. In options on commodities (such as crude oil or natural gas), the price of the underlying security is often replaced with an average in order to decrease volatility, or else to reduce the possibility of manipulating prices close to expiration. If, as in the Black-Scholes model, the underlying securities are modelled as geometric Brownian motions, then the pricing of Asian or basket options is intimately related to finding the distribution of the sum or of the integral of geometric Brownian motions; some explicit results are known in the particular case where an Asian option has continuous averaging with equal weights, see Geman and Yor (1993) and Dufresne (2000) for details. The case of continuous averaging is, of course, an idealization of reality, but more explicit results have so far been found regarding continuous averages than for discrete ones; the continuous averaging formulae (with appropriate corrections) are good approximations of the discrete ones when the averaging dates are numerous enough and spread evenly through time; however, for other types of averages, there are no explicit formulae for option prices. Moreover, the explicit formulae known so far in the continuous case are not simple. The consequence is that practitioners rely on approximate formulae (mostly the log-normal approximation and Edgeworth series) or on Monte Carlo simulations. The log-normal approximation is sometimes very accurate, a fact which has apparently not been justified mathematically so far; Taleb (1997, Chapters 22 and 23) mentioned the lognormal approximation, but, with regard to Asian options, recommended the use of Monte Carlo simulations whenever volatility exceeds 30%. This empirical observation relates directly to the conclusions of this paper, as it will be shown that the limit distribution of the sums or averages involved in Asian or basket options are either normal or log-normal as volatility tends to 0. With
The log-normal approximation 749 the exception of two brief numerical examples in Section 7, this paper deals exclusively with the mathematical derivations of the limit distributions; the numerical comparison of option prices with their approximation is left for subsequent contributions. The combinations of geometric Brownian motions considered are general enough to include all Asian or basket options, whether discrete, continuous, or mixed.
Some required facts will now be recalled with respect to the only particular case where explicit formulae are known for the density of sums of log-normals. As explained by Geman and Yor (1993) This transformation has been used elsewhere by Yor (including many of the papers reproduced in ) and by this author, Dufresne (2000 Dufresne ( ), (2001a Dufresne ( ), (2001b . This parametrization is advantageous in many ways, as shown especially by the work of Marc Yor. However, the above transformation may not be the most natural one for the purpose of finding the asymptotic distribution of (1.1) when T tends to zero or infinity. We will instead use the following one: let = denotes equality in distribution). It can be seen that t is the cumulative variance (or quadratic variation) of the logarithm of B over the time period [0, t] . The standardized drift ν may be positive or negative.
Both parametrizations (1.2) and (1.3) remove σ from the algebraic manipulations. Letting t or t tend to 0 can mean either leaving the maturity T fixed while letting σ decrease to 0, or else leaving the volatility σ fixed while letting maturity decrease to 0. We can go from one set of parameters to the other by employing the identity in distribution
A complete list of references on Asian option pricing will not be given here; the reader is referred to Dufresne (2000) and Linetsky (2001) . The greater difficulty of pricing Asian options with short maturities, or small volatilities, was noticed by Rogers and Shi (1995, p. 1087) , who solved the associated PDE numerically, and also by Fu et al. (1999) , who inverted Geman and Yor's (1993) Laplace transform for Asian calls. Dufresne (2000) was unable to compute Asian option prices for t smaller than approximately 0.1, while the Laguerre series performed better as t increased (the number of required terms decreases with increasing t). Linetsky (2001) also noticed that more terms of his series expression for Asian option prices are required for small t; he was able to get an accurate price in a case where t = 0.09 at the cost of computing 57 terms of the series, and 400 terms are required in one case where t = 0.01, while larger t require less computational effort. Now, an option with a maturity of one year on an underlying security with a volatility σ = 0.30 has a normalized maturity of t = 0.09. A one-month averaging period in an oil or gas price with 60% annual volatility yields t = 0.03. Much shorter standardized maturities t result when the original maturity or volatility are smaller. A maturity of T = 1 12 (one month) and a 10% annual volatility means that t = 0.000833. Standardized volatilities of 0.0001 or less arise in practice. Therefore, it would seem that the analytical expressions known so far for Asian options, as well as some of the numerical procedures, are good mostly for relatively large values of t, which are not very common in practice.
The conclusion is that there is a clear need for better approximations for small t. Observe that simulation does not seem to suffer from the small-t problem, but has, however, its own difficulties when used to price Asian options; see for instance Vázquez-Abad and Dufresne (1998), Fu et al. (1999) , and Su and Fu (2000) .
The same phenomenon is observed for the known formulae for the density of
where
The trigonometric function in this expression causes numerical problems because of the increasing oscillations of the integrand when t gets smaller. Observe that the factor exp(π 2 /2t) is getting larger at the same time. The Laguerre series obtained in Dufresne (2000) also suffer from the small-t problem, though the reason is apparently that the required moments of 1/A (µ) t get very large when t is small. Dufresne (2001b) obtained the following expression for the density of 1/2A
for x > 0, where
and H µ (·) is the Hermite function (Lebedev (1972, p. 290) ). Again there is a trigonometric function with an argument in 1/t and a factor exp(π 2 /8t), which cause numerical instability when t is small.
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Sections 2 and 3 deal with continuous averaging. The limit distributions are normal or log-normal when t tends to 0, and log-normal when t tends to infinity. The log-normal approximation is given what may be its first rigorous justification. (As far as this author knows, the only prior justification of the log-normal approximation, though imperfect, is the result given in Theorem 3.3(b) below, which shows that, as t tends to infinity, the normalized logarithm of M 0 t tends to the law of the absolute value of a normal variable; Revuz and Yor (1999, p. 48 ) traced this result back to Durrett (1982) .) Section 2 looks at limits of M ν t when t tends to 0, while Section 3 is concerned with limits as t tends to infinity. The results in Section 2 should be contrasted with the (seemingly) very different ones obtained by Barrieu et al. (2004) .
Readers interested in discrete sums (as opposed to integral functionals of Brownian motion) may wish to skip to Sections 4 and 5. Section 4 defines a general integral functional of several geometric Brownian motions, which includes the combinations or averages involved in all Asian or basket options, and studies its distribution as the volatilities tend to 0. Again, normal and log-normal distributions are obtained in the limit. This paper does not say which of the two approximations, normal or log-normal, will be best for pricing Asian options or in other situations; this topic is left for further investigation.
Section 5 compares two slightly different log-normal approximations, and also shows that the difference of two log-normals approximates combinations with both positive and negative weights. Section 6 looks at the limits of processes related to Asian option pricing when volatility tends to 0. Section 7 concludes the paper with ideas for further study, including two numerical examples of Asian option prices with their normal and log-normal approximation. Appendix A derives some asymptotic formulae for the moments of 1/A (µ) t that are used in some of the proofs, but which are of interest in their own right.
The 'big oh' and 'small oh' symbols have their usual meanings:
if |a(t)/t k | remains bounded as t decreases to 0, and
We denote by N m,s 2 a random variable with a normal N(m, s 2 ) distribution. We denote convergence in distribution by D − → and almost sure convergence by a.s.
−→. We will use the following general results related to convergence in distribution (Billingsley (1999, p. 27 
2. Suppose that X n D − → X * and that {X n } is uniformly integrable; then E X n → E X * . A sufficient condition for uniform integrability is that sup n E |X n | 1+ε < ∞ for some ε > 0; another is that (d) ) is onedimensional standard Brownian motion, and the above notation is also used for its running maximum and minimum, but it is not assumed that these Brownian motions are independent.
2. Limit distribution of M ν t as t tends to 0 Theorem 2.1. (Normal limit as t → 0+.) Let
and, for k ∈ N,
Proof. First, let m(t) = t and v(t) = t 3 /3. An obvious change of variable yields that
The distribution of M ν t is the same as that of
We find that
where ζ lies between 0 and x √ t. Apply this with x = νu √ t + B u : since the trajectories of Brownian motion are almost surely continuous, they are also almost surely bounded over finite intervals, and the ζ above almost surely tends to 0 uniformly in u. We thus have
Moreover, the function on the left-hand side is uniformly bounded when 0 < t, u < 1 (considering a single continuous trajectory of B). Hence,
It is well known that the distribution of the integral on the right-hand side is normal with mean 0 and variance 1 3 .
The log-normal approximation 753 Finally, it is possible to replace m(t) = t with E M ν t because
as t decreases to 0 (see (2.5) below). Similarly, v(t) = t 3 /3 may be replaced with the standard deviation of M ν t because of (2.7) below. For the convergence of moments (in (2.1)), we give two possible proofs, (i) and (ii). The first one is more straightforward, but incomplete.
(i) Suppose that m(t) = E M ν t and v(t) = t 3 /3. Recall the formula for the moments of M ν t (Ramakrishnan (1954), Dufresne (1989 ), Yor (1992 ):
where 6) which implies (by subtracting the square of (2.5)) that
We have thus proved (2.1) for k = 1, 2. The author has checked the cases k = 3, . . . , 6 in the same way, that is, by considering the Taylor series of the moments up to the required order, and then simplifying (the reader is spared the messy details). The case of arbitrary k has not been proved in this fashion, though this appears feasible.
(ii) Suppose that m(t) = t and v(t) = t 3 /3. Since 1 − e −x ≤ x for nonnegative x, we find that (see (2.3)) The last inequality follows since
where ζ lies between 0 and x √ t, which is valid for x > 0. Noting that B andBe √ tB are both integrable, we have thus shown that the variables in (2.3) (when 0 < t < 1) are bounded below and above by integrable random variables; they are hence uniformly integrable. Since (2.3) converges in distribution as t → 0+, those inequalities imply convergence of first moments to the first moment of the limit distribution (see the end of Section 1). The same reasoning works for higher moments, only raise the inequalities to the appropriate power and note that the variables B k andB k e k √ tB are integrable for any k ∈ N.
The same results (in (i) or (ii)) are correct if m(t) = E M ν t instead of m(t) = t, since
which is seen to tend to 0 by a recursive argument. The same limits (2.1) hold if v(t) is replaced with var M ν t because of (2.7), which completes the proof. Remark 2.1. Yor (2001, p. 54) recently found that the formula (2.4) for the moments of M ν t had previously appeared in Ramakrishnan (1954) , in relation to an astronomical model. Remark 2.2. When one of the constants {α k ; k ≥ 1} equals 0, the expressions for the moments are slightly different, as explained by Dufresne (1989) . This does not affect the results above.
Theorem 2.2. (Log-normal limit as t → 0+.) Let m(t) and v(t) be as in Theorem 2.1. Then, as t
We will use the following lemma.
Lemma 2.1. Assume that, as n tends to infinity, the constants {a n ; n ≥ 1} tend to 0.
(a) Suppose the sequence of random variables {Z n ; n ≥ 1} converges in distribution to Z * . Then 1 a n log(1 + a n Z n )1 {1+a n Z n >0}
The log-normal approximation 755 (b) Conversely, suppose that {U n ; n ≥ 1} converges in distribution to U * . Then e a n U n − 1 a n
Proof. To prove (a), apply Skorokhod's representation theorem (Billingsley (1999, p. 70) ): there is a probability space (˜ ,F ,P) on which variables {Z n ; n ≥ 1} andZ * are defined, such thatZ n D = Z n for all n,Z * D = Z * and Z n convergesP-almost surely toZ * . Clearly, 1 {1+a nZn >0} converges almost surely to 1 as n tends to infinity, and so 1 a n log(1 + a nZn )1 {1+a nZn >0} =Z n 1 a nZn
Part (b) of the lemma is proved similarly.
Proof of Theorem 2.2. The limit distribution (2.10) follows at once from Lemma 2.1(a) and 
as t → 0+. Hence, the variables in the middle of (2.13), raised to a power k ≥ 1, are uniformly integrable, and thus all moments converge to those of the limit distribution. This completes the proof.
Theorem 2.2 implies in particular that
as t → 0+.
Theorem 2.3. (Normal limit for reciprocal average as t → 0+.) Let m(t) and v(t) be as in Theorem 2.1. Then, as t → 0+,
Proof. There are at least two ways to prove convergence in distribution. One is to use Lemma 2.1(b): let
(t) m(t) .
A second more direct proof also yields convergence of moments. Initially, let m(t) = t, and recall (2.2), (2.8), (2.9) and (2.12). Then
The last expression is easily seen to converge to
while it is bounded below by
tB + e νt − 1 νt
and bounded above by
tB .
Those two bounds converge to √ 3B and √ 3B respectively, and are each uniformly bounded (when 0 < t < 1, say) by variables which have all moments finite.
The proof for m(t) = E M ν t is obtained as follows. Denote by X t the right-hand side of (2.14) and let
which tends to 0 almost surely as t → 0+. This shows that Y t has the same limit distribution as X t . Finally, turn to moments: for k ≥ 1,
where the expectations on the right all tend to 0 as t → 0+, and so the kth moments of X t and Y t have the same limit. This completes the proof.
Theorem 2.3 implies that
as t → 0+. These could also be obtained (with a little more effort) from the integral formulae for the moments of 1/M ν t ; see Dufresne (2000, p. 417) . As a last comment, observe that Lemma 2.1 may be reformulated as follows.
Corollary 2.1. Suppose that a n , b n , X n > 0 and b n /a n → 0. Then the following are equivalent:
When considering limit distributions as t → 0+, the normal and log-normal limits occur simultaneously because
which explains why there is a log-normal limit distribution in the next section, but no normal limit. Recall (Dufresne (1990) 
Limit distributions of M ν t as t tends to infinity
does not converge to a normal distribution as t → ∞. If ν ≥ −1, then it tends to 0 almost surely.
Proof. First, suppose that ν < 0. Then M ν t converges almost surely to an inverse gamma variable, while the denominator tends either to a positive constant or to +∞. A normal limit distribution is impossible. If −1 ≤ ν < 0, then, by (2.5), (2.6) and (3.1), the variance of M ν t tends to infinity, while the squared mean either tends to a constant or tends to infinity at a slower rate than the variance. Hence, (3.2) tends to 0 almost surely if −1 ≤ ν < 0.
Suppose next that ν ≥ 0. From (2.5) and (2.6), 
does not converge to a normal distribution as t → ∞. If ν ≥ 0, then the above variable tends to 0 almost surely.
Proof. If ν < 0, then the limit distribution is obviously a gamma(−2ν, 1) distribution minus its mean and divided by its standard deviation.
For ν ≥ 0, it is perhaps easier to consider the expression (3. 
Obviously, a(µ) > −2µ for all µ > 0, which ends the proof. 
(c) Suppose that ν > 0. Then
Proof. Part (a) is an obvious consequence of (3.1). The limit distribution in (b) has a wellknown proof; see Comtet et al. (1998, Section 3.1) or Revuz and Yor (1999, Exercise 1.18, p. 23 ). We will give another proof, based on Bougerol's identity (for more details on the results used below, see Bougerol (1983) and Alili et al. (1997) ). This identity says that, if (V , W ) is two-dimensional Brownian motion, then
for each fixed t > 0. This is equivalent to
t . This implies that
The second term on the left-hand side tends to 0 almost surely as t tends to infinity, and sinh 2 y behaves like e 2|y| /4 as y → ±∞, which yields that
This is the result sought, by (1.4). Convergence of moments in (b) results from the same uniform integrability argument as in the proof of Theorem 2.1 after noting that
In (c), time reversal implies that, for any ν (Dufresne (1989) ),
Take logarithms on either side, subtract νt and divide by √ t to get
The first summand on the right-hand has an N(0, 1) distribution, while the second one converges to 0 almost surely. To prove convergence of moments, it is sufficient to show that the last expression is uniformly integrable. This is done by noting that it has lower and upper bounds
respectively. Those bounds are uniformly integrable, because
Part (b) of Theorem 3.3 implies that, as t → ∞,
while part (c) means that, for ν > 0,
Observe that exact integral expressions can be found for the moments of log M ν t , using the density (1.5). Comtet et al. (1998) gave other formulae regarding the first moment of log M ν t .
Limits of more general sums of log-normals
The continuous averages with equal weights studied in the previous sections are important mathematically, as they allow explicit formulae for many quantities of interest. However, financial (and other) computations concern discrete averages with weights which are not necessarily equal, and these are not always well approximated by continuous averages with equal weights. In this section, we consider more general averages involving any number of different securities. This includes all Asian and basket payoffs, as well as hybrids of the two types. For instance, an option's payoff might be based on the sum of the time-weighted averages of two securities S (1) and S (2) , say
(4.1)
Here (S (1) , S (2) ) would often be correlated log-normal processes. It is not possible to formulate the limit distribution problem in the same way here as it was in Section 2. In order to appreciate this, suppose that Brownian motion is sampled at times t 1 and t 2 , with 0 < t 1 < t 2 , yielding a weighted average
where F is the combination of Dirac measures w 1 δ t 1 + w 2 δ t 2 . Then, letting t decrease to 0, Y t loses one Dirac mass when t ∈ (t 1 , t 2 ), and is equal to 0 if t < t 1 , which does not yield a very interesting limit, whichever normalization is chosen. Some other way must then be used to find an approximation which preserves the measure F . There is an obvious choice: let σ tend to 0, rather than t. For example, denote the expression in (4.2) by Y σ , and consider the limit distribution
The last variable having a normal distribution, it is then simple to check that 
√ var Y σ tends to the standard normal as σ tends to 0, which is the same as Theorem 2.1. The counterparts of Theorems 2.2 and 2.3 then follow from Lemma 2.1, as before. In conclusion, letting t or σ tend to 0 lead to the same asymptotic distributions in the case of the integral in (1.1). From an intuitive point of view this is not surprising, since the variance of σ B t decreases to 0 as either σ or t tends to 0. (We remark that an alternative to letting σ tend to 0 would be to rescale the measure F such that its whole mass is concentrated 762 D. DUFRESNE increasingly close to 0. In light of the above comments, this possibility will not be considered, as it is equivalent to letting σ tend to 0.) Consequently, in this section we consider a vector of n correlated geometric Brownian motions (S (1) , . . . , S (n) ) ('log-normal processes') and look at the limit distributions of general averages (such as (4.1) above) when the volatilities of all the securities tend to 0. Rather than letting all the separate volatilities tend to 0, we simplify the algebra by introducing a factor p in all the volatilities: volatility of security k = pσ k , k = 1, . . . , n.
As p decreases to 0, all the volatilities tend to 0. We assume that Here (B (1) , . . . , B (n) ) is, under the risk-neutral measure, a vector of (possibly correlated) standard Brownian motions. We now describe the notation to be used for the averages. Rather than writing averages as in (4.1), we prefer writing any time-weighted combination of security k as an integral of the process exp(pσ k B , . . . , F (n) are signed measures, and look for limit distributions of X p (suitably normalized) as p tends to 0. First (Theorem 4.1), we consider normal limit distributions for
