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Abstract
The purpose of this study was the examination of the dynamics of electronic de-
fects introduced into DNA by UV irradiation or oxidative stress. Such defects may
either lead to damage in the DNA structure or to deactivation without adverse
effects, as determined by ultrafast processes. The simulation of such dynamics
presents several challenges, related to the extended structure of DNA, the presence
of non-adiabatic interactions between electronic and nuclear degrees of freedom,
and complex open-shell electronic wavefunctions requiring accurate computation
and a meaningful analysis. To allow for a reliable description of all these phe-
nomena a systematic approach going from smaller model systems to realistic DNA
fragments was chosen.
Simulations of charge transfer dynamics on smaller systems were performed to give
a detailed examination of the influence of non-adiabatic effects and of environmen-
tal polarization. Already at this stage very interesting insight into the underlying
physics of such processes could be obtained. Moreover, the applicability of the
available methodologies could be assessed and several critical points were iden-
tified. Significant method development, concerned with state-averaged MCSCF
gradients, with a local diabatization method for surface hopping dynamics, and
with QM/MM simulations, was performed to address these points leading the way
to more extended simulations. In addition an analysis procedure for excited states
in systems with several coupled chromophores was devised and implemented.
By considering larger systems new insight into several complex phenomena could
be obtained. Firstly, the processes leading to excimer formation in stacked pi-
systems were examined in the naphthalene dimer. It was found that a strongly
stabilized coherent excited state was formed through interactions between exci-
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tonic and CT configurations. Secondly, excitation energy transfer as well as pro-
ton coupled electron transfer in a hydrogen bonded base-pair analog were ana-
lyzed highlighting in particular non-adiabatic effects, which are involved in these
processes. Finally, a realistic simulation of the absorbing states in DNA was per-
formed, shedding new light onto several questions regarding excitonic and charge
transfer character of these states that had been discussed controversially in liter-
ature.
Deutsche Zusammenfassung
(German Abstract)
In dieser Arbeit wurde die Dynamik von elektronischen Defekten untersucht, die
in DNA durch die Einwirkung von UV Strahlung oder oxidativem Stress entste-
hen ko¨nnen. Ultraschnelle dynamische Prozesse bestimmen, ob diese Defekte zu
Scha¨den in der DNA fu¨hren oder ohne negative Effekte deaktiviert werden ko¨nnen.
Die Simulation dieser Dynamik stellt wegen der ausgedehnten Struktur von DNA,
wegen des Einflusses von nicht-adiabatischen Effekten, und wegen komplexer offen-
schaliger Wellenfunktionen der Elektronen einige Herausforderungen dar. Um all
diese Pha¨nomene zuverla¨ssig beschreiben zu ko¨nnen, wurde ein systematischer Zu-
gang gewa¨hlt, der von kleineren Modellsystemen zu realistischen DNA Fragmenten
fu¨hrte.
Durch Simulationen von Ladungstransfer Dynamik an kleineren Modellsystemen
konnte der Einfluss von nicht-adiabatischen Effekten und Polarisation der Umge-
bung untersucht werden. In dieser Phase konnte schon viel interessante Einsicht
in die zugrunde liegenden physikalischen Pha¨nomene gewonnen werden. Daru¨ber-
hinaus konnte die Anwendbarkeit von verschiedenen methodischen Strategien un-
tersucht werden, wobei einige kritische Punkte identifiziert wurden. Ausgiebige
Methodenentwicklung in Bezug auf SA-MCSCF Gradienten, lokale Diabatisierung
fu¨r Surface Hopping Dynamik und QM/MM Dynamik wurde durchgefu¨hrt um
diese Probleme zu behandeln und verla¨ssliche Simulationen an gro¨ßeren Systemen
zu ermo¨glichen. Zusa¨tzlich wurde eine Analyse von angeregten Zusta¨nden in Sys-
temen mit mehreren gekoppelten Chromophoren ausgearbeitet und implementiert.
Durch Rechnungen an gro¨ßeren Systemen konnte Einsicht in verschiedene kom-
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plexe Pha¨nomene gewonnen werden. Zuerst wurden die Prozesse, die in pi-stacks
zur Bildung eines Excimers fu¨hren untersucht. Dabei konnte vor allem gezeigt
werden, dass ein stark stabilisierter koha¨renter Zustand durch Wechselwirkungen
von Ladungstransfer- und excitonischen Konfigurationen entsteht. Weiters wur-
den in einem Modellsystem fu¨r Wasserstoff gebundene DNA Basenpaare Energie-
transfer und Protonen gekoppelte Elektronentransfer Prozesse untersucht, wobei
vor allem der Einfluss von nicht-adiabatischen Effekten aufgezeigt werden konnte.
Schließlich wurden realistische Simulationen der absorbierenden Zusta¨nde in DNA
durchgefu¨hrt. Diese ero¨ffnen neue Perspektiven zu verschiedenen Fragen bezu¨glich
deren excitonischem und Ladungstransfer Charakter, die bisher in der Literatur
kontrovers diskutiert wurden.
Chapter 1
Introduction
Deoxyribonucleic acid (DNA) is a basic building block of living cells, containing
the genetic code. Electronic defects introduced into this structure by UV light or
oxidative stress can potentially damage this macromolecule leading to mutations,
genomic instability or carcinogenesis. [1, 2] After a defect is introduced, it is the
initial molecular processes that determine whether damage or a deactivation with-
out adverse effects occur. [2,3] Many open questions remain and conflicting results
have been reported with respect to both photodynamics [3,4] and charge migration
processes. [5] The purpose of this study is to shed new light onto these processes
by means of quantum mechanical simulations at the molecular scale. A bottom-up
approach was chosen where the relevant physical phenomena and computational
methods were first explored on model systems before realistic simulations on DNA
fragments were performed. Interesting insight could be obtained at every step
along the way.
From a structural point of view, DNA is a closely packed double helix of aromatic
bases connected via a backbone of phosphate and sugar (Figure 1.1). Intra- and
interstrand interactions between DNA bases are crucial for determining the prop-
erties of the macromolecule. The precise evaluation of the involvement of these
interactions for defects is still a major area of research.
The influence of UV light on isolated nucleobases is now fairly well understood
thanks to a combined experimental and theoretical effort. [6–11] A major outcome
5
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Figure 1.1: Structure of the DNA double helix
of this research is that all nucleobases have highly efficient channels allowing for in-
ternal conversion to the ground state before damage occurs. These processes occur
on a picosecond time scale converting electronic excitation energy into vibrational
energy, which can be quickly dissipated to the environment. These processes are
mediated by specific strong distortions of the molecular geometry. An interest-
ing point in this context is that minimal modifications of the molecular structure
of these nucleobases may result in an inhibition of the decay processes leading
to increased fluorescence quantum yields and thus a higher probability of adverse
photochemical reactions. [7] Hence it has been argued that photostability may have
been one of the decisive selection factors in early evolution determining the precise
molecular structures of the nucleobases. [12] In single and double stranded DNA
the excited state behavior is significantly altered and aside from monomer-like de-
cay new transient signals with 10-100 ps lifetime and even nanosecond components
were reported. [4, 13–16] Both, delocalization due to excitonic interactions [4, 15]
and charge transfer between the bases [13, 17] are being considered as processes,
which may be responsible for these changes in the dynamical behavior. A number
of different results regarding these processes has been reported and many open
7questions remain in this area.
Charge migration in DNA is an active area of research as well. One important
question is whether charge transfer between bases occurs through incoherent hop-
ping or through a coherent superexchange mechanism, or if both mechanisms are
active at different length scales. [18,19] Moreover, the role of the environment and
DNA conformation was intensively discussed. [20–22] A critical question in this
context is whether electronic coupling is dominant leading to a delocalization of
the charge or whether solvent reorganization localizes it and furthermore if po-
laron formation, i.e. large scale structural distortions induced by the charge, plays
a role. [23–25]
Both areas discussed above are of highest interest. However, many open questions
and contradicting results remain. The challenge from an experimental viewpoint
is that the results (i.e. ultrafast transient decays) give only a very indirect indica-
tion of the actual processes. Moreover, the results reported strongly depended on
the experimental technique and setup. From computation quite divergent results
were reported as well, dependent on the model used. A particular problem in this
context is that several approximations have to be made when considering pro-
cesses of such complexity. However, without further investigations it is not quite
clear what exact strategy to take and if some of the approximations may lead to
artifacts. The purpose of this study was to examine the phenomena described
above in a bottom-up approach. Starting with smaller model systems, a detailed
investigation of the underlying physics and the applicability of existing compu-
tational models could be performed. Special challenges in this context were (i)
an accurate and efficient description of the electronic structure, (ii) the inclusion
of dynamical non-adiabatic interactions between electronic and nuclear degrees of
freedom, (iii) the coupling to the environment, and (iv) a meaningful analysis of
the electronic wavefunctions. In all of these areas significant methodological effort
had to be carried out, pertaining specifically to (i) electronic energy gradients at
the state-averaged multi-configurational self-consistent field level (Section 3.2), (ii)
an accurate integration of the time-dependent electronic Schro¨dinger equation in
the case of highly peaked non-adiabatic interactions (Sections 3.3 and 3.4), (iii)
the computation of environmental polarization with respect to a charged molecule
(Section 3.5), and (iv) an analysis of one-particle transition density matrices for
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excitonic and charge transfer interactions (Section 3.6).
Aside from these methodological efforts interesting calculations have been per-
formed on larger molecules with direct implications on processes occurring in DNA.
Calculations on the naphthalene dimer gave new insight into excimer formation
between pi-stacked molecules, a process which was considered as a major factor
increasing the decay times in stacked DNA bases (Section 3.6). [3, 26] Further-
more dynamics simulations on the 2-pyridone dimer, which can be seen as a model
for a hydrogen bonded nucleobase pair, were carried out (Section 3.4). Through
these simulations insight into excitation energy transfer and proton coupled elec-
tron transfer processes, which are also of highest interest in DNA (cf. Refs [4,27])
could be obtained. Finally, a detailed investigation of the UV absorbing states in
alternating DNA duplexes was performed (Section 3.7). This study may be a step
toward resolving the conflicts regarding the importance of excitonic and charge
transfer interactions, as outlined above.
Chapter 2
Theory and Computational
Models
In this chapter a brief introduction into the underlying theory and applicable
computational models will be given. A special focus will be laid on the areas
discussed within the main part of this thesis: accurate and efficient electronic
structure calculations, description of dynamic couplings between electronic and
nuclear degrees of freedom, inclusion of environmental effects, and the analysis of
electronic wavefunctions.
2.1 The Molecular Schro¨dinger Equation
In time-independent quantum mechanics the state of a system of N particles is
described by its wave function Ψ(r1, ..., rN) where ri = (xi, yi, zi, ωi) denotes the
three spatial and the spin coordinates of particle i. The physical meaning of
the wave function lies in the fact that the probabilty distribution is given by
the absolute square of the wave function, i.e. Ψ∗(r1, ..., rN)Ψ(r1, ..., rN) gives the
(differential) probability of finding particle 1 at r1, particle 2 at r2 etc.
The wave function is found as eigenfunction of the Hamiltonian operator Ĥ by
solving the Schro¨dinger equation
Ĥ(Ψ) = EΨ (2.1)
9
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where the eigenvalue corresponds to the energy E.
The Hamiltonian operator is split into the kinetic energy operator T̂ related to the
second spatial derivative of the wave function and the potential energy operator
V̂ , which in the case of no external potential corresponds to the potential energy
V (r1, ..., rN) resulting from interactions between the particles.
Ĥ = T̂ + V̂ (2.2)
T̂ (Ψ) =
N∑
i=1
− ~
2
2mi
4i Ψ (2.3)
V̂ (Ψ) = V (r1, ..., rN)Ψ (2.4)
A stationary solution of the Schro¨dinger equation corresponds to a constant to-
tal energy. In this way it is the quantum mechanical equivalent of the energy
conservation law.
The quantum-mechanical kinetic energy T̂ is inversely proportional to the mass of
the particle mi. In this way it can be understood that quantum effects become
less important when mass increases. The Schro¨dinger equation is essential for
describing electrons even qualitatively. Considering that the proton is about 2000
times heavier than the electron, quantum effects are less important for atomic
nuclei and a classical treatment is often sufficient. However, in some cases it is
important to consider zero point vibrations and tunneling phenomena.
In chemistry atomic units (~ = 1, melectr. = 1, e = 1,...) are usually taken to
simplify the expression. The considered particles are positively charged nuclei and
negatively charged electrons. Let there be N nuclei at positions (R1, ..., RN) =
R with charges Zµ and masses mµ (µ = 1, ..., N) and n electrons at positions
(r1, ..., rn) = r. Then the kinetic energy operator can be rewritten according to
(2.5). And the potential energy without external influence is given by (2.8).
T̂ = T̂nuc + T̂el (2.5)
T̂nuc =
N∑
µ=1
− 1
2mµ
4µ (2.6)
T̂el =
n∑
i=1
−1
2
4i (2.7)
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V (R, r) = Vnn(R) + Vne(R, r) + Vee(r) :=
:=
N−1∑
µ=1
N∑
ν=µ+1
ZµZν
Rµν
−
N∑
µ=1
n∑
i=1
Zµ
Rµi
+
n−1∑
i=1
n∑
j=i
1
rij
(2.8)
For the remaining discussion it is convenient to rewrite the Hamiltonian according
to
Ĥ = T̂nuc + Ĥel (2.9)
Ĥel = T̂el + V̂ (2.10)
2.1.1 The Born-Oppenheimer Approximation
Considering that Ĥel is a Hermitian operator, it is known from functional analysis
that an orthonormal basis of the Hilbert space of all possible wavefunctions can
be constructed from its eigenfunctions. This basis B is also called the adiabatic
basis and it holds that
∀φ(r; R) ∈ B : Ĥel(φ(r; R)) = Eφ(R)φ(r; R) (2.11)
For the following derivation it is enough to know that this set exists. Finding
such functions at fixed nuclear geometries R is one of the major areas in quantum
chemistry. Except for very simple cases only approximative solutions exist and
only a few eigenfunctions are computed. Different methods of doing that will be
introduced in Section 2.2.
The total wave function Ψ(R, r) is expressed in terms of these eigenfunctions as
an expansion considering all nuclear geometries.
Ψ(R, r) =
∑
φ∈B
χφ(R)φ(r; R) (2.12)
If this is inserted into the Schro¨dinger equation (2.1) with the definition of the
Hamilton operator in (2.9) one gets the following result.
(T̂nuc + Ĥel − E)(
∑
φ∈B
χφ(R)φ(r; R)) ≡ 0 (2.13)
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By applying the scalar product 〈. | .〉 (defined as an integration over all electronic
coordinates after taking the complex conjugate of the first expression), equation
(2.13) can be rewritten.
(2.13)⇔ ∀ψ ∈ B : 〈ψ| (T̂nuc + Ĥel − E)
∑
φ∈B
χφ |φ〉 = 0 (2.14)
The three terms corresponding to the three operators can be separately evaluated
by considering how the operators act on functions with different arguments.∑
φ∈B
〈ψ| (−E)χφ |φ〉 = −E
∑
φ∈B
χφ 〈ψ | φ〉 = −Eχψ (2.15)∑
φ∈B
〈ψ| Ĥelχφ |φ〉 =
∑
φ∈B
χφEφ 〈ψ | φ〉 = Eψχψ (2.16)
With the kinetic energy operator first the product rule with second derivatives
has to be applied (2.18). Then the expression could be rewritten by using the
quantum mechanical definition of the momentum as the spatial derivative of the
wave function and then taking the velocity v (2.19).∑
φ∈B
〈ψ| T̂nucχφ |φ〉 = (2.17)
= T̂nuc(χψ) +
∑
φ∈B
(
N∑
µ=1
1
mµ
5µ χφ 〈ψ| 5µ |φ〉+ 〈ψ| T̂nuc |φ〉χφ) = (2.18)
= T̂nuc(χψ)−
∑
φ∈B
(iv · 〈ψ| 5R |φ〉+ 〈ψ| T̂nuc |φ〉)χφ (2.19)
With this the Schro¨dinger equation can be written as (cf. Ref. [28]):
∀ψ ∈ B : T̂nuc(χψ(R)) + Eψ(R)χψ(R)−
−∑φ∈B(iv · 〈ψ| 5R |φ〉+ 〈ψ| T̂nuc |φ〉)χφ = Eχψ(R) (2.20)
The terms in the sum are called the ”non-adiabatic couplings”. They are usually
very small. Neglecting them reduces (2.20) to isolated equations
T̂nuc(χψ(R)) + Eψ(R)χψ(R) = Eχψ(R) (2.21)
This resembles the full Schro¨dinger equation (2.1) only that the potential V is
replaced by an effective potential deriving from the electron energy. Nuclei move
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on an isolated ”adiabatic energy surface”. This is called the Born-Oppenheimer
approximation. Its validity and its exceptions will be discussed in Section 2.4.
The significance of this is that the electronic (Eq. (2.11)) and nuclear (Eq. (2.21))
Schro¨dinger equations can be treated separately.
In a similar way translation and rotation can be separated from the nuclear degrees
of freedom. In the general case there are 3 translational and 3 rotational degress
of freedom and one only has to consider 3N − 6 internal coordinates (for a linear
molecule 3N − 5, for an atom 3N − 3 = 0).
2.1.2 The Pauli Principle
A physically valid wave function does not only have to comply with the Schro¨dinger
equation (2.1) but also with the Pauli principle. For electrons (and all other
Fermions) this means that the wave function has to be antisymmetric with regard
to the interchange of the coordinates of two electrons.
φ(r1, ..., ri, ..., rj, ..., rn) = −φ(r1, ..., rj, ..., ri, ..., rn) (2.22)
An immediate consequence is that it is not possible that two electrons with the
same spin are at the same position (i.e. rj = ri).
φ(r1, ..., ri, ..., ri, ..., rn) = −φ(r1, ..., ri, ..., ri, ..., rn) (2.23)
⇒ φ(r1, ..., ri, ..., ri, ..., rn) = 0 (2.24)
2.1.3 Slater Determinants
In typical calculations the electronic wave function is expanded in terms of molecu-
lar orbitals (MO) ωj(ri) which are functions of the coordinates of only one electron.
In the simplest case the wave function is expressed as a Hartree product. In this
case electrons are statistically independent and have no effect on each other.
φ(r) = ω1(r1)...ωn(rn) =
n∏
i=1
ωi(ri) (2.25)
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A more general form is considering a sum of products.
φ(r) =
∑
k
dk
n∏
i=1
ωk(i)(ri) (2.26)
With this general form wave functions that comply with the Pauli principle can
be constructed as ”Slater Determinants”.
φ0(r) = |ω1 . . . ωn〉 := (2.27)
=
1√
n!
∣∣∣∣∣∣∣∣∣∣
ω1(r1) ω2(r1) . . . ωn(r1)
ω1(r2)
. . . ωn(r2)
...
. . .
...
ω1(rn) . . . . . . ωn(rn)
∣∣∣∣∣∣∣∣∣∣
= (2.28)
=
1√
n!
∑
pi∈Sn
sgn(pi)
n∏
i=1
ωpi(i)(ri) (2.29)
where in Eq. (2.29), the explicit definition of the determinant, Sn is the group of
permutations and sgn(pi) is +1 if pi is even and -1 if pi is odd. Wave functions of
this sort are used with the Hartree-Fock method (Section 2.2.1).
2.1.4 Second Quantization
An efficient way to deal with Slater determinants is called Second Quantization
(see e.g. Ref. [29]). In this approach for each spin-orbital ωi a linear annihilation
operator aˆi is defined which removes the spin-orbital ωi at the left of a Slater deter-
minant if ωi is present in the determinant and sets it equal to the ”vacuum state”,
i.e. the zero vector, if not. In this way an n electron function is transformed into
a Slater determinant which depends explicitely only on n−1 electronic coordinate
vectors. For applying aˆi, first ωi has to be moved to the left position which may
change the sign of the determinant and second the orbital is removed
aˆi|ω1 . . . ωi−1ωiωi+1 . . . ωn〉 = (−1)i−1aˆi|ωiω1 . . . ωi−1ωi+1 . . . ωn〉 := (2.30)
:= (−1)i−1|ω1 . . . ωi−1ωi+1 . . . ωn〉 (2.31)
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The adjoint operator of aˆi is written aˆ
†
i . According to the definition of an adjoint
operator aˆ†i removes an orbital from the bra. (The bra is the vector ready to form
a scalar product with a ket or equivalently it could be seen as a linear functional,
i.e. an element of the dual space.)
〈ω1 . . . ωi−1ωiωi+1 . . . ωn|aˆ†i := 〈aˆi(ω1 . . . ωi−1ωiωi+1 . . . ωn)| = (2.32)
= (−1)i−1〈ω1 . . . ωi−1ωi+1 . . . ωn| (2.33)
By considering the values of the matrix elements it can be shown that annihilating
an orbital in the bra is equivalent to creating an orbital in the ket. Hence aˆ†r acting
on a ket is called the creation operator.
aˆ†r |ω1 . . . ωn〉 = |ωrω1 . . . ωn〉 (2.34)
In this way excitations can be conveniently represented. For example the determi-
nant |φri 〉 where the occupied orbital ωi is replaced by the unoccupied orbital ωr
can be written as
|φri 〉 := |ω1 . . . ωi−1ωrωi+1 . . . ωn〉 = aˆ†raˆi |φ0〉 (2.35)
The order of the operators is decisive.
aˆiaˆ
†
r |φ0〉 = aˆi |ωrω1 . . . ωi−1ωiωi+1 . . . ωn〉 = (2.36)
= −aˆi |ωiω1 . . . ωi−1ωrωi+1 . . . ωn〉 = − |φri 〉
This is an example of the anticommutator relations which can be used to derive the
properties of determinants without having to consider their explicit form, cf. [29].
A general definition of the annihilation operator applied to a wave function φ(r),
that will be used below, can be given as [30]
aˆiφ(r) =
∫
ωi(r1)φ(r1, r2, . . . , rn)dr1 (2.37)
For practical calculations it is convenient to consider spin averaged excitation
operators [31]
Eˆrs = aˆ
†
rαaˆsα + aˆ
†
rβaˆsβ (2.38)
i.e. one averages over orbitals with the same spatial form but opposite spin. The
spin averaged double excitation and deexcitation operator is defined as
eˆrstu = EˆrsEˆtu − Eˆruδts (2.39)
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2.1.5 Density Matrices
An essential step for the calculation of molecular properties is the reduction of
the information to only the necessary part, which can be achieved by computing
reduced density matrices. For example the one-particle transition density matrix
between two wave functions φ(r) and ψ(r) is defined as
γφψ1 (r
′
1, r1) =
∫ n−1
φ∗(r′1, r2, . . . , rn)ψ(r1, r2, . . . , rn)dr2 . . . drn (2.40)
and if φ(r) = ψ(r), this is called the density matrix of φ(r). The matrix element of
this function with respect to an orthonormal one-electron basis set {ωi} is obtained
as
P φψij :=
〈
ωi | γφψ1 | ωj
〉
1
=
∫
ωi(r
′
1)
∗
∫
γ1(r
′
1, r1)
φψωj(r1)dr1dr
′
1 = (2.41)
by inserting Eq. (2.40) this amounts to
=
∫
ωi(r
′
1)
∗
∫ (∫ n−1
φ∗(r′1, . . . , rn)ψ(r1, . . . , rn)dr2 . . . drn
)
ωj(r1)dr1dr
′
1 =
(2.42)
the integrals can be rearranged to yield
=
∫ n−1(∫
ωi(r
′
1)φ(r
′
1, . . . , rn)dr
′
1
)∗(∫
ωj(r1)ψ(r1, . . . , rn)dr1
)
dr2 . . . drn
(2.43)
If Eq. (2.37) is inserted into this expression, the following result for the one-particle
density matrix in second quantization is obtained.
=
∫ n−1
(aˆiφ(r))
∗ aˆjψ(r)dr2 . . . drn = 〈aˆiφ | aˆjψ〉 (2.44)
In summary the one-particle density matrix can be rewritten as
P φψij =
〈
φ | aˆ†i aˆj | ψ
〉
(2.45)
which provides a straight forward way of evaluating these expressions without any
explicit integrations.
In practice one usually considers the spin-averaged one particle (transition) density
matrix which is defined using the operators from Eq. (2.38)
Dφψij =
〈
φ | Eˆij | ψ
〉
(2.46)
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A state density matrix γφφ1 (r
′
1, r1) yields a Hermitian operator with the scalar
product of Eq. (2.41). Hence an orbital basis {ω˜i} exists in which its matrix
representation is diagonal
D˜φφij =
〈
ω˜i | γφφ1 | ω˜j
〉
1
= δijni (2.47)
The ω˜i in Eq. (2.47) are called the natural orbitals (NOs) with occupations ni.
The occupations can range from zero to two for spatial orbitals (and from zero to
one for spin-orbitals).
For a transition density matrix, which is not symmetric, such a decomposition does
not exist in general. For this reason, the concept of natural transition orbitals has
been introduced. [32–34] In this case the transition density matrix Dφψ (φ 6= ψ) is
decomposed by a singular value decomposition (more information about this will
be given in Section 3.6).
Aside from the one-particle reduced density matrix also higher order density ma-
trices can be computed. In particular the spin-averaged two particle (transition)
density matrix
dφψijkl = 〈φ | eˆijkl | ψ〉 (2.48)
plays an important role. For example it can be shown that the total energy is al-
ready completely determined by the one- and two-particle density matrices. Using
the definitions
hij =
〈
ωi(r1) | T̂el + V̂ne | ωj(r1)
〉
1
(2.49)
gijkl =
〈
ωi(r1)ωk(r2)) | 1
r12
| ωj(r1)ωl(r2)
〉
2
(2.50)
the following relation holds
Eφδφψ = tr(hD
φψ) +
1
2
tr(gdφψ) (2.51)
An interesting point in this context is that Hohenberg and Kohn have shown that
all information is in fact already contained in the electron density of a state φ:
ρ(r) = γφφ(r, r) (cf. Section 2.2.3). [35] However, as opposed to Eq. (2.51) the
exact functional for computing the energy out of only the electron density is not
known.
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2.1.6 The Generalized Hellmann-Feynman Theorem
The Hellmann-Feynman theorem is an essential tool for computing electronic en-
ergy gradients. In the case of practical calculations it takes the following form.
One considers a normalized wave function φR(s) at a nuclear geometry R, which
is dependent on a set of parameters s = (s1, . . . , sp).
1 The energy at a geometry
R, considering an arbitrary choice of parameters s is computed as
E˜R(s) =
〈
φR(s) | Ĥel,R | φR(s)
〉
(2.52)
It could also be given as a function of the density matrices (cf. Eq. (2.51)), which
are in turn dependent on s.
E˜R(s) = tr(hD(s)) +
1
2
tr(gd(s)) (2.53)
Next one considers a rule sR to determine the wave function parameters at a
geometry R (in practice this means an electronic structure calculation). In the
special case of a variational method, sR is chosen according to
E˜R(sR) = min
s
(
E˜R(s)
)
(2.54)
Assuming that this minimum exists and that E˜R(s) is differentiable, it follows
from this condition that
∂
∂si
E˜R(sR) = 0; i = 1, . . . , p (2.55)
With this rule for determining sR (which may or may not be variational) the
geometry dependent potential energy is defined as
ER = E˜R(sR) (2.56)
The partial derivative of this function with respect to a nuclear coordinate Rj is
determined according to the chain rule
∂
∂Rj
ER =
∂
∂Rj
E˜R(sR) +
p∑
i=1
∂
∂si
E˜R(sR)
∂
∂Rj
sR (2.57)
1It may be noted that the wave function depends in fact on three different sets of variables,
the electronic coordinates r, the nuclear coordinates R and the parameters s. In the present
context it seems convenient to consider r only implicitly and write R as a subscript. However,
the wavefunction might also simply be written as φ (r;R; s).
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The first term may be rewritten in the form of Eq. (2.53) by using density matrices
∂
∂Rj
ER = tr
(
h(Rj)D(sR)
)
+
1
2
tr
(
g(Rj)d(sR)
)
+
p∑
i=1
∂
∂si
E˜R(sR)
∂
∂Rj
sR (2.58)
where the symbols h(Rj) and h(Rj) denote the integrals defined in Eqs (2.49) and
(2.50), respectively, only that a derivative with respect to Rj is taken. [36] Using
this notation the two terms comprising the electronic energy gradient can be easily
identified: (i) the change of the underlying potential evaluated at the wave function
parameters sR and (ii) the influence of the wave function response ∂sR/∂Rj to the
perturbation. The essence of the generalized Hellmann-Feynman theorem is that
for a variationally determined wavefunction the second term in Eq. (2.58) vanishes
according to Eq. (2.55) leaving only the first term, which can be evaluated fairly
easily. Moreover, for a wavefunction where a part of the parameters are determined
in a variational way, only the wavefunction response with respect to the other
parameters has to be determined. A practical evaluation of this expression in the
case of the SA-MCSCF method will be presented in Section 3.2.
2.2 Electronic Structure Methods
A large number of electronic structure methods with different merits and short-
comings have been formulated so far. The main consideration in this context is a
compromise between accuracy and computational efficiency. But also many other
considerations come into play, for example variational or non-variational optimiza-
tion of the wavefunction, extensivity with respect to an increase in system size, ease
of computing properties and gradients, availability of excited states, and applica-
bility to open-shell systems. The main types of methods will be introduced here.
In Section 3.1 they will be revisited from a somewhat more practical viewpoint.
2.2.1 The Hartree-Fock Method
The Hartree-Fock (HF) ansatz serves as a conceptual basis for a large number of
quantum chemical methods. In HF the wave function φ0(r) is written as a single
20 CHAPTER 2. THEORY AND COMPUTATIONAL MODELS
Slater determinant. With this construction the energy in terms of MO integrals is
given according to
E0 =
〈
φ0(r) | T̂el + Vne(R, r) + Vee(r) | φ0(r)
〉
= (2.59)
=
∑
a∈O
〈
a(r1) | −1
2
41 −
N∑
µ=1
Zµ
Rµ1
| a(r1)
〉
+ (2.60)
+
1
2
∑
a,b∈O
(〈
a(r1)b(r2)) | 1
r12
| a(r1)b(r2)
〉
−
〈
a(r1)b(r2) | 1
r12
| b(r1)a(r2)
〉)
where integration in the braket is performed over the respective coordinates and
O is the set of occupied orbitals. The expression can be derived by inserting the
explicit form of the Slater determinant (Eq. (2.29)) into Eq. (2.59) or with the
formalism of Second Quantization (cf. Section 2.1.4). [29, 37]
The one-electron terms in Eq. (2.60) are the kinetic energy of the electron and the
electrostatic interaction of the electron distribution with the nuclei. The first two-
electron term is called the Coulomb integral. It gives the average repulsion between
the electron clouds and raises the HF energy. The second term, the exchange
integral, is a quantum mechanical term that arises from the antisymmetry of the
wave function (c.f. Sec. 2.1.2). It is non-zero only if the orbitals a and b are of the
same spin. The major source of error in HF theory is that the Coulomb integral
overestimates interelectronic repulsion since electrons are unphysically kept from
moving out of each others’ way. This energy increase is an example of the general
fact that according to the variational principle the energy expectation value of any
trial function has to be greater or equal to the true ground state energy.
The most common way of solving the HF equations is by expressing the MOs as
linear combinations of atomic orbitals. This leads to the Roothaan-Hall equations.
The problem is converted into a non-linear generalized eigenvalue equation which
produces the MOs that will give the lowest possible HF energy for the specific
basis set. [29, 37] According to the variational principle this should be the best
estimate.
2.2. ELECTRONIC STRUCTURE METHODS 21
2.2.2 Post Hartree-Fock Methods
Several methods have been developed for producing wave functions beyond the
Hartree-Fock approximation. The main types are configuration interaction, many-
body perturbation theory, and coupled cluster. However, the boundaries are not
always strict and different approaches may lead to the same final equations. More-
over combinations can be applied. [29]
Configuration Interaction and
Multi-Configuration Self-Consistent Field
In configuration interaction (CI) the wave function is formed as a linear combi-
nation of several determinants usually based on a HF reference function (2.61).
Let O and U denote the (ordered) sets of occupied and unoccupied orbitals, and
φrs...ab...(r) the excited determinants where electrons have been moved from orbitals
a, b, . . . to orbitals r, s, . . .. Then the CI wavefunction is given as
φ(r)CI = φ0(r) +
∑
a∈O
∑
r∈U
draφ
r
a(r) +
∑
a<b∈O
∑
r<s∈U
drsabφ
rs
ab(r) + . . . (2.61)
The objective of CI is finding the linear expansion coefficients drs...ab... which minimize
the energy and thus give the optimal result according to the variation principle.
They are determined from the eigenvector of the CI matrix (i.e. the matrix col-
lecting the matrix elements between the different Slater determinants) with the
lowest eigenvalue (where the eigenvalue corresponds to the energy). Excited states
are constructed from eigenvectors corresponding to higher eigenvalues.
Rather than in the basis of Slater determinants, CI may also be performed with
configuration state functions (CSF). CSFs are linear combinations of Slater deter-
minants that are already eigenfunctions of the spin operator, i.e. singlets, triplets,
etc. The advantage of this procedure is that fewer terms have to be considered.
However, the interactions between individual CSFs are more complicated than be-
tween simple determinants, requiring new strategies that will be discussed below.
Full CI considers the whole expansion (2.61) which goes until all the electrons are
in virtual orbitals. It is the full solution for the Schro¨dinger equation in a given
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one electron basis set. nCI the number of considered determinants corresponds to
all possibilities of placing nel electrons into norb orbitals. It can be approximately
given by the binomial coefficient
nCI ≈
(
norb
nel
)
(2.62)
This means that the effort for a full CI calculation scales exponentially with the
system size. Therefore in practical calculations Eq. (2.61) is usually truncated
after a given number of excitations (most commonly two leading to the CISD
method). The variational nature of the CI wavefunction leads to the fact that gra-
dients and other molecular properties can be evaluated rather easily as explained
in Section 2.1.6. However, a problem with the CI approach is a lack of exten-
sivity. This follows from the fact that any given truncation will recover a larger
part of the correlation energy in a smaller system than in a larger one. [29] A way
to explain this is to consider for example that CISD is full CI for a two-electron
system but truncated CI for a larger system and that there is no reason to assume
that the coefficients for higher excitations should be exactly zero. And it can be
understood that just for statistical reasons it is expected that higher excitations
play a more important role in larger systems. An improvement is the Davidson
correction which estimates the effect of quadruple excitations based on the weight
of the HF determinant in the expansion. Moreover, a number of approximately
extensive variations of CI (possibly in its multi-reference formulation, see below)
have been suggested. [38]
CI based on a single reference determinant can only be carried out under the as-
sumption that HF provides a good reference wavefunction. This is not the case
when quasi degenerate orbitals are present or in the case of strongly distorted
molecular geometries (see also Section 3.1). In such a case the orbitals can be op-
timized by the mutli-configuration self-consistent field (MCSCF) method, cf. e.g.
Refs [31,39]. In this case orbital and CI coefficients are optimized simultaneously
for a number of active determinants or CSFs with different orbital occupations. In
particular the complete active space SCF (CASSCF) method has gained popular-
ity. In this method all configurations are considered that can be constructed when
a fixed number of active electrons is arbitrarily distributed over a fixed number
of active orbitals. The remaining orbitals are either kept doubly occupied or un-
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occupied, respectively. The advantage of this approach is that all active orbitals
are treated on the same level and rotations between these orbitals do not affect
the electronic wavefunction. The disadvantage is that a large number of unfavor-
able highly excited configurations are considered in such a setup, which means
that the expansion is larger than it would have to be. To overcome this problem
the excitation number may be restricted yielding the restricted active space SCF
(RASSCF) method. Alternatively occupation restrictions based on orbital groups
may be performed. [31]
MCSCF may be carried out for a single state or in its state-averaging formula-
tion (SA-MCSCF). In the latter case the orbitals are chosen in such a way as to
minimize the average energy of several roots of the CI matrix. This method can
provide a balanced description of several excited states and provides a good way for
computing non-adiabatic couplings (Eq. (2.20)). [40] However, it should be noted
that each individual state is described more accurately (at least in a variational
sense) when only this one state is considered in the MCSCF procedure.
To add dynamical electron correlation to an MCSCF wavefunction, the MCSCF
active space can be considered as a reference space out of which single and double
excitations are allowed. This yields the multi-reference (MR)-CI method. MR-CI
may either be carried out in its full uncontracted form [41] or by internally con-
tracting the double excitations. [42] Electronic energy gradients and non-adiabatic
couplings as needed for this work have only been reported in the first case. [36,40]
For uncontracted MR-CI it is particularly suitable to use a CSF expansion to re-
duce the dimension of the CI vector. In this case a highly efficient, non-intuitive
way of computing the coupling elements between the CSFs is based on the graph-
ical unitary group approach (Figure 2.1). The possible occupation and spin states
for each orbital are collected as nodes (also called ”distinct rows”) in a directed
graph (the ”distinct row table”, DRT). CSFs are represented as walks from the
bottom to the top in this graph. Interestingly, this construction allows for a highly
efficient evaluation of the coupling elements between the CSFs through consider-
ing the shapes of the loops. [43] In practice the algorithm is carried out without
specific interaction by the user. However, some understanding of this construc-
tion is helpful when designing specific occupation restrictions in the wavefunctions.
Moreover, parallel MR-CI calculations require some understanding of the under-
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lying DRT structure if efficient load balancing over a large number of computing
nodes is to be carried out. [44]
Many-body perturbation theory
Many-body perturbation theory is usually carried out with the formalism intro-
duced by Møller and Plesset (MP). [45] In this case the 0th order Hamiltonian is
the HF Hamiltonian Ĥ0, defined according to
Ĥ0 =
n∑
i=1
fˆi (2.63)
where fˆi is the Fock operator acting on electron i. The perturbation is defined
as the difference to the correct Hamiltonian. The eigenfunctions Ĥ0 are all the
determinants that can be formed from HF orbitals. The exact many body solutions
can be expressed in this basis and no extra differential equations have to be solved.
Because of Brillouin’s theorem matrix elements between the HF determinant and
singly excited determinants are zero. With only one- and two-electron operators
also all the matrix elements to triply and higher excited determinants are zero.
Therefore the interactions with doubly excited determinants are the only ones
directly interacting with the HF reference.
The 0th order MP energy is the sum of the orbital energies, in 1st order the correct
HF energy (2.60) is obtained. The first correction is in the second order leading to
the popular MP2 method. According to the considerations above it can be shown
that the perturbation energy E
(2)
0 is given as a quadruple sum over two-electron
MO integrals (2.64) (where εi is the energy of orbital i). [29]
E
(2)
0 =
1
4
∑
a, b ∈ O
r, s ∈ U
∣∣∣〈a(r1)b(r2) | 1r12 | r(r1)s(r2)− s(r1)r(r2)〉∣∣∣2
εa + εb − εr − εs (2.64)
This equation gives some qualitative insight into electron correlation. Firstly, it
can be seen that correlation plays a more important role if the occupied and virtual
orbitals are close in energy. Furthermore, two occupied orbitals a and b should
of course have a stronger contribution to the correlation energy if the Coulomb
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Figure 2.1: Depiction of a distinct row table as used in the graph-
ical unitary group approach to compute coupling ele-
ments in MR-CI wavefunctions. Two exemplary CSFs
are shown as walks in this graph (black, cyan). The w, x,
y, and z nodes connecting the internal and external parts
of the DRT are shown in magenta, black, cyan, and yel-
low, respectively.
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repulsion between them is strong. Finally, it may be observed that the correlating
virtual orbitals r and s have to be in close spatial proximity to their occupied
counterparts.
Evaluation of the expression (2.64) can be sped up by using the resolution of
the identity (RI) approximation. The idea of this approach is to express the two
electron integrals in an auxiliary basis set. The resulting RI-MP2 method cuts
down on computation time and storage needs. It allows for an efficient evaluation
of energies, gradients and other properties. [37,46]
Coupled Cluster Theory
Coupled cluster (CC) theory is usually formulated by means of the cluster operator
T̂ (m) which in the formalism of Second Quantization may be written as
T̂ (m) = 1ˆ + T̂1 + . . .+ T̂m (2.65)
T̂1 =
∑
a∈O
∑
r∈U
braaˆ
†
raˆa (2.66)
T̂2 = 1
4
∑
a,b∈O
∑
r,s∈U
brsabaˆ
†
raˆ
†
saˆbaˆa
. . .
with parameters brs...ab... called the cluster amplitudes.
Using T̂ (m) CI with m excitations could be expressed according to Eq. (2.67). By
contrast, in the CC ansatz the exponential of the operator is taken (2.68).
φ(r)CI = T̂ (m)φ0(r) (2.67)
φ(r)CC = exp(T̂ (m))φ0(r) (2.68)
Through this construction higher excitations are implicitly considered without the
need of additional parameters.
exp(T1) = 1 +
∑
a∈O
∑
r∈U
braaˆ
†
raˆa +
1
2
∑
a,b∈O
∑
r,s∈U
brab
s
baˆ
†
raˆ
†
saˆbaˆa + . . . (2.69)
These disconnected excitations are intended to represent the effect of statistically
independent combinations of lower excitations. An advantage of this construction
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is that the CC method is extensive. However, the CC equations cannot be prac-
tically solved in a variational approach, which results in the condition that the
evaluation of gradients and properties is more involved.
CCS, CCSD, CCSDT, ... denote cluster expansions up to T̂1, T̂2, T̂3, . . .. An ap-
proximation to these are the CCS(D), CCSD(T), ... approaches where the last
order is treated in a perturbative manner. Excited states of these methods can be
computed as response properties with the equation of motion formalism. [47]
An alternative approach, used for the computation of excitation energies, is in the
CC2, CC3, ... series. In the CC2 approach double excitations are approximated
whereas single excitations are fully retained. This approach, especially with the
RI-approximation, allows for the computation of excited states of large molecules
at feasible computational effort while still including some correlation energy. [48,49]
A closely related approach is provided by the algebraic diagrammatic construction
to second order (ADC(2)). [50] In spite of giving similar results in many cases, it is
a conceptual advantage of ADC(2) with respect to CC2 that the response function
is obtained as an eigenvector of a Hermitian matrix. For this reason ADC(2) is
more stable in the case of intersecting excited states (no artificial complex roots
are obtained) and more efficient for the calculation of properties (no eigenvalues
of the transposed matrix have to be computed). [51]
2.2.3 Density Functional Theory
Compared to the wavefunction based methods just mentioned, density functional
theory (DFT) considers only the electron density ρ(r). Whereas the wavefunc-
tion depends on 3 spatial (+1 spin) coordinates for every electron, the density is
described by only these 3(+1) coordinates in total. This allows for a significant
speed up of the procedure.
A functional is a ”function of a function” or more precisely a mapping from a
vector space into the underlying field. The functional derivative of a functional
A[.] at Ψ (if it exists) can be defined as the linear functional 〈δA[Ψ]| which fulfills
the following relation.
d
dt
A[Ψ + tΦ]t=0 = 〈δA[Ψ] | Φ〉 (2.70)
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In wave mechanics the energy expectation value of a normalized wave function Ψ(r)
is given by the functional EW [Ψ] (below). The variation principle (2.72) states that
for any given trial function this expectation value is larger than the true ground
state energy E0. Finding the ground state wave function can be considered as
a minimization of EW [Ψ] under the constraint of 〈Ψ | Ψ〉 = 1. This is done by
searching for a Ψ with a vanishing functional derivative of the Lagrangian (2.73).
The Lagrangian parameter E gives the energy expectation value.
EW [Ψ] =
〈
Ψ | Ĥel | Ψ
〉
, 〈Ψ | Ψ〉 = 1 (2.71)
∀Ψ : EW [Ψ] > E0 (2.72)
〈δ (EW [Ψ] + E(〈Ψ | Ψ〉 − 1))| = 〈0| (2.73)
Hohenberg and Kohn [35] showed that similar relations also hold for the density
ρ(r). Their first theorem states that for a given stationary electron density there
is only one possible external potential. The number of electrons is determined
by the integral of the density. Together that means that with a given density
the Hamiltonian and hence its lowest eigenvalue, the ground state energy, are
clearly determined. Then a functional ED[ρ] must exist which gives the ground
state energy of a given electron density ρ containing n electrons (2.74). The
second Hohenberg-Kohn theorem states that there is a variational principle for
the density with a given external potential v(r) (2.75). And again a Lagrangian
can be formulated (2.76). The Lagrangian parameter turns out to be the chemical
potential µ. [52]
Ev[ρ],
∫
ρ(r)d3r = n (2.74)
∀ρ : Ev[ρ] > E0 (2.75)〈
δ
(
Ev[ρ] + µ(
∫
ρ(r)d3r − n))∣∣ = 〈0| (2.76)
The difficulty of the DFT approach is that the functional Ev is not known and can
only be approximated. It is straight forward to define functionals related to the
external potential Vext[ρ] and interelectronic Coulomb repulsion of uncorrelated
electrons J [ρ]. [52]
Vext[ρ] =
∫
ρ(r)v(r)d3r (2.77)
J [ρ] =
1
2
∫ ∫
ρ(r1)ρ(r2)
r12
d3r1d
3r2 (2.78)
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An approximation to the kinetic energy can be obtained in the Kohn-Sham for-
malism [53] which is the most widely used form of DFT. In this approach the wave
function is constructed from atomic orbitals ψi(r). The single particle kinetic
energy is obtained by applying the kinetic energy operator. [54]
TS[ρ] =
n∑
i=1
〈
ψi | −1
2
4 | ψi
〉
(2.79)
The assumption in Kohn-Sham DFT is that the three terms Vext[ρ], J [ρ], TS[ρ]
should make up the largest part of the energy. The effects that have been neglected
are the electron correlation and exchange interactions. These are summarized in
the exchange-correlation functional Exc[ρ] and the energy is given according to
Ev[ρ] = Vext[ρ] + J [ρ] + TS[ρ] + Exc[ρ] (2.80)
So far no approximations have been made but the problem with the approach is
that Exc is not known. An early parametrization that uses only local information
is the local density approximation. It is mainly used in solid state chemistry. The
generalized gradient approximation also includes the gradient of the density in the
computation. One prominent representative, the PBE functional [55] gives good
results in both solid state and molecular chemistry. A different approach is by
computing the Hartree-Fock exchange (cf. Eq. (2.60)) of the Kohn-Sham orbitals
and including a fraction of this into the functional. These hybrid functionals, like
B3LYP [56,57] are very popular in molecular computations. [54]
Excited states are available through the time-dependent linear response formalism
(TDDFT) where excitation frequencies are computed as poles of the frequency de-
pendent polarizability. [58] This provides a highly efficient approach for computing
excitation energies in many cases. However, it should be noted that there are some
known artifacts of this method, in particular when it comes to the description of
CT states in spatially separated chromophores. [59] A more detailed discussion of
this problem and possible solutions will be presented in Section 3.1.
2.3 Environmental Effects
Whereas highly accurate electronic structure methods exist (cf. Section 2.2), a
major challenge is that these are often prohibitively expensive for larger system
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sizes. For this purpose hybrid methods have been introduced that provide a con-
nection between an accurate description of the system of interest with an inclusion
of a large scale environment.
In this work a connection between quantum mechanics and classical mechanics
(QM/MM) was used for this purpose. This method can be derived in the following
way. [60] First, it has to be assumed that the wavefunction can be partitioned into
a product of two parts: φQM for the core region and φMM for the environment.
φ = φQMφMM (2.81)
Then the energy is given as
Eφ =
〈
φQM | ĤQM | φQM
〉
+
+
〈
φQMφMM | ĤQM/MM | φQMφMM
〉
+
〈
φMM | ĤMM | φMM
〉
= Eφ,QM + Eφ,QM/MM + Eφ,MM
(2.82)
As a second approximation Eφ,MM is computed by a classical force field.
Eφ,MM = V
force−field (2.83)
Next, an approximation to Eφ,QM/MM has to be found. For this purpose the charge
distribution of the MM region is usually described by point charges. Moreover,
the van-der-Waals interactions between the QM and MM regions are treated by
force field terms. 2 Several approaches exist for the calculation of the electrostatic
interactions. [61] In the mechanical embedding approach the environmental point
charges do not affect the QM wavefunction and all interaction terms are evaluated
in an MM fashion (usually with charges obtained in the QM calculation). In the
electrostatic embedding approach (see also Ref. [62]) the electronic wavefunction
of the core system is polarized by fixed MM pointcharges. The electrostatic inter-
actions of the QM nuclei and the electron density ρQM(r) with the effective MM
pointcharges qν are computed according to
Eφ,QM/MM =
∑
µ ∈ QM
ν ∈MM
Zµqν
Rµν
−
∑
ν∈MM
∫
qνρQM(r)
| r −Rν |dr (2.84)
2In fact these van-der-Waals interactions derive from exchange repulsion and dispersion terms,
which go beyond the approximation of Eq. (2.81). However, these terms are only included from
the MM side and do not affect the electronic wavefunction.
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The next step in the hierarchy of QM/MM methods is the polarizable embedding
approach where MM pointcharges are allowed to change or move in response to
the wavefunction of the core system, emulating a polarization of the electrons in
the MM region.
Another widely used approach for the description of the environment are contin-
uum models like the polarizable continuum model (PCM) [63] and the conductor
like screening model (COSMO) [64]. The advantages of these methods are that
more interaction terms and the electronic polarization of the environment can be
included and that a smaller number of empirical parameters are necessary. The
disadvantage is that no specific interactions (e.g. hydrogen bonds) can be taken
into account.
Different strategies exist that attempt to provide an atomistic description of the
environment as well as an accurate inclusion of all interaction terms. These are
either concerned with parametrized effective potentials [60,65] or with frozen den-
sity embedding. [66] In the latter case also the response of the environment to an
electronic excitation can be included. [67]
2.4 Dynamics Simulations
Dynamics simulations are concerned with the time-dependent behavior of a system.
In this way chemical processes can be directly observed and more information is
gained than by considering only the stationary points or low dimensional samples
of the potential energy surface.
For exact dynamics the time-dependent Schro¨dinger equation has to be solved.
Ĥ(Ψ(R, r, t)) = i~
∂
∂t
Ψ(R, r, t) (2.85)
As far as t is concerned this is an ordinary first order differential equation and
no eigenvalue problem. Formally for time-independent Ĥ the solution is directly
given with the time propagator
Ψ(R, r, t) = e
it
~ ĤΨ(R, r, t) (2.86)
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For practical calculations there are several different strategies for an approximate
treatment of the wavefunction propagation. Adiabatic dynamics are run under the
assumption of the Born-Oppenheimer approximation (2.21). For non-adiabatic
dynamics, coupling elements as given in Eq. (2.19) are evaluated as a post Born-
Oppenheimer correction. Another approximation is treating the nuclei as classical
particles as far as their kinetic energy is concerned. If this is done with the adia-
batic approximation purely classical dynamics result for the nuclei. Non-adiabatic
dynamics with classically moving nuclei are called a ”mixed quantum-classical”
approach.
2.4.1 Classical Dynamics
In the classical limit neither adiabatic quantum effects nor couplings between states
are considered (cf. Eq. (2.20)). In this way nuclei are classical particles that
behave according to Newton’s laws. Forces are determined by the gradient of the
electronic energy. This leads to a system of coupled differential equations, one for
each nucleus.
∀µ ∈ {1, ..., N} : aµ(t) := d
2
dt2
Rµ(t) = − 1
mµ
∇µEψ(R(t)) (2.87)
A numerical solution to this is provided by the Verlet algorithm [68] or alternatively
if explicit velocity is required the velocity Verlet algorithm. In the second case one
starts with a geometry R(0) and velocity v(0). The two quantities are propagated
according to
R(t+ ∆t) = R(t) + v(t)∆t+
1
2
a(t)∆t2 (2.88)
v(t+ ∆t) = v(t) +
a(t) + a(t+ ∆t)
2
∆t (2.89)
where the acceleration a(t) = (a1(t), ..., aN(t)) is computed from the electronic
energy gradient (Eq. (2.87)).
2.4.2 Adiabatic Quantum Dynamics
Another way to approximate Eq. (2.86) is by applying the Born-Oppenheimer ap-
proximation but retaining other quantum effects. The time-dependent formulation
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of Eq. (2.21) yields
T̂nuc(χψ(R, t)) + Eψ(R)χψ(R, t) = i~
∂
∂t
χψ(R) (2.90)
and the solution with a time-independent Hamiltonian is
χ(R, t) = e
it
~ (T̂nuc+Eψ(R))χ(R, t) (2.91)
The major difficulty is evaluating the quantity Eψ(R). Only in very simple sys-
tems like harmonic or Morse oscillators it can be given in analytical form. But
usually Eψ(R) has to be approximated by a grid where at every point an electronic
structure calculation (Eq. (2.11)) has to be performed. The number of grid points
scales exponentially with the number of degrees of freedom. Therefore only a small
number of degrees of freedom can be explicitly considered in such an approach.
2.4.3 Non-adiabatic Dynamics
Typically in chemistry the Born-Oppenheimer approximation is valid. However, it
can break down when close lying states are present or possibly when nuclear motion
is fast (cf. Eq. (2.20)). Because of the rather dense distribution of excited states
in many molecules, non-adiabatic corrections are needed in many cases when ex-
cited state dynamics are simulated. A clear indicator that the Born-Oppenheimer
picture of having two isolated excited states is often not valid derives from the
fact that many molecules exhibit a fluorescence quantum yield significantly lower
than one or possibly show no detectable fluorescence at all. The states interact
and non-radiative decay takes place. The energy of the excited state is turned into
vibrational energy which is subsequently given to the environment. In a similar
sense non-adiabatic effects are essential for the transport of electrons or excita-
tion energy between spatially separated chromophores. In this case non-adiabatic
events represent avoided transfer events, which occur when the coupling is low
(see also Section 3.3). A transition between two states usually occurs close to an
intersection, a place where the states are degenerate. But complete degeneracy is
not required, the transition takes place because the states are close in energy and
the Born-Oppenheimer approximation breaks down.
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One way of simulating excited state dynamics is by using the full quantum picture.
For this it is convenient to use a diabatic basis, consisting only of smoothly varying
quantities. The diabatic basis functions are formed by a geometry dependent linear
transformation of the adiabatic basis B under the condition that non-adiabatic
couplings between the functions are 0. With this condition Eq. (2.20) (and its
time-dependent counter part) are greatly simplified. In the next step a model
potential may be formed. Then wave packet dynamics can be carried out using
the multi-configuration time-dependent Hartree method. [28]
In practical calculations where only a (small) finite subset B′ of B can be consid-
ered, it is not generally possible to obtain a strictly diabatic basis due to mixing
with the external states. [28,69] However, if B′ is chosen appropriately (i.e. enough
states are considered), the states can still be considered diabatic for practical pur-
poses. To obtain diabatic states one may either fit to adiabatic potential energy
surfaces [70] or use additional non-adiabatic coupling elements (see also Section
3.4). [71, 72] Alternatively, property based diabatization approaches can be used,
which are particularly suitable for identifying localized initial and final states of
transfer processes (as used on several occasions in the remaining text). [69,73,74]
An alternative approach to wavepacket dynamics are on-the-fly mixed quantum-
classical dynamics (MQCD) based on the surface hopping method [75] as imple-
mented for example in the Newton-X molecular dynamics package. [76] Nuclei
are treated as classical particles propagated with the velocity-Verlet algorithm
(Eq. (2.88)). Then the time-dependent nuclear wave function χψ(R, t) is a mov-
ing δ-function and can be written as χψ(R(t)) or as just χψ(t) a time-dependent
coefficient for the adiabatic electronic function ψ. The χψ(t) are propagated ac-
cording to [75]
i
d
dt
χψ(t) +
∑
φ 6=ψ
iv(t) · 〈ψ | 5R | φ〉︸ ︷︷ ︸
non−adiabatic coupling
−
〈
ψ | Ĥel | φ
〉
︸ ︷︷ ︸
diabatic coupling
χφ(t) = Eψ(t)χψ(t) (2.92)
In general, non-adiabatic interaction terms as well as diabatic coupling come into
play. To minimize the transitions between the states, surface hopping dynamics
are usually carried out considering a set of adiabatic states φ ∈ B where according
to Eq. (2.11) the diabatic couplings vanish. A challenge in this context is that
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the non-adiabatic interactions may be highly peaked. As a result special care has
to be taken for the integration of the electronic coefficients. In some cases even a
reduction of the timestep of the electronic structure calculations may be necessary,
which may significantly increase the effort of the dynamics simulations. [77] A
solution to this problem was provided in Ref. [71]: the electronic coefficients are
propagated in a locally diabatic basis where the the non-adiabatic terms in Eq.
(2.92) vanish and only the diabatic terms have to be considered while the dynamics
still proceeds on adiabatic surfaces. In Section 3.4 it will be shown that this
approach yields impressively stable and consistent results.
In surface hopping dynamics one initially specifies the number of states considered.
In principle all states have an influence. But this influence is very small if the states
are well separated in energy. Therefore typically only the ground state and a few
lowest excited states are considered. One also needs a starting state φ and starting
geometry and velocity. The dynamics are run by propagating the geometry (Eq.
(2.88)) and velocity (Eq. (2.89)) with the velocity Verlet algorithm, and the nuclear
wave function coefficients χψ according to Eq. (2.92). For this purpose the gradient
of the current state φ and the non-adiabatic derivative couplings of φ to all other
considered states have to be computed by the electronic structure program. The
complex coefficients χψ do not influence the dynamics directly. However, according
to their values stochastic hops to a new state ψ are performed and the dynamics
continues with the forces of this state.
A similar approach from a practical viewpoint, also leading to on-the-fly dynam-
cis, is Full Multiple Spawning (FMS) [78]. In FMS the nuclear wave function
χψ(R, t), ψ ∈ B′ is expressed in a basis of moving Gaussians. For each such basis
function, a gradient and non-adiabatic coupling calculation as just described is
performed per time step. Then the non-adiabatic nuclear Schro¨dinger equation in
this basis is solved to get the nuclear wave function coefficients. The basis functions
are propagated according to classical forces. In this way an accurate description
can be obtained without the need of too many electronic structure computations.
To improve the description new basis functions are introduced (”spawned”) when
needed, typically this is done when the non-adiabatic coupling is large.
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Chapter 3
Results
In this chapter the main results of my thesis will be presented. The following
sections consist of published papers, of papers submitted for publication, and of
additional parts currently not in the publication process.
3.1 Review: Electronically Excited States and
Photodynamics
I would like to start with a review paper concerned with excited states and pho-
todynamics. The first part of this article is concerned with an outline of excited
state phenomenology. Then methods for electronic structure calculations and dy-
namics are presented, with a focus on practical applicability. Finally, an extensive
collection of examples is given. In all of these areas a special focus is laid on dimers
and extended systems and the resulting excitonic and charge transfer interactions.
The article was published in Theoretical Chemistry Accounts. [79] My contribution
to this project consisted mainly of the parts concerned with dimers and aggregates
and the description of applications to DNA fragments and photovoltaics.
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Abstract The purpose of this contribution is the description
of the progress in theoretical investigations on electronically
excited states in connection with photodynamical simulations
made within the last years and to provide an outlook on the
scope of future applications and challenges. An overview
over excited-state phenomenology is given and the applica-
bility of different computational methods is discussed. Both
electronic structure- and dynamics methods are considered.
The examples presented comprise the explanation of the
photostability of individual DNA nucleobases, the photody-
namics of DNA including excitonic and charge-transfer
processes, the primary processes of vision and the broad field
of photovoltaics, photodevices, and molecular machines.
Keywords Electronic structure  Excited states 
Photodynamics  Nonadiabatic phenomena
1 Introduction
Photoinduced phenomena in molecules play an important
role in many scientific and technological fields. In bio-
logical sciences, they are related to photoaging and
photodamage [1–3], to vision and light detection [4, 5], to
photosynthesis and light harvesting [6–8]. In technology,
they are central for photocatalysis [9, 10], photovoltaics
[11, 12], imaging [13, 14], photodevices, [15, 16], con-
ventional [17, 18] and time-resolved spectroscopy [19, 20].
It would, certainly, be unrealistic to attempt examining
such huge variety of fields in one review. Instead, we
intend to provide an account of recent theoretical investi-
gations, which, although restricted to a more modest vari-
ety of topics, will still illustrate a broad range of recent
achievements, as well as current limitations of quantum
chemical investigations of molecular excited states.
Special focus will be laid on the interactions between
chromophores in p-systems, which have recently attracted
substantial interest for computational studies because of
many challenging questions still to be answered. Note that
as a consequence of progress in computer hardware and
quantum chemical algorithms, high-level quantum chemi-
cal treatment of many of the examples discussed below has
become accessible only in the last years. A large number of
systems of biological and technological interest exist,
where interactions between chromophores play an impor-
tant role. In particular, the photophysics and charge
migration dynamics of DNA fragments have attracted
widespread interest and many open questions remain
[2, 21]. Exciton dynamics in photosynthetic complexes and
other aggregates are studied to understand how the precise
arrangement of the chromophores affects light harvesting
efficiency and what is the role of quantum coherence
[7, 22, 23]. In particular, the technique of two-dimensional
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optical spectroscopy provides fascinating signatures of the
quantum nature of these processes but often poses ques-
tions that cannot be answered without modeling [7, 23].
Excitonic and charge dynamics is fundamental in organic
electronics. Not only migration properties of excitons and
charges are of highest interest, but especially the charge
separation and charge recombination steps have a crucial
influence on the efficiency of photovoltaic and electrolu-
minescent devices [24]. Another widely used application
that is based on the specific properties of excitation energy
transfer (EET) is the analytical technique of fluorescence
resonance energy transfer, which is used to obtain time-
dependent structural information on macromolecules [25].
Several physical phenomena play a role in photoexcited
molecules and molecular aggregates. Electronic excitations
correspond to significant changes in the electronic struc-
ture, which may in turn lead to ultrafast non-equilibrium
phenomena. For a successful modeling of excited states, it
is important to understand the basic physics of different
classes of excited states, as well as the available compu-
tational methods and their advantages and problems with
respect to the different questions to be asked. We will start
in Sect. 2 by outlining excited-state phenomenology, where
aside from excited states of single molecules special focus
will be laid on changes that occur due to interactions
between chromophores. In Sect. 3, a number of quantum
chemical methods that can be used for excited states and
their advantages and limitations will be discussed. Possi-
bilities for considering dynamical phenomena and cou-
plings between electronic and nuclear degrees of freedom
will be outlined in Sect. 4. An overview of possibilities for
computing excited states in dimers and aggregates will be
presented in Sect. 5. Finally, Sect. 6 will feature a number
of examples selected from biology and technology and
special attention will be given to the applicability of dif-
ferent methods for these classes of systems.
2 Excited-state phenomenology
2.1 Photoinduced phenomena in molecules
Molecules can be electronically excited by irradiation at
UV or visible wavelengths. The electronic excitation pro-
motes the molecule to a non-equilibrium state, which
triggers a sequence of relaxation processes. As illustrated
in Fig. 1, these processes may correspond to simple
vibrational relaxation on a single potential energy surface,
or may involve radiationless crossings to other adiabatic
states with the same spin multiplicity (internal conversion)
or different spin multiplicities (intersystem crossing);
alternatively, they may involve radiative transitions to
other states by fluorescent or phosphorescent processes.
In any case, between the fastest processes—vibrational
relaxation taking place within few tens of femtoseconds (fs),
and slowest processes—phosphorescence occurring within
milliseconds (ms), a span in time of more than ten orders of
magnitude is found. This large variability of processes and
time scales imposes, naturally, a great challenge to theoreti-
cians, who should be prepared to employ many different
approaches and methods, tailored for each special case.
Theoretical investigations of molecular excited states
usually start with the determination of the vertical excita-
tion spectrum for the ground-state minimum geometry and
continue with the determination of geometries and energies
of excited-state stationary structures, of coupling terms for
state crossings, and of reaction pathways connecting all
those structures. In comparison with ground-state research,
excited-state investigations impose a new level of chal-
lenges due to the high density of closely lying states pos-
sessing different delocalization character (localized
valence states, delocalized excitons, separated charge-
transfer states, diffuse Rydberg states). Moreover, rather
than having nearly harmonic wells separated by high
energy barriers—as usually found in the ground state—
excited-state surfaces are often anharmonic, with multiple
wells separated by low energy barriers, allowing the mol-
ecule to reach geometrical conformations far from chemi-
cal intuition.
The development of experimental femtosecond spec-
troscopic techniques [26, 27] has been a driving force
pushing theoretical research in excited states beyond sim-
ple assignment of vertically excited spectra. The need for
theoretical models helping to deconvolute time-dependent
spectra has continually motivated the research of excited-
state reaction pathways and excited-state dynamics
Fig. 1 Illustration of photodynamical processes occurring on ground
and excited potential energy curves of a molecule. PA photoabsorp-
tion, ISC Intersystem crossing, IC internal conversion, Fl Fluores-
cence, Ph Phosphorescence
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simulations. In this context, internal conversion processes
have been a main field of theoretical research in excited
states. After photoexcitation, the molecule can reach
regions of the configuration space where the Born–
Oppenheimer approximation breaks down (see Fig. 2). In
particular, degeneracy between states of the same spin
multiplicity, also known as conical intersections [28, 29],
creates an efficient funnel for radiationless transfer between
adiabatic states. Seams of conical intersections are ubiqui-
tous [30]; the main question to be answered is whether a
specific molecule excited at a determined wavelength can
reach the intersection seam or not.
Algorithms for localization of conical intersection have
been developed [31–33], making their search comparable
to the conventional search for stationary points. They are
reviewed and benchmarked in Ref. [34]. The research of
internal conversion pathways performed for a large variety
of molecules has shown that the structures at conical
intersections often keep close structural resemblance even
between very different molecules. For instance, two
examples of S1/S0 conical intersections are shown for two
distinct molecules in Fig. 3. The substructure that causes
the degeneracy between the two states is a twist-pyrami-
dalized configuration (indicated by lines in bold) in both
cases. The twist has the effect of stabilizing the pp* state
and destabilizing the closed shell (cs) state, bringing them
to an avoided crossing. Pyramidalization (sp2 to sp3
hybridization change) tunes the degeneracy [35]. Five of
the most common motifs giving rise to S1/S0 conical
intersections in organic molecules are collected and illus-
trated in Table 1.
In spite of the large variety of types of processes
observed in molecular photodynamics, these motifs for
conical intersections indicate that there are common
patterns followed by molecules. For instance, Fig. 4
shows the state occupation during dynamics of pyrrole
[38], adenine [39], and pyridone [40] according to
surface hopping simulations. These state occupations
belong to three distinct classes of excited-state pathways
commonly observed in dynamics of organic molecules.
For pyrrole, a very fast (sub-100 fs) dynamics occurs
following the NH dissociation along the pr* state. For
adenine, ring puckering toward an ethylenic conical
intersection along the pp* state controls the dynamics.
For pyridone, the conical intersection cannot be reached
efficiently, turning this molecule into a fluorescent
species.
2.2 Charge transfer and excitonic interactions
If two or more chromophores interact with each other, new
intriguing phenomena come into play. Strong interactions
may significantly alter the character of the excited states by
delocalizing them among several fragments. Additionally,
defect migration plays a role even at much weaker coupling
strengths and energy transfer occurs up to a spatial sepa-
ration of several nanometers between chromophores [25].
Electronic defects in aggregated or bulk systems are
commonly described in terms of excess electrons and holes
relative to the neutral ground state. If the electron and the
hole are in close contact, possibly delocalized over a few
fragments, the term Frenkel exciton is commonly used.
Typically, only Frenkel excitons are active in absorption
and emission processes. Later, they may split into charge-
transfer states, i.e., an electron and a hole on separate
fragments bound by a strong mutual Coulomb interaction.
Finally, complete charge separation can occur where the
electron and hole migrate independently. The complete
description of these phenomena is quite challenging as it is
not only necessary to describe the electronic structure at
Fig. 2 Illustration of the potential energy surfaces of a molecule. The
arrows indicate the photoabsorption (vertical) and the relaxation
processes. Each adiabatic surface (S0, S1, S2) can have different
diabatic characters (cs (closed shell), np*, pp*) depending on the
nuclear geometry
Fig. 3 Examples of twisted pyramidalized (or ethylenic) S1/S0
conical intersections in 2-(20-hydroxyphenyl)-benzothiazole (HBT)
[36] and 4-methylcyclohexylidene-fluoromethane (MCF) [37]. The
lines in bold indicate the origin of the ‘‘primitive conical intersection’’
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high level, but it is also essential to include the coupling
between electronic and nuclear degrees of freedom. The
computational description can either occur by finding the
parameters for global theories or by a direct dynamical
description.
In Fig. 5 the model shape of a potential energy surface
(PES) of a defect located on two interacting fragments is
shown, cf. Ref. [41]. The diabatic states Hii
diab and Hff
diab
where the defect is localized on the initial or final frag-
ments are represented by displaced parabolas. These are
characterized by the reorganization energy k, the energy
required to move from one minimum geometry to the
other while staying on the same diabatic surface. These
diabatic curves are modulated in this example by a con-
stant coupling Hif
diab to yield the adiabatic energy curves
E1
ad and E2
ad. If the two fragments are different, then a
non-vanishing reaction free energy DrG for the defect
transfer reaction will be observed. If the coupling is on
the order of the reorganization energy, then the resulting
adiabatic states are strongly mixed and a unique delo-
calized minimum is formed, Fig. 5a. If the coupling is
significantly smaller, then the adiabatic states remain
very similar in character to that of the localized diabatic
states and only at the transition region an interaction
between the states occurs, Fig. 5b. The essence of
Marcus theory is to combine Hif
diab, k, and DrG to form a
rate equation including non-adiabatic effects for weak
coupling cases [42]. Fo¨rster theory allows connecting
spectroscopically available quantities to form a rate
equation of excitation energy transfer [43].
Table 1 Common motifs or ‘‘primitive conical intersections’’ giving rise to conical intersections between the first excited and the ground singlet
states of organic molecules
Conical intersection Primitive structure Examples
Twisted;
Twisted-pyramidalized
(pp*/cs) X C
R1
R2 R3
R4
Conjugated chains (ethylene [189], polar substituted ethylenes [190],
protonated Schiff bases [191], stilbene [192], azobenzene [193])
Aromatic rings (benzene [194], purines [195], pyrimidines [196])
H-migration/carbene
(pp*/cs) C
R1 R2
R3
H Ethylidene [197]
Cyclohexene [198]
Out-of-plane O (pOp*/cs)
C O
R1
R2
Formamide [199]
Rings with carbonyl groups (pyridone [40], pyrimidines [200], guanine [201])
Bond breaking; ring
opening (prXY*/cs)
X Y
R1
R2
Heteroaromatic rings (pyrrole [202, 203], purines [204], thiophene [205],
furan [206], imidazole [207])
Proton transfer (pp*/cs) X
R1 R2
H Watson–Crick base pairs [118]
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Fig. 4 State occupation during dynamics of pyrrole [38], adenine
[39], and pyridone [40] and corresponding main reaction pathways.
The highlighted curve indicates the evolution of the ground-state
population
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3 Quantum chemical method for excited states
3.1 Ab initio methods
Many ab initio methods are currently available for exited-
state calculations. Some single-reference methods, such as
the second-order approximate coupled-cluster (CC2) [44],
algebraic diagrammatic construction (ADC) [45], and the
equation-of-motion coupled-cluster (EOM-CC) [46]
methods, have proven to be reliable and affordable sources
for vertical excitation energy calculations, with data quality
considerably superior to former common approximations
such as the configuration interaction with single excitations
(CIS) [47]. It should be noted that combination of CC2 and
ADC(2) with the resolution-of-the-identity (RI) approxi-
mation [48, 49] has significantly increased the applicability
of these methods (see below).
At strongly distorted molecular geometries or conical
intersections with the ground state, the Hartree–Fock
method does not provide a satisfactory reference wave
function. In these cases, the usage of multiconfigurational
and multireference methods is necessary, and the multi-
configurational self-consistent field (MCSCF) [50, 51], the
multireference configuration interaction (MRCI) [52–54],
or the complete active space perturbation theory to second-
order (CASPT2) [55] can be applied. Analytical gradients
are available for all these methods [56–58]. Analytical
nonadiabatic couplings terms are available for MCSCF and
MRCI methods [59].
Besides the high computational costs common to all
these methods, another handicap affecting especially the
MCSCF and the MRCI methods is their dependence on the
choice of active and reference spaces [60]. Of particular
concern is that larger active spaces, which are often used
when a large number of orbitals is to be considered, start to
include dynamic electron correlation effects for some of
the electrons, which causes an imbalance by leaving the
other electrons uncorrelated [61]. Additionally, conver-
gence problems may increase computation times, and
certain orbital rotations may appear for specific geometries
changing the character of the MCSCF wavefunction that
can lead to discontinuities in potential energy surfaces.
MCSCF and MRCI often overestimate the energy of ionic
states in the Franck–Condon region [62, 63]. CASPT2, on its
turn, tends to underestimate the vertical spectrum [64, 65]. A
collection of references to investigations benchmarking
results for excited-state calculations at ab initio levels are
given in Table 2.
3.2 DFT-based methods
Currently, excited-state properties can be obtained with
several density functional (DFT) methods. Besides the
popular time-dependent (TD) DFT [66, 67], usually com-
puted within the linear-response approximation, other
DFT-based methods, such as the restricted open-shell
Kohn–Sham (ROKS) [68], restricted ensemble-reference
Kohn–Sham (REKS) [69], time-dependent density func-
tional tight-binding (TD-DFTB) [70], and DFT/MRCI [71,
72], can provide excitation energies and other properties.
Among these methods, analytic energy gradients and ana-
lytic and numeric nonadiabatic couplings terms are avail-
able for TDDFT [73–78].
The result of a TDDFT calculation critically depends on
the functional used. Because of its superior quality in
ground-state calculations, the hybrid B3-LYP [79] func-
tional is often used as a starting point. In a similar sense,
Fig. 5 Model potential energy curves for a defect delocalized over
two fragments in the (a) strong coupling and (b) weak coupling cases
Table 2 Recent reviews and benchmark investigations on excited-
state calculations
Description Refs.
Benchmark of excited states: ab initio methods [208–211]
Benchmark of excited states: DFT-based
methods
[82, 212–217]
Benchmark of excited states: semiempirical methods [88]
Benchmark of conical intersections [34]
Review on quantum chemical methods [83]
Review on the QM/MM approach [218, 219]
Review on surface hopping [100, 220]
Review on excited-state phenomena [157, 221–223]
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the generalized gradient approximation functional PBE
[80] is often applied. PBE0 [81] is a parameter free hybrid
extension of PBE, which was formulated with a special
focus on molecular properties and excited states. Highly
parameterized functionals like Truhlar’s M06 series [82]
give remarkable results in many cases, but have the dis-
advantage that the physical understanding of the functional
form becomes more difficult. In practical applications,
usually several functionals would be considered and com-
puted results compared to reference values (obtained, e.g.,
from experiment or a high-level ab initio method) thus
allowing to find an appropriate functional. A difficulty for
applying TDDFT is the large number of available func-
tionals, from which it is not trivial to find the best one for
each specific case. Additionally, TDDFT lacks the possi-
bility of systematically improving results, which is one of
the major characteristics of ab initio methods.
One of the main problems with DFT-based methods has
been the description of charge-transfer states [83], which
can be strongly overstabilized by conventional functionals.
This problem, however, has been largely attenuated by the
development of asymptotically corrected functionals [82,
84, 85], but more experience may still be needed to prop-
erly evaluate these approaches. In the case of TDDFT, the
single-reference character and the linear-response approx-
imation also turn the computation of potential energy sur-
faces near conical intersections between the ground and the
excited states problematic, if not impossible. These inter-
sections can be described by ROKS (within a simple two-
state approximation), REKS, and DFT/MRCI methods.
A collection of references to works benchmarking
results for excited-state calculations at DFT-based levels
are given in Table 2.
3.3 Semiempirical-based methods
As for ground-state problems, one promising option to
overcome the limitations imposed by computational costs
is the use of semiempirical methods. Semiempirical-based
methods have been also developed for excited-state cal-
culations. In particular, multireference problems have
received special attention with the development of semi-
empirical configuration interaction methods employing
floating-occupation of molecular orbitals (FOMO/CI) [86]
and MRCI based on the graphic unitary group approach
(GUGA) [87].
Results of mixed quality have been reported from the
application of these methods. Good results, for instance,
can be obtained for vertical excitations with the OM2/
MRCI method [88]. The excited-state relaxation dynamics,
however, has been often in contradiction with results
obtained at ab initio levels (see, for instance, the discussion
about cytosine in Sect. 6.1). Transferable, large-scale
parametrization over the whole periodic table and includ-
ing excited-state stationary structures and intersections is
still necessary to make these methods fully reliable for
excited-state calculations.
4 Methods for photodynamical simulations
4.1 Wavepacket dynamics
The full time-dependent Schro¨dinger equation for a mole-
cule can be partitioned between self-consistent sets of
equations for the electronic and nuclear systems [28, 89].
Then, the nuclear wavepacket of an electronically excited
molecule can be propagated by grid-projection techniques
[90, 91]. The problem with such methods is that only a
limited small number of nuclear coordinates can be
included in the calculations. Even though the situation is
improved by time-dependent wavefunction expansions,
like in the multiconfigurational time-dependent Hartree
(MCTDH) method [89], computational costs and difficul-
ties involved in building multidimensional potential energy
and coupling surfaces still limit wavepacket propagation to
small subsets of nuclear coordinates.
In spite of such limitations, excited-state wavepacket
dynamics is an important tool for obtaining highly accurate
spectroscopic results [89, 92] or verifying the quality
of predictions obtained with trajectory-based methods
[93, 94].
4.2 Trajectory-based approaches
Trajectory-based approaches for nonadiabatic dynamics
simulations have been popularized in the last decade. They
overcome the main problem of nuclear wavepacket prop-
agation—the limited dimensionality due to computational
costs and to difficulties of building multidimensional
potential energy surfaces—by adopting a local approxi-
mation. Within the local approximation, energies, energy
gradients, and coupling terms need to be computed only
along a classical trajectory, rather than over the full space
as the time-dependent Schro¨dinger equation requests.
Delocalization of the nuclear wavepacket is partially
recovered by the propagation of multiple independent tra-
jectories. Nonadiabatic behavior is recovered by different
approaches. Two of the most well-tested trajectory-based
methods are multiple spawning [13, 95] and surface hop-
ping [96].
While multiple spawning propagates Gaussian wave-
packets centered at classical trajectories and can spawn
new trajectories at nonadiabatic crossing regions, surface
hopping propagates classical trajectories on the energy
surface of a single state, allowing each independent
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trajectory to switch between states during the propagation
according to a stochastic algorithm. The multiple spawning
technique has the advantage of including quantum effects
for the nuclear motion more rigorously. Surface hopping is
widely used because of its methodological simplicity and
ease of interpretation. In many cases, multiple spawning
and surface hopping should lead to similar results at similar
computational costs if a proper integration of the time-
dependent Schro¨dinger equation and some additional con-
sistency corrections [97] are performed in the surface
hopping dynamics. A recent review about the multiple
spawning method can be found in Ref. [98]. Surface hop-
ping dynamics has been reviewed in Refs. [99, 100] and a
general program implementation is described in Ref. [101].
5 Computational considerations for dimers
and aggregates
A significant amount of attention has been devoted to com-
puting the electronic coupling between chromophores as the
central descriptive quantity for the defect transfer process, cf.
Fig. 5. There are two general approaches for computing
these couplings: direct supermolecular computations and
computations of interaction matrix elements between mol-
ecules considered independently. In the supermolecular
approach, the coupling is obtained as half the energy splitting
at resonance conditions [102]. Resonance can either be
enforced by symmetry considerations, cf. Refs. [103, 104],
by scanning of geometries, or by applying an external elec-
tric field [105]. It has been pointed out that simply calculating
the gap without checking for resonance may significantly
overestimate the coupling [103]. Alternatively, localized
states in supermolecular structures may be found by prop-
erty-based diabatization schemes [102, 105]. In a third
approach, the parameters are obtained by considering repeat
units [106]. If the two chromophores are considered sepa-
rately, the task is to compute the interaction matrix element
between the two excited states. If there is no overlap between
donor and acceptor wave functions, exchange can be
neglected and the coupling is given as the Coulomb inter-
action between the transition densities [107]. This electro-
static interaction can be computed according to the transition
density cube method [108] or using analytical Coulomb
integrals [107]. For larger separations between the chro-
mophores it is often enough to consider the interaction of
transition dipoles, which is the basis for Fo¨rster theory. If
charge migration rather than energy migration properties are
to be computed in a fragment-based approach, the coupling
can be estimated as the matrix element between the highest
occupied molecular orbitals of the fragments [103, 109]. If
the couplings and other descriptive quantities are available,
they can provide the background for global theories or
multi-scale techniques to describe larger systems [22, 41,
110, 111].
In many cases, it is advantageous to go beyond the
simple rate equations provided by Marcus and Fo¨rster
theory. This was done by adapting the existing theories
through inclusion of vibronic terms [41] or by explicitly
considering molecular aggregates [111]. But atomistic
ab initio non-adiabatic dynamics simulations, as described
above, should give a direct unbiased view of the processes
occurring and can naturally be applied to intermediate
coupling situations where Marcus and Fo¨rster theory can-
not be applied. An examination of the applicability of
surface hopping dynamics for defect transport and its
connection to Marcus theory is given in Ref. [104]; the
underlying physics are outlined in Sect. 2 of Ref. [112].
The atomistic picture allows for an inclusion of environ-
mental effects through QM/MM coupling schemes. In
particular, electrostatic embedding (see Ref. [113] and
further references therein) allows coupling the electronic
polarization of the core system directly to the orientational
polarization of the solvent. The strong influence of such an
environmental polarization on the charge-transfer proper-
ties of DNA have been discussed in Ref. [109].
6 Applications showing current possibilities and future
aspects
6.1 Nucleobases
A very active field of theoretical research in excited states
has been the investigation of the behavior of nucleobases
[1, 114, 115] and other nucleic-acids fragments [116–118]
after UV irradiation. The main motivation has been to
understand how this radiation can damage the genetic code
and what intrinsic protection mechanisms DNA has
developed against it. Experimental research has revealed
that all nucleobases can efficiently get rid of the photoen-
ergy at the picosecond time scale [119, 120]. Theoretical
research of reaction pathways and conical intersections of
nucleobases has identified the main internal conversion
channels available for each nucleobase [1, 121–124].
Dynamics simulations have provided information about the
efficiency of each of those reaction pathways [20, 114, 115,
125, 126].
Although the reaction pathways described by most of
theoretical methods are qualitatively equivalent, results of
the dynamics simulations can be quite dependent on the
specific properties of the respective potential energy sur-
faces. Divergent results about the importance of each
pathway have been found for all nucleobases. This situa-
tion is illustrated for cytosine in Table 3, which surveys the
results of simulations from Refs. [114, 115, 117, 126–129].
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It is well established that cytosine has three main reaction
pathways for internal conversion after excitation into the
first bright pp* singlet state [1, 124, 127]. One pathway is
characterized by puckering at the C6 atom, another one is
characterized by out-of-plane displacement of the amino
group, and the third one is characterized by a quasi-planar
distortion bringing cytosine to near a three-state conical
intersection. As shown in Table 3, although all methods
predict ultrafast deactivation, there is still no consensus
about which pathway is the most important one.
Semi-classical simulations of the UV-photo absorption
spectrum at the RI-CC2 level were carried out for each
nucleobase, adenine, guanine, cytosine, thymine, and uracil
in gas phase [18]. The simulation of the absorption cross
section was approached by constructing a nuclear phase
space distribution in the electronic ground state and then
projecting it onto the electronic excited states. The ground-
state distribution was prepared by means of a probabilistic
sampling of the Wigner distribution for the ground-state
quantum harmonic oscillator [32, 130, 131]. The spectra of
adenine, guanine, thymine, and uracil (Fig. 6) showed a
common characteristic by the presence of a two-band
structure separated by a low intensity region. On the other
hand, the cytosine spectrum is formed by a succession of
three bands of increasing intensity (Fig. 6). For all five
nucleobases, the bands are formed mostly by absorption
into 1pp*states.
6.2 DNA fragments
Whereas most of the photophysics of isolated nucleobases
is now quite well understood, the photodynamics of several
interacting nucleobases still poses many challenges.
Research on the excitonic interactions between nucleo-
bases is driven by the observation that the photophysics of
DNA is significantly different from that of isolated nucle-
obases. Whereas all the isolated bases decay on a
picosecond time scale [119, 120], long-lived transients up
to 10–100 ps [132–134] are observed in DNA, which are
strongly dependent on sequence and structure [135]. In
principle, both inter- and intrastrand interactions could play
a significant role. It is now believed that intrastrand
stacking interactions are the major factor for the increase in
life time [2]. It has been suggested that UV absorption
occurs into Frenkel excitonic states with a delocalization
length of 3–4 bases in a homo-adenine strand [134] or
probably less in more heterogenous sequences [2].
Computational studies on DNA base stacks are aimed at
elucidating the processes described above. Computational
challenges arise from the large system sizes to be treated,
the importance of the environment, and the need of con-
sidering dynamical effects. In principle, TDDFT would be
favorable for describing systems of such a size and base
tetramers have been successfully treated [136], but the
accuracy of TDDFT, at least in the case of standard
functionals without long-range corrections, has been
questioned [137]. Ab initio methods have been used for
Table 3 Gas phase dynamics results for UV-excited cytosine obtained with different methods
Dynamics Electronic structure Main pathway s (ps) Refs.
MS CAS (2, 2) oop-NH2 (65%) *0.8 [127]
SH OM2/MRCI C6-puck (100%) 0.37 [115]
SH CAS (10, 8) Quasi-planar (64%) 0.69 [114, 128]
SH CAS (12, 9) Quasi-planar *0.5a [129]
SH FOMO/AM1 (PM3) C6-puck (77%)b 0.09 (0.17) [117]
oop-NH2 (81%)
c –
SH ROKS C6-puck 0.7 [126]
MS multiple spawning, SH surface hopping
a Extrapolation of the reported data with a single exponential fitting function
b Cytosine ? sugar
c Isolated cytosine
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Fig. 6 Simulated absorption spectra of nucleobases using the RI-CC2
method
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slightly smaller systems. RI-CC2 has been used for system
sizes up to base trimers [106], and the CASPT2 method
could be applied to dimers [138]. It is a particular challenge
to assess the involvement of charge-transfer states. TDDFT
studies using a polarized continuum model emphasized the
importance of charge-transfer states even when long-range
corrected functionals were used [139, 140]. By contrast, a
CASPT2 study concluded that Frenkel excitonic states
stabilized by resonant interactions should be the most sta-
ble trapping sites [138]. Clarifications are still needed to
understand these essential photophysical processes. More
information may be provided by ab initio methods com-
bined with QM/MM electrostatic embedding treatment of
the surrounding DNA to treat both the electronic structure
and the polarization of the environment at a high level.
Extended benchmark calculations for excitation ener-
gies, oscillator strengths, and characters of the low-lying
singlet excited states of the stacked nucleobase pairs ade-
nine–thymine (AT) and guanine-cytosine (GC) were per-
formed by means of a selected set of density functional,
B3-LYP and PBE0, and the recently developed M06-2X
and M06-HF within the time-dependent density functional
theory (TD-DFT) [141]. The resolution-of-the-identity
second-order algebraic diagrammatic construction (RI-
ADC(2)) method served as reference approach for com-
parison. For the AT dimer at its ground-state optimized
geometry, the charge-transfer state at RI-ADC(2)/TZVP
level corresponds to the excited state S6, which is an
excitation from a p orbital in adenine to a p* in thymine. For
the GC dimer, the RI-ADC(2)/TZVP the charge-transfer state
corresponds to S4, which is a p–p* excitation from guanine to
cytosine. Comparison of DFT and ADC(2) results shows that
the M06-2X version provides a relatively good reproduction
of the reference results. It avoids the serious overstabilization
and overcrowding of the spectrum with charge-transfer states
found with the B3LYP functional. Solvent effect was also
investigated for the AT and GC complexes. The main
observation is that the amount of charge-transfer character
increases with the polarity of the solvent.
Non-adiabatic dynamics simulations have been per-
formed for one quantum mechanically treated base in an
MM base stack [142] and a short double helix [143]. The
study illustrated that purely mechanical restrictions do not
play a large role and that the monomer likely decay path-
ways are not hindered by the stacking interaction.
Interactions between Watson–Crick base pairs in DNA
could lead to electron or proton transfer processes between
the strands as well. The possibility of an electron-driven
proton transfer in a guanine-cytosine base pair has been
suggested from a static computational study [118] and
further examined by dynamics simulations [116]. The
effect has been found experimentally in isolated base pairs
[144]. But it is now believed that interstrand interactions do
not play a significant role in the photophysics of DNA
strands [2, 136].
A significant amount of attention has been devoted to
charge migration dynamics of DNA [21, 109, 145]. Also in
this case, the question of delocalization and of transport
properties arises. Aside from biological interests, charge
transfer in DNA has been studied in the context of nano-
technology as a model self-assembling system with molecular
recognition properties. The task in this context is to modify
the properties in order to get sufficient electric conductivity
[21]. It has been theoretically suggested [146] and experi-
mentally verified [145] that charge transfer may proceed
through two distinct mechanisms: direct superexchange up to
a separation of about three bases and multistep hopping for
larger distances. Several strategies exist for getting a detailed
picture of different aspects of these processes. Models from
solid state physics are able to capture the periodicity of the
system but have difficulties in properly considering structural
fluctuations and molecular motions [21, 147]. High-level
ab initio supermolecular calculations (CASSCF, CASPT2,
and MRCI) give detailed descriptions of the interactions
between stacked bases [148, 149] and even non-adiabatic
effects in connection with dynamics simulations, cf. Ref.
[104]. However, these methods can only be applied selec-
tively because of high computational requirements. In con-
trast, semiempirical DFTB calculations in connection with
QM/MM inclusion of the environment allow for an efficient
sampling of the conformational space and for estimating the
importance of solvent degrees of freedom [109].
6.3 Retinal and model systems
Retinal, the chromophore of rhodopsins, has attracted
attention from theoreticians since the 1970s [150]. It plays
a main function in the transduction of a light signal into a
chemical impulse via photoisomerization inside the protein
cage. Theoretical research of retinal has been focused on
two main aspects, first, solvatochromic effects, which
allow its absorption to be tuned to different wavelengths
depending on the protein-specific environment [151–154];
second, determination of isomerization mechanism occur-
ring after photoexcitation [4, 5, 155]. Along the last dec-
ade, most of the investigations in this field dealt with
retinal models [156–161], usually protonated Schiff bases
neglecting the cyclohexene ring. Recently, research con-
sidering the full length retinal at quantum mechanical level
has been reported [4, 5, 155].
The photoisomerization mechanism is still an issue
under debate. While ab initio (CASSCF, CASPT2, MRCI)
[155–157] and semiempirical (OM2/MRCI) [159] methods
predict that torsion around formal double bonds is the main
mechanism bringing the molecule to the conical intersec-
tion, TDDFT results predict a different scenario with a
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major role played by torsion around formal single bonds
[162]. Although the agreement about the torsional mode
coming from most of methods seems to indicate a failure of
TDDFT to deal with this molecule, recent CASPT2 and
quantum Monte Carlo evaluations of excited-state potential
energy surfaces of a retinal model indicated that the
changes in bond length alternation in the excited state
should be much smaller than that predicted by CASSCF
and even MRCI, which would favor to some extent the
TDDFT predictions [163].
6.4 Photovoltaics
Electronic devices based on organic chemistry have many
potential advantageous properties compared to silicon-
based devices. These include lower production costs, ease
of processing, and mechanical flexibility [24]. In particular,
the field of photovoltaics has been intensively studied with
the aim of producing photovoltaic energy at a comparable
or lower cost as traditional non-renewable energy sources.
Computational studies are aimed at elucidating the com-
plex nature of the excited states involved and to examine
the vibronic coupling that leads to interconversion between
them, partially on an ultrafast time scale. A variety of
interesting classes of solar cells have been suggested. In
dye-sensitized solar cells, an organic dye is used as a
chromophore in direct contact with an inorganic frame-
work and charge separation occurs at the interface between
the dye molecules and inorganic nanoparticles [164, 165].
If an organic bulk phase is to be used, then the exciton
migration properties play a decisive role. The poly
(p-phenylene vinylene) (PPV) system and its methoxy
derivative have been extensively studied in this context. A
special focus was laid on coherences in energy migration
[166], which were explained in terms of excitons surfing on
the polymer backbone [167]. A DFT study illustrated the
strong electron–phonon coupling along the bond length
alternation coordinates [168], which could serve as a basis
for the surfing process. Whereas bond length alternation is
expected to affect on-site excitation energies, torsions may
modulate the electronic couplings between the different
monomer units. Using full quantum dynamics, these
nuclear coordinates can be coupled with electronic degrees
of freedom and valuable information about electron–pho-
non coupling and possible quantum coherences could be
obtained, cf. the preliminary exploration of Ref. [110].
After exciton migration, charge separation has to occur
at the heterojunction. This process is not well understood
yet [12], but quantum dynamical studies may give insight
into the electron–phonon coupling processes involved.
After charge separation, the charge migration properties
become the decisive feature. Computational studies on
charge transport in organic systems have been concerned
with the estimation of transfer parameters [103] as well as
with non-adiabatic dynamics simulations [169]. A number
of interesting extensions exists for making organic solar
cells more efficient. Self-assembled nanoscale heterojunc-
tions may be used for decreasing exciton migration lengths
[170]. Alternatively, supramolecular assemblies with an
electron donating group, a chromophore, and an electron
accepting group covalently connected can eliminate the
need of diffuse electron migration altogether. The proper-
ties of such a triad have been studied by DFT [171] and
TDDFT [172]. Moreover, the process of multiple exciton
generation from one photon can be used to increase the
fundamental limits of conversion efficiency [173]. In
organic molecules, this can be realized through singlet
fission, i.e., one singlet exciton is split into two triplet
excitons [173]. The process has been examined computa-
tionally for a pentacene dimer [174]. It is suggested that the
photoexcitation occurs into a bright single excitation S2
state, which can cross with a dark doubly excited lower
lying state. After this state is reached the two molecules
repel each other, and as the system dissociates the doubly
excited state obtains the nature of two singlet coupled
triplets [174, 175]. To describe these complex excited
states, multi-reference perturbation theory was applied with
a triple zeta basis set [174]. Biomimetic solar cells using
porphyrin aggregates are another promising strategy [176].
In this case, a connection between large-scale theories [22]
and smaller-scale parameter calculations may be suitable to
provide a solid theoretical background. In general, it can be
said that computational studies provide a foundation for
understanding the signatures of complex excited-state
processes, and may therefore aid in the design of new
efficient solar cells in the different categories described.
6.5 Photodevices, phototriggers, and molecular
machines
In analogy to the processes occurring in nature for retinal
(see Sect. 6.3), molecular photodevices can be used for a
clean and ultrafast way to control reactions and trigger
processes [177]. Theoretical research in this field has been
focusing on laser control of reactions, such as to induce
photoisomerization [15, 178, 179], photodissociation
[9, 180], and proton transfer processes [181–184]. Light-
driven motors have been considered as well [185].
One of the main examples in this field is the photoiso-
merization of azo-molecules, especially of azobenzene
[15, 178, 186, 187], whose molecular length is strongly
affected by photoexcitation. In fact, theoretical investigations
have played a major role in this field by means of dynamics
simulations, which have revealed the intrinsically multidi-
mensional character of the photoisomerization process, rather
than a simple unidimensional one, as commonly thought.
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Photoexcitation may induce electron or proton transfer
within the molecule or between molecules. This process
leads to a strong red shift of the emission wavelength in
comparison with the absorption wavelength. Theoretical
studies of excited-state intramolecular proton transfer
(ESIPT) have been useful to support experimental ultrafast
spectroscopic investigations. These studies have revealed,
for instance, details on the transfer mechanism [181–183]
and how it may trigger internal conversion processes [36,
188]. Another interesting theoretical suggestion was a
reversible molecular switch based on ESIPT [184].
7 Conclusion and outlook
After photoexcitation, molecules may undergo a variety of
different processes. The excited states are characterized by
a significant shift in electron density, which may, for
example, lead to ionic or diffuse character. In addition,
excited states can interact, resulting in irregular shapes of
potential energy surfaces. Ultrafast non-equilibrium pro-
cesses further complicate the situation. For these reasons,
excited-state calculations are still quite challenging in spite
of the large effort spent in developing new computational
methods. Whereas ground-state thermochemistry has
evolved into a field where many questions can be routinely
addressed by non-specialists, excited-state calculations
usually still require a careful assessment of available
methods. Not only considerations of computational effi-
ciency play a role, but methods have to be chosen that are
appropriate to describe the different kinds of excited states
and processes of interest. The availability of analytic
energy gradients and nonadiabatic coupling elements is
also an important selection criterion.
A major goal in the development of new excited-state
methods will be the increase of applicability and stability
of the different approaches. Many coupled-cluster-based
single-reference methods exist, which offer high-quality
results at geometries close to the ground-state minimum.
However, the description of conical intersections and
strongly distorted geometries is still highly challenging. It
would be highly desirable to have a unified approach for
these multi-reference cases, rather than having to carefully
choose the methodological details as is currently the case
for many such problems. TDDFT serves as an attractive
method because of its computational efficiency, but it
suffers from different systematic errors, most prominently
the overstabilization of charge-transfer states. Long-range
corrected functionals offer a promising solution. Semiem-
pirical methods offer an even computationally faster
approach and appropriate multireference methods are
available, but careful parameterization is usually necessary
and questions about transferability arise. When choosing a
dynamics method, it is necessary to compromise between
computational efficiency and the level of approximation,
i.e., whether nonadiabatic effects and all internal degrees of
freedom have to be considered or not. Dimers and aggre-
gates offer new challenges that may have to be addressed
with efficient multi-scale methodology. While there are
many successful applications of present methods, there are
still many outstanding problems remaining and the devel-
opment of new approaches to electronic structure calcula-
tions will play an important role.
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52 CHAPTER 3. RESULTS
3.2 Gradients and Non-adiabatic Couplings for
State-Averaged MCSCF
The first major methodological effort was concerned with the implementation
of electronic energy gradients and non-adiabatic coupling vectors at the state-
averaged multi-configuration self-consistent field (SA-MCSCF) level (see also Sec-
tion 2.2.2) into the Columbus package. [80] Whereas the functionality had already
been available within the formalism of multi-reference configuration interaction
(MR-CI) calculations, [40, 81–83] significant computational overhead was present
rendering many interesting calculations impossible. By writing a direct interface
between the SA-MCSCF wavefunction optimization and the gradient programs
and by explicitly considering simplifications in the gradient formalism arising due
to SA-MCSCF, significant improvements in the algorithm could be made as far as
time, memory and the general stability of the approach are concerned.
The project was carried out with the help and supervision of H. Lischka. In addi-
tion the Columbus developers T. Mu¨ller from the Ju¨lich Supercomputing Centre
and R. Shepard from Argonne National Laboratory, Illinois provided significant
assistance for carrying out this work.
3.2.1 Gradients
Some general considerations regarding electronic energy gradients were described
in Section 2.1.6. In the context of SA-MCSCF the important point is that the
CI coefficients for each state are optimized in a variational way. However, the
orbitals are chosen as to minimize the average energy and are not optimal for any
individual state. Therefore not only the left term in Eq. (2.58) pertaining to the
derivative of the Hamiltonian has to be evaluated, but also the response of the
orbital coefficients with respect to the geometry change has to be considered.
The overall formalism for computing the MR-CI gradient is quite involved due
to its generality allowing a large amount of flexibility in the MCSCF and MR-CI
expansion space definitions. This formalism is described in detail in Refs [40,82,83].
In particular the derivatives of the orbital resolution conditions, which are needed
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if the MCSCF and MR-CI active spaces differ, add complexity. However, for simple
SA-MCSCF gradients this is not the case and the orbital resolution terms will be
omitted in the following text. Considering Eq. (2.58) the important quantities
aside from the density matrices are the wavefunction gradient of state φ
fφi = ∂E˜
φ
R(sR)/∂si (3.1)
and the SA-MCSCF response ∂sR/∂Rk. The f
φ vector is computed from the
generalized Fock matrix defined as [83]
F φrs =
∑
t
hrtD
φφ
ts +
∑
tuv
grtuvd
φφ
stuv (3.2)
The wave function response is computed by considering the fact that by con-
struction, the state-averaged wavefunction gradient of the converged calculation
vanishes at all geometries
fave ≡ 0 (3.3)
Differentiating this equation with respect to a nuclear coordinate yields (by a
similar application of the chain rule as in Eq. (2.57))
∂favei
∂Rk
|s=sR +
∑
j
∂favei
∂sj
∂sj
∂Rk
= 0 (3.4)
where the first term is the partial derivative of the wavefunction gradient under
the assumption of constant s.
After introducing the state averaged wavefunction Hessian Gave
Gaveij =
∂favei
∂sj
=
∂2Eave
∂si∂sj
(3.5)
Eq. (3.4) can be rewritten in matrix form
∂sR
∂Rk
= − (Gave)−1 ∂f
ave
∂Rk
|s=sR (3.6)
When inserted into Eq. (2.58), the following expression is obtained
∂
∂Rj
ER = tr
(
h(Rj)D(sR)
)
+ 1
2
tr
(
g(Rj)d(sR)
)−
− (fφ)T (Gave)−1 ∂fave
∂Rk
|s=sR
(3.7)
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In the next step the coupled perturbed SA-MCSCF equation system
Gaveλ = −fφ (3.8)
is solved to obtain the λ vector containing the response information. [84] This has
to be done only once, independent of the coordinate displacement and the general
equation
∂
∂Rj
ER = tr
(
h(Rj)D(sR)
)
+
1
2
tr
(
g(Rj)d(sR)
)
+ λT
∂fave
∂Rk
|s=sR (3.9)
is obtained. The term on the right can be expressed by using effective density
matrices (consider Ref [83] for more detailed information) and the final expression
for the gradient is of the form
∂
∂Rj
ER = tr
(
h(Rj)Deff
)
+
1
2
tr
(
g(Rj)deff
)
(3.10)
This type of trace computation is a standard operation in quantum chemistry,
implemented in several program systems. In the context of Columbus the trace
can be evaluated by using an interface to either the Dalton [85] or the Molcas
[86] program packages.
3.2.2 Non-adiabatic couplings
The computation of non-adiabatic coupling terms proceeds in a similar fashion as
compared to electronic energy gradients only that a few additional terms need to
be computed. [40] The non-adiabatic coupling between the states φ and ψ along
a coordinate Rk is defined as
hφψk :=
〈
φ | ∂
∂Rk
ψ
〉
= (3.11)
If the wavefunctions are of CI type, based on a set of configuration state functions
(CSF) γi, the expression can be rewritten as
=
〈∑
i
cφi γi |
∂
∂Rk
∑
j
cψj γj
〉
= (3.12)
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After applying the product rule, the expression decomposes into two parts hφψk,CI and
hφψk,CSF, related to the change in the CI vector and the CSF expansion, respectively.
=
∑
i,j
cφi
∂cψj
∂Rk
〈γi | γj〉︸ ︷︷ ︸
δij︸ ︷︷ ︸
:=hφψk,CI
+
∑
i,j
cφi c
ψ
j
〈
γi | ∂
∂Rk
γj
〉
︸ ︷︷ ︸
:=hφψk,CSF
(3.13)
hφψk,CI can be rewritten by considering that c
φ and cψ are eigenvectors of the CI-
matrix H
Hcψ = Eψcψ (3.14)
After differentiating this equation with respect to Rk, the equation reads
∂H
∂Rk
cψ + H
∂
∂Rk
cψ =
∂Eψ
∂Rk
cψ + Eψ
∂
∂Rk
cψ (3.15)
By multiplying by
(
cφ
)T
from the left the following expression is obtained
(
cφ
)T ∂H
∂Rk
cψ + Eφ
(
cφ
)T ∂
∂Rk
cψ = 0 + Eψ
(
cφ
)T ∂
∂Rk
cψ (3.16)
This can be rearranged as
hφψk,CI =
1
Eψ − Eφ
(
cφ
)T ∂H
∂Rk
cψ (3.17)
This shows that hφψk,CI is closely related to the electronic energy gradient of the CI
wavefunction. The term is computed in close analogy to the gradients only that
transition density matrices instead of density matrices are used. [40]
The hφψk,CSF term pertains to the response of the underlying CSF expansion with re-
spect to the change in geometry. A part of this contribution is also computed with
the CI gradient program. [40] However, for the remaining contributions additional
terms are needed: the anti-symmetric contribution of the one-particle transition
density matrix and half differentiated overlap integrals between atomic orbitals.
The former are now directly computed in the MCSCF program, the latter are
available from the Dalton program. [85]
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3.2.3 Implementation
Several points had to be considered for the implementation of the SA-MCSCF
gradients and non-adiabatic couplings. First, the state specific density and tran-
sition density matrices for the states of interest had to be computed. This was
accomplished by adapting the existing routines for considering the coupling ele-
ments in the graphical unitary group approach, realized through a ”formula tape”
(see also Section 2.2.2). These MCSCF density matrix elements exhibit a fairly
sparse structure. If i, j, k, l are indices of doubly occupied orbitals and p, q are
active orbitals the following relations hold. [31]
Dφψij = 2δijδφψ (3.18)
dφψijpq = 2D
φψ
pq δijδφψ (3.19)
dφψipjq = −1/2Dφψpq δijδφψ (3.20)
dφψijkl = (4δijδkl − δikδjl − δilδjk) δφψ (3.21)
Moreover, all elements containing virtual orbitals or an odd number of doubly oc-
cupied orbitals vanish. By considering these relations, the MCSCF density matrix
construction can be carried out quite efficiently.
Aside from the density matrix construction significant speed-ups in other parts of
the algorithm could be achieved as well. In particular the Fock matrix construction
(Eq. (3.2)) was rewritten in order to explicitly consider the fact that only density
matrix elements with internal indices had to be considered. For this purpose not
only the summation procedure but also the data structure of the direct access files
had to be modified.
Subsequently in the algorithm the effective density matrices Deff and deff con-
taining non-vanishing elements with at most one external orbital come into play.
A proper data structure for constructing these density matrices and for computing
the effective Fock matrix deriving from them was assured.
An additional point in the algorithm was concerned with the fact that as opposed
to MR-CI only MO integrals with at most two external indices are needed in the
formalism (for example in the effective Fock matrix construction of Eq. (3.2) there
is at most one external index for the density matrix and therefore at most two for
3.2. SA-MCSCF GRADIENTS AND NON-ADIABATIC COUPLINGS 57
the integrals). The corresponding changes in the integral transformation program
were carried out by T. Mu¨ller.
Through the direct computation of density matrices in the MCSCF program also
a quicker route to properties of SA-MCSCF wavefunctions was made available.
Changes in the program flow to allow for this were implemented as well.
3.2.4 Performance
In this section the performance of the new code is examined using two examples.
First, a calculation of guanine will be presented, using SA-CASSCF(10/7) with
state averaging over 3 states using the 6-31G* basis set (corresponding to 164
basis functions) and without using explicit symmetry (Figure 3.1). Two gradients
and one non-adiabatic coupling vector were computed to represent one step of
the optimization of a conical intersection or of a dynamics simulation, i.e. a type
of calculation that has to be performed for several consecutive times in practical
applications. The computations were carried out with the Columbus 5.9.2 and
the newly developed Columbus 7.0 versions. In the former SA-MCSCF couplings
were included by formally considering that SA-MCSCF can be seen as an MR-CI
calculation with zero excitations. Using this construction, no extra programming
effort was necessary after MR-CI gradients had been implemented. However, as
shown below this may yield significant computational overhead. With Columbus
5.9.2 the calculation described demanded about 34 minutes of walltime (Figure
3.1 left). The largest single component (13 min) was related to the computation
of atomic integrals (cf. Eqs (2.49) and (2.50)), where in particular the derivative
integrals were time consuming. Moreover, the artificial MR-CI step took about
six minutes (including the four-index AO-MO transformation) and additional four
minutes were consumed by the CI density computation step, where in particular an
indirect algorithm used for computing the transition densities was time consuming.
The remaining computation time is related to the orbital response calculation as
carried out with the cigrd.x program (mostly deriving from Eqs (3.2) and (3.8))
and the MO-AO transformation of the density matrix elements. In the center
column of Figure 3.1 the same calculation is shown, with Columbus 7.0 while
still using the artificial MR-CI step. The calculation time is significantly reduced
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Figure 3.1: Timing example of the new SA-MCSCF code consid-
ering Guanine in a SA(3)-CASSCF(10/7)/6-31G* cal-
culation: the old and new programs are compared where
in the latter case calculations with and without an inter-
mediate MR-CI step were performed.
(to about 17 min), owing mostly to a speed-up in the integral evaluation and an
improved calculation of the MR-CI transition densities, both of which derives from
programming work carried out by T. Mu¨ller. Using the tools developed here, it
was additionally possible to skip the artificial MR-CI step and furthermore reduce
the timing of the orbital response calculation, reducing the total time to about 12
min.
The second example considered was concerned with calculations on a Watson-
Crick bonded guanine-cytosine base pair. For this purpose a SA-CASSCF(4/6)
calculation with state averaging over 4 states was performed. Calculations were
performed in Cs symmetry. The 6-31G, 6-31G*, and 6-31+G* basis sets with
191, 286, and 362 basis functions, respectively, were considered. The timing for
one step in a geometry optimization of the ground state was considered. These
calculations were carried out with the Columbus 7.0 program using the algo-
rithm with the intermediate MR-CI step as well as the direct SA-MCSCF gradient
as implemented within this work. When using the 6-31G basis set, both algo-
rithms perform satisfactorily but some computational overhead is present: with
and without intermediate MR-CI step the timing amounts to about 14 and 10 min,
respectively. When using the larger 6-31G* basis set the computational effort is
increased significantly. The step, which is mostly affected, is the orbital response
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Table 3.1: Walltimes (seconds, CPU-times in parentheses) of the
main steps involved in the orbital response calculations.
6-31G 6-31G*
step MR-CI direct MR-CI direct
2-el. int. sort 28 (15) 4 (4) 233 (57) 18 (11)
Fockmatrix (Fφ) a 51 (22) 4 (4) 423 (108) 10 (10)
Equ. system b 13 (10) 15 (5) 210 (32) 39 (14)
density update 5 (5) 2 (2) 88 (15) 5 (4)
eff. Fockmatrix c 20 (20) 9 (9) 674 (111) 86 (41)
total 119 (73) 33 (24) 1638 (325) 159 (82)
a Eq. (3.2)
b Eq. (3.8)
c analogous to Eq. (3.2) but with eff. density matrix
calculation after the MR-CI step: the timing of this procedure is almost increased
by a factor of 15 as compared to the 6-31G basis set, constituting the most time-
consuming step in this calculation. By contrast in the optimized program this step
amounts to virtually no additional effort to the computation as compared to the
integral evaluation and MCSCF wavefunction optimization. An analysis of the
major steps leading to the difference in performance between the two algorithms
is presented in Table 3.1. The first observation in this context is that the new
program yields significant improvements in all five major time consuming steps.
This happens on the level of CPU time because the number of terms evaluated is
reduced by discarding terms, which are zero in the case of SA-MCSCF. Moreover
the ratio between CPU-time and walltime is improved. This follows from the fact
that the direct access files containing the integral and density distributions were
reduced in size to contain only the relevant terms, thus significantly reducing the
amount of disc I/O necessary. For comparison, also the timings of a calculation us-
ing the 6-31+G* basis set presented (in this case only using the direct algorithm).
By using 24 GB of shared memory and the high performance file system of the
Vienna Scientific Cluster, this larger calculation can be carried out at a reasonable
effort. An important point in this context is that the orbital response calculation
consumes less time than even one MCSCF iteration.
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Figure 3.2: Timing example of the new SA-MCSCF code consid-
ering a GC base pair in a SA(4)-CASSCF(4/6) calcula-
tion with different basis sets: calculations with and with-
out an intermediate MR-CI step were performed using
Columbus 7.0.
In summary it could be shown that the new code may significantly reduce com-
putation times for SA-MCSCF gradient and non-adiabatic coupling evaluations.
This is true in particular for larger basis sets with a significant number of virtual
orbitals. In the cases shown the orbital response step demanded only negligible
computational effort as compared to the remaining steps. In addition to the de-
velopments described in this work, a significant speed-up was also gained through
improvements in the derivative integral evaluation code, carried out at the same
time. These developments open possibilities for new highly interesting applications
that were inconceivable with the older program version.
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3.3 Semiclassical Dynamics Simulations of Charge
Transport in the Ethylene Dimer Radical Cation
The first paper published within this project was concerned with charge transfer
dynamics in stacked pi-systems. The ethylene dimer radical cation was chosen as
a model system, which was favorable in several ways. Due to the small size an
extensive testing of computational models was possible and because of the smaller
number of degrees of freedom meaningful sampling of the active coordinates could
be achieved. The work provided major insight into the general physics of charge
transport as well as into its description with surface hopping dynamics. The results
of the simulation were compared with non-adiabatic Marcus theory, giving a quite
satisfactory agreement between both approaches. However, a possible shortcoming
of surface hopping dynamics in its standard formalism was identified, which may
be present when the couplings are too highly peaked. This problem and its solution
will be discussed in more detail in the next section.
The article was published in the Journal of Chemical Physics. [87] My contribution
to this project was carrying out the computations and to a large part I also provided
the connections between the dynamical surface hopping and the global Marcus
theory type representation of the processes occuring.
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Semiclassical dynamics simulations of charge transport
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Charge transfer processes within stacked π -systems were examined for the stacked ethylene dimer
radical cation with inclusion of a bridge containing up to three formaldehyde molecules. The elec-
tronic structure was treated at the complete active space self-consistent field and multireference con-
figuration interaction levels. Nonadiabatic interactions between electronic and nuclear degrees of
freedom were included through semiclassical surface hopping dynamics. The processes were ana-
lyzed according to fragment charge differences. Static calculations explored the dependence of the
electronic coupling and on-site energies on varying geometric parameters and on the inclusion of a
bridge. The dynamics simulations gave the possibility for directly observing complex charge transfer
and diabatic trapping events. © 2011 American Institute of Physics. [doi:10.1063/1.3526697]
I. INTRODUCTION
The dynamics of charge migration in molecular systems
have attracted widespread interest. For example, the transport
of electron holes has been studied in DNA because of its re-
lation to oxidative damage1 but also because DNA might pro-
vide interesting prototypes for nanoelectronics.2 Charge dy-
namics plays an important role also in organic electronics.3
Therefore, it is highly desirable to get more detailed physi-
cal insight into this important class of processes. Based on
computational studies and charge injection experiments it
has been proposed that a coherent superexchange mechanism
with no or little4 involvement of the bridge is involved be-
tween stacked nucleobases if the bridge length is three bases
or less whereas charge transfer over longer distances should
occur through an incoherent hopping mechanism.5
The general features of a system governed by a defect lo-
calized on two interacting fragments are shown in Scheme 1.
The on-site energies of the initial and final charge-localized
(diabatic) states H diabi i and H diabﬀ are represented as displaced
parabolas along the reaction coordinate ξ . The reorganization
energy λ, is the energy needed for moving the system from
one diabatic minimum to the other while maintaining the ini-
tial diabatic character (in a symmetric system this is equiva-
lent to the vertical excitation at one minimum). The interac-
tion between the two diabatic states is given by the coupling
matrix element H diabif . Diagonalization of the two-dimensional
H matrix yields the adiabatic energies Ead1 and Ead2 of the
ground and first excited electronic states. In the case of strong
interaction [H diabif > λ/2; Scheme 1(a)], Ead1 as a function of
ξ possesses one symmetric minimum where the eigenfunction
of H is delocalized. If the interaction is weaker [H diabif < λ/2;
Scheme 1(b)], two minima are present where the charge is
localized on either side. If the coupling is strong, the states
are well separated and adiabatic dynamics on the ground state
a)Electronic mail: felix.plasser@univie.ac.at.
b)Electronic mail: hans.lischka@univie.ac.at.
occurs. In the weak coupling limit, on the other hand, the dia-
batic character is nearly always preserved and the interaction
between the states can be treated as a small perturbation. In
this case, the rate of transfer can be described by the semi-
classical Marcus–Levich–Hush (MLH) equation.6–9 A more
detailed explanation of this relation and its connection to our
dynamics simulations will be given in Sec. II. Extensions of
the MLH equation include corrections for quantum effects
for selected normal modes, but these are usually important
only for low temperatures (below 100 K) or in the Marcus-
inverted region.7, 8, 10 No simple approach exists in the region
of H diabif ≈ λ/2.10 This region which may be treated by ex-
plicit nonadiabatic dynamics simulations is the focus of this
work.
In the usual approach, the parameters are estimated from
static calculations and then inserted into the MLH equation.11
One difficulty in this procedure is the fact that the descrip-
tion of open-shell cationic systems is highly challenging
and there are problems with many of the standard meth-
ods in quantum chemistry. A major problem is an artificial
localization of the hole, which means that the wave func-
tion obtained does not represent the true adiabatic ground
state of the system. This has been observed in the case of
polycyclic organic radical cations for unrestricted Hartree–
Fock,12 as well as for single reference configuration interac-
tion and second-order Møller–Plesset perturbation theory.13
Unrestricted B3LYP gave the opposite trend of overstabiliz-
ing the charge-delocalized structures.12 Several indirect ap-
proaches have been developed in an attempt to overcome
these deficiencies. To avoid the problems of describing the
charged system directly, calculations have been carried out
in the neutral systems and one-electron Koopmans’-type con-
siderations were used for calculating the CT parameters.14–16
Other ideas involve spin-flipping to give equal orbital oc-
cupations or unrestricted Hartree–Fock to represent diabatic
states.16 Diabatization may be induced through constrained
density functional theory as well.11, 17 In spite of the fact that
all these ways to approach the problem give good results in
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SCHEME 1. Model potential energy curves and fragment charge differences (FCD) plotted against the reaction coordinate ξ for a defect distributed over two
interacting fragments for the cases of (a) strong and (b) weak coupling.
some cases, they suffer from the fact that ad hoc assumptions
are needed. Recent investigations show that there is reason-
able agreement but that Koopmans’ theorem overestimates
the energy gaps.18 Another problem is the static approach re-
lying on the assumptions made in the derivation of the MLH
equation, i.e., validity of the weak coupling limit, constant
coupling, and a fixed form of the potential. Force-field molec-
ular dynamics in connection with semiempirical methods
have been performed to efficiently sample the large conforma-
tional spaces of the DNA structure and to calculate the elec-
tronic coupling elements,4, 15 but these methods suffer from
the fact that they do not couple nuclear and electronic dy-
namics in a consistent way. Note that models from solid state
physics have been used as well, in particular for DNA. Then
molecular motion and aperiodicity can cause difficulties.2, 19
In this work, nonadiabatic dynamics simulations are used
to directly couple the nuclear and electronic dynamics. The
ethylene dimer radical cation with insertion of a bridge of
up to three formaldehyde molecules (Scheme 2) is examined
with the goal to model the principal features of charge migra-
tion in DNA. The reason for this choice is that this system is
well suited for studying charge-hopping between π -systems
and is also small enough to allow accurate investigation of
the energy surfaces and extended dynamics simulations. The
complex offers the possibility to study the major physical ef-
fects through changes in CC bond length alternation and in-
termolecular distance.
The use of multireference ab initio electronic structure
computations is coupled to semiclassical dynamics. This type
of approach has been used very successfully in the field of
photodynamics (see, e.g., Ref. 20). But to our knowledge,
ab initio direct descriptions of charged systems13, 18, 21 and
semiclassical dynamics in this context12, 22 have been per-
formed only rarely. We perform state-averaged complete ac-
tive space self-consistent-field computations (SA-CASSCF),
which allow for a high-level explicit treatment of the quasi-
degeneracies of the two charged states involved. Dynami-
cal electron correlation is added through the multireference
configuration interaction approach (MR-CI). The nonadia-
batic coupling between electronic and nuclear degrees of
freedom is directly included through semiclassical surface
hopping dynamics.23 In this way it is possible to treat the
electronic structure and nonadiabatic effects simultaneously
at a high level, including all internal degrees of freedom and
the whole spectrum of coupling strengths between the adia-
batic and nonadiabatic limits can be treated.
II. METHODS
In this section, we first briefly introduce the surface hop-
ping method and discuss its applicability to defect dynamics.
Then we elucidate how deeper physical insight may be gained
SCHEME 2. Molecular structure of [Et.–(FA)n–Et.]+ (n = 0–3) complexes
studied in this work and definition of internal coordinates.
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from this dynamics and how the results may be compared with
the physical models in use.
Within the surface hopping method, nuclear motion is
treated by classical dynamics coupled to forces coming from
an electronic structure calculation. Several electronic states
are considered simultaneously, each one associated with a
complex amplitude Ak. The electronic Schrödinger equation
(considering adiabatic states) is propagated in the following
way:
˙Ak(t) = −
∑
l =k
Al(t)eiγkl ˙R · hkl, (1)
γkl(t) = 1¯
∫ t
0
(
Eadk (R(t)) − Eadl (R(t))
)
dt, (2)
h( j)kl (R) =
〈
adk |
∂
∂ R j
|adl
〉
. (3)
The adiabatic electronic energies Eadk and the nonadia-
batic couplings hkl are needed for propagating the amplitudes
Ak. The electronic energy gradient of the “active” or “current”
state is needed for propagating the geometry R. Eadk , hkl, and
the gradient of the “active” state are computed with an ap-
propriate electronic structure method. The essence of surface
hopping is that the system follows a classical trajectory on
the respective “active” state surface, while the electronic wave
packet evolves according to Eq. (1). In the case of population
transfer, the “active” state is changed in a stochastic manner.
With this approach, the time dependent quantum mechanical
coupling between nuclear and electronic degrees of freedom
can be modeled in a framework of independent trajectories.
For more information, see Refs. 23 and 24.
For a physical interpretation it is helpful to consider the
dynamics in a two state model (cf. Refs. 8 and 14).(
ad1
ad2
)
= U
(
diabi
diabf
)
(4)
U =
(
cos(η) − sin(η)
sin(η) cos(η)
)
(5)
The adiabatic ground state ad1 and first excited state ad2
are formed as linear combinations of two charge localized
“diabatic” states diabi and diabf . The diabatic states are cho-
sen such that diabi has the charge on the “initial” fragment
and diabf on the “final” fragment. Such a construction based
on physical observables will usually diminish the nonadia-
batic couplings between these states and “diabaticity” should
be present in this sense.11, 25 In principle, all quantities of
Eqs. (4) and (5) are geometry dependent but the first approxi-
mation is to view the diabatic states as independent on molec-
ular geometry which would, of course, make the nonadiabatic
couplings vanish completely.26 It is generally not possible to
construct a set of strictly diabatic states starting from adiabatic
states.11 Therefore, a large number of approximate diabatiza-
tion schemes exist.11 In this work, the fragment charge differ-
ence (FCD) method [where 	qi denotes the charge difference
(in atomic units) between the two fragments in state i] is used
for the characterization of the charge-localized states.14, 16 Un-
der the assumption of (4), i.e., that there are just two orthog-
onal diabatic states involved, the following relation between
the mixing angle η and the FCDs of the ground (i = 0) and
excited (i = 1) state is obtained:14
− 	q1(R) = 	q0(R) = cos(2η(R)). (6)
Analogously to (4), the Hamiltonian may be transformed
between the adiabatic and diabatic basis.(
Ead1 0
0 Ead2
)
= U T
(
H diabii H diabif
H diabif H
diab
ﬀ
)
U. (7)
All quantities of Eq. (7) are geometry dependent. However, in
analogy to the Condon approximation it is often assumed that
the interaction matrix element H diabif is constant for fixed in-
termolecular distance.10 It can then be computed as half of the
energy gap at resonance conditions.16 Note that under this as-
sumption no conical intersection between the adiabatic states
is expected to be present, as the gap may never go below
2 H diabif . The geometry dependence of the on-site energies
H diabi i and H diabﬀ can be approximated by parabolas around the
respective minima (Scheme 1).10
Our surface hopping simulations include two adiabatic
states, which can be thought of as linear combinations of
the charge localized diabatic states. An adiabatic trajectory
moving from one minimum (where η = 0) to the other
minimum (η = π /2) would necessarily transfer the charge.
Physically, such a charge transfer corresponds to electron
tunneling. In the case of small electronic coupling H diabif
(typically because of large spatial separation), the electron
tunneling speed may be on the same order or even much
slower than nuclear motion. It is therefore necessary to in-
tegrate the electronic Schrödinger equation along with the
nuclear motion. Surface hopping, as described earlier, is an
efficient method for such nonadiabatic treatment. Electron
tunneling occurs in connection with an adiabatic nuclear dy-
namics [Scheme 3(a)], whereas an avoided tunneling event,
i.e., diabatic trapping, is represented through two consecutive
surface hops [cf. Scheme 3(b) and Ref. 22].
To get better understanding of these events it is helpful
to reformulate the surface hopping equations in the two-state
model. If, as described earlier, the nonadiabatic coupling be-
tween the diabatic states vanishes, the nonadiabatic coupling
between the adiabatic states corresponds to the change in the
mixing angle η [see also Eqs. (2.18)–(2.22) of Ref. 27].
h(i)12(R) =
∂η(R)
∂ Ri
. (8)
Then the amplitude propagation [cf. Eq. (1)] may be rewritten
−
˙A1(t)
A2(t)
= eiγ12(t) ∂η
∂t
(t). (9)
In this formulation it can be seen that a quick change in η
(relative to the speed of change in γ 12) is compensated by a
corresponding change in the Ai’s leading to no change in the
diabatic character of the total time dependent electronic wave
function. A charge transfer only occurs if the change in the
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relative phase factor γ 12 (which is proportional to the energy
gap) is faster than the change in η.
For the analysis of the dynamics, kinetic equations as de-
rived by Brunschwig et al.8 were considered. One starts with
the Eyring equation
kCT = κelve− 	G
=
kT , (10)
where κel is the electronic transmission coefficient, v is the
frequency of the active vibration, and 	G= is the Gibbs free
activation energy. In the next step, under the assumption that
the diabatic coupling is negligible, 	G= can be written in
terms of the reaction free energy 	rG and the reorganization
energy λ as9
	G = = λ
4
(
1 + 	r G
λ
)2
. (11)
In the case of a symmetric reaction potential, i.e., 	rG = 0,
Eq. (11) reduces to
	G = = λ
4
. (12)
To obtain κel, one starts from the Landau28–Zener29 probabil-
ity
P12 = 1 − exp
−4π2(H diabif )2
hVs
(13)
of performing a charge transfer (i.e., remaining on the same
adiabatic surface) per single passage over the transition state
where V is the velocity, and s the difference in slopes.
Eq. (13) may be rewritten as
P12 = 1 − exp
(−(H diabif )2
hv
√
π3
λkT
)
(14)
to obtain a form with more readily available quantities.8, 30
P12 is the probability of a CT for a single passage over the
transition state. If this CT is avoided the system has switched
from the ground to the excited state. The excited state may re-
lax through an additional TS passage leading to a recrossing
and diabatic trapping situation. Alternatively, the system may
switch to the CT product state after one or more TS passages
in the excited state. Therefore, it may be seen that the prob-
ability κel of CT per global TS crossing event is higher than
per single passage. Assuming that the events are independent
of each other (i.e., there is no electronic coherence) and that
the transition probability is the same for every TS passage, it
can be written as (see also Refs. 8 and 12):
κel = P12 + (1 − P12)P12(1 − P12)
+ (1 − P12)P312(1 − P12) + · · ·
= 2P12
1 + P12 , (15)
where the first two terms in the sum correspond to the re-
spective processes of Scheme 3(a) and 3(c), and the remain-
ing terms correspond to higher order events. As shown in
Ref. 8, the quantities derived earlier can be combined to form
the well-known Marcus–Levich–Hush equation for the charge
transfer reaction constant. In this work, we will specifically
focus on the electronic transmission coefficient κel and the re-
lated quantity P12. These quantities are evaluated as relations
between the following four elementary processes (two geo-
metrical and two charge-transfer cases):
1. Transition state (TS) passage: Single passage over the
TS with a sign change in the generalized reaction co-
ordinate ξ . This coordinate is identified with the FCD
(always taken for the same adiabatic state, e.g., D0) as
function of the nuclear coordinates, i.e., 	q0 = 	q0(R).
2. TS global: This process starts in the ground state with
the charge on one side and describes the overall process
of reaching the TS and finally arriving in one of the po-
tential wells of the ground state again (crossing or re-
turning).
3. Active charge transfer (CT): This is a charge transfer
event in the “active” state related to a single TS passage.
It occurs for an adiabatic process (if there is no change
of state).
4. Real CT: This is a process related to TS global, which
starts with the charge in the ground state on one side
and finally ends with the charge in the ground state on
the other side (in between several TS passages with or
without active CTs may have happened).
In Scheme 3, we illustrate these processes for the hier-
archy of global TS events arranged according to the num-
ber of TS passages taking place. The simplest example
[Scheme 3(a)] is the adiabatic charge transfer moving from
one minimum to the other, always remaining on the adiabatic
ground state. The ground state FCD curve (full black line)
illustrates the TS passage with the required sign change in the
charge as discussed in item 1 above. The active CT is rep-
resented by the sign change of the red circles (FCD in the
active state). The process is also connected with a real CT,
i.e., a net charge transfer from one minimum to the other. The
energy gap, presented on top of the FCD plot, is reduced to
2 H diabif at the avoided crossing. The diabatic trapping situa-
tion (two TS passages) in Scheme 3(b) starts in the left mini-
mum. Along with the first TS passage (first sign change of the
black FCD curve), there is a surface hopping to the excited
state (a change in the adiabatic state that preserves the dia-
batic character) and the charge remains on the same fragment
(no sign change of the FCD, red circles, and therefore, no ac-
tive CT). On the second TS passage, the system hops back
to the ground state into the original energy minimum. Dur-
ing this whole process, there is no CT (real or active). The
next event [Scheme 3(c)] contains three TS passages. It starts
like Scheme 3(b) but the system remains in the excited state
during the second TS passage and the charge is transferred
in the excited state (sign change of the FCD, red circles, ac-
tive state is in D1). A third TS passage with a hopping to the
ground state brings the system diabatically to the right min-
imum, completing the real CT. The following event in this
hierarchy (not shown in Scheme 3) would contain four TS
passages, the first one with a hop to the excited state followed
by two active CTs in the excited state and a hop to the ground
state on the fourth passage followed by a relaxation to the
initial minimum. There would be no net charge transfer and
therefore no real CT.
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SCHEME 3. Schematic depiction of global processes around the crossing
region. Left plots show the processes with respect to the reaction coordinate
ξ (blue: excited state, red: ground state). Right plots show the corresponding
time evolution of the energy gap and fragment charge difference (FCD) (blue
dots: excited state, black line: ground state, red circles: “active” state). (a)
Represents an adiabatic charge transfer; (b) a diabatic trapping situation; and
(c) a higher order process, finally leading to a charge transfer.
The four processes defined earlier (TS passage, TS
global, active CT, and real CT) were used to analyze the
charge transfer and trapping events during the dynamics. The
microscopic P12 probability corresponds to the fraction of TS
passages leading to active CTs. It is, therefore, obtained as
the ratio between the numbers of these two processes counted
during the dynamics:
P12 = nactiveCT
nTSpassage
. (16)
The macroscopic transmission coefficient κel
κel = nrealCT
nTSglobal
(17)
is computed as the ratio between the number of TS global and
real CT events. To compare theory and results, we may check
if relation (15) holds with respect to these two quantities.
III. COMPUTATIONAL DETAILS
A symmetric face-to-face arrangement of the ethylene
dimer radical cation [Et.–Et.]+ and of this system with 1–3
formaldehyde molecules inserted [Et.–(FA)n–Et.]+ (n = 1–3)
with parallel molecular planes was constructed (Scheme 2).
Computations on the [Et.–Et.]+ complex were generally per-
formed with C2v symmetry with the z-axis going through the
molecular planes, and the y-axis parallel to the molecular CC
axes (note that in the case of equal CC bond lengths the com-
plex actually possesses D2h symmetry). The main parameters
of interest were the intermolecular C · · · C distances RC · · · C
(kept at equal values for both sides) and the bond length al-
ternation coordinate 	R, which was formed as a difference
between the two intramolecular CC distances
	R = RCC,1 − RCC,2. (18)
Up to three formaldehyde molecules were inserted between
the two ethylene molecules. The maximum symmetry of C2v
was chosen for the symmetric geometry, i.e., 	R = 0 (z-axis
parallel to the molecular axes and the x-axis perpendicular to
the molecular planes). In the displaced case, i.e., 	R = 0,
Cs symmetry was used (y-axis parallel to the molecular axes
and the x-axis perpendicular to the molecular planes).
State-averaged complete active space self-consistent-
field (CASSCF) computations were performed for the
[Et.–Et.]+ and [Et.–(FA)n–Et.]+ (n = 1–3) complexes with
three electrons in the four orbitals formed from the two
π and two π* orbitals of the ethylene molecules with state
averaging over the doublet ground and first excited states
(SA(2)-CASSCF(3/4)). State averaging was performed to get
a balanced description of the two states that were obtained
by removing an electron from the respective π orbital. It has
been noted that this procedure can overcome spurious charge
localization which many other methods suffer from.13 This
corresponded to two A1 states in [Et.–Et.]+ (C2v), one B1 and
one A1 state for the symmetric (C2v), and two A′ states for the
displaced (Cs) [Et.–(FA)n–Et.]+ (n = 1–3) complexes.
Dynamic electron correlation was taken into account
through multireference configuration interaction with single
and double excitations (MR-CISD). Based on previous expe-
rience gained with MRCI calculations on π systems,31 ap-
propriate reference spaces have been chosen. Unless specified
differently, the reference space was identical to the CAS(3/4)
of the preceding CASSCF calculation. To allow for a consis-
tent treatment of different symmetry groups, no generalized
interacting space restrictions were imposed and all irreducible
representations of the respective symmetry group were al-
lowed as reference symmetries. Higher-order excitations32, 33
were taken into account in single point calculations by means
of corrections proposed by Pople et al.34 (+P). The 6–31G*35
and 6–311+G*36 basis sets were used. Fragment charge dif-
ferences were obtained by summing over Mulliken charges.
The electronic structure computations were performed with
the COLUMBUS37 program package using electronic integrals
computed with DALTON.38
Optimizations of [Et.–Et.]+ were performed in the C2v
subspace, thus retaining a face-to-face arrangement. Three
distances 3.0, 5.0, and 7.0 Å were chosen for RC · · · C in
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order to represent the cases of strong, intermediate, and weak
coupling. For these structures, the intramolecular coordinates
were optimized for the D2h geometry (with 	R = 0) as well as
the full minimum in C2v. For the [Et.–(FA)n–Et.]+ (n = 1–3)
complexes an intermolecular distance of 3.5 Å between ad-
jacent molecules was chosen and a face-to-face arrangement
was selected. For n = 1 and 2, intramolecular coordinates
were optimized for the symmetric C2v structure and the Cs
minima. For n = 3, the stack was constructed without further
optimization.
Nonadiabatic surface hopping dynamics simulations with
Tully’s fewest-switches algorithm23 were carried out with
the NEWTON-X39, 40 package. An empirical decoherence cor-
rection as described in Ref. 41 with a decay parameter of
0.1 Hartree was included to permit a more realistic treatment
of recrossings through the transition region. Electronic en-
ergies, gradients, and nonadiabatic couplings33, 42 were com-
puted at the SA(2)-CASSCF(3/4) level with the 6–311+G*
basis set for [Et.-Et.]+ and 6–31G*43 for [Et.–FA–Et.]+. A
time step 0.5 fs was chosen. Fifty trajectories with a simula-
tion time of 1 ps each were computed for each of the com-
plexes. The initial conditions were chosen from a Wigner
distribution of the harmonic vibrational ground state of the
charge localized minimum as described in Ref. 39. To main-
tain a face-to-face configuration with maximal π -stacking, a
restraining potential was applied to restrict relative motion of
the molecules in the [Et.–Et.]+ and [Et.–FA–Et.]+ complexes.
A harmonic potential in terms of all six, respectively 12, in-
termolecular normal coordinates with respect to displacement
from the reference geometry was added using a spring con-
stant of 0.5 a.u.
An automated dynamics analysis was performed to ob-
tain P12 and κel [Eqs. (16) and (17)]. In the discussion, the
following quantities will be used: 	q0 for the FCD of the adi-
abatic ground state and 	qact for the FCD of the active state
of the Surface Hopping dynamics. In the analysis, a charge
delocalization threshold α = 0.5 a.u. and a relaxation time
τ = 3 fs are included to eliminate spurious results related to
the stochastic nature of the dynamics. A TS passage was de-
fined to occur if initially the condition 	q0 < −α (>α) held
for a period of time of at least τ and then 	q0 > α (<−α) for
at least τ . In an analogous way, an active CT was defined to
happen if initially 	qact < −α (>α) for least τ and then 	qact
> α (<−α) for at least τ . A TS global event starts if the tra-
jectory is in the ground state and a TS passage occurs, it ends
if the trajectory is again in the ground state for at least 2τ .
It was considered a real CT if initially the trajectory was in
the ground state and 	qact < −α (>α) for at least τ and then
	qact > α (<−α) with the trajectory again in the ground state
for at least τ . Note that there are also times where none of
the above conditions are fulfilled, e.g., −α < 	q < α. These
parts are ignored in the analysis.
IV. RESULTS AND DISCUSSION
A. Energy surfaces
The geometrical parameters of the optimized complexes
are presented in Table I (complete Cartesian geometries and
energies are given in S1–S4 of the Supplemental Material44).
For [Et.–Et.]+, RC · · · C = 3.0 Å, there is one symmetric min-
imum of D2h symmetry with a delocalized wave function
at RCC,1 = RCC,2 = 1.375 Å. In all other cases considered,
this symmetric structure was unstable and two minima ex-
isted with the charge localized on the longer CC bond. Only
a weak dependence of the optimized RCC,1 and RCC,2 values
on the specific complex considered was observed. Moreover,
these values were similar to the ones for the isolated ethylene
molecule and ethylene radical cation. Only in the [Et.–Et.]+,
RC · · · C = 5.0 Å case there is a slight reduction in 	R (i.e.,
a trend toward the symmetric minimum) because of stronger
coupling present. The geometrical data are not very sensitive
to the inclusion of dynamic electron correlation through the
MR-CISD method.
The major energetic parameters derived from these cal-
culations (as described in the following paragraph) are col-
lected in Table II. The electronic coupling between the
diabatic states H diabif is the decisive quantity for determining
the nonadiabatic electron transfer rate.10, 26 Here it is obtained
as half the energy gap at the symmetric geometry 	R = 0.
TABLE I. Structural parameters computed at the SA-CASSCF level of theory (MR-CISD values in parenthe-
ses).a
Symm (	R = 0) Relaxed
Complex RC · · · C (Å) RCC (Å) RCC,1 (Å) RCC,2 (Å)
Et.b 1.338 (1.342) D2h
(Et.)+b 1.403 (1.417) D2h
[Et.–Et.]+b,d 3.00 1.375 (1.378) D2h – –
[Et.–Et.]+b 5.00 1.377 (1.379) D2h 1.353 (1.345) 1.400 (1.414) C2v
[Et.–Et.]+b 7.00 1.376 (1.378) D2h 1.343 (1.343) 1.409 (1.414) C2v
[Et.–FA–Et.]+c 7.00 1.376 (1.376) C2v 1.345 (1.341) 1.407 (1.410) Cs
[Et.–FA–FA–Et.]+c 10.5 1.376 C2v 1.343 1.408 Cs
aFor definition of coordinates see Scheme 2.
b6–311+G* basis set.
c6–31G* basis set.
dRelaxed structure is symmetric in 	R.
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TABLE II. Energetic parameters of [Et.–(FA)n–Et.]+, (n = 0–3) complexes computed at the SA-CASSCF level
of theory (MR-CISD+P values in parentheses).
Complex RC · · · C (Å) Hdiabif (eV) Barrier (eV) λ (eV)
[Et.–Et.]+a 3.00 1.1 – –
[Et.–Et.]+a 5.00 7.9E−2 (7.4E−2) 0.006 (0.018) 0.233 (0.314)
[Et.–Et.]+a 7.00 4.2E−3 (4.3E−3) 0.042 (0.072) 0.236 (0.281)
[Et.–FA–Et.]+b 7.00 3.8E−2 (3.8E−2) 0.028 (0.044) 0.239 (0.294)
[Et.–FA–FA–Et.]+b 10.5 2.1E−3 0.059 0.247
[Et.–FA–FA–FA–Et.]+b 14.00 1.0E−4 0.058 0.223
a6–311+G* basis set.
b6–31G* basis set.
The coupling decreases significantly with distance RC · · · C. In
contrast, inclusion of an intermediate formaldehyde increases
the coupling at constant RC · · · C. For example, at RC · · · C
= 7.0 Å the value is raised by a factor of about 10, reach-
ing almost the coupling of the [Et.–Et.]+ complex at RC · · · C
= 5.0 Å. For these structures, the couplings at the CASSCF
level are almost identical to those of the MR-CISD+P bench-
marks. The barrier of the adiabatic reaction is the most in-
fluential feature for the nuclear part of the dynamics. It was
computed as the difference between ground state energy at
symmetric and minimum energy geometry. The barrier for
[Et.–Et.]+ at RC · · · C = 7.0 Å is 0.042 eV. At shorter in-
termolecular distances, the electronic coupling reduces this
value. The barrier for [Et.–(FA)n–Et.]+ (n = 2,3) is somewhat
larger (0.058 eV), probably because of the additional degrees
of freedom present. The reorganization energy λ, computed as
the energy gap between D0 and D1 at the minimum geometry,
is presented as well. For the barrier and reorganization energy,
the MR-CISD+P values are somewhat increased compared to
the CASSCF values. In the cases of weaker coupling it can
be seen that the relation of Eq. (12) is fulfilled, i.e., the en-
ergy barrier amounts to a fourth of the reorganization energy
(Table II).
In Fig. 1, the electronic coupling between the ethylene
monomers H diabif as a function of the intermolecular distance
RC · · · C is presented. In accordance with the physical model,10
an exponential decay with increasing intermolecular distance
is observed. No significant difference between CASSCF and
MR-CISD+P can be seen. A direct comparison of the values
FIG. 1. Dependence of the electronic coupling on the intermolecular dis-
tance RC · · · C in [Et.–Et.]+, computed at the SA(2)-CASSCF(3/4) and MR-
CISD+P levels with different basis sets.
(see Supplemental Material S5) shows that there is a small
reduction of the gaps by about 10% when dynamical elec-
tron correlation is included. This trend has been reported in
Ref. 18 as well. At small RC · · · C, basis set effects are negli-
gible. At larger distances, diffuse functions become important
showing that an accurate asymptotic behavior of the orbitals
is important for describing the interaction.
A two-dimensional plot of the adiabatic potential en-
ergy surface of the ground state was computed at the
SA(2)-CASSCF(3/4)/6–311+G* level (Fig. 2). It was con-
structed by first optimizing the symmetric structure at differ-
ent RC · · · C values. At each of these structures, the CC bond
alternation [	R, Eq. (18)] was scanned keeping the remain-
ing internal coordinates fixed. It is expected that RC · · · C will
mainly affect the coupling H diabif [i.e., a modulation between
Scheme 1(a) and 1(b)], whereas 	R should affect the diago-
nal elements H diabi i and H diabﬀ . At small RC · · · C values, a strong
coupling behavior is observed in Fig. 2. In this area, the sym-
metric geometry (	R = 0) is stable with respect to changes
in 	R. At RC · · · C = 2.74 Å, a pronounced symmetric mini-
mum is located which is stabilized by 1.06 eV relative to the
noninteracting system. The switch to weak coupling occurs at
about RC · · · C = 4.5 Å. At larger intermolecular separations,
the symmetric geometry becomes unstable and two equivalent
asymmetric minima are present.
A cut of this surface at RC · · · C = 5.0 Å is presented in
Fig. 3 (only the symmetry unique part, 	R ≥ 0 is shown).
In Fig. 3(a), the energies (relative to the noninteracting sys-
tem) are presented. The adiabatic ground state energy surface
is very flat in the neighborhood of the symmetric geometry
with a shallow minimum of only 0.003 eV. Diabatic energies
were computed according to Eqs. (5) and (7) with the mixing
angle η taken from Eq. (6). At the symmetric geometry, one
obtains H diabi i = H diabﬀ (cf. Scheme 1) but through a change in
	R, this degeneracy is lifted. The lower energy state forms
a minimum with a well depth of 0.053 eV at 	R = 0.06 Å.
The gap at this geometry is 0.204 eV. It represents the re-
organization energy between the diabatic states. The FCD is
plotted in Fig. 3(b). At 	R = 0, the wave function is delocal-
ized for symmetry reasons and the FCD is zero accordingly.
With increasing asymmetry there is a gradual localization of
the charge. An FCD of 0.75 is reached at about 	R = 0.055
Å. In the ground state, the positive charge is localized on the
ethylene molecule with the longer CC bond. The excited state
shows the same degree of localization with the positive charge
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FIG. 2. Doublet ground state potential energy surface of [Et.–Et.]+ (eV) with respect to intermolecular distance RC · · · C and bond alternation 	R.
located on the other ethylene molecule. In Fig. 3(c), the com-
ponent of the nonadiabatic coupling vector along the bond al-
ternation 	R is shown. The maximum coupling of 11.7 Å−1
occurs at 	R = 0. It gradually decreases as the wave function
becomes localized. At 0.05 Å, which is close to the energy
minimum, the coupling has decreased to half the maximum
value. This means that there still exists quite appreciable cou-
pling throughout the whole region of interest in 	R. In the
two-state model, the coupling should be obtainable from the
FCD [Eq. (8) with η derived from Eq. (6)]. This curve is plot-
ted in Fig. 3(c). Very good agreement of the model curve with
the directly computed coupling is obtained. It is interesting to
FIG. 3. Adiabatic and diabatic SA-CASSCF energies relative to the nonin-
teracting system, fragment charge differences (FCDs), and nonadiabatic cou-
plings projected on 	R [analytical and according to the model of Eq. (8) in
the text] of [Et.–Et.]+ for an intermolecular distance of RC · · · C = 5.0 Å.
compare these plots to the equivalent plots at the larger sep-
aration RC · · · C = 7.0 Å (Fig. 4). The general shape is very
similar but several features are significantly altered due to the
weaker coupling. There is almost no energy splitting and the
adiabatic state energies are very close to the charge-localized
ones [Fig. 4(a)]. Localization occurs much quicker with dis-
placement in 	R: an FCD value of 0.75 is already reached
at 	R = 0.003 Å [Fig. 4(b)]. Another striking feature is the
nonadiabatic coupling [Fig. 4(c)], which has a much more
pronounced peak. The maximum at 	R = 0 is 227 Å−1. A
decrease to half of this value occurs already at about 	R =
0.0025 Å.
FIG. 4. Adiabatic and diabatic SA-CASSCF energies relative to the nonin-
teracting system, FCDs, and nonadiabatic couplings projected on 	R [analyt-
ical and according to the model of Eq. (8)] of [Et.–Et.]+ for an intermolecular
distance of RC · · · C = 7.0 Å.
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TABLE III. Relative energies, bridge charges, and character of the first six doublet electronic states of the [Et.–
FA–Et.]+ complex considering ionizations out of the π and π* orbitals.
SA(6)-CASSCF(5/6) MR-CISD(5/6)+P
Symm. Energy (eV) Ch. on FA Character Symm. Energy (eV) Ch. on FA Character
1 2B1 0 0.013 (π−)1 1 2B1 0 0.013 (π−)1
1 2A1 0.087 −0.004 (π+)1 1 2A1 0.075 −0.004 (π+)1
2 2B1 3.887 0.000 mult.-ref. 2 2B1 4.100 0.585 mult.-ref.
2 2A1 3.920 0.004 mult.-ref. 3 2B1 4.124 0.314 mult.-ref.
3 2B1 4.165 0.864 (πFA)1 2 2A1 4.243 0.003 mult.-ref.
3 2A1 6.094 0.005 mult.-ref. 3 2A1 6.435 0.000 mult.-ref.
In the [Et.–FA–Et.]+ system it is of special interest in
which way the bridging formaldehyde is involved in the
charge transport. For that reason, the π and π* orbitals
of FA were included in the calculation to estimate their
participation in the charge transfer process. CASSCF(5/6)
computations were performed which included five electrons
in the π and π* orbitals of each of the three molecules.
The first six electronic states were analyzed at the symmet-
ric geometry, i.e., the TS structure of the charge transfer reac-
tion (Table III). MR-CISD+P calculations were performed as
well. At the CASSCF level, the first two states are formed by
removing an electron from the bonding and antibonding linear
combinations of the ethylene π orbitals, respectively. They
are separated by a gap of 0.087 eV, i.e., H diabif = 0.043 eV .
This is somewhat larger than the value presented in Table II
where only two states were considered in the averaging proce-
dure. Two more states, which are also close in energy, follow
at about 4 eV. They have a multireference character where the
hole is mainly localized in the ethylene π and π* orbitals.
Ionization of the FA molecule, a (πFA)1 configuration, corre-
sponds to the fifth state of the system with a relative energy of
4.165 eV. A sixth state with multireference character follows
at 6.094 eV. Except for the (πFA)1 state there is only neg-
ligible charge on the bridging molecule. The MR-CISD+P
results are quite similar. The couplings are again somewhat re-
duced (cf. S5 of the Supplemental Material). Both CASSCF
and MR-CI calculations agree that no charge on formalde-
hyde appears up to 4 eV above the ground state. This confirms
the picture of an inactive bridge. Rather than playing an ac-
tive role in the process, the formaldehyde molecule is appar-
ently only involved through reducing the tunneling potential
as compared to the vacuum.
B. Dynamics
To simulate the dynamics of the charge-transfer pro-
cesses, 50 surface-hopping trajectories of 1 ps duration were
computed for [Et.–Et.]+ at a separation of RC · · · C = 5.0 Å
and for [Et.–FA–Et.]+ at RC · · · C = 7.0 Å. Through restrains
on the intermolecular degrees of freedom as described in the
Computational Details an almost ideal face-to-face configura-
tion was maintained through the whole course of the dynam-
ics. A sample 300 fs section of the dynamics of [Et.–Et.]+ is
shown in Fig. 5. In Fig. 5(a), the energy gap between the two
FIG. 5. Energy gap [(a), red circles on the upper line indicate that the system is in the excited state], fragment charge difference (FCD) (b), and CC bond
alternation (c) plotted against time for a [Et.–Et.]+ trajectory with RC · · · C = 5.0 Å.
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states is plotted. Circles on the upper line are used to indi-
cate that the system is in the excited state. A large gap indi-
cates that the structure is close to a minimum. A reduction in
the gap corresponds to approaching the crossing region. It is
noted that the gap never goes to zero. This can be understood
from the fact that, as mentioned earlier, the diabatic coupling
(H diabif ) remains fairly constant with restrained intermolecu-
lar degrees of freedom. Therefore, an intersection cannot be
reached. The gap remains above 0.1 eV for more than 99%
of the time in all trajectories (cf. 2H diabif = 0.158 eV at the
equilibrium geometry, Table II). In Fig. 5(b), the evolution of
the FCD against time for the D0 and D1 states is presented.
The current state of the dynamics is marked with circles. In
Fig. 5(c), the time behavior of the CC bond alternation 	R
is shown. This dynamics is now analyzed in terms of the pro-
cesses defined in Sec. II. A TS passage corresponds to a cross-
ing between the FCD curves in Fig. 5(b) (cf. Scheme 3). This
happens 20 times in the presented section (18.5, 32.5, 60.5,
91.0, 103.5, 112.5, 126.0, 139.5, 148.5, 170.5, 179.0, 192.5,
202.5, 215.0, 230.5, 245.5, 254.0, 271.0, 278.0, and 293.0 fs).
A TS passage is usually accompanied also by a sign change
of 	R as shown in Fig. 5(c). However, there is no strict cor-
respondence between these two types of events, as several in-
ternal coordinates play a role. In particular, the torsion around
the CC bond was seen strongly affecting the relative energet-
ics. This can be understood by the fact that the force con-
stant for this motion in ethylene is strongly altered when re-
moving an electron. The vibrational frequency of this mode
changes from 1085 cm−1 in the neutral ethylene molecule to
482 cm−1 in the cation. In the completely adiabatic case, ev-
ery TS passage would lead to a transfer of charge, i.e., an
active CT [Scheme 3(a)]. As Scheme 3(b) shows, nonadia-
batic coupling between electronic and nuclear motion may
inhibit this transfer and lead to a diabatic trapping event. In
the plot shown, this type of event occurs, e.g., between 100
TABLE IV. Kinetic properties for dynamics of [Et.–Et.]+ with intermolec-
ular distance RC · · · C = 5.0 Å and [Et.–FA–Et.]+ with RC · · · C = 7.0 Å.
[Et.–Et.]+ [Et.–FA–Et.]+
Simulation Eq. (14) Simulation Eq. (14)
P12 0.517 0.804 0.287 0.308
2 P12/(1+P12) 0.682 0.891 0.446 0.471
κel 0.671 0.401
and 115 fs where the active state FCD always remains neg-
ative even though 2 TS passages (103.5 and 112.5 fs) oc-
cur. Because of this trapping, only eight active CTs (18.5,
32.5, 60.5, 84.0, 126.0, 215.0, 230.5, and 293.5 fs) occur
in the section shown. The events of macroscopic interest
should start and end in the ground state. In the part shown
in Fig. 5, there are 14 TS global events (starting at 18.5,
32.5, 60.5, 91.0, 103.5, 126.0, 139.5, 170.5, 192.5, 215.0,
230.5, 245.5, 271.0, and 293.5 fs). Eight real CTs occur
(18.5, 32.5, 60.5, 91.0, 126.0, 215.0, 230.5, and 293.5 fs).
From these events κel and P12 were computed according to
Eqs. (16) and (17). The averaging was performed for all tra-
jectories, giving statistics over 2559 TS passages. The re-
sults are presented in Table IV. Approximate results accord-
ing to Eq. (14) are shown as well using plausible parameter
values as follows: Hifdiab and λ were taken from Table II;
v = 1600 cm−1 (as a typical C=C stretch) was chosen; for
the effective temperature half the zero-point energy (kinetic
energy according to virial theorem) of the C=C vibration was
substituted, i.e., kT = hν/4. Table IV shows that the resulting
P12 is somewhat larger than the one computed from the dy-
namics. Very good agreement between the observed value of
κel and the value predicted by Eq. (15) is observed. The over-
all rate of electron transfer in this complex was 18.7 ps−1.
FIG. 6. Energy gap [(a), red dots on the upper line indicate that the system is in the excited state], fragment charge difference (FCD) (b), and CC bond
alternation (c) plotted against time for a [Et.–FA–Et.]+ trajectory with RC · · · C = 7.0 Å.
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In Fig. 6, the analogous plot for the dynamics of the
[Et.–FA–Et.]+ complex is shown. The appearance is quite
similar to that of the previous case because the coupling
H diabif and reorganization energy λ have comparable values
(cf. Table II). The dynamics starts with a TS global event,
which may be identified as the process shown in Scheme
3(c): there are three TS passages (15.5, 20.5, and 25.0 fs),
one active CT (20.5 fs), and in total a net transfer of charge
(a real CT). This is followed by two diabatic trapping events
[41.0–48.0 fs and 61.0–66.0 fs, cf. Scheme 3(b)] and an adi-
abatic transfer [80.5 fs, Scheme 3(a)]. The net charge on FA
was never more than 0.004e. This shows again the picture of
an inactive bridge, comparable to the static analysis presented
earlier (cf. Table III). In relation to Refs. 4 and 5, we may
conclude that a coherent superexchange mechanism without
involvement of the bridge takes place here. The charge trans-
fer parameters for this situation are shown in Table IV. The
agreement between the static and dynamic descriptions is sat-
isfactory. In particular, the trend between the two complexes
is correctly reproduced, i.e., that the charge transfer probabil-
ity in the second complex is somewhat lower than in the first
one. The directly determined value of κel is slightly smaller
than that predicted by Eq. (15). In total, an electron transfer
rate of 10.6 ps−1 was obtained.
Dynamics calculations with an intermolecular distance
of RC · · · C = 3.0 Å were performed as well. This case repre-
sents a strong coupling situation and purely adiabatic dynam-
ics in the ground state was obtained. The gap was constant at
about 2 eV. The hole was always quite delocalized, the abso-
lute value of the FCD never exceeded 0.5. The correspond-
ing graphics is presented in Supplemental Material (S6). The
weak coupling case of RC · · · C = 7.0 Å, with a theoretical tran-
sition probability of about 99.5% per TS crossing [Eq. (14)],
was examined as well. Because of the highly peaked nonadi-
abatic coupling [cf. Fig. 4(c)] a very short time-step of well
below 0.1 fs would be needed to accurately sample this in
the standard formalism. To overcome this problem, surface-
hopping based on a locally diabatic representation of the wave
function45 is being implemented into NEWTON-X to allow for
efficient accurate sampling of these kinds of processes.
V. CONCLUSIONS
Semiclassical dynamics simulations of charge transfer
based on ab initio multireference electronic structure meth-
ods have been performed for the stacked ethylene dimer rad-
ical cation system with insertion of up to three formaldehyde
molecules, with the goal of obtaining detailed understand-
ing of the different transfer mechanisms. Computations at the
CASSCF and MR-CISD levels allowed for an accurate de-
scription of the radical cationic systems including explicit cal-
culation of nonadiabatic coupling between different electronic
states. The dynamics of the electron transfer was computed at
the level of semiclassical surface hopping with consideration
of all nuclear degrees of freedom. Analysis of these simula-
tions and comparison to idealized models, in particular the
fragment charge difference (FCD) method, gave interesting
insight into the different processes.
The electronic coupling strength within the ethylene
dimer radical cation was modulated through the intermolecu-
lar distance and the on-site energies through CC bond alterna-
tion. Potential energy curves were analyzed in terms of charge
delocalization and special focus was given to the nonadia-
batic couplings. The CASSCF approach already gave reliable
results. Inclusion of dynamic electron correlation through
MR-CISD+P slightly reduced electronic couplings (by about
10%) and had a somewhat larger effect on reorganization
energies. In the strong coupling region at an intermolecular
distance of RC · · · C = 3.0 Å, a conventional adiabatic dy-
namics occurred in a potential characterized by one energy
minimum. In the intermediate coupling region, i.e., [Et.–Et.]+
at RC · · · C = 5.0 Å and [Et.–FA–Et.]+ at RC · · · C = 7.0 Å, in-
teresting complex higher order charge transfers and diabatic
trapping situations were observed. These have been analyzed
in terms of idealized model processes (Scheme 3). The re-
sults were compared to the electronic transmission factor of
the Marcus–Levich–Hush theory. In particular, satisfactory
agreement and similar trends concerning the dependence of
the charge-transfer probability on the intermolecular distance
was found between the two methods. Moreover, the simula-
tions of the [Et.–FA–Et.]+ complex showed that FA acts as an
inactive bridge molecule there.
The present calculations are intended to initiate general
approaches for investigating full nonadiabatic simulations of
the dynamics of electronic defects. The currently used di-
rect multireference ab initio procedures are restricted to a
molecular size comparable to two or three stacked DNA
bases. Additionally, quantum mechanics/molecular mechan-
ics (QM/MM) methods46 may be used to provide a realistic
description of environmental effects. Such calculations are in-
tended to serve as benchmarks for subsequent applications to
larger systems using simpler, but more cost-effective meth-
ods, also allowing significantly longer simulation times.
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74 CHAPTER 3. RESULTS
3.4 Surface Hopping Dynamics using a Locally
Diabatic Formalism
As outlined in the last section, a special challenge in the simulation of defect dy-
namics is that frequent crossings between weakly coupled states may occur. Highly
peaked non-adiabatic couplings, which are present in such a case, cause a special
challenge for accurate dynamics simulations. A possible solution to this problem
lies in a locally diabatic propagation of the wave function (with the dynamics still
proceeding on adiabatic surfaces). [71] The purpose of this work was the implemen-
tation of this local diabatization method into the Newton-X program package
and testing its performance with respect to existing methods based on an adia-
batic propagation of the wavefunction. Moreover, two interesting examples were
considered: (i) the stacked ethylene dimer radical cation at 7.0 A˚ intermolecu-
lar separation, a situation were because of the large separation electron transfer
is almost impossible (ii) the hydrogen-bonded 2-pyridone dimer, which showed
complex dynamics exhibiting excitation energy transfers as well as proton coupled
electron transfers.
This project was carried out in collaboration with M. Persico and G. Granucci of
the University of Pisa after a research visit in March 2010. In addition J. Pit-
tner provided significant work with respect to the implementation of wavefunction
overlaps at the TDDFT level. One part of my work was concerned with providing
an interface of the different computer codes provided by these researchers to the
Newton-X program package. For this work I received the help of M. Barbatti.
Then, my task was to test the methodologies and run the simulations. The paper
was submitted to the Journal of Chemical Physics (17 May 2012). [88]
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Abstract 
In this work the advantages of a locally diabatic propagation of the electronic wave function 
in surface hopping dynamics proceeding on adiabatic surfaces are presented providing very 
stable results even in challenging cases of highly peaked nonadiabatic interactions. The 
method was applied to the simulation of transport phenomena in the stacked ethylene dimer 
radical cation and the hydrogen bonded 2-pyridone dimer. Systematic tests showed the 
reliability of the method, in situations where standard methods relying on an adiabatic 
propagation of the wave function and explicit calculation of the nonadiabatic coupling terms 
exhibited significant numerical instabilities. Investigations of the ethylene dimer radical 
cation with an intermolecular distance of 7.0 Å provided a quantitative description of diabatic 
charge trapping. For the 2-pyidone dimer a complex dynamics was obtained: a very fast (< 10 
fs) initial S2/S1 internal conversion; subsequent excitation energy transfers with a 
characteristic time of 207 fs; and the occurrence of proton coupled electron transfer (PCET) in 
26% of the trajectories. The computed characteristic excitation energy transfer time of 207 fs 
is in satisfactory agreement with the experimental value of 318 fs derived from the vibronic 
exciton splittings in a monodeuterated 2-pyridone dimer complex. The importance of 
nonadiabatic coupling for the PCET related to the electron transfer was demonstrated by the 
dynamics simulations. 
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1. Introduction 
Ultrafast dynamical processes play an important role in many fields of Chemistry, Physics 
and Molecular Biology such as in the photophysics of biomolecules and defect transport in 
organic semiconductors.1-4 These processes are often governed by nonadiabatic couplings 
between electronic and nuclear degrees of freedom, presenting a special challenge in their 
simulation. Several computational strategies have been introduced for this purpose (cf. e.g. 
Refs 5,6): wave packet methods7,8; trajectory based simulations9,10 and global models5,11-13 
building on the concepts of Fermi’s golden rule, Marcus and Förster theory.14-17 From these 
methods trajectory surface hopping has gained significant popularity because of its conceptual 
simplicity, ease of interpretation and due to the fact that all degrees of freedom can be 
included without prior assumptions regarding active modes.9,18-25 In this contribution a 
particular focus will be laid on the application of surface hopping to charge and energy 
transport phenomena (cf. Refs 24,26,27). Such calculations impose special challenges as the 
transport process is represented by interactions between several states located on different 
fragments and frequent state crossings. Especially systems with weak interchromophore 
coupling (for example because of large spatial separation) may be difficult to describe 
accurately. In this case a very low physical transfer probability has to go along with a high 
hopping probability between the adiabatic states (cf. Ref 27). It is, of course, highly desirable 
that the general surface hopping approaches described above are able to treat the dynamics for 
any interchromophore coupling strength properly. 
To illustrate the potential problems, in Figure 1 a model of an avoided crossing in a nuclear 
displacement coordinate ξ is presented. The adiabatic energies are computed by diagonalizing 
the model Hamiltonian 
۶ሺξሻ ൌ ቌቀξ െ
ଵ
ଶቁ
ଶ ܿ
ܿ ቀξ ൅ ଵଶቁ
ଶቍ
(1)   
for different values of a constant diabatic coupling c. The nonadiabatic coupling in the ξ 
coordinate follows from the derivative of the mixing angle with respect to the nuclear 
displacement coordinate ξ (cf. Refs 7,27,28). It forms a peak in the crossing region. As c is 
lowered (light grey lines), the adiabatic states start to approach each other more closely and at 
the same time, the coupling becomes increasingly peaked. Note that the area below the 
coupling curve always remains constant at π / 2, and therefore, an increase of the peak height 
occurs together with the narrowing of the peak. In the limit of c = 0, which means that an 
intersection between the two energy curves occurs, the coupling becomes a δ-function. For 
numerical results and a more detailed discussion of the underlying equations, consider e.g. 
Refs 7,27. The extremely narrow shape of the nonadiabatic coupling clearly presents a 
numerical challenge for using it for the propagation of the electronic wave function. In fact 
the problem is split into two parts10 related to the sampling and interpolating of the coupling 
vector, as well as a numerically accurate propagation of the electronic coefficients. In 
particular it should be pointed out that a mere reduction of the timestep length used in the 
process of propagating the electronic coefficients is not sufficient if the interaction terms are 
not represented correctly. But an accurate sampling of the nonadiabatic terms may necessitate 
an increase in the number of electronic structure calculations, which means that in some cases 
the computational effort for dynamics simulations may be enlarged by an order of magnitude 
or more (see also Ref. 29). In this contribution, it will be shown that these problems can be 
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overcome by using a locally diabatic representation of the electronic states, which contains 
only smoothly varying quantities (whereas the nuclear motion still proceeds on adiabatic 
surfaces).18 The method is tested here for transfer processes, but it may provide significant 
improvements also in other situations where highly peaked nonadiabatic interactions are 
present and, as a consequence, conversion probabilities between diabatic states are low. The 
case of spin-forbidden transitions, as an example of this phenomenon, is discussed in Ref. 30 
contained in this special issue. 
 
Figure 1. Model for an avoided crossing at different coupling strengths c (see the text for a 
description of the formula used). The adiabatic energies of the two states involved, as well as 
the nonadiabatic coupling between them is shown. 
As an initial step results obtained from an analytic model will be presented. Then two 
interesting problems will be used to test and apply the local diabatization method. First, 
charge transport in the stacked ethylene dimer radical cation [Et.-Et.]+ will be considered. 
This system serves as an important model system, where the main features of charge transport 
can be studied. This work will be concerned in particular with the weakly coupled case 
present at an intermolecular separation of 7.0 Å. In our previous study using the standard 
Tully surface hopping method in an adiabatic basis with utilizing nonadiabatic coupling 
vectors, it was not possible to properly treat this case due to highly peaked nonadiabatic 
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coupling vectors.27 This challenging situation will be revisited here and used as a benchmark 
case for the different methods of integrating the electronic wave function. The second 
example is concerned with the 2-pyridone dimer (2-PY)2 (Figure 2 (a)). This system can be 
seen as a model DNA base pair where both, the processes of energy transfer as well as a 
potential proton coupled electron transfer (PCET) can be studied.31,32 However, compared to 
DNA bases this system is significantly simpler, making it a suitable target for experimental 
and theoretical investigations. 
C2
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Figure 2. Structural representation and numbering scheme of the 2-pyridone dimer (a) and 
the zwitterionic structure present after a single proton transfer (b). 
2. Methods 
2.1. Propagation of the electronic wave function 
In the surface hopping approach,9,33 nuclear motion is treated by classical dynamics 
according to forces coming from an electronic structure calculation. Interactions between the 
states are treated through stochastic hoppings between the surfaces. The total time-dependent 
wave function Ψ(R,t) at time t (nuclear coordinates R are written explicitly here, electronic 
coordinates are implicitly considered in the matrix elements), is written as a time-dependent 
linear combination of Ns adiabatic electronic eigenstates φi(R(t)). 
ߖሺ܀, ݐሻ ൌ෍ܿ௜ሺݐሻ
ேೞ
௜ୀଵ
φ௜൫܀ሺݐሻ൯
(2)   
and the coefficients are propagated according to9 
d
dt ௝ܿሺݐሻ ൌ െiħ
ିଵ ௝ܿሺݐሻܧ௝ሺݐሻ െ෍ܿ௜ሺݐሻ
ேೞ
௜ୀଵ
σ௝௜ሺݐሻ
(3)   
where Ej(t) is the energy of the j-th adiabatic state. The nonadiabatic interaction matrix 
element is given as 
σ௝௜ሺݐሻ ൌ ർφ௝൫܀ሺݐሻ൯ฬ ∂∂t ฬφ௜൫܀ሺݐሻ൯඀
(4)   
Traditionally σij is evaluated in terms of the nonadiabatic coupling vector 
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σ௝௜ሺݐሻ ൌ ܀ሶ ሺݐሻ ∙ ൻφ௝ሺ܀ሻหસหφ௜ሺ܀ሻൿ܀ୀ܀ሺ௧ሻ (5)   
where સ denotes the vector of all first derivatives with respect to the nuclear coordinates.  
Using Eq. (5) in connection with Eq. (3), will be called “NAC” in the following text. 
Alternatively, the overlaps of the wave functions between two successive time steps 
S௝௜ሺݐሻ ൌ ൻφ௝൫܀ሺݐ െ ∆ݐሻ൯หφ௜൫܀ሺݐሻ൯ൿ (6)   
may be used.21,34-36 The coupling can be estimated from linear extrapolation as 
σ௝௜ሺݐሻ ൎ 14∆ݐ ቀ3S௝௜ሺݐሻ െ 3S௜௝ሺݐሻ െ S௝௜ሺݐ െ ∆ݐሻ ൅ S௜௝ሺݐ െ ∆ݐሻቁ
(7)   
Inserting this into Eq. (3), corresponds to a scheme where wave function overlaps are used 
in a linear extrapolation formalism (OVL).34,36 The difficulty in both the NAC and OVL 
schemes is that, as explained above, close to conical intersections the σij are highly peaked 
and electronic structure calculations have to be performed with a very small timestep Δt to 
accurately sample this peak. The problem can be overcome by using a different propagation 
technique where the Hamiltonian matrix between two time steps is interpolated in a locally 
diabatic basis.18 At the beginning of each time step the locally diabatic functions ηi(t) are set 
equal to the adiabatic functions 
η௜ሺݐሻ ൌ φ௜ሺݐሻ (8)   
The row vector ሼη௜ሺݐ ൅ Δݐሻሽ defining the locally diabatic functions at the end of the time 
step is constructed according to 
ሼη௜ሺݐ ൅ Δݐሻሽ ൌ ሼφ௜ሺݐ ൅ Δݐሻሽ܂ିଵ (9)   
where the transformation matrix T is constructed by a Löwdin orthogonalization37 of the 
S(t + ∆t) matrix (Eq. (6)). Using T, the diabatic Hamiltonian H at time step (t + Δt) 
۶ሺݐ ൅ ∆ݐሻ ൌ ܂۳ሺݐ ൅ ∆ݐሻ܂ିଵ (10)   
is computed by transforming the diagonal matrix containing the adiabatic energies E(t + 
Δt). Through this construction the dynamic couplings (σij) in the locally diabatic basis should 
become negligible (as far as the coupling with the states φi, i > Ns can be neglected) and are 
replaced in Eq. (3) by the smoothly varying matrix elements Hij. Then the coefficient vector 
c(t), can be easily propagated in the diabatic basis and finally back transformed to the 
adiabatic basis: 
܋ሺݐ ൅ ∆ݐሻ ൌ ܂ିଵexpቆെiħିଵ ۳ሺݐሻ ൅ ۶ሺݐ ൅ ∆ݐሻ2 ∆ݐቇ ܋ሺݐሻ
(11)   
In summary, local diabatization (LD) provides a way of propagating the wave function 
without explicit reference to the dynamic couplings (σij) and it will be shown that especially 
in cases where these are highly peaked, LD provides a significantly more stable integration, 
than the NAC and OVL algorithms discussed above. It should be noted here that the LD 
formalism only affects the electronic amplitudes and possible state switches, but the nuclei are 
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propagated on the adiabatic potential surfaces just like in the other methods. In particular, if 
there are no state switches, all three methods produce identical nuclear trajectories. 
2.2. Analysis of charge transfer dynamics 
The microscopic properties of the charge transfer dynamics are analyzed as outlined in Ref. 
27 to allow for a statistical summary of the dynamics and a comparison with the underlying 
ideas of Marcus theory. The first quantity considered is the probability of an adiabatic charge 
transfer per single passage through the transition region. It is reformulated from the Landau-
Zener probability as38 
ଵܲଶ ൌ 1 െ expቌ
െ൫ܪ௜௙ୢ୧ୟୠ൯૛
hν ඨ
πଷ
λkܶቍ
(12)   
where ܪ௜௙ୢ୧ୟୠ is the diabatic coupling, ν the harmonic frequency of the active vibration, λ the 
reorganization energy, T the absolute temperature, and h and k the Planck and Boltzmann 
constants, respectively. If, after starting in the ground state, this adiabatic transfer failed, the 
system will continue in the excited state. In the excited state relaxation process there is an 
additional chance for a charge transfer and hence the global electronic transmission factor is 
larger than P12. It is given as27,38  
ߢୣ୪ ൌ 2 ଵܲଶ1 ൅ ଵܲଶ
(13)   
2.3. Phenomenological analysis of excited states 
For the analysis of the excited states we use a recently developed method, which is based on 
the one electron transition density matrix,39 cf. also Refs 40,41. This method provides well 
defined, automatized descriptors for properties like the position, delocalization and charge 
transfer character of the wave function even in difficult cases (e.g. delocalized orbitals, many 
contributing configurations). First, charge transfer numbers for an excited state are computed 
ߗ஺஻ ൌ 12෍൫۲
ሾ୅୓ሿ܁ሾ୅୓ሿ൯௔௕
௔∈஺௕∈஻
൫܁ሾ୅୓ሿ۲ሾ୅୓ሿ൯௔௕ (14)   
from the transition density matrix between this state and the ground state ۲ሾ୅୓ሿ and the 
overlap matrix ܁ሾ୅୓ሿ, both expressed in the atomic orbital (AO) basis. The summations go 
over the basis functions on fragments A and B, respectively. 
Using the charge transfer numbers (Eq. (14)) the position of the exciton in the dimer can be 
defined as 
ܱܲܵ ൌ 32 ൅
ߗଶଶ െ ߗଵଵ
2ߗ  
(15)   
where the symbol Ω is used to represent the normalization factor 
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ߗ ൌ ߗଵଵ ൅ ߗଵଶ ൅ ߗଶଵ ൅ ߗଶଶ (16)   
From Eq. (15) it can be seen that POS is equal to one and two, for states localized on 
monomer one ( ߗଵଵ ൌ ߗ ) and monomer two ( ߗଶଶ ൌ ߗሻ , respectively. For excitonic 
delocalized states ( ߗଵଵ ൌ ߗଶଶ ൌ ߗ/2 ) and charge separated states ( ߗଵଵ ൌ ߗଶଶ ൌ 0 ), 
POS = 3/2. 
The excitonic delocalization may be defined as a participation ratio expression (cf. Refs 
42,43) 
ܴܲ ൌ ߗ
ଶ
2 ൬
1
∑ ሺ∑ ߗ஺஻஻ ሻଶ஺ ൅
1
∑ ሺ∑ ߗ஺஻஺ ሻଶ஻ ൰
(17)   
where the summation goes over the two molecules (A=1,2; B=1,2). For localized (ߗଵଵ ൌ ߗ 
or ߗଶଶ ൌ ߗ) and directed charge transfer states (ߗଵଶ ൌ ߗ or ߗଶଵ ൌ ߗ)  this measure amounts 
to one. For excitonic delocalized states (ߗଵଵ ൌ ߗଶଶ ൌ ߗ/2 ) or charge resonance states 
(ߗଵଶ ൌ ߗଶଵ ൌ ߗ/2) or a combination of these two types PR = 2. 
Whereas the POS and PR values were used to describe the position and delocalization of 
the exciton, electron transfer was monitored by fragment charge differences (FCD) computed 
from Mulliken populations.44  
3. Computational Details 
The charge transfer dynamics in the ethylene dimer radical cation [Et.-Et.]+ was performed 
in accordance with the investigations reported in Ref. 27: A symmetric face-to-face 
arrangement of [Et.-Et.]+ was constructed using intermolecular separations of 5.0 Å and 7.0 
Å. Surface hopping dynamics simulations were performed at the state-averaged complete 
active space space self-consistent field (CASSCF) level with three electrons in the two π and 
two π* orbitals of the two molecules and with state averaging over the two lowest doublet 
states (SA(2)-CASSCF(3/4)). The 6-311+G* basis set was used.45 In a first testing stage short 
trajectories of about 20 fs simulation time, which exhibited one passage through the crossing 
region, were considered. Five initial conditions each were chosen for [Et.-Et.]+ at the 5.0 Å 
and 7.0 Å intermolecular separations and all three methods (NAC, OVL, LD) with different 
timestep lengths were tested. This amounted to 75 simulation runs in total. In order to observe 
the primary mixing between the adiabatic states and to exclude stochastic features, no surface 
hoppings were allowed and no decoherence correction was applied in these test runs. For a 
statistical analysis, the following quantities were considered. The mean of a set of similar 
trajectories was computed as 
ߤሺ∆ݐ,ܯሻ ൌ 1ܰ෍ܿ∆௧,ெ
ሺ௞ሻ
ே
௞ୀଵ
(18)   
where ܿ∆௧,ெሺ௞ሻ  denotes the adiabatic population of the ground state after one passage through 
the crossing region for initial condition k (i.e. c is used as a short notation for c0(tref) of Eq. 
(2)), timestep length Δt and method M (M = NAC, OVL, LD). Additionally the mean absolute 
error for a timestep length Δt and method M was computed as 
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ߝሺ∆ݐ,ܯሻ ൌ 1ܰ෍ቚܿ∆௧,ெ
ሺ௞ሻ െ ܿ୰ୣ୤ሺ௞ሻቚ
ே
௞ୀଵ
(19)   
The reference was chosen as the average between the results of using nonadiabatic coupling 
vectors and local diabatization for the smallest timestep considered (∆tmin) 
ܿ୰ୣ୤ሺ௞ሻ ൌ
ܿ∆௧೘೔೙,୒୅େሺ௞ሻ ൅ ܿ∆௧೘೔೙,୐ୈሺ௞ሻ
2
(20)   
where the ∆tmin was 0.2 fs in the case of an intermolecular separation of 5.0 Å, and 0.1 fs in 
the case of 7.0 Å. 
After testing the methods, a production run of 49 surface hopping trajectories with 1 ps 
duration and a timestep of 0.5 fs was performed using the LD method and applying a 
decoherence correction with a decay parameter of 0.1 Hartree.46 As in Ref. 27 a restraining 
potential was applied to fix the relative arrangement of the molecules.  
Following Ref. 32, calculations on the 2-pyridone dimer were performed using time-
dependent density functional theory (TDDFT)47,48 with the BHLYP functional containing 
50% Hartree-Fock exchange.49,50 The SVP basis set51 with added diffuse functions 
(SVP+sp)52 was used. First, test runs using the OVL and LD methods were performed. Aside 
from the timestep lengths (∆t), two parameters affecting the duration of CI-overlap 
computations significantly had to be tested, the screening threshold βmax (the maximal value 
of the CI coefficient function βIJ in Eq. (15) of Ref. 36, for which the corresponding overlap 
term is still computed) and the number of orbitals treated as a frozen core (ncore). For the final 
dynamics simulations, the LD method with Δt = 0.5 fs, βmax = 1E-4, ncore = 38 was used. 
When using these thresholds reliable nonadiabatic interactions can be obtained (as shown 
below) at only a fraction of the computational time of the TDDFT energy and gradient 
calculation. Three excited states were considered in the dynamics. The initial conditions were 
constructed from the Wigner distribution of the vibrational ground state of the hydrogen 
bonded dimer (cf. Ref 20). The initial state of the dynamics was chosen randomly according to 
the relative oscillator strengths of the first two excited states. This amounted to 100 
trajectories started from the S2 state and 33 from the S1 state. The trajectories were run for 300 
fs. When computing the time dependent state distribution (see below), special attention was 
paid to trajectories, which could not successfully be run for 300 fs, a situation which occurred 
in many cases because after PCET the S1/S0 gap approached zero. In such a case the state of 
the last successful time step was taken for the remaining time steps. Wave function overlaps 
for nonadiabatic interactions between TDDFT excited states were computed based on the 
TDDFT response functions, which have the same formal structure as configuration interaction 
with single excitations (CIS).47 
In (2-PY)2 proton transfer was monitored by means of interatomic distances. A proton 
transfer was considered if the N1-H8 (N1’-H8’) distance was longer than the H8-O7’ (H8’-O7) 
distance (Figure 2). In the dynamics, a proton transfer process was counted if this situation 
lasted for at least 2 fs. Charge and excitation energy transfer processes were analyzed 
following the lines described in Ref. 27: Charge (excitation energy) transfer in [Et.-Et.]+ ((2-
PY)2) was monitored by using the FCD (POS value). A charge (excitation energy) transfer 
from molecule one to molecule two was registered if initially for at least 3 fs the dimer was in 
the D0 (S1) state and the FCD (POS value) was smaller than -0.5 (1.05), and later on, for at 
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least 3 fs, the dimer would be again in the D0 (S1) state, but now with an FCD (POS value) 
greater than 0.5 (1.95). The transfer from molecule two to molecule one was defined in an 
analogous fashion. 
The excited state analysis described in Section 2.3 was carried out using the transition 
densities of the formal CIS wave functions47 which were computed for the wave function 
overlaps as described above. Fragment charge differences44 between the two molecules were 
computed from the Mulliken populations. In the case of proton transfers the fragments were 
adjusted to reflect the movement of the proton. 
An analysis in terms of normal mode displacements, as described in Refs 53,54 was 
performed as well. For each trajectory k and time t the Cartesian difference vector x(k,t) 
between that structure and the ground state reference geometry (x0) was converted to y(k,t) in 
the normal mode basis by the relation 
ܡሺ݇, ݐሻ ൌ ܄ିଵሺܠሺ݇, ݐሻ െ ܠ଴ሻ (21)   
where V-1 is the transformation matrix from Cartesian to normal coordinates computed at 
x0. For all non-totally symmetric modes the absolute value of the displacement was taken 
since motions into both directions are equivalent. To characterize the y(k,t) vectors, they were 
first averaged over all trajectories and second the standard deviation over time of this time-
dependent average was computed. 
SA-CASSCF calculations were performed with the COLUMBUS 7.0 program package.55-61 
TDDFT computations were carried out using TURBOMOLE.48,62 For the dynamics simulations 
and wave function overlap computations the NEWTON-X program package20,36,63,64 was used. 
4. Results and discussion 
4.1. Model system 
Before proceeding to simulations of molecular systems, the performance of the three 
integration formalisms NAC, OVL and LD was tested with respect to the Landau-Zener (LZ) 
model for an avoided crossing. A one-dimensional time-dependent diabatic model 
Hamiltonian between two states was defined according to 
۶ሺݐሻ ൌ ൬0 ܿܿ ݏξሺݐሻ൰ (22)   
ξሺݐሻ ൌ ݒሺݐ െ ݐ଴ሻ (23)   
where the diabatic coupling c, the slope s, and the velocity v are assumed to be constant. 
Under these assumptions the LZ asymptotic expression for the diabatic transition probability 
ଵܲଶ ൌ 1 െ expቆെ4ߨ
ଶܿଶ
݄|ݏݒ| ቇ
(24)   
is exact. The nonadiabatic coupling between the adiabatic functions h(ξ) has a Lorentzian 
shape with a full width at half maximum of |4c/s|. In analogy, the characteristic time τ to pass 
through the crossing region can be defined as 
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τ ൌ ฬ4ܿݏݒฬ .
(25)   
In the model calculations the values c = 0.0033, s = 0.66 and v = 0.002 (all data in atomic 
units) were chosen. This corresponds to P12 ≈ 0.0505 and τ = 20 a.u. (about 0.48 fs). An 
integration of this model using the NAC, OVL, and LD using different timestep lengths ∆t 
was performed. In each case an average over 10 calculations was performed using different 
crossing times t0 according to 
ݐ଴ ൌ Δݐ ൬݊ ൅ ݇10൰ 
݇ ൌ 0,… ,9 
(26)   
where the integer n was chosen such that vn∆t, the distance traveled before reaching the 
crossing, was about 5 a.u. With this construction, trajectories with k = 0 directly reached the 
diabatic crossing point, whereas the others sampled points around it. The integrations were 
started at t = 0 assigning a probability of one to one of the two adiabatic states and ended at t 
= 200 fs. The final probability of the adiabatic state initially populated was then identified 
with P12. In Figure 3 the relative error of this value with respect to the exact LZ value of P12 is 
shown. For short timesteps (∆t << τ) all three methods give good results. When ∆t approaches 
τ, the results of NAC and OVL diverge. By contrast LD shows impressive stability up to ∆t ≈ 
4τ, which is a case where the whole region of non-negligible nonadiabatic interaction is 
passed within only a fraction of the timestep. 
 
Figure 3. Landau-Zener model system: relative error for the asymptotic diabatic transition 
probability as a function of the integration timestep. Presented results are for the three 
algorithms NAC, OVL and LD as described in the main text. 
In summary the fundamental stability of the LD method in the case of highly peaked 
nonadiabatic interactions between two states could be shown. It should however be noted that, 
as opposed to NAC, the LD and OVL formalisms are potentially subject to inaccuracies 
coming from the interactions with “external” states (i.e. the states φi with i > Ns), which were 
not included in this test. 
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4.2. Ethylene dimer radical cation 
The first system considered was the ethylene dimer radical cation, which serves as a 
convenient model for charge transport in stacked π-systems. The complex was considered 
with intermolecular separations of 5.0 and 7.0 Å, which corresponds to intermediate and weak 
coupling situations, respectively. In an initial step, a test of the available methods for 
integration of the electronic Schrödinger equation was performed. For this purpose an analysis 
of dynamics runs with about 20 fs duration containing one passage through the crossing 
region was carried out. The quantity of interest was the ground state population at the end of 
the dynamics. The mean μ(∆t,M)  (Eq. (18)) and mean absolute error ε(∆t,M) (Eq. (19)) over 
five different initial conditions were computed for different timestep lengths ∆t and the three 
methods described above M = NAC, OVL, LD. 
For an intermolecular separation of 5.0 Å the diabatic coupling is 0.079 eV, leading to an 
extended region of weak nonadiabatic coupling (cf. Figure 1, c = 0.2).27 The mean values 
μ(∆t,M) of the ground state population after one passage through the crossing region are 
presented in Figure 4. On average, slightly more than half the population remained in the 
ground state. For NAC and LD there was a very good agreement with the value of 
0.544 within ± 0.002 for both timestep lengths whereas for OVL slightly smaller values of 
0.527 for ∆t = 0.5 fs, and 0.538 for ∆t = 0.2 fs were found. In all cases the mean absolute 
errors ε(∆t,M) with respect to the average of NAC and LD at ∆t = 0.2 fs (cf. Computational 
Details) were about two orders of magnitude smaller than the mean population transfer, 
meaning that all methods provide a stable integration for this system. The largest error, at 4 % 
of the total population transfer, was found for OVL (Δt = 0.5 fs). In summary, it can be said 
that all methods perform satisfactory, but that NAC and LD seem to be somewhat superior to 
OVL. 
 
Figure 4. Mean values μ and mean absolute errors ε of the ground state population after one 
passage through the crossing region for the ethylene dimer radical cation at an intermolecular 
separation of 5.0 Å, using different simulation methods. 
Second, the probability of charge transfer in the ethylene dimer radical cation was 
computed at an intermolecular separation of 7.0 Å (Figure 5). With a diabatic coupling of 
only 0.0042 eV this is an example of a weak coupling region of electron transfer.27 The shape 
of the nonadiabatic coupling relates to c = 0.02 in Figure 1. In practice, the coupling vector 
was so highly peaked that with ∆t = 0.5 fs for most trajectories there was only one time step 
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with significant nonadiabatic coupling when passing through the crossing region. Considering 
Section 4.1 this corresponds to the case of τ ≈ 0.5 fs, meaning that NAC and OVL should 
require significantly smaller timesteps for reliable results. In the calculation with Δt = 0.5 fs 
NAC provides an average charge transfer probability of 0.307 because the numerical 
integration of the electronic Schroedinger equation clearly missed the peak of the 
nonadiabatic coupling in some of the trajectories. The charge transfer probability is 
overestimated by two orders of magnitude compared to the value for Δt = 0.1 fs. OVL 
performs somewhat better at the longest timestep length (μ = 0.094) but is still quite far from 
the result obtained at a smaller timestep length. LD provides very stable values, (μ = 0.002) 
for all timestep lengths considered. At Δt = 0.1 fs, the LD value almost coincides with NAC, 
whereas OVL yields an average transfer probability of about twice as much (μ = 0.005). Here, 
LD clearly yields the most stable integration algorithm and the results show impressive 
consistency over the different timestep lengths. A dynamics simulation using the NAC 
method and Δt = 0.1 fs could be reliable as well but this would correspond to a five-fold 
increase in computation time. 
 
Figure 5. Mean values μ and mean absolute errors ε of the ground state population after one 
passage through the crossing region for the ethylene dimer radical cation at an intermolecular 
separation of 7.0 Å, using different simulation methods. 
After the above considerations, we chose LD (Δt = 0.5 fs) as the method to perform more 
extended dynamics simulations on [Et.-Et.]+ for an intramolecular separation of 7.0 Å. These 
simulations provide an extension to Ref. 27, where dynamics at 3.0 Å (strong coupling region) 
and 5.0 Å (intermediate coupling region) were performed. The weak coupling case of 7.0 Å, 
which had to be omitted because no satisfactory method of integrating the coefficients was 
available at that time, will be considered now. A representative 300 fs section of the dynamics 
of this system is shown in Figure 6. For the first 100 fs the trajectory remains around one of 
the minima in the double well potential. The fragment charge difference (FCD) always stays 
very close to one, representing a complete localization of the charge. The energy gap 
oscillates and in three instances the system moves close to the crossing region (represented by 
a small energy gap) but does not cross the transition state. The first crossing appears after 
about 100 fs. However, the charge is not transferred and a diabatic trapping situation is 
obtained through two consecutive surface hoppings (this corresponds to Scheme 3 (b) in Ref. 
27). It may be noted here that in regions surrounding nonadiabatic events, some apparent 
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discontinuities are present. However, these are only related to the discrete and stochastic 
nature of the dynamics, and a change in FCD lasting for only one or two time steps cannot be 
counted as a charge transfer (cf. the Computational Details for the precise algorithm used to 
identify CT events). For the remaining trajectory, more such events occur. But there is no 
actual transfer of charge. 
 
Figure 6. Energy gap (a) (red circles on the upper line indicate that the system is in the 
excited state), fragment charge difference (FCD) (b), and CC bond alternation ∆R (c) plotted 
against time for a [Et.-Et.]+ trajectory with an intermolecular separation of 7.0 Å. 
In Table 1, the electronic transmission factor κel is given for the intermolecular distance of 
7.0 Å in [Et.-Et.]+ derived from LD dynamics simulations for 49 trajectories. For comparison 
the dynamics simulations of Ref. 27 for [Et.-Et.]+ at an intermolecular separation of 5.0 Å, as 
well as simulations of this system with an inserted formaldehyde molecule [Et.-FA-Et.]+ are 
presented. The cases investigated before were situated in the intermediate coupling region 
with an electronic transmission factor of about 50%. In contrast the [Et.-Et.]+ complex at 7.0 
Å intermolecular distance is clearly a weak coupling case (κel ≈ 1%), which corresponds to an 
electron transfer rate of 0.16 ps-1. The agreement with the Marcus theory type model (Eqs (12) 
and (13)) is excellent. Out of 842 accesses to the transition state in the different trajectories, 
only 8 led to a charge transfer. The diabatic trapping was realized by 1964 surface hoppings in 
the simulations. In summary, it could be seen that the LD approach was able to filter spurious 
charge migration events quantitatively. 
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Table 1. Electronic transmission factors (κel) for [Et.-Et.]+ with intermolecular distances of 
RC···C = 5.0 Å and RC···C = 7.0 Å, and [Et.-FA-Et.]+ with RC···C = 7.0 Å. 
 [Et.-Et.]+ (5.0 
Å) a 
[Et.-FA-Et.]+ a [Et.-Et.]+ (7.0 
Å) 
Simulation 0.671 0.401 0.010 
Modelb 0.891 0.471 0.010 
a Results from Ref. 27 
b Eq (13) in the text 
4.3. 2-pyridone dimer 
The hydrogen bonded 2-pyridone dimer (2-PY)2 has been considered as a model DNA base 
pair. Two interesting processes, which are also relevant to DNA can be studied: excitation 
energy transfer between the molecules as well as a possible proton coupled electron transfer, 
which may lead to non-radiative decay.31,32 The electronic coupling between the two ππ* 
states in (2-PY)2 was estimated at about 0.05 eV from CIS transition moments31 or 0.07 eV 
from TDDFT dimer splitting calculations.32 The experimentally observed splitting was 
smaller by one order of magnitude at about 0.003 eV31. However it should be noted that the 
latter is the coupling between vibronic states which is obtained as the product between the 
electronic coupling and a Franck-Condon factor31,65 and it is clearly possible that this Franck-
Condon factor, representing the overlap between the ground state vibrations in the two 
equivalent strongly symmetry broken S1 minima, is only on the order of 5%. In the further 
course of this discussion it should be remembered that our simulations were performed in a 
basis of electronic eigenfunctions, whereas the experimental interpretation is more readily 
performed using vibronic eigenstates. An attempt to reconcile the two representations will be 
performed where applicable. 
The dynamics simulations were performed with the TDDFT/BHLYP method. The 
reliability of this approach was tested for all tautomers by comparison with second order 
approximate coupled cluster calculations (CC2).32 It can therefore be assumed that this 
approach should provide a good description in particular of the EET dynamics. Describing the 
PCET process is more challenging because charge transfer transitions play a significant role 
and because of the fact that in the subsequent dynamics the S1/S0 gap is significantly lowered. 
Moreover, complex nonadiabatic effects may come into play.66 However, interesting 
qualitative insight may be obtained from these calculations. Moreover, direct dynamics 
simulations can provide important complementary information with respect to the quite 
involved global models applied for describing PCET processes.66 
Before the actual dynamics simulation was started, the effects of the parameters of the 
overlap computation were explored. This was necessary to assure a stable integration of the 
electronic coefficients while still operating at an acceptable computational cost. The timestep 
length Δt, as well as two parameters affecting the performance of the overlap computation 
were considered (cf. Computational Details). A collection of results considering different 
values of these parameters for five distinct initial conditions and integration with the OVL and 
LD methods is presented in Table 2. First, it can be observed that in the OVL approach there 
are some instabilities as far as both the timestep length as well as the parameters of the CI-
overlap computation are concerned. In contrast to that, LD yields remarkably stable results, in 
particular for the initial conditions denoted k = 1-4. The stability of LD with respect to 
timestep length is probably related to the favorable treatment of highly peaked nonadiabatic 
interactions, as discussed above. The fact that also highly screened overlap matrices are 
correctly interpreted by LD may be attributed to the fact that in the Löwdin orthogonalization 
15 
 
procedure yielding the T matrix the screened terms are recovered through a proper 
renormalization. In the last case (k = 5) a particularly challenging example was chosen where 
in a process with two different nonadiabatic interactions, the population of S2 was equally 
distributed between S1 and S3. In this case some small variations in the S2 population are 
present also within the LD approach. Another point to consider is that even at the smallest 
timestep no quantitative agreement between OVL and LD could be reached. The computation 
of analytic TDDFT nonadiabatic coupling vectors has been reported67-70 but not implemented 
in the program systems available to us. Therefore this discrepancy could not be evaluated 
further. In any case, there is good qualitative agreement between the two approaches. In 
particular, it is noted that the LD method using Δt = 0.5 fs, βmax = 1E-4, ncore = 38 provides 
reliable results. This parameter set is used in the subsequent dynamics simulations. 
Table 2. Population of the S2 state after a nonadiabatic event for five different initial 
conditions k, computed using different parameters in the integration process.a 
Method Δt βmaxb ncorec cΔt, M(k) 
 fs   k = 1 k = 2 k = 3 k = 4 k = 5 
OVL 0.5 5E-3 38 0.1022 0.223 0.359 0.1242 0.0719
OVL 0.5 1E-4 38 0.0584 0.178 0.302 0.1024 0.0822
OVL 0.5 1E-4 28 0.0702 0.193 0.318 0.1095 0.0791
OVL 0.5 5E-5 28 0.0598 0.179 0.303 0.1041 0.0815
OVL 0.5 1E-5 0 0.0514 0.167 0.291 0.0992 0.0834
OVL 0.2 5E-5 0 0.0420 0.167 0.299 0.0600 0.0673
OVL 0.1 5E-5 0 0.0340 0.164 0.297 0.0535 0.0656
LD 0.5 5E-3 38 0.0143 0.141 0.271 0.0403 0.0938
LD 0.5 1E-4 38 0.0147 0.140 0.270 0.0407 0.0852
LD 0.5 1E-4 28 0.0147 0.140 0.270 0.0413 0.0861
LD 0.5 5E-5 28 0.0150 0.140 0.269 0.0413 0.0846
LD 0.5 1E-5 0 0.0150 0.140 0.270 0.0416 0.0829
LD 0.2 5E-5 0 0.0148 0.138 0.268 0.0443 0.0725
LD 0.1 5E-5 0 0.0148 0.138 0.268 0.0443 0.0721
a The trajectories were started in the S2 state. In the dynamics two excited states were 
considered for k=1,2,3; three for k=4; and four for k=5. 
b Screening threshold according to Eq. (15) of Ref. 36 
c number of core orbitals frozen in the overlap 
First, two trajectories will be presented in detail to illustrate the possible processes 
occurring. Data for a trajectory where the pyridine dimer remains in the initial tautomeric 
form is presented in  
Figure 7, whereas in Figure 8 a case that undergoes PCET is shown.  Such a process was 
previously postulated from both TDDFT and CC2 calculations.32 In these plots a detailed 
description of the different electronic states is shown: relative energies with respect to the 
ground state at the respective geometry; POS values representing EET; and the fragment 
charge differences representing charge transfer. Moreover, N-H bond distances are presented 
to monitor a possible proton transfer. Both trajectories are started in the S2 state.  
Figure 7 shows that the early dynamics is determined by a hopping to the S3 state at 2.0 fs 
and back to S2 at 4.5 fs. An analysis of the FCDs reveals that this event is determined by a 
crossing in diabatic character (S2 temporarily gains the charge transfer character of S3), and 
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that this corresponds to a diabatic trapping situation, avoiding charge transfer. A short time 
after that, at 11.0 fs, a decay to S1 occurs and the exciton is subsequently localized on PY1 
(POS ≈ 1.0). The exciton remains on PY1 until about 125 fs when a transfer two PY2 occurs. 
This transfer is characterized by staying a short time in S2: a hopping to S2 occurs at 129.0 fs; 
EET (a change in the POS value from one to two) occurs in this state at about 135.5 fs; 
relaxation to S1 and trapping of the exciton on PY2 occurs at 142.5 fs (This type of transfer 
process was explained in more detail in Scheme 3 (c) of Ref. 27). During the process just 
described there are some additional discontinuities and short time intervals of partial 
electronic delocalization. These are related to the fact that in  
Figure 7 the POS value of the active adiabatic state of the surface hopping dynamics is 
plotted, which is only a stochastic representation of the true wave packet. By contrast, the 
POS value of the coherent electronic wave function (Eq. (2)) should be a more smoothly 
varying quantity, representing the transfer process in a more balanced fashion. Around 235 fs 
there is another nonadiabatic event including a hopping to the S2 state. However, after 
relaxation to the S1 state the exciton is again localized on PY2, i.e. in summary this event does 
not correspond to a transfer of excitation energy.  
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Figure 7. Relative energies, POS values, fragment charge differences (FCD) for the lowest 
four singlet states (the active state is marked with red circles) and N-H bond lengths of a 
trajectory of the 2-pyridone dimer, which remains in the initial tautomeric form. 
For comparison, a trajectory undergoing electron coupled proton transfer is analyzed as 
well (Figure 8). Such a process represents 26% of our trajectories. The trajectory is started in 
the S2 state with POS = 1.0. In the initial phase of the dynamics there is a hopping to S1 after 
5.5 fs and a backhopping to S2 after 8.0 fs. At 12.0 fs a hopping to S3 occurs, which is 
probably related to the diabatic crossing of the POS values. Shortly after that (14.0 fs), a 
proton transfer from PY1 to PY2 occurs (i.e. the H8 atom is now closer to O7’ than to N1). The 
FCDs reveal that after this event the S0, S2, and S3 states are of zwitterionic nature, whereas S1 
has a biradical character. The active state after proton transfer is first S3 then S2. The diabatic 
character remains as a zwitterionic state with an excitation on PY2 (the molecule with the 
extra proton). A back proton transfer along the hydrogen bond, which had remained intact, 
occurs at 20 fs with a concurrent hopping into S1. At the next period of the N1-H8 vibration 
another proton transfer occurs at 30 fs. This time the system remains in the S1 state, which 
obtains a biradical character. Thus in summary a proton and an electron were transferred from 
PY1 to PY2, and charge neutrality between the fragments was obtained. However, it should 
be noted that during this process the S1 state probability was temporarily reduced to 34% and 
0 50 100 150 200 250 300
0.9
1.0
1.1
1.2
1.3
N
-H
 d
is
ta
nc
e
Time (fs)
 N1-H8
 N1'-H8' 
-2
-1
0
1
2
 
FC
D
1.2
1.5
1.8
 
PO
S
4
5
 
R
el
. e
ne
rg
y 
(e
V)
 S0
 S1
 S2
 S3
active
18 
 
in one time step a high hopping probability to S2 of 74% was obtained. This means that also 
in this case there was a high likelihood for a diabatic electron trapping. After this proton 
coupled electron transfer, the structure is strongly stabilized and the N1-H8 hydrogen bond 
broken, significantly reducing the chance for a back transfer. Considering the FCD values, it 
can be seen that the ground state (dotted line) possesses zwitterionic nature, whereas the three 
excited states considered are all of biradical nature, i.e. these are reached by charge transfer 
transitions from the ground state. In the subsequent course of the dynamics the S1/S0 energy 
gap is significantly lowered. In agreement with the CC2 calculations of Ref. 32, we find that 
an ultrafast internal conversion after the PCET is likely to occur. However, a precise 
computation of decay times cannot be performed as the reliability of our approach in 
connection with the PCET process is not certain (as far as the description of the charge 
transfer transitions as well as of the S1/S0 intersection is concerned). 
 
Figure 8. Relative energies, POS values, fragment charge differences (FCD) for the lowest 
four singlet states (the active state is marked with red circles) and N-H bond lengths of a 
trajectory of the 2-pyridone dimer, which undergoes a proton coupled electron transfer. 
Having thus presented the underlying processes, the general evolution of the dynamics will 
be discussed. In Figure 9 the S1, S2, S3 populations of the initial (2-PY)2 tautomer, as well as 
the population of the proton transfer (PT) structure is shown (cf. Figure 2). At t = 0 fs the 
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populations of S1 and S2 are 25% and 75% respectively, according to their ratio in oscillator 
strengths. The early dynamics is characterized by an ultrafast decay from S2 to S1 and already 
after 5.0 fs these states exhibit equal population. In the subsequent dynamics the population of 
S2 is equilibrated at about 8% due to a dynamical process consisting of short recrossings to 
this state, as shown for example in  
Figure 7 around 135 fs and 235 fs. This dynamical mixing of the S2 and S1 states in the 
semi-classical dynamics can be seen as the corresponding phenomenon to vibronic mixing 
between these states, as reported from experiment.31 During the whole course of the 
dynamics, also a slight involvement of the S3 state is present. Whereas this value never 
exceeds a few percent, preliminary tests indicated that including this state is decisive for an 
accurate description of the dynamics, where it appears to be in particular important for 
correctly describing a possible diabatic electron trapping after proton transfer (for example 
Figure 8 around 15 fs). Ultrafast PCET is seen as well in these simulations, leading to a 
biradical excited state of the PT structure (Figure 2 (b)). This process is characterized by an 
initial sharp rise (after 50 fs already 17% of the trajectories are in this structure) and a 
subsequent significant slowdown (18% after 100 fs; 21% after 200 fs; and 26% after 300 fs).  
 
Figure 9. Development of the state distribution during the 300 fs after photoexcitation in 
the 2-pyridone dimer. S1, S2, and S3 mark the respective state of the initial tautomer, whereas 
PT corresponds to the structure where one proton is transferred. 
Another interesting property of the dynamics is the excitonic delocalization, represented by 
the PR value (Eq. (17)). This value is one for localized or (directed) charge transfer states and 
two for completely delocalized states. The average development of this quantity is presented 
in Figure 10. The initial average value (± the sample standard deviation over the different 
trajectories), corresponding to the Franck-Condon excitation lies at PR = 1.31 ± 0.28. Then a 
brief initial small spike follows as the trajectories relax into the symmetric S2 minimum, 
reaching a maximum of PR = 1.42 ± 0.32 at 3.0 fs. Subsequently, due to switching into the S1 
state, the wave function quickly localizes after less than 50 fs reaching an equilibrium of 
about PR ≈ 1.1. 
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Figure 10. Development of the excitonic participation ratio (PR) during the 300 fs after 
photoexcitation in the 2-pyridone dimer. The average (black line) as well as the standard 
deviation (grey area) are shown. 
To represent the molecular motions in more detail, we perform an analysis of coherent 
normal mode motions, as explained in the Computational Details. A summary of the lower 
frequency modes up to 1067 cm-1 is presented in Figure 11. The most prominent motions are 
the two totally symmetric intermolecular modes ν4 (106 cm-1, “shearing”) and ν6 (166 cm-1, 
“stretching”). Three more totally symmetric modes show significant activity: two in-plane 
ring deformation modes ν15 (581 cm-1) and ν26 (896 cm-1); and the C-H in plane bending mode 
ν35 (1067 cm-1). The strong activity of the intermolecular in-plane mode ν5 (108 cm-1, 
“opening”) of Bu symmetry reflects the symmetry breaking in the dynamics, which yields the 
localized exciton. This mode is also strongly displaced in the case of proton transfers. It is 
interesting to compare these results to experiment. Whereas quantum mechanical effects of 
the nuclear vibrations are not included in our simulations, our results can still be set in 
qualitative relation to optical spectra, in the sense that it is just the Franck-Condon active 
modes, which should show coherent motion after excitation. The two intermolecular low 
energy modes ν4 and ν6 were also observed most prominently in two-color resonant two-
photon ionization spectra, and activity of ν5 was reported as well.31 In dispersed fluorescence 
experiments, also activity of the modes denoted here ν15 and ν26 was reported.31 In summary it 
can be seen that the semi-classical dynamics exhibit similar normal mode activity as the 
experimental absorption and emission spectra. In Figure 12 the time dependence of the 
normal mode motions is presented. The shearing mode (Figure 12 (a)) exhibits a motion 
separating the two molecules with a maximum separation at about 200 fs and a backward 
motion afterwards. Also stretching (Figure 12 (b)) starts right after the excitation and 
proceeds in a coherent way, where the maximum is reached after about 125 fs and backward 
motion after that. The in-plane deformation mode ν15, which is in particular related to the C2-
C5 distances on each molecule, shows an inital C2-C5 contraction followed by a coherent 
ringing with a period of about 60 fs. 
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Figure 11. Coherent normal mode activity during 
the dynamics as measured by the standard deviation 
of the averaged displacement vectors with respect to 
the ground state equilibrium structure. Modes and 
wave numbers of the ground state equilibrium 
structure are considered. Color coding is according 
to the symmetry of the mode; diagonal lines mark 
activity occurring within the first 50 fs. In-plane 
modes belong to the Ag and Bu symmetries, out-of-
plane modes to Au and Bg. 
Figure 12. Time evolution of mean 
displacements for three selected totally 
symmetric normal modes: ν4 (106 cm-1, 
“shearing”) (a), ν6 (166 cm-1, “stretching”) (b), 
ν15 (581 cm-1, in-plane ring deformation) (c). 
Zero indicates the ground state equilibrium 
value, positive values indicate a displacement 
in the direction of the arrows, negative values 
in the opposite direction. Grey areas indicate ± 
one standard deviation around the mean. 
It is of special interest to discuss the transfer processes in more detail. For an analysis of 
EET the 99 the trajectories, which remained in the initial (2-PY)2 tautomeric form were 
analyzed. In these cases 142 EET events occurred in total, leading to a transfer time of 207 fs. 
An experimental reference for this value of 318 fs was derived from the vibronic exciton 
splittings in a monodeuterated (2-PY)2 complex.31 The agreement between these two values is 
quite good and suggests that the TDDFT/BHLYP approach can describe the process correctly. 
Moreover, this fact could reconcile the discrepancy regarding excitonic couplings that was 
pointed out in Ref. 32: Whereas the computed purely electronic couplings are on the order of 
0.07 eV, experimental vibronic couplings of  0.003 eV were reported. However, considering 
the data presented above, it can be seen that when the whole dynamical process is considered, 
very similar transfer times are obtained in both representations. 
In our simulations, a PCET leading to a stabilized PT structure occurred in 26% of the 
trajectories (cf. Figure 9). These are mostly occurring in the early part of the dynamics. The 
subsequent slowdown is probably caused by the fact that after excitation the hydrogen bonds 
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are elongated32 and as presented above (Figure 11, Figure 12) that major intermolecular 
motions displace the complex from its initial tightly bound structure. It can therefore be 
assumed that the number of PCET events would not be much larger if the trajectories were 
run for a longer time. The simulations are therefore consistent with experiment in the sense 
that a large fraction of the excited complexes does undergo normal fluorescence. The 
dynamical behavior that went along with these transfers may be of special interest. Aside 
from PCETs there was a large number of quick back and forth proton transfer events (as 
shown for example in Figure 8 around t = 15 fs). These were usually accompanied by surface 
hoppings, yielding a diabatic trapping of the electron. Therefore a zwitterionic structure was 
formed, which quickly stabilized by transferring the proton back. In the 133 trajectories 
simulated 30 such proton back transfers occurred. This highlights the fact that PCET is a 
process with significant nonadiabatic interactions and cannot be completely understood when 
only adiabatic potential energy surfaces are considered. 
A summary of the processes occurring after photo excitation is presented in Figure 13. 
Internal conversion from S2 to S1 occurs within the first 10 fs. Then the symmetry broken S1 
minima are populated. EET between these two equivalent minima occurs on a time scale of 
207 fs. Furthermore, we found that PCET may occur, leading to a biradical excited state of the 
PT structure, which would subsequently relax to an area with a small S1/S0 gap. An interesting 
phenomenon in this context was that in about half of the PT events, a diabatic trapping of the 
electron involving two consecutive surface hoppings occurred, and a subsequent backwards 
PT restored the initial tautomer. In spite of this trapping situation 26% of the trajectories did 
exhibit PCET in the present simulations.  
 
Figure 13. General scheme of processes occurring in the 2-pyridone dimer after 
photoexcitation as computed with TDDFT/BHLYP dynamics of 300 fs duration. 
Finally, possible implications on DNA base pairs will be discussed. EET in (2-PY)2 has 
been considered as a model for interstrand EET in DNA.31  In this context it could be said that 
the time of 207 fs (experimental value: 318 fs)31 can be seen as a lower bound for the energy 
transfer time, applicable in the case of two identical molecules and no involvement of 
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environmental degrees of freedom. PCET in DNA is of special interest as it has been 
considered as a possible decay channel in UV excited DNA base pairs and model systems.71-74  
In this work it was observed that in many cases a diabatic trapping of the electron mediated 
by S2/S1 crossings occurred, which lowered the chance of PCET compared to a purely 
adiabatic treatment. Whereas the PCET itself was observed here, the dynamics after this 
process, i.e. the possible decay from a biradical S1 state to the ground state has been examined 
for a guanine-cytosine Watson-Crick base pair.73 Also for this situation a diabatic trapping, 
realized through S1/S0 recrossings, was observed.73 Thus, in summary it can be concluded that 
nonadiabatic electron transfer dynamics may play a key role in deciding whether or not a 
PCET channel is accessible. 
5. Conclusions 
The local diabatization method for surface hopping dynamics was investigated with a focus 
on the simulation of transport phenomena. It was applied to the stacked ethylene dimer radical 
cation as well as the hydrogen bonded 2-pyridone dimer. Systematic tests using these systems 
as well as an analytical model showed that this method can provide very stable results even in 
challenging cases of very fast nonadiabatic events. In contrast, when using nonadiabatic 
coupling vectors or wave function overlaps with linear extrapolation in an adiabatic 
representation of the wave function, significant instabilities were observed when the 
nonadiabatic interactions were highly peaked. Simulations on the stacked ethylene dimer 
radical cation with an intermolecular distance of 7.0 Å were performed to represent a case 
where due to a large spatial separation electron transfer was significantly inhibited. In 
agreement with the Marcus theory type model an electronic transmission factor of κel = 1% 
was obtained, whereas in the remaining 99% of the barrier crossings a diabatic trapping 
situation was assured through two consecutive surface hoppings. 
In the 2-pyridone dimer a complex dynamics (see Figure 13 for a summary) was observed 
including excitation energy transfer as well as the possibility for a proton coupled electron 
transfer. The trajectories could be characterized by a very fast (< 10 fs) initial S2/S1 internal 
conversion. For a subsequent excitation energy transfer between the two localized S1 minima, 
a characteristic time of 207 fs was obtained, which is in good agreement with the 
experimental value of 318 fs.31 26% of the trajectories exhibited ultrafast proton coupled 
electron transfer, which may subsequently lead to an internal conversion to the ground state. 
Whether or not this process really plays a decisive role cannot be conclusively answered 
without more extensive computations or experiments. However, interesting insight into the 
process could be gained and it could be shown that PCET does not only depend on the 
adiabatic energy surfaces related to the proton transfer but that also nonadiabatic effects 
associated with the electron transfer play a crucial role. The implications of these findings on 
hydrogen bonded DNA base pairs were discussed as well. 
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3.5 Dynamics of Charge Transport in Solution
This section is concerned with the simulation of the interplay between the polar-
ization of the solute and the environment in the case of charge transfer dynamics.
This part is currently not considered for publication.
3.5.1 Introduction
The interplay between solute and solvent polarization is a decisive process deter-
mining the dynamics of charges in solution. A special challenge in this context
is that a high level description of the solute is necessary while also a large scale
description of the environment has to be provided. Such a task is possible through
hybrid strategies and in particular the QM/MM methodology appears to be suit-
able. [89] In this work the charged system is explicitly described by the ab-initio
SA-MCSCF level of theory. The influence of the solvent is included by an elec-
trostatic embedding approach. [62] Activation free energies are computed by two
different approaches: (i) using an averaged solvent electrostatic potential (ASEP,
cf. Refs [90, 91]) for applying Marcus theory, and (ii) explicit free energy pertur-
bation. The analysis proceeds by consideration of different adiabatic-to-diabatic
transformations. For (i) a new scheme for coarse graining of a pointcharge distri-
bution was used. Moreover, direct QM/MM dynamics are performed to obtain a
time-dependent description.
Two model systems are considered here: the stacked ethylene dimer radical cation
[Et–Et]+ and the same system with two additional stacked formaldehyde molecules
[FA–Et–Et–FA]+ , both in aqueous solution (Figure 3.3). In these systems coun-
terbalancing effects between a strong electronic coupling and solvent reorganiza-
tion can be observed, the former favoring a delocalization of the charge the latter
working toward localizing it.
3.5.2 Methods
To carry out this study several methodological considerations were necessary re-
lating to the diabatic character of the states, to the computation of the activation
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(a) (b)
Figure 3.3: Graphical representation of the [Et–Et]+ (a) and
[FA–Et–Et–FA]+ (b) systems considered in this section.
free energy, and to a coarse graining of the pointcharges to allow for an efficient
description of the environment. In this section the major equations are outlined.
The detailed procedure will be described in the next section.
Electronic coupling and diabatic energies
First it will be explained how to create an approximately diabatic representation
of the states. This is necessary for computing electronic couplings if no resonance
conditions are present. Moreover, a connection between the computations in-vacuo
and in solution can be performed (see also Ref. [92]). A two state model consisting
of two adiabatic states φ and ψ is assumed. These are obtained from the ”initial”
Ψloci and ”final” Ψ
loc
f localized diabatic states according to a unitary transformation
(see also Section 3.3) (
φ
ψ
)
= U
(
Ψloci
Ψlocf
)
(3.22)
U =
(
cos(η) − sin(η)
sin(η) cos(η)
)
(3.23)
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With this construction the Hamiltonian matrix in the localized basis Hloc is ob-
tained from the adiabatic energies according to
Hloc :=
(
Hii Hif
Hif Hff
)
= U
(
Eφ 0
0 Eψ
)
U−1 (3.24)
To actually evaluate this expression the mixing angle η is needed. In this work the
fragment charge difference (FCD) [73] method is used for this purpose. First the
FCDs ∆q are expressed in the adiabatic and localized diabatic representations.
∆qad :=
(
∆qφ ∆qφψ
∆qφψ ∆qψ
)
= U−1∆qlocU (3.25)
Voityuk and Ro¨sch [73] have schon that a maximum of charge separation in ∆qloc
corresponds to the condition
tan(2η) =
2∆qφψ
∆qφ −∆qψ (3.26)
which yields the following relation for the electronic coupling Hif
Hif =
(Eφ − Eψ)|∆qφψ|√
(∆qφ −∆qψ)2 + ∆q2φψ
(3.27)
In the case of no involvement of a bridge between the two charge centers, the
formula (3.26) takes the simplified form [73]
−∆qφ = ∆qψ = cos(2η) (3.28)
|∆qφψ| = sin(2η) (3.29)
and it is enough to compute one of the FCD values, typically the one of the ground
state ∆qφ. This results in the following expression for the electronic coupling
Hif,approx = (Eφ − Eψ)
√
1−∆q2φ (3.30)
Activation free energy
For the computation of the activation free energy ∆A 6= two different approaches
were considered: a Marcus theory [93] type approach and free energy perturbation
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(FEP). [94] In the first case special attention had to be paid to an inclusion of
distortions of the potential energy induced by the rather strong electronic couplings
present in the cases considered. A parabolic diabatic Hamiltonian between two
equivalent sites with a constant coupling Hif and a reorganization energy λ
Hloc(ξ) =
(
λ (ξ + 1/2)2 Hif
Hif λ (ξ − 1/2)2
)
(3.31)
was assumed. This Hamiltonian can be diagonalized by a unitary transformation,
yielding adiabatic energies of
Eφ(ξ) = λ
(
1/4 + ξ2
)−√H2if + λ2ξ2 (3.32)
Eψ(ξ) = λ
(
1/4 + ξ2
)
+
√
H2if + λ
2ξ2 (3.33)
If λ > 2|c| then the ground state Eφ has two minima, which are located at
ξmin = ±
√
λ2 − 4H2if
2λ
(3.34)
By inserting this value into Eqs (3.32) and (3.33), it can be seen that the adiabatic
gap at one of these minima
∆Emin := Eψ(ξmin)− Eφ(ξmin) = λ (3.35)
corresponds precisely to the reorganization energy λ. This means that in a sym-
metric system the reorganization energy can simply be obtained by computing the
vertical excitation energy at one of the minima. In the case of vanishing couplings,
Marcus theory states that the activation free energy is obtained as ∆A6= = λ
4
. [93]
A generalization of this, applicable to the case of non-vanishing couplings, may be
written as
∆A6= := Eφ(0)− Eφ(ξmin) = λ
4
−Hif + H
2
if
λ
(3.36)
The strength of this type of approach is that this essential thermodynamic property
can be obtained by simply computing the vertical excitation energy at one of the
minima (and if necessary the couplings as outlined above).
For comparison the activation free energies were also computed by a more direct
approach using molecular dynamics (MD). For this purpose ∆A 6= was split into
an external and internal part
∆A6= = ∆A 6=ext + ∆E
6=
int (3.37)
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The external activation free energy ∆A6=ext derives from the solvent-solute and
solvent-solvent interactions. It can be computed using classical MD, where in
particular the FEP approach [94] is efficient.
The internal activation energy corresponds to the energy related to the change
in geometry and to the energy of charge separation. A diabatic correction was
included because of the fact that the wavefunction in-vacuo does not correspond
to the wavefunction in solution (see also [92]). And ∆E 6=int is computed as
∆E 6=int = E
iso
φ (0)− Eisoηemb(ξmin) (3.38)
where Eisoφ (0) is simply the energy of the ground state at the symmetric geometry,
computed in-vacuo. No diabatic correction had to be performed here for symmetry
reasons. Eisoηemb(ξmin) is the in-vacuo energy of the state which corresponds to
the diabatic character of the calculation in solution, computed at the minimum
geometry optimized in solution. According to the two state model a correction can
be performed by considering the mixing angles in the isolated ηiso and embedded
ηemb calculations.
Eisoηemb(ξmin) = E
iso
φ (ξmin) (cos (ηemb − ηiso))2+Eisoψ (ξmin) (sin (ηemb − ηiso))2 (3.39)
where ηemb and ηiso correspond to the values obtained according to (Eq. 3.26) (or
Eq. (3.28)) for embedded and isolated calculations, respectively, computed at the
minimum geometry of the embedded system.
Coarse graining of pointcharges
For QM/MM calculations with a large MM region or even more in ASEP calcula-
tions the computation of the QM/MM electrostatic interaction terms (Eq. (2.84))
may constitute a dominant factor of the computation time. However, in most
cases the precise position of charges far away from the QM region should not have
a significant impact but only their large scale electrostatic moments should be of
importance. This motivates the idea of coarse graining the pointcharge distribu-
tion, where areas close to the QM region should be described by a high resolution
but areas farther away can be given a more approximate treatment. One possible
procedure for this purpose has been described in Refs [90, 91]. In this work a
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somewhat different approach is chosen with the main difference that a dynamical
threshold is used, which means that there is no clear cutoff and no discontinu-
ities in the description. Therefore a smooth transition between parts described
more accurately and parts with increased coarse graining is possible. Moreover,
an approximate gradient for all original pointcharges can be easily computed.
The main idea of this procedure is that two pointcharges of the same sign i and
j were combined and replaced by a charge corresponding to the sum of these two
positioned at their center of charge if the distance dij between them was
dij ≤ dij,max := C
(
ri + rj
2
− r0
)
(3.40)
where ri and rj are the distance of these point charges to the origin and the pa-
rameters r0 and C represent the radius of the (spherical) molecular cavity and the
fineness of the procedure, respectively. Firstly, pointcharges were sorted accord-
ing to their ri values. Then the procedure was carried in out an iterative way:
starting from the outside, a charge i was compared with the following charges j.
If Eq. (3.40) was fulfilled, the charges were combined. If on the other hand the
pre-screening condition
(ri − rj)2 ≤ dij,max (3.41)
was no longer fulfilled pointcharge i was set aside and the procedure was continued
with the charge i+1. This process was iterated until no more pairs of pointcharges
that satisfied Eq. (3.40) could be found.
An example application of this procedure as applied to a distribution of pointcharges
obtained from 100 independent molecular dynamics frames is shown in Figure 3.4.
It can be seen that in the vicinity of the central molecule the fine structure of the
distribution is retained. By contrast, when moving farther apart from the central
region the initial dense distribution of pointcharges is significantly coarse grained.
In the case of a non-spherical molecule the procedures described above would
not directly yield a uniform reduction around the whole molecule. Pointcharges
positioned along the long axis would be overly coarse grained, while the ones along
the short axis may be kept unnecessarily at a high resolution. For this purpose
a customized scaling along the three coordinate axes can be specified in order to
yield an approximately spherical cavity (Figure 3.5). In this scaled coordinate
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Figure 3.4: Example of coarse graining of a pointcharge distribu-
tion.
system a pointcharge reduction as explained above may be carried out providing
equal treatment along the coordinate axes. The final coarse grained potential is
obtained after rescaling the pointcharges to the original coordinate system.
If the coarse graining procedure is to be applied to dynamics simulations then it
would be of importance to have gradients available, at least in an approximate
fashion. These can be computed by the following considerations. Assuming that a
set of point charges with indices i1, . . . , im had been combined to one pointcharge,
and that for this combined charge an energy gradient 5cE was obtained from
the electronic structure calculation - then approximate gradients 5ikE for the
individual point charges in this set can be computed according to
5ikE = 5cE
qik∑m
l=1 qil
(3.42)
where qik is the charge of the pointcharge indexed ik. It may be pointed out
here that only the part of the gradient relating to the QM/MM solute-solvent
interaction, which should be small by construction, is approximated. The MM
solvent-solvent gradient contributions can still be computed in the full set of atoms.
Moreover, the solvent dynamics usually do not proceed in a completely determin-
istic fashion in any case due to a thermostat. Thus, it can be assumed that these
approximate gradients yield satisfactory results in many cases while significantly
lowering the computational cost.
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−→
scale
↓ reduce
←−
rescale
Figure 3.5: Pointcharge reduction in the case of an elliptical
molecular cavity.
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3.5.3 Computational Details
The [Et–Et]+ and [FA–Et–Et–FA]+ systems were arranged as symmetric face-
to-face stacks arranged with the z-axis perpendicular to the molecular plane with
intermolecular stacking distances of 3.5 A˚. The stacks were solvated in a spherical
droplet containing about 1000 water molecules. Electronic structure calculations
were performed using the CASSCF method with three active electrons in four
active orbitals with state-averaging over two states. For [Et–Et]+ the 6-311+G*
basis set was used, for [FA–Et–Et–FA]+ the 6-31G* basis set. Dynamics calcu-
lations were performed with the Columbus program package [36,41,80,83] using
the newly improved gradients described in Section 3.2. Molecular dynamics were
performed with Tinker [95] using the OPLSAA forcefield. [96] The initial solvated
structures were created using Packmol. [97]
Geometry optimizations in solution were carried out using an ASEP formalism
(see alse Refs [90, 91]). For this purpose after equilibration a 100 ps MD run was
performed and one frame per ps was sampled. These pointcharges were scaled and
considered as one combined potential. A reduction according to Eq. (3.40) was
performed where C = 0.02 and r0 = 5.0A˚. Using this external potential a geometry
optimization of the stack was performed. Additional harmonic restrains to secure
the relative positions of the individual molecules were included as described in
Section 3.3. Using the new structure and fitted CHELPG charges [98] another
MD sampling run was performed and the procedure repeated until no significant
changes were observed in the optimization (requiring about two or three cycles).
These optimizations were performed for the localized minimum structure and for
the symmetric transition state. In the latter case an additional symmetrization of
the external charges were performed to assure a symmetric structure.
Free energy perturbation was carried out using the ASEP optimized structures. An
interpolation between the minimum and TS, considering structures and CHELPG
charges, was performed using the single topology approach (cf. [94]). Thermaliza-
tion runs were performed at interpolation values of λFEP= 0.25, 0.65, 0.90 allowing
for a more thorough sampling of the area with more charge separation. Using these
sets of configurations sampling in the forward and reverse directions was performed
at λFEP= 0.00, 0.50, 0.80, 1.00.
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Dynamics simulations were carried out following the procedures described in Ref.
[62]. For the initial conditions of the dynamics intramolecular motions of the cen-
tral region were considered as quantum mechanical zero point vibrations, whereas
solvent modes were considered by classical dynamics. In the present case, the equi-
libration was performed with respect to the neutral system. And the dynamics
represented the vertical ionization process. Non-adiabatic interactions were con-
sidered using the local diabatization methd as described in Section 3.4. To follow
the ionization process the electric field due to the point charges was computed at
five distinct points around the origin and the z-direction of this field was plotted.
20 trajectories for [Et–Et]+ and 29 for [FA–Et–Et–FA]+ were considered.
3.5.4 Results and Discussion
Stationary points and electronic couplings
As a first step, the stationary points on the potential energy surface were examined
and different methods for estimating the electronic couplings were evaluated (Ta-
ble 3.2). For this purpose structures were optimized in solution using the ASEP
formalism described above and the electronic coupling at these optimized struc-
tures was evaluated. In the case of the symmetric TS structure, the coupling is
simply given as half the energy gap. This amounted to 0.637 eV for [Et–Et]+ and
0.634 eV for [FA–Et–Et–FA]+ . These values are almost identical, illustrating
the fact that the two additional FA molecules on the outside of the charged ethy-
lene molecules only have a negligible effect on the coupling. For [Et–Et]+ at its
minimum structure the charge was almost completely localized (|∆q| > 0.9). This
means that the large energy gap obtained is deriving mostly from the difference in
site energies. A direct estimation of the coupling only from the energy gap is not
possible in such a case. However, the formulas (3.30) and (3.27) can be applied
yielding values of 0.459 eV and 0.559 eV, respectively. A discrepancy remains,
which is probably related to the strong localization of the charge. In the case of
[FA–Et–Et–FA]+ the localization of the charge is less pronounced (|∆q| ≈ 0.7).
Eqs (3.30) and (3.27) lead to the identical value of 0.600 eV, which is also similar
to the coupling obtained at the TS.
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Table 3.2: Adiabatic energy gaps, fragment charge differences and
estimated electronic couplings of the QM/MM calcula-
tions.
[Et–Et]+ [FA–Et–Et–FA]+
TS min. TS min.
∆E (eV) 1.274 3.032 1.268 1.750
∆qφ (a.u.) 0 0.953 0 0.728
∆qψ (a.u.) 0 -0.907 0 -0.721
∆qφψ (a.u.) 1.005 0.369 0.996 0.683
Hif,approx (eV)
a - 0.459 - 0.600
Hif (eV)
b 0.637 0.559 0.634 0.600
a computed according to Eq. (3.30)
b computed according to Eq. (3.27)
It is interesting to consider the influence of the solvent on the couplings. For this
purpose the couplings were also computed without the influence of the pointcharges
(Table 3.3) using the same geometries as in Table 3.2. For the TS structures very
similar results were obtained. By contrast in the case of minimum structures a
significantly increased charge delocalization was observed, represented by lower ∆q
values, and lower energy gaps (∆E). However, by applying Eqs (3.30) or (3.27)
very similar results for the coupling as in the above case are obtained. In summary
it could be shown that the couplings do not experience a strong dependence on
either the geometry or the solvent. This suggests that in practical calculations
either of these values can be taken to represent the coupling.
Activation Free Energy
In a next step the activation free energy was computed according to the Marcus
theory type formula Eq. (3.36), Table 3.4. For this purpose the reorganization
energy λ was computed according to Eq. (3.35) (i.e. the vertical excitation energy
at the minimum geometry). For the coupling the value of the TS in the QM/MM
calculations (Table 3.2) was considered. In both cases it can be seen that a quite
substantial value of λ is counterbalanced by a strong diabatic coupling. In the
[Et–Et]+ case there is still a significant free energy barrier of 0.255 eV remaining
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Table 3.3: Adiabatic energy gaps, fragment charge differences and
estimated electronic couplings of the QM calculations.
[Et–Et]+ [FA–Et–Et–FA]+
TS min. TS min.
∆E (eV) 1.312 1.171 1.294 1.239
∆qφ (a.u.) 0 0.154 0 0.134
∆qψ (a.u.) 0 -0.148 0 -0.133
∆qφψ (a.u.) 1.003 0.991 0.995 0.985
Hif,approx (eV)
a 0.656 0.578 0.647 0.614
Hif (eV)
b 0.656 0.579 0.647 0.614
a computed according to Eq. (3.30)
b computed according to Eq. (3.27)
Table 3.4: Activation free energy as obtained by a QM/MM
ASEP calculation in connection with Marcus theory.
[Et–Et]+ [FA–Et–Et–FA]+
λ (eV) 3.032 1.750
Hif (eV)
a 0.637 0.634
∆A 6= (eV) b 0.255 0.033
a using the values of the TS in Table 3.2
b computed according to Eq. (3.36)
while for [FA–Et–Et–FA]+ λ and Hif approximately cancel each other out yielding
a rather flat free energy surface.
For comparison ∆A 6= was also computed by the somewhat more involved FEP
procedure as explained in Section 3.5.3 (Table 3.5). Aside from providing a way of
checking the above results, this procedure also gives a possibility to differentiate
between the internal and external contributions of the activation free energy. The
internal contribution ∆E 6=int is concerned with the change in geometry as well as
with the energy required for charge separation. In the present context this energy
is negative considering that because of the strong electronic coupling the isolated
system tends to delocalize the charge. The external contribution ∆A 6=ext is related to
the fact that the solvent tends to trap and localize the charge. The total activation
free energy is obtained after counterbalancing these two contributions. In the case
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Table 3.5: Activation free energy as obtained by a QM+MM free
energy perturbation.
[Et–Et]+ [FA–Et–Et–FA]+
Eisoφ (0) 0 0
Eisoφ (ξmin) 0.086 0.040
Eisoψ (ξmin) 1.257 1.279
ηiso 0.710 0.718
ηemb 0.189 0.378
∆E 6=int (eV) -0.376 -0.178
∆A6=ext (eV) 0.521 0.213
∆A6= (eV) a 0.145 0.035
a computed according to Eq. 3.37
of [Et–Et]+ a ∆A6= value of 0.145 eV is obtained. In agreement with Table 3.4
there is a significant barrier for charge transfer. Using the Marcus theory approach
the estimate of the barrier was somewhat higher. This may be understood by the
fact that in the estimation of λ, as a computation of the vertical excitation energy
(Eq. 3.35)), no dynamical solvent polarization was included. In spite of being
small, dynamical solvent polarizability may have important effects in cases where
significant charge shifts occur. And it has been pointed out that non-polarizable
forcefields may somewhat overestimate the reorganization energy in this type of
calculation. [89] By contrast in the FEP approach there are no computations of
vertical excitation energies in solution involved making it more robust with respect
to this problem.
For [FA–Et–Et–FA]+ the internal and external contributions cancel each other
out almost exactly, yielding a small barrier of 0.035 eV, in good agreement with
Table 3.4.
Dynamics
The processes occurring after vertical ionization were examined by explicit QM/MM
dynamics simulations to highlight the above considerations in a different frame-
work. Moreover, direct dynamics allow to observe solvent response times. An
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example trajectory for the first 500 fs after vertical ionization of [Et–Et]+ in aque-
ous solution is given in Figure 3.6. The energy gap between the D0 and D1 states,
the FCD of these states, and a representation of the electric field as induced by
the solvent (see Section 3.5.3) is presented. Within about the first 10 fs the charge
is localized on one side, yielding an FCD which subsequently oscillates around a
value of about 0.75. At a somewhat slower timescale (20 fs) the solvent response
can be observed by a an increase in the electric field. The energy gap between the
doublet ground and first excited state is initially somewhat above one eV, which
can be understood as the gap present due to the electronic coupling (cf. Table
3.2). During the dynamics a quick increase of the energy gap is obtained and a
subsequent oscillation around about 1.75 eV occurs. This value is significantly
lower than the energy gap of about 3.0 eV at the potential energy minimum (cf.
Table 3.2), meaning that this area of the potential surface is not quite reached but
the charge remains somewhat more delocalized, as can also be seen by the FCD
values.
The time-dependent averages over 20 trajectories of the three values discussed
above are presented in Figure 3.7. The average energy gap ∆E at t = 0 plus/minus
one standard deviation lies at 1.14±0.10 eV. This corresponds closely to the value
at the TS (cf. Table 3.2), i.e. the value induced by the electronic coupling alone.
This energy is raised in a coherent fashion after vertical excitation, owing to a
trapping of the charge and after 32 fs ∆E is increased to 1.65 ± 0.12 eV. After
this process the energy gap oscillates in a rather coherent fashion, while always
staying above the initial value. Next, the FCD is plotted in Figure 3.7. In this
case the absolute value is considered because of the fact that the charge may be
localized on either side with equal probability. At t = 0 this average absolute shows
a rather wide distribution of 0.27 ± 0.19. In the subsequent dynamics the value
increases somewhat but no clear coherent dynamics can be observed considering
the wide distribution that was already present at the start. Finally the average
of the absolute value of the z-component of the solvent induced electric field at
the origin is shown. At the start of the dynamics a distribution of 0.013 ± 0.010
a.u. is present which relates to the thermal disorder present. After ionization a
quick increase is observed yielding 0.019 ± 0.012 a.u. after 17.5 fs. Subsequently
this value increases slightly but a wide distribution remains present. In summary
it can be said that there is an initial (sub 30 fs) response of the solvent to the
3.5. DYNAMICS OF CHARGE TRANSPORT IN SOLUTION 115
0 100 200 300 400 500
0.00
0.03
0.06
Fi
e
ld
 
(a.
u
.
)
Time (fs)
-1.0
-0.5
0.0
0.5
1.0
 D0
 D1
 act.
 
FC
D
0.0
0.5
1.0
1.5
2.0
 
∆E
 
(eV
)
Figure 3.6: Energy gap, fragment charge differences (FCD) and
z-component of the electric field at five distinct points for
a [Et–Et]+ trajectory in aqueous solution.
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Figure 3.7: Time evolution of the means of the energy gap,
absolute FCD values, and absolute values of the z-
component of the electric field at the origin for the
[Et–Et]+ dynamics in aqueous solution (the standard de-
viation over trajectories is represented as gray area).
ionization, which is in particular visible when considering ∆E, and then a slower
equilibration process with some oscillations follows.
In Figure 3.8 an example trajectory of [FA–Et–Et–FA]+ after vertical ionization
is shown. As explained above the additional formaldehyde molecules shield the
charge in a way that the trapping by the solvent is reduced and in connection
with the strong coupling no free energy barrier for charge transfer is present (cf.
Tables 3.4 and 3.5). Therefore no charge separation occurs in the dynamics but
the FCD oscillates around zero, i.e. the charge remains rather delocalized. The
field strength is significantly lower as compared to the [Et–Et]+ trajectory (Figure
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Figure 3.8: Energy gap, fragment charge differences (FCD) and
z-component of the electric field at five distinct points for
a [FA–Et–Et–FA]+ trajectory in aqueous solution.
3.6) and oscillations around zero are observed, which are correlated with the FCD
oscillations. The energy gap ∆E shows some rather regular oscillations.
The average dynamics for the 29 [FA–Et–Et–FA]+ trajectories are presented in
Figure 3.9. At the start of the dynamics ∆E lies at 1.11 ± 0.06 eV, very similar
as compared to [Et–Et]+ (Figure 3.7). Then there is again an upward motion and
some rather coherent oscillations. The average FCD shows a wide initial distri-
bution almost no change during the dynamics, never reaching a value above 0.44.
The solvent induced electric field shows a small initial response to the ionization.
Subsequently the average value remains somewhat below that in the [Et–Et]+ case.
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Figure 3.9: Time evolution of the means of the energy gap,
absolute FCD values, and absolute values of the z-
component of the electric field at the origin for the
[FA–Et–Et–FA]+ dynamics in aqueous solution (the
standard deviation over trajectories is represented as gray
area).
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3.5.5 Summary
Two model systems for charge transfer in solution were considered: the stacked
ethylene dimer radical cation [Et–Et]+ and the same system with two stacked
formaldehyde molecules on the outside [FA–Et–Et–FA]+ . First, different meth-
ods based on fragment charge differences [73] for obtaining the electronic coupling
were tested, showing good consistency between different methods and structures.
Second, the activation free energy for charge transfer were computed by two differ-
ent methods: a Marcus theory type approach and free energy perturbation. Both
methods agreed in the sense that a small free energy barrier for charge transfer
was present in the [Et–Et]+ system whereas the free energy surface was almost flat
for [FA–Et–Et–FA]+ . Explicit QM/MM dynamics simulations of these systems
provided a time-dependent description of the processes occurring after vertical ion-
ization. In [Et–Et]+ charge trapping was observed, whereas the charge oscillated
more freely in [FA–Et–Et–FA]+ .
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3.6 Phenomenological Analysis of Excited States
Systems with several coupled chromophores may possess complex excited states.
Not only excitonic interactions between locally excited states have to be consid-
ered but also charge transfer states come into play. The precise description of
these states is not only of highest interest in DNA [3, 4] but also in many other
systems. [99–101] However, the required analysis can be quite involved considering
that many electronic configurations may play a role. Moreover, if the orbitals are
delocalized, it is not straight forward to differentiate between excitonic and charge
resonance interactions. In this article an analysis method for such states, as ob-
tained from quantum chemical calculations, based on the one-particle transition
density matrix is outlined (see also Section 2.1.5). This quantity contains the es-
sential information that is needed for describing excited states, which are reached
by a one-electron transition. Similar analysis methods have been described in
Refs [99, 102]. However, I believe that significant new applicability could be pro-
vided in this work through connecting different ideas, by providing automatized
descriptors and by supplying an interface that may be extended to many electronic
structure methods and program packages. In addition the related subject of nat-
ural transition orbitals [32–34] is discussed and it is shown how these can be used
to get more insight into the structure of excited states.
Four examples were provided: interactions between the npi∗ states in a formalde-
hyde dimer; excimer formation in the naphthalene dimer; stacking interaction in an
adenine dimer and the excitonic band structure of a conjugated phenylene-vinylene
oligomer.
My contribution to this project was the design of the method as well as perform-
ing illustrative calculations. This work has been accepted for publication by the
Journal of Chemical Theory and Computation (21 June 2012). [103]
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Abstract 
A procedure for a detailed analysis of excited states in systems of interacting chromophores is 
proposed. By considering the one-electron transition density matrix, a wealth of information is 
recovered that may be missed by manually analyzing the wavefunction. Not only position and 
spatial extent are given but insight into the intrinsic structure of the exciton is readily obtained as 
well. For example, the method can differentiate between excitonic and charge resonance 
interactions even in completely symmetric systems. Four examples are considered to highlight 
the utility of the approach: interactions between the nπ* states in a formaldehyde dimer; excimer 
formation in the naphthalene dimer; stacking interaction in an adenine dimer and the excitonic 
band structure in a conjugated phenylene-vinylene oligomer. 
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1. Introduction 
Excited states in multichromophoric systems have recently gained a substantial amount of 
interest. One example is DNA, where interactions between nucleobases were shown to 
significantly alter the excited state behavior as compared to its isolated constitutents.1,2 In 
particular the amount of delocalization and the question of whether the resulting states are of 
excitonic or charge transfer nature and how interconversions could happen, were discussed 
intensively.3-7 Another area that has been gaining significant attention is organic electronics. 
There it is of particular interest to analyze the spatial extent of an exciton and the average 
electron hole separation, and to understand the processes of charge separation and 
recombination.8-11 Both cases are examples where a detailed description of the structure of the 
exciton is decisive for understanding the processes and where a simple visual analysis of the large 
number of contributing molecular orbitals and configurations is not only cumbersome but may 
miss important information. Furthermore, if statistical data are needed it is important to have well 
defined quantities which are easily used in an automated analysis. In this contribution we will 
present a strategy for detailed analysis of quantum chemical excited state calculations in dimers, 
oligomers, and extended systems, which allows drawing a direct relation to physical models. 
Our approach is based on an analysis of the one-electron transition density matrices between 
the ground and electronically excited states. It provides a direct and straightforward procedure to 
characterize the aforementioned excitonic and charge transfer processes. Related work by 
Luzanov12,13 provides a firm mathematical background. Tretiak and Mukamel have formulated a 
similar analysis specifically for conjugated polymers.8 As a complimentary approach, a singular 
value decomposition of the transition density matrix to obtain the natural transition orbitals has 
been applied by several authors as well.14-16 In contrast to our methods, also the one-electron 
difference density matrix has been used to describe electronic transitions.17 Thus, many of the 
underlying concepts are already known. However, we believe that building on the above 
mentioned work we can provide a significant amount of new applicability by connecting the 
different ideas, by providing compact automatized descriptors and by supplying a programming 
interface that may be easily extended to many different wave function models and quantum 
chemistry programs. 
In this work the basic procedures and the final formalism will be presented, followed by 
representative examples which should demonstrate the power and the usefulness of our methods. 
Firstly, the stacked formaldehyde dimer will be explored, followed by an analysis of excimer 
formation in the naphthalene dimer. Especially the second example will illustrate the strength of 
our analysis as compared to the quite involved direct analysis of the electronic wavefunction. 
Finally, the analysis of two systems of highest current interest, a di-adenine stack in B-DNA 
geometry and a phenylene-vinylene oligomer, will be presented. 
2. Methodology 
If two or more chromophores come into contact, not only interactions between the excited 
states on each chromophore have to be considered, but also charge transfer states come into play. 
For example in a dimer there are four states per type of monomer transition: a local excitation on 
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each fragment and two charge transfer states going in either direction (Figure 1).18 At small 
intermolecular separations (< 5Å in π-systems18) all four states may interact yielding 
eigenfunctions which can be arbitrary mixtures of these states.19 The situation becomes more 
complex if more than two chromophores are involved because a large number of possible local 
and charge transfer transitions have to be considered. Below, an approach is described for 
analyzing excited states obtained in quantum chemical computations, which allows 
reconstructing such contributions systematically. Firstly, the concepts of interest will be briefly 
illustrated by using a dimer of interacting chromophores. Secondly, based on these 
considerations, the charge transfer numbers,12,13 a general measure for decomposing an exciton 
into locally excited and charge transfer contributions will be considered. Furthermore, strategies 
for reducing this information in systems with a larger number of chromophores will be discussed. 
Finally, it will be outlined how natural transition orbitals14-16 may be used to define an intrinsic 
measure for resonant delocalization (see also Ref. 20). 
 
Figure 1. Depiction of dimer excited states arising from one type of transition in the monomer. 
Localized excited states (top), as well as their linear combinations leading to delocalized states 
(bottom) are shown. 
The nomenclature used in the following text is outlined in Figure 1. The term “Frenkel exciton” 
refers to excited states where for every transition the initial and final orbitals are located on the 
same respective fragment. These may be “locally excited states” with only one fragment involved 
or “excitonic resonance states” if two or more fragments are involved. Contrary to Frenkel 
excitons, the term “charge separated states” refers to states where for every transition the initial 
and final orbitals are located on different fragments. Such states may exhibit a net transfer of 
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charge, resulting in a “charge transfer state”. Alternatively two opposing charge transfer 
transitions may come into resonance, producing a charge resonance state without net transfer of 
charge. In the following discussion these four limiting cases will be considered. In practice also 
mixtures between these types are possible. 
In this context it may be noted that by consideration of summed attachment and detachment 
densities,17 which is a complementary way to represent an excitation, it would not be possible to 
differentiate between excitonic resonance and charge resonance states (Figure 1, bottom): both 
kinds of states would yield evenly delocalized attachment and detachment densities. 
2.1 Introductory example 
To illustrate the concepts involved, first the standard model for excited states on two 
interacting molecules will be briefly reviewed.18,19 Two molecules “1” and “2” are considered, 
each with two active orbitals, forming an orthonormal set of four orbitals: i (initial) and f (final) 
on fragment 1, i’ and f’ on 2. The initial orbitals are doubly occupied in the ground state whereas 
the final orbitals are unoccupied. Considering these orbitals it is possible to construct four states 
by single excitations from a Hartree-Fock ground state |0〉 (cf. Figure 1, top). Using spin-
averaged excitation operators (cf. for example Ref. 21) these may be written in a compact form as 
|1∗2〉 ൌ 2ିଵ/ଶܧϐ୧|0〉 (1)   
|12∗〉 ൌ 2ିଵ/ଶܧ୤ᇲ୧ᇲ|0〉 (2)   
|1ି2ା〉 ൌ 2ିଵ/ଶܧ୤୧ᇲ|0〉 (3)   
|1ା2ି〉 ൌ 2ିଵ/ଶܧ୤ᇲ୧|0〉 (4)   
where Ers denotes the excitation from orbital s to r (consider Ref. 18 for the explicit 
expressions of these states). The first two states correspond to locally excited states. The 
remaining two are charge separated states with a net transfer of a unit charge. 
In the presence of symmetry the states |1∗2〉 and |12∗〉 as well as |1ି2ା〉 and |1ା2ି〉 are 
pairwise degenerate, yielding delocalized eigenfunctions. At large intermolecular separations 
these can be clearly divided into two types (cf. Figure 1, bottom): Frenkel excitonic resonance 
states (where excitations always occur within one fragment) 
|ߪ〉 ൌ 1√2 ሺ|1
∗2〉 െ |12∗〉ሻ ൌ 12 ሺܧϐ୧ െ ܧ୤ᇲ୧ᇲሻ|0〉 ൌ
1
2 ሺܧ୤శ୧ష ൅ ܧ୤ష୧శሻ|0〉 
(5)   
|ߛ〉 ൌ 1√2 ሺ|1
∗2〉 ൅ |12∗〉ሻ ൌ 12 ሺܧϐ୧ ൅ ܧ୤ᇲ୧ᇲሻ|0〉 ൌ
1
2 ሺܧ୤ష୧ష ൅ ܧ୤శ୧శሻ|0〉 
(6)   
and charge resonance states (where excitations always go across fragments) 
|ߜ〉 ൌ 1√2 ሺ|1
ି2ା〉 ൅ |1ା2ି〉ሻ ൌ 12 ሺܧ୤୧ᇲ ൅ ܧ୤ᇲ୧ሻ|0〉 ൌ
1
2 ሺܧ୤ష୧ష െ ܧ୤శ୧శሻ|0〉 
(7)   
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|ߩ〉 ൌ 1√2 ሺ|1
ି2ା〉 െ |1ା2ି〉ሻ ൌ 12 ሺܧ୤୧ᇲ െ ܧ୤ᇲ୧ሻ|0〉 ൌ
1
2 ሺܧ୤శ୧ష െ ܧ୤ష୧శሻ|0〉 
(8)   
The states are given here in the localized basis, as well as in a basis of delocalized orbitals 
defined as iା ൌ 2ିଵ/ଶሺi ൅ iᇱሻ, iି ൌ 2ିଵ/ଶሺi െ iᇱሻ, fା ൌ 2ିଵ/ଶሺf ൅ f ᇱሻ, and	f ି ൌ 2ିଵ/ଶሺf െ f ᇱሻ, cf. 
Ref 18. It can be seen that a differentiation between |ߪ〉 and	|ߩ〉 or |ߛ〉 and |ߜ〉 is easily 
accomplished in the localized basis but quite challenging when delocalized orbitals are present, 
considering that they consist of the same pair of configurations and only the relative sign 
differentiates between them. 
An interesting observation is that a single excitation between delocalized orbitals, e.g. 
ห߯ି/ା〉 ൌ 2ିଵ/ଶܧ୤శ୧ష|0〉 ൌ 2ିଷ/ଶሺܧϐ୧ െ ܧ୤୧ᇲ ൅ ܧ୤ᇲ୧ ൅ ܧ୤ᇲ୧ᇲሻ|0〉 (9)   
yields an even mixture of locally excited and charge transfer contributions when written in the 
localized basis. Considering this, it is only possible to have a pure delocalized Frenkel excitonic 
or charge resonance state when at least two configurations (and four orbitals) are involved in the 
way described above. This property will be discussed in more detail in Section 2.4. 
In general it is also possible to represent localized states (or directed CT states) in terms of 
delocalized orbitals, e.g. 
|1∗2〉 ൌ 2ିଷ/ଶሺܧ୤శ୧ష ൅ ܧ୤ష୧శ ൅ ܧ୤ష୧ష ൅ ܧ୤శ୧శሻ|0〉 (10)   
which is even more difficult to understand by a quick inspection. It is therefore apparent that a 
rigorous analysis method may be of great benefit. 
For an analysis of these states, the one-electron transition density matrix with respect to the 
ground state will be used, cf. Refs 8,12,13. It is defined for an excited state α as 
ܦ௥௦଴ఈ ൌ ۦ0|ܧ௥௦|ߙۧ (11)  
where r and s are two orbital indices. With a single determinant ground state, the transition 
density matrix simply corresponds to the one-electron excitation operators applied when 
constructing the excited state. The transition densities obtained in this way for the four localized 
states (Figure 1, top) are shown in Table 1. The crucial point here is that LE states are represented 
in the diagonal blocks corresponding to the particular fragment, whereas the CT states correspond 
to off-diagonal blocks. For the delocalized states (Figure 1, bottom) the transition densities 
(expressed in localized orbitals) are shown in Table 2. It can be seen that the Frenkel excitonic 
states |ߪ〉 and |ߛ〉 are represented on the diagonal blocks. In contrast, the charge resonance 
states	|ߜ〉 and |ߩ〉 have non-vanishing elements only in the off-diagonal blocks. 
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Table 1. Transition density matrices (D0α) represented in the localized orbital basis arranged 
according to (i,f,i’,f’), charge transfer number matrices Ω0α,a and descriptors CT, PR, POS b and 
PRNTO c of idealized locally excited states |1∗2〉 and |12∗〉 and charge transfer states |1ି2ା〉 and 
|1ା2ି〉 in a dimer of interacting molecules. 
state |1∗2〉 |12∗〉 |1ି2ା〉 |1ା2ି〉 
D0α 
൦
0 √2 0 0
0 0 0 0
0 0 0 0
0 0 0 0
൪ ൦
0 0 0 0
0 0 0 0
0 0 0 √2
0 0 0 0
൪ ൦
0 0 0 0
0 0 0 0
0 √2 0 0
0 0 0 0
൪ ൦
0 0 √2 0
0 0 0 0
0 0 0 0
0 0 0 0
൪ 
Ω0α ቂ1 00 0ቃ ቂ
0 0
0 1ቃ ቂ
0 0
1 0ቃ ቂ
0 1
0 0ቃ 
CT 0 0 1 1 
PR 1 1 1 1 
POS 1 2 1.5 1.5 
PRNTO 1 1 1 1 
a defined in Section 2.2 
b defined in Section 2.3 
c defined in Section 2.4 
 
Table 2. Transition density matrices (D0α) represented in the localized orbital basis arranged 
according to (i,f,i’,f’), charge transfer number matrices Ω0α,a and descriptors CT, PR, POS b and 
PRNTO c of idealized Frenkel excitonic resonance states σ and γ, as well as charge resonance 
states δ and ρ in a dimer of interacting molecules. 
state σ γ δ ρ 
D0α 
൦
0 1 0 0
0 0 0 0
0 0 0 െ1
0 0 0 0
൪ ൦
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
൪ ൦
0 0 1 0
0 0 0 0
0 1 0 0
0 0 0 0
൪ ൦
0 0 1 0
0 0 0 0
0 െ1 0 0
0 0 0 0
൪ 
Ω0α ቂ0.5 00 0.5ቃ ቂ
0.5 0
0 0.5ቃ ቂ
0 0.5
0.5 0 ቃ ቂ
0 0.5
0.5 0 ቃ 
CT 0 0 1 1 
PR 2 2 2 2 
POS 1.5 1.5 1.5 1.5 
PRNTO 2 2 2 2 
a defined in Section 2.2 
b defined in Section 2.3 
c defined in Section 2.4 
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2.2 Charge transfer numbers 
Following the above considerations, the one-electron transition density matrix may be seen as a 
central quantity recovering the excitations leading to a one-electron excited state, cf. Refs 
8,12,13. If a basis of orthogonal localized orbitals were available, the following procedure could 
be envisaged: An element ܦ௔௕଴ఈ,ሾ୐୓ሿ of the transition density matrix in this localized basis (the first 
part of the superscript refers to the transition from the ground state to state α, the second part to 
the orbital basis) corresponds to a local excitation on a fragment A if the orbitals a and b are both 
situated on A and to a charge transfer excitation if a and b are on different fragments. A charge 
transfer number12 ߗ஺஻ఈ  could simply be defined by summing over all contributions on the 
respective fragments 
ߗ஺஻ఈ ൌ 12෍ቀܦ௔௕
଴ఈ,ሾ୐୓ሿቁଶ
௔∈஺௕∈஻
 (12)   
If A≠B, this represents the weight of an A→B charge transfer, and ߗ෠஺஺ఈ  is the weight of local 
excitations on A. Luzanov has shown that this has in fact properties of a two-particle quantity, 
describing correlations between the electron and hole positions,13 which is crucial for example 
for differentiating between Frenkel excitonic and charge resonance states (cf. Figure 1). The 
charge transfer numbers of the four localized dimer states (Figure 1, top) are presented in Table 
1. These states can be clearly differentiated, as each state has one unique non-vanishing element 
of its Ωα matrix. For the resonant delocalized states (Figure 1, bottom) always two elements of 
Ωα are non-vanishing (Table 2). For Frenkel excitonic resonance states these are on the diagonal, 
whereas for charge resonance states the off-diagonal elements are non-vanishing. 
For practical calculations Eq. (12) has to be generalized to include non-orthogonality of the 
atomic orbitals (AO). For this purpose we suggest an analysis in analogy to Mayer’s bond order22 
between two atoms μ and ν 
ܤఓఔఈ ൌ ෍൫۲ఈఈ,ሾ୅୓ሿ܁ሾ୅୓ሿ൯௔௕௔∈ఓ
௕∈ఔ
൫۲ఈఈ,ሾ୅୓ሿ܁ሾ୅୓ሿ൯௕௔ ൌ
ൌ ෍൫۲ఈఈ,ሾ୅୓ሿ܁ሾ୅୓ሿ൯௔௕௔∈ఓ
௕∈ఔ
൫܁ሾ୅୓ሿ۲ఈఈ,ሾ୅୓ሿ൯௔௕ 
(13)   
where ۲ఈఈ,ሾ୅୓ሿ is the (symmetric) one-electron density matrix of a state α in the AO basis and 
S[AO] is the AO overlap matrix. The summations are performed over the basis functions on atoms 
μ and ν, respectively. Using this form, the charge transfer number between fragments A and B can 
be defined by inserting the transition density matrix instead of the state density matrix 
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ߗ஺஻ఈ ൌ 12෍൫۲
଴ఈ,ሾ୅୓ሿ܁ሾ୅୓ሿ൯௔௕
௔∈஺௕∈஻
൫܁ሾ୅୓ሿ۲଴ఈ,ሾ୅୓ሿ൯௔௕ (14)   
 
Then, the sum 
ߗఈ ൌ෍ߗ஺஻ఈ
஺,஻
ൌ 12Tr ቀ۲
଴ఈ,ሾ୅୓ሿ܁ሾ୅୓ሿ൫۲଴ఈ,ሾ୅୓ሿ൯୘܁ሾ୅୓ሿቁ ൌ
ൌ 12Tr ቀ۲
଴ఈ,ሾ୑୓ሿ൫۲଴ఈ,ሾ୑୓ሿ൯୘ቁ
(15)   
is invariant to any basis set transformation, demonstrating that squared density matrix elements 
appear to be a useful choice for our analysis (T denotes the matrix transposition and C is the AO-
MO transformation matrix, see Section 3 for transformation rules). For a normalized CIS wave 
function, ߗఈ is exactly one (cf. Ref. 13) and for any other excited state wave function dominated 
by a one-electron transition, it should be close to one. 
In a system of two chromophores the quantity 
∆ఈݍଵଶ ൌ ሺߗଵଶఈ െ ߗଶଵఈ ሻ/ߗఈ (16)   
represents the net charge shifted from fragment 1 to fragment 2 due to the excitation. Such a 
relation was shown to hold exactly in the case of CIS12,13 but it should give the correct trend also 
in cases where the electronic excitation can be described by a one electron transition. 
2.3 Collective information 
While a density matrix analysis as described above can be used to get detailed analysis of the 
structures of excited states, cf. Refs 8,13, it is in many cases also highly desirable to have even 
more compact descriptors. In an extension to the Ld and Lc values of Ref. 8, we will describe how 
the above information can be compressed to retrieve the most interesting physical information in 
a compact form. This is of particular importance for polymers or extended systems with a large 
number of chromophores. In the following we will drop the superscript α for simplicity, but it 
should be remembered that all these descriptors yield one value per electronic state at every 
geometry. In all formulas it is assumed that the normalization factor Ω deviates only slightly from 
one. Otherwise, an analysis based only on the one-electron transition density matrix may not be 
suitable and generalized expressions using two-electron transition density matrices might be 
necessary, cf Ref 12. 
The quantity CT is defined by summing over the off-diagonal elements, yielding 
ܥܶ ൌ 1ߗ෍ ߗ஺஻஺஻ஷ஺
(17)   
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which corresponds to the total weight of configurations where the initial and final orbitals are 
situated on different fragments. CT assumes the value one for all completely charge separated 
states (Figure 1, right) whereas it is zero for locally excited or Frenkel excitonic states (Figure 1, 
left). 
Another interesting question refers to the extent of the delocalization of the excitation over 
fragments. For this purpose we will use the concept of a participation ratio to compute the 
number of fragments participating in the excitation, cf. Refs 23,24. To consider the general case 
of a non-symmetric Ω matrix, the definition is split into two parts. The participation ratio of the 
initial orbital or hole is defined as  
୍ܴܲ ൌ ߗ
ଶ
∑ ሺ∑ ߗ஺஻஻ ሻଶ஺
(18)   
 
to represent over how many fragments the hole is delocalized. The sum in parentheses 
considers all configurations where the initial orbital lies on a specific fragment A and goes over 
final orbitals on any possible fragment. 
And in a similar way for the final orbital 
ܴܲ୊ ൌ ߗ
ଶ
∑ ሺ∑ ߗ஺஻஺ ሻଶ஻  
(19)   
 
The average of these two quantities  
ܴܲ ൌ ሺ୍ܴܲ ൅ ܴܲ୊ሻ/2 (20)   
is used to represent the number of fragments involved in the excited state. Considering the 
above examples (Section 2.1) this appears to be suitable measure for delocalization, giving PR = 
1 for all the localized states (Table 1), and PR = 2 for all the delocalized states (Table 2). 
The above formalism requires the construction of two separate quantities PRI and PRF. This 
was avoided in Ref. 8 by considering only diagonal elements. The quantity 
ܴܲୢ୧ୟ୥ ൌ ሺ∑ ߗ஺஺஺ ሻ
ଶ
∑ ሺߗ஺஺ሻଶ஺  
(21)   
would correspond to Ld of Ref. 8 (with the only exception that squared rather than absolute 
values of density matrix elements are taken here). However, the advantage of the present 
definition of PR is that it is also well defined when the diagonal elements of Ω are zero as this is 
the case in charge transfer and charge resonance states ( |1ି2ା〉 and |1ା2ି〉 in Table 1; δ and ρ in 
Table 2). 
The coherence length of the excited state, which is related to the average electron-hole 
separation, can be defined following the ideas of Ref 8 as 
ܥܱܪ ൌ 1ܴܲ
ߗଶ
∑ ∑ ߗ஺஻஻ ଶ஺
(22)   
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Whereas PR gives the total spatial distribution of the exciton as a quasiparticle, COH relates to 
the intrinsic structure of the exciton. The measure is largest when locally excited and charge 
transfer configurations are participating in an equal amount. For loosely bound excitons (all 
elements of Ω are the same value) COH = PR, whereas for pure Frenkel excitons (only diagonal 
elements Ω are non-zero)  COH = 1 (cf. Ref 8). 
Finally, quantities are described, which are applicable mostly if a linear arrangement of the 
fragments is present. The average position of the initial orbital (hole) is computed as 
ܱܲ ୍ܵ ൌ
∑ ܣሺ∑ ߗ஺஻஻ ሻ஺
ߗ
(23)   
the position of the final orbital (electron) as 
ܱܲܵ୊ ൌ
∑ ܤሺ∑ ߗ஺஻஺ ሻ஻
ߗ
(24)   
and the mean position as 
ܱܲܵ ൌ ሺܱܲ ୍ܵ ൅ ܱܲܵ୊ሻ/2 (25)   
Considering the idealized dimer states (Table 1 and Table 2), |1∗2〉 yields POS = 1, |12∗〉 
yields POS = 2, and all charge transfer and delocalized states show POS = 1.5. 
The signed net charge transfer length 
ܥ ௡ܶ௘௧ ൌ ܱܲܵ୊ െ ܱܲ ୍ܵ (26)   
is computed as the difference between the centers of charge of the electron and hole. 
Considering Table 1, |1ି2ା〉  has CTnet = -1, and |1ା2ି〉 yields CTnet = 1. All other states in 
Table 1 and Table 2 have no net transfer of charge. 
2.4 Natural transition orbitals 
Natural transition orbitals (NTO) can be used to create a compact representation of an 
electronic excited state by reducing the number of configurations required to describe the most 
important features of a transition.14-16 As opposed to a state density, it is not generally possible to 
diagonalize a transition density since it is not symmetric. However, a singular value 
decomposition scheme can be used where the decomposition of the transition density matrix 
using unitary matrices U and V may be written as 
۲଴ఈ,ሾ୑୓ሿ ൌ ܃diag൫ඥλଵ, ඥλଶ,… ൯܄୘ (27)   
 
U denotes a set of initial (hole) orbitals, V the final (electron) orbitals, and the λi are giving the 
weight of the corresponding transition. Typically only a very small number of configurations are 
necessary to describe the states in this way and plotting the orbitals gives a compact graphical 
representation of the excited state (as shown for example in Refs 11,15,16,20). In general U and 
V are different. However, in the case of a CIS type wavefunction (where only the occupied-
11 
 
virtual block of ۲଴ఈ,ሾ୑୓ሿ is non-vanishing) it is possible to choose U = V due to degenerate 
singular values. Then the natural transition orbitals are in fact identical to the natural orbitals of 
the corresponding CIS wavefunction.25 
An interesting property of this decomposition, that has been pointed out in Ref. 20,  is that for 
resonant delocalized states always two significant non-vanishing singular values are present. This 
is represented in Eqs (5)-(8): Two excitation operators are needed for constructing the excited 
state. This is true independent of whether localized or delocalized orbtials are used (cf. Ref 18) 
and there is no orbital basis that could be used to construct the excited state with only one 
transition. To formalize this concept, we use a participation ratio23,24 expression for the number of 
singular values: 
ܴܲ୒୘୓ ൌ
ሺ∑ λ௜௜ ሻଶ
∑ λ௜ଶ௜ ൌ
4ߗଶ
∑ λ௜ଶ௜
(28)   
 
where the second equality holds because of the fact that the λi are the eigenvalues of the 
product matrix ۲଴ఈ,ሾ୑୓ሿ൫۲଴ఈ,ሾ୑୓ሿ൯். The analogous expression was called the collectivity index 
in Ref 13. It is a lower bound to the number of non-zero singular values (NSVD)13 where PRNTO = 
NSVD only in the case that all non-zero singular values have the same magnitude. In this sense 
PRNTO counts how many different NTOs are participating and thus how many transitions are 
necessary to describe the excited state. In combination with the considerations at the beginning of 
this paragraph, PRNTO could be seen as an intrinsic measure giving information about electronic 
resonances that does not require the definition of any fragments. A decrease of PRNTO can have 
two different implications. In the first case this decrease could coincide with a localization of the 
exciton and therefore a decrease in PR (Eq. (20)). On the other hand, if a large value of PR 
coincides with a low PRNTO, this means that a larger spatial delocalization is combined with a 
coherent homogeneous excitation which should concur with a large coherence length COH (Eq. 
(22)). An example for this situation is the ห߯ି/ା〉 state given in Eq. (9). Further formal discussion 
of these relations are given in the Supporting Information (S5). Note that the number of non-zero 
singular values (and thus PRNTO) was also considered as a measure of electron correlation in the 
excited state wavefunction.25 In the present context this can be understood by the fact that an 
excitonic or charge resonance state requires some additional electron correlation as compared to a 
homogeneous excitation (the electron and hole move in a somewhat correlated fashion as they 
are always on the same or on different fragments, respectively). 
3. Computational details 
As first example a stacked arrangement of two face-to-face formaldehyde molecules at their 
ground state minimum geometries, separated by 3.5 Å in a parallel arrangement was considered. 
The calculations of the electronic states were performed using multi-reference configuration 
interaction with single and double excitations (MR-CISD), using a complete active reference 
space of eight electrons in six orbitals (π, n, π* on each molecule). The orbitals were generated by 
using a complete active space self-consistent field wave function with eight electrons and six 
orbitals (CASSCF(8,6)) in the same active space as selected for the MR-CISD reference space 
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given just above. Averaging over the first three states was performed and the aug-cc-pVDZ basis 
set was used.26 Energies, density matrices, and analytic non-adiabatic coupling vectors at the 
MR-CISD level were computed with the COLUMBUS 7.0 program package.27-32 
The electronic states of the remaining systems (naphthalene dimer, di-adenine stack, and the 
phenylene-vinylene oligomer (PV)6P) were treated using the algebraic diagrammatic construction 
to second order (ADC(2))33 with the resolution of the identity approximation (RI).34-37 The 
geometry of the  naphthalene dimer was constructed by first optimizing the monomer at the RI-
MP2/SVP38 level and then placing two monomers in a face-to-face arrangement. The calculations 
were performed in D2h symmetry where the long and short molecular axes were arranged in x- 
and y-direction, respectively, and the z-axis was perpendicular to the molecular planes. The aug-
cc-pVDZ basis set26,39 was used, considering that diffuse functions are necessary to guarantee a 
correct orbital overlap interaction for large intermolecular distances.40 The geometry for the 
adenine dimer was constructed by first optimizing the adenine monomer at the RI-MP2/SVP38 
level and then inserting this structure by a least squares fit41 into an arrangement of idealized B-
DNA geometry, as created with the “Nucleic” program distributed with Tinker.42 Vertical 
excitations for the dimer were computed at the RI-ADC(2)/TZVP43 level. RI-MP2/SV(P) ground 
state geometry optimization was performed for (PV)6P. For vertical excitations and the excited 
state optimization the RI-ADC(2)/SV(P) method was used. The structure was restricted to C2h 
symmetry for computational efficiency. All RI-MP2 and RI-ADC(2) calculations were performed 
using TURBOMOLE 6.3.44 
Corrections for basis set superposition error (BSSE) 45 are quite important in the description of 
excimers,46 considering the fact that intermolecular separations may be significantly smaller than 
in ground state complexes. Unfortunately, in the case of strongly interacting chromophores a 
consistent definition of a counterpoise correction45 is quite challenging. In the case of separated 
Frenkel excitonic and charge transfer contributions, it is conceivable to compute a state specific 
correction by considering appropriate locally excited and ionic states of the monomer. However, 
if different monomer states interact and excitonic and CT contributions mix (cf. Section 4.2) such 
a task does not seem feasible. Thus, in case of the naphthalene dimer the total energies of all 
excited states were corrected with the counter-poise correction computed for the ground state, as 
a compromise. The assumption behind this is that one electron promoted into a valence orbital 
should only have a minor contribution to the BSSE as opposed to the remaining electrons, which 
are largely unaffected by the excitation. The BSSE corrected total energy of state α in the dimer 
Eαdimer,corr was computed from the uncorrected energy Eαdimer as 
ܧୢ୧୫ୣ୰,ୡ୭୰୰ఈ ൌ ܧୢ୧୫ୣ୰ఈ ൅ 2൫ܧ୫୭୬.,ሾ୫୭୬.ሿ଴ െ ܧ୫୭୬.,ሾୢ୧୫.ሿ଴ ൯ (29)   
where E0mon.,[mon.] and E0mon.,[dim.] are the MP2 ground state energies of one of the equivalent 
monomers using the AO basis set of the monomer and dimer respectively. It may be noted here 
that in this approach vertical excitation energies are uncorrected. 
Fragments, as necessary for the summations in Sec. 2.3, were assigned as follows. In the first 
three cases the fragments corresponded to the two separate molecules in the dimer. For (PV)6P 
we formally cut the C=C double bonds of the vinyl moieties, to obtain the fragment definitions. 
This choice was done in order to obtain a set of analogous fragments, which also preserved the 
overall symmetry of the system. 
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For the MR-CISD calculations the exact one-electron transition density matrices as given by 
the COLUMBUS program system were used. Considering that for ADC(2) calculations these were 
not available to us, the singly excited cluster amplitudes were chosen instead to represent the 
excitation. This choice was taken considering the close relationship between these quantities and 
because of the fact that it is just these amplitudes which are usually considered for manually 
analyzing excited states. To reduce inconsistencies normalization against the sum of the weights 
Ω (Eq. (15)) was performed. Moreover it was checked that this normalization factor was always 
close to one. Whereas exact transition density matrices would be desirable if available, we want 
to point out that this approximate method opens a pathway that significantly enhances the general 
applicability and ease of implementation of our analysis procedure. 
MO-coefficients were obtained in terms of Cartesian atomic orbitals in MOLDEN format47 as 
supplied by COLUMBUS and TURBOMOLE. The MO-AO transformations of density and overlap 
matrices were performed according to Ref. 48: 
۲ሾ୅୓ሿ ൌ ۱۲ሾ୑୓ሿ۱୘ (30)   
܁ሾ୅୓ሿ ൌ ۱ିଵ,୘܁ሾ୑୓ሿ۱ିଵ ൌ ۱ିଵ,୘۱ିଵ (31)   
which lead to the following expressions for the matrix products of Eq. (14) 
۲ሾ୅୓ሿ܁ሾ୅୓ሿ ൌ ۱۲ሾ୑୓ሿ۱୘۱ିଵ,୘۱ିଵ ൌ ۱۲ሾ୑୓ሿ۱ିଵ (32)   
܁ሾ୅୓ሿ۲ሾ୅୓ሿ ൌ ۱ିଵ,୘۲ሾ୑୓ሿ۱୘ (33)   
where ۱ is the MO-coefficient matrix and the overlap in the MO basis ܁ሾ୑୓ሿ is a unit matrix. 
Some of the mathematical formulas were derived or verified by using the MATHEMATICA 5.249 
program. An efficient implementation of the matrix operations was achieved by using the NumPy 
tools.50 Plotting of the computed natural transition orbitals was performed with the Jmol program 
package.51 The code described here is freely available and is currently distributed as a test 
version,52 providing interfaces to the COLUMBUS and TURBOMOLE programs for applications with 
the CASSCF, MR-CI, ADC(2), CC2 and time-dependent density functional theory (TDDFT) 
methods. 
4. Results and discussion 
4.1 The formaldehyde dimer 
In this section the interaction between the lowest excited states of two stacked formaldehyde 
molecules, which are of nπ* character, is considered. An asymmetry, leading to nonequivalence 
of the two monomers and a corresponding localization of the excitation, is introduced by altering 
the asymmetric stretch coordinate 
∆ܴ ൌ 2ିଵ/ଶ൫ܴ஼ை,ଵ െ ܴ஼ை,ଶ൯ (34)   
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in the two CO distances. A more detailed explanation of the underlying physical models in 
such a case is given in Ref 40. Here only the most important results are presented. In Figure 2 
potential curves along ΔR, the POS value and the non-adiabatic coupling projected onto ΔR, i.e. 
ർ߮ଵቚ డడሺ୼ோሻ ߮ଶ඀ (where φ1 and φ2 are the wavefunctions of the two electronic states), are presented 
for the S1 and S2 states of the formaldehyde dimer. At the symmetric geometry there is a small 
gap of 0.0216 eV between S1 and S2, which derives from the excitonic coupling. At this point, the 
S1 and S2 wave functions are evenly delocalized (POS1=POS2=1.5, PR=2.0). A large component 
of the non-adiabatic coupling vector between these two states along the ΔR direction (268/Å) 
indicates that the wave functions should change rapidly upon displacement. Accordingly, if the 
symmetry is lifted by bond length alternation, the two excited states quickly localize and already 
at ΔR=0.005Å the states are almost completely localized on either molecule (POS1=1.04). Also 
the non-adiabatic coupling is reduced substantially. 
 
Figure 2. MR-CISD state energies, position values (POS) and non-adiabatic couplings projected 
onto ΔR for two interacting nπ* states of two stacked formaldehyde molecules separated by a 
distance of 3.5Å.  
 
In Table 3 a collection of complementary descriptors is presented for three different ΔR values. 
The small CT value found over the whole range of ΔR values considered indicates that the states 
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are of Frenkel excitonic nature, without significant charge transfer interactions. Next, the 
excitonic participation ratio PR is shown. PR=2.00 at ΔR=0 reflects that due to symmetry the 
excited states are completely delocalized over the two fragments. At ΔR=0.005Å the wave 
function is already almost completely localized (PR=1.08). The natural transition orbital 
participation ratio PRNTO, giving the number of configurations minimally necessary to describe a 
state, is about two for the delocalized states, and goes to one as the excited states are localized. 
This is just what corresponds to the idealized model.18,20 The fact that PR is somewhat lower than 
two at ΔR=0  is probably due to orbital interactions and it is reflected by the fact that the CT 
value is not completely vanishing. 
 
Table 3. Charge transfer (CT), excitonic participation ratio (PR), and natural transition orbital 
participation ratio (PRNTO) for the S1 state of two stacked formaldehyde molecules separated by a 
distance of 3.5Å at different values of the bond length alternation ΔR. 
ΔR (Å) CT PR PRNTO
0 0.005 2.00 1.95 
0.002 0.005 1.35 1.33 
0.005 0.004 1.08 1.08 
 
4.2 The naphthalene dimer 
The naphthalene dimer is an interesting benchmark system where the interactions between 
excitonic and charge resonance states and the formation of a strongly stabilized excimer has been 
reported.18,19 In the present investigation the eclipsed dimer was chosen and the dependence of 
excited states on the intermolecular distance was considered. Excited states were computed at the 
RI-ADC(2)/aug-cc-pVDZ level. Because of the symmetry all states are evenly delocalized in this 
system (PR=2, POS=1.5). And the amount of charge separation CT remains the main feature of 
interest. It should be noted here that also all orbitals and densities are delocalized and therefore an 
identification of charge separated configurations is not trivial. The problem was solved by East 
and Lim18 through an analysis, involving a careful inspection of the symmetry properties of all 
the orbitals involved. It will be shown how the same results can be obtained by simply 
considering the CT value defined above. Moreover, the CT value provides a well defined 
quantifier for measuring the gradual mixing between excitonic and charge resonance 
contributions, which will be illustrated for the case of excimer formation. 
In Table 4 a summary of the lowest energy singlet ππ* excited states at an intermolecular 
distance of 5.0 Å is presented. The Rydberg states, which are also present at this energy range, 
are not shown. First it can be seen that the states are clearly separated into Frenkel type excitonic 
resonance states (CT ≈ 0) and charge resonance states (CT ≈ 1). Mixing between these types of 
states occurs only at smaller intermolecular separations (cf Refs 18,19), a process which will be 
described later. The first two excited states (11B2g, 11B3u) are of Frenkel type (CT = 0.0). An 
analysis of the orbitals and transition moments shows that these states are deriving from the 
lowest singlet excited state (S01+, 1Lb) of naphthalene, forming the 1σ01+ and 1γ01+ states in the 
nomenclature of Ref. 18 (cf. Figure 1). The 11B2g state has zero oscillator strength for symmetry 
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reasons and for 11B3u this value is also almost vanishing. This is in agreement with the small 
exciton splitting of only 0.0087 eV between these two states. The natural transition orbital 
participation ratio PRNTO is about four for these two states: two configurations are already needed 
to describe the corresponding monomer states18 and this value is doubled in the resonant 
delocalized state. The next two excited states (11B3g, 11B2u) are again of Frenkel type (CT = 0.0). 
Both states derive from the S2 (S00, 1La) state of naphthalene and may be designated as the 1σ00 / 
1γ00 excitonic pair. The oscillator strength of the γ state is 0.144, and an excitonic splitting of 
0.049 eV is present. Considering the remaining states, it may be observed that the 31B2u and 31B3g 
states are composed of the same orbital contributions as 11B3g and 11B2u but that they show CT ≈ 
1. They are the charge resonance states related to S00 (designated 1δ00 and 1ρ00). Thus in summary 
a complete set of four excited states deriving from the S00 monomer transition could be identified 
(cf. Figure 1, bottom). PRNTO reveals that for all four of the resonant states in the S00 series two 
configurations are significantly involved, which is consistent with the idealized case18,20 shown in 
Eqs. (5)-(8). Here it may be noticed that the singular value decomposition reduced the number of 
configurations need to describe the excited state: Whereas 7b1g‐10b2g and 7b1g‐11b2g amount to 
two different configurations in Hartree-Fock orbitals, these are reduced to one configuration 
where the virtual NTO is a linear combination of the 10b2g and 11b2g orbitals. The 31B2g and 
31B3u states form another pair of excitonic resonance states (1σ01- / 1γ01-). In agreement with the 
larger oscillator strength of the γ state (2.700), the excitonic splitting is also larger (0.324 eV). 
The final state shown (41B3g) is again of Frenkel excitonic type, and may be designated 1σ11. In 
the energetic region considered here only two states (31B2u, 31B3g) with non-vanishing CT 
contribution, belonging to the S00 monomer state, were found. The charge resonance 
combinations of the S01+, S01-, and S11 monomer states lie at higher energies and are not presented 
in Table 4. For a discussion of these states, the reader is referred to Ref. 18. 
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Table 4. Excitation energies (ΔE, eV), oscillator strengths (f), charge transfer values, natural 
transition orbital participation ratios, and type assignments of the 9 lowest energy ππ* states of 
the stacked naphthalene dimer at an intermolecular separation of 5.0 Å. 
State ΔE f Dominant contributionsa CT PRNTO type
b 
11B2g (S1)  4.386  0 
11b1u‐11b3u (0.49) 
7au‐11b2u (0.45) 
7b1g‐11b3g (0.44) 
0.00  3.93  1σ01+ 
11B3u (S2)  4.394  0.00002 
11ag‐11b3u (‐0.47) 
7au‐11b3g (0.47) 
7b1g‐11b2u (0.43) 
0.00  4.00  1γ01+ 
11B3g (S3)  4.709  0 
7au‐11b3u (0.72)
7b1g‐10b2g (0.46) 
7b1g‐11b2g (0.38) 
0.01  2.00  1σ00 
11B2u (S4)  4.759  0.144 
7b1g‐11b3u (0.67)
7au‐10b2g (0.50) 
7au‐11b2g (0.42) 
0.00  2.14  1γ00 
31B2g (S12)  5.789  0 
7au‐11b2u (0.53) 
11b1u‐11b3u (‐0.53) 
7b1g‐11b3g (0.35) 
0.04  3.54  1σ01- 
31B2u (S13)  5.867  0.0003 
7b1g‐11b3u (‐0.61) 
7au‐10b2g (0.55) 
7au‐11b2g (0.41) 
0.94  2.00  1δ00 
31B3g (S14)  5.874  0 
7b1g‐10b2g (0.59) 
7au‐11b3u (‐0.57) 
7b1g‐11b2g (0.46) 
0.95  1.95  1ρ00 
31B3u (S17)  6.113  2.700 
7b1g‐11b2u (0.53) 
11ag‐11b3u (0.48) 
7au‐11b3g (0.38) 
0.08  3.85  1γ01- 
41B3g (S20)  6.283  0 
11b1u‐11b2u (0.69) 
11ag‐11b3g (‐0.53) 
11b1u‐12b2u (‐0.30) 
0.03  1.95  1σ11 
a Dominant contributions to the excitation, coefficient in parentheses. 
b Nomenclature according to Figure 1 and Ref. 18. 
 
Next, the geometry dependence of the excited states with respect to the intermolecular distance 
of the naphthalene molecules is examined. And in particular it will be outlined how the four 
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states deriving from the S00 monomer state interact to form the strongly stabilized excimer. For 
this purpose the excited state energies and CT and PRNTO properties of these states are presented 
in Figure 3. Potential curves of the 11B2g and 11B3u states are presented for comparison. At 5.0 Å 
and longer intermonomer separations, a clear distinction between Frenkel excitonic and charge 
separated states, as described above, can be seen. 11B3g and 11B2u form the almost degenerate 
excitonic 1σ00 / 1γ00 pair with CT ≈ 0 whereas for the corresponding charge resonance states 31B3g 
(1ρ00) and 31B2u (1δ00) CT ≈ 1. At this large separation all these states show PRNTO ≈ 2 (with 
deviations less than 0.2). When the intermolecular distance is decreased, a splitting between 11B3g 
and 11B2u as well as 31B3g and 31B2u is observed due to excitonic and charge resonance 
interactions, respectively. At the same time also the excitonic splitting between the 11B2g and 
11B3u states is raised. As the distance is decreased further, the B2u states (Figure 3, red) retain 
their diabatic character, i.e. CT(11B2u) ≈ 1, CT(31B2u) ≈ 0 and their PRNTO stays at about two, also 
indicating that no changes occur. There is only a small spike in CT at 4.7 Å which seems to be 
caused by an interaction with a Rydberg state. It may be noted that at very small intermolecular 
separations the CT value of 31B2u goes slightly below zero, whereas the one of 11B2u goes above 
one. This result is present because of slightly negative ߗ஺஻ఈ  values, which according to Eq. (14) 
may be obtained if the overlap is strong. It is related to the existence of negative Mulliken 
populations.53 In spite of being an artifact in the present context it should not affect any of the 
qualitative implications of the results. The situation is more complicated for the B3g states (Figure 
3, black). 11B3g does not remain a pure Frenkel exciton but it gains part of the charge transfer 
character of 31B3g, which means that these states are no longer well defined as 1σ00 and 1ρ00 states. 
Additionally at 3.8 Å there is an avoided crossing between 31B3g and 41B3g. 41B3g becomes now 
the continuation of the 1ρ00 state, which can be seen by the fact that the CT values of these two 
states cross. Interestingly PRNTO shows a spike at the avoided crossing for the two states involved 
because of the fact that two configurations mix at this point. At about 3.5 Å intermolecular 
separation the 11B3g and 11B2g states cross, making 11B3g the lowest singlet excited state overall 
(cf. Ref. 18). The excimer minimum lies at 3.2 Å intermolecular separation. It forms a deep 
potential well on the 11B3g potential surface, stabilized by 1.38 eV with respect to infinite 
separation. This value should be seen as an estimate, considering that a precise calculation of the 
interaction energy is highly challenging. Already at the ground state minimum the MP2 method 
overestimates the interaction energy by about 0.1 to 0.2 eV compared to the much more 
computationally intensive CCSD(T) reference,54 and the discrepancies may be somewhat 
enhanced at smaller separations and for excited states. Moreover, basis set superposition effects 
play a significant role at such small intermolecular separations.46 The counterpoise correction 
term for the ground state, 2൫ܧ୫୭୬.,ሾ୫୭୬.ሿ଴ െ ܧ୫୭୬.,ሾୢ୧୫.ሿ଴ ൯ ൌ 0.435	eV (Eq. (29)), was added but this 
is just an approximation for the excimer state. However, in spite of a possible error of a few 
tenths of an eV, it can be assumed that the description of the physical processes and the changes 
occurring in the electronic structure are qualitatively correct. 
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Figure 3. Counterpoise corrected state energies relative to the ground state at infinite separation, 
charge transfer values (CT), and NTO participation ratios (PRNTO) for the lowest singlet ππ* 
states of B3g (black) and B2u (red) symmetry of a face-to-face stacked naphthalene dimer at 
different intermolecular distances. The energies of the lowest singlet excited states of B2g (blue) 
and B3u (green) symmetry are presented as well. The state labels correspond to the assignments at 
5.0 Å, whenever crossings between Rydberg and ππ* states occurred, the indices where adjusted 
accordingly. 
 
When approaching the excimer minimum, the CT values of the two B3g states converge to 0.5, 
i.e. there is an equal probability for the electron and hole to be on the same or different 
molecules. The 11B3g state is now described by only one configuration (corresponding to the 7au‐
11b3u  transition in Table 4), which means that PRNTO is reduced to one. According to Eq. (9), this 
situation may also be understood in the sense that the excimer state is an equal mixture of all four 
states in the upper part of Figure 1 (1*2, 12*, 1+2-, 1-2+). Thus, in accordance with Refs 18 and 
55, excitonic and CT interactions are both active in the stabilization of the excimer. In the 
language of Ref. 8 this situation also means that the coherence size now spans both molecules 
(COH=2 according to Eq (22)). In this sense, the excimer can neither be explained by excitonic 
coupling nor by charge transfer but only a coherent interaction, leading to a homogenous excited 
state, can induce this strong stabilization. 
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4.3 Nucleobase stacks 
The nature of excited states in nucleobases has been intensively discussed using a large variety 
of experimental and computational methods. A question of particular importance was over how 
many bases the excited states are distributed and whether base-base interactions were of excitonic 
or charge transfer type.3-7 In this section the analysis of a di-adenine stack in idealized B-DNA 
geometry is performed. The two bases have the same geometry but are not exactly equivalent 
because of the twisted arrangement. Therefore, the electronic states are not completely 
delocalized, cf Ref. 56. In Table 5 the excitation energies, oscillator strengths and statistical 
descriptors of the first 10 excited states of the stacked dimer are shown. Additionally, the type of 
the excitation (nπ* or ππ*), obtained from visual analysis of the orbitals, is presented. The eight 
lowest energy states can be identified with excitonic combinations of the four lowest states of the 
isolated adenine.57 S1 and S2 form a pair of corresponding nπ* states, separated by a gap of 
0.0091 eV. Considering the fact that the states are almost completely delocalized (POS ≈ 1.5), the 
excitonic coupling between these two states can be obtained as 0.0045eV, which is similar to the 
value of 0.006 eV of Ref 56. For these states PRNTO ≈ 2.0, which corresponds to idealized simple 
excitonic states. The following four states, S3-S6, are of ππ* nature and derive from the La and Lb 
states of adenine. S7 and S8 form another pair of nπ* states. These states are somewhat more 
localized, so that the splitting of 0.019 eV is in part due to asymmetry and in part due to the 
excitonic coupling. S9 is an almost complete charge transfer state (CT=0.92). Compared to the 
naphthalene dimer example, there are no charge resonance interactions here but the charge 
transfer is directed (CTnet = -0.92 = -CT). This is also reflected by the large dipole moment μ = 
12.2 D. Finally a partially delocalized nπ* state (S10) can be seen. In summary, it could be shown 
how a large amount of quantitative physical information could be extracted from this system. A 
more extended study using these procedures to analyze realistic DNA fragments has been 
submitted for publication.58 
Table 5. Excitation energies (ΔE, eV), oscillator strengths (f), dipole moments (μ, D) statistical 
descriptors, and type assignments for the first 10 excited states of a di-adenine stack in B-DNA 
geometry. 
State ΔE  f μ POS PR CT CTnet PRNTO type 
S1 5.013 0.009  2.84 1.56 1.97 0.02 0.01 1.98  nπ* 
S2 5.022 0.001  2.99 1.45 1.98 0.02 0.01 1.99  nπ* 
S3 5.104 0.046  4.57 1.80 1.48 0.04 ‐0.02 1.54  ππ* 
S4 5.193 0.054  4.46 1.36 1.84 0.03 0.00 2.75  ππ* 
S5 5.225 0.007  5.62 1.43 1.96 0.03 0.00 3.26  ππ* 
S6 5.307 0.345  4.95 1.39 1.90 0.03 0.00 2.07  ππ* 
S7 5.724 0.005  3.64 1.11 1.25 0.02 0.01 1.23  nπ* 
S8 5.743 0.001  2.87 1.89 1.25 0.01 ‐0.01 1.24  nπ* 
S9 5.854 0.015  12.20 1.49 1.09 0.92 ‐0.92 1.07  ππ* (CT) 
S10 6.128 0.000  4.39 1.85 1.34 0.03 ‐0.01 1.47  nπ* 
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4.4 Poly-phenylene-vinylene conjugated organic polymers 
Recently, conjugated organic polymers have attracted a lot of interest for applications in 
photovoltaic devices.10,59 And it is of particular interest to get a clear insight into the excited 
states involved. These are in many cases quite complex, considering that usually many molecular 
orbitals are involved, and that different exciton bands may overlap. An analysis in terms of 
transition density matrices8 is therefore convenient by reducing the representation to a form 
independent of the number of orbitals involved. Additionally, as shown below, it may also give 
insight into excitonic structure, which would be hidden by simply considering orbitals. We 
performed RI-ADC(2) calculations on a phenylene-vinylene oligomer (PV)6P  (see Figure 4)  at 
its S0 and S1 minimum geometries, as reported in detail in Ref. 60. 
 
Figure 4. Structural formula of the phenylene-vinylene oligomer (PV)6P. 
 
In Table 6 information about the excited states of (PV)6P at the ground state minimum is 
presented. S1 (11Bu) is the bright state, carrying almost all the oscillator strength. The number of 
fragments participating in this excited state (PR) is 5.53. This state shows a significant coherence 
length (COH=3.90), which means that this state has a large electron-hole separation and cannot 
be viewed as a Frenkel exciton over PV units. This state is dominated by one major transition 
(14bg‐14au) and accordingly PRNTO is low at 1.59. In the last row of Table 6, the plot of the Ω 
matrix with respect to the 7 fragments is shown. The diagonal length represents the spatial extent 
of the excitons, whereas the off-diagonal elements, corresponding to charge transfer 
configurations, mark coherences between the fragments.8 The S1 state shows a diagonal length 
over a large part of the system. The off-diagonal components indicate that there is a significant 
amount of electron-hole separation at least between neighboring PV units. S2 (21Ag) and S3 (21Bu) 
show a very similar structure to S1, only that one and two nodal planes are present. These can 
therefore be interpreted as higher states of the same exciton band. Interestingly S4 (31Ag) shows a 
completely different structure with a significantly more pronounced charge separation and no 
nodal plane. Moreover, its coherence length is significantly larger (COH=4.98). Apparently it is 
the first state of a different exciton band. S5 (41Ag) could be seen as the next state in the initial 
exciton band. S6 (31Bu) has a somewhat different character with a significantly lowered coherence 
length (COH=2.20) and is therefore more closely related to an ideal Frenkel exciton, cf Ref 8. 
Note that the presence of three distinct exciton bands corresponds nicely to results obtained using 
solid state physics methodology.61 
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Table 6. Excitation energies (ΔE, eV), oscillator strengths (f), statistical descriptors, dominant 
contributions to the excitation, and plots of Ω for the lowest singlet excited states of (PV)6P at the 
ground state minimum geometry. 
 S1 (11Bu) S2 (21Ag) S3 (21Bu) S4 (31Ag) S5 (41Ag) S6 (31Bu) 
ΔE 3.154  3.557  3.995 4.225 4.392  4.468
f 5.66  0  0.61 0 0  0.02
PR 5.53  6.32  6.69 5.14 6.30  3.80
COH 3.90  3.38  3.03 4.98 3.04  2.20
PRNTO 1.59  2.14  2.99 2.39 4.00  4.16
Dom. 
contr.a 
14bg‐14au 
( 0.86) 
13au‐15bg 
(‐0.40) 
13bg‐15au 
(‐0.22) 
13au‐14au 
( 0.65) 
14bg‐15bg 
(‐0.63) 
13bg‐15bg 
( 0.22) 
13bg‐14au 
( 0.55)
13au‐15bg
( 0.54)
14bg‐15au
(‐0.50)
13au‐14au 
( 0.53)
14bg‐15bg
( 0.55)
13bg‐15bg
( 0.35)
13au‐15au 
( 0.41) 
13bg‐15bg 
( 0.40) 
14bg‐16bg 
( 0.36) 
8bg‐14au
( 0.47)
14bg‐19au
( 0.29)
14bg‐20au
(‐0.26)
Ω 
   
a Dominant contributions to the excitation, coefficient in parentheses. 
 
In order to rationalize the results presented above, the orbitals involved in the excited states 
will be considered. In this context it is of particular interest how the difference between the 21Ag 
and 31Ag states can be understood. The dominant contributions to the excitations are given in 
Table 6. The corresponding orbitals are shown in Figure 5. What can be seen, is that the 21Ag and 
31Ag excited states consist of the same configurations with almost identical weights. Only the 
signs of the components differ. As shown in Eqs (5)-(8) and Ref. 18, such differences can have a 
significant influence on the properties of the excited state. It is however quite difficult to deduce 
any of these properties in a canonical orbital representation.  
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Figure 5. Frontier Hartree-Fock orbitals of (PV)6P at the optimized ground state geometry. 
 
To get a different perspective of these states, the natural transition orbitals (Eq. (27)) are 
plotted in Figures 6 and 7. In this representation a clear difference is visible. The 21Ag state 
(Figure 6) can be represented by two transitions involving orbitals that are fairly evenly localized 
over the whole system except for the central phenyl moiety. This is in agreement with the 
structure and nodal plane of Ω as shown in Table 6. It can be seen that the two main initial and 
final orbitals are each of very similar shape with the only difference being the symmetry with 
respect to a rotation around the center of the molecule. It may thus be understood that the 
excitation could also be represented by two rather localized excitations on either half of the 
molecule. More information about this fact and orbital plots are given in the Supporting 
Information (S6). The natural transition orbitals of 31Ag (Figure 7) have a significantly different 
structure. In the first transition, shown at the top, the initial orbital is clearly localized in the 
center of the molecule, whereas the final orbital is distributed over the sides. The second 
contribution shows the opposite feature. In both cases it is seen that there is a significant 
participation of the central phenylene, which corresponds to the fact that there is no clear nodal 
structure of Ω in Table 6. The fact that the initial and final orbitals are always localized on 
different fragments corresponds to the off-diagonal size in Ω and to the larger COH value. 
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Figure 6. Plots of the two dominant pairs of natural transition orbitals for the 21Ag state of 
(PV)6P. 
 
Figure 7. Plots of the two dominant pairs of natural transition orbitals for the 31Ag state of 
(PV)6P. 
 
To examine a possible localization of the excitation, a geometry optimization in the 11Bu state 
was performed (Table 7). Compared to the ground state minimum the 11Bu state is somewhat 
contracted upon relaxation (PR is lowered to 5.01) but remains delocalized over several 
fragments. This is consistent with Ref. 11 where the analysis was performed in terms of nuclear 
geometry. The coherence length is somewhat increased (COH=4.21) and PRNTO lowered, 
reflecting the formation of a more homogeneous coherent excited state. Interestingly the 31Ag 
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state is strongly stabilized and moves below the 21Bu state. The 31Bu state here appears to be of 
the same character as 31Ag only that it has a nodal plane. 
Table 7. Excitation energies (ΔE, eV), oscillator strengths (f), statistical descriptors, and plots of 
Ω for the lowest excited states of (PV)6P at the S1 (11Bu) minimum geometry. 
 S1 (11Bu) S2 (21Ag) S3 (31Ag) S4 (21Bu) S5 (31Bu) S6 (41Ag) 
ΔE 2.665  3.281 3.621 3.771 4.021  4.217 
f 5.37  0 0 0.98 0.01  0 
PR 5.01  6.26 4.68 6.67 5.74  6.70 
COH 4.21  3.69 4.48 3.28 4.20  3.22 
PRNTO 1.29  2.06 2.15 2.93 2.68  4.01 
Ω 
   
 
5. Conclusions 
We presented a scheme for the analysis of one-electron singlet excited states in dimers, 
oligomers and extended molecular systems. Through an analysis of the one-electron transition 
density matrix, significant new insight can be gained over a manual wavefunction analysis. 
Quantities of immediate physical interest like charge separation, exciton delocalization, and 
coherence can be obtained through partial summation schemes. The method is readily 
automatized, providing a route for statistical analysis. The general formulation of the equations 
allows an application to a wide variety of wave function models. So far implementations are 
available for the CASSCF, MR-CI, CC2, ADC(2), and TDDFT methods. Fundamental 
limitations are related only to the physical properties of the excited state (i.e. only one-electron 
excited states can be analyzed). To show the applicability of this method, we presented results on 
several classes of systems using different correlated ab-initio wave function models. 
First, for methodological purposes, excitonic interactions between the nπ* states of two face-to-
face stacked formaldehyde molecules were considered. It was shown how a displacement from 
the symmetric geometry lead to a localization of the wave function. This process was analyzed 
using the above mentioned techniques. In addition it was pointed out how the change in the wave 
function properties could be related to the ab-initio non-adiabatic coupling vectors.  
The example of a π-stacked naphthalene dimer was used to examine the performance of our 
analysis scheme for states, which were completely delocalized due to symmetry. In this case a 
differentiation between Frenkel excitonic and charge resonance states is particularly challenging 
because of the fact that all orbitals are evenly distributed over both fragments. The automatized 
analysis gave results consistent with the formal considerations of Ref 18. Moreover, by 
systematically following the change in the wave function, when the intermolecular separation 
was lowered, interesting new insight into the process of excimer formation could be obtained. A 
mixing between excitonic and charge resonance character (cf. Refs 18,55), yielding a 
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homogeneous and coherent excited state, was identified as possible cause for the strong 
stabilization of the excimer. 
Using two stacked adenine molecules, it was shown how the analysis scheme can also be 
readily applied to systems with a number of interacting excited states of different character. A 
collection of different physical descriptors could be provided for a compact representation of the 
states. It was found that the lowest eight singlet excited states were excitonic combinations of the 
four lowest monomer states, with only a few percent of charge resonance character. The next 
state, S9, was identified as a pure charge transfer state. 
A phenylene-vinylene oligomer was considered to test the performance of our analysis with 
respect to conjugated π-systems. An analysis of the vertical excitations revealed details of the 
excitonic structure, which remained hidden by a simple consideration of the canonical orbitals. 
Excited states, belonging to three different distinct exciton bands,61 could be identified. The 
difference could be represented by the Ω matrix, and was also shown graphically in the natural 
transition orbital14-16 representation. An analysis of the excited states at the S1 minimum was 
presented as well. 
This work was intended as a methodological outline of the working equations and as a tentative 
collection of potential applications of this method. More detailed investigations on the systems 
described are in progress. 
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3.7. DNA ABSORPTION SPECTRUM 149
3.7 The UV Absorption Spectrum of Alternat-
ing DNA Duplexes
In this work the absorption spectrum of alternating DNA duplexes was examined.
The electronic structure was described at the correlated ab-initio ADC(2) level,
environmental effects were included by a QM/MM electrostatic embedding ap-
proach (Figure 3.10), and a phenomenological analysis of the excited states was
performed according to the tools introduced in Section 3.6. Moreover, for a re-
alistic simulation of the spectra extensive sampling of intra- and intermolecular
degrees of freedom was performed.
This paper sheds new light on the absorbing states in DNA. It could be shown
that, when all factors leading to disorder are considered, the states are rather
localized and do not form extended excitons. Charge transfer states are in the
higher energy range of the spectrum but they can be stabilized through dynamical
charge separation. Moreover, it was found that intramolecular contributions play
the most important part with respect to spectral broadening.
The in-vacuo calculations and testing of the methods were carried out by A. J.
A. Aquino. After this it was my task to devise an analysis strategy and also to
carry out the QM/MM calculations. The paper was submitted to the Journal of
Physical Chemistry A (17 May 2012). [104]
Figure 3.10: Schematic depiction of the QM/MM methodology
used for the computation of the UV absorption spectra
of alternating DNA duplexes.
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Abstract 
A detailed investigation of the excited states accessed by UV absorption in alternating DNA 
duplexes was performed by means of an extensive sampling of intra- and intermolecular 
degrees of freedom. The excited states were computed using the algebraic diagrammatic 
construction method to second order (ADC(2)). A realistic DNA environment was included 
through an electrostatic embedding QM/MM coupling scheme. The results indicate that (i) 
most excited states are delocalized over at most two bases, (ii) charge transfer states are 
located at higher energies than the bright states in the Franck-Condon region, but (iii) 
coupling between locally excited and charge transfer states may provide a route to dynamical 
charge separation, and (iv) spectral broadening is mainly caused by intramolecular vibrations. 
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1. Introduction 
Deoxyribonucleic acid (DNA) plays a central role in biology as the carrier of the genetic 
code. Absorption of UV light can potentially damage DNA leading to mutations, genomic 
instability or carcinogenesis.1 A major defense mechanism against these possibilities is based 
on ultrafast decay, converting the electronic excitation energy into hot vibrational motion in 
the ground state.2-9 When studying the photophysics of DNA, collective behavior and 
interactions between nucleobases are considered to play a decisive role. Whereas isolated 
nucleobases decay on a picosecond time scale, single and double stranded DNA show 
additional transients with a 10-100 ps lifetime and even nano second components were 
found.8,10-14 Both, excitonic delocalization12,13,15-18 and interbase charge transfer10,19-21 are 
being considered as processes arising due to base-base interactions, which may be responsible 
for the above mentioned change in dynamical behavior. A wide range of different results 
concerning excitonic delocalization has been reported. In single-stranded homoadenine 
polymers the delocalization was estimated at around three bases and it was pointed out that 
delocalization should be smaller in alternating sequences.12,20,22 A computational study 
reported excitonic delocalization of at least two bases in dCdG polymers.23 In contrast to these 
estimates of rather small delocalization degrees, others of six bases and more have been 
reported as well for poly-dA and poly-dGdC.16,18 Moreover, from time-dependent 
fluorescence anisotropy studies on different base sequences, possible signatures of excitonic 
dynamics and excitation energy transfer between the bases were reported.13,15,18 The existence 
of charge transfer states, on the other hand, is considered of highest importance as well, as 
they may lead to exciplexes which could act as trapping sites.8,10 In this case there is some 
discrepancy as far their energetic ordering with respect to the bright states is concerned. 
Studies using time-dependent density functional theory (TDDFT) tended to place charge 
transfer states at lower or comparable energies as the bright states,20,24,25 whereas they were 
found at somewhat higher energies in wave function based ab-initio studies.17,26 
Even though the role of excitonic and charge transfer states has been discussed extensively 
in the literature, the information deduced from experiment is rather indirect and computational 
studies have the possibility to furnish a large amount of additional interesting information. 
Exciton theory, as one option (cf. Refs 16,23,27,28), provides a convenient tool for modeling 
electronic spectra and dynamical processes. These studies gave interesting insight but require 
tedious investigations to obtain the necessary parameterization. These approaches concentrate 
on statistical broadening and static disorder and do not consider the explicit sampling of the 
many internal degrees of freedom in the system. Furthermore, the excitonic models 
considered only one or a few ππ* states per monomer, ignoring mixing to other states of ππ* 
or nπ* character. Finally, an inclusion of charge transfer configurations is challenging within 
such an approach, and was only performed in one of these studies.28 Compared to 
parameterized exciton theory, quantum chemical calculations on the excited states of 
particular molecular systems offer the possibility of including excitonic and CT interactions at 
the same level in an integrated way based on well tested computational models. A number of 
different calculations on DNA fragments have been performed (cf. Ref 29). The TDDFT 
approach, as one powerful option, allows treating DNA fragments efficiently20,22,25 but care 
has to be taken in computing charge transfer states correctly26,30,31 and special calibration is 
needed for obtaining accurate results.20 In contrast to TDDFT, methods such as the second 
order approximate coupled cluster model CC232 or algebraic diagrammatic construction to 
second order ADC(2)33 approaches offer the possibility of balanced calculations of excitonic 
and charge transfer states without any particular bias to either side. Additionally, usage of the 
resolution of the identity (RI)34 approximation allows for efficient calculations on sufficiently 
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large molecular systems to study stacking effects in the excited states. A systematic gas phase 
RI-CC2 study gave detailed insight into the different components of interbase coupling and 
other parameters,35 and comparisons of different ab-initio methods on stacked dimers in 
comparison to selected functionals used in TDDFT calculations were performed as well.26,36 
Water solvation in the QM calculations was included by explicit solvent20 and by polarizable 
continuum methods.25,26 Molecular dynamics simulations were performed for sampling 
purposes.16,20,22,23,27 Moreover, it was shown that environmental fluctuations may lead to 
significant changes in orbital energies in DNA37 and that in particular the CT states were 
sensitive to the particular water configuration.20 Thus, an accurate treatment of the interplay 
between thermal flexibility and restrains from stacking interactions and the backbone is 
necessary to obtain accurate relative positions of DNA bases as this may affect the interbase 
coupling significantly.16,35,36 
In this work a detailed computational analysis of the initial distribution of excited states in 
DNA accessed through UV absorption will be performed, where in particular the amount of 
excitonic delocalization and charge transfer will be considered. In the light of the above 
considerations we designed our study to comply with the following points: (i) a reliable 
description of the excited states giving a balanced treatment of excitonic and CT interactions, 
(ii) a fully integrated description of the DNA environment, (iii) consistent sampling of intra- 
and intermolecular degrees of freedom, and (iv) development and application of methods to 
analyze the complex pattern of the excited-state wavefunctions. A QM/MM strategy has been 
adopted to address these points based on a DNA dodecamer (Figure 1). The QM part of the 
entire complex is computed at the ADC(2)33 level with the strong advantages in terms of 
balanced description of excitonic and charge transfer states already mentioned above. 
 
Figure 1. Depiction of the QM/MM methodology used in this work. Configurational 
sampling was performed by molecular dynamics simulations of a DNA dodecamer duplex 
solvated in a water droplet (left). ADC(2) calculations using electrostatic embedding were 
performed (right). 
 
In the present simulations, the (dAdT)6·(dAdT)6 and (dGdC)6·(dGdC)6 alternating duplexes 
were chosen. The QM region consisted of two stacked bases (AT and CG, respectively) as 
well as four stacked bases (TATA, CGCG). Stacked bases rather than Watson-Crick paired 
bases were considered in light of experimental8,10 and computational25,28 evidence that the 
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main interaction is between stacked bases along one strand. Moreover, interstrand CT was 
considered only important in homopolymeric sequences and located at higher energies in 
alternating duplexes.20 
2. Computational details 
The electronic structure calculations were performed using the RI-ADC(2) method as 
implemented in the Turbomole 6.3 program package.33,34,38,39 Calculations on selected 
structures were made with the SVP basis40 for comparison reasons. Because of the relatively 
high computational cost for the sampling of the stacked dimer and tetramer structures in the 
order of 300-500 structures for each case as described below, the SV basis set40 was used after 
verification against SVP results. In all calculations the core orbitals were frozen.  In the 
tetramer spectra calculations the twenty lowest lying σ orbitals were frozen as well for 
reasons of computational efficiency. Test calculations described in the text below showed 
minor basis set effects on excitation energies in the order of 0.2 eV. 
Base stacks in vacuo were arranged according to an ideal B helix configuration considering 
one strand. The vibrational broadening of the spectra was computed from the Wigner 
distribution of the zero point vibrations of the electronic ground state as described in Ref 41. 
For computations in DNA, mixed initial conditions following Ref. 42 were created. The 
purpose of this procedure was to treat the intramolecular modes of the molecules in the central 
region at a quantum mechanical level considering zero point vibrations, whereas low 
frequency intermolecular modes and environmental degrees of freedom were sampled by 
classical molecular dynamics (MD). Computations in DNA were performed on 
(dAdT)6·(dAdT)6 and (dGdC)6·(dGdC)6 duplexes embedded in a sphere of 3000 waters, 
neutralized with 22 K+ counterions. After creation of an initial structure using Packmol,43 
equilibration and sampling was performed by means of a classical molecular dynamics 
simulation using the Amber-9944 force field, as implemented in Tinker.45 Sampling was 
performed every 0.2 ps. In parallel, the samples of the ground state Wigner distribution for the 
individual nucleobases in vacuo were constructed. For each of the structures selected from the 
dynamics simulations, the two and four nucleobases, respectively, obtained from the samples 
of the Wigner distribution were inserted at their appropriate places into the DNA structure 
using a quaternion least squares fit, cf. Refs 46-48. Then a 1 ps MD run was performed in 
order to relax the environment according to the small changes induced by the Wigner sample, 
while the structures and positions of the inserted bases were kept fixed. Finally, the atomic 
positions of the last MD step was used to perform a QM/MM calculation on the vertical 
excitation energies. The inserted stacked dimer and tetramer, respectively, connected to the 
sugar/phosphate backbone using a link hydrogen atom techninque,49,50 constituted the QM 
region and the remaining atoms were included in the QM calculation by means of electrostatic 
embedding as point charges using their Amber99 values. The charge of the carbon atom 
forming the link atom on the MM side was set to zero, and in order to maintain the original 
neutral charge of the overall system, the excess charge (i.e. the sum of the deleted charge of 
the MM-link atom and the partial charge corresponding to the atoms in the QM region) were 
equally distributed onto the three atoms bonded to the MM-link atom (cf. Ref. 51). 
The spectra simulation was performed using the program system Newton-X.41,52 300-500 
distinct molecular geometries and environmental configurations were chosen. A 
phenomenological broadening of 0.05 eV was applied. Resulting distributions were 
normalized to put the different calculations on the same scale. For dimers ten excited states 
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were computed, for tetramers twenty. The spectra were constructed considering vertical 
excitation energies and oscillator strengths at the displaced structures. In addition, a density of 
transitions (DOT) was computed. In this case, the same methodology as for the spectra, only 
with a formal unit oscillator strength, was used. For plotting, the density of transition was 
rescaled in order to have the same total area as the spectrum. 
An automated analysis of the excited states was performed according to a recently 
developed scheme of analyzing the one-electron transition density matrix53 using previous 
work by Tretiak54 and Luzanov.55 This method provides well defined descriptors for 
properties like the position, delocalization and charge transfer character of the wave function 
even in difficult cases (e.g. delocalized orbitals, many contributing configurations). First, 
charge transfer numbers for an excited state α are computed 
ߗ஺஻஑ ൌ 12෍൫۲
଴஑,ሾ୅୓ሿ܁ሾ୅୓ሿ൯௔௕
௔∈஺௕∈஻
൫܁ሾ୅୓ሿ۲଴஑,ሾ୅୓ሿ൯௔௕ (1)   
from the transition density matrix between this state and the ground state ۲଴ఈ,ሾ୅୓ሿ and the 
overlap matrix ܁ሾ୅୓ሿ, both expressed in the atomic orbital (AO) basis. The summations go 
over the basis functions on fragments A and B, respectively. Using the charge transfer 
numbers, the position of the exciton in the dimer or tetramer can be defined as 
ܱܲܵ஑ ൌ ∑ ܣ∑ ሺߗ஺஻
஑ ൅ ߗ஻஺஑ ሻ஻஺
2ߗఈ
(2)   
where the summation indices A and B go over the two or four molecules of the QM region 
and the symbol Ωα is used to represent the normalization factor 
ߗ஑ ൌ෍ߗ஺஻஑
஺,஻
(3)   
For a state α localized only on one fragment C, i.e. ߗ஼஼஑ ൌ ߗ஑ and all other elements of the Ωα matrix are vanishing, it follows that POSα = C. For states that are distributed over several 
fragments, the POSα value corresponds to the weighted average of the indices of theses 
fragments. The excitonic delocalization may be defined as a participation ratio expression 
ܴܲ஑ ൌ ሺߗ
஑ሻଶ
2 ቆ
1
∑ ሺ∑ ߗ஺஻஑஻ ሻଶ஺ ൅
1
∑ ሺ∑ ߗ஺஻஑஺ ሻଶ஻ ቇ
(4)   
States localized on only one fragment C (ߗ஼஼஑ ൌ ߗ஑) or charge transfer states between two 
fragments C and D (ߗ஼஽஑ ൌ ߗ஑, C ≠ D) exhibit PRα = 1. By contrast, for delocalized Frenkel 
excitonic states or charge resonance states, PRα > 1, according to the number of fragments 
involved. Finally the weight of charge transfer configurations is determined according to 
ܥܶఈ ൌ 1ߗఈ ෍ ߗ஺஻
ఈ
஺,஻
஻ஷ஺
(5)   
This measure is zero for localized or delocalized Frenkel excitonic states (all off-diagonal 
elements of Ωα are vanishing), whereas it is one for charge transfer or charge resonance states 
(all diagonal elements of Ωα are vanishing). For notational brevity the α superscript, 
designating the excited state, will be omitted in the following text whenever explicit reference 
to the state is not needed. 
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A decomposition of the spectra based on the PR and CT values was performed (see below). 
The thresholds were chosen to give a meaningful representation of the underlying distribution. 
PR < 1.5 is seen as fairly localized, whereas PR > 2.5 can be considered as a significantly 
delocalized state. As a threshold for CT states, CT > 0.5 was chosen, i.e. states that contained 
at least 50% CT character. 
Furthermore, to estimate excitonic couplings between neighboring molecules, a 
transformation based on the POS value was applied, in analogy to the use of fragment charge 
differences in charge transfer couplings.56,57 The model assumes that two adiabatic states ߖ௜ୟୢ 
and ߖ௝ୟୢ are obtained through a unitary transformation applied to two localized diabatic states, 
positioned on neighboring fragments k and k+1 
ቆߖ௜
ୟୢ
ߖ௝ୟୢቇ ൌ ܃ቆ
ߖ௞୪୭ୡ
ߖ௞ାଵ୪୭ୡ ቇ
(6)   
܃ ൌ ൬cosሺߟሻ െsinሺߟሻsinሺߟሻ cosሺߟሻ ൰ (7)   
The POS values of ߖ௞୪୭ୡ and ߖ௞ାଵ୪୭ୡ  are k and k+1, respectively, by definition. The values for 
the adiabatic states (POSi, POSj) are obtained by the transformation 
൬ܱܲܵ௜ ܱܲܵ௜௝ܱܲܵ௜௝ ܱܲܵ௝ ൰ ൌ ܃
ିଵ ቀ݇ 00 k ൅ 1ቁ܃ (8)   
which can be explicitly rewritten as 
2݇ ൅ 1 െ ܱܲܵ௜ ൌ ܱܲܵ௝ ൌ ݇ ൅ cosଶ ሺߟሻ (9)   
To apply this model for extracting diabatic couplings from the quantum chemical 
computations, it was first necessary to identify pairs of states ߖ௜ୟୢ and ߖ௝ୟୢ, which 
approximately satisfied the underlying assumption of the model. The condition for this was 
that the left side of equation Eq. (9) was satisfied for these states, as well as that these states 
had similar PR and CT values and orbital contributions to the electronic transition. Then Eq. 
(9) was applied to compute η and subsequently U. Then, the diabatic localized Hamiltonian 
Hloc was computed by transforming the diagonal matrix containing the adiabatic energies of 
the two states (Ei, Ej) 
۶୪୭ୡ ൌ ܃ ൬ܧ௜ 00 ܧ௝൰܃
ିଵ. (10)   
The excitonic coupling between the localized states Hif (i.e. the off-diagonal element of 
Hloc) is explicitely given as 
ܪ୧୤ ൌ cosሺߟሻsinሺߟሻ൫ܧ௜ െ ܧ௝൯ (11)   
Molecular visualization and graphical analysis were primarily performed with the 
PyMOL,58 VMD,59 and Jmol60 packages.  
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3. Results and discussion 
3.1 poly-(dAdT)·(dAdT) duplexes 
Figure 2 shows the computed spectra (solid lines) of AT and TATA stacked complexes in 
vacuo. In both cases a broad peak around 5.5 eV is found in the spectrum. The maximum is 
located at somewhat higher energies in the tetramer. For comparison, also the total density of 
transitions (dotted lines), i.e. the spectrum without weighting by the oscillator strengths, is 
shown to highlight the dark states. This second distribution is significantly broader, which 
means that there are hidden dark states both at lower and higher energies than the main 
contributions of the bright states. States with significant charge transfer character (CT > 0.5) 
only play a minor role in the absorption spectrum, which means that they cannot be directly 
excited by UV light. In the DOT charge transfer states are present in the range of 6.0 – 6.5 eV 
and a more detailed analysis shows that in the tetramer about 13% of the states considered 
exhibit CT > 0.5. However, these states are lying at energies above the first absorption 
maximum. In the dimer spectrum almost no delocalized states (PR > 1.5) are present. In the 
tetramer spectrum these account also for only about 15% of the states.  However, due to their 
larger oscillator strengths (i.e. the intensity of the PR > 1.5 contribution to the spectrum is 
significantly larger than the respective contribution to the density of transitions) they are 
responsible for almost half of the intensity at the absorption maximum. Larger oscillator 
strengths were to be expected, considering that according to Förster theory brighter states 
should interact stronger and should therefore also yield more delocalized excitons.  At the red 
and blue edges of the spectrum, the relative importance of delocalized states is significantly 
diminished. Furthermore, there are almost no excited states (<1%) with a delocalization over 
more than two and a half bases (PR > 2.5). 
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Figure 2. Decomposition of the absorption spectra (solid lines) and densities of transition 
(dotted lines) of an AT (a) and a TATA (b) nucleobase stack in vacuo. 
 
In Figure 3 the spectra of the AT and the TATA stacks embedded in the poly-
(dAdT)·(dAdT) duplex are shown. These spectra are redshifted by ~0.3-0.5 eV with respect to 
the complexes in vacuo, and again the tetramer spectrum is at somewhat higher energies than 
that of the dimer. Compared to the DOT shown in Figure 2, there are no low-energy dark 
states found now. This is probably due to the fact that nπ* transitions are blueshifted by 
hydrogen bonding and are now located in the energy range of the bright * states. The 
maximum of the tetramer QM/MM spectrum lies at 5.2 eV (240 nm). This is about 0.5 eV 
higher than the experimental maximum of the poly-(dAdT)·(dAdT) duplex.61 In Figure 3 also 
a second peak in the lower wave length UV range is visible, cf. Ref 61. This difference to the 
vacuum spectrum (Figure 2) relates to the fact that the high energy area is not completely 
sampled with the limited number of excited states considered here. Due to a different state 
ordering, apparently more high energy bright states are included in the QM/MM simulation, 
whereas in vacuo more dark states are present. To support this hypothesis, we have verified 
that the second peak emerges also in vacuo if more states are considered. However, since we 
wanted to concentrate on the first absorption band, the full sampling of the second band, 
which would also involve substantially higher computational cost, is not further pursued. 
Charge transfer states play a secondary role even in the spectra including the DNA 
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environment; they have lower oscillator strengths and are located at higher energies relative to 
the first absorption peak. In DNA delocalized states play a somewhat more important role as 
compared to the spectra in-vacuo. About 30% of the states show PR > 1.5 and because of 
their higher oscillator strengths, these amount to more than half of the intensity at the 
absorption maximum of the tetramer. In most cases considered, they extend over neighboring 
adenine and thymine bases, rather than second neighboring bases of the same kind. In other 
words: introducing a thymine spacer almost completely decouples the two adenine bases.62 
There are almost no states with PR > 2.5 (about 3%), which means that the majority of the 
excited states are at most delocalized between two bases. Figure 4 shows the distribution of 
the CT values in the spectrum of the embedded TATA stack. About 60% of the excited states 
considered exhibit CT < 0.1. Then, states with a strong mixing between locally excited and 
charge transfer contributions follow (i.e. the CT value is neither close to zero corresponding to 
only locally excited configurations nor close to one indicating a pure CT state), and about 
15% of the states exhibit significant charge separation (CT > 0.5). It should be noted that a 
simple Frenkel exciton model, neglecting charge transfer interactions, may be insufficient to 
describe these last 40% of the states. 
Figure 3. Decomposition of the QM/MM 
absorption spectra (solid lines) and densities 
of transition (dotted lines) of an AT (a) and a 
TATA (b) base stack embedded in a 
(dAdT)6·(dAdT)6 duplex. 
Figure 4. Distribution of CT values in the 
absorption spectrum of a TATA base stack 
embedded in a (dAdT)6·(dAdT)6 duplex. 
To get more insight into the character of the excited states, one representative configuration 
of the embedded TATA stack was analyzed in more detail (Table 1). Aside from the 
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excitation energies and oscillator strengths, the descriptors for position (POS), excitonic 
participation ratio (PR), and charge transfer character (CT) are given. The type of the excited 
state is assigned as well. The lowest excited state (S1) at this configuration is an nπ* state of 
the thymine at position three (T3). S2 and S3 amount to a pair of excitonic states formed of the 
ππ* state of the other thymine residue (T1) and the ππ* (the bright La) state of the adjacent 
adenine (A2). They are separated by a gap of 0.154 eV. Using Eq. (11), this amounts to an 
inter-chromophore coupling of about 0.065 eV. This large value is consistent with the 
substantial oscillator strength of S3 (0.242). The ππ* (Lb) state of A2 remains fairly isolated at 
S7. The two ππ* states of A4 couple with the ππ* state of T3 to form three delocalized 
excitonic states: S4, S5 and S9. Above 5.5 eV, two charge transfer states are present: S11 
(A2+T3-) and S13 (A4+T3-). Aside from the states mentioned, there is a large number of 
localized nπ* states. Furthermore, S18 and S19 form a pair of delocalized nπ* states, probably 
due to an accidental degeneracy, separated by 0.020 eV (with a coupling of about 0.009 eV). 
To estimate the effects of environment, the excited states of the isolated molecule at the same 
geometry were computed as well. Electronic states computed in DNA environment and in 
vacuo were related to each other based on the analysis of the electronic wavefunction, and 
wherever this was possible the energy of the corresponding isolated state (ΔESV,isol)  is given 
as well in Table 1. It can be observed that the DNA environment significantly destabilizes all 
the nπ* states (by about 0.4 eV). This strong shift is due to hydrogen bonding interactions and 
agrees well with previous experience.63-65 The ππ* states seem largely unaffected by 
environmental effects and no clear trend is present here. The vertical excitation energies of the 
charge transfer states are almost not affected here. However, it should be noted that they 
might be somewhat stabilized by an environmental model including the electronic response of 
the environment to the excitation, cf. Refs 21,25. 
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Table 1. Excitation energies (ΔE, eV), oscillator strengths (f), statistical descriptors, and type 
assignments at the ADC(2)/SV level for the first 20 excited states of a TATA base stack 
(designated T1, A2, T3, A4) embedded in a (dAdT)6·(dAdT)6 duplex solvated in water 
computed at one selected geometry.  
State ΔESV f POS PR CT type ΔESV,isola ΔESVPb
S1 4.679 0.001 2.99 1.04 0.03 n(T3)-π*(T3) 4.261 4.453 
S2 4.833 0.052 1.79 1.63 0.02 π(A2)-π*(A2) / π(T1)-π*(T1) 4.823c 4.604 
S3 4.986 0.242 1.29 1.63 0.02 π(T1)-π*(T1) / π(A2)-π*(A2) 5.242c 4.768 
S4 5.039 0.027 3.31 2.35 0.07 π(T3)-π*(T3) / π(A4)-π*(A4) 5.161c 4.824 
S5 5.095 0.029 3.69 1.63 0.04 π(A4)-π*(A4) / π(T3)-π*(T3) 5.044c 4.935 
S6 5.121 0.017 1.06 1.13 0.02 n(T1)-π*(T1) 4.718 4.925 
S7 5.150 0.033 2.11 1.42 0.05 π(A2)-π*(A2) 5.112c 4.981c 
S8 5.193 0.002 2.04 1.06 0.03 n(A2)-π*(A2) 4.752 5.118 
S9 5.265 0.283 3.73 1.60 0.04 π(A4)-π*(A4) / π(T3)-π*(T3) 5.317c 5.012c 
S10 5.330 0.029 3.98 1.04 0.02 n(A4)-π*(A4) 4.779 5.230 
S11 5.559 0.005 2.52 1.08 0.95 π(A2)-π*(T3) 5.581 5.208 
S12 5.583 0.000 3.00 1.04 0.03 n(T3)-π*(T3) 5.239 5.248 
S13 5.700 0.014 3.39 1.26 0.81 π(A4)-π*(T3) 5.665 5.388 
S14 5.937 0.010 1.04 1.06 0.06 n(T1)-π*(T1) 5.742 5.644 
S15 6.127 0.021 3.06 1.21 0.17 n(T3)-π*(T3)  5.742 
S16 6.175 0.022 4.00 1.01 0.01 n(A4)-π*(A4) 5.671  
S17 6.214 0.012 1.95 1.16 0.14 n(A2)-π*(A2) 5.898  
S18 6.248 0.005 2.33 1.83 0.08 n(A2)-π*(A2) / n(T3)-π*(T3) 5.812c  
S19 6.267 0.021 2.69 2.01 0.10 n(T3)-π*(T3) / n(A2)-π*(A2)   
S20 6.332 0.150 1.52 1.76 0.17 π(T1)-π*(T1) / π(A2)-π*(T1)   
a ADC(2)/SV excitation energy of the corresponding state in the isolated tetramer of the 
same geometry. 
b QM/MM excitation energy of the corresponding state at the ADC(2)/SVP level. 
c Only an approximate assignment was possible. 
Next, the reasons for spectral broadening in the poly-(dAdT)·(dAdT) duplex are examined. 
In particular the contributions of environmental fluctuations and intra- and intermolecular 
motions will be analyzed, and the effect of quantum mechanical zero-point vibrations will be 
highlighted. Initially, the first absorption band of a stack in vacuo with fixed intermolecular 
degrees of freedom (Figure 2) and the QM/MM simulation, where also interbase motions are 
considered (Figure 3) are compared. It can be seen that aside from the general overall shift, 
the peak shapes are very similar. This already suggests that intramolecular motions are the 
decisive factor in spectral broadening, whereas both interbase motions and environmental 
motions play only a minor role in this context. To get a more detailed insight into this 
phenomenon, a spectrum of AT in DNA with frozen intramolecular degrees of freedom was 
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computed (Figure 5 (a)). This was achieved by replacing the adenine and thymine fragments 
of the QM part in each MD snapshot with the ground state equilibrium geometries of the 
adenine and thymine molecules. For each of these structures the electronic excitations were 
computed. In this way the computed spectrum included solvent and backbone rearrangements, 
as well as relative base-base movements, but no intramolecular motions of the bases. The 
resulting spectrum looks completely different as compared to the full simulation (Figure 3 
(a)). The broad peak is now split up into three well separated components, corresponding to 
the adenine ππ* (Lb), thymine ππ*, and adenine ππ* (La) states. The spectral broadening for 
these peaks is on the order of only about 0.1 eV. Next we examined the result obtained when 
only classical contributions to intramolecular motions are considered, i.e. the calculation of 
electronic excitations is directly performed at the configuration of the MD snapshot without 
considering the quantum mechanical zero point vibrations (Figure 5 (b)). In this case the state 
energies overlap again, forming one broad peak. However, the result is significantly different 
from the full simulation (Figure 3 (a)). The peak is blueshifted by about 0.5 eV, and 
additionally, its shape is completely different with a somewhat narrower peak and a broad 
plateau. In summary, we can conclude that intramolecular motions, resulting from quantum 
mechanical zero-point vibrations, are the dominant factor in determining the spectral shape, 
which is in line with the experimental observation that the spectrum of the duplex is very 
similar to the sum of its constituents.61 These vibrations should be active also after UV 
absorption, and the strong coupling to the excited states could lead to sub-picosecond 
excitation energy transfer between the bases as suggested from experimental 
investigations.11,15 
QM/MM excitation energies were also computed at the ADC(2) level using the SVP basis 
containing polarization functions. Respective ΔESVP values are given in the last column of 
Table 1. There is a general decrease of about 0.2 eV found for the SVP results in comparison 
to the SV data. But aside from that, the results are consistent, and in particular the state 
ordering is almost identical. Additionally, the QM/MM spectrum of the embedded AT stack 
(Figure 3, (a)) was recomputed at the ADC(2)/SVP level (Figure 6). The two figures agree 
well in all main features (peak positions, peak heights, and distribution into the different 
components); it is only found that the SVP spectrum is shifted to lower energies by about 0.1 
or 0.2 eV as observed for the calculation reported in Table 1. In summary it can be concluded 
that basis set effects should not play a large role in the general interpretation of the spectra 
except for the fact that excitation energies are overestimated by about 0.2 eV as compared to 
SVP and probably somewhat more as compared to the complete basis set limit. In this sense 
the shift of 0.5 eV with respect to the experimental absorption spectrum61 is probably to a 
large part due to basis set effects. 
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Figure 5. Decomposition of the QM/MM 
absorption spectra (solid lines) and densities 
of transition (dotted lines) of an AT base 
stack embedded in a (dAdT)6·(dAdT)6 
duplex with frozen intramolecular 
coordinates (a) and only consideration of the 
classical contributions to intramolecular 
motions (b). 
Figure 6. Decomposition of the QM/MM 
absorption spectrum (solid lines) and density 
of transition (dotted lines) of an AT base 
stack embedded in a (dAdT)6·(dAdT)6 
duplex, computed at the ADC(2)/SVP level. 
3.2 poly-(dGdC)·(dGdC) duplexes 
The spectra for the GC and the CGCG stacks in vacuo are shown in Figure 7. Compared to 
those for the adenine-thymine stacks, they are significantly broader. However, the 
decomposition of the spectra into their different contributions is similar to the corresponding 
ones of the adenine-thymine case. Charge transfer states (CT > 0.5) again play only a minor 
role (10% in the tetramer) and are located at higher energies. Just as in the TATA case only a 
small fraction of the excited states are delocalized, e.g. in the tetramer only about 13% of the 
excited states considered show PR > 1.5. Again, these have oscillator strengths somewhat 
higher than average, which can be seen from the fact that the spectrum lies above the 
normalized DOT, in accordance with Förster theory. However, as opposed to the TATA case 
the enhancement is not as strong and only about a third of the intensity at the absorption 
maximum is due to delocalized states. 
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Figure 7. Decomposition of the absorption spectra (solid lines) and densities of transition 
(dotted lines) of a GC (a) and a CGCG (b) base stack in vacuo. 
After embedding GC and CGCG, respectively, into the hydrated duplex, the shape of the 
absorption spectra is somewhat altered (Figure 8) and the spectra exhibit more pronounced 
peaks at the center of the band. In the tetramer spectrum the absorption maximum is located at 
about 5.4 eV (230 nm), which is ~0.5 eV above the experimental value.14 Charge transfer 
states play only a minor role and are located in the high energy part of the spectrum. States 
delocalized over two bases are more pronounced as compared to the spectra in vacuo: in the 
tetramer 37% of the excited states show PR > 1.5 (as opposed to 13% in vacuo). They peak at 
the absorption maximum, where they make up about half of the intensity. Again, there are 
almost no states (only about 4%) with three bases participating (PR > 2.5). At the red edge of 
the spectrum, the states are mostly localized on one base. The distribution of CT values of the 
embedded tetramer is presented in Figure 9. About 50% of the states show Frenkel excitonic 
character (CT < 0.1) and there are about 12% true charge transfer states (CT > 0.5). 
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Figure 8. Decomposition of the QM/MM 
absorption spectra (solid lines) and densities 
of transition (dotted lines)  of an GC (a) and a 
CGCG (b) base stack embedded in a 
(dGdC)6·(dGdC)6 duplex. 
Figure 9. Distribution of CT values in the 
absorption spectrum of a CGCG base stack 
stack embedded in a (dGdC)6·(dGdC)6 
duplex. 
A detailed analysis of the excited states at one representative configuration of the embedded 
CGCG stack is shown in Table 2. The four lowest excited states are formed from ππ* states 
on the four bases. The S1 and S2 excitations are located on the neighboring guanine G4 and 
cytosine C3 residues, respectively. S3 and S4 form a resonant pair on C1 and G2 separated by 
a gap of 0.072 eV, which according to Eq. (11) corresponds to a coupling of about 0.030 eV. 
The S5 and S10 states are nπ* states localized on the cytosine residues. S6, S7, S9, S13 form a 
set of four localized ππ* states on the four bases. The lowest lying charge transfer state (S8), 
in the direction from G2 to C3, is located at an excitation energy of 5.284 eV. S11 and S12 
comprise a set of weakly coupled (< 0.001 eV) nπ* states, which are delocalized due to the 
fact that their site energies are by chance nearly degenerate. Two localized states follow. S15 
and S16 again derive from a pair of nearly degenerate nπ* states, which are somewhat more 
strongly coupled (0.007 eV). S17 is the next charge transfer state, followed by three localized 
states. An excited state calculation was performed for the same geometry in vacuo as well. A 
direct relation to the states computed at QM/MM level was not always possible because 
different mixings between configurations were obtained. Wherever possible, this value is 
given in Table 2 (ΔESV,isol). Just like for TATA, it can be observed that the nπ* states are 
strongly destabilized by solvation and hydrogen bonding (by about 0.5 eV). In contrast, the 
ππ* states deviate in both directions and respective shifts are not quite as pronounced. The 
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charge transfer state (S8) was found at about the same energy in the isolated complex. To test 
for basis set effects, the QM/MM energies at the ADC(2)/SVP (ΔESVP) were computed (Table 
2). Again, there is a general quite consistent decrease of about 0.2 eV found for ΔESVP (last 
column) as opposed to those of the SV results (second column). 
Table 2. Excitation energies (ΔE, eV), oscillator strengths (f), statistical descriptors, and type 
assignments at the ADC(2)/SV level for the first 20 excited states of a CGCG base stack 
(designated C1, G2, C3, G4) embedded in a (dGdC)6·(dGdC)6 duplex solvated in water 
computed at one selected geometry. 
State ΔESV  f POS PR CT type ΔESV,isola ΔESVPb
S1 4.619 0.135 3.99 1.02 0.02 π(G4)-π*(G4) 4.579 4.479 
S2 4.719 0.019 2.96 1.14 0.12 π(C3)-π*(C3) 4.421 4.520 
S3 4.804 0.003 1.23 1.54 0.07 π(C1)-π*(C1) / π(G2)-π*(G2) 4.510c 4.642 
S4 4.876 0.121 1.81 1.68 0.06 π(G2)-π*(G2) / π(C1)-π*(C1) 4.913c 4.703 
S5 4.971 0.020 3.01 1.13 0.09 n(C3)-π*(C3)  4.781 
S6 5.167 0.227 3.92 1.17 0.03 π(G4)-π*(G4) 5.191c 4.932 
S7 5.269 0.178 1.06 1.11 0.07 π(C1)-π*(C1)  5.051 
S8 5.284 0.050 2.56 1.23 0.87 π(G2)-π*(C3) 5.343 4.980 
S9 5.358 0.080 3.04 1.24 0.14 π(C3)-π*(C3)  5.078 
S10 5.475 0.008 1.05 1.08 0.05 n(C1)-π*(C1) 5.107 5.246 
S11 5.553 0.005 3.69 1.68 0.02 n(G4)-π*(G4) / n(C3)-π*(C3) 4.830c 5.350c 
S12 5.554 0.014 3.20 1.61 0.04 n(C3)-π*(C3) / n(G4)-π*(G4)  5.288c 
S13 5.558 0.184 2.09 1.47 0.08 π(G2)-π*(G2) 5.514c 5.293 
S14 5.661 0.029 2.98 1.12 0.07 n(C3)-π*(C3) 5.070 5.455 
S15 5.676 0.012 1.18 1.41 0.05 n(C1)-π*(C1) / n(G2)-π*(G2) 4.918c 5.506 
S16 5.693 0.002 1.82 1.51 0.07 n(G2)-π*(G2) / n(C1)-π*(C1) 5.185c 5.483 
S17 5.784 0.002 3.44 1.15 0.89 π(G4)-π*(C3)  5.526 
S18 5.824 0.423 1.10 1.19 0.08 π(C1)-π*(C1)  5.602 
S19 5.921 0.073 1.06 1.10 0.08 π(C1)-π*(C1)  5.739 
S20 6.025 0.327 3.00 1.23 0.13 π(C3)-π*(C3)   
a ADC(2)/SV excitation energy of the corresponding state in the isolated tetramer of the 
same geometry. 
b QM/MM excitation energy of the corresponding state at the ADC(2)/SVP level. 
c Only an approximate assignment was possible. 
3.3 Excitonic delocalization and charge transfer 
A major outcome of our study based on sampling of intra- and intermolecular vibrational 
modes is that in alternating duplexes excited states are mostly localized between two 
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neighboring bases. Previous estimates based on experiments and parameterized exciton 
models range from two or three12,20,22,23 to six or eight16,18 monomer units. Our calculations 
show quite conclusively that the lower end of this range is more realistic. The hypothesis of 
rather localized states is also in agreement with the observation that excited state lifetimes are 
nearly independent of the helix conformation and the base-pairing motif in d(GC)9·d(GC)9.66 
Evidence for sub picosecond energy transfer, which has been obtained from fluorescence 
anisotropy studies, was seen as indication for strongly delocalized states.15 However, the 
strong coupling between the electronic state energies and intramolecular motions (as seen in 
Figure 5) indicates that energy transfer is not a purely electronic process but strongly 
correlated to intramolecular vibrations, which operate on just that ultrafast time scale.  
The computation of charge transfer states is a challenge with any computational strategy. 
Particular problems are the failure of standard TDDFT functionals and the necessity for a high 
level description of environmental polarization, cf. Ref 29. An initial TDDFT study of poly-
dA placed charge transfer states well below the localized and Frenkel excitonic states.24 
However, this behavior was later attributed to the insufficiency of PBE0 in describing charge 
transfer states, and subsequent TDDFT,20,25 complete active space perturbation-theory to 
second order (CASPT2)17 and RI-CC226 studies found charge transfer states at about the same 
energy as the lowest ππ* transitions or somewhat higher, in accordance with our current 
investigations. It is interesting to note that the relative position of the charge transfer states is 
found to be quite independent of the model used in our calculations (vacuum or QM/MM, 
dimer or tetramer). Thus, Coulomb effects of the DNA environment and in particular the extra 
degree of dynamic polarizability, present through the additional bases in the tetramer, does 
not significantly alter the energy of the charge transfer states. To estimate the magnitude of 
stabilization of the CT states due to electronic polarization not explicitly included in our force 
field, one could consider results reported from calculations using a polarizable continuum 
model (PCM). In linear-response PCM calculations for water and other solvents only small 
redshifts (0.1-0.2 eV) were obtained.26 A somewhat larger value was reported when using 
state-specific PCM in aqueous solution, where an additional stabilization energy of 0.5 eV, 
resulting from the state-specific solvation, was computed.21,25 However, for partially charge 
separated states as they occur in the present investigations (cf. Figure 4 and Figure 9) and 
considering the fact that the dielectric constant of water is certainly an upper limit for the 
local dielectric constant in DNA, the actual shift may well be smaller even though a 
conclusive answer is still to be found. Whereas charge transfer states thus appear to be located 
at higher energies in the Franck-Condon region, they may well be stabilized in the dynamical 
processes after photoexcitation, e.g. through interbase motions67 or solvent reorganization. 
The strong mixing between Frenkel and CT states, which can be deduced from the fact that 
there is a wide range of such mixed states (0.1 < CT < 0.9  in Figure 4 and Figure 9; and Ref. 
21), could provide a direct route from bright states into trapped charge transfer states by 
dynamical charge separation.28,67 
4. Conclusions 
Extended atomistic simulations of the UV absorption spectrum of (dAdT)6·(dAdT)6 and 
(dGdC)6·(dGdC)6 alternating duplexes, respectively, have been performed using a QM/MM 
scheme with an extended QM part including four stacked nucleobases in the central region of 
the duplex. As quantum chemical method the RI-ADC(2) method has been chosen which is 
free of artifacts concerning charge transfer states and is supposed to provide within the 
possibilities of computational methods available for the relatively large molecular systems 
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encountered here a balanced description of these states in comparison to locally excited and 
delocalized excitonic states. 
Based on these calculations our main conclusions about the properties of the absorbing 
states in alternating duplexes are 
 In the majority of the cases, the excited states are either localized on one or two 
nucleobases. The computed distribution of delocalized states is peaking at the 
absorption maximum. 
 In the Franck-Condon region, i.e. the configurational space immediately accessed 
after UV absorption, charge transfer states are located in the higher energy range of 
the spectrum somewhat above the major portion of the energy distribution of the 
bright states. 
 There is a significant coupling between locally excited and charge separated states, 
yielding a large number of states of partial CT character. This could provide a route 
to dynamical charge separation and excimer formation. 
 Spectral broadening leading to one broad peak is largely caused by intramolecular 
vibrations. In other words: there is a strong electron-phonon coupling between 
intramolecular vibrations and excited state energies. This suggests that even the first 
ultrafast processes are coupled to nuclear vibrations and no purely electronic 
dynamics is present. 
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170 CHAPTER 3. RESULTS
Chapter 4
Conclusions
This study was concerned with the quantum mechanical simulation of electronic
defects in DNA. Special challenges in the context of the chosen topic were com-
plex open-shell electronic wavefunctions, non-adiabatic interactions between elec-
tronic and nuclear degrees of freedom, and the description of environmental effects.
Both, method development targeting these points and applied simulations were
performed.
Non-adiabatic effects can usually be treated efficiently by the surface hopping
approach. However, it was observed that the standard approach of considering
non-adiabatic coupling vectors fails in the case of weakly interacting chromophores
owing to highly peaked interactions. To overcome this problem a locally diabatic
approach for propagating the electronic wavefunction was implemented and tested,
showing impressive stability (Section 3.4). Furthermore, it was highlighted that a
simple manual analysis of excited states may not be suitable for systems containing
several coupled chromophores. Such an analysis would not only be cumbersome
but significant information may be lost if partially delocalized orbitals are not
considered correctly. For this purpose an analysis strategy based on the one-
particle transition density matrix was devised, tested and applied to a number of
interesting molecules (Section 3.6). Furthermore, significant development effort
was devoted to electronic energy gradients and non-adiabatic couplings at the
SA-MCSCF level (Section 3.2). Finally, connections between direct dynamics of
charge transfer and Marcus theory were made as far as both non-adiabatic effects
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(Section 3.3) and the description of the solvent were concerned (Section 3.5) and
good agreement was found.
Based on the method development and evaluation described above, larger systems
of immediate interest were considered. First, excimer formation in the pi-stacked
naphthalene dimer was examined at the ADC(2) level (Section 3.6). It was ob-
served that the strong stabilization of the excimer goes along with mixing between
locally excited and CT configurations, ultimately leading to a homogeneous ex-
cited state extended over the whole system. This suggests that excimer formation
is not induced either by pure excitonic or CT interactions but by a coherent inter-
action, which might even be associated with chemical bonding. In this context it
is of special interest, whether these considerations are also relevant for pi-stacked
DNA bases and whether they may even shed new light on excimer states or on
photoproduct formation. As a second system the hydrogen bonded 2-pyridone
dimer, a model for hydrogen bonded DNA base pairs, was considered and surface
hopping dynamics at the TDDFT/BHLYP level were performed (Section 3.4). In
this case an interesting interplay between energy transfer and a possible proton-
coupled electron transfer (PCET) were observed. In the latter case the importance
of non-adiabatic effects related to the electron transfer could be highlighted, re-
ducing the PCET efficiency as compared to the simple adiabatic picture. Finally,
realistic simulations of the UV absorption spectrum of alternating DNA duplexes
were performed, using a QM/MM methodology with extensive sampling of intra-
and intermolecular coordinates (Section 3.7). These simulations gave new insight
into questions that were discussed intensively in literature, with our main results
about the UV absorbing excited states being: they are rather localized, CT states
are high in energy, but these may couple to the locally excited states, and spectral
broadening is induced mostly by intramolecular vibrations.
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