We prove that the perpetual American put option price of an exponential Lévy process whose jumps come from a compound Poisson process is the classical solution of its associated quasi-variational inequality, that it is C 2 except at the stopping boundary and that it is C 1 everywhere (i.e. the smooth pasting condition always holds). We prove this fact by constructing a sequence of functions, each of which is a value function of an optimal stopping problem for a diffusion. This sequence, which converges to the value function of the American put option for jump diffusions, is constructed sequentially using a functional operator that maps a certain class of convex functions to smooth functions satisfying some quasi-variational inequalities. This sequence converges to the value function of the American put option uniformly and exponentially fast, therefore it provides a good approximation scheme. In fact, the value of the American put option is the fixed point of the functional operator we use. *
Introduction
Let (Ω, F, P) be a complete probability space hosting a Wiener process W = {W t ; t ≥ 0} and a Poisson random measure on R + × R + with mean measure λν(dx)dt (in which ν is a probability measure on R + ) independent of the Wiener process. We will consider a Markov process X = {X t ; t ≥ 0} of the form dX t = µ(X t )dt + σ(X t )dW t + X t− R + (z − 1)N (dt, dz),
(1.1) in which the drift and the volatility coefficients are given by µ(x) = µx, σ(x) = σx x ≥ 0, for some µ, σ ∈ R + , (1.2)
In the context of the American option pricing problem, we will take µ = r + λ − λξ, in which ξ = R + xv(dx) < ∞ (a standing assumption) so that X is the price of a security and the dynamics in (1.1) are stated under a risk neutral measure.
The value function of the perpetual American put option pricing problem is
in which h(x) = (K − x) + and S is the set of stopping times of the filtration generated by the Wiener process W and the random measure N .
We will show that V is the classical solution of the associated quasi-variational inequality, and that the hitting time of the interval (0, l ∞ ) is optimal for some l ∞ ∈ (0, K). Moreover, the value function is in C 1 ((0, ∞)) ∩ C 2 ((0, ∞) − {l ∞ }) (the smooth pasting condition holds at l ∞ ). We will prove these results by observing that V in fact is the limit of a sequence of value functions of optimal stopping problems corresponding to the geometric Brownian motion. Since this sequence converges to V exponentially fast, and the optimal stopping problems for geometric Brownian motion are easier to solve, this will provide an algorithm whose accuracy versus speed characteristics can be controlled. We will in fact prove that V is the fixed point of a functional operator that maps a certain class of convex functions to a class of smooth functions that are classical solutions of quasi-variational inequalities.
Recently, Mordecki (2002) developed a representation result for the price of the perpetual put American option on exponential Lévy processes in terms of the infimum of the Lévy process at an independent exponential time using the fluctuation theory for Lévy Processes. This was generalized to other reward functions by Mordecki and Salminen (2006) using a representation they developed for the value function of the optimal stopping problem for a Hunt process in terms of an integral of its Green function with respect to a Radon measure, see their Theorem 3.1. This theorem is a very general verification lemma: if one can find function satisfying the weak assumptions of this theorem, then that function is the value function of the optimal stopping problem. This theorem was then used to study smooth pasting principle (whether the value function is C 1 at the stopping boundary) in Example 5.3. It was proved that the value function of the optimal stopping problem of an exponential Lévy process with exponential jumps is smooth everywhere except the stopping boundary when the reward function is max{0, x γ }. The approach in Example 5.3 relies on being able to determine the Green function of the underlying process explicitly, which is in turn used to determine the Radon measure in the integral representation. This task may be difficult when the jumps come from other distributions. Alili and Kyprianou (2005) , on the other hand, analyzed when smooth pasting principle is satisfied for the American put option pricing problem for exponential Lévy processes using the result of Mordecki (2002) . Our proof can be considered as an alternative proof to theirs because we do not rely on the fluctuation theory of Lévy processes and simply use results from classical diffusion theory (see e.g. Karlin and Taylor (1981) , Borodin and Salminen (2002) and Alvarez (2003) ) by transforming the original problem for an exponential Lévy process into a sequence optimal stopping problems for a diffusion using a suitable functional operator. Also, we prove that the value function is the classical solution of the corresponding quasi-variational inequality, which is not carried out in Alili and Kyprianou (2005) or in Mordecki (2002) . The presentation in the paper assumes that the jumps come from a compound Poisson process, which is a little bit restrictive. But after going through the details one might note that it is possible to consider Markov processes other than Lévy processes using our approach (e.g. we can take µ(x) = ax + b and σ(x) = cx + d). An inspection of our proof reveals that our main result, Thm 2.1 (the fact that the value function of the perpetual American put option is the classical solution of the corresponding quasi-variational inequalities) holds even for the finite horizon case. Moreover, the approximating sequence of functions we construct converges to the value function exponentially fast, which lends itself to an accurate numerical implementation.
We will tackle the optimal stopping problem by defining a sequence of functions (each of which corresponds to an optimal stopping time) iteratively using a certain functional operator and show that this sequence converges to the value function (or that the value function is the fixed point of this operator) and that the functional operator maps a certain class of convex functions to a certain class of smooth functions with the right properties. Since it may not be clear to the reader how one would conceive this particular sequence or the functional operator, here, we would like to give an intuitive explanation: A very natural sequence that comes to mind is the optimal stopping problems with time horizons equal to the jump times of the Lévy process. For e.g. the first function in this sequence is the value function of the optimal stopping problem when the decision horizon is the first jump time of the Lévy process, whereas the second function corresponds to the value function of an optimal stopping problem whose investment horizon is the second jump time. Strong Markov property suggest that one can write the second function in terms of the first one (a Dynamic Programming Principle). When one does so she can come up with the functional operator that we use for the iteration. The sequential approximation technique that we use to prove our result was also one of the main tools in solving optimal stopping problems associated with quickest detection problems in , Bayraktar and Sezer (2006) and Dayanik and Sezer (2006) . The optimal stopping problems in , Bayraktar and Sezer (2006) were for a multi-dimensional piece-wise deterministic Markov process driven by the same point process and the one in Dayanik and Sezer (2006) was for a particular jump diffusion process. This technique treats the piece-wise deterministic processes and jump diffusion processes in the same way. Therefore, using the sequential approximation technique one find out whether by adding an independent Brownian motion to the state process, which is initially a piece-wise deterministic Markov process, one can smooth out the value function at the boundary between the optimal stopping and continuation regions (and see when the folklore holds).
Surprisingly, the value function of the American put option for an exponential Lévy process was never represented as a limit of a sequence of optimal stopping problems for a diffusion (by taking the horizon of the problem to be the times of jumps of the Lévy process), which is a natural representation. The purpose of this note is to illustrate how this natural technique that was recently used in solving quickest detection problems can be used to solve a well-know problem in Mathematical Finance. Other, somewhat similar, approximation techniques were used to solve optimal stopping problems for diffusions (not jump diffusions), see e.g. Alvarez (2004b) for perpetual optimal stopping problems with non-smooth pay-off functions, and Carr (1998) and Bouchard et al. (2005) for finite time horizon American put option pricing problems.
The next section prepares the proof of our main result Theorem 2.1. Here is the outline of our presentation: First, we will introduce a functional operator J, and define a sequence of convex functions (v n (·)) n≥0 successively using J. Second, we will analyze the properties of this sequence of functions and its limit v ∞ (·). This turns out to be a fixed point of J. Then we will introduce a family of functional operators (R l ) l∈R , study the properties of such operators, and obtain explicit representations for them. The explicit representation of R l implies that R l f (·) satisfies a quasivariational inequality for any positive function f (·). Next, we will show that R l f (·) = Jf (·), for a unique l = l[f ], when f is in certain class of convex functions (which includes v n (·), 0 ≤ n ≤ ∞).
Our main result will follow from observing that v ∞ (·) = Jv ∞ (·) = R l[v∞] v ∞ (·).
The Main Result (Theorem 2.1) and its Proof
We will prepare the proof of our main result, Theorem 2.1, in a sequence of lemmata and corollaries. We need to introduce some notation first. Let us define an operator J through its action on a test function f as the value function of the following optimal stopping problem
is the first jump time of X. Since σ 1 is independent of the Brownian motion W ,
5)
whose infinitesimal is given by
(2.6)
Let us denote the increasing and decreasing fundamental solution of the ordinary second order differential equation (Au)(·) − (r + λ)u(·) = 0 by ψ(·) and ϕ(·) respectively. Let us denote the Wronskian of these functions by W (·) := ψ ′ (·)ϕ(·) − ψ(·)ϕ ′ (·).
(2.7)
For the geometric Brownian motion Borodin and Salminen (2002) , p. 132.
The next lemma shows that the operator J in (2.3) preserves boundedness.
Lemma 2.1 Let f : R + → R + be a bounded function. Then Jf is also bounded. In fact,
Proof: The proof follows directly from (2.3).
Let us define a sequence of functions by v 0 (·) = h(·), v n+1 = Jv n (·), n ≥ 0.
(2.10)
This sequence of functions is a bounded sequence as the next lemma shows.
Corollary 2.1 Let (v n ) n≥0 be as in (2.10). For all n ≥ 0,
(2.11)
Proof: The first inequality follows since it may not be optimal to stop immediately. Let us prove the second inequality using an induction argument: Observe that v 0 (·) = h(·) satisfies (2.11). Assume (2.11) holds for n = n and let us show that it holds for n=n+1. Then using
The operator J in (2.3) preserves order, i.e. whenever for any w 1 , w 2 : R + → R + satisfy f 1 (·) ≤ f 2 (·), then Jf 1 (·) ≤ Jf 2 (·). The operator J also preserves convexity, i.e., if f : R + → R + is a convex function, then so is Jf (·).
Proof: The fact that J preserves order is evident from (2.3). Note that if f (·) is convex, so is Sf (·). Because of drift and volatility are linear functions, X 0 is linear in its initial condition. This implies that Sf (X 0 t ) is convex a convex function of the initial condition x for all t ≥ 0. Therefore, the integral in (2.3) is also convex in x. Since h(X τ ) is also convex in x and the upper envelope (supremum) of convex functions is convex the second statement in the lemma follows.
As a corollary of Lemma 2.2 we can state the following corollary, whose proof can be carried out by induction. The function v ∞ (·) is well defined as a result of (2.11) and Corollary 2.2. In fact, it is positive convex because it is the upper envelope of positive convex functions and it is bounded by the right-hand-side of (2.11).
We will study the functions (v n (·)) n≥0 and v ∞ (·) more closely, since their properties will be useful in proving our main result. Proof: Any convex function that is bounded from above is decreasing. 
(2.15) It follows from this observation and Corollary 2.3 that x → v n (x), for every n, and x → v ∞ (x), are continuous at x = 0. Since they are convex, these functions are continuous on [0, ∞).
Remark 2.4 The sequence of functions (v n (·)) n≥0 and its limit v ∞ satisfy (2.16) in which the function D + f (·), is the right derivative of the function f (·). This follows from the facts that
for all x ≥ 0, n ≥ 0, and that the functions v n (·), n ≥ 0, and v ∞ (·), are convex.
(2.17) in which last line follows by applying the monotone convergence theorem twice. If w : R + → R + is another function satisfying w(·) = Jw(·), then w(·) = Jw(·) ≥ h(·) = v 0 (·). An induction argument yields that w ≥ v n (·), for all n ≥ 0, from which the result follows.
Lemma 2.4 The sequence {v n (·)} n≥0 converges uniformly to v ∞ (·). In fact, the rate of convergence is exponential:
(2.18)
Proof: The first inequality follows from the definition of v ∞ (·). The second inequality can be proved by induction. The inequality holds when we set n = 0 by Remark 2.3. Assume that the inequality holds for n = n > 0. Then
(2.19)
In the next lemma, we will introduce a family of operators whose members map positive functions to solutions of quasi-variational inequalities.
Lemma 2.5 For any l ∈ (0, K), let us introduce the operator R l through its action on a continuous test function f :
Then
21)
and R l (x) = h(x), for x ≤ l.
Proof: Let us define 22) in which τ r := inf{t ≥ 0 : X 0 t ≥ r}. This expression satisfies the second-order ordinary differential equation Au(x) − (r + λ)u(x) + λSf (x) = 0 with boundary conditions u(l) = h(l) and u(r) = h(r) and therefore can be written as
(2.23) see e.g. Karlin and Taylor (1981) pages 191-204 and Alvarez (2004a) page 272. Since τ l ∧τ r ↑ τ l as r → ∞ applying monotone and bounded convergence theorems to (2.22) gives R l,r (x) → R l (x), as r → ∞, for all x ≥ 0. Now taking the limit of (2.23) we obtain (2.21).
Lemma 2.6 Let R l f (·) be defined as in Lemma 2.5 and let f : R + → R + be a convex function Then R l f (x) > h(x), x > l.
Proof:
The fact that R l f (x) > h(x) = (K − x) + , x > l, is a direct consequence of the convexity of R l f (·).
Remark 2.5 For any l ∈ (0, K), the function R l f (·) is differentiable everywhere maybe except at l. The left derivative at l, (R l f ) ′ (l−) = h ′ (l). On the other hand, the right-derivative of R l f (·) at l is
(2.24)
The natural question to ask is whether we can find a point l ∈
25)
Since h(l) = 0 and h ′ (l) = 0 for l > K and the left-hand-side is strictly positive, if a solution exists, it has to be less than K. It follows from Lemma 3.1 in Alvarez (2004a) that Since h(x) = h ′ (x) = 0 for x > K, for any 0 ≤ f (·) ≤ K there exits a solution to (2.28) between
for some ε > 0. When we evaluate the left-hand-side of (2.29) using (2.8) we observe that it goes to −∞ as ε ↓ 0, therefore (2.29) does indeed have a solution.
Lemma 2.7 Let f be a convex function and let D + f (·) be the right-derivative of f (·). If D + f (·) ≥ −1 and f ∞ ≤ K, there exists a unique solution to 30) in which R l (f ) is as in (2.20).
We will denote the unique solution to (2.30) by l[f ].
(2.31)
Proof: Existence of a point l ∈ (0, K) satisfying (2.30) was pointed out in Remark 2.5. From the same Remark and especially (2.28), the uniqueness of the solution of (2.30) if we can show the following:
If for any x ∈ (0, K) λ · Sf (x) + F (x) = 0, then D + G ′ (x) < 0, (2.32) in which
Indeed if (2.32) is satisfied then G(·) is unimodal (and the maximum of G(·) is attained at either K or at a point x ∈ (0, K) satisfying (2.32). One should note that the right-derivative of G ′ , 
Since f is bounded and convex by assumption, it is decreasing. Therefore, D + f (x) ∈ [0, −1], and this in turn implies that
The equality can be proved using dominated convergence theorem, the inequality is from the assumption that D + f (x) ≥ −1. Now, using (2.35), it is easy to observe that (2.34) always holds when ξ > 1, since µ = r + λ − λξ.
We still need to prove the uniqueness when ξ ≤ 1. This uniqueness holds since in this case we have λSf (x) + F (x) < 0, x ∈ (0, K).
(2.36) and G(·) is unimodal and its maximum is attained at K. Indeed, (2.36) holds if
which is the case since µ = r + λ − λξ and ξ < 1.
Lemma 2.8 Given any convex function satisfying D + f (·) ≥ −1 and f ∞ ≤ K let us define Proof: Equation (2.41) is a consequence of Lemma 2.7. On the other hand the equalities in (2.39) and (2.40) can be proved using (2.21). The inequality in (2.39) follows from (A − (r + λ))(K − x) = (λ + r − µ)x − (λ + r)K < 0, x ≤ K.
(2.42)
The inequality in (2.40) is a consequence of Lemma 2.6.
Corollary 2.4 Let f (·) be a convex function satisfying on (0, ∞) satisfying D + f (·) ≥ −1 and f ∞ ≤ K. Then Jf (x) = Rf (x), x ≥ 0, (2.43)
in which Jf (·) is given by (2.3) and Rf (·) is given by (2.38).
Proof: This is a corollary of Lemma 2.8 and a classical verification lemma, which can be proved using Itô's lemma. Proof: Recall the definition of (v n (·)) n∈N and v ∞ (·) from (2.10) and (2.13) respectively. From the Remarks 2.3 and 2.4 we have that v n (·) ∞ ≤ K, and D + v n (·) ≥ −1, 0 ≤ n ≤ ∞.
(2.49) Therefore, applying Corollary we obtain v n+1 = Jv n (·) = Rv · and v ∞ (·) = Jv ∞ (·) = Rv ∞ (·). Now the assertion of the corollary follows from Lemma 2.8.
Remark 2.6 The sequence (l n ) n∈N , defined in (2.44), is a decreasing sequence and 0 < l n < K for all 0 ≤ n ≤ ∞.
Theorem 2.1 Let V (·) be the value function of the perpetual American option pricing problem in (1.3) and v ∞ (·) the function defined in (2.13). Then V (·) = v ∞ (·)
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in which l ∞ is defined as in (2.44). The value function, V (·), satisfies the quasi-variational inequalities (2.47) and (2.47).
