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Abstract
Consider the following framework of universal decoding suggested in [1]. Given a family of decoding metrics and random
coding distribution (prior), a single, universal, decoder is optimal if for any possible channel the average error probability
when using this decoder is better than the error probability attained by the best decoder in the family up to a subexponential
multiplicative factor. We describe a general universal decoder in this framework. The penalty for using this universal decoder
is computed. The universal metric is constructed as follows. For each metric, a canonical metric is defined and conditions for
the given prior to be normal are given. A sub-exponential set of canonical metrics of normal prior can be merged to a single
universal optimal metric. We provide an example where this decoder is optimal while the decoder of [1] is not.
I. INTRODUCTION
Metric based decoders are usually used to decode codes in digital communication. Typically, the metric tries to capture
the most likely codeword that was transmitted. When the channel over which the codeword was transmitted is known at the
receiver, the Maximum Likelihood (ML) decoder is used for optimal performance (in terms of block error rate). When the
channel is not known at the receiver, other solutions are required.
Usually another assumption is made, for example, the channel Wθ(y|x) belongs to some family of channels indexed by
θ ∈ Θ. The family of channels can have some measure defined over it (Bayesian approach), e.g., fading channel, or the channel
is one of several possible channels (deterministic approach), e.g., discrete memoryless channels (DMCs). The performance in
the first case can be measured over the channel realization, and in the latter per specific channel.
A universal decoding is optimal with respect to a given family of channels if the performance when using the universal
decoder is not worse (in the error exponent sense) than when the optimal decoder is used; specifically, the error exponent is
not smaller than that of the optimal decoder.
In [3], Goppa offered the maximum mutual information (MMI) decoder, which decides in favor of the codeword having the
maximum empirical mutual information with the channel output sequence. Other universal decoders have been suggested over
the years for ISI channels [4], [5], [6],Interference channels [7], finite state channels [8], [9], Individual channels [10], and
[11]. In [12], Feder and Lapidoth provide a fairly general construction of a universal decoder for a given class of channels.
Their construction has two key points. The first is the use of uniform random coding distribution (prior), which means that all
codewords have the same probability; this allows the use of the merged decoder. The second is the definition of a separable
family, which means that there is a countable set of channels that can be used as representative, in the sense that if the
performance of the universal decoder is good over these channels, then it would be good over the whole family of channels.
In [1] Merhav proposed another framework of universal decoding, namely, universality relative to a given set of decoding
metric over arbitrary channels, where optimality means that the performance of the universal decoder is not worse (in the error
exponent sense) than the performance when any other metric from the family is used. The decoder proposed by Merhav in [1]
uses an equivalent of “types” that is a set of input and output sequences of the channel for which the metrics of the family
provides the same value. The universal decoder that is based on ties in the metric, thus, does not seem to be the most general.
In this paper we generalize the construction in [1], which in some sense also generalizes Feder and Lapidoth‘s universal
decoder, [12]. The quantity pe,m,x,y, which is the error probability when using the metric m, given that x was transmitted and
y was received, is defined. This quantity plays an important role in the computation of the average error probability and can
be used to compare the performance between different metrics. Based on pe,m,x,y we will define, for a metric m, a “canonical
metric” m (x, y) = − log pe,m,x,y, which is equivalent to m. The canonical metrics (or the associated error probabilities pe,m,x,y)
serve, in turn, to define a universal decoder relative to a set of metrics, called the Generalized Minimum Error Test. We
derive the penalty of using this universal metric, and show when this metric is optimal (in the error exponent sense).
The definition of the canonical metric is related to the definition in [13] of empirical rate function. This rate function,
which is a function of the transmitted word x and the received word y, was defined in an attempt to remove the probabilistic
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assumption in communication and get a rate function that fits the individual sequences of input and output. Specifically, after
we introduce the notion of normal prior, we show that for every metric m over a normal prior there exists a “tight” empirical
rate function, i.e., the canonical metric, and m (x, y) ≈ log
(
P (x|y)
Q(x)
)
. Here ≈ means equal up to a sub-exponential factor and
P (x|y) is a probability distribution over X . A set of countable “tight” rate functions can be merged into a single universal
decoding metric that is optimal with respect to all the decoding metrics in the set. This is the generalization of the merged
decoder of [12].
II. NOTATION
This paper uses bold lower case letters (e.g., x) to denote a particular value of the corresponding random variable denoted
in capital letters (e.g., X). Calligraphic fonts (e.g., X ) represent a set. Throughout this paper log will be defined as base 2
unless otherwise indicated. Pr {A} will denote the probability of the event A. We will use the o notation. Specifically, o(n)
will be used to indicate a sequence of the form: n · λn where λn →
n→∞
0 and o(1) is a sequence that goes to 0. A sequence
of positive numbers χn is said to be subexponential if limn→∞ 1n log(χn) = 0. With the o notation this is just χn = 2o(n)
III. PRELIMINARIES
A rate-R blocklength-n, random code with prior Qn(x) is:
C =
{
x(1), x(2), ..., x(2nR)
}
⊂ Xn, (1)
where each codeword x(i) is drawn independently according to the distribution Qn(x). The encoder maps the input message
k, drawn uniformly over the set
{
1, ..., 2nR
}
, to the appropriate codeword, i.e., x(k). A decoding metric is a function
m : Xn ×Yn → R. The decoder associated with the decoding metric m is the function Dm : Yn →
{
1, ..., 2nR
}
defined by:
Dm(y) = iˆ = argmax1≤i≤2nR (m(x(i), y)) . (2)
Definition 1. The average error probability associated with the decoder Dm over the channel Wn(y|x) is denoted by
P¯e,m,W (R). The error probability captures the randomness in the codebook selection, the transmitted message, and the channel
output.
Remark 1. We will generally refer to a metric as a decoder where it would be understood that we refer to the decoder associated
with the given metric.
Remark 2. When the decoding metric m(x, y) = Wn(y|x), the error probability is minimized and the decoder is called the
Maximum Likelihood decoder. The mismatch case is when the metric is not matched to the channel and may result in
performance degradation.
Definition 2. For a family of decoding metrics:
Mn = {mθ(x, y) : θ ∈ Θn, x ∈ Xn, y ∈ Yn} . (3)
Denote:
P¯e,Mn,Wn (R) = min
θ∈Θn
P¯e,mθ,Wn (R) , (4)
the minimum error probability over the channel Wn(y|x) when the best metric matched for this channel is used.
Definition 3. A sequence of decoding metrics un, independent of θ, and their associated decoders is called universal. The
sequence of universal decoding metrics un (and their decoders) is optimal (in the error exponent sense) with respect to the
family Mn if:
lim
n→∞
1
n
log
(
P¯e,un,W (y|x) (R)
P¯e,Mn,W (y|x) (R)
)
≤ 0
for every channel W (y|x).
Consider a metric m (x, y). The pairwise error given that x was transmitted and y was received is given by:
pe,m,x,y = Qn(m(X, y) ≥ m(x, y)). (5)
The probability given by (5) is for a single (random) codeword X, to beat the transmitted word x given that the received
word was y. Notice that in case of a tie, we are assuming that an error has occurred.
The term pe,m,x,y can be used to compute the average error probability for any rate R as can be seen in the following
lemma.
Lemma 1.
1
2
≤
P¯e,m,W (R)
E (min (1, 2nR · pe,m,x,y))
≤ 1, (6)
where the expectation is with respect to Q(x)W (y|x).
This lemma is given in [1]. The upper bound follows from the union bound. The lower bound follows from a lemma proved
by Shulman in [14, Lemma A.2]; namely, that the union clipped to unity is tight up to factor 2 (for pairwise independent
events).
Definition 4. We say that the metric un dominates mn if for all x, y:
pe,un,x,y ≤ pe,mn,x,y · 2
n·λn (7)
with with λn →
n→∞
0.
The following lemma, which also appears in [1], follows from lemma (1):
Lemma 2.
P¯e,un,W (R) ≤ 2 · 2
n·λn · P¯e,mn,W (R) (8)
P¯e,un,W (R) ≤ 2 · P¯e,mn,W (R+ λn) . (9)
In particular, if metric un dominates mn then the average error exponent when using the metric un is not worse than using
the metric mn.
Obviously, an optimal universal decoding metric is a metric that dominates all the metrics in the family (3).
IV. THE GENERALIZED MINIMUM ERROR TEST
In this section we propose our universal decoder, the Generalized Minimum Error Test (GMET). The decoder estimates
the metric that minimizes the pairwise error probability.
Definition 5. For the given family of metrics (3), let:
2−n·Un(x,y) , min
θ∈Θn
pe,mθ,x,y. (10)
Un(x, y) is the GMET. Let:
Kn(Θn) , maxy
EQn(x)
(
2n·Un(X,y)
)
. (11)
Kn(Θn) is termed the redundancy associated with the decoder.
The performance degradation of the proposed universal decoder relative to any metric mθ(x, y) in the family can be measured
through the redundancy as demonstrated in the following Theorem.
Theorem 1. For any θ ∈ Θn
pe,Un,x,y ≤ pe,mθ,x,y ·Kn(Θn). (12)
In particular, if Kn(Θn) is sub-exponential then the universal decoder Un(x, y) is optimal.
Proof:
pe,Un,x,y = Qn (Un(X, y) ≥ Un(x, y))
= Qn
(
2n·Un(X,y) ≥ 2n·Un(x,y)
)
(a)
≤ EQn(x)
(
2n·Un(X,y)
)
· 2−n·Un(x,y)
(b)
≤ pe,mθ,x,y ·Kn(Θn)
where (a) follows from Markov’s inequality and (b) from the definition of Kn(Θn) (11) and Un(x, y) (10). If Kn(Θn) is
sub-exponential then Un(x, y) dominates every metric mθ . By Lemma 2 the universal decoder is optimal.
Theorem 1 provides a quite general construction of a universal decoder. However, bounding Kn(Θn) might not be an easy
task.
A. Conditions for universal decoding
Obviously, for a family of a single metric there must be a universal decoder, i.e., the same single metric or an equivalent
metric. By analyzing this simple case we get a core understanding of when the proposed GMET decoder is optimal.
Definition 6. For a given matric m(x, y) let:
m¯(x, y) , −
1
n
log (pe,m,x,y) . (13)
m¯(x, y) is called the canonical metric associated with m(x, y).
The canonical metric m¯, which is equivalent to the original metric m as it induces the same order of the candidate words,
is the proposed universal decoder for the family of a single metric m(x, y). The next definition captures the cases where this
universal metric is optimal in the sense of Theorem 1.
Definition 7.
1) The metric m(x, y) over the prior Qn(x) is normal if
EQn(x)
(
2n·m¯(X,y)
)
≤ 2n·λn (14)
uniformly over y, where λn →
n→∞
0.
2) The prior Qn(x) is normal if each metric over Qn(x) is normal (uniformly over all the metrics, i.e., the bound in (14)
is independent of the metric).
Normal metrics are exactly those metrics that might admit an optimal universal decoder.
The following lemma provides a sufficient condition for a given discrete prior Qn(x) to be normal. The condition is very
mild and easy to check.
Lemma 3. Let χn = − log
(
minx:Qn(x) 6=0Qn(x)
)
. If χn is sub-exponential, then Qn(x) is normal.
Proof: The proof is given in the appendix (Proposition 5) where we also introduce the concept of “rate function” and
relate it to the canonical metric.
B. The Merged decoder
If the family of metrics (3) is finite, we can ”merge” all the metrics and get a bound on Kn(Θn). If the family size grows
sub-exponentially over the normal prior, then the family admits a universal decoder.
Theorem 2. Suppose Qn(x) is normal and Θn is finite, then:
1) Kn(Θn) ≤ |Θn| · 2o(n)
2) If |Θn| grows sub-exponentially, then the family Θn admits an optimal universal decoder.
Proof: For each y:
EQn(x)
(
2n·Un(X,y)
)
= EQn(x)
(
1
minθ∈Θn pe,mθ,x,y
)
(a)
≤
∑
θ∈Θn
EQn(x)
(
1
pe,mθ,x,y
)
(b)
≤ |Θn| · 2
o(n)
(a) follows by taking max over all y and (b) from Theorem (1).
C. Approximation of the universal decoder
As noted also in [1], the proof actually gives conditions for a universal decoding metric to be optimal. Suppose that there
exists another universal metric U ′n(x, y) such that:
2−n·U
′
n(x,y) ≤ 2−n·Un(x,y)+o(n) (15)
and
EQn(x)
(
2n·U
′
n(x,y)
)
≤ 2o(n). (16)
Then it follows that:
pe,U ′n,x,y = Qn (U
′
n(X, y) ≥ U ′n(x, y))
(a)
≤ EQn(x)
(
2n·U
′
n(X,y)
)
· 2−n·U
′
n(x,y)
(b)
≤ 2o(n) · 2−n·Un(x,y)
(c)
≤ pe,mθ,x,y ·Kn(Θn) · 2
o(n)
where (a) follows from Markov’s inequality, (b) is the given conditions, and (c) is Theorem 1. In particular, if Kn(Θn) is
subexponential, then U ′n(X, y) is also optimal. Now,
pe,mθ,x,y = Q (mθ(X, y) ≥ mθ(x, y))
≥ Q (mθ(X, y) = mθ(x, y))
≥ Q (∀τ ∈ Θn,mτ (X, y) = mτ (x, y))
So there are several general approximations that might be used instead of the original proposed decoder, i.e.:
2−n·Un,1(x,y) = min
θ∈Θn
Q (mθ(X, y) = mθ(x, y)) . (17)
and
2−n·Un,2(x,y) = Q (∀τ ∈ Θn,mτ (X, y) = mτ (x, y)) , (18)
where in the definition of Un,2(x, y) we can avoid the minimization over θ as it is effectively done in the probability computation.
For each of these decoders the condition (16) should be checked and universality(optimal) of the approximation implies
universality of the GMET decoder, but not vice versa (c.f. example V-C). Notice that Un,2(x, y) is the decoder proposed by
Merhav in [1]. These approximations might be useful when computation of the exact GMET is hard and these approximation
are easier to calculate.
Remark 3. The decoder Un,2(x, y) has a nice property of being a “asymptotically tight rate function” (when it is optimal) in
the following sense: The use of the Markov’s inequality gives the upper bound on pe,Un,2,x,y:
pe,Un,2,x,y ≤ 2
−n·Un,2(x,y) · 2o(n).
However, for Un,2 it is also true that pe,Un,2,x,y ≥ 2−n·Un,2(x,y). To see this, recall from [1, Eq. (4),(5)]:
Tn(x|y) = {x′ ∈ Xn : ∀θ ∈ Θn,mθ(x′, y) = mθ(x, y)}
and
2−n·Un,2(x,y) = Qn (Tn(x|y)) .
Then:
pe,Un,2,x,y =
∑
x′:Un,2(x′,y)≥Un,2(x,y)
Qn(x
′)
≥
∑
x′:Un,2(x′,y)=Un,2(x,y)
Qn(x
′)
(a)
≥
∑
x′∈Tn(x|y)
Qn(x
′)
= Qn (Tn(x|y))
= 2−n·Un,2(x,y)
where (a) follows because Un,2(x, y) = Un,2(x′, y) for x′ ∈ Tn(x|y). Putting these together we have:
−
1
n
log
(
pe,Un,2,x,y
)
= Un,2(x, y) + o(1) (19)
So we see that the metric Un,2 is almost in the canonical form (up to a vanishing term), which means that we can use it to
evaluate the performance of the decoder (instead of using pe,Un,2,x,y). It is not apparent that Un in general has the “asymptotically
tight” property of Un,2. This means that Un(x, y) as a rate function provides only the lower bound on performance, and it
might be that the performance is better in the sense that − 1
n
log (pe,Un,x,y) might be larger than Un(x, y) by a non-vanishing
term.
V. EXAMPLES
A. Normal priors examples
Example 1. Let Qn(xn) be an i.i.d. probability distribution function, namely, Qn(xn) =
∏n
i=1Q(xi). Obviously,
min
x:Qn(xn) 6=0
Qn(x
n) =
(
min
x:Q(x) 6=0
Q(x)
)n
and
− log
(
min
x:Qn(xn) 6=0
Qn(x
n)
)
= n · log
(
min
x:Q(x) 6=0
Q(x)
)
,
which is subexponential (actually, linear in n).
Example 2. Let Qn(x) be uniform over some set Bn ⊂ Xn. If |X | is finite, then |Bn| ≤ |X |n and − log
(
|Bn|
−1
)
≤
− log (|X |−n) = n · log (|X |), which is subexponential. Hence, Qn(x) is normal.
B. DMC and Constant type metrics
It is instructive to validate the fact that the family of metrics for DMCs, and more generally, metrics that are constant on
types admits universal decoding over any normal prior. To see this notice that at first glance the metric family Θn is infinite,
but since only the order on the input space induced by the metric matters, there are only a finite number of metrics that the
minimum in (10) is achieved on. Moreover, the minimum in (10) occurs on some specific type and there is a polynomial
number of types, so the set of metrics that receives the minimum of each type dominates the minimization and we can merge
only a polynomial number of metrics to get the universal metric, which then follows to be optimal.
C. Finite state metrics
In this section we define a family of metrics that can be calculated using a finite state machine. This family was used in [8],
where it was proved that the code length of the conditional Lempel-Ziv algorithm can be used as a universal decoding metric
for finite state channels. For each n, let Sn be the state space with |Sn| states. A state machine is defined by the next state
function g : X ×Y ×Sn :→ Sn, and q : X ×Y ×Sn :→ R the output function. The first state is s0. The metric m(xn, yn) is
computed as follows: Let si = g(si−1, xi, yi) for i = 1...n, Then: m(xn, yn) =
∑n
i=1 q(si, xi, yi).
The number of next state functions is: |Sn||Sn|·|X |·|Y|. Once the next state is given, only the type (x, y and the state)
determines the metric value. In particular, the number of metrics that minimizes the pairwise error in (10) can be bounded
by Bn = |Sn||Sn|·|X |·|Y| · (n+ 1)|X |·|Y|·|Sn|. Let |Sn| = nα. It is easy to see that limn→∞ 1n log (Bn) = 0 for α < 1 and
limn→∞
1
n
log (Bn) > 0 for α ≥ 1, so when α < 1 this family admits an optimal universal decoder.
When |Sn| = n, i.e.α = 1, there exists a next state function such that the state in every different time is different, and
in particular, given the sent and received words, we can construct a metric that gives maximal value to these two words and
smaller metric value to other codewords. This means that the minimum in (10) is always Q(x) and our decoder choose the
codeword according to the a priori information, independently of y. Clearly, this decoder is useless and not optimal.
Notice that metrics of different “next state function” admits no ties in general. Thus the type based universal decoder of [1]
is not optimal, while our decoder, described above, is optimal for this family of finite state metrics with α < 1.
D. kth order Markov metrics
A kth order Markov metric is a special case of a finite state metric where the state contains the last k samples of x, y.
This class of metrics is interesting as it can be used to approximate several other interesting metrics, e.g., metrics of stationary
ergodic channels and finite state channels with hidden channel state. It is interesting to examine the possible Markov order (as
a function of n) that allows universal decoding. Denote the order by kn. The number of states is then |Sn| = (|X | · |Y|)kn .
Universal decoding is possible as long as |Sn| = nα, α < 1. Taking the log of both sides, we have: kn < log(n)log(|X |·|Y|) .
VI. SUMMARY AND CONCLUSIONS
A general universal decoder for a family of decoding metrics is described. This decoder generalizes several known universal
decoders. The decoder, termed Generalized Minimum Error Test, uses the minimum error principle. We would like to explore
the usability of the minimum error principle in other areas, including universal source coding with side information. Some
further research regarding the infinite (abstract) alphabet is needed. Also, extension of the results here to network cases and
to channels with feedback is also investigated in on-going research.
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APPENDIX A
RATE FUNCTIONS
In order to analyze the performance of a metric decoder, we would need somehow to “normalize” the metric in order to
remove its redundancy, i.e., the performance depends only on the order induced by the metric and not the specific value of
the metric. However, for rate function (which we will define here) the value of the metric provides a hint to the performance
of decoding with this metric. Throughout we will refer to a distribution Qn(x) as the prior and we’ll assume it to be fixed.
Through the whole treatment above, the output sequence y always held fixed.
Definition 8.
1) A function R : Xn → R ∪ {−∞} is called rate function over the prior Qn(x) if:
Pr {R(X) ≥ t} = Qn(R(X) ≥ t) ≤ 2−nt. (20)
2) The function R is an asymptotic rate function if there exists a sequence λn such that λn →
n→∞
0 and
Qn(R(X) ≥ t) ≤ 2−n(t−λn). (21)
3) Given any function R (not necessarily a rate function) define:
ΩR(x) = −
1
n
log (Qn(R(X) ≥ R(x))) . (22)
ΩR(x) is the canonical rate function associated with the order R.
Proposition 3.
(a) The function ΩR(x) preserves the order induced by R on x. That is, R(x1) ≤ R(x2) implies ΩR(x1) ≤ ΩR(x2). If
Qn(x2) > 0, then R(x1) < R(x2) implies ΩR(x1) < ΩR(x2).
(b) ΩR(x) is a rate function.
(c) For any rate function R and any x: R(x) ≤ ΩR(x).
Proof:
(a) Let f(t) = Qn(R(X) ≥ t). f(t) is a decreasing function. ΩR(x) = − 1n log(f(R(x))) and (a) follows.
(b) Notice that since ΩR(x) preserves the order in R, then Qn(ΩR(X) ≥ ΩR(x)) = Qn(R(X) ≥ R(x)) = 2−n·ΩR(x) and the
condition (20) is met with equality. For other t-s that are not equal to any ΩR(x) the condition can be easily verified by noting
that Qn(ΩR(X) ≥ t) = 2−n·ΩR(x) for some x such that t < ΩR(x).
(c) If R is a rate function then
2−n·ΩR(x) = Qn(ΩR(X) ≥ ΩR(x))
= Qn(R(X) ≥ R(x))
≤ 2−n·R(x).
Example 3. Let R(x) = 1
n
log
(
Pn(x)
Qn(x)
)
where Pn(x) is a probability distribution, then R is a rate function. To see this, notice
that by using Markov’s inequality
Qn(R(X) ≥ t) = Qn(2n·R(X) ≥ 2n·t)
≤ EQn(x)
(
2n·R(X)
)
· 2−n·t
= EQn(x)
(
Pn(x)
Qn(x)
)
· 2−n·t
=
∑
x
Qn(x) ·
Pn(x)
Qn(x)
· 2−n·t = 2−n·t.
Definition 9. We say that the function R : Xn → R ∪ {−∞} is an asymptotically tight rate function over the prior Qn(x)
if there exists a sequence λn such that λn →
n→∞
0 and
2−n(R(x)+λn) ≤ Qn(R(X) ≥ R(x)) ≤ 2−n(R(x)−λn). (23)
Notice that for any function R, ΩR(x) is a trivially asymptotically tight rate function (even not asymptotically). The following
proposition gives sufficient conditions for any function R to be an asymptotically tight rate function.
Proposition 4. For any function R we have:
2−n·ΩR(x) ≤ EQn(x)
(
2n·R(x)
)
· 2−n·R(x). (24)
In particular, if
2−n·(R(x)+λn) ≤ 2−n·ΩR(x) (25)
and
EQn(x)
(
2n·R(x)
)
≤ 2n·χn (26)
with λn, χn →
n→∞
0, then R is an asymptotically tight rate function and EQn(x)
(
2n·ΩR(X)
)
is also sub-exponential.
Proof: By Markov’s inequality:
2−n·ΩR(x) =Qn(R(X) ≥ R(x))
=Qn(2
n·R(X) ≥ 2n·R(x))
≤EQn(x)
(
2n·R(X)
)
· 2−n·R(x).
Combining this with (25), (26): 2−n·(R(x)+λn) ≤ 2−n·ΩR(x) ≤ 2−n·(R(x)−χn). In other words, R is asymptotically tight.
Observing that (25) implies that 2n·(R(x)+λn) ≥ 2n·ΩR(x), and taking EQn(x) (·) of that we get E
(
2n·ΩR(x)
)
≤ 2n·(χn+λn).
Recall from definition 7 that the prior Qn(x) is normal if EQn(x)
(
2n·ΩR(x)
)
is subexponential for all R(x). The following
proposition bounds EQn(x)
(
2n·R(x)
)
for any rate function R(x) and provides a condition on the prior Qn(x) being normal.
Proposition 5.
(a) Suppose that there exists some Bn that bounds the rate function R from above, i.e., Pr {nR(X) ≥ Bn} = 0. Then
EQn(x)
(
2nR(X)
)
≤ 1 + ln(2) · Bn. (27)
(b) If Xn is discrete, χn = − log
(
minx:Qn(x) 6=0Qn(x)
)
is a bound on any rate function. In particular, if χn is subexponential
then the prior Qn(x) is normal in the sense of definition 7.
Proof: (a) By [15, Lemma 5.5.1], for a non-negative R.V. Z it holds that E (Z) = ∫∞
0
Pr {Z ≥ z}dz.
E
(
2nR(X)
)
=
∫ ∞
0
Pr
{
2nR(X) ≥ t
}
dt
=
∫ ∞
0
Pr {nR(X) ≥ log(t)} dt
(1)
≤ 1 +
∫ 2Bn
1
Pr {nR(X) ≥ log(t)} dt
= 1 +
∫ 2Bn
1
Pr
{
R(X) ≥ log(t)
n
}
dt
(2)
≤ 1 +
∫ 2Bn
1
2−n·
log(t)
n dt
= 1 +
∫ 2Bn
1
dt
t
= 1 + ln(t)|2
Bn
1 = 1 + ln(2) · Bn.
Inequality (1) follows because Pr {·} ≤ 1 and Pr {nR(X) ≥ log(2Bn)} = 0 and (2) because R is a rate function.
(b) For any x with Qn(x) > 0 we have:
n · R(x) ≤ n · ΩR(x)
= − log (Qn(R(X) ≥ R(x)))
≤ − log (Qn(x))
≤ − log
(
min
x:Qn(x) 6=0
Qn(x)
)
.
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