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Introduction

Objectives
In this paper the association between variables is exploited via describing the mean regression function and its derivatives. No preassumption about the form of this function is made -the complexity of the model will be determined completely by the data. We will use a particular nonparametric smoothing technique -local polynomial regression. The reasons for this choice of smoothing method are ample: nice minimax properties, no need for boundary modifications, applicable for various design-situations, easy to interpret, to implement, and to adapt to estimating derivatives. All nonparametric smoothing techniques involve the choice of a smoothing parameter or bandwidth. It is well-known that the choice of the smoothing parameter is rather crucial in the performance of the estimation procedure.
Hence a very decisive question is how to choose this parameter.
The aim of this paper is to address this question when using local polynomial fitting for estimating the regression function and its derivatives. A bandwidth can be chosen to remain constant or to vary with the considered location point or with the data. Muller and Stadtmii1ler (1987) discussed the issue oflocal variable bandwidth for convolution type estimators for regression curves. Gasser, Kneip and Kohler (1991) , Sheather and Jones (1991) , Hall, Sheather, Jones and Marron (1991) and Brockmann et al. (1993) consider data-driven bandwidth selection rules based on "plug-in" techniques in a different setup.
See also Vieu (1991) and Ruppert, Sheather and Wand (1993) . For a survey on recent advancement of bandwidth selection see Jones, Marron and Sheather (1992) and references therein.
A constant bandwidth can be sufficient if the unknown curve is not to wiggly, i.e. has a high degree of smoothness. Such a bandwidth however fails to do a good job, when the unknown curve has a rather complicated structure. In order to capture the complexity of such a curve, a variable bandwidth is a necessity. This point will also be very clear from the examples we present at the end of this paper. Those include the examples discussed by Donoho and Johnstone (1992) , which they used to illustrate the performance of their Wavelets-packages. Here, we analyse these examples using our proposed methodology based on local polynomial approximations. The reasons for presenting these examples are twofold.
First of all, the theoretical curves are quite unsmooth or show many alterations, and are hence a good test for a newly proposed methodology. Secondly, it is interesting to compare the performance of both methods, wavelets and local polynomial fitting. It turns out that our results are at least comparable to wavelets techniques.
We will introduce a procedure which selects the, constant or variable (i.e. varying with the location point) bandwidth in a fully automatic way. The ideas for the developed procedure were inspired by the pioneering work on Generalized Cross-Validation by Wahba (1977) and Craven and Wahba (1979) , and are related to those in Miiller (1988) . The procedure relies on the ideal assess of bias and variance discussed in .
The proposed methodology is applicable when dealing with estimating the unknown regression function or any of its derivatives, as will be demonstrated. The method is based on a quantity called Extended Cross-Validation. The motivation and theoretical foundations for considering such a quantity rely on a thorough study of bias and variance (exact and approximated) of the estimators.
In organizing the paper, we opted for a presentation which highlights the main ideas leading to the proposed procedure. Details are left for secondary reading and are therefore collected in a last section. In the remainder of this section we give the notations involved with the local polynomial approximation method. The next section then introduces and motivates the Extended Cross-Validation quantity. Section 3 summarizes the ideal assessment of the bias and variance. The materials established in Sections 2 and 3 will serve as building blocks for the automatic bandwidth selection procedure described in Section 4. The performance of the proposed procedure is investigated extensively in Section 5. A large variety of testing examples is provided, which is meant to give the reader a clear and detailed picture of the strength of the methodology.
Local polynomial approximation
Let X and Y be two random variables whose relationship can be modeled as
Var(c-) = 1, where X and c-are independent. Of interest is to estimate the regression function m(x) = E(YIX = x) and its derivatives, based on (Xl, Y 1 ),-··, (X n , Y n ), a random sample from the population (X, Y) . We use local polynomial fitting as estimation method, since it has various nice features (see e.g. Stone (1977) , Fan (1992 Fan ( , 1993 , Fan and Gijbels (1992) , Ruppert and Wand (1992) and Fan et. al (1993) ). The papers by Cleveland (1979) and Cleveland and Devlin (1988) contain a variety of nice examples showing the performance of locally-weighted regression in various fields of application. The particular class of locallyweighted running-line smoothers were discussed in Hastie and Tibshirani (1986) .
If the (p + l)th derivative of m(x) at the point Xo exists, we approximate m(x) locally by a polynomial of order p:
for x in a neighborhood of xo. One then carries through a local polynomial regression 
where m = (m(X1),···, m(Xn))T, r = m -X/3, the residual of the local polynomial approximation, and
Extended Cross-Validation
We now introduce the Extended Cross-Validation quantity which will form one of the building blocks in the selection procedure.
Before introducing this quantity let us look at the theoretical optimal variable bandwidth which would be the ideal one to work with. The theoretical variable bandwidth for 
where Ix (-) is the marginal density "of X, i.e. the design density. Here we introduced thẽ~; notation a v for the (v+1)th diagonal element of the matrix S-lS* S-l, where S (respectively S*) is a (p+ 1) x (p+ 1) matrix whose (i,j)th element is Si+j-2 (respectively Vi+j-2), with -1(sP+b···,S2P+Il. See Ruppert and Wand (1992) and .
This approximated MSE is minimized at
This theoretical optimal bandwidth does depend on unknown quantities. Plug-in methods rely on estimating these quantities first and then substituting them into the expression.
Our goal is now to come up with a statistic for which the minimizer leads to an estimator for the theoretical optimal bandwidth. Such a statistic is provided by the Extended CrossValidation quantity which is based on the normalized weighted residual sum of squares:
with Y= (Y 1 ,···, Ynl =x/3. The Extended Cross-Validation (ECV) is defined as
where Vn,v is the (1/ + l)th diagonal element of the matrix S;lS~S;t, with Sn = XTWX
The intuition behind statistic (2.4) is as follows. When the local polynomial does not fit well, Le. the bandwidth h is too large, the bias is large and hence also the residual sum of squares u 2 (xo). When the bandwidth h is too small, the variance Vn,o tends to be larger.
So the ECV-quantity does 'protect' for both extreme choices.
The theoretical justification for the quantity ECV( xo; h) routes back to the following result, which will be proved in Section 6.
Theorem 1
Suppose that (12(x) Here, P-v must be odd. This is natural since the estimator with p -v even is inadmissible.
Remark that the adjusting constants adjp,v, appearing in this expression depend only on the kernel function J(, and hence can be calculated explicitly. As an illustration, we present in Table 1 below, these constants for the Epanechnikov and the Gaussian kernel.
The above relationship and Theorem 1 form the core of the theoretical motivation for the ECV-quantity. 
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(2.6) and obtain the" ECV bandwidth selector"
The integration in (2.6) has also a stabilizing effect on the variability of the ECV- 
Assess of bias and variance in local polynomial fitting
The bias and variance in (1.3) are not directly accessible, since they depend on the unknown quantities, the residual r and the diagonal matrix 2:. Good finite sample estimates of the bias and variance are desirable in order to open a gate to a bandwidth selection procedure with a good overall performance. The choice a = 4 guarantees that the proposed selection procedure will be y'n-consistent.
On the other hand, the choice a = 2 leads to a reduction of the computational efforts, while still having a selection rule which is not far from being y'n-consistent. This makes this latter case attractable from practical point of view. Throughout the rest of the paper we will put a = 2 for ease of presentation.
The variance in (1.3) can be approximated by (3.4) using the local homoscedasity. Substitution of (12(XO) by a natural estimator -e.g. a residual sum of squares -leads to the variance estimator (3.5) where &2(xO) is the weighted residual sum of squares from a (p +a)th order polynomial fit.
Now, the Mean Squared Error (MSE) of ,Bv(xo) = m(v)(xo)/v! is estimated by
where bp,v(xo) estimates the bias and is given by the (v+ l)th-element ofthe vector in (3.3).
The variance estimator Vp,v( xo) equals the (v+ l)th diagonal element of the matrix in (3.5).
This estimated MSE will serve as a second building block in the final bandwidth selection procedure.
Note that preliminary estimates ,Bp+!, ,Bp+2' ... ,,Bp+a, and 0-2( xo), based on a preliminary choice of h (to be specified in the next section via the ECV-criteria), are used to compute
MSEp,v(xo; h).
Implementation
The material established in Sections 2 and 3 enables us to develop an appealing methodology for selecting a constant or variable bandwidth. Suppose the interest is in estimating m(v)(xo)
by using a pth order polynomial. Usually p = v + 1 (see ). The selection rules for each type of bandwidth are presented below.
Bandwidth selection rules
Constant bandwidth
The proposed bandwidth selection rule reads as follows. Fit a polynomial of order p + 2, use IECV in (2.6) to select the optimal bandwidth for estimating !3p+! and obtain --2 the estimates !3p+!(xo), !3p+2(XO) and 0-(xo). Now find the bandwidth that minimizes the estimated Integrated Mean Squared Error: [c,d] and use this to fit a polynomial of order p. Throughout the paper we will refer to this particular "plug-in" bandwidth selector as "Refined bandwidth selector".
The above refinement of the previously described selection rule does lead to a considerable improvement, as evidenced by the examples in Section 5. See Figures 2 and 4 , ac. If, in a particular situation, the one-stage procedure -the ECV bandwidth selectorappears to be of sufficient performance, then one can stick to this since it is computationally less involved. However, computation times for the "ECV-procedure" as well as for the "Refined" (two-stage) procedure are very fast. Therefore, if computation is no issue, we recommend to use the Refined bandwidth selector since its performance is superior.
Remark that the proposed estimation procedure does not require the choice of any parameter, and hence is fully automatic.
Variable bandwidth
The experience with the constant bandwidth choice showed that a refined procedure is recommendable. Selecting a variable bandwidth is even more involved and hence a similar kind of procedure is a minimum requirement. The above exposed ideas are now used to establish a selection procedure for a variable bandwidth. The main difference is here that we start with splitting up the interval of estimation [c, d] We remark that the smoothing step in the above procedure leads to a smoother estimated curve. In our simulated examples, we split the interval [c, d] into [n/IO logen)] pieces. Such a choice reflects somewhat the availability of data for exploiting complex structures.
Practical implementation
We would like to make some remarks on the practical implementation of the estimation procedure. First of all, in practice the estimated curves are evaluated in grid points x j, j = 1" . " ngrid. Consequently, the integrals involved in the methodology are implemented as averages over appropriate grid points.
The methodology involves a few minimization problems. The functions in h which have to be minimized are of a very complicated form, and hence usage of the Newton- Fitting a local polynomial at a large bandwidth is computationally very costly. With the above minimization procedure we try to avoid a fit with a large bandwidth, unless it is absolutely necessary. In our implementation we took hmin = (X(n) -X(l))/n, h max = (X(n) -X(1))/2, IUP = 3, C = 1.1. With those choices, the described minimization method enables us to compute an estimated curve with fully automatically selected bandwidth for sample size n = 200 in less than 10 seconds using a Spare 2 workstation.
Finally, it should be mentioned that there are possibilities for improving the computational speed. Fast computation algorithms such as linear binning and updating could be implemented. A thorough investigation of fast implementations of nonparametric curve estimators was carried through by Fan and Marron (1993) and Wand (1993) .
Test examples
We now investigate the performance of the proposed methodology, via a variety of simulated examples, and the Motorcycle Data (see e.g. Hardle (1990) In Example 9 we analyse the Motorcycle Data.
For Examples 1 -4 we used a random uniform design, i.e. X f"V Uniform( -2,2). For
Examples 5 -9 the fixed uniform design Xi = *was applied. The estimated curve is calculated in grid points. The number of grid points is 101 for Examples 1 -4 and 9, and
for Examples 5 -8 we took ngrid = 1001. In each of the examples we do local linear fits (p = 1), and take a = 2 (see (3.2)).
Constant bandwidth
The performance of the constant bandwidth selection procedure is illustrated via Examples 1 -4. For each of the examples we provide two pictures. A first picture presents the true regression curve, a typical simulated data set (n = 200) and some representative estimated curves based on 400 simulations. Those representatives were chosen as follows: for each estimated curve compute the Mean Squared Error averaged over all grid points, rank all estimated curves according to this measure, and select the estimated curves corresponding to the 10th%, the 50th% and the 90th% rank-observation. This first picture gives a visual impression of the quality of the estimated regression curve m(x).
A second picture reports on the relative orders of the estimated bandwidth 
Local variable bandwidth
We first study the performance of the procedure with variable bandwidth when estimating the regression function m(·) itself. We do this for Examples 1 -9. For each of the Examples 1 -8 we present a picture that summarizes the 400 estimated curves via the percentiles, as before. In comparing the performance of our methododology with that of the Wavelets-packages provided in Donoho and Johnstone (1992) , the present method performs at least as good.
In other words, the spatial-adaptation property of Wavelets can also easily be achieved via local polynomial fitting, using an appropriate variable bandwidth. Moreover, a variable bandwidth possesses the flexibility of adapting the smoothing parameter to the location point.
IPut Figures Finally, we present the analysis of the Motorcycle data in Figure 9 .
IPut Figure 9 about here I 
Assess to bias and variance
Starting from definition (3.1) it is easy to see that and hence as a consequence (6.1) For the conditional variance we proceed as follows. Using similar arguments as before, we find that
This together with (6.2) leads to a further approximation of the conditional variance in (3.4), namely,
and for example, which provides the variance part in (2.1).
Proof of Theorem 1 (6.3)
Note first of all that for the weighted residual sum of squares, defined in (2.3), we have and consequently,
where we used t~e local homoscedasity. Approximating r = m -X/3 by
j=O the first term on the right-hand side of (6.4) becomes = (Sn, p+I, "', Sn, 2P+l)S; 1(sn, p+l, ···, Sn, 2p+ll 
with C p as in (2.5).
This together with (6.7) leads to
which completes the proof.
Ex 1: Typical data with estimated curves (n=200)
Ex 1 : Relative Errors of Refined Bandwidth Selector
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