Abstract. This paper is a sequel of the reference [4, §4.2, p.p. 1782-1783], in where some families of quadratic polynomial vector fields related with orthogonal polynomials were studied. We extend such results that contain some details related with differential Galois Theory as well the inclusion of Darboux theory of integrability and qualitative theory of dynamical systems.
Introduction
To study any process of variation with respect the time, the theory of dynamical systems has been developed, which is also endowed with algebraic and qualitative techniques, among others. Although, in general case, it is not possible to find the solution of a differential equation that models an specific process, we can identify geometric structures influencing over qualitative properties such as; stability, invariant sets attractors, among others, see [12, 14, 16, 20, 21, 22] for further details. In the algebraic sense, E. Picard and E. Vessiot introduced an approach to study linear differential equations based on the Galois theory for polynomials (see [13] ), which is known as differential Galois theory or also known Picard-Vessiot theory, see [2, 7, 11, 23] for further details. Also G. Darboux introduced an algebraic theory to analyse the integrability of polynomial vector fields, which is known as Darboux theory of integrability, see [17] and references therein. The final ingredient of this paper corresponds to orthogonal polynomials, see [10, 15] , which are very important in both theoretical and applied mathematics giving contributions to random matrices, approximation theory, trigonometric series and especially differential equations, among others.
Concerning to applications of differential Galois theory to dynamical systems, in [18, 19] were presented techniques to determine the non-integrability of Hamiltonian systems can be found in references [3, 4, 5, 6, 18, 19] , while in [3, 4] were presented techniques to study planar polynomial vector fields. In the same way, applications to Quantum Mechanics can be found in [1, 5] . Combinations of algebraic and qualitative techiques to study planar vector fields were presented in [8, 9] . This paper is a sequel of [4] , in particular is an extension of the section §4.2. We follow the same structure of the papers [8, 9] concerning the algebraic and qualitative techniques to study the polynomial vector fields. We recall that for algebraic analysis, differential Galois theory and Darboux integrability, we consider vector fields over the complex numbers, while for qualitative analysis we consider the vector fields over the real numbers.
Preliminaries
In this section we present the basic theoretical background needed to understand the rest of the paper.
Classical Orthogonal Polynomials.
The main object of study in this work are quadratic polynomial differential systems associated to classical orthogonal polynomials. In particular we focus in the sequences of classical orthogonal polynomials of hypergeometric type, that is, orthogonal polynomials satisfying the differential equation
where ρ(x), τ (x) are polynomials and λ depending on n are given in the next table:
2n Moreover, it is well known that classical orthogonal polynomials can be obtained by Rodrigues formula, see [10, 15] . In a general form, the constant λ n can be obtained as follows.
Thus, the object of study becomes the differential system
= ρ and its associated foliation becomes to dν dx
We claim that µ = 0 because we are studying quadratic polynomial vector fields.
Critical Points.
We recall that a real vector field χ is a function of C r class where r ∈ N ∪ ∞, ω (if r = ω we say that the function is analytic). Moreover, χ : ∆ −→ R and ∆ is an open subset of R. For instance the differential system associated to the vector field χ is given byẋ = χ(x). Now, based on the references [12, 21] , we present the classification of some critical points used in the main results of this paper. The following theorem is concerning to hyperbolic critical points.
Theorem 1.1. Let (0, 0) be an isolated singular point of the vector field X associated to
where A and B are analytic in a neighborhood of the origin with A(0, 0) = B(0, 0) = DA(0, 0) = DB(0, 0) = 0. Let λ 1 and λ 2 be an eigenvalue of the linear part DX(0, 0) of the system at the origin. Then the following statements hold.
• If λ 1 and λ 2 are real and λ 1 λ 2 < 0, then (0, 0) is a saddle. If we denote by E 1 and E 2 the eigenspaces of respectively λ 1 and λ 2 then one can find two invariant analytic curves, tangent respectively to E 1 and E 2 at 0, on one of which points are attracted towards the origin, and on one of which points are repelled away from the origin .On these invariant curves X is C ω −linearizable. There exist a C ∞ coordinate change transforming (1.2) into one of the following normal forms:
in the case λ 1 /λ 2 = −k/l ∈ Qwith k, l ∈ N and where f, g are functions
• If λ 1 and λ 2 are real with |λ 2 | ≥ |λ 1 | and λ 1 λ 2 > 0, then (0, 0) is a node. If λ 1 > 0 (Respectively < 0) then it is repelling or unestable (respectively attracting or stable). There exist a C ∞ coordinate change transforming 1.2 intoẋ = λ 1 x, y = λ 2 y, in case λ 1 /λ 2 ∈ N, and intȯ
for some η = 0 or 1, in case λ 2 = mλ 1 with m ∈ N and m > 1. All systems are C 0 −conjugate tȯ x = ηx, y = ηy, with η = ±1 and λ 1 η > 0.
• If λ 1 = α + βi and λ 2 = α − βi with α, β = 0 then (0, 0) is a "strong" focus. If α > 0 (respectively α < 0), it is repelling or unstable (respectively attracting or stable). There exists a C ∞ coordinate change transforming 1.2 intoẋ = αx + βy, y = −βx + αy. All systems 1.3 are C 0 −conjugado tȯ
with η = ±1 and αη > 0.
• If λ 1 = βi and λ 2 = −βi with β = 0, then (0, 0) is a linear center topologically, a weak focus or a center.
The following theorem corresponds to Semi-hyperbolic critical points. it represents repelling behavior since λ > 0. Moreover the following statements hold.
(i) If m id odd and a m < 0 then (0, 0) is a topologycal saddle. tangent to the x−axis there is a unique invariant C ∞ curve, called the center manifold, on which X is C ∞ -conjugate tȯ
for some a ∈ R. If this invariant curve is analytic, then on it X is C ∞ -conjugate tȯ
and is C 0 -conjugate toẋ = −x, y = y.
(ii) if m is odd and a m > 0, the origin is a unstable topological node. Every point not belonging to the strong unstable manyfold lies on an invariant C ∞ curve called a center manifold , tangent to the x-axis at the origin, and on which X is a C ∞ -conjugate tȯ
for some a ∈ R. All these center manifold are mutually infinitely tangent to each othe, and hence at most one of them ca be analytic, in which case X is C ∞ -conjugate tȯ
is a saddle node, that is a singular point whose neigborhood is the union of one parabolic and two hiperbolic sectors. Modulo changing x into −x, we suppose that a m > 0. Every point to the right of the strong unstable manifold (side x > 0) lies on a invariant C ∞ curve, called a center manifold, tangent to the x-axis at the origin, and on which case X is a C ∞ -conjugate tȯ
for some a ∈ R. All these center manifold coincide on the side x ≤ 0 and are hence infinitely tangent at the origin. At most one of these center manifolds can be analytic, in which case X is C ∞ -conjugate tȯ
and is C 0 -conjugate toẋ
The following theorem is concerning to Nilpotent singular points. Theorem 1.3. let (0, 0) be an isolated singular point of the vector field X given byẋ = x + A(x, y), y = B(x, y), where A and B are analytic in a neighborhood of the point (0, 0) and also j 1 A(0, 0) = j 1 B(0, 0) = 0. Let y = f (x) be the solution of the equtions y + A(x, y) = 0 in a neighborhood of the point (0, 0), and consider F (x) = B(x, f (x)) and G(x) = (∂A/∂v + ∂B/∂x)(x, f (x)). then the foollowing holds:
with n ∈ N, n ≥ 1 and b = 0, then the phase portrait of X is given by 1b o c.
with m ∈ N, m ≥ 1 and a = 0, then -If m is odd and a > 0, then the origin is a saddle (1d) and if a < 0, then it is a center or focus ( 1e − f ). -If m is even the origin of X is a cusp (1h).
-If m is even, and * m < 2n + 1, then the origin of is a cusp 1h * m > 2n + 1, then the origin is a saddle-node 1i or j -If m is odd and a > 0 then the origin is a saddle 1d.
-If m is odd, a < 0 and * Either m < 2n + 1, or m = 2n + 1 and b 2 + 4a(n + 1) < 0, then the origin is a center or focus (figure 1e, g). * If n is odd and either m > 2n + 1, or m = 2n + 1 and b 2 + 4a(n + 1) ≥ 0 then the phase portrait of the origin of X consist of one hyperbolcic and one ellyptic as in figure (1k). * n is even and either m > 2n+1, or m > 2n+1 and b 2 +4a(n+ 1) ≥ 0 then the origin of X is a node as in figure 1l, m. The node is attracting if b < 0 and repelling if b > 0. Figure 1 . Portraits of phase for 2.8, [12] For complete study of these theorems see [12] .
1.3. Invariants Curves. Let be the differential polynomial complex system
and m = max{degP, degQ}. Theorem 1.4. Suppose that a C−polynomial system (1.4) of degree m admits p irreducible invariant algebraic curves f i = 0 with cofactors K i = 1, 2, ..., p; q exponential factors exp(g i /h i ) with cofactors L j , j = 1, 2, ..., q, and r independent singular points ( 
Theorem 1.6. The flow defined in a neighborhood of any critical point of (1.4) (with mentioned change of variable) over the equator of the Poincaré sphere S 2 , except the points (0, ±1, 0), is topologically equivalent to the flow defined by the system:
, being the signs determined by the flow on the equator of S 2 such as was determined in Theorem 1.5. Similarly, the flow defined by (1.4) (with the mentioned change of variable) in a neighborhood of any critical point of (1.4) on the equator of S 2 except the points (±1, 0, 0) is topologically equivalent to the flow defined by the system:
, the signs being determined by the flow on the equator of S 2 as determined in the theorem (1.5) .
This theory can be study in detail on [12, 21] .
Main Results
In this section we set the main results of the paper. We start presenting some results of orthogonal polynomials theory from a Galoisian point of view. The following proposition relates the classical Galois theory with orthogonal polynomials. Proposition 2.1. If P n an orthogonal polynomial, then for the splitting field of the polynomial P n (x) over R, (R{P n(x) }); we have that R{P n(x) } = R.
Proof. Due to the roots α 1 , . . . , α n of any orthogonal polynomial P n of degree n are real and distinct, then
Taking the integral domain R[α 1 ]. By definition we have that
Thus f (α 1 ) ∈ R. In this way R[α 1 , ..., α n ] = R.
Remark 2.1. From the previous proposition we can notice that if we take as base field the real members, then the splitting field of any orthogonal polynomial is again the real numbers. That is, the extension L = R{P n } = R and therefore the Galois group of the polynomial is G(L \ R) = {f : f (x) = x, ∀x ∈ R} = Id.
The
can be transform into the hypergeometric type equation (1.1).
Proof. Making the change of variable w = µv we obtain
obtaining the differential equation
Now if we take w = −ρ This is,
Now by (2.2) and (2.3), we have yλ n − ρ y + τ y = −ρ y − ρy , ρy + τ y + λ n y = 0.
In this way we can associate a polynomial system in the plane to each family of classical orthogonal polynomials as follows:
has an invariant algebraic curve of the form µvP n (x) + ρ(x)P n (x) = 0, where P n is any classical orthogonal polynomial associated to ρ(x), τ (x) and λ n Proof. The differential equation associated with the polynomial system (2.4) is:
which, by Proposition 2.2 can be transformed in the hypergeometric equation (1.1) and for each n ∈ Z + , we have the solution y n = P n , which is some classical orthogonal polynomial associated with functions ρ(x), τ (x) and the parameter λ n .
ρ(x)P n + τ P n + λ n P n = 0 (2.5) Let X be the vector field associated with the differential system (2.4) Now, for n fixed, we consider the polynomial f (v, x) = µvP n (x) + ρP n (x) and we show that it is irreducible and satisfies Xf = Kf , where K is the cofactor of the invariant curve f = 0.
We know that both P n (x) and P n (x) do not have common factors because the roots of the orthogonal polynomials are simple. In addition, for ρ(x) defined for each family of classical orthogonal polynomials, we have that both ρ(x) and P n (x) do not share roots because the roots of orthogonal polynomials remain within the range (a, b). In fact:
♣ In the Jacobi polynomial, ρ(x) = 1−x 2 whose roots are not in the interval (−1, 1) ♣ In the Laguerre polynomials, ρ(x) = x whose root is not in the interval (0, ∞) ♣ In the Hermite polynomials, ρ(x) = 1. Hence, the polynomial f (v, x) = µvP n (x) + ρP n (x) is irreducible.
On the other hand, using the differential field associated with the differential system and (2.5), we have that:
The above implies that µvP n (x) + ρP n (x) = 0 it is an invariant curve for the system (2.4)
The following proposition is entirely a contribution of this paper. 
has an invariant of Darboux in the form
are invariant algebraic curves of the system (2.6) with cofactors
respectively.
In fact, since for this system, the vector field is defined as:
Now using the theorem 1.4, taking s = 1,
Thus, we obtain the Darboux invariant
Now we will study the phase portraits on the Poincaré disk of the polynomial systems associated with the classical orthogonal polynomials, which is one of the main contributions of this paper.
Proposition 2.5. The phase portrait on the Poincaré disk of any quadratic polynomial system (2.7)
with µ = 0, λ n > 0 and a ∈ R is topologically equivalent to some of the phase portraits described in the Figure 1 . 
Therefore, in the finite plane there are two saddle points and two nodes; one stable and the other unstable.
Case 2: a = 0 In the finite plane there are only two singular points. The Jacobian matrix of the system (2.7), with a = 0 is:
This is, the singular points (0, 1) and (0, −1) are semi-hyperbolics points.
Using the theorem 1.
3 to be able to analyze the behavior of previous singular points, in a neighborhood of the origin. We must translate these points to the origin of the coordinated plane and after transforming the system to rewrite it in a normal way (the normal forms theorem).
We perform the following translation; the result will be a system topologically equivalent to (2.7).
This last system is topologically equivalent to the system (2.7) and also meets the hypothesis of the theorem for semi-hyperbolic points. If we take
is the solution of −2x + B(ṽ,x) = 0 near of origin.
because the lowest-order term of the function g(ṽ) is even, the singular point (0, 1) is a saddle-node point. Now, for the semi-hyperbolic point (0, −1) we make the transformations
obtaining that (0, −1) is a saddle-node point. Now we will analyze the singular points in infinity, using the transformations on the Poincaré sphere, see [21] . The flow defined by the study system 2.7, on the equator of the Poincaré sphere except (±1, 0, 0) is topologically equivalent to the flow defined by the system
whose singular points to study are:
which indicates that, (v 1 , 0) is an unstable node and (v 2 , 0) is a saddle point. The flow defined by the study system on, the equator of the Poincaré sphere except (0, ±1, 0) is topologically equivalent to the flow defined by the system
In which it is only necessary to study the behavior of the singular point, the origin.
Evaluating this matrix in (0, 0)
This is, the origin of this last system is a node and its stability depends on the sign of µ.
Remark 2.2. For specific values of the parameter a, phase portraits are obtained for the polynomial systems associated with the following orthogonal polynomials:
Proposition 2.6. The phase portrait on the poincaré disk of any quadratic polynomial system (2.8)
with µ = 0, λ n > 0 and a, b ∈ R, is topologically equivalent to some of the phase portraits described in the Figure 3 
we get the following system, which is, topologically equivalent to (2.8)
Applying the theorem for semi-hyperbolic points, we take
Then x = f (ṽ) = 0 is the solution of equation x + B(ṽ, 0) = 0, in a neighborhood of origin. Now,
therefore, the origin is a saddle-node.
Again the singular points in infinity will be analyzed, using the transformations on the poincaré sphere. The flow defined by the study system 2.8, on the equator of the Poincar sphere except (±1, 0, 0) is topologically equivalent to the flow defined by the system To express the system (2.9) in the canonical form, and thus be able to apply the theorem for semi-hyperbolic points; we perform the following transformations:
obtaining the following system, which is topologically equivalent to (2.9)
So (0, 0) is a saddle-node.
For the point (−b/µ, 0) we will successively the following transformations 
Therefore, the point (−b/µ, 0) is a saddle-node.
That is, the origin is a unique nilpotent point for this system. We make the transformationṽ
obtaining the system topologically equivalent to the system (2.9):
This last system fulfills the conditions of theorem for singular nilpotent points where
is the solution to the equation
in a neighborhood of the origin. Then,
In this case m = 4 y n = 1. Since m is even and m > 2n + 1 the origin is a saddle-node.
For the infinity, the flow defined by the system, on the equator Poincaré sphere excepting (0, ±1, 0) is topologically equivalent to the flow defined by the system
in which it is only necessary to study the behavior of the singular point, the origin.
that is, the origin of this last system is a node and its stability depends on the sign of µ.
Remark 2.3. In the previous proposition, for specific values of the parameters a and b, the phase portraits for the polynomial systems associated with the following orthogonal polynomials are obtained:
To finish this section we compute the differential Galois group and the elements of Darboux integrability to the quadratic polynomial vector field related with Chebyshev differential equation. y − x 1 − x 2 y + λ n 1 − x 2 y = 0 where λ n = n 2 , n ∈ N, the following statement are true:
The first integrals of the fields 
Now to find the first integral of the system (2.12), can be noticed that the foliation of this system and the foliation of the system (2.11) are
which are related through the transformation
Therefore, replacing we obtained
after simplifying we get the first integral described for the system (2.12).
Final Remarks
In this paper we studied algebraically through differential Galois theory and Darboux theory of integrability, as well qualitatively through the analysis of critical points, some quadratic polynomial vector fields related with classical orthogonal polynomials.
