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概要
　半導体プロセス微細化技術の進化により 18～24カ月で集積度が 2倍となるムーア
の法則（Moore's Law）に従い，数十億個の金属酸化物半導体電界効果トランジス
タ（Metal Oxide Semiconductor Field Eect Transistor，MOSFET)を搭載した大
規模集積回路（Large Scale Integrated circuits，LSI）が実現されるようになった．
そしてこの恩恵を受け，コンピュータ，通信機器，産業用機器，民生家電機器など，
あらゆる分野で集積回路が使用され，デジタル携帯電話やスマートフォンのように，
人々のライフスタイルや社会構造に大きく影響を与える機器も普及してきた．
一方，携帯機器では必須となるバッテリーの容量進化は，プロセス微細化の進化
とは大きく乖離しており，また携帯機器に許容される容積や重量の点から使用可能
なバッテリーサイズには制限があるため，低消費電力動作が強く求められている．ま
た商用電源が利用可能な据置機器においても，省電力・グリーン化（Green of ICT）
の観点から，あるいは昨今のエネルギー問題から低消費電力動作が要求され，これ
ら機器を実現する集積回路の低消費電力動作が極めて重要となっている．
本論文では集積回路を実現する相補型金属酸化膜半導体（Complementary Metal
Oxide Semiconductor，CMOS）回路の低消費電力化，特に動的消費電力と呼ばれ
る，回路出力の状態変化において負荷容量で消費される電力の低減手法を論じる．
具体的には携帯電話，スマートフォンに用いられているデジタル信号処理プロセッ
サ（Digital Signal Processor, DSP）の低電力化手法を提案し，その手法を実装した
集積回路の消費電力測定により，その効果を評価した．そして従来のDSPに対して
消費電力を約 1/7に低減できることを示した．また，集積回路内部あるいは集積回
路間での，音声信号のように帯域が制限されたデータの伝送に対して，帯域制限さ
れていることを利用して消費電力を低減する手法を提案し，シミュレーション及び
電流測定により，その効果を評価した．そして，分割符号化手法と名付けた手法で
は，消費電流の削減だけでなく回路規模も削減できることから，従来手法に対して
約 1.8倍から 2倍のコスト性能比を有することを示した．この手法に対してさらに改
良を加えることで回路を削減し，擬似多数決判定回路と名付けた回路を用いる手法
では，分割符号化手法に対しコスト性能比を，約 1.6倍向上できることを示した．
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第1章 序論
1.1 半導体技術の進化
集積回路（Integrated Circuit, IC），あるいは大規模集積回路（Large Scale Inte-
grated circuit, LSI）は，社会を支える重要なデバイスとなっている．携帯電話,ス
マートフォン，ネットワーク機器などの通信機器，工場設備やロボットなどの産業機
器，自動車，電車，航空機などの輸送機器，デジタルテレビ，ビデオレコーダーや調
理家電機器などの民生機器等々，ありとあらゆる機器やシステムで集積回路は使用
されている．その市場規模を，世界的な半導体市場統計機関であるWorld Semicon-
ductor Trade Statistics（WSTS）が 2014年 12月に発表した半導体市場予測レポー
トを引用し図 1.1に示す [1]．2008年のリーマンショックを除くと半導体市場はほぼ
毎年成長しており 2015年の半導体市場は 3,445億ドル（約 36兆円，前年比+3.4%），
その中に占める集積回路市場は 82%の 2,830億ドル（約 29兆円，前年比+3.1%）と
予測している．
このように集積回路は大きな産業であり，しかも成長し続けているが，技術的な
ルーツはバーディン（John Bardeen），ブラッテン（Walter Brattain）による点接触
型トランジスタの発明（1947年），そしてショックレー（William Bradford Shockley
Jr.）による接合型トランジスタの発明（1949年）にある．点接触型トランジスタは
金属針をゲルマニウム結晶に接触させる構造であることから動作が不安定と言う課
題を有していた．そこでショックレーはN型，P型，N型の半導体をサンドイッチ構
造にしてトランジスタを形成することでこの課題を解決した．その後ノイス（Robert
Norton Noyce）が接合型トランジスタをさらに進化させ，平面状にトランジスタを
形成することで集積化に適したプレーナ型トランジスタを 1959年に開発，そしてキ
ルビー（Jack St. Clair Kilby），ノイスは集積回路の原型を 1959年に発明した [2, 3]．
これらのトランジスタは，その動作に電子と正孔を用いるバイポーラトランジス
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図 1.1: WSTSによる半導体世界市場予測
（2014年 12月の発表資料 [1]より引用）
タと呼ばれるものである．図 1.2（A）にその構造の一例を示すが電子と正孔の両方
を使用するため構造が複雑であり，製造に必要なフォトマスク（Photomask）の枚
数，そして製造工程数が多いことなどから，コストでの課題を有する．またベース
（Base）電極に電流を流すことで制御を行うため，消費電力面でも不利である．
この課題を解決する技術としてベル研究所（Bell Lab.）のカーン（Dawon Kahng），
アタラ（Martin Atalla）が金属酸化膜半導体電界効果トランジスタ（Metal-Oxide-
Semiconductor Field-Eect Transistor, MOSFET）を発明した（1960年）．MOSFET
は電子あるいは正孔の何れかを用いるユニポーラトランジスタであり，図 1.2（B）
に構造の一例を示すが，バイポーラトランジスタと比べて構造が非常に簡単であり，
フォトマスク数や製造工程数の低減などコスト面で有利である．また制御は電流で
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図 1.2: トランジスタの構造とシンボル
はなく，ゲート（Gate）電極への電圧印加で行うため，消費電力面でも有利である．
これらの利点から集積回路を構成するトランジスタはこのMOSFETが主流となっ
た．
　次に，集積回路の進化について述べる．プロセス技術の驚異的な発展により，今で
は数十億個のトランジスタがシングルチップに集積されるようになったが，このトレ
ンドはムーアの法則（Moore's Law）と呼ばれている．図 1.3に 1965年にムーア（当
時は Fairchild Semiconductors社，後に Intel社を創立）が初めて発表した集積トレ
ンドを示すが，1年で集積度は 2倍になると予測した [4]．なお，より正確に述べると
当時はアナログ集積回路も多くあったため，ムーアはトランジスタだけでなく抵抗や
キャパシタなども含むコンポーネントの集積トレンドを予測したが，その後のデジタ
ル集積回路の隆盛に伴い，現在ではトランジスタの集積トレンドとして理解されてい
る．ムーアの法則は単に技術的トレンドを述べたのでは無く，コスト面も含めてシン
グルチップへの集積可能性を示したものであるが，技術開発の難易度や加工コストの
3
図 1.3: ムーアの法則
（Mooreの論文 [4], Fig. 3より引用）
増加などにより最近では18～24カ月で2倍程度の集積度向上となっている．集積度だ
けでなく半導体技術全般に関するロードマップを作成している著名な団体として，国
際半導体技術ロードマップ（International Technology Roadmap for Semiconductors,
ITRS）がある [5]．ITRSでは，チップメーカ，装置メーカ，サプライヤ，研究機関，大
学などに属する全世界の半導体専門家がロードマップを作成しており，日本からは一
般社団法人 電子情報技術産業協会（Japan Electronics and Information Technology
Industries Association, JEITA）の半導体部会（Semiconductor Technology Roadmap
Committee of Japan, STRJ）が参画している [6]．その 2013年版ロードマップから
引用した，マイクロプロセッサ（Microprocessor Unit, MPU）及び特定用途向け集
積回路（Application Specic Integrated Circuit, ASIC）のプロセス技術の進化を
図 1.4に示すが，10nmの時代に向かっている [7]．また 2014年 8月に Intelは 14nm
プロセスを用いた Core Mプロセッサを発表している [8]．但し，インテルと競合
4
図 1.4: MPU/ASIC分野のプロセス技術ロードマップ
（ITRS 2013年版ロードマップ [7], Fig. ORTC2より引用）
図 1.5: プロセスノードとコスト
（Lisa T. Su, ISSCC 2014基調講演スライド [10], ページ 2より引用）
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図 1.6: More MooreとMore than Moore
（ITRS 2009年版ロードマップ概要 [11], Fig. 4より引用）
する Advanced Micro Device（AMD）の Lisa T. Suは IEEE ISSCC 2013（IEEE
International Solid-State Circuits Conference）の基調講演で，図 1.5に示すように
微細化の伴う様々なコストを考えると，コスト的には 28nmがボトムとなると述べて
いる [9, 10]．シリコンプロセスの微細化には最適なポイントがあるという考え方は
あるものの，このようにシリコンプロセスの微細化に頼るMore Mooreと呼ばれる
方向とは別の，異種プロセスによるチップをパッケージレベルで集積することで製
品の付加価値を付ける System in Package（SiP）と呼ばれる方向も議論されている．
この方向性はMore than Mooreとも呼ばれ，図 1.6に示す ITRSの 2007年版ロード
マップには，More MooreとMore than Mooreの二つの方向性が示されている [11]．
どちらの方向で高集積化を図ったとしても，集積回路あるいはデバイスをパッケー
ジに封じ込めて実装する必要があり，発熱課題への対策，あるいはこれを使用する
システム側の要求から，次に述べる低消費電力化は重要な課題である．
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1.2 論理集積回路における低消費電力化の歴史
以上，集積回路を構成するトランジスタ，及び，これを製作するプロセス技術面
から半導体技術の進化について述べた．次にトランジスタを用いて構成する論理集
積回路の進化について，特に消費電力の視点から述べる．
論理回路の基本は論理 1と論理 0の物理的表現であるが，最も簡単な方法は，2つ
の異なる電位でこれらを表現することである．集積回路の発明以前はバイポーラト
ランジスタと抵抗を用いるResistor - Transistor Logic（RTL），そして入力にダイ
オードを使用したDiode - Transistor Logic（DTL）が用いられていた．図 1.7（A），
（B）にRTL及びDTLでの否定論理積（NAND）回路の例を示すが，共に動作速度
は，出力に接続された抵抗の充放電時定数に大きく左右されるため，高速動作は望
めなかった．集積回路の時代に入ると，多数のトランジスタが搭載できることを利
用したTransistor - Transistor Logic（TTL）が 1970年代に登場した．図 1.7（C）に
TTLでのNAND回路の一例を示すが，入力部はDTLにおける複数個のダイオード
を，マルチエミッタ形式のトランジスタQ1で構成している．また出力部はトランジ
スタQ2，Q3，Q4でトーテムポールと呼ばれる回路を形成し，出力が高電位での吐
き出し電流（source current），低電位での吸い込み電流（sink current）を強化し，
動作の高速化を図っている．TTLの代表的なものとしてテキサス・インスツルメン
ツ社（Texas Instruments, TI）の 74シリーズがあり，コンピュータから，産業用機
器，家電機器まで広く論理集積回路が使用されるようになった．
論理回路は，NANDや否定論理和（NOR）回路を従属接続し構成するが，TTLで
は図 1.8に示すように抵抗を介して電流が流れることになり，これは熱エネルギーと
して消費される．したがってTTLは高速ではあるが，消費電力・発熱が大と言う課
題を有していた．その結果，論理集積回路の大規模化には放熱特性の良いパッケー
ジが必要となった．この対策として一部の製品では放熱特性に優れたセラミックが
用いられたが，プラスチックパッケージと比べて非常に高価であるため，集積回路
の用途拡大において，低消費電力な論理回路技術が求められるようになった．
このように集積回路では消費電力，発熱という課題をコスト的に見合う形で解決
することが，集積回路の誕生から今に至るまで，常に要求され続けている．この課
題の一つの解決策として Pチャネル，Nチャネルの二つのMOSFETを組み合わせ
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図 1.7: バイポーラトランジスタによるNAND回路
8























 
図 1.8: 従属接続したTTL回路での電力消費
た相補型Complementary Metal Oxide Semiconductor（CMOS）論理回路を，1963
年にウォンラス（F. M Wanlass）とサー（C. T. Sah）が発明，1963年の ISSCCで
発表した [12, 13]．CMOS論理回路は構造が簡単なMOSFET用いることから，コ
スト面でも有利であるが，相補型であることから論理回路を構成するのにトランジ
スタが 2倍必要となり，当時のプロセス技術ではコスト的に不利であった．しかし
その後のプロセス技術の進化，そして低消費電力化が図れることから，1970年代後
半には時計や電卓で，その後は大規模な集積回路で用いられるようになり，現在の
ように大規模な集積回路を実現するための必須のデバイスとなった．
図 1.9にCMOSでのNAND回路を示すが 2個のNチャネルMOSFETの縦続接続
で論理積が形成され，PチャネルMOSFETがそれに相補する形で電源側（Vdd）に
接続される．そして図 1.10（A)に示すように二つの入力A，Bが共に高電位（Vdd）
になるとQ3，Q4のNチャネルMOSFETが共にオンとなり，出力は低電位になる．
この時Q1，Q2のMOSFETはオフになるため，原理的には電源側からGNDへの電
流は流れない．また，図 1.10（B)に示すように二つの入力A，Bのどちらかが低電
位（GND）になると，Q1あるいはQ2のPチャネルMOSFETがオンとなり，出力
は高電位になる．この時Q3，Q4のNチャネルMOSFETのどちらかがオフになる
ため，原理的には電源側からGNDへの電流は流れない．またこれらの回路を従属
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図 1.9: CMOSによるNAND回路
接続した場合もMOSFETの入力インピーダンスは高いため，図 1.8に示したTTL
の時のような定常的な電流は流れず低消費電力となる．但し出力が変化した際には
出力負荷容量の充放電で動的な消費電力が，またMOSFETの物理的特性により静
的な消費電力が消費されるが，これについては第 2章で詳細に議論する．
このようにCMOS論理回路の登場により，消費電力や放熱の問題は一旦緩和され
たかのように見えたが，ムーアの法則に従って膨大な数の論理回路が搭載され，ま
たGHzで動作する高性能マイクロプロセッサとノートパソコンの登場，そしてデジ
タルテレビ，携帯電話，スマートフォンなどにおいて一つのシステムを半導体チッ
プに集積したシステムLSI（System on Chip，SoC）の登場で，低消費電力化は集積
化単体の課題では無くシステム全体の課題となった．すなわち，携帯機器では重量
や体積の関係から制限された容量のバッテリーを用いざるを得ないこと，またデジ
タルテレビやサーバーのように電力会社からの電源を用いる据え置き機器において
はCO2削減など環境問題の視点から，集積回路の低消費電力化が求められている．
第 1.1節で述べた ITRSのメンバーでもある日本の STRJが発表した SoCでの消
費電力トレンドを図 1.11に示すが，システムが大規模化する中で SoCの消費電力は
10
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(B) 高電位出力
図 1.10: CMOS NAND回路の動作
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図 1.11: SoCの消費電力トレンド
（STRJ 報告資料 [14], 図表 2-8より引用）
増加し続けており，システムからの要求値との乖離は広がる一方となっている [14]．
なお，図において消費電力はメモリの静的消費電力（Trend Memory Static Power），
メモリの動的消費電力（Trend Memory Dynamic Power），論理回路の静的消費電
力（Trend Logic Static Power），論理回路の動的消費電力（Trend Logic Dynamic
Power）に分類しているが，論理回路の動的消費電力の割合が最も多く，これを低
減することの産業的価値は極めて高いと言える．
1.3 論文構成
以上述べたようなことを背景とし本論文では，CMOS回路の動的消費電力低減の
ための各種手法を提案し，その効果をシミュレーションや実験結果で示す．
第 2章ではCMOS回路，そしてCMOS回路間のデータ伝送での電力消費メカニ
ズムを述べ，これに基づいた動的消費電力低減のための一般的な策について述べる．
情報端末の多くはデジタル信号処理に特化したマイクロプロセッサでありCMOS
回路で実現されているデジタル信号処理プロセッサ（Digital Signal Processor, DSP）
が用いられている．第 3章では，デジタル携帯電話で用いられる音声コーデック用
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DSPの低消費電力化手法について述べる．具体的には動的消費電力削減に極めて有
効な動作周波数を低減するためのアーキテクチャ，そして動的消費電力に深く関係
する負荷容量低減のための集積回路実装方法などを示す．また具体的なDSPの消費
電力測定結果でその効果を示す．
第 4章ではデータ伝送での動的消費電力低減のために，帯域が制限されたデータ
の特徴を利用し，データ伝送時の状態遷移数を低減することで低消費電力化を図る
分割符号化手法について述べる．そしてシミュレーションによる状態遷移数，およ
び実験による消費電流測定結果でその有効性を示す．
第 5章では上記分割符号化手法をベースに，帯域が制限されたデータの特徴を利
用し回路規模も小さくすることなどで，さらに低消費電力化を図る，擬似多数決判
定回路を示す．そしてシミュレーションでは，擬似化により，分割符号化手法より
もデータ伝送での状態遷移数は増加するが，多数決判定回路の簡単化により，消費
電流は削減されることを実験結果で示す．
第 6章で本論文の全体をまとめる.
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第2章 CMOS回路と低消費電力化
手法
2.1 CMOS回路の消費電力
第 1.2節で述べたように CMOS論理回路は pチャネルと nチャネルのMOSFET
が相補型にオン，オフすることから，原理的には論理“ 1”あるいは“ 0”保持のた
めの電力は必要としない．しかしながら実際のデバイスでは，物理的構造により電
力を消費する．本章ではこの電力消費メカニズムについて述べる．
CMOS回路の消費電力は次に示す式（2.1）～（2.3）で表現できる．
P = Pdynamic + Pstatic (2.1)
Pdynamic = (1=2) CLV
2
dd fN +QVdd fN (2.2)
Pstatic = Il Vdd (2.3)
　　　CL: 負荷容量，f : 動作周波数，Vdd : 電源電圧，N : 信号トグル係数,
　　　Q : 貫通による移動電荷，Il : リーク電流．
式（2.2）に示すPdynamicは，第 1.2節でも触れた動的消費電力と呼ばれるものであ
る．第 1項は図 2.1（A）に示す出力負荷の充放電で消費される電力であり，電源電
圧 Vddの 2乗と負荷容量CLに比例する．また図に示す t1～t2での充電と t2～t3の放
電回数が多いほど多くの電力が消費される．このことを式（2.2）の第 1項で動作周
波数 f と信号トグル係数Nの積で表現している．ここで f は，集積回路全体の動作
周波数であるが，マイクロプロセッサや SoCなど実際の集積回路では全体が常に f
で動作する必要は無く，部分的に動作周波数を下げる，あるいは動作を停止させる
ことができる．信号トグル係数N はこの概念を数式として示すものであり，全体が
高速で動作する回路でも部分的にN を小さくして，t1，t2，t3の変化を減らすこと
で，低消費電力化を図ることができる．また第 2項は図 2.1（B）に示すスイッチン
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図 2.1: CMOS回路の動的消費電力
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図 2.2: FETの構造とリーク電流
グ過渡状態で消費される電力であり，Pチャネル FETとNチャネル FETが共にオ
ンとなる瞬間での電荷移動（電流）で消費される．この電力消費も第 1項と同じよ
うに，f あるいはN を小さくすることで低減できる．このように消費電力が回路の
動的状態に依存することから動的消費電力と呼ばれる．
一方，式（2.3）に示す静的消費電力 Pstaticは，回路の動的状態ではなくデバイス
構造そのものに依存するリーク電流 Ilによる消費電力である．リーク電流はゲート
リーク電流（Gate leakage Current）Igdとサブスレショールド電流（Subthreshold
leakage Current）Ileak sub からなる [15]．
ゲートリーク電流 Igdは図 2.2のFETの断面図に示すようにシリコン基板からゲー
トに流れるリーク電流であり次に示す式（2.4)で表現される．
Igd / exp

 Tox
Vdd

(2.4)
ここで Toxは図 2.2に示すゲート酸化膜の膜厚であり，プロセス微細化と共に膜厚が
薄くなるが，Igdは指数的に増加する．対策の一つとして高誘電率なゲート材料の使
用がある．
サブスレショールド電流 Ileak sub は図 2.2の FETの断面図に示すようにゲート，
ソース間に流れるリーク電流であり次に示す式（2.5)で表現される．
Ileak sub / W exp
 VT
nUT

(2.5)
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ここでW は図 2.2に示すゲート幅，UT は温度，nは物理乗数で通常 1.3～1.5の値を
とる．VT は FETがオンする閾値電圧である．プロセス微細化により Vddが下がる
中，高速動作実現のためには VT も下げる必要があることから，Ileak subも指数的に
増加する．さらに温度UT にも比例することから，消費電力が増加し発熱により温度
が上昇すると Ileak subが増加すると言う問題を有する．このため数GHzで動作させ
る高速マイクロプロセッサのような高速論理回路では，リーク電流による消費電力
の割合が大きくなる．但し，高速マイクロプロセッサほど高速に動作させない SoC
では，図 1.11に示したように論理回路の動的消費電力の割合が最も大であり，これ
を低減させることは極めて重要である．そこでこれ以降は，動的消費電力の低減手
法に焦点を当て議論する．
2.2 CMOS演算回路の動的消費電力低減
動的電力消費は式（2.2）に示すパラメータ 負荷容量 CL，電源電圧 Vdd，動作周
波数 f，信号トグル係数 N を下げることで実現できる．また SoCに代表される大
規模な論理集積回路の設計はアーキテクチャ設計，論理回路設計，トランジスタ設
計，マスク設計，あるいは計算アルゴリズム開発などの多くの設計階層を有する．そ
こで低消費電力化のためには，各設計階層で上記パラメータを個々に小さくするの
ではなく，設計コストも考慮し，全体として最も効果が大となる手法を見出すこと
が必要である．また設計階層とは直交する軸とも言えるランダムロジック，メモリ，
データバス，アドレスバス，入出力など各機能ブロックの動作特徴を利用すること
も重要である [16, 17, 18]．さらに式（2.2）に示されるように電源電圧 Vddは 2乗の
効果で動的消費電力に影響を与えるため，Vddを下げる手法を見出すことが非常に
有効である．しかしながら電源電圧の低下は動作速度の低下につながる．これを防
ぐ代表的な方法として並列化，パイプライン化がある．例えば，処理Aと処理Bか
らなる処理があり，定められた時間内にL回処理する必要がある場合を考える．こ
れを空間分割するのが並列化であり，時間分割するのがパイプライン化である．す
なわち処理A，処理Bに対して，2つの同じ回路を並列接続して処理分担を行うと，
それぞれの処理回数はL=2に低減され，動作速度を下げることができる．一方，処
理Aの後に処理Bを行うことが可能な場合は，処理A専用の回路と処理B専用の回
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路を設け，レジスタ（パイプラインレジスタ）でこれを従属接続し処理分担を行う．
それぞれの処理回数は時分割前と変わらずLであるが，単位時間に処理すべきもの
は処理 A＋処理 Bでは無く処理 A，あるいは処理 Bとなり，単位時間当たりの処
理量が少なくなることで，処理回路の動作速度，すなわち電源電圧を下げることが
できる．A. P. Chandrakasanによって示された演算器での並列化，パイプライン化
での具体的な評価結果を図 2.3に示す [19]．図 2.3（A）は比較のための基本となる
回路でその消費電力を式 (2.6)に示す．なお，本検討ではプロセス技術として 2.0m
ルールを仮定している．
Pref = (1=2) CLV
2
dd f (2.6)
並列処理の導入により動作周波数を 1/2にした時の回路を図 2.3（B）に示す．並
列化により電源電圧は 0.58Vddに低下できるので，その消費電力は次式に示すもの
となる．
Ppar = (1=2) (2:15 CL) (0:58Vdd)2  (0:5f) = 0:36 Pref (2.7)
電源電圧の低下により消費電力は 0.36倍に低減できるが，並列化により回路面積は
6.368.33 m2から 14761219 m2と約 3.4倍増加することに注意する必要がある．
また同じく負荷容量も 2.15倍と増加している．
パイプライン化を図った回路を図 2.3（C）に示す．またその消費電力は次式に示
すものとなる．
Ppipe = (1=2) (1:15 CL) (0:58Vdd)2  f = 0:39 Pref (2.8)
電源電圧の低下により回路の遅延は増加するがパイプラインレジスタの導入でスルー
プットは維持している．但しパイプラインレジスタにより，回路面積は6.368.33 m2
から 6401081 m2と約 1.3倍増加する．またパイプラインが充填されるまでレイ
テンシが発生するため単発の演算には不向きであるが，ベクトル処理のように処理
データ数が多い場合は，レイテンシの影響は少ない．
このように各方式には利点と欠点を有するため，消費電力，処理能力，回路規模
などの要求を考慮しながら最適なアーキテクチャ設計，回路設計を行う必要がある．
第 3章で提案するデジタル信号処理プロセッサでは，これを構成する各機能ブロッ
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(A) 基本形
(B) 並列処理化
(C) パイプライン処理化
図 2.3: 演算器の低消費電力化手法比較
（A. P. Chandrakasanの文献 [19], Fig. 7, 8, 9より引用）
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クの特徴を利用し，並列処理やパイプライン処理を用いている．そして動作周波数
を下げ，2乗の効果を持つ電源電圧を低減することで低消費電力化を図っている．
また式（2.2）は信号トグル係数N を下げることも動的消費電力低減に有力であ
ることを示している．この最も代表的な例が，同期回路におけるゲーティッドクロッ
ク（Gated Clock）である．これは集積回路構成する全ての機能ブロックが常に動作
することは無いということに着目したもので，その原理を図 2.4に示す．この図に
示すように入力信号が無い時にはゲート信号 (GATE)で動作クロック (OP CLK)を
停止させ，CMOS回路内部の信号トグルを下げ低消費電力化を図るものであり，第
3章で提案するDSPでもこれを活用する．
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図 2.4: ゲーティッドクロックの原理図
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図 2.5: SoCの概略構造
2.3 CMOSデータ伝送回路の動的消費電力低減
以上は，CMOS回路の特に算術あるいは論理処理を行う演算回路での，低消費電
力化のための基本を述べたが，SoCのような実際の集積回路では図 2.5に示すよう
に，演算回路以外の機能ブロックも集積される．そこでデータ入力回路，出力回路，
そしてこららのブロックを接続するための配線が必要となる．また集積回路内部に
メモリを持つ場合には制御回路，アドレス・データ線などの配線が，メモリを外部に
持つ場合にも同様にアドレス・データ線などの配線が必要となる．これら各機能ブ
ロックや集積回路からの出力も，CMOS回路で駆動される配線を通して伝送される
が，配線が持つ非常に大きな浮遊容量（負荷容量）の充放電で電力が消費され，こ
れら機能ブロック接続で SoC全体消費電力の 50%以上を占めるとの報告もある [20]．
また機器は，多くの集積回路をプリント基板（Printed Circuit Board, PCB）に実装
することで実現される．その結果，出力回路の端子駆動用FETのゲートサイズが大
きくなること，ESD (Electrostatic Discharge) 保護回路を設けること [21]，端子が
プリント基板に接続されることなどにより，負荷容量 CLは集積回路内部だけの場
合よりさらに大きく，平均として集積回路が消費する電流の約 1/2は出力端子で消
費されているとの報告もある [22]．配線で消費される電力の削減方法の基本は演算
21
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図 2.6: 論理回路間のデータ転送
回路の場合と同様であるが，演算回路内部とは桁違いに負荷容量CLが大きいので，
機能ブロック間の配線を短くすることが極めて重要である．本論文ではDSPで行っ
たこの取り組みを第 3章で述べる．
また配線での論理 0から１，あるいは１から 0への遷移数を少なくする手法も非
常に有効である．この手法の一つとして，送信データの適切な反転により出力線の
状態遷移数を低減する，バス反転符号化手法（Bus Invert Coding，BIC）が提案さ
れている [22, 23, 24, 25]．その詳細については第 4.2節で議論するが，ここではそ
の原理について簡単に述べる．図 2.6に示すように論理回路 Aの出力が，周波数
f で動作する b7から b0からなる 8ビットバスで，論理回路 Bに接続されている
場合を考える．そして論理回路Aから論理回路Bに，(b7,b6,b5,b4,b3,b2,b1,b0)が
(0,1,1,0,1,1,0,1)と (0,0,0,1,0,0,1,0)のデータを交互に出力する場合を考えると，b7を
除くビットは各ビットは 1秒間に f 回遷移する．しかしながら，(0,1,1,0,1,1,0,1)の
後に (0,0,0,1,0,0,1,0)が出力されることが予め判っているなら，(0,0,0,1,0,0,1,0)を反
転（Invert）した (1,1,1,0,1,1,0,1)を出力することで逆に，b7を除く各ビットでの遷
移数は 0にできる．すなわちこの場合，b7を除く信号トグル係数Nは 0となる．こ
のようにすることで，遷移するビットを 4ビット以下にできるが，実際の集積回路で
これを応用するには，処理回路の規模や効果が大きな課題となる．従来のBICデー
タ伝送手法は低減効果が少ない，あるいはN を小さくするためのハードウェア規模
22
が低減効果とバランスしないことなどから，実用には供されていないのが実情であ
る．またバス以外に，データが反転されていることを示す制御線も別途必要となる
が，これも含め全体の遷移率低減を図る方法が最近提案されている [26, 27]．これは
制御線をデータ線と共用，適切な 1本のデータ線にクロックの半サイクルを用いて
制御信号を埋め込むものである．但し，受信側には制御信号を検出するための回路
が新たに必要となり，実用化にはこの回路規模も含めた評価が必要と思われる．ま
たコードブックに格納したコードと送信したいデータとの差分を求め，差分が最も
少ないコードのインデックスとその差分を送信する手法も提案されている [28]．こ
の手法は，遷移率低減効果は大きいがコードブック記憶用メモリ，コードブック選
択回路などを要するため回路構成が大きくなり，そのブロックで消費される電力が
大といった課題を有する．
また，BICの新たな応用としてBerger-invert codeが提案されている [29, 30]．フ
ラッシュROM（Read Only Memory）などの不揮発性メモリ，DRAM（Dynamic
Random Access Memory）でのデータエラーは例えば 1から 0のような片方向での
遷移で多く発生する．そこでBerger-invert codeではデータ反転により，エラー耐性
向上と低消費電力化を同時に実現しようとしている．
一方，オーディオ信号や画像信号のようなデータでは帯域が制限されている．本
論文ではこの帯域制限に着目し，データ伝送での状態遷移数，すなわち信号トグル
係数N を下げる新たなBICデータ伝送手法を，第 4章，第 5章で述べる．
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第3章 低消費電力デジタル信号処理プ
ロセッサ
3.1 概要
デジタル携帯電話では音声信号の符号化及び復号を行う音声コーデック（Speech
CODEC）が用いられており，デジタル信号処理プロセッサでこれを実現すること
が多い．また音声コーデックは従前のアナログ携帯電話では必要なかったデバイス
であり，さらに電源は小型バッテリーであることから，DSPには低消費電力での動
作が強く求められる．そこで本章では，DSPの低消費電力化を図るために開発した
技術とその効果について述べる．
3.2 デジタル信号処理プロセッサ（DSP）
デジタル信号処理システムの大まかな構成を図 3.1に示す．図に示すデジタル信号
処理部で所望のアルゴリズムを実現するが，システムへの入力がアナログ信号である
場合はアナログデジタル変換器（Analog to Digital Converter, ADC）を用いる．同
じく処理結果をアナログ信号として出力する場合デジタルアナログ変換器（Digital
to Analog Converter, DAC）を用いる．
デジタル携帯電話などの機器においてはリアルタイム性と低消費電力が求められ
ることから，デジタル信号処理部は汎用 CPUではなく，専用 LSIあるいはデジタ
ル信号処理に特化したCPUであるDSPで実現されることが多い [31, 32]．DSPは
汎用 CPUと同様にアルゴリズムをソフトウェアで実現するため，仕様変更にも柔
軟に対応でき，また判断処理の多い複雑なアルゴリズムも実現できるという特徴を
有する．一方専用 LSIは実現したいアルゴリズムに特化しているため，完成後の仕
様変更対応は難しいが，高速処理が可能と言う特徴を有する．この両者の特質を図
24
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図 3.1: デジタル信号処理システムの概要
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図 3.2: デジタル信号処理の実現手段
3.2に示す．図に示すように専用 LSIとDSPの中間的位置付けとして，プログラム
で仕様変更が可能なプログラマブルロジックデバイスがあり，Field Programmable
Gate Array（FPGA）がその代表例である．例えば LUT（Look Up Table）型と呼
ばれるアーキテクチャのFPGAでは，多数の論理セルとこれを接続する配線で構成
されている．そして実現したい機能は，論理セル内のメモリにテーブルとして記憶
する．また論理セル間の接続もメモリに記憶した情報で制御し，これら制御情報を
記述したデータを電源オン時に外部メモリよりロードすることで，所望のシステム
を実現する．このようにFPGAは，柔軟性を有するが汎用性を追及しているため論
理セルの単位が小さく，特に大規模なデジタル信号処理システムを実現した場合に
は多数の論理セルを必要とし，コストあるいは消費電力で不利となる．この欠点を
25
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図 3.3: DSPの基本構造
補うために，ダイナミックリコンフィギャラブルロジックと呼ばれるデバイスも開
発されている [33, 34, 35, 36]．これはデジタル信号向けに，演算器とレジスタで構
成されるPE（Processing Element）を基本単位として粒度を大きくしたものであり，
さらに動作中にもその構成や配線を動的に変更できるようにしている．これまで多
くのリコンフィギャラブルロジックが開発されてきたが，コスト的な問題もあり実
システムでの利用は限定的なものとなっている．
図 3.3にDSPの基本構造を示す．DSPでは汎用CPUと同様に，命令ポインタが
示す順序に従って命令メモリから命令コードが読み出され，命令デコーダが出力す
る信号で動作が制御される．したがって信号処理を高速に行うためには，必然的に命
令メモリを高速に読み出す，すなわち動作クロックを高くする必要があるが，これは
動的消費電力の増加につながる．また，演算部は算術論理演算器だけでなく，乗算器
も設けられている．これはデジタル信号処理の基本演算である積和演算（Multiply
26
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図 3.4: デジタル携帯電話のブロック図
ACcumulate, MAC）と呼ばれるΣAi  Biの処理性能を高めるためである．また
汎用 CPUと異なり，命令とは別のメモリ空間にデータを配置することでメモリア
クセスのボトルネックを回避する，ハーバードアーキテクチャと呼ばれる構成をと
る．データメモリ部，演算部，入出力部のデータ授受はデータバス経由で行われる
ことが多いが，データバスは配線が長くなること，接続されるユニットが多いこと
などから負荷容量が大となり，これも動的消費電力増加につながる．また演算デー
タの入力，あるいは演算結果の出力用に入出力部も設けられている．
3.3 デジタル携帯電話におけるDSPの役割
図 3.4に音声通信用デジタル携帯電話の構成例を示す．デジタル方式では音声を
デジタル化，さらにフレーム化することで時分割多元接続（Time Division Multiple
Access, TDMA），符号分割多元接続（Code Division Multiple Access, CDMA）な
どの通信方式を実現し，周波数利用効率を高めていることがアナログ方式との大き
な違いである．このため音声信号を音声コーデックで符号化，復号する．また誤り耐
性向上のため，符号化された音声信号に訂正符号も付加する．表 3.1に 64kbps（kilo
bits per second）のデジタル音声信号に対する音声コーデックの仕様と，符号化に必
要な演算量（Number of Operations）の一例を示す [37, 38]．単位のMOPS（Mega
Operation Per Second）はコーデック処理に必要な加算，減算，乗算，積和演算など
の演算量であるが，圧縮率が高いほど必要な演算量が多くなる．また音声コーデッ
27
表 3.1: 携帯電話に使用される音声コーデックの主な仕様
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クは，演算結果に応じ，その後に異なる処理を選択する判断処理も多いため，専用
ハードウェアでは無く，プログラムにより判断処理が可能であるDSPで実現される
ことが多い．またこの判断処理，入出力処理などを上記演算以外に行う必要があり，
一般的にはこれらの処理量は上記演算量とほぼ同等と，非常に多い．
以降は，日本の初代デジタル携帯電話規格 Personal Digital Cellular（PDC）で実
用化された表3.1に示す11.2kbpsのVector Sum Excited Linear Prediction（VSELP）
方式音声コーデック [39]を，低消費電力で実現するDSPについて述べる．
3.4 DSP低消費電力化手法
DSPもCMOS回路で実現されるため，その動的消費電力は第 2.1節の式（2.2）に
示したものとなる．またDSPの設計プロセスは大きく分けると（1）アーキテクチャ
設計，（2）回路設計，（3）LSI設計からなるが，以下に各設計段階での消費電力削減
策を述べる．
（1）アーキテクチャ設計
　PDC用 11.2kbps VSELPコーデックに必要な演算の内訳を，図 3.5に示す．この
図において横軸に示すCODING，DECODING，ERROR CORRECTIONは符号化
処理，復号処理，誤り訂正処理を示し，縦軸にそれらの処理に必要な演算量を単位
28
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図 3.5: PDC用 11.2kbps VSELPコーデックの演算内訳
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図 3.6: ブロックフローティング
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MOPSで示している．またMACは積和演算を，non-MACは積和演算以外の演算
処理であるが，一般的なデジタル信号処理と同様に本コーデックでも積和演算が主
である．また，誤り訂正に関する演算量も多い．そこで積和や誤り訂正に関する演
算を効率よく処理することでDSPの動作周波数を低減することが，低消費電力化に
最も効果的であることが判る．
また，回路規模，消費電力の観点から，数体系は浮動小数点よりも固定小数点の
方が有利であるが，演算精度の確保が重要である．そこでブロックフローティングと
呼ばれる数体系を用いる．通常のフローティングデータでは個々のデータが仮数と
指数を持つが，ブロックフローティングではブロックデータ単位で共通の指数を持
つ．図 3.6にその例を示すが，図の左側に示す正規化前の (a)から (e)の 5個のデー
タに対して共通の指数を 3とし，それぞれのデータを左に 3ビットシフトし正規化
すると，右側の図に示すようなデータとなる．これにより，乗算過程での桁落ちに
よる精度劣化を防ぐ．しかしながら，ある単位の演算が終わった段階で共通の指数
を求め直す処理が必要となる．そこで，この処理を効率的に行うアクセラレータを
設けるが，以下に述べるビタビ復号にも利用できるよう設計し，回路の増加を防ぐ．
上記の考えに基づいて設計した低消費電力化のための機構について，以下に述べる．
倍速積和演算機構
　第 2.1節で述べたように，動作周波数を低減し電源電圧を下げることができれば，
動的消費電力削減に極めてに有効である．しかしながら単純に動作周波数を下げる
と，処理能力は劣化する．一方，DSPは第 3.2節で述べたように演算器だけでなく
複数の機能ブロックで構成されている．そこで，処理の多くを占める積和演算に関
係する部分のみを高速で動作させ，DSP全体の動作周波数は低減して動作電圧を下
げる，倍速積和演算機構を提案する．すなわち，倍速積和演算機構を構成する一部
のブロックのみを，DSPの動作周波数の 2倍の周波数で動作させる．図 3.7に，こ
の考え方に基づく倍速積和演算機構の構成を示す．積和演算器を構成する乗算器と
累積加算器をパイプラインレジスタで結合し，それぞれを 1/2マシンサイクル，す
なわちDSP動作周波数の 2倍の周波数で動作させる．一方，積和演算に必要なデー
タAi，データBiの供給を行うメモリX，メモリYの 2面のメモリは，1マシンサイ
クルで動作させる [40, 41]．これは，メモリ内部では複数ワードを同時にリードし
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図 3.7: 倍速積和演算機構
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図 3.8: 倍速積和演算時のデータアライメント
ていることを利用したものであり，提案方式で新たに必要なハードウェアは，メモ
リ出力を 2ワード同時に保持するテンポラリレジスタのみである．そしてレジスタ
と乗算器を結ぶAバス，Bバスは，半マシンサイクルで動作させ，データを切れ目
無く乗算器に供給する．しかしながら連続するデータが，例えばメモリXには偶数
番地から，メモリYには奇数番地から記憶されている場合にはワード境界を跨ぐた
め，アライメントが必要になる．このような場合は図 3.8に示すように，テンポラ
リレジスタで半マシンサイクルの遅延を行う．なお，1マシンサイクルに 2回の積
和演算を行う方法として，単純に積和演算器を並列化する手法も提案されているが，
第 2.2節で述べたようにハードウェアコストの増加を招く [42]．
ACS演算／ブロックフローティングアクセラレータ
移動体通信には畳み込み符号が使用されることが多く，この復号を効率よく行う
手法としてビタビ復号が知られている [43]．ビタビ復号の基本演算はAdd Compare
Select（ACS）演算と呼ばれるもので，2回のデータ加算（Add），加算結果の大小
比較（Compare），小と判定されたデータ及び判定結果の格納（Select）を繰り返し
行う．提案するACS演算及びブロックフローティング処理を効率良く行うアクセラ
レータのブロック図を，図 3.9に示す [44]．ACS演算では 16ビットの算術論理演算
回路（Arithmetic Logic Unit, ALU）を上位 8ビット，下位 8ビットの二つの加算器
として使用することで 2回のデータ加算を従来の 1/2である 1マシンサイクルで処
理する．それぞれの加算結果は比較器で比較され，大小を示すビットがシフトレジ
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図 3.9: ACS演算/ブロックフローティングアクセラレータ
スタに順次格納される．この値はACS演算終了後に行われる，受信符号推定処理で
使用される．またブロックフローティング処理では，プライオリティエンコーダか
ら出力される各データの上位ビット側の連続する 0あるいは 1の数を，比較器とテ
ンポラリレジスタにより順次比較し，最終的に図 3.6に示す共通の指数をテンポラ
リレジスタに保持する．
（2）回路設計
　DSPは常に全ての機能ブロックが動作していることは稀であるため，第 2.2節の
図 2.4に示したゲーティッドクロックが有効である．そこで本DSPにおいても，非
演算命令実行時には加減算器，乗算器など演算に関するユニットへのクロック供給
を停止，逆に積和演算命令の繰返し実行のように命令カウンターの動作が停止でき
る場合は，命令コードを記憶する命令メモリへのプリチャージ停止などを行うこと
で低消費電力化を図る．
（3）LSI設計
　第 2.1節で述べたように，動的消費電力は負荷容量にも比例する．そこで使用頻
度の高い演算ブロック間の配線を無くす，あるいはできるだけ短くすることで電力
削減を図ることができる．今回ターゲットとしている処理では，図 3.5に示したよ
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図 3.10: 積和演算器の一体化による電力削減
うに積和演算の割合が極めて高いことから，積和演算部は図 3.10（a）に示す従来例
のように算術論理演算器（ALU）を流用するのでは無く，図 3.10 (b)に示す乗算器，
加算器，アキュムレータを一体化した専用ユニットとして実装する．また，各機能
ユニットを構成するトランジスタも，各ユニットの動作速度に最適なドライブ能力
を持つトランジスタを用いることで，無駄な電力消費を無くす．
3.5 低消費電力DSP アーキテクチャ
以上述べた低消費電力化手法を用いて設計したDSPのブロック図を図 3.11に示
し，各機能ブロックの動作概要を以下に述べる．
（1）ALUユニット
ALUユニットは 16ビットALU，サチュレーション回路，左 31ビット～右 32ビッ
トシフトが可能なバレルシフタ，プライオリティエンコーダ，ACS演算／ブロック
フローティングアクセラレータ，16ビット× 8ワードのレジスタで構成する．バレ
ルシフタに入力されるレジスタ，データメモリ，MACユニットの各出力に対して 1
マシンサイクルで演算を行い，結果をレジスタに格納する．
バレルシフタで左 1ビットシフトを行った段階ではオーバーフローが発生するが次
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図 3.11: 低消費電力DSPのブロック図
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段のALUでの減算でオーバーフローが回避できる場合が存在することを考慮し，バ
レルシフタに接続されたALU入力は 17ビットと，変則的な構成となっている [45]．
なお，ALU出力がオーバーフローした場合，割込み処理を起動するのでは無くサ
チュレーション回路でオーバーフローの方向に応じた最大値（正数の場合：0111・・・
1，負数の場合：1000・・・0）を自動的に出力することで演算の中断を防ぎ，処理の
リアルタイム性を確保する．
（2）MACユニット
第 3.4節で述べたようにMACユニットは 16ビットの入力に対して 1マシンサイ
クルに 2回の積和演算を行い，40ビット精度で累積加算を行う．あるいは 1マシン
サイクルに 1回の乗算を行い，32ビット精度で出力する．これらの演算結果はALU
に入力されるがバレルシフタを経由することで，ALUへのもう一方の入力との桁合
わせを行う．
（3）データメモリ，データポインタ
MACユニット，あるいはALUユニットでの演算において，メモリから二つのオ
ペランドを同時に供給できるようにデータメモリは，メモリX，メモリYの 2面で
構成する．また第 3.4節で述べたように積和演算時にはテンポラリレジスタを用い
ることで，1/2マシンサイクル毎にデータを供給する．それぞれのメモリに対して
は専用のアドレスポインタである，ポインタX，ポインタYを設ける．
（4）入出力ユニット
入出力ユニットはAD/DAコンバータ，チャネルコーデックなどの外付け LSIと
の接続のため，16ビット双方向パラレルポート，2本のシリアルポートを設け，シ
リアルポートとメモリX間はDMAにより効率よくデータ転送を行う．なお，低消
費電力化のため入出力部は，DSPのシステムクロックでは無く，周波数が比較的低
いシリアル転送用クロックを多用する構成とする．
（5）命令実効制御ユニット
デジタル信号処理では，積和演算など特定命令の繰り返し実行（リピート処理），
あるいは命令群の繰り返し実行（ループ処理）が多い．そして，これらの命令ある
いは命令群を効率よく実行するための仕組みが設けられており，ループ終了判断の
サイクルを陽に見せないゼロ・オーバーヘッド・ループ機構がその代表的なもので
ある [31]．提案するアーキテクチャはこれに加え，次に述べるようにリピート処理
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図 3.12: 命令リピート時の制御タイミング
でのオーバーヘッドもゼロにすることで動作周波数の低減を図る [46, 47]．
従来のリピート処理では図 3.12 (a-1)のアセンブリプログラムに示したように，リ
ピート対象となる積和演算命令（MAC命令）の前に，この命令を n回繰返し実行す
ることを示すリピート命令（REP n命令）を実行する．そのために，図 3.12 (a-2)
に示すようにREP n命令の実行サイクルが陽に見える．提案する方法は，積和演算
命令（MAC命令）は複数回実行されることを利用したものであり，図 3.12 (b-1)に
示すようにMAC命令の実行が始まった後に，これと並行しREP n命令を実行して，
MAC命令の繰返し実行回数をカウンターにセットする．そのためREP n命令の実
行サイクルは図 3.12 (b-2)に示すように陽に見えない．なお，具体的には図 3.11に
LOOP/REP COUNTERとして示したカウンターに繰返し回数 nをセットし，実行
回数の制御を行う．またスタックメモリを用いることで，多重ループ処理も可能に
している．
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図 3.13: ALU演算命令フォーマット
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図 3.14: 基本タイミング
（6）命令体系
第 2.2節で述べた並列動作による動作周波数低減も行う．そこでDSP内の各機能
ブロックを並列動作させるが，制御対象が増えるため各機能ユニットの制御情報を
記憶する命令の語長は 32ビットとする．図 3.13に代表的な例としてALU演算に関
する命令フォーマットを示す．ALUの制御，バレルシフタの制御，2つのオペラン
ドの指定，データポインタの指定あるいはデータ転送の指定，データポインタの修
飾，ループ判定処理の 5動作の制御を並列に行う．
（7）基本タイミング
　命令タイミングを図 3.14に示す．基本は命令フェッチ，命令デコード及びデータ
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表 3.2: 低消費電力DSPの主な仕様
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メモリ／レジスタのリード，命令実行の 3段パイプラインである．但し，メモリへ
のデータライト操作を行う時は，命令フェッチ，命令デコード，データ転送，メモリ
ライトの 3.5段とする．これはメモリライト時間を十分に確保することでデータ書
込みに関与するトランジスタのサイズを小さくし，低消費電力化を図るためである．
なお，メモリライトを行う命令の直後にメモリリードを行う命令を配置した場合に
は，メモリ資源のコンフリクトが発生する．この検出と回避を行うためのハードウェ
アを実装する方法もあるが，この回路が常に動作するため，消費電力の増加を招く．
本DSPは汎用ではなく，携帯電話の音声コーデック処理などを行う専用DSPであ
ると言う特徴を利用し，ソフトウェアシミュレータによりメモリ資源干渉を予め検
出し，干渉が発生する場合は命令順序を変える，あるいはメモリライトを行う命令
とリードを行う命令の間に No Operation（NOP）命令を挿入することでこれを回
避することとし，専用ハードウェアは設けない．この手法は，デジタル信号処理で
はメモリライトよりもメモリリードが圧倒的に多く，メモリライトの直後にメモリ
リードが続くことは極めて少ないことを利用しており，命令入替えや NOP挿入に
よるオーバーヘッドは大きな問題とはならない．
3.6 LSI実装例
上記アーキテクチャを実装した DSPのチップ写真を図 3.15に，また図 3.16に
Shmooプロットを示す．Shmooプロットは集積回路における電源電圧と動作周波数
との相関関係を示す図であり，縦軸は動作電圧，横軸は動作周波数の逆数であるマ
39
図 3.15: DSPチップ写真
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図 3.16: Shmooプロット図
シンサイクルである．また図においてPASSはDSPが正常動作する領域，FAILは正
常動作しない領域を示しており，電源電圧が低い，あるいは高速動作の領域でFAIL
が多くなる．この図から，開発したDSPは 3.5Vでは 10.7MHzで動作することが判
り，その時の積和演算能力は倍速演算機構により 2倍の 21.5MOPSとなる．また主
要緒元を表 3.2に示す．
3.7 性能評価
11.2kbps VSELPコーデックを，倍速積和演算機構やACS演算／ブロックフロー
ティングアクセラレータなどを持たない従来のDSP [48]と，提案したDSPで実行し
た時のクロック数の比を図 3.17に示す．導入した倍速積和演算機構やACS演算/ブ
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図 3.17: 11.2kbps VSELPコーデック実行時のクロック数
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図 3.18: 消費電力測定結果
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ロックフローティングアクセラレータなどの効果により，従来に対して約 33%のク
ロック数を削減している．また，実際に 11.2kbps VSELPコーデックを実現した時
の消費電力を図 3.18に示すが，上記従来のDSPでは 500mWの電力を消費する．従
来のDSPのデータ語長は，提案したDSPの 1.5倍である 24ビットではあるが，動
作周波数の低減とこれによる低電圧動作の実現などにより，データ語長比よりも格
段に小さい約 1/7の 70mW（3.5V動作時）の消費電力で，同じ機能を実現している．
3.8 まとめ
本章では，デジタル携帯電話音声コーデック用 DSPの動的消費電力を低減させ
るためのアーキテクチャ，回路，そしてそれらを実装した LSIなどについて述べた．
具体的にはDSPの動作周波数を低減することにより，動的消費電力削減には 2乗の
効果がある電源電圧の低減を図った．そして動作周波数低減のために，デジタル信
号処理の基本演算である積和演算を効率よく処理する倍速積和演算機構，ビタビ復
号やブロックフローティングを効率よく処理するACS演算／ブロックフローティン
グアクセラレータ，命令リピート処理手法などを開発し，DSP全体の動作周波数を
低減した．また，LSI実装では倍速積和演算器の一体化による負荷容量の削減，リ
ピート処理時などでプログラムカウンターの動作が停止している時の命令メモリへ
のプリチャージ停止なども行った．そして，PDC用 11.2kbps VSELPコーデックを，
従来比約 1/7の 70mW（3.5V動作時）の消費電力で実現し，提案手法の有効性を示
した．
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第4章 分割符号化手法による低消費電
力データ伝送
4.1 概要
本章では，第 2.3節で述べたバス反転符号化手法において，バスの状態遷移数を
下げる手法を提案する．本手法は，第 3章で述べた音声コーデック用DSPが扱う信
号のように，帯域が制限されたデータの伝送を行う場合を対象としている．そして
データの特徴を利用することで，バスの状態遷移数の低減を図る．実際のCMOS回
路においては，状態遷移数を下げることは，バス配線において第 2.1節，式（2.2）に
示す信号トグル係数N を下げることであり，動的消費電力の低減が図れる．シミュ
レーションによる状態遷移数と，汎用COMS論理 ICを用いて実装し，測定した消
費電流の評価で，提案手法の有効性を示す．尚，状態遷移数の低減により信号トグ
ル係数N を低減させることから，本章，及び次章では，状態遷移数，あるいは後ほ
ど定義する遷移率で議論する．
4.2 従来手法
第 2.3節で触れた従来のバス反転符号化手法のブロック図を図 4.1に示す．この手
法では時刻 tの出力レジスタの値すなわち Lビットのデータと，入力レジスタに格
納されている時刻 t+ 1で出力する予定のデータとのビット毎のハミング距離を，L
個の排他的論理和回路で求め，その出力をL入力多数決判定回路に与える．そして
多数決判定回路は入力の１の個数がL=2を超える場合に論理 1の判定信号を出力し，
出力レジスタの入力に設けた排他的論理和回路で反転処理を行い，その結果は出力
レジスタを経由してバスに出力される．これにより時刻 tと t+1におけるデータの
ハミング距離をL=2以下にする．受信側はバスからのLビット入力と 1ビットの判
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図 4.1: 従来のバス反転符号化手法ブロック図
定信号との排他的論理和演算を行い復号する．これによりバスの遷移，すなわち出
力レジスタに接続されたバス駆動用CMOS回路の信号トグル係数を低減し，低消費
電力化を図る．このように従来のバス反転符号化手法では全ビットを同等に扱って
多数決判定を行っているが，オーディオ信号，画像信号など帯域が制限された信号
では隣接サンプル間の振幅変化は緩やかであり，隣接サンプル間において上位ビッ
トと下位ビットの振舞いは異なると予想される．そこで帯域が制限された信号に対
して従来のバス反転符号化手法を適用した時の課題を，シミュレーションにより明
らかにする．
先ず，図 4.1に示す従来のバス反転符号化回路に，図 4.2に示す波形，スペクトラ
ムを持つサンプル数N=8192, 16ビットの擬似乱数信号，そして，図 4.3に示す波
形，スペクトラムを持つサンプル数N=8192, 16ビットのオーディオ信号を入力と
した時のバスの遷移率を，それぞれ図 4.4（A），図 4.4（B）に示す．図において，横
軸はビット位置であり 15が最上位ビット (Most Signicant Bit，MSB)，0は最下位
ビット (Least Signicant Bit，LSB)を示している．縦軸は毎サンプルでの平均遷移
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(A) Waveform
(B) Spectrum
図 4.2: 擬似乱数の信号波形とスペクトラム
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(A) Waveform
(B) Spectrum
図 4.3: オーディオ信号波形とスペクトラム
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図 4.4: 従来のバス反転符号化手法でのバス平均遷移率
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率を示しており，例えば 0.5の場合は平均として 2サンプルに 1回データが遷移する
ことを意味する．またTransmission Dataは図 4.1に示している符号化前の送信デー
タの遷移率を，Bus Dataは同じく図 4.1に示している符号化されたバスデータの遷
移率を示している．図 4.4（A）から従来のバス反転符号化手法では，擬似乱数のよ
うに全ビットがほぼ一様に変化する入力に対しては，MSBから LSBの全ビットで
遷移率が約 0.5から約 0.4に低減できることが判る．しかしながら図 4.4（B）に示す
オーディオ信号のような帯域制限された信号では，上位ビット (ビット 15，14，13)
に対しては符号化を行うことで逆に遷移率が増加，下位ビット（ビット 11～0）に
対して遷移率は 約 0.45と図 4.4（A）に示す遷移率と比べ約 0.05悪化している．こ
れは，従来の手法では，MSBから LSBまでの全ビットで多数決判定処理を行って
いることが原因と考えられる．すなわち図 4.2と図 4.3が示すように，オーディオ信
号と擬似乱数では特性が大きく異なっている．そこで，上位ビットと下位ビットに
対して異なる符号化を行うことで遷移率を低減する分割符号化手法を第 4.3節以降
で，さらに，多数決判定を擬似的に行うことで多数決判定回路の簡単化を図り，消
費電力をさらに低減する擬似多数決判定回路を第 5章で提案する．
4.3 分割符号化手法
図 4.3に示すオーディオデータに対し，全サンプル，全ビット間の相関を求めた
結果を図 4.5に示す．図 4.5において凡例の b0から b15は 16ビットデータの各ビッ
トを，横軸は相関先のビット（右端の 0が LSBである b0）を示している．したがっ
て，凡例に示す各ビットと相関先のビットが一致した時，相関は 1となる．この図
から，1) 下位ビットは他ビットとの相関がほとんど無い，2) 上位ビットはMSBと
の相関が大，3) 上位ビットは隣接するビットとの相関が大であること，が判る．そ
こでLビット入力に対し，下位 nビットには従来手法と同様の多数決判定と反転に
よる符号化を行い，そして上位mビットに対する符号化として，符号化を行わない
単純分割符号化手法，上記 2)の特徴を利用した擬似絶対値化分割符号化手法，上記
3)の特徴を利用したグレイコード（Gray code）化分割符号化手法，を検討する．こ
こで擬似絶対値とは，2の補数体系で表現された負数に対して，符号ビットに続く
下位ビットを反転したものと定義する．例えば 6ビットの負数データ 111111に対し
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図 4.5: オーディオ信号の全サンプル・全ビット間相関
ては最上位ビット以外を反転し 100000とし，同じく，100000は 111111として表現
する．また正数データ，例えば 011111に対しては反転せずに 011111とする．以上
のことに基づいた分割符号化手法のブロック図を図 4.6に示す．
なお，ベル研究所のCassiu C. Cutlerによって発明された有名な符号化手法であ
る差分パルス符号変調（Dierential Pulse Code Modulation, DPCM）は，帯域制限
された信号では時刻 tと時刻 t+1のデータに強い相関があることに着目し，両デー
タの差分だけを送信するものである [49]．図 4.5はこの隣接するデータ間の相関関
係を，全ビット間の相関で示したものと言える．
以下に単純分割符号化手法，擬似絶対値化分割符号化手法，グレイコード化分割
符号化手法の詳細について述べる．
単純分割符号化手法
　本手法では上位ビット符号化回路，上位ビット復号化回路は論理回路では無く，入
力と出力を単純に接続するmビットの配線となる．
擬似絶対値化分割符号化手法
　単純分割符号化手法では，下位ビット多数決判定結果の上位ビットへの副作用が
排除されるため，全体の遷移率が従来手法よりも低減することは期待できる．しか
しながら 2の補数体系では，符号ビットが変わるゼロポイントを通過してデータが
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図 4.6: 分割符号化手法ブロック図
変化する時に，また符号無し体系では，最上位ビットが 0から 1，あるいは 1から 0
に変化する中心値を通過してデータが変化する時に，共に下位ビットで大きな遷移
が発生する．例えば 2の補数体系で 6ビットの場合，次のような大きな遷移が発生
する.
　例 1　  1: 111111 ⇒ +1: 000001 　遷移数 5
　例 2 　 +1: 000001 ⇒  1: 111111 　遷移数 5
そこで図 4.5に示した上位ビット群はMSBとの相関が強いことを利用し，図 4.7 (A)
に示す回路を用い上位ビットを擬似絶対値化する．この手法ではMSBを制御信号と
して用い，MSBに続く上位ビットに対し排他的論理和演算を行い，上位ビットを 2
の補数ではなくMSBと擬似絶対値で表現する．例えば 6ビットの  1は 111111で
は無く 100000と表現される．そこで上に示した例 1，2の遷移は，
　例 1　  1:100000 ⇒ +1: 000001 　遷移数 2
　例 2 　 +1:000001 ⇒  1: 100000 　遷移数 2
となり，ゼロポイント通過による状態遷移数は大きく低減される．またこの手法で
は，上位ビットの符号化に必要な排他的論理和回路の個数は，従来の反転手法での
m個に対しm-1個となり回路規模を低減できる．さらに上位ビットの復号に必要な
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図 4.7: 擬似絶対値化符号化復号化回路
制御信号は，符号化されずに出力される送信データのMSBとでき，専用の制御線
を設けた際に発生する新たな遷移も無い．なお，MSBは全データビットの中で最も
変化が少ないため，符号化しないことによる遷移率増加はほとんど無いと考えられ
る．復号は図 4.7 (B)に示すm-1個の排他的論理和回路を用いる．
グレイコード化分割符号化手法
　図 4.5に示したように，上位ビットはMSBだけで無く隣接ビットとの相関も強い．
このことを利用し，図 4.8 (A) に示す回路を用い上位ビットをグレイコード化する．
この手法では 2の補数体系でのゼロクロス，符号無し体系での中心値クロスでの大
きな状態遷移を低減すると共に，下位ビットからの桁上がり，桁下がりで発生する
緩やかな状態遷移も緩和する．例えば 6ビットの+2は 000010では無く 000011と表
現されるので+1から+2のような変化において，通常の数体系では下位 2ビットが
01から 10と 2ビット遷移するのに対して，01から 11と１ビットの遷移に留まる．
また復号に必要な制御信号は送信データのMSBを用いるため，擬似絶対値化分割
符号化手法の場合と同様の利点を有する．但し，復号は擬似絶対値化分割符号化手
法とは異なり，図 4.8 (B)に示すようにMSBからの逐次処理が必要となるため，上
位ビットが多い場合には遅延増加の課題を有する．
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図 4.8: グレイコード化符号化復号化回路
4.4 分割符号化手法の評価
単純分割符号化手法，擬似絶対値化分割符号化手法，グレイコード化分割符号化
手法の 3手法に対して，シミュレーションにより遷移率での評価を行う．また，汎
用COMS論理 ICを用いて実装を行い，消費電流での評価も行う．
提案する手法はオーディオデータのように，帯域制限された信号の特徴を利用し
ている．そこでこれ以降の解析では帯域制限された信号の特性と遷移率や消費電流
の関係を明確にするため，以下の手順で帯域制限されたデータを作成し用いる．
1) サンプル数Nの疑似乱数に高速フーリエ変換（Fast Fourier Transform，FFT）
を行い，周波数領域 F (k) に変換．
2) F (k)に対しカットオフ周波数 fcで高周波成分を取り除き帯域を制限，逆高速
フーリエ変換（Inverse FFT）で時間領域の信号 f(t)に復元．
3) 高周波成分を取り除いた後に逆高速フーリエ変換を行うと，取り除いた成分に
対応する振幅が減少する．この影響を無くすため，上記 2)で得られた信号 f(t) の
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最大振幅が 16ビット表現での最大幅となるように各サンプルの振幅を調整．
尚，FFT後の周波数は最大値がサンプリング周波数に対応し，N個に量子化され
る．量子化された周波数インデックス kは周波数ビンと呼ばれる．またサンプル数
N は 8192 とし，カットオフ周波数 fcは対応する周波数ビンを，さらにサンプル数
N で正規化した値で表わす．例えば k=1024より高い周波数成分を取り除き帯域を
制限した場合には，fc=1024/8192=1/8 と表現する．
図 4.9に，上記処理を行い生成した擬似乱数の信号波形とそのパワースペクトラ
ムの一例を示す．図 4.9（A），（B）はそれぞれ，カットオフ周波数 fc=1/8の場合の
スペクトラムと信号波形を，図 4.9（C），（D）は fc=1/128の場合のスペクトラムと
信号波形を示す．fc=1/8では fc=1/128の場合より高い周波数成分を持つため，そ
の信号波形は激しく変化するものとなっている．
4.4.1 シミュレーションによる遷移率での評価
図 4.6に示す分割符号化回路でL=16，Transmission Dataとしてカットオフ周波
数 fcが 1/1024，1/128，1/64，1/16，1/8，1/4の信号を用い，シミュレーションによ
り各符号化手法でのBus Dataの遷移率を求めた結果を，図 4.10，図 4.11に示す．図
において横軸は図 4.6に示す上位ビット符号化回路の入力ビット数mであり，m=0
では全ビットを多数決判定回路に入力することになり，従来の符号化手法となる．
m=16は，全ビットを上位ビット符号化回路に入力する場合を示している．縦軸は符
号化前のデータ Transmission Dataの遷移率RT に対する，符号化されたデータ Bus
Dataの遷移率RBの比を示している．この遷移率比 RB/RT は符号化の効果を示す
ものである．例えば 1ならば符号化による遷移率の改善が効果が無いこと，1以上
なら逆に悪化しているになり，1以下で，かつ，小さい値を示すものが符号化効果の
高い手法となる．また SC-NOP，SC-PAV，SC-GCと付したラインはそれぞれ，単
純分割符号化手法，擬似絶対値化分割符号化手法，グレイコード化分割符号化手法
の遷移率比 RB/RT を示す．各方式共に遷移率比が最小となるポイントを有するが，
その時のmは上位ビット符号化と下位ビット符号化の最適分割ポイントを示してい
ることになる．なお，遷移率には下位ビットの多数決判定結果を示す制御信号の遷
移も含めている．
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図 4.9: 評価に用いる擬似乱数の例
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図 4.10: 上位ビット数mと遷移率比RB/RT の関係（1）
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図 4.11: 上位ビット数mと遷移率比RB/RT の関係（2）
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これらの図から以下のことが判る.
1)何れの符号化手法でも，カットオフ周波数 fcが高くなるほど，最適分割点はMSB
側（m=0の方向）にシフトする.
2) グレイコード化分割符号化手法は，擬似絶対値化分割符号化手法よりも遷移率低
減効果は大であるが，カットオフ周波数が高くなるほど，その効果は少なくなる．
3) 遷移率低減効果は，全てのカットオフ周波数及びmに対して，グレイコード化分
割符号化手法が最も高い．
4) 全てのカットオフ周波数に対して，グレイコード化分割符号化手法の最適分割点
は他の符号化手法よりも LSB側に存在.
5)擬似絶対値化分割符号化手法は，単純分割符号化手法よりも遷移率低減効果は大．
またカットオフ周波数が高くなるほどその効果は大であり，両手法のmの変化に対
する遷移率変化傾向はほぼ同じである．
これらは以下のことが主な要因と考えられる．
上記 1)，2)：カットオフ周波数が高くなるほど送信データが広帯域になり，MSB
側ビットの変化も大となるため，上位ビットを一つのグループとして扱い符号化する
手法は，特性が異なる多くのビットから多数決で判定する符号化よりも不利となる．
上記 3)，4)：下位ビット群においても隣接ビットとの相関がある程度あり，この
関係を利用した効果が現れている．
上記 5)：カットオフ周波数が高くなり入力信号が広帯域になると，符号ビットが
変わるゼロポイント通過も頻繁に起こるため擬似絶対値化の効果が大となる．しか
しながら擬似絶対値化を行っても，スペクトラムは擬似絶対値化前とほぼ同じなの
でグラフの傾向は変わらず，遷移率だけがシフトした関係になる．
4.4.2 実験による消費電流での評価
汎用のCMOS論理 ICを用いた符号化回路を作製し，符号化による電流低減効果
を調べる．ただし，ハードウェアではシミュレーションのように，自由にパラメー
タを変えて実験することは難しい．そこで汎用CMOS論理 ICによる符号化回路実
装を行うにあたり，前節でのシミュレーション結果に対する次の考察から上位 7ビッ
トをグレイコードで符号化（m=7），下位 9ビットは従来のBICを用いる，グレイ
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図 4.12: 消費電流評価用プリント基板
コード化分割符号化手法で評価を行う．
・図 4.10，図 4.11から，上位ビット符号化はグレイコードが最も効果が大きいと判
断できること．
・図 4.5および図 4.10，図 4.11から，実際のオーディオ信号ではm=7付近が適切と
思われること．
　上記仕様で作成したプリント基板を図 4.12に示す．汎用 CMOS論理 ICを用い，
図 4.6 (A)，図 4.8 (A)に示すグレイコード化分割符号化回路を実現している．具体
的には入力および出力レジスタとして 74AC574，符号化回路を構成する多数決判定
回路は 74AC86，74AC00，74AC02などを使用している．また出力レジスタにはバッ
ファIC（74AC244）を接続し，バス負荷容量としてはコンデンサを用いている．ま
た入力レジスタには，シミュレーションによる評価の場合と同様の擬似乱数を，基
板外部より入力する．
電源電圧 3.3V，動作周波数 1MHz，負荷容量 0.01Fでの実験において，この基
板で消費された電流を図 4.13に示す．この電流は 16ビットデータと 1ビットの制御
信号が負荷容量を駆動する電流と，符号化回路で消費された電流で構成される．図
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図 4.13: 消費電流測定結果
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図 4.14: 実験結果とシミュレーション結果の比較
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4.13には同じ負荷容量を，符号化を行わない 16ビットデータで駆動した時の電流も
示しており，1ビットの制御信号による電流を含めても，符号化により消費電流が
低減されている．またカットオフ周波数 fc=1/128の入力に対してその効果は最大
となり電流で 12mA，率にして 15％削減されていることが判る．また符号化を行う
か否かに関わらずカットオフ周波数が小さいほど電流は減少しており，これは入力
データに含まれる周波数 f が低くなるためであり，式（2.2)に示すように動的消費
電力は少なくなる．なお，プリント基板の浮遊容量ガイダンスとして数 pF/cmが言
われており [50]，本実験で用いた 0.01Fは現実的な値と言える．
図 4.14に，負荷容量の駆動で消費される電流を“符号化後／符号化前”の比とし
て求めたものと，シミュレーションで求めた遷移率比を示す．ここで符号化前の電
流は図 4.13に示した「符号化を行わない電流」，符号化後の電流は図 4.13に示した
「符号化を行った電流」から符号化回路で消費される電流約 4～5mAを引いたもので
ある．したがって“符号化後／符号化前”の比はシミュレーションで求めた遷移率
比 RB/RT を電流比として評価したものになる．図に示すように比率及びカットオ
フ周波数に対する変化傾向はほぼ同じであり，シミュレーションによる理論値と実
験結果の整合を示している．
4.5 回路規模と性能評価
本提案方式では従来の多数決判定手法とは異なり下位ビットだけを多数決判定入
力とするため，回路規模が大きい多数決判定回路を削減することができる．その一
方，分割点mの値が入力されるデータの帯域特性と合致しない場合は，遷移率が増
加する．そこで上位ビット数を 7（m=7），下位ビット数を 9とする場合を例に取
り，回路規模削減効果と遷移率増加の関係を議論する．
回路規模
　図 4.15に 9ビット入力多数決判定回路と，16ビット入力多数決判定回路のブロッ
ク図を示す．2入力ゲート換算での回路規模はそれぞれ，56ゲート，115ゲートで，
9ビット入力とすることで回路規模は約 1/2となり，段数削減によるゲート遅延低
減の効果も得られる．なお，加算器に必要な排他的論理和回路のゲート数は 2入力
ゲート換算で 3としている．各符号化手法の比較を示す表 4.1の (3)に，多数決判定
62
回路のゲート数を示す．また，送信データの加工（反転・無反転処理）を行う排他
的論理和回路のゲート数を，同じく表 4.1の (4)に示す．単純分割符号化手法では上
位ビットは操作を行わないために，ゲート数は下位 9ビット分のみとなる．また擬
似絶対値化，グレイコード化分割符号化手法では従来の反転手法と異なり，最上位
ビットは加工せずに出力するため，必要なゲート数は 15ビット分となる．多数決判
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図 4.15: 多数決判定回路
表 4.1: 各符号化手法の比較
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図 4.16: 符号化回路入力のカットオフ周波数と遷移率比RB/RT の関係
定及びデータ加工に必要なゲート数の合計を表 4.1の (5)に示す．
遷移率
　図4.16に上位ビット数を7（m=7），下位ビット数を9とした各分割符号化手法，及
び従来の 16ビット多数決判定と反転手法の，カットオフ周波数 fcが 1/4から 1/8192
の信号を入力した時の遷移率比を示す．擬似絶対値化及びグレイコード化分割符号
化手法においては，多数決判定回路の入力を 9ビットに固定しているにも関わらず
全てのカットオフ周波数に対して，従来の 16ビット多数決判定反転手法よりも遷移
率は少ない．また各カットオフ周波数での遷移率の単純平均と，その逆数× 100を
性能と定義したものを表 4.1の (1)，(2)にそれぞれ示す．さらにこれを表 4.1の (5)
に示す総ゲート数で除したものをコスト性能比として定義し，求めた結果を表 4.1
の (6)に示す．(6)には，従来の反転手法のコスト性能比を１とする相対比も示して
いる．(6)が示すように，どの分割符号化手法もその値は 1以上であり，提案した手
法の実用性は高く，コスト性能比を重視する場合はその値が 2.13である単純分割符
号化手法を，低遷移率（低消費電力）を重視する場合は遷移率が 0.835と最も小さ
いグレイコード化分割符号化手法を選択すれば良いと言える．一方，図 4.8 (B) に
示すように，グレイコード化分割符号化手法での復号は上位ビットから逐次行う必
要があるため，他の手法よりも復号処理時間は要する．そこで低遷移率（低消費電
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力）に加え復号処理時間も重視する場合は，擬似絶対値化分割符号化手法を選択す
れば良いと言える．
なお，上位ビットのデータ符号化処理は，図 4.7 (A)，図 4.8 (A)に示す 1段の排他
的論理和回路で行う．この回路は図 4.1 (A)に示す従来の反転手法と同じあり，デー
タ符号化での伝播遅延は同じである．また本手法は大規模集積回路での実装を想定
しているが，65nmプロセスでの排他的論理和回路の伝播遅延時間は電源電圧 1V近
辺で 3ns以下との報告もあり，実用上問題となる大きな値では無い [51]．また実験
に用いた排他的論理和回路 IC 74AC86の標準的な伝播遅延は，電源電圧 3.3Vにお
いて 7.6nsである [52]．
4.6 まとめ
本章では， CMOS 論理回路の配線で動的に消費される電力を低減する新たな符
号化手法である，分割符号化手法を提案した．本手法はオーディオデータなどの帯
域が制限された信号では，上位ビットグループと下位ビットグループの信号変化特
性が大きく異なることに着目し，それぞれの特性に合った符号化を行い伝送するこ
とにより各ビットでの遷移率を減らし，配線駆動用CMOS回路で動的に消費される
電力の低減を図るものである．従来手法に対する効果を，シミュレーションによる
遷移率と，汎用CMOS論理 ICを用いて符号化回路をプリント基板に実装し測定し
た消費電流で示した．そして異なるカットオフ周波数の入力データに対して，遷移
率と電流低減率の変化傾向がほぼ同じであることも示した．さらに本手法では，下
位ビットに対して従来と同じBICによる符号化を行っているが．従来とは異なり全
ビットを多数決判定対象としないため，多数決判定に必要な回路を削減することが
可能である．上位ビットを 7，下位ビットを 9で分割した場合を例に回路規模と性能
の比を求めると，提案した分割符号化手法は従来手法に対して約 1.8から 2倍のコ
スト性能比を有し，実用性が高いことを示した．
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第5章 多数決判定回路の擬似化による
低消費電力データ伝送
5.1 概要
本章では，第 4章で提案した分割符号化手法によるバス反転符号化において，多
数決判定回路の回路規模と消費電力を，より低減する手法を提案する．本手法にお
いても，シミュレーションによる状態遷移数と，汎用COMS論理 ICを用いて実装
し，測定した消費電流の評価で，その有効性を示す．
5.2 擬似多数決判定回路
第 4章で提案した分割符号化手法では，図 4.6に示すように，多数決判定回路は
全ビットではなく下位ビットのみに用いるため，例えば下位 9ビットに適用した場
合は図 4.15 (A)示すようにゲート数は 56まで小さくできる．しかしながら，全加算
器，半加算器を用いるため多数決判定結果が出るまでの過渡状態で，下位ビットか
ら上位ビットへのキャリー伝播に伴う状態遷移が発生し，無駄な電力消費が発生し
ていると予想される．そこで，回路規模をより小さくすると共にキャリー伝播を減
らし電力消費を低減する多数決判定回路を提案する．
図5.1に従来の15ビットの多数決判定回路（Conventional Majority Voting，CMV）
を示すが，9個の全加算器，4個の半加算器など 115ゲートを用いている．これに対
し，提案する 15ビットの擬似多数決判定回路（Pseudo Majority Voting，PMV）を
図 5.2に示す．PMVでは初段で 3ビット単位で加算を行うのではなく，3ビット単位
での多数決判定を先に行い，それら判定結果を加算し最終の多数決判定を行う．こ
のため全加算器，半加算器はそれぞれ 1個となり，総ゲート数も 44と従来の 1/2以
下にできる．また初段での加算で発生する，下位ビットからのキャリー伝播による
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図 5.1: 従来の 15ビット多数決判定回路
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図 5.2: 提案する 15ビット擬似多数決判定回路
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状態遷移を無くすことができ，これにより消費電力を削減できる．しかしながら最
終の多数決判定結果が正しくない場合が存在するため，この判断で制御したバスの
遷移数が増加し，消費電力の増加を招く可能性がある．そこで擬似多数決判定によ
る誤判定について検討する．
図 5.2に示している全加算器，半加算器の加算出力，キャリー出力を (Cf, Sf, Ch,
Sh)と記したとき，加算結果は式（5.1）に示すものとなる．
N = 2Cf + Sf + 2Ch + Sh　 (5.1)
そして (Cf, Sf, Ch, Sh)が以下の場合に多数決と判断される．
(1,1,1,0) : 5個のCMV出力が 1
(1,1,0,1) : 4個のCMV出力が 1
(1,1,0,0) : 3個のCMV出力が 1
(1,0,1,0) : 4個のCMV出力が 1
(1,0,0,1) : 3個のCMV出力が 1
(0,1,1,0) : 3個のCMV出力が 1
この過程において表 5.1に例示するような誤った判定が発生する．ケース (A)は，1
の数は 7ビット以下であるのに 8以上であると過度に判断する場合，ケース (B)は，
表 5.1: 擬似多数決による誤判定の例
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1の数は 8ビット以上であるのに 7ビット以下と過小に判断する場合，を示している．
表 5.2に 15ビット，32,768通りの組合せに対する擬似多数決での判定結果を，上位
2ビットで 4つのケースに分けて示す．それぞれの行は以下の 6つの評価結果を示し
ている．
(1) CMVが多数決と判断したケース．
(2) PMVが多数決と判断したケース．
(3) (2)において過度な判断を行ったケース．
(4) 多数決判断における過度判断の率（=(3)/(2)）．
(5) (2)において過小判断を行ったケース．
(6) 全ての組合せに対する過小判断の率（=(5)/(1)）．
表 5.2に対する考察を以下の述べる．ケース 1とケース 2では 0の数と 1の数が同
じであるため，評価結果も全て同じとなる．ケース 0，1では 0の数と 1の数の関係
が双対となるため，ケース 0の (3)と (5)の 648と 468がケース 3では (5)と (3)に現
れる．しかしながら誤り率 (4)は，ケース 3では母数が 5,632と大きいため 0.08と
小さいの対して，ケース 0では母数が 2,560と小さいため誤り率 (4)は 0.25と非常
に大きい．これはケース 1，2の 0.13の約 2倍にあたる．過小判断の率 (6)もケース
0では 0.20であり他のケースよりも大きい．
表 5.2は 15ビットの全組合せに対する評価結果であるが，オーディオ信号のよう
に帯域が制限されたデータではビットの組合せに偏りが存在する．第 4章の図 4.5が
表 5.2: 15ビット擬似多数決判定の評価
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この偏りを示しており，次のことが判る．
　 F1) 上位ビットは最上位ビットとの相関が大．
　 F2) 上位ビットは隣接するビット，あるいは近くのビットとの相関が大．
　 F3) 下位ビットは隣接するビットとの相関がほとんど無い．
F1は上位ビットでは 11111あるいは 00000のように，連続する 1あるいは 0が出現
することが多いと言うことを，F3は下位ビットでは 1あるいは 0はランダムに出現
することが多いことを示唆している．このことから，下位ビットでは表 5.2のケー
ス 1，2の場合が多く発生しているので，PMVを適用しても誤判断を起こす頻度が
少ないことが期待できる．なお，誤判断を行ったとしても遷移率と消費電力が増加
するだけであり，データ伝送における誤り率に対する直接的な影響は無い．
図 5.3に，提案する PMVを用いた分割符号化手法（Segmentation Coding with
Pseudo Majority Voting，SC-PMV）のブロック図を示す．図 5.3は，第 4章の図 4.6
に示す分割符号化手法（Segmentation Coding with Conventional Majority Voting，
SC-CMV）において，多数決判定回路をCMVからPMVに変更しただけであり，こ
れ以外は全く同じものである．
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図 5.3: 擬似多数決判定を用いた分割符号化手法ブロック図
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5.3 擬似多数決判定回路を用いた分割符号化手法の評価
第 4.4節に述べた方法と同じ方法で SC-PMVでの評価をシミュレーションと汎用
CMOS論理 ICを用いた実験で行い，SC-CMVとの比較評価を行う．すなわち第 4.3
節で述べた単純分割符号化手法，擬似絶対値化分割符号化手法，グレイコード化分
割符号化手法において，下位ビットの多数決判定を擬似多数決判定で実現する．な
お，4.4.2で述べた汎用CMOS論理 ICによる実験との比較を行うため，PMVで判
定する下位ビットは 9ビットとする．図 5.4に 9ビットのCMVを，図 5.5に 9ビッ
トのPMVを示すが，擬似多数決判定化を図ることでゲート数は 56から 25と約 1/2
にできる．これにより符号回路で消費する電力を低減できる．さらに PMVでは加
算器を全く使用しないため，加算過程での下位ビットから上位ビットへのキャリー
伝播は無くなり，この状態遷移で発生する消費電力の削減が期待できる．
5.3.1 シミュレーションによる遷移率評価
多数決判定回路のPMV化による遷移率への影響を従来のCMVと比較するため，
入力として第 4.4節で示した帯域を制限した擬似乱数を用い，シミュレーションを
行う．その結果を図 5.6に示すが，SC-CMVの場合での遷移率比 RB/RT を示す図
4.16に，SC-PMVでのシミュレーション結果を加えたものである．この図が示すよ
うに，多数決判定回路を PMVにすることで多数決判定に誤りが発生するため，図
5.3のBus Dataの遷移数が増加し遷移率比は悪化する．ただその影響は少なく，例
えばカットオフ周波数 fc=1/128でその悪化は，約 3%程度に過ぎない．図 5.6には
n=16（m=0），すなわち，図 4.1に示す全ビットをCMVで多数決判定する従来のバ
ス反転符号化方法の結果も，BIC with CMVとして示している．また，逆に全てを
PMVとした結果もBCI with PMVとして示しているが，この 2例を比べるとCMV
とPMVでは fcに対する傾向が全く逆になる．すなわち，図 5.6で左側に示す fcが
高い（信号の帯域が広い）場合は，CMVが PMVより遷移率比が小である．しか
しながら図で右側に示す fcが低い（信号の帯域が狭い）場合は，逆にPMVの方が
遷移率比は小となる．この要因は上位ビットの変化の割合の影響であると考えられ，
第 5.2節で述べた仮説が正しかったことを示していると言える．
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図 5.4: 従来の 9ビット多数決判定回路
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図 5.5: 9ビット擬似多数決判定回路
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図 5.6: 多数決判定回路の擬似化による遷移率比RB/RT への影響
5.3.2 実験による消費電流評価
消費電流で SC-CMVとの比較評価を行うため，SC-CMVの場合と同様に上位 7
ビットをグレイコード，下位 9ビットをPMVとした基板を図 5.7に示す．また電源電
圧 3.3V，動作周波数 3MHz，負荷容量 0.01Fとし，擬似乱数を図 4.12の SC-CMV
基板，図 5.7の SC-PMV基板に入力したときの平均電流を図 5.8示す．図 5.6に示し
たようにPMVによりBus Dataの遷移数は増加するが，擬似化により多数決判定回
路の規模が約 1/2になり，さらに多数決判定処理過程でキャリー伝播による状態遷
移が無くなることから，消費電流は逆に SC-PMVの方が少なくなっている．また図
には符号化を行わない場合の電流も示している．
さらに入力として 6種類のオーディオデータを用いた時の，シミュレーションに
よる遷移数比と消費電流による評価結果を表 5.3に示す．オーディオデータの場合
も擬似乱数の場合と同様に，多数決判定回路の PMV化により遷移数比は増加する
が消費電流は少なくなる．
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図 5.7: 消費電流評価用プリント基板（擬似多数決判定手法）
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表 5.3: オーディオ信号を用いた擬似多数決判定手法の評価
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表 5.4: 多数決判定手法の性能比較
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5.4 回路規模と性能評価
第 4.5節の表 4.1で用いたのと同じ評価指標で，ただし，遷移数比では無く消費電
流を用い，上位 7ビットをグレイコード化，下位 9ビットをCMV及びPMVにした
時の性能比較を表 5.4に示す．多数決判定回路をPMVにすることで，符号化回路も
含む全回路規模が 0.69倍になり，さらに電流で評価した性能が 1.13倍になることか
ら，コスト性能比は 1.62倍，改善される．
また単純分割符号化手法，擬似絶対値化分割符号化手法において CMVを PMV
にした時の回路規模を表 5.5に示すが，多数決判定回路の擬似化により回路規模は
3割から 4割削減される．
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表 5.5: 単純及び擬似絶対値化分割符号化での回路規模削減効果
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5.5 まとめ
本章では第 4章で述べた，下位ビットのみに多数決判定を用いる分割符号化手法
において，さらに多数決判定回路を擬似化する手法を提案した．分割符号化手法は，
オーディオデータなどの帯域が制限された信号では，上位ビットグループと下位ビッ
トグループの信号変化特性が大きく異なることに着目した符号化手法であるが，提
案した手法はさらにその特徴を多数決判定にも利用している．すなわち下位ビット
では，隣接ビットとの相関が少ないことから，3ビット単位で多数決判定を最初に
行い，その判定結果を加算して最終の多数決判定を行っても，誤判定による影響が
それ程大きくないことを見出し，これを利用している．
下位 9ビットを擬似多数決判定化した時の誤判定による遷移率の増加を，擬似乱
数を入力とするシミュレーションで行い，例えばカットオフ周波数 fc=1/128でその
増加は約 3%程度に過ぎないことを示した．また，上位 7ビットにグレイコードを用
いた場合について消費電流での評価を行い，擬似多数決判定化による回路規模の削
減と判定過程での状態遷移削減により，擬似化した方が約 10%の電流を削減できる
ことを示した．また擬似多数決判定化で回路規模が約 30%削減できることから，コ
スト性能比を約 1.6倍改善できることを示した．
さらに 6種類のオーディオデータを用い，シミュレーションによる遷移数と消費電
流による評価も行い，擬似乱数を入力とした場合と同様に，多数決判定回路のPMV
化により遷移数は増加するが，消費電流は少なくなることを示した．
このように，擬似多数決判定回路を用いた分割符号化手法の実用的価値は，極め
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て高いと言える．
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第6章 むすび
以上，CMOS回路で構成されるデジタル信号処理プロセッサ，及びデータ伝送回
路の動的消費電力を低減する手法について述べた．
第 1章では，プロセス微細化技術の発展による搭載トランジスタの指数関数的増
加で，集積回路の発熱への対策が重要になったこと，さらに，一つのシステムを集
積回路で実現する SoCの時代になり，そして，それらの多くはバッテリーを電源と
する携帯機器で用いられること，またCO2削減など環境問題の視点から，集積回路
には，より一層の低消費電力化が求められていることを述べ，低消費電力化技術の
産業的重要性を示した．
第 2章では，CMOS回路の電力消費メカニズム，特に動的消費電力と呼ばれる，
回路の状態変化において負荷容量の充放電で消費される電力について述べ，これを
低減させる一般的手法について述べた．
第 3章では，携帯電話などで用いられる音声コーデック用デジタル信号処理プロ
セッサの低消費電力化手法について述べた．具体的には動作周波数低減のために有
効な倍速積和演算機構，ビタビ復号やブロックフローティングを効率よく処理する
ACS 演算／ブロックフローティングアクセラレータや，命令実行効率の改善を図る
命令リピート処理手法などを提案した．これにより 11.2kbps VSELP コーデックを
実現した場合のクロック数を，従来のDSPに対して 33%低減できる事を示した．ま
た，これによる動作周波数低減と低電圧動作以外に，倍速積和演算器の一体化によ
る負荷容量低減，そして，リピート処理などでプログラムカウンターが動作停止し
ている時の命令メモリへのプリチャージ停止など，回路設計，集積回路実装レベル
でも低消費電力化を図った．その結果，11.2kbps VSELP コーデックを従来比約 1/7
の 70mW（3.5V 動作時）の低消費電力で実現できることを示した．
第 4章では，集積回路内部あるいは集積回路間でのデータ伝送において，音声信
号のように帯域が制限されたデータの特徴を利用することで，伝送での消費電力を
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低減する，分割符号化手法を提案した．従来の手法が，伝送される全てのビットを
対象として多数決判定とバス反転符号化を行っているのに対し，提案した手法では，
上位ビットと下位ビットの 2グループに分割する．そして多数決判定とバス反転符
号化は，下位グループに対してのみ行い，上位ビットグループに対しては，操作無
し，擬似絶対値化，グレイコード化の何れかの処理を行う．各種カットオフ周波数を
持つ擬似乱数を入力とするシミュレーションにより 3手法の性能を評価し，何れの
手法も，データ伝送での状態遷移数が，従来手法より低減されることを示した．ま
た汎用CMOS論理 ICを用い，上位 7ビットをグレイコード化，下位 9ビットを多
数決判定とバス反転符号化を行う回路を実装し消費電流を測定，カットオフ周波数
に対する電流低減効果の傾向がシミュレーションによる状態遷移数低減効果と，ほ
ぼ一致することを示した．また，状態遷移数が低減されることと，多数決判定回路
を下位ビットにのみ用いることによる回路規模削減が相まって，上位ビットを 7，下
位ビットを 9で分割した場合，提案した分割符号化手法は従来手法に対して約 1.8か
ら 2倍のコスト性能比を有し，実用性が高いことを示した．
第 5章では，分割符号化手法において多数決判定回路を擬似化する，擬似多数決
判定回路を提案した．そして擬似化による誤判定の影響をシミュレーションで調べ，
例えばカットオフ周波数 fc=1/128では，状態遷移数増加は 3%程度に収まることを
示した．また汎用CMOS論理 ICを用いた実験で，擬似化により回路規模がさらに
削減されること，多数決判定でのキャリー伝播に伴う状態変化が無くなることで，消
費電流は逆に少なくなることを示した．具体的には，上位 7ビットをグレイコード
化を用いた分割符号化手法で，下位 9ビットを従来の多数決判定と擬似多数決判定
とした時の比較を行い，約 10%の電流を削減できることを示した．また擬似多数決
判定化で回路規模も約 30%削減できることから，約 1.6倍のコスト性能比を改善で
きることを示した．
以上述べたように，デジタル信号処理プロセッサ，データ伝送の何れの場合も，処
理対象とするデジタル信号を動的消費電力低減の視点から特徴を抽出し，動作周波
数や状態遷移数を低減するためのアーキテクチャや回路における効果的な具体策を
見出した．そして，その電力削減効果は上記数値が示すように，極めて大である．
本研究で得られた成果が，集積回路の低消費電力化と言う産業的重要課題解決のた
めの一助となれば幸いである．
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