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New proofs of Rosenthal’s ℓ1–theorem and the
Josefson–Nissenzweig theorem
Ehrhard Behrends
Abstract. We give elementary proofs of the theorems mentioned in
the title. Our methods rely on a simple version of Ramsey theory and
a martingale difference lemma.
They also provide quantitative results: if a Banach space contains
ℓ1 only with a bad constant then every bounded sequence admits a
subsequence which is “nearly” a weak Cauchy sequence.
1. Introduction
The aim of this paper is to give new, elementary proofs of the following
theorems:
Rosenthal’s ℓ1–theorem ([6]): Let (xn) be a bounded sequence
in a Banach space X. Either there is a subsequence which is
equivalent to the ℓ1-basis or there is a subsequence (xnk) which
is weakly Cauchy (i.e. (x′(xnk)) converges for every x
′ ∈ X ′).
The Josefson–Nissenzweig theorem ([4], [5]): For every in-
finite–dimensional Banach space X there are x′1, x
′
2, . . . in X
′
such that ‖x′n‖ = 1 for all n, but x′n → 0 w.r.t. the weak*–
topology.
They are treated in several textbooks (see e.g. [2] where the reader also
may find some historical remarks). We are going to present new proofs which
are more elementary than those in the literature. Also, in the case of Rosen-
thal’s theorem, we are able to derive a quantitative variant which reads as fol-
lows for real spaces (cf. section 3 where also the complex case is discussed): If
(xn) is bounded, ε > 0, and if for every infiniteM ⊂ N there are i1 < . . . < ir
in M and a1, . . . , ar ∈ R with ∑ |aρ| = 1 and ‖∑ aρxiρ‖ ≤ ε, then there is a
subsequence (xnk) such that lim supk x
′(xnk) − lim infk x′(xnk) ≤ 2ε for all
x′ with ‖x′‖ = 1.
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We prepare the proof of this in section 2 where we treat an easy–to–
formulate Ramsey–type theorem (the proof of which is elementary but tech-
nical). In section 4 we show that a slightly modified assumption in Rosen-
thal’s theorem even gives rise to norm convergent subsequences; this has
already been published in [1], the present argument, however, is much sim-
pler.
Next, in section 5, we are going to prepare the proof of the Josefson–
Nissenzweig theorem (the section contains some facts about Banach limits
and a simple martingale lemma). Section 6 uses the circle of ideas presented
in section 3 to prove the Josefson–Nissenzweig theorem. This idea is also
fundamental in [2], our proof however is more direct and gives a slightly
sharper result.
2. An elementary Ramsey theorem
Theorem 2.1 For r ∈ N let Tr be a family of r–tupels of increasing integers.
Suppose that
(1) ∀
M⊂N
M infinite
∃
i1,i2,...∈M
i1<i2<...
∀
r
(i1, . . . , ir) ∈ Tr.
Then it follows that
(2) ∃
M0⊂N
M0 infinite
∀
r
i1,i2,...∈M0
i1<...<ir
(i1, . . . , ir) ∈ Tr.
The rest of this section is devoted to the proof of 2.1. The key will be
the following
Definition 2.2 Let M ⊂ N be infinite, i1, . . . , ik ∈ N, i1 < . . . < ik. More-
over let (Tr)r=1,2,... be as in 2.1.
(i) i1, . . . , ik ↓M abbreviates the following fact:
If ik+1 < ik+2 < . . . are points in M with ik+1 > ik, then there is
an r such that (i1, . . . , ir) /∈ Tr.
The case k = 0 will also be admissible, we will then write ∅ ↓M .
(ii) i1, . . . , ik ↑M stands for the following:
Whenever N is an infinite subset of M , there are ik+1 < ik+2 < . . .
in N with ik+1 > ik such that (i1, . . . , ir) ∈ Tr for every r.
Again the definition is meant to contain the case k = 0.
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Note. Our “ ↓ ” and “ ↑ ” are closely related with “acceptance” and “rejec-
tion” in Diestel’s book ([2], p. 192). Our approach, however, is more direct
since we only have in mind a special version of a Ramsey theorem.
The following facts are immediate consequences of the definitions, they
are stated only for the sake of easy reference.
Observation 2.3
(i) (1) of the theorem just means ∅ ↑ N, and (2) follows as soon as one
has found anM0 such that i1, . . . , ik ↑M0 for arbitrary i1 < . . . < ik
in M0.
(ii) Let i1 < . . . < ik be given and M ⊂ N be infinite. If i1, . . . , ik ↓ M
does not hold, then there are ik+1 < ik+2 < . . . (with ik+1 > ik) in
M such that (i1, . . . , ir) ∈ Tr for every r.
(iii) If i1, . . . , ik ↓ M and N ⊂ M is infinite, then i1, . . . , ik ↓ N . The
same holds if the “ ↓ ” are replaced by “ ↑”.
Here is the first step of our construction:
Lemma 2.4 There is an infinite M˜0 ⊂ N such that
(3) i1, . . . , ik ↓ M˜0 or i1, . . . , ik ↑ M˜0
for each choice of i1 < . . . < ik in M˜0 (including the case k = 0).
Proof. It will be convenient to say that an infinite M˜0 satisfies (3)s (where
s ∈ N0) if the assertion (3) holds under the additional assumption that
{i1, . . . , ik} is contained in the set of the first s elements of M˜0. We combine
the following observations:
– We are looking for an infinite M˜0 such that M˜0 satisfies (3)s for
every s.
– Suppose we are able to make the following induction work: Given
an infinite M˜ (s) (which we write in increasing order as M˜ (s) =
{i1, i2, . . . , is, . . .}) such that (3)s holds for M˜ (s), there is an infinite
subset N of {is+1, is+2, . . .} such that M˜ (s+1) := {i1, . . . , is} ∪ N
satisfies (3)s+1.
This would suffice: We start our construction by setting M˜ (0) :=
N (note that M˜ (0) satisfies (3)0 by 2.3(i)), use the induction to
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construct the M˜ (0) ⊃ M˜ (1) ⊃ M˜ (2) . . . and set M˜0 = “the collection
of the s’th elements of M˜ (s), s ∈ N.” For fixed s, M˜0 has the same
first s elements as M˜ (s), so that in view of 2.3(iii) (3)s necessarily
holds for M˜0.
Therefore let’s concentrate on the induction step. Let s ≥ 0 and M˜ (s) with
(3)s be given. Denote by ∆1, . . . ,∆2s the 2
s different subsets of {i1, . . . , is}.
We will construct infinite subsets N˜ [1] ⊃ N˜ [2] ⊃ . . . ⊃ N˜ [2s] of {is+2, . . .}
such that either ∆j, is+1 ↑ N˜ [j] or ∆j, is+1 ↓ N˜ [j] for every j. In view of
2.3(iii) it is then clear that M˜ (s+1) := {i1, . . . , is+1} ∪ N˜ [2s] has (3)s+1.
First consider ∆1, is+1. Either we have ∆1, is+1 ↓ M˜ (s) (in which case we
put N˜ [1] := {is+2, . . .}) or there is an infinite subset N˜ [1] of {is+2, . . .} such
that ∆1, is+1 ↑ N˜ [1] (see 2.3(ii)).
Secondly, we investigate ∆2, is+1. Either ∆2, is+1 ↓ N˜ [1] (we will put
N˜ [2] := N˜ [1] in this case) or there is an infinite subset N˜ [2] of N˜ [1] such
that ∆2, is+1 ↑ N˜ [2]. It should be clear how to construct the remaining
N˜ [3] ⊃ . . . ⊃ N˜ [2s].
In order to get an M0 with (2) from M˜0 we need
Lemma 2.5 Let i1 < . . . < ik in M˜0 be given and suppose that i1, . . . , ik ↑
M˜0. Then there are only finitely many i > ik in M˜0 such that i1, . . . , ik, i ↓
M˜0.
Proof. Suppose that this were not the case. Put N = the collection of these
i. N is infinite, and by i1, . . . , ik ↑ M˜0 there would be ik+1 < ik+2 < . . . in
N (with ik+1 > ik) such that (i1, . . . , ir) ∈ Tr for every r. Note that this
would contradict i1, . . . , ik+1 ↓ M˜0.
Finally, we are ready for the
Proof of theorem 2.1. We have already noted that (2) just means i1, . . . , ik ↑
M0 for i1 < . . . < ik in M0. Similarly to the proof of 2.4 we introduce (2)s
for s ≥ 0: This is (2) with the same additional assumption as in (3)s.
The construction parallels that of 2.4: We need an M0 with (2)s for all
s, we know that M (0) := N satisfies (2)0, and, given an M
(s) with (2)s, we
only have to construct an M (s+1) with (2)s+1. In this construction the first
s elements of M (s) and M (s+1) should be identical; M0 = “the collection of
the s’th elements of M (s), s ∈ N” then will have the desired properties.
Here is the induction. Write M (s) = {i1, . . . , is, is+1, . . .} and put N :=
{is+1, . . .}. Since ∆ ↑ N for every ∆ ⊂ {i1, . . . , is} by assumption we con-
clude from 2.5 that there are only finitely many i in N such that ∆, i ↓ N
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for any ∆. Choose N˜ ⊂ N such that N˜ does not contain such i. Then
M (s+1) := {i1, . . . , is} ∪ N˜ satisfies (2)s+1, and this completes the proof.
3. A quantitative version of Rosenthal’s ℓ1–theorem
To begin with, we restate a definition from [1].
Definition 3.1 Let (xn) be a bounded sequence in a Banach space X, and
ε > 0. We say that (xn) admits ε–ℓ
1–blocks if for every infinite M ⊂ N
there are a1, . . . , ar ∈ K with
∑ |ar| = 1 and i1 < . . . < ir in M such that
‖∑ aρxiρ‖ ≤ ε.
Clearly there will be no subsequence of (xn) equivalent to the ℓ
1–basis
iff (xn) admits ε–ℓ
1–blocks for arbitrarily small ε > 0. Thus Rosenthal’s
theorem is the assertion that (xn) has a weak Cauchy subsequence provided
it admits ε–ℓ1–blocks for all ε. Here is our quantitative version of this fact
in the case of real spaces:
Theorem 3.2 Let X be a real Banach space and (xn) a bounded sequence.
Suppose that, for some ε > 0, (xn) admits small ε–ℓ
1–blocks. Then there is a
subsequence (xnk) of (xn) such that (xnk) is “close to being a weak Cauchy
sequence” in the following sense:
lim supx′(xnk)− lim inf x′(xnk) ≤ 2ε
for every x′ with ‖x′‖ = 1.
Remark. It is simple to derive the original theorem from 3.2. (If (xn) and
thus every subsequence has ε–ℓ1–blocks for all ε, apply 3.2 successively with
ε running through a sequence tending to zero. The diagonal sequence which
is obtained from this construction will be a weak Cauchy sequence.)
Proof. Suppose the theorem were not true. We claim that without loss of
generality we may assume that there is a δ > 0 such that
(4) ϕ((xnk )) := sup
‖x′‖=1
(
lim sup
k
x′(xnk)− lim inf
k
x′(xnk)
)
> 2ε+ δ
for all subsequences (xnk). In fact, if every subsequence contained another
subsequence with a ϕ–value arbitrarily close to 2ε, an argument as in the
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preceding remark would even provide one where ϕ((xnk )) ≤ 2ε in contrast
to our assumption.
Fix a τ > 0 which will be specified later. The essential tool in order to
get a contradiction will be the
Lemma After passing to a subsequence we may assume that (xn) satisfies
the following conditions:
(i) If C and D are finite disjoint subsets of N there are a λ0 ∈ R and
an x′ ∈ X ′ with ‖x′‖ = 1 such that x′(xn) < λ0 for n ∈ C and
x′(xn) > λ0 + 2ε+ δ for n ∈ D.
(ii) There are i1 < . . . < ir in N, a1, . . . , ar ∈ R with∑
|aρ| = 1, |
∑
aρ| ≤ τ, ‖
∑
aρxiρ‖ ≤ ε.
Proof of the lemma. (i) Define, for r ∈ N, Tr to be the collection of all
(i1, . . . , ir) (with i1 < . . . < ir) such that there are a λ0 ∈ R and a normalized
x′ such that x′(xiρ) < λ0 if ρ is even and > λ0+2ε+δ otherwise. (4) implies
that (1) of 2.1 is valid. Thus there is an M0 for which all (i1, . . . , ir) are in
Tr for i1 < . . . < ir in M0. Let us assume that M0 = N.
Let C and D be finite disjoint subsets of 2N = {2, 4, . . . , }. We may select
i1 < . . . < ir in N such that C ⊂ {iρ | ρ even} and D ⊂ {iρ | ρ odd}. Because
of (i1, . . . , ir) ∈ Tr we have settled (i) provided C and D are in 2N, and all
what’s left to do is to consider (x2n) instead of (xn).
(ii) By assumption we find i1 < . . . < ir, a1, . . . , ar ∈ R such that∑ |aρ| = 1 and ‖∑ aρxiρ‖ ≤ ε with arbitrarily large i1. Therefore we obtain
i11 < . . . < i
1
r1 < i
2
1 < . . . < i
2
r2 < i
3
1 < . . . < i
3
r3 < . . . and associated a
i
ρ.
The numbers ηj :=
∑rj
ρ=1 a
j
ρ all lie in [−1,+1] so that we find j < k with
|ηj−ηk| ≤ 2τ . Let i1 < . . . < ir be the family ij1 < . . . < ijrj < ik1 < . . . < ikrk ,
and define the a1, . . . , ar by
1
2a
j
1, . . . ,
1
2a
j
rj ,−12ak1 , . . . ,−12akrk .
We are now ready to derive a contradiction. On the one hand, by (ii)
of the lemma, we find i1 < . . . < ir in N, a1, . . . , ar ∈ R,
∑ |aρ| = 1,
|∑ aρ| ≤ τ with ‖∑ aρxiρ‖ ≤ ε. On the other hand we may apply (i)
with C := {iρ | aρ < 0}, D := {iρ | aρ > 0}. We put α := −
∑
ρ∈C aρ,
β :=
∑
ρ∈D aρ, and we note that |α− β| ≤ τ , α+ β = 1 so that |β − 12 | ≤ τ ;
hence
ε ≥
∥∥∥∑ aρxiρ∥∥∥ ≥∑ aρx′(xiρ) ≥ −λ0α+(λ0+2ε+δ)β ≥ −|λ0|τ+ε+ δ2−τδ.
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This expression can be made larger than ε if τ has been chosen sufficiently
small (note that the numbers |λ0| are bounded by sup ‖xn‖), a contradiction
which proves the theorem.
Note. Since for the unit vector basis (xn) of real ℓ
1 the assumption of the
theorem holds with ε = 1 and since for every subsequence (xnk) one may
find ‖x′‖ = 1 with lim supx′(xnk)−lim inf x′(xnk) = 2 there can be no better
constant than that given in our theorem.
Let’s now turn to the complex case which has to be treated in a slightly
different way. The quantitative version of Rosenthal’s ℓ1–theorem here reads
as follows:
Theorem 3.3 Let (xn) be a sequence in a complex Banach space X such
that, for some ε > 0, (xn) admits ε–ℓ
1–blocks. Then there is a subsequence
(xnk) such that, for x
′ with ‖x′‖ = 1, the diameter of the set of accumulation
points of (x′(xnk))k is at most 8ε/
√
2.
Proof. The proof is similar to the preceding one. Again we know that – if
the theorem does not hold – the numbers
sup
‖x′‖=1
{diameter of the accumulation points of (x′(xnk))}
are greater than 8ε/
√
2 + δ for a suitable δ > 0 and all (xnk), and again we
fix a τ > 0.
The key is this time the
Lemma Without loss of generality the sequence (xn) satisfies the following
conditions.
(i) Whenever C and D are disjoint and finite subsets of N there are
z0, w0 ∈ C with |w0| ≥ 8ε/
√
2+ δ and an x′ with ‖x′‖ = 1 such that
|x′(xn)− z0| ≤ τ for n ∈ C and |x′(xn)− (z0 +w0)| ≤ τ for n ∈ D.
(ii) We may assume that the a’s of 3.1 additionally satisfy |∑ aρ| ≤ τ .
The proof is similar and is therefore omitted.
Now let S1, . . . , S4 be the quadrants in the complex plane, i.e., Sj is the
collection of those numbers whose arguments lie between (j − 1)π/2 and
jπ/2. We need the following obvious facts:
– If
∑ |aρ| = 1 there is a j such that ∑aρ∈Sj |aρ| ≥ 1/4.
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– If
∑
aρ∈Sj |aρ| ≥ 1/4, then
∑
aρ∈Sj |aρ| ≥
√
2/8.
Now choose i1 < . . . < ir, a1 . . . , ar with
∑ |ar| = 1, |∑ aρ| ≤ τ , |∑ aρxiρ |
≤ ε. Write {i1, . . . , ir} as the disjoint union of C and D, where D contains
the iρ with aρ ∈ S1 (without loss of generality we assume that∑aρ∈S1 |aρ| ≥
1/4).
With z0, w0, x
′ as in (i) of the lemma it follows that
ε ≥
∥∥∥∑ aρxiρ∥∥∥ ≥ ∣∣∣∑ aρx′(xiρ)∣∣∣
≥
∣∣∣∣∣∣
∑
aρ∈S1
aρ(z0 + w0) +
∑
aρ /∈S1
aρz0
∣∣∣∣∣∣− τ
∑
|aρ|
=
∣∣∣∣∣∣
∑
aρz0 +
∑
aρ∈S1
aρw0
∣∣∣∣∣∣− τ
≥ |w0|
∣∣∣∣∣∣
∑
aρ∈S1
aρ
∣∣∣∣∣∣− τ(1 + |z0|)
≥ |w0|
√
2
8
− τ(1 + |z0|)
≥ ε+
√
2
8
δ − τ(1 + |z0|),
and this yields a contradiction for small τ .
Note. It seems to be difficult to decide whether 8ε/
√
2 can in general be
replaced by a better estimate.
4. Blockings with uniformly bounded length
The following result has been published in [1]. Here we present a much
simpler proof which uses theorem 2.1.
Theorem 4.1 Let (xn) be a bounded sequence in a real or complex Banach
space X such that there is an r ∈ N with the following property: Whenever
M ⊂ N is infinite and ε > 0, there are i1 < . . . < ir in M and a1, . . . , ar ∈
K with
∑ |aρ| = 1 such that ‖∑ aixiρ‖ ≤ ε. Then (xn) has a convergent
subsequence.
Proof. Fix ε > 0. The first step is as in [1], we refer the reader to this paper:
One can choose the same a’s for all M . Fix a1, . . . , ar and suppose that ar 6=
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0. Define sets of r˜–tupels Tr˜ as follows. Tr˜ is the collection of all r˜–tupels if
r˜ 6= r, and the set of those (i1, . . . , ir) with i1 < . . . < ir and ‖
∑
aρxiρ‖ ≤ ε if
r˜ = r. Then 2.1 may be applied, and we get (xnk) such that ‖
∑
aρxnkρ‖ ≤ ε
for arbitrary k1 < . . . < kr. In particular xnr , xnr+1 , xnr+2 , . . . lie in the ball
with center −∑r−11 (aρ/ar)xnρ and radius ε/|ar |. Starting this construction
with ε = 1 and applying it repeatedly to ε = 1/2, ε = 1/3, . . . provides a
descending family of subsequences for which the diagonal sequence surely is
convergent.
Note. In this situation a quantitative version is not to be expected in general.
Consider e.g. the unit vector basis (en) in c0. For ε > 0 fixed one can find
the a1, . . . , ar with the same r for all M , but ‖en − em‖ = 2 for n 6= m.
5. The Josefson–Nissenzweig theorem: preparations
Lemma 5.1 For ℓ = 1, 2, . . . and ε1, . . . , εℓ ∈ {0, 1} let rε1...εℓ be a num-
ber such that the family ((rε1...εℓ)ε1...εℓ)ℓ=1,2,... satisfies |rε1...εℓ | ≤ 2−ℓ and
rε1...εℓ = rε1...εℓ0 + rε1...εℓ1 for all ℓ, ε1 . . . εℓ. Define
ηℓ :=
∑
ε1...εℓ
(rε1...εℓ0 − rε1...εℓ1).
Then
∑ |ηℓ|2 ≤ 1 so that in particular ηℓ → 0.
Proof. An elegant proof could be given using martingales: the rε1...εℓ give rise
to a bounded martingale, the martingale convergence theorem guarantees
the existence of a limit f in L1, and the ηℓ are the integrals over f multiplied
by suitable Rademacher functions.
However, a much simpler approach is possible. Set
aℓ := 2
ℓ
∑
ε1...εℓ
|rε1...εℓ |2
bℓ := 2
ℓ
∑
ε1...εℓ
|rε1...εℓ0 − rε1...εℓ1|2
cℓ :=
∑
ε1...εℓ
|rε1...ℓ0 − rε1...εℓ1|.
Then aℓ+1−aℓ = bℓ (by the parallelogram law |α+β|2+ |α−β|2 = 2(|α|2+
|β|2)) so that the aℓ are increasing. Surely aℓ ≤ 1, and we get
∑
bℓ ≤ 1.
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Finally note that |ηℓ| ≤ cℓ and that c2ℓ ≤ bℓ since
(|α1|+ · · ·+ |αk|)2 ≤ k(|α1|2 + · · ·+ |αk|2) for all families α1, . . . , αk.
Next we have to remind the reader of the definition of a Banach limit
which can be found in nearly every textbook on functional analysis. A
Banach limit is an L ∈ (ℓ∞)′ such that L((1, 1, . . .)) = 1 = ‖L‖, and
L((x1, x2, . . .)) = L((x2, x3, . . .)) for every (xn). It is known that such L
exist. Some elementary properties will be important for us:
Lemma 5.2 Define λℓ, µε1...εℓ ∈ ℓ∞ for ℓ = 1, 2, . . . and ε1, . . . , εℓ ∈ {0, 1}
as follows:
λ1 = (1,−1, 1,−1, . . .)
λ2 = (1, 1,−1,−1, 1, 1, . . .)
λ3 = (1, 1, 1, 1,−1,−1,−1,−1, . . .)
...
µ0 = (1, 0, 1, 0, . . .), µ1 = (0, 1, 0, 1, . . .)
µ00 = (1, 0, 0, 0, 1, 0, 0, 0, 1, . . .), µ01 = (0, 0, 1, 0, 0, 0, 1, 0, . . .)
µ10 = (0, 1, 0, 0, 0, 1, 0, 0, 0, . . .), µ11 = (0, 0, 0, 1, 0, 0, 0, 1, . . .);
in general: µε1...εℓ is 1 at positions of the form k · 2ℓ+1+ ε120+ · · ·+ εℓ2ℓ−1
(k = 0, 1, . . .) and 0 otherwise, and
λℓ =
∑
ε1,...,εℓ−1
(µε1,...,εℓ−1,0 − µε1,...,εℓ−1,1).
Then |L(µε1...εℓx)| ≤ 2−ℓ for every x ∈ ℓ∞ with ‖x‖ ≤ 1.
Proof. Let T : ℓ∞ → ℓ∞ be the shift operator (y1, y2, . . .) 7→ (0, y1, y2, . . .)
and x0 the pointwise product of µε1...εℓ with x. Then L(T x˜) = L(x˜) for every
x˜, and ‖x0 + Tx0 + T 2x0 + · · ·+ T 2ℓ−1x0‖ ≤ 1. Hence 2ℓ|L(x0)| ≤ 1.
6. The Josefson–Nissenzweig theorem
Theorem 6.1 ([4], [5]) A Banach space X is either finite–dimensional or
there exist normalized x′1, x
′
2, . . . such that x
′
n(x)→ 0 for every x.
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Proof.
Case 1: ℓ1 is not contained in X ′. Suppose that every weak*–convergent
sequence is already norm convergent; we will show that X ′ is finite-dimensio-
nal.
Let (x′n) be a bounded sequence. By Rosenthal’s theorem and since ℓ
1
does not embed into X ′ we find a subsequence which is weakly Cauchy and
thus weak*–convergent. By our assumption it is convergent, and thus X ′ is
finite–dimensional.
Case 2: ℓ1 embeds into X ′, i.e., there are x′n in X
′ and A,B > 0 such that
A
r∑
1
|ti| ≥
∥∥∥∥∥
r∑
1
tix
′
i
∥∥∥∥∥ ≥ B
r∑
1
|ti|
for arbitrary r and t1, . . . , tr ∈ K.
In order to continue we remind the reader of the following notion: A
sequence (y′n) is said to be obtained from the (x
′
n) by blocking if there are
disjoint finite sets A1, A2, . . . in N with A1 ≤ A2 ≤ . . . and numbers (ak) with∑
k∈An |ak| = 1 for every n such that y′n =
∑
k∈An akx
′
k. Note in particular
that all subsequences arise in this way.
Case 2.1. It is possible to get (y′n) by blocking (xn) such that y
′
n → 0 with
respect to the weak*–topology. Then we are done since ‖y′n‖ ≥ B so that
the y′n/‖y′n‖ have the desired properties.
Case 2.2. For no blocking (y′n) we have y
′
n → 0 (w.r.t. the weak*–topology).
In order to measure the property of being a weak*–null sequence we intro-
duce the number
ϕ((y′n)) := sup
‖x‖=1
lim sup |y′n(x)|
for the (y′n) constructed as before. In the case under consideration we know
that always ϕ((y′n)) > 0. We claim that even more is true.
Claim 1. There are a δ > 0 and a block sequence (y′n) such that ϕ((z
′
n)) = δ
for every (z′n) which is obtained from (y
′
n) by blocking.
Proof of claim 1. Let δ0 ≥ 0 be the infimum of the numbers ϕ((y′n)), where
the infimum runs over all block sequences (y′n). Choose (y
[1]
n ), a block se-
quence of (x′n), such that ϕ((y
[1]
n )) ≤ δ0 + 1/20. Let δ1 be the infimum of
the ϕ((y′n)), where this time only blockings of (y
[1]
n ) are under considera-
tion. Since a block sequence of a block sequence is a block sequence we have
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δ0 ≤ δ1. Choose (y[2]n ), a block sequence of (y[1]n ), with ϕ((y[2]n )) ≤ δ1+1/21. In
this way we get successively (y
[1]
n ), (y
[2]
n ), . . ., and δ1 ≤ δ2 ≤ . . ., where (y[k+1]n )
is obtained from (y
(k)
n ) by blocking and where δk ≤ ϕ((y′n)) ≤ δk + 1/2k for
all block sequences (y′n) of (y
[k+1]
n ). Our candidate is the diagonal sequence
(y′n) containing the n’th element of the (y
[n]
n ) for every n. For every k, (y′n) is
– after possibly finitely many exceptions – a block sequence of (y
[k]
n ; therefore
the ϕ–value lies between δk+1 and δk + 1/2
k. It follows that δ := sup δk has
the claimed properties; note that we also know that δ > 0 since δ = ϕ((y′n)).
Claim 2. Fix (y′n) and δ > 0 as in claim 1. Further let τ > 0 be arbitrary.
There is a subsequence which we will denote by (z′n) with the following
property: It is possible to find normalized x1, x2, . . . in X such that:
|z′n(x1)− δ| ≤ τ for all n;
|z′n(x2)− δ| ≤ τ for n = 3, 5, . . .
|z′n(x2) + δ| ≤ τ for n = 4, 6, . . .
|z′n(x3)− δ| ≤ τ for n = 5, 6, 9, 10, . . .
|z′n(x3) + δ| ≤ τ for n = 7, 8, 11, 12, . . .
...
(In general z′n(xk) is τ–close to δ on segments of length 2
k−2 beginning at
2k−1+1, 2·2k−1+1, 3·2k−1+1, . . . and τ–close to −δ at segments of the same
length, beginning at 2k−1+2k−2+1, 2 · 2k−1+2k−2+1, 3 · 2k−1+2k−1+1;
thus, if we regard the xk as functions on the set {z′n | n ∈ N} they behave
like the Rademacher functions, at least for large n.)
Proof of claim 2. By assumption we know that ϕ((y′n)) = δ, and this makes
it easy to find x1 with ‖x1‖ = 1 and a subsequence (w[1]n ) of (y′n) with
|w[1]n (x1)− δ| ≤ τ for every n. Our final (z′n) will be a subsequence of (w[1]n )
so that we will have no problems with x1. Put z
′
1 := w
[1]
1 , z
′
2 := w
[2]
2 . Now
consider
(un) :=
(
w
[1]
3 − w[1]4
2
,
w
[1]
5 − w[1]6
2
, . . .
)
.
This is a block sequence of (y′n) so that ϕ((un)) = δ. Hence we find a
normalized x2 such that for infinitely many n, say n ∈ N , we have |un(x2)−
δ| ≤ τ ′; here τ ′ denotes any positive number such that
|α|, |β| ≤ δ + τ ′, |1
2
(α+ β)− δ| ≤ τ ′ ⇒ |α− δ| ≤ τ, |β − δ| ≤ τ.
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Since lim sup |w[1]n (x2)| ≤ δ we may also assume that for n ∈ N and un =
(w
[1]
2n−1 − w[1]2n)/2, the w’s satisfy |w[1]2n−1(x2)|, |w[1]2n(x2)| ≤ δ + τ ′. Thus
|w[1]2n−1(x2)− δ| ≤ τ and |w[1]2n(x2) + δ| ≤ τ .
Let (w
[2]
n ) be the sequence of the w
[1]
2n−1, w
[1]
2n with n ∈ N . Set z′3 := w[2]2 ,
z′4 := w
[2]
3 .
We consider now(
w
[2]
1 + w
[2]
2 − w[2]3 − w[2]4
4
,
w
[2]
5 + w
[2]
6 − w[2]7 −w[2]8
4
, . . .
)
=: (un).
Again we find an infinite N and an x3 such that |un(x3) − δ| ≤ τ ′, where
this time τ ′ > 0 is such that
|α1|, |α2|, |α3|, |α4| ≤ δ + τ ′ and
∣∣∣∣α1 + α2 + α3 + α44 − δ
∣∣∣∣ ≤ τ ′
⇒ |αj − δ| ≤ τ for j = 1, 2, 3, 4.
Also we can assume that the |w[2]4n−j(x3)| ≤ δ + τ ′ for n ∈ N , j = 0, 1, 2, 3.
Let (w[3]) consist of the w
[2]
4n−3, . . . , w
[2]
4n with n ∈ N , and define z′5, . . . , z′8 to
be w
[3]
1 , . . . , w
[3]
4 respectively.
It should be clear how this construction (which is similar to that in [3])
has to be continued and that (z′n) has the claimed properties.
Now it is fairly easy to conclude the proof of the Josefson–Nissenzweig
theorem. With (z′n) as in the second claim we denote by T : X → ℓ∞
the operator x 7→ (z′1(x), z′2(x), . . .), and we define w′n to be the functional
x 7→ L(λnTx) (notation as in section 5) where L is a fixed Banach limit.
Every w′n has a norm not smaller than δ−τ since λnTxn is by construction a
sequence which – up to finitely many exceptions – is τ–close to the sequence
(δ, δ, δ, . . .), and the Banach limit property of L implies that L(λnTxn) is –
up to τ – L(δ, δ, . . .) = δ.
The w′n also tend to zero w.r.t. the weak* topology since by 5.2 for
every x ∈ ℓ∞ with ‖x‖ = 1 the numbers rε1...εℓ := L(µε1...εℓx) satisfy the
hypothesis of 5.1 and since the ηℓ of 5.1 are just the L(λℓ · x) in this case.
Note. In fact we have shown more than required: When case 2.2 leads to a
Josefson–Nissenzweig sequence then it is not only weak* null but in fact a
weak*–ℓ2–sequence (i.e.
∑ |w′n(x)|2 <∞ for every x ∈ X).
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