Simulation-based inference plays a major role in modern statistics, and often employs either reallocating (as in a randomization test) or resampling (as in bootstrapping). Reallocating mimics random allocation to treatment groups, while resampling mimics random sampling from a larger population; does it matter whether the simulation method matches the data collection method? Moreover, do the results differ for testing versus estimation? Here we answer these questions in a simple setting by exploring the distribution of a sample difference in means under a basic two group design and four different scenarios: true random allocation, true random sampling, reallocating, and resampling. For testing a sharp null hypothesis, reallocating is superior in small samples, but reallocating and resampling are asymptotically equivalent. For estimation, resampling is generally superior, unless the effect is truly additive. Moreover, these results hold regardless of whether the data were collected by random sampling or random allocation.
allocation of an experiment. However, only a year later, Fisher discusses reallocating in the context of random sampling, while the emphasis on testing remained (Fisher, 1936) .
Thus it appears that Fisher viewed reallocating as applicable regardless of the type of randomness in data collection, but primarily as a method for testing. Others (Tukey, 1993; Manly, 2007 , Section 1.4) have since adapted reallocation for estimation by inverting a series of tests and creating an interval comprised of values not rejected.
Resampling originated with Efron's landmark paper on bootstrapping (Efron, 1979) , which addresses only data obtained via random sampling, and focuses almost entirely on estimation. Efron and others have since gone on to apply resampling for testing (Efron and Tibshirani, 1994, Section 16.2) , but the assumption of random sampling remains.
Advice regarding when either simulation method is appropriate differs. While Fisher clearly regarded reallocating as applicable under both random allocation and random sampling, Tukey (1988) states that reallocating is applicable only under random allocation. Tukey (1988) also says that resampling is applicable under either random sampling or allocation, but others advocate for reallocating as a way to bypass the assumption of random sampling that is often unrealistic for randomized experiments (Cotton, 1973; Bredenkamp, 1980; Ludbrook and Dudley, 1998) , suggesting that other methods may not be applicable without random sampling. LaFleur and Greevy (2009) recommend reallocating for testing and resampling for estimation, and Ludbrook (1995) ; Ludbrook and Dudley (1998) recommend reallocating for testing under random allocation, resampling for testing under random sampling, and resamping for estimation under either data collection method. Other comparisons prove that resampling and reallocating are asymptotically equivalent for testing (Romano, 1989) , reallocating is more powerful than resampling for testing (Donegani, 1991; LaFleur and Greevy, 2009) , and resampling performs poorly in small sample sizes (Donegani, 1991; Hall and Wilson, 1991; Efron and Tibshirani, 1994) . A good historical summary comparing the two methods is given in Berry et al. (2014, Section 1.3.5) .
While reallocating originated for testing after random allocation and resampling originated for estimation after random sampling, both methods are widely used often irrespective of the data collection method or inferential goal. Moreover, while authors are in general agreement about the use of reallocating for tests based on experiments and the use of resampling for estimation on random samples, there is discrepancy as to when (or whether) it matters, and whether the data collection method or the inferential goal should take priority if the two don't align. To the best of our knowledge, this appears to be a void in the literature that deserves to be addressed. Moreover, most of the existing comparisions are based on conceptual, rather than mathematical, foundations (Romano (1989) and Donegani (1991) are notable exceptions) and rigorous mathematical justifications are needed for determining not just whether reallocating or resampling is preferred in a given situation, but also the extent to which the choice matters.
This paper addresses these questions by comparing the distribution of the common difference in means under different scenarios; true random sampling, true random allocation, resampling, and reallocating. These are all examined under different contexts: testing a sharp null hypothesis of no difference (Section 3), estimation (Section 4), and testing a weaker null hypothesis of equal means (Section 5). Section 6 illustrates with two examples, one with data generated via random allocation and one with data generated via random sampling. Section 7 summarizes the findings and concludes.
General Framework
This paper examines a quantitative outcome, Y , measured on n units with binary group membership, W = (W 1 , . . . , W n ) where W i ∈ {0, 1}. To focus primarily on the distinction between random allocation and random sampling, we restrict our comparison to two simple, but widely used, settings: a completely randomized experiment and a simple stratified sample, both with two groups of fixed sample sizes;
It is important to note that any results here are applicable only to these two simple designs.
Many note that random allocation and random sampling lead to two fundamentally different modes of inference, given different names by different authors: experimental versus sampling inference (Kempthorne, 1979) , randomization versus population inference (Ludbrook, 1995) , finite sample versus super population inference (Imbens and Rubin, 2015) , and permutation versus population model (Berry et al., 2014) . The former, stemming from random allocation and addressing only the sample at hand, originated with Fisher (1935 Fisher ( , 1936 . The latter, stemming from random sampling and generalizing to a larger population, originated with Neyman and Pearson (1928) . Kempthorne (1979) argues that it is misleading to refer to both using the same single word "inference". Here we are explicit about this distinction in our notation.
When random allocation is the source of randomness, we condition on the units in the sample, and are interested in what might have happened, had they been assigned a different treatment. Here we follow the potential outcome notation of the Rubin Causal Model (Rubin, 1974) , and let Y i (W i ) denote the i th unit's potential outcome under treatment assignment W i . For this notation to make sense, we assume the standard Stable Unit Treatment Value Assumption (SUTVA) (Rubin, 1980) ; that W has only two well-defined levels and that potential outcomes for unit i depend only on W i , and not on the treatment assignments of other units. We assume here that the potential outcomes are fixed, and only 
When random sampling is the source of randomness, we are now primarily interested in the underlying distributions for the population from which our sample was drawn. We thus alter our notation slightly, although for comparison purposes attempt to keep it as similar as possible. In this context, let Y (w) be a random variable denoting outcomes from group w, and using the square bracket notation of [mean, variance] , we have Y i (w) ∼ [µ w , σ 2 w ], for w ∈ {0, 1}. As the analog to SUTVA, here we assume independence between units.
Although the notational distinction here is framed in terms of random allocation versus random sampling, the distinction may be better viewed in terms of causality or generalizability. In the population framework, we are asking a question inherently about generalizability: (how much) do the population distributions differ between the groups? In the potential outcomes framework, we are asking an inherently causal question: (how much) would outcomes change under the opposite treatment? The potential outcomes framework is useful for causal inference in non-experimental settings as well (Rubin, 2007) , although without random allocation confounding variables must be accounted for, for example with propensity score methods (Rosenbaum and Rubin, 1983) . Rosenbaum (1984) incorporated the propensity score with reallocating for testing causality in observational studies, but here for simplicity we restrict our causal conclusions to the experimental framework.
While these methods allow for any statistic, throughout we use the difference in means:
Because there are often several different methods for getting from the distribution ofτ to a p-value or confidence interval, we restrict our focus here to the distribution ofτ . For all methods, the distribution will be centered at 0 for testing andτ for estimation, assuming symmetry. Also, although higher moments ofτ can certainly be important as discussed in Section 6.2, under all methods considered hereτ will be approximately normally distributed if n 0 and n 1 are large enough (Ding, 2017) . For these reasons, we focus henceforth on var(τ ).
As a crucial point, although the two modes of inference differ in notation and scope of inference, in both cases we work with the same statistic:τ . Although random allocation or random sampling may yield different statistics (in part due to the issue of confounding with the latter), for a given data setτ is calculated agnostic to the mode of inference. Therefore, any differences in var(τ ) arise solely due to differences in data collection (random allocation versus random sampling), differences in simulation (reallocating versus resampling), or differences due to testing versus estimation.
Testing a Sharp Null of No Difference
In this section we consider tests of Fisher's sharp null hypothesis (Fisher, 1935) of no difference whatsoever. Under the experimental framework this can be interpreted as no treatment effect for any unit, H 0 : Y(1) = Y(0), and under the sampling framework this can be interpreted as no difference in the distributions for the two groups,
or equivalently, all outcomes come from the same distribution. In either case, the sharp null implies that the outcomes are independent of W. A weaker null hypothesis of no mean difference will be considered in Section 5.
In the subsections that follow, we derive var(τ ) under random allocation, random sampling, reallocating, and resampling; under the sharp null hypothesis in this section, and for estimation in Section 4. The variance ofτ is highlighted within each subsection as a proposition to help the reader distill the key results. The goal of this paper is to synthesize otherwise disparate results, providing var(τ ) for each of the different scenarios in a cohesive and consistent format, and under as comparable as possible conditions, allowing us to determine the extent to which the choice of simulation method matters, the extent to which the simulation method should match the corresponding data collection method, and the extent to which the chosen simulation method should differ for testing and estimation.
Random Allocation and a Sharp Null Hypothesis
Proposition 1. Under random allocation to two groups of fixed sample sizes n 0 and n 1 , and assuming the sharp null hypothesis H 0 :
where
Proof. Define p ≡ P (W i = 1) = n 1 /n, and we derive the covariance of W as follows:
where 1 n×n is the n × n matrix of all 1s, and I n×n is the n × n identity matrix.
to be the sample variance for Y(w) for all units in the sample (regardless of actual treatment assignment). Then, recalling Y(w) is fixed and only W is random, for w ∈ {0, 1},
Note that (n − n w )/n is almost the familiar finite population correction factor, except with an n rather than n − 1 in the denominator. This is because we defined s * w 2 with an n − 1 in the denominator, despite the calculation being over the entire finite "population".
Under the sharp null hypothesis,
Also under the sharp null,
Therefore, under random allocation
Unlike most true variance calculations that rely on unknown quantities, this can actually be calculated (not just estimated) from the observed data. This differs from the typical formula found in most introductory statistics textbooks because the sharp null hypothesis assumes a common variance between treatment groups. This also differs from the usual pooled variance estimate, as s 2 is calculated assuming both equal variances and equal means between the groups, so considers deviations of each data point from the grand mean, as opposed to deviations of each data point from its own group mean.
Reallocating for Testing a Sharp Null Hypothesis
Under the sharp null hypothesis, Y obs = Y(1) = Y(0) is the same for every treatment assignment W. Thus we can empirically create the distribution ofτ under the null by leaving Y obs untouched and simulating many random allocations, W, and calculatingτ for each simulated W. Once a null distribution is generated in this fashion, the p-value is calculated as the proportion of simulated statistics as extreme as, or more extreme than, the observed difference in means (Fisher, 1935; Pitman, 1937) . Note that in a randomization test the variance ofτ is not used or needed, as the p-value is simply computed empirically as a proportion of simulated statistics, but we give it here for comparison purposes.
If all random allocations were to be enumerated (exact method) the null distribution achieved through reallocation in this fashion is exactly the true null distribution under random allocation, and thus the p-value achieved in this fashion is widely recognized as the gold standard correct p-value (Fisher, 1936; Kempthorne, 1952; Bradley, 1968; Tukey, 1988; Edgington and Onghena, 2007) . However, in most realistic cases, enumerating and calculating the statistic for all n n 1 allocations is not feasible, so instead we simulate a large number of reallocations (Monte Carlo method). In this case, the randomization distribution will converge to the true null distribution as the number of simulations increases.
Proposition 2. Under reallocation to two groups of fixed sizes n 0 and n 1 , and assuming the sharp null hypothesis H 0 : Y(1) = Y(0), as the number of simulations increases,
Proof. As discussed, under the sharp null hypothesis, the distribution of the statistic under reallocation will equal the true null distribution under random allocation, either exactly (exact method) or in the limit (monte carlo method). Therefore, var(τ ) is as in (2).
Random Sampling and a Sharp Null Hypothesis
Proposition 3. Under random sampling of two groups of fixed sample sizes n 0 and n 1 , and assuming the sharp null hypothesis H 0 :
where σ 2 is the population variance.
Proof. Under fixed sample sizes, simple random sampling, and independence, it is straightforward to derive the familiar formula:
where σ 2 w denotes the population variance within group w. Under the sharp null hypothesis,
Therefore, under the sharp null hypothesis, the distributions ofτ under random allocation or random sampling are almost equivalent, only differing by s 2 versus σ 2 in var(τ ).
Resampling for Testing a Sharp Null Hypothesis
To resample under the sharp null hypothesis, select samples of size n 1 and n 0 , each sampled with replacement from the combined sample of all n units. Repeating this process many times and calculatingτ for each yields a distribution ofτ under the sharp null, and as with reallocating, a p-value can then be calculated as the proportion of the simulated statistics that are as extreme as (or more extreme than) than the observed statistic. There are other ways of obtaining a p-value from this distribution (Hall and Wilson, 1991) , but for comparison we focus here on var(τ ) under the sharp null.
Proposition 4. Under resampling of two groups of fixed sample sizes n 0 and n 1 , and assuming the sharp null hypothesis H 0 :
, as the number of simulations increases,
Proof. As derived by Efron and Tibshirani (1994, pg. 43) ,
Because the resampled groups will be independent (due to sampling with replacement),
Thus resampling gives a variance estimate that is biased in small samples. The variance will on average be slightly lower than the variance under random allocation, random sampling, or reallocating. However, the bias diminishes as n gets large, and the estimate is consistent under either data collection method. Moreover, the variances under resampling, (12), or reallocating, (9), differ only by (n − 1)/n, and hence are asymptotically equivalent.
Note that reallocating and resampling are actually quite similar, with only one notable difference. In either case we take a sample from Y obs , set W i = 1 for i = 1, . . . , n 1 and
. . , n, calculateτ , and repeat many times. The only difference is whether this sample is taken with (resampling) or without (reallocating) replacement. This perspective can also help explain the extra factor of (n − n 1 )/n in (7) as the adjustment for sampling without replacement. Donegani (1991) shows that asymptotically, sampling without replacement is better than sampling with replacement from a finite population, in the sense that means will generally be closer to the overall mean.
Interval Estimation
This section mimics Section 3, but in the context of estimation, without a null hypothesis.
We first define the estimands, which differ depending on the mode of inference. Assuming we are interested in the true average difference between groups, the distinction becomes whether this average difference is over all units in the sample, if both potential outcomes could be observed, or over all units in the population, if we could collect data on the entire population. When the only source of randomness is random allocation, we take our estimand to be the true average treatment effect for the sample:
Under random sampling from a greater population, our estimand can be defined as
Although it does not change the resulting confidence interval, which are based only on the statisticτ , note that the distinction between τ ra and τ rs is not just finite sample versus population inference, but again whether the inferences are inherently causal in nature.
Random Allocation without a Null Hypothesis
Proposition 5. Under random allocation to two groups of fixed sample sizes n 0 and n 1 ,
where s * w 2 is defined in (4) and
is the sample variance of the unit-level treatment effects.
This result is derived in Imbens and Rubin (2015, Theorem 6 .2).
We make three important observations regarding (17) before proceeding. The first is that s * 1−0 2 is always positive, so ignoring this third term in (16), as is typically done, will provide a conservative (overestimate) of the true randomization variance. The second is that s * 1−0 2 can never be directly calculated, and usually cannot even be estimated, because we never observe both potential outcomes for the same unit. Neyman (Splawa- Neyman, 1990 , translated from the 1923 Polish version) recognized both facts, and so chose to define confidence intervals as having at least the specified level of coverage. Lastly, if the treatment effect is additive, Y(1) = Y(0) + a, then s * 1−0 2 = 0 and
Note that in general even if s * 1 2 = s * 0 2 , they will not equal s 2 (except in special cases), because s 2 is calculated via taking deviations from the grand mean, whereas each s * w 2 is calculated taking deviations from its group mean. The sharp null hypothesis is a special case of additivity, in which s * 1 2 = s * 0 2 = s 2 because the group means are assumed to be the same, and in this case (18) yields an alternative derivation of (2).
Reallocation for Interval Estimation
Reallocating requires an assumed relationship between Y i (1) and Y i (0) such that regardless of which treatment is observed for each unit, both potential outcomes can be assumed known. The most commonly assumed relationship is that of an additive treatment effect: Tukey (1993) acknowledges that with reallocating "we will be pairing platinum standard significance tests with silver or pewter standard confidence intervals" due to the necessity of this additivity assumption, stating that "Such rigid displacement is unlikely to happen in practice. It is a less than completely verifiable assumption." Moreover, unlike most of the results from this paper, this idea does not naturally extend to discrete data, as it would require adding fractional values, potentially resulting in nonsensical values.
However, under additivity, reallocating can be used to generate a confidence interval as the values of a that would not be rejected under a test of the null hypothesis H 0 : Pitman, 1937; Manly, 2007, Section 1.4 ). This can be quite computationally intensive; Garthwaite (1996) provides an algorithm for doing this more efficiently.
Proposition 6. Under reallocation to two groups of fixed sample sizes n 0 and n 1 , and assuming H 0 : Y(1) = Y(0) + a, as the number of simulations increases,
Proof. Define s 
Under
WLOG, assume just for the following derivation that the units are ordered such that W i = 1 for i = 1, . . . , n 1 and W i = 0 for i = n 1 + 1, . . . , n. Then
We make a few relevant observations regarding (16). Note that (n 0 n 1 )/(n(n − 1)) does not go zero as the sample size increases, hence var(τ ) always depends on the ratio of the group sizes,τ , and the hypothesized additive effect, a. The variance ofτ is minimized when a =τ , and only equals the variance under the sharp null hypothesis of no treatment effect, (9), when a = 0 or a = 2τ ; var (τ ) is lower than under the sharp null hypothesis for 0 < a < 2τ , and higher otherwise. Figure 1 shows var (τ ) as a function of a.
As an alternative to inverting a series of tests, some use the standard error from reallocating under the sharp null of H 0 : Y(1) = Y(0) to create the margin of error around the sample estimate. However, this will generally not give the correct coverage, because var (τ ) depends on a, and choosing to use the variance when a = 0 is arbitrary and generally incorrect, even for large samples. If reallocation is to be used for estimation, the method of inverting many tests should be used, not the variance from one randomization distribution.
Without assuming additivity, estimation via reallocating becomes much more difficult (Kempthorne, 1955) , and as far as we know, there is a not a good solution. Reallocation should not be used for estimation when effects are suspected to vary substantially between units, or equivalently when within group variances differ substantially between groups.
Random Sampling without a Null Hypothesis
Proposition 7. Under random sampling of two groups of fixed sample sizes n 0 and n 1 ,
where σ 2 w is the population variance within group w.
This is a commonly known result, and was also derived in (11).
Resampling for Interval Estimation
The resampling method we consider for estimation involves taking two independent samples with replacement: one of size n 1 taken from units with W i = 1, and the other of size n 0 taken from units with W i = 0. This process is repeated many times, andτ calculated for each. There are many ways to use this to generate a confidence interval, such as using the estimated standard error and a t-value to create the margin of error or by generating an interval via percentiles (DiCiccio and Romano, 1988; DiCiccio and Efron, 1996; Hesterberg, 2015) . For comparison purposes, here we again focus only on var(τ ).
Proposition 8. Under resampling of two groups of fixed sample sizes n 0 and n 1 , as the number of simulations increases,
is the sample variance within group w.
Proof. The result follows immediately by the analogous version of (13) and independence.
Again this is slightly biased below the true variance, (21), but a consistent estimate.
Testing a Null of Equal Means
Section 3 considers the sharp null hypothesis of no difference, but often we postulate a weaker null hypothesis, specifying only equality in the means: H 0 : µ 0 = µ 1 for the population framework and H 0 : Y (1) = Y (0) for the finite sample framework. How does this change the resulting standard errors?
The true variances ofτ under this null, for both random allocation and random sampling, are equivalent to those derived for estimation, (16) and (21), because both derivations are based on the variability of the data within groups (and across individual differences in potential outcomes for random allocation), and these do not change under equal means.
As discussed in Section 4.2, the process of reallocating requires a hypothesis that implies the values for all potential outcomes from the observed data. Although this could be done without assuming additivity (by postulating a null difference for Y i (1) − Y i (0) that is not constant across i), this is rarely, if ever, done in practice. Therefore, to avoid the assumption of equal variances implicit with additivity, reallocating is essentially not a viable option.
Philip Good has been reported as distinguishing testing via resampling and reallocating by the hypotheses themselves, noting that reallocating tests "hypotheses concerning distributions," while resampling tests "hypotheses concerning parameters" (Berry et al., 2014, p. 7) . While reallocating is limited to testing the sharp null hypothesis, resampling offers the flexibility of either null hypothesis. Under the sharp null of no difference, units can be sampled from the combined sample, as discussed in Section 3.4. Under the null of equal means, one can shift the groups to have equal means, creating new data, Y * , such that
where b can be any value. Common choices for b includeτ /2, −τ /2, or 0, but the value of b is actually irrelevant for a difference in means because it will cancel out. Resampling then occurs by resampling n 1 units from units with W i = 1 and n 0 units from units with W i = 0, and using the shifted values, Y * i to calculateτ . Because resampled units always come from their original group, all distributional differences between the groups besides center are preserved. This is equivalent to resampling from the original values within each group as described in Section 4.4 and then shifting the bootstrap distribution to be centered at 0, so the resulting variance is equivalent to that given in (22).
The specification of the null hypothesis makes much more of a difference than the choice to resample or reallocate, and the two decisions should not be conflated. The resampling variances under a sharp null, (12), and this weaker null, (22), can differ substantially, while under a sharp null hypothesis it doesn't make much difference whether you reallocate, (9), or resample, (12), at least in large samples.
Two Examples
We illustrate with two examples. The first is based on data from a randomized experiment with relatively small sample sizes, approximately equal standard deviations between the groups, and relatively symmetric distributions. The second is based on data from a random sample with larger sample sizes, standard deviations differing substantially between the groups, and positively skewed distributions with high outliers. In each case we simulate each of the simulation procedures, using 20 million simulations to make the Monte Carlo variation negligible; in all cases the empirical standard errors are identical to the theoretical values as derived in Sections 3 to 5. We also calculate empirical p-values or confidence intervals, which are all stable up to at least three decimal places.
Sleep versus Caffeine: A Randomized Experiment
Here we analyze data from a randomized experiment comparing the effect of sleep versus caffeine on memory (Mednick et al., 2008) . People were shown a list of words to memorize, then randomly divided into two equally sized groups, n 1 = n 0 = 12. One group (W i = 1) took a nap for 90 minutes, while the other group (W i = 0) took a caffeine pill and stayed awake. The outcome, Y obs , is the number of words recalled after the nap/caffeine break.
The dataset, SleepCaffeine, is available at www.lock5stat.com/datapage.html. The data are shown in Figure 2 , and the sample difference in means iŝ
W=0 ( The overall sample standard deviation is s = 3.686, so the true standard error under random allocation and a sharp null hypothesis can be calculated by (2): The standard errors for resampling are noticeablely smaller because of the small samples.
One-sided p-values are calculated as the proportion of simulated samples yielding statistics greater than or equal toτ . We also compute a 95% confidence interval via reallocating (inverting tests), and resampling usingτ ± t * SE:
τ ± t * SE = 3 ± 2.2(1.34) = (0.05, 5.95).
Although not recommended, for comparison we also compute the interval using the standard error from the reallocating sharp null distribution. Results are shown in 
Income by Sex: A Random Sample
Here we analyze data obtained via random sampling, looking at how income of employed However, there is more of a difference in the standard deviation between the two groups, thus resampling within groups differs from the sharp null standard errors.
As with the previous example, we calculated p-values and confidence intervals, with results given in Table 2 . These results are all highly significant, and we have strong evidence that among employed American adults, males make substantially more than females. as seen in Figure 3 , income is highly right-skewed. In either simulation under the sharp null, the actual sex of participants (W) is irrelevant, and because n 1 ≈ n 0 , the two groups sampled are then indistinguishable, guaranteeing symmetry. On the other hand, this does not hold when resampling within groups; because the males are more highly skewed with more high outliers, resampling within group yields a positively skewed distribution. This means there will be more high values in the right tail, explaining how this distribution yields Figure 2 ). Further work comparing higher moments for reallocating and resampling would be worthwhile. Table 3 summarizes var(τ ) for each of the data collection methods (random allocation and random sampling) and simulation methods (reallocation and resampling), for testing a sharp null and generating confidence intervals. The results under a null of equal means parallel those for intervals, except for reallocating.
Summary
When testing a sharp null, all methods yield very similar variances. The variance ofτ from random sampling differs from that of random allocation only in that it uses σ 2 rather than s 2 . With enough simulations, reallocation converges to the exact null distribution that would be observed under random allocation, providing a gold standard test. The variance ofτ under resampling only differs from reallocating by a factor of (n − 1)/n, which is assumption of additivity, or equivalently equal variances between treatment groups. Using the standard error from the sharp null randomization distribution for estimation is not recommended, as the standard error depends on the value of the hypothesized additive effect, a, and this approach arbitrarily sets a = 0. The variance ofτ from resampling is a consistent estimate for the true variance under random sampling, and a conservative estimate of the true variance under random allocation, which is the best that can be done without additional assumptions. For intervals, resampling is superior to reallocation, regardless of the method of data collection, unless the treatment effect is truly additive.
These results are counterintuitive, and go contrary to popular belief. Intuition would lead one to believe that the randomization in the simulation method should mimic the randomization in the data collective method (if it matters at all), but this is not the case.
For a difference in means, with either complete randomization to two groups or simple random sampling of two groups, we find that reallocating is superior for testing a sharp null hypothesis with small n (while for large n it doesn't matter which method is used), that resampling is superior for intervals unless additivity holds, and that these findings apply regardless of how the data were collected.
Of course, for more complex study designs, it becomes more important that the simulation method mimic the data collection method, and for more complex designs reallocating will likely be more natural if random allocation was used and resampling more natural if random sampling was used. Likewise, it is always important that randomness be present in some form, and hence the data collection method will always be relevant for inference.
Moreover, our results are based solely on var(τ ), but, as evidenced by Section 6.2, further moments should be considered ifτ is not normally distributed. However, for the cases examined here, matching the randomness in simulation to the randomness in data collection need not be a priority, at least not for mathematical reasons.
