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Предложены метод и алгоритмы генерации сложных пространственных траекторий 
летательных аппаратов, проходящих через заданную последовательность путевых точек в 
трехмерном пространстве. Для расчетов используется шестимерная модель летательного 
аппарата, в которой состояние объекта описывается координатами центра масс и траекторными 
координатами. Управлениями служат продольная и поперечная перегрузки, а также угол 
наклона вектора поперечной перегрузки, условно называемый углом крена Для полученной 
пространственной траектории рассчитываются программное и нелинейное стабилизирующее 
управления. Эффективность разработанных алгоритмов подтверждается результатами 
компьютерного моделирования. 
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Введение 
Для беспилотных летательных аппаратов (БПЛА) можно выделить ряд задач, 
связанных с планированием и реализацией сложных пространственных движений, 
которые в последние годы привлекают большое внимание. К этому ряду относится задача 
нахождения допустимого пути летательного аппарата в трехмерном пространстве, 
огибающего статические препятствия, а также связанные с ней задачи путевой и 
траекторной стабилизации. 
Задача построения допустимого пути в пространстве решается, как правило, в два 
этапа. На первом этапе формируется набор точек в пространстве, заданных своими 
координатами. Для решения этой задачи используют различные алгоритмы на графах [1-
3], методы случайных деревьев [4,5], а также множество других методов (см. обзор [6], а 
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также работы [7-9]). Отметим также метод планирования траектории для летательных 
аппаратов военного назначения, в котором учитываются различные риски [10]. 
На втором этапе по сформированному набору путевых точек в трехмерном 
пространстве строится параметрическая кривая требуемой степени гладкости [11-13], 
которая и рассматривается в качестве пути следования летательного аппарата.  
Реализация движения вдоль построенного пути в пространстве осуществляется в 
рамках задач путевой или траекторной стабилизации. Эти задачи различаются тем, что 
при путевой стабилизации не контролируется время движения по траектории, а само 
движение планируется, как правило, с постоянной скоростью. 
В рамках задачи путевой стабилизации большое внимание уделяется плоскому 
движению. Обзор основных подходов для случая плоских путей можно найти в [14]. 
Отметим, что многие алгоритмы, приведенные в [14], могут быть обобщены и на общий, 
неплоский случай. 
Задача прокладки допустимой траектории отличается от задачи прокладки пути 
временной привязкой: нужно обеспечить пролет путевых точек в заданные моменты 
времени. Такую задачу часто называют задачей прокладки 4D-траектории. При наличии 
дополнительных условий в путевых точках, например, значении модуля вектора скорости 
или другой величины) говорят о 5D-траекториях. Наличие дополнительных условий 
существенно усложняет задачу. 
Заметим, что и задача стабилизации движения по заданной программной траектории 
для нелинейных систем требует применения более сложных техник [15,16] по сравнению 
с задачей путевой стабилизации.  
При заданной пространственной траектории расчет управлений можно проводить на 
основе метода обратных задач динамики с привлечением современных дифференциально-
геометрических методов нелинейной теории управления. 
Работа организована следующим образом. В первом разделе приведена базовая 
модель движения летательного аппарата и получен ее канонический вид. Во втором 
разделе обсуждается метод построения сегментов траектории с использованием 
полиномов от времени, а также возможности, связанные с переходом к новой независимой 
переменной – полной механической энергии. Рассматриваются алгоритмы, позволяющие 
обеспечить выполнение ограничений на переменные состояния и управление. В третьем 
разделе обсуждается метод решения задачи автоматического построения сложной 
пространственной траектории и приводится пример. 
1. Базовая модель БПЛА 
Для решения задачи будем использовать шестимерную модель движения 
летательного аппарата, которая представляет собой систему уравнений движения его 
центра масс, записываемую с использованием траекторной системы координат [17]:  
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Здесь V  — путевая скорость;   — угол наклона траектории;   — угол курса; H  — 
высота; L  — продольная дальность; Z  — боковая дальность; xn  — продольная 
перегрузка; 
y
n  — поперечная перегрузка;   — угол крена; g  — ускорение свободного 
падения. Продольная дальность L , высота H  и боковая дальность Z  представляют собой 
координаты положения центра масс БПЛА в нормальной земной системе координат. В 
качестве управлений рассматриваются перегрузки 
x
n , 
y
n  и угол крена   (рис. 1). 
 
 
Рис. 1. Траекторная система координат. 
 
После замены в системе (1)  управлений  
 21 3
cos  , sin,
y yx
v n v n v n  
  (2) 
получаем аффинную (т.е. линейную по управлениям) систему из шести уравнений с тремя 
управлениями: 
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которую в дальнейшем и будем использовать. Новые управления будем называть 
виртуальными. Отметим, что из соотношений (2) по виртуальным управлениям можно 
однозначно найти исходные с учетом ограничения | |  . Далее будем рассматривать 
траектории, которые могут быть реализованы с помощью управлений, удовлетворяющих 
ограничению 
2

   Также потребуем, чтобы переменные состояния находились в 
заданных диапазонах изменения: 
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Аналогичные ограничения накладываются и на управления: 
 
max ,min ,max ,min ,max
| | , , ,
x x x y y y
n n n n n n       (5) 
Для нелинейных динамических систем известен метод стабилизации программных 
движений, основанный на приведении системы к каноническому виду [15]. Этот метод не 
связан с рассмотрением систем линейного приближения в окрестности программной 
траектории, что позволяет реализовать быстрый алгоритм вычисления стабилизирующего 
управления. 
Для преобразования системы (3) к каноническому виду воспользуемся функциями 
1 2 3
, ,y H y L y Z   . Продифференцировав их в силу системы (3), находим  
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определяет в области 0V  , 
2

  ,    гладкую невырожденную замену 
переменных, поскольку старые переменные однозначно выражаются через новые: 
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Здесь atan 2( , )x y  — функция, значение z  которой определяется соотношениями 
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В новых переменных получим систему канонического вида 
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Эта система записана в специальной форме: исключены переменные состояния 1y , 2y , 3y
, а в правой части использованы исходные переменные состояния, которые 
рассматриваются как функции новых переменных в соответствии с формулами (5a). 
2. Построение сегментов траектории 
Построение фрагментов траектории, соединяющих соседние путевые точки (далее 
сегментов траектории) представляет собой двухточечную задачу. Ее решение зависит от 
имеющихся данных, важнейшим из этих данных является время перелета.  
Рассмотрим случай, когда время перелета для данного сегмента координаты путевых 
точек и интервал времени, в течение которого должен быть осуществлен перелет на 
сегменте. Дополнительно в путевых точках могут быть известны значения других 
переменных состояния, а также значения управлений. Задание таких условий означает, 
что для координатных функций ( )H t , ( )L t , ( )Z t  известны значения производных 
первого и второго порядков в граничных точках 0t  и *t  временного интервала, а 
построение пространственной траектории означает выбор трех функций, определенных на 
промежутке 0 *[ , ]t t  и удовлетворяющих заданным граничным условиям. Эти функции 
можно выбрать в классе полиномов пятой степени. Подробное решение этой задачи 
приведено в [18].  
В случае, когда граничные условия заданы не все, решение может быть построено 
путем доопределения недостающих условий и сведения задачи к случаю полного набора 
граничных условий. Выбор недостающих граничных условий может диктоваться 
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требуемым поведением БПЛА в путевых точках или доопределяться в соответствии с 
некоторыми правилами. Например, можно принять 0
x
n  , 1
y
n   и 0  . Пример 
траектории приведен на рис. 2. 
 
 
Рис. 2. t -параметрическая траектория, задающая разворот 
 
Если программная траектория выбрана, управления, с помощью которых 
реализуется эта траектория, определяются однозначно, т.е. однозначно определяется 
программное движение. Выбор же программной траектории однозначно определяется 
тремя функциями ( )H t , ( )L t , ( )Z t , удовлетворяющими заданным граничным условиям. 
Отметим, что в описанном порядке построения программного движения не учтены 
ограничения (4), (5) на переменные состояния и управления. Проверку этих ограничений 
можно осуществить путем численного моделирования, состоящего в численном 
интегрировании системы (1) при заданных программном или стабилизирующем 
управлении. Отметим, что использование стабилизирующего управления в численном 
моделировании является предпочтительным, поскольку позволяет применять 
интегрирование с достаточно большим шагом, а отклонения, возникающие при этом из-за 
вычислительных погрешностей, парируются за счет стабилизации. Стабилизирующее 
управление также позволяет компенсировать и незначительные нарушения ограничений, 
наложенных на управления. На рис. 3 видно, что расчетное программное значение угла   
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на короткий период времени превышает предельное значение 60 . Выбрано предельное 
значение угла, что приводит к отклонению от программного движения на некотором 
интервале времени. Однако стабилизирующие свойства управления приводят к тому, что 
в течение некоторого времени это отклонение устраняется. 
 
 
Рис. 3. Программные и расчетные управления 
 
Если программное движение не удовлетворяет заданным ограничениям на 
переменные состояния, необходимо модифицировать программную траекторию, 
принимая специальные меры. Например, можно вводить дополнительные путевые точки, 
которые меняют траекторию и тем самым позволяют выдержать требуемые ограничения. 
Примеры реализации указанного подхода будут приведены в разделе 3. 
Отметим, что программная траектория может выбираться в различных классах 
функций. Если класс функций достаточно широк и выбор траектории с учетом граничных 
условий неоднозначен, возникает задача оптимального выбора по какому-либо критерию. 
В качестве подобного класса функций можно выбрать полиномы высоких степеней [19]. 
Оптимизационный подход может применяться и в том случае, когда допустимо 
варьировать время движения. 
Математика и Математическое моделирование. МГТУ им. Н.Э. Баумана 8 
Если для данного сегмента время движения не задано, для построения программного 
движения можно использовать подход, основанный на использовании в качестве 
независимой переменной нормированной полной механической энергии [20, 21] 
 
2
2
V
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g
 
. (7) 
Этот подход приводит к построению траекторий, вдоль которых полная энергия 
системы изменяется монотонно. Для существования таких траекторий необходимо и 
достаточно, чтобы граничные условия на сегменте должны быть согласованы: значения 
продольной перегрузки в концах сегмента, если они заданы, должны иметь одинаковый 
знак [20]. Это вытекает из соотношений 
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и условия монотонности E  как независимой переменной. 
В результате перехода к новой независимой переменной E  система 
дифференциальных уравнений изменится и примет следующий вид:  
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где штрих обозначает дифференцирование по переменной E . 
Программную траекторию можно представить в виде трех функций ( )H E , ( )L E , 
( )Z E , определенных на отрезке 0 *[ , ]E E  или * 0[ , ]E E  (в зависимости от того, какое из 
значений 0E  и *E  меньше, а какое больше). Значения фазовых переменных, известные в 
концах сегмента, с помощью уравнений (9) трансформируются в значения 0E  и *E  
независимой переменной на концах сегмента, а также значения функций ( )H E , ( )L E , 
( )Z E  и их производных при 0E E  и *E E . 
Таким образом, выбор пространственной траектории сводится к выбору функций 
( )H E , ( )L E , ( )Z E , определенных на известном отрезке 0 *[ , ]E E  или * 0[ , ]E E  и 
удовлетворяющих соответствующим граничным условиям. Эти функции могут быть 
выбраны в классе полиномов пятой степени. 
Если функции ( )H E , ( )L E , ( )Z E  выбраны, то связь между энергией E  и 
временем t  устанавливается с помощью дифференциального уравнения 
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2 2 2
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, 
где 
* 0
(sign )
E
E E   . Эта связь позволяет рассматривать функции ( )H E , ( )L E , 
( )Z E  как функции времени. В результате мы получаем программную траекторию, 
управления для ее реализации могут быть получены так же, как и в случае t-
параметрических траекторий. 
Отметим, что, как и в случае t -параметрических траекторий, нужна дополнительная 
проверка ограничений (4), (5) на переменные состояния и управление, которую можно 
осуществить путем моделирования процесса движения. 
Ограничением на применение метода E-параметрических траекторий являются 
условия согласования, нарушение которых означает, что траекторий с монотонным 
изменением не существует. В этом случае можно использовать расширенный вариант 
метода, приведенный в [22]. 
3. Построение сложной пространственной траектории 
Если в каждой путевой точке iP  известен полный вектор состояния БПЛА, т.е. в 
этой точке кроме ее координат 
i
H , 
i
L , 
i
Z  известны углы 
i
 , 
i
  и путевая скорость 
i
V , то 
задачу построения маршрута следования можно решать последовательно от сегмента к 
сегменту, причем тип параметризации сегмента можно выбирать в зависимости от того, 
известно время перелета или нет. Отметим, что на всех сегментах, кроме первого, 
известен вектор состояния в стартовой точке сегмента — в силу расчетов, выполненных 
на предыдущем сегменте. Однако в конечной точке сегмента данные могут быть 
неполными. 
Рассмотрим задачу, в которой исходными данными являются: 
 последовательность путевых точек, заданных своими координатами iH , iL  и 
i
Z , 0,i n ; 
 для каждой путевой i-й точки значения углов 
i
 , 
i
 , 0,i n , а также либо 
время ее прохождения it  или путевая скорость iV  в ней (один из этих показателей); 
 в начальной точке и путевая скорость 0V , и время 0t  начала движения. 
Проектирование такой составной траектории будем проводить последовательно. 
Выполнение ограничений на переменные состояния и управления будем проверять в ходе 
моделирования. 
Рассмотрим задачу построения траектории на i-м сегменте между путевыми точками 
1iP  и iP . При последовательном построении сложной траектории мы уже имеем 
фрагмент траектории от начальной точки 0P  до точки 1iP , так что в начальной точке 
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известны значения всех переменных состояния, управлений и время 1it   прохождения 
этой точки. В точке iP  возможны два варианта: а) известно время прохождения it , но не 
известна величина путевой скорости iV ; б) известная путевая скорость iV , но не известно 
время прохождения it . В обоих случаях в конце сегмента не известны значения 
управлений. 
Если имеет место первый случай, в качестве значения iV  используем расчетное 
согласно формуле  
1
i
i
i i
L
V
t t 


, 
где iL  — расстояние между точками 1iP  и iP . Таким образом, в качестве конечной на 
сегменте выбирается средняя скорость при условии движения по прямой. Значения 
управлений в конечной точке сегмента также рассчитываем по правилам 
 0i  ,     ( ) sinx i in  ,     ( ) cosy i in  . (10) 
Расчетные значения позволяют построить t -параметрическую траекторию на участке от 
1iP  до iP  с помощью полиномов пятой степени.  
Если же имеет место второй случай, то, рассчитав по формулам (10) значения 
управлений в конечной точке, можем построить E-параметрическую траекторию в виде 
полиномов пятой степени, зависящих от энергии. 
Описанный алгоритм является базовым. Отметим, что он может привести к тому, 
что траектория, построенная для текущего сегмента, будет приводить к нарушению 
ограничений (4), (5) на переменные состояния и управлений. Для расширения 
возможностей базового алгоритма можно включать в него некоторые дополнительные 
правила, позволяющие расширить области применимости алгоритма. Например, если E-
параметрическая траектория,  выбранная для текущего сегмента, оказывается неудачной с 
точки зрения ограничений, можно рассмотреть вариант с t-параметрической траекторией, 
взяв в качестве времени прохождения конца сегмента расчетное согласно формуле 
i
i
i
L
t
V
 . 
Есть также алгоритм модификации E-параметрической траектории путем включения в 
последовательность путевых точек одной или нескольких дополнительных, особым 
образом рассчитанных [22]. 
Пример построенной многозвенной траектории приведен на рис. 4. Первый и 
последний сегменты построены с использованием t -параметризации, а второй и третий 
— с использованием E -параметризации. 
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Рис. 4. Сложная траектория, состоящая из четырех сегментов 
 
На рис. 5 приведена замкнутая пространственная траектория, при построении 
которой использованы не только приведенные выше методы и алгоритмы, но и заранее 
рассчитанная база типовых маневров (горизонтальных поворотов на заданный угол, 
смены эшелона при различном соотношении высот и различных скоростях, участки 
горизонтального полета и т.д.). Использование данного подхода для маневров в 
вертикальной плоскости обсуждается в [23]. 
 
 
Рис. 5. Траектория, в которую включены участки типовых маневров 
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Заключение 
Комбинирование t-параметрических и E-параметрических кривых позволяет 
конструировать сложные пространственные траектории движения БПЛА с различными 
вариантами условий прохождения путевых точек. Некоторые эвристические приемы 
расчета неизвестных параметров позволяют заметно усилить возможности базового 
алгоритма. 
Предложенные алгоритмы не требуют для своей реализации больших 
вычислительных ресурсов, что позволяет включать их в бортовые системы планирования 
и управления движением БПЛА в режиме реального времени. 
В то же время, благодаря использованию нелинейной модели движения и 
современных методов управления нелинейными динамическими системами, получаемое 
стабилизирующее управление имеет большую область устойчивости, что позволяет 
компенсировать ошибки управления, связанные с неточностью выполнения команд, а 
также с запаздыванием органов управления.  
Работа частично поддержана грантом РФФИ, проект 15-07-06484a. 
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In this paper, we propose a new method and algorithms that allow us to design complex 
spatial trajectories for an unmanned aerial vehicle (UAV) passing through a given sequence of 
waypoints in the three-dimensional space. 
The nonlinear six-dimensional model of the UAV center-of-mass motion given in the tra-
jectory frame is used for calculations. The state vector includes the altitude, the along-track devi-
ation, the cross-track position, the velocity, the flight-path angle and the heading angle. The lon-
gitudinal and transverse overloads and the angle between the cross overload vector and vertical 
plane are considered as controls. This angle is often named as the roll angle. 
The feature of the problem is that both positions at waypoints and additional conditions are 
given. These conditions determine orientation of the velocity vector at each point (using the 
flight path angle and the heading angle). We also set either the point-visiting time or the point-
visiting velocity. The full state vector and controls are fixed at the starting waypoint. 
To construct a spatial trajectory, the concept of inverse dynamics problems is applied, as 
well as modern results of mathematical control theory of nonlinear dynamical systems. The in-
troduction of new virtual controls allows us to represent the original system as an affine (linear 
in control) system. Then, the designed system is converted into the regular canonical form. 
When we set flight times between any two waypoints, the corresponding segments of the 
trajectory are designed using time-dependent polynomials of the fifth degree. These polynomials 
specify the altitude variation, the variation of the along-track deviation and that of the cross-track 
position. If the point-visiting times are not fixed, the transition to a new independent variable 
(the normalized mechanical energy of the system) is used. This transition is possible if the ener-
gy varies monotonically. In this case, the spatial trajectory is defined as a function of energy. The 
full trajectory is assembled from the separated segments which have various types of parameteri-
zation. 
Programmed and nonlinear stabilizing controls are calculated for the designed spatial tra-
jectory. The efficiency of the developed algorithms is shown using computer simulations. 
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