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Abstract
In this paper, an extension of a dimen-
sionality reduction algorithm called NON-
NEGATIVE MATRIX FACTORIZATION is
presented that combines both ‘bag of
words’ data and syntactic data, in order
to ﬁnd semantic dimensions according to
which both words and syntactic relations
can be classiﬁed. The use of three way
data allows one to determine which dimen-
sion(s) are responsible for a certain sense
of a word, and adapt the corresponding
feature vector accordingly, ‘subtracting’
one sense to discover another one. The
intuition in this is that the syntactic fea-
tures of the syntax-based approach can be
disambiguated by the semantic dimensions
found by the bag of words approach. The
novel approach is embedded into cluster-
ing algorithms, to make it fully automatic.
The approach is carried out for Dutch, and
evaluated against EuroWordNet.
1 Introduction
Automatically acquiring semantics from text is a
subject that has gathered a lot of attention for quite
some time now. As Manning and Sch¨ utze (Man-
ning and Sch¨ utze, 2000) point out, most work
on acquiring semantic properties of words has fo-
cused on semantic similarity. ‘Automatically ac-
quiring a relative measure of how similar a word
is to known words [...] is much easier than deter-
mining what the actual meaning is.’ (Manning and
Sch¨ utze, 2000, §8.5)
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Most work on semantic similarity relies on the
distributional hypothesis (Harris, 1985). This hy-
pothesis states that words that occurin similarcon-
texts tend to be similar. With regard to the context
used, two basic approaches exist. One approach
makes use of ‘bag of words’ co-occurrence data; in
this approach, a certain window around a word is
used for gathering co-occurrence information. The
window may either be a ﬁxed number of words,
or the paragraph or document that a word appears
in. Thus, words are considered similar if they ap-
pear in similar windows (documents). One of the
dominant methods using this method is LATENT
SEMANTIC ANALYSIS (LSA).
The second approach uses a more ﬁne grained
distributional model, focusing on the syntactic re-
lations that words appear with. Typically, a large
text corpus is parsed, and dependency triples are
extracted.1 Words are considered similar if they
appear with similar syntactic relations. Note that
the former approach does not need any kind of
linguistic annotation, whereas for the latter, some
form of syntactic annotation is needed.
The results yielded by both approaches are typ-
ically quite different in nature: the former ap-
proach typically puts its ﬁnger on a broad, the-
matic kind of similarity, while the latter approach
typically grasps a tighter, synonym-like similarity.
Example (1) shows the difference between both
approaches; for each approach, the top ten most
similar nouns to the Dutch noun muziek ‘music’
are given. In (a), the window-based approach is
used, while(b)usesthesyntax-basedapproach. (a)
shows indeed more thematic similarity, whereas
(b) shows tighter similarity.
1e.g. dependency relations that qualify apple might be
‘object of eat’ and ‘adjective red’. This gives us dependency
triples like < apple,obj,eat >.
929(1) a. muziek ‘music’: gitaar ‘guitar’, jazz ‘jazz’,
cd ‘cd’, rock ‘rock’, bas ‘bass’, song ‘song’,
muzikant ‘musician’, musicus ‘musician’, drum
‘drum’, slagwerker ‘drummer’
b. muziek ‘music’: dans ‘dance’, kunst ‘art’,
klank ‘sound’, liedje ‘song’, geluid ‘sound’,
po¨ ezie ‘poetry’, literatuur ‘literature’, pop-
muziek ‘pop music’, lied ‘song’, melodie
‘melody’
Especially the syntax-based method has been
adopted by many researchers, in order to ﬁnd se-
mantically similar words. There is, however, one
important problem with this kind of approach: the
method is not able to cope with ambiguous words.
Take the examples:
(2) een
a
oneven
odd
nummer
number
an odd number
(3) een
a
steengoed
great
nummer
number
‘a great song’
The word nummer does not have the same
meaning in these examples. In example (2), num-
mer is used in the sense of ‘designatorof quantity’.
In example (3), it is used in the sense of ‘musi-
cal performance’. Accordingly, we would like the
word nummer tobedisambiguatedintotwosenses,
the ﬁrst sense being similar to words like getal
‘number’, cijfer ‘digit’ and the second to words
like liedje ‘song’, song ‘song’.
While it is relatively easy for a human language
user to distinguish between the two senses, this
is a difﬁcult task for a computer. Even worse:
the results get blurred because the attributes of
both senses (in this example oneven and steen-
goed) are grouped together into one sense. This
is the main drawback of the syntax-based method.
On the other hand, methods that capture seman-
tic dimensions are known to be useful in disam-
biguating different senses of a word. Particu-
larly, PROBABILISTIC LATENT SEMANTIC ANAL-
YSIS (PLSA) is known to simultaneously encode
various senses of words according to latent seman-
tic dimensions (Hofmann, 1999). In this paper, we
want to explore an approach that tries to remedy
the shortcomings of the former, syntax-based ap-
proach with the beneﬁts of the latter. The intuition
in this is that the syntactic features of the syntax-
based approach can be disambiguated by the ‘la-
tent semantic dimensions’ found by the window-
based approach.
2 Previous Work
2.1 Distributional Similarity
There have been numerous approaches for com-
puting the similarity between words from distribu-
tional data. We mention some of the most impor-
tant ones.
With regard to the ﬁrst approach – using a con-
text window – we already mentioned LSA (Lan-
dauer and Dumais, 1997). In LSA, a term-
document matrix is created, containing the fre-
quency of each word in a speciﬁc document. This
matrix is then decomposed into three other matri-
ces with a mathematical technique called SINGU-
LAR VALUE DECOMPOSITION. The most impor-
tant dimensions that come out of the SVD allegedly
represent ‘latent semantic dimensions’, according
to which nouns and documents can be presented
more efﬁciently.
LSA has been criticized for not being the most
appropriate data reduction method for textual ap-
plications. The SVD underlying the method as-
sumes normally-distributed data, whereas textual
count data (such as the term-document matrix)
can be more appropriately modeled by other dis-
tributional models such as Poisson (Manning and
Sch¨ utze, 2000, §15.4.3). Successive methods such
as PROBABILISTIC LATENT SEMANTIC ANALY-
SIS (PLSA) (Hofmann, 1999), try to remedy this
shortcoming by imposing a proper latent variable
model, according to which the values can be es-
timated. The method we adopt in our research
– NON-NEGATIVE MATRIX FACTORIZATION – is
similar to PLSA, and adequately remedies this
problem as well.
The second approach – using syntactic relations
– has been adopted by many researchers, in order
to acquire semantically similar words. One of the
most important is Lin’s (1998). For Dutch, the ap-
proach has been applied by Van der Plas & Bouma
(2005).
2.2 Discriminating senses
Sch¨ utze (1998) uses a disambiguation algorithm –
called context-group discrimination – based on the
clustering of the context of ambiguous words. The
clustering is based on second-order co-occurrence:
the contexts of the ambiguous word are similar if
the words they in turn co-occur with are similar.
Pantel and Lin (2002) present a clustering al-
gorithm – coined CLUSTERING BY COMMITTEE
(CBC) – that automatically discovers word senses
930from text. The key idea is to ﬁrst discover a set
of tight, unambiguous clusters, to which possibly
ambiguous words can be assigned. Once a word
has been assigned to a cluster, the features associ-
ated with that particular cluster are stripped off the
word’s vector. This way, less frequent senses of
the word can be discovered.
The former approach uses a window-based
method; the latter uses syntactic data. But none
of the algorithms developed so far have combined
both sources in order to discriminate among differ-
ent senses of a word.
3 Methodology
3.1 Non-negative Matrix Factorization
3.1.1 Theory
Non-negative matrix factorization (NMF) (Lee
and Seung, 2000) is a group of algorithms in which
amatrix V isfactorizedintotwoothermatrices, W
and H.
Vn×m ≈ Wn×rHr×m (1)
Typically r is much smaller than n,m so that
both instances and features are expressed in terms
of a few components.
Non-negative matrix factorization enforces the
constraint that all three matrices must be non-
negative, so all elements must be greater than or
equal to zero. The factorization turns out to be
particularly useful when one wants to ﬁnd additive
properties.
Formally, the non-negative matrix factorization
is carried out by minimizing an objective function.
Two kinds of objective function exist: one that
minimizes the Euclidean distance, and one that
minimizes the Kullback-Leibler divergence. In
this framework, we will adopt the latter, as – from
our experience – entropy-based measures tend to
work well for natural language. Thus, we want to
ﬁndthematrices W andH forwhichtheKullback-
Leibler divergence between V and WH (the mul-
tiplication of W and H) is the smallest.
Practically, the factorization is carried out
through the iterative application of update rules.
Matrices W and H are randomly initialized, and
the rules in 2 and 3 are iteratively applied – alter-
nating between them. In each iteration, each vec-
tor is adequately normalized, so that all dimension
values sum to 1.
Ha  ← Ha 
P
i Wia
Viµ
(WH)iµ P
k Wka
(2)
Wia ← Wia
P
  Ha 
Viµ
(WH)iµ P
v Hav
(3)
3.1.2 Example
We can now straightforwardly apply NMF to
create semantic word models. NMF is applied to
a frequency matrix, containing bag of words co-
occurrence data. The additive property of NMF en-
sures that semantic dimensions emerge, according
to which the various words can be classiﬁed. Two
sample dimensions are shown in example (4). For
each dimension, the words with the largest value
on that dimension are given. Dimension (a) can
be qualiﬁed as a ‘transport’ dimension, and dimen-
sion (b) as a ‘cooking’ dimension.
(4) a. bus ‘bus’, taxi ‘taxi’, trein ‘train’, halte ‘stop’,
reiziger ‘traveler’, perron ‘platform’, tram
‘tram’, station ‘station’, chauffeur ‘driver’,
passagier ‘passenger’
b. bouillon ‘broth’, slagroom ‘cream’, ui ‘onion’,
eierdooier ‘egg yolk’, laurierblad ‘bay leaf’,
zout ‘salt’, deciliter ‘decilitre’, boter ‘butter’,
bleekselderij ‘celery’, saus ‘sauce’
3.2 Extending Non-negative Matrix
Factorization
We now propose an extension of NMF that com-
bines both the bag of words approach and the syn-
tactic approach. The algorithm ﬁnds again latent
semantic dimensions, according to which nouns,
contexts and syntactic relations are classiﬁed.
Since we are interested in the classiﬁcation of
nouns according to both ‘bag-of-words’ context
and syntactic context, we ﬁrst construct three ma-
trices that capture the co-occurrence frequency in-
formation for each mode. The ﬁrst matrix con-
tains co-occurrence frequencies of nouns cross-
classiﬁed by dependency relations, the second ma-
trix contains co-occurrence frequencies of nouns
cross-classiﬁed by words that appear in the noun’s
context window, and the third matrix contains co-
occurrence frequencies of dependency relations
cross-classiﬁed by co-occurring context words.
We then apply NMF to the three matrices, but we
interleave the separate factorizations: the results of
the former factorization are used to initialize the
factorization of the next matrix. This implies that
weneedtoinitializeonlythreematricesatrandom;
the other three are initialized by calculations of the
931previous step. The process is represented graphi-
cally in ﬁgure 1.
Figure 1: A graphical representation of the ex-
tended NMF
In the example in ﬁgure 1, matrix H is initial-
ized at random, and the update of matrix W is cal-
culated. The result of update W is then used to
initialize matrix V , and the update of matrix G is
calculated. This matrix is used again to initialize
matrix U, and the update of matrix F is calculated.
This matrix can be used to initialize matrix H, and
the process is repeated until convergence.
In (5), an example is given of the kind of se-
mantic dimensions found. This dimension may be
coined the ‘transport’ dimension, as is shown by
the top 10 nouns (a), context words (b) and syntac-
tic relations (c).
(5) a. auto ‘car’, wagen ‘car’, tram ‘tram’, motor
‘motorbike’, bus ‘bus’, metro ‘subway’, auto-
mobilist ‘driver’, trein ‘trein’, stuur ‘steering
wheel’, chauffeur ‘driver’
b. auto ‘car’, trein ‘train’, motor ‘motorbike’, bus
‘bus’, rij ‘drive’, chauffeur ‘driver’, ﬁets ‘bike’,
reiziger ‘reiziger’, passagier ‘passenger’, ver-
voer ‘transport’
c. viertrapsadj ‘four pedal’, verplaats metobj
‘move with’, toeteradj ‘honk’, tank in houdobj
[parsing error], tanksubj ‘refuel’, tankobj ‘re-
fuel’, rij voorbijsubj ‘pass by’, rij voorbijadj
‘pass by’, rij afsubj ‘drive off’, peperduuradj
‘very expensive’
3.3 Sense Subtraction
Next, wewanttousethefactorizationthathasbeen
created in the former step for word sense discrim-
ination. The intuition is that we ‘switch off’ one
dimension of an ambiguous word, to reveal pos-
sible other senses of the word. From matrix H,
we know the importance of each syntactic relation
given a dimension. With this knowledge, we can
‘subtract’ the syntactic relations that are responsi-
ble for a certain dimension from the original noun
vector:
− → v new = − → v orig(
− →
1 −
− →
h dim) (4)
Equation 4 multiplies each feature (syntactic re-
lation) of the original noun vector (− → v orig) with a
scaling factor, according to the load of the feature
on the subtracted dimension (
− →
h dim – the vector
of matrix H containing the dimension we want to
subtract).
− →
1 is a vector of ones, the size of
− →
h dim.
3.4 A Clustering Framework
The last step is to determine which dimension(s)
are responsible for a certain sense of the word. In
order to do so, we embed our method in a cluster-
ing approach. First, a speciﬁc word is assigned to
its predominant sense (i.e. the most similar clus-
ter). Next, the dominant semantic dimension(s)
for this cluster are subtracted from the word vec-
tor (equation 4), and the resulting vector is fed to
the clustering algorithm again, to see if other word
senses emerge. The dominant semantic dimen-
sion(s) can be identiﬁed by ‘folding in’ the cluster
centroid into our factorization (so we get a vec-
tor − → w of dimension size r), and applying a thresh-
old to the result (in our experiments a threshold of
δ = .05 — so dimensions responsible for > 5% of
the centroid are subtracted).
We used two kinds of clustering algorithms to
determine our initial centroids. The ﬁrst algorithm
is a standard K-means algorithm. The second one
is the CBC algorithm by Pantel and Lin (2002).
The initial vectors to be clustered are adapted with
pointwise mutual information (Church and Hanks,
1990).
3.4.1 K-means
First, a standard K-means algorithm is applied
to the nouns we want to cluster. This yields a hard
clustering, in which each noun is assigned to ex-
actly one (dominant) cluster. In the second step,
we try to determine for each noun whether it can
be assigned to other, less dominant clusters. First,
the salient dimension(s) of the centroid to which
the noun is assigned are determined. We com-
pute the centroid of the cluster by averaging the
frequencies of all cluster elements except for the
target element we want to reassign, and adapt the
centroid with pointwise mutual information. After
932subtracting the salient dimensions from the noun
vector, we check whether the vector is reassigned
to another cluster centroid (i.e. whether it is more
similar to a different centroid). If this is the case,
(another instance of) the noun is assigned to the
cluster, and we repeat the second step. If there is
no reassignment, we continue with the next word.
The target element is removed from the centroid
to make sure that we only subtract the dimensions
associated with the sense of the cluster.
Note that K-means requires to set the number of
clusters beforehand, so k is a parameter to be set.
3.4.2 CBC
The second clustering algorithm operates in a
similar vein, but instead of using simple K-means,
we use Pantel and Lin’s CBC algorithm to ﬁnd the
initial centroids (coined COMMITTEES).
In order to ﬁnd committees, the top k nouns
for each noun in the database are clustered with
average-link clustering. The clusters are scored
and sorted in such a way that preference is given
to tight, representative clusters. If the committees
donotcoverallelementssufﬁciently, thealgorithm
recursively tries to ﬁnd more committees. An elab-
orate description of the algorithm can be found in
(Pantel and Lin, 2002).
In the second step, we start assigning elements
to committees. Once an element is assigned, the
salient dimensions are subtracted from the noun
vector in the same way as in 3.4.1 (only do we not
have to remove any target word from the centroid;
committees are supposed to represent tight, unam-
biguous clusters).
CBC attempts to ﬁnd the number of committees
automatically from the data, so k does not have to
be set.
4 Examples
4.1 Sense Subtraction
In what follows, we will talk about semantic di-
mensions as, e.g., the ‘music’ dimension or the
‘city’ dimension. In the vast majority of the cases,
the dimensions are indeed as clear-cut as the trans-
port dimension shown above, so that the dimen-
sions can be rightfully labeled this way.
Two examples are given of how the semantic
dimensions that have been found can be used for
word sense discrimination. We will consider two
ambiguous nouns: pop, which can mean ‘pop mu-
sic’ as well as ‘doll’, and Barcelona, which can
designate either the Spanish city or the Spanish
football club.
First, we look up the top dimensions for each
noun. Next, we successively subtract the dimen-
sions dealing with a particular sense of the noun,
as described in 3.3. This gives us three vectors
for each noun: the original vector, and two vectors
with one of the dimensions eliminated. For each of
these vectors, the top ten similar nouns are given,
in order to compare the changes brought about.
(6) a. pop, rock, jazz, meubilair ‘furniture’, pop-
muziek ‘pop music’, heks ‘witch’, speelgoed
‘toy’, kast ‘cupboard’, servies ‘[tea] service’,
vraagteken ‘question mark’
b. pop, meubilair ‘furniture’, speelgoed ‘toy’,
kast ‘cupboard’, servies ‘[tea] service’, heks
‘witch’, vraagteken ‘question mark’ sieraad
‘jewel’, sculptuur ‘sculpture’, schoen ‘shoe’
c. pop, rock, jazz, popmuziek ‘pop music’, heks
‘witch’, danseres ‘dancer’, servies ‘[tea] ser-
vice’, kopje ‘cup’, house ‘house music’, aap
‘monkey’
Example (6) shows the top similar words for the
three vectors of pop. In (a), the most similar words
to the original vector are shown. In (b), the top
dimension (the ‘music dimension’) has been sub-
tracted from (a), and in (c), the second highest di-
mension (a ‘domestic items’ dimension) has been
subtracted from (a).
The differences between the three vectors are
clear: in vector(a), both senses are mixed together,
with ‘pop music’ and ‘doll’ items interleaved. In
(b), no more music items are present. Only items
related to the doll sense are among the top similar
words. In (c), the music sense emerges much more
clearly, with rock, jazz and popmuziek being the
most similar, and a new music term (house) show-
ing up among the top ten.
Admittedly, in vector (c), not all items related to
the ‘doll’ sense are ﬁltered out. We believe this
is due to the fact that this sense cannot be ade-
quately ﬁltered out by one dimension (in this case,
a dimension of ‘domestic items’ alone), whereas it
is much easier to ﬁlter out the ‘music’ sense with
only one ‘music’ dimension. We will try to rem-
edy this in our clustering framework, in which it is
possible to subtract multiple dimensions related to
one sense.
A second example, the ambiguous proper name
Barcelona, is given in (7).
(7) a. Barcelona, Arsenal, Inter, Juventus, Vitesse,
Milaan ‘Milan’, Madrid, Parijs ‘Paris’, Wenen
‘Vienna’, M¨ unchen ‘Munich’
b. Barcelona, Milaan ‘Milan’, M¨ unchen ‘Mu-
933nich’, Wenen ‘Vienna’, Madrid, Parijs ‘Paris’,
Bonn, Praag ‘Prague’, Berlijn ‘Berlin’, Londen
‘London’
c. Barcelona, Arsenal, Inter, Juventus, Vitesse,
Parma, Anderlecht, PSV, Feyenoord, Ajax
In (a), the two senses of Barcelona are clearly
mixed up, showing cities as well as football clubs
among the most similar nouns. In (b), where
the ‘football dimension’ has been subtracted, only
cities show up. In (c), where the ‘city dimension’
has been subtracted, only football clubs remain.
4.2 Clustering Output
In (8), an example of our clustering algorithm with
initial K-means clusters is given.
(8) a. werk ‘work’ beeld ‘image’ foto ‘photo’
schilderij ‘painting’ tekening ‘drawing’ doek
‘canvas’ installatie ‘installation’ afbeelding
‘picture’ sculptuur ‘sculpture’ prent ‘pic-
ture’ illustratie ‘illustration’ handschrift
‘manuscript’ graﬁek ‘print’ aquarel ‘aquarelle’
maquette ‘scale-model’ collage ‘collage’ ets
‘etching’
b. werk ‘work’ boek ‘book’ titel ‘title’ roman
‘novel’ boekje ‘booklet’ debuut ‘debut’ bi-
ograﬁe ‘biography’ bundel ‘collection’ toneel-
stuk ‘play’ bestseller ‘bestseller’ kinderboek
‘child book’ autobiograﬁe ‘autobiography’
novelle ‘short story’
c. werk ‘work’ voorziening ‘service’ arbeid
‘labour’ opvoeding ‘education’ kinderopvang
‘child care’ scholing ‘education’ huisvest-
ing ‘housing’ faciliteit ‘facility’ accommodatie
‘acommodation’ arbeidsomstandigheid ‘work-
ing condition’
The example shows three different clusters to
which the noun werk ‘work’ is assigned. In (a),
werk refers to a work of art. In (b), it refers to a
written work. In (c), the ‘labour’ sense of werk
emerges.
5 Evaluation
5.1 Methodology
The clustering results are evaluated according to
Dutch EuroWordNet (Vossen and others, 1999).
Precision and recall are calculated by comparing
the results to EuroWordNet synsets. The precision
is the number of clusters found that correspond to
an actual sense of the word. Recall is the number
of word senses in EuroWordNet that are found by
thealgorithm. Ourevaluationmethodislargelythe
same as the one used by Pantel and Lin (2002).
Both precision and recall are based on wordnet
similarity. A number of similarity measures have
been developed to calculate semantic similarity in
a hierarchical wordnet. Among these measures,
the most important are Wu & Palmer’s (Wu and
Palmer, 1994), Resnik’s (Resnik, 1995) and Lin’s
(Lin, 1998). In this evaluation, Wu & Palmer’s
(1994) measure will be adopted. The similarity is
calculatedaccordingtotheformulain(5), inwhich
N1 and N2 are the numberof is-a links from A and
B to their most speciﬁc common superclass C; N3
is the number of is-a links from C to the root of
the taxonomy.
simWu&Palmer(A,B) =
2N3
N1 + N2 + 2N3
(5)
iets
object
wezen
organisme
dier
zoogdier vis
hond zalm
Figure 2: Extract from the Dutch EuroWordNet
Hierarchy
For example, the most common superclass of
hond ‘dog’ en zalm ‘salmon’ is dier ‘animal’ (as
can be seen on the extract from Dutch EuroWord-
Net in ﬁgure 2). Consequently, N1 = 2, N2 = 2,
N3 = 4 and simWP(hond,zalm) = 0.67.
To calculate precision, we apply the same
methodology as Pantel and Lin (2002).2 Let S(w)
be the set of EuroWordNet senses. simW(s,u),
the similarity between a synset s and a word u is
then deﬁned as the maximum similarity between s
and a sense of u:
simW(s,u) = max
tǫS(u)
sim(s,t) (6)
Let ck be the top k-members of a cluster c,
where these are the k most similar members to the
centroid of c. simC(c,s), the similarity between
s and c, is then deﬁned as the average similarity
between s and the top-k members of c:
simC(s,c) =
X
uǫck
simW(s,u)
k
(7)
2Note, however, that our similarity measure is different.
Where Pantel and Lin use Lin’s (1998) measure, we use Wu
and Palmer’s (1994) measure.
934An assigment of a word w to a cluster c can now
be classiﬁed as correct if
max
sǫS(w)
simC(s,c) > θ (8)
and the EuroWordNet sense of w that corre-
sponds to c is
argmax
sǫS(w)
simC(s,c) (9)
When multiple clusters correspond to the same
EuroWordNet sense, only one of them is counted
as correct.
Precision of a word w is the percentage of cor-
rect clusters to which it is assigned. Recall of
a word w is the percentage of senses from Eu-
roWordnet that have a corresponding cluster.3 Pre-
cision and recall of a clustering algorithm is the
average precision and recall of all test words.
5.2 Experimental Design
We have applied the interleaved NMF presented in
section 3.2 to Dutch, using the TWENTE NIEUWS
CORPUS (Ordelman, 2002), containing > 500M
words of Dutch newspapertext. The corpus is con-
sistently divided into paragraphs, which have been
used as the context window for the bag-of-words
mode. The corpus has been parsed by the Dutch
dependency parser Alpino (van Noord, 2006), and
dependency triples have been extracted. Next, the
three matrices needed for our method have been
constructed: one containing nouns by dependency
relations (5K × 80K), one containing nouns by
context words (5K × 2K) and one containing de-
pendency relations by context words (80K × 2K).
We did 200 iterations of the algorithm, factorizing
the matrices into 50 dimensions. The NMF algo-
rithm has been implemented in Matlab.
For the evaluation, we use all the words that ap-
pear in our original clustering input as well as in
EuroWordNet. Thisyieldsatestsetof3683words.
5.3 Results
Table 1 shows precision and recall ﬁgures for four
different algorithms, according to two similarity
thresholds θ (equation 8). kmeansnmf describes
the results of our algorithm with K-means clus-
ters, as described in section 3.4.1. CBC describes
3Ournotion of recall is slightlydifferent fromthe one used
by Pantel and Lin, as they use ‘the number of senses in which
w was used in the corpus’ as gold standard. This information,
as they acknowledge, is difﬁcult to get at, so we prefer to use
the sense information in EuroWordNet.
the results of our algorithm with the CBC commit-
tees, as described in section 3.4.2. Forcomparison,
we have also included the results of a standard K-
means clustering (kmeansorig, k = 600), and the
original CBC algorithm (CBCorig) as described by
Pantel and Lin (2002).
threshold θ
.40 (%) .60 (%)
kmeansnmf prec. 78.97 55.16
rec. 63.90 44.77
CBCnmf prec. 82.70 54.87
rec. 60.27 40.51
kmeansorig prec. 86.13 58.97
rec. 60.23 41.80
CBCorig prec. 44.94 29.74
rec. 69.61 48.00
Table 1: Precision and recall for four different al-
gorithms according to two similarity thresholds
The results show the same tendency across all
similarity thresholds: kmeansnmf has a high pre-
cision, but lower recall compared to CBCorig. Still
the recall is higher compared to standard K-means,
which indicates that the algorithm is able to ﬁnd
multiple senses of nouns, with high precision. The
results of CBCnmf are similar to the results of
kmeansorig, indicating that few words are reas-
signed to multiple clusters when using CBC com-
mittees with our method.
Obviously, kmeansorig scores best with regard
to precision, but worse with regard to recall.
CBCorig ﬁnds most senses (highest recall), but pre-
cision is considerably worse.
The fact that recall is already quite high with
standard K-means clustering indicates that the
evaluation is skewed towards nouns with only one
sense, possibly due to a lack of coverage in Eu-
roWordNet. In future work, we speciﬁcally want
toevaluatethediscriminationofambiguouswords.
Also, we want to make use of the new Cornetto
Database4, a successor of EuroWordNet for Dutch
which is currently under development.
Still, the evaluation shows that our method pro-
vides a genuine way of ﬁnding multiple senses of
words, while retaining high precision. Especially
the method using a simple K-means clustering per-
4http://www.let.vu.nl/onderzoek/
projectsites/cornetto/index.html
935forms particularly well. The three way data al-
lowsthealgorithmtoputitsﬁngerontheparticular
sense of a centroid, and adapt the feature vector of
a possibly ambiguous noun accordingly.
6 Conclusion & Future Work
In this paper, an extension of NMF has been pre-
sented that combines both bag of words data and
syntactic data in order to ﬁnd latent semantic di-
mensions according to which both words and syn-
tactic relations can be classiﬁed. The use of three
way data allows one to determine which dimen-
sion(s) are responsible for a certain sense of a
word, and adapt the corresponding feature vec-
tor accordingly, ‘subtracting’ one sense to dis-
cover another one. When embedded in a clustering
framework, the method provides a fully automatic
way to discriminate the various senses of words.
The evaluation against EuroWordNet shows that
the algorithm is genuinely able to disambiguate the
features of a given word, and accordingly its word
senses.
We conclude with some issues for future work.
First of all, we would like to test the method that
has been explored in this paper with other evalua-
tion frameworks. We already mentioned the focus
on ambiguous nouns, and the use of the new Cor-
netto database for Dutch. Next, we would like to
work out a proper probabilistic framework for the
‘subtraction’ of dimensions. At this moment, the
subtraction(usingacut-off)issomewhatadhoc. A
probabilistic modeling of this intuition might lead
to an improvement.
And ﬁnally, we would like to use the results of
our method to learn selectional preferences. Our
method is able to discriminate the syntactic fea-
tures that are linked to a particular word sense. If
we can use the results to improve a parser’s perfor-
mance, thiswillalsoprovideanexternalevaluation
of the algorithm.
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