Most fast-acting neurotransmitters are rapidly cleared from synaptic regions. This feature isolates synaptic sites, rendering the time course of synaptic responses independent of the number of active synapses. We found an exception at glycinergic synapses on granule cells of the rat dorsal cochlear nucleus. Here the duration of inhibitory postsynaptic currents (IPSCs) was dependent on the number of presynaptic axons that were stimulated and on the number of vesicles that were released from each axon. Increasing the stimulus number or frequency, or blocking glycine uptake, slowed synaptic decays, whereas a low-affinity competitive antagonist of glycine receptors (GlyRs) accelerated IPSC decay. These effects could be explained by unique features of GlyRs that are activated by pooling of glycine across synapses. Functionally, increasing the number of IPSPs markedly lengthened the period of spike inhibition following the cessation of presynaptic stimulation. Thus, temporal properties of inhibition can be controlled by activity levels in multiple presynaptic cells or by adjusting release probability at individual synapses.
Most fast-acting neurotransmitters are rapidly cleared from synaptic regions. This feature isolates synaptic sites, rendering the time course of synaptic responses independent of the number of active synapses. We found an exception at glycinergic synapses on granule cells of the rat dorsal cochlear nucleus. Here the duration of inhibitory postsynaptic currents (IPSCs) was dependent on the number of presynaptic axons that were stimulated and on the number of vesicles that were released from each axon. Increasing the stimulus number or frequency, or blocking glycine uptake, slowed synaptic decays, whereas a low-affinity competitive antagonist of glycine receptors (GlyRs) accelerated IPSC decay. These effects could be explained by unique features of GlyRs that are activated by pooling of glycine across synapses. Functionally, increasing the number of IPSPs markedly lengthened the period of spike inhibition following the cessation of presynaptic stimulation. Thus, temporal properties of inhibition can be controlled by activity levels in multiple presynaptic cells or by adjusting release probability at individual synapses.
The duration of postsynaptic currents depends on the kinetics of the neurotransmitter-receptor interaction 1 and the process of exocytosis 2 . Channel gating, affinity and desensitization may determine how single synaptic events participate in neural computations by controlling the duration of receptor activation [3] [4] [5] [6] [7] . Under some conditions, however, the clearance of transmitter appears to be delayed, leading to rebinding of transmitter and a slowing of the synaptic decay, particularly at multirelease site synapses [8] [9] [10] [11] [12] . Developmental changes in synaptic structure or glial apposition can modify the profile of clearance 13 . At mature inhibitory and excitatory synapses, pooling of transmitter sufficient to reactivate postsynaptic receptors appears to be most prominent when transmitter uptake systems are blocked (for example, ref. 14) . Thus, it is generally presumed that, under normal conditions, slower synaptic decay rates at inhibitory synapses must reflect either receptor subunit composition 15 or the activity of synapses that are prone to asynchronous release 16 . In either case, these mechanisms do not have much power to grade synaptic decays on a fast time scale or over a wide range.
Glycinergic synapses mediate rapid transmission in the brainstem and spinal cord, with typical IPSC decay times of only a few milliseconds 17 . GlyRs have multiple binding sites and their occupancy has distinct effects on gating kinetics [18] [19] [20] . Well-timed glycinergic inhibition is important for determining the synaptic output in several brain regions, particularly in the auditory system, where the precise timing of inhibition is critical for information processing 21 . It is generally believed that the decay of glycinergic synaptic currents solely reflects the burst or open duration of GlyR channels 5, 6, 20, 22 . The relatively incomplete desensitization shown by GlyRs 5, 23 and the slow turnover rates of neurotransmitter transporters 24, 25 suggests the possibility that clearance might determine IPSC decay in some cases. We studied the determinants of glycinergic IPSC decay in granule cells of the dorsal cochlear nucleus (DCN). The DCN is a laminated structure resembling the cerebellar cortex in which glycinergic and glutamatergic synaptic activity controls the convergence and plasticity of different sensory streams 26 (Fig. 1a,b) . DCN granule cells receive strong glycinergic input, presumably from Golgi and/or stellate cells 27 . In contrast with the rapid decay of most glycinergic IPSCs, typically just a few milliseconds in the adult auditory brainstem 28, 29 , glycinergic events last more than tenfold longer in granule cells 27 . Varying the frequency and intensity of exocytosis and interfering with GlyR interactions using a low-affinity competitive antagonist revealed that transmitter pooling controls the duration of inhibition in an activitydependent manner.
RESULTS

Correlation between amplitude and decay time of IPSCs
For a given stimulus strength, glycinergic IPSCs varied widely in amplitude, suggesting stochastic fluctuation in the number of vesicles released from trial-to-trial (Fig. 1d) . IPSCs, fitted with a doubleexponential function, had an average t fast of 13 ± 2 ms, t slow of 59 ± 8 ms and %fast of 60 ± 4 (n ¼ 46). For each cell, the IPSC decay time was generally longest for the largest events (Fig. 1d,e) . Indeed, IPSC amplitude and decay time were positively correlated within cells (mean r ¼ 0.60 ± 0.10, n ¼ 6, P o 0.02 for 5 out of 6 cells; Fig. 1e ). In contrast, the 10-90% rise times of the IPSCs showed no correlation (mean r ¼ 0.16 ± 0.08, n ¼ 6, P 4 0.2 for 6 out of 6 cells; Fig. 1f ). The lack of correlation with rise time suggests that larger events are not associated with poorly synchronized release and that extrasynaptic receptors do not contribute to peak current. Rather, these data suggest that fluctuation in the amount of transmitter release might lead to variation in the exposure time of receptors to glycine.
The decay time also correlated with the number of axonal inputs activated during the IPSC. Evoked IPSC amplitude increased with stimulus intensity, typically in 2-4 steps, suggesting that each granule cell is contacted by several glycinergic axonal inputs (Fig. 1g) . Consistently, this increase in amplitude was linearly correlated with decay time (Fig. 1h,i) . Because granule cells are electrically compact, this slowing of the decay could not be a result of escape from voltage clamp 27, 30 . Rather, these observations are consistent with the idea that increasing the number of active synapses leads to transmitter pooling.
Pooling of transmitter release following repetitive exocytosis
To determine whether such pooling of transmitter could be enhanced by repetitive synaptic stimuli, we activated synapses by varying the number (1-10 at 100 Hz) or frequency Hz) of stimuli. The decay time positively correlated with the number of stimuli (r ¼ 0.9, P o 0.0001, slope ¼ 4.8 ms per added stimulus; Fig. 1j,k) . Increasing stimuli from 1 to 10 increased the decay by 176 ± 27% (n ¼ 5, P ¼ 0.0029). Elevating the stimulus frequency tenfold, from 20 to 200 Hz, increased the decay time by 158 ± 44% (n ¼ 7, P ¼ 0.012; Fig. 1l,m) . To test whether the increased decay time following trains could be a result of modulatory effects of GABA or glutamate released from other nerve fibers, which might cause a Ca 2+ rise in the postsynaptic cell, we repeated single and 100-Hz train stimuli in the presence of 20 mM (RS)-a-ethyl-4-carboxyphenylglycine (E4CPG) and (RS)-a-cyclopropyl-4-phosphonophenyl-glycine (CPPG) to block group I-III mGluRs and 10 mM CGP-55845 to block GABA B receptors. In seven experiments, train stimulation increased the decay time by 115 ± 22%, indicating that slower decays are not produced by activation of such modulatory pathways (data not shown). Finally, we tested whether the slow glycine IPSC could reflect an artifact of the high intracellular Cl -used in the voltage clamp experiments 31 and found that slow decays remained when Cl -was reduced to 10 mM (single IPSC decay, 17.4 ± 4.1 ms; IPSC decay after train, 56.6 ± 11.9 ms; n ¼ 5).
The increased decay time following train-evoked IPSCs might result from enhancement of delayed quantal releases, as has been shown at some GABAergic synapses 16 . However, such delayed releases were not as prominent as in GABAergic synapses, and so were probably not of sufficient frequency to slow the current decay. To determine whether asynchronous release could have been detected, we substituted 8 mM Sr 2+ for extracellular Ca 2+ and delivered synaptic stimuli at low or high frequency. With Sr 2+ , asynchronous quantal releases were clearly observed after single or multiple stimuli (Fig. 2a,b) and showed a marked increase in frequency over the sparse delayed events seen in control solution.
Delayed quantal release events were sampled, aligned and averaged to assess their amplitude and duration. The decay of quantal events was compared with that of single and train-evoked responses in normal Ca 2+ solutions in the same cells, indicating that quantal currents decayed nearly twice as fast as the response to single presynaptic stimuli (Fig. 2c,d ). Given the mean size of these events (33.5 ± 16.5 pA, n ¼ 5 cells; Fig. 2c ), they would have been visible during the decay of evoked currents in Ca 2+ -containing solutions if they were responsible for slowing the decay by several fold. However, in six cells in the absence of Sr 2+ , we detected by eye an average of only 0.17 ± 0.06 quantal events per trace during a 500-ms window after the train (data not shown, 506 traces total). This was determined after 'linearizing' the current decay after a train by subtracting a fitted bi-exponential curve from each trace. Although some slowing of the evoked response is expected because of the profile of exocytosis, such asynchrony is probably not great, as the rise time of quantal and evoked events were not significantly different ((P 4 0.05) Fig. 2d ). We tested this further by using the average amplitude and decay of quantal responses recorded in Sr 2+ to deconvolve the release time course expected if the slow IPSC decay was solely the result of release rate and channel kinetics (Fig. 2e,f) . We examined the release rate after the tenth stimulus in a train, when the current had decayed by 63%, a point at which quantal releases should have been easily apparent from the baseline. This analysis predicted an average release rate at that time of 0.18 ± 0.02 per ms, or roughly one event every 5.6 ms (mean from three neurons, with three measurements per cell), which was much higher than the measured rate of 0.17 releases per 500 ms. It may be argued that many releases were undetected because of a high signal-to-noise ratio. However, the noise level was quite low and in some cells it was possible to easily resolve single GlyR channel currents underlying the IPSCs (Fig. 2g,h ), as shown previously 27 . Thus, in a single stimulus or with repeated stimuli, the slower IPSC decay is the result of a more gradual transmitter clearance rather than a gradually decaying rate of release.
Release probability influences the decay time
If enhanced synaptic activity leads to slowing of transmitter removal and, consequently, of the synaptic decay time, then release probability and decay time should also correlate. To test this idea, we compared the IPSCs evoked in different extracellular Ca 2+ concentrations. Raising the release probability by increasing the Ca 2+ concentration between 1 and 4 mM increased the mean synaptic decay time (Fig. 3a,b) . Halving bath Ca 2+ from 2 to 1 mM reduced the decay time by 26 ± 3% and the amplitude by 52 ± 5% (P o 0.001 for both, n ¼ 6). Doubling Ca 2+ nearly doubled both the decay time and amplitude (80 ± 16% and 87 ± 19% increases, respectively; P o 0.01, n ¼ 5). Notably, the extent of changes in amplitude and decay time induced by changes in Ca 2+ resembled those seen with changes in stimulus strength (Fig. 1h,i) . This relationship implies that release sites from different axons are so close that increasing the number of activated axons or the probability of release from each axon has an equivalent effect on the decay time. The relation between amplitude and decay time also predicted the mean values that we obtained for quantal currents recorded in Sr 2+ solutions (Fig. 2b) .
Glycine transporters shape the IPSC Transmitter spillover between synapses is often enhanced after blockade of transmitter transporters 3, 14, 32, 33 . Given the dominant role of slow glycine clearance shaping IPSCs in granule cells, we asked whether uptake systems are involved in regulating the decay of glycinergic events. On bath application of ALX-5407 (20 mM), a blocker of glial glycine transporter (GlyT1) 34 , the decay time of glycinergic IPSCs on single stimulation increased by 43 ± 10% (19.1 ± 3.1 to 26.5 ± 4.4 ms, n ¼ 8, P ¼ 0.019, paired t test; Supplementary Fig. 1 online) . In contrast, no significant change in the amplitude was apparent (29 ± 19% change, n ¼ 8, P ¼ 0.145). ALX-5407 also increased the decay following trains of ten stimuli at 100 Hz by 36 ± 9% (44 ± 5 to 60 ± 8 ms, n ¼ 7, P ¼ 0.009, paired t test). A second series of experiments were carried out with 20 mM ORG-25543, an antagonist of the neuronal glycine transporter GlyT2 (ref. 35) . As with the GlyT1 antagonist, the decay time after single or 100-Hz train stimuli was lengthened following blockade of neuronal glycine uptake (singles: from 17.5 ± 2.1 to 23.7 ± 2.6 ms, 43 ± 20% increase, n ¼ 8, P ¼ 0.03, paired t test; trains: from 52.9 ± 7.5 to 73.6 ± 12.1 ms, 40 ± 12%, n ¼ 5, Fig. 1 ). Thus, glial and neuronal glycine transporters have a role in shaping synaptic responses, but do not prevent transmitter rebinding and reactivating receptors after single synaptic stimuli.
Multivesicular release determines peak IPSC amplitude
The effect of increasing stimulus strength on IPSC decay is probably the result of the pooling of transmitter from neighboring release sites. However, the slowing of IPSC decays after increase in release probability could be explained by either pooling or multivesicular release, in which multiple vesicles are released from individual release sites; either situation could, in principle, lengthen the time for transmitter to fall below the level needed to activate receptors. SR-95531 (gabazine), a well-known GABA A receptor antagonist, has been shown to act as a low-affinity competitive antagonist of native or heterologously expressed GlyRs 20, 36, 37 . We used SR-95531 to test for multivesicular release and to probe transmitter lifetime in the cleft. The mean amplitude of IPSCs in 2 mM bath Ca 2+ decreased by 71 ± 2% (n ¼ 10, P ¼ 0.0005) in the presence of 300 mM SR-95531 (Fig. 4a,b) . The effectiveness of the antagonist was then tested in 1 or 4 mM Ca 2+ , revealing that block by SR-95531 increased when quantal release was reduced (Fig. 4b) . These data indicate that multiple vesicles must be released at individual release sites in response to single stimuli in 2 mM bath Ca 2+ .
Having established the presence of mutivesicular release, we next examined the degree of inhibition by SR-95531 in 2 mM bath Ca 2+ in the presence of ALX-5407 (20 mM) and ORG-25543 (20 mM). This approach explored the view that the apparent competition between the transmitter and antagonist on the peak current is influenced by spillover of transmitter between synaptic sites. In the presence of both blockers, however, the percent inhibition was 68 ± 6% (n ¼ 4), which was not different from the control value of 71% (data not shown). We sought to determine the degree of inhibition produced by 300 or 150 mM SR-95531 (five cells each) on delayed release events recorded in 8 mM Sr 2+ following train stimuli, but found that the antagonist reduced the detection rate of these events too severely. In those experiments, the amplitudes of low-frequency evoked IPSCs were reduced by 88 ± 3% and 77 ± 4% by 300 mM and 150 mM SR-95531, respectively, and it is therefore not surprising that most quantal events would be undetectable. Given that the degree of block was lowest for evoked responses in the presence of Ca 2+ , we conclude that multivesicular release must determine the peak amplitude of evoked IPSCs.
To further explore the ability of the SR-95531 to interact with receptors on the time scale of transmitter release and clearance, we examined the response to stimulus trains. During trains, the IPSC amplitude (foot to peak) of later events grew smaller, presumably as a result of synaptic depression and/or receptor saturation. If the GlyRs are progressively saturated by accumulating transmitter, the relative magnitude of this decline in amplitude should be reduced by SR-95531. We normalized the first IPSCs in trains recorded in controls and SR-95531-treated neurons so that the relative amplitude of the later IPSCs in the train could be compared with the first IPSC. the mean of the last five events to the first IPSC (IPSC 5-10 /IPSC 1 ) in controls was significantly less than in SR-95531-treated neurons (paired t test, P ¼ 0.0015, n ¼ 10; Fig. 4c -e), indicating that receptor saturation increases during high-frequency IPSCs.
If the concentration of glycine falls gradually, then the low-affinity antagonist should become progressively more effective at preventing rebinding of glycine to its receptor. A consequence of this effect would be an acceleration of the decay of synaptic current. Supporting this hypothesis, the decay of IPSCs during single and train stimulation was accelerated by SR-95531 (Fig. 5) . On application of SR-95531 during single stimulation, the mean weighted decay time decreased significantly from 23 ± 3 to 17 ± 2 ms (25 ± 5% decrease, n ¼ 9, P ¼ 0.003, paired t test; Fig. 5a,b,e) . During train stimulation, the weighted decay time decreased significantly from 58 ± 8 to 47 ± 7 ms (21 ± 3% decrease, n ¼ 10, P ¼ 0.0001, paired t test). As a control, we examined the effect of a submaximal concentration of strychnine, a high-affinity antagonist. Strychnine (200 nM) had no effect on the synaptic decay time, despite blocking the IPSC to a nearly identical level (Fig. 5c,d,f) . Thus, we conclude that multivesicular release of glycine leads to a delay in the clearance of transmitter from the synaptic cleft and a prolonged IPSC decay.
Predictions of kinetic modeling
Our data suggest that the lifetime of transmitter in the synaptic cleft can change with stimulus condition and can therefore regulate the decay time of IPSCs. To explore what transmitter time courses are consistent with these results, we modeled the kinetics of GlyR gating using different glycine concentration transients. We adopted a previously described model 18 that is based on cell-attached single-channel recordings and modified it to include desensitization and competitive antagonism (see Supplementary Results and Fig. 2 online for a complete description of the model and its results). This model, and results from previous studies, highlights features that suggest a unique ability of the GlyR to respond to changes in transmitter transients with changes in synaptic decay time 5, 19, [38] [39] [40] [41] , most notably the presence of multiple binding sites and associated open states with distinct burst times and comparatively little desensitization. Transmitter transients at single synaptic sites are typically quite rapid. Although peak levels of transmitter reach the millimolar range, diffusion models predict that the majority of transmitter is cleared rapidly and can be approximated with a major exponential component of less than 100 ms and a slower component of a few ms 42 . We explored the behavior of the model with a peak of 6 mM and a fast decay of 80 ms, followed by a slower component with a peak of 15 mM and a 5-ms decay time (see Supplementary Results and Figs. 3-6 online for more extensive testing of parameters). This resulted in an IPSC with an 8.3-ms exponential decay time (Fig. 6a) , similar to the decay of asynchronous quantal currents (Fig. 2c,d ), but faster than typical evoked events (Fig. 2b) . Indeed, substantial slowing of the IPSC decay (without concomitant slowing of the rise time) could only be obtained by markedly lengthening the duration of the smaller, second component of decay. This immediately implies that rebinding of glycine to the receptor must occur during the IPSC decay. Moreover, given that very slow decay components such as these are inconsistent with diffusion from a single synaptic site 42 , the slow decay must reflect transmitter pooling from many synaptic sites. IPSC decays as slow as those observed experimentally for single stimuli in 2 mM Ca 2+ required a slow component of at least 60 ms ( Fig. 6a and Supplementary Fig. 3 ). During train stimuli, this slow component summated and predicted a marked slowing of the simulated IPSC to a similar extent as that seen experimentally (Fig. 6b) ; such slowing of train responses was not seen when the 60-ms glycine decay was reduced back to 5 ms ( Supplementary Fig. 4) . The IPSC decay could also be markedly affected by scaling the amplitude of the glycine waveform 0.5-2-fold to mimic the effects of multivesicular release (Fig. 6c) ; however, this effect required the additional presence of pooling (see Supplementary Fig. 6 ). Finally, we mimicked the effect of the weak antagonist SR-95531, using the parameters of a previously described model 36 (see Supplementary Results). At 300 mM SR-95531, the model predicted (Fig. 6d) that the IPSC would be reduced to 34% of control (compared with 30% seen experimentally) and that the weighted decay time after single shocks or 100-Hz trains would be reduced by 28% and 29% (compared with 27% and 28% seen experimentally). The magnitude of the effect of the antagonist on decay time could only be reproduced if a very slow phase of clearance was assumed ( Supplementary Figs. 5 and 6) . When the antagonist simulation was retested using a transient with cleft glycine concentration scaled down by half (simulating reduced multivesicular release, as in Fig. 6c ) the peak response was reduced to 11% of control, as compared with 14% measured in 1 mM Ca 2+ (Fig. 3b and Supplementary Fig. 6 ). As expected, the simulation of SR-95531 also predicted that receptor saturation in trains would be reduced, a result that is entirely dependent on the presence of slow glycine clearance ( Supplementary Fig. 4 ). This modeling approach is limited by a lack of information of the spatial distribution of synapses and their release probabilities. Biological variation in these parameters could explain why IPSC decays vary so widely in different cells. Nevertheless, it is interesting that the IPSC waveforms that we have observed under diverse experimental conditions can be accounted for quantitatively by assuming use-dependent pooling of glycine around granule cells.
Slowing of the decay phase increases effectiveness of inhibition
We explored the physiological importance of the variation in decay time by delivering single and repetitive IPSPs to neurons and determining how long the IPSPs were able to delay resumption of action potential firing. AMPA, NMDA and GABA A receptor blockers were added to the extracellular solution to isolate glycinergic IPSPs. A continuous depolarizing current injection of 5-10 pA elicited steady action potentials. In response to presynaptic stimuli, IPSPs hyperpolarized the cells and abruptly halted firing (Fig. 7a) . On a single IPSP, spikes were inhibited for 192 ± 66 ms (latency from stimulus artifact to first spike, n ¼ 8). In contrast, on a train of IPSPs (10 stimuli), the inhibition after the last stimulus was prolonged by over 100 ms (326 ± 83 ms from last stimulus artifact to resumption of spikes, 91 ± 19% increase, P ¼ 0.0015, n ¼ 8; Fig. 7a-c) . Although the extent of the delay varied widely among cells (Fig. 7c) , the increase in delay was seen in every case and larger IPSPs tended to produce longer delays (Fig. 7d) . This effect was not the result of recruitment of intrinsic currents by the IPSP, such as A-type K + currents, as direct hyperpolarizing current injections of different durations produced spike delays of less than 40 ms, much briefer than those seen with IPSPs ( Fig. 7e-h) . Moreover, this difference in decay time between single and train IPSPs was not a result of differences in peak synaptic conductance, as demonstrated by examining the duration of spike inhibition with IPSCs of identical duration, but different amplitude ( Supplementary Fig. 7 online) . Thus, the changes that we have observed in the decay of synaptic currents result in comparable changes in the lifetime of inhibition.
Spillover from glycinergic boutons
Given the magnitude of the spillover component suggested by our data, we asked whether, in principle, the density of glycinergic terminals near granule cells would predict such a pool of extrasynaptic transmitter. Glycinergic cells were identified in mice expressing green fluorescent protein (GFP) driven by the promoter for GlyT2 (see Supplementary Methods online). Tissue sections were then labeled with an antibody to the GABA/glycine vesicular transporter VIAAT and the convergence of the two labels was used to identify glycinergic boutons (see Methods for complete description of labeling and analysis). This approach proved preferable to labeling with GlyT2 antibodies, as we found that both synaptic and nonsynaptic structures were labeled with a GlyT2 antibody. In the same tissue slice, 2-3 granule cells were labeled by electroporation of a rhodamine-dextran conjugate (Fig. 8a-f) . Confocal sections were made of a 10 Â 10 Â 2-mm volume containing a granule cell dendrite and we used a thresholding procedure to resolve labeled objects (see Methods). The number of nerve terminals per region was then calculated by dividing the total volume of GFP/ VIAAT-positive objects by the median volume of these objects. This approach gave an average terminal density of 0.059 ± 0.021 terminals per mm 3 (6 filled granule cells, 15 regions analyzed, range of 0.027-0.1 terminals per mm 3 ).
We then simulated diffusion from an array of 512 terminals (sources) arranged uniformly at different densities in the measured range (for 0.08 terminals per mm 3 ; Fig. 8g ) and estimated the concentration at a point in the center of the volume (Fig. 8g) over time following exocytosis from the individual sites (ref. 42 ; see Methods for equation parameters). Summing contributions from all sources gave a glycine transient that rose to 10 mM and decayed over several hundred milliseconds, which should have produced a small, slow receptor response (Fig. 8h) . We then drove our kinetic model of the receptor with a transient representing the sum of the slow spillover component and the large, rapidly decaying transient expected for localized transmission (fast decay phase, 80 ms; slow phase, 5 ms), as described above. The kinetic model yielded a waveform that was markedly similar in decay time to recorded IPSCs (Fig. 8i) . Thus, in principle, glycine spillover adding to local transmission could account for the slow IPSCs in DCN granule cells.
DISCUSSION
The decay of a synaptic response is generally viewed as reflecting the intrinsic gating kinetics of receptors when transmitter clearance is rapid or transmitter rebinding and reactivation of receptors when clearance is slow. Clearance of transmitter is delayed when transmitter pools in or around the synaptic cleft. Some glutamatergic synapses are suited to transmitter pooling by virtue of a high density of synaptic sites 43 or an especially broad synaptic cleft 8 . In these cases, however, the effects of pooling are strongly supra-linear in the sense that small increases in stimulus number produces large enhancement and prolongation of synaptic current and a parallel increase in spiking. Such nonlinearity is optimal for amplification of excitatory signals, but is not well-suited for transmitting graded changes in the level of excitation over a wide range. Our analysis of inhibitory glycinergic transmission revealed an effect on decay that is more linearly related to stimulus number and to the number of quanta released per stimulus. We also observed a very wide range of decay times among cells (Btenfold), suggesting that, beyond regulating decay time in an activity-dependent manner, different neurons may have their own set-points for pooling, which are perhaps determined by different densities of nerve terminals. Such a dense glycinergic neuropil is consistent with our analysis and with previous anatomical studies 44 . Our experiments revealed that multivesicular release affects the amplitude of the IPSC. Distinguishing relative roles for multivesicular release and spillover from adjacent synapses is challenging 32, 45 . We conclude that multivesicular release determines peak IPSC amplitude because the effect of the low-affinity antagonist SR-95531 on peak current was Ca 2+ dependent, glycine uptake blockers did not change the effectiveness of the antagonist and did not alter the peak amplitude of the IPSC, and larger IPSCs did not rise more slowly than small IPSCs. In contrast, pooling probably sets the decay time because increasing stimulus strength recruited additional fibers and slowed the decay time, increasing stimulus number or frequency slowed the decay time (such slowing was seen at intervals as slow as 50 ms, suggesting that pooling must accumulate transmitter at least over this time frame), SR-95531 shortened the decay time, kinetic models indicated that GlyRs do not generate fast-rising, slowly-decaying IPSCs without a considerable delay in the clearance of transmitter, and the density of glycinergic terminals surrounding granule cells would be expected to generate a substantial spillover component.
Glycinergic synapses vary widely in their decay kinetics. Decay times are extremely fast in most glycinergic synapses of the spinal cord and brainstem, where they presumably solely reflect the biophysical properties of the GlyR. The deactivation time of GlyRs following removal of glycine can be as fast as 4-6 ms 5, 22, 39 , although this estimate can be substantially affected by the duration of agonist exposure 19, 40 . As the decay times of glycinergic IPSCs in brainstem and spinal cord are often in the range of 4-6 ms, it is generally thought that deactivation determines the synaptic decay and that glycine clearance must be quite fast. A recent study in spinal cord showed that glycine reached a peak of about 3 mM and cleared the synapse in about 1 ms, resulting in a fast IPSC decay 20 . Accordingly, in that study, SR-95531 had no effect on the IPSC decay time. For some cases in the auditory system, glycinergic IPSC decays can be even faster 19, 28 as a result of extremely rapid transmitter removal and the action of co-released GABA on the gating of GlyRs 19 . In all of these cases, it is likely that fast inhibition allows for effective temporal convergence of signals in a neural circuit.
In contrast, in thalamus, retina and cerebellum, the decay of glycinergic IPSCs, or deactivation of GlyR, can range from 10-40 ms or more [46] [47] [48] . To account for the slow decays seen in auditory granule cells, we initially suspected the expression of a different subtype of synaptic GlyR, and indeed a2 receptors have been associated with slower gating in some cases 48 . This is unlikely in granule cells, however, for several reasons. a1, the most common subsynaptic a subunit, is detected in granule cells, whereas a2 is not 49 . Notably, the effect of subunit composition would probably not be sensitive to quantal content or stimulus intensity, number or frequency; indeed, for quantal currents recorded in Sr 2+ , synaptic decays were similar to those reported at more classical inhibitory synapses on motor neurons 22 . The decay time of glycinergic currents in granule cells are similar to those of cerebellar Golgi cells, with time constants of up to 40 ms 46 , suggesting that the mechanism that we have described may be common to cerebellum-like systems.
The amount of pooled transmitter was graded with the number of axons activated or the number/frequency of stimuli, resulting in progressively slower decays. At the same time, the rise time of IPSCs was constant, consistent with a transmitter time course similar to that used in our model: a rapid and local transient followed by a smaller, slow decay. Trains of slow IPSCs led to steady plateau currents 27 and should therefore produce long-lasting changes in the level of inhibition. A similar plateau inhibition with slow decay times has been described at subtypes of GABAergic synapses, but using a very different mechanism 16 . There, asynchronous release develops during the stimulus train, smoothing out the current between stimuli and markedly slowing the current decay time. Glycinergic synapses do not appear to be as susceptible to induction of asynchronous release, even at high stimulus rates 50 . Although transmitter pooling permits these synapses to adjust decay times in an activity-dependent manner, an important difference from the GABAergic synapses is that asynchronous release is local to each synapse, whereas pooling would be expected to have effects over larger regions of the cell or even on neighboring cells.
METHODS
Brain slices. Coronal brainstem slices containing the DCN (200 mm) were prepared from Wistar rats (postnatal days14-25). The care and use of animals was approved by the Institutional Animal Care and Use Committee of Oregon Health and Science University. The rats were anesthetized before decapitation and their brains were removed in warm (35 1C) artificial cerebrospinal fluid that consisted of 125 mM NaCl, 25 mM glucose, 2 mM KCl, 1 mM MgCl 2 , 2 mM CaCl 2 , 1.25 mM NaH 2 PO 4 , 26 mM NaHCO 3 , 0.4 mM ascorbic acid, 2 mM sodium pyruvate and 3 mM myo-inositol, bubbled with 5% CO 2 /95% O 2 (pH 7.4). Slices were then incubated for 25 min in warm artificial cerebrospinal fluid. Recordings were made at 33À35 1C, typically within 4 h of slicing. Neurons were visualized with differential interference contrast microscopy using a 40Â water-immersion objective.
Electrophysiology. For current clamp, the pipette solution contained 145 mM potassium gluconate, 1 mM MgCl 2 , 10 mM HEPES, 0.2 mM EGTA, 4 mM ATP and 0.3 mM GTP, pH adjusted to 7.3 with KOH. Voltage signals were corrected off-line for a 11-mV junction potential. For voltage clamp, the pipette solution contained 110 mM CsCl, 40 mM HEPES, 2 mM NaCl, 5 mM EGTA, 4 mM magnesium ATP, 0.3 mM sodium GTP, pH adjusted to 7.3 with CsOH. For asynchronous release experiments, 8 mM SrCl 2 replaced CaCl 2. One set of voltage-clamp experiments testing the effect of low [Cl] on IPSC decay used a pipette solution containing 108 mM CsMeSO 3, 5 mM CsCl, 1 mM MgCl 2 , 4 mM magnesium ATP, 0.4 mM Tris-ATP, 14 mM Tris-phosphocreatine, 5 mM EGTA, 10 mM HEPES, 3 mM QX-314, pH to 7.3 with CsOH. A 100-200-ms, isolated 5-50 V pulses delivered via an electrode filled with extracellular solution was used to stimulate inhibitory axons. The placement and the stimulus intensity were optimized to obtain the most stable responses. Glycinergic IPSCs were recorded with 10 mM 7-dinitroquinoxaline-2,3-dione, 50 mM DL-2-amino-5-phosphonovaleric acid, 10 mM SR 95531 and 10 mM picrotoxin (in some experiments) at a holding potential of À70 mV. With this solution, all synaptic responses could be completely blocked by the addition of strychnine (0.5 mM, n ¼ 5; Fig. 1c) . Synaptic currents were evoked by extracellular stimulation with a bipolar glass electrode placed B30-40 mm away from the granule cell. The currents were recorded with a Multiclamp 700 B amplifier and Clampex software (Molecular Devices).
Analysis. Evoked IPSCs were analyzed in Clampfit 9.2 (Molecular Devices). Aligned IPSCs were averaged and the decays were fit by single or double exponential functions (based on the improvement of the summed square error), DðtÞ ¼ A FAST e ðÀt=tFASTÞ + A SLOW e ðÀt=tSLOWÞ , where D(t) is the decay of the mIPSC as a function of time (t), A FAST and A SLOW are constants, and t FAST and t SLOW are the fast and slow decay time constants, respectively. In some cases, adding the second exponential component did not substantially decrease
