ABSTRACT Many traditional approaches to the analysis of sedimentation velocity data work poorly with data for lowmolecular-weight solutes, which have sedimentation boundaries that are severely broadened by diffusion. An approach that has previously had some success is to directly fit these broad boundaries to approximate solutions of the Lamm equation that directly account for the high diffusion. However, none of the available approximate solutions work well at times both early and late in the run, or give boundary shapes that are highly accurate, especially for species of molecular weight < 10,000. An improved fitting function has been developed to overcome some of these limitations. The new function adds two correction terms to the Fujita-MacCosham solution. The optimum coefficients for these new correction terms were determined by a least-squares approach. The accuracy and limitations of fitting with this new function were tested against synthetic data sets obtained by finite-element methods, for analysis of samples containing either single species or several noninteracting species. We also compare the strengths and weaknesses of this method of analysis, and its ability to work with noisy data, relative to recently developed time-derivative methodologies.
INTRODUCTION
Sedimentation velocity can be a powerful tool for analysis of the size and shape of macromolecules in solution, and for analysis of samples containing many species. The recent advent of improved analytical ultracentrifuges has brought about a resurgence of use of sedimentation techniques, and this, along with on-line digital data acquisition, has also fostered development of new and improved methods of data analysis (Hansen et al., 1994) . Driven largely by the biotechnology industry, there is also recent interest in using sedimentation velocity to characterize proteins such as cytokines and growth factors with relatively low molecular weights (-5000 to 40,000) and to provide information about their conformation, molecular weight, and homogeneity. In addition, a number of important small structural modules with Mr -5000-15,000 have now been shown to occur in many proteins (EGF modules, SH2, SH3, and PTP domains, PH domains, etc.) . Such modules are often involved in protein-protein interactions and/or key signaling pathways, and it may therefore be useful to characterize their conformation (and possible changes in conformation after binding peptide ligands) by sedimentation velocity.
Unfortunately, the large diffusion coefficient of such low-molecular-weight solutes causes them to produce very broad sedimentation boundaries, even at the highest rotor speeds. Such broad boundaries make it very difficult to assess whether multiple species may be present. The high diffusion even makes it difficult to obtain an accurate sedimentation coefficient by traditional approaches such as the second-moment method, because there is only a very lim-ited range of boundary movement during the time when the method is applicable (i.e., after the meniscus is clear but while there is still a plateau region). The newer timederivative "dc/dt" techniques (Stafford, 1994) can certainly be applied in such situations, but as we will discuss below, it is necessary to make significant corrections to the sedimentation coefficients when this type of analysis is applied to such small proteins.
One approach to overcoming the problems caused by high diffusion is to incorporate the diffusion coefficient, and its effect on boundary shape, directly into the analysis by fitting the raw data to an appropriate approximate solution of the Lamm equation, with both the sedimentation and diffusion coefficients as fitting parameters. This approach was first applied to single data sets and single species some time ago (Holladay, 1980) , using a fitting function with approximations that are only accurate early in the run. More recently we rediscovered a similar approach and extended it using a global analysis of many data sets, and showed that it is applicable to samples containing a small number of noninteracting species (Philo, 1994 Fujita, 1975 , which we call the "Fujita function") does not treat the effects of restricted diffusion at the meniscus and essentially assumes that the meniscus is rapidly cleared, forming an infinitely sharp boundary at the start of the run. This is certainly not a good approximation for very low Mr solutes, for which the meniscus is cleared very slowly, and even for higher Mr species it restricts that method to use at times later in the run when the effects of the meniscus are smaller. Furthermore, because of the effects of the meniscus, the shape of this function is not an accurate representation of the shape of the boundaries, which is of concern because the ability of this method to detect and resolve the presence of more than one species is based on improved matching of the boundary shapes as more species are included in the analysis. This paper describes the development of a new fitting function that gives improved accuracy at low molecular weights, which is applicable both early and late in the run, and which is reasonably fast to compute. Its performance is then compared to that of the previous function for both single and two-species fits. The possibility of resolving even more species is then explored, as is the ability of this technique to cope with noisy data. Other strengths and weaknesses of the direct boundary fitting method are discussed, as well its advantages and disadvantages relative to time-derivative analysis methods.
METHODS
The nonlinear least-squares fitting techniques and the finite-element computations of simulated data sets were carried out as previously described (Philo, 1994) . All finite-element simulations were done using a calculation time increment of 1 s and with the cell divided into radial increments of 0.003 cm. Time-derivative analysis was done using the program DCDT provided by the National Analytical Ultracentrifugation Facility, and the resulting g(s*) distributions were then transferred into Microcal ORIGIN 4.0 for fitting of peaks to Gaussians.
RESULTS AND DISCUSSION
Tests of existing solutions of the Lamm equation Because the existing direct boundary-fitting method using the Fujita function is primarily limited by the effects of the meniscus, initially two other approximate solutions of the Lamm equation were considered as alternative fitting functions, both of which correctly treat the boundary conditions imposed by the meniscus: the Holladay solution (Holladay, 1979) , and the Fujita-MacCosham solution (Fujita and MacCosham, 1959) . Each of these was tested against simulated, noise-free data obtained using the Claverie finite-element method (Claverie, 1975) .
As expected, both of these functions work well at times early in the run (where the approximations used in their derivation are very good). They were then tested on data from simulations for a species with a sedimentation coefficient, s, of 2 S and a diffusion coefficient, D, of 10 F (1 F = 10-7 cm2/s), which corresponds to a protein with Mr -18,000, using data from both early and late times in the run. In this situation, although both (Philo, 1994 ) is shown in dure. Furthermore, when there truly are multiple species present, if the shape of the fitting function is not accurate, the ability of curve fitting to accurately resolve multiple components is likely to be strongly compromised.
Samples of proteins that are normally monomeric are commonly contaminated with small amounts of dimer or higher oligomers that are not in association equilibrium with the monomer (e.g., a disulfide-linked dimer), and such samples are therefore appropriate candidates for analysis as multiple noninteracting species. Using the Fujita function, we have previously shown that it is possible to resolve <10% contamination of bovine serum albumin with such a dimer (Philo, 1994) , but could this be done for a much lower-molecular-weight monomer, where the physical separation of monomer and dimer is very poor? Simulations were run of such a situation for a sample containing 0.9 AU of a monomer with s = 1.5 S, D = 11 F (-12 kDa), and 0.1 AU of a noninteracting dimer with s = 2.25 S, D = 8.25 F. To make the simulation more realistic, random Gaussian noise of r.m.s. amplitude 0.006 AU was added (typical of the photometric noise in a Beckman Optima XL-A).
The simulations indeed show that when using the Fujita function it is difficult to tell from the residuals that a second component is present. Fig. 1 shows the residuals using the Fujita function for the first and last scans in simulated runs for either a pure monomer (Fig. 1 A) or the mixture with 10% dimer (Fig. 1 B) , both fitted assuming a single species is present. The actual first and last data sets for the mixture simulation are shown in Fig. 1 (Fig. 1 C) , whereas the residuals appear random when the new function is used in a two-species fit (Fig. 1 D) .
These simulations also show that the MFM function gives a dramatic improvement in the ability to correctly resolve the properties of the two components in the mixture, as summarized in solve and identify up to four different components in mixtures of interleukin-5 (IL-5), a dimeric protein, and the Fab fragment of an antibody directed against it. In such situations the binding of the complexes is often so tight, and the kinetics sufficiently slow, that the different species are effectively noninteracting during the course of the velocity run. Is the direct boundary-fitting approach also applicable in such situations?
Simulations were run to mimic an experiment carried out on a mixture containing 2 mol of Fab per IL-5 dimer (Hensley et al., 1995) . This mixture contained three species in approximately a 2:1:1 ratio: a complex containing two Fab's and one IL-5 dimer (5.80 S, 4.32 F), a complex containing one Fab per IL-5 (4.49 S, 5.07 F), and free Fab (3.54 S, 6.59 F). For the simulations a total loading concentration giving 1 AU (about 150 ,ug/ml for scans at 230 nm) was assumed, with random noise of 0.006 AU r.m.s. First separate simulations for each individual species were run, both with and without added noise, to establish the "correct" values for the parameters (which differ slightly from the true values because of the approximations) and the maximum precision that could be obtained for the parameters, given the assumed signal/noise. These results are tabulated in Table 3 .
Next a three-species fit was attempted on the simulation for the mixture. Somewhat surprisingly, this fit was able to converge starting from the default guesses of equal amounts of 2 S, 4 S, and 6 S species, even when all parameters were allowed to vary. These data, the fitted curves, and the residuals are shown in Fig. 2 , A and C. As seen in Table 3 , the results from this fit are quite good, with all of the sedimentation coefficients determined with an accuracy of better than 1%, the diffusion coefficients to an accuracy of better than 4%, and the fraction of each species to better than 1%. Furthermore, by comparing the parameter confidence regions from the mixture fit to those for an individual species fit at the same signal/noise, we see that the presence of the other species has reduced the precision of the s and D values by only two-to fourfold.
In any multispecies analysis, it is always desirable, when possible, to fix the properties of one or more species at independently determined values, to increase the reliability and accuracy of the remaining fitted parameters. In some cases it may also be necessary to fix some of the parameters even to get convergence of the fit (for example, as was the case in the multiple-Gaussian analysis of the experiment we are simulating ; Hensley et al., 1995 6.0 6 1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9 7.0 7.1 radius (cm) FIGURE 2 Simulated data for a mixture of three species (see text) and fitted curves (A), residuals for a two-species fit (B), and residuals for a three-species fit (C). The bottom curve in each residual plot is for the earliest data set, and each subsequent plot has been shifted upward by 0.03 AU for clarity.
the signal/noise were lower, or the physical separation poorer, an independent knowledge of at least the sedimentation coefficient of one or more of the species would almost certainly be required to obtain reliable values for the remainder. In this regard, it is also instructive to examine a two-species fit to these same data. Fig. 2 B also illustrates the importance of including data both early and late in the run, because the middle three scans are fitted quite well with The overall conclusion is that this technique should be capable of resolving at least three species (and possibly four if the properties of some species are known) from data at signal/noise levels routinely available with current commercial instrumentation. However, it will generally be important to have some independent information about the number of species, and highly desirable to be able to run one or more of them as individual species or in mixtures in which they are the dominant component. Moreover, one must always be cognizant of the underlying assumption that the species are effectively noninteracting on the time scale of the velocity run.
Can this method be applied when the sedimentation coefficient is concentration dependent?
One of the limitations of this direct fitting analysis is that the fitting functions do not take into account the possible concentration dependence of s (or D). With absorbance optics it is generally possible to acquire data at protein concentrations of <100 ,ug/ml, where for globular proteins the concentration dependence is usually negligible. (This is often done in the XL-A by scanning at 230 nm, a wavelength with excellent signal/noise, and where the absorbance is typically five-to sevenfold higher than at 280 nm.) However, in certain situations it may be necessary or desirable to work under conditions in which the concentration dependence is not negligible.
To obtain an estimate of how seriously this might affect the validity of the direct fitting analysis, simulations were run for a species with s = 2 S, D = 10 F, at concentrations of either 2 or 10 mg/ml, assuming this species had a concentration dependence given by sc = so X (1 -c X 0.009), a magnitude typical of globular proteins (Laue et al., 1992 Comparison with time-derivative analysis when applied to low-molecular-weight solutes The "dc/de' time-derivative analysis technique (Stafford, 1994) has recently become widely used for the analysis of sedimentation velocity data. Although the time-derivative method was developed primarily for analysis of interacting systems at low concentrations, it is often applied to obtain sedimentation coefficients for individual species, and more recently to obtain diffusion coefficients (Stafford, 1996; Hensley, 1996) . For proteins smaller than -40 kDa, some investigators have noted that sedimentation coefficients obtained via this method, either from the positions of peaks in the g(s*) distributions, or as weight-average values calculated from these distributions, are significantly smaller than those obtained from the direct boundary-fitting approach. This has led to some confusion about the applicability of both methods and has raised questions about which s values are "correct." It therefore seems important to make a direct comparison of these techniques and to explore this issue further.
Both methods were applied to simulations for a 2 S, 10 F (-18 kDa) species. Noise-free simulations were used, because for this purpose noise reduction is irrelevant. One difficulty in comparing these methods is that each method typically uses quite different data acquisition sequences. For time-derivative analysis a group of scans closely spaced in time is used (generally acquired fairly late in the run for optimal resolution of species), during which there is a modest amount of boundary movement. For the direct fitting approach scans taken at much greater time intervals and covering the full range of boundary movement are generally used. For this comparison, however, conditions optimized for time-derivative analysis were chosen, and the same set of eight closely spaced data sets (which span the time when the boundary crosses the midpoint of the cell) was used for both methods. The g(s*) distribution from the time-derivative analysis is shown in Fig. 3 . The peak of the g(s*) distribution occurs at 1.896 S, whereas the weight-averaged value obtained by integrating across this distribution is 1.867 S, i.e., results 5-7% below the true value. Also shown in Fig. 3 is the best fit of the g(s*) distribution to a Gaussian, which is centered at 1.883 S. The width of this Gaussian implies a diffusion coefficient of 9.91 F, in good agreement with the true value, although values of D differing by a few percent would be obtained at different times during the run (Stafford, 1996 It should also be noted that Fig. 3 demonstrates that although the Gaussian shape is a good approximation near the center of the g(s*) distribution, for low-molecularweight species the shape differs significantly from a Gaussian in the "wingss of the distribution, especially when a boundary has not moved very far from the meniscus. The results above, where the Fujita and MFM functions were compared on a monomer-dimer mixture (Fig. 1, C and D, Table 2 ), suggest that the fact that the g(s*) curves for low-molecular-weight species differ in shape from a Gaussian may significantly limit the accuracy of multispecies fits of g(s*) distributions using Gaussian components.
Can direct boundary fitting be applied to noisy data? One important reason why the time-derivative technique (Stafford, 1994) has rapidly become widely used is its powerful ability to remove systematic, time-independent noise from the data, and to reduce random noise by averaging. Because nonlinear least-squares analysis can, in many cases, also perform well at reducing the effects of noise, it seems worthwhile to compare and discuss the abilities of both methods to minimize the effects of both random and systematic noise. Because the focus of this paper is on paucidisperse samples, the goal is assumed to be to obtain accurate hydrodynamic parameters for individual species, and therefore the appropriate measure of noise reduction is improved precision (lower standard deviation) of those parameters (as opposed to smoothing or noise reduction in the g(s*) distributions themselves).
For the purpose of comparing analyses of data that are limited by random noise (e.g., the intrinsic photometric noise of the optical system), data sets were simulated for a protein of 2.16 S and 6.72 D, corresponding to measurements on IL-5 done with custom Rayleigh interference optics (Hensley et al., 1995) . In this case we will simulate the same experiment at the same protein concentration, but assume instead that it was done using absorbance scans at 230 nm, giving a total signal of 0.45 AU and 0.006 AU r.m.s. noise. Once again the direct fitting approach would optimally use data sets covering the full range of boundary movement, but in this case a more limited time range, optimal for time-derivative analysis, was chosen so that the two methods could use the same data.
Therefore However, it is important to emphasize that the type of "noise" that is often most important is not random photometric noise, but rather time-independent, systematic distortions in the data that are caused by the windows of the centrifuge cell (so-called window noise). This window tive analysis, but it poses a potentially much greater problem for the direct fitting approach.
It can be easily shown that noise "spikes" from dust or scratches on the windows, which affect the data over only a very limited radial distance, have very little influence on the results of direct fits. On the other hand, noise that affects broad regions of the cell (such as window distortion in refractometric scans, nonuniform window absorbance in uv scans, or protein deposits on the windows) are much more of a problem for accurate analysis by direct fitting. In such situations, it is often possible to reduce or eliminate the window noise by subtracting a "baseline file" from each data set used in the direct analysis. Such baseline files, which ideally exactly reproduce the window distortions, are generally best created by simply continuing the run and recording the baseline after the sample has been completely pelleted (but this is often not practical with low-molecularweight species). It is also possible to obtain a baseline after a run by rinsing and refilling the sample channel with buffer, but such a baseline may not exactly reproduce the window noise if either the window distortions or the cell position is not reproducible, and/or if protein deposits are washed away. For absorbance data another method for obtaining a baseline is to record a scan at a wavelength where the sample does not absorb, but this approach has the drawbacks that the window absorbance may be wavelength dependent, and that such a scan will not correct for protein deposits on the windows. Some examples of these latter two methods for obtaining baseline files for absorbance data are shown in Fig. 4 Thus for absorbance scans window noise is generally not a strongly limiting factor for direct fitting. However, for Rayleigh data the relative magnitude of window noise is generally much higher, and therefore window noise would probably strongly influence the results unless an accurate baseline file can be obtained and subtracted. We are exploring the possibility of using a scan of the plateau region, taken very early in the run, to provide a measure of the window distortions that can be used as a baseline for Rayleigh data, but validation of this approach must await access to an instrument with Rayleigh optics. In the absence of a baseline correction, the time-derivative approach is probably a better choice for analysis of Rayleigh data.
Other limitations to accuracy of the hydrodynamic parameters
The above results imply that direct fitting with the MFM function should routinely give a precision and accuracy of better than 1% for sedimentation coefficients, and a few percent for diffusion coefficients, for proteins that are 5 kDa or larger, and that data of this quality should be readily obtained at protein concentrations of -100 gg/ml using presence of window noise. One additional factor that could easily compromise this accuracy (no matter what the analysis method) is variations in viscosity due to changes in the sample temperature, and it is certainly important to allow sufficient time for temperature equilibration before starting a run. A second potential limit that is less obvious is the accuracy of the position of the meniscus. An error of only 0.006 cm in the meniscus position will typically produce an error of 1% in s, and such an error may represent a shift of only a single data point (or less) depending on the radial data density. Furthermore, it is not entirely clear how to determine the true correct meniscus position from the experimental data. Our usual practice is to define the meniscus position for absorbance data by the peak of the positive excursion (which is usually also approximately the center of meniscus region), but it is not obvious that this is the position that best corresponds to theory. With the direct boundary-fitting approach, it is possible to designate the meniscus position as another parameter to be determined by fitting. However, when the Fujita function is used, its poor representation of data near the meniscus means that fitting the meniscus position is problematic and is likely to produce inaccurate results. With the MFM function, at least for simulated data, if the meniscus is treated as an adjustable parameter, the fitted meniscus position is very close to the true one (usually within 0.0001 cm), and the values for other parameters are essentially unchanged. Therefore, fitting the meniscus position may now be a more reasonable and useful option (but certainly it will always be better to have an accurate experimental value).
In practice, our results show that the reproducibility of hydrodynamic parameters from this type of analysis is quite good, and that these and other sources of systematic error do not compromise the precision too severely. For example, the protein that we have measured the most times (five different runs over a 2-year period) gave peak-to-peak differences in s, D, and Mr (from sID) of 0.9%, 5.0%, and 4.5%, respectively, and standard deviations of 0.4%, 2.1%, and 2.4%. Other proteins that we have measured on more than one occasion seem to give similar precision. The variations between runs are, however, generally significantly greater than those obtained for duplicate samples in the same run. Furthermore, these parameter variations between runs are also often outside the statistical 95% confidence interval from the fits, which suggests that some form of systematic noise is the true limiting factor. It also should be noted that, although our experience in applying the new MFM function to real systems is limited, the results to date suggest that the molecular weights obtained from sID are a few percent lower than expected based on known molecular weights, which probably indicates that some unknown factor is causing the boundaries to be slightly broader than theory predicts, leading to a slight overestimate of D. This latter observation is also consistent with our earlier observation that the Fujita function, which theoretically should underestimate D, seems to give accurate molecular weights Philo 443 absorbance data from the Beckman XL-A, even in the (Philo, 1994) . Thus all of our experiments seem to give boundaries slightly broader than expected, but the exact source of this broadening, and whether or not it is common to all instruments, remains to be determined. Nonetheless, it is quite clear that with these techniques D values and molecular weights with an accuracy of a few percent are easily obtainable. This accuracy is more than sufficient for many purposes, but this method is certainly not a replacement or substitute for sedimentation equilibrium.
