Despite their prevalence, deep networks are poorly understood. This is due, at least in part, to their highly parameterized nature. As such, while certain structures have been found to work better than others, the significance of a model's unique structure, or the importance of a given layer, and how these translate to overall accuracy, remains unclear.
Introduction
As computational devices and methods become more powerful, deep learning models are able to grow ever deeper, learn ever more complex features, and be applied to ever more problem spaces [Simonyan and Zisserman, 2014] . To grow so deep without err, the most modern of networks have relied on clever intermediary layers-such as shortcut connection layers in [He et al., 2015] . While these methods allow for learning representations afforded only by very deep architectures, it is known that there are extraneous features and excess parameters existent in these over-parameterized models [LeCun et al., 1990] . Strategies to optimize the size of these networks have been pursued along a number of routes.
The question of how to best prune redundant parameters has been the focus of deep compression methods [Bucila et al., 2006; Han et al., 2015] . Others have investigated transferring the features or "knowledge" of an ensemble of models or of a single, larger, "parent" model into a smaller model via Knowledge Distillation [Hinton et al., 2015; Romero et al., 2014] . And, some have set out to find methods of generating optimal networks often via genetic algorithms [Suganuma et al., 2017] .
While called structural compression, we do not use existing network compression methods, such as [Han et al., 2015] , to compress our network. We instead focus on altering the structure of the network, and assessing the importance of layers. We do, however, utilize existing Knowledge Distillation practices to help perform our triage [Romero et al., 2014] .
Another approach towards optimizing the parameterization of neural networks has been to simply improve our understanding of how and what they learn. Optimization researchers have begun to study the properties of the learning space in which deep neural networks operate, and search for bounds and guarantees therein [Haeffele and Vidal, 2015] . Alternatively, culminating in the popularity of Google's Deep Dream, others have focused on understanding neural networks via the visualization and study of their filters [Mordvintsev et al., ; Yosinski et al., 2015] .
In this paper we take the notion of compression and apply it structurally to the network model itself. We utilize Knowledge Distillation as one method of probing the network. Upon compression, though, we seek to understand how these compressive modifications have altered the model. We do so by first assessing accuracy and rate of convergence. We then verify these findings by visualizing the filters learned by the model. Amongst existing methods, our work is most similar to that of [Zeiler and Fergus, 2013] . Like Zeiler and Fergus we alter a neural network and study the effects of these alterations. Unlike this previous work, we systematically assess layers in a sequential and compressive manner in order to understand their importance. We additionally, go beyond the work of Zeiler and Fergus by analyzing the effects of this process across data sets of increasing complexity, and by concisely comparing their accuracies and convergence rates. We then verify these results with qualitative interpretation of filter activations.
We center our analysis around the VGG16 network as its structure lends itself to discretization, and thus this lens of triage and structural compression [Simonyan and Zisserman, 2014] . That is, we utilize the inherent structure of VGG16five blocks of two to three convolution layers, followed by a max pooling layer-to frame our analysis. We perform our analysis using a combination of initialization and training schemes. The initialization schemes used include the random initialization of weights, the initialization of weights as a combination of prior, parent filter weights, and by training a Student-Teacher network to an intermediate checkpoint. As for training schemes, we either train only on the compressed layer or across the entire network after initialization.
We apply each combination of these schemes to four data sets of increasing granularity and complexity: MNIST, CI-FAR10, CIFAR100, and Standford Dogs. We seek to assess whether differences in layer criticality emerge on data sets of different complexity.
The results of our analysis are as follows. First, our experiments show that no layer is more critical. That is, for each data set maximal attainable accuracy is roughly unchanged by which layer is compressed. Secondly, that fine-tuning over the entire compressed model leads to novel, more optimal filter representations to be learned. Which in turn leads to above baseline network performance. Additionally, we show that applying a Student-Teacher framework with intermediate targets can reduce the epochs needed for a network to converge to its maximal accuracy, which lends to the notion that they can be used to train large networks more quickly. But this comes at a cost, as we find that the student network cannot learn more optimal representations than the teacher.
Methods of Analysis
Here, we first describe the concept of deep net triage. We then look at how structural compression is performed, and how it is used to compress a series of layers in a network down to a single layer.
Deep Net Triage
To understand the criticality of various layers in a neural network, we seek to isolate them, and compare them amongst themselves and the original model in a consistent fashion. We do so by consecutively compressing, initializing, and training the network variants to convergence. We call this systematic manner of analysis deep net triage to liken the compression to illness and the layers of the model to systems of the body. As such we hope to evaluate which are most critical to network health and function.
Structural Compression
The VGG16 network is comprised of five blocks of convolutional layers, each of which are separated by max pooling layers. Within each block, the number of convolutional filters per layer is held constant. To perform structural compression, we take one such block and approximate the functions learned by the two or three layers therein with a single layer, f c . This is also depicted pictorially in Figure 1 
This new layer, f c , given input x i , contains learned weight matrix W fc and bias vector b fc , is thus tasked with approximating the final representations learned by the two previously existent layers, f 1 and f 2 . Where f 2 is fed the output of f 1 , and has learned parameters W 2 and b 2 . Likewise, x i is the input to f 1 , and f 1 is parameterized by learned weight matrix W 1 and bias vector b 1 . Given this compressed layer, we then test various initialization and training strategies in our deep net triage experiments.
Experiments
We applied six permutations of initialization and training compression experiments to the baseline models trained on the four chosen data sets. We conducted these experiments for each of the five layers blocks of VGG16 leading to a total of 124 networks. We chose to focus on the accuracy and the rate of convergence of these networks as measures of the criticality of the layer. Upon these findings, we further conducted qualitative filter activation analyses to verify the results.
Below, the initialization and training experiments are described, in addition to what each implies about the compressed model. This is followed by a brief nod to the data sets for those unfamiliar, and a description of the hyperparameters and framework used during optimization.
Initialization Methods

Random Initialization (RW)
In this initialization scheme, the weights of the compressed layer are randomly initialized. More concretely they are initialized as samples from a Glorot Uniform Distribution [Glorot and Bengio, 2010] . This tabula rasa, could be thought of as allowing the compressed network to stray from the features already learned by the parent model and possibly find a more optimal set of filters.
Mean Parent Initialization (MW) Via this scheme, an average of the weights in the parent's layer block compressed in the child model is used to initialize the compressed layer. The fact that we use a strict, unweighted average implies that while we don't know which of the parent's N filters will be most useful, we know that filters similar to the parent's would best represent the data. Therefore, we load the average, f avg , of the i filters contained in the parent's block of uncompressed layers.
Student-Teacher Network Initialization (STN) Like intermediate hints from [Romero et al., 2014] we use a Student-Teacher Network framework to teach the compressed network to give the same intermediate tensor output as the parent after the compressed layer. More concretely, we evaluate an L2 loss at the output of the compressed layer (after the max pooling layer), and at the output of the uncompressed block of layers in the parent network. We only allow for the gradients to update the compressed layer during this process, as it is used as a form of initialization. This initialization method can be thought of as using the parent to guide the optimization of the child. The implementation of the L2 loss function is given below.
Here, L ST N is the loss function for our Student-Teacher Network Initialization. N is the number of samples in a batch. And x i is the sample input to VGG16 models s and t with respective weight matrices W s and W t .
Training Methods
Frozen Model Weights Training (FM)
In this training scheme, after the block of layers from the parent model has been compressed and initialized, we freeze all weights outside of the compressed layer. The notion behind this, is that a compressed layer can learn to work within the existing framework of the parent model, and also thus that the representations learned by the parent are most optimal.
Thawed Model Weights Training (TM)
Finally in this training strategy, we allow for gradient updates across the entire model after the layer has been compressed. This lends to the notion that the parent model's representations may not be optimal for the child network, or that even if they are, they must also be updated to optimally accommodate the new, compressed layer.
Data Sets
The MNIST, CIFAR10, CIFAR100, and Stanford Dogs data sets were used to uncover generalizable trends across data sets [LeCun and Cortes, 2010; Krizhevsky et al., ; Khosla et al., 2011] . Below is a very brief description of the data sets to help reinforce this notion of varying complexity. 
Hyperparameters and Training
We used the VGG16 network as first presented in [Simonyan and Zisserman, 2014] with Batch Normalization [Ioffe and Szegedy, 2015] . We upsampled the inputs to (224, 224, 3) when necessary, zero-centered and normalized, and augmented the data with horizontal flips. Each baseline data set model was trained from scratch. All experiments across a given data set used the same hyperparameters. These are given in Table 1 . Those which did not change in any instance are given in Table 2 . Keras' ReduceLROnPlateau was used to adaptively update the learning rate [Chollet and others, 2015] . 2
Analysis and Results
We conducted every permutation of the three initialization and two training strategies after structural compression for every layer block and each data set. We first looked at the maximum accuracy achieved by each. We then assessed the rate at which each model converged to these accuracies.
In Figure 2 we show the maximum accuracies attained by each model. We first note that no layer is more critical than any other. This is of surprise because as later layers are compressed, more parameters, and furthermore, higher-level representations, are removed from the model. Upon further inspection of Figure 2 another trend is immediately evident: that FM models-those where only the compressed layer was allowed to train after compressionachieve significantly lower relative accuracy. This refutes the idea that a layer injected into a model can learn to fit into the representations of the existing model. One may also note that TM models-those that were fine-tuned across the whole model-often out perform the baseline model. We believe this to be a factor of overfitting, as found in [Zeiler and Fergus, 2013] . We lastly note that TM-STN seems to break this trend. At first on the MNIST data set, TM-STN tends to perform poorly and on par with FM-STN. Then as the data set complexity increases, its relative performance increases to that of the other FM methods on Stanford Dogs. Though it never outperforms the baseline. This pattern encouraged us to visualize the filter activations for this method.
Specifically, we chose to visualize the filters of four variants of the CIFAR10 model: baseline, FM-STN, TM-STN, and TM-RW. We chose this data set and these models because in Figure 2 it is clear that on CIFAR10 the difference between these methods were the most distinct. We can see that even after the compression of Layer 1, that FM-STN and TM-STN are distinctly separated, that TM-STN is very close to baseline, and that accuracy on TM-RW is significantly higher than that of TM-STN and the baseline. This implies that any differences in filters between these methods might be most distinct on the CIFAR10 data set.
We used an image chosen at random from the data set and visualized the filters at the output of the ReLU activation layer after the compressed layer for the compressed models, and after Conv 2 of Block 1 on the baseline model. We wanted to assess what features Block 1 was responsible for learning in each case. In Figure 3 we show the first ten filters of these activations. Upon close comparison, one can see that the activation responses learned for the base and two STN networks are similar if not identical. While the STN filters are often, less focused and less bright, the filter's response to the features in the image are nearly identical. This is not the case for the filters learned by TM-RW. In the green circles, we can see sources of activation that differ from the other three models.
These observations indicate that the STN networks have been forced to learn the same filter responses as the parent network. Meanwhile, the TM-RW network has learned novel filters, differing from the parent network, which are more optimally representative. This seems to show why a compressed network can outperform its parent: because it has found a more optimal set of features. This is additionally reflected by the observation that in Figure 2 no STN network outperforms the baseline network.
We now turn our focus to the rate of convergence of these compressed networks. In Figure 4 there are two plots-one for FM networks, and the other for TM networks. These show how quickly each network converges to within 1% of its maximal accuracy. This indicates not at which epoch maximal accuracy was achieved, but rather how long it took for the network to converge. We can see that as data set complexity increases, so too does the time it takes for each network to converge. Additionally, though, we can see two things. Firstly, that initialization with an average set of weights from the parent network not only doesn't help, it may even reduce the rate of convergence. Secondly, the STN models both appear to converge more quickly than the other models, but on differing data sets. While the FM-STN converged significantly faster than the other models on Stanford Dogs, the TM-STN converged even later. Similarly, the TM-STN converged more quickly on CIFAR10 and CIFAR100, but the FM-STN didn't.
This may be because on the simpler data sets, every model is able to over fit thereby allowing the STN and FM models to converge and converge quickly. Meanwhile, on Stan-ford Dogs, no model is able to do well and no overfitting occurs. Therefore the TM-STN accuracy can improve to the performance of the other TM models, and the FM-STN, at a lower accuracy, can continue to converge more quickly then its fellow FM models. This seems to indicate that generally STN networks can help increase the rate of convergence of a model.
Conclusions and Future Work
We present a novel method for analyzing deep neural networks which we refer to as deep net triage. By drawing experiments from existing network compression and network analysis methods, such as Knowledge-Distillation and filter activation visualization, we sequentially apply structural compression to compress sections of a parent network which then allow us to assess the criticality of each layer individually.
We show through our analysis that no layer is more critical than another. We additionally show, that rather than a layer being able to optimize to an existing network, the en- Figure 4 : The average number of epochs for each compressed model to converge to within 99% of maximal accuracy. tire network must be allowed to fine-tune in order fully integrate a new layer. Furthermore, that when a compressed model is allowed to fine-tune, it is able to learn more representative weights which can lead to increased performance. We lastly show that while Student-Teacher Networks can improve the rate of convergence of a large network model, it cannot increase the student performance beyond that of its teacher. These findings help build intuition and further understanding of how these layers perform and how they can be improved.
In the future, we hope to build upon the structure of this analysis to further probe the workings of neural networks. While not statistically significant, we noted that the accuracies for each data set seem to qualitatively follow a pattern that is unique to the data set. Additionally, to assess the effect of overfitting on this exercise, we'd like to compress models structurally to the point at which they fail. This combined with the compression method from [Han et al., 2015] could yield close to optimally compressed network models. Lastly, further analysis of more thoughtful initialization methods and on other, more modern neural network models could be insightful.
Through this work, we hope to provide a structured way to sequentially analyze individual portions of a neural network. We do so to gain a better intuition for the mechanisms at play within. While, as a community, we may continue to develop ever better performing methods for given problem spaces, we will never truly advance as a field until further intuition for and understanding of deep networks is developed. As theories are developed on one end, so too must experimental intuition be developed on the other.
