We consider a generalization of the Stokes resolvent equation, where the constant viscosity is replaced by a general given positive function. Such a system arises in many situations as linearized system, when the viscosity of an incompressible, viscous uid depends on some other quantities. We prove that an associated Stokes-like operator generates an analytic semi-group and admits a bounded H ∞ -calculus, which implies the maximal L q -regularity of the corresponding parabolic evolution equation. The analysis is done for a large class of unbounded domains with W 2− 1 r r -boundary for some r > d with r ≥ q. In particular, the existence of an L q -Helmholtz projection is assumed.
Introduction and Assumptions
We consider the following Stokes-like resolvent system λv − div(2ν(x)Dv) + ∇p = f in Ω, (1.1)
2) (∇v + ∇v T ), ν : Ω → (0, ∞) is a variable viscosity coecient, and Ω ⊆ R d , d ≥ 2, is a suitable domain with boundary ∂Ω = Γ 1 ∪ Γ 2 consisting of two closed, disjoint (possibly empty) components Γ j , j = 1, 2. Moreover, we denote S(v) = 2νDv.
In the case that ν(x) = ν 0 ∈ (0, ∞) is independent of x the latter system was extensively studied in many kinds of dierent domains relevant for mathematical uid mechanics. The system arises as linear system of the non-stationary Navier-Stokes equations for incompressible uids after Laplace transformation, which replaces the derivative in time by a spectral parameter λ. But in many situations the viscosity ν of an incompressible uid depends on some quantities as e.g. the shear rate |Dv| in the case of some non-Newtonian uids, cf. e.g. Malek et al. [40] , or a concentration c as in the case of diuse interface models for free boundary value problems, cf. e.g. Abels [4] .
First results on general non-stationary Stokes systems, including the latter case of variable viscosity, were obtained by Solonnikov [50, 49] in L q -Sobolev spaces and weighted Hölder spaces and Bothe and Prüÿ [20] in L q -Sobolev spaces, where applications to non-Newtonian uids are treated as well. Some results on the Stokes system with variable viscosity in L 2 -Sobolev spaces can also be found in [4, 13] , where applications to a diuse interface models are also treated. Finally, we note that Ladyºenskaja and Solonnikov [42] and later Danchin [22] obtained results for a similar non-stationary Stokes system with variable density instead of variable viscosity.
The purpose of the present contribution is to study the (generalized) Stokes resolvent equation (1.1)-(1.4) and an associated Stokes operator in L q -Sobolev spaces, 1 < q < ∞, in a class of general bounded and unbounded domain, which is similar to the class in [8] and which covers most cases studied so far in the case of constant viscosity. More precisely, we will show that the associated Stokes operator −A q , dened below, generates an analytic semi-group e −tAq
. We will even show that A q admits a bounded H ∞ -calculus in the sense of McIntosh [44] . This has several strong implication as will be explained below.
In the case of constant viscosity the boundedness and analyticity of the Stokes semi-group was proved by Giga [32] for the case of bounded domains, Borchers and Sohr [18] and Borchers and Varnhorn [19] for the case of an exterior domain, and Farwig and Sohr [31] in the case of an aperture domain. We refer to Farwig and Sohr [30] for a general approach to unbounded and bounded domains. The case of innite layers and layer-like domains were discussed by Abe and Shibata [2, 3] , Abe [1] , Abels and Wiegner [14] , and Abels [12, 10] . The case of an innite cylinder was treated by Farwig and Ri [28, 29] . For the proof of bounded imaginary powers or a bounded H ∞ -calculus in the latter domains we refer to Giga [33] , Giga and Sohr [34] , Noll and Saal [46] , Farwig and Ri [28] , and Abels [5, 7, 8, 11] . Finally, we refer to Farwig, Kozono, and Sohr [27] for results on the Stokes system in general unbounded domains with uniform C , where (Ω) where
(Ω) := p ∈Ẇ -boundary mentioned above. The assumption (A2) guarantees the existence of a Helmholtz-projection adapted to the boundary conditions (1.3)-(1.4). We refer to [10, 30, 31, 45, 26, 48] for the validity of the Helmholtz decomposition for these types of domains for the case Γ 2 = ∅. Moreover, (A3) is a technical condition needed in the Section 6 below. It is used to overcome the diculty that multiplication with not compactly supported cuto functions is not continuous onẆ (Ω) with r 1 > d implies that multiplication with ν denes a continuous mapping on W Since we will partly argue by duality, we also require q ′ < r 1 . Moreover, since
(Ω) ֒→ C 1− d r 1 (Ω). Therefore div(2νDv) = ν(∆v + ∇ div v) + ∇ν · Dv, where ∇ν · Dv is of lower order and the principal part ν(∆v + ∇ div v) has Hölder continuous coecients. The latter property is essential to apply pseudodierential operator methods with symbol that are Hölder continuous with respect to the space variable x. Concerning the boundary regularity, we note that every γ ∈ W for all 1 ≤ r ≤ r ′ ≤ ∞. Therefore the local regularity decreases if r 1 , r 2 are chosen smaller and the case r 1 = r 2 = ∞ corresponds to the strongest regularity assumptions. On the other hand, the smaller r 1 , r 2 are chosen, the more restrictive the condition q, q ′ < min(r 1 , r 2 ) gets.
In some parts of the paper we will assume additionally that the following assumption holds:
(A4) There is some R > 0 such that for every λ ∈ Σ δ with |λ| ≥ R there is no non-trivial solution g ∈ W 1 q (Ω) with g| Γ 2 = 0 of
(Ω).
(1.5)
We will show later that (A4) is a consequence of Assumption 1.1, cf. Lemma 6.1 below.
The reduced Stokes operator
is dened as
(1.7)
Here f τ , f n denotes the tangential, normal component, resp., of vector eld f at the boundary ∂Ω. Moreover,
is dened as the solution of
Note that the righthand-side of (1.8) denes a bounded linear functional onẆ
(Ω). The existence of a solution of (1.8)-(1.9) that is unique (upto a constant if Γ 2 = ∅) follows from the existence of a unique Helmholtz decomposition, i.e., (A2), cf. Lemma 2.2 below.
is a bounded linear operator.
The connection to the original system is discussed in Section 3 below. We note that the denition of A q , in particular the lower order term ν
The main result is the following:
, and q, r 1 , r 2 be as in Assumption 1.1. Then there is some R > 0 such that (λ + A q ) −1 exists and
for all λ ∈ Σ δ with |λ| ≥ R. Moreover,
(1.12)
for every h ∈ H ∞ (δ), where Γ R = Γ \ B R (0) and H ∞ (δ) denotes the Banach algebra of all bounded holomorphic functions h : Σ π−δ → C. In particular, for every c ∈ R and 0 < δ ′ ≤ δ such that c + Σ δ ′ ⊂ ρ(−A q ) the shifted reduced Stokes operator c + A q admits a bounded H ∞ -calculus with respect to δ
is a bounded operator satisfying
We note that in order to prove (1.14) for all h ∈ H ∞ (δ) it is sucient to show the estimate for h ∈ H(δ), which consists of all h ∈ H ∞ (δ) such that
for all z ∈ Σ π−δ 
is trivially true and (A3) is valid too by Poincaré's inequality. In this case we obtain:
, and q, r 1 , r 2 be as in Assumption 1.1. Moreover, assume that Ω is bounded and that Γ 1 = ∅. Then Σ δ ∪ {0} ⊆ ρ(−A q ) and
for all λ ∈ Σ δ ∪ {0}. Moreover, A q admits a bounded H ∞ -calculus with respect to δ.
Finally, note that, if c + A q admits a bounded H ∞ -calculus with respect to 0 < δ < π, then, choosing h(λ) = λ iy , y ∈ R, above, one obtains that c + A q has bounded imaginary powers (c + A q ) iy , which satisfy
where we note that sup λ∈Σ δ−π |λ
. This has two important consequences, which we summarize in the following. The rst one concerns so-called maximal regularity of the reduced Stokes operator A q and follows from the well-known result due to Dore and Venni [25, Moreover, let c ∈ R be such that c + A q is invertible and admits a bounded
where C does not depend on T .
In particular, in the case of bounded domain with W As a second application we note that the boundedness of (c + A q ) iy and (1.15) can be used to characterize the domain of the fractional powers (c + A q ) . The latter construction uses the technique developed in [11] , combined with newer results on the general calculus of pseudodierential boundary value problems studied in [9] , adapted to the case of variable viscosity.
The structure of the article is as follows: In Section 2 we summarize some preliminaries and some notation. In Section 3 we discuss how the pressure p and the divergence equation can be eliminated from (1.1)-(1.4). This uses the ideas of Grubb and Solonnikov, cf. e.g. [39] . The reduced system contains the non-local operator P v, which can be approximated naturally in the class of pseudodierential boundary value problems going back to Boutet de Monvel [23] and developed further by Grubb [37] to parameter-dependent operators and by the rst author to the case of non-smooth symbols [6, 9, 11] . Section 4 is devoted to some needed results on coordinate transformation and the change of operators under coordinate transformation. The main step is done in Section 5, where a suitable result for a bent half-space is proved using the previously mentioned techniques. Using the latter result, Theorem 1.3 is proved in Section 6. Finally, the result for bounded domains, i.e., Theorem 1.4, is proved in Section 7.
Acknowledgments: The authors are grateful to Gerd Grubb and one anonymous referee for several helpful comments to improve the presentation in this contribution.
Preliminaries
First of all, N will denote the set of natural numbers (without 0) and
, e j denotes the j-th canonical unit vector, and [A, B] = AB −BA the commutator of two operators A, B. We frequently use the decomposition
, where
with (x ′ , 0) in the following. For completeness, we note that,
denotes the duality product.
, denotes the set of all k-times continuously dierentiable functions f : M → C such that f and all its derivatives are bounded. Moreover,
usual Lebesgue-space with respect to the Lebesgue measure on Ω and the 
for m ∈ N and s > 0, where
Finally, the homogeneous Sobolev space of order 1 is dened aṡ
normed by ∇ · q , where functions, which dier by a constant, are identied. Additionally, F and F
−1
denote the Fourier and inverse Fourier transformation,
Note that in the following all integrals with respect to a phase ξ will be scaled by (2π)
as above. Moreover, we will use partial Fourier transformation
Moreover, S(R d ) denotes the space of rapidly decreasing smooth functions f :
and H s q (R d ; X) denote the vector-valued variants, where X is a Banach space. As in [36, 38] 
.
In the following, let Ω be a domain as in the Assumption 1.1. First of all, using the partition of unity assumed in (A2), it is easy to reduce many of the fundamental statements on the Sobolev spaces
. Using a suitable coordinate transformation, cf. e.g. Proposition 4.2 below, the statements for the bent half-space can be proved using the corresponding statement for R d + . In particular, we note that the usual Sobolev embedding theorem for W 1 q (Ω) can be proved that way. As a consequence, it is easy to prove the following lemma:
Lemma 2.1 Let 1 < q < ∞ and d < r ≤ ∞ such that q ≤ r and let Ω be a domain as in the Assumption 1.1 with r 2 = r. Then π(f, g)(x) := f (x)g(x) denes a continuous, bilinear mapping π :
Similarly, the interpolation inequality
for all 1 < q < ∞ and f ∈ W 2 q (Ω) can be proved. Furthermore, there is a bounded extension operator
This extension operator can be easily constructed using the corresponding extension operator for R (Ω) (upto a constant if Γ 2 = ∅) depending continuously on f such that (Ω) such that f = f 0 + ∇p with f 0 ∈ J q (Ω), where we note that
since it holds for all f 0 ∈ C ∞ (0) (Ω ∪ Γ 2 ) and the latter space is dense in J q (Ω) by denition. For the following we denė
Then for every F ∈Ẇ
and
This follows from the Hahn-Banach theorem by identifyingẆ
We summarize these facts in the following lemma.
Lemma 2.2 Let Ω, q be as in Assumption 1.1. Then for every F ∈Ẇ
(Ω) and
Proof: First of all, one can easily reduce to the case a = 0 by extending a to some
(Ω) and considering p−A instead of p and replacing F by F −(∇A, ·) Ω . Therefore we can assume that a = 0. Then, as explained above, we nd some
(Ω) solves (2.3), (2.1), resp., if and only if f = f 0 + ∇p, where f 0 ∈ J q (Ω), i.e., p is determined by the Helmholtz decomposition due to (A2).
Reduction of the Stokes System
The aim of this section is to reduce the Stokes system (1.1)-(1.4) for (v, p) to a system only in terms of the velocity v and to eliminate the divergence equation div v = g. The idea goes back to Grubb and Solonnikov, cf. e.g. [39] . 11 pressure can be treated eciently even in the case of the boundary condition (1.4) when the pressure enters the boundary condition and therefore cannot be eliminated from the system by applying a Helmholtz projection. Now we will present the corresponding reduction for the case of general viscosity.
, λ ∈ Σ δ , and let 1 < q < ∞ with q, q ′ ≤ min(r 1 , r 2 ), where r 1 , r 2 and Ω are as in Assumption 1.1. Now we reduce the Stokes system to a system for v by expressing the pressure p in dependence of v and the data (f, g, a). To this end we multiply (1.1) by an arbitrary ∇ϕ with ϕ ∈Ẇ
is the solution of (1.8)-(1.9), then p = P v +p, wherep is determined by
(Ω). Hencep depends only on the data (f, g, a). Here we note that p is uniquely determined by (3.1) (upto a constant if
3)
(3.6) where Here we have used that
We call (3.3)-(3.6) the reduced Stokes system. We note that by the denition of the reduced Stokes operator A q , cf. (
To summarize we have shown:
Note that in the reduced Stokes system (3.3)-(3.6) the divergence equation div v = g does not appear. Hence, if we want to obtain a solution of the original Stokes system (1.1)-(1.4) by solving the reduced system, it is crucial to prove that div v = g if the right-hand side is chosen as above. To this end we note that, if f r is dened by (3.7), wherep solves (3.1)-(3.2), then g can be derived back from f r because of
(Ω) because of (3.3) multiplied with −∇ϕ and
(Ω) due to (1.8). In order to conclude div v = g we need the following assumption.
Note the assumption (A4) is just (A4') for all λ ∈ Σ δ with |λ| ≥ R and some R > 0. As mentioned above it will be shown later that (A1)-(A3) imply (A4) and therefore (A4') for large λ.
Altogether we obtain:
be given and let f r be dened as in (3.7) wherep solves (3.1)-(3.2). Moreover, assume that (A4') holds. Then any
On the other hand, (3.6) 
and g − div v = 0 by (A4'). Thus v solves (1.2). Concerning the boundary condition, using (1.4) it can be easily shown that
3)-(3.6) with zero right-hand side due to Lemma 3.1. Hence v = 0 by the assumption and therefore the solutions of (1.1)-(1.4) are unique.
Conversely
be a solution of (3.3)-(3.6) with right-hand side zero and assume that (1.1)-(1.4) has no non-trivial solution for zero data. Then (f r ,p) = 0 ifp satises (3.1)-(3.2) and if f r satises (3.7) for (f, g, a) = 0. Hence (v, p) with p = P v solve (1.1)-(1.4) with (f, g, a) = 0 by the rst part of the lemma. Consequently v = 0, which proves the converse implication.
Coordinate Transformation
We start with a simple results on extensions of
Now we can choose λ > 0 so small that Γ ≡ Γ λ satises the statement of the lemma.
The following proposition states the existence of a suitable coordinate transformation, which will lead to a nice structure of the boundary symbol operators of the transformed Stokes system on the half-space. It generalizes a result due to Schumacher [47] and is proved similarly.
, where n denotes the exterior unit normal of ∂R d γ .
Proof: The case r = ∞ was proved in [47] . Hence it only remains to consider the
. Then we dene
is a Poisson operator of order −1 in the sense of Denition 5.10 below. Hence f ± :=
by Theorem 5.15 again. Hence there is some ε > 0 such that
is invertible and
For the general case we consider γ λ (x
Hence we can apply the rst part and obtain a C 1 -dieomorphism
with respect to γ λ . But then
is a C 1 -dieomorphism with the desired properties.
In the following we denote (
where F is as in the latter proposition.
continuously. Moreover, the corresponding statements are true for F * ,−1 . Finally,
is a bounded mapping for all 1 < q < ∞, 0 ≤ s < 1, with continuous inverse F * ,−1 0 .
Proof: The rst statements easily follow from the chain and product rule, where we note that
where 
where J(z
is proved in the same way.
domain satisfying the assumption (A1). Then there are linear bounded operators 
If Ω is a general domain satisfying the assumption (A1), then the statement for E 0 is easily reduced to the case of nitely many bent half-spaces R d γ j using the partition of unity assumed in (A1). The extension operator E 1 b can be constructed as follows:
ϕ j w j satises w| ∂Ω = 0 and ∂ n w| ∂Ω = b 2 − ∂ n v| ∂Ω . Therefore E 1 b := v + w has the desired properties. Obviously, the extension operators can be constructed to become bounded operators.
In the following we will denote the variables and operators corresponding to the original problem in R In the following, let U = U (x ′ ) be an orthonormal matrix which maps the exterior normal vector 
has the structure
Remark 4.5 Note that relation (4.1) is of much simpler structure as the corresponding relation in the previous work [11, Equation (5.15) ]. This leads to some simplications in the present proofs. The more complicated structure in [11] was due to the simple coordinate transformation
, which was used in order to deal with a boundary of regularity C 1,1
. The coordinate transformation due to Proposition 4.2 admits to work C 1,1 -boundary again (if r 2 = ∞). But it has the same structural properties as the coordinate transformation used in [32, 33] , i.e., that normal directions are preserved at the boundary, which leads to (4.1). Note that, if one would apply directly the coordinate transformation used in [32, 33] , one would need higher regularity assumptions on ∂Ω e.g. In the following we will for simplicity write
More generally, the transformed dierential and trace operators needed in the following are considered in the next lemma. Lemma 4.6 
, and let F be as in Proposition 4.2. Then
Proof: The proof is done in the same way as in [11, Lemma 5.6 ] except for the last statement. In order to prove the last statement, we use the identity
Here
d is an arbitrary extension of w and P τ = P τ (x) denotes the orthogonal projection onto the tangent space of ∂R
It is easy to check that
where v = F * w. From this identity the statement follows because of F *
be a domain satisfying the assumption (A1). Then there is a continuous extension operator 
Construction of the Approximative Resolvent
The proof of Theorem 1.3 is based on the following result.
, be a bent half-space, let ν, q, r, r 2 , τ be as in Assumption 1.1, j = 0, 1, and let δ ∈ (0, π). Then there are bounded opera-
uniformly in λ ∈ Σ δ for some ε > 0. Moreover, 10) uniformly in λ ∈ Σ δ and h ∈ H(δ). (1.9) and note that the term ∇ν T Dv is of lower order compared to ν(∆ − ∇ div)v. Lower order terms in general will give rise to a contribution to the remainder terms S j,λ , S ′ j,λ , and S ′′ λ . The theorem will be proved with aid of the calculus of pseudodierential boundary value problems with non-smooth coecient as developed in [9, 11] .
Pseudodierential Operators with Non-Smooth Coecients
In the following we denote
Denition 5.3 Let X be a Banach space and let τ > 0. Then the symbol space
, where X 0 , X 1 are two Banach spaces, we dene
for u ∈ S(R d ; X 0 ) are the associated pseudodierential operators in L-and R-form, respectively; also called x-form and y-form. Here the second integral has to be understood as iterated integral or oscillatory integral, cf. [41, Theorem 2.2]. If . Concerning boundedness on Bessel potential spaces, we recall THEOREM 5.4 Let τ > 0, 1 < q < ∞, m ∈ R, and let H 0 , H 1 be Hilbert spaces.
Moreover, the operators depend continuously on the symbols with respect to the operator norm and the symbol semi-norms.
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We refer to [11, Theorem 3.2] for references and comments on the proof. The continuous dependence is not stated explicitely there; but this follows from linearity of the mapping p → (p(x, D x ), p(D x , x)) and the fact that the operator norms can be bounded in terms of the symbol semi-norms only. Note that the latter theorem is also true for
is an open interval. (Hence the result for τ ∈ N follows from the result for τ ′ ∈ N with |s| < τ ′ < τ .) In order to deal with the low regularity of ν ∈ W 1 r 1
(Ω) and γ ∈ W 
is a bounded operator for all 0 ≤ s ≤ τ , 1 < q < ∞ with q ≤ r and all 0 < θ < min(
The lemma is a consequence of Marschall [43, Corollary 3.4 ], where we note that
Next we dene a non-smooth variant of the classes of parameter-dependent pseudodierential operators studied in [37] . To this end, we denote ρ(ξ, µ) = ξ (ξ, µ)
is the space of all functions p(x, ξ, µ) smooth w.r.t. (ξ, µ) and in C τ w.r.t.
be the corresponding increasing sequence of semi-norms.
We note that
with |p|
for all k ∈ N 0 . Moreover, if m ≤ 0, ν ≥ 0 and if we look at p as a parameter-independent symbol with xed µ ≥ 0, then |p(., µ)|
In order to deal with the symbols after coordinate transformation, we use the following simple lemma. 
, and for every k ∈ N 0 there is some k ′ ∈ N 0 such that |q|
, where C depends only on A C τ , A 
Pseudodierential Boundary Value Problems with NonSmooth Coecients
We recall a non-smooth version of parameter-dependent Green operators developed in [37] as dened in [11] with the only dierence that C 0,1 -regularity w.r.t. x is replaced by C τ -regularity for some τ > 0. We use the notation of [37] except that
We start with the denition of the symbol-kernels of non-smooth Poisson, trace, and singular Green operators.
Denition 5.9 The space
with respect to x, and satisfy
++ and which are in
Now the Poisson operators with non-smooth coecients are dened in almost the same way as in the smooth case:
Then we dene the Poisson operator of order m by
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Finally, we note that the boundary symbol operator k(x, ξ ′ , µ, D d ) : C → S(R + ) is dened as a one-dimensional operator with symbol-kernelk(x, ξ ′ , µ, y d ) for xed
for all a ∈ C. As usually, Poisson operators can be considered as operator-valued pseudodierential operators with values in L(C; H), where H is a suitable space of functions on R + , e.g.
denotes the corresponding pseudodierential operator in y-form as dened in (5.11) .
The trace and singular Green operators are dened as follows:
Denition 5.11 Let m, ν ∈ R and let r ∈ N 0 .
then the associated trace operator of order m and class r is dened as
. . , r − 1, then the associated singular Green operator of order m and class r is dened as
wheref is as above and k j (x, µ, D x ) denotes the Poisson operator with symbol-
Finally, the boundary symbol operators t(x
are dened in the same way as for the Poisson operator. Note that, if t 
is a singular Green operator of class 0 in x-form, then
We note that most of the time the symbol kernelsk(x, ξ
instead of x in the symbol-kernel. We refer to [37] and [9, Denition 5.2] for the denition of the (global) transmission condition for a pseudodierential symbol p ∈ S
and a variant for
We will not use this property directly since we will mainly deal with dierential operators or with the mapping property p(
, which holds without the transmission condition. For completeness we recall the general denition of a Green operator with non-smooth coefcients as in [9] . Denition 5.12 A Green operator (in L-form) of order m ∈ Z, class r ∈ N 0 , and regularity ν ∈ R with coecients in C τ is dened as
, and g(x ′ , µ, D x ) are Poisson, trace, and singular Green operators of order m, regularity ν, and class r, p(x 
In the following we will often restrict ourselves to parameter-independent symbols and operators. The corresponding symbol classes
, are dened as above with the restriction that the symbols are independent of µ and the symbol estimates hold for µ = 0, cf. [9] for details.
Moreover, iff is a Poisson, trace, or singular Green symbol-kernel, then |f | (m,ν) k , k ∈ N, are the semi-norms (monotonically increasing in k) associated to (5.12), (5.13), resp., in the usual way, cf. Denitions 5.3 and 5.6. The semi-norms of parameterindependent symbols will be denoted by |f | 
of the boundary symbol operators is again a boundary symbol operator if the composition is well-dened and the coecients of a 2 are independent of x d . The boundary symbol operator of the composition is also denoted by
The following theorem summarizes some mapping properties of trace and singular Green operators in R-form, which will be used in the following.
, m ∈ R, be a trace operator of order d and class 0. Then t(D x , x ′ ) extend to a bounded operator
, m ∈ R, be a singular Green operator of order −m and class 0. Then g(D x , x ′ ) extends to a bounded operator
All operators depend continuously on the symbols with respect to the operator norm and the symbol semi-norms.
Proof: The theorem follows directly from [9, Theorem 4.8] and duality using (5.15)-(5.16).
The following lemma summarizes the results concerning composition of nonsmooth pseudodierential operators which we need in Section 5.6. 
with operator norms bounded by C(p 1 )|g|
, resp., for some ε, C > 0, k ∈ N. Moreover,
with operator norm bounded by C(t)|g|
with operator-norms bounded by 
with operator norms bounded by C(t)|p 2 |
First we consider the compositions with
it suces to consider the case d 1 = 0 and p 1 (x, D x ) = a(x). But, using the relations 
Concerning the compositions with t(x ′ , D x ), one can reduce to the case t(x ′ , D x ) = a(x ′ )γ 0 and d 1 = 1 similarly as before. Therefore
where γ 0 g(D x , x) and γ 0 p 2 (D x , x) + are trace operators of class 0, cf. Remark 5.14. Lett(D x , x) denote one of them and let
where
is a trace operator of order − 1 q if q ≥ 2 and order s − 1 if q < 2. Hence we can apply [9, Theorem 4.13] to the rst term (again using (5.14)) and Lemma 5.5 together with Theorem 5.15 to the second term to prove the statements of the lemma with Finally, we need the following simple lemma when dealing with coordinate transformations. Finally, ifk,t ∈ S m,ν
then we dene for c > 0 and a ∈ C, f ∈ S(R + )
These denitions are motivated by the relations
where we note that
for every suitable function p : R → R. Because of the latter relation, the scaling
for any Poisson, trace, and singular Green operators a j , j = 1, 2, such that the composition is well-dened. Finally, we note that the choice of the scaling above diers slightly from the one used in [11, Section 5.2]. for µ > 0, θ ∈ (−δ, δ) respectively λ ∈ Σ δ for some δ ∈ (0, π) arbitrary but xed. Most of the time we will write all symbol-kernels and boundary symbol operators in dependence of λ ∈ Σ δ instead of µ having in mind that in the estimates for the symbol-kernel classes the latter relation for µ and λ is used.
First of all, let
Altogether we see that the boundary symbol operator of the reduced Stokes equation
is the boundary symbol operator of the reduced Stokes equation with unit viscosity as dened above and the factor ν j 2 only acts on the boundary data.
Finally, we note that there is someg j,λ ∈ C τ S −2,
because of (5.18). In particular, this implies
Symbols of the Reduced Stokes Equations in R d γ
As we have seen in Section 4 coordinate transformation acts on the principal symbol as
with an additional factor U T (x) on the left if the range of the operator consists of vector elds and additional factor U (x) on the right if the domain of the operator consists of vector elds. Therefore we dene the principal boundary symbol operator for the reduced Stokes equation
where ν = F * ν and ν(x
This is the essential formula for the construction of the parametrix. Moreover, we set
Finally, we set for
and we dene the parametrix of the reduced Stokes system on the transformed
For the general construction of a parametrix in the case of non-smooth coecients we refer to [9, Section 6] . Remark 5.20 We note that p λ (ξ) = (λ + |ξ| We have to estimate the semi-norms of the transformed symbols. Because of ). Moreover, the semi-norms of the symbols are uniformly bounded in θ ∈ [−δ, δ] for any δ ∈ (0, π). 
for every h ∈ H(δ) and R ≥ max{R 0 , 1}.
Proof: By (5.23) and (5.17), we obtain
Symbols of the Reduced Stokes Equations in
Now, if 1 < q ≤ 2, then one uses the interpolation inclusions
cf. e.g. [11, Lemma 2.1], and (., .) θ,q denotes the real interpolation functor. This implies the statement in this case. If 2 ≤ q < ∞, then one uses instead
where 0 ≤ δ
, and θ = ( For the pseudodierential operator part p λ (x, D x ) we can apply:
Proof: The proof is literally the same as in [11, Lemma 5.14] . Moreover, 
In order to show (5.25), we calculate 
for some ε > 0 because of Lemma 5.16 with 
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This nishes the proof.
5.6
Proof of Theorem 5.1
Let R d γ be a bent half-space as in the assumptions of Theorem 5.1. Then we dene 
with operator norm uniformly bounded in λ ∈ Σ δ ∪ {0} for every δ ∈ (0, π) and 
for some ε > 0. Due to Lemma 4.6 and (5.8),
). Because of (5.25) and Lemma 4.6 again, we conclude further that
. Combining this with (5.35), we obtain (5.1) together with the estimate of S j,λ .
It remains to show (5.4)-(5.5). Using Lemma 4.6 and (5.27) with a = det ∇F (x), we obtain
, and some ε > 0, where 
Estimates of the Parametrix
Now we dene the parametrix R λ on Ω by
where R γ k ,λ denotes the approximate resolvent on R d γ k according to Theorem 5.1, where the boundary conditions (j = 0, 1) are chosen to t to the boundary conditions on ∂Ω∩U k . Moreover, we order R
We show that
where P v is dened as solution of (1.8)-(1.9) and
. First of all, using Theorem 5.1, it is easy to check that
for some S λ satisfying the same estimate as in (6.4) and
Here we note that all perturbation terms due to dierentiation of the cut-o functions ϕ j , ψ j decay of order at least λ . In the same way G λ represents the principal part of P R λ on Ω. More precisely, we will show that
, λ ∈ Σ δ and some ε > 0. This is the most important step in the proof of Theorem 1.3. By duality, it is enough to show that for any f ∈ L
To show this, we use the Helmholtz decomposition for any u ∈ L
(Ω). Here p can be decomposed by the assumption (A3) as p = p 1 + p 2 where
(Ω) with ∇p 2 ∈ W 1 q ′ (Ω). Thus we have a decomposition of any u ∈ L q ′ (Ω) d such that u = u 0 + ∇p 1 + ∇p 2 where u 0 , p 1 , p 2 satisfy the conditions above. We estimate the left-hand side of (6.5) using this decomposition and estimating each term separately, which will be called rst, second and third part below.
For the rst part, we have Hence the absolute value of (6.6) is estimated from above by C q,δ (1 + |λ|) −ε f q u q ′ for some ε > 0. For the second part, we split it further into the Dirichlet and Neumann parts. Here Dirichlet part means that the boundary condition (3.5) is present on that part For the rst term of (6.7), we use
(S j R γ j ,λ ϕ j f, ∇p 1 ) R d γ j (6.8) where
If we put (6.8) into (6.7), the rst term of (6.8) cancels with the second term of (6.7). For the estimate of the second term of (6.8), one uses the following estimate,
where 0 < ε < 1, together with the embedding W Since the commutator S j = [∆ − ∇ div, ψ j ] is the dierential operator of order 1, we have for the third term in (6.8)
The remaining terms, which contain the operator G γ j ,λ , can be estimated using similar arguments. Hence the absolute value of (6.7) is estimated from above by (∇G γ j ,λ ϕ j f, (∇ψ j )p 1 ) R d γ j .
(6.9)
The sum of the rst and the third term of (6.9) can be treated as in the Dirichlet case and yields the lower order term. The estimate of the other terms are also as similar as the Dirichlet case.
Hence the absolute value of (6.9) is estimated from above by C q,δ (1+|λ|)
−ε f q u q ′ for some ε > 0.
For the third part, we can treat the Dirichlet and Neumann parts in the same way. We have
For the estimate of the rst term of the right-hand side of (6.10), one uses the following estimate ). The second term of the right-hand side of (6.10) can be estimated in the same way as the rst term. Thus, combining the previous estimates, we have shown (6.5).
Next let E : W We note that the existence of such an operator follows from Lemma 4.7. Hence Hence there exists R > 0 such that (λ + A q ) is surjective for all λ ∈ Σ δ with |λ| ≥ R. Hence, if we show that there exists R ′ such that N (λ + A q ) = 0 for λ ∈ Σ δ with |λ| ≥ R ′ , we know that λ + A q is bijective for λ ∈ Σ δ with |λ| ≥ max(R, R ′ ). We need the following lemma. Lemma 6.1 Let Ω ⊆ R d , d ≥ 2 and 1 < q < ∞ be as in Assumption 1.1. If λ+A q ′ is surjective for a certain range of λ ∈ C \ (−∞, 0], then there is no non-trivial solution of (1.5) for the same range of λ. Since λ = 0, we get from (1.5) that g = 0.
Proof of Theorem 1.3: From the arguments above we know that λ+A s for s = q, q ′ is surjective for |λ| ≥ R ′ with λ ∈ Σ δ for some R ′ > 0.
In order to show existence of λ+A q for large λ, it remains to prove N (λ+A q ) = 0. Using the above lemma, we can conclude that there is no non-trivial solution of (1.5) 
