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Abstract
A key point of image watermarking schemes is to se-
lect the image pixels or transformed coefficients where an
embedded watermark would reach the optimal invisibility
versus robustness trade-off. Human Visual System (HVS)
based JND masks are thus useful to optimally adapt the wa-
termark strength right below the visibility threshold. Most
of the perceptual masks created so far for watermarking
purpose are based on the empirical assumption that edges
and/or textures allow the best watermark visual masking
and thus ensures good invisibility properties. Nevertheless,
although invisibility control in smooth areas is challenging,
it could be interesting to extend the watermark in such ar-
eas since the robustness performances might increase. The
goal of this paper is to use an advanced HVS model to man-
age invisibility in order to evaluate the robustness of water-
marks embedded in smooth areas only, edges/textured ar-
eas only or in both areas. This study is further to the one
presented in [1]. The robustness was tested against 89 at-
tacked images (using Stirmark), results showed that includ-
ing smooth areas in the JND mask increases the robustness
while preserving good invisibility properties.
1 Introduction
As previously emphasized by Cox et al. [2], percep-
tual modeling is very important in watermarking context.
It is important to embed the watermark in the perceptu-
ally significant image component, otherwise the watermark
wouldn’t survive several attacks, such as lossy compression
algorithms, which strongly modify such components. A
few works using perceptual models to improve watermark-
ing schemes have been conducted. Podilchuk and Zeng [3]
propose an image adaptive watermarking algorithm for both
the DCT and DWT domains. On one hand, the JND masks
applied to the DCT domain are issued from quantization
matrices established by Watson. On the other hand JND
masks used in the DWT domain are computed from visual
thresholds given by Watson et al. For both embedding do-
mains, the watermark’s robustness have been tested against
JPEG compression and cropping. The interest of the water-
marking community to Just Noticeable Differences (JND)
masks has slowly decreased since a few studies showed that
empirical considerations on the human perception could be
sufficient for effective watermark embedding [4]. Authors
in [5] perform an edges/textures classification, and chose
to embed the watermark in such regions, while strictly
avoiding smooth regions. Similarly, the author in [6] pro-
pose a JND mask design based on the extraction of tex-
tures/edges/corners and luminance. The author claim that
a more important watermark weighting function may be ap-
plied in the textured areas. The JND mask was tested with a
mid frequency DCT embedding algorithm. The Noise Vis-
ibility Function (NVF) was introduced in [7] and a content
adaptive watermarking embedding scheme was designed,
such as:
y = x+ (1−NV F )× n× S +NV F × n× S1, (1)
where y is the stego image, x is the original one, n stands
for a noise-like watermark, S is the watermark strength.
Furthermore, the NVF allows an embedding rule in the
smooth areas, thanks to the S1 variable (which was set to
3). The NVF was proved to be very efficient as a weight-
ing function for a noise like watermark. An improved use of
the NVF was proposed by the same authors in [8]. Here, the
embedding took place in the wavelet domain, which better
meets the HVS requirements. In [8], the weighting param-
eters that are to be applied on either edges/textures or flat
image areas (S and S1 in equation 1) were experimentally
set for each wavelet sub-band. However, unlike previously
cited works, the main goal of this paper is to study the abil-
ity of the smooth areas to efficiently embed an invisible wa-
termark, that might increase the robustness. A very com-
petitive HVS model is evidently highly desirable in order
to successfully embed a watermark in the flat areas of the
image.
This paper is decomposed as follows: Section 2 briefly
explains the watermark embedding technique, that includes
a description of the advanced HVS model, section 3 is de-
voted to the masks creation, and more specifically to the ac-
tivity classification. And finally, section 4 gives both invis-
ibility and robustness results depending to the embedding
areas. Section 5 concludes on the capabilities of the smooth
areas to efficiently embed the watermarks.
2 Mask design and embedding technique
This work is further to the watermarking algorithm pre-
sented in [1]. Basically, the embedding technique (see Fig-
ure 1) takes benefit of a frequency decomposition called De-
composition into Perceptual Channels (DPC), which splits
the Fourier domain in overlapping sub-bands, modeling the
HVS behavior. From a neurobiology point of view, masking
effect can be well explained by the receptive fields concept
which are tuned to given spatial frequencies and orientation.
This can be emulated using a spatial frequency sub band
decomposition. Based on psychophysics experiments con-
ducted in our lab, we have derived a Perceptual Channel De-
composition (PCD). The PCD’s filters are similar to the cor-
tex filters developed by Watson. However, they have been
adapted to a frequency splitting, which is not dyadic accord-
ing to radial frequencies. Moreover, in this decomposition
the angular selectivity is not constant. The PCD uses a set
of three band-pass radial frequency channels (crown III ,
IV , V ) each being decomposed into angular sectors with an
oriented selectivity of 45o, 30o and 30o respectively. Chan-
nel number II has been merged with the low-pass channel
(crown I), which is non-directional, and gives rise to a sim-
ple low-pass radial frequency channel (this latter is denoted
here as LF). The used Cortex filters are defined as the prod-
uct between Dom filters which characterize the radial selec-
tivity and Fan filters providing the angular selectivity. The
watermark (a square frequency patch) is embedded either
in the Fourier domain or in the spatial domain, after being
scaled in order to best fit in the visual mask issued from [1].
This leads to the design of a spatial visual mask that define
on each site (pixel) the maximum value which can be added
without being noticeable.
The local band limited contrast ci,j (m,n) is given by the
formula :
ci,j (m,n) =
Li,j(m,n)
Li,j(m,n)
(2)
where Li,j(m,n) represents the local mean luminance and
Li,j(m,n) the luminance for the i,j sub-band and for each
(m,n) position (i.e. the spatial representation of all fre-
quencies below the considered sub-band). Based on this
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Figure 1. Weighted watermark computation
contrast definition, the visually optimum quantization of
each sub-band content can be performed with a uniform
law. Optimum quantization step ∆Ci,j has been identi-
fied from psychophysics experiments for each (i, j) sub-
band based visual thresholds. Interested readers may refer
to previous works for further details on the mask creation
[1]. From these observations, we can define visual mask
for each (i, j) sub-band providing the maximum luminance
variation ∆Li,j (m,n) that can be applied to each (m,n)
site without introducing visible artifacts. ∆Li,j (m,n) is
then given by
∆Li,j (m,n) = ∆Ci,j × Li,j(m,n) (3)
The watermark amplitude must be weighted according to
the visual mask. Although the visual mask is spatially de-
fined, the Fourier transform linearity allows to use the same
weighting coefficient independently in spatial or Fourier
domain. A Fourier coefficients watermark is then built
and modulated onto a frequency carrier. Finally a percep-
tual weighting coefficient Ki,j is computed from the wa-
termark’s spatial domain representation and the sub-bands
dependent visual mask. Ki,j is given in equation 4
Ki,j = argminm,n
(
|∆Li,j(m,n)
WS(m,n)
|
)
(4)
where ∆Li,j(m,n) represents the previously defined vi-
sual mask and WS(m,n) depicts the watermark’s spatial
representation before weighting process by factor Ki,j for
each (m,n) spatial position. It is very important to notice
that the JND masks proposed by this technique are suit-
able for specific frequency contents. This means that for
a chosen sub-band, the frequency content of the embed-
ded watermark should ideally be totally restrained in the
same frequency content. Figure 1 summarizes both the per-
ceptual mask creation steps (upper branch) and the water-
mark weighting process (lower branch). The detection pro-
cess performs a cross-correlation between the stored water-
mark and the Fourier coefficients surrounding the known
frequency carrier extracted from the marked image. This
cross-correlation values are then compared to a detection
threshold in order to certify the watermark presence in the
modified coefficients. The only needed data for the retrieval
procedure are the original watermark, and its frequency car-
rier.
3 Adaptation of the technique based on cate-
gory selection
Once the JND mask values obtained for every pixel of
the input image (equation 3), two binary masks were cre-
ated depending on the image activity. These masks will be
denoted as MS and MT in the following, and they will re-
spectively represent the smooth and activity areas. As the
main goal of this work is to study the watermarking per-
formances depending on the image activity, an ad hoc su-
pervised activity classification was performed.Basically, the
image was classified by thresholding the variance in a slided
window with different sizes combined with orientation de-
tectors. The so-obtained classification is not exhaustive, e.g.
some pixels may not be assigned to any of the previously
mentioned categories. The two binary masks MS and MT
(a) (b)
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Figure 2. The two computed binary masks, i.e
smooth areas, MS (a), and textures MT (b)
along with the corresponding marked images
(c) and (d).
are depicted on figure 2. The watermark is weighted accord-
ing to the JND mask, and multiplied by the binary masks
prior to the embedding process. This leads to two inde-
pendently watermarked images (provided in figure 2(c) and
(d)), the detection process is then applied on each of these
images.
4 Results
The watermark detection is performed in the Fourier do-
main, computing the cross-correlation functions between
the patch surrounding the supposed watermark frequency
carrier of the marked image, and the stored watermark
patch. Considering 16 × 16 frequency watermarks, previ-
ous experiments [1] demonstrated the best detection for a
threshold set to 0.25. We thus chose this threshold value
in the following. Once the detection threshold is set, the
cross-correlation is computed for every attacked image and
for each activity based watermarking. Figure 3 presents for
all 89 Stirmark attacks [9], the detection performances. For
each tested image, the cross-correlation was computed be-
tween the original watermark and the portion of the image’s
spectrum presumably containing the mark. The Y-axis rep-
resents the obtained cross-correlation coefficients, whereas
the X-axis represents all the attacks. For a better under-
standing of the indexes in the X-axis, please, refer to the
works in [1]. Three test images were used (“lena”, “boats”
and “plane”). Figure 3 presents the robustness results de-
pending on the chosen activity areas for images “lena” (Fig.
3(a)) and “boats” (Fig. 3(b)). Robustness was also com-
puted in the full JND mask, no activity based segmentation
is performed (refers directly to the works in [1]). According
to the previously determined detection threshold, Figure 4
presents the number of correctly detected watermarks over
the full set of attacks and depending on the image activity.
The smooth areas embedding appears to provide good de-
tection capabilities.
Weighted PSNR (wPSNR) was used to assess the perceived
quality of the marked images. Results are given in figure 5
for each watermarked image. Figure 5 shows, as expected,
best invisibility results in the textured areas, it is however
important to notice that good wPSNR measures are also ob-
tained in the smooth areas.
5 Conclusion
This work was further to [1]. The goal was here to eval-
uate the invisibility versus robustness trade-off according
to the image activity. The embedding technique takes into
account an advanced perceptual model, embedding was re-
spectively applied to smooth image areas or textures. For
(a)
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Figure 3. Robustness for two input images
against all Stirmark attacks (16 × 16 water-
marks are used).
each of the tested areas, detection results are given for all
Stirmark attacks, and quality assessment is performed. Pre-
liminary results showed that a JND mask including smooth
areas may increase the robustness capabilities, without in-
troducing visible artifacts.
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