INTRODUCTION
In a recent paper [lo] one of us applied the ideas of monotone dynamical systems to the functional differential equation
x'(t) =f(x,).
(0.1)
In (O.l), f is a continuous function from the space C = C( [ -z, 01, R) (with norm 11411 =sup(\d(s)j: -z~s<O}) into the reals and X,EC is defined in the usual way by x,(s) = x(t +s), --z <s G 0. The positive number r denotes the maximum delay. Here we consider (0.1) to be a scalar equation for simplicity; systems were considered in [lo] . We assume throughout this paper that f is Lipschitz continuous on compact subsets of C. This implies that solutions of (0.1) are uniquely determined by the initial condition x(s) = d(s), --z 6 s ~0, 4 E C, and we write x(t) = x(t, 4) or X,=X,(~) for this solution, emphasizing the dependence on the initial data., in the sense that if di <& then x,(4,) <x,(4,) for t 30. Inequalities between functions are to be understood to hold in the pointwise sense. If f satisfies an additional condition ((R) in [lo] ) then a strongly monotone semiflow is generated by (0.1). The results of M. W. Hirsch [4] for strongly monotone dynamical systems can then be applied to (0.1). Roughly speaking, these results imply that most solutions of (0.1) converge to equilibrium. In addition, the theory of positive semigroups (see, e.g., [6] ) implies that the stability of steady states of (0.1) is determined by a real characteristic root.
The quasi-monotone condition (QM) is quite special. Consider the delay equation:
x'(t)=f(x(t),x(t-7)).
(0. 2) Then (QM) holds provided f satisfies and the strong monotonicity requirement is that strict inequality hold. If strict inequality holds, then the behavior of solutions of (0.2) is essentially the same as for the ordinary differential equation
x'(r)=fcdt), x(t)).
In this paper we extend the applicability of monotone methods for (0.1) by determining a new sense in which (0.1) can define a monotone dynamical system. More precisely, we define a new partial ordering which is preserved by the semiflow associated with (0.1) under appropriate conditions. This new partial ordering does not make C a strongly ordered space but it does strongly order the dense subspace consisting of the functions satisfying a Lipschitz condition. We exploit this fact to show that, under appropriate conditions, the semiflow generated by (0.1) is strongly order preserving on C with respect to the new partial order and hence most orbits converge to an equilibrium.
Crucial to our proof of this result are results of the authors in [14] . Moreover, the stability of an equilibrium is essentially the same as for the ordinary differential equation
with i denoting the function in C which is identically equal to XE R. The special case that an invariant attracting region contains only one equilibrium has been considered by one of us some years ago [ 111 using essentially the same technique but without referring to the alternative ordering introduced in this paper which makes our results in [14] applicable. This ordering has been used before for just the opposite purpose by Hadeler and Tomiuk [a] . Whereas we use it in order to exclude the existence of (attracting) periodic orbits, they use it to prove the existence of periodic solutions.
For the special case (0.2), our results apply when either of the following hold : 
then our results apply provided TLe< 
1,
where e is the base of the exponential function. In other words, (0.1) defines a monotone dynamical system, in a certain sense, provided the delay is sufficiently small (and f' satisfies the Lipschitz condition). This is an intuitive result since scalar ordinary differential equations generate monotone dynamical systems on R.
Recent remarkable work of J. Mallet-Paret and G. Sell [8] on (0.2) is relevant to our study. They show that if the strict inequality holds in (0.3) or if the reverse strict inequality holds then the Poincart-Bendixson alternative holds for limit sets of bounded orbits: a limit set is one of (a) an equilibrium (b) a nontrivial periodic orbit or (c) a structure consisting of a nonempty set E of equilibria and a set of orbits whose positive and negative limit sets are elements of E.
MONOTONICITY
Consider the scalar delay equation
where f: C -+ [w is continuous. Recall that to ensure that solutions of initial value problems associated with (1.1) are unique, we assume that f satisfies a Lipschitz condition on each compact subset of C (see [3] ). We introduce the following hypothesis concerning f: is nondecreasing for all t 2 0 for which both solutions are defined.
Proof: Fix E > 0 and let f,: C-+ Iw be defined by f,(4) = f(4) + E&O). Given that f satisfies (M), we will establish the result for the solutions of (1.1) with f, replacing f and then apply a limit argument. Write x(t, q5,, E), i= 1,2, for the solutions of (1.1) with f, replacing f and with initial data x0 = 4,. Let f, 20 be the maximum number such that x(t, 4i, E) 6 x(t, &, E) and e"'(x(t, &, E) -x(t, 4,) a)) is monotone nondecreasing in TV [0, tl). If t, is not the right endpoint of the intersection of the maximal intervals of existence, we may assume that x(2,, &, E) > x(t,, br, a). Otherwise we have & = 4, and equality holds beyond t,. Now, by (M),
Hence x(t, dr, ~)<x(t, &, E) and e@(x(t, #*, E)-x(t, #i, E)) is monotone nondecreasing beyond t, in contradiction to the maximality of l1 and so these properties must hold as long as both solutions exist. Letting E + 0 +, f, +f and continuity of solutions with respect to the data implies that ~(t,cj~,~)+x(t,$J as s+O+ uniformly on compact subsets contained in the maximal intervals of existence. It is evident that the conclusion of the proposition now follows.
Several remarks are appropriate at this point. 
Consider the special case of ( 1.1): 
It follows that II/ E X and
It is perhaps worth mentioning that the space X equipped with the norm 101~ and the ordering <p is a Banach lattice. In other words, given two elements 4, $ E X there exists in X a supremum 4 v $ and the norm is monotonic (see, e.g., Vulikh [12] ). This observation has important implications for stability and bifurcation from equilibria. See Section 3.
Hereafter we will identify X with the Banach space C, of Lipschitz functions on C-z, 0] with norm I 0 I L,P. Note the inclusion C, + C is a compact mapping and that C, is dense in C.
It follows from Lemma 1.3 that the cone K,, in X can be characterized as K,,= {~EC~:~>O and b'+~d>O a.e. in [-z,O]}.
We will need to exploit the smoothing property of the semiflow associated to (1.1) in order to obtain the strong order preserving property. Thus we require the following result. The proof, which is straightforward, is omitted. 
DYNAMICAL CONSEQUENCES OF MONOTONICITY
The aim of the present section is to apply theory developed in [ 141 for the strongly order preserving semiflows on ordered metric spaces to the semiflow defined by (1.1). In order that ( 1.1) generate a semiflow on C with the required compactness properties, we assume: (T) f maps bounded subsets of C to bounded subsets of I&!. For each 4 E C, x(t, 4) is defined for t 3 0 and { x(t, d) : t 2 0} is bounded. For each compact subset A of C there exists a bounded subset B of C such that w(d), the positive limit set of the orbit through 4, satisfies ~(4) c B for every 4~ A.
To simplify the statement of the main results in this section we assume that f is defined and satisfies all hypotheses on all of the space C. In applications, however, this is seldom the case. For scalar equations it is commonly the case that the relevant domain is C+ = { 4 E C: 0 d @}. All the results of this and earlier sections (i.e., Propositions 1.1 and 1.5 and Theorem 1.6) continue to hold if the hypotheses hold only on Ct provided that C+ is positively invariant for (1.1). A necessary and sufficient condition for the latter to hold is that f(l) > 0 whenever 4 E C+ and d(O) = 0.
A few definitions are required for the statement of our results. They have their origin in the work of Hirsch [4, 51. The statements are taken from [ 141. A point 4 E C is a stable point if for every E > 0 there exists a 6 > 0 such that 11x,(d) -x,(lc/)II < E for t 2 0 whenever $ E C and 114 -$11 < 6. The point 4 is an asymptotically stable point if there exists a neighborhood V of d with the property that for every E >O there exists t,>O such that Ilx,(~)-.~,(11/)II <E if t 2 t, and $ E V. We let S be the subset of stable points of C and A be the set of asymptotically stable points of C. Clearly, A is an open set. Observe that if 4 E S then points near to 4 have limit sets near ~(4) and if $ E A then points which are sufficiently near to 4 have the same limit set as 4 and the approach to ~(4) is uniform for II/ E V.
Let E be the set of equilibrium points of (1.1). Following Hirsch, we denote by Q the set of quasiconvergent points in C, that is, Q = {d~c: dd)~E), and let %' denote the subset of convergent points 4 for which x,(d) + e as f + cc where e E E.
The result below establishes that there exists a dense open set of stable convergent points if (T) and (SM) hold. THEOREM 2.1. Let f satisfy (T) and (SM) on C. Then Int S is dense in C and consists of convergent points.
ProoJ: We employ Theorem 3.9 of [14] . The space C is a normally ordered metric space with the metric defined by the uniform norm and the ordering < cl. Theorem 1.6 and (T) imply that the semiflow defined by ( 1.1) on C is strongly order preserving. We must verify the compactness assumption (C) of [14] . Each orbit {x,(d) : t >O} has compact closure in C by (T). Moreover, for each compact subset K of C, u {w(d) : 4 E K} has compact closure in C. Indeed, by (T), there is a bounded subset B of C such that w(b) c B for all 4 E K. As f is bounded on B, by (T), and ~(4) is invariant for (1.1 ), we may conclude that sup{f(d): 4 E B} is a common Lipschitz constant for every $ E U {w(d): 4 E K}. It follows that the union of limit sets has compact closure in C. This establishes that (C) holds. By [ 14, Theorem 3.91 , it follows that A u Int(S n $7) is dense in C. Now A c S G Q, by [ 14, Proposition 3.41. As A is open, A G Int S, and so Int S is dense in C and contained in Q. Now we claim that Q E g. Indeed, the nonordering principle [ 14, Proposition 2.23 implies that no two distinct points of ~(4) are ordered by dp. But if 4 E Q, then w(d) consists of equilibria and any two equilibria are related by the partial order < ~. Thus w(d) must consist of precisely one equilibrium if 4 E Q. This completes our proof.
As a corollary of the proof, we note that A E S c Q E G??. Our next result shows that under a mild additional assumption, the set of asymptotically stable convergent points is open and dense in C. THEOREM 2.2. Let the hypotheses of Theorem 2.1 hold. In addition assume that there does not exist a nontrivial subinterval I of II3 such that f(i) = 0 for all x E I. Then A is dense in C and A G 9.
Proof
We apply [14, Theorem 3.131. The additional hypothesis implies the nonexistence of any nontrivial totally ordered arc of equilibria in C. This relies on the observation that the subset E of C can be identified with a subset F of [w, by the map f + x, and that this map is an order isomorphism of (E, <,) onto (F, <), where < is the restriction of the usual order on [w. Thus A is dense in C by [ 14, Theorem 3.133 . But A G 59 by the arguments of the previous theorem.
STABILITY OF EQUILIBRIA
In this section we consider the stability of equilibrium states x0 E [w of (1.1) provided that (M) or (SM) hold in a neighborhood of &. Recall SMITH AND THIEME that 1, is the function in C which is identically equal to so and it is an equilibrium of (1.1) if and only if f( io) = 0. Observe that (1.1) has the same equilibria as the scalar ordinary differential equation 2) obtained from (1.1) by "ignoring the delays." If we assume that f is continuously differentiable in a neighborhood of f,, then the stability of the steady state x0 of (1.1) is determined by the roots of the characteristic equation /I = df((ao)(eL'). (3.3) We will show that the monotonicity assumptions greatly simplify the study of (3.3). It is sufficient that f satisfies (M) in a neighborhood of &, in fact, the weaker hypothesis (3.4) below is all we require. Instead of assuming that (M) holds in a neighborhood of & we will assume that (3.4) holds since it is more easily checked (see Proposition 1 is a root of (3.3) ).
In our first result we show that v0 is a root of (3.3) and thus the stability of x0 can be determined by examining only the real roots of (3.3). In particular, x0 cannot lose its stability by a Hopf bifurcation as long as (3.4) holds. Let T(t): C + C be the solution operator defined by T(t)4 = y,(d). It is known that { T(t)},,o is a strongly continuous semigroup on C. Moreover, T(t)(Kp) c Kp for each t > 0 by Proposition 1.1 so {T(t)},,, is a positive semigroup. Unfortunately, Kp is not a total cone in C so we cannot apply the Krein-Rutman theorem. However, we may restrict T(r) to the space C, in which the cone K, is total. Observe that C, is positively invariant for T(t) and thus we may define TL(t) to be the restriction of T(t) to C,. Although GVMt>o is not a strongly continuous semigroup on CL, one can easily verify that TL(t) is continuous for each fixed t 3 0, TJr) is compact, and of course T,(r) maps K, into itself by Proposition 1.1. By the Krein-Rutman theorem (see, e.g., [ 1 I), there exists u E K,, v # 0, such that TL(r)u = pv, where p > 0 is the spectral radius of TL(r). Now T(r) is compact and maps C into C, so its spectrum is the same as that of TJr). Consequently, p is the spectral radius of T(r) as well. It follows from the theory of linear time-independent functional differential equations that u = e' and p = ei.', where 1 must be real since e I' is real for all t > 0. Moreover, A, is a root of the characteristic equation. If q is any other root of the characteristic equation then erls is an eigenvalue of T(r) so leq'l < p = ei.' and thus the real of v] does not exceed A. Set A = vO.
In order to see that v0 2 -p, put 4 = e"', v > -p, in (3.4) noting that 0 <,b, to obtain p + We"') 2 0, v> -p. If (1.1) satisfies the quasi-monotone hypothesis (QM) then the stability of a steady state of (1.1) is the same as the stability of that steady state for (3.2) [lo]. If f satisfies (SM) locally, we can essentially make the same statement but we have to leave the case out of consideration. However, the following requires only (3.4).
409/15oj2-2 THEOREM 3.3. Let (3.4) be satisfied for an equilibrtum x0 of (1.1 ) and (3.2) . Zf then v0 > 0. That is, tf x0 is unstable as a steady state of (3.2) then x0 is unstable as steady state of (1.1).
Proof (dj'ldx)(x,) = df(xo)(f ) = df(xo)(eo*). Thus, if the derivative is positive, then (3.3) has a positive root by the intermediate value theorem.
Next we derive a condition for local asymptotic stability of (3.2) to imply local asymptotic stability for (1.1). To this end we need to sharpen (3.4) a bit such that (SM) holds in a neighborhood of the equilibrium x0.
Actually, it is necessary for f to satisfy the stronger condition, (3.5) below. whenever 4 E C, with 0 </1 4. Zf (df/dx)(x,) < 0 then v. < 0. That is, tf x0 is locally exponentially stable as a steady state of (3.2) then it is locally exponentially stable as a steady state of (1.1).
Proof: As 0 > (df/dx)(x,) = df(io)(eO*), we have 2 > df(io)(eA*)
for L=O.
By (3.5), since eppSp> 0, -p < df(io)(epp*).
Hence (3.3) has a real root 1, with -p < 2, < 0 by the intermediate value theorem. Now, (3.5) implies that the solution operator TL(t) in the proof of Proposition 3.2 is strongly positive for t 2 z, that is, it maps K,, -{ 0) into the interior of K,. If 12 -~1 is a root of (3.3), then T(t)e"* = &'e'*.
As strongly positive operators have positive eigenvectors for one eigenvalue only (see, e.g., Cl]), there exists only one root i,> -p of (3.3), i.e., v. = A, < 0. This completes our proof. -gm=o. x'(t) =fMd) = Bg(x(t)) -Y> we have the following asymptotic behavior. Then there exists a subset of convergent points which is dense and open in C. Moreover, the steady states 0 = to < t, < t2 have the same stability properties as for the ordinary differential Eq. (4.7) with the possible exception of Case 2. Thus, to is locally asymptotically stable and, in Case 3, tJ, is unstable and t2 is locally asymptotically stable.
Proof Theorem 2.2 and Theorem 3.4.
