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Abstract
We examine the influence of strong on-site Coulomb interactions on instabilities of the metallic
state on the square lattice to general forms of bond order. The Mott correlations are accounted for
by the auxiliary-boson method, and by dynamical mean field theory calculations, complementing
our recent work (arXiv:1402.4807) using Gutzwiller projected variational wavefunctions. By the
present methods, we find that the on-site Mott correlations do not significantly modify the structure
of the bond ordering instabilities which preserve time-reversal symmetry, but they do enhance the
instability towards time-reversal symmetry breaking “staggered flux” states.
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I. INTRODUCTION
In a recent paper1, we examined instabilities of t-J-V models on the square lattice to
arbitrary orderings in the spin-singlet, particle-hole channel, and accounted for the on-site
Coulomb interactions by a variational wavefunction which projected out sites with double
occupancy. In the present paper we will examine essentially the same models, but will
account for the on-site interactions by the auxiliary-boson method (also called the “slave-
boson” method) and dynamical mean field theory (DMFT) calculations. As in the previous
work1, our analysis allows for charged stripes,2 checkerboard and bond density waves,3–5
Ising-nematic order,6–8 staggered flux states,9–13 and states with spontaneous currents.14
In our works1,15,16, ordering wavevectors associated with hot spots on the Fermi surface
play a special role (see Fig. 1). In Section II, we will introduce the instabilities in the simpler
FIG. 1: Fermi surface with t1 = 1, t2 =  0.32, t3 = 0.128, and µ =  1.11856. For this dispersion
we have Q0 = 4⇡/11.
context of a ‘generalized RPA’ analysis of a model which includes an on-site repulsion, U ,
between the electrons. Our main results are in Section III, where we will take the limit
U ! 1 using the large N limit of a model with SU(2N) spin rotation symmetry. In
Section IV we perform an alternative calculation where the e↵ective of large repulsion is
included via a DMFT self-energy.
2
II. RPA ANALYSIS
This section will carry out a computation similar to that in Ref. 15, but we will work with
a more general Hamiltonian and use a slightly di↵erent formalism. We consider electrons
ci↵ on the sites, i, of a square lattice, with ↵ =", # the spin index, and repeated spin indices,
↵,   . . ., are implicitly summed over. We work with the following Hamiltonian
H = Ht +HC +HJ
Ht =  
X
i,j
tijc
†
i↵cj↵   µ
X
i
c†i↵ci↵
HC = U
X
i
c†i"ci"c
†
i#ci# +
X
i<j
Vijc
†
i↵ci↵c
†
j cj 
HJ =
X
i<j
X
a
Jij
4
 a↵  
a
  c
†
i↵ci c
†
j cj , (1)
where  a are the Pauli matrices with a = x, y, z. We will consider first, second, and third
neighbor hopping t1, t2, t3. Similarly, we have first, second, and third Coulomb and exchange
interactions V1, V2, V3 and J1, J2, and J3.
We now introduce our generalized order parameters, PQ(k) , at wavevector Q in the
particle-hole channel by the parameterizationD
c†i↵cj↵
E
=
X
Q
Z
d2k
4⇡2
PQ(k)e
ik·(ri rj)
 
eiQ·(ri+rj)/2. (2)
A conventional charge density wave at wavevector Q has PQ(k) independent of k so that
Eq. (2) is non-zero only for i = j. However, optimization of the bond energies requires that
we allow PQ(k) to be an arbitrary function of k in the first Brillouin zone. Here, we will
find it useful to expand PQ(k) in terms of a set of orthonormal basis functions  `(k)
PQ(k) =
X
`
P`(Q) `(k), (3)
and the coe cients P`(Q) become our order parameters. As we will shortly see, for the
Hamiltonians we work with it is only necessary to include a finite set of values of ` in
Eq. (3): we work with the 13 basis functions  `(k) as shown in Table I.
We take the index ` = 0, 1, . . . 12. Note that the orderings with ` = 0, . . . 6 represent
charge/bond density waves which preserve time-reversal, while those with ` = 7, . . . 12 rep-
resent states with spontaneous currents which break time-reversal.
3
`  `(k) J` V`
0 1 0 U
1 cos kx   cos ky J1 V1
2 cos kx + cos ky J1 V1
3 2 sin kx sin ky J2 V2
4 2 cos kx cos ky J2 V2
5 cos(2kx)  cos(2ky) J3 V3
6 cos(2kx) + cos(2ky) J3 V3
`  `(k) J` V`
7 sin kx   sin ky J1 V1
8 sin kx + sin ky J1 V1
9 2 cos kx sin ky J2 V2
10 2 sin kx cos ky J2 V2
11 sin(2kx)  sin(2ky) J3 V3
12 sin(2kx) + sin(2ky) J3 V3
TABLE I: Relevant basis functions
A key step is to rewrite the interaction terms Eq. (1) in the following form
HJ +HC =
X
k,k0,q
12X
`=0
 `(k) `(k
0)
"X
a
J`
8
c†k0 q/2,↵  
a
↵  ck q/2,  c
†
k+q/2,   
a
   ck0+q/2, 
+
V`
2
c†k0 q/2,↵ ck q/2,↵ c
†
k+q/2,  ck0+q/2, 
 
(4)
where the  `(k) are 13 orthonormal basis functions in Table I, and J` and V` are the
corresponding couplings shown in Table I. The appearance of a finite set of basis functions
in Eq. (4) is the reason we are able to truncate the expansion in Eq. (3).
We can now use the basis  `(k) to also decompose the Bethe-Salpeter equation in the
spin-singlet, particle-hole channel, as shown in Fig. 2. The eigenmodes of the resulting
T -matrix T`m(Q) will determine the structure of the ordering, P`(Q) at the wavevector Q.
Summing ladder diagrams for both direct and exchange interactions we obtain
T`m(Q) =
✓
3
4
J` + V`
◆
 `m   2 `,0 m,0W (Q) (5)
+
1
2
12X
n=0
✓
3
4
J` + V`
◆
⇧`n(Q)Tnm(Q)   `,0
12X
n=0
W (Q)⇧0n(Q)Tnm(Q)
where
W (Q) ⌘
12X
`=0
V` `(0) `(Q) (6)
is the direct interaction, and ⇧`m(Q) is a 13 ⇥ 13 matrix which is the polarizability of the
Hamiltonian HC
⇧`m(Q) = 2
X
k
 `(k) m(k)
f("(k  Q/2))  f("(k +Q/2))
"(k +Q/2)  "(k  Q/2) (7)
4
  (k)
   
 m(k
 )T m(Q)
k  Q/2
k +Q/2 k  +Q/2
k   Q/2
  
   
k  Q/2
k +Q/2 k  +Q/2
k   Q/2
  
  (k)  m(k
 )
   
k  Q/2
k +Q/2 k
  +Q/2
k   Q/2
  
p Q/2
p+Q/2
  (p)  n(p)  (k)  m(k
 )Tnm(Q)= + ⇧ n(Q)
 
k  Q/2
k +Q/2 k  +Q/2
k   Q/2
 
  (k)  m(k
 )
   
k  Q/2
k +Q/2 k
  +Q/2
k   Q/2
  
p Q/2
p+Q/2
  (p)  n(p)  (k)  m(k
 )Tnm(Q)+ ⇧ n(Q)+
 
 
FIG. 2: Schematic equation for the T -matrix in the spin-singlet particle-hole channel with total
momentum Q
with "(k) is the single particle dispersion:
"(k) =  2t1(cos(kx) + cos(ky))  4t2 cos(kx) cos(ky)  2t3(cos(2kx) + cos(2ky))  µ. (8)
We choose the dispersion "(k) to have hot spots which intersect the magnetic Brillouin zone
boundary, as shown in Fig. 1. The hot spots for this dispersion are separated by the vectors
shown with Q0 = 4⇡/11. Note that Q0 is simply a geometric property of the Fermi surface,
and plays no special role in the Hamiltonian.
By rearranging terms in Eq. (5), we see that the charge-ordering instability is determined
by the lowest eigenvalues,  Q of the matrix
 `m   1
2
✓
3
4
J` + V`
◆
⇧`m(Q) +  `,0W (Q)⇧0m(Q), (9)
and the Pm(Q) are determined by the corresponding right eigenvector. The values of  Q
are shown in Figs. 3 and 4 for the metallic state with the Fermi surface in Fig. 1.
In Fig. 3 we consider a case with vanishing on-site interactions, as in Ref. 15. As found
previously, the lowest eigenvalue is at Q ⇡ (Q0, Q0) and the corresponding eigenvector is
purely d-wave.
We turn on Coulomb interactions in Fig. 4, while keeping other parameters the same.
The main change is that the eigenvalues near Q = (⇡, ⇡) become significantly smaller. The
5
FIG. 3: Lowest eigenvalues,  Q, of the 13⇥13 matrix in Eq. (9) at a temperature T = 0.06. The
Fermi surface is as in Fig. 1, and the interaction couplings are J1 = 0.5, J2 = 0.2, J3 = 0.05, U = 0,
V1 = 0, V2 = 0, V3 = 0. Minimized over Q, the lowest eigenvalue is at Q = (0.38, 0.38)⇡; this is
very close to the value Q0 = 0.36⇡ as determined from the Fermi surface in Fig. 1. The eigenvector
at Q = (0.38, 0.38)⇡ is PQ(k) = 0.9996(cos(kx)  cos(ky)) + 0.0275(cos(2kx)  cos(2ky)).
eigenvectors in this region of Q break time-reversal15, and the eigenvector at Q = (⇡, ⇡)
is PQ(k) = sin(kx)   sin(ky). Some intuition about which wavevector is favored with the
corresponding eigenvector can be gained from the plots of the relevant integrand in the
instability equation.
⇧(k,Q) =
f("(k  Q/2))  f("(k +Q/2))
"(k +Q/2)  "(k  Q/2) (10)
in Fig. 5.
In both Figs. 3 and 4, there is a ridge of minima extending from (Q0, Q0) to (0, Q0), and
also to (Q0, 0). The latter wavevectors are close to the experimentally observed values.17 At
the wavevector Q = (0, Q0), the charge ordering eigenvector for Fig. 4 is
PQ(k) =  0.352  0.931
⇥
cos(kx)  cos(ky)
⇤
+ 0.017
⇥
cos(kx) + cos(ky)
⇤
(11)
  0.168 cos(kx) cos(ky)  0.028
⇥
cos(2kx)  cos(2ky)
⇤
+ 0.029
⇥
cos(2kx) + cos(2ky)
⇤
.
So the largest component at this Q remains a d-wave on the nearest neighbor bonds, but
6
FIG. 4: As in Fig. 3, with all parameters the same apart from U = 1, V1 = 0.4, V2 = 0.2,
and V3 = 0.05. Minimized over Q, the lowest eigenvalue is again at Q = (0.38, 0.38)⇡ and the
corresponding eigenvector is PQ(k) = 0.9995(cos(kx) cos(ky))+0.0312(cos(2kx) cos(2ky)). Now
there are also small, but slightly larger, eigenvalues near Q = (⇡,⇡) with eigenvectors which break
time-reversal.
now there is a significant on-site density wave.
There is also a local minimum in Fig. 4 at Q = (⇡, ⇡). Here the eigenvector is
PQ(k) = sin(kx)  sin(ky). (12)
This represents the “staggered flux” state of Refs. 9–13. This state was called a “d-density
wave” in Ref. 11, which is an unfortunate terminology from our perspective. With our
identification of the bond expectation values in Eq. (2), this state is actually a p-density
wave,15 as is evident from Eq. (12).
III. U !1 LIMIT
We will continue to work with the Hamiltonian in Eq. (1), but will now set U =1. The
U =1 constraint is implemented by the auxiliary-boson decomposition
ci↵ = b
†
ifi↵ (13)
7
FIG. 5: Color plots of the magnitude of the integrand ⇧(k,Q) in Eq. (10) for T = 0.05 and hopping
parameters as before as function of k for di↵erent Q = 0, Q0(1, 0), Q0(1, 1), (⇡,⇡) (from top left
to bottom right). The result for Q = 0 is strongly peaked at the Fermi surface. We see that for
Q = Q0(1, 0), Q0(1, 1) we obtain large matrix elements ⇧11(Q) with d-wave symmetry  1(k) as
 1(k)2 is peaked at ±(⇡, 0), ±(0,⇡). For Q = (⇡,⇡) the largest contribution is for ⇧77(Q) with
the  7(k) eigenfunction where  7(k)2 is peaked at ±( ⇡/2,⇡/2).
where bi is a canonical boson and fi↵ is a canonical fermion, along with the constraint
b†ibi + f
†
i↵fi↵ = N. (14)
Here we allow the index ↵ = 1 . . . 2N , so that the model has SU(2N) symmetry. The
constraint can then be systematically implemented in the large N limit.9,18
8
We can write the SU(2N) Lagrangian as
L =
X
i

f †i↵
✓
@
@⌧
  µ+ i i
◆
fi↵ + b
†
i
✓
@
@⌧
+ i i
◆
bi   iN i
 
  1
N
X
i,j
t0ijbib
†
jf
†
i↵fj↵ +
1
N
X
i<j
Vij(N   b†ibi)(N   b†jbj)
+
X
i<j
Jij
⇣
2N |Pij|2   P ⇤ijf †i↵fj↵   Pijf †j↵fi↵
⌘
(15)
where we have decoupled the exchange interaction by a Hubbard-Stratanovich variable Pij
residing on the bonds, and absorbed a contribution of  Jij/4 into the definition of Vij. Also,
we have written the fermion hopping as t0 because this will undergo a renormalization before
determining the fermion dispersion.
A. N =1 theory
We take bi =
p
N b,  i =  i  and Pij = P 1,2,3 for ij first, second, third neighbors. Then
the fermion dispersion is
Hf =
X
k
E(k)f †k↵fk↵ (16)
with
E(k) =  b2 (k)   J(k)  µ+  , (17)
where
 (k) = 2t01(cos(kx) + cos(ky)) + 4t
0
2 cos(kx) cos(ky) + 2t
0
3(cos(2kx) + cos(2ky)), (18)
and
 J(k) = 2J1P1(cos(kx)+cos(ky))+4J2P2 cos(kx) cos(ky)+2J3P3(cos(2kx)+cos(2ky)). (19)
From these relations we see that the renormalized fermion hopping parameters are
ti = t
0
i b
2
+ JiPi, (20)
where i = 1, 2, 3.
9
The mean-field equations for the P ’s are obtained from theN =1 saddle point condition,
which yield
P1 =
X
k
cos(kx) f(E(k))
P2 =
X
k
cos(kx + ky) f(E(k))
P3 =
X
k
cos(2kx) f(E(k)). (21)
The constraint equation from the saddle point of  i is
b
2
= 1  2
X
k
f(E(k)). (22)
And finally, the saddle point equation for b is
  = 4(V1 + V2 + V3)(1  b2) + 2
X
k
 (k)f(E(k)). (23)
B. 1/N fluctuations
It is useful to manipulate the exchange interactions into the following form
HJ =  
X
i,j
Jij
4N
f †i↵fj↵f
†
j fi 
=   1
4N
X
k,k0,Q
 X
a
Ji,i+ae
i(k k0)·a
!
f †k+Q/2,↵fk Q/2,↵f
†
k0 Q/2, fk0 Q/2, 
=   1
4N
X
Q
12X
`=1
J`
     X
k
 `(k)f
†
k+Q/2,↵fk Q/2,↵
     
2
, (24)
where a extends over first, second, and third neighbors, and the J` and the  ` are the same
as in Table I. Note that in this section the index ` extends from ` = 1 to ` = 12 (implicitly,
where not noted), and the ` = 0 basis states in Table I are not included. Now we can
decouple the exchange coupling to
HJ =
X
Q
12X
`=1
J`
"
N |P`(Q)|2  
X
k
P`( Q) `(k)f †k+Q/2,↵fk Q/2,↵
#
, (25)
with P`( Q) = P⇤` (Q). We can now see that the P`(Q) are similar to the order parameters
as those introduced in Eq. (3), but they now refer to the fermions f↵ rather than the electrons
10
c↵. These di↵er by a factor of b in the large N limit, and so the corresponding P`(Q) di↵er
by a factor of b
2
. The mean-field values of the P`(Q) are
P`(Q) =  Q,0 {0, 2P1, 0, 2P2, 0, 2P3, 0, 0, 0, 0, 0, 0}. (26)
For the fluctuations about mean-field, we fix the unitary gauge, and work at zero fre-
quency of all bosonic fields. Then we can parameterize the fluctuations as
P`(Q) = P`(Q) + 1pJ`p`(Q), (27)
 i =  i +
X
Q
 (Q)eiQ·ri , (28)
bi =
p
N b+
p
N
X
Q
b(Q)eiQ·ri , (29)
where  ( Q) =  ⇤(Q), b( Q) = b⇤(Q), p`( Q) = p⇤`(Q). Then the Lagrangian (15) can
be written as
L = L0 +N
X
Q
"X
`
|p`(Q)|2 + 2ib
X
Q
 (Q)b( Q) (30)
+
h
 + 4(V1 + V2 + V3)(b
2   1) + 2b2 V (Q)
i
b(Q)b( Q)
#
+
X
k
f †k↵
✓
@
@⌧
+ E(k)
◆
fk↵   b
X
k,Q
[ (k  Q/2) +  (k +Q/2)] b(Q)f †k+Q/2,↵fk Q/2,↵
 
X
k,Q1,Q2
 (k)b(Q1)b(Q2)f
†
k+Q1,↵
fk Q2,↵ +
X
k,Q
h
i (Q) 
p
J` p`( Q) `(k)
i
f †k+Q/2,↵fk Q/2,↵,
where
 V (k) = 2V1(cos(kx) + cos(ky)) + 4V2 cos(kx) cos(ky) + 2V3(cos(2kx) + cos(2ky)). (31)
We integrate out the fermions and obtain
L = L0+N
2
X
Q

(p`( Q), b( Q), ( Q))
0BBB@
2 `m  
pJ`Jm⇧`m(Q) K4`(Q) K5`(Q)
K4m(Q) K1(Q) K2(Q)
K5m(Q) K2(Q) K3(Q)
1CCCA
0BBB@
pm(Q)
b(Q)
 (Q)
1CCCA ,
(32)
11
where
K1(Q) = 2 + 8(V1 + V2 + V3)(b
2   1) + 4b2 V (k),
+
X
k
h
 4 (k)f(E(k +Q))  b2 [ (k  Q/2) +  (k +Q/2)]2⇧(k,Q)
i
,
K2(Q) = 2ib+ ib
X
k
[ (k  Q/2) +  (k +Q/2)]⇧(k,Q),
K3(Q) =
X
k
⇧(k,Q),
K4`(Q) =  b
p
J`
X
k
 `(k) [ (k  Q/2) +  (k +Q/2)]⇧(k,Q),
K5`(Q) = i
p
J`
X
k
 `(k)⇧(k,Q), (33)
with
⇧(k,Q) = 2
f(E(k  Q/2))  f(E(k +Q/2))
E(k +Q/2))  E(k  Q/2) , (34)
and ⇧`m(Q) defined as in Eq. (7).
We now perform the Gaussian integrals over the fields  (Q) and b(Q), and then diagonal-
ize the resulting quadratic form for the fields p`(Q). This step is the analog of our solution
of the Bethe-Salpeter equation in Section II. Note that the quadratic form for the p`(Q) in
Eq. (32) begins with a 2 `m, which is to be compared with the  `m in Eq. (9); consequently,
the present eigenvalues  Q are to be compared with twice the eigenvalues in Section II. We
also note that a related computation was carried out in a di↵erent gauge in the early work
of Ref. 19, but they did not consider Fermi surfaces with hot spots.
Our results for the  Q are shown in Fig. 6, with the same set of parameters as in Fig. 4
in Section II but with the U = 1 limit taken in the large N method. The results are
very similar, but the eigenvalues of the time-reversal symmetry breaking ‘staggered flux’
state near Q = (⇡, ⇡) are a bit larger now. The global minimum of  Q remains at Q =
(0.38, 0.38)⇡ and the corresponding eigenvector is purely d wave (note that the values of `
extend over 1 . . . 12):
p`(Q) = {0.996, 0, 0, 0, 0.087, 0, 0, 0, 0, 0, 0, 0} , Q = (0.38, 0.38)⇡ . (35)
For the local minimum at Q = (0, 0.38)⇡ the eigenvector is a mixture of s and d wave, as in
Eq. (11):
p`(Q) = {0.988, 0.001, 0, 0.112, 0.077,  0.079, 0, 0, 0, 0, 0, 0} , Q = (0, 0.38)⇡ . (36)
12
FIG. 6: As in Fig. 4, with all parameters the same apart from the U = 1 limit taken via the
auxiliary-boson method. As noted in the text, the present eigenvalues have to be compared with
twice the eigenvalues in Fig. 4. The structure of the eigenvalues and eigenvectors is very similar
to Fig. 4, with the main di↵erence that the strength of the sub-dominant instability to the time-
reversal symmetry breaking staggered flux state near (⇡,⇡) is now weaker.
For completeness, we present in Fig. 7 the auxiliary-boson results for precisely the same
parameters used in Ref. 1 for the Gutzwiller projected variational wavefunctions. In moving
from (a) to (c), we find increasing preference for the (Q0, Q0) instability, as in Ref. 1.
However, in (a) the global eigenvalue minimum is for the staggered flux state at (⇡, ⇡),
while in Ref. 1 is was for the experimentally observed (Q0, 0) state. Ref. 1 had the staggered
flux state preferred in (b), while here we find that charge order at (Q0, Q0) is preferred.
IV. DMFT APPROACH FOR LARGE U
In this section we present results of an alternative approach to describe the strong local
repulsion. We first perform a dynamical mean field (DMFT) calculation20 for the tight-
binding model with dispersion "k for a certain filling factor and value of the interaction U .
We use the resulting k-independent self-energy ⌃(i!n) to compute the instability matrix [cf.
13
FIG. 7: As in Fig. 6, with the U =1 limit taken via the auxiliary-boson method. The parameters
for the three figures are the same as those in Ref. 1: we have t1 = 1, t2 2 {0.5, 0.16, 0.18},
t3 2 {0.6, 0.9, 1.6}, J1 2 {0.09, 0.235, 0.4}, V1 2 {1., 1.5, 0.5}, J2 = J3 = V2 = V3 = 0. The hole
density in all three figures is 0.1, corresponding to µ 2 { 0.5256,  0.90285,  1.1174}.
Eq. (7)] related to the J-interaction,
⇧DMFT,m,n(Q) =
X
k
 n(k)⇧DMFT(k,Q) m(k), (37)
where
⇧DMFT(k,Q) =   1
 
X
n
G(i!n,k +Q/2)G(i!n,k  Q/2)
=   1
 
X
n
1
i!n   "k+Q/2 + µ  ⌃(i!n)
1
i!n   "k Q/2 + µ  ⌃(i!n) .
This can be used to anlyze the instability in an equation analogous to Eq. (5). Such a
calculation leads a renormalization of the low energy dispersion by a renormalization factor
14
FIG. 8: Plot of the lowest eigenvalues  Q of the instability equation for di↵erentQ. The parameters
are T = 0.01, n = 0.85, U = 8t01, Vi = 0 and the hopping parameters as before in Fig. 1. The
structure of the eigenvalues and eigenvectors is very similar to Fig. 6.
z = [1   Re⌃0(0)] 1, t˜i = zt0i , similar to the auxiliary-boson calculation. It additionally
accounts for damping e↵ects of the excitations away from the Fermi surface and a split
into low energy dispersion and Hubbard bands. In order to project out double occupancy
completely, one should perform the DMFT calculation at U ! 1. However, this leads
to very small renormalization factors z,24 at odds with experimental observations.22,23 We
therefore prefer to perform the calculation for values of U ⇠ 1   1.5W , where W is the
bandwidth of the tight-binding model. Double occupancy is reduced to less than 0.05 in
such calculations. There is no problem of double counting in this procedure since the J-
interaction is absent in paramagnetic DMFT calculations.20 The DMFT self-consistency
problem is solved with the numerical renormalization group21 at low temperature. The
result of such a calculation for J1 = 0.5 and filling factor n = 0.85 are displayed in Fig. 8.
As before the dominant instability is at (Q0, Q0) with subdominant instabilities at (Q0, 0)
and (⇡, ⇡), and the eigenfunctions are as discussed above. The value of Q0 ' 0.44⇡ is a bit
larger than what is expected from the Fermi surface geometry (see Fig. 1), where for the
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parameters Q0 ' 0.39⇡. We have restricted the analysis here to only finite J1 such that the
relevant basis functions are  n(k) with n = 1, 2, 7, 8. Note that the strength of the instability
is reduced by the renormalization factor z ' 0.25 which also acts like a quasipartice weight.
For other filling factors and interactions U ⇠ 1.5W we find similar results as in Fig. 8. It
is worth noting that at higher temperatures the global minimum can shift to (⇡, ⇡). We
conclude that the structure of dominant charge/bond ordering instabilities obtained from
treating Mott correlations with DMFT is very similar to the results in Section III.
V. CONCLUSIONS
Our main conclusion is that Mott correlations, as implied by the auxiliary-boson and
DMFT methods, do not significantly modify the conclusions of Ref. 15. As long as the
metallic state has “hot spots” on its Fermi surface, its dominant instability in the spin-
singlet, particle-hole channel is towards a bond-ordered state near wavevectors (±Q0,±Q0)
with a local d-wave symmetry of bond ordering; such a state has also been called an “incom-
mensurate nematic”. However, our present computations do show an enhanced instability
towards a time-reversal symmetry breaking state with spontaneous currents: the “staggered
flux” state.
The experimentally observed charge ordering at (±Q0, 0) and (0,±Q0) remained sub-
dominant to ordering at (±Q0,±Q0). Nevertheless, our computations do predict a predom-
inantly d-wave form for the order parameter PQ(k) at Q = (±Q0, 0) and (0,±Q0), as shown
in Eqs. (11) and (36). We note the variational computations in Ref. 1, using a wavefunction
with double occupancy projected out, did find a regime in which the dominant charge order-
ing was at (±Q0, 0) and (0,±Q0). Other mechanisms for selecting the observed wavevector
have also been proposed.25,26
Finally, we mention two recent experimental reports27,28 concluding that the charge order
at (Q0, 0) is predominantly d-wave, i.e. the ` = 1 coe cient of the basis functions  `(k) in
Table I is significantly larger than all other `. This is just as in Eqs. (11) and (36).
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