INTRODUCTION
Because of their sensitivity to the equilibrium and nonequilibrium properties of the electric double layer, there is an increasing interest in the determination of the dielectric properties of colloidal suspensions. This led to the simultaneous development of the experimental techniques (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) as well as theoretical (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) and numerical (26) (27) (28) (29) (30) interpretations of the behavior of these systems.
These aspects have proved to be quite difficult. The theoretical treatments only lead to analytical results that are valid for specific ranges of parameters (high κa or low ζ ). For the general case, numerical calculations are required which are generally well out of reach of the experimentalist. This difficulty led us to use an analytical expression for the frequency dependence of the dipolar coefficient and to determine numerically the relaxation parameters that permit us to reproduce the numerical spectra.
This could be useful for the experimentalist in order to compare his/her measurements with theoretical predictions. Only the value of the ζ potential (obtained from the electrophoretic mobility, for example), the particle radius, and the value of the product κ a (determined from the electrolyte solution properties) would be needed. These parameters, together with the information and data provided in this work, would permit him or her to easily reproduce the theoretical dielectric spectra for the system under study.
The determination of the relaxation parameters from the numerical spectra has the added benefit of permitting us to easily visualize their dependence on the characteristic parameters of the system. Finally, a comparison of these parameters with those derived from theoretical expressions, permits us to precisely define the range of applicability of the approximations used in the derivation of analytical results.
DIELECTRIC SPECTRA AND DIPOLAR COEFFICIENT
The solution for the electric potential in the external medium surrounding a suspended particle can be written as (31) 
where the asterisk denotes a complex quantity, r and θ are spherical coordinates, a is the particle's radius, E is the amplitude of the applied field, and ω is its angular frequency. F * (r, ω) is a function that decreases with distance to the particle faster than 1/r 2 , while d
is the dipolar coefficient. The dielectric properties of the suspension can be expressed in terms of its complex conductivity
where σ s (ω) and ε s (ω) are the conductivity and absolute permittivity (real functions of the angular frequency). The complex conductivity can be related to the dipolar coefficient and the particle concentration expressed as the volume fraction φ by means of the Maxwell-Wagner mixture formula (32, 33) , which is rigorous for low volume fractions:
Here δ K * (ω) is the complex conductivity increment, K * e (ω) = σ e + iωε e = σ e (1 + iωτ e ) [4] is the complex conductivity of the electrolyte solution, σ e and ε e are its frequency independent conductivity and permittivity, and τ e is its relaxation time.
Equations [2] and [3] lead to the expressions of the conductivity and permittivity increments
which permit us to immediately determine the zero frequency conductivity and the limiting high-frequency permittivity increments
DETERMINATION OF THE RELAXATION PARAMETERS
The low-frequency dielectric behavior of colloidal suspensions can be described in terms of the theory of Shilov and Dukhin (17, 18) , which was developed on the basis of the standard model using the thin double layer approximation together with the hypothesis of local equilibrium. This theory leads to an analytical expression for the dipolar coefficient which, in the simplest case of a symmetric univalent electrolyte (z
[9]
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where e is the elementary charge, k the Boltzmann constant, T the absolute temperature, κ the reciprocal of Debye's screening length, and C the counterion or coion concentrations far from the particle (Einstein's equation was used to write the second equality in Eq. [10] ). When the frequency range under study is extended to higher frequencies, a single time relaxation must be added to the preceding result (13, 24, 34) 
where ε i is the frequency independent absolute permittivity of the particle. It should be noted that expression [11] represents a simple superposition of low-and high-frequency dispersion processes. However, it is in general possible that the frequency dependence of the high-frequency dispersion (responsible for the second addend in Eq. [11] ) is affected by the low-frequency dispersion, and vice versa. Because of this mutual interaction of the dispersion processes, Eq. [11] is an approximate expression, not an exact one. Nevertheless, the accuracy of the superposition approximation increases with the separation of the two dispersion processes. Correspondingly, it will be high if
[15]
The conductivity and permittivity increments can now be determined combining Eq. [11] written as d [5] and [6] :
These expressions were obtained neglecting for the low-frequency part of the dipolar coefficient d * L (ω), the second addend in the right-hand side of Eq. [5] , and the first addend in the righthand side of Eq. [6] . This is the usual way of doing, in view of the low frequencies that correspond to the low-frequency dispersion, and it is consistent with the superposition approximation used to formulate Eq. [11] . It also avoids a divergence of the conductivity at very high frequencies, which arises because the hypothesis of local equilibrium ceases to be valid. Combining Eqs. [16] and [17] leads to the complex conductivity increment
which can be further transformed, using Eq. [11] , into
where
Except for the presence of the high-frequency dispersion term, Eq. [18] has exactly the same form as the empirical expression proposed by Nettelblad and Niklasson (35) for the description of the low-frequency dielectric dispersion.
NUMERICAL SPECTRA AND FITTING PROCEDURE
If the macroscopic spectral function [18] is used to fit the numerical data, seven parameters,
δε ∞ , must be adjusted. However, using the microscopic function [11] , only six parameters, δd L , τ L , S, δd H , τ H , and d ∞ , must be fitted. Because of this, in order to determine the parameters that characterize numerical spectra, it is preferable to fit the microscopic dispersion function to the dipolar coefficient data, rather than to calculate the complex conductivity increment and fit the macroscopic dispersion function to it.
The real and imaginary parts of the dipolar coefficient were obtained as functions of frequency by means of the formalism of DeLacey and White (27) , using a FORTRAN 77 for VAX/UVMS routine based on the original program of O'Brien and White for the electrophoretic mobility (26) . DeLacey and White's approach consists of numerically solving the same equation set as in Shilov and Dukhin's theory, without using either the thin double layer approximation or the hypothesis of local equilibrium. Both approaches share the assumption that there is no stagnant layer conductivity.
It should be noted that for polystyrene particle suspensions in KCl aqueous electrolyte solutions, the shapes of the microscopic and macroscopic spectra only depend on the ζ potential, the product κa, and the temperature T . The particle's radius has no bearing whatsoever either on the dispersion amplitudes or on the ratio between the characteristic frequencies of the high-and low-frequency dispersions. At constant ζ, κa, and T , a change in the value of a only shifts the microscopic and macroscopic spectra to higher or lower frequencies without modifying their overall shape.
This assertion can be easily verified using the analytical results: δd L , Eq. [7] , and S, Eq. [9] , are functions of R ± and P, which only depend on ζ, κa, T , and η(T ). δd H , Eq. [12] , is a function of R(ζ, κa, T ), ε i (which is essentially constant), and ε e (T ) (actually ε e also depends on the electrolyte concentration (36-39) but this dependence is usually negligible for the low concentrations used in most dielectric measurements). Finally, Eqs. [4] , [8] , [10] , and [13] , show that the ratio
does not depend on the particle radius. As for the numerical results, they also have these same properties in view of the analytical form of the equation set that is solved. The calculations were performed for spherical particles in a frequency range from 100 rad/s (15.9 Hz) to 10 8 rad/s (1.59 MHz) for 10 ζ potential values evenly distributed between 20 and 200 mV, and for 11 κa values evenly distributed in logarithmic scale between 1 and 100. The other constants used were ε e = 78.54 ε 0 , ε i = 2ε 0 , η = 0.89040 × 10 −3 Pa s, and T = 298.16 K. A particle radius of 100 nm was used in most calculations. For large ζ and κa values, a radius of 500 nm was also used in order to fit the high-frequency part of the spectrum inside the frequency range used in the calculations. However, for small ζ and κa values, a radius of 20 nm was also used in order to center both dispersions inside the considered frequency range. Even so, not all the calculations could be performed due to convergence problems. Figure 1 represents examples of spectra obtained for the real and imaginary parts of the dipolar coefficient, while the corresponding permittivity and conductivity increments appear in Fig. 2 . As can be seen, increasing values of κa lower the amplitude of both dispersions of the dipolar coefficient (R ± decreases when the electrolyte solution conductivity increases). However, the permittivity and conductivity increments increase. An increment of the ζ potential has the opposite effect on the dipolar coefficient but a very similar effect on the macroscopic spectra. Furthermore, the ratio of the characteristic frequencies of the high-and low-frequency dispersions increases both with increasing κa and ζ : the high-frequency dispersion shifts to higher frequencies at constant a.
The numerical results were adjusted by means of Eq.
[11], using δd L , τ L , S, δd H , and τ H as free parameters. The value of d ∞ was set equal to the value given in Eq. [14] , since the equation set used in the calculation of the numerical results leads to this value for very high frequencies. In view of the low sensitivity of the calculated values on the parameter S, the fitting was first performed setting S = 1, and then using all five free parameters.
The fitting was carried out using the Marquard algorithm. The method presented in (40) was extended in order to fit simultaneously both the real and imaginary parts of the dipolar coefficient. This means that the minimized function was
FIG. 2.
Dependence of the permittivity increment (solid symbols) and of the conductivity increment (open symbols) on κa and ζ . Spectra calculated from the data in Fig. 1 using Eqs. [5] and [6] . ζ = 100 mV, κa = 10 (squares); ζ = 100 mV, κa = 25.1 (diamonds); ζ = 140 mV, κa = 10 (circles). where the lower index "cal" corresponds to values calculated using Eq. [11] while the index "num" corresponds to numerical data, Fig. 3 . The weight coefficients w j were estimated assuming a constant relative error in the modulus of the dipolar coefficient 2 ) and a constant absolute error in the phase angle (tan
. Not all the spectra could be fitted. The main difficulties corresponded to very low values of κa and to very high values of the ζ potential. In the first case, because Eq. [11] failed to reproduce the shape of the numerical data since the analytical expression for the low-frequency dispersion was obtained using the thin double layer approximation. Also because the two dispersion terms appearing in Eq. [11] cease to be independent of one another at low κa , Eqs. [15] and [22] . In the second case, the ratio of the characteristic times of the two dispersions, Eq. [22] , became so large that both dispersions did not fit inside the considered frequency range.
The results obtained for the low-frequency dispersion amplitude of the dipolar coefficient are presented in Fig. 4 . As can be seen, the agreement is remarkably good down to κa values of the order of 6. Nevertheless, greater deviations are apparent for extreme ζ potential values: the theoretical results are higher (in modulus) than the numerical results for very low values of ζ . However, for very high ζ potential values, theoretical predictions are lower (in modulus) than the numerical results. This dependence on ζ (29) is rather unexpected, since the theory is only based on the assumption that κa 1. The results obtained for the characteristic time of the lowfrequency dispersion divided by the square of the particle's radius appear in Fig. 5 . The agreement with theory is quite good, down to κa ∼ = 10, less so for low values of the ζ potential.
FIG. 4.
Numerical results (symbols) for the amplitude of the low-frequency dispersion of the dipolar coefficient, calculated fitting Eq. [11] to the dipolar coefficient data computed for the indicated ζ potential values (in mV). The lines represent the corresponding theoretical results, Eq. [7] .
For decreasing κa, the numerical results for the characteristic time start to increase, in agreement with the interpretation that τ L is proportional to the square of an effective particle radius, which is of the order of a + κ −1 (17, 27) . It should be noted, nevertheless, that this dependence of τ L on κa is strongly influenced by the inclusion of the parameters S in the definition of the characteristic time of the low-frequency dispersion, Eq. [8] .
The results obtained for the parameter S are presented in Fig. 6 , which shows that the precision that could be achieved on the platform used for the numerical calculations is not sufficient to precisely determine this parameter. Nevertheless, the sensitivity of the dipolar coefficient spectra on S is very low, so that its precise determination for the interpretation of experimental data is not crucial. Theory appears to slightly underestimate the value of S but properly accounts for its dependence on the ζ potential: S increases with decreasing ζ . It does not predict the slight increase of S with decreasing κa and has, furthermore, an anomalous behavior that occurs when the denominator in Eq. [9] reduces to zero at very low κa values.
The results obtained for the high-frequency relaxation amplitude of the dipolar coefficient are presented in Fig. 7 . Rather surprisingly, large deviations between numerical and theoretical results are apparent: for high ζ potential values the numerical amplitudes are up to twice those theoretically predicted. According to Eq. [12] , δd H cannot surpass the value 3ε e /(ε i + 2ε e ) ∼ = 1.5, while numerical results approach the value of 3 and probably exceed it for very small κa. numerical and theoretical results are apparent for high ζ potential values: the relaxation times are nearly an order of magnitude larger than those theoretically predicted.
DISCUSSION
The results presented so far pertain to the description of the dipolar coefficient. We shall now discuss the consequences relating to the macroscopic parameters.
The low-frequency dispersion amplitude is related to the microscopic parameters by means of Eq. [20] . Since, as previously noted, δd L is fairly well represented by the theoretical expression down to κa ∼ = 6 (as long as ζ is not too low or too high), the greatest source of departure between analytical and numerical results is in τ L . As can be seen in Fig. 5 , the theoretical value of the characteristic time of the low-frequency dispersion is generally lower than the numerical one. Therefore, it is to be expected that the theoretical expression should properly estimate δε L for low values of ζ and underestimate it for high ζ potentials (deviations in the estimation of δd L and τ L partially cancel out for low ζ while they add up for high ζ ). This behavior can be seen in Fig. 9 where the numerical and theoretical results for the lowfrequency dispersion amplitude are presented. For ζ ∼ = 200 mV and κa ∼ = 4, the numerical values are roughly two times higher than those theoretically predicted.
The high-frequency relaxation amplitude is related to microscopic parameters by means of Eq. [21] , which can be written as
According to this expression, there is a partial compensation of the deviations between analytical and numerical results in the calculation of δε H : the theoretical values of δd H are generally
FIG. 9.
Numerical results (symbols) for the amplitude of the low-frequency permittivity dispersion, calculated from the data in Figs. 4 and 5 , using Eq. [20] . The lines represent the corresponding theoretical results, Eqs. [7] , [8] , and [20] .
lower than the numerical results, as are the values of τ H , Figs. 7 and 8. Nevertheless, for high ζ potential values, the term inside the parentheses of the above equation tends to unity, showing that the theoretical expression should underestimate the value of δε H . This behavior can be seen in Fig. 10 where the numerical and theoretical values are represented.
Finally, the static conductivity increment δσ (0) is related to microscopic parameters by means of Eq. [19] . According to this expression, δσ (0) is probably the macroscopic parameter worst described by the theory: while the values of δd L are close to the numerical results (Fig. 4) and d ∞ is exactly determined, there are important deviations in the determination of δd H (Fig. 7) . Furthermore, δd H has generally the largest value among the three addends in parentheses in Eq. [19] . This leads to the conclusion   FIG. 10 . Numerical results (symbols) for the amplitude of the high-frequency permittivity dispersion, calculated from the data in Figs. 7 and 8 , using Eq. [21] . The lines represent the corresponding theoretical results, Eqs. [12] , [13] , and [21] .
FIG. 11.
Numerical results (symbols) for the static conductivity increment, calculated from the data in Figs. 4 and 7 , using Eqs. [14] and [19] . The lines represent the corresponding theoretical results, Eqs. [7] , [12] , [14] , and [19] .
that the theoretical expression should underestimate the value of δσ (0) and that for high ζ and low κa values, the deviation can be very large: the analytical result can even have the wrong sign. This behavior can be seen in Fig. 11 , where the numerical and theoretical values are presented.
It should be stressed, however, that this inadequacy of the theory to properly account for the static conductivity increment (29) is not due to a failure of the Shilov and Dukhin formulation of the LFDD, but rather to the use of a simple O'Konski (13, 24, 34) type formulation of the high-frequency relaxation.
