In longitudinal studies, repeated measures are collected over time and hence they tend to be serially correlated. In this paper we consider an extension of skew-normal/independent linear mixed models introduced by Lachos et al. (2010), where the error term has a dependence structure, such as damped exponential correlation or autoregressive correlation of order p. The proposed model provides flexibility in capturing the effects of skewness and heavy tails simultaneously when continuous repeated measures are serially correlated. For this robust model, we present an efficient EM-type algorithm for computation of maximum likelihood estimation of parameters and the observed information matrix is derived analytically to account for standard errors. The methodology is illustrated through an application to schizophrenia data and several simulation studies. The proposed algorithm and methods are implemented in the new R package skewlmm.
Introduction
Linear mixed models (LMM) are frequently used to analyze repeated measures data, because they model flexibly the within-subject correlation often present in this type of data. Usually for mathematical convenience, it is assumed that both random effect and error term follow normal distributions (N-LMM).
These restrictive assumptions, however, may result in a lack of robustness against departures from the normal distribution and invalid statistical inferences, especially when the data show heavy-tails and skewness. For instance, substantial bias in the maximum likelihood estimates of regression parameters can result when the random-effects distribution is misspecified (Drikvandi et al., 2017) .
To deal with this problem, some proposals have been made in the literature by replacing the assumption of normality by a more flexible class of distributions. For instance, Pinheiro et al. (2001) proposed a multivariate t linear mixed model (T-LMM) and showed that it performed well in the presence of outliers. Rosa et al. (2003) adopted a Bayesian framework to carry out posterior analysis in LMM with the thick-tailed class of normal/independent (NI-LMM) distributions. Arellano-Valle et al. (2005) proposed a skew-normal linear mixed model (SN-LMM) based on the skew-normal (SN) distribution introduced by A special case of the SMSN class is the skew-normal distribution (Azzalini and Valle, 1996) , denoted by SN p (µ, Σ, λ), for which H is degenerate at 1 (that is, U = 1 with probability 1), leading to the usual pdf f (y) = 2φ p (y; µ, Σ)Φ(A), y ∈ R p , where A = λ Σ −1/2 (y − µ). Another special case is obtained when the skewness parameter λ = 0, then the SMSN distribution in (1) reduces to the SMN distribution (Y ∼ SMN p (µ, Σ; H)), discussed earlier by Lange and Sinsheimer (1993) .
An important feature of this class, that can be used to derive many of its properties, is its stochastic representation. Let Y be a p-dimensional random vector with pdf as in (1), then Y can be represented in a stochastic way as follows:
where " d = " means "equal in distribution", |T 0 | denotes the absolute value of T 0 , U ∼ H(·; ν), T 0 ∼ N 1 (0, 1), and T 1 ∼ N p (0, I p ) are all independent variables, with I n being the n × n identity matrix.
The representation in (2) facilitates the implementation of EM-type algorithm. In this representation, it is straightforward that Y|U = u ∼ SN p (µ, κ(u)Σ, λ).
For simplicity and following Lachos et al. (2010) , in the remaining of this work we restrict to the case where κ(u) = u −1 . The asymmetrical class of SMSN distributions includes many distributions as special cases, and we consider explicitly the following distributions:
• The multivariate skew-t distribution with ν degrees of freedom, ST p (µ, Σ, λ, ν) (Branco and Dey, 2001; Azzalini and Genton, 2008) , which can be derived from the mixture model (1) by taking U ∼ Gamma(ν/2, ν/2), with ν > 0, and whose pdf can be written as f (y) = 2t p (y; µ, Σ, ν)T ν + p ν + d A; ν + p , y ∈ R p , where t p (·; µ, Σ, ν) and T p (· · · ; ν) denote, respectively, the pdf of the p-variate Student-t distribution and the cdf of the standard univariate Student-t distribution with ν degrees of freedom, and d = (y − µ) Σ −1 (y − µ) is the Mahalanobis distance.
• The multivariate skew-slash distribution, SS p (µ, Σ, λ, ν), that arises by taking U ∼ Beta(ν, 1), with u ∈ (0, 1) and ν > 0, and whose pdf function takes the form f (y) = 2ν 1 0 u ν−1 φ p (y; µ, u −1 Σ) Φ(u 1/2 A)du, y ∈ R p .
• The multivariate skew-contaminated normal distribution, SCN p (µ, Σ, λ, ν, ρ), where ν 1 , ν 2 ∈ (0, 1)
which arises when the mixing scale factor U is a discrete random variable taking one of two values and with probability function given by h(u|ν) = ν 1 I {ν2} (u) + (1 − ν 1 )I {1} (u), where ν = (ν 1 , ν 2 ) and I {τ } (u) is the indicator function of the set τ whose value equals one if u ∈ τ and zero elsewhere.
In this case, the pdf becomes f (y) = 2 ν 1 φ p (y; µ, ν −1 2 Σ)Φ(ν 1/2
We refer to Lachos et al. (2010) and Lachos and Labra (2014) for details and additional properties related to this class of distributions.
The SMSN-LMM
Suppose that a variable of interest together with several covariates are repeatedly measured for each of n subjects at certain occasions over a period of time. For the ith subject, i = 1, . . . , n, let Y i be a n i × 1 vector of observed continuous responses. In general, a normal linear mixed effects model is defined as
where X i of dimension n i × l is the design matrix corresponding to the fixed effects, β of dimension l × 1 is a vector of population-averaged regression coefficients called fixed effects, Z i of dimension n i × q is the design matrix corresponding to the q × 1 random effects vector b i , and i of dimension n i × 1 is the vector of random errors. It is assumed that the random effects b i and the residual components i are independent
∼ N ni (0, Σ i ). The q × q random effects covariance matrix D may be unstructured or structured, and the n i × n i error covariance matrix Σ i is commonly written as σ 2 e R i , where R i can be a known matrix or a structured matrix depending on a vector of parameter, say φ.
Likewise, the SMSN-LMM can be defined by considering
where c = c(ν) = − 2 π k 1 , with k 1 = E{U −1/2 }, ∆ = D 1/2 δ, D = D(α) depends on unknown and reduced parameter vector α, and we consider
, being a structured matrix. Calculating k 1 is straightforward and the results for the distributions discussed in Subsection 2.1 are presented in Table 1 , where h(·; ν) is the pdf of U . 
Some remarks about the model formulated in (3) and (4) ∼ SMN ni (0, σ 2 e R i ; H), i = 1, . . . , n.
Thus the skewness parameter λ incorporates asymmetry only in the distribution of the random effects (and consequently in the marginal distribution of Y, which is given below). In addition, the chosen location parameter ensures that E{b i } = E{ i } = 0, so that E{Y i } = X i β, for each i = 1, . . . , n and the regression parameter are all comparable. This is important since centering b i 's distribution in 0 (Lachos et al., 2010) , so that E{b i } = 0, might lead to biased estimates of β, as illustrated in Appendix C.
ii) Even though for each i = 1, . . . , n, b i and i are indexed by the same scale mixing factor U i -and hence they are not independent in general -, conditional on U i , we have that b i and i are independent, what can be written as
iii) Under the SMSN-LMM at (3) and (4), for i = 1, . . . , n, we have marginally
where
This result can be shown using arguments from conditional probability and the moment generating function of the multivariate skew-normal distribution, which is given in Appendix B.
iv) The SMSN-LMM can be written hierarchically as follows:
which are all independent, where ∆ = D 1/2 δ, Γ = D − ∆∆ , with δ = λ/ 1 + λ λ and D 1/2 is the square root of D, such that D 1/2 D 1/2 = D, containing q(q + 1)/2 distinct elements, and TN(µ, τ, (a, b)) denotes the univariate normal distribution (N(µ, τ )) truncated on the interval (a, b).
The hirarquical representation given in (8)-(11) is useful for the implementation of the EM algorithm as will be seen in the next section.
Within-subject dependence structures
In order to enable some flexibility when modeling the error covariance, we consider essentially three dependence structures: conditionally independent, AR(p) and DEC, which will be discussed next.
Conditional independence
The most common and simplest approach is to assume that the error terms are conditionally independent (CI). Under this assumption, for each i = 1, . . . , n, we have R i = I ni . This situation has been considered by Lachos et al. (2010) in their applications.
In longitudinal studies, however, repeated measures are collected over time and hence the error term tends to be serially correlated. In order to account for the within-subject serial correlation, we consider other two general structures.
Autoregressive dependence of order p
Consider at first the case where for each subject i = 1, . . . , n a variable of interest is observed regularly over discrete time, n i times. Then, we propose to model R i as a structured AR(p) dependence matrix.
Specifically,
where r, s = 1, . . . , n i and ρ 1 , . . . , ρ p are the theoretical autocorrelations of the process, and thereby they are functions of autoregressive parameters φ = (φ 1 , . . . , φ p ) , and satisfy the YuleWalker equations (Box et al., 2015) , i.e.,
In addition, the roots of 1 − φ 1 B − φ 2 B 2 − · · · − φ p B p = 0 must lie outside the unit circle to ensure stationarity of the AR(p) model. Following Barndorff-Nielsen and Schou (1973) , the autoregressive process can be reparameterized using a one-to-one, continuous and differentiable transformation in order to simplify the conditions for stationarity. For details on the estimation of the autoregressive coefficients, we refer to Schumacher et al. (2017) .
The model formulated in (3) and (4) with error covariance Σ i = σ 2 e R i , where R i is given by (12), i = 1, . . . , n, will be denoted AR(p)-SMSN-LMM.
Damped exponential correlation
More generally, consider now that for each subject i = 1, . . . , n a variable of interest is observed at times t i = (t i1 , t i2 , . . . , t ini ). Following Muñoz et al. (1992) , we propose to structure R i as a damped exponential correlation (DEC) matrix, as follows:
where j, k = 1, . . . , n i , for i = 1, . . . , n, and φ = (φ 1 , φ 2 ) . Note that for φ 2 = 1, R i reduces to the correlation matrix of a continuous-time autoregressive processes of order 1 (CAR(1)), hence φ 2 enables attenuation or acceleration of the exponential decay from a CAR(1) autocorrelation function, depending on its value. Moreover, φ 1 describes the autocorrelation between observations such that |t ij − t ik | = 1. More details on DEC structure can be found in Muñoz et al. (1992) .
The DEC structure is rather flexible, and some particular cases are worth pointing out:
1. if φ 2 = 0, then R i reduces to the compound symmetry correlation structure (CS); 2. if φ 2 = 1, then R i reduces to the CAR(1) correlation structure;
3. if 0 < φ 2 < 1, then R i generates a decay rate slower than the CAR(1) structure;
4. if φ 2 > 1, then R i generates a decay rate faster than the CAR(1) structure; and 5. if φ 2 → ∞, then R i converges to the correlation matrix of a moving-average of order 1 (MA(1)).
The model formulated in (3) and (4) with error covariance Σ i = σ 2 e R i , where R i is given by (13), i = 1, . . . , n, will be denoted DEC-SMSN-LMM.
The likelihood function
The marginal pdf of Y i , i = 1, . . . , n, is given in (7), with R i depending on the chosen correlation structure, as described in Subsection 2.2.1. Hence, the log-likelihood function for θ based on the observed sample y = (y 1 , . . . , y n ) is given by
where θ = (β , σ 2 e , φ , α , λ , ν ) . As the observed log-likelihood function involves complex expressions, it is very difficult to work directly with (θ|y) to find the ML estimates of θ. Thus, in this work we propose to use an EM-type algorithm (Dempster et al., 1977) for parameter estimation via ML.
Maximum likelihood estimation

The EM algorithm
A convenient feature of the SMSN-LMM is its hierarchical representation, as given in (8)-(11).
Following Lachos et al. (2010) , b, u and t can be treated as hypothetical missing data and therefore we propose to use the ECME algorithm (Liu and Rubin, 1994) for parameter estimation.
Let the augmented data set be y c = (y , b , u , t ) , with y = (y 1 , . . . , y n ) , b = (b 1 , . . . , b n ) , u = (u 1 , . . . , u n ) and t = (t 1 , . . . , t n ) . Hence, an EM-type algorithm can be applied to the complete-data log-likelihood function c (θ|y c ) = n i=1 i (θ|y c ), given by
where C is a constant that is independent of the parameter vector θ and K(ν) is a function that depends on θ only through ν.
For the current value θ = θ (k)
, the E-step of the EM-type algorithm requires the evaluation of
where the expectation is taken with respect to the joint conditional distribution of b, u and t, given y and θ. Thus, we have
, with tr(A) and |A| indicating trace and determinant of matrix A, respectively, R
, y i }, and ut 2
, y i }, i = 1, . . . , n. These expressions can be readily evaluated once we have the following conditional distributions, which can be derived using arguments from conditional probability:
Thence, after some algebra and omitting the supra-index (k), we get the following expressions:
where c = c( ν), and the expressions for u i and τ
, can be found in Section 2 from Lachos et al. (2010) , which can be easily implemented for the ST and SCN distributions, but involve numerical integration for the SS case.
The M-step requires the maximization of Q (k) (θ) with respect to θ. The motivation for employing an EM-type algorithm is that it can be utilized efficiently to obtain closed-form equations for the M-step. The conditional maximization (CM) step conditionally maximize Q (k) (θ) with respect to θ, obtaining a new estimate θ (k+1)
, as follows:
, ∆ (k) and Γ (k) using the following expressions:
Update ν (k) by optimizing the constrained actual marginal log-likelihood function
where f (y; θ) is as in (7) and θ * = θ \ ν.
The skewness parameter vector and the parameters from the scale matrix of random effects b, can be estimated by
The algorithm is iterated until a predefined criteria is reached, such as when ( θ
In practice, to select between various SMSN-LMM distributions we can consider the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) (Wit et al., 2012) , given by AIC = −2 ( θ) + 2m, and
where m is the number of estimated parameters and θ is the ML estimate of θ.
Estimation of random effects and prediction
The minimum mean-squared error (MSE) estimator of b i is obtained by the conditional mean of b i
, and Λ i , ζ andλ i are as in (7). et al. (2010) , as well as the proof of the result, which comes from the fact that the conditional distribution of
belongs to the extended skew-normal (EST) family of distributions (Azzalini and Capitanio, 1999) . In practice, the estimator of b i -also known as empirical Bayes estimator -, b i , can be obtained by substituting the ML estimate θ into (16).
Furthermore, in practical applications it is usual the interest in predicting Y + i , a future n pred × 1 vector of measurement of Y i , given the observed measurement y = (y (i) , y i ) , where y (i) = (y 1 , . . . , y i−1 , y i+1 , . . . , y n ). If X + i and Z + i denote n pred ×p and n pred ×q matrices of prediction regression variables corresponding to Y + i , we assume that
. From Lachos et al. (2010) , it follows that the minimum MSE predictor of future measurements of Y i is the conditional expectation of y + i given Y i = y i , i.e.,
. In practice, the prediction of Y + i can be obtained by substituting the ML estimate θ into (17), so
Estimation of standard errors
In this section, we derive the observed information matrix from the score vector with respect to θ * = θ \ ν. First, we reparameterize D = F 2 for ease of computation and theoretical derivation, where F is the square root of D containing q(q + 1)/2 distinct elements α b = (α 1 , . . . , α q(q+1)/2 ) . Given the observed sample y = (y 1 , . . . , y n ) and ν, the log-likelihood function for θ * = (θ 1 , θ 2 ) , with θ 1 = (β , σ 2 e , φ ) and
with
Thus, we have after some algebraic manipulations that the score vector is given by
and K i = I Φ i ( ni 2 ). The results from substituting H for each distribution considered are presented in Appendix A, along with the derivatives of log |Ψ i |, d i and A i , which involve tedious but not complicated algebraic manipulations.
Under some regularity conditions, asymptotic covariance of ML estimates can be estimated by the inverse of the observed information matrix,
Likelihood ratio test
Considering the usual interest in testing if a restricted model represents the data well enough, in this section we present a likelihood ratio test. An important particular case is testing the hypothesis that an asymmetrical model is not necessary, that could be written as H 0 : λ = 0.
Let H 0 : τ = 0, τ = (τ 1 , . . . , τ r ) , be a hypothesis of interest, Θ be the k-dimensional parameter space of the unrestricted model, and Θ 0 be the parameter space under H 0 , for 1 ≤ r < k. With the interest of measuring the impact of H 0 in the maximum of the likelihood function, consider the statistic Λ n = 2 ( θ) − ( θ 0 ) , where θ 0 is the ML estimate of θ under the restriction in H 0 . Then, under H 0 , Λ n is asymptotic distributed as a chi-square random variable with r degrees of freedom (χ 2 r ) (Mood, 1950) .
Simulation studies
In the interest of investigating empirical properties of the proposed model four simulation studies were performed, and their results are presented in this section. In all simulation studies we initialized ν as follows: 10 for the ST distribution, 5 for the SS distribution, and (0.05, 0.8) for the SCN distribution.
Besides, for AR(p) dependency φ was initialized as its estimate from fitting an AR(p)-LMM using lme function from nlme package in R, while for DEC dependency φ was initialized by finding the maximum marginal log-likelihood function as in (7) on a grid of φ and for other parameters fixed. Finally, β, σ 2 e , D and λ were initialized at the true value plus a small random error.
First study
In order to evaluate the performance of the proposed model and the impact in estimating with the wrong distribution, we generated 500 Monte Carlo data sets from the following model:
, with x ij being generated from the U (0, 2) distribution, for i = 1, . . . , 100 and j = 1, . . . , 10. Let R i be the AR(2) dependence matrix, as given in Subsection 2.2.1, with φ 1 = 0.6 and φ 2 = −0.2. Two scenarios were considered:
∼ ST 1 (−1.2324, 2, 3; 6) and i ind.
∼ t 10 (0, 0.25R i ; 6); and b) b i iid.
∼ SN 1 (−1.0705, 2, 3) and i ind.
∼ N 10 (0, 0.25R i ). Additionally, to evaluate the capability of the proposed selection criteria in selecting the appropriate distribution we computed AIC and BIC for each model and for each sample. Table 2 presents the number of times that each model was selected for both scenarios considered. One can see that in general the criteria can classify the correct model well, and they seem to be specially good at distinguishing between the skew-normal distribution and distributions with heavier tails.
Second study
This simulation study aims to investigate asymptotic properties of the proposed model. Thence, we generated and estimated 500 Monte Carlo samples from the model where X i = (x i1 , . . . , x i10 ) , with x ij being generated from the U (0, 2) distribution, i = 1, . . . , n and j = 1, . . . , 10, with n taking values 50, 100, 200 and 350. Let R i be a 10 × 10 AR(2) dependence matrix, as given in Section 2.2.1, with φ 1 = 0.6 and φ 2 = −0.2. Four scenarios were considered:
∼ t 10 (0, 0.25R i ; 6);
∼ SS 1 (−1.5165, 2, 3; 1.7) and i ind.
∼ SL 10 (0, 0.25R i ; 1.7); and
∼ SCN 1 (−1.2915, 2, 3; 0.25, 0.3) and i ind.
∼ CN 10 (0, 0.25R i ; 0.25, 0.3).
The ML estimates and their associated standard errors were recorded. In order to examine the consistency of the approximated method to get standard errors described in Subsection 3.3, we computed the standard deviation of the ML estimates obtained from the 500 Monte Carlo samples (denoted by MC-SD) and compared it with the average of the standard error estimates obtained as described in Subsection 3.3
(denoted by ML-SE), for each scenario. Likewise, the average of the ML estimates will be denoted by MC-AV. Table 3 presents results for n = 100 and n = 350. In general, the estimation method of the standard errors provide results close to the empirical ones, and the closeness improves as the number of subjects increases. However, the standard error approximation for the skewness parameter seems to be poor.
Additionally, there is a bias in the estimates of D 1/2 , λ and ν, but it gets smaller as n increases. The bias trend can be seem more clearly in Figures 2 and 3 , which present the bias and ±1 standard deviation for each distribution and parameter, by number of subjects. As the number of subjects increases, the bias (when it exists) gets closer to zero and the standard deviation gets smaller, indicating consistency of the estimators.
Third study
In the interest of analyzing the impact on parameter estimates when the wrong dependency structure is specified, we generated 500 Monte Carlo samples from the following LMM:
where X i = (x i1 , . . . , x inj ) , with x ij being generated from the U (0, 2) distribution, for i = 1, . . . , 100, j = 1, . . . , n j , and n 1 = . . . = n 100 taking values 5, 10 and 15. Let R i be an n j × n j AR(2) dependence matrix, as given in Subsection 2.2.1, with φ 1 = 0.6 and φ 2 = −0.2. For this study, we considered b i iid.
∼ t nj (0, 0.25R i ; 6). Then, we estimated the ST-LMM by considering four covariance structures: CI, AR(1), AR(2) and DEC. Figure 4 presents boxplots of the bias of β 0 and β 1 for all covariance structures considered and Table   4 presents the number of times that each model was selected based on AIC and BIC criteria. When the number of observations per subject is small (n j = 5), the estimates are similar for all covariance structures, and BIC criterion -which gives more penalty for the number of parameters-selected the model with AR (1) dependency most of the times, but it did not selected the CI model any time. As the number of observations per subject increases, the impact in considering the conditionally independent model becomes more evident, especially on intercept estimates ( β 0 ), although for the other dependence structures considered the wrong choice of the covariance function did not seem to cause much effect on β. Additionally, as n j increases the selection criteria can distinguish better between the covariance structures, as expected.
Once the parameter estimates of φ and σ 2 e are not directly comparable between different covariance structures, we computed the estimated within-subject variance matrix based on the average of parameter estimates obtained for all dependency structures and the results are presented in Table 5 .
Forth study
In longitudinal studies commonly the interval between measures of a variable of interest is not equal for all times. For instance, frequently the last measurement is more spaced in time than others. As a illustration, consider the case that a variable of interest Y is observed at times t i = 1, 2, 3, 4, 5 and 7, i = 1, . . . , n. If the variable was also measured at time 6, we could assume the following covariance matrix:
. . , n. Based on the distance approach from the continuous time structures and restricting to the case where as most a few measurements are taken irregularly at time, for dealing with the example data that does not have a measurement at time 6 we propose to consider the True 0.347 0.174 0.035 -0.014 -0.015 -0.006 -0.001 0.001 0.001 0.000 CI 0.291 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 AR(1) 0.393 0.220 0.124 0.069 0.039 0.022 0.012 0.007 0.004 0.002 AR(2) 0.348 0.174 0.035 -0.013 -0.015 -0.006 -0.001 0.001 0.001 0.000 DEC 0.362 0.189 0.053 0.010 0.001 0.000 0.000 0.000 0.000 0.000 following covariance matrix:
For the AR(1) dependency with φ > 0, this approach is equivalent to considering a CAR(1) dependency, as described at Subsection 2.2.1. Another option for modeling a data set such this considering an AR(p) dependency structure would be to only consider the regularly observed part of the data, what in this example would mean to drop the last observation.
In order to compare both approaches, we simulated 500 Monte Carlo samples from the model
where X i = (x i1 , . . . , x inj ) , with x ij being generated from the U (0, 2) distribution, for i = 1, . . . , 100, j = 1, 2, 3, 4, 5 and 7. Let R i be an 7×7 AR(2) dependence matrix, as given in Section 2.2.1, with φ 1 = 0.6 and φ 2 = −0.2. For this study, we considered b i iid.
∼ t 7 (0, 0.25R i ; 6), and we dropped the 6-th observation for all subjects. Then, we estimated an AR(2)-ST-LMM by considering only the first 5 observations (drop) and by considering a modified AR(2) covariance matrix as in (22) (miss). Figure 5 presents boxplots of the bias of β 0 , β 1 , σ 2 e , φ 1 and φ 2 from both estimating approaches. It can be seem that the missing approach leads to gain in precision for most estimators, especially for the autoregressive ones ( φ 1 and φ 2 ).
Application: Schizophrenia data
Schizophrenia is a severe psychiatric disorder characterized by delusions, hallucinations, persistent delusions and sometimes disorganized behavior and speech. In order to study the equivalency of a new antipsychotic drug for schizophrenia, Lapierre et al. (1990) presented a double-blinded clinical trial with randomization among four treatments: three doses (low, medium and high) of a new therapy (NT) against a standard therapy (ST), for 245 patients with acute schizophrenia. Initial studies prior to this double-blinded the standard therapy and the high dose of the new therapy. For simplicity, we will consider only this two treatments (118 patients), but an extension for modelling the four treatments is direct. Ho and Lin (2010) showed that both subject-specific intercepts and slopes are positively skewed and that there are outliers at the level of the random effects, indicating the need of a robust model that accommodates the random effect skewness. Ho and Lin (2010) suggests a robust linear mixed model using the skew t distribution, however the paper doesn't take into account a possible serial correlation, despite the fact that the repeated measures of each subject were collected over time.
Thus, it is of practical interest to develop a statistical model with considerable flexibility in the distributional assumptions of the random effects, as well as the error terms, and that can accommodate some possible within-subject serial correlation. Following Ho and Lin (2010) , we propose to fit the model
where Y i is the BRPS score vector divided by 10 for the i-th participant, t i = (t i1 , . . . , t ini ) , with t ij taken as (time -3)/10 with time being measured in weeks from the baseline, and t 2 i = (t 2 i1 , . . . , t 2 ini ) . We fitted the SMSN-LMM considering the covariance structures presented in Subsection 2.2.1 and preserving the last three observations from subjects with identification (ID) numbers 204 and 1608 for prediction evaluation purposes. Table 6 presents AIC and BIC criteria for all distributions and covariance structures considered. The lowest value for both criteria is the one from the AR(1)-ST-LMM and therefore this model was selected for further analyses. Table 7 summarizes the results from ML estimation of the AR(1)-ST-LMM. Moreover, 95% confidence intervals were calculated for β by considering the asymptotic normal approximation for the distribution of ML estimators. Therefore, we conclude that all parameters are significantly different from 0, except for β 3 , the estimate of NT effect. This result corroborates the equivalent hypothesis of the new antipsychotic drug. The estimated standard error of the skewness parameter were very large, and since simulations studies showed that these estimates are often not reliable, we performed a likelihood ratio test for testing the hypothesis H 0 : λ = 0, as described in Subsection 3.4. Since there are two restrictions under H 0 , the asymptotic distribution of Λ n is χ 2 2 . We obtained Λ n = 35.832, hence the p-value of the likelihood ratio test is P (χ 2 2 > 35.832) ≈ 0 and we conclude that the asymmetric model is necessary for modeling the schizophrenia data set, corroborating previous studies. 
Concluding remarks
We proposed a likelihood approach for estimation via an EM-type algorithm and inference of linear mixed models under scale mixture of skew-normal distributions with within-subject correlation, considering some useful dependency structures. This work generalizes the results of Lachos et al. (2010) by developing some additional tools and making robust inferences in practical data analysis. Several simulation studies were performed in order to evaluate the proposed model. The proposed method was implemented as part of the new R package skewlmm (R Core Team, 2019) and is available for download at the CRAN repository.
Future works in this line include the development of diagnostic analysis in SMSN-LMM, in order to better evaluate goodness of fit and to enable detection of influential observations. Another promising avenue for future research is to consider the class of generalized hyperbolic (GH) distributions (Browne and McNicholas, 2015) which is generated by a variance-mean mixture of a multivariate Gaussian with a generalized inverse Gaussian (GIG) distribution. This rich family of GH distributions include some well-known heavy-tailed and symmetric multivariate distributions including the Normal Inverse Gaussian and some members of the family of scale-mixture of skew-normal distributions.
In order to obtain the score vector in (19), we also need the derivatives given next.
LetḞ r = ∂F ∂α r , r = 1, . . . , q(q + 1)/2 andṘ s = ∂R ∂φ s , s = 1, . . . , p.
• For log |Ψ i |:
∂ log |Ψ i | ∂τ = 0, for τ = β, λ and ν,
• For A i :
for r = 1, . . . , q(q + 1)/2,
−2cδ Ḟ r Z i Ψ −1 i (y i − X i β − cZ i ∆), for r = 1, . . . , q(q + 1)/2, ∂d i ∂φ s = −σ 2 e (y i − X i β − cZ i ∆) Ψ −1 iṘ is Ψ −1 i (y i − X i β − cZ i ∆), for s = 1, . . . , p.
B. Important results
In this section we present some results that are useful for proving the results given in this paper.
Lemma 1. Let A p×p , B p×n , C n×n , and D n×p . If A −1 and C −1 exist, then
Proof. This result is well-known as Woodbury matrix identity (Woodbury, 1950) . Proof. See Lachos (2004) .
Lemma 5. Let V ∼ gamma(α, β), then for any a, b ∈ R
where T is a random variable distributed as a non-central t-student with 2α degrees of freedom and non-centrality parameter −b.
Proof. See Azzalini and Capitanio (2003) .
C. Extra simulation study
This simulation study aims to investigate the impacts on the estimation of not correcting the mean of b i , that is, to consider the model 
By centering the distribution of b i in 0, we get E{b i } = 2 π ∆E U −1/2 i , i = 1, . . . , n, where E U −1/2 i is given in Table 1 .
In order to evaluate the impacts of the formulation in (23) in β, following the idea from Section 4.1 we generated 500 Monte Carlo data sets from the model
where X i = (x i1 , . . . , x i10 ) , with x ij being generated from the U (0, 2) distribution, for i = 1, . . . , 100
and j = 1, . . . , 10. Let R i be the AR(2) dependence matrix, as given in Section 2.2.1, with φ 1 = 0.6 and φ 2 = −0.2. Two scenarios were considered: a) b i iid.
∼ ST 1 (0, 2, 3, 6) and i ind.
∼ t 10 (0, 0.25R i , 6); and b) b i iid.
∼ SN 1 (0, 2, 3) and i ind.
∼ N 10 (0, 0.25R i ). Figure 8 presents boxplots of the bias of β 0 and β 1 for both scenarios of data generation and for estimating the four distributions considered. We can see a bias on the estimation of β 0 , even when the correct distribution is considered, that does not seem to happen when the model is centered such that E{b i } = 0, as shown in Figure 1 . It is worth noting that the bias only appeared at the intercept, which is where the random effect was inserted. 
