Zernike polynomials have been widely used in the description and shape retrieval of 3D objects. These orthonormal polynomials allow for efficient description and reconstruction of objects that can be scaled to fit within the unit ball. However, maps defined within box-shaped regions  for example, rectangular prisms or cubes  are not well suited to representation by Zernike polynomials, because these functions are not orthogonal over such regions. In particular, the representations require many expansion terms to describe object features along the edges and corners of the region. We overcome this problem by applying a Gram-Schmidt process to re-orthogonalize the Zernike polynomials so that they recover the orthonormality property over a specified box-shaped domain. We compare the shape retrieval performance of these new polynomial bases to that of the classical Zernike unit-ball polynomials. 
Introduction
Many tools have been developed to describe and analyze 3D objects. One particularly powerful technique is the use of orthogonal sets of functions, such as the Zernike polynomials, first introduced by Fritz Zernike [20] for testing circular mirrors in his phase contrast method. They have then become quite popular in optics, since the vast majority of components are circular [2] . They have proved to be superior in image retrieval to other types of functions, such as Legendre polynomials, because of the presence of low-order terms in the Zernike set and most importantly the power term 2 = 2 + 2 . After Canterakis [3] generalized the 2D Zernike polynomials to 3D, they have started to be commonly used for shape retrieval of objects in 3D computer graphics [13, 14] due to their descriptive power, conciseness of indexing, and invariance under transformations. Recently, due to similar advantages, they have been extensively used in structural biology, including protein tertiary structure retrieval and comparison [15] , protein-protein docking [19] , protein surface shape analysis [18] , and shape-based ligand similarity searching [17] . Structure comparison using main chain based representations can be too slow to be done in real-time. Zernike descriptors represent a protein structure compactly as a series expansion of 3D functions, which enables a database search to be performed much faster than conventional approaches [15, 17] . In docking, Zernike descriptors have been used for capturing protein shape complementarity across local surface regions, which is then applied to protein docking prediction by matching local regions around points across arbitrary rotations. These descriptors are rotation and translation invariant; hence the search space can be significantly reduced [19] . Being extracted from a complete and orthonormal set of functions, Zernike descriptors also provide a compact and nonredundant set of descriptors, which are critical in description of molecular surface shape analysis and other associated properties [18] . A drawback of Zernike polynomials is that their most desirable properties (in particular, orthogonality) hold only on unit ball. They must therefore be extended in order to be used to analyze objects with non-spherical boundaries, for example, rectangular prisms.
Mahajan and Dai [11] present extensions of Zernike polynomials for use on non-circular domains in 2D. The 2D Zernike functions are orthonormal on the unit disk and are the only functions representing balanced aberrations with minimum variance over a circular region. As a consequence, they have frequently been used for optical systems with circular boundary. However, on noncircular pupils, they are not orthogonal, nor do they represent balanced aberration. A 2D function on a noncircular pupil can be expanded in terms of the Zernike polynomials, but the expansion coefficients will not be independent of each other, and their values will depend on the number of polynomials used in the expansion. Mahajan and Dai [11] provide closed-form expressions for the low-order polynomials that are orthonormal over a hexagon, ellipse, rectangle and square -inscribed inside the unit circle -by using the recursive Gram-Schmidt orthogonalization process and a nonrecursive matrix approach. Their basis polynomials are obtained by applying an orthogonalization process to the Zernike circle polynomials.
Extensions for shape description of 3D objects have been performed by Novotni and Klein [13] and Mak et al [12] . This work extends the spherical harmonics expansion method to rotationally invariant 3D Zernike descriptors, thus enabling description of regions (rather than surfaces) by introducing a radial term. Spherical harmonics have been used in many areas of biology, due to such advantages as completeness and orthonormality. These advantages allow any function of spherical angles θ and φ to be described uniquely to any required level of detail. Although they can be computed rapidly, spherical harmonics can represent only star-shaped surfaces, because of issues related to the alignment of objects during their comparison. The extension described in [13] and [12] has corrected these drawbacks by employing radial functions to sample objects over 3D regions, while maintaining these advantages of spherical harmonics. We give a brief description of this formulation in Section 2.
In this paper, we apply Gram-Schmidt orthogonalization to 3D Zernike polynomials to obtain basis polynomials that are suited to representing rectangular prisms and cubes. Such objects can be observed in electron microscopy, where the molecules are represented fully (or as a section) in box-shaped regions. For example, the molecular density information is deposited into the Electron Microscopy Data Bank (EMDB) using MAP files, in which the molecule is sampled in a rectangular region [5] [6] [7] 16] . The function representing the molecule may take on nonzero values along the faces and corners of the region. Classical Zernike polynomials are not well-suited to describing the shape, due to their non-orthogonality over such regions. In Section 3, we give the details of recursive and nonrecursive versions of our Gram-Schmidt procedure. In Section 4, we compare the newly generated polynomials with the classical Zernike functions on shape retrieval performance. In Section 5, we conclude with a summary of this work.
Zernike Polynomials
The 3D unit-ball Zernike polynomials are first defined by Canterakis [3] in spherical coordinates as
where 0 ≤ ≤ , − ≤ ≤ , and ( − ) is an even number. Here, Y are spherical harmonics given by
where N is a normalization factor defined by
and P are the associated Legendre functions. Spherical harmonics are orthonormal on the surface of the unit sphere according to the relation
The functions R ( ) in (1) are radial functions constructed by Canterakis [3] in order to write the Zernike functions in Cartesian coordinates as follows: (2) within the unit ball as follows:
The orthonormality condition for functions in (2) is given by the relation
The 3D Zernike moments of a function (x) are defined to be the coefficients of the expansion of in this orthonormal basis, namely,
These moments are not rotationally invariant, but by collecting them into (2 + 1) dimensional vectors Ω = (Ω Ω
, we can define the rotationally invariant 3D Zernike descriptors as follows:
(Ω ) 2 Novotni and Klein [13] showed that the 3D Zernike functions can further be expressed as 
See Table 1 for the list of these polynomials of order up to 3.
By combining (3) with (4), we note that the 3D Zernike moments Ω can be written as a linear combination of geometrical moments of order up to :
where M denotes the geometrical moments of defined in the unit ball:
Therefore, the computation of 3D Zernike moments reduces to the calculation of geometrical moments.
From Table 1 , we see that Zernike polynomials can actually be ordered to have a single index. This indexing is not uniquely defined; we define the ordering algorithm used here in Figure 2 . Under this indexing scheme, the equations (4) and (5) become
respectively, where 0 ≤ τ + τ + τ ≤ N for each µ, K is the total number of monomials of order up to N, given by K = (N + 1)(N + 2)(N + 3)/6, and
Therefore, each Zernike polynomial can be expressed as a column vector of complex numbers, specifically,
Note that the total number of Zernike polynomials of order up to N is also equal to K . Thus, by combining these column vectors, all Zernike polynomials of order up to N can be represented by a K × K matrix Z as follows: 
Polynomials in Rectangular Solids
The Zernike polynomials defined in Section 2 form a complete orthonormal basis in the unit ball = {x ∈ R 3 : ||x|| ≤ 1}. These functions are not orthogonal in rectangular regions, such as, cubes or rectangular prisms, so may not be suitable for the description and reconstruction of objects defined within such solids. However, we can apply the so-called GramSchmidt procedure to these polynomials to obtain a new set of basis polynomials that is orthogonal on the region in question.
In Cartesian coordinates, any volumetric function (x) in a region can be expanded in terms of polynomials R µ (x) that are orthonormal over that region, as follows:
where Ω µ is an expansion coefficient of the polynomial R µ , and x denotes the argument ( )
The orthonormality condition here is given by 1 V( ) (9) where V( ) is the volume of the region . The coefficients Ω µ in (8) can be calculated from the formula
We define R 1 = 1, so that the mean value of each polynomial, except for µ = 1, is zero. The Gram-Schmidt orthogonalization process can then be applied to the Zernike polynomials Z µ , to obtain the remaining orthogonal polynomials R µ for µ ≥ 2, as follows: 
where
Each polynomial G µ , and therefore each unit basis polynomial R µ , is a linear combination of the unit ball polynomials Z µ .
Polynomials in Rectangular Prisms
Let the region in Section 3 be the rectangular prism inscribed inside the unit ball, with corner points on the surface of the unit ball and faces parallel to the coordinate planes. We thus have
where 2 + 2 + 2 = 1. The orthonormality condition in (9) can thus be stated as
The quantities arising in the Gram-Schmidt process in (10) thus become
and
See Table 2 for the list of basis polynomials R µ of order up to 2 and orthonormal in . Note that these functions can also be written as linear combinations of monomials of order up to N, that is,
In this representation, the moments of a function defined in can be defined as follows:
Similarly to (5) and (6), these moments can be calculated via the formula
where M τ denotes the geometrical moments of defined in :
Consider the special case of in which = = = 1 √ 3 , yielding the cube inscribed inside the unit ball, that is,
For the list of polynomials of order up to 3 and orthonormal in , see Table 3 . Note that the functions
in Table 3 are special cases of the functions R 1 R 2 R 10 in Table 2 .
As we have done in Section 2, the polynomials in (12) can be written in vector form as
where K = (N + 1)(N + 2)(N + 3)/6. Combining these polynomials, all polynomials of order up to N that are orthonormal over the region can be represented by a K × K matrix R, as follows:
A Nonrecursive Matrix Approach
The Gram-Schmidt process described in Section 3 can be slow due to the recursive nature of its computations. It can be numerically unstable and the computed polynomials may diverge significantly from orthogonality [1] . Dai and Mahajan [4] proposed an approach that enables the orthogonal polynomials to be computed all at once using nonrecursive matrix transformations. Their approach was presented for 2D Zernike functions, but can be applied to the 3D Zernike polynomials as well.
Since the Zernike polynomials Z µ form a complete orthonormal set within the unit ball, all polynomials defined within the unit ball, and hence the polynomials R µ , can be written as a linear combination of Z µ according to Table 2 . Polynomials of order up to 2 orthonormal within the rectangular prism defined in (11) . Table 3 . Polynomials of order up to 3 orthonormal within the cube inscribed in the unit ball. where Z and R are defined in (7) and (16), respectively, and M is a lower-triangular conversion matrix with M µµ = 1/||G µ ||. The conversion matrix M can be computed nonrecursively by setting
where Q * denotes the conjugate transpose of Q, and Q can be obtained from the Cholesky factorization of C, that is, Q * Q = C. Here, C is the symmetric positive definite matrix [4] of inner products of Zernike polynomials Z µ over the region , namely,
Letting be the rectangular prism defined in Section 3.1, and noting that the polynomials Z µ and Z ν in (17) can be written as
we can compute the matrix elements C µν from the formula
More compactly, we can write
where Z is defined in (7) and
if τ + ζ , τ + ζ , and τ + ζ are all even 0 otherwise
Note that the matrix A can be computed independently, to save computational time.
Results and Discussion
The computation of geometric moments in (6) and hence the 3D Zernike moments in (5) are given by Novotni and Klein in [13] . In their method, they compute geometric moments on an orthogonal grid that samples the object to be described. Following a similar procedure, one can calculate the geometric moments M τ defined in (14) .
Suppose that we place an N × N × N orthogonal grid inside the cube defined in (15) , and sample the function (x) at these grid points. We can then compute the geometric moments M τ via the formula
Note that (x) takes on a constant value within each voxel, and if the function does not exhibit strong local fluctuations, this method of sampling produces good results [12, 13] . In this work, we sample (x) at each voxel by its mid-point, namely,
Computation of geometric moments via (18) can be quite time-consuming, depending on the problem size. To save computational time, we used the algorithm introduced in [8] . (For even faster methods of moment computation, interested readers are referred to [9, 10] .)
To compute the 3D moments, we perform the following steps.
• Download and read the MAP file from the Electron Microscopy Data Bank (EMDB).
• Sample the density function using in the MAP file.
• Place an orthogonal grid within the cube inscribed inside the unit ball, using the voxel information from the MAP file along each direction.
• Compute the geometric moments M τ using (18) .
• Compute the 3D moments using (13) . Note that the coefficients κ τ µ can be computed and stored in advance.
In order to test the retrieval performance of the 3D moments, we apply them to the reconstruction of density maps deposited in the EMDB. We use two reconstruction metrics for error measuring: the root mean square deviation (RMSD) and the linear correlation (CORR) between the original and reconstructed density maps. RMSD is calculated from the formula
where N N N is the number of voxels within the cube in (15), and andˆ are the functions representing the original and reconstructed maps, respectively. In order to compute CORR, we carry out the standard linear correlation formula
where andˆ are the mean values of the density maps andˆ , respectively. For simplicity, throughout the rest of this section, we will use BallZern to refer to the set of classical Zernike polynomials orthonormal in the unit ball, and CubeZern for the new set of polynomials orthonormal in the cube inscribed inside the unit ball defined in (15) . Figure 2 shows the reconstruction of the map EMD-5167 (the microtubule decorated with monomeric human kinesin) using CubeZern. Reconstruction is performed using (8) on a 35 3 grid, as sampled from the molecule's MAP file. Figure  2 shows an isosurface of the original density map and its reconstructions for the contour level of 0 0315, as suggested in the EMDB, for expansion orders 5 10 15 and 20 in two orthogonal views (Y and Z views, respectively). It can be seen from Figure 2 that the retrieval performance improves with the expansion order, and the moments of order up to 20 are quite successful at reconstructing the molecule with only small missing details. This improvement can also be observed from the RMSD and CORR values in Figure 2 , for different expansion orders. To give a baseline on how well CubeZern performs, we compressed the map from 35 3 to 12 3 (the nearest cube number to 1 771, which is the number of moments used when N = 20). For each voxel in 12 3 system, we performed an interpolation by averaging the density values from the original map which contained within that grid box. We used the compressed map to reconstruct the map back in the 35 3 grid, and computed RMSD and CORR values between the original map and the reconstruction. (See the last column in Figure 2 .) Note that CubeZern represents the map better than the compression, with an improvement of 2.5% in CORR and a relative decrease in RMSD by 12.5%. Figure 3 shows further reconstructions using CubeZern and their comparison with BallZern on shape retrieval performance. Since the object is resampled to fit the cube inscribed inside the unit ball, it can also be reconstructed by using BallZern, as if it were an object in the unit ball. However, we must be careful when computing with unit ball polynomials. The cube is placed inside the unit ball, so the function representing the map will assume taking on zero values for the points between the cube and the surface of the unit ball, since the density values for these points are not known. In order to make a fair comparison, the average value of the map should be zero as well, which can be easily done by subtracting the mean value of the whole map from the density values at each voxel. Specifically, if is the mean value of the density map , we can set ⇐ −
The first row of Figure 3 shows an isosurface of the map EMD-5167 (the same map used in Figure 2 ) and its reconstructed surfaces using BallZern and CubeZern. The grid size for this problem is 35 3 . When we compare CORR values for this map, CubeZern has lower values than BallZern for each N, and the differences are 5-7%. The improvement in RMSD is more prominent: 13-21%. Note that this can be observed from the figure as well, since CubeZern is more successful in retrieving the density along the edges and corners of the cube. In the second row of Figure 3 presented is an example with grid size of 48 3 (EMD-5381) and comparisons of its reconstructions computed with BallZern and CubeZern. The difference in CORR is 5-6%, while RMSD change is more significant, about 15% for N = 20. Note that a compact shape of the original isosurface is already captured by CubeZern for N = 15, while this can be achieved by BallZern up to a higher order. For each comparison given in Figure 3 , the RMSD values improves by 1.9% through 21.4% when shifting the basis from BallZern to CubeZern. Also note that for each example given, CubeZern yields higher CORR value than BallZern, the differences ranging from 2.4% to 10.4%. On the other hand, it is quite evident from Figure 3 that retrieval performances of two function sets decrease as the grid size of maps increases. As can be seen in the last three rows of Figure 3 , CubeZern is still more sensitive than BallZern in retrieval of sharp pieces within the objects. However, starting with the third example -EMD-1148 with grid size of 64 3 -the correlation values are no longer as high as 80%; polynomials of order higher than N = 20 may be needed depending on the desired level of accuracy. In conclusion, CubeZern improves on BallZern, especially when the map has nonzero density along the edges and corners of its rectangular boundary, or when there are sharp surfaces in the interior of its domain. However, both function sets lose their retrieval power when the map size increases. Note that RMSD values for the last example (EMD-2167) are higher when compared to previous ones. This is because RMSD depends upon the density distribution scale, and EMD-2167 has a scale larger than the others, with a minimum and maximum density value of −172 47 and 300 59, respectively. For this reason, RMSD is not a proper tool for comparing different maps with each other. If we look at the CORR values from top to bottom in Figure 3 , we see that they decrease in general. In order to investigate this further, we have downloaded a small test set of ten maps for each of the map sizes 48 3 , 64 3 and 128 3 from the EMDB, and computed their reconstructions using BallZern and CubeZern. See Table 4 for the list of EM maps used in this test. After computing CORR values between each map and its reconstructions, we have calculated the average correlation value for each small test set and plotted them in Figure 4 against reconstruction order N from 1 to 20. As can be observed in Figure 4 , the relative comparison between BallZern and CubeZern, and performance degradation from top to bottom, are quite clear. Note that this plot is also useful to see the limitations of CubeZern by the problem size. For example, for the grid size of 48 3 , the success rate for CubeZern reaches more than 90%, while it stays around 80% or below for a 64 3 cubic grid. For the problems of even larger sizes, for example, 128 3 , the average correlation goes down to about 55%, and CubeZern is no longer as powerful. Depending on the problem size and the level of accuracy desired, polynomials up to a higher reconstruction order can be inevitable for shape description. For interested readers, the Matlab codes used for the computations in this paper will be available at http://cubezern.mitchell-lab.org/. After computing their reconstructions using BallZern and CubeZern, we have calculated the average correlation value for each set, and plotted them against reconstruction order N = 1 20.
Conclusion
Zernike polynomials have widely been used for shape description and retrieval of 3D objects, due to their descriptive power, conciseness of indexing, and invariance under transformations. These polynomials are orthonormal on the unit ball, and can be used to describe and reconstruct objects that can be scaled to fit within the unit ball. However, maps defined within rectangular prisms present a problem, because classical Zernike polynomials are not orthogonal over these regions, so many terms are required to represent the object accurately along the edges and corners of the region.
In this paper, we have presented a new extension on the domain of 3D Zernike polynomials from the unit ball to regions with non-spherical boundary, in particular, rectangular prisms and cubes. By applying the Gram-Schmidt procedure to the classical Zernike polynomials, we obtain a new set of polynomials that is orthogonal on these domains. We have shown that this procedure can be performed using either a recursive method or a nonrecursive approach involving matrix transformations.
We have tested shape retrieval performance of the new function set on some density maps of different sizes, all downloaded from the EMDB. These maps are defined within rectangular solids, and hence, they are suitable for testing the new basis polynomials. As shown in the test results, the new basis functions outperformed the Zernike unit-ball polynomials on shape retrieval at each test case presented. The new function set was more successful not only in retrieving the nonzero values along the boundary of the rectangular region, but also proved to be more powerful in capturing sharp pieces appearing within the interior of the domain. Despite their retrieval performance, it is important to note that the 3D moments based on the new set of polynomials are not rotationally invariant; hence they are not ready for a fast shape comparison of molecules within large databases. Nevertheless, invariance under translation and scaling can be achieved by redefining maps in a suitable rectangular region inscribed inside the unit ball. Due to being restricted to a nonspherical boundary, deriving a rotationally invariant set of descriptors from the newly generated moments may not be as easy, but this would definitely be more useful from both theoretical and practical points of view.
