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Landcover classification of remotely sensed data has found many useful applications
in
industries such as forestry, agriculture, and defense. With the push toward end users,
class maps are often incorporated directly into geographical information systems for use
in solving large, complex problems. However, errors are inherent in the classification
process. The importance of assessing the thematic accuracy of data derived from remote
sensing platforms is universally recognized and has motivated much research.
Classification accuracy assessment is often required to determine the "fitness of
use"
or
suitability of a data set for a particular application. Failure to identify the magnitude of
inaccuracies in classified data can result in errors cascading into subsequent exploitation
and eventually result in false conclusions or flawed products. Many different techniques
have been developed and utilized by the remote sensing community for performing
thematic accuracy assessment. To date, no one procedure has been adopted as an
industry-wide standard.
The purpose of this research was to evaluate the effectiveness and compare the results of
several state-of-the-art assessment techniques. Synthetically generated imagery, along
with real multispectral line scanner data, served as the baseline for the comparison.
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2. Introduction
Digital image classification is one of the most common operations performed on
remotely sensed data. Classification refers to a process where each pixel in an image is
assigned to a certain category, known as a class. In the context of remote sensing, these
classes usually correspond to types of ground cover. The result of classification is known
as a class map. The term
'map'
should not be confused with the cartographic meaning. A
class map is digital raster data where digital counts (DC) correspond to class membership
and spatial location corresponds to the same location as in the original image. Recent
interest in the integration of remote sensing data into geographical information systems
(GIS) has rekindled research and heightened interest in classification accuracy assessment
(Janssen and Van derWei, 1994). The push towards real world applications and the end
user has further increased the need for reliable methods of accuracy assessment. Errors
are introduced into classification when a pixel is misclassified by assigning it to the
wrong class. The term pixel (picture element) is used to refer to the smallest element of
the original and classified images. The original and classified images consist of a two
dimensional array of pixels but the original image usually has an additional dimension of
spectral data as well. Ideally, accuracy assessment would consist of comparing the class
of all pixels in a classified image to their true class. In practice, accuracy assessment
consists of comparing a small sampling of classified pixels to a set of data believed to be
their true class. Over the years, many methods for accuracy assessment have been
presented in remote sensing literature but no dominant standard has yet been adopted.
In this thesis, the current state-of-the-art.accuracy assessment techniques are
presented and a few unique adaptations are proposed, as well. These assessment
techniques are then implemented on a series of baseline images. Three scenes are used
for this purpose: the tank scene, the desert scene, and theforest scene. The first two
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images were acquired using airborne multispectral line scanners while the last image was
synthetically generated. Details about these image sets can be found in 5.4. Classifier
performance is affected by many real world imaging parameters. Two such parameters
are image resolution and atmospheric visibility. The three scenes were degraded using
these two parameters to create nine images. These nine images were useful because, after
classification, they provided a complete range of classification accuracy which was
needed to thoroughly compare the various assessment techniques. In addition, they were
also used to quantitatively measure the effect of the stressing parameters on classification
accuracy. Three difference classifiers were used to produce the requisite class maps: the
Gaussian Maximum Likelihood (GML) using parametric multivariate statistics, the Fuzzy
ARTMAP neural network utilizing a fuzzy logic set, and
Mystic
a new classifier using
mathematical rules, optimized by a genetic algorithm, to segment classes. These three
classifiers-, described in 5.3, were selectively used on the nine images to generate twenty
three class maps. All of these class maps then underwent accuracy assessment based on a
variety of reference data sources. The result was one hundred and nineteen confusion
matrices and several corresponding accuracy metrics for each. For the exact combination
of image, classifier, and reference data the reader is referred to the experimental matrices
in 6. 1 . The research of the thesis is divided into five major thrusts: obtaining reference
data, accuracy metrics, parameters stressing classifier performance, correction for biased
reference data, and the relative performance of the rule based classifier. Each of these
topics is discussed in greater detail below.
2.1 CollectingReferenceData
The process of classification accuracy assessment can be grouped into two distinct
steps. In the first step, the class map is spot checked against reference data. The second
step involves calculating a meaningful metric from the data collected in the first step.
Collecting reference data will be introduced in this section, and accuracy metrics in the
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next. Classification accuracy assessment is presented, in detail, in 7.2. Reference data
is a group of pixels which belong to known classes that are used to estimate the accuracy
of the entire map. Several methods of obtaining reference data is presented in 7.3.
When assessing classifier performance, reference data is compared against the class map
to build a confusion matrix. A confusion matrix is a contingency table, often used in
categorical data analysis, usually with reference data along the columns and class map
data along the rows. In each element, along the row and column of the confusion matrix,
the corresponding number of pixels that fall into both categories is posted. Any
discrepancy between reference data and classified data is considered a classification error.
The difficulty lies in obtaining reference data, sometimes known as verified, identified,
known, or truth data, which is representative of the entire scene.
Determining the exact accuracy of a class map is impossible in almost all
circumstances. For certain, it is impractical in all cases involving real imagery. There
are, however, several widely accepted methods for formulating a reasonably close
approximation to the true accuracy. A proper estimate will also include the
corresponding confidence interval. When selecting a method for accuracy assessment,
there is a trade off between cost and accuracy. The cost of accuracy assessment includes
many factors such as labor, physical resources, time, travel, and others. The largest cost
of assessment is incurred obtaining the reference data. Less robust methods result in less
accurate approximations of accuracy with large confidence intervals but at a lower cost.
High quality assessment procedures are more accurate, but also more expensive and time
consuming. Each project must find the balance point between cost and acceptable fidelity.
Many accuracy assessment techniques introduce bias into their estimations. Bias is the
systematic error resulting from consistent over or under estimation of the true class map
accuracy. Optimistic and conservative bias will be discussed in 8.1 and 8.2
respectively. The source of this distortion can often be traced to the source of the
reference data.
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For this thesis, real and synthetic imagery will be employed for comparing
different sampling techniques. In the context of classification accuracy assessment,
sampling refers to selecting certain pixels, or groups of pixels, and determining which
class they truly belong in. Synthetic imagery is of particular interest because sampling is
not necessary since the exact class membership of each pixel is known. This a priori
knowledge will permit an unbiased, quantitative evaluation of the popular sampling
techniques. The use of synthetic imagery in this research is explained in 6.3.
Over the years, several sampling techniques have been employed by the remote
sensing community for this purpose. However, each sampling technique has
corresponding advantages and disadvantages. In 9.1 the results of the analysis of the
effect of reference data source on the reported accuracy metric will be detailed.
2.2 Accuracy Representation
Once reference data is used to create a confusion matrix, it is often desirable to
reduce the matrix into a single, meaningful index of accuracy. This single metric, usually
expressed as a coefficient between zero and one, estimates the true average map accuracy
or classifier performance. Many different accuracy metrics have been introduced to
compensate for the fact that the estimate is being made on less than complete
information. Other metrics, ideal for measuring classifier performance rather than class
map accuracy, correct for the proportion of pixels properly classified only by chance. It is
important to keep in mind the method used to generate the confusion matrix when
selecting this metric. The most often quoted metrics are the Simple accuracy,Weighted
accuracy, Kappa coefficient, Brennan and Prediger's Kappa, and the Tau coefficient
which will be introduced in 7.4. This lack of a standard has created difficulties in
comparing different class maps. A conversion from one metric to another cannot be
made because they also depend on the marginal distribution of the confusion matrix in
most cases. In this thesis, a comparison between different accuracy metrics will be made
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noting the advantages and disadvantages of each. The appropriate confidence interval,
accounting for uncertainty from all sources, will be reported along with this metric. This
will be accomplished with highly characterized real imagery and computer generated
synthetic images.
The metrics will be evaluated on class maps generated with the GML classifier,
the Fuzzy ARTMAP classifier, and Mystic, a rule based classifier. Supervised
classification algorithms and uncorrected images will be employed in this study because
they are most commonly used by the remote sensing community. Methods for accuracy
assessment and accuracy metrics are normally considered completely independent of the
classification technique utilized. However, because classifiers may exhibit different
degrees of spatial correlation of errors, three different classifiers will be used to ensure
universal applicability of the results. The baseline images will also contain a variety of
land covers to avoid correlation in the final results. In 9.2, the results of the analysis and
comparisons between the accuracy metrics are covered.
2.3 FactorsDegrading Classifier Performance
In addition to image content and the quality of training data, the accuracy of image
classification is a function of several real world imaging parameters. A discussion of
several factors effecting classification accuracy is contained in 7.1. However, only two
significant factors were examined as part of this research. The first, image resolution,
was examined using the desert scene. The second factor, atmospheric visibility, was
analyzed using theforest and the tank scenes. Both stressing parameters were simulated
using the procedure outlined in 6.4. To determine the extent of the effect on
classification accuracy, several accuracy assessment procedures were employed. Finally,
the effect of these stressing parameters on the classification accuracy of the baseline
images is presented in 9.3.
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2.4 Correcting for Reference Bias
Quality reference data to be used for classification accuracy assessment is often
difficult, time consuming, and costly to obtain. Often analysts utilized user selected
reference as a quick, low-cost alternative to rigorous random verification. However, user
selected reference data almost always suffers from overly optimistic bias. User selected
reference also has another problem. In general, its marginal distribution in the resulting
confusion matrix does not accurately approximate the true class probability distribution.
In 8.3, a method is proposed to correct for this shortcoming. This process is classed
confusion matrix marginal distribution scaling by post priori probabilities. It is used in
this thesis to adjust the confusion matrices of all three scenes constructed using
independent reference data. The accuracies resulting from scaled matrices are then
comparedto the unsealed and true accuracies. These results are presented in 9.4.
2.5 Relative Classifier Performance
The last area of research is the performance of theMystic classifier relative to
the other two, more traditional, classifiers.
Mystic is a new, rule based classifier. It
uses a genetic algorithm to optimize the parameters of the rules to obtain the highest
classification accuracy possible. The
Mystic
classifier, along with the GML, and Fuzzy
ARTMAP are developed in 5.3. To this point in time, the accuracy and properties of the
Mystic
classifier are relatively untested. It however appears to be a unique classifier
with promising potential. While a major thrust of this thesis is not a comparison between
classifiers, preliminary results and suggestions for the
Mystic




The objective of this thesis is several fold. First, the current techniques of
classification accuracy assessment, also known as classification validation, will be
presented. One objective will be to develop a common formalism and taxonomy of
accuracy assessment. Many independent researchers have presented results on
classification accuracy assessment. Several contrasting approaches have been given,
as
well. Many of these papers have used different terminology even when referring to the
same phenomenology because no standards yet exist. Ideally, this thesis will serve as a
compendium of classification validation by providing a common source of research
results drawn from years of remote sensing literature.
3.1 Analysis ofAccuracyAssessment
In this project several difference sampling schemes will be employed. The
accuracy of these schemes will be determined using synthetic reference or more rigorous
sampling. Corrections for reference data which poorly estimates the true class probability
distributions will also be made. Accuracy metrics will be evaluated and compared in a
similar method. In addition, it will be determined if each metric is accurately estimating
the quantity it is supposed to be measuring.
3.2 Application ofAccuracyAssessment
As part of this project, a database with a significant number of confusion matrices
has been generated. In this thesis, the purpose of these matrices was to analyze accuracy
metrics, reference data sources, classifier performance, and the effect of stressing
situations. Ideally, these same confusion matrices could be used in the future to analyze
other factors.
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When analyzing the effect of a parameter on classification accuracy, it is often
difficult to separate the effect of the desired parameters from the effect of the assessment
procedure. The quantitative assessment of stressing parameters will inevitably include
bias introduced by the method of assessment. Different assessment methods will result in
differing values. This is because it is difficult to obtain an accurate or precise accuracy
assessment. For this reason, the evaluation of stressing parameters and classifier
performance in this thesis is combined with the analysis of assessment procedures.
20
4. Work Statement / Deliverables
Statement ofWork
Designate and optimize a common training set to be used by all classifiers.
Classify candidate imagery with GML, Fuzzy ARTMAP, and rule based genetic
algorithm (Mystic) classifiers using common training data.
Obtain reference data from dependent, independent, random, and synthetic sources.
Generate confusion matrices from reference data and evaluate classification accuracy
using Simple, Weighted, Kappa, B&P's Kappa, and single class accuracy coefficients.
Generate and analyze confusion matrices made from user selected reference which
have been scaled to matchpost priori distributions.
Utilizersynthetic imagery to identify most precise and efficient method of classification
accuracy assessment.











A Mathematica library for generating confusion matrices from dependent, independent,
random point and synthetic data sources.
A Mathematica library for evaluating Simple,Weighted, Kappa, B&P's Kappa, and
single class accuracy coefficients with confidence intervals.
A written database containing confusion matrices for all classified images based on
user selected, random, and synthetic reference.
A written document detailing state of the art classification accuracy assessment
techniques employing a common vocabulary and formalism.
21
A written document containing suggestions for minimizing bias and increasing
precision of classification accuracy assessment.





As mentioned previously, digital image classification is one of the most important
processes when preparing remotely sensed data for use in applications or
research.
Different users sometimes refer to image classification as class segmentation,
categorization, or landcover determination. A variety of users have found classification
of satellite and aerial images a cost effective solution to challenging large scale problems.
However, the synoptic view, high availability, and frequent overflights has made satellite
imagery the preferred, low-cost data source ofmany users. Classified images are known
by several names including class maps, thematic maps, product maps, land-use maps, and
landcover maps. Classification can be used to determine the land cover, constituent
material type, or object class of each pixel in an image acquired at great distances.
The environmental community has made wide use of classification as a tool when
studying large areas of isolated environments. Data is often collected over time to
monitor environmental change such as deforestation and changes in wetlands.
Classification has proven to be an invaluable aid in the mapping of wildlands and in
drafting inventories of isolated locations (Fitzpatrick-Lins, 1980; Senseman et al, 1995;
Rutchey and Vilcheck, 1994).
National governments have been the largest user of classification on remote
sensing data. It is often used for surveying and monitoring vast natural resources (Bauer
et al, 1994). For example, classification has helped optimize water usage in developing
countries (Nageswara Rao andMohankumar, 1994). Governments have also been
successful in predicting crop failure and avoiding famine in developing nations by
preparing relief aid in advance. Many other applications such as urban planning and
defense related uses have also benefited.
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The commercial sector has also found many useful applications. Segmented
images often aid in oil exploration, identification ofmineral deposits in remote locations,
populating GIS databases and cartography. Class maps of crops have been used in many
ways to optimize agriculture. Crop yields can be maximized by determining where and
when it is best to plant, fertilize, irrigate, or harvest. It has been used by the logging
industry to identify and manage forest resources. Even large brokerage houses have
utilized classification of remotely sensed images for predicting commodity and future
prices by monitoring crop health and measuring biomass. Many of these applications
base important decisions on evidence uncovered by image classification. This
underscores the need for high quality class maps where the accuracy and confidence
intervals are known.
Classification is sometimes used as a preprocessor to further digital image
processing. For example, class maps can be used for atmospheric calibration or
emissivity determination in thermal studies. For these applications especially, class maps
must be of high accuracy to ensure excessive error is not propagated to further processing
steps. Classification is commonly used in image exploitation as an analyst's tool. It
reduces the dimensionality of data with little or no loss of critical information which in
turn aids in human assimilation (Harsanyi, 1994).
5.2 Motivations forAccuracyAssessment
There are several types of error introduced into remote sensing data. Other than
radiometric, there are two major types of error that are of concern. The first, positional
error, refers to the improper relative location of a pixel in a scene when compared to the
original scene geometry. Positional accuracy is often measured in root mean square
(RMS) units and corrected for using one of the methods of image registration or
rectification. The second, thematic accuracy, is the focus of this thesis. It refers to errors
in ancillary data associated with a certain pixel such as class membership. The focus of
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this thesis is thematic accuracy of classified images but positional accuracy affects the
measurement of thematic accuracy. Positional error when collecting reference data from
a second registered image will result in underestimated thematic accuracy. In addition,
class map pixels with positional error will no longer correspond to proper relative
location on the ground. In this thesis, accuracy, unless noted otherwise, will be referring
to the thematic accuracy of a class map.
Accurate data is critical to all of the applications mentioned above. Classified
images are of no use if they contain excessive amounts of error, therefore, the validation
of classified data is paramount. The amount of tolerable error is specific to each
application but the need for accuracy assessment is consistent. The thematic accuracy is
often the deciding factor in determining whether a class map is appropriate for a study.
Precise accuracy assessment is needed to determine the effectiveness of different
classifiers. Continuing research into new, more robust classifiers requires effective
methods for measuring their performance. Vigorous accuracy assessments can also point
out flaws in existing classifiers and lead to improvements. Assessment has also been
used to facilitate studies to determine how imaging parameters such as view angle, time
of day, spatial resolutions and even the sensor used affect the final classification accuracy.
5.3 ClassificationAlgorithms
There are two distinct techniques of image classification. The first type is
unsupervised classifiers such as k-means (Duda and Hart, 1973) and ISODATA (Tou and
Gonzalez, 1974) algorithms. These routines are highly automated and require only one
input from the user, the number of desired class categories. The categories segmented by
these methods may or may not correspond to classes which may be desirable for the user.
However, unsupervised classifiers are often used as a quick first run to determine how
separable desired classes might be. They are also often used to provide pure training data
to the second type of classifier. The second and more popular type of classification are
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the supervised algorithms. Supervised classification routines require prototype training
data from the user.
Training data are sample pixels, along with thematic labels, which belong to the
classes which the user wishes to segment. Once they have been selected, the entire
spectral vector of each pixel is used by the classifier. The gathering of training data is a
subjective, man-in-the-loop process, which has a large bearing on the ultimate
classification accuracy. Supervised classification training data is usually identified by an
image analyst using one of two techniques. With the first and most common method
the
analyst interactively selects solid polygons over areas of an image which are believed to
contain only the desired class. The second technique requires the image
analyst to only
select a single point in the center of a homogeneous area of the image representing the
desired image class. This single point is then used as a seed for an unsupervised
classifies such as the fuzzy k-means clustering algorithm, which extrapolates to select
spectrally and spatially near image data to be used as training data. Both supervised
training methods require the analyst to determine the number of desired classes, and
select at least one region per category.
After the classifier is trained or developed with the training data, the supervised
classifier proceeds to assign thematic labels to the pixels in the image. Most classifiers
allow pixels to remain undefined which do not fit well into any of the established
categories. In this case, the user must supply a membership coefficient threshold that
must be exceeded for any given pixel to be classified. Undefined pixels will not increase
or decrease measured accuracy because they are not included in confusion tables. Three
supervised classifiers will be used in this project. They also are all
'per-pixel'
classifiers.
This means they assign pixels individually to classes based only on the spectral signature
from that pixel, with no regard to the surrounding pixels. Other classification routines
use a statistical measure of the local neighborhood to help assign pixels. This can help
classifiers by recognizing the texture of a class even when the spectral signature of that
class would not help segment it.
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5.3.1 Gaussian Maximum Likelihood
The Gaussian Maximum Likelihood (GML) classifier is the most popular of all
classifiers. The GML is a supervised classification algorithm which employs Bayesian
probability theory to select the class to which a pixel most likely belongs. This is
accomplished by segmenting feature space with n-dimensional clouds called
hyperellipsoids. If the statistical assumptions set forth by this method are valid for a
given data set, the resulting classification will minimize overall classification error.
Because this classifier is so widely accepted and theoretically understood, it is often used
as a benchmark for comparisons against new classifiers.
The subsequent derivation of the GML classification routine follows closely with
that of Schott (1997). The GML classifier is most readily derived and visualized by
considering a single band, gray scale image. This treatment of the univariate case is then
able to be scaled to the multivariate case with the appropriate number of spectral
channels. Using Bayesian probability theory, the a posteriori probability [p(/IDC)], is the
probability that a pixel with an observed digital count ofDC will belong to class /.
p(DCIi') p(i')
The a priori probability, p(i), is the probability that any class / will be observed. In other
words, this term is the proportion of pixels which belong in the class i. The chance that a
particular digital count DC will be observed within a certain class is given by p(DCIi).
This value is evaluated by the GML classifier using Equation 5-2 for all values ofDC and
i based on the training data supplied by the user. A few years ago the computer storage
requirement of this calculation was significant when dealing with multispectral and
especially with hyperspectral imagery. Today, with modern computers, this same amount
of storage is insignificant. Implicit in this treatment is the assumption that the digital
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counts within any given class have a Gaussian distribution. This is because the spectral










/ is the class,
DC is the digital count of a pixel,
DC,- is the average DC of the class / and,
a, is the standard deviation of the class i.
(5-2)
The term p(DC) is the probability of any digital count occurring, otherwise known as the
image wide normalized histogram. This function is the same for all classes and simply
scales the resulting a posteriori probability. If the p(DC) term is dropped from the GML
classifier, it will have no effect on the results. The goal is to find the class, i, with the
highest probability not the value of the absolute probability. The rank ordering is
maintained with the following simplified equation:
p(ilDC) = p(DCIi) p(i) (5-3)
Bayes decision function is then defined to be the GML discrimination metric,
D'
, by
substituting Equation 5-2 into Equation 5-3. The GML discriminate metric (Equation 5-
4) is the value by which class membership will be decided on a pixel by pixel basis.
\2




This metric can be further simplified by taking the logarithm of
D'







Finally adding a constant to Equation 5-5, we have arrived at the final GML discriminant
shown as Equation 5-6. Neither taking the logarithm nor adding a constant will change






At each pixel in the image, the discriminant,D; , is evaluated for all classes, i. The class
with the highest value is selected as the class of that pixel. In many implementations, the
user is allowed to select a probability threshold which must be exceeded before a pixel
can be assigned to a class. Pixels that are not assigned to a class are left as undefined in





Figure 5-1 GML Classification of a Two Band Image
While the GML classifier has been derived thus far assuming a one band image is
being classified, this is rarely the case in practice. Images which are normally classified
have multiple bands. In this case each pixel is an ^-dimensional spectral vector. When
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classifying multidimensional imagery, the algorithm is the same except scalar
mathematics is replaced with vector mathematics. For example, take an n-dimensional
spectral vector of a pixel x and a m-dimensional vector w of the target classification








In this case, Equation 5-1 would need to be transformed to its vector equivalent form






Figure 5-1 has been provided to aid in visualizing the classification of a two band
image containing three distinct classes. The three classes are centered about their
respective multivariate meansMi, Mz, andM3. The concentric ellipsoids centered about
these means represent iso-contour intervals of equal class membership probability or
GML discriminate value. The distribution of pixels has both a mean in band one and in
band two. However, as seen in Figure 5-1, the distribution can take on a diagonal
character as well. This is due to correlation in digital counts of classes in multiband
images. The multivariate statistical approach taken by the GML classifier accounts for
the shape of this type of distribution with a covariance matrix. This ability of the GML
classifier results in higher classification accuracy than similar classifiers such as the
parallelepiped classifier which lacks this ability.
Unlike the Fuzzy ARTMAP and the Rule Based Genetic Algorithm which will be
discussed below, the GML is a traditional, parametric classifier. It uses multivariate
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statistics and makes decisions using class orientation and spectral extent information
contained in the mean vector and variance-covariance matrix. This parametric model
minimizes effects of noisy or outlying training data due to its averaging properties. This
advantage is moderated by the fact that image data which varies greatly from normal can
be problematic. It is commonly noted that GML performance maps best to visual
interpretation when compared to non-parametric classifiers. The Environment for
Visualizing Images (ENVl) software package was selected for its GML implementation
for use in this thesis.
5.3.2 FuzzyARTMAP
In recent years, several neural-network type architectures have been implemented
to classify images. The interest in neural-networks for use in classifiers is due to their
ability toJearn and remain flexible. Their rule for deciding in which category to classify a
pixel will change and adapt from region to region in an attempt to make optimal
decisions. Traditional neural-network classifiers have two primary disadvantages. First,
neural-networks use traditional logic which allows for only crisp set, binary decisions.
Secondly, conventional networks have required excessive amount of training cycles, or
epochs. The fuzzy ARTMAP supervised classifier, developed by Grossberg and
Carpenter at Boston University in 1991, overcomes both these limitations. It combines a
fast learning neural-networks architecture with fuzzy logic decision making. Underlying
principles of the network's operation are based on modeling of the human eye-brain
system. The fuzzy ARTMAP architecture's ability to learn and adapt make it well suited
to the classification of remotely sensed images. It will be one of the supervised classifiers























F b B= (b,bc)
Figure 5-2 Fuzzy ARTMAP Architecture
(Nessmiller, 1995)
The Fuzzy ARTMAP does not have a classical mathematical derivation as does
the GML classifier. The fuzzy ARTMAP classifier consists of an advanced neural
network known as the Adaptive Resonance TheoryMAPping (ARTMAP) combined with
fuzzy logic algorithms. The architecture of the fuzzy ARTMAP, shown in Figure 5-2,
will help briefly describe its operation as outlined by Nessmiller (1995). The fuzzy
ARTMAP classifier consists of two Adaptive Resonance Theory (ART) neural networks,
labeled ARTa and ARTt,. The ART's are unsupervised classifiers by themselves. Two
ART's can be combined to form a supervised classifier known as an ARTMAP. An
ARTMAP can be modified to incorporate fuzzy logic which then forms the fuzzy
ARTMAP classifier. The first step, as with any supervised classifier, is to supply training
pixels. The spectral vector from a training pixel is supplied at a and the corresponding
class label is supplied at b. The intensity values of each of the N spectral bands in the
training data must first, however, be normalized to values between 0 and 1 . Next, both
inputs undergo a calculation called complement coding at the preprocessing fields
F0a
and
F0b. Complement coding simply subtracts the normalized intensity value from 1. At F0b,
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the label is encoded with a binary designator which will be used by the network to specify
the class categories. Next comes the long termmemory of the fuzzy ARTMAP which
consists of the activity vector Fi and the classification vector F2.
classification p a /Ov /v~N (Z
field
h2 oyowDO
weight vector W: Wjl/ / \ \.WJ2N
/ A2 \ \
input field Fja@00 Q
Figure 5-3 Weight Vector Operation
(Nessmiller, 1995)
Before training, all the weight vectors are set to unity. The goal of this network is
to find the strongest connection of the weight factor between the input field and the
classification field. However, before the classification can be considered acceptable it
must meet or exceed the vigilance parameter. The vigilance parameter, p, is a certainty
threshold which must be exceeded in order to classify a pixel in a given class. The higher
the value, the more certain the classifier must be. This is an example of fuzzy logic











Figure 5-4 Inter-ART Field Operation
(Nessmiller, 1995)
The last step is the
inter-ART field, represented by Fab, which couples the two
ART's together. The inter-ART field has two purposes. First, it maps the classification
from ARTa to the classification output ofARTb. Secondly, it realizes the match tracking
rule. When there is a mismatch during training between the output ofARTa and the
correct classification ofARTb, match tracking occurs. Compared to other image
classifiers, the fuzzy ARTMAP tends to be mathematically complex and computationally
intensive. For a more rigorous development of the Fuzzy ARTMAP classifier, the reader
may consult Nessmiller (1995) or Carpenter, et al (1991).
The fuzzy ARTMAP is a non-parametric classifier so it makes no assumption of
normality as the GML classifier does. However, like other non-parametric classifiers,
experience has indicated that it tends to be extremely sensitive to biased training sets and
noisy data points. For this reason it requires a highly homogenous training set. This
property is important to remember when selecting training regions. Therefore, the
criterion is very different when selecting training sets for the fuzzy ARTMAP when
compared to the GML classifier. Nevertheless, when supplied with robust training data it
can provide very high classification accuracy.
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5.3.3 Rule Based Genetic Algorithm
Mystic is a classifier, termed terrain categorization (TERCAT), which uses
logical rules to assign image pixels to their respective classes. It has been implemented
within theMATRIX environment. Rules can be powerful and flexible methods for
associating an observed pixel with a specific class.
Mystic'
s reliance on rules rather
than statistics allows the classifier to make no assumption of normality. Therefore, this
type of non-traditional classifier does not make the same errors that other traditional
classifiers, such as the GML, make by erroneously assuming target reflectance is
distributed in a Gaussian manner. Rules are simply a logical statement which selects
some pixels and rejects others. A sample rule (Equation 5-9) is provided to illustrate the
classification process. Parameters within each rule are optimized in such a way the that
the rules function in the best manner possible on the supplied training data. The measure
of how well a specific rule functions is based on its performance during the optimization
process were it is used against the training data, where the
'true'
class in known. This
measure for a given rule is called a reward function and is calculated by applying the rule
to all pixels in the training set and finding the number of correctly classified pixels. The
more pixels properly classified, the higher the reward value for that combination of
variables. In other words, the dependent set accuracy assessment is used as feedback into
the classifier. Obviously, assessing the accuracy with this same data set will result in an
overly optimistic accuracy estimate. The enormous amount of parameter combinations
allowed by even simple rules necessitates the use of an advanced optimization algorithm.
Attempting to test each combination is precluded due to practicalities of time constraints
on any current or foreseeable computer. Recent developments of sophisticated
optimization methods have made rule based classifiers practical. Mystic uses a genetic
algorithm (GA). Genetic algorithms were first defined by Friedberg (1958) and are
named so due to their search technique which is analogous to a biological system. The
GA is applied toMystic by allowing the fittest rules, those with the highest reward
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function, to continue to the next generation. Even with this advanced optimization
technique, the
Mystic
classifier is extremely computation intensive.
One of the simplest and most successful rules is given below. This typical rule is
called the one band threshold. Once selected, this rule would be optimized by
Mystic
on the entire supervised training set provided by the user. The reward function for the set
of optimization variables ij,k is the number of pixels correctly classified when the
prototype rule is applied to the training set. The set of optimization variables with the
highest reward function is then selected and used with the rule to classify the entire
image. Theoretically, once a rule is optimized it can be applied to other, similar data sets.
(5-9)
Where: fy is theDC in the
i*
band and,
ijjc are variables optimized by theGA.
Then: bi belongs to class associatedwith i,j\ andL
Mystic
requires that the user select the rules which will be used to identify
pixels in each of the classes. Mystic is packaged with 6 predefined rules and
allowances are made for user defined rules. A different rule can be used to identify each
class but only one rule is allowed within each class. For example, different rules can be
used to assign pixels to class A or class B. But only one rule can assign pixels to class A
and only one rule can classify pixels as class B. The
Mystic
algorithm uses the GA to
optimize the parameters of each rule, but not which rule is used. Currently, theMystic
classifiers are very simple and utilize only spectral information of each pixel. All rules
are based on the DC in the bands of one pixel without regard to the neighboring pixels.
Neglecting the surrounding pixels fails to utilize any of the spatial information of a scene
which could be useful in classifying pixels but narrows an already vast search space.
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5.4 ImageData Sets
Three different scenes were selected to be used in this study. Of these images,
one was synthetically generated on a computer while the rest were acquired using real
airborne sensors. These particular images were selected because they represent a wide
sampling of terrain, phenomenology, and content. The M7 and Daedalus sensors used to
acquire these multispectral images are of particular interest because of their combination
of high spectral and spatial resolution. This combination has a great potential for
generating images which can be classified to a high degree of accuracy and precision.
The images used in this project where taken in the visible (VIS) to short-wave infrared
(SWLR) spectral region of the electromagnetic spectrum. Bands longer than this, if any,
were eliminated to avoid thermal photon contributions. Thermal bands are often avoided
when classifying images because these bands have low day-to-day correlation. This
attribute is not desirable because it makes training data collected from one image not
applicable to images acquired on subsequent days. Portions around the perimeter of two
images have been removed because they exhibited erroneous sensor effects. These
portions where not classified and did not contribute to accuracy assessment. The images
consisted of raw digital counts.
Nearly any study involving different image classification algorithms will utilize
the GML classifier. The GML classifier has consistently demonstrated high classification
accuracy and frequently is used as a baseline for comparisons of new classifiers. It was
selected for use in this study for these reasons. However, the non-parametric nature of
the
Mystic
classifier differs significantly from the GML. The non-parametric fuzzy




The first image (Figure 5-5), which will be called the tank scene, was acquired as
part of the Southern Rainbow collection by Environmental Research Institute ofMichigan
(ERTM). It was captured at 8-bits per pixels using the 16 band M7 aerial line scanner.
Band number 16, the thermal band, was removed and not used in this study. The
bandpasses for the remaining bands are listed Table 5-1. This image in particular was
selected for its diversity of content. In addition to forest, brush, and exposed soils, the
scene contains a variety of man-made objects. The scene derived its name from the fact
that several military vehicles, including tanks, are camouflaged throughout the image.
During classification, all vehicles were categorized into one metal class. To reduce
classification error and produce a useful class map, 9 classes were needed to categorize
this image compared to approximately 5 for other scenes. This scene was imaged as part
of a well organized collection and is therefore highly characterized. Many ground photos
are available for building accurate reference data sets.
Table 5-1 Southern Rainbow Bandpasses
M-7 Band Bandpass (\im)
"Color"
1 0.45 - 0.47
2 0.48 - 0.50 Blue
3 0.51 - 0.55
4 0.55 - 0.60 Green
5 0.60 - 0.64
6 0.63 - 0.68 Red
7 0.68 - 0.75
8 0.71 - 0.81 Near IR
9 0.81 - 0.92
10 1.02-1.11
11 1.21 -1.30
12 1 .53 - 1 .64
13 1 .54 - 1 .75
14 2.08 - 2.20
15 2.08 - 2.37
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Figure 5-5 Southern Rainbow Tank Scene
5.4.2 Desert Scene
The desert scene (Figure 5-6) was acquired as part of theWestern Rainbow, Joint
Camouflage Concealment and Deception (JCCD) field collection using the Daedalus
airborne sensor. The site of this scene is the Yuma proving grounds. The original
GIFOV of the scene was one meter, but the image was also degraded to two and four
meter resolutions for use in this study. The scene consists ofmostly desert pavement (or
desert varnish) but notable features have been expanded for illustration purposes in
Figure 5-6. The thermal bands have been removed again and the edges which exhibited
severe geometric distortion have be masked out. The collection was well documented
and many ground photographs are available for verifying the land cover. The image was
captured at 8 bits per pixel for each of the 10 final bands.
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Figure 5-6 Western Rainbow Desert Scene

















Figure 5-7 Bandpasses ofDaedalus Sensor
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5.4.3 Forest Scene
Theforest scene (Figure 5-8) is the final image. Unlike the first two scenes,
which were imaged with real airborne sensors, this image was generated synthetically
with the Digital Imaging and Remote Sensing Image Generation (DIRSIG) model. The
bandpasses (Table 5-3) simulate that of theM7 line scanner. The radiance field generated
by DIRSIG was convolved with a 3x3 equal weighted kernel, resampled to one third of
the original size using cubic convolution, and quantized to 8 bits per pixel for each of the
15 bands. Convolution was necessary because the radiance field pixels are spectrally
pure but the convolution results contain mixed pixels, as is the case in real images. Three
versions of the synthetic scene were generated. These images had LOWTRAN
atmospheric visibilities of 23km, 7km, and 5 kilometers. For further details about
synthetic images generated by DIRSIG, the reader is referred to DIRSIG, Digital Imaging
andRemote Sensing Image Generation, Description, Enhancement, and Validation
(Schott et al, 1993).
Figure 5-8 Synthetic Forest Scene
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Table 5-3 DIRSIG Scene Bandpasses



















All three classifiers were trained using the same training regions for each image.
Providing an optimal, common training set for all classifiers was difficult but a
quantitative comparison would not be possible without it. The accuracy of each of the
resulting class maps was assessed using dependent, independent, and random reference
sources. Reference data from DIRSIG material maps was used for the synthetic images
as well. From these reference sources, the Simple, Weighted, Kappa, Prediger's Kappa,
and the Tau coefficients were calculated. The results were obtained using a combination
of real and synthetic imagery. The synthetic data sets served as a good indicator to bias in
the other sampling techniques. Trends were then observed in the results obtained from
both the sampling methods and accuracy metrics. The goal of this novel approach was to
identify the optimal overall method for accuracy assessment of class maps based on
accuracy and efficiency.
A single program was written to generate a confusion matrix and evaluate the five
most common accuracy metrics. The confusion matrices were generated from any one of
four different ground truth sources. Dependent, independent, random and synthetic data
sets were read in as raw image files. In addition to any one of these data sets, the user
must also supply a class map. This class map can be generated by any of the
classification methods but must also be supplied in the form of a raw image file. Each
reference and class map must be a single band image. Each class was designated by a
unique digital count (DC) and the background class, if any, was designated by a DC of
zero (black). The DC in the class map must match the DC in the truth data set for each
corresponding class. This was done using a UNIX utility (XV) by changing the gray level
in either image to match for each class. A key file was used for each class map to identify
a class name with each DC.
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6.1 Experimental Data SetMatrix
Three scenes were used as the basis for this effort. Images were generated from
these scenes with degraded atmospheric visibility or spatial resolution. Images had three
possible spatial resolutions: 1 meter, 2 meter, and 4 ground spot size. The atmospheric
visibility of the images was either 23 kilometers, 7 kilometers, or 5 kilometers. Due to
the large number of possible combinations of scenes and stressing parameters, only a
limited number where selected for analysis. Figure 6-1 illustrates the experimental
matrices for the stressing parameters of resolution and atmospheric visibility which were
selected for each of the scenes. The figure indicates the source of the reference data used
to assess the accuracy of each class map. The number next to the reference source
indicates which classifier or classifiers was used to categorize that image. For each of the
numbers, the scene was degraded, the classifier(s) were trained, the image classified, and
the final class map accuracy was evaluated. As part of this thesis, a total of one hundred
and nineteen (119) confusion matrices were generated. The results of these accuracy










































































1 - GaussianMaximum Likelihood
2 - Rule Based Generic Algorithm (MYSTIC)
3 - Fuzzy ARTMAP Neural Network
Figure 6-1 Experimental Matrices
6.2 Importing TrainingData
Training data consists of the digital counts (DC) in each band of a select pixel and
the proper class to which it should be assigned. Training regions are the image areas over
which training data is collected. Environment for Visualizing Information (ENVI) was
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selected as the application from which training regions will be selected. Using the
mouse, polygon vertices will be selected in each image to designate the desired classes.
Different color polygons will be used for each class. These regions of interest (ROI) can
then be used directly for supervised classification (GML) within ENVI. To make an
impartial comparison between classification algorithms it was decided common training
sets would be used for each image with all three classification methods.
The following procedure was used to import training data into the
Mystic
rule
base genetic algorithm classifier. First, the image underneath the polygons will be
replaced by a black background withinENVI. The ROI's superimposed over the black
background will then be saved as a GIF image. This GIF image will then be converted to
a portable pixel map (PPM) using PNMTOOLS. Once this is complete, the PPM image
can be imported into a program which uses this image as a mask against the original
image. Areas in the mask which are black are kept black, and in areas where the mask is
not black the original image will pass. This will be done on each of the bands in the
original image automatically by the program. The result is a
Mystic
training image
which was black everywhere except were the desired ROI's were selected in ENVI. In
these areas, the original multiband image will appeared. Due to the
Mystic 256 x 256
pixel limit on training images sizes, one extra step is required. The
Mystic
training
images were larger than this so ENVI will be used to generate a smaller image
(<256x256) into which each of the training regions will be cut and pasted. The mosaic
image will serve as the finalMystic training image. This image is then imported into
Mystic'
s training function. Each class region is selected by specifying the proper
region from theMystic training image. The
Mystic iso-data function helps automate
this processes by automatically selecting the proper polygon after the user clicks within
each training region with the mouse. The iso-data parameters will be adjusted to the
proper threshold to allow proper functioning. After the region selection is done,
Mystic is trained (rules are optimized) on this data. Once
Mystic has been trained,
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classification is performed on the original image. This procedure will be repeated for all
the baseline images.
The procedure for training the Fuzzy ARTMAP will required less steps on the part
of the user when compared to that ofMystic. First the training polygons were saved as
an image with a black background. Each of the polygons corresponding to an individual
class will be designated by a unique color. This image is then saved from within
ENVI
as a GIF image exactly in the same manner as was used while trainingMystic. This
image will then be converted into a PNM image where it is read into a program. This
program also reads in the original image in the form of a band sequential (BSQ) raw file
and outputs a training file in a format appropriate for the Fuzzy ARTMAP running under
AVS.
6.3 Use ofSynthetic ImageData
This thesis will utilize synthetic imagery to allow quantitative analysis of
validation procedures and accuracy metrics. Synthetic Image Generation (SIG) allows
researchers to simulate the image produced by a specific imaging system under various
conditions on a computer without the time and expense involved in using the actual
imaging system. The source of the synthetic images used in this thesis will be the Digital
Imaging and Remote Sensing Image Generation (DIRSIG) package developed at the
Rochester Institute of Technology (RTT) by the Digital Imaging and Remote Sensing
(DIRS) Laboratory. DIRSIG utilizes a radiometrically accurate ray tracer to generate
synthetic images from the visible to the long wave infrared regions of the electromagnetic
spectrum. MODTRAN is used by DIRSIG to simulate atmospheric effects based on
several meteorological conditions specified by the user. MODTRAN is an atmospheric
radiation propagation model developed by the U.S. Air Force. DIRSIG has evolved over
the years to include many additional features, which include a thermal sub-model, a
sensor sub-model, and the ability to simulateMTF effects and object texture. For more
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complete coverage of DIRSIG features and theory, the reader is referred to DIRSIG,
Digital Imaging and Remote Sensing Image Generation, Description, Enhancement, and
Validation (Schott et al, 1993). Validation studies have indicated that images generated
by DIRSIG can provide an accurate simulation of images taken with real sensors in the
visible bandpass (White, 1996). While synthetic imagery will be employed for testing
and comparing assessment techniques, it will not solely be used to determine the final
characteristics and acceptability of these methods. For this purpose, highly characterized
imagery, taken with real sensors will also be utilized. Two assumptions will be made
when employing synthetic imagery for the purpose of evaluating classification accuracy
metrics. First, if a metric yields poor results on synthetic images then it will perform at
least as poorly on real images. The second assumption is good functionality on synthetic
data does not ensure success with real images. This is why real images are being used as
well. The synthetic data set will be used judiciously as a tool, but not an end all measure,
to clarify and answer questions regarding the validity of computer generated images for
this purpose.
Synthetic imagery has several properties which make it ideal for analyzing
accuracy assessment techniques. It also does not suffer from many of the traditional
disadvantages characteristic to other reference data collection techniques such as
photointerpretation. Synthetic images generated by DIRSIG include a material map
which details the exact material composition of each image pixel. Using the material
map as the reference data, a population confusion matrix can be made for an entire
classified image. This method of building a confusion matrix has several advantages over
traditional approaches. Normally, sample confusion matrices are constructed from only a
partial sample of the total population of image pixels and serve only as an estimator of
total image statistics. With synthetic imagery, every pixel in the image is accounted for in
the confusion matrix and there is no uncertainty in the accuracy of the reference data.
With synthetic imagery the classified data is perfectly registered with the reference data,
there is no temporal shift, and the minimum mapping unit (MMU) is exactly the same
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size as a class map pixel. Synthetic material maps will be used to generate sample and
population size reference sets. Samples reference sets will be used to simulate typical
reference sets gathered by a user.
6.4 Simulation ofStressing Parameters
The desert scene was used to analyze the effect of image resolution on
classification accuracy and the tank andforest scenes were used to measure the effect of
atmospheric attenuation. The stressing parameters were simulated in a different manner
for all three scenes.
6.4.1 Modulation Transfer Function
Modulation Transfer Function (MTF) of an imaging system describes how it can
discern fine spatial detail. This function will determine the effective ground
instantaneous field of view (GLFOV) of a remotely sensed image. The GIFOV refers to
the size of a single image pixel projected back onto the ground. The GIFOV determines
the resolution of an image. The desert scene was selected to study the effect of resolution
because of its large size. The original image had a GIFOV of approximately 1 meter.
This image was convolved with a 2x2, equally weighted, convolution kernel to simulate
the 2 meter GIFOV image. The 4 meter GIFOV image was generated in the same manner
with a 4x4 kernel. Both convolved images were resampled using nearest neighbor
interpolation to Vi and lA of the original image dimensions respectively. Degrading the
image using equally sized convolution kernels on each spectral channel assumes the
original image resolution was detector size rather than diffraction limited.
6.4.2 Atmospheric Effects
The atmospheric effects stressing parameter was simulated using two different
approaches. The first approach was taken using the synthetic forest scene. DIRSIG, the
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SIG package used to generate theforest scene, uses MODTRAN as its atmospheric
propagation submodel. The threeforest images were created by adjusting the
MODTRAN inputs. These atmospheres were created based on inputs representing June
23, 1992 12:00 GMT at Rochester, New York. Atmospheres were simulated using a 23
kilometer visibility parameter (clear), 7 kilometer visibility (moderately clear), and 5
kilometer visibility parameter with 50% increase of relative humidity (hazy).
A second approach of simulating atmospheric visibility was employed with the
tank scene. These atmospheres were simulated using a post-processing method. A linear
histogram operation was used which reduced the scene contrast. To maintain consistency
with the DIRSIG simulated imagery, the same MODTRAN inputs to the DIRSIG
simulated atmospheres were used to modify the original image. The specific steps
involved in converting the original imagery to atmosphere simulated imagery required the
conversion of the original digital counts back to scene reflectance and applying the
radiance reaching the sensor equation given by Equation 6-1.
L\
=E'sx](X)cos(o)
XtM +XtCkMVLa + La (6-1)
K
Where: E's is the exo-atmospheric irradiance[w / m2u.m] ,
T, (X) is the spectral transmission along the sun-target path,
x2 (k) is the spectral transmission along the target-sensor path,
o is the solar declination angle,
r(k) is the spectral reflectance of the object,
L^ is the downwelled solar radiance (skylight) [w /
m2
sr |im] and,
LuX is the path radiance [w /
m2
sr |im] .
This was followed by a conversion from radiance to digital counts based on M7
sensor gains and offsets for the various bands. Because these sensor gains and offsets
were not available, an assumption was made to equate the original image with the clear
atmosphere case. Using the set of gray panels of known reflectance within the tank scene,
a radiance reaching the sensor was computed for the clear atmosphere case. Since the
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digital counts are also known (based on the clear atmosphere assumption) and assuming a
linear relationship between radiance and digital counts, a nominal sensor gain and offset
can be computed for each individual band. These gains and offsets were then used to
consistently convert the atmosphere modified radiance to digital counts.
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7. Theory
7.1 Factors Effecting ClassificationAccuracy
Many non-imaging factors effect the true and/or measured classification accuracy.
The accuracy of supervised classification depends largely on a skilled analyst. For
example, an experienced user can identify classes whose spectral probability distributions
are bimodal and can split them in to two unimodal classes which can be recombined after
classification. The importance of user supplied high, quality training data on supervised
classification accuracy cannot be understated. The number of classes selected by the user
in which to categorize the image will also have a strong bearing on the ultimate accuracy.
In addition to user factors, errors are introduced into classification by limitations
of certain classifiers. For instance, the GML classifier assumes the DC distributions of
target classes are Gaussian. Therefore, pixel distributions which differ significantly from
Gaussian can not be classified accurately. Mixed pixels are pixels which have a
combination of constituent signatures and are a large source of classification error.
Single pixels around the borders of classes or in highly heterogeneous areas of an image
have spectral contribution frommultiple materials. Traditional classifiers have no special
allowance for handling pixels of this type and they are often misclassified.
The number of pixels which a classifier leaves unclassified will also have a
bearing on the measured classification accuracy. In general, pixels in which a classifier
has difficulty segmenting will have lower than average classification accuracy. For this
reason most classifiers incorporate a certainty threshold which must be exceeded before
any given pixel is segmented. Classifiers such as the GML and Fuzzy ARTMAP allow
the user to adjust this threshold while other classifiers such as
Mystic do not. Pixels
which a classifier leaves undefined do not contribute to classification accuracy
assessment. Under most circumstances for a given image, training set, and classifier, the
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more pixels which are left undefined, the higher the measured classification accuracy.
For this reason, classifiers which are forced to classify all pixels will results in lower
measured classification accuracy. During supervised classification a balance must be
struck between an acceptable number of unclassified pixels and the introduction of higher
misclassification rates.
The information available to traditional classifiers, such as the one used in this
thesis, are limited compared to human interpreters. While human interprets can classify
pixels using the eight photointerpretation keys (Avery and Berlin, 1985), their computer
counterparts commonly use only one key, tone.
7.2 Assessing ClassificationAccuracy
Many different approaches to classification validation have been presented in
remote sensing literature. The techniques are usually implemented with a particular
application in mind for the data set (Janssen and Van derWei, 1994). Almost always,
accuracy assessment consists of two steps: generating a confusion matrix and calculating
an accuracy metric from that matrix. There are many variations of both steps. Several
methods for gathering data to generate confusion matrices are presented in 7.3 and
several accuracy metrics are defined in 7.4.
In the context of accuracy assessment of class maps, an error of commission refers
to the classification of a pixel to a class in which it does not belong. An error of omission
is committed by failing to assign a pixel to a class in which it rightfully belongs. There
are several other terms which are used which correspond to these same types of errors.
These terms often relate to the field in which the class map will be used. For example the
defense industry often uses the terms false alarms and misses when referring to errors of
omission and commission respectively.
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p(y
= Ylx = X) ; X,Ye{A,B,C} (7-1)
Where: x is the true class,
y is the classification results and,
A, B, C are class categories.
Figure 7-1 is a contingency diagram illustrating the probabilities a classifier will
make different types of errors. The pixels on the left are categorized into the classes A,
B, and C on the right by the classifier. The variable x is the true class and y is the class in
which each pixel is classified. For instance, the probability that a pixel which is really
from class A will be classified as class C is p(y=Clx=A). This conditional probability
approach will be used by some accuracy metrics.
A> ? p(y=Alx=A)- poA
:a\ Classified as
Figure 7-1 Contingency Diagram
A more useful probability than the chance a pixel from a known class is misclassified
[p(y=Ylx=X)] is the chance that a classified pixel is classified correctly [p(x=Xly=Y)].
This probability can be found using Bayes theorem (Equation 7-2). Assuming proper
sampling of a valid reference source, all the needed terms can be taken from a confusion
matrix. Confusion matrices and the conditional probabilistic approach will be discussed
in the next section.
p(x = Xly = Y) =
p(y





Understanding the spatial orientation of errors could help determine the most
efficient method for measuring classification error. Spatial autocorrelation analysis has
indicated that class maps usually exhibit positive autocorrelation (Congalton, 1988). This
means errors are clumped or clustered together rather than randomly distributed
throughout the image. This fact has serious implications in that care must be taken in
selecting an appropriate sampling method for evaluation. Several common sampling
methods are discussed in 7.3.2 for this very reason. Accuracy assessment never results
in a definite figure ofmerit but rather an estimate of the overall classification accuracy of
which the confidence interval can be known. The exact accuracy cannot be know with
perfect confidence because confusion matrix reference data is known only for a finite
sample of the population of image pixels.
7.3 ConfusionMatrices
A confusion matrix is a square table indicating the classes to which pixels where
assigned and the classes to which they should have been assigned. Different authors have
referred to them as error, contingency, evaluation, misclassification, and accuracy
matrices or tables. There are two types of confusion matrices, the sample and the
population confusion matrix. The farmore common type, sample confusion matrices, are
constructed from only a sampling of pixels from the class map being verified. Population
confusion matrices are tables in which all the class map pixels are accounted for. In this
study, population confusion matrices were generated using synthetic image information as
a reference source. Accuracy metrics calculated using a sample confusion matrix are
based on incomplete sampling and will have a corresponding uncertainty. Metrics
calculated using a population matrix are exact measurements and do not therefore have a
confidence interval. Population confusion matrices are virtually impossible to generate
under normal circumstances.
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Several sampling methods exist for gathering data which can be used to generate a
sample confusion matrix. These methods are divided into six distinct types and presented
in 7.3.1 and 7.3.2. Each pixel from the sample is then placed in the appropriate row
and column of the matrix. Traditionally, reference data is placed in columns and
classification results are place in the rows. This means the value in the matrix column
corresponding to the class category of the reference data set and row corresponding to the
class map category is incremented by one for each pixel location in the sample. The
matrix is discrete and is always square with sizeMxM, whereM is the number of class
categories. The numbers along the main diagonal of the square matrix indicate correctly
classified pixels while all off-diagonal elements are misclassified. The total number of
pixel counts in the confusion matrix is almost always limited by the size of the reference
sample. From this sample of pixels, the accuracy of the entire image can be
approximated. Ideally, the sampling method will select representative pixels and the
sample will serve as an unbiased estimator of the entire image. This is often not the case
and results are often skewed for reasons which will be discussed later in this section.
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Figure 7-2 Sample Confusion Matrix
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Categorical data analysis is used to analyze contingency tables such as confusion
matrices. Several categorical data analysis methods, accuracy metrics in this case, will be
presented in 7.4. Square categorical data of any type often has two noteworthy
properties (Agresti, 1990). First, they often exhibit a symmetric pattern about the main
diagonal. In the case of confusion matrices this is due to confusion which arises during
classification from two class which are spectrally similar. During classification if a
classifier frequently misclassifies a pixel of class A as class B there is also a high
probability that the same classifier will frequently misclassify a pixel of class B as class
A. This phenomena results is symmetry about the main diagonal. The second property is
largely caused by this occurrence. The two marginal distributions frequently differ
















Figure 7-3 Probabilistic ConfusionMatrix
A sample 6x6 confusion matrix is shown in Figure 7-2. The reference and
classified categories are list along the top and left side respectively. It should be noted
that researchers have several names for these categories. Classified data is sometime
known as predicted, evaluated, interpreted, or observed data and reference data is
sometime called verified, identified, known, or truth data. The values along the far right
column and bottom row are the row and column marginals. The sum of all the values in
the matrix is equal to the total number of pixels in the sample size, that is, all the pixels
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being evaluated. This value (256) is indicated in the upper left hand corner of this matrix.
The summation of the values along the diagonal of this matrix (200) has been posted in
the lower, right hand corner. This is the total number of elements properly classified.
It is often useful to use a probabilistic interpretation of a confusion matrix as
shown in Figure 7-3. In this case, pixel counts are replaced by conditional probabilities
of occurrence. This means the p(y=Alx=B) is the conditional probability that a pixel is
classified as class A given the fact that the pixel truly belongs to class B. These
probabilities are found by simply dividing the pixel counts in each category by the matrix
wide sum (N). The marginals are replaced by the proportion of each class. For example,
p(y=A) is the probability that a pixel in the sample being evaluated was classified as class
A. All the conditional probabilities, in addition to the row and column probabilities, each
sum to unity. Several sampling methods, for obtaining reference data, will be discussed
below.
7.3.1 User Selected Reference Data
User selected reference is a type of reference which is collected by an image
analyst. The analyst select not only the location of the regions to verify but also their size
and shape. With this type of sampling, large polygons are usually selected over areas of
the image which the analyst deems homogeneous. In most implementations, selection of
user reference is accomplished within a graphical user interface (GUI) where the analyst
selects the endpoints of polygon vertices. Two types of user selected reference are often
encountered, dependent and independent data sets.
7.3.1.1 Dependent Data Sets
The first sampling method involves the use of a dependent data set. With this
method the polygons of contiguous pixels, which were originally used to train the
classifier, are used to evaluate the accuracy of the resulting class map. The confusion
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matrix is then gathered by determining whether the class of each pixel in the training
polygons matches that of the class map. This method is the easiest and also the least
trusted. This type of accuracy assessment can even be automated so a classifier returns its
own classification accuracy, without supplying any additional information.
The results obtained will almost always overestimate the true accuracy of the
classifier. There are several reasons for this. The training regions designated by a user
are usually selected because they are some of the most homogeneous class areas in an
image. Using the dependent data set assesses the accuracy only in these relatively
homogeneous areas. More heterogeneous areas, where the classifier is more likely to err,
are neglected altogether. This high correlation leads to the overly optimistic confusion
matrix inherent to dependent data set evaluations. In addition, because the classifier is
trained on the dependent data it has the highest accuracy in this region. Iterative
classifiers, such asMystic, actually use dependent set accuracy as a feedback
mechanism into the classifiers. The true information content conveyed by each pixel in
dependent data is less than it would be otherwise because the majority of the pixels are
contiguous. Contiguous pixels are highly correlated with respect to class membership
and classifier error. Optimistic bias in reference data is further discussed in 8.1.
Even though dependent skewed reference data is generally accepted to be
inaccurate, it is still used by many researchers (Franklin andWilson, 1992; Bauer et al,
1994; Nageswara Rao andMohankumar, 1994). It is still used because it is convenient
and many smaller project cannot handle the cost or time requirements ofmore rigorous
verification efforts.
7.3.1.2 Independent Data Sets
The second method is similar to the first but it uses an independent data set of
polygons. With this technique the user designates a second set of polygons, independent
of the training regions, which correspond to samples of each class. The confusion matrix
is then generated in the same manner as the dependent set technique except the
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independent regions are used. This method is not as biased as the previous because the
regions are not correlated with classifier training. However, correlation is still a problem
due to the use of contiguous pixels. When selecting independent data sets, care should be
taken on the part of the user to avoid image areas which were used to train the classifier.
Independent data sets, like dependent sets, do not yield accurate a priori class
probabilities. While this sampling technique has less bias, it is also more time consuming
because a second set of polygons is needed.
7.3.2 Random Point Sampling
Confusion matrices are constructed by taking pixel samples from a population of
image pixels. For reasons of practicality, the accuracy of all the pixels in an image cannot
be verified, with the exception of synthetic imagery. If reference data is already known
about every pixel in the image then classification would be pointless. Confusion matrices
are usually generated by spot checking pixels with various methods using different
sampling to select pixel locations. Many different techniques of spot checking have been
utilized by the remote sensing community. Some studies have used a helicopter to
physically visit predetermined sites and visually verify landcover while other efforts have
employed an aircraft and used a video recorder to capture ground cover information
(Szajgin et al, 1982; Marsh et al, 1994). By far, the most common technique for
verifying ground cover is visual interpretation of aerial photographs. This widely
accepted method utilizes a trained observer to categorize ground areas for use as
reference data. Identification of objects in a scene is based on human recognition
employing the nine interpretation keys: pattern, tone, texture, shadow, site, shape, size,
association, and resolution (Avery and Berlin, 1985). Human interpretation is often aided
by viewing stereoscopic image pairs which can provide further spatial cues. Human
interpretation of aerial photographs has proven to be a highly accurate process.
However, before photointerpretation or physical verification can be done, the
location of the samples must be predetermined. Many techniques have been employed to
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determine the location and number of pixels to be sampled. If any sampling technique
selects a pixel which a classifier has left undefined then this pixel is not used and another
pixel is selected in its place. Random verification is usually accomplished the quickest if
sample locations are first sorted by location. This aids the analyst in quickly identifying
familiar ground cover. There are several common sampling techniques such as simple
random sampling, stratified random sampling, clustered sampling, systematic sampling,
and stratified systematic unaligned sampling (Congalton, 1988).
7.3.2.1 Simple Random Sampling
Simple random sampling refers to selecting single pixels at random such that each
pixel has an equal chance of being selected. This type of sampling can be used with or
without replacement. If replacement is used a single pixel in the population image could
be selected more than once.
7.3.2.2 StratifiedRandom Sampling
Stratified random sampling is a popular technique which ensures small classes,
which might have been missed by truly random sampling, are represented in the
confusion matrix. With this technique a priori knowledge about the image population is
used to divide the image into non-overlapping subpopulations, or strata, for each class
category. Random, single pixels, samples are then taken from each strata. This sampling
method is popular due to several beneficial properties. First and foremost, all class
categories can be sampled a sufficient number of times while maintaining a tractable
number of total samples. A user might also only be interested in a single class. With
stratified random sampling, accuracy assessment can be performed on that single class by
only sampling that single strata.
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7.3.2.3 Clustered Random Sampling
Clustered sampling is the same as simple random sampling except rather than a
single pixel, a group of pixels in one area is selected. While this technique is statistically
inferior to completely random sampling it is commonly employed due to logistical
limitations. With simple random and clustered sampling the same amount of samples can
be generated while visiting far fewer sites with the latter.
The first group to employ clustered sampling, for the purpose of assessing digital
classification accuracy, was the U.S. Geological Survey's EROS Data Center in 1976
(Linden and Szajgin). This approach is considered an efficient means of determining the
constituent class of image pixels when undertaking physical identification. The majority
of expense incurred in any type of physical identification takes place while traveling to
and locating the regions of interest. The cost of data acquisition, once at the appropriate
site, is trivial in comparison. For this reason, with clustered sampling, after traveling to
the region of interest, several samples in close proximity are taken. Several samples are
then taken in aggregate to form the minimum mapping unit. This technique then avoids
the marginal expense of additional transit to another remote site, in effect reducing the per
sample cost. The advantage of cost savings with this method of sampling is moderated
by a major disadvantage associated with it. From a statistical standpoint, additional
samples are advantageous because they decrease the associated confidence interval of an
approximation. However, while this technique can obtain more samples for a fixed cost,
the samples are not completely random as our statistics assume. This problem is further
aggravated by an observation noted in 7.2 and later discussed in 8.1. Errors in class
maps, as indicated by Congalton (1988), often exhibit strong positive spatial correlation.
Clustered samples are therefore not independent random samples, an assumption ofmany
accuracy metrics, due to the high correlation between samples in close proximity.
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7.3.2.4 Systematic Random Sampling
Systematic sampling is a method whereby single pixel samples are taken from
locations at equally spaced intervals over the entire image. First the location of the
starting point, or first sample, is selected at random and the spatial interval is specified by
the user. Each successive sample is taken at a fixed interval thereafter. Systematic
sampling is used to ensure that a spatially uniform spread of samples are taken over an
entire image and to preclude the chance that a spatial isolated area is overly represented in
the measured accuracy metric. Systematic sampling is statistically flawed in that the
selection procedure implies that each unit in the image population has an equal chance of
being included in the sample (Congalton, 1988). Large systematic biases can be
encountered with this technique if the image contains any periodicity.
When validating classification results the minimummapping unit (MMU) is often
larger than a pixel size in the classified image. MMU refers to the smallest area visually
interpreted on a reference image. In some studies, the MMU is selected to have
dimensions of some significance inherit to the application at hand. For example, the U.S.
Department ofAgriculture Forest Service has usedMMU's defined to be the size of
individual illuminated tree crowns when assessing the accuracy of tree species
classification (Thomasson et al, 1994). The principal sampling unit (PSU) is similar to
theMMU. The PSU refers to the smallest area used to train a classifier. In some cases,
where a dependent data set is utilized as reference data, the PSU is the same as the MMU.
The binomial probability density function can be used to model the expected
number ofmisclassification occurrences (omission and commissions) from a given
sample size. With a class map of accuracy p there will be a probability/of observing y
misclassifications given a n pixel sampling size.
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Where: n = sample size,
y
= number ofmisclassifications, and
p
= true map accuracy.
Using the binomial distribution to approximate sampling is statistically valid only
when independent random samples are taken. This technique is not appropriate when
samples are not taken at random such as the dependent and independent data sets
described in 7.3.1.1 and 7.3.1.2. This type of sampling introduces bias and systematic
error. Other researchers have instead employed the normal distribution as the large
sample approximation to the binomial (Rosenfield andMelley, 1980). These
distributions can be used to determine the number of samples required to achieve a
desired confidence interval. The binomial approximation is not necessary when using
synthetic imagery because reference data is available for the entire image population, not
just a finite sample.
7.3.3 Synthetic Imagery Verification
In this study synthetic imagery was used to evaluate the performance of the
sampling techniques and accuracy metrics. Verification was done in two ways, from a
small sampling and with the entire image population. The sampling techniques will be
used with synthetic material map as the reference source. A sample confusion matrix will
then be generated from this data in the normal fashion. A population confusion matrix
will also be generated from all the pixels in the image using the material map as the
reference source. The error metrics calculated from these matrices, found in the
appendix, are exact measurements and have no confidence interval. In Figure 7-4 the
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material map is shown on the far left, theforest scene in the middle, and the regions used
to train the classifiers on the far right.







Figure 7-4 Classification and Verification of Synthetic Scene
DIRSIG provides a series of debugging images with each synthetically generated
image. These images are normally used for solving problems or better understanding the
resulting synthetic image. In this project the material map debug image was used to
determine the exact composition of each pixels. Converting the DIRSIG material map to
accuracy assessment reference data required two main steps. First the DIRSIG materials
were mapped to the categories that had been chosen for supervised classification.


















Figure 7-5 Mapping ofDIRSIGMaterials to Class Map Categories
65
The second step was an operation to compensate for the convolution
and
down-
sampling that were used to covert the DIRSIG radiance field into the final forest
scene.
The mode, the observed material with the highest observed frequency, was taken from a
3x3 window run across the entire material map. The result of this operation was posted
in a new image one third the size of the material map. This new image was the reference
map. Next, the window was moved 3 pixels and the process was repeated. When ties of
the mode operation were encountered, the window was expanded to 4x4 and the mode of
this window was used. The window was expanded until there was no tie. Due to the size
of the window, the edges around the reference map were cut off, the same as the forest
image.
7.4 AccuracyMetrics
Ideally, classifier performance or class map accuracy could be summarized with a
single, intuitive metric. This ideal metric would not over or under estimate the true
accuracy and it would account for all types of error. Unfortunately, the ideal metric does
not exist. Several metrics will be presented in this section which use only a confusion
matrix and categorical data analysis to estimate classification accuracy. Errors in the
confusion matrix will lead to poor results from any metric. There are two distinct types
of accuracy metrics. The first, and most common type, are overall image metrics. They
result in a single number which estimates the accuracy of the entire image and all classes.
The second type are the single class metrics. These metrics provide estimates of the
accuracy for each class. All accuracy metrics are estimators of a true value. As such, the
have a degree of uncertainty which is usually expressed as an interval with a specified
level of confidence.
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7.4.1 Uncertainty ofEstimates and Confidence Intervals
All classification accuracy metrics provide a single number estimate as an
indication of their quantitative assessment whether it is for a specific class or the entire
image. Each of these metrics has a corresponding variance associated with it. Reporting
the appropriate confidence interval is therefore an essential part of reporting results of this
type. The confidence interval is a range of the metric values which has a fixed probability
of containing the true value. As a side note, the confidence intervals reported in remote
sensing literature is almost exclusively due only to incomplete sampling of a population.
There are, in fact, many other sources of error which are typically not accounted for such
as human error in photointerpretation and biased sampling.
N~(0,1)
^a/2 La/2
Figure 7-6 Standard Normal Density
The first step is finding the confidence interval is deciding on the desired
confidence. A typical value is 95% which will be used for the examples for each metric.
This probability is denoted by 1-a. The corresponding z-score (Za/2) can then be found
from a table of the standard normal density. Table 7-1 summarizes several commonly
used confidence intervals.
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Table 7-1 Confidence Interval Z-Scores
1-a 0.80 0.85 0.90 0.95 0.99
za/2 1.28 1.44 1.64 1.96 2.58
Finally, the confidence interval can be found by using Equation 7-4.
xzal2a (7-4)
Where: x = metric value,
za/2
= z-score , and
a = metric standard deviation.
This formula assumes a large sampling of at least 200 points.
7.4.2 Image WideAccuracyMetrics
Below are all of the popular accuracy assessment metrics. Each of the metrics
will be described along with any underlying assumptions. The formula of the metric with
the appropriate variance will be given as well. Finally a numerical example, with the
confidence interval, will be calculated for each metric from the sample confusion shown
in Figure 7-2.
7.4.2.1 SimpleAccuracy
The simplest and most easily understood metric for indicating classification
accuracy is the Simple accuracy metric (P0) given in Equation 7-6. Often known as
Proportion of pixels Correctly Classified (PCC) (Veregin, 1989) it is found by taking the
ratio of correctly classified pixels to the total number of pixels in the confusion matrix.
The number of correctly classified pixels is found by taking the summation of all the
pixels along the diagonal from the upper-left to lower-right corners of the confusion
matrix. The metric is equally as easy to interpret. It is the probability that any pixel in
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the sampled set, selected at random, will be properly classified. As a true probability
it
has a minimum value of 0.0 and a maximum value of 1.0. The total number of pixels in a
confusion matrix (N) is found by:
M M
N = llx.. (7-5)
;=U=i ij
Where: M is the number of classes, and









The variance of percent correct metric (P0) is found by:
c2[P0] = j^P0(l-P0) (7-8)
While the percent agreement metric is a simple and intuitive measure of
agreement, it does have an important disadvantage. The percent agreement metric
overestimates thematic map accuracy because it does not account for the proportion of
agreement between the classified and reference data sets that is due to chance agreement
alone (Congalton andMead, 1983; Congalton et al, 1983). The other metrics presented
in this section attempt to correct for this shortcoming but use the Simple accuracy as a
basis.
A sample calculation is shown below for the confusion matrix Figure 7-2. The
percent agreement metric is evaluated and the appropriate variance is found. This
information is also used to find the resulting 95% confidence interval.
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The percent agreement metric using Equation 7-6:
Pn = ^T^U 1+92+1 8+16+5+28) = 0.781 = 78.1%
The percent agreement variance using Equation 7-8:
2[PJ = ^77 0.78125 (1-0.78125) =
6.68xl0~4




Weighted Accuracy (Equation 7-9) is similar to the Simple accuracy but each
class category is weighted equally. The result is the average percent accuracy of all the
classes assuming all classes are considered equally important. This value can be larger or
smaller than that of the Simple accuracy. The Weighted accuracy metric has not been as
widely used as other metrics in the remote sensing literature. Under certain
circumstances theWeighted accuracy could provide more accurate results than the simple
percentage. The Simple accuracy metric assumes that the proportion of reference pixels
(column marginals) in a certain class is representative of the true proportion in the image.
Using stratified random or user selected sampling methods this may not be the case. If a
class if poorly classified, and over represented in the reference set, the Simple accuracy
metric will underestimate the true accuracy. The Weighted accuracy, in cases where the a






Where: '+ 'represents a summation over that index.
The confidence interval for theWeighted accuracy metric can be derived by first
letting X, be equal to the true number of properly classified pixels in a sample of n pixels
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Where: ,- is the number of pixels in class i, and
P, is the proportion of properly classified pixels.
The true portion of properly classified pixels in each class (P,) can be estimated using the
Producer's accuracy (P. ) . The Producer's accuracy will be discussed in greater detail









x+i the column marginal.




Next, we may find the distribution of the Producer's accuracy by the DeMoivre-Laplace
limit theorem approximation of the binomial distribution by the normal distribution
(Equation 7-13).
X
P. = ^- ~ N
n,
'p /P,d-P,)
V V i J
(7-13)
This result indicates that the Producer's accuracy will have a standard deviation given by:
P,(l-P,)
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Assuming that each of the Producer's accuracies are independent, the distribution of their























We again rely on the fact that the true proportion of properly classified pixels in each
class is closely approximated by the ratio of the diagonal element to the column sum of
the corresponding confusion matrix column (Equation 7-16). Substituting this relation









A sampleWeighted accuracy calculation is shown below for the confusion matrix in
Figure 7-2.





= 0.743 = 74.3%
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Kappa Coefficient ( k ) was first derived by Cohen (1960) as a measure of the
agreement between categorical data from psychological testing. The Kappa coefficient
was later introduced to the remote sensing community as a statistical measure of
classification accuracy by Congalton et al (1980). In recent times the Kappa statistic has
received a lot of attention and become the defacto standard metric for the approximation
of classification accuracy assessment. It is a categorical data analysis index of agreement
between two data sets when chance agreement is a concern.
In the past several published papers have made errors in the formulation of the
Kappa statistic and the large sample variance (Hudson and Ramm, 1987). Several
numerical errors have been published as well to add to the confusion. The correct
formula for the Kappa statistic is given in Equations 7-18 and 7-19. These Equations are
the two most commonly presented forms of the statistic and are algebraically equivalent.
The former is usually found in mathematical publications while the latter is normally used
for numerical calculations.
Unlike the percent agreement metric, the Kappa coefficient attempts to account
for chance agreement by incorporating all marginal distributions of the confusion matrix
(Cohen, 1960). However, Foody (1992) has shown that without modification Kappa
overestimates this proportion of agreement due only to chance (Pc) and therefore




* = -** ^ (7-19)
Where: N is the number of pixels in the matrix,
M is the number of classes,
Xj+ the row marginal,
x+t the column marginal, and







term ( Pc ) is the proportion of pixels which agree due to chance.
i M
P=7-Iv+i (7-20)
The row marginals (xi+) can be found using Equation 7-21.
M
7=1
The approximate large sample variance of the Kappa statistic is given by Equation 7-22.
Two separate variables (Equation 7-23 and 7-24) are used to simplify the equation.
n
~ 1 PAl-V. 2(l-P.)(2P,Pt-a,) (l-i>0)2(a,-4/>t!)
( 7-22)(1-PC)2 (1-PC)3 (1-PC)4
P0 was defined in Equation 7-6 to be the proportion of pixels laying along the matrix
diagonal. That is, the percent of pixels properly classified. With perfect agreement this








A sample Kappa coefficient calculation, using the first Equation (Equation 7-19),
is shown below for the sample confusion matrix in Figure 7-2.
- 256(41+92+18+16+5+28)-(57-57+1051 11+23-20+25-20+141 1+32-37)
k = 5 = 0.703 = 70.3%
2562
-(57-57+105-11 1+23-20+25-20+141 1+32-37)
Pr = 5-(57-57+ 105-lll+23-20+25-20+14-ll+32-37) = 0.2625c
256
a, = r[4l(57+57)+92(l05+lll)+18(23+20)+16(25+20)+5(l4+ll)+28-(32+37)] = 0.4287
256
a, = ^(810569+4727475+57638+37584+69382+166368) = 0.3502 2563









The 95% confidence interval of k = 0.703
(l.96)Vl.20xi0-3
= (0.635,0.771).
7.4.2.4 Brennan and Prediger's Kappa
Brennan and Prediger's Kappa coefficient ( kn ) was introduced by Brennan and
Prediger (1981) for measuring the agreement between two data sets which accounts for a
process but neglects chance agreement. This categorical data analysis metric was
originally used for studies of reliability and validity. This modified Kappa statistic was
introduced to the analysis of confusion matrices by Foody (1992). The motivation behind
this new metric is the belief that the standard Kappa coefficient underestimates true
classification accuracy by over inflating the chance agreement term ( Pc ).
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The Kappa chance term (Equation 7-20) is appropriate when the marginals are
'fixed'
(Brennan and Prediger, 1981). Fixed marginals refers to circumstances were
marginal proportions are known to the classifier before classifying the pixels to classes.
In cases where the marginals are 'free', the Kappa chance term should be replaced with
the reciprocal number of classes (Brennan and Prediger, 1981). Marginals are considered
free when they are not known a priori to the classifier, as is the case for most classifiers.






Where: M is the number of class categories.
The Kappa magnitude of the Kappa chance term ( Pc ) includes both chance
agreement and actual classifier agreement. However, the new chance term, reciprocal
number of classes, includes only chance agreement. With this new term the Brennan and
Prediger's Kappa coefficient ( kn ) is a measure of the portion of properly classified pixels
due only to classifier performance assuming the marginals are free. As such, the
modified Kappa statistic usually results is a larger percentage of agreement than does the
standard Kappa coefficient.
The variance of the Brennan and Prediger's Kappa coefficient ( kn ) can be found
using Equation 7-26. It is the same as the Tau variance (Equation 7-32) but the random
agreement (Pr) term is replaced by the reciprocal number of class categories.
P (l-P )
Below is a sample Brennan and Prediger's Kappa coefficient calculation with the
appropriate 95% confidence interval for the sample confusion matrix data in Figure 7-2.
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The Tau coefficient (7), first introduced by Klecka (1980), measures the
improvement in chance agreement between two data sets over random assignment.
Recently, the Tau statistic has been applied to classification accuracy assessment byMa
and Redmond (1995). It is their contention that this metric can address some of the
disadvantages of other statistical metrics, particularly the Kappa coefficient. The
proposed advantages over Kappa include better adjustment of percent agreement, simpler
to calculate, and clearer to interpret (Ma and Redmond, 1995). Other authors as well




Where n, is the a priori marginal distribution of the reference data. In other words ntIN is
the a priori probability of class membership. While the true value of Pr is found by using
Equation 7-28, in practice it is often calculated using Equation 7-29. The latter equation
assumes that the column marginals ( x+i ) are representative of the entire image class
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proportions. This means a random sampling method is required to generate a
confusion
matrix to be used with the Tau coefficient.
i M
Pr=^rl^ (7-29)
In the special case where the a priori marginal distribution (,-) is the same for all classes









Substimting the special case of Pr (Equation 7-30) into the standard Tau coefficient






This equation is the same as the Brennan and Prediger Kappa coefficient
(Equation 7-25). In this form, as the number of classes (M) increases the metric will
approach the Simple accuracy metric. Both formulations of the Tau coefficient are
measurements of the improvement of a classifier over the random assignment of pixels to
any class. This quantitative measure has only recently been applied to questions of
classification accuracy and is therefore yet to be widely utilized or analyzed by the remote
sensing community.
From Equation 7-8 the variance of Simple accuracy (P0) is already known and the
random agreement (Pr) is a constant so its variance is zero. The random agreement
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parameter is treated as a constant because it is independent of the confusion matrix and








Below is a sample Tau coefficient calculation with the appropriate 95%
confidence interval for the sample confusion matrix data in Figure 7-2.




















Often the accuracy of an individual class is desired. A metric of the total map
accuracy, derived from all the elements in the confusion matrix, gives no indication of the
accuracy of any one specific class. Nor does this single metric give any information
about the class distribution of the accuracy. Classes frequently exhibit drastically
differing accuracies (Story, 1986) and combine to produce misleading overall accuracy
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metrics. Single class metrics can point out specific problems in a class map, and lead to
improved accuracy by indicating which classes should be retrained. Clearly, no single
metric could ever fully characterize the quality of a product map due to the lack of
information about individual category accuracies.
7. 4.3. 1 Producer'sAccuracyMetric
The simplest, and most commonly used, metric for representing the accuracy of a
single class is known as the 'Producer's accuracy'. The Producer's accuracy (Ap[i]) is
defined in Equation 7-33. It is calculated by dividing the number of correctly classified









jc+,- the column marginal.
The resulting probability indicates the chance that a randomly selected reference pixel
will be correctly classified for the given class. This measures errors of omission because
pixels which have not been correctly classified have been omitted from the correct
category. This metric is known as the Producer's accuracy because the producer of the
classified image is interested in how well a specific area in a scene can be mapped (Story,
1986).
The variance for the Producer's accuracy can be found using Equation 7-34.
o2[A,(i)] = -^A,[i](l-A,[i])
Where: N = x+i and AD [i] =
x+i
.2




A single misclassification results in a pixel being omitted from the proper class
and inadvertently committed into another class. The 'User's
accuracy'
(Au[/]) metric, also
known as 'reliability'(Congalton,1985), is a measure of the probability of an error of
commission in a single class. It is calculated by dividing the number of properly
classified pixels (diagonal elements) by the total number of pixels classified in that class
(row marginal). The resulting quantity is the probability that a pixel from a classified
image actually represents that class in the scene. This metric is so named because map




The variance for the User's accuracy can be found using Equation 7-36.
a2[Au(0] = ^Au[z](l-Am)






Below are sample calculations of the Producer's and User's accuracies for the
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[31== 0.900= 90.0% A [3] = = 0.783 = 78.3%
16 16
Ap [4]
= = 0.800 = 80.0% Au [4] = = 0.640 = 64.0%
5 5
Ap [5]
= = 0.454 = 455% Au [5] =
-
= 0.357 = 35.7%
28 1c\
Ap [6]
= = 0.757 = 75.7% A [6] = = 0.7 19 = 7 1.9%
Examples of the User's and Producer's accuracies confidence intervals for the
second class are given below.
The Producer's accuracy variance, using Equation 7-34:
2 92 / 92 \ _3
a [AD(2)] = rl- =1.28x10
p 1112 V 111/
The 95% confidence interval of A [2] = 0.829 +
(1.96)Vl.28xl0-3
= (0.759,0.899).
The User's accuracy variance, using Equation 7-36:
92 / 92, _3
T 1 = 1.03x10
1052
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Most of the sampling methods and accuracy metrics which have been discussed
suffer from systematic error. This bias has a direction and magnitude. While the
direction is often fixed for a given method, there are ways of decreasing its magnitude. A
user cannot avoid bias in accuracy assessment due to a variety of real world reasons.
What is needed is a strategy for minimizing bias, or at least for balancing optimistic and
conservative bias.
8.1 Optimistic Bias
Optimistic bias refers to accuracy assessment methods which result in metrics
which overestimate the true classification accuracy. Many methods for assessing
classification introduce an optimistic bias but careful treatment can minimize their
magnitude. An important step in minimizing optimistic bias is not using training fields or
areas near training fields for accuracy assessment. Using dependent data sets, or the
selection of reference data that is somehow related to the training data almost always over
inflates the measured accuracy (Hammond and Verbyla, 1996). Optimistic bias also
commonly results from the restriction of sampling to pixels that are relatively easy to
classify. For example, this occurs by selecting relatively homogenous pixels which lie in
the center of iso-class regions (Irons et al, 1985).
8.2 ConservativeBias
Conservative bias refers to accuracy assessment methods which result in metrics
which underestimate the true classification accuracy. There are several common sources
of conservative bias, many ofwhich can be avoided. If any class assignment error exists
in the reference data then the classification accuracy will appear more in error than it
really is. Errors in reference data can occur from any class changes due to temporal
83
offsets between verification and classification. Reference data collection is also open to
positional errors due to misregistration which is inherent between the reference and
classified data. Another difficulty in obtaining accurate reference data is the difference
between the pixel size of the classified image and the minimum mapping unit of reference
polygons derived from aerial photography/video data.
Verbyla and Hammond (1995) have analyzed parameters which will lead to
metrics that underestimate the true accuracy of class maps derived from various space
based sensors. The two parameters of interest were misregistration and the difference in
size betweenMMU and the pixel size in the classified image. These factors are relevant
when the confusion matrix is generated using reference data collected from a second
image, usually an aerial photograph from an underflight. First the effects of
misregistration were analyzed using a SPOT HRV image. The scene was classified using
an ISODATA procedure. The classified image was copied and the copy was shifted by
one pixel to simulate misregistration. A confusion matrix was then constructed using the
classified image as the classified data and the shifted copy as the reference data. This
procedure simulates a perfectly classified image with no interpretation error but a small
amount of introduced positional error. Shifting in each of the four directions resulted in
Tau accuracy values between 64 and 85 percent. Clearly, the accuracy should have been
100 percent but the accuracy was significantly underestimated due exclusively to a single
pixel shift. The same procedure was repeated on a Landsat-TM image with similar
results. The effects ofMMU were also measured. Two copies of the classified image
were used to simulate a perfectly classified image with a perfectly coregistered reference
image. It was found that as theMMU was increased from one to five times the pixel size,
the accuracy ranged from 90 to 48 percent respectively. It was also determined that as the
number of class categories is increased, the estimate of classification accuracy will
become more conservative. This result is important because it further reinforces the need
for careful interpretation of classification accuracy metrics. The measured accuracy will
often depend on the number of class categories, as well as other factors, in addition to the
84
true classification accuracy. For example, when comparing two class maps of equal
accuracy the measured accuracy of the map with more classes will be lower if any
misregistration is present.
8.3 ConfusionMatrixMarginalDistribution Scaling
In general, when user selected polygons are utilized as the reference source for
accuracy assessment, the size of each polygon is not representative of their true
abundance. For example, small reference polygons are often selected for relatively large
members. The same is true for reference data collected by stratified random sampling
where relatively small class categories are sampled in disproportionately high numbers.
However, the accuracy of the Simple, Kappa, Brennan and Prediger's Kappa, and Tau
coefficients are contingent upon the proportion of reference samples in each class being
the same as their true relative distribution. While the true relative class abundance cannot
be known without verification by rigorous, truly random sampling, it can be closely
approximated by using the post priori probability distribution after classification. In the
context of this thesis, the term post priori probability will be referring to the proportion of
pixels in each class of the final class map. The a priori probability will refer to the true
class probability of the original image. Confusion matrix marginal distribution scaling by
class map postpriori probabilities can result in more accurate accuracy assessments
based on reference data from dependent, independent, and stratified random sampling.
The column marginals of a confusion matrix correspond to abundance of each
class category in the reference data. Ideally, these values should be exactly proportional
to the true abundance of each class category in the original image. If the final class map
abundance is used in place of the truth, the desired confusion matrix marginals can be
approximated. This scaling can be accomplished through matrix multiplication of the
original confusion matrix by a diagonal matrix with the appropriate scaling coefficients
(a,) along the diagonal as shown in Figure 8-1.
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Figure 8-1 ConfusionMatrix Marginal Scaling
The values of the scaling coefficients can be found using Equation
8- 1 . These
coefficients simply scale all the elements along the respective columns of the confusion
matrix. The values obtained for a, can range from zero to infinity. The final scaled





Where: a, is the confusion matrix scaling coefficient for column i,
PDFc(0 is the probability distribution function of the class map, and
PDFr(z') is the probability distribution function of the reference data.
To determine the values of the scaling coefficients, the discrete probability distribution
functions (PDF) of the class map (Equation 8-2) and the reference data (Equation 8-3)
must first be found. It should be noted that what is referred to as discrete probability
distribution functions in this thesis are often known as probability mass functions in more
formal contexts. The class map PDF, also known as the post priori probability
distribution, is found by normalizing the image wide histogram. Pixels which are left




Where: c, is the total number of pixels in the class map belonging to class i,
H is the total number of class map pixels, and
U is the total number of undefined pixels in the class map.
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The reference data PDF is found by simply dividing the column marginals by the total




Where: x+i the column marginal, and
N is the number of pixels in the matrix.
Like all PDF's, the class map and reference PDF's should sum over all classes (Equation
8-4) to exactly one.
M
XPDF(/) = 1.0 (8-4)
;=i
Confusion matrix marginal distribution scaling is useful in cases where the class
distribution of the reference data is different from that of the true distribution. It assumes
that the class map probability distribution is at least, a more accurate estimator of the true
class distribution than the reference marginals. Scaling a matrix which utilizes randomly
sampled reference data will not result in a gain, but can introduce unnecessary error.
However, with non-proportionally sampled reference data, matrix scaling will obtain a
more accurate assessment. Unlike normal accuracy assessment, this technique requires
more information than just a confusion matrix. The final class map is also needed to
determine its histogram. However, the class map must already be available to generate
the confusion matrix. Marginal distribution scaling is convenient and lends itselfwell to
automation because no additional input is required from the user.
Multiplication of an entire confusion matrix by a constant does not change the
value of any accuracy coefficient calculated based on that matrix. It does, however,
change the value of the confidence interval of any metric. Scaling by value greater than
one reduces the range of a confidence interval at a fixed level of significance. Marginal
distribution scaling multiplies each column in a matrix by a different value. These values
are chosen in such a way (Equation 8-1) that the overall matrix sum is preserved. In this
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way, still assuming an adequate number of samples, the confidence intervals of the all
accuracy metrics are still valid. In general, column marginal distribution scaling will
change the value of the Simple, Kappa, Brennan and Prediger's Kappa, Tau, and User's
accuracy coefficient metrics. Scaling the columns has no effect on theWeighted or
Producer's accuracy coefficients. However, due to round-off error, theWeighted and
Producer's accuracy coefficient metrics often varied slightly between the scaled and
unsealed matrices. The more pixels contained in the confusion matrix, the less noticeable
this difference becomes.
8.3.1 Example ofConfusionMatrix Scaling
An example has been provided to demonstrate confusion matrix marginal
distribution scaling. Figure 8-2 is the class map for the example. It has dimensions 15 x
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Figure 8-2 Sample Class Map
The class map was then verified using stratified random sampling with an equal number
of samples in each strata (M) for a total of 24 samples (iV). The resulting confusion
matrix is shown in Figure 8-3. The original class map and the number of accuracy
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17 I Coniferous Deciduous Scrub Concrete Road Sand
4^4 4 4 4 4
Coniferous 3 1 0 2 0 0 6
Deciduous 0 2 0 0 1 0 3
Scrub 0 1 4 1 0 0 6
Concrete 1 0 0 1 0 0 2.
Road 0 0 0 0 3 0 3
Sand 0 0 0 0 0 4 4
24
Figure 8-3 Confusion Matrix for Sample Class Map
The PDF's for the class map and reference data are then calculated. The PDF for the
class map is calculated based only on the pixels which were classified using Equation
8-
2. The PDF for the reference data is derived from the confusion matrix column marginals
using Equation 8-3. The results are shown in Table 8-1 and Table 8-2.








The scaling coefficients are then calculated using Equation 8-1. The results of this
calculation are also posted in the last column of Table 8-2.
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Table 8-2 Distribution of Reference
x+i PDFr(z) a,
1 4 0.167 0.406
2 4 0.167 1.391
3 4 0.167 1.362
4 4 0.167 1.072
5 4 0.167 0.812
6 4 0.167 0.957
Finally, in Figure 8-4, the original confusion matrix is multiplied by the scaled diagonal
matrix. The resulting matrix, however, is not comprised exclusively of integer values as
is the case with traditional confusion matrices. Integer values are not necessary to
evaluate any of the accuracy metrics or their confidence intervals.
(310200]
0.406 0 0 0 0 0 \ r 1.218 1.391 0 2.144 0 0
0 2 0 0 10 0 1.391 0 0 0 0 0 2.782 0 0 0.812 0
0 14 10 0 0 0 1.362 0 0 0 0 1.391 5.448 1.072 0 0
10 0 10 0
"
0 0 0 1.072 0 0 0.4060 0 0 1.072 0 0
0 0 0 0 3 0 0 0 0 0 0.812 0 0 0 0 0 2.436 0
0 0 0 0 0 4 0 0 0 0 0 0.957 0 0 0 0 0 3.828
Figure 8-4 Scaling Sample Confusion Matrix
If desired, the scaled confusion matrix can be rounded as shown in Figure 8-5. However,
rounding introduces unnecessary round-off error in the calculation of accuracy metrics.
The sum of the scaled matrix in Figure 8-4 is 24, the same as the original confusion
matrix. The sum of the rounded scaled matrix is 22. The source of this discrepancy is
















Coniferous Deciduous Scrub Concrete Road Sand
1 1 0 2 0 0
0 3 0 0 1 0
0 1 5 1 0 0
0 0 0 1 0 0
0 0 0 0 2 0
0 0 0 0 0 4
1 5 5 4 3 4 22
Figure 8-5 Scaled ConfusionMatrix for Sample Class Map
8.3.2 Kolmogorov-Smirnov Testing ofPost Priori Probabilities
The benefits of confusion matrix marginal distribution scaling by post priori
probabilities are contingent upon an accurate approximation of the true class distribution.
The Kolmogorov-Smirnov two-sample test was used to determine the fitness of class map
post priori probability distributions for this purpose. The Kolmogorov-Smirnov test is a
nonparametric statistic which verifies or rejects the hypothesis of equality between two
cumulative probability distributions. The synthetic images utilized in this thesis allow a
quantitative comparison between the two distributions of interest because the exact true
distribution is known.
The Kolmogorov-Smirnov test is a goodness-of-fit procedure which starts with
random samples from two unknown distributions and makes no assumptions about their
shape. For the purpose of testing the fitness of class map histograms for the estimation of
the true class distribution, both matched pair by class quantities are treated as discrete
PDF's. The true class distribution is known for the synthetic images. Next, the
cumulative probability function (CDF) of the class map and true distribution can be found
from their PDF's using Equation 8-5.
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I
CDF(i) = X PDF(*) ( 8_5)
x=l
The null hypothesis (Equation 8-6) for the Kolmogorov-Smirnov two sample test
states that two CDF's come from the same or identical populations with respect to
location and dispersion. In this case, this would indicate that the class map distribution is
a good indicator of the true class distribution. The alternative hypothesis (Equation 8-7),
that two CDF's differ, would indicate that the class map is a poor predictor of the true
class distribution.
H0: CDFc(i') = CDFt(0 for all values of i ( 8-6)
Hi: CDFc(0 * CDF-rO') for at least one value of i ( 8-7)
The two sided test statistic, used to accept or reject the null hypothesis, is given by
Equation 8-8. It is equal to the supremum, over all x, of the absolute value of the
difference between two cumulative distribution functions (Wayne, 1990).
D =Max[ ICDFc(jc) - CDFT(x)l ] for all values of x (8-8)
Table 8-3 lists the test statistic (D) threshold at which the null hypothesis is rejected at the
ninety percent confidence level for a given number of samples (n). In this case, the
number of samples corresponds to the number of classes.
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Source: Birnbaum and Hall, 1960
The Kolmogorov-Smirnov two sample, two sided test threshold can also be approximated
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with J-j= for sample sizes (n) of greater than forty at a ninety percent level of
significance.
When the test statistic is less than or equal to the value in the table, there is no
evidence to reject the null hypothesis, so the two samples are presumed to be from the
same distribution. Test statistic values greater than the table suggest rejecting the null
hypothesis in favor of the alternative.
Theforest scene, due to its synthetic nature, is ideally suited, along with the
Kolmogorov-Smirnov test, for testing the viability ofpostpriori probabilities as an
estimator of the true class probability distribution. The true class map probability
distribution is known for this special case, along with the post priori probabilities. Using
the Kolmogorov-Smirnov test, these quantities can be compared.
The postpriori probabilities were calculated for nineforest scene class maps,
from the Gaussian Maximum Likelihood, Rule Based Genetic Algorithm (Mystic), and
Fuzzy ARTMAP classifiers with image visibility's of 5km, 7km, and 23 kilometers. All
nine images originated from one synthetic scene, so they all had the same true class
probability distribution. In Figure 8-6, the post priori distribution of the GML classified,
23km visibility image [PDFc(z')] is compared to the true distribution.
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forest road grass metal water
Figure 8-6 Forest Class Probability Distributions
In Figure 8-6, the cumulative postpriori distribution [CDFC(/)] is compared to the true




Figure 8-7 Forest Class Cumulative Probability Distributions
From these cumulative distributions, the Kolmogorov-Smirnov test statistic (Equation 8-
8) was calculated. The test statistic was found by selecting the largest absolute difference
(Table 8-4) between the two cumulative distributions.
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Table 8-4 Calculation of Smirnov Test Statistic for Forest 23k GML Class Map
i CDFc(i) CDFT(i) ICDFr(0-CDFT(0l
1 0.621 0.522 0.099
2 0.696 0.574 0.122
3 0.951 0.981 0.030
4 0.967 0.984 0.017
5 1.000 1.000 0.000
For the GML classified, 23km visibility image the Kolmogorov-Smirnov test statistic (D)
is 0.122.
D =Max[ ICDFc(i) - CDFT(0l ] = 0.122
Since this value is less than the 0.600 threshold (Table 8-3) for 5 samples, there was no
evidence to reject the null hypothesis.
The same test was repeated for the other eightforest scene images. The results of
these tests are summarized in Table 8-5.
Table 8-5 Results of Kolmogorov-Smirnov Two-Sample Test
Mystic GML Fuzzy ARTMAP
5km Visibility CDFc(x)=CDFT(x) CDFc(x)=CDFT(x) CDFc(x)=CDFT(x)
7km Visibility CDFc(x)=CDFT(x) CDFc(x)=CDFT(x) CDFc(x)=CDFT(x)
23km Visibility CDFc(x)=CDFT(x) CDFc(x)=CDFT(x) CDFc(x)=CDFT(x)
In each case, the null hypothesis was not rejected. These results support that, in fact, post
priori probabilities are good estimators of true class distributions.
The Kolmogorov-Smirnov test is known to be a relatively permissive test. In
practice, the null hypothesis is rarely rejected. This fact is attributable, primarily to two
reasons, not an underlying problem with the test. First, some variance normally occurs
and is expected in any distribution. Comparing two samples which come from the same
distribution can result in observations which appear quite different. Second, the decision
regarding the null hypothesis is made based on only two incomplete distributions. This is
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not a significant amount of observations, which is normally used in statistical hypothesis
testing. The ability of the Kolmogorov-Smirnov test to accurately discriminate between
the same or two different distributions increased as more samples (n) are taken from each.




The purpose of this study was to examine several factors involved in classification
accuracy assessment. Two particular questions were researched. First, to what extent do
real world imaging parameters, specifically spatial resolution and atmospheric visibility,
degrade classifier performance. The second, how is classification accuracy assessment
best accomplished. The answer to these questions depends on how the classification
accuracy is measured. Classification accuracy assessment involves making an educated
estimate of entire class map accuracy based on incomplete and often biased data. For this
reason, the problem ofmeasuring the effect of stressing factors on classifier performance
cannot be completely separated from the method of accuracy measurement. Both
problems were studied with equal detail as part of this task. The findings of this work are
presented in this section.
Rule Based GA GML Fuzzy ARTMAP
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Figure 9-1 Class Maps from Forest 23km Visibility Scene Classification
The original three baseline scenes were degraded in terms of spatial resolution and
atmospheric visibility to produce nine images. These images were then classified using
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Figure 9-2 Synthetic ReferenceMap and Original Forest Image
The resulting class maps were evaluated using dependent, independent, randomly
sampled, and sample and population synthetic material maps as reference sources. A
total of one hundred and nineteen (119) confusion matrices were generated. The simple
percent correct, Weighted accuracy, Kappa, Brennan and Prediger's Kappa, and Tau
coefficients were calculated and appropriate confidence intervals were provided for each
confusion matrix. These results are all contained in Appendix A.











Figure 9-3 Class Maps from Tank 23km Visibility Scene Classification
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The Appendix A contains the classification accuracy assessment reports for all the
class maps evaluated as part of this work. Each assessment report indicates the scene
name, stressing parameters, classification procedure, confusion matrix, and corresponding
accuracy metrics with confidence interval. The confusion matrices have reference data
along the columns and classified data along the rows. Scenes with the same resolution
but different atmospheres share common training and reference data. Images with
difference resolution required different training and reference data at each of the three
resolutions.
Three sample class maps for theforest scene are shown in Figure 9-1. Each color
represents one of the five class categories which are listed in the key below. Each class
map was classified with the classifier listed above. The original synthetic scene, for
which the class maps are shown, had atmospheric visibility of 23 kilometers and a
GIFOV of 1 meter. For purposes of visual comparison, the original image and true class
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Figure 9-4 Class Maps from Desert lm GIFOV Scene Classification
Three of the tank scene class maps are shown for the 23 kilometer visibility with 1 meter
GIFOV image in Figure 9-3. This scene was classified with nine categories. The
corresponding original image is shown in Figure 5-5. Three of the desert scene class
maps are shown in Figure 9-5. The original image had a 1 meter GIFOV and a clear
atmosphere. This scene was trained with six categories. The corresponding original
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Figure 9-5 Class Maps from Desert 2m & 4m GIFOV Scene GML Classification
The same desert scene was also degraded in terms of spatial resolution. Two class
maps from degraded imagery with 4 meter and 2 meter GIFOV are shown in Figure 9-5.
A rectangle is superimposed over each image to indicate the relative size of each.
9. 1 Effect ofReference Data Source
First, the results from the analysis of the effect of reference data source on
assessed classification accuracy will be discussed. Obtaining high quality reference data
is the most difficult aspect of assessment. Many classification product maps claiming
high accuracy have been evaluated with reference data derived from biased sources.
Accuracy metrics do not account for inaccuracy or biased reference data gathered from
improper sampling. The results of this work have verified that more accurate assessment
procedures require more time and expense. There are no quick fixes. For example,
randomly gathered reference data has constantly been proven to yield more representative
samples, and therefore it is more accurate than larger, user selected regions. This added
fidelity, however, comes at a cost. The dependent set, such as the one on the left hand
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side of Figure 7-4, required no additional time to gather other than what was required to
train the classifier. The independent reference set for the corresponding image required
only fifteen minutes to gather. However, the most robust method, pure random sampling,
required almost six hours for the tank scene. The 278 points, shown in Figure 9-6,























































Figure 9-6 Random Sampling of 278 Points
Table 9-1 was compiled to demonstrate typical accuracy assessment results based
on different reference data sources. In this table, the assessed accuracy of three class
maps is indicated, each using three different reference sources. The table is based on
GML classification of the forest scene and uses the simple percent correct accuracy
metric. The accuracy coefficients in the synthetic reference column are the exact
accuracies for the entire scene and therefore serve as an image wide truth for examining
the other two reference sources. This same summary is also shown for the tank and
desert scenes in Table 9-2 and Table 9-3 respectively.
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Table 9-1 Effect of Forest Reference Source onMeasured Percent Correct
Dependent Independent Synthetic
23km 0.943 (3) 0.913 (3) 0.807 (2)
Visibility
7km 0.963 (2) 0.978 (2) 0.865 (1)
Visibility
5km 0.983 (1) 0.984 (l) 0.772 (3)
Visibility
Clearly, based on the data provided in Table 9-1, the accuracy assessments based
on dependent and independent reference sets overestimate the true class map accuracies.
This small sampling showed the results obtained using dependent and independent data to
be very similar to each other, but not a very good indicator of the true class map accuracy.
In fact, the rank ordering (noted in parenthesis) of the image accuracy's is not even
maintained using the first two reference sources. Accuracy metrics evaluated using these
two reference sources will be of uncertain precision and therefore are inappropriate for
serious accuracy assessment projects requiring the absolute accuracy.
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Table 9-2 Effect of Tank Reference Source on Kappa Coefficient
Dependent Independent Random
23km 0.996 (3) 0.987 (1) 0.850(1)
Visibility
7km 1.000(1) 0.982 (3) 0.827 (2)
Visibility
5km 0.997 (2) 0.983 (2) 0.827 (2)
Visibility
Table 9-2 summarizes the Kappa values obtained by assessing the tank scene class
maps using various sources of reference data. The class maps for each level of
atmospheric visibility were generated using the GML classifier. Table 9-3 shows the
effect of reference data sources on the measured Tau coefficient value for the desert
scene. Each Tau value is shown with its rank ordering and corresponding scene
resolution and reference source. All images were classified using the
Mystic
classifier.
The trend of these two tables is the same in theforest scene.
As expected, accuracy metrics which were calculated based on dependent
reference data sets were higher than those calculated with independent and random
reference data for the same class map. Independent reference data also resulted in higher
accuracy metric values than those based on random reference sources. In addition, the
difference between the dependent and independent values was small compared to the
difference between the independent and random values. Due to the low corresponding
metric values and high statistical integrity of random sampling it is clear that dependent
and independent reference sources both yield overly optimistic results. This overly
inflated nature was also apparent in comparisons against synthetic reference. A large
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portion of bias encountered with user selected data is attributable to its poor ability to
predict a priori probabilities.
Table 9-3 Effect ofDesert Reference Source on Tau Coefficient
Dependent Independent Random
lm 0.856(1) 0.796 (1) 0.614(1)
GIFOV
2m 0.771 (2) 0.717(2) 0.573 (2)
GIFOV
4m 0.675 (3) 0.632 (3) 0.557 (3)
GIFOV
In Figure 9-7, a comparison between accuracy assessment reference data sources
is made. In this figure the Simple accuracy metric is plotted for assessments of the desert
scene based on dependent, independent, and random reference data. The scenes were all
classified with the GML classifier and the results are shown for resolutions of 1, 2, and 4
meters. This plot shows that the trend is consistent. The dependent reference
overestimates the independent which overestimates the random reference accuracy
assessment. The trend of the dependent reference assessment is not even correct. If an
analysis ofGIFOV was based only on this dependent data, the investigator would be
















Figure 9-7 Multisource Assessment ofDesert Scene GML Class Map
The Simple accuracy coefficient obtained using random reference was compared
to their true values found using synthetic reference. The comparison was made on the
forest scene using all three classifiers and levels of atmospheric visibility. The results
are shown in Figure 9-8. The nine bars in this chart show the difference between the
random reference percent correct minus the synthetic reference percent correct for each
image. In seven out of nine cases, the random accuracy was larger than the true accuracy.
However, this was true by a small amount, and is attributable to pure chance. In fact, the
random accuracy was within 6 percent of the true value for each case. In addition, the
true answer was within the random reference data, Simple accuracy metric 95%











-0.4 -0.2 0.2 0.4
Figure 9-8 Error of Random Forest Assessment
Table 9-4 and Table 9-5 are confusion matrices, but not normal matrices
generated based on a class maps. These tables are provided to demonstrate one of the
problems with user selected reference. Table 9-4 is a confusion matrix with synthetic
reference from the forest scene on the columns and the dependent reference set from the
forest scene along the rows. The confusion matrix in Table 9-5 has synthetic reference
from theforest scene on the columns and the independent reference data from theforest
scene along the rows.
Table 9-4 Verification ofDependent Reference Data
forest coed grass metal water
forest 523 0 53 0 0 576
road 0 170 51 0 0 221
grass 0 4 273 0 0 277
metal 0 2 0 26 0 28
water 0 0 4 0 98 102
523 176 381 26 98
During accuracy assessment, reference data, by its very nature, is expected to be
completely correct. No accuracy metrics, or conventional confidence intervals account
for mistaken reference data. However, the user selected reference data for the forest
scene could be verified because the complete synthetic truth was available. In fact, the
dependent reference was wrong 9.5 percent (1 14/1204) of the time and the independent
reference data was incorrect for 3.3 percent (90/2712) of the pixels. The grass and road
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classes accounted for the majority of confusion. The large polygons used to identify user
selected reference frequently promote the selection of a few incorrect pixels.
Table 9-5 Verification of Independent Reference Data
forest road grass metal water n





read 0 153 30 0 0
jjrflflfl 0 47 1830 0 0
metal 0 1 9 70 0
water 0 0 1 0 301
268 201 1872 70 301
When an image analyst interactively selects reference regions for the purpose of
accuracy assessment, such as the case with dependent and independent data sets, there
will be many sources of inaccuracy. Reference regions which are completely typical of
the entire image are crucial to unbiased accuracy assessment because this incomplete data
must serve as an estimator of the entire image. In general, regions selected by a user will
not be representative of the entire image. User selected regions tend to avoid particularly
heterogeneous image areas, however, these are the same areas where classifiers often fail
and assessment is most desirable. In other words, the high spatial correlation of user
selected regions are inversely correlated with the highly spatially correlated regions of
classifier error. Dependent data, used to train the classifier, has an additional
disadvantage. By design, classifier performance is optimized in these regions to produce
the least error. These are not typical areas and will inevitably yield optimistically biased
accuracy assessment.
Another inaccuracy introduced by user selected regions is their poor estimation of
a priori probabilities. Most accuracy metrics required confusion matrix reference
marginals which are equivalent to the original image class proportions. In general, the
size of user selected regions bear no resemblance of the true abundance of each class in
the original image. The unpredictable and inaccurate results obtained with the dependent
and independent data sets in this task are attributed to this fact. The results of confusion
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matrix scaling by post priori probabilities to correct for this problem will be discussed
later is this section.
9.2 AccuracyMetric Results
The final product of classification accuracy assessment is usually a single
accuracy coefficient including its confidence interval. However, single coefficient
accuracy metrics cannot fully characterize classification accuracy. One image wide
metric cannot completely convey the accuracy of small, and possibly important, class
categories while maintaining proper emphasis on larger classes. Accuracy metrics such
as the Simple accuracy,Weighted, Kappa, Brennan and Prediger's Kappa and Tau
coefficients, however, can indicate an overall quality of a given class map or classifier. A
useful metric can be defined as a single, intuitive index of accuracy ranging from 0 to 1.0
which measures a meaningful quantity. Most of the metrics evaluated as part of this task












Figure 9-9 Classifier Performance on Forest 23km lm Image
Figure 9-9, based on synthetic reference data, compares the five accuracy metrics
for one image classified by all three classifiers. This scene is unique in that it is the only
case where
Mystic
outperformed the GML classifier. As expected, a clear trend was
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observable in the rank ordering of the classification accuracy metrics. The rank ordering
of the accuracy metrics in this figure were typical, with the exception of the Weighted
accuracy metric. With most confusion matrices, the Simple accuracy coefficient yielded
the highest value. In the far majority of cases it was followed by Brennan and Prediger's
Kappa, Kappa, and lastly the Tau coefficient. Occasionally, the Brennan and Prediger's
Kappa and standard Kappa resulted in identical values. The rank ordering of the
Weighted accuracy metric was not consistent. It ranged from the lowest to the highest.
The Kappa, Brennan and Prediger's Kappa and the Tau coefficient all measure
essentially the same quantity but utilize three different approaches for calculating it.
They attempt to measure the percent of properly classified pixels due only to classifier
performance. This is done by subtracting a coefficient of chance agreement from the
percent of properly classified pixels. The Kappa, Brennan and Prediger's Kappa, and Tau
coefficients all have the same general form given by Equation 9-1.
Po~A
p=tt (9-"
Where: P is the respective coefficient value,
P0 is the percent correct coefficient, and
A is the respective chance agreement term.
The three metrics do, however, differ in the way they measure the coefficient of chance
agreement (A). The Kappa uses the confusion matrix joint marginal distributions
(Equation 7-20) to find the chance agreement term while the Tau coefficient uses only the
column marginal distribution (Equation 7-29). The Brennan and Prediger's Kappa
coefficient assumes the marginal distributions are fixed and uses a chance term equal to
the reciprocal number of classes. The respective chance agreement coefficients for all
three metrics are summarized in Table 9-6.
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Table 9-6 Chance Agreement Coefficients






The metrics are normalized by (1-A), so the coefficient P range from 0 to 1.0 under
realistic conditions. For a fixed percent accuracy, the Kappa, Brennan and Prediger's
Kappa, and Tau coefficients will decrease when the chance agreement terms are
increased.
Often, authors report only one metric when detailing class map accuracies. This
causes difficulties if other researchers wish to compare the accuracy of class maps which
have each been assessed with different metrics. The entire confusion matrix is needed to
calculate the Simple, Weighted, Kappa, Brennan and Prediger's Kappa, Tau, Producer's,
and User's accuracy coefficients. Given only one metric it is impossible to convert the
value to any other metric with the exception of the Simple and Tau coefficients. A
conversion between these two metrics can be made without the entire confusion matrix as
long as the number of class categories is known. Converting to the Tau from the Simple
coefficient is accomplished by using the normal Tau formula (Equation 7-31). The




Where: Te is the Tau Coefficient, and
M is the number of classes.
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In addition, theWeighted accuracy can be found if the Producer's accuracy is
known for
each of the classes.
9.2.1 SimpleAccuracy
The simple percent correct accuracy coefficient is easy to calculate and
interpret.
It serves as the basis for calculating several other statistical metrics which utilize
marginal
distributions, but it is also useful in its own right. The Simple accuracy metric yields
higher values than the Brennan and Prediger's Kappa, the Kappa, and the Tau for a
particular reason. The Simple accuracy metric measures the proportion of pixels properly
classified. The other three metrics, using similar but different approaches, measure the
proportion of pixels properly classified minus the number which were properly classified
by chance. These two different types of metrics are really answering two different
questions. The first method answers the question about the absolute accuracy of a given
class map. The second method answers the question about how well a given classifier
has performed. The Simple accuracy is useful for end users of class maps who want to
know how accurate they are. The Simple accuracy metric assumes the confusion matrix
column marginal distribution is indicative of the true image-wide class distribution. This
is not the case, in general, with user selected reference regions. Use of the Simple
accuracy metric should be restricted to cases where truly random or a priori stratified
random sampling is used to gather reference data.
9.2.2 WeightedAccuracy
The Weighted accuracy metric is not a highly intuitive metric and does not yield a
clear interpretation. These factors greatly limit its practicality as a useful indicator of
classification accuracy. It is rarely used in practice and barely meets the criteria set forth
by the definition of a useful metric. The Weighted accuracy is the only metric which does
not assume the confusion matrix marginals are equal to the a priori probabilities.
Therefore, it is the only metric who's assumptions are not violated by using dependent
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and independent reference data or any other sampling method. TheWeighted accuracy
metric assumes each class category is of equal importance. It possibly could be
applicable in special cases were the relative size of class categories is not known or of
interest.
9.2.3 Kappa Coefficient
The Kappa coefficient is a categorical data analysis index of agreement between
two data sets, which is used when chance agreement is a concern. Like the Brennan and
Prediger's Kappa and the Tau coefficient, it attempts to measure the classifier accuracy
while subtracting the portion that were correct due only to chance agreement. The Tau
coefficient assumes that the product of the confusion matrix row and column marginals
are equivalent to the a priori probabilities. This metric is therefore not valid with user
selected training regions. In the majority of cases encountered in this study, the Kappa
value was greater than the Tau and slightly smaller than the Brennan and Prediger's
Kappa.
It is the opinion of the author that the Kappa coefficient can be a misleading
metric for representing the accuracy of a class map. For example, imagine classifying an
image that resulted in the following 2x2 confusion matrix.
,10
11)I 0 10/
In this case 20 out of a total 3 1 pixels were properly classified. The corresponding
Simple and Kappa coefficient values are 0.65 and 0.37 respectively. Now suppose the
same image was classified again and resulted in this confusion matrix.
ill
5)\ 5 10^
In this case, one of the 1 1 pixels which had been misclassified in the first classification is
properly classified. In addition, the marginal distributions have been rearranged. Now,
21 out of a total of 3 1 pixels have been properly classified. The corresponding Simple
and Kappa coefficients are 0.68 and 0.35. Clearly, the second classification was more
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accurate than the first. The Simple accuracy metric reflects this increase with a 0.03
increase in the metric value. However, if the Kappa coefficient was used as an index it
would appear as though there was actually a decrease in class map accuracy. The Kappa
coefficient decreased 0.02 while the class map accuracy truly increased. In this
circumstance, the Kappa coefficient does not even maintain ordinal scaling in relation to
the true class map accuracy. This statement is based on the probable assumption that a
matrix with more diagonal elements is considered more accurate than a matrix with less
diagonal elements and the same total number of pixels. These factors indicate that the
Kappa coefficient is a poor choise for analyzing the effect of stressing parameters such as
MTF or atmospheric visibility. For instance, a Kappa comparison could report a decrease
when a process in fact increased the classification accuracy.
While a small matrix was utilized for the ease of illustration, the same phenomena
can occur for larger confusion matrices. The reason for the misleading nature of the
Kappa coefficient is the way it uses the joint marginals to arrive at the chance agreement
term. Confusion matrices which have clustered off-diagonal, misclassified pixels will
result in higher Kappa values than matrices with evenly distributed off-diagonal elements.
For example, take the following confusion matrix:
/10 10\
\ o ini
In this matrix, all the off-diagonal elements are grouped in one location. The Kappa
value is 0.40. In the following matrix the same number of pixels are properly classified,
but the marginals are evenly distributed.
\ 5 10/
This gives a Kappa coefficient of 0.33. The Kappa indicates a measured decrease in
accuracy of 0.07 units while in actuality the class map quality was unchanged. This fact
indicates that the Kappa coefficient cannot serve as a interval scale for comparing class
map accuracy's.
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In addition to its misleading nature, it is also the opinion of the author that the
Kappa coefficient values are counterintuitive. The Kappa coefficient spans a range from
-1.0 to 1.0. Most confusion matrix accuracy coefficients range from 0.0 to 1.0 and are
often interpreted as probabilities or percentages. The Kappa is zero when the elements
are all the same and negative when the number of off-diagonal terms is greater than the
number of diagonal elements. Therefore, when the Simple accuracy for a given confusion
matrix is less than 0.50, the Kappa can be, but is not necessarily, negative.
For instance the above matrix has a Kappa value of -0.20.
For many applications in categorical data analysis, the Kappa coefficient is a
useful statistic. However, it has been shown to be poorly suited for representing class
map accuracy. While the Kappa coefficient has been accepted by many authors in the
remote sensing community, other metrics, notable the proportion of properly classified
pixels, offer significant advantages. Many authors have championed the Kappa
coefficient because it utilizes all the information in a confusion matrix. This is true
because it uses both marginal distributions to calculate the chance agreement term. This
fact does not seem useful to class map users who are not interested in the marginal
distribution of errors.
9.2.4 Brennan and Prediger'sKappa
The Brennan and Prediger's Kappa is similar to the standard Kappa but it uses a
smaller chance agreement term. Using a smaller chance agreement term explains its
highest rank ordering when compared against the Kappa and Tau coefficients. Brennan
and Prediger's Kappa coefficient does not use the confusion matrix marginals to calculate
its chance agreement term. Therefore, no assumptions are violated by employing user
selected reference data. This metric, however, makes the erroneous assumption that all
classes are equally prevalent. The Brennan and Prediger's Kappa chance agreement term
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depends only on the number of class categories and not marginal distributions.
Therefore, it does maintain the same rank ordering as the Simple accuracy metric.
9.2.5 Tau Coefficient
The Tau coefficient measures the improvement in chance agreement between two
data sets over random assignment. In the context of classification accuracy assessment,
the improvement in chance agreement is due to the digital image classifier. When applied
to the analysis of a confusion matrix, the Tau coefficient, is equal to the proportion of
pixels in the matrix which are properly classified (along the diagonal) due only to
classifier performance. The metric does not count the proportion of pixels which are
properly classified due only to chance agreement. The Tau coefficient assumes that the
confusion matrix column marginals are equivalent to the a priori probabilities, so only
randomly sampled reference is applicable. The Tau coefficient consistently resulted in
the lowest value.
Like the Kappa, the Tau coefficient is not an intuitive metric. It does not result in
a ordinal scale compared to the proportion of properly classified pixels. The Tau behaves
in the opposite manner of the Kappa coefficient in that its value decreases when off-
diagonal elements of the confusion matrix are clustered rather than equally distributed.
Like Kappa, an equal number of pixels in each category of the confusion matrix results in
a zero Tau value. It spans a range from negative infinity to unity.
9.3 Effect ofStressing Parameters
Many factors such as the classifier used, number of classes, time of day, and
signal to noise ratio effect the ultimate classification accuracy. In these sections, the
results of two such parameters, image resolution and atmospheric visibility, are presented.
9.3.1 Resolution
Low resolution images, with large ground instantaneous fields of views (GIFOV),
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usually result in higher classification accuracy. High resolution imagery is more difficult
to classify accurately. This result has been verified by several researchers (Gong and
Howarth, 1990). Low resolution imagery, due to the central limit theorem, tends to have
a more Gaussian spectral probability distribution. The non-Gaussian nature of high
resolution imagery should therefore favor non-parametric classifiers such as
Mystic
and
the Fuzzy ARTMAP. However, this result was not verified in this task. High resolution
imagery was used in this study and the parametric classifier still outperformed the
non-
parametric classifiers.
This study utilized aerial imagery to examine the effect of resolution on
classification accuracy. The desert scene was used at three different GIFOV's. The
limiting factor in allowing the analysis of the effect of spatial resolution was the original
spatial dimensions of the images. Only the desert scene was large enough to allow 4x4
convolution with down sampling and still be large enough to be classified. The GML
classifier was unable to accurately classify any images smaller that 250x250 pixels. This
factor required that the original image be no smaller that 1000x1000 pixels. In the future,















Figure 9-10 GML Classification Accuracy for Desert Scene
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Plotted in Figure 9-10 is a summary of effect of spatial resolution on GML
classification accuracy of the desert scene. The results are shown for each of the three
spatial resolutions. The assessment was based upon randomly sampled reference data.
The three metrics are provided to help visualize the trend. As can easily be seen,
classification accuracy actually increased with higher spatial resolution. This is the
opposite ofwhat was expected. However, it is interesting to note, that when GIFOV was
changed from 4 to 2 meters the Simple and Tau coefficient increased while the Kappa
coefficient decreased. This supports the premise put forth in the last section that the
Kappa coefficient is amisleading metric. If the analysis of the effect ofGIFOV on
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Figure 9-11 ARTMAP Classification Accuracy for Desert Scene
Plotted in Figure 9-1 1 is a summary of effect of spatial resolution on Fuzzy
ARTMAP classification accuracy of the desert scene. The results are shown for each of
the three spatial resolutions. The assessment was based upon randomly sampled
reference data. Again, classification accuracy actually increased with higher spatial






























Figure 9-12 Mystic Classification Accuracy for Desert Scene
Finally, in Figure 9-12 the effect of spatial resolution on
Mystic
classification
accuracy of the desert scene is plotted. The results are again shown for each of the three
spatial resolutions. The assessment was based upon randomly sampled reference data.
Again, with this classifier higher spatial resolution appeared to result in higher
classification accuracy assessment. This trend is broken in only one case. The Simple
accuracy metric resulted in a slight decrease in classification accuracy between the 4 and
2 meter GIFOV.
The results obtained regarding the effect of spatial resolution on
classification accuracy in the section are the opposite of what was expected. However,
the results of this study are consistent and independent of accuracy metric or classifier.
The dependent reference data did occasionally provide inconsistent results which will be
considered in err. The trends observed can be explained by the very high resolution of the
aerial imagery employed in this study. Usually, satellite imagery is used to verify that
classification accuracy is increased with lower resolution. In these cases, the move
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toward spectrally Gaussian shaped classes aids classifier performance. In the desert
scene, high resolution image, the classes were spectrally distinct. In addition, due to the
nature of this scene, feature classes such a bushes, shadows, and camouflage were very
small, often only a few pixels across. The far majority of pixels were spectrally pure
pixels. At lower resolution, many pure pixels were converted to mixed pixels. This
blurred the spectral distinction between classes and made classification more difficult.
This phenomena was observed directly during classifier training. It became more difficult
to select homogeneous training regions on low resolution images.
9.3.2 Atmosphere
Atmospheres for this task were simulated using two different approaches. The
first approach was taken using the tank scene. Three versions of this scene were
generated, one with a 23km, 7km, and 5km visibility. The atmospheres were simulated
using a linear histogram operation that reduced the scene contrast. The result was
atmospheric simulations that best simulated a sensor with a narrow field of view (FOV).
This type of atmosphere had little effect on overall classification accuracy. For example,
the GML classifier obtained Kappa values of 0.850, 0.827, and 0.827 respectively with







Figure 9-13 Effect ofTank Scene Atmospheric Visibility on Classifier Performance
The plot in Figure 9-13 summarizes the effect of the simulated atmospheric
visibility on the GML classification accuracy of the tank scene. The results are shown in
terms of the Simple and Kappa coefficient accuracy metrics. The effect of visibility was
not dramatic. In fact, the accuracies did not change between the 7 and 5 kilometer
visibilities. The way in which the tank scene's atmosphere was simulated did not account
for the increased path length off nadir. This adds a spatial dependence to images levels
which great diminishes classifier accuracy as will be seen with theforest scene.
The second approach to simulating atmosphere was used on theforest scene. This
scene was generated with 23km, 7km, and 5km visibility as well. This method for
simulating the atmosphere was similar to the first but it also accounted for increased path













Figure 9-14 Effect of Forest Scene Atmospheric Visibility on Classifier Performance
Classifier performance degraded quickly with decreasing visibility in theforest scene as
seen in Figure 9-14. The Kappa values in Figure 9-14 were evaluated using synthetic
reference data. The GML classifier proved to be the least sensitive to atmospheric
visibility and
Mystic
proved to be the most sensitive. In fact, when the atmosphere was
very heavy, with a 5km visibility,
Mystic lost the ability to discriminate the road class.
Heavy atmospheres also increased the spatial correlation of classifier error for all
classifiers. Error rate increases as angle from nadir increases, as can be seen by
comparing Figure 9-15 to Figure 9-16.
Rule Based GA GML Fuzzy ARTMAP
Figure 9-15 Spatial Correlation of Classifier Error at 23km Visibility
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Figure 9-15 demonstrates the high spatial correlation of classification error for all
three classifiers. Errors are more frequently clustered rather than isolated occurrences.
The light colored areas are regions where the classifier properly classified theforest 23km
visibility scene and the dark areas are regions where pixels were misclassified. These
images are possible because the scene was synthetically generated with DIRSIG and
reference data is therefore available for the entire image.
Rule Based GA GML Fuzzv ARTMAP
Figure 9-16 Spatial Correlation of Classifier Error at 5km Visibility
9.4 Results ofConfusionMatrix Scaling
In this section, the results from correcting for the inaccurate class distribution of
user selected reference data are presented. Confusion matrices from all three scene were
scaled by their post priori probability distributions. All confusion matrices were based on
independent reference data. Accuracy metrics calculated from the scaled matrices are
then compared to the unsealed and true accuracies metric values.
9.4.1 Scaling ofForest Scene ConfusionMatrices
Nineforest scene confusion matrices were scaled by their postpriori probabilities.
The original confusion matrices which were scaled were based on an independent
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reference assessment of the scene classified by the GML, Mystic, and Fuzzy ARTMAP
classifiers, with visibility's of 5km, 7km, and 23 kilometers.
The probability distribution of the user selected reference, dependent and
independent, along with the true class probability distribution is given in Table 9-7. The
exact true distribution is known for this scene because it was synthetically generated.












The postpriori probabilities (PDFC), from each of the class maps, is shown in Table 9-8.
These values, along with the reference data marginal distribution (PDFr), were used to
calculate the scaling coefficients (a,).
Table 9-8 Probability Distributions of Forest Scene Class Maps
GML GML GML GA GA GA ART ART ART
23km 7km 5km 23km 7km 5km 23km 7km 5km
forest 0.621 0.627 0.557 0.517 0.749 0.418 0.560 0.645 0.473
road 0.075 0.054 0.144 0.034 0.007 0.000 0.131 0.135 0.317
grass 0.255 0.298 0.260 0.386 0.220 0.292 0.273 0.160 0.157
metal 0.010 0.005 0.023 0.048 0.009 0.013 0.000 0.000 0.000
water 0.038 0.015 0.015 0.015 0.015 0.278 0.036 0.060 0.053
Root mean square (RMS) error can be used to compare the post priori probability
distribution of the reference data marginal distribution against the true class distribution.





RMS Error = ^ [PDF(i)
-
PDFr (/)] ( 9-3)
Where: M is the number of class categories,
PDF(/) is the probabihty distribution function, and
PDFr(z) is the reference probability distribution function.
The results of these calculations, along with the true, Simple percent accuracy of the
corresponding class maps are summarized in Table 9-9. The percent accuracy assessment
is based on a complete sample of the synthetic material map.





GML 23km 6.08 80.7
GML 7km 4.40 86.5




ARTMAP 23km 5.48 73.5
ARTMAP 7km 10.0 72.0
ARTMAP 5km 12.1 50.8
If two reference data sets are of equal bias, then the data set with the reference
marginal distribution which more closely approximates the true class distribution will
result in a more accurate accuracy assessment. Table 9-9 indicates that the probability
distribution for all three classifiers, classifying scene at all three levels of atmospheric
visibility, resulted in less error then the independent reference set in the case of theforest
scene. The class map probability proved to be more accurate than the dependent
reference source in five of the nine classes. The dependent reference data set used for this
image had a RMS error which was lower than would normally be expected. The class
maps which yielded worse results than the dependent set had relatively low percent
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accuracies of below 76 percent correct. In addition, because the Fuzzy ARTMAP
classifier failed to resonate with the proper number of classes, the metal category
marginal was equal to zero. In general, class map probability distribution will better
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Figure 9-17 Effect of Class Map Accuracy on Distribution Estimation
The percent of correctly classified pixels does not necessary indicate how well the
class map probabilities will resemble the true postpriori probabilities. A class map can
have a low percent accuracy and still obtain the correct probability distribution.
Classification accuracy assessment measures not only the probability distribution, but
also verifies that each class is in the proper spatial location. However, Table 9-9
indicates that there is a strong negative relationship between class maps percent accuracy
and RMS error between the class map probability distribution and the true distribution.
In Figure 9-17 the user selected reference and postpriori RMS error is graphically
compared to the class map percent accuracy. Each point on the plot represents a
particular class map from theforest scene classified by one of the three classifiers at one
of the three levels of atmospheric visibility. The linear least-squares fit is provided as a
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solid trend line between these points. The corresponding RMS error of the dependent and
independent reference sets is shown as the small and large dashed lines respectively. The
linear least-squares fit visually demonstrates the strong negative linear relationship over a
range of 50.8 to 89.7 percent accurate between RMS error and percent accuracy, even
with three different classifiers used. This fact is reinforced by a large goodness of fit as
indicated by a correlation coefficient of -0.89. This result is important in image area
estimation, where class map histograms are used to determine percentages of ground
cover in large and/or remote geographical regions. These results, however, were obtained
using a single image and only two reference sets. This does not prove that the same
trends will be observed with all images.
A new set of probability scaled confusion matrices was generated for theforest
scene based on the independent reference data. Nine matrices corresponding to the GML,
Mystic, and Fuzzy ARTMAP classification of the forest scene with 5km, 7km, and 23
kilometer visibility were scaled. Confusion matrix marginal distribution scaling was used
on theforest scene in particular, because the true accuracy of this synthetic scene is
already known. The matrices were scaled by the scaling coefficients (a,) in Table 9-10.
Table 9-10 Scaling Coefficients for Forest Scene
5km Visibility 7km Visibility 23km Visibility
GML Mystic ARTMAP GML Mystic ARTMAP GML Mystic ARTMAP
OCi 5.60 4.20 4.75 6.30 7.52 6.48 6.24 5.20 5.62
a2 2.14 0 4.70 0.81 0.11 2.01 1.11 0.51 1.94
a3 0.38 0.42 0.23 0.43 0.32 0.23 0.37 0.56 0.39
rx, 0.78 0.43 0 0.18 0.29 0 0.35 1.61 0
05 0.14 2.50 0.48 0.14 0.14 0.54 0.35 0.13 0.32
The results of the scaling, compared with those of the unsealed, and true accuracies are
show in Table 9-11. The results are reported in the percent of properly classified pixels.
The true accuracy is based on complete sampling of the synthetic material map.
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The absolute difference between the scaled independent accuracy and the true
accuracy, along with the absolute difference between the unsealed independent and true
accuracy is summarized in Table 9-12.
































Unfortunately, the scaled results had more error than the unsealed independent reference
in eight out of nine cases. However, these results are easily explainable and do not
indicate a problem with matrix scaling in general. User selected reference is an
inaccurate predictor of image wide statistics formore than one reason. The probability
distribution of user selected reference has already been shown to be inaccurate. In
addition, reference sets of this type are usually over optimistically biased and
unrepresentative of the image being sampled. Confusion matrix scaling by post priori
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probabilities corrects only for the former problem. The poor results after scaling suggest
bias is the overriding source of error in independent reference sets.
In this case specifically, the increase in error introduced by scaling the
independent reference confusion matrices is due primarily to bias in the forest class of the
scene. On average, across all nine independent confusion matrices, the forest class
category had the highest Producer's accuracy. These values were much greater than their
true value, observed using synthetic reference data. However, this category only
contributed 10 percent of total sum of the independent confusion matrix. After matrix
scaling, the forest class contributed on average approximately 50 percent of the total
matrix sum, close to its true value of 52.2 percent. This caused an apparent increase in
accuracy because the overly positively biased forest class displaced other, lower accuracy
classes such as the grass category.
9.4.2 Scaling ofTank Scene ConfusionMatrices
Five tank scene confusion matrices were scaled by their postpriori probabilities.
The original confusion matrices were based on an independent reference assessment of
the scene classified by the GML classifier with 5km, 7km, and 23km visibility's and
Mystic
and Fuzzy ARTMAP classifiers with visibility's of 23 kilometers. The image
histograms, used to calculate the postpriori probability distribution, are listed in Table 9-
13.
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Table 9-13 Histograms of Tank Scene Class Maps
GML GML GML GA ARTMAP
23km 7km 5km 23km 23km
trail 7720 9900 7895 29484 0
sand 44551 43508 47435 42973 17639
parking 6070 6260 6294 9285 12288
dirt 1412 1430 1450 2694 23320
roof 1304 1361 1357 1855 1538
road 6982 8422 8250 8722 22006
scrub 64526 65498 65166 54995 79322
forest 87456 90860 91687 110913 85009
driveway 2596 1639 2707 1223 6274
TOTAL 222617 228878 232241 262144 247396
The user selected reference regions and class map postpriori distributions were
compared against the randomly sampled probability distribution using RMS error. The
results are tabulated in Table 9-14. It has already been shown that random sampling
results in highly accurate assessments. Random reference data will be assumed to be
unbiased for use as a comparison against user selected reference, specifically independent
reference sets.









The RMS error for the postpriori probabilities is less than that of the reference regions in
each case. These results indicate that, assuming unbiased reference, the accuracy of
resulting confusion matrices can be improved by weighting by post priori probabilities.
The confusion matrices were then scaled using the scaling coefficients in Table 9-
15 for each class.
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Table 9-15 Scaling Coefficients for Tank Scene Independent Reference
GML GML GML GA ARTMAP
23km 7km 5km 23km 23km
a; trail 0.949 1.188 0.934 3.120 0.000
a7 sand 2.896 2.759 2.967 2.404 1.012
a3 parking 0.219 0.220 0.218 0.288 0.391
04 dirt 0.134 0.130 0.130 0.215 1.905
a5 roof 0.066 0.066 0.064 0.075 0.096
otfi road 0.302 0.355 0.342 0.313 0.809
a7 scrub 1.037 1.025 1.006 0.757 1.120
oc8 forest 1.723 1.745 1.738 1.879 1.480
09 driveway 0.535 0.329 0.537 0.217 1.141
The resulting Kappa coefficients of assessments based on the scaled matrices, along with
those of the unsealed independent and random sampling are summarized in Table 9-16.
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In Figure 9-18, the arithmetic difference between the Kappa coefficients from the scaled
independent and random assessments is shown along with the difference between the






Figure 9-18 Error of Independent and Scaled Independent Assessment of Tank Scene
Again, confusion matrix scaling failed to improve results based on independent
reference data. In four out of five cases, scaling actually increased the absolute Kappa
error.
9.4.3 Scaling ofDesert Scene ConfusionMatrices
Nine desert scene confusion matrices were scaled by their post priori
probabilities. The original confusion matrices were based on an independent reference
assessment of the scene classified by the GML, Mystic, and Fuzzy ARTMAP classifiers,
with
GIFOV'
s of lm, 2m, and 4 meters.
In Table 9-17, the RMS error between the user selected reference and random
sampling marginals and the RMS error between the post priori and random sampling
probability distributions are shown.
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Table 9-17 RMS Error ofMarginal Distribution Approximation for Desert Scene
RMS Error x 100
lm GIFOV 2m GIFOV 4m GIFOV
Dependent 11.8 17.3 18.4
Independent 7.65 8.99 15.2
GML 2.24 3.39 3.00
GA 4.08 4.44 4.72
ARTMAP 1.31 3.50 5.82
The RMS error for the postpriori probabilities is less than that of the reference regions in
all nine cases. For the desert scene, assuming unbiased reference, the accuracy of
resulting confusion matrices should be improved by weighting by post priori
probabilities.
The independent reference confusion matrices were then scaled by the coefficients
in Table 9-18.
Table 9-18 Scaling Coefficients for Desert Scene
lm GIFOV 2m GIFOV 4m GIFOV
GML Mystic ARTMAP GML Mystic ARTMAP GML Mystic ARTMAP
0Cl 1.450 1.517 1.354 1.691 1.585 1.445 2.153 2.503 1.930
a2 0.651 0.426 0.749 0.196 0.305 0.312 0.649 0.252 0.463
a3 0.258 0.102 0.146 0.038 0.064 0.054 0.425 0.047 0.063
04 0.473 0.038 0.158 0.466 0.031 0.203 0.144 0.011 0.086
a5 0.213 0.069 1.056 0.368 0.043 1.847 0.905 0.018 1.803
06 0.655 1.496 0.239 0.334 1.578 0.361 0.103 0.862 0.078
In Table 9-19 the Tau values for the assessment of all nine images based on
random, independent, and scaled independent reference data are summarized.
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In Figure 9-19, the arithmetic difference between the random and independent






Figure 9-19 Error of Independent and Scaled Independent Assessment ofDesert Scene
In all nine cases, both user selected reference sets overestimated the Tau value
obtained by random sampling. In only two cases, the
Mystic
and Fuzzy ARTMAP
classified 4m GIFOV image, did scaling reduce the Tau error.
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9.5 MysticClassifier Performance
9.5. 1 Classification Results
TheMystic classifier is the newest and least tested of the three classifiers
utilized. For this reason, it was of particular interest to this task. On average,
Mystic
proved to be the least accurate of the three classifiers examined while the GML was the
most accurate. The average classification accuracy for
Mystic
was only slightly lower
than that of the Fuzzy ARTMAP. The
Mystic
classifier was hypersensitive to the size
and nature of the training regions used. In fact, early results dictated that training regions
for all classifiers be optimized toMystic in a trial and error fashion. However,
Mystic'
s sensitivity to noisy training is also coupled with the ability to better handle
image data which deviates greatly from a Gaussian spectral probability distribution. This
advantage over traditional parametric classifiers, such as the GML, could be realized in










Figure 9-20 Classifier Performance on Desert 23km lm Image
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In Figure 9-20 the results for the desert scene with 1 meter resolution, and 23km
visibility are shown, based on independent reference data. Figure 9-21 shows the
measured accuracy of the tank scene generated with randomly sampled reference
data.
Mystic
performance proved to be hit or miss. Experience has shown that
Mystic
accuracy is unpredictable and inconsistent. It was also necessary to try several
rules until the appropriate one was identified. Results often showed that each image was
best classified by different rules. No one rule could be used on all images and achieve
acceptable results. Training the
Mystic
classifier was a painstaking process because
two parameters are involved, regions and rules, and the run time was long between trials.
In practice, several rules and regions will be used to classify an image and results will be
extremely poor. Finally, a combination can often be found which will allow high
accuracy. Occasional, accuracies were higher than those of the ARTMAP and GML, for
example with the forest scene at 23km visibility.
In general, the rules prepackaged with
Mystic
tended to be overly permissive. In
other words, the rules for identifying a class often selected too many pixels and failed to
reject enough. For this reason,
Mystic left very few regions undefined. This fact alone
slightly reduces measured class map accuracy. Very frequently, more than two rules
identified a single pixel as belong to different classes.
Mystic has a built in system for
handling such rule contention. The method of handling can be selected by the user.
Usually, the pixel is placed in the class which returned the highest reward factor. The
analyst can also select to have the pixels placed in a category according to fixed priorities.
Rule contention appears to be a large source of classifier error. During the course of this
study, on several occasions, the method of contention handling was changed when class
maps contained gross errors. This greatly changed the resulting class map, mainly in the
areas of the largest classifier error. Clearly, large numbers of pixels result in conflicting
rules. This result indicates that rule contention is positively correlated with locations of
classifier error.
Mystic
overall accuracy could likely be increased by reducing the
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occurrence of conflicting rules. New rules, with fixed upper or lower bounds, could serve
this purpose by avoiding the overly permissive nature of the current open ended,
thresholding rules.
TheMystic classifier also required significantly more time to classify the same
images than the other classifiers. This time was needed to optimize the genetic algorithm.
Once the optimal rules are found, the time required to apply these rules to an image and
generate a class map is relatively short. However, with every new training set, the GA
needed to be optimized again. The time required forMystic to classify a scene proved
to be very sensitive to the size of the training data supplied. In fact, the training time for
Mystic
grew exponentially with the number of training points supplied, while the
training time grew only linearly with the other two classifiers. On one scene in particular,
where a large training set was used,
Mystic
required almost two orders ofmagnitude





Figure 9-21 Classifier Performance on Tank 23km lm Image
Mystic
required not only more computer time but also more analyst time. The
GUI for selecting training regions was found to be imprecise and awkward by comparison
with contemporary packages such as ENVFM. This problem was compounded by the fact
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that no provisions where made for importing training data from other sources and the file
format specifications were not available for the training region files.
Mystic has a limit on the maximum image size from which training data can be
collected. The maximum size is 256x256 pixels. The manual states a procedure exists to
side-step the limitation by using a process called "compaction". This feature did not
function properly and no other method was found to train from larger images. The
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support personnel were also unable to devise a solution to overcome this
limitation. This complicated the importation of training data because most of the baseline
images of this study were larger than 256x256 pixels. This problem was solved by
training the classifier on a mosaic image of the training regions and then classifying using
the optimized rules on the original scene. This additional step was effective but added
one more step in an already long process of classification withMystic.
The other non-parametric classifier, the Fuzzy ARTMAP, did not fair well
compared to the parametric GML classifier. A major source of error for the Fuzzy
ARTMAP classifier was its inability to discriminate the metal class category in the forest
scene under all atmospheric conditions. Even though the classifier was trained with a
metal class, it was dropped by the Fuzzy ARTMAP because of its failure to resonate with
the proper number of classes. This produced a sequence of zeros in one of the five rows
of the resulting confusion matrices.
9.5.2 Suggestions for Improvement
Mystic
results indicate that the classification algorithm has promising potential
but is not yet optimized for use on an operational basis. For example, the extended
training time required by
Mystic is not offset by equally high classification. It is also
apparent that an overall gain in
Mystic
accuracy could be attained by expanding the
scope of the GA to also optimize which rule is selected. Currently, a user must guess the
best rule by experience. An inexperienced user has no knowledge about how to select the
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best rule so randomly selecting rules and training with each is the only technique
available. This very optimization procedure is exactly what GA specialize in.
In its present stateMystic is a simple "per
pixel"
classifier. However, it could
be expanded to use other contextual information such as texture, as could the GML and
Fuzzy ARTMAP. Over the years, several texture based metrics have been presented in
the remote sensing and pattern recognition literature (Haralick et al, 1973; Galloway,
1975; Wang, 1990; Stormberg and Farr, 1986). In the case ofMystic, rules could be
generated that would use statistical measures such as the range or variance over a local
(windowed) area to also classify on the basis of texture. To avoid correlation, often
encountered in the statistical classification of multispectral or hyperspectral imagery, the
texture rules could be used only on the first band of the Principal Component
transformation of the entire image. This procedure would reduce redundant information
and significantly decrease the run time because the statistical rule would only need to run
on one band. Hybrid rules could also make decisions on the basis of spectral and spatial
content. Swain (1978) and Rosenblum (1990) have presented models for optimizing the
balance between classification based on textural and spectral information. However, rule
based classifiers are limited in the number of parameters that can be classified and remain
tractable in a reasonable time period. Adding parameters can increase the size of the
search space and the time required to find the solution geometrically. Heuristics could be
introduced to reduce this search space.
The design philosophy behind
Mystic
suggests that once optimal rules are found
on one framing image they can be applied to other images. This would make the
classification of subsequent images faster than the two competing algorithms because the
rules would only need to be optimized once. This procedure is contingent on the
utilization of imagery that is highly similar (atmosphere, gain, bias, content, view angle)
to the training image. The accuracy of this method is questionable even with substantial
preprocessing such as atmospheric correction to obtain images in reflectance units.
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Experience with
Mystic has indicated, like other non-parametric classifiers, that it is
hypersensitive to noisy training data. For this reason, small training sets proved to be
most effective.
Mystic'
s high sensitivity to stressing situations, such as atmosphere,
further implies that training on images utilizing training data collected from another
image will be error prone. While it was not explicitly examined as part of this task,
results indicate that using training data collected from another image would be
problematic.
The incorporation of an
'OR'
logical operation into the rules would allow a
classifier which wouldn't need to split spectrally bimodal classes. Other possible
improvements include more rules to select from, including more exclusive rules,
combination or hybrid rules, and implementing a hybrid classification technique utilizing
Mystic in addition to a more traditional parametric classifier such as the GML. Such a
classifier could benefit from the advantages of both the rule based classifier and the
statistical classifier.
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10. Summary & Conclusion
The goal of this research was to quantify the exploitation techniques of
multispectral classification and its accuracy assessment. In the attempt to characterize the
classifiers, accuracy assessment techniques, and the effect of stressing parameters, several
critical issues were raised. They ranged from the merit of the classification accuracy
metrics, the robustness of the input imagery data sets, and the statistical significance of
the conclusions and trends drawn from sparse set of scenarios.
User selected reference data was shown to consistently overestimate the true
accuracy. Dependent data was slightly more overly optimistic than independent data, but
both were significantly worse than random sampling reference data. The effect of spatial
resolution on classification accuracy was the opposite of the expected result.
Classification accuracy increased as the spatial resolution of the imagery increased. This
results was due to the spectral pixel mixing involved in degrading the very high
resolution aerial line scanner imagery. The effects of atmospherics verified that there is a
decrease in classification accuracy as visibility decreased. The overall rank of
performance based on the applied classification metrics places GML as the most accurate
followed by Fuzzy ARTMAP, and then by the
Mystic
classifier. It should be noted,
however, that many of these findings are drawn from relatively few treatments.
In terms of the classification metrics, the general rank from highest accuracy to
lowest were Simple accuracy, Brennan and Prediger's Kappa, Kappa coefficient, and the
Tau coefficient. Historically, because of the numerous methods of accuracy assessment it
has been difficult to compare the accuracy of data sets used in different research papers.
This has been a common complaint because of clear examples where large discrepancies
in accuracy were reported in different articles while utilizing the same data set. One
solution for this has been to report several different accuracy metrics for each class map.
However, many studies still report only one metric, fail to report the error matrix, and do
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not acknowledge the potential for bias in the sampling method (Story, 1986). Recently,
the Kappa coefficient with reference data collected from stratified random sampling has
become the most popular combination for assessing accuracy. Both the Kappa and
stratified random sampling have been shown to provide accurate results with low bias.
While this sampling method and accuracy metric have recently emerged as common
approach they have not nearly obtained the status of an industry wide standard. In
addition, in this research the Kappa coefficient was shown to be a misleading metric for
representing class map accuracy. Increases in class map accuracy can actually result in
lower Kappa values.
What this task has shown is that the current set of classification metrics based on
the confusion matrix provides only a limited reflection of the classification performance.
Overall, the matrices tracked each other in terms of the measured accuracy. Each
included some factor such as the probability of correct classification due to chance or
placed some assumptions on a priori probabilities. But, in general, the trends were the
same. The choice of which metric to use is dependent on which prerequisite conditions
can be adequately fulfilled by the selected method of reference data collection. These
variations on the Simple confusion matrix accuracy mainly provide a global measure of
the classification performance with minimal regard to the spatial structure of the
classification. This is understandable in light of the fact that amajority of the
applications using these metrics concern themselves with large scale, low spatial
resolution overhead imagery. In these scenarios, coarse classifications are generally
sufficient to produce a land cover class map for purposes of agricultural and urban
planning. At such scales, any changes that are perceived as real and significant are
typically gross in size and have roots in proportionately gross causes (e.g. conversion of
agricultural fields due to urban development). These metrics have been adequately
applied for these cases because the penalties for misclassification have not been severe,
thus tolerating significant margins of error. When these metrics are applied to high
spatial resolution data sets, however, where the exploitation task often involves the
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detection of a small concealed target against a background expanse, the need for an
accurate classification assessment becomes extremely critical. Detection avoidance being
the goal of the concealed target, misclassified pixels will require additional scrutiny to
rank the misclassifications and provide an indicator of target probability. In these cases,
the location information becomes a critical factor because the spatial context in which a
pixel is misclassified provides important clues as to the factors producing the
misclassifications.
Confusion matrix marginal distribution scaling is useful in cases where
disproportionate reference sampling is used along with accuracy metrics which depend on
proper marginal distributions. User selected and stratified random sampling both yield
disproportionate class distributions. The Simple percentage, Kappa, Brennan and
Prediger's Kappa, Tau, and User's accuracy coefficients are examples of accuracy metrics
who accuracy depends on proportionate sampling. Properly sampled reference data, such
as a pure random sampling, does not benefit from confusion matrix scaling. Error metrics
such as theWeighted or Producer's accuracy coefficients which do not depend on the
marginal distribution of the reference data and therefore also fail to benefit frommatrix
seating. For the three scenes on which it was attempted, confusion matrix scaling by post
priori probabilities did not reliably increase the accuracy of the assessment procedure. By
chance, in each case, scaling accentuated the contribution of a more biased than average
class. This result was due to bias inherent in user selected reference, not improper
probability distributions. The normalized histogram probabilities were shown to
accurately estimate the true a priori distribution using Kolmogorov-Smirnov two-sample
test and RMS error as a measure. In addition, the user selected reference marginals were
shown to consistently serve as a poor estimator of the a priori distribution. Estimates of
the true class distribution for the purpose of confusion matrix distribution scaling could
come from other sources as well. For example, previous studies, small random
samplings, or even analyst estimates.
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One of the difficulties identified is the lack of a robust set of real image data with
sufficient diversity to adequately perform a sensitivity analysis. While this is may be
addressed by tasking for additional data collections, the resource demands would make
such an effort logistically and fiscally prohibitive. Such a data set would, in all
practicality, contain variabilities in sensor geometry, atmospheric conditions, etc, that
would be sources of uncertainty. Despite all the various metrics investigated in this
report, it became evident early in the research that there did not exist a standard or
baseline from which an absolute measure can be computed. While field measurements
were taken by other investigators for verification, these still consisted of discrete
samplings prone to levels of statistical uncertainties. In an attempt to emulate truth and
eliminate (or at least quantify) these uncertainties, a series ofDIRSIG simulated images
were used as input into the classifiers as baseline cases. The ability to create a suite of
tightly controlled imagery for use as input into the classifiers offers a potentially valuable
method to test these classification algorithms. Not only is
"truth"
inherently known, but
the capability of creating various scene types (urban, forest, etc.) and to do so for a near
infinite number of imaging variations (time of day, atmosphere, etc.) provides an
opportunity to definitively address both the classifiers and the classification metrics.
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11. Recommendations for FutureWork
Evaluate accuracy of stratified random sampling with confusion matrix scaling
Implement Suggestions forMystic or other rule based genetic algorithm classifier
Quantify the increase in classification accuracy using image fusion as preprocessor
Using more treatments and ANOVA approach, determine significance of stressing
parameters
Further use of synthetic imagery to allow quantitative assessment of classifiers and
stressing parameters
Utilize test imagery with real rather than simulated stressing parameters
Automate training procedure using clustering algorithm to remove effect of user from
analysis of spatial resolution
Analyze effect of spatial resolution on classification accuracy based on variety of
original image resolutions from high altitude aerial sensor to satellite imagery
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Forest lm 5km GA Dependent/Synthetic 220
Forest lm 5km ARTMAP Dependent/Synthetic 221
Forest lm 7km GML Dependent/Synthetic 222
Forest lm 7km GA Dependent/Synthetic 223
Forest lm 7km ARTMAP Dependent/Synthetic 224
Forest lm 23km GML Dependent/Synthetic 225
Forest lm 23km GA Dependent/Synthetic 226
Forest lm 23km ARTMAP Dependent/Synthetic 227
Forest lm 5km GML Independent/Synthetic 228
Forest lm 5km GA Independent/Synthetic 229
Forest lm 5km ARTMAP Independent/Synthetic 230
Forest lm 7km GML Independent/Synthetic 231
Forest lm 7km GA Independent/Synthetic 232
Forest lm 7km ARTMAP Independent/Synthetic 233
Forest lm 23km GML Independent/Synthetic 234
Forest lm 23km GA Independent/Synthetic 235
Forest lm 23km ARTMAP Independent/Synthetic 236
Desert lm 23km GML Dependent 237
Desert lm 23km GA Dependent 238
Desert lm 23km ARTMAP Dependent 239
Desert 2m 23km GML Dependent 240
Desert 2m 23km GA Dependent 241
Desert 2m 23km ARTMAP Dependent 242
Desert 4m 23km GML Dependent 243
Desert 4m 23km GA Dependent 244
Desert 4m 23km ARTMAP Dependent 245
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Desert lm 23km GML Independent 246
Desert lm 23km GA Independent 247
Desert lm 23km ARTMAP Independent 248
Desert 2m 23km GML Independent 249
Desert 2m 23km GA Independent 250
Desert 2m 23km ARTMAP Independent 251
Desert 4m 23km GML Independent 252
Desert 4m 23km GA Independent 253
Desert 4m 23km ARTMAP Independent 254
Desert lm 23km GML Scaled Independent 255
Desert lm 23km GA Scaled Independent 256
Desert lm 23km ARTMAP Scaled Independent 257
Desert 2m 23km GML Scaled Independent 258
Desert 2m 23km GA Scaled Independent 259
Desert 2m 23km ARTMAP Scaled Independent 260
Desert 4m 23km GML Scaled Independent 261
Desert 4m 23km GA Scaled Independent 262
Desert 4m 23km ARTMAP Scaled Independent 263
Desert lm 23km GML Random 264
Desert lm 23km GA Random 265
Desert lm 23km ARTMAP Random 266
Desert 2m 23km GML Random 267
Desert 2m 23km GA Random 268
Desert 2m 23km ARTMAP Random 269
Desert 4m 23km GML Random 270
Desert 4m 23km GA Random 271
Desert 4m 23km ARTMAP Random 272
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Scene Name : Tank Scene
Image Dimensions 512x 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : GaussianMaximum Likelihood
Notes : 0.15 r^obability Threshold
Total Pixels : 248095
Pixels Classified : 232241
Percent Classified 93.6
Confusion Matrix
f trail sand parking dirt 1XX& mart scrub forest driveway
1
trail 153 0 0 0 0 0 0 0 0 153
sand 0 246 0 0 0 0 0 0 0 246
parking 0 0 341 0 0 0 0 0 0 341
dirt 0 0 0 403 0 0 0 0 0 403
roo 0 0 0 0 244 0 0 0 0 244
road 0 0 0 0 0 335 0 0 2 337
scrub 0 0 0 0 0 0 720 3 0 723
f i mill 1 !
rarest 0 0 0 0 0 0 0 376 0 376
drivewery 0 0 0 0 0 2 0 0 66 68
^ 153 246 341 403 244 337 720 379 68 ,
Reference Source / # : Dependent - 2948
Pixels Verified : 2931
Diagonal Elements : 2924
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.998 ( 0.996 , 0.999 )
Weighted Accuracy (w ) : 0.995 (0.991,1.000)
Kappa ( k ) : 0.997 ( 0.995 , 0.999 )
B&P's Kappa (kn): 0.997 ( 0.995 , 0.999 )

















Percent Classified : 92.3
Confusion Matrix































































































Reference Source / # : Dependent - 2948
Pixels Verified : 2948
Diagonal Elements : 2949
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 1.0 (1.0, 1.0)
Weighted Accuracy ( w ) : 1.0 (1.0,1.0)
Kappa ( k ) : 1.0 ( 1.0, 1.0)























Rule Based Genetic Algorithm (MYSTIC)
threshold 2 bands rule with large training set
248095
Pixels Classified : 262 144
Percent Classified : 105.7
Confusion Matrix
trail sand parking dirt roof road scrub forest driveway \
trail 178 5 0 3 0 0 0 0 0 186
sand 0 241 1 0 2 0 0 0 0 244
parking 0 0 334 0 11 0 0 0 0 345
dirt 15 0 0 400 0 0 0 0 0 415
roof 0 0 2 0 247 0 0 0 0 249
road 0 0 0 0 0 337 0 0 60 397
scrub 0 0 5 0 0 0 716 1 1 723
forest 0 0 0 0 0 0 4 378 0 382
driveway 0 0 0 0 0 0 0 0 7 7
. 193 246 342 403 260 337 720 379 68
Reference Source / # : Dependent - 2948
Pixels Verified : 2948
Diagonal Elements : 2838
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.963 ( 0.956 , 0.970 )
Weighted Accuracy (w ) 0.880 ( 0.870 , 0.890 )
Kappa ( k ) : 0.956 ( 0.948 , 0.964 )
B&P's Kappa (kn ): 0.958 ( 0.950 , 0.966 )

















Percent Classified : 89.7
Confusion Matrix
trail sand parking dirt roof road scrub forest ctrivet
trail 153 0 0 0 0 0 0 0 0
sand 0 246 0 0 0 0 0 0 0
parking 0 0 340 0 0 0 0 0 0
dirt 0 0 0 403 0 0 0 0 0
roof 0 0 0 0 241 0 0 0 0
road 0 0 0 0 0 334 0 0 2
scrub 0 0 0 0 0 0 720 4 0
forest 0 0 0 0 0 0 0 375 0
driveway 0 0 0 0 0 3 0 0 66
153 246 340 403 241 337 720 379 68
Reference Source / # : Dependent - 2948
Pixels Verified : 2927
Diagonal Elements : 2918
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.997 ( 0.995 , 0.999 )
Weighted Accuracy ( w ) : 0.995 ( 0.990 , 0.999 )
Kappa ( k ) : 0.996 ( 0.994 , 0.999 )
B&P's Kappa (kn): 0.997 ( 0.994 , 0.999 )











Seen ;Name : Tank Scene
Image Dimensions 512x 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 248095




trail sand parking dirt roof road scrub forest driveway \
trail 0 0 0 0 0 0 0 0 0 0
sand 0 246 0 0 0 0 0 0 0 246
parking 0 0 342 0 0 0 0 0 0 342
dirt 0 0 0 402 0 0 0 0 0 402
roof 0 0 0 0 260 0 0 0 0 260
road 0 0 0 0 0 292 0 0 0 292
scrub 0 0 0 0 0 0 718 0 0 718
forest 193 0 0 1 0 0 2 379 0 575
driveway 0 0 0 0 0 45 0 0 68 113
i 153 246 342 403 260 337 720 379 68 i
Reference Source / # : Dependent - 2948
Pixels Verified : 2948
Diagonal Elements : 2707
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.918 ( 0.908 , 0.928 )
Weighted Accuracy ( w ) : 0.873 ( 0.869 , 0.878 )
Kappa ( k ) : 0.905 (0.893,0.916)
B&P's Kappa (): 0.908 ( 0.897 , 0.919 )
TauCTp): 0.905 (0.893,0.916)
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Scene Name : Tank Scene
Image Dimensions : 512 x 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : GaussianMaximum Likelihood
Notes : 0.15 Probability Threshold
Total Pixels : 248095
Pixels Classified: 232241
Percent Classified : 0.936
Confusion Matrix
trail sand parking dirt roof road scrub forest cirivew
trail 268 0 0 44 0 0 0 0 0
sand 0 507 0 0 0 0 0 0 0
perking 0 0 913 0 0 0 0 0 0
dirt 0 0 0 309 0 0 0 0 0
roof 0 0 0 0 669 0 0 0 0
road 0 0 0 0 0 757 0 0 25
scrub 0 0 0 0 0 3 2032 0 0
forest 0 0 0 0 0 0 23 1673 0
driveway 0 0 2 0 0 4 0 0 135
268 507 915 353 669 764 2055 1673 160
Reference Source / # : Independent - 7434
Pixels Verified : 7364
Diagonal Elements : 7263
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.986 ( 0.984 , 0.989 )
Weighted Accuracy (w ) : 0.966 ( 0.959 , 0.974 )
Kappa ( k ) : 0.983 ( 0.980 , 0.987 )
B&P's Kappa (kn): 0.985 ( 0.982 , 0.988 )











Scene Name : Tank Scene
Image Dimensions : 512 >, 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 7km Visibility
Classifier : Gaussian Maximum Likelihooc
Notes : 0.15 Probability Threshold




trail sand parking dirt roof urwl scrub forest driveway
1
trail 268 0 0 52 0 0 0 0 0 320
sand 0 507 0 0 0 0 0 0 0 507
parking 0 0 913 0 0 0 0 0 0 913
dirt 0 0 0 302 0 0 0 0 0 302
roof 0 0 0 0 665 0 0 0 0 665
road 0 0 0 0 0 760 0 0 32 792
scrub 0 0 0 0 0 2 2031 0 0 2033
forest 0 0 0 0 0 0 23 1674 0 1697
driveway 0 0 0 0 0 1 0 0 128 129
^ 268 507 913 354 665 763 2054 1674 160 ,
Reference Source / # : Independent - 7434
Pixels Verified : 7358
Diagonal Elements : 7248
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.985 ( 0.982 , 0.988 )
Weighted Accuracy ( w ) : 0.960 ( 0.952 , 0.968 )
Kappa ( k ) : 0.982 ( 0.979 , 0.985 )
B&P's Kappa (kn) : 0.983 ( 0.980 , 0.986 )
Tau(Tp): 0.982 ( 0.979 , 0.985 )
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Scene Name : Tank Scene
Image Dimensions : 512x 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Gaussian Maximum Likelihooc
Notes : 0.15 Probability Threshold





trail sand parking dirt roof road scrub forest driveway \
trail 268 0 0 29 0 0 0 0 0 297
sand 0 507 0 0 0 0 0 0 0 507
parking 0 0 913 0 0 0 0 0 0 913
dirt 0 0 0 319 0 0 0 0 0 315
roof 0 0 0 0 653 0 0 0 0 653
rood 0 0 0 0 0 757 0 0 20 777
scrub 0 0 0 0 0 2 2029 0 0 2031
forest 0 0 0 0 0 0 22 1673 0 1695
driveway 0 0 1 0 0 4 0 0 140 145
. 268 507 914 348 653 763 2051 1673 160 i
Reference Source / # : Independent - 7434
Pixels Verified : 7337
Diagonal Elements : 7259
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.989 ( 0.987 , 0.992 )
WeightedAccuracy (w ) : 0.975 (0.968,0.981)
Kappa ( k ) : 0.987 ( 0.984 , 0.990 )
B&P's Kappa (kn): 0.988 (0.985,0.991)













Rule Based Genetic Algorithm (MYSTIC)
threshold 2 bands rule with large training set
248095
Pixels Classified : 262144



























































































i 268 507 915 356 703 791. 2060 1674 160 ;
Reference Source / # : Independent - 7434
Pixels Verified 7434
Diagonal Elements : 6610
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.889 ( 0.882 , 0.896 )
Weighted Accuracy ( w ): 0.789 ( 0.780 , 0.798 )
Kappa ( k ) : 0.867 ( 0.858 , 0.875 )
B&P's Kappa (kn) : 0.875 ( 0.867 , 0.883 )
Taii(r): 0.866 ( 0.858 , 0.875 )
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Scene Name : Tank Scene
Image Dimensions 512x 512 x 15 bands
Resolution : lmGTFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases




' trail sand parking dirt roof road scrub forest driveway
'
trail 0 0 0 0 0 0 0 0 0 0
sand 0 503 0 0 0 0 0 0 0 503
parking 0 0 912 0 5 10 0 0 2 929
dirt 11 1 0 314 0 0 0 0 0 326
roof 0 0 3 0 463 0 0 0 0 466
road 0 0 0 0 0 673 0 44 0 717
scrub 0 0 0 0 0 16 1994 7 0 2017
forest 257 3 0 42 0 0 65 1620 0 1987
driveway 0 0 0 0 0 92 1 0 158 251
L 268 507 915 356 468 791 2060 1671 160
Reference Source / # : Independent - 7434
Pixels Verified : 7196
Diagonal Elements : 6637
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.992 (0.916,0.929)
Weighted Accuracy ( w ) : 0.848 ( 0.843 , 0.854 )
Kappa ( k ) : 0.905 (0.897,0.912)


















Percent Classified : 0.936
Confusion Matrix
trail sand parking dirt roof L'I'Wfl scrub forest c trivet
trail 250 0 0 6 0 0 0 0 0
sand 0 1504 0 0 0 0 0 0 0
parking 0 0 199 0 0 0 0 0 0
dirt 0 0 0 40 0 0 0 0 0
roof 0 0 0 0 43 0 0 0 0
road 0 0 0 0 0 259 0 0 13
scrub 0 0 0 0 0 1 2043 0 0
forest 0 0 0 0 0 0 23 2907 0
driveway 0 0 0 0 0 1 0 0 72
250 1504 159 46 43 261 2066 2907 85
Reference Source / # : Scaled Independent - 7434
Pixels Verified : 7361
Diagonal Elements : 7317
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.994 ( 0.992 , 0.996 )
Weighted Accuracy ( w ) : 0.966 ( 0.953 , 0.980 )
Kappa ( k ) : 0.992 ( 0.989 , 0.994 )
B&P's Kappa (kn) : 0.993 (0.991,0.995)



























Percent Classified : 92.3
Confusion Matrix





























































































Reference Source / # : Scaled Independent - 7434
Pixels Verified : 7359
Diagonal Elements : 7316
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.994 ( 0.992 , 0.996 )
Weighted Accuracy (w ) : 0.958 ( 0.942 , 0.975 )
Kappa ( k ) : 0.992 ( 0.989 , 0.994 )
B&P's Kappa (): 0.993 ( 0.991 , 0.995 )











Scene Name : Tank Scene
Image Dimensions : 512x 512 x 15 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Gaussian Maximum Likelihooc
Notes : 0.15 Probability Threshold
Total Pixels : 248095
Pixels Classified :
22261"
Percent Classified : 89.7
ConfusionMatrix
r trail sand parking dirt roof triad scrub forest driveway
'
trail 254 0 0 4 0 0 0 0 0 258
sand 0 1468 0 0 0 0 0 0 0 1468
parking 0 0 200 0 0 0 0 0 0 200
dirt 0 0 0 43 0 0 0 0 0 43
roof 0 0 0 0 43 0 0 0 0 43
road 0 0 0 0 0 228 0 0 11 239
scrub 0 0 0 0 0 1 2104 0 0 2105
rcresc 0 0 0 0 0 0 23 2882 0 2905
driveway 0 0 0 0 0 1 0 0 75 76
k. 254 1468 200 47 43 230 2127 2882 86 ,
Reference Source / # : Scaled Independent - 7434
Pixels Verified : 7337
Diagonal Elements : 7297
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.995 ( 0.993 , 0.996 )
Weighted Accuracy (w ) : 0.974 ( 0.962 , 0.986 )
Kappa ( k ) : 0.992 ( 0.990 , 0.995 )
B&P's Kappa (): 0.994 ( 0.992 , 0.996 )













Rule Based Genetic Algorithm (MYSTIC)
threshold 2 bands rule with large training set
248095
Pixels Classified : 262 144
Percent Classified : 105.7
Confusion Matrix
trail sand parking dirt roof road scrub forest c trivet
trail 796 505 0 15 0 0 0 0 0
sand 0 711 3 1 0 2 94 75 0
parking 0 2 258 0 1 1 0 0 0
dirt 41 0 0 60 0 0 0 0 0
roof 0 0 0 0 51 0 0 0 0
road 0 0 0 0 0 227 0 0 28
scrub 0 0 2 0 0 17 1387 0 5
forest 0 0 0 0 0 1 79 3070 0
driveway 0 0 0 0 0 0 0 0 2
837 1218 263 76 52 248 1560 3145 35
Reference Source / # : Scaled Independent - 7434
Pixels Verified : 7434
Diagonal Elements : 6562
Coefficients
Simple Accuracy ( P0 ) : 0.883
Weighted Accuracy ( w ) : 0.782
Kappa ( k ) : 0.841
B&P's Kappa (kn): 0.868
Tau(rp): 0.840
95% Confidence Interval
( 0.875 , 0.890 )
( 0.776 , 0.807 )
(0.832,0.851)
( 0.860 , 0.876 )






















Fuzzy ARTMAP Neural Network
Recast Inconsistent Cases
248095
Pixels Classified : 247396
Percent Classified : 99.7
Confusion Matrix
trail sand parking dirt roof road scrub forest crrivev,
trail 0 0 0 0 0 0 0 0 0
sand 0 509 0 0 0 0 0 0 0
parking 0 0 356 0 0 8 0 0 2
dirt 0 1 0 598 0 0 0 0 0
roof 0 0 1 0 44 0 0 0 0
road 0 0 0 0 0 545 0 65 0
scrub 0 0 0 0 0 13 2233 10 0
forest 0 3 0 80 0 0 73 2397 0
driveway 0 0 0 0 0 74 1 0 180
513 357 678 44 640 2307 2472 182
Reference Source / # : Scaled Independent - 7434
Pixels Verified : 7196
Diagonal Elements : 6637
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.954 ( 0.949 , 0.959 )
Weighted Accuracy ( w ) : 0.850 ( 0.845 , 0.855 )
Kappa ( k ) : 0.939 ( 0.933 , 0.945 )
B&P's Kappa (kn): 0.948 ( 0.943 , 0.954 )


























Percent Classified : 93.6
Confusion Matrix






























































































Reference Source / # : Random Data Set - 278
Pixels Verified : 265
Diagonal Elements : 233
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.879 (0.840,0.918)
Weighted Accuracy ( W ) : 0.921 ( 0.877 , 0.964 )
Kappa ( k ) : 0.827 ( 0.772 , 0.882 )




























Percent Classified : 92.3
ConfusionMatrix
































































































Reference Source / # : Random Data Set - 278
Pixels Verified : 264
Diagonal Elements : 232
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.879 (0.839,0.918)
Weighted Accuracy (w ) 0.924 ( 0.883 , 0.965 )
Kappa ( k ) : 0.827 ( 0.772 , 0.882 )
B&P's Kappa (kn): 0.864 (0.819,0.908)

























Pixels Classified: 2226 17
Percent Classified : 89.7
ConfusionMatrix








































































































Reference Source / # : Random - 278
Pixels Verified : 256
Diagonal Elements : 229
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.895 ( 0.857 , 0.932 )
Weighted Accuracy ( w ) : 0.937 ( 0.897 , 0.977 )
Kappa ( k ) : 0.850 ( 0.797 , 0.903 )
B&P's Kappa (kn): 0.881 ( 0.839 , 0.924 )













Rule Based Genetic Algorithm (MYSTIC)
threshold 2 bands rule with large training set
248095
Pixels Classified :262144
Percent Classified : 105 . 7
ConfusionMatrix




























































































Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.737 ( 0.686 , 0.789 )
Weighted Accuracy (w ) : 0.790 ( 0.701 , 0.879 )
Kappa ( k ) : 0.635 ( 0.568 , 0.701 )
B&P's Kappa (&): 0.705 ( 0.646 , 0.763 )


























Percent Classified : 99.7
Confusion Matrix






























































































Reference Source / # : Random - 278
Pixels Verified : 277
Diagonal Elements : 191
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.690 ( 0.635 , 0.744 )
Weighted Accuracy (w ) 0.715 ( 0.663 , 0.766 )
Kappa ( k ) : 0.581 (0.513,0.648)
B&P's Kappa (kn): 0.651 (0.589,0.712)

























































I 576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1184
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.983 (0.976,0.991)
Weighted Accuracy ( w ): 0.979 (0.957, 1.000)
Kappa ( k ) : 0.975 ( 0.965 , 0.986 )
B&P's Kappa (kn): 0.979 ( 0.970 , 0.988 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified : 62500































576 221 277 28 102
Reference Source / # : Dependent - 1204
Pixels Verified : 1204
Diagonal Elements : 750
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.623 ( 0.596 , 0.650 )
Weighted Accuracy ( w ): 0.542 ( 0.472 , 0.612 )
Kappa ( k ) : 0.443 ( 0.406 , 0.480 )
B&P's Kappa(): 0.529 ( 0.494 , 0.563 )
Tau(rp): 0.443 ( 0.402 , 0.483 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified: 62500






























t 576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1126
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.935 (0.921,0.949)
Weighted Accuracy ( w ): 0.762 ( 0.741 , 0.784 )
Kappa ( k ) : 0.904 ( 0.884 , 0.924 )
B&P's Kappa (kn): 0.919 ( 0.902 , 0.936 )
















Pixels Classified : 62500































576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1160
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.963 ( 0.953 , 0.974 )
Weighted Accuracy (w ): 0.958 ( 0.932 , 0.984 )
Kappa ( k ) : 0.946 (0.930,0.961)
B&P's Kappa (): 0.954 (0.941,0.968)













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500
Percent Classified : 100.0
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 )
Weighted Accuracy ( w )




























































































^ 576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1072
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.890 ( 0.873 , 0.908 )
Weighted Accuracy ( w ): 0.725 ( 0.699 , 0.750 )
Kappa ( k ) : 0.838 (0.813,0.863)
















































576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1135
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.943 ( 0.930 , 0.956 )
Weighted Accuracy (w ): 0.923 ( 0.864 , 0.982 )
Kappa ( k ) : 0.916 ( 0.897 , 0.935 )
B&P's Kappa (kn): 0.928 (0.912,0.945)













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified :62500































L 576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1090
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.905 ( 0.889 , 0.922 )
Weighted Accuracy (w ): 0.820 ( 0.732 , 0.907 )
Kappa ( k ) : 0.861 ( 0.837 , 0.885 )
B&P's Kappa (kn): 0.882 ( 0.861 , 0.902 )
















































^ 576 221 277 28 102
Reference Source / # : Dependent- 1204
Pixels Verified : 1204
Diagonal Elements : 1101
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.914 ( 0.899 , 0.930 )
Weighted Accuracy ( w ): 0.745 (0.719,0.770)
Kappa ( k ) : 0.873 ( 0.850 , 0.896 )
B&P's Kappa (kn): 0.893 (0.873,0.913)
















































. 270 183 1877 80 302
Reference Source / # : Independent -2712
Pixels Verified : 2712
Diagonal Elements : 2669
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.984 ( 0.979 , 0.989 )
Weighted Accuracy ( w ): 0.926 ( 0.879 , 0.974 )
Kappa ( k ) : 0.968 ( 0.958 , 0.977 )
B&P's Kappa(): 0.980 ( 0.974 , 0.986 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500































^ 270 183 1877 80 302
Reference Source / # : Independent -2712
Pixels Verified : 2712
Diagonal Elements : 1881
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.694 (0.676,0.711 )
Weighted Accuracy ( w ): 0.515 ( 0.478 , 0.552 )
Kappa ( k ) : 0.484 ( 0.459 , 0.508 )
B&P's Kappa (kn): 0.617 ( 0.595 , 0.639 )
Tm(Tp): 0.379 (0.344,0.414)
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified: 62500































270 183 1877 80 302
Reference Source / # : Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 1674
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.617 ( 0.599 , 0.636 )
Weighted Accuracy ( w ): 0.520 ( 0.505 , 0.536 )
Kappa ( k ) : 0.424 ( 0.401 , 0.448 )




















forest road grass metal water
Eoresc 270 0 0 3 0 273
road 0 162 27 0 0 189
grass 0 21 1850 1 0 1872
metal 0 0 0 76 9 85
water 0 0 0 0 293 293
270 183 1877
Reference Source / # : Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 2651
80 302
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.978 ( 0.972 , 0.983 )
WeightedAccuracy ( w ) : 0.958 ( 0.927 , 0.989 )
Kappa ( k ) : 0.955 ( 0.943 , 0.966 )
B&P's Kappa (): 0.972 ( 0.965 , 0.979 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified : 62500































270 183 1877 80 302
Reference Source / # : Independent - 27 12
Pixels Verified : 2712
Diagonal Elements : 1742
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.642 ( 0.624 , 0.660 )
Weighted Accuracy ( w ) : 0.759 (0.719,0.798)
Kappa ( k ) : 0.469 ( 0.445 , 0.493 )
B&P's Kappa (kn): 0.553 ( 0.530 , 0.575 )
Tm(Tp): 0.275 (0.238,0.311)
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 7km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified : 62500































^ 270 183 1877 80 302
Reference Source / # : Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 1571
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.579 ( 0.561 , 0.598 )
Weighted Accuracy (w ): 0.680 ( 0.664 , 0.696 )
Kappa ( k ) : 0.417 ( 0..393 , 0.440 )

















































270 183 1877 80 302
Reference Source / # : Independent- 2712
Pixels Verified : 2712
Diagonal Elements : 2477
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.913 ( 0.903 , 0.924 )
Weighted Accuracy ( w ): 0.932 ( 0.899 , 0.964 )
Kappa ( k ) : 0.836 (0.817,0.856)
B&P's Kappa(): 0.892 ( 0.878 , 0.905 )













Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified : 62500
































^ 270 183 1877 80 302
Reference Source / # : Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 2609
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.962 ( 0.955 , 0.969 )
Weighted Accuracy ( H ): 0.824 ( 0.773 , 0.875 )
Kappa ( k ) : 0.920 ( 0.904 , 0.935 )
B&P's Kappa(): 0.953 ( 0.944 , 0.962 )
Tau(7;): 0.923 ( 0.908 , 0.938 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified : 62500































^ 270 183 1877 80 302
Reference Source / # : Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 2221
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.819 ( 0.804 , 0.833 )
Weighted Accuracy ( w ): 0.746 ( 0.729 , 0.763 )
Kappa ( k ) : 0.684 ( 0.659 , 0.708 )
B&P's Kappa(): 0.774 ( 0.756 , 0.792 )
Tau (Tp): 0.633 ( 0.604 , 0.662 )
191
Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.0 Probability Threshold
Total Pixels : 62500
Pixels Classified: 62500































^ 1512 391 706 63 41
Reference Source / # : Scalec Independent- 2712
Pixels Verified : 2713
Diagonal Elements : 2672
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.985 ( 0.980 , 0.989 )
Weighted Accuracy ( w ) : 0.924 ( 0.870 , 0.977 )
Kappa ( k ) : 0.975 ( 0.967 , 0.982 )
B&P's Kappa (kn): 0.981 ( 0.975 , 0.987 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500































1133 0 790 34 753
Reference Source / # : Scalec Independent- 2712
Pixels Verified : 2710
Diagonal Elements : 2194
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.810 ( 0.795 , 0.824 )
Weighted Accuracy ( w ) : 0.515 ( 0.469 , 0.562 )
Kappa ( k ) : 0.713 (0.691 ,0.735)
B&P's Kappa ( kn ) : 0.762 ( 0.744 , 0.780 )

















Percent Classified : 100.0
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
WeightedAccuracy ( w )
Kappa ( k ) :
B&P's Kappa ( kn )
Tau (7/,):
Confusion Matrix
forest road grass metal water
forest 1268 831 1 0 0 2100
road 14 23 160 0 0 157
grama 0 5 250 0 0 255
mRtral 0 0 0 0 0 0
water 0 0 15 0 144 159




Coefficients 95% Confidence Interval
0.622 ( 0.603 , 0.640 )
): 0.521 ( 0.499 , 0.542 )
0.362 ( 0.335 , 0. 388 )
0.527 ( 0.504 , 0.550 )
















































. 1701 147 807 15 42
Reference Source / # : Scalec Independent- 2712
Pixels Verified : 2712
Diagonal Elements : 2681
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.989 ( 0.985 , 0.993 )
Weighted Accuracy ( w ) : 0.956 (0.921,0.990)
Kappa ( k ) : 0.978 ( 0.970 , 0.985 )
B&P's Kappa (kn): 0.986 (0.981 ,0.991)













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified :62500































. 2032 20 597 23 41
Reference Source / # : Scalec Independent -2712
Pixels Verified : 2713
Diagonal Elements : 2416
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.891 ( 0.879 , 0.902 )
Weighted Accuracy ( w ): 0.761 ( 0.662 , 0.859 )
Kappa ( k ) : 0.676 (0.643,0.710)
B&P's Kappa (kn): 0.863 ( 0.848 , 0.878 )

















































, 1750 367 434 0 162
Reference Source / # : Scaled Independent - 2712
Pixels Verified : 2713
Diagonal Elements : 2455
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.905 ( 0.894 , 0.916 )
Weighted Accuracy ( vv ): 0.680 ( 0.657 , 0.703 )
Kappa ( k ) : 0.824 ( 0.805 , 0.842 )
B&P's Kappa (kn): 0.881 ( 0.867 , 0.895 )
















































. 1685 203 691 28 104
Reference Source / # : Scaled Independent - 2712
Pixels Verified : 2711
Diagonal Elements : 2622
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.967 ( 0.960 , 0.974 )
Weighted Accuracy ( w ) : 0.936 ( 0.890 , 0.983 )
Kappa ( k ) : 0.940 ( 0.927 , 0.952 )
B&P's Kappa (kn): 0.959 (0.951,0.967)













Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified : 62500
Percent Classified : 100.0
Confusion Matrix
' forest mad grass metal water
forest 1372 0 0 0 0 1372
road 0 84 3 0 0 87
grass 21 10 1042 90 2 1165












Reference Source / # : Scaled Independent - 2712
Pixels Verified : 2711
Diagonal Elements : 2575
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.950 ( 0.942 , 0.958 )
Weighted Accuracy ( w ) 0.824 ( 0.770 , 0.879 )
Kappa ( k ) : 0.912 ( 0.898 , 0.926 )
B&P's Kappa (kn): 0.937 ( 0.927, 0.948 )













Fuzzy ARTMAP Neural Network
Recast Inconsistent Cases
62500
Pixels Classified : 62500
Percent Classified : 100.0
Confusion Matrix






























i 1519 355 741 0 97
Reference Source / # : Scalec Independent - 2712
Pixels Verified : 2712
Diagonal Elements : 2525
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.931 (0.922,0.941)
Weighted Accuracy (w ) : 0.746 ( 0.730 , 0.763 )
Kappa ( k ) : 0.885 ( 0.869, 0.900 )
B&P's Kappa(): 0.914 ( 0.902 , 0.926 )
Taud,,): 0.884 ( 0.868 , 0.900 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : GaussianMaximum Likelihood
Notes : 0.0 Probability Threshold
Total Pixels : 62500
Pixels Classified: 62500
Percent Classified : 100.0
Confusion Matrix
forest road grass metal water












Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :


































( 0.623 , 0.920 )
( 0.577 , 0.723 )
( 0.689 , 0.803 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500































s 171 10 110 2 7
Reference Source / # : Random - 300
Pixels Verified : 300
Diagonal Elements : 169
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.563 ( 0.507 , 0.619 )
Weighted Accuracy (w ): 0.434 ( 0.410 , 0.457 )
Kappa ( k ) : 0.326 ( 0.252 , 0.401 )
B&P's Kappa(): 0.454 ( 0.384 , 0.524 )

















Percent Classified : 100.0
Confusion Matrix















Reference Source / # :
Pixels Verified :
Diagonal Elements : 152
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :
Kappa ( k ) :







































Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 7km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.0 Probability Threshold
Total Pixels : 62500
Pixels Classified : 62500
Percent Classified : 100.0
Confusion Matrix















Reference Source / # :
Pixels Verified :
Diagonal Elements : 265
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :


































( 0.847 , 0.920 )
( 0.658 , 0.954 )
(0.711
,0.847)














Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500
Percent Classified : 100.0
ConfusionMatrix
forest road grass metal water
Reference Source / # :
Pixels Verified :
Diagonal Elements : 240
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :
Kappa ( k ) :











































( 0.755 , 0.845 )
( 0.500 , 0.797 )
( 0.507 , 0.680 )















































. 171 10 110 2 7
Reference Source / # : Random - 300
Pixels Verified : 300
Diagonal Elements : 219
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.730 ( 0.680 , 0.780 )
Weighted Accuracy (w ) : 0.622 ( 0.569 , 0.675 )
Kappa ( k ) : 0.533 ( 0.467 , 0.600 )
B&P's Kappa (): 0.663 ( 0.600 , 0.725 )
















Pixels Classified : 62500































i 171 10 110 2 7
Reference Source / # : Random - 300
Pixels Verified : 300
Diagonal Elements : 259
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.863 ( 0.824 , 0.902 )
Weighted Accuracy ( w ): 0.912 (0.871 ,0.954)
Kappa ( k ) : 0.749 (0.680,0.818)














Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified :62500
Percent Classified : 100.0
Confusion Matrix
/ forest mad grass Tna*"a'i water
forest 159 0 8 0 0 167
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :























Coefficients 95% Confidence Interval
0.907 ( 0.874 , 0.940 )
0.804 ( 0.654 , 0.955 )
0.830 (0.771,0.888)
0.883 ( 0.842 , 0.924 )
0.827 ( 0.766 , 0.888 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified: 62500
Percent Classified : 100.0
Confusion Matrix
forest mad grass hh! al water












Reference Source / # :
Pixels Verified :
Diagonal Elements : 229
Simple Accuracy ( P0 ) :
Weighted Accuracy (w ) :
































( 0.574 , 0.695 )
(0.511,0.664)
( 0.644 , 0.764 )

















Percent Classified : 100.0
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy (w ) :




forest road grass metal water
forest 29211 416 5119 72 16
road 2793 2283 3903 7 17
grass 110 494 15650 3 12
metal 541 14 750 129 4
water 0 0 9 0 947









Coefficients 95% Confidence Interval
0.772 ( 0.772 , 0.772 )
















Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500

























i 32655 3207 25431 211 996
Reference Source / # : Synthetic - 62500
Pixels Verified : 62500
Diagonal Elements : 35430
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.567 ( 0.567 , 0.567 )
Weighted Accuracy ( viv): 0.456 ( 0.456 , 0.456 )
Kappa ( k ) : 0.342 ( 0.342 , 0.342 )
B&P's Kappa(): 0.459 ( 0.459 , 0.459 )
Tau(rp): 0.225 ( 0.225 , 0.225 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified: 62500


























^ 32655 3207 25431 211 996
Reference Source / # : Synthetic - 62500
Pixels Verified : 62500
Diagonal Elements : 31754
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.508 ( 0.508 , 0.508 )
Weighted Accuracy ( vi>): 0.476 ( 0.476 , 0.476 )
Kappa ( k ) : 0.268 ( 0.268 , 0.268 )


















Percent Classified : 100.0
Confusion Matrix
' j-, .mi ,i
roresc road grass metal water
forest 32476 208 6467 44 9 39204
road 124 2440 828 4 1 3397
grass 35 546 18011 0 2 18594












Reference Source / # : Synthetic - 62500
Pixels Verified : 62500
Diagonal Elements : 54040
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.865 ( 0.865 , 0.865 )
Weighted Accuracy ( w ) 0.838 (0.838,0.838)
Kappa ( k ) : 0.753 ( 0.753 , 0.753 )
B&P's Kappa (kn) : 0.831 (0.831,0.831)













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified : 62500
Percent Classified : 100.0
Confusion Matrix
forest road grass metal water
forest 32163 2769 11842 32 8
road 52 405 6 0 0
grass 167 11 13533 25 9
metal 273 22 50 154 34






Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy (w ) :
Kappa ( k ) :
B&P's Kappa (k):
Tau(7;):












( 0.755 , 0.755 )
( 0.664 , 0.664 )
( 0.528 , 0.528 )
( 0.694 , 0.694 )













Fuzzy ARTMAP Neural Network
Recast Inconsistent Cases
62500
Pixels Classified : 62500
Percent Classified : 100.0
Confusion Matrix
forest road grass metal vater
forest 32311 1015 6950 41 2
road 197 2063 6205 0 1
grass 96 121 9668 78 24
metal 0 0 0 0 0






Reference Source / # :
Pixels Verified :
Diagonal Elements : 4501 1
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :
Kappa ( k ) :
B&P's Kappa ():
Tm(Tp):











( 0.720 , 0.720 )
( 0.597 , 0.597 )
( 0.526 , 0.526 )
( 0.650 , 0.650 )











































i 32655 3207 25431 211 996
Reference Source / # : Synthetic - 62500
Pixels Verified : 62500
Diagonal Elements : 50424
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.807 ( 0.807 , 0.807 )
Weighted Accuracy ( VlO: 0.784 ( 0.784 , 0.784 )
Kappa ( k ) : 0.659 ( 0.659 , 0.659 )
B&P's Kappa (kn): 0.758 ( 0.758 , 0.758 )













Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified .62500
Percent Classified : 100.0
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w ) :




forest road grass metal water
forest 31047 97 1194 5 0
road 10 1545 155 0 0
grass 903 926 22076 130 61
metal 695 239 1962 76 7
water 0 0 4 0 928









Coefficients 95% Confidence Interval
0.897 ( 0.897 , 0.897 )
0.743 ( 0.743 , 0.743 )



















Percent Classified : 100.0
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 )
Weighted Accuracy ( w )




forest road grass metal water
forest 28569 1189 5217 18 0 34993
road 1188 1746 5260 0 0 8194
grass 1980 271 14658 148 16 17073
maral 0 0 0 0 0 0
water 918 1 296 45 980 2240




Coefficients 95% Confidence Interval
: 0.735 ( 0.735 , 0.735 )
V): 0.596 ( 0.596 , 0.596 )
0.551 (0.551,0.551)
0.669 ( 0.669 , 0.669 )
















































i 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 1204
Pixels Verified : 1204
Diagonal Elements : 1110
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.922 ( 0.907 , 0.937 )
Weighted Accuracy ( w ): 0.947 ( 0.925 , 0.969 )
Kappa ( k ) : 0.886 ( 0.863 , 0.908 )
B&P's Kappa (): 0.902 ( 0.883 , 0.921 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified : 62500






























^ 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 204
Pixels Verified : 1204
Diagonal Elements : 764
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.635 ( 0.607 , 0.662 )
Weighted Accuracy ( w ): 0.530 ( 0.457 , 0.603 )
Kappa ( k ) : 0.462 ( 0.425 , 0.498 )
B&P's Kappa (kn): 0.543 ( 0.509 , 0.577 )
















































k 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 1204
Pixels Verified : 1204
Diagonal Elements : 1030
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.855 ( 0.836 , 0.875 )
Weighted Accuracy (w ): 0.719 ( 0.694 , 0.743 )
Kappa (k): 0.788 (0.760,0.817)


















Percent Classified : 100.0
Confusion Matrix
forest road grass metal water
forest 523 0 53
road 0 170 9
grass 0 4 317
metal 0 2 0






Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy (w ) :








Coefficients 95% Confidence Interval
0.942 ( 0.929 , 0.955 )
0.960 ( 0.939 , 0.980 )
0.914 ( 0.895 , 0.934 )
0.927 (0.911
,0.944)













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified:62500
Percent Classified : 100.0
Confusion Matrix




















Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w )































( 0.679 , 0.730 )
( 0.528 , 0.705 )
( 0.494 , 0.570 )
( 0.598 , 0.663 )
( 0.529 , 0.605 )
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 7km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 62500
Pixels Classified :62500































k 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 204
Pixels Verified : 1204
Diagonal Elements : 960
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.797 ( 0.775 , 0.820 )
WeightedAccuracy (w ): 0.682 ( 0.657 , 0.707 )
Kappa ( k ) : 0.708 ( 0.677 , 0.738 )
B&P's Kappa (kn): 0.747 (0.718,0.775)
















Pixels Classified : 62500
































v. 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 1204
Pixels Verified : 1204
Diagonal Elements : 1069
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.888 ( 0.870 , 0.906 )
Weighted Accuracy ( w ) : 0.911 ( 0.859 , 0.963 )
Kappa ( k ) : 0.837 (0.812,0.863)














Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified: 62500































. 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 1204
Pixels Verified : 1204
Diagonal Elements : 1124
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.934 ( 0.919 , 0.948 )
Weighted Accuracy (w ) : 0.855 ( 0.766 , 0.943 )
Kappa ( k ) : 0.902 (0.881,0.923)
B&P's Kappa (kn): 0.917 ( 0.899 , 0.935 )

















































. 523 176 381 26 98
Reference Source / # : Dependent/Synthetic - 1204
Pixels Verified : 1204
Diagonal Elements : 992
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.824 ( 0.802 , 0.845 )
Weighted Accuracy ( w ): 0.693 ( 0.664 , 0.722 )
Kappa ( k ) : 0.743 (0.713,0.773)
B&P's Kappa (kn): 0.780 ( 0.753 , 0.807 )
Tau(7;): 0.742 (0.711,0.774)
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Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 5km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.0 Probability Threshold
Total Pixels : 62500
Pixels Classified : 62500































k 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 2611
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.963 ( 0.956 , 0.970 )
Weighted Accuracy ( w ): 0.898 (0.844,0.951)
Kappa ( k ) : 0.925 (0.910,0.939)














Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified : 62500































k 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 1869
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.689 ( 0.672 , 0.707 )
Weighted Accuracy ( w ): 0.515 ( 0.477 , 0.553 )
Kappa ( k ) : 0.477 ( 0.453 , 0.502 )
B&P's Kappa (): 0.611 ( 0.590 , 0.633 )













Fuzzy ARTMAP Neural Network
Recast Inconsistent Cases
62500
Pixels Classified : 62500































268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 1699
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.626 ( 0.608 , 0.645 )
Weighted Accuracy ( w ): 0.554 ( 0.527 , 0.582 )
Kappa ( k ) : 0.438 ( 0.413 , 0.462 )
B&P's Kappa (kn): 0.533 (0.510,0.556)
Tau(rp): 0.246 ( 0.209 , 0.283 )
230
Scene Name : Forest Scene
Image Dimensions : 250 x 250 x 15 bands
Resolution : lm GIFOV
Atmosphere : 7km Visibility
Classifier : GaussianMaximum Likelihood
Notes : 0.0 Probability Threshold
Total Pixels : 62500
Pixels Classified: 62500































. 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 2638
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.973 ( 0.967 , 0.979 )
Weighted Accuracy ( vv ): 0.953 ( 0.923 , 0.983 )
Kappa ( k ) : 0.945 ( 0.933 , 0.957 )
B&P's Kappa(): 0.966 ( 0.958 , 0.974 )













Rule Based Genetic Algorithm (MYSTIC)
threshold two bands, large training set
62500
Pixels Classified: 62500































k 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 1734
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.639 ( 0.621 , 0.657 )
Weighted Accuracy ( w ) : 0.759 ( 0.722 , 0.795 )
Kappa ( k ) : 0.466 ( 0.442 , 0.490 )
B&P's Kappa (kn): 0.549 ( 0.527 , 0.572 )
















































268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 1591
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.587 ( 0.568 , 0.605 )
Weighted Accuracy ( w ): 0.681 ( 0.665 , 0.696 )
Kappa ( k ) : 0.425 ( 0.402 , 0.449 )


















































k 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 2413
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.890 ( 0.878 , 0.902 )
Weighted Accuracy ( w ): 0.901 ( 0.867 , 0.935 )
Kappa ( k ) : 0.792 (0.770,0.814)
B&P's Kappa (): 0.862 ( 0.847 , 0.877 )













Rule Based Genetic Algorithm (MYSTIC)
ratio two bands, large training set
62500
Pixels Classified :62500































L 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2712
Diagonal Elements : 2586
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.954 ( 0.946 , 0.961 )
Weighted Accuracy ( w'): 0.801 ( 0.746 , 0.856 )
Kappa ( k ) : 0.902 (0.885,0.919)
B&P's Kappa (kn): 0.942 ( 0.932 , 0.952 )
















































, 268 201 1872 70 301
Reference Source / # : Independent/Synthetic -2712
Pixels Verified : 2717
Diagonal Elements : 2202
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) 0.812 ( 0.797 , 0.827 )
Weighted Accuracy ( w ): 0.723 ( 0.699 , 0.748 )
Kappa ( k ) : 0.671 ( 0.646 , 0.696 )
B&P's Kappa ( kn ) : 0.765 ( 0.747 , 0.783 )
















Pixels Classified : 1200000
Percent Classified : 100.0
Confusion Matrix
















































Reference Source / # : Dependent - 9555
Pixels Verified : 9555
Diagonal Elements : 9443
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.988 ( 0.986 , 0.990 )
Weighted Accuracy ( w ) : 0.971 ( 0.965 , 0.976 )
Kappa ( k ) : 0.984 (0.981,0.987)














Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
1200000
Pixels Classified : 1071910
Percent Classified : 89.3
Confusion Matrix
















































Reference Source / # : Dependent - 9555
Pixels Verified : 9553
Diagonal Elements : 8559
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.896 ( 0.890 , 0.902 )
Weighted Accuracy (w ) : 0.798 ( 0.788 , 0.808 )
Kappa ( k ) : 0.857 ( 0.849 , 0.865 )
B&P's Kappa (): 0.875 ( 0.868 , 0.882 )
Tau (Tp): 0.856 ( 0.847 , 0.864 )
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Scene Name : Desert Scene
Image Dimensions : 600 x 2000 x 10 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 1200000
Pixels Classified: 11991 10
Percent Classified : 99.9
Confusion Matrix
















































Reference Source / # : Dependent - 9555
Pixels Verified : 9555
Diagonal Elements : 9222
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.965 ( 0.961 , 0.969 )
Weighted Accuracy ( w ) : 0.910 (0.901,0.919)
Kappa ( k ) : 0.952 ( 0.947 , 0.957 )
B&P's Kappa (): 0.958 ( 0.954 , 0.962 )
















Pixels Classified : 300000
Percent Classified : 100.0
Confusion Matrix




















































Reference Source / # : Dependent - 207 1
Pixels Verified : 2071
Diagonal Elements : 207 1
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 1.0 (1.0,1.0)
Weighted Accuracy (w ) : 1.0 (1.0,1.0)
Kappa ( k ) : 1.0 (1.0,1.0)














Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
300000
Pixels Classified: 269581
Percent Classified : 89.9
Confusion Matrix




















































Reference Source / # : Dependent - 207 1
Pixels Verified : 2070
Diagonal Elements : 1687
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.815 ( 0.798 , 0.832 )
Weighted Accuracy ( w ) : 0.784 (0.767,0.801)
Kappa ( k ) : 0.774 ( 0.755 , 0.794 )
B&P's Kappa (): 0.778 ( 0.758 , 0.798 )
Tau(7;): 0.771 (0.751,0.792)
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Scene Name : Desert Scene
Image Dimensions : 300 x 1000 x 10 bands
Resolution : 2m GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 300000
Pixels Classified: 298586
Percent Classified : 99.5
Confusion Matrix





















































Reference Source / # : Dependent - 207 1
Pixels Verified : 2071
Diagonal Elements : 1960
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.946 ( 0.937 , 0.956 )
WeightedAccuracy ( w ) : 0.931 ( 0.919 , 0.943 )
Kappa ( k ) : 0.934 ( 0.922 , 0.946 )
B&P's Kappa(): 0.936 ( 0.924 , 0.947 )
Tau(rp): 0.934 ( 0.922 , 0.946 )
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Scene Name : Desert Scene
Image Dimensions : 150 x 500 x 10 bands
Resolution : 4m GIFOV
Atmosphere : 23km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.15 Probability Threshold
Total Pixels : 75000
Pixels Classified: 75000
Percent Classified : 100.0
Confusion Matrix




















































Reference Source / # : Dependent - 8 10
Pixels Verified : 810
Diagonal Elements : 810
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 1.0 (1.0, 1.0)
Weighted Accuracy ( w ) : 1.0 (1.0,1.0)
Kappa ( k ) : 1.0 (1.0,1.0)














Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
75000
Pixels Classified: 67 140
Percent Classified : 89.5
Confusion Matrix














































Reference Source / # : Dependent - 8 10
Pixels Verified : 782
Diagonal Elements : 574
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.734 ( 0.703 , 0.765 )
Weighted Accuracy ( w ) : 0.674 ( 0.652 , 0.696 )
Kappa ( k ) : 0.676 (0.641,0.711)


















Percent Classified : 99.9
ConfusionMatrix















































Reference Source / # : Dependent - 8 10
Pixels Verified : 810
Diagonal Elements : 753
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.930 ( 0.912 , 0.947 )
Weighted Accuracy ( w ) : 0.907 ( 0.886 , 0.929 )
Kappa ( k ) : 0.914 ( 0.893 , 0.935 )
B&P's Kappa (kn) : 0.916 ( 0.894 , 0.937 )
Tm(Tp): 0.914 ( 0.892 , 0.935 )
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Scene Name : Desert Scene
Image Dimensions : 600 x 2000 x 10 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.15 Probability Threshold
Total Pixels : 1200000
Pixels Classified : 1200000
Percent Classified : 100.0
Confusion Matrix















































Reference Source / # : Independent - 12964
Pixels Verified : 12964
Diagonal Elements : 12542
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.967 (0.964,0.971)
Weighted Accuracy (w ) : 0.930 ( 0.924 , 0.937 )
Kappa ( k ) : 0.950 ( 0.945 , 0.954 )
B&P's Kappa (kn): 0.961 ( 0.957 , 0.965 )













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
1200000
Pixels Classified: 1071910
Percent Classified : 89.3
Confusion Matrix
dmnrt_j,ir im nl sand tarp vegetation shadow camouflage
desert_pavement
tarp












































Reference Source / # : Independent - 1 2964
Pixels Verified : 12885
Diagonal Elements : 1 1 195
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.869 ( 0.863 , 0.875 )
Weighted Accuracy ( w ) : 0.731 ( 0.724 , 0.737 )
Kappa ( k ) : 0.796 ( 0.788 , 0.804 )
B&P's Kappa(): 0.843 ( 0.836 , 0.850 )
Tm(Tp): 0.796 ( 0.787 , 0.805 )
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Scene Name : Desert Scene
Image Dimensions : 600 x 2000 x 10 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 1200000
Pixels Classified : 1 1991 10
Percent Classified : 99.9
Confusion Matrix
















































Reference Source / # : Independent - 12964
Pixels Verified : 12275
Diagonal Elements : 1 1376
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.927 (0.922,0.931)
Weighted Accuracy ( w ) : 0.836 ( 0.827 , 0.845 )
Kappa ( k ) : 0.881 ( 0.874 , 0.888 )
B&P's Kappa ( kn ) : 0.912 (0.907,0.918)
















Pixels Classified : 300000
Percent Classified : 100.0
ConfusionMatrix




















































Reference Source / # : Independent - 3577
Pixels Verified : 3577
Diagonal Elements : 3258
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.911 ( 0.901 , 0.920 )
Weighted Accuracy ( w ) : 0.846 (0.832,0.861)
Kappa ( k ) : 0.867 ( 0.853 , 0.880 )
B&P's Kappa(): 0.893 ( 0.882 , 0.904 )













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
300000
Pixels Classified: 269581
Percent Classified : 89.9
Confusion Matrix





















































Reference Source / # : Independent - 3577
Pixels Verified : 3528
Diagonal Elements : 2852
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.808 (0.795,0.821)
WeightedAccuracy ( w ) : 0.680 ( 0.667 , 0.693 )
Kappa ( k ) : 0.723 ( 0.706 , 0.740 )
B&P's Kappa (): 0.770 ( 0.754 , 0.786 )

















Percent Classified : 99.5
Confusion Matrix























































Reference Source / # : Independent - 3577
Pixels Verified : 3569
Diagonal Elements : 3252
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.911 (0.902,0.921)
Weighted Accuracy ( vv ) : 0.830 (0.814,0.846)
Kappa ( k ) : 0.869 (0.856,0.883)
B&P's Kappa (): 0.893 ( 0.882 , 0.905 )

















Percent Classified : 100.0
Confusion Matrix






















































Reference Source / # : Independent - 1046
Pixels Verified : 1046
Diagonal Elements : 890
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.851 ( 0.829 , 0.872 )
Weighted Accuracy ( vv ) : 0.832 (0.810,0.854)
Kappa ( k ) : 0.814 (0.788,0.841)
B&P's Kappa (): 0.821 ( 0.795 , 0.847 )













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
75000
Pixels Classified: 67 140
Percent Classified : 89.5
ConfusionMatrix



















































Reference Source / # : Independent - 1046
Pixels Verified : 1027
Diagonal Elements : 726
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.707 ( 0.679 , 0.735 )
Weighted Accuracy ( w ) : 0.682 ( 0.661 , 0.703 )
Kappa ( k ) : 0.635 ( 0.602 , 0.667 )
B&P's Kappa(): 0.648 ( 0.615 , 0.682 )
Tau(7;): 0.632 ( 0.597 , 0.667 )
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Scene Name : Desert Scene
Image Dimensions : 150 x 500 x 10 bands
Resolution : 4m GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 75000
Pixels Classified: 74945
Percent Classified : 99.9
Confusion Matrix















































Reference Source / # : Independent - 1046
Pixels Verified : 995
Diagonal Elements : 699
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.703 (0.674,0.731)
Weighted Accuracy ( w ) : 0.693 ( 0.664 , 0.722 )
Kappa ( k ) : 0.632 ( 0.598 , 0.666 )
B&P's Kappa (kn): 0.643 ( 0.609 , 0.677 )
















Pixels Classified : 1200000
Percent Classified : 100.0
ConfusionMatrix






Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
WeightedAccuracy (w )
















































( 0.983 , 0.987 )
( 0.906 , 0.955 )
( 0.948 , 0.960 )




















Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
1200000
Pixels Classified : 1071910
Percent Classified : 89.3
Confusion Matrix







Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
Weighted Accuracy ( w )









































( 0.863 , 0.875 )
( 0.665 , 0.799 )
(0.946,0.961)
( 0.983 , 0.987 )













Fuzzy ARTMAP Neural Network
Recast Inconsistent Cases
1200000
Pixels Classified : 1 1991 10
































k 9800 973 140 171 1014 174
Reference Source / # : Scaled Independent - 12964
Pixels Verified : 12272
Diagonal Elements : 11979
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.976 ( 0.973 , 0.979 )
Weighted Accuracy ( H ) : 0.837 ( 0.790 , 0.884 )
Kappa ( k ) : 0.931 ( 0.924 , 0.939 )
B&P's Kappa (kn): 0.971 ( 0.968 , 0.975 )






















Pixels Classified : 300000
Percent Classified : 100.0
Confusion Matrix

















































Reference Source / # : Scaled Independent - 3577
Pixels Verified : 3577
Diagonal Elements : 3481
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.973 ( 0.968 , 0.978 )
WeightedAccuracy (w ) 0.846 ( 0.767 , 0.925 )
Kappa ( k ) : 0.880 (0.858,0.901)
B&P's Kappa (kn) : 0.968 (0.961 ,0.974)













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
300000
Pixels Classified : 269581
Percent Classified : 89.9
Confusion Matrix



















Reference Source / # : Scaled Independent - 3577
Pixels Verified : 3530
Diagonal Elements : 3247
Coefficients
Simple Accuracy ( P0 ) : 0.920
WeightedAccuracy (w ) 0.688


















( 0.547 , 0.829 )
( 0.733 , 0.785 )
(0.893,0.915)

















Percent Classified : 99.5
Confusion Matrix




VHjH Hi II II
shadow
camouflage
Reference Source / # :
Pixels Verified :
Diagonal Elements :
Simple Accuracy ( P0 ) :
WeightedAccuracy (w )
Kappa ( k ) :





















































( 0.943 , 0.958 )
(0.739,0.918)
( 0.864 , 0.896 )
( 0.932 , 0.949 )























Percent Classified : 100.0
Confusion Matrix
sand tarp vegpUvrl
i'Vii L paveumL 730 0 0 0
sand 0 91 0 0
tarp 0 5 50 0
T^3p(jMlfrj^fc^rf'^'| 0 0 0 15
shadow 17 0 0 3
0 0 0 7








Reference Source / # : Scaled Independent- 1046
Pixels Verified : 1046
Diagonal Elements : 992
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.948 ( 0.935 , 0.962 )
Weighted Accuracy ( w ) 0.836 ( 0.703 , 0.970 )
Kappa ( k ) : 0.892 (0.865,0.919)





















Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
75000
Pixels Classified: 67 140
Percent Classified : 89.5
Confusion Matrix














































Reference Source / # : Scaled Independent- 1046
Pixels Verified : 1027
Diagonal Elements : 911
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.887 ( 0.868 , 0.906 )
Weighted Accuracy ( w ) 0.700 ( 0.414 , 0.985 )
Kappa ( k ) : 0.661 (0.606,0.715)
B&P's Kappa (kn): 0.864 (0.841,0.888)
Tau(Tp): 0.582 (0.511,0.654)
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Scene Name : Desert Scene
Image Dimensions : 150 x 500 x 10 bands
Resolution : 4m GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 75000
Pixels Classified:74945
Percent Classified : 99.9
Confusion Matrix














































Reference Source / # : Scaled Independent- 1046
Pixels Verified : 993
Diagonal Elements : 757
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.762 (0.674,0.731)
Weighted Accuracy ( w ) 0.699 (0.461,0.937)
Kappa ( k ) : 0.583 ( 0.540 , 0.626 )
B&P's Kappa (kn): 0.715 ( 0.683 , 0.747 )
















Pixels Classified : 1200000
Percent Classified : 100.0
Confusion Matrix




















































Reference Source / # : Random - 297
Pixels Verified : 297
Diagonal Elements : 256
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.862 ( 0.823 , 0.901 )
Weighted Accuracy (w ) : 0.778 ( 0.700 , 0.857 )
Kappa ( k ) : 0.671 ( 0.589 , 0.754 )














Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
1200000
Pixels Classified : 1071910
Percent Classified : 89.3
Confusion Matrix













































Reference Source / # : Random - 297
Pixels Verified : 266
Diagonal Elements : 228
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.857 (0.815,0.899)
Weighted Accuracy ( w ) : 0.583 ( 0.497 , 0.669 )
Kappa ( k ) : 0.631 (0.543,0.718)
B&P's Kappa(): 0.829 ( 0.778 , 0.879 )
Tau(7;): 0.614 ( 0.501 , 0.728 )
265
Scene Name : Desert Scene
Image Dimensions : 600 x 2000 x 10 bands
Resolution : lm GIFOV
Atmosphere : 23km Visibility
Classifier : Fuzzy ARTMAP Neural Network
Notes : Recast Inconsistent Cases
Total Pixels : 1200000
Pixels Classified : 1 1991 10
Percent Classified : 99.9
Confusion Matrix
desert_pavemant sand tarp vegetation shadow camouflage
rVyi'irt pavenmL
tarp










































Reference Source / # : Random - 297
Pixels Verified : 297
Diagonal Elements : 243
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.818 ( 0.774 , 0.862 )
Weighted Accuracy ( vv ) : 0.653 ( 0.542 , 0.763 )
Kappa ( k ) : 0.591 ( 0.505 , 0.676 )
B&P's Kappa (A:J: 0.782^ ( 0.729 , 0.834 )
















Pixels Classified : 300000
Percent Classified : 100.0
Confusion Matrix














































Reference Source / # : Random - 297
Pixels Verified : 297
Diagonal Elements : 25 1
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.845 ( 0.804 , 0.886 )
Weighted Accuracy (w ) : 0.657 ( 0.566 , 0.749 )
Kappa ( k ) : 0.542 (0.441,0.643)
B&P's Kappa ( kn ) : 0.814 ( 0.765 , 0.864 )













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
300000
Pixels Classified : 269581
Percent Classified : 89.9
Confusion Matrix



















































Reference Source / # : Random - 297
Pixels Verified : 265
Diagonal Elements : 223
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.842 ( 0.798 , 0.885 )
Weighted Accuracy ( w ) : 0.580 ( 0.500 , 0.659 )
Kappa ( k ) : 0.595 ( 0.506 , 0.684 )
B&P's Kappa (kn): 0.810 ( 0.757 , 0.863 )

















Percent Classified : 99.5
ConfusionMatrix



















































Reference Source / # : Random - 297
Pixels Verified : 295
Diagonal Elements : 231
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.783 ( 0.736 , 0.830 )
Weighted Accuracy ( vv ) 0.658 ( 0.542 , 0.774 )
Kappa ( k ) : 0.520 (0.431,0.609)
B&P's Kappa(): 0.740 ( 0.683 , 0.796 )
Tau(7;): 0.411 ( 0.283 , 0.538 )
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Scene Name : Desert Scene
Image Dimensions : 150 x 500 x 10 bands
Resolution : 4m GIFOV
Atmosphere : 23km Visibility
Classifier : Gaussian Maximum Likelihood
Notes : 0.15 Probability Threshold
Total Pixels : 75000
Pixels Classified: 75000
Percent Classified : 100.0
Confusion Matrix
desert_pawinait sand tarp vegetation shadow camouflage












































Reference Source / # : Random - 297
Pixels Verified : 297
Diagonal Elements : 234
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.788 ( 0.741 , 0.834 )
Weighted Accuracy ( w ) : 0.722 (0.613,0.830)
Kappa ( k ) : 0.546 (0.461,0.632)
B&P's Kappa(): 0.745 ( 0.690 , 0.801 )













Rule Based Genetic Algorithm (MYSTIC)
threshold_3_ratio_lpair rule with large initial training set
75000
Pixels Classified: 67 140
Percent Classified : 89.5
Confusion Matrix
Lpavement sand tarp vegetation shadow "mfiaja i
156 4 0 1 1 1 203
1 13 0 0 0 0 14
0 2 3 0 0 0 5
0 0 0 0 2 0 2
0 0 0 0 1 0 1





208 19 15 8
Reference Source / # : Random - 297
Pixels Verified : 261
Diagonal Elements : 220
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.843 ( 0.799 , 0.887 )
WeightedAccuracy ( w ) : 0.553 ( 0.463 , 0.643 )
Kappa ( k ) : 0.577 ( 0.485 , 0.668 )








































































Reference Source / # : Random - 297
Pixels Verified : 297
Diagonal Elements : 212
Coefficients 95% Confidence Interval
Simple Accuracy ( P0 ) : 0.714 ( 0.662 , 0.765 )
Weighted Accuracy ( w ) : 0.633 ( 0.538 , 0.728 )
Kappa ( k ) : 0.430 (0.344,0.515)
B&P's Kappa (kn): 0.657 (0.595,0.718)
Tzu(Tp): 0.218 ( 0.0776 , 0.358 )
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