Introduction
In this paper I will present a summary of Turing's article "Computing machinery and intelligence" [26] and discuss it. I retrace the ideas Turing presented in this paper and explain their historical context. Also, I discuss the impact Turing's ideas had on the scientific community when the paper was published in 1950 as well as the meaning they still have today. Throughout this paper, I include points brought up in a discussion about this paper on Feb 11, 2014 in the CS294-17 seminar "Reading the Classics" at UC Berkeley [22] with Professor Christos Papadimitriou.
History of the Paper
In this section I am going to describe the historic context that surrounds Turing's paper. The first subsection is about the history of Turing's central question, "Can machines think?" and the field of artificial intelligence in general. In the second subsection I give a brief overview over Turing's life and explain his motivation to investigate the question above.
The Idea of Thinking Machines
The idea of "thinking machines" is nearly as old as machines themselves. One of the earliest examples may be found in Greek mythology from around 400 BC: Talos, a man made out of bronze, was forged by the god Hephaistos in order to protect the citizens of Crete [3] . Another example of a thinking machine can be found in the story of the Golem of Prague, which was given live by the rabbi of Prague to protect the Jews of Prague from anti-semites [4] . The legend of thinking machines is then explored more broadly in the 19 th century, for example in the novel Frankenstein by Mary Shelley, in which an artificial being is created that is met with fear by its own creator and subsequently tries to kill him. Modern adaptations of the theme include the book "Do Androids Dream of Electric Sheep?" by Philip K. Dick, which features machines that are indistinguishable from humans. The book discusses, amongst other things, the question whether these machines have a conscience. Also, numerous film adaptations and original movies show that the question of conscious, thinking machines was and still is of great interest to the general public. These films include "I, Robot", the Matrix-movies and, most recently, "Her".
The academic field that deals with this kind of machines is called "Artificial Intelligence". The first work that is thought of as belonging to this field is [14] , according to [19, p. 16] . In this paper, the authors described a network that can simulate brain activity and showed that this kind of network is equivalent in power of computation to a Turing Machine, i.e., it could implement all computable functions [14, p. 24] . A way of making such nets "learn" was then added in [6] , as stated in [19, p. 16] .
The field of Artificial Intelligence, or AI for short, was only "officially" founded in 1956 in Dartmouth, when John McCarthy, Marvin Minsky, Claude Shannon and Nathaniel Rochester organized the Dartmouth conference. All of the attendees of this conference would later go on to become important researchers in the field of AI. Also, it was during this conference that John McCarthy convinced the other attending researchers to adopt the term "Artificial Intelligence" for this new field [19, p. 16f.] . After suffering from lack of funding during the "AI winter", approximately between 1974 and 1980 (see [10] ), AI is currently a very active research field that is, however more concerned with solving practical problems than with discussing the very general notion of thinking machines [19, section 1.1].
Turing's way to the Question
Alan Turing's first paper was [25] from 1936, in which he introduced the Turing Machine in order to show the undecidability of the Entscheidungsproblem posed by Hilbert in [7] in 1928. After working under Alonzo Church in Princeton from 1936 to 1938 he came back to the place of his graduate studies in Cambridge, where he joined the Government Code and Cypher School at Bletchley Park in late 1938 [8, section 3] . During his work at Bletchley Park he was mainly occupied with breaking the German Enigma, which he accomplished in 1940 [8, section 4] . After his work on cryptography during the second World War he went on to design the Automatic Computing Engine, or ACE for short, at the National Physical Laboratory at Bushy Park.
It seems odd to me that this man, who apparently was mostly interested in theoretical mathematics, cryptography and electronics, writes about the question of machine intelligence. His motivation for this may become clearer if we consider that Turing originally introduced his machine with the words "[w]e may compare a man [. . . ] to a machine" [25, p. 231] . Thus, he must have been aware of the parallel between a human mind and his theoretical machine, which later became the underlying design for the first actual computers. He also circulated a paper on the topic of "machine intelligence" during his time at Bletchley Park. This paper, however, appears to be lost, as stated in [5] .
During his time at the National Physics Laboratory Turing joined the Ratio Club, "a cybernetics group for discussion", as founding member Ross Ashby describes it in [2, p. 2624] . The members of this club discussed a diverse range of topics, all of which could be connected to the general idea of formalization and understanding of the human brain [11, p. 23] . Given Turing's previous occupation with machines, it seems very likely that these first meetings of the Ratio Club finally convinced him to write and publish the paper I am discussing.
Defining the Question
In this section I cover the main ideas presented by Turing in sections 1 through 5 of "Computing machinery and intelligence" [26] . In the first subsection I summarize Turing's section 1 and 2, in which he defines and justifies the exact question under consideration. I then briefly explain the ideas from section 3 through 5 in the second subsection. Finally I talk about one of the points that is misunderstood quite often: The relation between the question Turing discusses in his paper and the original question "Can machines think?".
Replacing an Ill-defined Question with a Well-defined one
Turing starts his paper off with the statement that he is going "to consider the following question, 'Can machines think?' " [26, p. 433] . However, being a mathematician, he immediately recognizes that this question is ill-defined, since neither "machine" nor "to think" are formally defined. His goal for the first section is then to find a similar question that is well-defined and, in Turing's terms "deserve[s] discussion" [26, p. 442] .
He does so by first introducing the "imitation game". Three people are needed for this game, one interrogator and two persons, one male, one female, none of which can see or hear the other two. Also, at the beginning of the game, the interrogator does not know which person is female and which is male. The interrogator then poses a series of questions, each addressed to either person, delivered through written communication. The persons then answer them one by one. At the end of the game the interrogator then has to decide who is the male and who is the female. 
What is a Machine?
There is still one point of ill-definition in Turing's new question. He still uses the notion of a "machine" without explicitly stating which kinds of machine he considers. In order to be able to discuss his new question with mathematical accuracy, he then goes on to define the term "machine" exactly.
In order to do this, he then defines constraints on a team of engineers that should be followed in order for the resulting machine to be admitted to the game. He permits "any kind of engineering technique to be used in [the] machines" [26, p. 435] . He also wants to allow machines that are not understood by their own creators, for example because the process of creation is not (yet) completely understood or because the machines are too complex to be completely understood. Finally, he wants to exclude humans from the notion of machines, since these could also be created in the natural way by a team of engineers. After relaxing the requirement about being able to use any type of engineering technique, which would also permit cloning machines, he arrives at the conclusion that only digital computers should be permitted.
After this restriction, Turing follows the line of thought from his earlier paper on Turing Machines [25] . He argues that all tasks performed by a human computer can also be performed by a discrete state machine. Also, every discrete state machine can be simulated by a digital computer. Finally, there exists a single digital computer, the so-called "universal digital computer" that can simulate every other digital computer, based on its initial programming. Thus, Turing has reduced the question whether there is a machine that can perform satisfactorily in the imitation game to the question whether it is possible to program the universal digital computer to perform satisfactorily in the game.
Does the Test Imply Intelligence?
Even though Turing made it clear that his new question merely replaces the ill-defined "Can machines think?", some people claim that Turing intended an equivalent or even a stronger definition of this question. A few of these people further believe that Turing stated that any machine could be considered intelligent if it passed the Turing test (see, e.g., [16] ). They then take this as the basis to discuss the implications of this statement in great lengths.
However, this belief is wrong. Turing never stated that a machine that wins his game should be considered intelligent. This becomes even more apparent if one considers that Turing rejected the original question due to "intelligent" being undefined in the first place. He even explicitly states that the question of intelligent machinery is "too meaningless to deserve discussion" [26, p. 442] . Why would he then go on to define a question that has the same meaning as the original, unsubstantial one?
Turing knows that his new question is a different one and has different implications than the original one, but he also thinks that his new question may actually be answered. The original question, however, can "only" be discussed and, in my opinion, serves mainly as a test for one's own definition of intelligence.
Opinions on the Question
Before talking about the next section in Turing's paper, it is important to note two points: First, he already elaborated on the point whether his new question would be worth discussing and answered this positively. Second, his new question is not about the machines that exist today. Instead it asks "whether there are imaginable computers which would do well [in the imitation game]" [26, p. 436] .
This section covers section 6 of Turing's paper, in which he states his personal opinion about the answer to the question and investigates common objections against his new question and the question "can machines think?".
Turing's Conjecture
In order to start the discussion, Turing then gives his own opinion on the answer to this question. He believes "that in about fifty years' time it will be possible to programme [sic] computers, with a storage capacity of about 10 9 , to make them play the imitation game so well that an average interrogator will not have more than 70 per cent. chance of making the right identification after five minutes of questioning". It is again important to note that Turing did not set down concrete rules for the game, as is believed by some people [16] . He only stated his personal opinion about the progress of computing machines and what capabilities they would have in the year 2000.
Objections Against Turing's Idea
Turing knew that there were a lot of differing opinions on his answer to the question. Since he made his own position clear in the first part of this section, he now goes back to the question he originally wanted to answer, "Can machines think?". He then goes on to discuss opinions that differ from his own. However, since he only just posed the new question about the imitation game, he considers other people's objections to his positive answer to the original question, namely the objections by people who are convinced that machines cannot think.
I cover the objections that were most controversially discussed in [22] in detail and briefly summarize the remaining objections.
The Objection from Consciousness
This is the objection that was the topic of the major part of the discussion in [22] . It states that machines can never achieve consciousness, meaning that they, for example, can never have genuine feelings. The objection does concede, however, that a machine may appear to be conscient by its behavior, i.e., it may give the same response a human would give when asked if it is,for example, happy Turing quotes Professor Geoffrey Jefferson, who formulated this objection in [12] . He did so in response to newspaper reports of 1949, which called the newly installed Manchester Mark 1 an "electronic brain" [1].
The Chinese Room This argument is famously expanded upon by John Searle in [21] with his thought experiment of a "Chinese Room". In this thought experiment Searle considers a person in a room who has no knowledge of Chinese whatsoever and cannot even "recognize Chinese writing as Chinese writing distinct from, say, Japanese writing or meaningless squiggles" [21, p. 418] . This person has a book written in English that translates certain Chinese symbols into other Chinese symbols.
The person is then given a set of Chinese symbols through a gap in the door, translates these symbols into other symbols using his or her book and returns the produced symbols through the gap in the door. If one calls the set of symbols that is handed to the person the "input" and the returned set of symbols the "output", then one can think of the room as a machine like the digital computers that Turing considers. However, no matter how sophisticated and human-like the outputs appear, one would never say that the person in the room knows or understands Chinese, according to Searle. Thus, as long as a computer only performs "formal symbol manipulation" [21, p. 418], it cannot achieve consciousness.
In the discussion in [22] we discussed several problems with this argument. For example, this thought experiment is only concerned with "computers" made up of inorganic material, such as the room, the books and the human itself, when seen as a central processor. If we constructed a computer out of neurons it might be possible that this construct becomes conscious. In any case, this has not been disproved by the thought experiment.
Furthermore, in was unclear in [22] whether or not to ascribe consciousness to such a room, if we only see it as a black box. Opinions differed as to whether consciousness might arise from a complex enough arrangement of unconscious objects. The main argument for ascribing consciousness was that a human's individual neurons are also considered unconscious, whereas the brain, which consists only of these neurons, is considered conscious.
A Brain Prosthesis
Another thought experiment focuses more on the role of neurons in the emergence of consciousness. According to [19, p. 835 ], this experiment is commonly known as the "brain prosthesis" experiment, was first described in [21] , but most famously discussed in [17] . For this experiment we assume that we have developed neurosurgery far enough to construct an artificial neuron that completely works like a natural neuron. Assume further that we are able to replace a single natural neuron with an artificial neuron that interfaces with the surrounding neurons in the exact same way as the natural one did.
What would happen if we replaced all the neurons in a human brain with these artificial neurons one after another? Would the resulting artificial brain still have consciousness? Would the resulting being still be the same person? In my opinion these questions and the missing answers show that our understanding of consciousness is not exact enough to sufficiently discuss it. I lean mostly towards the so-called functionalist viewpoint, which states that "the input/output behavior of neurons is their only significant property" [19, p. 835] , where "significant" is, in my opinion, to be interpreted as "significant for AI discussion". We do not yet know enough about other properties of neurons and the brain as a whole to be able to discuss consciousness past conjectures and thought experiments.
Turing himself adopts a similar stance, stating that "instead of arguing continually over [the question whether another being has consciousness] it is usual to have the polite convention that everyone thinks" [26, p. 446] . He points out that the Turing test may, however, be the starting point of a more well-defined discussion about the intellectual capabilities of machines.
Lady Lovelace's Objection
This is the only objection that Turing attributes to a single person, namely to Lady Ada Lovelace. Lady Lovelace lived from 1815 to 1852 in England, exchanged letters with Charles Babbage about his analytical engine and is widely credited as the first programmer [24] . Turing quotes her as saying "[a machine] has no pretensions to originate anything. It can do whatever we know how to order it to perform." (Italics by Lovelace, quoted in [26, p. 450] ). He observes that this objection can be summarized by stating machines can never surprise us.
Following this, he notes that he himself is often surprised by machines, since he did not calculate the behavior sufficiently or did so "in a hurried, slipshod fashion" [26, p. 450] . I support Turing's claim from my own experience with debugging computer programs and would even state that the whole problem of debugging is basically the problem of dealing with surprises presented by a computer.
However, there were differing positions in [22] . It was noted that the surprise one experiences before starting debugging is only due to the human's insufficient calculation and, as Turing puts it, "reflect[s] no credit on the machine" [26, p. 450] . He notes that this can also be reduced to the objection from consciousness, since it is admitted that the machine does indeed surprise the human, but its conscious decision to do so is questioned If one phrases this objection as a question like "Can machines surprise us?", I believe that this objection serves a purpose similar to the original question "Can machines think?". It can be used as a test of one's own definition of the term "surprise", just like the original question could be used to test the definition of the term "think". I again follow the functionalist approach to this question: Since I cannot know whether anybody else made the conscious decision to surprise me, I can also never know this about machines.
The ESP Objection
This was one of the most puzzling objections when it was discussed in [22] . The objection is that some humans are capable of extrasensory perception, or ESP for short, which includes telepathy or telekinesis. An interrogator may then simply read the thoughts of the human or the machine or may ask the two participants to move a small object without touching it. Whether or not Turing took ESP seriously is unknown, according to [18] . It is, however, known that ESP was an active field of research at the time, since studies on the phenomenon were published regularly. See [9] for a summary of research in the field of ESP Since there was no conclusive evidence or a theory of ESP in Turing's days, he falls back to conjecture about this phenomenon and states that "with E.S.P.
[sic] anything may happen" [26, p. 454] . He conjectures that if humans can have extrasensory perception, it might be possible to build machines that are capable of it. It might also be possible to remove ESP from the imitation game by letting it take place in a "telepathy-proof room" [26, p. 454].
Other Objections
In this subsection I summarize the remaining objections that Turing discusses. I give a short summary of each objection brought forward as well as Turing's counterargument for it. Furthermore, I point to additional literature where possible.
The Theological Objection The first objection against the possibility of thinking machines is the statement that thinking is a property of the soul. Since only humans have souls, it is impossible for a machine to think. Even though Turing was an atheist for most of his life [23] , he rejects this objection in theological terms by stating that the limitation of souls to humans would also limit God's powers. If He is almighty, He can also choose to give souls to non-humans. Thus, if a machine with a soul exists, then humans only have to create the "mansion" [26, p. 443 ], in which God can then put a soul.
The "Heads in the Sand" Objection This objection can be summarized by the sentence "It is too scary to think about the implications of a thinking machine, so let us pretend machines will never be able to think". Since no arguments are brought forward against the statement that it is possible to construct thinking machines, Turing does not consider it "sufficiently substantial to require refutation" [26, p. 444] .
The Mathematical Objection In this objection it is stated that, by thinking, humans are able to do things that machines cannot do. This includes, for example, solving the halting problem or showing that a certain machine eventually answers "yes" for the empty input, both of which have been shown to be impossible for digital computers by Turing himself in [25] . He then argues that humans are too fallible themselves to consider themselves intellectually superior to any machine. Thus, the assumption of the objection, namely that humans are generally capable of computing solutions to uncomputable problems, does not hold.
Objection from Disability Turing discusses a whole family of objections under this title, namely the objections of the form "[M]achines [can] do [a lot of] things but you will never be able to make one [...] do X" [26, p. 447] , where X may, for example, be "be friendly", "enjoy strawberries" or "be the subject of its own thought" (all of these are from [26, p. 447] ). He brushes these objections off very easily by stating that most of these objections can often be reduced to the argument from consciousness. Since the observable behavior of a human is quite easy to implement for most X, it then comes down to the objection that the machine does not have the same consciousness as a human, or that it has no soul. The actual mechanism for exhibiting the behavior is often discarded as trivial, once it is explained in enough detail to be implemented in a digital computer, according to Turing.
The Continuity Objection This objection is based on the fact that human brains exhibit continuous signals instead of the discrete signals that digital computers use. However, since Turing is only interested in the performance of machines in the imitation game it is possible for a discrete state machine to simulate continuous operation. This is due to the fact that the game only allows textual communication between the interrogator and the other participants and only goes on for a finite time.
The Informality Objection Turing also considers the objection that human behavior follows informal rules that cannot be captured with formal description. Thus, machines cannot be able to imitate humans completely. Turing again argues against the assumption of this objection: Even though the formal rules governing human behavior cannot be deduced by observing his or her behavior, it may still be possible that these rules exist. Turing gives the example of a small program that he set up at Manchester University that transforms a sixteen-digit number into another sixteen-digit number. Even though the program is small and probably not very complicated, he considers it near-impossible to figure out the rules behind the behavior, just as it may be the case with humans.
Learning Machines
The previous part of Turing's paper was about his opinion that it should be possible to construct a machine that displays the same behavior as a human in the imitation game. In this section he further supports his claim by presenting a sketch of how such a machine might be constructed.
A central idea for this machine is the idea of learning. This means that even though a machine may not be capable of some task in its initial configuration, it may acquire this ability during its runtime, just like a human child learns its whole behavior during its childhood and even during its adult life.
Turing believes that this can be achieved by programming a machine such that it behaves like a human child. Since the human brain of any human has been "constructed" in a very simple state that was, however, very capable of learning, Turing suggests to construct a program that is made up of "[r]ather little mechanism, and lots of blank sheets" [26, p. 456] . This "child machine" could then be taught just like a normal child could.
In the final pages of his paper, Turing then discusses multiple ideas how to equip a machine with a mechanism for learning. He concludes that the main mechanism should be one of reward for correctly learned behavior and punishment for wrong behavior. Since this essentially turns the problem of learning into a problem of searching for the "correct" behavior, it should also include "a random element" [26, p. 459] . This would essentially speed up the search for correct behavior and thus, the learning process. Furthermore, it would make it unnecessary to keep track of the current state of the search. If necessary, this would require large amounts of memory to accomplish, since the search space consists of all possible behaviors, i.e., programs.
What Happened Then?
In this section I talk about the impact Turing's paper had on the research in its time and about its importance in current research. I also give examples how its most famous part, the Turing Test, is seen in modern AI research. I conclude with a short section on the current significance of Turing's idea of learning.
Turing's ideas of thinking machines proved to be not very influential for practical purposes. There was some research on artificial intelligence directly following Turing's paper. One strand of research directly influenced by Turing was the development of an AI for checkers by Christopher Strachey in 1951, who worked at Manchester University together with Turing. This AI was then given to Arthur Samuel from IBM in 1952, who went on to include learning in this program in 1955.
However, this was not the first program to incorporate learning; The first one was created by Anthony Oettinger at Cambridge Mathematical Lab in 1952. This program had a much more restricted scope. It could only navigate through a model of a mall with eight shops, all of which contained several items. If asked to acquire an item, it would then walk through the shops in order, remembering which items were in which shop, until it found the desired item. It would then use the knowledge learned when answering subsequent queries to find the queried item directly. Oettinger claimed that this program could pass what was already known as the Turing Test, under the restriction that all questions are limited to the form "in which shop can item j be found?" [5, p. 522] .
The idea of learning is still used in modern AI research, especially in its formulation as a search-task [19, chapter 3] . Another concept that was influenced by Turing's ideas of recreating the human mind is the concept of neural networks and their training. These concepts are used both in artificial intelligence [19, chapter 19, 20] and pattern recognition [13] , which is another task that appears difficult to achieve for computers, but are trivial for humans.
The Turing Test itself has never been seriously considered as an actual test. One interpretation of it, known as the Loebner test, is organized and conducted each year since 1991 by Hugh Loebner [20, section 6] . This yearly performance is, however, regarded by most AI researchers as more of a show than a scientific endeavor. One of its most vocal critics, Marvin Minsky, founder of the AI laboratory at MIT, has even gone so far as to call it an "obnoxious and unproductive annual publicity campaign" [15] .
It did, however, serve as a thought experiment about machine consciousness which has inspired a great deal of discussion on this topic in the philosophical community. For a review of its impact in this field over the decades, [20] is a good starting point.
