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ENUMERATING PENCILS WITH MOVING RAMIFICATION ON CURVES
CARL LIAN
ABSTRACT. We consider the general problem of enumerating branched covers of the projective line
from a fixed general curve subject to ramification conditions at possibly moving points. Our main
computations are in genus 1; the theory of limit linear series allows one to reduce to this case. We first
obtain a simple formula for aweighted count of pencils on a fixed elliptic curve E , where base-points
are allowed. We then deduce, using an inclusion-exclusion procedure, formulas for the numbers of
maps E → P1 with moving ramification conditions. A striking consequence is the invariance of these
counts under a certain involution. Our results generalizework ofHarris,Logan,Osserman, andFarkas-
Moschetti-Naranjo-Pirola.
1. INTRODUCTION
The main question we address is the following:
Question 1. Let (C ,p1, . . . ,pn ) be a general pointed curve of genus g , where 2g − 2 + n > 0. Let
d ,d1,d2, . . . ,dn+m be integers such that2≤ di ≤ d forall i . Howmany (m+1)-tuples (pn+1, . . . ,pn+m , f )
are there, where pi ∈ C are pairwise distinct points, and f : C → P1 is a morphism of degree d with
ramification index at least di at each pi ?
In other words, we count f : C → P1 (up to automorphisms of the target) subject to ramification
conditions at n fixed points and m moving points. According to a naÃr´ve dimension count, we
should expect the answer to be a positive integer when
(1) g +2(d − g −1) =
n∑
i=1
(di −1) +
n+m∑
i=n+1
(di −2).
Indeed, under the genericity assumption, the associatedmoduli problemhas dimension zero if and
only if (1) holds. Comparison with the Riemann-Hurwitz formula shows that m ≤ 3g ; in fact, by
adding additional moving simple ramification points, one may assumem = 3g , at the cost of mul-
tiplying the answer to Question 1 by (3g −m )!.
Various special cases of Question 1 have been addressed in the literature, and arise naturally in
the study of cycles on moduli spaces of curves. Formulas were given in the case m = 0 by Osser-
man [Oss03], and the case (n ,m ) = (1,1) by Logan [Log03, Theorem 3.2]. The case g = 1, n = 1,
m = 3, (d1,d2,d3,d4) = (d ,d − 1,3,2) was established by Harris [Har84, Theorem 2.1(f)]. Most re-
cently, Farkas-Moschetti-Naranjo-Pirola [FMNP19] introducedalternatingCatalannumbers, count-
ing minimal degree covers f : C → P1 with alternating monodromy group: this is the case where
n = 0, d = 2g +1, and di = 3 for i = 1,2, . . . ,m = 3g .
In this paper, we give an essentially complete answer to Question 1. First, we record the well-
known answer when g = 0, in which case wemust havem = 0:
Theorem1.1 (cf. [Oss03]). Let p1, . . . ,pn be general points onP
1. Let d ,d1, . . . ,dn be integers satisfying
d1 + · · ·+ dn = 2d − 2+ n. Then, the number of degree d morphisms f : P1 → P1 with ramification
index at least di at pi is equal to the intersection number∫
Gr(2,d+1)
σd1−1 · · ·σdn−1.
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The condition of ramification of order di at a general point pi is parametrized by a Schubert cycle
of classσdi−1 ∈ A∗(Gr(2,H 0(P1,O (d )))). Thus, the content of Theorem 1.1 is that the Schubert cycles
associated to general points pi intersect transversely, which follows from [MTV09].
Our main new results are on an elliptic curve (E ,p1), where we adapt the method of [Har84]. The
principal difficulty is the possibility that the moving points may become equal, producing high-
dimensional excess loci. We circumvent this problem by imposing the ramification conditions one
at a time, and in two steps: first, impose the divisorial condition of simple ramification at pi . Then,
subtract the “diagonal” excess divisors where pj = pi , where j < i , and express the condition of
higher ramification in terms of a contact condition of the residual divisor in the universal family of
pencils on E .
This process introduces contributions from pencils with base-points, with multiplicities equal
to products of Littlewood-Richardson coefficients. We are led to a natural weighting on the set of
pencils on E , and obtain:
Theorem 1.2. Let (E ,p1) be a general elliptic curve. Let d ,d1,d2,d3,d4 be integers such that d ≥ 2,
1 ≤ di ≤ 2d + 1 and d1 +d2 + d3 +d4 = 2d + 4. Then, the weighted number of 4-tuples (V ,p2,p3,p4),
where the pi ∈ E are pairwise distinct points, and V is a pencil on E of degree d with total vanishing
at least di at pi , is eNd1,d2,d3,d4 = 12Cd−2d (d1−1)(d2 −1)(d3−1)(d4 −1),
where
Cn =
1
n +1

2n
n

denotes the n-th Catalan Number.
In order to extract the answer to Question 1 when (g ,n ,m ) = (1,1,3), we carry out a delicate
inclusion-exclusion procedure, and obtain:
Theorem 1.3. Let (E ,p1) be a general elliptic curve. Let d ,d1,d2,d3,d4 be integers such that d ≥ 2,
1≤ di ≤ d and d1+d2+d3+d4 = 2d +4. Then, the numberNd1,d2,d3,d4 of 4-tuples (p2,p3,p4, f ), where
pi ∈ E are pairwise distinct points, and f : E → P1 is amorphism of degree d with ramification index
at least di at each pi , is equal to:
(a) The intersection number∫
Gr(2,d+1)
 
4∏
i=1
∑
ai+bi=di−2
σaiσbi
!
(8σ11 −2σ21).
(b) The constant term of the Laurent polynomial
Pd1−1Pd2−1Pd3−1Pd4−1,
where
Pr = r q
r + (r −2)q r−2+ · · ·+ (2− r )q 2−r + (−r )q−r .
(c) An explicit piecewise polynomial function of degree 7 in d1,d2,d3,d4, see (10) and (11) of §4.4.
When (d1,d2,d3,d4) = (d ,d , 2,2), we recover the familiar fact that the number of covers f : E → P1
of degree d , totally ramified at the origin and one other point, are in bijection with the d 2 − 1 ele-
ments of E [d ]−{p1}. When (d1,d2,d3,d4) = (d ,d−1,3,2), we recover [Har84, Theorem 2.1(f)]. When
(d1,d2,d3,d4) = (3,3,3,3), (5,3,3,3), we recover [FMNP19, Theorem 4.1] and [FMNP19, Theorem 4.8],
respectively.
We may then deduce the following “duality."
Theorem 1.4. Let (E ,p1),d ,d1,d2,d3,d4 be as in Theorem 1.3. Then, we have
Nd1,d2,d3,d4 =Nd+2−d1,d+2−d2,d+2−d3,d+2−d4 .
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A similar duality was observed by Liu-Osserman in genus 0, see [LO06, Question 5.1]. We are
not aware of a geometric explanation for this phenomenon in genus 0 or genus 1, nor whether it
generalizes in any way to higher genus.
Finally, we consider the general case. As in [Log03], [Oss03], and [FMNP19], we degenerate to a
comb curve in which the p1, . . . ,pn specialize to general points on the rational spine, and obtain:
Theorem 1.5. For any g ,d ,d1, . . . ,dn+m , the answer to Question 1 is determined explicitly by the for-
mulas given in Theorems 1.1 and 1.3, see Proposition 5.4.
While the idea is simple, the resulting degeneration formula is complicated, because in general,
there are many ways to assign ramification sequences at the nodes of the comb. As a result, this
approach has not yet yielded simple formulas answering Question 1, as in the case of genus 1.
We also remark that the methods in the proof of Theorem 1.2 work in the general case: one can
define a weighted count as in genus 1, and proceed in a similar way. However, combinatorial diffi-
culties again arise from the fact that the number of number of moving points is linear in g . Thus,
when g ≥ 2, obtaining answers to Question 1 in the spirit of Theorems 1.2 and 1.3 remains open.
The structure of this paper is as follows. We collect a series of preliminary facts in §2. We develop
the main geometric input in §3, proving Theorem 1.2. §4 is purely combinatorial: here we deduce
Theorem 1.3 and Theorem 1.4 from Theorem 1.2. Finally, we explain the degeneration method in
§5, giving a precise version of Theorem 1.5.
Acknowledgments: I am grateful tomy advisor, Johan de Jong, for numerous ideas and stimulating
discussions throughout the course of this project. I also thank Amol Aggarwal, Dawei Chen, Henry
Liu,Melissa Liu, BrianOsserman, andNicola Tarasca for helpful comments and conversations. This
project was undertaken with the support of an NSF Graduate Research Fellowship.
2. PRELIMINARIES
2.1. Conventions. We work over an algebraically closed field k of characteristic zero.
If V is a vector space, PV denotes the variety Proj(Sym∗V ∨), parametrizing lines in V . More
generally, if V is a vector bundle over a scheme, we follow the same convention. Similarly, Gr(r,V )
is the Grassmannian of r -planes in V .
Let V be a linear series on a smooth curve C ; in this paper V will always have rank 1, that is,
dimk V = 2. The vanishing sequence of V at a point p ∈ C is the pair (a0,a1) such that, in terms
of some analytic local coordinate x around p , the sections of V are x a0 , x a1 , where a1 > a0 ≥ 0 are
integers. The total vanishing of V at p is the integer a0+a1, andV has a base-point at p if and only
if a0 ≥ 1. If a0 = 0, the ramification index of V at x is a1; we also say that V is ramified to order a1
at p . These same definitions make sense when V is a limit linear series on a compact type curve C ,
and p ∈C is a smooth point.
The Brill-Noether number of V respect to marked points pi ∈ C at which V has vanishing se-
quence (ai ,bi ) for i = 1,2, . . . ,n is
ρ(V ,{pi }) = g +2(d − g −2)−
n∑
i=1
(ai + bi −1).
If V is a limit linear series on a compact type curve C on which the pi are smooth points, the same
definition makes sense. Then, we will denote the Brill-Noether number of the C0-aspect of V with
respect to themarkedpoints andnodes onC0 byρ(V ,{pi })C0 . A straightforward computation shows
that when V is a crude limit linear series (in the sense of [EH86]), we have
(2) ρ(V ,{pi })≥
∑
C0⊂C
ρ(V ,{pi })C0 ,
with equality if and only if V is a refined limit linear series.
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We consider counts of morphisms f : C → P1 up to automorphisms of the target. Thus, it is
equivalent to count isomorphism classes of base-point-free pencils (linear series of rank 1) on the
fixed curve C .
If F (q ) is a power series in q , we denote the coefficient of q d by F (q )[q d ]. If α ∈ A∗(X ) is a Chow
class on some variety X , then {α}d denotes its projection to Ad (X ).
2.2. Numerology. Here, we collect the numerical conditions in order for Question 1 to have inter-
esting answers.
The celebrated Brill-Noether theorem states that the moduli space of linear series of degree d
and rank r and on a general curve of rank C has dimension ρ(d ,g , r ) = g + (r + 1)(d − g − r ), and
moreover that loci determined by ramification conditions at fixed general points of C have the ex-
pected codimension, see [EH86, Theorem 4.5]. However, ramification conditions atmoving points
may fail to impose the expected number of conditions, that is, Brill-Noether loci inMg ,n may have
lower-than-expected codimension, see [EH89, §2].
On the other hand, owing to the existence of well-behaved Hurwitz spaces, moving ramification
conditions impose the correct number of conditions in the case r = 1. We summarize this in the
following well-known proposition:
Proposition 2.1. Let (C ,p1, . . . ,pn ) be a general marked curve of genus g , where 2g − 2+n > 0. Let
d ≥ 2 be an integer, and let (a i0,a i1), i = 1,2, . . . ,n +m be ordered pairs of integers satisfying 0 ≤ a i0 <
a i1 ≤ d for i = 1,2, . . . ,n +m and a i1 > 1 for i = n + 1, . . . ,n +m. Let G be the moduli space of tuples
(V ,pn+1, . . . ,pn+m ), where the pi ∈ C are pairwise distinct points, and V is a pencil with vanishing
sequence at least (a i0,a
i
1) at pi for i = 1,2, . . . ,n +m. Then, G is pure of the expected dimension
ρ′ = g +2(d − g −1)−
n∑
i=1
(a i0 +a
i
1 −1)−
n+m∑
i=n+1
(a i0 +a
i
1 −2).
In particular, if ρ′ < 0, then G is empty.
Proof. We may assume by twisting V and decreasing d that the a i0 = 0 for all i . Then, the proposi-
tion is an immediate consequence of the classical fact that Hurwitz spaces of covers C → P1 with
prescribed ramification profiles are étale over the spacesM0,r parametrizing branch divisors on P
1,
and in particular have the expected dimension. We omit the details.
Thus, in Question 1, we impose the condition (1).
Corollary 2.2. Suppose that (1) holds. Then, all of of the morphisms counted in Question 1 are pair-
wise distinct, have ramification index exactly di at pi , and have ramification index at most 2 away
from the pi .
Proposition 2.3. Suppose that (1) holds. Then, m ≤ 3g .
Proof. By Riemann-Hurwitz, we have
2d +2g −2≥
n+m∑
i=1
(di −1)
= g +2(d − g −1) +m ,
where we have applied (1) in the second line. Rearranging yieldsm ≤ 3g .
By the last part of Corollary 2.2, we may add additional moving points pi with di = 2, where
m +n +1≤ i ≤m +3g , without changing condition 1. From the proof of Proposition 2.3, f :C → P1
is unramified away from the pi . With these additional moving points, the answer to Question 1 is
multiplied by a factor of (3g −m )!, the number of ways to label the additional simple ramification
points. We will therefore assume throughout the rest of the paper thatm = 3g , and that all ramifi-
cation of f occurs at the pi .
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We will also need a version of Proposition 2.1 for pencils with restricted underlying line bundle.
For simplicity, we stick to the following special case.
Proposition 2.4. Let E be a general curve of genus 1. Let d ≥ 2 be an integer, and let (a i0,a i1), i =
1,2, . . . ,m be ordered pairs of integers satisfying 0≤ a i0 < a i1 ≤ d and a i1 > 1 for i = 1,2, . . . ,n +m. Let
GL be the moduli space of tuples (V ,p1, . . . ,pm ), where the pi ∈C are pairwise distinct points, and V
is a pencil with vanishing sequence at least (a i0 ,a
i
1) at pi for i = 1,2, . . . ,m, and the underlying line
bundle of V is isomorphic toL . Then,GL is pure of the expected dimension
ρ′ = g +2(d − g −1)−
m∑
i=1
(a i0 +a
i
1 −2)−1.
In particular, if ρ′ < 0, then G is empty.
Proof. Fix a general point p ′1 ∈ E . Let G be the moduli space of tuples (V ,p2, . . . ,pm ) with the same
vanishing conditions as before at p2, . . . ,pm , and the vanishing conditions at p1 imposed at p
′
1, with
no condition on the underlying line bundle of V . By Proposition 2.1, G is pure of the expected
dimension ρ′.
We have a map ϕ : GL → G sending (V ,p1, . . . ,pm ) to t ∗p1 (V ,p2, . . . ,pm ), where tp1 denotes the
translation by p1 according to the group law on the elliptic curve (E ,p
′
1). We have that ϕ is a E [d ]-
torsor: indeed, ifL ′ is the underlying line bundle of V , then
ϕ−1(V ,p2, . . . ,pm ) = {p1 ∈ E |t ∗p1L
′ ∼=L}.
In particular, dim(GL ) = dim(G ) =ρ′.
2.3. Schubert Calculus. Let V be a vector space of dimension n , and fix a complete flag 0 = V0 ⊂
V1 ⊂ · · · ⊂ Vn = V , where dimVk = k . On the Grassmannian Gr(2,n ), let σa ,b ∈ Aa+b (Gr(2,n ))
denote the class of the subscheme parametrizing two-dimensional subspaces W ⊂ V satisfying
W ∩Vn−1−a 6= {0} andW ⊂ Vn−b . As is conventional, we denote σa =σa ,0. The classesσa ,b , where
0≤ b ≤ a ≤ n −2, form a Z-basis for the Chow ring A∗(Gr(2,n )).
The following is a consequence of the Pieri Rule and Hook Length Formula:
Lemma 2.5. We have
σk1 =
∑
a+b=k
ca ,bσa ,b ,
where
ca ,b =

a + b
a

· a − b +1
a +1
is the number of Standard Young Tableaux (SYT) of shape (a ,b ).
We also have the following generating function formula for the ca ,b :
Lemma 2.6. For t ≥ 1, we have
ft (z ) =
∞∑
mi=0
ct+mi−1,mi z
mi =

1−p1−4z
2z
t
.
Proof. We proceed by induction on t . When t = 1, we have that cmi ,mi is the Catalan number Cmi ,
and
∞∑
mi=0
cmi ,mi z
mi =
1−p1−4z
2z
,
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see, for example, [Sta99, Example 6.2.6]. When t = 2, we have that cmi+1,mi is the Catalan number
Cmi+1, so
∞∑
mi=0
cmi+1,mi z
mi =
1
z

1−p1−4z
2z
−1

=

1−p1−4z
2z
2
.
When t ≥ 3, we have
ct+mi−1,mi = ct+mi−1,mi+1− ct+mi−2,mi+1,
as a SYT of shape (t +mi − 1,mi + 1) has its largest entry in the right-most box of either the top or
bottom row. Therefore,
ft (z ) =
ft−1(z )−1
z
− ft−2(z )−1
z
,
as cn ,0 = 1 for all n . The lemma now follows from the fact that α =
1−p1−4z
2 satisfies the quadratic
equation zα2−α+1= 0.
3. THE WEIGHTED COUNT IN GENUS 1: PROOF OF THEOREM 1.2
In this section, we consider Question 1.1 in the case g = n = 1, so thatm = 3: we refer to the fixed
curve as (E ,p1) to emphasize that its genus is 1. Fix integers d ,d1,d2,d3,d4 such that 2≤ di ≤ 2d −2
and d1+d2 +d3 +d4 = 2d +4 (we comment on the additional boundary cases allowed in Theorem
1.2 at the end of this section).
3.1. The weighted count eNd1,d2,d3,d4 . Let us now define the weighted count appearing in Theorem
1.2.
Definition 3.1. We define eNd1,d2,d3,d4 to be the number of 4-tuples (p2,p3,p4,V ), where pi ∈ E are
pairwise distinct points, and V is a pencil with total vanishing at least (and thus, by Corollary 2.2,
exactly) di at pi for i = 1,2,3,4, such if V is a pencil with vanishing sequence (ki ,di −ki ) at pi , then
V is counted with multiplicity
C
d1,d2,d3,d4
k1,k2,k3,k4
=
4∏
i=1
cdi−ki−1,ki .
Here, the ca ,b are as in Lemma 2.5.
Remark 3.2. We digress here to illustrate the role of the weights in Definition 3.1 in genus 0. Con-
sider theweighted number of pencils with total vanishing di at general points p1, . . . ,pn on P
1, with
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weights defined analogously as in Definition 3.1. By Theorem 1.1, this is∑
0≤ki<di /2
∫
Gr(2,d+1)
n∏
i=1
cdi−ki−1,kiσdi−ki−1,ki
=
∫
Gr(2,d+1)
∑
0≤ki<di /2
n∏
i=1
cdi−ki−1,kiσdi−ki−1,ki
=
∫
Gr(2,d+1)
n∏
i=1
∑
0≤ki<di /2
cdi−ki−1,kiσdi−ki−1,ki
=
∫
Gr(2,d+1)
n∏
i=1
σ
di−1
1
=
∫
Gr(2,d+1)
σ2d−21
=Cd−1,
Thus, the weighted count of pencils produces a considerably simpler answer than the unweighted
count of base-point free pencils; we will find a similar phenomenon in genus 1. More generally, in
the weighted setting, vanishing conditions atmultiple fixed points may be combined in to a vanish-
ing condition at a single point, see Proposition 5.5.
3.2. Outline of Proof. We briefly summarize the method to compute eNd1,d2,d3,d4 . We first change
the problem slightly: fix a line bundleL on E . Up to a factor of d 2, it suffices to enumerate pencils
on E with underlying line bundleL and the same ramification conditions, but where p1 is allowed
to move (Proposition 3.3).
We then work on the parameter space T = Gr(2,H 0(L ))× E1 × E2 × E3 × E4, where the Ei are all
isomorphic to E . We would to consider the locus of 5-tuples (V ,p1,p2,p3,p4) where V is ramified
to order di . The main difficulty is to remove the excess loci where the pi become equal to each
other: we do this as follows. First, let T1 be the (closure of the) codimension 1 locus where V is
simply ramified at p1; its class expressed using Porteous’s formula. We show in Lemma 3.7 that the
locus Td1−1 where T1 has contact order at least d1 − 1 with E1 is, set-theoretically, the locus where
V has total vanishing at least d1 at p1. Moreover, we show in Lemma 3.8 that the components of
Td1−1 parametrizing pencils with vanishing sequence at least (k1,d1−k1) appear withmultiplicity is
cd1−k1−1,k1 , as defined in Definition 3.1.
Next, on Td1−1, we impose the condition of simple ramification at p2, which defines a Cartier
divisor eTd1−1,1 ⊂ Td1−1. We find in Lemma 3.10 that eTd1,1 contains the diagonal locus ∆12, where
p1 = p2, with multiplicity d1 − 1. The residual divisor Td1−1,1 = eTd1−1,1 − (d1 − 1)∆12 is the closure of
the locus of (V ,p1,p2,p3,p4) where p1 6= p2, and V has total vanishing at least d1 at p1 and at least 2
at p2.
As in the construction of Td1−1, we now let Td1−1,d2−1 be the locus on Td1−1 where Td1−1,1 inter-
sects E2 with multiplicity at least d2 − 1. Set-theoretically, Td1−1,d2−1 is the locus where V has total
vanishing at least di at pi for i = 1,2. We then repeat this procedure at p3,p4.
In the end, we obtain the zero-dimensional subscheme Td1−1,d2−1,d3−1,d4−1 ⊂ Gr(2,H 0(L ))× E1 ×
E2 × E3 × E4 where V has total vanishing at least di at pi , for i = 1,2,3,4. The theory of limit linear
series guarantees that Td1−1,d2−1,d3−1,d4−1 is disjoint from all diagonals, as we see in Lemmas 3.11
and 3.14. The multiplicity of a component of Td1−1,d2−1,d3−1,d4−1 is exactly its weight, as defined in
Definition 3.1, and integrating the class of Td1−1,d2−1,d3−1,d4−1 over T yields Theorem 1.2.
3.3. Pencils with fixed underlying line bundle. For the rest of this section, we fix a line bundleL
of degree d on E . LetG =Gr(2,H 0(E ,L ))∼=Gr(2,d ).
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Proposition 3.3. eNd1,d2,d3,d4 is equal to the product of 1/d 2 and the weighted number of 5-tuples
(V ,p ′1,p2,p3,p4), where p
′
1,p2,p3,p4 ∈ E are pairwise distinct, and V is a pencil on E with total van-
ishing d1 at p
′
1 and di at pi for i = 2,3,4. Here, the weighting in the latter count is the same as in the
definition of eNd1,d2,d3,d4 .
Proof. This is immediate from the proof of Proposition 2.4, as the fibers of ϕ :GL →G have size d 2
when the (expected) dimension of the source and target are both equal to zero.
In light of Proposition 3.3, we will drop the fixed point p1 from E , and by abuse of notation, count
5-tuples (V ,p1,p2,p3,p4) where p1 is allowed to move, but the underlying line bundle of V is con-
strained to be isomorphic toL , that is, V ⊂H 0(L ).
3.4. The ramification loci onG × E .
Definition3.4. Fornon-negative integers 0 ≤ b ≤ a ≤ d−1, letΣa ,b ⊂G×E be the closed subscheme
parametrizing pairs (V ,p ) where V ⊂H 0(L ) is a pencil and p ∈ E is a point at which the vanishing
sequence of V is at least (b ,a + 1). When a ,b fail to satisfy 0≤ b ≤ a ≤ d − 1, we declare Σa ,b to be
empty, and when b = 0, we denote Σa =Σa ,b .
We construct Σa ,b as follows. Let
Fk = p2∗(p ∗1L ⊗OE×E /I k∆ ),
where pi : E × E → E are the projection maps and I∆ is the ideal sheaf of the diagonal ∆ ⊂ E × E .
Note thatFk is locally free of rank k . We have natural maps
ϕk : pr
∗
G P → pr∗E Fk
evaluating sections of L to order k . Then, Σa ,b is the scheme-theoretic intersection M0(ϕb ) ∩
M1(ϕa+1), whereMi (ϕk ) is the degeneracy locus where ϕk has rank at most i .
Lemma 3.5.
(a) Suppose that 0≤ b ≤ a ≤ d −2. Then, Σa ,b is integral of the expected codimension a + b .
(b) Suppose that 0 ≤ b ≤ a = d − 1. Then, Σa ,b , as a set, is the disjoint union of Schubert cycles
σd−2,b on the fibers G × {q }, for all q such that L ∼= OE (dq ). In particular, Σa ,b again has
the expected dimension a + b .
Proof. In both cases, Proposition 2.4 implies that Σa ,b has the expected codimension.
When a < d −1, the restriction to the fiber of prE :G ×E → E over any q ∈ E is the usual Schubert
cycleσa ,b with respect to the flag consisting of the subspacesH
0(E ,L (−r q ))⊂ V , r = 0,1, . . . ,d −1,
which is integral of the expected codimension. Therefore, Σa ,b has the same properties.
When a = d − 1, a section s ∈ H 0(L ) can only vanish at q to order d if L ∼= OE (dq ), in which
case the condition of vanishing to order d − 1 is equivalent to that of vanishing to order d . Part (b)
follows.
Lemma 3.6. Fix (V ,q ) ∈G × E , and suppose that V has vanishing sequence (a0,a1) at q . Then, the
multiplicity of the intersection of Σ1 with EV = pr
−1
G (V ) is a0+a1−1.
Proof. Let x be an analytic local coordinate on EV near q = V (x ), so that P |EP is freely generated
by the sections x a0 , x a1 . After restriction to EP , we have that Σ1 is the vanishing locus of
det

x a0 x a1
a0x
a0−1 a1x a0−1

= (a1−a0)x a0+a1−1,
which vanishes to order exactly a0+a1 −1 at q because a0 6= a1.
Definition 3.7. For integers r ≥ 1, Let Tr be the (scheme-theoretic) locus of points (V ,q ) ∈ G × E
where Σ1 intersects EV with multiplicity at least r .
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We construct Tr as follows. LetWr be the vector bundle of rank r onG ×E whose fiber over (P,q )
is
H 0(EP ,O (Σ1)|EV )/mr(V ,q )H 0(EP ,O (Σ1)|EV ).
Globally,
Wr = p2∗(p ∗1O (Σ1)⊗OG×E×E /I r∆),
where pi :G ×E ×E →G ×E are the two projectionmaps andI∆ is the ideal sheaf of the pullback of
the diagonal underG × E × E → E × E . Then, the effective divisor Σ1 defines a tautological section
ofWr , and we define Tr ⊂G × E to be the vanishing locus of this section. In particular, T1 =Σ1.
As a set, Lemma3.6 implies thatTr is the locuswhereV has total vanishing at least r+1. Thus, it is
the union of the subschemesΣa ,b with a +b = r , and in particular has the expected codimension r .
Scheme-theoretically, the following proposition identifies the scheme-theoretic multiplicities with
which the Σa ,b appear in Tr .
Lemma 3.8. We have
(3) [Σ1]
r = [Tr ] =
∑
a+b=r
ca ,b [Σa ,b ]
in Ar (G × E ), where the ca ,b are as in Lemma 2.5.
Proof. Because I∆/I 2∆ ∼=N ∨∆/G×E×E is trivial, we may filter OG×E×E /I r∆ by r trivial line bundle quo-
tients onG × E × E . As Tr has expected codimension, we get
[Tr ] = cr (Wr ) = {(1+ [Σ1])r }r = [Σ1]r .
establishing the first equality.
By the set-theoretic description of Tr , we have
(4) [Tr ] =
∑
a+b=r
c ′a ,b [Σa ,b ]
for some integers c ′
a ,b > 0. We wish to show that c
′
a ,b = ca ,b for all a ,b . First, consider the case in
which r < d − 1. We restrict (4) to the fibers Gq over points q ∈ E . As we have already seen, Σ1 and
the Σa ,b restrict to the usual Schubert cycles σ1 and σa ,b with respect to the flag of sections of L
vanishing to varying orders at q , so [Tr ] restricts to σ
r
1 ∈ A∗(Gq ). On the other hand, in Ar (Gq ), we
have the formula
σr1 =
∑
a+b=r
ca ,bσa ,b ,
by definition. Because the σa ,b are linearly independent in A
r (Gq ), we conclude ca ,b = c
′
a ,b for all
a ,b .
In the case r ≥ d −1, the above argument fails becauseΣd−1,r−d+1 vanishes under pullback toGq .
We instead argue as follows. Fix a non-trivial translation τ on E . Let G be the Gr(2,d + 1)-bundle
over E whose fiber over q is H 0(E ,L ((r − d + 2)τ(q ))). On this bundle, we may define the cycles
Σa ,b in terms of vanishing conditions at q in exactly the same way as before. We then have a closed
embedding ι :G × E →G over E , sending a pencil (P,q ) to the pencil (P (τ(q )),q ) – that is, ι adds a
base point of order r −d +2 at τ(q ) 6= q to P , increasing the degree of the underlying line bundle by
the same amount.
We then obtain the formula (3) onG in the samewaywedid above, aswenowhave r < deg(L (r −
d +2)τ(q ))−1. The cycles Σa ,b are stable under pullback by ι, so we then obtain the same formula
(3) onG × E , as desired.
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3.5. Imposing ramification at additional points. We now impose the vanishing conditions at the
points p2,p3,p4 one at a time. We work on the subscheme Td1−1×E2 ⊂G ×E1×E2, where the super-
scripts denote different copies of E parametrizing the pi .
Definition3.9. Let eTd1−1,1 ⊂ Td1−1×E2 denote the subschemeparametrizing (V ,p1,p2)where (V ,p1)⊂
Td1−1, and additionally V has total vanishing at least 2 at p2.
More precisely, we construct eTd1−1,1 by repeating the construction of T1 ⊂G × E1 on G ×T 2, and
pulling back to Td1−1×E2. As a set, eTd1−1,1 includes the diagonal∆12, that is, the locus where p1 = p2,
whichhas codimension 1 on every component ofTd1−1×E2. Off of thediagonal, eTd1−1,1 parametrizes
(V ,p1,p2)whereV has total vanishing at least d1 at p1 and at least 2 at p2. It thus follows from Propo-
sition 2.4 that eTd1−1,1 is a Cartier divisor on Td1−1× E2.
Lemma 3.10. As Cartier Divisors on Td1−1× E2, we haveeTd1−1,1 = (d1−1)∆12 +Td1−1,1,
where∆12 is the pullback to Td1−1× E2 of the diagonal in E1 × E2, and Td1−1,1 is the scheme-theoretic
closure of the locus on Td1−1× E2 where V has total vanishing at least 2 at p2.
Proof. It suffices to show that the multiplicity of ∆12 in eTd1−1,1 is d1 − 1. In an analytic local neigh-
borhood of a point of G × E1× E2, let f (g ,e1) be the equation cut out by T1 on G × E1 × E2, where g
is a vector of local coordinates onG and e1 is a local coordinate on E1. Then the equations cutting
out Td1−1 are
∂ i
∂ (e1)i
f (g ,e1), for i = 0,1, . . . ,d1−2.
Now, the additional equation f (g ,e2) cuts out eTd1−1,1 on Td1−1 × E2 ⊂ G × E1 × E2, where e2 is a
coordinate on E2. Taylor expanding in an analytic local neighborhood of a point in∆12, we have
f (g ,e2) = f (g ,e1− (e1− e2))
=
∞∑
i=0

∂ i
∂ (e1)i
f (g ,e1)

(e1− e2)i
= (e1− e2)d1−1
∞∑
i=d1−1

∂ i
∂ (e1)i
f (g ,e1)

(e1− e2)i−(d1−1),
because on eT 1
d1−1, we have
∂ i
∂ (e1)i
f (g ,e1) = 0 for i = 0,1, . . . ,d1 − 2. Because e1 − e2 is exactly the
equation cutting out∆12, it is left to check that
∂ d1−1
∂ (e1)
d1−1 f (g ,e1) is not identically zero on eT 1d1−1. This
follows from Proposition 2.4, as the locus of triples (V ,p1,p2)with total vanishing d1+1 at p1 is pure
of dimension strictly less than that of Td1−1.
Lemma 3.11.
(a) As a set, Td1−1,1∩∆12 ⊂G ×E1×E2 is equal to the locus of triples (V ,p1,p2)where V has total
vanishing at least d1+1 at p = p1 = p2.
(b) Suppose that V ∈G has vanishing sequence (a0,a1) at p . Then, the multiplicity of the inter-
section of Td1−1,1 with {V }× {p}× E2 at (V ,p ,p ) is equal to a0+a1−d1.
Proof. We first prove (a). As a set,
Td1−1,1 =
⋃
j
(pr∗1Σd1−1− j , j ∩pr∗2Σ1)−∆12,
where pri : G × E1 × E2 → G × Ei are the projection maps, and the closure is taken in G × E1 × E2
(equivalently, in Td1−1×E2). Let S j = (pr∗1Σd1−1− j , j ∩pr∗2Σ1)−∆12. Identifying∆12 ⊂G ×E1×E2 with
G × E , we claim that the set-theoretic restriction of Si to∆12 is Σd1− j , j ∪Σd1−1− j , j+1.
It suffices to check the claim pointwise, after further restriction toG ×{q }×{q }, for a fixed q ∈ E .
Consider the one-parameter family p1 : X = Blq×q E × E → E , with sections σ1,σ2 equal to the
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proper transforms of {q } × E and ∆, respectively. If p2 : X → E is the second projection, the line
bundle p ∗2L restricts to L on the general fiber of p1, and, over q , to L on the elliptic component
and to OP1 on the rational component.
LetGL , j be themoduli space of limit linear series on the fibers of p1 with underlying line bundle
p ∗2L and with vanishing sequence at least ( j ,d1− j ) alongσ1 and at least (0,2) alongσ2. Following
[EH86],GL , j maybe constructed as a closed subscheme of a product of Grassmannianbundles over
E , and carries a projection map π :GL , j →G × E remembering the aspects of limit linear series on
the elliptic components. In particular, π is proper, so the image of π, when restricted to G × {q },
contains Si .
The fiber ofGL , j over q is the space of limit linear seriesV on E ∪P1, where the E -aspect ofV has
underlying line bundleL , andV has vanishing at least ( j ,d1− j ) and (0,2) at p1,p2 ∈ P1, respectively.
A straightforward calculation shows that the E -aspect of V has vanishing at least (i ,d1 − i + 1) or
( j +1,d1− j ) at q . Thus, we conclude that S j ⊂Σd1− j , j ∪Σd1−1− j , j+1.
In fact, this inclusionmust be an equality, because the cycle class of S j when restricted to general
fiber ofG × E → E is
σ1σd1−1− j , j =σd1− j , j +σd1−1− j , j+1,
and thus the same is true over q . Taking the union over all i yields (a).
The statement inpart (b) follows fromLemmas3.6 and3.10. Namely, the sameproof fromLemma
3.6 shows that Td1−1×E2 intersects {P }×{q1}×E2 at (P,q1,q2)withmultiplicity a0+a1−1. By Lemma
3.10, the contribution from Td1−1,1 is a0 +a1−1− (d1−1) = a0+a1 −d1.
We now proceed as in Definition 3.7 and Lemma 3.8. Let Td1−1,d2−1 be the locus on Td1−1 × E2
where the divisor Td1−1,1 intersects the fibers of the projection Td1−1×E2→ Td1−1 withmultiplicity at
least d2 −1.
On∆12, by Lemma3.11, the underlying set of Td1−1,d2−1 is the locus of pencils with total vanishing
at least d1 +d2 − 1. Away from ∆12, the underlying set of Td1−1,d2−1 is the locus of pencils with total
vanishing at least di at pi for i = 1,2. It follows from Proposition 2.4, that Td1−1,d2−1 has the expected
dimension. We therefore obtain the following analogue of Lemma 3.8:
Lemma 3.12. We have
[Td1−1,2]
d2−1 = [Td1−1,d2−1] =
∑
a+b=d2−1
ca ,b pr
∗
2[Σa ,b ]
in Ar (Td1−1× E2).
By the push-pull formula, we conclude:
Corollary 3.13. We have
[Td1−1,d2−1] = pr
∗
1[Σ1]
d1−1 · (pr∗2[Σ1]− (d1 −1)[∆12])d2−1
in Ar (G × E1× E2).
Wemay repeat this procedure with the additional conditions at p3,p4 to obtain a subscheme
Td1−1,d2−1,d3−1,d4−1 ⊂G × E1× E2 × E3× E4
of class
(5)
pr∗1[Σ1]
d1−1 · (pr∗2[Σ1]− (d1−1)[∆12])d2−1 · (pr∗3[Σ1]− (d1−1)[∆13]− (d2−1)[∆23])d3−1
· (pr∗4[Σ1]− (d1 −1)[∆14]− (d2−1)[∆24]− (d3−1)[∆34])d4−1
in A∗(G × E1 × E2 × E3 × E4), where pri : G × E1 × E2 × E3 × E4 → G × Ei denotes the projection as
before. By construction, on the locus where the pi ∈ E are pairwise disjoint, Td1−1,d2−1,d3−1,d4−1 is
the subscheme parametrizing (V ,p1,p2,p3,p4) such that V has total vanishing at least di at pi . The
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following two lemmas show that in fact Td1−1,d2−1,d3−1,d4−1 has the desired structure to obtain the
weighted counts eNd1,d2,d3,d4 .
Lemma 3.14. The subscheme Td1−1,d2−1,d3−1,d4−1 has dimension 0, and is disjoint from all diagonals
of G × E1× E2× E3× E4.
Proof. The expected dimension of Td1−1,d2−1,d3−1,d4−1 is 0, and the natural extensions of Lemma3.11,
along with Proposition 2.4 imply the first statement. Along the diagonals, an limit linear series sim-
ilar to that in the proof of Lemma 3.11 shows that the underlying set of Td1−1,d2−1,d3−1,d4−1 consists
of pencils on E whose ramification is concentrated at three or fewer points. Proposition 2.4 implies
that for a general E , there are no such pencils, so the lemma follows.
Lemma 3.15. We have
eNd1,d2,d3,d4 = 1d 2
∫
G×E1×E2×E3×E4
[Td1−1,d2−1,d3−1,d4−1]
Proof. By Proposition 3.3, it suffices to show that each (V ,p1,p2,p3,p4) ∈ Td1−1,d2−1,d3−1,d4−1 appears
with multiplicity equal to that given in Definition 3.1. Because the pi are pairwise distinct and V
must vanish to order exactly di at the pi , we may regard (V ,p1,p2,p3,p4) as arising locally from the
intersections of pr∗i [Σdi−ki−1,ki ], with multiplicities as dictated by Lemma 3.8. Therefore, it suffices
to prove that the pr∗i Σdi−ki−1,ki intersect transversely inG × E1× E2× E3× E4.
Suppose that thiswerenot the case. Wewould thenhaveanon-trivial deformation ( eV , ep1, ep2, ep3, ep4)
of (V ,p1,p2,p3,p4). Letting B = Speck [ε]/ε
2, this means explicitly that eV ⊂H 0(E ,L )⊗k B is a linear
system on E × B with underlying line bundle LB = L ⊗k B , and has vanishing (ki ,di − ki ) along
sections ep1, ep2, ep3, ep4 of E ×B → B restricting to p1,p2,p3,p4.
We now remove the base-points of eV by twisting, and apply a translation so that epi becomes the
identity section. Let τ : E × B → E × B be the translation by ep1. Explicitly, have a new quintuple
( eV ′, ep , ep ′2, ep ′3, ep ′4)with
eV ′ = τ∗ eV −∑
i
ki epi
ep ′i = τ∗(epi );
in particular, ep ′1 is just the identity section ep . Note that the underlying line bundle of eV ′ is
L ′ = τ∗

LB

−
∑
i
ki epi .
LetH be theHurwitz space parametrizing degree d −
∑4
i=1ki covers f : X → P1 ramified to order
di − 2ki − 1 at pairwise distinct marked points pi ∈ X for i = 1,2,3,4, where X is a smooth curve of
genus 1, and letψ :H →M1,1 be the map remembering the elliptic curve (X ,p1). We claim that eV ′
gives rise to a non-trivial tangent vector v ofH in the kernel of dψ. It suffices to prove that, with E
fixed, we can recover the deformation of (V ,p1,p2,p3,p4) from the data of ( eV ′, ep , ep ′2, ep ′3, ep ′4). Indeed,
we have
τ∗LB =L ′
∑
i
ki ep ′i

.
We may recover the translation τ, by the étaleness of the group scheme K (LB ) over B , and thus the
section ep1. Now, by inverting the formulas for eP ′ and ep ′i , we may recover eP and epi as well.
Finally,H andM1,1 are smooth, hence the mapH →M1,1 is generically smooth. Thus, v can
only map to special (E ,p ) ∈M1,1. Because E is general, we have reached a contradiction, complet-
ing the proof of the lemma.
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3.6. Proof of Theorem 1.2. By 5 and Lemma 3.15, to prove Theorem 1.2 in the case di ≥ 2, we need
to compute the integral of the class
(6)
pr∗1[Σ1]
d1−1 · (pr∗2[Σ1]− (d1−1)[∆12])d2−1 · (pr∗3[Σ1]− (d1−1)[∆13]− (d2−1)[∆23])d3−1
· (pr∗4[Σ1]− (d1 −1)[∆14]− (d2−1)[∆24]− (d3−1)[∆34])d4−1
onG ×E1×E2×E3×E4. It suffices to work in numerical equivalence; we will do so throughout this
section.
Lemma 3.16. In Num(G × Ei ), we have
[Σ1] =σ1+2d xi ,
whereσ1 ∈Num(G ) is the usual Schubert cycle and xi ∈Num(Ei ) is the class of a point.
Proof. Wefirst compute the classesof c (Fk )and c (V ), asdefined in§3.4. BecauseI∆/I 2∆ ∼=N ∨Ei /Ei×Ei
is trivial, we may filter OEi×Ei /I k∆ by k trivial line bundle quotients on E , and thus
c (Fk ) = (1+ c1(L ))k = 1+dk xi .
Next, letV →H 0(E ,L )⊗kOG be the tautological inclusion. LetW ⊂H 0(E ,L )be a subspace of codi-
mension k+1. By defintion, thefirst degeneracy locus of the compositionP → (H 0(E ,L )/W )⊗kOG
isσk , and by Porteous, its class is also equal to {c (V )−1}k . We thus conclude that
1
c (V ) =
d−2∑
i=0
σi .
Now, Σk ,0 is the first degeneracy locus of ϕk+1, so by Porteous, we have
[Σk ,0] =
§
c (Fk+1) ·
1
c (V )
ª
k
=σk +d (k +1)σk−1z .
We thus have
eNd1,d2,d3,d4 = 1d 2
∫
G×E1×E2×E3×E4
R1R2R3R4,
where
R1 = (σ1+2d x1)
d1−1,
R2 = (σ1+2d x2 − (d1−1)∆12)d2−1,
R3 = (σ1+2d x3 − (d1−1)∆13− (d2 −1)∆23)d3−1,
R4 = (σ1+2d x4 − (d1−1)∆14− (d2 −1)∆24− (d3 −1)∆34)d4−1.
Here, all classes are regarded as pulled back to the ambient space. We have
R2 = σ
d2−1
1
+σ
d2−2
1 (d2 −1)(2d x2 − (d1−1))∆12
+σ
d2−3
1 (d2 −1)(d2−2) · (−2d (d1 −1)x1x2)
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and
R3 = σ
d3−1
1
+σ
d3−2
1 (d3 −1)(2d x3 − (d1−1)∆13− (d2 −1)(d3−1)∆23)
+σ
d3−3
1 (d3 −1)(d3−2)(−2d (d1 −1)x1x3 −2d (d2 −1)x2x3 + (d1−1)(d2−1)∆123)
+σ
d3−4
1 (d3 −1)(d3−2)(d3 −3) ·2d (d1−1)(d2 −1).
Multiplying,
R2R3 = σ
d2+d3−2
1
+σ
d2+d3−3
1 (2d (d2 −1)x2 +2d (d3−1)x3
− (d1−1)(d2 −1)∆12− (d1 −1)(d3−1)∆13 − (d2−1)(d3−1)∆23)
+σ
d2+d3−4
1 (2d (d1 −1)(d2−1)(d2 −2)x1x2−2d (d1 −1)(d3−1)(d3 −2)x1x3
+2d (d2 −1)(d3−1)(2d −d2−d3 +3)x2x3
−2d (d1 −1)(d2−1)(d3−1)∆12x3 −2d (d1−1)(d2 −1)(d3−1)∆13x2
+ (d1−1)(d2 −1)(d3−1)(d1 +d2+d3−4)∆123)
+σ
d2+d3−5
1 (−2d (d1 −1)(d2−1)(d3 −1)d4(d2 +d3−4)x1x2x3).
We next multiply with
R4 = σ
d4−1
1
+σ
d4−2
1 (d4−1)(2d x4 − (d1−1)∆14 − (d2−1)∆24− (d3 −1)∆34)
+σ
d4−3
1 (d4−1)(d4−2)(−2d (d1 −1)x1x4−2d (d2 −1)x2x4 −2d (d3 −1)x3x4
+ (d1−1)(d2−1)∆124 + (d1−1)(d3 −1)∆134+ (d2 −1)(d3−1)∆234)
+σ
d4−4
1 (d4−1)(d4−2)(d4 −3)(2d (d1−1)(d2 −1)x1x2x4 +2d (d1−1)(d3 −1)x1x3x4
+2d (d2−1)(d3 −1)x2x3x4 − (d1−1)(d2−1)(d3 −1)∆1234)
+σ
d4−5
1 (d4−1)(d4−2)(d4 −3)(d4−4)(−2d (d1 −1)(d2−1)(d3 −1)x1x2x3x4).
In the product R2R3R4, we only wish to extract the terms that will be non-zero after multiplying by
R1 =σ
d1−1
1 +σ
d1−2
1 (d1 −1)(2d x1)
and integrating. Theseare the termsofR2R3R4 thathave factorsof exactlyσ
d2+d3+d4−6
1 andσ
d2+d3+d4−7
1 .
First, we extract the terms having a factor ofσd2+d3+d4−61 , andmultiply by x1. There are three non-
zero contributions: the product of the σd2+d3−i1 term of R2R3 and the σ
d4−(6−i )
1 for i = 2,3,4 (when
i = 5, multiplying by x1 kills the term coming from R2R3). These are listed below; we suppress the
factor ofσd2+d3+d4−61 x1x2x3x4 appearing in all three.
• i = 2: (d2−1)(d3−1)(d4 −1)(d4−2)(d4 −3)(d2+d3+d4 −3)
• i = 3: −2(d2−1)(d3 −1)(d4−1)2(d4 −2)(d2+d3+d4 −3)
• i = 4: (d2−1)(d3−1)(d4 −1)2d4(d2+d3+d4 −3)
The sum of these contributions is
(d2−1)(d3−1)(d4 −1)(d2+d3 +d4−3)((d4−2)(d4 −3)−2(d4−1)(d4−2) +d4(d4−1))
= 2(d2 −1)(d3−1)(d4 −1)(d2+d3+d4 −3).
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Therefore, we get a total contribution to eNd1,d2,d3,d4 of
4d (d1−1)(d2 −1)(d3−1)(d4−1)(d2 +d3+d4 −3) ·
∫
G
σ2d−41 .
Now, we consider the contribution from terms with a factor of σd2+d3+d4−71 . Here, there are four
non-zero contributions: the product of the σd2+d3−i1 term of R2R3 and the σ
d4−(7−i )
1 for i = 2,3,4,5.
Suppressing the factors ofσd2+d3+d4−71 x1x2x3x4, they are:
• i = 2: −2d (d1−1)(d2 −1)(d3−1)(d4−1)(d4 −2)(d4−3)(d4 −4)
• i = 3: 2d (d1−1)(d2 −1)(d3−1)(d4 −1)(d4−2)(d4−3)(2d4 −d2−d3)
• i = 4: 2d (d1−1)(d2 −1)(d3−1)(d4 −1)2(d4−2)(2d2 +2d3−d4 −6)
• i = 5: −2d (d1−1)(d2 −1)(d3−1)(d4−1)2d4(d2 +d3−4)
The sum of these contributions is
2d (d1−1)(d2 −1)(d3−1)(d4 −1)(−(d4−2)(d4−3)(d4 −4)
+ (d4−2)(d4 −3)(2d4−d2 −d3) + (d4−1)(d4−2)(2d2 +2d3 +d4−6) + (d4−1)(d2 +d3−4))
=−4d (d1 −1)(d2−1)(d3 −1)(d4−1)(d2 +d3+d4−6).
The corresponding contribution to eNd1,d2,d3,d4 is then
−4d (d1−1)(d2 −1)(d3−1)(d4−1)(d2 +d3+d4−6) ·
∫
G
σ2d−41 .
Summing the two contributions, we conclude:
(7) d 2 eNd1,d2,d3,d4 = 12d (d1 −1)(d2 −1)(d3−1)(d4 −1)Cd−2,
Proof of Theorem 1.2. When d1,d2,d3,d4 ≥ 2, we have (7). When di = 1, the right hand side of (7)
becomes zero, and indeed, Proposition 2.1 implies that eNd1,d2,d3,d4 = 0.
3.7. Variants. Here, we make some auxiliary remarks on variants of the method of computation
above. First, note that in the first step of the proof, instead of imposing the condition Td1−1 ⊂G ×E ,
we could have directly imposed the condition that V has ramification index at least d1 at p1, that is,
computed the locus Σd1−1 ⊂G × E by Porteous’s formula. Then, as we need to subtract excess loci
in the subsequent steps, the remainder of the computation will remain the same. Carrying out the
computation in this way yields the following:
Proposition 3.17. Let (E ,p1),d ,d1,d2,d3,d4 be as above. Then, the weighted number eN ◦d1,d2,d3,d4 of
tuples (V ,p2,p3,p4) of pencils with vanishing (0,d1) at p1 and total vanishing di at pi for i = 2,3,4 is
eN ◦d1,d2,d3,d4 = 2d1(d1 +1)(d1−1)(d2−1)(d3 −1)(d4−1)

2d −d1−2
d −d1

· 1
d (d −1) .
Here, the multiplicity of (V ,p2,p3,p4) in the weighted count is
C
d2,d3,d4
k2,k3,k4
=
4∏
i=2
cdi−ki−i ,ki ,
where (ki ,di −ki ) is the vanishing sequence of V at pi .
Instead of working on G × E1 × E2 × E3 × E4, one can also prove Theorem 1.2 via an analogous
computation on the smoothmoduli varietyG ×ME ,5, whereME ,5 denotes the fiber of the forgetful
mapM1,5→M1,1 over (E ,p1). The ramification loci may then be expressed in terms of tautological
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classes onM1,5. One pleasant feature is that the analogues of “diagonal” loci∆i j appear with mul-
tiplicity 1, and in all of the classes pr∗i Σ1 (not just those with j < i ), so the class of Td1,d2,d3,d4 in this
setting is clearly symmetric under permutation of the pi .
In fact, in this setting, it is natural to perform the computation in smooth families, for instance,
over the universal familyC1,1→M1,1 of elliptic curves. While it would be desirable for the method
to extend further to the singular fiber in the familyM1,2 →M1,1, for instance, to compute certain
pure-cycle Hurwitz numbers, it breaks down at singular points.
In either setting, one can extend the technique to higher genus curves C , and allow the line
bundle L to vary. For example, let J = Picd (C ), and assume for simplicity that d > 2g − 2. Let
prJ :C × J → J be the projection map, and let E = (prJ )∗P , whereP is the PoincarÃl’ bundle. Then,
one can define the ramification loci as before on Gr(2,E )×C 3g . There are no obstructions to gen-
eralizing Theorem 1.2 to higher genus except for the combinatorial difficulty of having 3g copies of
C . Thus, to answer Question 1 in the case g > 1, we instead use the degeneration approach in §5.
Finally, the method we have developed also works in enumerating higher rank linear systems,
with two caveats. First, as Proposition 2.1 fails in higher rank, it is necessary to restrict to cases in
which the expected dimension statements are guaranteed to hold, for instance, if m is small (see
[EH89], [Edi93], and [Far13]). Second, one can again obtain counts of pencils with imposed condi-
tions of total vanishing, but unlike in rank 1, it is not possible to recover the counts of pencils with
prescribed vanishing sequences simply by twisting away base-points. Thus, results such as that of
Farkas-Tarasca [FT16] remain out of reach of our techniques.
4. BASE-POINT-FREE PENCILS IN GENUS 1: PROOF OF THEOREMS 1.3 AND 1.4
As in the previous section, let (E ,p1)be a general elliptic curve, letd ,d1,d2,d3,d4 be integers such
that 1≤ di ≤ d and d1+d2+d3+d4 = 2d +4. LetNd1,d2,d3,d4 be the number of 4-tuples (p2,p3,p4, f ),
wherepi ∈ E are pairwise distinct points, and f : E → P1 is amorphismof degreed with ramification
index at least (and, by Corollary 2.2, exactly) di at each pi . In this section, we use the fact that the
Nd1,d2,d3,d4 are determined by the eNd1,d2,d3,d4 to prove Theorems 1.3 and 1.4.
Proposition 4.1. We have:eNd1,d2,d3,d4 = ∑
k1,k2,k3,k4≥0
C
d1 ,d2,d3,d4
k1 ,k2,k3,k4
Nd1−2k1,d2−2k2,d3−2k3,d4−2k4 .
Proof. After adding base-points of order ki , each term on the left hand side counts the number of
pencils of degree d on E with vanishing sequence (ki ,di − ki ) at pi for i = 1,2,3,4, with the appro-
priate multiplicity as in the definition of eNd1,d2,d3,d4 .
4.1. Generating functions. It is natural to package the numbers eNd1,d2,d3,d4 ,Nd1,d2,d3,d4 into gener-
ating functions; after doing so, we obtain a formula for Nd1,d2,d3,d4 as a particular coefficient in a
power series in one variable, see Proposition 4.8. It will be convenient to treat d as an independent
variable from the di , so we first extend the definitions of Nd1,d2,d3,d4 and eNd1,d2,d3,d4 .
Definition 4.2. For any integers d ,d1,d2,d3,d4 with di ≥ 1 and d ≥ 2, defineeN dd1,d2,d3,d4 = 12Cd−2d (d1−1)(d2 −1)(d3−1)(d4 −1).
Then, defineN d
d1,d2,d3,d4
inductively as the unique integers satisfyingeN dd1,d2,d3,d4 = ∑
k1,k2,k3,k4≥0
C
d1,d2,d3,d4
k1,k2,k3,k4
N dd1−2k1,d2−2k2,d3−2k3,d4−2k4
for all di ≥ 1,d ≥ 2.
Clearly, whend1+d2+d3+d4 = 2d+4, wehave eNd1,d2,d3,d4 = eN dd1,d2,d3,d4 andNd1,d2,d3,d4 =N dd1,d2,d3,d4 .
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Definition 4.3. Define the generating functions
N (x1, x2, x3, x4,q ) =
∑
d≥2,di≥1
N dd1,d2,d3,d4
x
d1
1 x
d2
2 x
d3
3 x
d4
4 q
d
eN (x1, x2, x3, x4,q ) = ∑
d≥2,di≥1
eN dd1,d2,d3,d4x d11 x d22 x d33 x d44 q d
Lemma 4.4. We have
eN (x1, x2, x3, x4,q ) = [(6q −1) + (1−4q )3/2] · 4∏
i=1

xi
1− xi
2
Proof. Indeed,
eN (x1, x2, x3, x4,q )
=
∑
di ,d
12
d
(d1 −1)(d2−1)(d3−1)(d4 −1)Cd−2x d11 x
d2
2 x
d3
3 x
d4
4 q
d
=
∞∑
d=2
12Cd−2
d
q d ·
4∏
i=1
 
∞∑
di=1
(di −1)x dii
!
= [(6q −1) + (1−4q )3/2] ·
4∏
i=1

xi
1− xi
2
,
where in the last step we obtain the generating function for the sequence bd = 12Cd−2/d by inte-
grating that of the Catalan numbers, see [Sta99, Example 6.2.6].
Proposition 4.5. The generating functions N (x1, x2, x3, x4,q ) and eN (x1, x2, x3, x4,q ) are related by
the following formulas:
eN (x1, x2, x3, x4,q ) =N
 
1−
Æ
1−4x 21 q
2x1q
,
1−
Æ
1−4x 22 q
2x2q
,
1−
q
1−4x 23q
2x3q
,
1−
Æ
1−4x 24 q
2x4q
,q
!
N (x1, x2, x3, x4,q ) = eN  x1
1+ x 21q
,
x2
1+ x 22q
,
x3
1+ x 23q
,
x4
1+ x 24 q
,q

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Proof. The second formula will follow directly from the first. We haveeN (x1, x2, x3, x4,q )
=
∑
d ,di
eN dd1,d2,d3,d4x d11 x d22 x d33 x d44 q d
=
∑
d ,di ,ki
cd1−k1−1,d1 · · · cd4−k4−1,d4 ·N
d−k1−k2−k3−k4
d1−2k1,d2−2k2,d3−2k3,d4−2k4x
d1
1 x
d2
2 x
d3
3 x
d4
4 q
d
=
∑
d ,di

x d11 x d22 x d33 x d44 q d 4∏
i=1
 
∞∑
mi=0
cdi+mi−1,mi (x
2
i q )
mi
!N dd1,d2,d3,d4
=
∑
d ,di

x d11 x d22 x d33 x d44 q d 4∏
i=1
 
1−
q
1−4x 2i q
2x 2i q
!diN dd1,d2,d3,d4
=
∑
d ,di

q d 4∏
i=1
 
1−
q
1−4x 2i q
2xiq
!diN dd1,d2,d3,d4
=N
 
1−
Æ
1−4x 21 q
2x1q
,
1−
Æ
1−4x 22 q
2x2q
,
1−
q
1−4x 23 q
2x3q
, 1−
Æ
1−4x 24 q
2x4q
,q
!
,
where in the fifth line we have applied Lemma 2.6.
Combining Lemma 4.4 and the second part of Proposition 4.5, we obtain:
Corollary 4.6. We have
(8) N (x1, x2, x3, x4,q ) = [(6q −1) + (1−4q )
p
1−4q ] ·
4∏
i=1

xi
1− xi + x 2i q
2
Lemma 4.7. We have
x
1− x + x 2q
2
=
∞∑
n=0
1
1−4q
 ∑
k+ℓ=n
αk −β k
α−β ·
αℓ−β ℓ
α−β

x n
where
α=
1+
p
1−4q
2
,
β =
1−p1−4q
2
.
Furthermore, the coefficient of x n above is a polynomial in q of degree
jn
2
k
−1.
Proof. One verifies by a straightforward computation that
x
1− x + x 2q
2
=
1
1−4q

1
1−αx
2
+

1
1−β x
2
−

1
1−αx +
1
1−β x

− 1p
1−4q

1
1−αx −
1
1−β x

=
∞∑
n=0
1
1−4q

n (αn +βn )− 1p
1−4q
(αn −βn )

x n .
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Then, note that
1
1−4q

n (αn +βn )− 1p
1−4q
(αn −βn )

=
1
(α−β )2

n (αn +βn )− (α+β ) · α
n −βn
α−β

=
∑
k+ℓ=n
αk −β k
α−β ·
αℓ−β ℓ
α−β ,
which is a symmetric polynomial of degree n −2 in α and β . Because α+β = 1 and αβ = 1−4q , the
coefficient of x n is thus a polynomial of degree
n −2
2

=
jn
2
k
−1
in q , as claimed.
Corollary 4.8. We have
Nd1,d2,d3,d4 = (1−4q )3/2 ·
4∏
i=1
 
d1−2∑
j=0
s j (α,β )sdi−2− j (α,β )
!
[q d ],
where
s j (x , y ) =
x j+1− y j+1
x − y
is a Schur polynomial in two variables.
Proof. This is a consequence of Corollary 4.6 and Lemma 4.7. We may ignore the contribution of
the (6q − 1) term appearing on the right hand side of (8), because, by the last statement in Lemma
4.7, the degree of the coefficient of x d11 x
d2
2 x
d3
3 x
d4
4 in
4∏
i=1

xi
1− xi + x 2i q
2
as a polynomial in q is
4∑
i=1

di
2

−1

≤ d −2,
and thus contributes nothing to the q d coefficient after multiplication by (6q −1).
4.2. Schubert cycle formula. We now relate the formula in Corollary 4.8 to intersection numbers
on the Grassmannian to prove Theorem 1.3(a).
Lemma4.9. Let d be a positive integer, and let f (x , y ) be a homogeneous symmetric polynomial with
deg( f )≤ 2d −2. Then, we have
−1
2
(1−4q )1/2 · f (α,β )

[q d ] =
∫
Gr(2,d+1)
f (x , y ) · (x + y )2d−2−deg( f ),
where as before we put
α=
1+
p
1−4q
2
,
β =
1−p1−4q
2
,
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and the integrand on the right hand side is viewed as a top cohomology class on Gr(2,d + 1) via the
identification of Schur polynomials s j and Schubert cyclesσ j .
Proof. The vector space of symmetric polynomials f (x , y ) is spanned by polynomials of the form
f (x , y ) = (x y )m (x + y )n = s11(x , y )
m · s1(x , y )n ,
where 2m +n = 2d −2; it suffices to prove the claim for such f . Note that f (α,β ) = qm . Now,∫
Gr(2,d+1)
f (x , y ) · (x + y )2d−2−deg( f ) =
∫
Gr(2,d+1)
(x y )m · (x + y )2d−2−2m
=
∫
Gr(2,d+1)
σm11 ·σ2d−2−2m1
=Cd−m−1
=−1
2
(1−4q )1/2[q d−m ]
=−1
2
f (α,β )(1−4q )1/2[q d−m ],
where we have applied the Pieri Rule and Lemma 2.6.
Proposition 4.10. We have
Nd1,d2,d3,d4 =
∫
Gr(2,d+1)
 
4∏
i=1
∑
ai+bi=di−2
σaiσbi
!
(8σ11 −2σ21).
Proof. Applying Corollary 4.8,
Nd1,d2,d3,d4 = (1−4q )3/2
4∏
i=1
 
d1−2∑
j=0
s j (α,β )sdi−2− j (α,β )
!
[q d ]
= (−2+8q ) ·

−1
2
(1−4q )1/2
4∏
i=1
 
d1−2∑
j=0
s j (α,β )sdi−2− j (α,β )
! [q d ]
= 8 ·

−1
2
(1−4q )1/2
4∏
i=1
 
d1−2∑
j=0
s j (α,β )sd j−2− j (α,β )
! [q d−1]
−2 ·

−1
2
(1−4q )1/2
4∏
i=1
 
d1−2∑
j=0
s j (α,β )sdi−2− j (α,β )
! [q d ]
= 8
∫
Gr(2,d )
 
4∏
i=1
∑
ai+bi=di−2
σaiσbi
!
−2
∫
Gr(2,d+1)
 
4∏
i=1
∑
ai+bi=di−2
σaiσbi
!
σ21
=
∫
Gr(2,d+1)
 
4∏
i=1
∑
ai+bi=di−2
σaiσbi
!
(8σ11 −2σ21),
where in the second to last step we have applied Lemma 4.9 to the polynomial
f (x , y ) =
4∏
i=1
di−2∑
j=0
s j (x , y )sdi−2− j (x , y )
of degree (d1−2) + · · ·+ (d4−2) = 2(d −1)−2.
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4.3. Laurent polynomial formula. Here, we expand the formula in Proposition 4.10 to prove The-
orem 1.3(b).
Lemma 4.11. Let n1,n2,n3,n4 be integers satisfying 0 ≤ ni ≤ d − 1 and n1 + n2 + n3 + n4 = 2d − 4.
Then, we have: ∫
Gr(2,d )
σn1σn2σn3σn4 =min(d −n1−1,n4+1)
Proof. Without loss of generality, suppose thatn1 ≥ n2 ≥ n3 ≥ n4, so thatn1+n2 ≥ d−2. Ifn1 = d1−1,
thenσn1 = 0=min(d −n1−1,n4+1), so assume that n1 ≤ d1−2. By the Pieri Rule, we have
σn1σn2 =σn1,n2 +σn1+1,n2−1+ · · ·+σd−2,n1+n2−d+2.
We wish to express the product of this class with σn3 in the Schubert cycle basis and extract the
coefficient of σd−2,d−2−n4 . By the Pieri rule, each product σn1+i ,n2−iσn3 will be a sum of Schubert
cycles withmultiplicity 1, andσd−2,d−2−n4 appears if andonly ifd−2−n4 ≤ n1+i . Ifd−2−n4−n1 ≤ 0,
or equivalently d −n1−1≤ n4+1, then this is true for all of the terms above, and we conclude that∫
Gr(2,d )
σn1σn2σn3σn4 = d −n1−1.
Otherwise, the number of terms for which d −2−n4 ≤ n1+ i is n4+1, and∫
Gr(2,d )
σn1σn2σn3σn4 = n4+1.
This establishes the lemma.
Lemma 4.12. Let n1 ≥ n2 ≥ n3 ≥ n4 ≥ 0 be integers satisfying n1+n2+n3+n4 = 2d −4.
∫
Gr(2,d+1)
σn1σn2σn3σn4(8σ11 −2σ21) =

6 n1 = n2 = n3 = n4
4 n1 = n2 6= n3 = n4
2 n1+n4 = n2+n3 and n1 6= n2
−2 n1 = n2+n3+n4+2
0 otherwise
Proof. Without lossof generality, suppose thatn1 ≥ n2 ≥ n3 ≥ n4. First, ifn1 > d−1, thenσn1 = 0, and
it is clear that none of the first four conditions on the right hand side can be satisfied. If n1 = d − 1,
then we are in the fourth case on the right hand side, as n2 +n3 +n4 = (2d − 4)− (d − 1) = d − 3. In
this case, the Pieri rule implies thatσd−1σ11 = 0 and∫
Gr(2,d+1)
σd−1σn2σn3σn4σ
2
1 = 1
so again the Lemma holds.
Wenextdisposeof the casen1 ≤ 1: thepossibilities are (n1,n2,n3,n4) = (0,0,0,0), (1,1,0,0), (1,1,1,1),
and one easily checks that the Lemma holds here.
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Thus, we assume that the d − 2 ≥ n1 ≥ n2 ≥ n3 ≥ n4 ≥ 0 and n1 ≥ 2. Applying the Pieri rule and
Lemma 4.11,∫
Gr(2,d+1)
σn1σn2σn3σn4(8σ11 −2σ21)
=
∫
Gr(2,d+1)
σn1σn2σn3σn4(6σ11 −2σ11)
= 6
∫
Gr(2,d )
σn1σn2σn3σn4 −2
∫
Gr(2,d+1)
(σn1+2+σn1+1,1+σn1,2)σn2σn3σn4
= 4
∫
Gr(2,d )
σn1σn2σn3σn4 −2
∫
Gr(2,d+1)
σn1+2σn2σn3σn4 −2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4
= 4min(d −n1−1,n4+1)−2min(d −n1−2,n4+1)−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4 .
We now consider the first, second, third, and fifth cases separately: as n1 ≤ d −2, we cannot have
n1 = n2+n3+n4+2. Suppose first that n1 = n2 = n3 = n4 = n , and d = 2n +2. We then have
4min(d −n1−1,n4+1)−2min(d −n1−2,n4+1)−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4
= 4min(n ,n +1)−2min(n +1,n +1)−2
∫
Gr(2,2n+1)
σ3nσn−2
= 4n −2(n +1)−2min(n ,n −1)
= 6.
Next, consider the case n1 = n2 6= n3 = n4, so that d = n1+n3+2. We have
4min(d −n1−1,n4+1)−2min(d −n1−2,n4+1)−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4
= 4min(n3+1,n4+1)−2min(n3,n4+1)−2
∫
Gr(2,n1+n3+1)
σn1σn1−2σ
2
n3
.
To evaluate the last term, we consider two sub-cases: if n1−2≥ n3, then by Lemma 4.11, we have∫
Gr(2,n1+n3+1)
σn1σn1−2σ
2
n3
=min(n3,n3+1) = n3.
On the other hand, if n1−2< n3, we must have n1−n3 = 1, as n1 > n3. Thus,∫
Gr(2,n1+n3+1)
σn1σn1−2σ
2
n3
=min(n1,n1−1) = n1−1= n3.
Therefore, in both sub-cases, we have∫
Gr(2,d+1)
σn1σn2σn3σn4(8σ11 −2σ21) = 4(n3+1)−2n3−2n3 = 4.
Next, consider the case n1+n4 = n2+n3 and n1 6= n2. Then, d −n1 = n4+2. Thus,
4min(d −n1−1,n4+1)−2min(d −n1−2,n4+1)−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4
= 4(n4+1)−2n4−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4 .
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Ifn1−n2 ≥ 2, then the last integral is equal tomin(d−n1,n4+1) = (n4+1), andwe immediatelydeduce
the lemma. If, on the other hand, n1 −n2 = 1, we first note that n4 ≤ n1 − 2, or else n2 = n3 = n4, an
impossibility. Then, Lemma 4.11 implies that the last term is again equal tomin(d −n2−1,n4+1) =
min(d −n1,n4+1) = n4+1, so we are done in this case.
Finally, suppose n1+n4 6= n2+n3. In particular, we have either d −n1−2≥ n4+1 or d −n1 ≤ n4+1.
First, assume that n1−n2 ≥ 2. Then,∫
Gr(2,d−1)
σn1−2σn2σn3σn4 =min(d −n1,n4+1).
Thus, the expression
(9) 4min(d −n1−1,n4+1)−2min(d −n1−2,n4+1)−2
∫
Gr(2,d−1)
σn1−2σn2σn3σn4
is equal to either
4(n4 +1)−2(n4+1)−2(n4+1) = 0
or
4(d −n1−1)−2(d −n1−2)−2(d −n1) = 0,
so we have the lemma if n1−n2 ≥ 2.
Suppose instead that n1 − n2 = 0 or n1 − n2 = 1. Then, we can check as before that n1 − 2 ≥ n4.
Furthermore, we claim that we must have d −n1 −2≥ n4 +1. If not, then we have instead d −n1 ≤
n4+1, son2+n4 ≥ (n1−1)+n4 ≥ d−2= 12 (n1+n2+n3+n4), which is impossible unlessn1 = n2,n3 = n4.
From here, one easily evaluates the expression (9) as in the previous cases, so we are done.
Proposition 4.13. Nd1,d2,d3,d4 is the constant term of the Laurent polynomial Pd1−1Pd2−1Pd3−1Pd4−1,
where
Pn = nq
n + (n −2)qn−2+ · · ·+ (−n +2)q−n+2+ (−n )q−n .
Proof. First, observe that, by the Pieri rule,
τdi−2 :=
∑
ai+bi=di−2
σaiσbi =
∑
a ′i+b
′
i =di−2
(a ′i − b ′i +1)σa ′i ,b ′i
By Lemma 4.12, the positive contributions to∫
Gr(2,d+1)
τd1−2τd2−2τd3−2τd4−2(8σ11−2σ21)
correspond to termsσa ′1,b ′1σa ′2 ,b ′2σa ′3,b ′3σa ′4 ,b ′4 with
(a ′i − b ′i ) + (a ′j − b ′j ) = (a ′k − b ′k ) + (a ′ℓ− b ′ℓ)
for some permutation (i , j ,k ,ℓ) of (1,2,3,4), Moreover, if we fix i = 1, the contribution to the integral
is
2m
4∏
i=1
(a ′i − b ′i +1)
wherem is the number of such permutations. Similarly, the negative contributions to the integral
correspond to terms where
(a ′i − b ′i +1) = (a ′j − b ′j +1) + (a ′k − b ′k +1) + (a ′ℓ− b ′ℓ +1),
and the contribution to the integral is
−2
4∏
i=1
(a ′i − b ′i +1)
24 C. LIAN
Wematch these contributionsexactlywith the contributions to the constant term inPd1−1Pd2−1Pd3−1Pd4−1:
the positive contributions come from terms
4∏
i=1
miq
mi
with exactly two of themi positive, and the negative contributions come from terms in which one
or three of themi are positive.
One can easily deduce the following, which is also a consequence of Proposition 3.17.
Corollary 4.14. Suppose that d1 = d . Then,
Nd1,d2,d3,d4 = 2(d +1)(d2−1)(d3−1)(d4 −1).
In particular, we recover [Har84, Theorem 2.1(f)], as well as the fact that the number of degree d
covers f : E → P1 totally ramified at d and one other point is equal to #E [d 2]−1= d 2−1.
4.4. Explicit formula, andproof of Theorem1.4. Using the Laurent polynomial formula of the pre-
vious section, we now complete the proofs of Theorems 1.3 and 1.4.
Let m ,n be integers with m ≥ n . We first compute PmPn . When 0 ≤ k ≤ n , the coefficients of
qm+n−2k and q−m−n+2k in PmPn are∑
r+s=k
(m −2r )(n −2s ) = (k +1)mn −k (k +1)(m +n ) +4
k∑
i=0
i (k − i )
= (k +1)mn −k (k +1)(m +n ) +4

k 2(k +1)
2
− k (k +1)(2k +1)
6

= (k +1)

mn −k (m +n ) + 2
3
k (k −1)

When 0≤ k ≤m −n , the coefficients of qm−n−2k are
(m −2k )(−n ) + (m −2k −2)(−n +2) + · · ·+ (m −2k −2n +2)(n −2) + (m −2k −2n )(n )
=
1
2
[(2n )(−n ) + (2n −2)(−n +2) + · · ·+ (−2n +2)(n −2) + (−2n )(n )] ,
wherewehave paired summands from the outside inward. In particular, the value of this coefficient
does not depend on k , so we may take k = 0, in which case we have already computed the qm−n
coefficient to be
(n +1)

mn −n (m +n ) + 2
3
n (n −1)

=(n +1)

−1
3
n2− 2
3
n

=− 1
3
n (n +1)(n +2).
Also, the coefficients of q r and q−r are equal for all r .
We now evaluate the constant term of (Pd1−1Pd2−1) · (Pd3−1Pd4−1) by matching coefficients in the
two factors. Without loss of generality, assume that d ≥ d1 ≥ d2 ≥ d3 ≥ d4 ≥ 0. We consider the
coefficients q ℓ in the first term and q−ℓ in the second with −d3 −d4+2≤ ℓ≤ d3+d4 −2.
First, suppose that d1 −d2 ≥ d3 −d4. Then, there are five intervals over which we vary ℓ: [−d3 −
d4 +2,d2−d1], (d2 −d1,d4−d3], (d4−d3,d3−d4), [d3 −d4,d1−d2), and [d1 −d2,d3+d4−2].
The contribution from the interval (d4−d3,d3−d4) to Nd1,d2,d3,d4 is
−1
3
d2(d2 +1)(d2−1)

·

−1
3
d4(d4+1)(d4−1)

· (d3 −d4−1)
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The contribution from (d2−d1,d4−d3] and [d3 −d4,d1−d2) is
2

−1
3
d2(d2+1)(d2−1)

·
(d1−d2 )−(d3−d4 )
2∑
j =1
(d4− j+1)

(d3−1)(d4−1)−(d4− j )(d3+d4−2)+
2
3
(d4− j )(d4− j−1)

The contribution from [−d3 −d4+2,d2−d1] and [d1 −d2,d3+d4 −2] is
2
d2+d3+d4−d1
2 −1∑
k =0
§
(k +1)

(d3−1)(d4 −1)−k (d3+d4−2) +
2
3
k (k −1)

· (k ′+1)

(d1 −1)(d2−1)−k ′(d1+d2 −2) +
2
3
k ′(k ′−1)
ª
where k ′ = k + (d1+d2)−(d3+d4)2 .
Summing these contributions yields a formula forNd1,d2,d3,d4 in the case d1−d2 ≥ d3−d4: wemay
expand each summand and apply standard formulas for sums ofm-th powers of integers form ≤ 6.
This is implemented with the help of SAGE, and yields:
(10)
Nd1,d2,d3,d4 =−
1
3360
d 71 +
1
240
d 51d
2
2 −
1
96
d 41d
3
2 +
1
96
d 31d
4
2 −
1
240
d 21d
5
2 +
1
3360
d 72 +
1
240
d 51d
2
3 −
1
48
d 31d
2
2d
2
3
+
1
48
d 21d
3
2d
2
3 −
1
240
d 52d
2
3 −
1
96
d 41d
3
3 +
1
48
d 21d
2
2d
3
3 −
1
96
d 42d
3
3 +
1
96
d 31d
4
3 −
1
96
d 32d
4
3
− 1
240
d 21d
5
3 −
1
240
d 22d
5
3 +
1
3360
d 73 +
1
240
d 51d
2
4 −
1
48
d 31d
2
2d
2
4 +
1
48
d 21d
3
2d
2
4 −
1
240
d 52d
2
4
− 1
48
d 31d
2
3d
2
4 +
1
48
d 32d
2
3d
2
4 +
1
48
d 21d
3
3d
2
4 +
1
48
d 22d
3
3d
2
4 −
1
240
d 53d
2
4 −
1
96
d 41d
3
4 +
1
48
d 21d
2
2d
3
4
− 1
96
d 42d
3
4 +
1
48
d 21d
2
3d
3
4 +
1
48
d 22d
2
3d
3
4 −
1
96
d 43d
3
4 +
1
96
d 31d
4
4 −
1
96
d 32d
4
4 −
1
96
d 33d
4
4
− 1
240
d 21d
5
4 −
1
240
d 22d
5
4 −
1
240
d 23d
5
4 +
1
3360
d 74 −
1
480
d 51 +
1
96
d 41d2−
1
48
d 31d
2
2 +
1
48
d 21d
3
2
− 1
96
d1d
4
2 +
1
480
d 52 +
1
96
d 41d3−
1
48
d 21d
2
2d3+
1
96
d 42d3−
1
48
d 31d
2
3 −
1
48
d 21d2d
2
3 +
1
48
d1d
2
2d
2
3
+
1
48
d 32d
2
3 +
1
48
d 21d
3
3 +
1
48
d 22d
3
3 −
1
96
d1d
4
3 +
1
96
d2d
4
3 +
1
480
d 53 +
1
96
d 41d4 −
1
48
d 21d
2
2d4
+
1
96
d 42d4 −
1
48
d 21d
2
3d4−
1
48
d 22d
2
3d4 +
1
96
d 43d4 −
1
48
d 31d
2
4 −
1
48
d 21d2d
2
4 +
1
48
d1d
2
2d
2
4
+
1
48
d 32d
2
4 −
1
48
d 21d3d
2
4 −
1
48
d 22d3d
2
4 +
1
48
d1d
2
3d
2
4 −
1
48
d2d
2
3d
2
4 +
1
48
d 33d
2
4 +
1
48
d 21d
3
4
+
1
48
d 22d
3
4 +
1
48
d 23d
3
4 −
1
96
d1d
4
4 +
1
96
d2d
4
4 +
1
96
d3d
4
4 +
1
480
d 54 +
1
60
d 31 −
1
60
d 21d2
+
1
60
d1d
2
2 −
1
60
d 32 −
1
60
d 21d3−
1
60
d 22d3+
1
60
d1d
2
3 −
1
60
d2d
2
3 −
1
60
d 33 −
1
60
d 21d4−
1
60
d 22d4
− 1
60
d 23d4 +
1
60
d1d
2
4 −
1
60
d2d
2
4 −
1
60
d3d
2
4 −
1
60
d 34 −
1
70
d1+
1
70
d2+
1
70
d3 +
1
70
d4
Similarly to the first case, the contribution from the interval (d2 −d1,d1−d2) to Nd1,d2,d3,d4 is
−1
3
d2(d2 +1)(d2−1)

·

−1
3
d4(d4+1)(d4−1)

· (d1 −d2−1)
The contribution from (d4−d3,d2−d1] and [d1 −d2,d3−d4) is
2

−1
3
d4(d4+1)(d4−1)

·
(d3−d4 )−(d1−d2 )
2∑
j =1
(d2− j+1)

(d1−1)(d2−1)−(d2− j )(d1+d2−2)+
2
3
(d2− j )(d2− j−1)

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Finally, the contribution from [−d3 −d4+2,d4−d3] and [d3 −d4,d3+d4−2] is
d4−1∑
k =0
(k +1)

(d3−1)(d4 −1)−k (d3+d4−2) +
2
3
k (k −1)

(k ′+1)

(d1 −1)(d2−1)−k ′(d1+d2 −2)
+
2
3
k ′(k ′−1)

,
where k ′ = k + (d1+d2)−(d3+d4)2 .
Summing as in the previous case, we get thatNd1,d2,d3,d4 is equal to:
(11)
Nd1,d2,d3,d4 =−
1
48
d 41d
3
4 +
1
24
d 21d
2
2d
3
4 −
1
48
d 42d
3
4 +
1
24
d 21d
2
3d
3
4 +
1
24
d 22d
2
3d
3
4 −
1
48
d 43d
3
4
− 1
120
d 21d
5
4 −
1
120
d 22d
5
4 −
1
120
d 23d
5
4 +
1
1680
d 74 +
1
48
d 41d4−
1
24
d 21d
2
2d4
+
1
48
d 42d4−
1
24
d 21d
2
3d4 −
1
24
d 22d
2
3d4 +
1
48
d 43d4+
1
24
d 21d
3
4 +
1
24
d 22d
3
4
+
1
24
d 23d
3
4 +
1
240
d 54 −
1
30
d 21d4 −
1
30
d 22d4 −
1
30
d 23d4 −
1
30
d 34 +
1
35
d4
Proof of Theorem 1.3. Combine the above with Propositions 4.10 and 4.13.
Proof of Theorem 1.4. One checks by direct computation (carried out in SAGE) that the right hand
sides of (10) and (11) are sent to each other under the involution di 7→ 12 (d1 +d2+d3 +d4)−di .
5. THE GENERAL CASE VIA LIMIT LINEAR SERIES
In this section, we use the theory of limit linear series to give a more precise version of Theorem
1.5, which gives explicit answers toQuestion 1 for any given values of g ,d ,di . A similar degeneration
technique is used in [Log03], [Oss03], and [FMNP19].
5.1. Thedegeneration formula. We adopt the notation of Question 1 and assume that (1) holds. In
addition, we takem = 3g , following Proposition 2.3 and the ensuing discussion. Then, letN g
d1,...,dn+3g
be the answer to Question 1, counting covers f : C → P1 with ramification index di at fixed points
p1, . . . ,pn andmoving points pn+1, . . . ,pn+3m .
Definition 5.1. Fix general elliptic curves (E j ,q j ), j = 1,2, . . . ,g , and fix a general (n + g )-pointed
rational curve (P1,p1, . . . ,pn , r1, . . . , rg ). Then, let (X0,p1, . . . ,pn ) be the nodal curve obtained by at-
taching the Ei to P
1, gluing the point r j to r j for j = 1,2, . . . ,g .
Lemma 5.2. Consider the moduli space GX0 of tuples (V0,pn+1, . . . ,pn+3g ), where V0 is a limit linear
series of degree d on X0, and p1, . . . ,p3g ∈ X are pairwise distinct smooth points of X0 such that V0 has
vanishing at least (0,di ) at pi . Then, we have:
(a) Any [(V0,pn+1, . . . ,pn+3g )] ∈ GX0 is refined (in the sense of [EH86]), and has the property that
exactly three of the moving points pi , i = n + 1, . . . ,n + 3g lie on each E j , and the vanish-
ing sequence of V0 at pi is exactly (0,di ) for all i = 1,2, . . . ,n + 3g . In particular, none of
pn+1, . . . ,pn+3g lie on P
1.
(b) GX0 is reduced of dimension 0.
(c) Any [(V0,pn+1, . . . ,pn+3g )] ∈ GX0 smooths to a linear series on the general fiber of the versal
deformation of (X0,p1, . . . ,pn+3g ), preserving the ramification conditions at the pi .
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Proof. By condition (1), we have ρ(V0,{p1, . . . ,pn+3g }) = −3g for any such (V0,p1, . . . ,pn+3g ). By sub-
additivity of the Brill-Noether number (2) and Proposition 2.1, we have that ρ(V0,{pi })E j = −3 for
all j , and ρ(V0.{pi })P1 = 0. Thus, the Brill-Noether number is in fact additive, so V0 is a refined limit
linear series. Moreover, it follows that we need three moving points on each E j , and that V0 cannot
have higher-than-expected ramification at any of the pi ; this establishes (a).
Part (b) from the same statements for the moduli of linear series on the individual components:
on the rational spine, this is Theorem 1.1, and on the elliptic components, this is a consequence of
the transversality argument given in Lemma 3.15. Finally, part (c) follows immediately from [EH86,
Corollary 3.7], as V0 is refined, and dimensionally proper with respect to the pi .
Lemma 5.3. Let R be a discrete valuation ring, and let B = SpecR. Let π : X → B ,σi : B → X ,
i = 1,2, . . . ,n be a 1-family of pointed n-pointed, genus g curves with special fiber isomorphic to
(X0,p1, . . . ,pn ) and smooth total space X . Let p
′
i denote the restriction of σi to the geometric generic
fiber Xη for i = 1,2, . . . ,n. Suppose that (V
′,p ′n+1, . . . ,p
′
n+3g ) is a tuple where V
′ is a linear series on Xη
and p ′1, . . . ,p
′
n+3g ∈ Xη are pairwise distinct points such that V ′ has ramification sequence (0,di ) at p ′i .
Then, (V ′,p ′n+1, . . . ,p
′
n+3g ) specializes to a tuple (V0,pn+1, . . . ,pn+3g ) as in Lemma 5.2.
Proof. The content of the lemma is that the p ′i , i = n + 1, . . . ,n + 3g specialize to distinct smooth
points of the special fiber. Suppose that this is not the case: then, after a combination of blow-ups
and base-changes, the p ′i specialize to distinct smooth points on a compact-type curve Y0 with a
non-trivial map c : Y0→ X0 contracting rational tails and bridges. Moreover, Y0 is equipped with a
limit linear seriesW0 with ramification conditions as above at distinct smooth points p
′
i . As before,
we have ρ(W0,{pi }) = −3g . Let E ′j denote the unique component of Y0 mapping to E j ⊂ X0, and
q ′j ∈ E ′j denote the unique point of E ′j such that c (q ′j ) = q j .
We claim that if such a W0 exists, then in fact Y0 = X0. First, note that ρ(W0,{pi })R ≥ 0 for any
rational component R ⊂ Y0, by Proposition 2.3. Also, the elliptic components of Y0 are general, so by
Propositions 2.1 and 2.3, the ρ(W0,{pi })E ′j ≥−3 for all j . Thus, by sub-additivity of the Brill-Noether
number (2), equality must hold everywhere, andmoreoverW0 is a refined limit.
For each j , let α j be the number of moving points on E
′
j , and let β j be the number of trees of
rational curves attached to E ′j away from q
′
j . Then, ρ(W0,{pi })E ′j =−(α j +β j ). Thus,
3g =−ρ(W0) =
∑
j
(α j +β j ).
On the other hand, each such tree of rational curves attached to an E ′j away from q
′
j contains at least
two of the p ′i , so we have ∑
j
(α j +2β j )≤ 3g .
Therefore, β j = 0 for all j , from which it follows that c is an isomorphism. This completes the
proof.
Proposition 5.4. The answer N
g
d1,...,dn+3g
to Question 1 is computed in the following way. Consider all
distributions
S = ({p ′1,p ′2,p ′3},{p ′4,p ′5,p ′6}, . . . ,{p ′3g−2,p ′3g−1,p ′3g })
of the points p1, . . . ,p3g onto the E j such that each elliptic component contains exactly three of the pi .
For each E j , containing the points r3 j−2, r3 j−1, r3 j , consider all possible vanishing sequences (a j ,b j )
such that
(a j + b j ) + (d3 j−2+d3 j−1+d3 j ) = 2d +4.
28 C. LIAN
Then, take the product
∫
Gr(2,d+1)
 
g∏
j=1
σd−a j−1,d−b j ·
n∏
i=1
σi
! · g∏
j=1
Nb j−a j ,d3 j−2−a j ,d3 j−1−a j ,d3 j−a j .
Finally, sum the resulting products over all choices of S , (a j ,b j ).
Proof. ByLemmas5.2 and5.3,N
g
d1,...,dn+3g
is the equal to thenumberofnumberof (V0 ,pn+1, . . . ,pn+3g )
as described in Lemma 5.2(a). To enumerate such limit linear series, we consider all possible S as
above, then all possible combinations of vanishing sequences (a j ,b j ) at the nodes q j ∈ E j . Then,
as V0 is a refined series, the vanishing sequence at r j ∈ P1 must be (d − b j ,d − a j ). After twisting
away base-points at the q j , the terms in the product then count the number of linear series on the
components of X0, by Theorems 1.1 and 1.3.
Proof of Thoerem 1.5. Immediate from Proposition 5.4.
5.2. Weighted counts via degeneration. Simplifying the degeneration formula of Proposition 5.4
seems tobeadifficult combinatorial problem. It seemsnatural toguess that inhigher genus,weighted
counts of pencils are better behaved than unweighted counts of branched covers. We remark here
that in this setting, one gets a degeneration formula for the weighted number of pencils eN g
d1,...,dn+3g
on C by replacing Nb j−a j ,d3 j−2−a j ,d3 j−1−a j ,d3 j−a j with eN ◦b j−a j ,d3 j−2−a j ,d3 j−1−a j ,d3 j−a j in Proposition 5.4,
see Proposition 3.17.
Wemake one final observation, that in the weighted setting, it suffices to consider the case n = 1,
that is, the case in which there is only one fixed ramification condition.
Proposition 5.5. Adopt the notation of Question 1 and condition (1). Then, the weighted number of
tuples (V ,pn+1, . . . ,pn+m ) is equal to the same weighted count when p1, . . . ,pn are replaced by a single
general point p1 ∈C , at whichwe impose the condition of total vanishing at least (d1+ · · ·+dn )−n+1.
Proof. WedegenerateC to the nodal curveC0 ∼=C ∪P1 so that that thepi specialize to general points
on P1, and count limit linear series on C0. The details are left to the reader.
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