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Starting from a fine-scale dissipative particle dynamics (DPD) model of self-motile point par-
ticles, we derive meso-scale continuum equations by applying a spatial averaging version of the
Irving–Kirkwood–Noll procedure. Since the method does not rely on kinetic theory, the derivation
is valid for highly concentrated particle systems. Spatial averaging yields a stochastic continuum
equations similar to those of Toner and Tu. However, our theory also involves a constitutive equation
for the average fluctuation force. According to this equation, both the strength and the probability
distribution vary with time and position through the effective mass density. The statistics of the fluc-
tuation force also depend on the fine scale dissipative force equation, the physical temperature, and
two additional parameters which characterize fluctuation strengths. Although the self-propulsion
force entering our DPD model contains no explicit mechanism for aligning the velocities of neigh-
boring particles, our averaged coarse-scale equations include the commonly encountered cubically
nonlinear (internal) body force density.
I. INTRODUCTION
The study of active suspensions is by now a well established field of research in mathematics, physics, and the
engineering sciences. Because the literature on active suspensions is vast, an exhaustive review of its contents is
infeasible. We therefore include only a few representative citations of prior work [6, 18, 22–24, 32, 33, 41].
In particular, concentrated suspensions of active particles have recently attracted much attention [26]. For such
media, the derivation of continuum theories from realistic fine scale models constitutes a challenging and still largely
open problem. Most available results rely on kinetic theory [1, 40]. Since kinetic closures are typically based on
assuming that the suspended particles are dilutely concentrated and interact only weakly [26], it is of interest to
develop alternative coarsening procedures which are free of these limitations. Promising alternatives to kinetic theory
include, for example, coarsening procedures based on direct calculation of ensemble averages [9] and coarsening
procedures based on space-time averages. In this article, we focus on the latter.
The primary objective of this paper is to develop a coarsening method for active suspensions that does not require
a kinetic formulation and that can deal with highly concentrated and strongly interacting particle systems. To focus
on features induced by self-propulsion, we work with spherical particles (modeled as point particles interacting with
appropriate forces) instead of rod-like particles. This makes sense for the following reasons. First, simulations show
that suspensions of active point particles manifest a rich variety of semi-ordered and ordered states [15], including
vortical, meso-turbulent, and polar ones. Second, it is important to understand, by means of a consistent bottom-
up derivation, which features of the continuum equations are due mainly to self-propulsion and high concentration
in contrast to attributes that stem from the presence of orientational degrees of freedom. Third, the models using
spherical particles are simpler than those using elongated-particle models, which typically require additional balance
equations for director variables. On this basis, it seems reasonable to develop microstructure-consistent equations
for a simpler case (which is done here), and to leave more complicated cases involving, say, orientational degrees of
freedom for future research. Finally, the equations developed in this paper can be directly applicable to experimental
situations involving spherical swimming bacteria such as a strain of Serratia marcescens studied in [39]. More generally,
as Dusenbery [11, page 25] reports, about 10% of motile bacterial species are spherical.
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2Starting from a fine-scale dissipative particle dynamics (DPD) [13, 16] model of self-motile point particles, we derive
meso-scale continuum equations by applying an averaging technique known as the Irving–Kirkwood–Noll procedure
[20, 34]. The most relevant version of this approach is that introduced by Hardy [21] and, later and independently,
by Murdoch and Bedeaux [27–29, 31]. In this procedure, continuum equations are derived systematically and directly
from particle equations. A collision-based kinetic formulation is thus avoided. In our context, the averages depend
on a mesoscopic length scale η that is assumed to be much larger than the range R of the DPD forces. The ratio η/R
embodies a separation of scales. In contrast to results that rely on ensemble averaging, our equations describe single
realizations, both in terms of initial conditions and realizations of fluctuation forces. This has significant practical
advantages because stochastic averaging, which is commonly associated with large errors and high computational
costs, is no longer required to calculate effective parameters. Explicit constitutive equations are obtained from spatial
statistics of fluctuations. In particular, our method results in the commonly encountered cubically nonlinear (internal)
body force density associated with self-propulsion. Surprisingly, this arises even though the self-propulsion force in
our DPD model does not incorporate a mechanism for aligning neighboring particles or other velocity selection
mechanisms.
Our effective continuum equations resemble those arising in the well-known phenomenological model of Toner and
Tu [43]. Toner–Tu type equations have previously been derived by applying the kinetic theory to systems of self-
propelled particles that move with constant speed in directions that change in response to a velocity-aligning force
[3, 19]. It is noteworthy that the same set of continuum equations results from a completely different microscopic
model in which short-range interactions dominate but no velocity-aligning force appears.
Our continuum equations combine features of three classical models: the Navier–Stokes equations for a compressible
fluid, the Ginzburg–Landau equations, and the Langevin equations. The structure of the momentum balance and
a linear constitutive equation for viscous stress are reminiscent of the Navier–Stokes equations for a compressible
fluid, with the hydrostatic contribution to the pressure being determined as a nonlinear function of the effective
mass density. The viscosity tensor is also given by a constitutive relation. The cubic nonlinearity of the effective
self-propulsion forces is typical of the Ginzburg–Landau equations. A feature of our approach which brings to mind
Langevin equations is the presence of an additive stochastic force.
As a consequence of the fluctuation-dissipation relation [13], the physical temperature is incorporated into the
constitutive relations via dependence of the DPD forces on the temperature. In addition, the constitutive functions
depend on two scalar temperature-like parameters. While one of these characterizes fluctuations of fine scale (DPD)
velocities and can be associated with an “upscaling temperature,” the other describes the extent to which relative
particle positions fluctuate. For sufficiently dense and slightly compressible systems, position fluctuations tend to
remain close to their initial values and, thus, they may be determined without using any fine scale computing.
Averaging of random DPD forces yields a coarse-scale fluctuation force which is reminiscent of the stochastic driving
term in the Langevin equation. The force is uncorrelated in time and realizes a Gaussian random field at each instant
of time. However, in contrast to the Langevin equation, the strength and the variance here are given by constitutive
functions of the mass density, the temperature, and the fluctuation strength parameters of the DPD forces. Therefore,
the statistics of the average fluctuation force vary with time and position. Importantly, however, the variance decreases
with increasing scale separation, so that the probability distribution of the coarse-scale fluctuation force concentrates
more and more tightly near the mean. Since the mean is zero, this force vanishes in the limit of infinite scale separation,
and the model becomes deterministic. Suggesting that imposing a fine-scale fluctuation-dissipation relation does not
in general yield an analogous coarse-scale relation, this construction may be of independent interest.
The remainder of the paper is organized as follows. The DPD model is described in Section II. Exact averaged
equations are provided in Section III. Our closure method, which is contingent on the spatial statistics arising for
the discretized formulation of the balance equations, is described in Section IV. The resulting closed-form continuum
equations are summarized in Section V. Closed-form approximations for the average self-propulsion force and the
convective stress that models the momentum transfer due to velocity fluctuations are derived in Section VI. The
average fluctuation force equation is derived in Section VII and analyzed in Section VIII. A linear stability analysis is
conducted is Section IX. Closed-form approximations for the stresses induced by conservative and dissipative forces
are derived in Sections A and Section B, respectively. A synopsis of our most salient results is provided in Section
X. Closed-form approximations for the stresses induced by conservative and dissipative forces are derived in the
Appendix.
II. DPD EQUATIONS OF MOTION
Dissipative particle dynamics have been previously used for modeling of passive colloidal suspensions at low, moder-
ate, and high concentrations [4, 5, 25]. For high concentrations, DPD equations with short-range pairwise forces seem
to work reasonably well because long-range hydrodynamics interactions are screened by nearly touching neighboring
3particles. (See, for example, [2] for a detailed mathematical treatment of the screening effect.)
It therefore seems natural to develop a suitable DPD model for active colloidal suspensions. To this end, we augment
the conventional DPD forces (to be detailed shortly) with a self-propulsion force
fSPi = A
SPh(|vi|)vi, (1)
where ASP is a constant strength parameter with dimensions of force and h is a nonnegative function with dimensions
of inverse velocity. A related observation is that the product ASPh(|v|) carries dimensions of mass per unit time
or, equivalently, of viscosity per unit length. This product can therefore be viewed as a velocity-dependent viscosity
coefficient. Other properties of h will be discussed in the final paragraph of this section.
To simplify the presentation, we assume that all DPD particles have equal mass m. The positions qi of a particles
evolve according to the ordinary-differential equations
mq¨i = f
SP
i +
∑
j 6=i
fCij +
∑
j 6=i
fDij +
∑
j 6=i
fRij , i, j = 1, 2, . . . , N, (2)
where fCij , f
D
ij , and f
R
ij are the conservative, dissipative, and fluctuation forces familiar from conventional DPD
[13, 16]. Specifically,
fCij = Aw
C(rij)eij , (3)
fDij = −γwD(rij)(vij · eij)eij , (4)
fRij = αξijw
R(rij)eij , (5)
where A is a stiffness coefficient, γ is a drag coefficient, α is a strength parameter, wC , wD, and wR are window
functions, ξij is a Gaussian random variable with zero mean and unit variance satisfying ξij = ξji, and rij and eij
are given by
rij = |qi − qj | and eij = qi − qj|qi − qj | . (6)
The parameters are related by the fluctuation-dissipation relations [13]
wD =
(
wR
)2
, α2 = 2γkBT, (7)
where kB is the Boltzmann constant and T is the absolute temperature. These relations are the consequence of
imposing a balance of fluctuation forces and dissipative forces so that the associated Fokker–Planck equation has a
steady state solution given by the Gibbs canonical probability density Z−1e−(kBT )
−1H , where H is the sum of the
kinetic energy and the potential energy of the conservative DPD forces, and Z is a normalizing constant known as
the partition function.
From its definition (1), the self-propulsion force fSPi aligns with the direction v/|v| determined by the velocity
vector vi. One possibility is to choose h such that
h(ξ) =
1√
ξ2 + δ2
. (8)
In this case, the magnitude of the self-propulsion force fSPi defined by (1) is nearly equal to the constant strength
parameter ASP for δ ≪ |v|, in which case the orientation v/|v| is closely approximated by v/
√
|v|2 + δ2. The
approximation is illustrated in Figure II.
The particular value of δ should be selected consistent with the requirement that, at any given instant of time,
most particles move with the velocities that are considerably larger than δ. Thus, δ should be small in comparison to√
K, where K is the spatio-temporal average kinetic energy per particle and per unit mass. Formally, choosing δ > 0
prevents division by zero when vi vanishes. The choice (8) can be viewed as a constitutive relation of stick-slip type
intended to mimic the observed behavior of bacteria, which swim mostly at constant velocity but occasionally pause.
III. EXACT CONTINUUM EQUATIONS. STRESSES CORRESPONDING TO PAIR FORCES
To derive meso-scale continuum equations from the micro-scale model, we apply spatial averaging to a single
realization of DPD equations. (Here, the term “single realization” refers to one realization of stochastic forces present
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FIG. 1. Approximation of 1/ξ by h(ξ) = 1/
√
ξ2 + δ2 for various values of δ.
in the DPD model.) The initial conditions for the DPD equations are assumed to be both deterministic and precisely
known. In that sense, our strategy is therefore predicated on conditions that differ significantly from those commonly
used to justify ensemble averaging in statistical mechanics. The expected result of spatial averaging is a system
of stochastic continuum equations. The random nature of these equations should be inherited from the underlying
stochastic ordinary differential equations.
Spatial averages are defined using a window function ψη. This function depends on the averaging length scale η
and is normalized to have a unit integral for each η. Most often, ψη is non-negative and either compactly supported
or rapidly decreasing. The average mass density ρ and linear momentum p are defined according to [21]
ρ(t,x) =
N∑
j=1
mjψη(x− qj(t)) (9)
and
p(t,x) =
N∑
j=1
mjvjψη(x− qj(t)). (10)
Mimicking conventional derivations [21, 27], we may differentiate these quantities with respect to time and then use
the ordinary-differential equations of the DPD model to eliminate time derivatives of the particle velocities. This
yields exact balance equations for mass and linear momentum of the form
∂tρ+ divp = 0 (11)
and
∂tp+ div(p⊗ v) = div
− N∑
j=1
mj(vj − v)⊗ (vj − v)ψη(x− qj)
+ divT + gR + gSP, (12)
where
v =
p
ρ
(13)
is the average velocity, T is the interaction stress,
gR(t,x) =
N∑
j,k=1
fRjkψη(x− qj(t)) (14)
is the average fluctuating force, and
gSP(t,x) =
N∑
j=1
fSPj ψη(x− qj(t)) (15)
5is the average self-propulsion force.
The interaction stress T consists of a sum
T = TC + TD, (16)
of conservative and dissipative contributions, where TC and TD are determined respectively by the DPD pair forces
fCij and f
D
ij defined in (3) and (4) through
TC =
1
2
N∑
i=1
N∑
j=1
fCij ⊗ (qj − qi)Ψη(x, qi, qj) (17)
and
TD =
1
2
N∑
i=1
N∑
j=1
fDij ⊗ (qj − qi)Ψη(x, qi, qj), (18)
with Ψη being defined by
Ψη(x, qi, qj) =
∫ 1
0
ψη(s(x− qi) + (1 − s)(x− qj)) ds. (19)
On using (3) and (4) in (17) and (18), TC and TD are seen to be symmetric. Thus, by (16), the interaction stress
obeys
T = T⊤, (20)
which is not surprising for a system of point-like particles (regardless of activity).
Although the average fluctuation force gR can be also written as the divergence of the random interaction stress
TR =
1
2
N∑
i=1
N∑
j=1
fRij ⊗ (qj − qi)Ψη(x, qi, qj), (21)
working directly with gR is more convenient because its statistics are somewhat more easily described and because
doing so results in a model that resembles the Langevin equation.
It does not seem possible to apply the simple techniques of Noll [34] and Hardy [21] to express the self-propulsion
force gSP as the divergence of a stress-like object. We have therefore opted to treat this force as a body force in the
continuum theory.
The exact equations (11)–(12) do not constitute a continuum model in the true sense. Indeed, the stress and other
terms in the right hand side of (12) cannot be determined without knowledge of the trajectories of all DPD particles.
Since a true continuum model should be self-contained (or closed), exact equations should be supplemented by a
closure approximation that allows the right-hand side of (12) to be expressed as a function of available averages,
namely the mass density, linear momentum, temperature, and so on. Finding a suitable closure is both the most
difficult and the most important step in deriving meso-scale equations from a microscopic model.
IV. AVERAGE VELOCITY, AVERAGE DEFORMATION AND FLUCTUATION-BASED CLOSURE
A. Averaging in the discrete setting
In conventional continuum theories, averages are defined at each point of space and at each instant of time. However,
in most situations of practical interest, the objective is to compute solutions using a discretized version of the governing
equations. Discretization reduces the available information because the spatial resolution of any numerical method is
inherently finite. In principle, this resolution can be refined indefinitely. In practice, refinement is, however, limited by
the available computing power. It is therefore natural to consider the situation where the smallest available resolution
is in place and cannot be further reduced, in which case averages are available only at points xβ, β = 1, 2, . . . , B, of
the computational grid. In principle, time should be also discretized. We nevertheless focus on spatial discretization
and assume that the grid values are known at each instant of time.
6FIG. 2. Averaging cells within the flow domain Ω.
Discretizing a continuum description in accompanied by a loss of information which turns out to be quite severe. In
the continuum setting, the fine-scale velocity can, in principle, be uniquely reconstructed from the knowledge of the
average density and momentum [35–37]. A unique reconstruction is possible for each realization of particle dynamics.
Once velocities have been determined, integrating with respect to time leads to a unique recovery of positions.
Uniqueness implies that fine-scale information is completely transferred to the meso-scale. In the discretized setting,
uniqueness is lost and many different particle states can generate the same grid values of, say, the average mass density
and momentum. Missing information should be quantified using suitable statistics for fluctuations. The statistics
developed here differ from the atomistic ensemble statistics, which originate from indeterminate initial conditions.
Since the typical spatial scales in DPD are much larger than the distances between neighboring fluid molecules, it
is reasonable to suppose that the DPD initial conditions are given precisely. Averaging of a single realization and
measuring the averages on a finite set of points is nevertheless still accompanied by an information deficit.
B. Average mass density and average velocity
Consider a simple discretized averaging model in dimension d, with d = 2 or d = 3, assuming that the continuum
length scale η corresponds to the finest affordable resolution. Consider a cubic computational domain Ω with d-
dimensional volume V . Divide Ω into B non-overlapping cubic averaging cells Cβ , β = 1, 2, . . . , B, each of side length
η and volume Vβ = V/B = ηd. Let Cβ be centered at xβ . Further, let Iβ be the time-dependent index set of particles
located in Cβ and let nβ(t) be the number of particles in Iβ at time t.
Define the average mass density ρβ of Cβ by
ρβ(t) = ρ(t,xβ) =
1
Vβ
∑
j∈Iβ
m =
mnβ(t)
Vβ (22)
where m is the mass of particle j in Iβ . Similarly, define the average velocity vβ of Cβ by
vβ(t) = v(t,xβ) =
1
nβ
∑
j∈Iβ
vj(t). (23)
Importantly, for a particle j in Cβ, the velocity fluctuations
v′j = vj − vβ (24)
satisfy ∑
j∈Jβ
v′j = 0. (25)
7The averages (22) and (23) can be obtained, respectively, from (9) and (10) on choosing the window function ψη
to be of the particular form
ψη(x) =

1
Vβ if x ∈ Cβ ,
0 otherwise.
(26)
Granted that all particles have equal mass and using Hardy averages [21], we then have
vβ(t) =
∑N
j=1mvjψη(xβ − qj)∑N
j=1mψη(xβ − qj)
=
V−1β
∑
j∈Iβ
vj
V−1β
∑
j∈Iβ
1
=
1
nβ
∑
j∈Iβ
vj .
More generally, we may write
v(t,x) =
∑N
j=1mvjψη(x− qj(t))∑N
j=1mψη(xβ − qj(t))
=
1
n(t,x)
∑
j∈I(t,x)
vj , (27)
where n(t,x) is the number of particles in the cube Cx with the volume Vβ centered at x at time t, and I(t,x) is the
associated index set of particles located within this box.
C. Average deformation
By analogy to the classical kinematical connection between the referential and spatial descriptions of velocity, we
define the average deformation χ by
χ˙(t,X) = v(t,χ(t,X)), χ(0,X) =X,
where X denotes a generic point in a fixed reference configuration. Although this quantity is not known a priori, it
is useful to represent the relative particle positions
qij(t) = qi(t)− qj(t)
in the form
qij = qij + q
′
ij ,
where qij = qi − qj is an average relative position compatible with χ, and q′ij is the fluctuation. Compatibility is
understood as follows. Given that qi and qj are in Cβ , the average positions are prescribed by
qij = ∇χ(t,Xβ)(Xi −Xj), (28)
where Xβ is a point which for present purposes is associated with the cell Cβ . A natural choice of Xβ is
Xβ = χ
−1(t,xβ)
(the pre-image of the cell center under the inverse average deformation map). It is important to recognize that, in
general, Xβ may change in time, and that it need not lie within Cβ .
The points Xi and Xj lie on a fixed periodic lattice which may be identified with the undeformed reference lattice
covering the whole initial flow domain Ω. The corresponding lattice vectors have equal length determined by placing
N particles at Xi in Ω. The actual initial positions q
0
i , i = 1, 2, . . . , N , constitute a perturbation of the reference
lattice. These perturbations need not be small. We require only that the distribution of the fluctuations q′,0i = q
0
i −Xi
be orientation-independent in the sense to be made precise in Sect. IVD.
With this choice of Xi, the points qi(t) within each cell Cβ also form a lattice at each instant t. The deformations
of these lattices relative to the reference lattice are determined by ∇χ(t,xβ). The deformed lattices may consequently
differ from cell to cell. In particular, differences in lattice orientation may account for meso-scale vortices.
Once qi, i = 1, 2, . . . , N , are chosen, the fluctuations are determined by the actual particle positions, and we require
that ∑
i,j∈Iβ
q′ij = 0. (29)
8FIG. 3. Relative lattice vectors associated with one lattice site. The dashed circle shows the range of the DPD forces.
This assumption is consistent with the expectation that particles can be locally ordered on the basis of the average
deformation gradient, and, moreover, that the differences between actual and average positions are uncorrelated within
a cell.
In the sequel, we will analyze the forces between particles located at nearby lattice points. These forces depend on
the average relative positions qij , i, j = 1, 2, . . . , N . Although the number of lattice sites within each cell is large, the
assumption that the range R of the DPD forces is much smaller than η = V1/dβ implies that the number of relevant
neighbors of any given site must be small. In any representative cell Cβ, the vector qij can therefore only assume one
of a small number A of values denoted by
qαβ , α = 1, 2, . . . , A, (30)
where the index α serves to enumerate different possible values within Cβ. We refer to qαβ , α = 1, 2, . . . , A, β =
1, 2, . . . , B, as the relative lattice vectors. The number A of these vectors in a given cell β is set by the lattice geometry,
the range of the DPD forces, and the local density (average interparticle distance). For example, in a two-dimensional
triangular lattice with nearest neighbor interactions, α = 6. If next-to-nearest neighbor interactions are also relevant,
then α = 16. Moreover, in a three-dimensional cubic lattice with only nearest neighbors being relevant, α = 17.
Relative lattice vectors corresponding to one site of the two-dimensional triangular lattice are shown in Fig. 3.
The extent to which local lattice vectors stretch relative to the reference lattice is determined by the parameters
sαβ , as defined by ∣∣qαβ∣∣ = sαβeα, (31)
where eα is the length of the corresponding local lattice vector in the underformed lattice.
When a local deformation gradient is nearly spherical, the corresponding local lattice deformation is close to a
uniform expansion (or contraction), as characterized by
sˆβ(t) = (det∇χ(t,xβ))1/d . (32)
Given a particular lattice geometry, it is also possible to estimate sˆβ using the average concentration
nβ
Vβ . (33)
Indeed, the number nβ of particles within the cell Cβ can be approximated by
nβ ≈ Vβ
cd(sˆβℓ)d
,
9where cd is a constant that depends only on the lattice geometry and the dimension d of the underlying point space,
and where ℓ is the length of the reference lattice vector connecting nearest neighbors. The concentration can be
related to the mass density ρβ = ρ(·,xβ) = mnβ/Vβ by writing
1
(sˆβℓ)d
≈ cdnβVβ =
cdρβ
m
,
where we recall that m denotes the mass of a single DPD particle. Solving the foregoing relation for sˆβ yields
sˆβ ≈ 1
ℓ
(
m
cdρβ
)1/d
. (34)
Hereafter, it is convenient to utilize the local lattice length scale |q|β defined by
|q|β = sˆβℓ. (35)
It is worth mentioning that the affine component qβij = ∇χβ(Xi−Xj) of the relative displacement in the cell Cβ is
obtained by identifying the actual particle deformations with the average deformation χ. It can be thus said that qij
complies with the Cauchy–Born rule, while the fluctuating component q′ij describes possible violations of the rule.
While the Cauchy–Born rule is typically associated with deformations of crystalline materials, it should be still
relevant for dense fluids and soft matter provided that kinetic energy of velocity fluctuations is sufficiently small
compared to the kinetic energy of the average motion. Moreover, our averaging scheme rests on the introduction of
a lattice. This is done to enable efficient calculation of the constitutive equations, since for periodic arrays, the pair
contributions in the constitutive equations become highly repetitive. This does not prohibit geometric irregularities
in the actual particle placement. Rather, introduction of the local lattice corresponds to the expectation that average
deformation gradient is close to piecewise constant (and, thus, that the average deformation itself is nearly piecewise
linear) at the chosen meso-scale. Granted that the separation between the averaging scale and the fine scale is
sufficiently large and that the initial conditions do not contain strong oscillations at the fine scale, the average
deformation should be free of small-scale fluctations, and the above perturbed lattice picture of the local deformation
should be reasonable. It is also worth noting that imposing (29) is tantamount to stipulating that the Cauchy–Born
rule holds on average.
Lattices of many different geometries may be compatible with the same average deformation. It is therefore
important to have a method for choosing a specific lattice geometry that best fits the available information, namely
the values of the average mass density and velocity and the initial conditions for the DPD model. From the initial
conditions we can extract the initial average coordination number in each cell. Combining this information with the
knowledge of the initial mass density in this cell (which determines the particle population in each cell) provides a
selection method for choosing a unique isotropic lattice at the initial instant of time. The same lattice also serves as
the reference lattice. The simplest version of this approach, described above, would yield the same lattice in each cell,
provided that the initial density is constant and that the coordination number is the same in all cells. This places
restrictions on the initial conditions. A more sophisticated and broadly applicable variant of this approach would be
to use the local cell coordination numbers together with the values of the local mass density. Such a strategy might be
useful for treating non-uniform initial conditions and might cause the initial (reference) local lattices to be of different
geometry—for instance, cubic in one cell and tetrahedral in another cell.
We next provide a criterion for selecting local lattices at subsequent instants of time. Given a cell Cβ , the simplest
option is to assign to it the same lattice geometry chosen for the pre-image χ−1(Cβ) at the initial time. However, doing
so is not necessarily optimal because it may result in a local lattice length incompatible with the length changes induced
by the average deformation. We therefore select the lattice geometry that minimizes the discrepancy between the
value of sˆβ given by (34) and the value given by (32). This process may result in local lattice geometry which changes
in time at a given location. Of course, variations in geometry from one location to another are also possible. Overall,
such an approach could be viewed as a relaxation of the standard Cauchy–Born rule. Because of its comparative
flexibility, the relaxed version should be applicable to crystalline solids, amorphous solids, soft matter, and dense fluid
systems at sufficiently low temperatures.
D. Empirical statistics and fluctuation-based closure
We rely on a closure strategy that is simple in the sense that it employs Taylor approximations up to the second
order in fluctuations. The corresponding calculations are straightforward but lengthy. For this reason, most of the
details are relegated to the Appendix. The resulting constitutive relations incorporate the tensorial second moments
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of fluctuations of both the positions and the velocities of the DPD particles. These fluctuation tensors will be now
described in more detail.
The position fluctuation tensor is defined by
Q′,αβ =
∑
(i,j)∈Jαβ
q′ij ⊗ q′ij (36)
whereJαβ denote the index set of pairs (i, j) such that qij = q
αβ for some α within a generic cell Cβ . Further, velocity
fluctuations are embodied by the second order tensor
v′ ⊗ v′β = 1
nβ
∑
j∈Iβ
v′j ⊗ v′j . (37)
We assume that the DPD particles in each cell are in local thermodynamic equilibrium, in which case the velocity
fluctuation tensor must be nearly spherical and can be characterized by one scalar parameter through a relation of
the form
v′ ⊗ v′β = θI, (38)
where θ is a temperature-like quantity describing the strength of the velocity fluctuations.
The closure method relies on the following assumptions.
1. The moments of all fluctuations of order greater than two are small in comparison to the second moments.
2. The second order tensors v′ ⊗ v′β and Q′,αβ are nearly uniform in time for all combinations of α and β.
The first assumption permits us to truncate Taylor expansions to the second order in fluctuations. Turning to the
second assumption, we note that the portion pertaining to v′ ⊗ v′ is reasonable for dense, isothermal flows. A
justification of the portion of assumption pertaining to Q′ is provided in Appendix D.
The second assumption also allows us to estimate fluctuations from the DPD initial conditions. Since the DPD
model is already an average of a molecular model (associated with a much finer length scale), the initial conditions
for DPD may be assumed to be deterministic and known precisely, as is usually done for Langevin-type equations. If
the DPD initial conditions are not available, it is instead possible to specify a probability distribution of the initial
conditions and to then use ensemble averaging in conjunction with spatiotemporal averaging.
Aside from the foregoing assumptions, several additional assumptions are imposed below. These assumptions lead
to significantly simplified constitutive relations. This resulting theory is physically reasonable and provides explicit
constitutive relations expressing the pressure and viscosity as functions of the average deformation gradient and the
fluctuation tensors entering the second of the above assumptions. If working with more complicated constitutive
equations is feasible, it seems possible to relax these assumptions and develop a more accurate closed-form model on
their basis.
Finally, we remark that the fluctuation-dependent quantities are reminiscent of a more general notion of ephemeral
continua [7, 8] From that perspective, the special nature of the case under discussion stems from the decision to
explore the consequences of having only finitely many “material points” at the mesoscopic scale. In addition to the
loss of information mentioned above, the placement of the relevant points (or, equivalently, the placement of averaging
cells) is related to their size, which in the present case is equal to the averaging scale η. This explicit scale dependence
should be considered as one of the fundamental distinctions between a mesosopic model and a classical continuum
model. An even more general framework arises when η differs from the distance ξ between the centers of two adjacent
cells. The resulting constitutive equations would then depend on both length scales. In the event that the ratio of
these length scales is fixed, the features of the resulting theory are essentially the same as those of the theory presented
here. Significant differences could arise in the case when η and ξ are widely disparate, for instance when ξ/η → 0 and
at the same time ξ/R →∞. In this case the averaging cells would significantly overlap, and a deconvolution closure
strategy like that described by Panchenko, Barannyk and Gilbert [35] could be used in conjunction with the truncated
Taylor formula closure described in the subsequent sections. The purpose of the deconvolution closure would be to
recover the unknown averages at the smaller scale ξ from the available averages at the larger scale η. After this is
done, closure could be achieved using truncated Taylor expansions and empirical fluctuation statistics.
V. SUMMARY OF CLOSED-FORM CONTINUUM EQUATIONS
The exact equations of balance are approximated by the closed-form continuum equations
∂tρ+ divp = 0 (39)
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and
∂tp+ div(p⊗ v) = −∇ (θρ) + divT + (K1(θ)−K2(θ)|v|2)v + gR. (40)
In (40), and in the remainder of the paper, we use the superposed bar notation to emphasize the fundamental difference
between an exact quantity such as the stress (16) and its closed-form approximation (42) in the form of a constitutive
equation.
The first term on the right-hand side of (40) is the effective convective stress given by the gradient of the corre-
sponding pressure θρ. The quantity T in the second term on the right-hand side of (40) is the effective interaction
stress and will be discussed below. The third term on the right-hand side of (40), which contains v, is the effective
self-propulsion force. Finally, gR represents a closed-from approximation of the average fluctuation force.
Since the constitutive relation for the effective interaction stress turns out to be conventional, we include the
derivation of the constitutive equations for the convective stress, self-propulsion forces, and the average fluctuation
force in the main body of the paper and relegate the laborious calculations involved in the derivation of T to the
Appendix.
Before turning to the derivations, some comments are in order. We first consider the self propulsion force and gR.
The constants K1 and K2 in the definition of the self-propulsion force obey
K1 > 0 and K2 > 0. (41)
We therefore see that our method recovers the typical cubic nonlinearity which appears with only intuitive justification
in many phenomenological models of collective behavior (see, for example, Toner and Tu [43], Dunkel et al. [10], and
Marchetti et al. [26]). We arrive at this expression by rigorously upscaling a physically realistic microscale DPD
self-propulsion force (1). Importantly that force bears no resemblance to effective force that is obtained by upscaling.
Note that the form of the continuum self-propulsion term mainly depends on how (1) and (8) are chosen, which we
decide on the basis of the microscopic physics, as discussed in Section II.
The average fluctuation force gR is a Gaussian random field with vanishing mean and variance σ. The variance is a
time- and position-dependent state variable determined constitutively as a function of ∇χ, θq, and the temperature T .
When the gradient of the local average deformation is nearly spherical, constitutive dependence of σ on ∇χ reduces
to dependence on the average mass density ρ.
The constitutive equation for the variance appears to be a new contribution which may be of broad interest in
developing stochastic evolution equations for active continua. In the phenomenological approach, the macro-scale
fluctuation force is often linked to the fluid viscosity by a formally postulated fluctuation-dissipation relation. In
contrast, bearing in mind that such a relation must hold at the micro-scale (see Eq. (7)), the parameters of the
fluctuation force at the macro-scale cannot be chosen based on the fluctuation-dissipation relation. Instead, the
variance of the fluctuation force is expected to vary in space and time following the evolution of local particle patterns.
Put differently, the more concentrated an active suspension is, and the greater the tendency of the system to self-
organize, the less likely it is for the average fluctuation force to exhibit a fixed variance. Therefore, one of the more
important contributions of this work is the quantification of this expectation in the form of a constitutive relation for
σ. That relation appears to yield a useful refinement of the Toner–Tu equations, which do not posses this feature.
Further testing of this finding by simulation and experiments may be warranted.
Another important comment concerning gR is that the variance σ depends on the extent to which the scales are
separated, as dictated by the ratio of the cell size η to the typical range of R of the DPD forces. In Section VIII, we
prove that σ → 0 as η/R → 0. Consequently, we infer that the model becomes deterministic in the limit of infinite
scale separation.
Finally, we comment briefly on the constitutive relation
T = −P (ρ, θq)I + µ(ρ, θq)e(v) (42)
for the interaction stress. In (42), e(v) denotes the symmetric component of the gradient of the average velocity. The
overall structure of this constitutive relation is therefore reminiscent of that underlying the Navier–Stokes equations.
That said, we emphasize that the pressure P is determined by an unconventional equation of state in terms of the
average mass density ρ and the fluctuation strength θq of relative positions. Importantly, θq is generally distinct from
the fluctuation strength θ of relative velocities. Like P , the viscosity tensor µ generally varies with both ρ and θq.
Derivations of the conservative and viscous contributions to the interaction stress T are provided in Sections A and
B of the Appendix.
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VI. AVERAGING THE SELF-PROPULSION FORCE AND CONVECTIVE STRESS
A. Self-propulsion force
For ψη of the form (26), the average self-propulsion force density (which is a nonlinear volume average) is given by
gSPβ =
1
nβ
∑
j∈Iβ
g(|vj |2)vj =
∑
j∈Iβ
h(|vj |)vj .
We now approximate gSPβ by a function of the average velocity vβ . Toward this, we write
vj = vβ + v
′
j ,
and use Taylor’s theorem to expand g(|vβ + v′j |2)(vβ + v′j) about vβ . Keeping only terms up to the second order in
the velocity fluctuation v′j , we find that
g(|vβ + v′j |2)(vβ + v′j) = g(|vβ|2)vβ + 2g′(|vβ |2)vβ · v′jvβ + g(|vβ |2)v′j
+ 2g′′(|vβ|2)vβ(vβ ⊗ vβ) : (v′j ⊗ v′j)vβ
+ g′(|vβ |2)|v′j |2
(
v′j ⊗ v′j
)
vβ + 2g
′(|vβ |2)vβ · v′jv′j + · · · . (43)
Averaging both sides of (43) while taking into consideration the identity n−1β
∑
j∈Iβ
v′j = 0 together with (38), we
obtain
1
nβ
∑
j∈Iβ
g(|vβ + v′j |2)(vβ + v′j) ≈ (g(|vβ|2) + (2 + d)θg′(|vβ |2) + 2θg′′(|vβ |2)|vβ |2)vβ , (44)
where, as before, d is the spatial dimension.
For small |vβ |, (44) simplifies further to
g(|vβ|2) + (2 + d)θg′(|vβ |2) + 2θg′′(|vβ |2)|vβ |2 ≈ K1 −K2|vβ |2,
where K1 and K2 are defined by
K1 = g(0) + (2 + d)θg
′(0) and K2 = −(4 + d)θg′′(0). (45)
For the particular choice g(ξ) = (ξ2 + δ2)−1/2, (45) specializes to yield
K1 = g(0) = δ
−1 and K2 = (4 + d)θδ
−3, (46)
which results in the constitutive equation
gSP ≈ gSP = (δ−1 − (4 + d)θδ−3|vβ |2)vβ . (47)
B. Convective stress
With reference to (12), the convective stress is given by
m
N∑
i=1
v′i ⊗ v′iψη(x− qi). (48)
If the window function ψη has the particular form (26) and the velocity fluctuations obey the assumption (38), then
(48) specializes to
m
Vβ
∑
i∈Iβ
v′i ⊗ v′i =
m
Vβ nβθI = ρβθI. (49)
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VII. CONSTITUTIVE EQUATION FOR THE FLUCTUATION FORCE
For the particular choice (26) of the weight function ψη, the average (14) of the fluctuation forces f
R
ij defined in (5)
yields
gR(t,xβ) =
N∑
i,j=1
fRijψη(x− qi) =
2γkBT
Vβ
∑
i∈Iβ
N∑
j=1
ξij
√
wD(rij) eij , (50)
where i is an element of Iβ if and only if particle i is located in cell Cβ and where we have invoked the fluctuation-
dissipation relations (7). Nontrivial contributions to the double sum may arise under a variety of circumstances.
Consider two particles labeled i and j. Then, the corresponding contribution to (50) is potentially nontrivial if
particles i and j both belong to Cβ or if particle i is in Cβ and particle j is outside of Cβ but within the range of the
force, in which case wD(rij) 6= 0. However, because fRij = −fRji , the contribution to (50) vanishes if particles i and j
both belong to Cβ. Thus, (50) reduces to
gR(t,xβ) =
2γkBT
Vβ
∑
i∈Iβ
∑
j /∈Iβ
ξij
√
wD(rij) eij . (51)
Since qi and qj are random variables that depend on the history of the motion, it is quite difficult to describe the
probability distribution of gR. However, a reasonable approximation can be developed by assuming that the dynamics
are discrete in time. Calculating positions and velocities at a generic time step then proceeds by (i) inserting rij and
eij obtained at the previous time step into the equations (5), (ii) multiplying by ξij , and (iii) updating positions and
velocities. The central point is that ξij are independent, identically distributed normal random variables with zero
mean and unit variance, and ξij are produced using, for example, a suitable random number generator, and without
taking into account any information about rij and eij . Thus ξij , i, j,= 1, 2, . . . , N may be assumed to be statistically
independent of rij and eij , i, j,= 1, 2, . . . , N . Therefore, at each time step, g
R
β can be treated as a linear combination∑
i∈Iβ
∑
j /∈Iβ
aijξij of normal random variables ξij with the coefficients
aij =
2γkBT
Vβ
√
wD(rij) eij . (52)
Standard results from probability theory lead to the conclusion that each of the d components of gR(·,xβ) is a normal
random variable with zero mean and variance
σ
(k)
β =
2γkBT
Vβ
√∑
i∈Iβ
∑
j /∈Iβ
wD(rij)e
(k)
ij , k = 1, . . . , d, (53)
where e
(k)
ij is the component of eij in the direction of the k-th basis element. Assuming that all components of
gR(·,xβ) are equally distributed yields
σ
(k)
β =
√√√√1
d
d∑
l=1
(σ
(l))
β )
2 = σβ =
2γkBT
Vβ
√√√√1
d
∑
i∈Iβ
∑
j /∈Iβ
wD(rij) . (54)
The variance therefore becomes another state variable that requires closure. Expanding wD to the second order in
q′, we find that
wD(rij) = w
D(|qij |) +
(
wD
)′
(|qij |)
qij
|qij |
· q′ij
+
1
2
[(
wD
)′′
(|qij |)
qij ⊗ qij
|qij |2
− (wD)′ (|qij |) |qij |2I − qij ⊗ qij|qij |3
]
: (q′ij ⊗ q′ij) + · · · , (55)
where
(
wD
)′
and denotes the derivative of wD with respect to its argument, and similarly for
(
wD
)′′
.
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Inserting (55) in (51) and, as before, first summing the terms with qij = q
αβ with a fixed relative lattice vector
qαβ and then summing over α, we find that
σ2β ≈
4γ2(kBT )
2
d(Vβ)2
∑
α
wD(|qαβ |)|Sα|+
∑
α
(
wD
)′
(|qαβ |) q
αβ
|qαβ | ·
∑
(i,j)∈Sα
q′ij

+
2γ2(kBT )
2
d(Vβ)2
∑
α
[(
wD
)′′
(|qαβ |)q
αβ ⊗ qαβ
|qαβ |2 −
(
wD
)′
(|qαβ |) |q
αβ |2I − qαβ ⊗ qαβ
|qαβ|3
]
:
∑
(i,j)∈Sα
q′ij ⊗ q′ij , (56)
where Sα is the index set defined by
Sα = {(i, j) : i ∈ Iβ , j /∈ Iβ , qij = qαβ} (57)
and |Sα| denotes the number of elements in Sα.
Since |Sα| is expected to be large, the simplest reasonable closure assumptions are∑
(i,j)∈Sα
q′ij = 0 and
∑
(i,j)∈Sα
q′ij ⊗ q′ij = θq|qαβ |2I, (58)
which, when inserted into (56), gives
σ2β ≈
4γ2(kBT )
2
d(Vβ)2
∑
α
wD(|qαβ |)|Sα|+ θq 2γ
2(kBT )
2
d(Vβ)2
∑
α
[(
wD
)′′
(|qαβ |)|qαβ |2 − (d− 1) (wD)′ (|qαβ |)|qαβ |] , (59)
where the trivial identity tr(qαβ ⊗ qαβ) = |qαβ |2 has been used. Since wD(|qαβ |) > 0, the right-hand side of (59) is
guaranteed to be positive if θq is sufficiently small. More detailed analyses are possible for particular choices of w
D.
Since qαβ = ∇χ(xβ)eα, where eα is a relative lattice vector of the undeformed reference lattice, (59) provides a
constitutive equation for the variance, given as a function of the average deformation gradient and other material
parameters such as θq, T , γ, and w
D.
If the local deformation is close to a uniform expansion or contraction, then |qαβ | ≈ |q|βlα, where |q|β is the
length scale of a uniformly deformed local lattice vector, as defined in (35), and lα is a non-dimensional parameter
independent of the deformation. Since, consistent with (34), |qβ | ∼ (ρ)−1/d, the right-hand side of (59) becomes a
function of mass density but also depends on the lattice geometry, Vβ, d, θq, γ, and T . Thus, for nearly sperhical
local deformations,
σ2β ≈
4γ2(kBT )
2
d(Vβ)2
(
F1(ρβ) +
1
2
θqF2(ρβ)
)
, (60)
where F1 and F2 are determined by the following sums:
F1(ρβ) =
∑
α
wD
((
m
cdρβ
)1/d)
|Sα|,
F2(ρβ) =
∑
α
[(
wD
)′′(
(
m
cdρβ
)1/d
)(
m
cdρβ
)2/d
− (d− 1) (wD)′(( m
cdρβ
)1/d
)(
m
cdρβ
)1/d]
.

(61)
In summary, the constitutive approximation gR of the exact fluctuation force gR is obtained by choosing, at each
instant of time, a Gaussian random field with mean zero and variance given by (60). The time-correlation properties
of qR are identical to those of gR.
VIII. VANISHING OF THE VARIANCE WITH INCREASING SCALE SEPARATION
Since the variance σβ is influenced by the local state of deformation, the distribution of the average fluctuation
force may differ from location to location and may also evolve in time. It is therefore useful to provide as much
insight as possible regarding the behavior of this distribution. With this objective in mind, we consider the impact
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of increasing the mesoscopic length scale η with the range R of the DPD forces held fixed. Since this corresponds to
increasing the number of particles that contribute to the variance, intuition suggests that the “randomness” of the
average fluctuation force gR should decrease as η increases. In support of this heuristic expectation, we next show
that
σβ → 0 as η
R
→∞. (62)
In taking the foregoing limit, we identify R with the range of fRij defined, with reference to the fluctuation-dissipation
relations (7), by the support of the window function wD associated with the dissipative force fDij . This limiting
process also requires a condition on the mass density, namely that there exists a positive number M , with dimensions
of mass per unit volume, independent of η and β such that
ρβ ≤M. (63)
Our estimate of the variance involves two steps.
1. Estimate |Sα|. We begin with the observation that the nonvanishing contributions to σβ are comprised only of
pairs (i, j) such that particle i lies in Cβ and particle j lies outside of Cβ . In addition, fRij should not vanish
identically, that is, the distance rij between particles i and j should be less than the range R of the DPD forces.
All such particle pairs should be located in the rectangular shell
Sβ = {x ∈ Rd : dist(x, ∂Cβ) < R} (64)
containing all points with Euclidean distance to the boundary ∂Cβ of Cβ less than R. Bearing in mind that Sβ
has volume
VSβ = (η +R)d − (η −R)d = 2R
d−1∑
k=0
(η +R)d−1−k(η −R)k = 2Rdηd−1 +O(ηd−2), (65)
the number of particles inside Sβ can be estimated by the number density
nSβ ≈
ρβVSβ
m
, (66)
where m is the mass of one particle. Increasing M , if necessary, we find that
nSβ ≤
2M
m
Rdηd−1
for all sufficiently large values of η/R. Thus, fixing α and noting that for each particle i in Sβ there is at most
one qij with qij = q
αβ , we arrive at the intermediate estimate
|Sα| ≤ 2MRdη
d−1
m
. (67)
2. Estimate the remaining terms in ση. Since |qαβ | ≤ R and since wD is bounded along with its first and second
derivatives, the sums appearing in (59) can be estimated by∑
α
(wD)′(|qαβ |)|qαβ | ≤ Nαβ
(
sup
∣∣(wD)′∣∣)R, (68)
where Nαβ is the number of relevant q
αβ . Importantly, this number depends on R and ρβ . For larger values of
ρβ , the interparticle distance decreases, whereby Nαβ tends to increase. However, if ρβ satisfies (63), it follows
that there exists a positive number Nmax depending only on R and M such that
Nαβ ≤ Nmax.
Thus, ∑
α
(wD)′(|qαβ |)|qαβ | ≤ Nmax
(
sup
∣∣(wD)′∣∣)R (69)
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and the remaining sums in (59) can be estimated similarly. Finally, using (67) and (69) in (59) and recalling
that Vβ = ηd, we obtain
σ2β ≤
8Mγ2(kBT )
2
m
(supwD)NmaxRη
−d−1
+ θq
2γ2(kBT )
2
d
Nmax
[
sup
∣∣∣(wD)′′∣∣∣R2η−2d + (d− 1) sup ∣∣∣(wD)′∣∣∣Rη−2d]
= C1(M,γ, T,R)
(
R
η
)d+1
+ C2(M,γ, T,R, θq)
(
R
η
)2d
+ C3(M,γ, T,R, θq)
(
R
η
)2d
, (70)
from which we conclude that σβ obeys the limit (62).
IX. LINEAR STABILITY
We now study linear stability of constant solutions assuming infinite scale separation, so that, consistent with (62),
gR = 0. For simplicity, we restrict attention to two spatial dimensions, and assume that all relevant effective material
parameters such the elasticity and viscosity tensors are constant and isotropic.
A. Stability of uniform polar solution
We first investigate the linear stability of the uniform polar solution ρ(t,x) = ρ0, v(t,x) = v0, with ρ0 and v0 being
constants and with |v0| =
√
K1/K2.
Assuming that the mass density and velocity admit expansions of the form ρ = ρ0 + δρ and v = v0 + δv, with
δρ≪ ρ0 and |δv| ≪ |v0| =
√
K1/K2, we first formally linearize the mass balance (39) to yield
∂tδρ+ ρ0divδv +∇(δρ) · v0 = 0. (71)
Since v0 is constant, the characteristic streamlines of the hyperbolic equation (71) are easily determined. With this
information, we find that δρ is given in terms of δv by
δρ(t,x) = −ρ0
∫ t
0
divδv(τ,x+ (τ − t)v0) dτ. (72)
Next, we formally linearize the momentum balance (40) to yield
ρ0(∂t + v0 · ∇)δv = −(P ′(ρ0) + θ)∇(δρ) − 2K2(δv · v0)v0 + µ(ρ0)∆δv.
Taking time-derivative of both sides, using (72) to express ∂tδρ, and neglecting in that expression the term containing
the third derivatives of δv, we find that
ρ0∂
2
ttδv + ρ0v0 · ∇∂tδv = −L∇divδv − 2K2(∂tδv · v0)v0 + µ∆∂tδv, (73)
where we have introduced L = ρ0(P
′(ρ0) + θ). Inserting
δv = Aeσt−ik·x (74)
into (73) yields
λA =MA (75)
where, on introducing a positively oriented Cartesian basis {ı1, ı2} and writing kr = k · ır and vr = v0 · ır, λ and M
are given by
λ = ρ0σ
2 + ρ0σ(−ik) · v0 + σµ|k|2 (76)
and
M =
(
Lk21 − 2K2σv21 Lk1k2 − 2K2σv1v2
Lk1k2 − 2K2σv1v2 Lk22 − 2K2σv22
)
. (77)
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The characteristic equation for the matrix M is
λ2 − (trM)λ+ detM = 0. (78)
Since only long wave lengths (small k) are of interest at the meso-scale, we observe that, as k→ 0, trM = O(1) and
detM = O(|k|2). Thus, making the approximation
√
(trM)2 − 4detM ≈ trM − 2detM
trM
, (79)
we find two solutions,
λ1 = trM − detM
trM
and λ2 =
detM
trM
. (80)
These solutions depend on both σ and k. The possible dispersion relations σ = σ(k) should satisfy
ρ0σ
2 + ρ0σ(−ik) · v0 + σµ|k|2 = λ(σ,k), (81)
with right-hand side being either λ1 or λ2. Although it is possible to solve (81) in closed form without approximation,
the result of doing so is difficult to interpret. For this reason, we approximate λ1 and λ2 using Taylor’s formula and
keeping terms up to order O(|k|2). This yields
λ1 ≈ −2K2σ|v0|2 + L|k|2 − L|v0|2E(k) and λ2 ≈
L
|v0|2E(k), (82)
where E is given by
E(k) = k21v
2
2 + k
2
2v
2
1 − 2k1k2v1v2. (83)
Substituting λ1 from (82) into (81) and approximating the square root in the quadratic formula as before we obtain
relations
σ1(k) = ik · v0 − 2K2|v0|
2
ρ0
− µ
ρ0
|k|2 − L
2K2|v0|2
(
|k|2 − E(k)|v0|2
)
(84)
and
σ2(k) =
L
2K2|v0|2
(
|k|2 − E(k)|v0|2
)
. (85)
To analyze the stability of the modes corresponding to σ1 and σ2, we can assume (without loss of generality) that
v0 = v1ı1. Then
|k|2 − F (k)|v0|2 = |k|
2 − k22 = k21 ≥ 0. (86)
This shows that σ1 corresponds to a stable mode and σ2-mode is unstable. It is interesting to note that in the
incompressible case with µ > 0 there is no unstable mode [10]. In contrast to incompressible models, solutions of
compressible equations may therefore exhibit various vortical patterns while approaching the uniform polar (flocking)
state.
Finally, the same calculations with λ2 in place of λ1 yield
σ3(k) = ik · v0 − µ|k|
2
ρ0
and σ4(k) = 0. (87)
The mode corresponding to σ3 is stable and the mode corresponding to σ4 is neutrally stable.
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B. Stability of the trivial solution
Formal linearization of the equations enforcing mass and momentum balance about a state in which ρ0 = 0 and
v0 = 0 yields the velocity perturbation equation
ρ0∂
2
ttδv = −L∇divδv + µ∆∂tδv. (88)
Inserting δv = Aeσt−ik·x in (88), we find that
(ρ0σ
2 + µ|k|2σ)A = L(k ·A)A = M˜A, (89)
where
M˜ = −Lk⊗ k. (90)
Since detM˜ = 0 and trM˜ = L|k|2, the eigenvalues of M˜ are
λ˜1 = L|k|2 and λ˜2 = 0. (91)
The corresponding values of σ are
σ1(k) =
1
2ρ0
(
−µ|k|2 +
√
µ2|k|4 + 4ρ0L|k|2
)
,
σ2(k) =
1
2ρ0
(
−µ|k|2 −
√
µ2|k|4 + 4ρ0L|k|2
)
,
σ3(k) = − µ
ρ0
|k|2,
σ4(k) = 0.

(92)
For L > 0, which should be considered generic, the modes corresponding to σ1 and σ2 are unstable, the mode
corresponding to σ3 is stable, and the mode corresponding to σ4 is neutrally stable.
X. CONCLUSIONS
In this work, the Irving–Kirkwood–Noll procedure is applied to derive the effective meso-scale continuum equations
of an active suspension of point particles. The derivations make direct use of the particle equations of motion. A
kinetic formulation, often associated with restrictive assumptions of small concentrations and weak interactions, is
consequently avoided. The spatially averaged equations enforcing mass and momentum balance are therefore valid
for highly concentrated and strongly interacting particle systems. Importantly, we use a realistic model of the self-
propulsion force in which the force acting on a particle depends only on the velocity of that particle. This means that
in contrast to other agent-based approaches to active suspensions, such as the classical Viscek model, our model does
not include a dedicated velocity-aligning mechanism.
Our approach also involves a novel closure strategy in which the average mass density and velocity are measured not
at every point of space-time but rather only at a discrete subset of points. Compared to the standard case of continuum
fields defined at each point, upscaling in the discretized setting is associated with an additional loss of information.
This makes it necessary to impose certain statistical assumptions about fluctuation tensors of velocities and relative
positions. The simplest such assumption is that these tensors are nearly spherical and thus can be characterized by
scalar parameters reminiscent of the physical temperature. The resulting constitutive theory involves three parameters:
the physical temperature and two fluctuation strength parameters. In addition, constitutive equations depend on the
mass density and velocity gradient. In contrast to previous derivations of continuum models with an ensemble
averaging approach [9], the present model includes conservative and dissipative stress tensors, both of which are given
by constitutive equations, and the effects due to fluctuations are taken into account.
Our coarse-scale evolution equations are similar to the well-known equations of Toner and Tu [43], the main
difference being that our equations involve a constitutive relation for the coarse-scale fluctuation force. According
to this relation, the strength and the variance of the fluctuation force depends on time and space through the
mass density, temperature, and fluctuation strength parameters. Previously, kinetic theory has been used to derive
Toner–Tu type equations from Vicsek’s [44] model. Since the assumptions underlying classical kinetic theory do not
apply to concentrated suspensions, whether the Toner–Tu equations can be reliably applied to such systems was
previously unclear. However, the results of the present work justify the use of these equations for modeling dense
active suspensions, at least in the case of nearly spherical particles.
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Appendix A: Closure of conservative stress. Equation of state
1. Taylor approximation of a generic term
To apply the fluctuation closure to conservative stress (17), we first rewrite Ψη in (19) in the form
Ψη(x, qi, qj) =
∫ 1
0
ψη
(
x− qi + qj
2
+ (1/2− s)qij
)
ds.
Recall that η is assumed to be much larger than R. Then, since |qij | in the stress equation (17) is on the order of
the range R of the conservative DPD force fCij defined in (3) and generic values of |x− (qi + qj)/2| are on the order
of η ≪ R, we use the Taylor formula centered at x − (qi + qj)/2 and retain only the first term of the expansion to
obtain
Ψη = ψη
(
x− qi + qj
2
)
+O
(
R
η
)
. (A1)
Again, due to the relative smallness of |q′i| and |q′j | in comparison to |x− (qi + qj)/2|, we can replace x− (qi+ qj)/2
with x − (qi + qj)/2 in the leading-order term. If, as with the particular choice (26), the window function ψη
is not differentiable, it can then be approximated by a smooth function and the estimate (A1) can be applied to
that approximation. Alternatively, it is possible to obtain a suitable version of (A1) directly by noting that the
volume-content (or, more technically, the Lebesgue measure) of the set upon which the difference
ψη
(
x− qi + qj
2
+
(
1
2
− s
)
qij
)
− ψη
(
x− qi + qj
2
)
differs from zero is bounded by cRηd−1, with c being a constant independent of R and η.
Thus, up to the terms of order R/η,
TC(t,x) =
1
2
N∑
i=1
N∑
j=1
fCij ⊗ (qj − qi)Ψη(x, qi, qj)
≈ −1
2
N∑
i=1
N∑
j=1
AwC(rij)
qij ⊗ qij
|qij | ψη
(
x− q¯i + q¯j
2
)
= −1
2
1
Vβ
∑
(i,j)∈J(t,x)
F (rij)qij ⊗ qij , (A2)
where (3) has been used, the window function ψ is assumed to be given by (26), rij = |qij |,
F (s) = A
wC(s)
s
, (A3)
q¯i and q¯j are reference positions compatible with the average deformation, the index set J for summation is defined
by
(i, j) ∈ J(t,x) ⇐⇒ q¯i + q¯j
2
∈ Cx, (A4)
and Cx denotes the cube with side length η centered at x.
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Next, we use Taylor expansions truncated to the second order in fluctuations, as described in Appendix C (see, in
particular, C6), to arrive at the result
F (rij)qij ⊗ qij = F (|q|ij)(qij ⊗ qij + q′ij ⊗ q′ij) +
F ′(|qij |)
|qij |
[
(q′ij ⊗ q′ij)(qij ⊗ qij) + (qij ⊗ qij)(q′ij ⊗ q′ij)
]
+
1
2
(
F ′′(|qij |)
qij ⊗ qij
|qij |2
+ F ′(|qij |)
|qij |2I − qij ⊗ qij
|qij |3
)
: (q′ij ⊗ q′ij)(qij ⊗ qij) +Rij , (A5)
where F ′ and F ′′ denote the first and second derivatives of F , as defined in (A3), with respect to its argument s. The
last term Rij on the right-hand side of (A5) includes the sum of the first-order terms in q
′
ij , which, in view of (29),
averages to zero, and higher-order contributions from positional fluctuations.
2. Closed-form conservative stress
To obtain a closed-form approximation of the conservative stress starting from (A5), we take advantage of the
periodicity of qij by summing separately all terms with the same value of qij . With this in mind, we let Jαβ denote
the index set of (i, j) such that qij ∈ Cβ take the same value qαβ , and let
Q(αβ) = qαβ ⊗ qαβ . (A6)
Next, we express the sum in (A2) as ∑
(i,j)∈Jβ
· · · =
∑
α
∑
(i,j)∈Jαβ
· · · .
Each inner sum over Jαβ involves terms typical of those appearing in (A5). Factoring out the quantities depending
on qαβ (which are the same for all terms in that inner sum), we observe that the summation actually applies only to
the fluctuation-dependent terms. The result (A5) further shows that the fluctuations enter the sum over Jαβ through
the average fluctuation tensors Q′,(αβ) defined in (36).
Granted that nβ is sufficiently large, the simplest reasonable assumption that can be made regarding the fluctuations
is that they are distributed the same way for all lattice values qαβ . With this assumption, Q′,(αβ) is independent of
α. To further simplify equations, we impose the stronger assumption
Q′,αβ = |q|2βQ̂′, (A7)
where Q̂′ is independent of β. Roughly, this means that, after rescaling by the average volumetric deformation, the
distribution of fluctuations is uniform from cell to cell.
Because of the dyadic structure of Q̂′, isotropy is likely to favor the spherical form
Q̂′ ≈ θqI, (A8)
where θq is a temperature-like parameter that characterizes strength of positional fluctuations. A more detailed
explanation of the argument leading to (A8) is provided in Appendix E.
Combining (A5)–(A7), neglecting the contributions of Rij , and also using (A8), we arrive at the closed-form
approximation,
TC(xβ) ≈ TC(xβ) = −1
2
1
Vβ
∑
α
F (|qαβ |) (Qαβ + θqI) − θqVβ ∑α F
′(|qαβ|)
|qαβ | Q
αβ
− 1
4
θq
Vβ
[∑
α
F ′′(|qαβ |)
|qαβ |2 tr(Q
αβ)Qαβ +
∑
α
F ′(|qαβ |)
|qαβ |3 tr(|q
αβ |2I −Qαβ)Qαβ
]
, (A9)
of the conservative stress. Since, by (28), the relative position vectors qαβ depend linearly on the deformation gradient
∇χ(t,xβ), (A9) expresses TC as a function of ∇χ and θq. To properly interpret (A9), it is important to bear in mind
that F is related to the conservative DPD force via (A3).
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3. Equation of state
For a nearly incompressible fluid, it is to be expected that, up to a rigid rotation, a local deformation gradient is
close to a uniform expansion (or contraction). Granted the validity of this expectation, the amounts of stretch in all
lattice directions can be assumed to be equal, so that all deformed edge vectors have approximately the same length.
The expansion (or contraction) of the relative lattice vectors qαβ can be described by a single length scale |q|β defined
in (35). Moreover, the conservative stress tensor is approximately equal to −PI, and the constitutive equation (A9)
should reduce to an equation of state for the pressure P . To deduce the relevant equation of state, observe that
summation over α can be interpreted as summation over a cluster of sites that are adjacent to a given site and lie
within the range R of the conservative force. This summation can therefore be performed over interaction shells. The
first shell contains the closest sites at a distance |q|βl1, the second shell consists of sites further away, characterized
by the distance |q|βl2, and so on. Lattice isotropy implies that all qαβ within the same shell have equal length and,
moreover, that the end points of these vectors coincide with the vertices of a regular polyhedron. From symmetry
considerations we expect that the sum of dyadic products of these vectors is a spherical tensor,∑
shellγ
qαβ ⊗ qαβ = Cd|q|β |2l2γI, (A10)
where the constant Cd depends only on the lattice geometry and the dimension d of the physical space. A proof in
the two-dimensional case is provided in Appendix E.
Inserting (A10) into (A9), we obtain
T
C
(xβ) ≈ −P (|q|β, θq)I, (A11)
where the pressure P is given by the equation of state
P (|q|β , θq) = 1
2Vβ (Cd + θq)|q|
2
β
(∑
γ
F (lγ |q|β)
)
+
1
VβCd|q|
3
βθq
(∑
γ
F ′(lγ |q|β)l2γ
)
+
3
4VβC
2
d |q|4βθq
(∑
γ
F ′′(lγ |q|β)l2γ
)
+
3
4VβC
2
d |q|3βθq
(∑
γ
F ′(lγ |q|β)
1− Cdl2γ
lγ
)
. (A12)
Using (A3) in (A12), we obtain an expression for the pressure in terms of the conservative DPD forces (3), the average
deformation |q|β , and the strength θq of the positional fluctuations.
4. Discussion
The lattice length |q|β can expressed in terms of the average mass density ρ using (34). The resulting equation of
state gives the pressure as a nonlinear function of ρ and the strength θq of positional fluctuations. The role of this
parameter is analogous to that of the temperature in the more conventional constitutive models.
A number of additional assumptions were needed to derive the equation of state (A12) from the closed-form
approximation (A9). It is therefore important to emphasize that (A9) is already a bona fide constitutive equation.
Indeed, to calculate the stress from this equation, it is only necessary to know the local average deformation χ.
The average fluctuation tensor Q′ can be then calculated form the initial value of Qˆ′ and |q|β . Finally, the tensors
Qαβ depend only on the known lattice geometry and |q|β . Explicit knowledge of the microscopic (DPD) state is
consequently not needed to calculate the stress. The reductions mentioned in the beginning of this paragraph are
motivated by the desire for simplicity and the expectation that the continuum model should be fluid-like.
It is also important to recognize that distortions in the geometry of the relative vectors qij , i, j = 1, 2, . . . , N , that
occur near the cell boundary were neglected in going from (A9) to (A12). Indeed if qi is located in Cβ and qj lies in a
neighboring cell Cβ′ then the vector qij generally differs from the relative lattice vectors of two points lying within the
same cell. This occurs because the lengths and orientations of the lattice vectors of different cells may change after
deformation. Once again, it is possible to take this effect into account without compromising the structure of the
constitutive equation. Although the expressions that would result from doing so would necessarily be more complex
than (A2), the associated stress would still depend only on the state of deformation. However, this dependence would
be non-local in the sense that it would incorporate the lattice lengths of not only a local cell but also in all adjacent
cells.
22
It is important to observe that the exact conservative stress has a purely conservative closed-form approximation.
This occurs because the exact conservative stress given by (17) need not be dissipative. Indeed, the fluctuation theorem
of Evans, Cohen, and Morriss [12] implies that the second law of thermodynamics may fail for molecular dynamical
systems driven by conservative forces which are similar to the DPD conservative forces (3). Probability of failure
increases with decreasing system size. This means that some initial conditions may produce dynamical trajectories
with decreasing entropy. A related theorem of Gallavotti and Cohen [17] guarantees that the time-averaged dynamics
are dissipative for almost all initial conditions. The time interval over which averaging is performed must be infinite,
and the dynamics, in addition, must be strongly chaotic in a certain suitable sense.
Consequently, if spatial averaging alone is employed, then the exact conservative stress may not have an accurate
dissipative approximation, at least for certain initial conditions. Incorporating time averaging on finite intervals is
still insufficient to ensure that the second law holds. Since a practical theory cannot include impossible to compute
long-time averages, we have opted for a method that produces an accurate approximation of the exact stress (provided,
of course, that Assumptions 1 and 2 in Section IVD hold) without necessarily enforcing dissipativity. The obtained
approximation will remain accurate regardless of whether the exact stress is dissipative.
Appendix B: Closure of dissipative stress
1. Approximation of the generic term
Consider the exact dissipative stress TD given by (18). The first step in deriving a closed-form approximation is
to invoke the assumption
Ψη(x, qi, qj) ≈ ψη
(
x, (qi + qj)/2
)
. (B1)
justified in the beginning of Section A. Then, up to the terms of order R/η,
TD(t,x) =
1
2
N∑
i=1
N∑
j=1
fDij ⊗ (qj − qi)Ψη(x, qi, qj)
≈ −1
2
N∑
i=1
N∑
j=1
(−γwD(rij))(vij · qij)qij ⊗ qij
r2ij
ψη
(
x− q¯i + q¯j
2
)
= −1
2
1
Vβ
∑
(i,j)∈J(t,x)
G(rij)(vij · qij)qij ⊗ qij , (B2)
where (4) has been used, rij = |qij |, ψη is given by (26),
G(s) = −γw
D(s)
s2
, (B3)
q¯i and q¯j are reference positions compatible with the average deformation, and the index set J over which summation
is performed is defined by (A4).
The generic term G(rij)(vij ·qij)qij⊗qij in (B2) can be approximated using Taylor’s formula as with the derivation
of (A5). The result is given by (C7), which contains a large number of terms, some of which can be neglected on the
basis of the following consideration.
Granted that the DPD model is ergodic, spatiotemporal averages can be approximated by ensemble averages. The
invariant probability distribution associated with DPD is Gibbs canonical equilibrium distribution
e−βH
Z
, (B4)
where β is the inverse temperature, H = K +U is the sum of the kinetic energy K and the potential energy U of the
conservative forces, and Z is the normalization constant, traditionally called the partition function. This implies that
v′ ⊗ q′ ≈ 〈v′ ⊗ q′〉 = 〈v′〉 ⊗ 〈q′〉 ≈ v′ ⊗ q′ = 0, (B5)
where angular brackets denote ensemble averaging. Two approximate equalities in (B5) hold because of assumed
ergodicity, the first exact equality holds because the exponential term in (B4) yields a product of the velocity-
dependent factor exp(−βK) and a position-dependent factor exp(−βU), and the last exact equality holds because
spatial averages of all fluctuations vanish by assumption.
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As a consequence of (B5), the terms containing products of q′ and v′ in the expansion of
G(|q|ij)(vij · qij)qij ⊗ qij (B6)
provided in (C7) can be neglected. Next, applying straightforward linear algebra to the terms containing vij and q
′
ij ,
and temporarily omitting subscripts (i, j) for notational simplicity, we may rewrite (C7) as
G(|q|)(v · q)q ⊗ q = G(|q|) [(v · q) (q ⊗ q + q′ ⊗ q′) + (q ⊗ v)(q′ ⊗ q′) + (q′ ⊗ q′)(v ⊗ q)]
+
1
2
G′(|q|) 1|q| [(v ⊗ q + q ⊗ v) : (q
′ ⊗ q′)] (q ⊗ q)
+G′(|q|) 1|q| (v · q)((q
′ ⊗ q′)(q ⊗ q) + (q ⊗ q)(q′ ⊗ q′))
+
1
2
(v · q)
[(
G′′(|q|)q ⊗ q|q|2 +G
′(|q|)I|q|
2 − q ⊗ q|
|q|3
)
: (q′ ⊗ q′)
]
(q ⊗ q) +R, (B7)
where R comprises all terms that average to zero and all higher-order terms. In (B7), the parenthesis and brackets
indicate the order in which various products should be performed. Moreover, A :B = AijBij denotes the Euclidean
inner product of matrices A and B. The products of dyadic matrices such as (q ⊗ q)(q′ ⊗ q′) are taken in the order
in which they are listed, viz.
[(q ⊗ q)(q′ ⊗ q′)]ij = (q ⊗ q)il(q′ ⊗ q′)lj = qiqlq′lq′j = (q · q′)(q ⊗ q′)ij .
Next, since all particles located in Cβ have the same average velocity, vij is zero whenever particles i and j lie in
Cβ. Thus, the only nontrivial contributions stem from pairs such that one particle lies in Cβ and the other particle
lies in an adjacent cell Cβ′ . For such pairs, the relative average velocity can be approximated in terms of the average
velocity gradient
vij ≈ (∇v)βqij . (B8)
Combining (B8) with (B7), we may represent the principal part of a typical term in the dissipative stress as a product
of the fourth-order tensor m(αβ) and the gradient of the average velocity to yield
G(|qij |)(vij · qij)qij ⊗ qij =mαβ(∇v)β +R. (B9)
The index α refers to the relative lattice vector qαβ such that qij = q
αβ . Importantly. with reference to (C12),
mαβ depends only on the function G(s) defined in (B3) which appears in the definition of the DPD dissipative force
(compare (B3) with (4)), the first and second derivatives of G(s), and the dyadics qij ⊗ qij and q′ij ⊗ q′ij .
2. Viscosity approximation
To obtain a linearly viscous approximation to the dissipative stress, we must sum over all approximations of the
form (B9) and use the pairwise ‘fine-scale viscosity tensors’ defined in (C12). Although this is not difficult in principle,
the equations that result are quite complicated. This is because each relative position vector qij now connects a point
in the local lattice of one cell with a lattice point in an adjacent cell.
It is thus evident that qij should be referred to a face ββ
′ between two adjacent cells. The vectors qij corresponding
to different faces of Cβ generally differ. Thus, |qij | depends on two values of the mass density, one in Cβ (through
|q|β) and that in an adjacent cell Cβ′ through the corresponding quantity |q|β′ . So, if all variations of mass density
are taken into account, then the resulting viscosity depends not only on the local value of the mass density, but also
on its gradient and, in general, on all of its higher-order gradients. To render the viscosity a local function of mass
density, pressure, and temperature, it is reasonable to seek an approximation in which the viscosity at xβ depends on
|q|β but not on the lattice lengths in the adjacent cells.
To achieve such an approximation, it suffices to assume that |qij | ≈ lα|q|β , where the non-dimensional parameter
lα refers to a particular relative lattice vector connecting a lattice site with one of the neighboring sites. With this
assumption in place, summation over (i, j) can be split the into summation over Jαβ followed by summation over α,
whereby we arrive at an approximation,
TDβ ≈ µ(β)(∇v)β , (B10)
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of the dissipative stress, where
µ(β) =
6∑
r=1
µ(β,r), (B11)
with the fourth-order viscosity tensor µ(β,r) being defined such that
µ
(β,1)
klpm =
∑
α
G(lα|q|β)(Qαβ ⊗Qαβ)klpm,
µ
(β,2)
klpm = (Q
′ ⊗
∑
α
G(lα|q|β)Qαβ)klpm,
µ
(β,3)
klpm =
∑
α
G′(lα|qβ |)
lα|qβ |
(
Q
αβ
kl Q
αβ
ps
)
Q′sm,
µ
(β,4)
klpm =
∑
α
G′(lα|qβ |)
lα|qβ |
(Q′ksQ
αβ
sl +Q
αβ
ks Q
′
sl)Q
αβ
pm,
µ
(β,5)
klpm =
1
2
∑
α
G′′(lα|q|β)
lα|qβ|2
(Qαβ : Q′)(Qαβ ⊗Qαβ)klpm,
µ
(β,6)
klpm =
∑
α
G(lα|qβ|)(Q
αβ
kpQ
′
lm +Q
′
kmQ
αβ
lp ).

(B12)
In each of the foregoing expressions, summation over α can be decomposed into shell summations. However, the
shells are no longer spherical. Instead, each shell sweeps out a cone with solid angle less than but approaching π in
the limit nβ → ∞. However, a quick calculation using spherical coordinates shows that the integral of ν ⊗ ν over a
hemisphere is, like its integral over a sphere, a spherical tensor. This makes it possible to once again justify spherical
approximations of Qαβ and Q′ in each shell sum. The γ-shell sum of Qαβ can be approximated by Dd|q|βl2γI, with
Dd depending on the dimension d. The relations (A7) and (A8) can therefore still be used to approximate Q
′. Also,
since Qαβ and Q′ are symmetric tensors, the components of the viscosity tensor must satisfy
µklpm = µklmp. (B13)
Using the above observations, it is possible to express (B10) as
T
D
(t,x) = µ(β)(ρ(t,x), θd)e(v)(t,x), (B14)
where the dependence on ρ arises as a consequence of using (34) to express |q|β in terms of the average mass density.
Appendix C: Taylor expansions
In this Section we present the second order Taylor expansions of the typical terms in the equations for TC and TD.
Dropping the indices (i, j) for notational simplicity, we express a typical contribution to TC as
F (|q|)q ⊗ q, (C1)
where F is defined in terms of fC in (A3). To obtain the approximation, we write q = q + q′ and expand F to the
second order in q′, giving
F (|q|) = F (|q|) + F ′(|q|) q|q| · q
′ +
1
2
(
F ′′(|q|)q ⊗ q|q|2 + F
′(|q|)I|q|
2 − q ⊗ q|
|q|3
)
: q′ ⊗ q′ + · · · . (C2)
Mutliplying (C2) by
q ⊗ q = q ⊗ q + q ⊗ q′ + q′ ⊗ q + q′ ⊗ q′ (C3)
and retaining only terms of up to the second order in q′, we obtain
F (|q|)q ⊗ q = F (|q|)q ⊗ q + F (|q|)(q ⊗ q′ + q′ ⊗ q) + F ′(|q|)q ⊗ q q|q| · q
′ + F (|q|)q′ ⊗ q′
+ F ′(|q|) q|q| · q
′ (q ⊗ q′ + q′ ⊗ q) + 1
2
(
F ′′(|q|)q ⊗ q|q|2 + F
′(|q|)I|q|
2 − q ⊗ q|
|q|3
)
: (q′ ⊗ q′) (q ⊗ q)
+ · · · . (C4)
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Rearranging
F ′(|q|) q|q| · q
′ (q ⊗ q′ + q′ ⊗ q) = F ′(|q|) 1|q| [(q
′ ⊗ q′)(q ⊗ q) + (q ⊗ q)(q′ ⊗ q′)] (C5)
and dropping the first-order terms in q′, which average to zero after summing over (i, j), yields the final expression
F (|q|)q ⊗ q = F (|q|)q ⊗ q + F (|q|)q′ ⊗ q′ + F ′(|q|) 1|q| [(q
′ ⊗ q′)(q ⊗ q) + (q ⊗ q)(q′ ⊗ q′)]
+
1
2
(
F ′′(|q|)q ⊗ q|q|2 + F
′(|q|)I|q|
2 − q ⊗ q|
|q|3
)
: (q′ ⊗ q′)(q ⊗ q) +R, (C6)
where R denotes the terms that average to zero and higher order terms in q′.
Terms containing dissipative forces
fD = −γw
D(|q|)
|q|2 v · qq = G(|q|)(v · q)q,
where G|q|) is defined in (B3) can be expanded similarly. For brevity, we give only the final result
G(|q|)(v · q)q ⊗ q = G(|q|)(v · q)q ⊗ q +G(|q|)(v · q)q′ ⊗ q′ +G′(|q|) 1|q| (q · q
′)(v · q′)q ⊗ q
+G′(|q|) 1|q| (v · q) [(q
′ ⊗ q′)(q ⊗ q) + (q ⊗ q)(q′ ⊗ q′)] +G(|q|)(v · q′)(q′ ⊗ q + q ⊗ q′)
+
1
2
(
G′′(|q|)q ⊗ q|q|2 +G
′(|q|)I|q|
2 − q ⊗ q|
|q|3
)
: (q′ ⊗ q′)(v · q)(q ⊗ q)
+G(|q|)(v′ · q′)(q ⊗ q) +G(|q|)
(
q
|q| · q
′
)
(v′ · q)(q ⊗ q)
+G(|q|)(v′ · q)(q ⊗ q′ + q′ ⊗ q) +R, (C7)
Assuming that (B5) holds, from (C7) we neglect all terms containing v′ and q′. Next, applying straightforward
linear algebra to the terms containing v and q′, we rewrite (C7) to obtain (B7).
In the simplified notation used in the present section, the approximation
vij ≈ (∇v)qij (C8)
corresponds to writing
v ≈ (∇v)q. (C9)
Combining this with (B7) we can represent a typical term in the dissipative stress as a linear operator (the fourth-order
tensor) m acting on the gradient of the average velocity:
G(|q|)(v · q)q ⊗ q =m∇v +R, (C10)
where
m =
6∑
r=1
m(r), (C11)
with m(r) given according to
m
(1)
klpm = G(|q|) [(q ⊗ q)⊗ (q ⊗ q)]klpm ,
m
(2)
klpm = G(|q|) [(q′ ⊗ q′)⊗ (q ⊗ q)]klpm
m
(3)
klpm = G
′(|q|) 1|q| (q ⊗ q)kl(q ⊗ q)ps(q
′ ⊗ q′)sm,
m
(4)
klpm = G
′(|q|) 1|q| [(q
′ ⊗ q′)ks(q ⊗ q)sl + (q ⊗ q)ks(q′ ⊗ q′)sl] (q ⊗ q)pm,
m
(5)
klpm =
1
2
G′′(|q|) 1|q|2 ((q ⊗ q) : (q
′ ⊗ q′))[(q ⊗ q)⊗ (q ⊗ q)]klpm,
m
(6)
klpm = G(|q|)((q ⊗ q)kp(q′ ⊗ q′)lm + (q′ ⊗ q′)km(q ⊗ q)lp).

(C12)
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Appendix D: Evolution of the position fluctuation tensor
We define the average position fluctuation tensor by
Q′(t,x) =
N∑
i=1
N∑
j=1
q′ij ⊗ q′ijψ
(
x− qi + qj
2
)
, (D1)
where qi, qj on the right-hand side depend on t, but this dependence is suppressed. Taking the time derivative of
(D1) gives
∂tQ
′ =
N∑
i=1
N∑
j=1
v′ij ⊗ q′ijψ
(
x− qi + qj
2
)
+
N∑
i=1
N∑
j=1
q′ij ⊗ v′ijψ
(
x− qi + qj
2
)
+
N∑
i=1
N∑
j=1
q′ij ⊗ q′ij
(
−vi + vj
2
)
· ∇ψ
(
x− qi + qj
2
)
. (D2)
Granted that velocity and position fluctuations are independent, we may take advantage of assumed ergodicity of the
DPD equations to show that the products of various functions of the form f1(q
′)f2(v
′) average to zero if at least one
of the factors f1 and f2 averages to zero. In the present setting, f2 = v
′
ij , which averages to zero. Thus, the first two
terms on the right-hand side can be neglected, and the third term can be rewritten as
N∑
i,j=1
q′ij ⊗ q′ij
(
−vi + vj
2
)
· ∇ψ
(
x− qi + qj
2
)
=
N∑
i,j=1
q′ij ⊗ q′ij
(
−vi + vj
2
)
· ∇ψ
(
x− qi + qj
2
)
≈ −v(x) · ∇
 N∑
i=1
N∑
j=1
q′ij ⊗ q′ijψ
(
x− qi + qj
2
)
= −v(x) · ∇Q′(x). (D3)
Thus the actual Q′ can be approximated by a solution of
∂tQ
′ + v · ∇Q′ = 0. (D4)
This implies that the material derivative of Q′ is close to zero and, thus, that Q′ remains close to uniform if it is
initially uniform. This justifies the part of Assumption 2 pertaining to Q′.
Appendix E: Sums of dyadic products of vectors
1. Dyadic products of unit vectors
Many quantities of interest in the above closure construction contain sums of dyadic products of vectors of the
same length. We now consider such sums in detail. Without loss of generality we assume that all vectors are of unit
magnitude.
a. Two dimensions
Let {ı1, ı2} be a positively-oriented Cartesian basis and consider the unit vectors i = cos iθı1 + sin iθı2 where
θ = 2π/n and n is an integer. The objective is to evaluate the matrix
M =
n∑
i=1
i ⊗ i.
Since
i ⊗ i =
(
cos2(iθ) cos(iθ) sin(iθ)
cos(iθ) sin(iθ) sin2(iθ)
)
=
1
2
(
1 + cos(2iθ) sin(2iθ)
sin(2iθ) 1− cos(2iθ)
)
, (E1)
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calculation ofM reduces to calculating S1 =
∑n
i=1 sin(2iθ) and S2 =
∑n
i=1 cos(2iθ). Using the standard trigonometric
identities
n∑
i=1
sin iγ =
1
2
cot
γ
2
− cos(n+ 1/2)γ
2 sin γ/2
and
n∑
i=1
cos iγ = −1
2
+
sin(n+ 1/2)γ
2 sin γ/2
(E2)
with γ = 4π/n, we find that
S1 =
1
2
cot
2π
n
− cos(4π +
2pi
n )
2 sin 2pin
= 0, (E3)
and that
S2 = −1
2
+
sin(4π + 2pin )
2 sin 2pin
= 0. (E4)
Therefore,
M =
1
2
nI. (E5)
b. Three dimensions
Next, consider the dyadic product ν ⊗ ν with |ν| = 1 in three spatial dimensions. Choose a positively oriented
Cartesian basis {ı1, ı2, ı3}. In spherical coordinates, ν(θ, ϕ) = sin θ cosϕı1 + sin θ sinϕı2 + cos θı3 for ϕ ∈ [0, 2π] and
θ ∈ [0, π]. Thus,
(ν ⊗ ν)(θ, ϕ) =
 sin2 θ cos2 ϕ sin2 θ sinϕ cosϕ sin θ cos θ cosϕsin2 θ sinϕ cosϕ sin2 θ sin2 ϕ sin θ cos θ sinϕ
sin θ cos θ cosϕ sin θ cos θ sinϕ cos2 θ
 , (E6)
from which it follows that the integral of ν ⊗ ν over the unit sphere is given by∫ pi
0
∫ 2pi
0
(ν ⊗ ν)(θ, ϕ) sin θ dϕdθ = 4π
3
I. (E7)
If the unit sphere is decomposed into J pieces Uj of equal area
A =
4π
J
= A(Uj) = ∆θ∆ϕ sin θj ,
then the sum
∑J
j=1 νj ⊗ νj = 1A
∑J
j=1 νj ⊗ νjA(Uj) is a discretization of 1A
∫
ν ⊗ ν dS. Consequently, the tensor∑J
j=1 νj ⊗ νj will be approximately spherical. This shows that a sum of a large number of uniformly distributed
dyadic products of the form νj ⊗ νj tends to be spherical.
From (E6), it also follows that
(ν⊗ν)(θ, ϕ)+(ν⊗ν)(θ,−ϕ)+(ν⊗ν)(θ, π−ϕ)+(ν⊗ν)(θ, π+ϕ) =
 4 sin2 θ cos2 ϕ 0 00 4 sin2 θ sin2 ϕ 0
0 0 4 cos2 θ
 (E8)
and that
(ν⊗ν)(θ, ϕ)+(ν⊗ν)(π−θ, ϕ)+(ν⊗ν)(θ,−ϕ)+(ν⊗ν)(π−θ,−ϕ) =
 4 sin2 θ cos2 ϕ 0 00 4 sin2 θ sin2 ϕ 0
0 0 4 cos2 θ
 . (E9)
These relations show that diagonalization can occur in sums of small number of terms that are correctly positioned
on the unit sphere. Any sum that, together with each ν ⊗ ν, contains either triple of rotated dyadic products listed
in (E8) or (E9) is therefore a spherical tensor.
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