unprocessed Tibetan corpora. Our model adopts a rule-based strategy and a statistic-based strategy including mutual information and maximum entropy methods.
Features of Tibetan trisyllabic light verb constructions
From a structural point of view, TTLVCs contain two parts a disyllabic word (hereafter referred to as Dw) and a light verb (hereafter referred to as Lv). It is worth noticing that some elements are inserted into TTLVCs in some circumstances. These inserted elements (hereafter referred to as Ie) include adverbs, classifier and so on. As a whole, a TTLVC can be expressed as formula 1.
TTLVC= Dw + Ie +Lv
(1)
In most cases, a Dw is a disyllabic noun or an adjective, and a Lv is a monosyllabic light verb. The meaning of a TTLVC is largely determined by the Dw.
Monosyllabic light verbs
According to their syllable length, Tibetan verbal phrases 1 can be classified into three categories: monosyllabic verb, trisyllabic verb phrase, and multisyllabic verb phrase. In Tibetan, the majority of verbs are monosyllabic, which has long history and high frequency. Lexical meanings of several monosyllabic verbs have slowly evolved, so these verbs are referred to as monosyllabic light verbs. To be specific, Lv only retains its general meaning as an action such as meanings of do, make, commit, or conduct.
Based on origin, monosyllabic light verbs can be divided into four categories.
(1) Light verbs that evolve from volitional verbs. Some widely used light verbs such as གཏོ ང་།, ེ ད།, and ག originate in volitional verbs and form TTLVCs like ཁ་ ང་གཏོ ང་། (to denounce) or གསར་ ོ ལ་ ེ ད། (to reclaim).
(2) Light verbs that evolve from nonvolitional verbs. Light verbs such as ཐེ བས།, ཤོ ར།, ཡོ ང་།, and འགྲོ evolve from nonvolitional verbs that present objective results such as a TTLVC འཕེ ལ་ ས་འགྲོ (to develop).
(3) Light verbs that originate from honorific morphemes. For instance, ོ བ་ ོ ང་གནང་། (to learn) consists of ོ བ་ ོ ང་ (learn) and a honorific morpheme གནང་། (to do).
(4) Aside from the aforementioned Lv, light verbs that originate from humilific morphemes like ། also can form TTLVCs, for instance ག་རོ གས་ ། (to help).
Tibetan light verbs exhibit stem alternation according to tense 2 , which persists when they are used as part of TTLVCs. For instance, གསར་ ོ ལ་ ེ ད། (to reclaim) have three forms that are གསར་ ོ ལ་ །, གསར་ ོ ལ་ ོ ས།, and གསར་ ོ ལ་ ས།. These changes of tense of TTLVC are taken into consideration in our recognition model. Hu (2002) analyzes the composition and structure of disyllabic words that form TTLVCs. He proposes a nine category morpheme pattern of disyllabic words that are V+V, N+V, D+V, A+V, V+N, R+V, N+N, N+A, A+A. V represents a light verb, N represents a noun morpheme, D presents an adverb morpheme, and A presents an adjective morpheme. The pattern V+V means that the disyllabic word is composed by two light verbs. For instance, in a TTLVC འཕེ ལ་ ས་འགྲོ (to develop), འཕེ ལ། and ས། are both light verbs.
Disyllabic words

Inserted elements
The structure of TTLVCs are unstable because it is possible for some elements to be inserted between Dw and Lv. Inserted elements can be adverbs, adjectives, case-auxiliary words, enumerating auxiliary words, imperative auxiliary words, and so on. For instance, ཨ་ལོ ག་ཅི ག་བ བ། (to turn over once) consists of an indefinite article ཅི ག and a TTLVC ཨ་ལོ ག་བ བ། (to turn over), and བསམ་ ོ ་ཡག་པོ ་བཏང་། (to think it over) consists of an adjective ཡག་པོ ། and a TTLVC བསམ་ ོ ་བཏང་། (to consider or to think).
Aside from the discontinuous TTLVCs discussed immediately above, there is another type of discontinuous TTLVC, namely one that is composed of more than one disyllabic word and one light verb. For instance, the TTLVC ོ བ་ ོ ང་དང་ཞི བ་འ ག་ ེ ད། (to learn and study) is composed of two nouns ོ བ་ ོ ང་ (learn) and ཞི བ་འ ག་ (study), in the middle of these two nouns is a conjunction དང་ (and), and a light verb ེ ད། (to do).
TTLVC candidates extraction
In this section, we introduce how to extract TTLVC candidates from raw Tibetan corpora according to the linguistic features of TTLVC discussed above. We start with building up a light verb list. A Tibetan and Chinese bilingual Lhasa Spoken Language Dictionary (Yu 1983 ) contains a number of TTLVCs. We extract light verb constructions from this dictionary, and integrate the results with light verb constructions listed in other works (viz. Jiang 2005; Wang 1994; Hu 1994; Zhou 2003) . As result, we acquire a light verb list with 875 entries.
Our light verb list includes as information the light verbs themselves and the number of occurrences of each light verb. A few examples are shown in Table1, and please see Appendix 1 at the end of this paper for a complete light verb list adopted in this work. According to the light verb list, we extract TTLVC candidates from a corpus. With regard to the inserted elements in TTLVCs, we work out TTLVC candidates using an extraction algorithm, the main procedures of which are listed in Tabel2.
ID Light Verb
(1) Split a Tibetan sentence by tsheg punctuation mark into syllables.
(2) To scan syllables obtained in step 1. (3) If a Lv is found go to step 4, otherwise go back to step 1. (4) If the syllable on the left of the Lv is an inserted element, extract two syllables on the left of the inserted element. These two syllables and the Lv compose one TTLVC candidate. (5) If the syllable on the left of the Lv is not an inserted element, extract two syllables on the left of the Lv. These two syllables and the Lv compose one TTLVC candidate. (6) If the Lv is at the end of a sentence go back to step 1, otherwise go back to step 2. 
Statistic-based TTLVC recognition model
TTLVCs have two features: (1) although a TTLVC might be split by an inserted element, the elements of a TTLVC have a higher than average co-occurrence in corpus; (2) there is a clear boundary between the TTLVC and its context. Therefore, we propose two measures to grade a candidate. One is an internal measure and the other is an external measure. Several statistical methods are used to grade TTLVC candidates ( Jiang 2007 ).
Internal Measure
From a statistical perspective, if the three syllables of a TTLVC candidate have a high cooccurrence frequency, they possess a strong degree of internal connectivity. Based on this theory, the higher the co-occurrence frequency the more likely they are to be a word or phrase, i.e. a true TTLVC. Mutual Information is usually applied to evaluate the level of co-occurrence probability of two words. The higher the mutual information of the two words is, the stronger internal connectivity they have. In this paper, we propose an internal measure formula based on the mutual information definition shown in forumal2.
(2) PXY presents the co-occurrence probability of Dw and Lv. PX means the occurrence probability of Dw and P Y is the occurrence probability of Lv.
External measure
Normally, we can identify the external boundary of a TTLVC by observing its context. In our work, a maximum entropy model is chosen to measure the external independence of a TTLVC. We use the model to evaluate the left and right boundary of a candidate separately. According to information entropy theory, a TTLVC candidate with higher information entropy is free to occur in various contexts. If a candidate stably appears in a variety of context, it has a higher probability of being a TTLVC.
In this paper, Le(W) and Re(W) are proposed to evaluate the external measure of a TTLVC, as shown in formula 3 and formula 4.
(3) (4)
In formula 3, W is a TTLVC candidate, Le is the left boundary entropy; Re is the right boundary entropy; and A is a collection of syllables that appear on the left of candidates; a is a specific syllable on the left of the candidate; B is a collection of syllables that appear on the right of our candidates; b is a specific syllable on the right of the candidate.
We can combine formula 3 and formula 4, to yield a more general external measure as in formula 5.
(5)
Integrated algorithm based on internal measure and external measure
To improve precision and accuracy of a single statistic-based approach employing both the internal and external measures discussed so far, we propose a comprehensive formula (formula 6) that integrates internal measure and external measure. Additionally, a candidate has a higher probability of being a TTLVC, if it has a relatively high frequency in corpus. Therefore the frequency of the syllable sequence in question F(W) has been introduced into our algorithm.
UniMeasure(W)=(1-1/F(W))×InMeasure(W)×ExMeasure(W)
Rule-based TTLVC recognition model
Observing the Tibetan corpus, we find that a high frequency sequence of syllables may not be a TTLVC. Take the syllable sequence པར་ངོ ་ ོ ལ། as an example. In our corpus, པར་ངོ ་ ོ ལ། appears in various contexts, for instance, it is often used in ཡར་ཐོ ན་ ན་འཁྱོ ངས་ཀྱི ས་ ག་ལོ ག་ ག་པར་ངོ ་ ོ ལ། (Persist in progress and oppose retrogression!) Due to its high frequency, it is identified as a TTLVC by our statistic-based model. Actually, it is just a sequence of three syllables, not even respecting word boundaries, not to mention being a TTLVC. In fact, it is quite easy to rule out the possibility of པར་ངོ ་ ོ ལ། being a TTLVC according to linguistic knowledge. The structure of པར་ངོ ་ ོ ལ། is "པ (nominalization marker) + ར་ (case marker) + ངོ ་ ོ ལ།". Because nominalization markers appear at the end of words, there cannot be a word break before a nominalization marker, so we know that པར་ངོ ་ ོ ལ། is not a TTLVC. Our statistic-based model does not perform very well in such cases; however, rule-based approach can deal with them effectively. As a result, we build up a linguistic knowledge rule bank to make up for the deficiency.
We make a rule to exclude the candidates such as པར་ངོ ་ ོ ལ།. For instance, if a Dw contains a case marker or a nominalizations marker, then the candidate should be removed. According to
Tibetan grammar, Dw are often nouns. If case markers appear in a Dw, there is a low chance the syllable sequence is a TTLVC. The rules are relative rather than absolute, thus the rule bank can be added, deleted, and modified according to needs. Several rules of our rule bank are listed in Table 3 .
If a candidate meets one of the following rules, remove it from candidate list.
(1) The first syllable of a TTLVC candidate is a case marker, a nominalizations marker, an adjective suffix, or a negative adverb. (2) The second syllable of a TTLVC candidate is a case marker. Table 3 . TTLVC filter rule sample 6 Experiments and Analysis
Experiments and Results
We test our TTLVC recognition model proposed in this paper using a corpus that composed of Tibetan publications. Our corpus contains fifty thousand sentences, whose genre includes government documents, news reports, legal texts, and so on. Based on the same corpus, we conduct three groups of experiments that adopt different methods shown as follow.
· Statistic-based Method 1: Mutual Information · Statistic-based Method 2: Statistic-based Method1 + Left/Right Entropy · Integrated Method: Statistic-based Method2 + Rule Bank Considering the importance of light verbs, we build up a couple of light verb lists according to their number of occurrences (F). To choose an optimal light verb list, we conduct several experiments based on different lists, and the precision (P) of experiments are shown in Table 4 .
P F
Statistic-based Method1
Statistic-based Method2 The results of the experiments suggest that the scope of the light verb list plays a significant role in TTLVC recognition. When we employ a relatively small light verb list, we acquire the best precision 91.8% in the TTLVC extraction experiment. In this experiment we only employ the light verbs whose number of occurrence is greater than 100. But a large number of TTLVC candidates have been discarded because of the smaller light verb list. Thus we choose light verbs whose frequency is more than ten to build up a more thorough list of light verbs. In addition, all tenses of these light verbs are also added into our list. Our final list contains 210 entries.
Based on the final list, 65,764 TTLVC candidates have been extracted from the corpus. By morphological analysis and removing candidates whose occurrence frequency is lower than three, we retain 11,243 candidates.
According to the experimental results, the precision of Method1 is 75.8%, and it reaches 80.3% by introducing Left/Right Entropy. When the integrated method is adopt, the precision increases 7.6% and reaches 87.9%. These results prove that the integrated method performs the best in the TTLVC task. TTLVC samples recognized by our model are listed in Table 5 
Error analysis
In general, our integrated algorithm performs well in TTLVC recognition as shown in table 4. Table 5 lists actual TTLVC identified by our system. However, our algorithm makes some mistakes, most of which fall into three categories.
1. Misidentifying multi-syllabic verb phrases as TTLVCs. Aside from TTLVCs, there exist a large number of multi-syllabic verbal phrases such as four syllabic or five syllabic verbal phrases. Our algorithm falsely extracts the last three syllables of these phrases as TTLVCs. For instance, གནས་ ལ་ལེ གས་འ ར་ (the situation has been changed) is a four syllable verbal phrase, and our algorithm extracts ལ་ལེ གས་འ ར་ and take it as a TTLVC. Because these multi-syllabic verbal phrases have a high frequency in our corpus, and they conform with linguistic rules related to TTLVC, it is very difficult to correct this type of error for our model.
2. Misidentifying some multi-word expressions as TTLVCs. There are many tri-syllabic multi-word expressions with high occurrence frequency in Tibetan, but which are not TTLVCs. For instance, ཇི ་ ར་ ེ ད་ (How should something be done?) is a sentence and it occurs 19 times in our corpus.
3. Misidentifying an adjective or adverb and a light verb as TTLVCs. It is possible that TTLVCs are separated by inserted elements such as an adjective or an adverb. In some circumstances, our algorithm incorrectly recognizes inserted element and the light verb behind them as TTLVCs. The reason why our algorithm makes this kind of mistake is inserted elements probably co-occur with light verbs in corpus several times. Therefore, their co-occurrence makes our statistically based algorithm unable to get rid of these mistakes.
For instance, གཅི ག་ ད་ཧ་ཅང་ཆེ ན་པོ ་ ེ ད་ (to intensively concentrate on) consists of a TTLVC གཅི ག་ ད་ ེ ད་ (to concentrate on) and an adverb ཧ་ཅང་ཆེ ན་པོ ་ (intensively). Our algorithm, however, misidentifies ཆེ ན་པོ ་ ེ ད་ as a TTLVC.
Conclusion
In this paper, we propose an integrated approach to identify Tibetan trisyllabic light verb constructions from a raw corpus. Experimental results show that a statistics-based strategy that combines mutual information and entropy performs well in TTLVC recognition. Accuracy and precession of our model have been largely improved when a rule-based method is introduced into our algorithm. The result proves that a multi-pronged strategy is more effective than a unitary strategy. In the future, we plan to apply our algorithm to other types of Tibetan phrase structure extraction problems such as the identification of noun phrases.
