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1 INTRODUCTION 
1.1 Wave Energy and Control and Instrumentation 
The collection of field data is of significant im-
portance for a prototype device, data may be used to 
feedback to design, optimise operations and mainte-
nance strategies and validate numerical and experi-
mental models. To complement this, effective con-
trol systems are able to maximise power extraction, 
and implement protection strategies.  
A well-specified control and instrumentation 
(C&I) system provides the framework for the im-
plementation of these measures. It is important to 
correctly specify a C&I system that is robust and re-
liable, and capable of fulfilling its required tasks. In 
addition, the C&I system must be appropriate for its 
application with regards to its cost and power budg-
et. This study applies best practice C&I principles 
for the design of a C&I system for an integrated, in-
terconnected wave energy array. 
1.2 Literature Review 
O’Boyle (2015) described a heavily instrumented 
Wave Energy Converter (WEC) incorporating inde-
pendent data acquisition and control systems. The 
C&I system is used to process WEC data, control 
offshore and onshore hydraulics, and oversee on-
shore electrical and generator instrumentation. Effort 
is made to build instrumentation redundancy at mul-
tiple levels, by increasing the number of sensors, 
varying sensor type and functionality, and cable rout-
ing. 
Other topologies deployed in industry include au-
tonomous sensor platforms, such as the South West 
Mooring Test Facility (SWMTF) buoy (Johanning 
2011) and the FLOWBEC platform (Williamson 
2016). Both platforms boast a wealth of instrumenta-
tion connected to a data acquisition system. The 
SWMTF buoy periodically transmits summary sta-
tistics to shore using a telemetry link whilst the 
FLOWBEC platform is retrieved after two week de-
ployments.  
Kelly (2013) reviewed control topologies appli-
cable to WECs, comparing Master-Slave (MS) Con-
trol Systems and Distributed Control Systems 
(DCS). MS systems allow monitoring and control to 
be undertaken by a single controller; the MS system 
is able to send commands and gather data from all 
controllers and store them in a single database. In 
comparison, DCSs are physically distributed 
throughout a system, however appear to the user as 
one integrated control unit. Processing capacity at 
each node enables decentralised control. 
Each of the systems previously described were ei-
ther designed to operate independently or were one 
of a kind prototypes, for arrays, a more integrated 
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approach to C&I would seem more appropriate. Fig-
ure 1 describes the methodology used to propose 
C&I topologies for an integrated wave energy array. 
In section 2 of this paper, a specification for the C&I 
system is described, section 3 reviews measurement 
priorities identified and section 4 gives a brief over-
view of the state of the art instrumentation available 
in the market. Finally, proposed configurations are 
provided in section 5.  
Figure 1. Instrumentation Specification Methodology 
2 SPECIFICATION 
2.1 Operating Principle 
The Squid 6 Series (Fig 2) is a 7.5kW articulated 
Wave Energy Converter (WEC) comprised of a se-
ries of nodes and links. As the buoyant arms rise and 
fall with the waves, energy is captured by a series of 
pumping modules delivering highly pressurized fluid 
to a hydraulic Power Take Off (PTO) module, locat-
ed in one of the buoyancy floats. 
Figure 2. Squid 6 Series Wave Energy Converter 
 
The Squid 12 Series represents a scale version of 
the 6 series, with an increased generating capacity of 
75kW. The 12S features independent nodes and 
links, where 3 buoyancy floats are replaced with a 
single node. The Squid WECs are the building 
blocks of a WaveNET Array, where multiple units 
can be connected together to form a scalable wave 
energy array, connected by a hydraulic and electrical 
bus.  
Figure 3. Joining multiple Squids forms a WaveNET Array 
2.2 Design Principles 
A number of design principles have been used in 
order to approach the design of the C&I system with 
reliability in mind. 
 
 Scalability 
The modular nature of the WaveNET will re-
quire a network architecture that is scalable for 
increased array sizes.  
 Redundancy 
Redundancy measures should be taken where 
functions necessary for the operation of the 
C&I system are subject to risk of failure, com-
promising the operation of the C&I system as a 
whole. 
 Reliability 
A high reliability of sensors and control ele-
ments should be chosen, indicated by a high 
Mean Time Between Failure (MTBF) rate. In-
struments should also help the gathering of 
failure rate data for further reliability analysis. 
 Resilience to Failure 
An alarming and/or control function should be 
implemented in the field to react immediately 
to reduce impact of failure.  
2.3 Design Requirements 
2.3.1 Application Environment 
The operation of equipment in the marine environ-
ment presents the greatest challenge to the instru-
mentation system. The system must therefore be de-
signed to operate reliably whilst subject to 
environmental stresses such as corrosion, extremes 
of temperature, humidity, electrical noise and me-
chanical shock and vibration. Guidelines for the def-
inition of such thresholds may be found in DNV-OS-
D202 (2008) and NORSOK I-001 (2010).  
2.3.2 Data Requirements 
Data should be sampled at a sufficiently high fre-
quency to adequately capture the analogue signal, 
this can be up to 10Hz or 20Hz for process data.  
Data should be obtained at a reasonable resolution 
(12bit for standard sensors, 16bit for strain gauges) 
and level of accuracy (+/-0.5% of Full Scale) and 
communicated to an onshore station for database 
storage and post processing. 
2.3.3 Sensors and Control Elements 
An array of sensors must be chosen that satisfy the 
application measurement range and accuracy, to an 
acceptable degree of linearity and response time. In 
addition, sensors must be reliable and maintainable, 
and suitable for their application environment. At-
tention should be paid to cost and power consump-
tion.  
2.3.4 Data Acquisition Unit 
The choice of a correct Data Acquisition (DAQ) 
unit is driven largely by the selection of sensor and 
control elements, and the communications protocols 
required by the proposed network architecture. The 
considerations include: 
 
 Analogue and Digital Inputs 
 Power supply requirements 
 Base number of Analogue and Digital In-
put/Outputs (I/Os) 
 Extended functions of I/Os (e.g. pulse counters) 
 Adding additional I/O capacity 
 Data resolution, accuracy and max. sampling 
frequency 
 User programme considerations 
 User programme memory 
 System processing capacity 
 Networking and Communication 
 Communication protocols 
 Distributed or centralised control system 
 Programming software and post-processing 
 Data visualisation and control 
 Database compatibility 
2.3.5 Networking and Communications 
Communications protocols in industrial automation 
may be divided into industrial Ethernet and Fieldbus 
protocols. An appropriate communication protocol 
will be able to cover the transmission distance, at a 
sufficient speed and bandwidth. Speed becomes a 
particularly important factor if realtime control with 
response rates below 100ms is required, or if asyn-
chronous control is acceptable. 
3 MEASUREMENT PRIORITIES 
3.1 Existing System Review 
The existing C&I system oversees the collection of 
critical data streams, this includes the generator in-
strumentation (voltage, current, speed and tempera-
ture sensors) and PTO manifold instrumentation (4 
pressure transducers and 4 solenoid valves). Though 
the PTO module is relatively well served, there is a 
lack of instrumentation towards the extremities of 
the device due to the DAQ unit being located in the 
PTO module. 
The Squid 6S is autonomously controlled by an 
off the shelf DAQ Unit. Though not as powerful as a 
PLC, the DAQ unit is a robust and well suited con-
troller for the existing set of instrumentation. How-
ever, the number of analogue and digital I/Os is lim-
ited at 16 and 23 respectively, this is likely to reach 
its maximum capacity with the introduction of more 
sensors and control elements, and is inappropriate 
for the scale of the Squid 12S.  
The existing Squid 6S Mingary Bay deployment 
employs a Master-Slave configuration, as seen on 
Figure 4. 6 DAQ units are connected in a star con-
figuration to an Ethernet switch. The DAQ units are 
controlled asynchronously by a shore based industri-
al PC, using Modbus TCP protocol.  
Figure 4. Mingary Bay WaveNET Network Architecture 
3.2 Maintenance Strategy 
The development of a Reliability Centered 
Maintenance strategy involves the identification of a 
functional system’s maintenance requirements in its 
operating context (Moubray 1997), this involves the 
identification of critical failure modes that prevent 
the full operation of the WEC. In order to predict 
and prevent failure, the parameters associated with 
the root causes of failure should be monitored.  
Ambühl (2015) describes the concept of condi-
tion-based maintenance for WECs, and provides a 
set of monitoring solutions for common failure 
modes. These include an increase in noise level, the 
propagation of cracks and structural deformation, vi-
brations, oil condition and leakages, and the func-
tionality of the control and safety systems. To derive 
a valid list of monitoring solutions applicable to the 
Squid 6S and 12S, a Failure Mode and Effects Anal-
ysis (FMEA) is described in section 3.3. 
3.3 Failure Modes and Effect Analysis 
An FMEA was conducted in Kenny (2016) in order 
to identify the high risk failure modes of the Squid 
6S system. For each failure mode entry, a probabil-
ity, consequence and detection ranking was attribut-
ed. By taking the product of these three rankings, a 
Risk Priority Number (RPN) was associated with 
each FMEA entry, allowing each failure mode to be 
attributed with a high, medium and low priority rat-
ing. A high priority rating resulted in inclusion in the 
6S operational configuration, whilst a medium prior-
ity would be included in the 6S data collection con-
figuration.  
The FMEA identified hydraulic leakage and gen-
erator failure as the highest priority failure modes. 
The main concerns of hydraulic fluid monitoring are 
contamination and leakage, due to hydraulic seal or 
hose failure. Other identified failure modes include 
moorings failure, deformation of structural compo-
nents and failure of fasteners, communications fail-
ure and battery failure. The inclusion of FMEA re-
sults are discussed further in section 5. 
4 AVAILABLE INSTRUMENTATION 
An in depth review of available instrumentation for 
the wave energy industry was undertaken. A sub-
systems approach was used to classify sensor and 
control elements into hydrodynamic, structural, elec-
trical and hydraulic monitoring categories. A data-
base was compiled, including information on manu-
facturer, supplier, power consumption, cost, data 
requirements and communication protocols. 
For sensors installed significantly far away from 
the DAQ unit, signal attenuation and power delivery 
may be an issue. ‘Intelligent Sensors’ are able to 
conduct signal processing and analogue to digital 
conversion within the sensor (Bolton 2015), and 
transmit data among a fieldbus such as IO-Link, 
CANopen or HART. Fieldbus protocols such as 
CANopen are able to supply power and deliver diag-
nostic information; simplifying connectivity and 
measurement issues arising within a distributed sen-
sor network and simplifying maintenance processes. 
A range of alternative off-the-shelf DAQ units and 
the higher specified programmable logic controller 
(PLC) systems were compared. At lower I/O re-
quirements, standalone DAQ units prove more cost 
effective and efficient, using a higher proportion of 
base I/Os. However, as the number of I/Os increase, 
the modularity and scalability of network based sys-
tems enable are much more adaptable to handling 
distributed I/O. Control topologies investigated in-
corporated PLCs with remote, distributed I/O mod-
ules and Controller Area Network (CAN) control-
lers. 
On one hand, fieldbus protocols are more com-
monly deployed in industry, due to their design for 
harsh application environments and ability to pro-
vide power to sensors, connection is simplified. 
Fieldbusses allow the delivery of diagnostic infor-
mation, allowing for the implementation of in-field 
control. Protocols examined include IO-Link, 
HART, Profibus and CANopen. 
On the other hand, Industrial Ethernet protocols 
provide faster transmission rates and better upwards 
integration into IT architectures and wireless net-
works. They are highly scalable and offer universal 
connectivity to controllers and I/O modules, and may 
have an unlimited number of nodes, thus suiting a 
distributed control system. Although fieldbus domi-
nates field installations at present, Industrial Ethernet 
installations are growing at a faster rate. 
Though there is clearly a transition towards indus-
trial Ethernet, fieldbus protocols still provide ena-
bling technology for ruggedized field applications to 
external, intelligent sensors. The solution is to em-
ploy Industrial Ethernet for higher level communica-
tion between measurement and control units (PLCs / 
controllers), supplemented by a local fieldbus net-
work for more difficult applications. 
5 PROPOSED CONFIGURATIONS 
5.1 Inputs and Outputs 
Table 1 displays the I/O list of each proposed 
configuration, examined configurations are for the 
Squid 6S and 12S in both operational (O) and data 
collection (D) modes. The operational C&I systems 
present a cost and necessity balanced instrumenta-
tion system, whilst the data collection C&I system 
strives to maximise data gathering for further analy-
sis. The Squid 6S Existing (E) configuration is in-
cluded for comparison. 
5.1.1 Squid 6 Series Inputs/Outputs 
The Squid 6S operational configuration (6S-O) ex-
pands on the existing list of I/Os by adding critical 
hydraulic and generator instrumentation. By equip-
ping the low pressure accumulator with pressure 
sensing, reservoir level measurement and isolation 
solenoids, the system’s ability to detect and respond 
to hydraulic fluid leakage is increased. The vibra-
tions of the generator are monitored, enabling analy-
sis of bearing health, hence allowing the operator to 
plan maintenance in advance of a predicted failure. 
A humidity detector in the PTO module provides 
advanced warning of leakage, whilst the hydraulic 
moisture and temperature sensor may indicate per-
formance issues of the hydraulic motor. A budget for 
the operational configuration may be 3-5% of total 
Capital Expenditure (CAPEX) equating to approxi-
mately £1500 to £2500, whilst continuous power 
consumption amounts to less than 10W. 
The Squid 6S data collection configuration (6S-
D) greatly expands the range and resolution of hy-
drodynamic data, hydraulic and electrical condition 
monitoring and structural health monitoring. The 
measurement of node inclination and pumping mod-
ule tilt angle facilitates performance analysis and the 
tuning of numerical models, whilst identified critical 
structural components such as fasteners are moni-
tored for deformation and force validation. Monitor-
ing and control of the hydraulic cylinder allows for 
leakage detection and latching control. Further, dis-
tributed solenoid valves enable the isolation of fluid 
flow in the hydraulic ring main. Generator instru-
mentation is increased, measuring shaft alignment 
and torque allowing for performance analysis. The 
budget may be increased for the purpose of data col-
lection, equating to 10-20% of CAPEX, or £5,000-
10,000. Due to the addition of more sensors, contin-
uous power consumptions falls under 25W. 
5.1.2 Squid 12 Series Inputs/Outputs 
The operational and data collection configurations of 
the 12S are very much similar to that of the 6S, 
however, due to the 75kW generating capacity of the 
12S, it is possible to increase the cost and power 
budget for more measurement variables. Hydraulic 
and electrical condition monitoring must come as 
standard, in addition to distributed solenoid valves 
for isolating hydraulic circuits and mooring load 
measurement. Though structural health monitoring is 
useful, it is not critical to the operation of the WEC, 
and therefore has not been included in the operation-
al configuration.    
Table 1. Input/Outputs List of Operational and Data Collection Configurations.
 
 
Sub-System Parameter Measured or Controlled Sensor/Control Element 6S 12S FMEA Cost   Power     
   E O D O D  £ W 
Hydrodynamics Mooring Loads Load Shackle 
  
3 3 3 M 1320 0.8 
 
Node Inclination Inclinometer 
  
4  
 
4 L 240 0.6 
  Pumping Module Tilt Angle Absolute Encoder     6   6 L 490 1.2 
Structure Forces on Bolts Link Arm Load Washer 
  
2 
 
2 M 210 0.1 
 Forces on Bolts P1 Bracket Load Washer   2  2 M 210 0.1 
 
Forces on Bolts Riser Load Washer 
  
2 
 
2 M 210 0.1 
 
Riser Bolt Pre Tension Strain Gauge 
  
1 
 
1 M 120 0.1 
 
C Boss Bracket Strain Strain Gauge 
  
1 
 
1 M 120 0.1 
 
Mechanical Linkage Strain Strain Gauge 
  
1 
 
1 M 120 0.1 
 
Link Arm Strain Strain Gauge 
  
1 
 
1 M 120 0.1 
 
Link Arm Torsion Strain Gauge   
 
1   1 M 120 0.1 
Hydraulics System High Pressure Pressure Transducer 1 1 1 1 1 H 60 0.1 
 
System Low Pressure Pressure Transducer 1 1 1 1 1 H 60 0.1 
 
PTO High Pressure Pressure Transducer 1 1 1 1 1 H 60 0.1 
 
PTO Low Pressure Pressure Transducer 1 1 1 1 1 H 60 0.1 
 
PTO Manifold Pressure Solenoid Valve 4 4 4 4 4 H 80 22.0 
 
Flow Rate to PTO Module Ultrasonic Flow Sensor 
  
1 1 1 M 380 2.9 
 
Moisture and Oil Temperature Moisture Sensor 
 
1   
  
H 410 0.3 
 
Particulates, Moisture, Oil Temp. Inline Cont. Monitor 
  
1 1 1 M 1600 2.2 
 
Oil Filter Cleanliness Pressure Transducer 
  
2 2 2 M 60 0.1 
 
LP Accumulator Reservoir Level Ultrasonic level sensor   1 1 1 1 H 220 1.9 
 
LP Accumulator Pressure Pressure Transducer 
 
1 1 1 1 H 60 0.1 
 
LP Accumulator Isolation Solenoid Valve   1 1 1 1 H 80 22.0 
 
Hydraulic Cylinder Extension Linear Position Sensor 
  
6 6 6 M 120 1.0 
 
Hydraulic Cylinder High Pressure Pressure Transducers 
  
6 6 6 M 60 0.1 
  Hydraulic Cylinder Latching Solenoid Valve     6 6 6 M 80 22.0 
 Hydraulic Ring Main Solenoid Valve   3 3 3 M 80 22.0 
Electrical Battery Voltage, Status Alarms Battery Charger 1 1 1 1 1 H 40 0.3 
 
Generator Voltage Voltage Transducer 1 1 1 1 1 H 40 0.4 
 
Generator Current Current Sensor 1 1 1 1 1 H 20 0.4 
 
Generator Temperature Cooling Fan 1 1 1 1 1 H 20 10.8 
 
Generator Temperature Temperature Sensor 1 1 1 1 1 H 20 0.1 
 
Generator Speed Tachometer 1 
 
  
  
H 10 0.1 
 
Generator Speed Inductive Speed Sensor 
 
1 1 1 1 H 30 0.1 
 
Generator Bearings Accelerometer 
 
1 1 1 1 H 170 1.2 
 
Generator Torque Torque Transducer 
  
1 
 
1 M 1010 2.2 
 
Generator Shaft Alignment Inductive Proximity Sensor   
 
1 1 1 M 60 0.1 
  PTO Relative Humidity Humidity Sensor   1 1 1 1 H 80 0.1 
 
Figure 5. Squid 6S Proposed Network Architecture 
 
Table 2. Squid 6S Proposed Network Architecture Description 
  
 
Figure 6. Squid 12S Proposed Network Architecture.  
- 
Table 3. Squid 12S Proposed Network Architecture Description 
 
Network Level Master 
Shore Station to Array 
Network 
Array to Device 
Local 
Device to Remote I/O 
Existing Configuration Modbus TCP. PLC to FO 
switch  
Modbus TCP. FO switch to 
DAQ units. 
No local network 
1. Single PLC with remote 
I/Os modules. 
Industrial Ethernet. 
PLC to PLC. 
Fieldbus. PLC to remote I/O. Fieldbus. I/O Master to I/O 
Slave. 
2. Array wide CAN Bus Net-
work 
Industrial Ethernet. PLC to FO 
switch. 
CAN bus. FO switch to CAN 
Controllers.  
CAN bus. CAN Controller to 
remote I/O. 
3. Multiple PLCs with remote 
I/O modules. 
Industrial Ethernet. 
PLC to FO switch. 
Industrial Ethernet. FO switch 
to PLCs. 
Fieldbus. PLC to Remote I/O. 
Network Level Master 
Shore Station to Array 
Network 
Array to Device 
Local 
Device to Remote I/O 
Distributed Control System Industrial Ethernet. PLC to 
Ethernet hub. 
Industrial Ethernet. Hub to 
PLCs. 
Fieldbus. PLC to Remote I/O. 
5.2 Network Architecture 
5.2.1 Squid 6 Series Networking 
The proposed Squid 6S network architecture con-
figurations are displayed on Figure 5, and are de-
scribed in Table 2. A possibility of improving the 
existing configuration is the addition of a PLC in the 
centre of the array in order to synchronise the DAQ 
units for realtime operation. Alternatively, the DAQ 
units may be replaced with remote I/Os (Figure 5.1), 
allowing the control of the entire array as a single 
Master-Slave system. 
In both operational and data collection configura-
tions, a retrofit of increased hydraulic and generator 
instrumentation is recommended. This raises chal-
lenges in data aggregation and power supply to the 
sensors towards the extremities of the devices. By 
employing distributed remote I/O modules, connec-
tion to these sensors and control elements is simpli-
fied. A local fieldbus network enables connection to 
the remote I/O modules, employing a set of fieldbus 
compatible devices, such as CAN controllers (Figure 
5.2), or modular PLC units (Figure 5.3). A schematic 
of the local fieldbus network is shown in Figure 7. 
Figure 7. Squid 6S Local Fieldbus Network 
 
Due to the modularity and scalability of PLC ar-
chitectures, the solution presented in Figure 5.3 pro-
vides a robust framework for both operational and 
data collection configurations.  
5.2.2 Squid 12 Series Networking 
Due to the increased number of I/O for the 12S oper-
ational configuration, a scalable architecture is most 
important. A Distributed Control System (DCS) is 
proposed, incorporating a PLC at each main node of 
the array. This enables scaling from a 6 Squid 
450kW array (Fig. 6.1) to a 40 Squid 3MW array 
(Fig. 6.2), whilst maintaining independent control at 
each node. 
The interconnected network of PLCs allows for 
the control of each individual Squid unit inde-
pendently and as a part of an integrated system. 
PLCs based onshore are able to play a higher level 
supervisory role, overseeing the control of the entire 
WaveNET. A connected, communicating architec-
ture enables array-wide control strategies to be im-
plemented. 
6 DISCUSSION 
The cost and power constraints of the Squid 6S pose 
a limiting factor to the Squid 6S C&I system, how-
ever, increased hydraulic and electrical monitoring 
and controllability may quickly be recovered by op-
erations and maintenance cost savings. Further anal-
ysis using failure rate data may be conducted to veri-
fy potential cost savings, in order to avoid a 
“sledgehammer to crack a nut” scenario. More ex-
pensive monitoring methods, such as hydraulic par-
ticulate monitoring, may be conducted offline during 
scheduled maintenance using portable devices, if 
realtime process monitoring is not required. 
Employing a PLC based architecture provides the 
modularity and scalability required from the inte-
grated array. Using standardized off-the-shelf com-
ponents allows for rapid prototyping and the avoid-
ance of costs associated with developing custom 
hardware. A range of PLCs are available, from low 
to high processing capacity. This allows the same 
C&I architecture to be used on both the Squid 6S 
and 12S WECs. 
The proposed Squid 12S Distributed Control Sys-
tem provides a robust framework for the develop-
ment of control and protection strategies. Distributed 
pressure sensing and valve control enables ultra-fast 
response to leakage detection, isolating the effects of 
failure. 
Furthermore, as control in the DCS is decentral-
ised, the failure of the supervisory PLC will not re-
sult in the WaveNET’s failure to function. For each 
of the nodes is able to operate independently.  
Lastly, as stated in section 5.2.2, the DCS enables 
the implementation of array-wide control strategies, 
such as controlling the array as an integrated net-
work, rather than a series of individual units. One 
method of achieving array-wide control is by divid-
ing the array into separate, isolated hydraulic busses 
as illustrated on Figure 6.2, this allows the damping 
of multiple units to be controlled in unison. This is 
facilitated by the fast transmission speed of industri-
al Ethernet, which allows for real time synchroniza-
tion. 
6.1 Future Work 
The dynamic response of complex, interactive net-
works has long since been examined. Massoud 
(2000) describes national infrastructure as a dynamic 
network that is “vulnerable to cascading failures 
with wide spread consequences”. In adapting to fault 
situations, a system is characterized by three modes; 
Normal, Disturbance and Restorative. When a dis-
turbance occurs, the system undertakes restorative 
action to re-establish normal operation.  
Quattrociocchi (2014) discusses the implementa-
tion of smart control strategies in redundant net-
works. Rather than simply being robust to failure, 
resilient, self-healing networks are able to respond to 
failure events; for example, if a single link in the 
network fails, synchronization is restored through 
the activation of a redundant link. This strategy can 
be mimicked in the DCS. Upon the failure of a PLC, 
control of distributed I/Os can be re-routed to anoth-
er PLC nearby. By this method, the availability of 
the system can be increased. 
7 CONCLUSION 
A methodology has been described for developing 
the control and instrumentation system of an inte-
grated wave energy array with scalability, redundan-
cy, reliability and resilience to failure in mind. The 
same design principles and process can be applied to 
other wave energy devices or interconnected sys-
tems. 
The offshore renewable energy field presents a 
particularly challenging area of control and instru-
mentation. C&I systems must operate to a high de-
gree of reliability and safety, whilst achieving low 
cost. Oftentimes the value of quality data is much 
more than the installed cost of instrumentation, es-
pecially if this saves the asset from multiple faults or 
even destruction. 
There is no one size fits all C&I system; multiple 
factors must be optimised and priorities defined and 
carefully weighed out. Choosing a scalable network 
architecture from the beginning can save time and 
costs involved as the project increases in size. Main-
taining a scalable architecture allows the smooth in-
tegration of additional hardware whilst requiring 
minimal software changes. 
The C&I system must be reviewed and improved 
overtime. Reliability analysis and the collection of 
failure rate data will help to supplement design 
changes in the instrumentation system. In essence, 
though the C&I system provides the framework pre-
sented for collecting effective, quality data, the main 
challenge presented is the diligent assessment of 
outputs and implementing a control strategy that is 
resilient to failure.  
This paper will help to advance the understanding 
of control and instrumentation topologies for wave 
energy converters and arrays, in the contribution to-
wards developing best practice C&I design princi-
ples, and in deriving a list of proposed control and 
measurement variables, in addition to network archi-
tectures appropriate for the application. 
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