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Non-concave expected utility optimization with uncertain time
horizon: an application to participating life insurance contracts
Christian Dehm∗ Thai Nguyen† Mitja Stadje‡
Abstract
We examine an expected utility maximization problem with an uncertain time horizon, a clas-
sical example being a life insurance contract due at the time of death. Life insurance contracts
usually have an option-like form leading to a non-concave optimization problem. We consider
general utility functions and give necessary and sufficient optimality conditions, deriving a compu-
tationally tractable algorithm. A numerical study is done to illustrate our findings. Our analysis
suggests that the possible occurrence of a premature stopping leads to a reduced performance of
the optimal portfolio compared to a setting without time-horizon uncertainty.
1 Introduction and motivation
A classical expected utility maximization approach is the following Merton problem
max
pi∈Π(0,x0)
E [U(P piT )] ,
where the investment horizon T > 0 is given upfront, P piT is the terminal portfolio generated by an
admissible strategy pi ∈ Π(0, x0) starting with an initial investment x0, and U is a concave utility
function. Such a utility maximization problem in a continuous-time setting dates back to Merton [31].
The general solution for this problem is well-known, see e.g. Biagini [6] for a broad discussion. Merton’s
pioneering work has been extended in several directions e.g. by assuming more general structures
of preferences, by incorporating additional (possibly untradable) randomness to the underlying risk
processes, or by including a risk constraints to the optimization problem.
In this work, we consider an expected utility maximization problem with random time horizon
having a participating life insurance contract in mind, which concludes in the case that the policy-
holder dies before T . Many of the world’s largest financial institutions in terms of revenues are life
insurance companies, and these contracts have been extensively used in European and non-European
life insurance markets; see for instance [4, 5, 13, 24, 2, 23, 32, 39]. Typically, to buy a participating in-
surance policy, the policyholder pays a lump sum premium x upfront and the capital saved is invested
in a self-financing way, subject to annual interest, where the insurance company offers a (minimal)
guarantee. In positive economic developments, the policyholder receives a surplus, while in case of bad
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economic developments, the insurance company carries the loss. The risk of possible losses therefore
is completely covered by the insurer. Hence, a participating insurance contract may be regarded as an
option-type financial instrument, leading to a non-concave utility function; see e.g. Chen et al. [16],
Lin e al. [30], Nguyen and Stadje [33]. The literature on non-concave optimization with certain time
horizon is vast, see for instance Aumann and Perles [1], Carpenter [15], Ross [38], Reichlin [35], Dai et
al. [18], Larsen [29], Carassus and Pham [14], Dong and Zheng [22], Rieger [37], Basak and Makarov
[3], Chen et al. [16], Nguyen and Stadje [33] and Bichuch and Sturm [8].
Classically, an insurance policy covers a stochastic risk and ends with the death of the insured
person. In this case, the time point of the payment to the insured and therefore the maturity of the
investment of the insurance company is random. In the literature which considers uncertain investment
horizons, independence of time-horizon uncertainty from market developments is usually assumed. We
refer to the early work of Yaari [40], who looks at the investment problem of an individual with an
uncertain time of death in a simplified case with purely deterministic investment opportunities. The
latter work is extended to discrete-time settings with multiple risky assets by Hakansson [25, 26]. In
the work of Merton [31], the case of an investor retiring at an uncertain date is also addressed as
a special case, where the time horizon uncertainty is reflected by the first jump of an independent
Poisson process with constant intensity. Richard [36] solves in closed-form an optimal portfolio choice
problem with an uncertain time of death and the presence of life insurance. Blanchet et al. [11] and
Bouchard and Pham [12] consider concave utility maximization with general stopping times.
Note that a participating life insurance contract typically ends either when the policyholder dies or
in case of survival at a fixed pre-specified maturity. We take this feature into account in our analysis
of the optimal investment problem for non-concave target functions with a random time horizon. Our
work therefore combines two streams of literature: non-concave portfolio optimization and portfolio
optimization under time horizon uncertainty. More precisely, we extend the results in Reichlin [35] to
the setting with a random investment horizon and complement the results in Blanchet et al. [11] and
Bouchard and Pham [12] by allowing non-concave utility functions. The independence assumption
enables us to establish a hedging representation for the stopped portfolio process in the enlarged fil-
tration. We follow the general approach of concavificiation techniques as described in [37, 35] to deal
with non-concavity. To illustrate our finding, we carry out an numerical analysis which is challenging
because of the multiplier being a random process that depends on the random time. Our numerical
results confirm the intuition that an uncertain time horizon risk leads to a reduced performance (in
terms of certainty equivalent) of the optimal portfolio compared to a setting with a certain time-
horizon.
The remainder of the paper is organized as follows: First, we describe a specific complete financial
market setting and introduce the uncertain investment time in Section 2. We show a representation
theorem for progressive enlarged filtrations in Section 3. Section 4 introduces a concavification tech-
nique for general utility functions, which allows to prove an optimality and existence result for the
non-concave expected utility optimization with uncertain horizon. Section 5 gives characterizations
of the optimal solution in terms of Lagrange multipliers adapted to the financial market. In Section
6, we consider the case of power utility and derive optimal investment solutions and strategies. In
Section 7, we perform a numerical study to compare concave and non-concave optimization with and
without time-horizon uncertainty. Finally, we summarize our main results in Section 8.
2 The economy
Let [0, T ] with 0 < T <∞ be the maximal time span of the economy.
2
2.1 The Financial market
For the market setup, the n-dimensional random process W is the driver of the stock prizes S modelled
as geometric Brownian motion, i.e.,
dSit
Sit
= µitdt+
n∑
j=1
σi,jt dW
j
t , i = 1, . . . , n,
where the superscript i denotes the i-th entry of the corresponding vector or (i, j) the entry in the
i-th row and j-th colomn of a matrix and we use the subscript t to denote the time index t. We use
the notation µ = (µi)1≤i≤n and σ = (σi,j)1≤i,j≤n for the corresponding vector or matrix, respectively.
Additionally to these risky assets, we consider a bond B, given by dBt = Btrtdt, where r denotes the
(deterministic) interest rate. The information in the market is captured by the augmented filtration
F = (Ft)t≥0 generated by the Brownian motion, satisfying the usual conditions and F0 is trivial. We
assume that the coefficients µ, r ≥ 0 are bounded and deterministic and the volatility σ is bounded,
deterministic, invertible with bounded inverse σ−1.
In this arbitrage-free financial market, there exists a unique equivalent martingale measure Q with
Radon-Nikodym density M as the solution of dMt = −MtθtdWt, where θt := σ−1t (µt − rt1). Further
we define Ht := exp
(
− ∫ t0 rsds)Mt. By Itoˆ’s formula
dHt =−Htrtdt−HtθtdWt, (2.1)
and
Ht = exp
(
−
∫ t
0
(rs +
1
2
θTs θs)ds−
∫ t
0
θsdWs
)
. (2.2)
We consider the economy in the usual frictionless setting, where stocks and bond are infinitely divisible
and there are no market frictions, no transaction costs etc.
2.2 The stopping time
Additional to the financial market setting, we consider a random time-horizon τ , where τ is a positive
discrete random variable independent of F. In particular, τ is not an F-stopping time. The presence
of time horizon randomness induces additional uncertainty into the economy. Since τ has a discrete
distribution, we can take time points 0 ≤ T1 < T2 < · · · < Tn < T and probabilities 0 < pi < 1 with∑n
i=1 pi < 1 such that
P (τ = Ti) = pi, 1 ≤ i ≤ n and P (τ = T ) = 1−
n∑
i=1
pi > 0.
If P(τ = T ) = 0, we simply redefine T to be equal to Tn.
Let Fτ = (Fτt )0≤t≤T with Fτt being the σ-algebra generated by (1τ≤s)0≤s≤t. We consider G = F∨Fτ
to be the progressive enlargement of the filtration F with random time τ , i.e., Gt = Ft∨Fτt for all t ≥ 0.
The filtration G is the smallest (right-continuous) filtration containing F such that τ is a G-stopping
time (see e.g. Bielecki and Rutkowski, [9], Chapter 5 or Pham, [34]).
By Bielecki and Rutkowski, [9] we know that for any Gt-measurable random variable Y , there
exists an Ft-measurable random variable Y˜ such that 1τ>tY = 1τ>tY˜ . This fact is noted as ”the
filtration G coincides with F before τ” in Jeanblanc and Le Cam [27] (see also Dellacherie and Meyer
[21]).
3
2.3 Admissible strategy
We consider an investor putting the amount piis in each risky asset at time 0 ≤ s ≤ T . By considering
a self-financing portfolio, the amount Ps −
∑n
i=1 pi
i
s is invested in the bond. We use the notation
(P t,pi,xs , t ≤ s ≤ T ) for the wealth process at time s, developed from an initial capital P pit := P t,pi,xt = x
at time t under a self-financing strategy pi where pii denotes the amount invested in asset i. Then
P t,pi,xs evolves according to the stochastic differential equation
dP t,pi,xs = P
t,pi,x
s rsds+ pis [(µs − 1rs)ds+ σsdWs] . (2.3)
We call a portfolio (pit, 0 ≤ t ≤ T ) admissible, if pi is progressively measurable w.r.t. G, locally
square-integrable, i.e.,
∑n
i=1
∫ T
0 (pi
i
s)
2ds < ∞ a.s., the associated wealth process is non-negative and
(HsP
t,pi,x
s )s is a square-integrable martingale. By Girsanov’s theorem as long as pi is locally square-
integrable (HsP
t,pi,x
s )s is always a local martingale. For the set of admissible portfolios with initial
capital x at time t, we use the notation
Π(t, x) :=
{
pis : t ≤ s ≤ T, P t,pi,xt = x, pi is admissible and P t,pi,xs ≥ 0
}
. (2.4)
2.4 Background
We suppose that the payoff of the participating life insurance contract has the form α(x − B)+ + K
where K is the guarantee, x is the terminal value of the portfolio due to the returns in the financial
markets, α is the participation rate and B is the threshold from which the participations rate kicks
in, see [16, 33, 2, 4, 5, 13, 23, 32, 39]. If u is a concave utility function we overall get a non-concave
utility function
U(x) := u(α(x−B)+ +K).
Hence, in the sequel we consider a general not necessarily concave utility function U : (0,∞) → R
with U(∞) := limx→∞ U(x) > 0, which is non-constant, increasing, upper-semicontinuous with the
growth condition
lim
x→∞
U(x)
x
= 0. (2.5)
We set U(x) = −∞ for x < 0 to avoid ambiguity and define U(0) := limx↘0 U(x), U(∞) :=
limx→∞ U(x). We note that we do not assume that U is concave, continuous or strictly increas-
ing. The assumption U(∞) > 0 is harmless as long as U(0) > −∞, since adding constants does not
change preferences. In a concave setting, Equation (2.5) is equivalent to U ′(∞) = 0, which is part of
the Inada condition.
We note that Equation (2.5) and the assumption U(∞) > 0 imply that there exists a concave function
U¯ : R → R ∪ {−∞} that dominates U , i.e., U¯ ≥ U . The concave envelope Uc of U is the smallest
concave function Uc : R→ R ∪ {−∞} that dominates U , i.e., Uc(x) ≥ U(x) for all x ∈ R. Formally,
Uc := min{f : f concave, f(x) ≥ U(x) for all x ∈ R}.
Lemma 2.1 (Reichlin [35]) The concave envelope Uc of U is finite, continuous on (0,∞) and sat-
isfies Equation (2.5). The set {U < Uc} := {x ∈ (0,∞) : U(x) < Uc(x)} is open and its (countable)
connected components are bounded (open) intervals. Moreover, Uc is locally affine on the set {U < Uc},
in the sense that it is locally affine on each of the above intervals.
4
2.5 Optimization problem
In our complete financial market setup, we consider the problem
Vτ (x, U) = sup
pi∈Π(0,x)
E [U(P piτ∧T )] , (2.6)
for suitable portfolios (see Equation (2.4)) in
Π(t, x) =
{
pis : t ≤ s ≤ T, P t,pi,xt = x, pi is admissible
}
.
From now on, we omit the superscript pi in case of no ambiguity. We define P˜t := Pt exp
(
− ∫ t0 rsds)
as the discounted portfolio process and
C(x) :=
{
Pτ∧T : Pτ∧T is a non-negative Gτ∧T -measurable random variable with
Hτ∧TPτ∧T square-integrable.
(2.7)
Definition 2.2 We call P ∗τ∧T optimal, if E [U(P ∗τ∧T )] = V (x, U). In this case, P ∗τ∧T is a maximizer
of V (x, U).
3 Hedging in uncertain time horizon
In this section we discuss how hedging is possible in the enlarged filtration G (see also Dellacherie and
Meyer [21]).
Theorem 3.1 Let T be a fixed positive time and let Ft be the augmented filtration generated by the d-
dimensional Brownian motion W (t) (0 ≤ t ≤ T ). Let M be a square-integrabel G-adapted martingale.
Then there exists (ξu) ∈ L2(dP× ds, (Fu)0≤u≤T ) such that Mτ∧t = M0 +
∫ τ∧t
0 ξudWu, 0 ≤ t < T .
A proof can be found in the appendix.
Corollary 3.2 1. For Pτ∧T ∈ C(x), we can find pi ∈ Π(0, x) such that P˜τ∧T = P˜ piτ∧T =: x +∫ τ∧T
0 σspisdW
Q
s . Furthermore t → P (pi)t and t → P˜ (pi)t can be extended as stochastic integrals to
[0, T ] as F-adapted processes.
2. Let pi ∈ Π(0, x), then P˜ piτ∧T := x+
∫ τ∧T
0 σspisdW
Q
s ∈ C(x).
Remark 3.3 Using this result, we conclude that
Vτ (x, U) = sup
pi∈Π(0,x)
E [U(P piτ∧T )] = sup
P∈C(x)
E [U(P )] .
Proof. We prove the two parts of the corollary separately.
1. Let P ∈ C(x). Then P is non-negative. We consider the process Hτ∧tPτ∧t := EQ [Hτ∧TP |Gτ∧t],
which is by assumption a square-integrable martingale. In particular, it holds that EQ
[
P˜τ∧T
]
≤
x. By Theorem 3.1, we can find an F-adapted (and square-integrable) process (ξt)0≤t≤T such
that
Hτ∧tPτ∧t = P0 +
∫ τ∧t
0
ξsdWs, a.s.
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Strictly speaking Pt and P˜t might only be defined up to T ∧ τ . However, we can define for
0 ≤ t ≤ T :
HtPt = P0 +
∫ t
0
ξudWu.
We extend then also P˜t = e
−rtPt for 0 ≤ t ≤ T . Itoˆ’s Lemma and Girsanov’s theorem give
P˜τ∧t = P0 +
∫ τ∧t
0
pisσsdW
Q
s .
with pit :=
ξtσ
−1
t
Ht
+ Ptθtσ
−1
t for 0 ≤ t ≤ T . Note that (pit)0≤t≤T is F-adapted and locally
square-integrable.
2. Conversely, let pi ∈ Π(0, x) and denote the corresponding wealth process by P . Setting P˜t =
e−rtPt we note that P˜τ∧T = x+
∫ τ∧T
0 pisσsdW
Q
s . We observe that this process is a non-negative
local martingale under Q and thus a Q-supermartingale, i.e., EQ
[
P˜τ∧T
]
≤ x. Clearly, by the
definition of Π(0, x), we also have that Hτ∧TPτ∧T is square-integrable. 2
Remark 3.4 We note that due to the independence of Ht and τ
EQ
[
P˜τ∧T
]
= E [Hτ∧TPτ∧T ] = E
[
n∑
i=1
piHTiPTi +
(
1−
n∑
i=1
pi
)
HTPT
]
≤ x.
4 General non-concave utility with uncertain investment horizon
4.1 Preliminaries
Here, we recall important concepts, which are helpful in proving our results in the next section. In
Kramkov and Schachermayer [28], the concept of asymptotic elasticity (AE) is introduced and it is
essentially shown that an upper bound of AE(U) is necessary and sufficient to ensure the existence
of an optimizer. This condition can be formulated in terms of the Fenchel-Legendre transform of
U defined by J(y) := supx>0{U(x) − xy} (see Deelstra et al. [19]). In the following, we assume
E [J(λHτ∧T )] <∞ for all λ > 0 and we define
AE(J) := lim sup
y→0
sup
q∈∂J(y)
|q|y
J(y)
.
By Deelstra et al. [19], we know the following connection between AE(J) and AE(U): If the
function U is strictly concave, we have J ′ = −(U ′)−1, and the conditions U ′(∞) = 0 and J ′(0) = −∞
are equivalent. The conditions AE(U) < 1 and AE(J) < ∞ are equivalent under the condition
U ′(∞) = 0.
To exclude trivial cases, it is necessary to assume that Vτ (x, U) < ∞ for some x > 0. However,
even in the case of a concave utility, this is not sufficient to guarantee the existence of a maximizer (see
Chapter 5 in Kramkov and Schachermayer [28] or Chapter 5 in Biagini and Guasoni [7]). By a slight
modification of Lemma 3.2 in Reichlin [35], one may see that under the assumption that AE(J) <∞,
AE(U) < 1 is equivalent to Vτ (x, U) <∞ for some x > 0. Later in Theorem 4.4, we will actually show
that Vτ (x, U) = Vτ (x, Uc). Here, we see that under the assumption that AE(J) <∞ and AE(U) < 1,
these expressions are finite.
6
4.2 Concavification with uncertain time horizon
In this section, we generalize Theorem 5.1 and Proposition 5.3 of Reichlin [35] to our setting of a
random investment horizon.
Theorem 4.1 For any Ft-measurable Pt with E [HtPt] ≤ x for fixed 0 ≤ t ≤ T with P (τ = t) > 0,
there exists an Ft-measurable P ∗t with E [HtP ∗t ] ≤ x such that {P ∗t ∈ {U < Uc}} = ∅. In other words,
P ∗t ∈ {U = Uc} P− a.s for 0 ≤ t ≤ T with P (τ = t) > 0. Moreover, it holds that
E [U(P ∗t )] = E [Uc(P ∗t )] = E [Uc(Pt)] ≥ E [U(Pt)] .
In particular, for any Pτ∧T ∈ C(x), there exists P ∗τ∧T ∈ C(x) with P ∗τ∧T ∈ {U = Uc} P − a.s and we
have
E [U(P ∗τ∧T )] = E [Uc(P ∗τ∧T )] = E [Uc(Pτ∧T )] ≥ E [U(Pτ∧T )] .
Proof. One can show analogously to Reichlin [35] that there exists an Ft-measurable P ∗t taking
values in U = U c with E[HtP ∗t ] ≤ E[HtPt] ≤ x and
E [Uc(P ∗t )] = E [Uc(Pt)] , for 0 ≤ t ≤ T. (4.1)
In particular,
EQ
[
P˜ ∗τ∧T
]
=
n∑
j=1
pjE
[
HTjP
∗
Tj
]
≤ x.
Now Pτ∧T ∈ C(x) by Corollary 3.2 corresponds to a process (Pt)0≤t≤T stopped at time τ ∧ T . Hence,
E [Uc(P ∗τ∧T )] =
n∑
j=1
∑
i
E
[
Uc(P
∗
Tj )
]
pj +
1− n∑
j=1
pj
∑
i
E [Uc(P ∗T )]
=
n∑
j=1
∑
i
E
[
Uc(PTj )
]
pj +
1− n∑
j=1
pj
∑
i
E [Uc(PT )] = E [Uc(Pτ∧T )] . (4.2)
2
Lemma 4.2 In the setting of the lemma above, it holds for a portfolio process (Pt)0≤t≤T that:
If Pt ∈ {U < Uc} for some t ∈ {T1, . . . , Tn, T} with pt 6= 0, then
E [U(Pτ∧T )] < E
[
U(P
(1)
τ∧T )
]
for some P
(1)
τ∧T ∈ C(x).
Proof. Let Pt ∈ {U < Uc}. By the Lemma above, we can find (P ∗t ) with the property P ∗t ∈ {U =
Uc} or equivalently E [U (P ∗t )] = E [Uc (P ∗t )]. Now, due to Pt ∈ {U < Uc} and pt 6= 0, we obtain by
Equation (4.2)
E [U (P ∗τ∧T )] = E [Uc (P ∗τ∧T )] ≥ E [Uc (Pτ∧T )] > E [U (Pτ∧T )] ,
which is the asserted inequality. Hence, we can choose P
(1)
τ∧T := P
∗
τ∧T . 2
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Remark 4.3 From Lemma 4.2, we see that the optimal solution has the property that P optt ∈ {U = Uc}
for all t ∈ {T1, . . . , Tn, T} with pt 6= 0. This means that the optimal solution does not take values in
the non-concave part of the utility function at the (possible) times to stop (if this time has non-zero
probability).
Theorem 4.4 It holds that
Vτ (x, U) = Vτ (x, Uc) for all x > 0. (4.3)
Every maximizer of the problem Vτ (x, U) also maximizes the concavified problem Vτ (x, Uc). The prob-
lem Vτ (x, U) admits a maximizer if and only if the concavified problem Vτ (x, Uc) admits a maximizer.
Proof. By definition, U ≤ Uc. Therefore the inequality Vτ (x, U) ≤ Vτ (x, Uc) is obvious. For the
other inequality, we choose a maximizing sequence (Pn)n∈N with
lim
n→∞E [Uc (Pn)] = suppi∈Π(0,x)
E [Uc(P pi)] = Vτ (x, Uc).
Now, using Theorem 4.1, we can find (P ∗n)n∈N such that
E [Uc(Pn)] = E [Uc(P ∗n)] = E [U(P ∗n)] ≤ sup
P∈C(x)
E [U(P )] = Vτ (x, U),
which shows the other inequality.
For the second part, we first take Pτ∧T to be a maximizer of Vτ (x, U). Then we have
Vτ (x, U) = E [U(Pτ∧T )] ≤ E [Uc(Pτ∧T )] ≤ Vτ (x, Uc) = Vτ (x, U).
Conversely, assume that Pτ∧T is the maximizer of Vτ (x, Uc). By Theorem 4.1, we can find P ∗τ∧T such
that E [U(P ∗τ∧T )] = E [Uc(P ∗τ∧T )] = E [Uc(Pτ∧T )]. Thus, we obtain
Vτ (x, U) = Vτ (x, Uc) = E [Uc(Pτ∧T )] = E [Uc(P ∗τ∧T )] = E [U(P ∗τ∧T )] .
2
5 Non-concave utility optimization with uncertain horizon
The aim of this chapter is to generalize results with time horizon uncertainty (see for instance Theorem
2 in Blanchet et al. [11]) to the case of non-concave optimization. We consider a special choice of
a non-concave objective function, e.g., a payoff function which has an option-type form. We define
u : R→ R for given K > 0 and B > 0 by
u(x) =
{
U(α(x−B)+ +K) for x ≥ 0,
−∞ else, (5.1)
where U is concave, strictly increasing and at least twice differentiable. Recall that such a payoff
structure arises for participating contracts with guarantees, where α is the participation rate, K is the
guarantee and B is the threshold for the participation, see [16, 33, 2, 23, 32, 39, 22]. However, this
function u could also be understood as a managerial compensation with a fixed payment K > 0 and
a call option on the firm x with strike B, see Carpenter [15]. The concave envelope u˜ : R→ R is then
given by
u˜(x) :=

−∞ for x < 0,
u(0) + u′(xˆ(B))x for 0 ≤ x ≤ xˆ(B),
u(x) for x > xˆ(B),
(5.2)
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where xˆ(B) := min{x > 0 : u(x) = u˜(x)}. Then u˜ dominates u with equality for x = 0 and x ≥ xˆ(B)
(for fixed B > 0). We say that m ∈ R is in the subdifferential of u˜ (also denoted by u˜′), if it holds
that for every x, y ≥ 0
u˜(y)− u˜(x) ≤ m(y − x). (5.3)
The function u˜ is not differentiable. Nevertheless, the subdifferential u˜′ may be identified with the
set-valued function
u˜′(x) :=

[u′(xˆ(B)),∞) for x = 0,
{u′(xˆ(B))} for 0 < x ≤ xˆ(B),
{u′(x)} for x > xˆ(B).
(5.4)
Now, we are able to define the function i : (0,∞)→ [0,∞) by
i(y) :=
[
1
α
(
I
( y
α
)
−K
)
+B
]
1{y≤u′(xˆ(B))}. (5.5)
We note that i is the generalized inverse function of u˜′ in the sense that
y ∈ u˜′(i(y)) for all B > 0. (5.6)
The objective function is given by
J(x) = sup
pi∈Π(0,x)
E [u(P piτ∧T )] , (5.7)
under the budget constraint E [Hτ∧TPτ∧T ] ≤ x, which is a non-concave optimization problem.
Theorem 5.1 We consider i(x) as the inverse of u˜(x) (in the sense of Equation (5.6)). If there exists
a deterministic function ν with i(ν0) = x such that the process (Hti(νtHt))t≥0 is a martingale, then
the wealth process P ? defined by P ?t = i(νtHt) is optimal.
Proof. The proof is similar as in Blanchet et al. [11]. 2
The following optimality and existence result is the main theorem of this section generalizing
results by Blanchet et al. [11] to non-concave settings. We need the following assumption.
Assumption 1 We assume that E
[
maxi |u(P ?Ti)|
]
< ∞ and E [u˜′− ((1− δ)P ?Ti)P ?Ti] < ∞ for some
δ > 0 for i = 1, . . . , n, and
E
[
max
i
(
P ∗Ti
HTi
)
∫ T
0
H2spi
2
sσ
2
sds
]
<∞.
Let (νTj )j be a sequence of FTj -measurable random variables.
Condition 1 We state the following properties:
(i) the process (HtPt, t ≥ 0) is a square-integrable martingale adapted to F and PTj = i(νTjHTj )
for j = {1, . . . , n+ 1} with Tn+1 := T .
(ii) the random variable
∑n
i=1 piνTi + (1−
∑n
i=1 pi)νT is constant.
Theorem 5.2 Under Assumption 1 it holds that:
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1. If the problem (5.7) admits a solution P ?, then P ?t = i(νtHt) for t ∈ {T1, . . . , Tn, T}, for an
F-adapted process ν which satisfies (i) and (ii) in Condition 1.
2. If there exists an F-adapted process ν such that (i) and (ii) in Condition 1 hold, then Pt = i(νtHt)
is an optimal solution of problem (5.7) (t ∈ {T1, . . . , Tn, T}).
Proof. We note P is optimal for u˜ as well as for u by Theorem 4.4.
1. Let t ∈ {T1, . . . , Tn, T}. Choose νt = H−1t u˜′(P ?t ) where at 0 we identify u′ with its right-hand
side derivative. Then it holds P ?t = i(νtHt) for t ∈ {T1, . . . , Tn, T} by Lemma 4.2. Moreover,
(Hti(νtHt))t≥0 is an F-measurable square-integrable martingale since it coincides with the wealth
process HP ? for t ∈ {T1, . . . , Tn, T}.
Now, let Y be another wealth process not a.s. equal to P ?, i.e., a non-negative process such
that (HtYt, t ≥ 0) is a square-integrable martingale with the same initial wealth x. We define
for 0 ≤ ε ≤ 1 the functions Φ and χ by Φ(ε) := E [χ(ε, ω)] and
χ(ε, ω) :=
n∑
i=1
u˜
(
εP ?Ti + (1− ε)YTi
)
pi +
(
1−
n∑
i=1
pi
)
u˜ (εP ?T + (1− ε)YT ) .
We note that χ is differentiable w.r.t. ε where we identify the derivatives at the boundary points
with the left-hand or right-hand sides derivatives, respectively. Moreover, it holds (for some
k > 0 by Lemma 2.10 of Reichlin [35]) that
E [|χ(ε, ω)|] ≤ E
[
max
t∈T1,...,Tn,T
|u˜(P ∗t )|
]
≤ E
[
max
t∈T1,...,Tn,T
k|u(P ?t )|
]
<∞.
It is worth noting that for ε > 1− δ we have (1− δ)P ?Ti < εP ?Ti + (1− ε)YTi . We calculate
|χ′(ε, ω)| ≤
n∑
i=1
pi
∣∣u˜′ ((1− δ)P ?Ti)∣∣P ?Ti +
(
1−
n∑
i=1
pi
)∣∣u˜′ ((1− δ)P ?T )∣∣P ?T
≤ max
t∈T1,...,Tn,T
∣∣u˜′ ((1− δ)P ?t )∣∣P ?t .
Under Assumption 1 we obtain with Dominated Convergence
Φ′(ε) =E
[ n∑
i=1
u˜′
(
εP ?Ti + (1− ε)YTi
) (
P ?Ti − YTi
)
pi
+
(
1−
n∑
i=1
pi
)
u˜′ (εP ?T + (1− ε)YT ) (P ?T − YT )
]
.
We know that the function Φ attains its maximum at ε = 1, since P ?t is the optimal solution (as
shown in Theorem 5.1). Hence,
0 ≤ Φ′(1).
Thus,
0 ≤ E
[ n∑
i=1
u˜′
(
P ?Ti
)
H−1Ti pi
(
HTiP
?
Ti −HTiYTi
)
+
(
1−
n∑
i=1
pi
)
u˜′ (P ?T )H
−1
T (HTP
?
T −HTYT )
]
.
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We consider Ct := (P
?
t − Yt)Ht and Dt :=
∫ t
0 u˜
′ (P ?s )H−1s µ(ds) with µ(ds) = pi1s=Ti . Now,
integration by parts yields∫ T
0
CtdDt = [CtDt]
T
t=0 −
∫ T
0
DtdCt − 〈C,D〉T = CTDT −
∫ T
0
DtdCt.
We note that the last integral has expectation zero, since (Ct)0≤t≤T is a square-integrable mar-
tingale. This means
E
[
n∑
i=1
u˜′
(
P ?Ti
)
H−1Ti pi
(
HTiP
?
Ti −HTiYTi
)]
= E
[
(P ?T − YT )HT
n∑
i=1
u˜′
(
P ?Ti
)
H−1Ti pi
]
.
In total, we have
0 ≤ E
[
HT (P
?
T − YT )
(
n∑
i=1
u˜′
(
P ?Ti
)
H−1Ti pi +
(
1−
n∑
i=1
pi
)
H−1T u˜
′ (P ?T )
)]
. (5.8)
We note that this equality holds for any admissible YT . Define
Z :=
n∑
i=1
u˜′
(
P ?Ti
)
H−1Ti pi +
(
1−
n∑
i=1
pi
)
H−1T u˜
′ (P ?T ) .
Then Equation (5.8) means that E
[
HT YˆTZ
]
≥ 0 for any YˆT ≤ P ∗T such that E
[
HT YˆT
]
= 0
and YˆTHT is square-integrable. In other words, E
[
ˆ˜YTZ
]
≥ 0 for any square-integrable ˆ˜YT being
FT -measurable such that E
[
ˆ˜YT
]
= 0 and ˆ˜Y ≤ P ∗THT . Multiplying ˆ˜YT with a positive constant,
we see that
E
[
Y˜ Z
]
≥ 0 (5.9)
for all square-integrable Y˜ such that E[Y˜ ] = 0, Y˜ ≤ 0 on P ∗THT ≤ δ for a δ > 0, and Y˜ bounded
from above else. (5.9) implies
E[Y˜ Z˜] ≥ 0 with Z˜ := Z − E[Z]. (5.10)
Let us now show that from (5.10) it follows that Z defined above is constant. If Z˜ ≥ 0 a.s. or
Z˜ ≤ 0 a.s. this follows immediately since E[Z˜] = 0. So assume that Z˜ takes positive and negative
values with strictly positive probability. Suppose then first that P{P ∗THT > δ, Z˜ ≤ 0} > 0 for
some constant δ > 0. Define Y˜ = −a1Z˜>0 + b1Z˜≤0,P ∗THT>δ with a, b > 0, chosen such that
E[Y˜ ] = 0 which is possible as by assumption P[P ∗THT > δ, Z˜ ≤ 0] > 0. Then Y˜ ≤ 0 on
P ∗THT ≤ δ and Y˜ is bounded from above. Hence, denoting by Z˜+ and Z˜− the positive and
negative parts of Z˜, respectively, (5.10) entails
0 ≤ E[Y˜ Z˜] = −aE[Z˜+]− bE[Z˜−1P ∗THT>δ]
Thus, Z˜+ = 0 a.s. Since E[Z˜] = 0 this implies that Z˜ = 0 a.s. From the definition of Z˜ we can
conclude then that Z is constant.
Next suppose that for every δ > 0, P[P ∗THT > δ, Z˜ ≤ 0] = 0, i.e., up to a zero-set {Z˜ ≤ 0} ⊂
{P ∗THT ≤ δ}. By the budget constraint we must have then for a δ > 0 small enough that
P[{Z˜ > 0} ∩ {P ∗THT > δ}] > 0. (5.11)
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Consider the continuous function
f(c) = E
[
−1c<Z˜<∞ + 10<Z˜≤c,P ∗THT>δ
]
=: E[−1B + 1A],
with c ≥ 0. Note that if B is a zero set, then Z˜ ≤ c a.s. and it follows then from (5.11) that A
can not be a zero set. Hence, we always have that P(A) + P(B) > 0.
Clearly, f(0) < 0 and limc→+∞ f(c) > 0. Hence, there exists c¯ > 0 with f(c¯) = 0. Let
Y¯ := 1A − 1B.
Then E[Y¯ ] = 0 and Y¯ is bounded from above and satisfies
Y¯ ≤ 0 on P ∗THT ≤ δ.
Thus, by (5.10)
0 ≤ E[Y¯ Z˜] = E[Z˜1A]− E[Z˜1B] < 0 (5.12)
where the strict inequality holds since Z˜(ω) < Z˜(ω′) for every ω ∈ A and ω′ ∈ B and A and B
have the same measure. Equation (5.12) is a contradiction. Hence, by the first part of the proof
Z˜ = 0 a.s. and therefore Z = Z˜ − E[Z˜] is constant.
To obtain the representation of Z as stated in condition (ii), we recall our definition νt =
H−1t u˜′(P ?t ) (for t ∈ {T1, . . . , Tn, T}) from the very beginning of this proof.
2. Let νt be an adapted process such that conditions (i) and (ii) in Condition 1 hold. Let P
?
t =
i(νtHt) for t ∈ {T1, . . . , Tn, T}, which is a wealth process by condition (i). Furthermore, let Y
be another wealth process not a.s. equal to P ?. Then we consider as in the proof of Theorem
5.1
E [u(Yτ∧T )− u(P ?τ∧T )]
≤E [u˜(Yτ∧T )− u˜(P ?τ∧T )]
≤E
[
n∑
i=1
piνTi(YTi − P ?Ti)HTi
]
+
(
1−
n∑
i=1
pi
)
E [(YT − P ?T )νTHT ] ,
where we used in the last equation that by definition νTiHTi is an element of the subgradient of
u˜(P ∗Ti). Similar to the first part of this proof
E
[
n∑
i=1
piνTi(YTi − P ?Ti)HTi
]
= E
[
(YT − P ?T )HT
n∑
i=1
piνTi
]
by integration by parts. Overall, we have
E
[ n∑
i=1
piνTi(YTi − P ?Ti)HTi
]
+
(
1−
n∑
i=1
pi
)
E [(YT − P ?T )νTHT ]
= E
[
HT (YT − P ?T )
(
n∑
i=1
piνTi +
(
1−
n∑
i=1
pi
)
H−1T νTHT
)]
= 0,
where the last factor is constant by condition (ii). We obtain the last equality since HT (YT −P ?T )
is a martingale. Therefore P ?t = i(νtHt) is optimal for t ∈ {T1, . . . , Tn, T}. 2
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Corollary 5.3 In Condition 1, (ii) is equivalent to:
(iii) The random variable
∑n
i=k piνTi + (1−
∑n
i=k pi)νT is FTk-measurable for every k = 1, . . . , n− 1.
Proof. Clearly (iii) ⇒ (ii). Let us now show the other direction. From the proof of Theorem 5.2 we
can actually see that there exists a function, say f , such that νt = f(t, Pt, Ht) a.s. Now on τ > Tk
the corollary can be seen as in the proof of Theorem 5.2 by considering conditional expectations
instead of classical expectations, using that PTk ∈ {U = U c}, that τ is independent of S and that
problem (2.6) is time consistent. Hence, A =
∑n
i=k+1 piνTi + (1 −
∑n
i=k+1 pi)νT can be written as
A = g((Hs)0≤s≤Tk) on τ > Tk for a suitable function g. Since H is independent of τ we must have
then that A = g((Hs)0≤s≤Tk) on τ ≤ Tk as well. In particular A is FTk -measurable. 2
Corollary 5.4 The optimal solution P opt admits the representation P opts = i(νsHs) for s ∈ {T1, . . . , Tn, T}.
Remark 5.5 This result generalizes the representation P ?τ∧T = i(ντ∧THτ∧T ) of the optimal solution
to a non-concave setup (generalizing also parts of Bouchard and Pham [12]). Moreover, taking the
special choice of τ = T P− a.s. we obtain the non-concave optimization discussed in Carpenter [15].
Remark 5.6 The theorem does not hold if T1 = 0. For instance, if x is too small at time 0, it is not
in the image of u˜′ and the representation P opt0 = i(ν0H0) does not hold.
6 Examples
6.1 Preparations
We will provide a representation of the optimal solution in the form Pt = I(νtHt) in the concave case
and in the non-concave case (t ∈ {T1, . . . , Tn, T}), where we are able to calculate the corresponding
function νt. For this, we have to do some preparations.
Lemma 6.1 Let q ∈ R. It holds (for 0 ≤ t ≤ T ) that
E
[
HqT |Ft
]
= E
[(
HT
Ht
)q ∣∣∣∣Ft]Hqt = f(q, t, T ) Hqt , (6.1)
with f given by f(q, t, T ) := exp
(
−q ∫ Tt (rs + 12θ2s)ds+ q2 ∫ Tt θ2s2 ds).
We note that the above defined function f has the property:
f(q, 0, T )
f(q, t1, T )
= f(q, 0, t1) or equivalently f(q, 0, T ) = f(q, 0, t1) · f(q, t1, T ),
since the parameters are the boundaries of the integrals. The next result provides a slight generaliza-
tion:
Lemma 6.2 Let q ∈ R, 0 ≤ t < T and let νT be Ft-measurable. Then it holds that
E
[
HqT1νTHT≤u′(xˆ(B))|Ft
]
= E
[(
HT
Ht
)q
1νTHT≤u′(xˆ(B))
∣∣Ft]Hqt = g(q, t, T ) Hqt , (6.2)
with g given by g(q, t, T ) := f(q, t, T ) · Φ (d1), where Φ denotes the cumulative distribution function
of the standard normal distribution, d1(q, t, T,Wt) = −a(q,T )−(Wt−(T−t)qθ)√T−t where a(q, T ) is chosen such
that νTHT ≤ u′(xˆ(B)) if and only if WT ≥ a(q, T ), meaning that a(q, T ) = − log(u
′(xˆ(B)))−log(νT )+q(r+ 12 θ2)T
qθ .
To allow Equation (6.2) to hold for 0 ≤ t ≤ T , we define g(q, T, T ) := 1νTHT≤u′(xˆ(B)).
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6.2 Concave optimization with power utility
We start with a Merton-type problem:
Vτ (x, U) = sup
Pτ∧T∈C(x)
E [U(Pτ∧T )] ,
where U is a strictly concave utility function and C(x) as in Equation (2.7) is given by
C(x) :=
{
Pτ∧T : Pτ∧T is a non-negative Gτ∧T -measurable random variable with
Hτ∧TPτ∧T square-integrable.
We consider for 0 ≤ τ < T a discrete random variable, i.e., there are times T0 := 0 < T1 < T2 < · · · <
Tn < T and probabilities 0 < pi < 1 for 1 ≤ i ≤ n with
∑n
i=1 pi < 1 such that
P (τ = Ti) = pi, 0 ≤ i ≤ n and P (τ = T ) = 1−
n∑
i=0
pi.
Let θ and r be constant and we choose power utility, i.e.,
U(x) :=
x1−γ
1− γ for γ > 0, γ 6= 1.
Using a Lagrangian approach, we find that the optimal solution is given by
P ?τ∧T = I (ντ∧THτ∧T ) = (ντ∧THτ∧T )
− 1
γ ,
where ντ∧T is (deterministically) chosen such that the martingale condition is fulfilled, see Theorem
5.1. This means
E [Hτ∧TPτ∧T ] =
n∑
i=1
ν
− 1
γ
Ti
E
[
H
γ−1
γ
Ti
]
pi + ν
− 1
γ
T E
[
H
γ−1
γ
T
](
1−
n∑
i=1
pi
)
=
n∑
i=1
ν
− 1
γ
Ti
f
(
γ − 1
γ
, 0, Ti
)
pi + ν
− 1
γ
T f
(
γ − 1
γ
, 0, T
)(
1−
n∑
i=1
pi
)
= x, (6.3)
where we used Lemma 6.1. Since the stopped process is a martingale, we obtain (0 ≤ s ≤ T )
Hτ∧sPτ∧s = E
[
Hτ∧TPτ∧T
∣∣Fτ∧s] .
We distinguish the following cases:
1. s = Tn < T : We calculate
Hτ∧sPτ∧s = HT0PT01τ=T0 + · · ·+HTnPTn1τ=Tn +HTnPTn1τ>Tn
= E [Hτ∧TPτ∧T |FTn∧τ ]
= HT0PT01τ=T0 + · · ·+HTnPTn1τ=Tn + f
(
γ − 1
γ
, Tn, T
)
H
γ−1
γ
Tn
ν
− 1
γ
T 1τ>Tn .
This means for τ > Tn
PTn = f
(
γ − 1
γ
, Tn, T
)
H
− 1
γ
Tn
ν
− 1
γ
T .
Since Ps = I(νsHs), we obtain (for τ > Tn)
ν
− 1
γ
Tn
= f
(
γ − 1
γ
, Tn, T
)
ν
− 1
γ
T . (6.4)
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2. Consider s = Tj for 0 ≤ j < n: We use an induction decreasing in j to show that Equation (6.5)
holds for j ∈ {0, 1, . . . , n}. For j = n this is exactly the first case (above). Now, suppose that
the equation holds for j + 1, j + 2, . . . , n beginning by a fixed (but arbitrary) 0 ≤ j < n. Our
aim is to show that for this arbitrary j
ν
− 1
γ
Tj
= f
(
γ − 1
γ
, Tj , T
)
ν
− 1
γ
T . (6.5)
We calculate
Hτ∧sPτ∧s =HT0PT01τ=T0 + · · ·+HTjPTj1τ=Tj +HTjPTj1τ>Tj
=E [Hτ∧TPτ∧T |Fτ∧s]
=HT0PT01τ=T0 + · · ·+HTjPTj1τ=Tj +
( n∑
i=j+1
piν
− 1
γ
Ti
f
(
γ − 1
γ
, Tj , Ti
)
H
γ−1
γ
Tj
+ ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, Tj , T
)
H
γ−1
γ
Tj
)
1τ>Tj .
We note that for τ > Tj
PTj =
n∑
i=j+1
piν
− 1
γ
Ti
f
(
γ − 1
γ
, Tj , Ti
)
H
− 1
γ
Tj
+ ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, Tj , T
)
H
− 1
γ
Tj
. (6.6)
By the representation Ps = I(νsHs), this gives for τ > Tj
ν
− 1
γ
Tj
=
n∑
i=j+1
piν
− 1
γ
Ti
f
(
γ − 1
γ
, Tj , Ti
)
+ ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, Tj , T
)
,
which yields under the induction hypothesis (Equation (6.5))
ν
− 1
γ
Tj
=
n∑
i=j+1
pif
(
γ − 1
γ
, Tj , Ti
)
f
(
γ − 1
γ
, Ti, T
)
ν
− 1
γ
T
+ ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, Tj , T
)
.
We obtain Equation (6.5). Using the budget constraint (6.3) this gives
νT =
 x
f
(
γ−1
γ , 0, T
)
−γ and νTj =
 x
f
(
γ−1
γ , 0, Tj
)
−γ . (6.7)
3. s = T : A simple calculation gives a trivially true statement. νT is calculated in Equation (6.7).
4. Tj < s < Tj+1 for j ∈ {0, 1, . . . , n} (using the convention Tn+1 := T ). Fτ∧s contains information
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of a (possible) stopping at time points T0, . . . , Tj . We calculate
Hτ∧sPτ∧s = HT0PT01τ=T0 + · · ·+HTjPTj1τ=Tj +HsPs1τ>Tj
=E [Hτ∧TPτ∧T |Fτ∧s]
=HT0PT01τ=T0 + · · ·+HTjPTj1τ=Tj +
( n∑
i=j+1
pif
(
γ − 1
γ
, s, Ti
)
H
γ−1
γ
s ν
− 1
γ
Ti
+
1− n∑
i=j+1
pi
 f (γ − 1
γ
, s, T
)
H
γ−1
γ
s ν
− 1
γ
T
)
1τ>Tj .
This means for τ > Tj
Ps =
n∑
i=j+1
pif
(
γ − 1
γ
, s, Ti
)
H
− 1
γ
s ν
− 1
γ
Ti
+
1− n∑
i=j+1
pi
 f (γ − 1
γ
, s, T
)
H
− 1
γ
s ν
− 1
γ
T .
With the representation Ps = I(νsHs) and Equation (6.7), this means for τ > Tj
ν
− 1
γ
s =
n∑
i=j+1
ν
− 1
γ
Ti
f
(
γ − 1
γ
, s, Ti
)
pi + ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, s, T
)
=
n∑
i=j+1
ν
− 1
γ
T f
(
γ − 1
γ
, s, T
)
pi + ν
− 1
γ
T
1− n∑
i=j+1
pi
 f (γ − 1
γ
, s, T
)
.
We obtain
νs = f
(
γ − 1
γ
, s, T
)−γ
νT =
 x
f
(
γ−1
γ , 0, s
)
−γ .
Overall, we find
νs =
 x
f
(
γ−1
γ , 0, s
)
−γ , for 0 ≤ s ≤ T if τ > s. (6.8)
Moreover, noting that I ∈ C2, we obtain using Itoˆ’s formula
pit =
µt − rt
γσ2t
Pt,
which is the same as in the classical Merton problem. In other words, the optimal fraction of wealth
invested in the risky asset at time t is given by µt−rt
γσ2t
, which is independent of the distribution of
the stopping time. Hence, in the concave optimization problem the optimal portfolio selection is not
affected by the presence of an uncertain time horizon, even though the value function is not identical
to the one corresponding to the standard fixed-horizon case. This result can be considered as a
confirmation of Merton [31] and Richard [36] and is aligned with the findings in [11, 12].
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6.3 Non-concave optimization with power utility
We consider the special choice of a non-concave objective function u : R→ R as in Section 5 , i.e., for
given K > 0 and B > 0:
u(x) =
{
U(α(x−B)+ +K) for x ≥ 0,
−∞ else.
The objective function is given by
J(x) = sup
pi∈Π(0,x)
E [u(P piτ∧T )] ,
under the budget constraint E [Hτ∧TPτ∧T ] ≤ x, which is a non-concave optimization problem. As
above, we take power utility for U and the same discrete distribution of τ . We know that for t ∈
{T1, . . . , Tn, T} we can find a function ν such that Pt = i(νtHt) by Corollary 5.4, where the function
i is given by Equation (5.5).
Remark 6.3 At time Tn the optimization problem has a known time horizon. Hence, we can calculate
the optimal solution P ?T , depending on the (random) wealth xTn := PTn (compare to Carpenter [15]).
Then νT is FTn-measurable and depending on xTn. For t > Tn−1, we can invest capital xTn−1 := PTn−1
in the time horizon Tn−1 < t ≤ T . We know by Theorem 5.2 (and Corollary 5.3) that the random
variable pnνTn + (1− pn)νT is FTn-measurable. This implies that νTn is FTn-measurable but typically
not FTn−1-measurable. The same argument yields that every νTi is FTi-measurable (1 ≤ i ≤ n), but
typically not FTi−1-measurable. In particular, this implies that νT1 is not deterministic, but FT1-
measurable. We note that the case n = 1 is included using the abbreviation T0 := 0.
The budget constraint yields
E [Hτ∧TPτ∧T ] =
n∑
i=1
piE [HTiPTi ] +
(
1−
n∑
i=1
pi
)
E [HTPT ] = x, (6.9)
which is an equation depending on (the random variables) νT1 , . . . , νTn , νT . Moreover, we know for
0 ≤ s ≤ T by the budget constraint
Hτ∧sPτ∧s =E [Hτ∧TPτ∧T |Fs∧τ ] .
We distinguish the cases:
1. s = T : We have
Hτ∧sPτ∧s =
n∑
i=1
HTiPTi1τ=Ti +HTPT1τ=T
=E [Hτ∧TPτ∧T |Fs∧τ ] =
n∑
i=1
HTiPTi1τ=Ti + E [HTPT |Fs∧τ ]1τ=T ,
which is a true statement. Note that νT can only be calculated implicitly using Equation (6.9).
2. s = Tn < T : We calculate
Hτ∧sPτ∧s =HT1PT11τ=T1 + · · ·+HTnPTn1τ=Tn +HTnPTn1τ>Tn
=HT1PT11τ=T1 + · · ·+HTnPTn1τ=Tn + E [HTPT1τ>Tn |FTn ] .
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We define for Ti ∈ {T1, . . . , Tn, T}
Ps,Ti := E
[
HTi
Hs
α
− γ−1
γ (HTiνTi)
− 1
γ 1νTiHTi≤u′(xˆ(B))
∣∣Fs]− (K
α
−B
)
g (1, s, Ti) . (6.10)
The above equation means for τ > Tn (noting that νT is FTn-measurable)
PTn = PTn,T = α
− γ−1
γ g
(
γ − 1
γ
, Tn, T
)
H
− 1
γ
Tn
ν
− 1
γ
Tn
−
(
K
α
−B
)
g (1, Tn, T ) .
Comparing the coefficients of dPTn with the portfolio equation for the Brownian part yields
piTn =
θTn
γσTn
PTn +
1
σTn
(
K
α
−B
)(
1
γ
g(1, Tn, T )θTn − f(1, Tn, T )Φ′ (d1 (1, Tn, T,WTn))
1√
T − Tn
)
+
1
σTn
ν
− 1
γ
T α
− γ−1
γ H
− 1
γ
Tn
f
(
γ − 1
γ
, Tn, T
)
Φ′
(
d1
(
γ − 1
γ
, Tn, T,WTn
))
1√
T − Tn
,
with d1 (q, s, T,Ws) = −a(q,T )−(Ws−(T−s)qθ)√T−s as in Lemma 6.2.
We know that the representation Pt = i(νtHt) for t ∈ {T1, . . . , Tn, T} holds, i.e.,
PTn =
[
α
− γ−1
γ (νTnHTn)
− 1
γ −
(
1
α
K −B
)]
1νTnHTn≤u′(xˆ(B)),
where the indicator is equal to 1 a.s. if PTn is non-zero. In the case that PTn = 0, we choose
νTn =∞.
In the case that PTn > 0, Corollary 5.4 implies that PTn ≥ xˆ(B), which means that νTn ≤ u
′(xˆ(B))
HTn
.
We have then
ν
− 1
γ
Tn
= −α
γ−1
γ
(
K
α −B
)
(1− g(1, Tn, T ))
H
− 1
γ
Tn
(
1− g
(
γ−1
γ , Tn, T
)) . (6.11)
3. s = Tj (for some fixed 1 ≤ j < n): We note that conditional on Fs∧τ , we know whether a
possible stop occurred at some time points T1, . . . , Tj−1 or not. The martingale property yields
E [Hτ∧TPτ∧T |Fs∧τ ] =Hτ∧sPτ∧s =
j∑
i=1
HTiPTi1τ=Ti +HsPs1τ>Tj .
By the representation Pt = i(νsHs) for t ∈ {Tj+1, . . . , Tn, T}, this is (on τ > Tj = s)
HsPs =
n∑
i=j+1
piE [HTiPTi |Fs] +
1− n∑
i=j+1
pi
E [HTPT |Fs] .
With Equation (6.10), the above equation can be written as
Ps =
n∑
i=j+1
piPs,Ti +
1− n∑
i=j+1
pi
Ps,T .
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4. 0 < s < T1: We calculate using Lemma 6.2
HsPs =
n∑
i=1
E [HTiPTi |Fs] pi +
(
1−
n∑
i=1
pi
)
E [HTPT |Fs] .
Hence, using Equation (6.10)
Ps =
n∑
i=1
piPs,Ti +
(
1−
n∑
i=1
pi
)
Ps,T .
5. Tj < s < Tj+1 (for some fixed 1 ≤ j < n): We know that the information whether stopping
occurred at time points T1, . . . , Tj is included Fs∧τ . Further note that it is not possible to stop
in s due to our discrete framework. We calculate
Hτ∧sPτ∧s =
j∑
i=1
HTiPTi1τ=Ti +HsPs1τ>Tj
=E [Hτ∧TPτ∧T |Fs∧τ ]
=
j∑
i=1
HTiPTi1τ=Ti +
 n∑
i=j+1
piE [HTiPTi |Fs] +
1− n∑
i=j+1
pi
E [HTPT |Fs]
1τ>Tj .
For τ > Tj this is
HsPs =
n∑
i=j+1
piE [HTiPTi |Fs] +
1− n∑
i=j+1
pi
E [HTPT |Fs] .
The portfolio process is given on (τ > Tj)
Ps =
n∑
i=j+1
piPs,Ti +
1− n∑
i=j+1
pi
Ps,T .
6. Tn < s < T : This case is included in the case Tj < s < Tj+1 with the convention
∑n
i=n+1 xi = 0.
The portfolio process for τ > Tn is given by (noting that νT is FTn-measurable)
Ps = Ps,T = ν
− 1
γ
T α
− γ−1
γ g
(
γ − 1
γ
, s, T
)
H
− 1
γ
s −
(
K
α
−B
)
g (1, s, T ) .
As above, we deduce that the optimal strategy has the form (for τ > Tn)
pis =
θs
γσs
Ps +
1
σs
(
K
α
−B
)(
1
γ
g(1, s, T )θs − f(1, s, T )Φ′ (d1 (1, s, T,Ws)) 1√
T − s
)
+
1
σs
ν
− 1
γ
T α
− γ−1
γ H
− 1
γ
s f
(
γ − 1
γ
, s, T
)
Φ′
(
d1
(
γ − 1
γ
, s, T,Ws
))
1√
T − s.
Overall, we find the optimal portfolio process for τ > s
Ps =
n∑
i=j+1
piPs,Ti +
1− n∑
i=j+1
pi
Ps,T for Tj ≤ s < Tj+1 (0 ≤ j ≤ n),
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under the convention that T0 := 0 and Tn+1 := T . The representation Pt = i(νtHt) is shown for t ∈
{T1, . . . , Tn, T} in Corollary 5.4. In the above derivation, we can calculate νs explicitly for τ > s = Tn
as ν
− 1
γ
s = −α
γ−1
γ (Kα −B)(1−g(1,Tn,T ))
H
− 1γ
Tn
(
1−g
(
γ−1
γ
,Tn,T
)) in the case that PTn > 0. On the other hand, we choose νTn =∞
for PTn = 0.
Remark 6.4 We note that we can obtain the Merton solution for power utility as a special case by
setting pi = 0 for all 1 ≤ i ≤ n and noting that νT is then deterministic. Further we set B = K = 0
and α = 1. In this setup u coincides with u˜ and therefore xˆ = 0. This gives a =∞, so Φ(a) = 1. In
this case, f
(
γ−1
γ , t1, t2
)
= g
(
γ−1
γ , t1, t2
)
for any t1, t2 ∈ [0, T ].
Remark 6.5 The case that P (τ = T ) = 1 has been considered in Carpenter [15].
7 Numerical illustration
We consider a classical Black-Scholes market with a risky asset S and a bond B. The drift µ, volatility
σ and riskless interest rate r are assumed to be constant. Let θ := µ−rσ be the market price of risk
(Sharp ratio). Moreover, we take time points 0 < T1 < T and a probability p1 < 1 such that
P (τ = T1) = p1 and P (τ = T ) = 1− p1 6= 0.
For power utility, we consider a non-concave optimization with uncertain investment horizon
J(x) = sup
pi∈Π(0,x)
E [u(P piτ∧T )] ,
with u given by Equation (5.1) for given K > 0 and B > 0 (see also Section 6.3).
For our comparison to the case of certain time horizon, we keep the expectation constant, i.e., E [τ ] = T˜ .
Unless stated otherwise, for the non-concave optimization problem with certain time horizon T˜ [15]
we use the following values (as in Chen, Nguyen and Stadje [17]) on the right part of the following
table:
µ r σ γ T˜ x0 p1 T1 T α B K
0.08 0.03 0.2 3 10 100 0.5 8 12 0.25 50 1
Table 1: Parameter choice
By Theorem 5.2, the optimal stopped wealth is given by Ps = i(νsHs) for s ∈ {T1, T}. As stated
in Remark 6.3, νT is FT1-measurable and depending on the wealth level at time T1.
Idea of finding νT1 and νT : Working with the extended wealth process by Theorem 5.2 we can
choose the random variables νT1 and νT and C ∈ R such that it holds that
E [HTPT |FT1 ] =HT1PT1 , (7.1)
pνT1 + (1− p)νT =C, (7.2)
E [HT1PT1 |F0] =P0 = x, (7.3)
where Equation (7.3) can only be solved numerically.
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We note that PT1 = 0 implies that PT = 0. In this case choose νT =∞ (which of course is greater
than u
′(xˆ(B))
HT
). Note that νT can be chosen FT1-measurable as in Carpenter [15] simply through
ensuring that (7.1) holds. For PT1 > 0, Equation (7.1) is equivalent to
E [HTPT |FT1 ] = α−
γ−1
γ ν
− 1
γ
T g
(
γ − 1
γ
, T1, T
)
H
γ−1
γ
T1
−
(
1
α
K −B
)
g (1, T1, T )HT1
= HT1PT1
= α
− γ−1
γ ν
− 1
γ
T1
H
γ−1
γ
T1
−HT1
(
K
α
−B
)
,
with g(q, t, T ) := f(q, t, T ) · Φ (d1(q, t, T,Wt)), where Φ denotes the cumulative distribution function
of the standard normal distribution, d1(q, t, T,Wt) = −a(q,T )−(Wt−(T−t)qθ)√T−t where a(q, T ) is chosen as
a(q, T ) = − log(u
′(xˆ(B)))−log(νT )+q(r+ 12 θ2)T
qθ (see Lemma 6.2 above). Putting this together with Equation
(7.2) gives
α
− γ−1
γ H
− 1
γ
T1
((
C
p
− 1− p
p
νT
)− 1
γ
− ν−
1
γ
T g
(
γ − 1
γ
, T1, T
))
+
(
K
α
−B
)
(g (1, T1, T )− 1) = 0. (7.4)
We note that the above term is in fact an implicit formula for νT since g also depends on νT .
(a) Stopped portfolio variance (b) Certainty equivalent
Figure 1: Impact of premature stopping on the portfolio variance and mean with p = 1/2
Simulation strategy: First we simulate n = 105 realizations of H (to get HT1). Then we choose
a C ∈ R arbitrarily. For every H and C, we solve Equation (7.4) to find νT . Then we find νT1 by
Equation (7.2). Finally, we can estimate the expectation in Equation (7.3) by taking the average over
all HT1PT1 . If the deviation is too large, we readjust the choice of C accordingly, using that νT1 and
νT are monotone increasing in C. We note that our simulation idea is only based on the values at T1
and T . We therefore do not need to simulate the whole path of (Ws, Hs).
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Discussion: Having determined the multiplier values νT and νT1 , we can calculate the values of the
optimal stopped portfolio Pτ∧T . To compare the performance of the optimal wealth with uncertain
time horizon with that without time horizon uncertainty, we compare the respective certanty equiv-
alents in terms of expected utility. The left panel of Figure 1 depicts the variance of the stopped
portfolio. We can observe that given that E[τ ] = T˜ = 10, the larger the variance of τ , the higher
the variance of the stopped portfolio of the uncertain time horizon problem. These values are always
higher than those of the problem with certain maturity. Intuitively, to deal with the uncertain time
horizon risk, the agent might have to be more conservative in making investment decisions to be
prepared for a possible premature stopping. This explains the result reported in the right panel of
Figure 1 that time horizon uncertainty overall leads to a reduced performance (in terms of certainty
equivalent) of the optimal portfolio compared to the setting with certain time-horizon.
The effect of the premature stopping probability p1 is illustrated in Figure 2 for T1 = 8, T = 12
fixed. A smaller (larger) value of p1 generates an optimal stopped portfolio that is closer to the
terminal wealth without time-horizon uncertainty with higher (smaller) time horizon, which explains
the monotone effect of the premature stopping probability in terms of certainty equivalent.
(a) Variance (b) Certainty equivalent
Figure 2: Effect of the premature stopping probability with T1 = 8, T = 12 fixed.
8 Conclusion
We analyze a non-concave optimization with uncertain investment horizon for general non-concave
utility functions and prove that every maximizer also maximizes the concavified problem extending
the results of Reichlin [35] to a framework with random time horizon. For a discrete distribution
of the maturity τ , we prove existence and optimality characterizations. Moreover, we calculate the
optimal solution in the non-concave setting for power utility, confirming and generalizing results from
Blanchet et al. [11] to non-concave utility functions. Finally, we illustrate our findings numerically
for the non-concave optimization problem with random maturity, comparing them with results with
a fixed investment time horizon. Our results suggest that the occurrence of a possible premature
stopping leads to a reduced performance of the optimal solution.
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A Proof of Theorem 3.1
We assume w.l.o.g. M0 = 0. Since G coincides with F before τ and the martingale representation
theorem for all t ∈ [0, T ], there exists M¯t ∈ L2(dP,Ft) and (ξtu) ∈ L2(dP× du, (Fu)u) with
Mt1τ>t = 1τ>tM¯t = 1τ>t
∫ t
0
ξtudWu. (A.1)
Fix i ∈ {1, . . . , n} and choose s, t ∈ [0, T ] with Ti ≤ t ≤ s < Ti+1. In the sequel, M¯ always refers
to a random variable measurable with respect to F. Let M¯s,t be Fs-measurable with 1τ>sM¯s,t =
1τ>s (Ms −Mt). Noting that {τ > s} ⊆ {τ > t} and using Equation (A.1), we obtain on τ > s
M¯s,t = (Ms −Mt)
=
∫ s
0
ξsudWu −
∫ t
0
ξtudWu
=
∫ t
0
(
ξsu − ξtu
)
dWu +
∫ s
t
ξsudWu.
We note that E
[∫ s
t ξ
s
udWu|Ft
]
= 0. Using extensively that τ is Gt-measurable, we calculate
E
[
M¯s,t|Ft
]
1τ>s =E
[
M¯s,t|Gt
]
1τ>s
=E
[
M¯s,t (1− 1τ≤Ti) |Gt
]
=E
[
M¯s,t1τ>s|Gt
]
=E [(Ms −Mt) (1− 1τ≤Ti) |Gt]
=E [(Ms −Mt) |Gt]− E [(Ms −Mt) |Gt]1τ≤Ti = 0,
where the first equality holds since M¯s,t is Fs-measurable and therefore independent of τ .
We conclude that 1τ>s
∫ t
0
(
ξsu − ξtu
)
dWu = 0. Thus,
0 =E
[
1τ>s
(∫ t
0
(
ξsu − ξtu
)
dWu
)2]
= P (τ > s)E
[∫ t
0
(
ξsu − ξtu
)2
du
]
This means that ξsu = ξ
t
u for 0 ≤ u ≤ t ≤ s < Ti+1. By the continuity of M , we obtain for general
fixed s < T
0 = lim
t↗s
E
[
(Ms1τ>s −Mt1τ>s)2
]
= lim
t↗s
E
[
(Ms1τ>s −Mt1τ>s1τ>t)2
]
=P (τ > s) lim
t↗s
(
E
[∫ t
0
(
ξsu − ξtu
)2
du
]
+ E
[∫ s
t
(ξsu)
2 du
])
≥ 0.
This implies that limt↗s ξtu = ξsu in L2(P× du). Overall, we have
ξsu = ξ
Ti
u for u ≤ s, for Ti ≤ s ≤ Ti+1 < T, 1 ≤ i ≤ n− 1,
and
ξsu = ξ
Tn
u for u ≤ s, for Tn ≤ s < T.
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In particular, ξsu and ξ
s′
u coincide for 0 ≤ u ≤ s ∧ s′ < T and we define consistently ξu := ξsu for
0 ≤ u ≤ s < T . Finally, we calculate for Ti ≤ t < Ti+1
Mτ∧t =
i∑
j=1
MTj1τ=Tj +Mt1τ>t
=
i∑
j=1
lim
s′↗Tj
Ms′1τ>s′1τ=Tj +Mt1τ>t
=
i∑
j=1
lim
s′↗Tj
∫ s′
0
ξudWu1τ=Tj + 1τ>t
∫ t
0
ξudWu
=
i∑
j=1
∫ Tj
0
ξudWu1τ=Tj + 1τ>t
∫ t
0
ξudWu =
∫ t∧τ
0
ξudWu.
2
B Proofs of Chapter 6.1
Proof of Lemma 6.1. The first equality holds since Ht is Ft-measurable. Therefore, we calculate:
E
[
HqT |Ft
]
=E
[
exp
(
−q
∫ t
0
(rs +
1
2
|θs|2)ds− q
∫ T
t
(rs +
1
2
|θs|2)ds− q
∫ t
0
θsdWs − q
∫ T
t
θsdWs
) ∣∣∣∣Ft]
=Hqt exp
(
−q
∫ T
t
(rs +
1
2
|θs|2)ds+ q2
∫ T
t
|θs|2
2
ds
)
= Hqt f(q, t, T ).
By the last line, we obtain the representation of the function f as f(q, t, T ) =
exp
(
−q ∫ Tt (rs + 12 |θs|2)ds+ q2 ∫ Tt |θs|22 ds) 2
Proof of Lemma 6.2. We define the random variable (since νT is Ft-measurable)
a(q, T ) := − log (u
′(xˆ(B)))− log (νT ) + q
(
r + 12θ
2
)
T
qθ
.
Then a is chosen such that
νTHT ≤ u′(xˆ(B))⇐⇒WT ≥ a(q, T ).
Now, we define
ψ(y) := exp
(
−q
(
r +
1
2
θ2
)
T − qθy
)
1y≥a.
We consider (for t < T )
E [ψ(WT )|Ft] = E [ψ(WT −Wt +Wt)|Ft] = Ψ(Wt),
where Ψ is given by
Ψ(x) = E [ψ(w + x)] =
1√
2pi(T − t)
∫ ∞
−∞
ψ(w + x) exp
(
− w
2
2(T − t)
)
dw
=
exp
(−q (r + 12θ2)T )√
2pi(T − t)
∫ ∞
−∞
exp (−qθy) exp
(
− (y − x)
2
2(T − t)
)
1y≥ady,
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where we set y = w + x in the last step. Further we note that for c := (T − t)qθ and denoting Φ as
the standard normal cdf we have
Ψ(x) = exp
(
−q
(
r +
1
2
θ2
)
T − qθx+ 1
2
(T − t)q2θ2
)
Φ
(
−a(q, T )− (x− c)√
T − t
)
.
Finally we calculate (noting that a is Ft-measurable)
Ψ(Wt) = exp
(
−q
(
r +
1
2
θ2
)
T − qθWt + 1
2
(T − t)q2θ2
)
Φ
(
−a(q, T )− (Wt − c)√
T − t
)
=Hqt exp
(
−q
(
r +
1
2
θ2
)
(T − t) + 1
2
(T − t)q2θ2
)
Φ
(
−a(q, T )− (Wt − c)√
T − t
)
.
We define d1(q, t, T,Wt) := −a(q,T )−(Wt−(T−t)qθ)√T−t and
g(q, t, T ) := exp
(
−q
(
r +
1
2
θ2
)
(T − t) + 1
2
(T − t)q2θ2
)
Φ
(
−a(q, T )− (Wt − (T − t)qθ)√
T − t
)
.
Then the statement follows by the definition of f(q, t, T ) (in Lemma 6.1). 2
References
[1] Aumann, R. J. and Perles, M.: A variational problem arising in economics, Journal of Math-
ematical Analysis and Applications 11, (1965), 488-503.
[2] Bacinello, A. and Persson, S.: Design and pricing of equity-linked life insurance under stochas-
tic interest rates, The Journal of Risk Finance 3, (2002), 6-21.
[3] Basak, S. and Makarov, D.: Strategic asset allocation in money management, The Journal of
Finance 69(1), (2014), 179-217.
[4] Bernard, C. and Le Courtois, O.: Asset risk management of participating contracts, Asia-
Pacific Journal of Risk and Insurance 6, (2012).
[5] Bernard, C.; Le Courtois, O. and Quittard-Pinon, F.: Market value of life insurance
contracts under stochastic interest rates and default risk, Insurance: Mathematics & Economics
36(3), (2005), 499-516.
[6] Biagini, S.: Expected Utility Maximization: Duality Methods, Encyclopedia of Quantitative Fi-
nance, (2010).
[7] Biagini, S. and Guasoni, P.: Relaxed utility maximization in complete markets, Mathematical
Finance, 21(4), (2011), 703-722.
[8] Bichuch, M. and Sturm, S.: Portfolio optimization under convex incentive schemes, Finance
and Stochastics 18(4), (2014), 873-915.
[9] Bielecki, T.R. and Rutkowski, M.: Credit Risk: Modelling Valuation and Hedging, Springer
Berlin, (2001).
[10] Blanchet-Scalliet, C., El Karoui, N. and Martellini, L.: Dynamic asset pricing theory
with uncertain time-horizon, Journal of Economic Dynamics and Control 29(10), (2005), 1737-
1764.
25
[11] Blanchet-Scalliet, C., El Karoui, N., Jeanblanc, M. and Martellini, L.: Optimal
investment decisions when time-horizon is uncertain, Journal of Mathematical Economics 44(11),
(2008), 1100-1113.
[12] Bouchard, B. and Pham, H.: Wealth-path dependent utility maximization in incomplete mar-
kets, Finance and Stochastics 8(4), (2004), 579-603.
[13] Bryis, E. and de Varenne, F.: On the risk of life insurance liabilities: debunking some com-
monpitfalls, Journal of Risk and Insurance 64, (1997), 673-694.
[14] Carassus, L. and Pham, H.: Portfolio optimization for piecewise concave criteria functions,
The 8th Workshop on Stochastic Numerics, (2009).
[15] Carpenter, J. N.: Does option compensation increase managerial risk appetite?, The Journal
of Finance 55(5), (2000), 2311-2331.
[16] Chen, A.; Hieber, P. and Nguyen, T.: Constrained non-concave utility maximization: an
application to life insurance contracts with guarantees, European Journal of Operational Research
273(3), (2019), 1119-1135.
[17] Chen, A.; Nguyen, T. and Stadje, M.: Optimal investment under VaR-regulation and mini-
mum insurance, Insurance: Mathematics and Economics 79, (2018), 194-209.
[18] Dai, M.; Kou, S.; Qian, S. and Wan, X.: Nonconcave Utility Maximization without the
Concavification Principle, (2019). Available at SSRN: https://ssrn.com/abstract=3422276.
[19] Deelstra, G., Pham, H. and Touzi, N.: Dual formulation of the utility maximization problem
under transaction costs, Annals of Applied Probability, (2001), 1353-1383.
[20] Dellacherie, C.: Capacite´s et Processus Stochastiques (No. 67), Springer-Verlag, (1972).
[21] Dellacherie, C. and Meyer, P. A.: A propos du travail de Yor sur les grossissements des
tribus, in: Sem. Proba. XII, in: Lecture Notes in Mathematics 649, (1978).
[22] Dong, Y. and Zheng, H.: Optimal investment with S-shaped utility and trading and Value
at Risk constraints: An application to defined contribution pension plan, European Journal of
Operational Research 281(2), (2020), 341-356
[23] Gatzert, N. and Kling, A.: Analysis of participating life insurance contracts: A unification
approach, Journal of Risk and Insurance 74(3), 547570.
[24] Grosen, J. and Jørgensen, P. L.: Fair valuation of life insurance liabilities: the impact of in-
terest rate guarantees, surrender options and bonus policies, Insurance: Mathematics & Economics,
26(1), (2000), 37–57.
[25] Hakansson, N. H.: Optimal investment and consumption strategies under risk, an uncertain
lifetime, and insurance, International Economic Review, 10(3), (1969), 443-466.
[26] Hakansson, N. H.: Optimal entrepreneurial decisions in a completely stochastic environment,
Management Science 17(7), (1971), 427-449.
[27] Jeanblanc, M. and Le Cam, Y.: Progressive enlargement of filtrations with initial times,
Stochastic Processes and their Applications, 119(8), (2009), 2523-2543.
26
[28] Kramkov, D. and Schachermayer, W.: The asymptotic elasticity of utility functions and
optimal investment in incomplete markets, Annals of Applied Probability, Number 3 (1999), 904-
950.
[29] Larsen, K.: Optimal portfolio delegation when parties have different coefficients of risk aversion,
Quantitative Finance 5(5), (2005), 503-512.
[30] Lin, H., Saunders, D., and Weng, C.: Optimal investment strategies for participating con-
tracts, Insurance: Mathematics & Economics, 73, (2017), 137-155.
[31] Merton, R.C.: Optimal consumption and portfolio rules in continuous time, Journal of Economic
Theory 3, (1971), 373-413.
[32] Mirza, C. and Wagner, J.: Policy characteristics and stakeholder returns in participating
life insurance: which contracts can lead to a win-win?, European Actuarial Journal 8(2), (2018),
291-320.
[33] Nguyen, T. and Stadje, M.: Nonconcave optimal investment with Value-at-Risk constraint: an
application to life insurance contracts, SIAM Journal on Control and Optimization, 58(2), (2020),
895-936.
[34] Pham, H.: Stochastic control under progressive enlargement of filtrations and applications to
multiple defaults risk management, Stochastic Processes and their Applications 120(9), (2010),
1795-1820.
[35] Reichlin, C.: Utility maximization with a given pricing measure when the utility is not neces-
sarily concave, Mathematics and Financial Economics 7(4), (2013), 531-556.
[36] Richard, S. F.: Optimal consumption, portfolio and life insurance rules for an uncertain lived
individual in a continuous time model, Journal of Financial Economics 2(2), (1975), 187-203.
[37] Rieger, M. O.: Optimal financial investments for non-concave utility functions, Economics
Letters, 114(3), (2012), 239-240.
[38] Ross S. A. : Compensation, incentives, and the duality of risk aversion and riskiness, Journal
of Finance, 59 (1), (2004), 207-225.
[39] Schmeiser, H. and Wagner, J.: A proposal on how the regulator should set minimum interest
rate guarantees in participating life insurance contracts, Journal of Risk and Insurance 82(3).
(2015), 659-686.
[40] Yaari, M. E.: Uncertain lifetime, life insurance, and the theory of the consumer, The Review of
Economic Studies 32(2), (1965), 137-150.
27
