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In modernen Fahrzeugen werden verschiedene Fahrerassistenzsysteme genutzt, die den
Fahrer wa¨hrend der Fahrt unterstu¨tzen. Durch den Einsatz von Fahrerassistenzsystemen
wird die Fahrt sicherer und die Anzahl der Unfa¨lle deutlich reduziert.
Um die Umgebung zu erfassen und Verkehrsteilnehmer, Hindernisse oder die Straßen-
oberfla¨che zu erkennen, werden verschiedene Sensoren genutzt. Die Kamera ist einer der
Sensoren, die in diesen Fahrzeugen eingesetzt werden. In den Bilddaten ko¨nnen Objekte
detektiert und klassifiziert werden.
Durch die großen Fortschritte in der Mikroelektronik und den Einsatz kleiner, leistungs-
fa¨higer Rechner ist der Einsatz eines Stereo-Kamera-Systems fu¨r neue Fahrerassistenz-
systeme mo¨glich. Aus den Sensordaten der Stereo-Kamera kann eine dreidimensiona-
le Rekonstruktion der Fahrzeugumgebung erstellt werden. Durch die Umgebungsrekon-
struktion kann die Position und die Orientierung von Objekten relativ zum Fahrzeug be-
stimmt werden. Mit diesen zusa¨tzlichen Informationen wird die Bestimmung des Typs
eines Objekts in der Szene verbessert oder gar erst ermo¨glicht.
Mit einer Stereo-Kamera kann eine 3D-Rekonstruktion der Fahrzeugumgebung errech-
net werden. Um diese 3D-Rekonstruktion zu erstellen, wird eine Triangulierung genutzt.
Selbst kleine Abweichungen in den Parametern der Stereo-Kamera fu¨hren zu merkbaren
Abweichungen von der tatsa¨chlichen Position relativ zu den Weltkoordinaten in dieser
3D-Rekonstruktion. Diese Abweichungen fu¨hren dann zu Fehlern in der Ausfu¨hrung der
eingesetzten Fahrerassistenzsysteme. Um diese Abweichungen minimal zu halten, wird
das Stereo-Kamera-System initial kalibriert. Mit einer Initialkalibrierung eines Stereo-
Kamera-Systems werden die intrinsischen Parameter (Brennweite, Bildhauptpunkt, Sei-
tenverha¨ltnis) und die extrinsischen Parameter (relative Positionierung und Orientierung
der Kameras zueinander) bestimmt. Die Kameraparameter der Stereo-Kamera mu¨ssen
wa¨hrend der gesamten Fahrzeit u¨berwacht und angepasst werden, da sich diese Para-
meter des Kamerasystems durch die thermischen und mechanischen Einflu¨sse wa¨hrend
der Fahrt vera¨ndern. Um eine kontinuierliche U¨berpru¨fung der Kameraparameter zu si-
chern, wird eine Online-Kalibrierung genutzt. Die Herausforderung der Online-Kalibrie-
rung eines Stereo-Kamera-Systems in einem Fahrzeug ist die kontinuierliche U¨berpru¨f-
ung der Stereo-Kamera-Parameter, sodass die 3D-Rekonstruktion der Fahrzeugumgebung
genau und fehlerfrei berechnet werden kann. Wissenschaftliche Untersuchungen an realen
Zusammenfassung ix
Stereo-Kamera-Systemen haben gezeigt, dass die relative Orientierung beider Kameras in
einem Stereo-Kamera-System die gro¨ßte A¨nderung durch die thermischen und mechani-
schen Einflu¨sse erfa¨hrt. Weitere Untersuchungen haben gezeigt, dass die Vera¨nderungen
der intrinsischen Parameter sehr klein sind und sich durch kleine A¨nderungen der Orien-
tierungsparameter (φ1, φ2, φ3) approximieren lassen. Dabei ist
φj = φji − φjo wobei j = 1, 2, 3 (1)
mit i dem Wert fu¨r den Winkel j, der durch die Initialkalibrierung bestimmt wurde, der
Referenzwert und o dem entsprechenden Winkel aus der Online-Kalibrierung. Dabei ist
φ1 die A¨nderung des Nick-, φ2 die A¨nderung des Schiel- und φ3 die A¨nderung des Roll-
winkels. In der Literatur ist keine Online-Kalibrierung fu¨r Stereo-Kameras bekannt, die
mit den gegebenen Anforderungen die A¨nderungen der Kameraparameter beru¨cksichtigt
und eine hochgenaue 3D-Rekonstruktion u¨ber die Lebensdauer des Fahrzeug sicherstellt.
Im Rahmen dieser Arbeit werden zwei Methoden zur Online-Kalibrierung vorgestellt,
die unter den gegebenen Bedingungen eines Fahrerassistenssystems rentabel realisiert
werden ko¨nnen. Wissenschaftliche Untersuchungen im Rahmen dieser Arbeit haben ge-
zeigt, dass der Schielwinkel bei kleinen Abweichungen φ2 durch mechanische oder ther-
mische Einflu¨sse am Stereo-Kamera-System die gro¨ßte Abweichung in der 3D-Rekon-
struktion verursacht. Beide Methoden zu Online-Kalibrierung nutzen die Odometrieda-
ten des Fahrzeugs. Diese Daten sind zum einen der Fahrzeug-Gierwinkel, der einen Ein-
fluss auf genutzte Methoden zur Korrespondenzbestimmung hat, und zum anderen die
Fahrzeug-Geschwindigkeit. Die Sensordaten aus dem Steuergera¨t (”Elektronisches Sta-
bilita¨tsprogramm“, ESP) stellen diese Odometriedaten zur Verfu¨gung. Die Daten aus
dem ESP-Steuergera¨t haben ein Rauschen, das bei Berechnung der Online-Kalibrierung
beru¨cksichtigt werden muss.
Die erste Methode zur Online-Kalibrierung nutzt die Information u¨ber die Gierrate und
u¨ber die Geschwindigkeit des Fahrzeugs bei der Bildaufnahme. Wie schon erwa¨hnt, kann
aus dem ESP-Steuergera¨t aus der Information u¨ber die Geschwindigkeit die Strecke zwi-
schen zwei Bildaufnahmen bestimmt werden. So kann in der 3D-Rekonstruktion die Di-
stanz zu den vorausfahrenden Fahrzeugen und Objekten im sichtbaren Bereich des Stereo-
Kamera-Systems auf Basis der zeitlich aufeinanderfolgenden Rekonstruktionen berech-
net werden. Stimmt die Distanzangabe aus den Fahrzeugdaten mit der Distanz aus den
3D-Rekonstruktionen u¨berein, ist das Kamerasystem kalibriert, ansonsten muss das Ka-
merasystem neu kalibriert werden.
Die zweite Methode hingegen nutzt die Fahrzeuginformation, um zu bestimmen, wann
das Fahrzeug geradeaus fa¨hrt. Bei einer Fahrt geradeaus schneiden sich alle Vektoren
aus der optischen Flussberechnung in einem Fluchtpunkt. Untersuchungen haben ge-
zeigt, dass Fahrzeuge ha¨ufig geradeaus fahren und so ist das zeitliche Intervall zwischen
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Kalibrierungen klein. Wird der Fluchtpunkt in beiden Bildern bestimmt, so mu¨ssen die
Koordinaten dieser Fluchtpunkte u¨bereinstimmen. Diese U¨bereinstimmung folgt aus der
Projektion der Korrespondenzen vom linken ins rechte Bild. Stimmen diese Koordinaten
nicht u¨berein, dann gibt die Differenz der Koordinaten in der horizontalen Bildausrich-
tung die Abweichung im Schielwinkel an. Die Fluchtpunkte in den beiden Bildern werden
in der zweiten Methode mit einem Histogramm bestimmt. Dieses Histogramm bildet die
Schnittpunkte der Flussvektoren u¨ber die horizontale Koordinate ab.
Die erste Methode wurde auf der Basis von fu¨nf Stunden Videomaterial getestet. Das
entspricht rund 300 000 Bildpaaren, die fu¨r die Analyse genutzt wurden. Da das Stereo-
Kamera-System, wie es ins Fahrzeug beispielhaft integriert wurde, fu¨r diese Arbeit sehr
spa¨t zur Verfu¨gung stand, wurden rund 250 000 Bildpaare mit einem Versuchsaufbau auf-
gezeichnet. Abschließend wurde eine Untersuchung mit einem Nachtsicht-Stereo-Kamera-
System durchgefu¨hrt, bei dem die hier vorgestellten Methoden zur Online-Kalibrierung
robust eingesetzt werden konnten. Bei allen Stereo-Kamera-Systemen und allen entwi-
ckelten Methoden im Test wurde ein Fehler von weniger als 0.2 [Pix] Abweichung zwi-
schen der Soll- und Ist-Position des Pixels auf dem Imager nach der Kalibrierung gemes-
sen. Dabei wurde eine Standardabweichung von 0.1 [Pix] zur Ground Truth gemessen.
Dies ist eine Verbesserung gegenu¨ber allen Methoden, die in der Literatur angegeben sind
und von uns getestet wurden. Dies entspricht einer Verbesserung von mehreren Metern in
der 3D-Rekonstruktion in der Arbeitsdistanz jedes der drei Kamera-Systeme.
Die Methoden, die im Rahmen dieser Arbeit zu Vergleichzwecken nachimplementiert
wurden, sind in [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al., 2000;
Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos et al.,
2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000; Dang et al., 2009]
beschrieben. Diese nachimplementierten Methoden wurden auf den gleichen Sequen-
zen getestet und haben eine Abweichung zur Ground Truth von mehr als 0.8 [Pix]. Die
Methoden zur Kalibrierung des Stereo-Kamera-Systems, die im Rahmen dieser Arbeit
entwickelt wurden, haben eine Abweichung von 0.19 [Pix] fu¨r die erste Methode und
0.12 [Pix] fu¨r die Methode 2.
Zusammenfassung 1
21. Einleitung
Die sehr großen Fortschritte der Mikroelektronik, der Computertechnologie und der Sen-
sortechnologie sowie der damit verbundenen preiswerten Bereitstellung sehr hoher Rechen-
leistung und Speicherkapazita¨t auf sehr kleinen Raum ermo¨glicht es erst, intelligente
Systeme in Fahrzeuge zu integrieren. Durch die Verfu¨gbarkeit von Videokameras sehr
kleinen Ausmaßes und ho¨chster Bildqualita¨t sowie großer Rechenleistung ist der Einsatz
eines Stereo-Kamera-Systems mit der identischen Rechenleistung wie im Versuchsaufbau
mo¨glich. Ein allgemeiner Versuchsaufbau, mit dem die Methoden fu¨r neue Assistenzsys-
teme entwickelt werden, ist in Abb. 1.1 dargestellt. Die Algorithmen werden auf einem
Versuchsrechner entwickelt, um in kurzer Zeit die Methoden und die eingesetzten Algo-
rithmen zu untersuchen. Die Entwicklung findet immer mit Blick auf zuku¨nftige Entwick-
lungen in der Mikroelektronik und Sensortechnologie statt.
Die Stereo-Kamera, die nach dem Entwicklungsprozess der Assistenzsysteme entstanden
ist, verarbeitet die identischen Daten wie das Versuchssystem. Durch die Fortschritte in
der Mikroelektronik kann die Geometrie des Entwicklungssystems aus Abb. 1.1 mit ei-
nem Volumen von ca. 0.5 [m3] bei einer Breite von ca. 1.60 [m] auf ein Volumen von ca.
0.000648 [m3] bei einer Breite von ca. 0.27 [m], wie in Abb. 1.2, verringert werden. Durch
die eingesetzte Hardware in dem Stereo-Kamera-System ist die Leistung in der Verarbei-
tung der eingesetzten Methoden des Versuchsaufbaus mit der Leistung des entwickelten
Stereo-Kamera-Systems vergleichbar.
Basis eines jeden Assistenzsystems sind Sensoren, die das Fahrzeugumfeld erfassen und
eine Vielzahl von Daten liefern. Diese Daten mu¨ssen ausgewertet, verarbeitet und inter-
pretiert werden. Das Ziel dieser Schritte ist das Erfassen der aktuellen Umgebungssituati-
on des Fahrzeugs mit den relevanten Objekten wie vorausfahrende Fahrzeuge, Fußga¨nger
oder Radfahrer, um nur einige zu nennen. Durch die korrekte Interpretation der Fahrzeug-
umgebung mit den relevanten Objekten kann ein Assistenzsystem optimal eingesetzt wer-
den.
Die eingesetzten Sensoren, die das Fahrzeugumfeld u¨berwachen, werden in aktive und
passive Sensoren eingeteilt. Zu den aktiven Sensoren geho¨ren die Ultraschall- und die
Radar-Sensoren. Ein passiver Sensor ist z.B. die Kamera. Das Radar, die Ultraschallsen-
soren und die Kameras decken verschiedene geometrische Bereiche um das Fahrzeug ab.
Diese u¨berwachten Bereiche bei einem beispielhaften Sensoraufbau eines Fahrzeugs sind
in Abb. 1.3 dargestellt.
3Abbildung 1.1.: Der Versuchsaufbau fu¨r die Entwicklung der Assistenzsysteme, die ins
Fahrzeug integriert werden, hat ein Volumen von ca. 0.5 [m3] mit einer Breite von ca.
1.60 [m]. Damit die Echtzeit der Verarbeitung aller Methoden garantiert ist, werden spe-
zielle Hardwarekomponenten eingesetzt. Diese eingesetzten Hardwarekomponenten un-
terstu¨tzen die Entwicklung, indem auf den Komponenten ha¨ufig genutzte Algorithmen
integriert sind. Die auf der Hardware realisierten Methoden sind bezu¨glich Speicher und
Geschwindigkeitsbedarf sowie auf Kamerageometrie optimiert.
Die Daten der Sensoren sind in einem Verbund zu einer Fusion zusammengeschlossen.
Eine Fusion beschreibt das Verarbeiten von unterschiedlichen Sensordaten, die zu un-
terschiedlichen Zeitpunkten zur Verfu¨gung stehen und zu einem gemeinsamen Ergebnis
zusammengefasst werden. So ko¨nnen die Nachteile der einzelnen Sensoren in einer Fu-
sion durch andere Sensoren ausgeglichen werden. Im Falle der Assistenzsysteme wird
durch die Fusion die Erkennungsleistung der einzelnen Sensoren in einem Sensorverbund
erho¨ht, um auf stationa¨re und bewegte Objekte in der Fahrzeugumgebung, die zu einer
kritischen oder gefa¨hrlichen Situation fu¨hren ko¨nnen, schnell zu reagieren.
In Tab. 1.1 sind einige Beispiele moderner Fahrerassistenzsysteme aufgelistet.
Mit der Erweiterung des Mono-Kamera-Systems zu einem Stereo-Kamera-System ero¨ffnen
sich die fu¨r Assistenzsysteme so fundamental wichtigen Auswertungen und Analysen
des dreidimensionalen Fahrzeugumgebungsszenarios. Diese Erweiterung bezieht sich auf
das Berechnen von metrischen Gro¨ßen aller Objekte, die in beiden Kamerabildern des
Stereo-Kamera-Sensors sichtbar sind. Die Berechnung der metrischen Distanzen basiert
auf der Brennweite, der Basisbreite und der Disparita¨t. Das Produkt von Brennweite und
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Abbildung 1.2.: Durch den Einsatz spezieller Mikrocontroller im Stereo-Kamera-System
ist die Leistung in der Ausfu¨hrung der Methoden in beiden Systemen vergleichbar. Alle
Methoden, die auf dem Versuchssystem entwickelt wurden, werden auf den Schaltkreisen
und Mikrocontrollern des Stereo-Kamera-Systems realisiert. So konnte das Volumen auf
ca. 0.000648 [m3] bei einer Breite des Stereo-Kamera-Systemaufbaus von ca. 0.27 [m].
Abbildung 1.3.: Moderne Fahrzeuge nutzen eine Vielzahl verschiedener Sensoren, die
zur Unterstu¨tzung des Fahrers eingesetzt werden. Mit der Fusion der Sensordaten kann
die Umgebung des Fahrzeugs analysiert werden, sodass die relevanten Objekte fu¨r den
Fahrer in der Umgebung bestimmt werden ko¨nnen. Bildquelle: [Daimler, 2013]
Basisbreite wird Kamerakonstante der Stereo-Kamera genannt. Durch die Bestimmung
von Distanzen aus den Bilddaten lassen sich die Objekte in der Fahrzeugumgebung in
Breite, Ho¨he und Entfernung bestimmen und eine robustere Klassifikation der Objekte
realisieren. Auf der Basis der Auswertung der Daten der Stereo-Kamera ko¨nnen weitere
Anwendungsszenarien analysiert werden, die mit Mono-Kameras nicht oder nur einge-
schra¨nkt mo¨glich sind.
Verkehrszeichenerkennungssystem: Ein Verkehrszeichenerkennungssystem, wie es in
modernen Fahrzeugen vorhanden ist, wird in [Lindner, 2012] beschrieben. Der Fahrer
5Tabelle 1.1.: In der letzten Dekade sind viele verschiedene Assistenzsysteme auch mit neu
entwickelten Sensoren in moderne Fahrzeuge integriert worden. In dieser Tabelle sind
einige Assistenzsysteme angegeben, die in modernen Fahrzeugen integriert sind. Diese
Aufza¨hlung teilt die Assistenzsysteme nach den genutzten Sensoren und den Zielen des
Systems ein. Der Fokus der angegebenen Systeme in dieser Tabelle liegt auf Assistenzsys-
































Stereo-Kamera Stabilisieren des Fahrzeugs trotz Fahr-
bahnunebenheiten
6D-Vision Stereo-Kamera Reagieren auf ku¨nftige Verkehrssituatio-
nen
erha¨lt durch das System die Information u¨ber die zula¨ssige Ho¨chstgeschwindigkeit. Durch
eine Triangulierung wird dabei die Position des Schildes relativ zum Fahrzeug bestimmt.
Aber auch die Gro¨ße und die Entfernung des Schildes werden [Lindner, 2010] berechnet,
um zu bestimmen, ob das Verkehrszeichen fu¨r den Fahrer relevant ist und deshalb an-
gezeigt werden muss [Lindner, 2012]. Abb. 1.4 zeigt, dass durch die Triangulierung die
Information zur Verfu¨gung steht, die es ermo¨glicht zu unterscheiden, ob es sich um ein
reales Zeichen handelt, das relevant ist fu¨r den Fahrer, oder um ein auf z.B. einen LKW
aufgeklebtes Zeichen, das fu¨r den Fahrer nicht von Bedeutung ist.
Die Eingangsgro¨ßen dieser Methode werden wa¨hrend der Fahrt bestimmt und sind durch
Nicken und Wanken des Fahrzeugs fehlerbehaftet. Dadurch kann die Berechnung der Ein-
gangsgro¨ßen fu¨r das System ungenau werden. Durch das Nutzen der Daten der Stereo-
Kamera kann die Entfernung und Gro¨ße schnell und robust aus jedem Bildpaar bestimmt
werden. Somit kann durch den Einsatz eines Stereo-Kamera-Systems die Leistung des
Verkehrszeichenerkennungssystems verbessert werden.
Spurhalteassistent: Das System, das das Fahrzeug in der Spur ha¨lt, kann den Fahrer
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Abbildung 1.4.: Das System zur Verkehrszeichenerkennung nach [Lindner, 2012] berech-
net zusa¨tzlich zur Bedeutung die Position, die Gro¨ße und die Entfernung der Verkehrs-
schilder zur Kamera anhand einer Triangulierung. Bildquelle: [Lindner, 2012, S. 122]
Abbildung 1.5.: Mit einer Mono-Kamera kann die Spur im nahen Umfeld des Fahrzeugs
berechnet werden. So kann das Fahrzeug auf der Spur gefu¨hrt werden und beim unbeab-
sichtigten Spurwechsel eine Warnung geben. Bildquelle: [Jordan, 2012]
vor unabsichtlichem Beru¨hren der Fahrbahnmarkierung warnen oder dieses gegebenen-
falls verhindern. Der Spurhalteassistent errechnet den Mittelpunkt der Spur mittels einer
Mono-Kamera, sodass das Fahrzeug entlang dieser Spur gefu¨hrt werden kann. Dies ist in
Abb. 1.5 dargestellt.
Dieses Assistenzsystem kann durch den Einsatz einer Stereo-Kamera verbessert werden.
Dazu wird das bestehende Klothoidenmodell auf ein dreidimensionales Modell erweitert
[Loose, 2013]. Dabei wird die Spur in der Ebene zu einem Gela¨ndemodell erweitert und
so die Spur dreidimensional interpretiert.
7Parkassistent: Dem Fahrer wird durch den Parkassistenten das Finden und Mano¨vrieren
des Fahrzeugs in einen Parkbereich abgenommen. Dazu wird ein Freiraum detektiert, der
den Ausmaßen des Fahrzeugs entspricht. Nachdem das System einen solchen Freiraum
festgestellt hat, kann der Fahrer das Einparken starten. Das Finden des freien Platzes
und das Einparken des Fahrzeugs wird mit Mono-Kameras und Ultraschallsensoren des
Fahrzeugs durchgefu¨hrt. Wegen der geringen Auflo¨sung der Ultraschallsensoren werden
Objektdetektion und -klassifikation bei dem System mit der Mono-Kamera durchgefu¨hrt.
Wird statt der Mono-Kamera eine Stereo-Kamera eingesetzt, ko¨nnen Objekte im Sicht-
bereich der Stereo-Kamera schneller und robuster erkannt werden, da dreidimensionale
Ausmaße der Objekte berechnet werden ko¨nnen. Zudem ist es mit der Stereo-Kamera
mo¨glich, Passanten zu detektieren. Bei Gefahren fu¨r die Fahrzeuginsassen und Passanten
kann der Vorgang dann abgebrochen werden.
Abstandsregeltempomat: Das System, das den Abstand zum vorausfahrenden Objekt
regelt, wird Abstandsregeltempomat genannt und wird zur Sicherheit und zum Komfort
des Fahrers in modernen Fahrzeugen eingesetzt. Dieses System nutzt die Daten des Radar-
sensors, um im weiten Umfeld des Fahrzeugs dem vorausfahrenden Fahrzeug zu folgen.
Durch den Einsatz einer Stereo-Kamera ko¨nnen die Ergebnisse des Spurhalteassistenten
mit in die Auswertung einbezogen werden, sodass selbst bei hohen Geschwindigkeiten
das Fahrzeug sicher in der Spur gefu¨hrt werden kann, wie in Abb. 1.6 dargestellt.
Abbildung 1.6.: Der Abstandsregeltempomat realisiert die Funktion ausschließlich auf der
Radarinformation. Durch den Einsatz einer Stereo-Kamera kann der Spurhalteassistent
integriert werden. Dies sorgt fu¨r eine sichere Fu¨hrung innerhalb der Fahrspur. Bildquelle:
[Daimler, 2013]
Insbesondere kann die Spur als 3D-Spur interpretiert werden und so die Spurfu¨hrung ver-
bessert werden.
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Bremsassistent: Das Regelsystem, das das Bremsen unterstu¨tzt, reagiert auf querenden
Verkehr. Um dieses System zu realisieren, werden die Sensordaten der Stereo-Kamera
und des Radars zusammen ausgewertet. Mit den Radardaten ist es mo¨glich, schon sehr
fru¨h Objekte, die in der Kamera noch nicht zu erkennen sind, zu detektieren. Mit der
Mono-Kamera ko¨nnen die Fahrzeuge dann detektiert und klassifiziert werden. Durch den
Einsatz eines Stereo-Kamera-Systems kann die Distanz zu Objekten in naher Umgebung
aus dem System errechnet werden und bei einer U¨bereinstimmung mit den Daten aus dem
Radarsystem kann der Bremsvorgang sicher eingeleitet werden.
Abbildung 1.7.: Das Bremsassistenzsystem unterstu¨tzt den Fahrer in nahezu unausweich-
lichen Gefahrensituationen, die ohne diesen Assistenten unweigerlich zum Unfall durch
den querenden Verkehr fu¨hren wu¨rden. Dazu werden die Daten der Stereo-Kamera und
des Radarsensors genutzt, sodass der Bremsprozess rechtzeitig und mit der richtigen Kraft
eingeleitet wird. Quelle: [Daimler, 2013]
Durch die Auswertung der Daten der Stereo-Kamera kann der Assistent nicht nur Fahr-
zeuge, sondern auch Fußga¨nger erkennen und darauf reagieren.
Fußga¨ngerwarnassistent: Mit den Daten der Stereo-Kamera zusammen mit den Da-
ten des Radarsensors wird das Fußga¨ngerwarnassistenzsystem realisiert. Dieses System
macht auf Passanten in der Fahrspur des Fahrzeugs aufmerksam und kann auf die Passan-
ten reagieren. Dazu werden die Daten des Radarsystems und des Stereo-Kamera-Systems
genutzt, wie in Abb. 1.8 dargestellt. Durch die Neuinterpretation der Spur als 3D-Spur
kann der Passant besser im Bild detektiert werden, da in einem Bild der Mono-Kamera
nicht ermittelt werden kann, wo der Passant steht. So ist die Detektion von Passanten in
einem Mono-Kamera-Bild fehleranfa¨lliger als die Detektion in den Daten einer Stereo-
9Kamera, da der Passant in der dreidimensionalen Punktwolke aus den Daten der Stereo-
Kamera gut zu erkennen ist.
Abbildung 1.8.: Der Fußga¨ngerwarnassistent meldet, wenn ein Fußga¨nger durch das Fahr-
zeug gefa¨hrdet ist. Bildquelle: [Daimler, 2013]
Fahrbahnoberfla¨chenassistent: Dieses Beispiel zeigt, dass die Assistenzsysteme, die die
Daten der Mono-Kamera nutzen, entscheidend durch den Einsatz einer Stereo-Kamera
verbessert werden ko¨nnen. Weiter sind durch den Einsatz von Stereo-Kamera-Systemen
Assistenzsysteme mit einer Vielzahl von neuen Anwendungen realisierbar. Mit den Daten
der Stereo-Kamera kann die Fahrbahnoberfla¨che vermessen werden, um Unebenheiten
zu detektieren. Wenn Unebenheiten auf der Fahrbahnoberfla¨che erkannt wurden, wird
durch das System das Fahrwerk aktiv in der Weise gesteuert, dass die Fahrzeugkarosse
vollkommen ruhig gehalten wird und der Fahrer keine Unebenheiten bemerkt, wie in
Abb. 1.9 dargestellt.
Abbildung 1.9.: Der Fahrbahnoberfla¨chenassistent kaschiert Fahrbahnunebenheiten vor
dem Fahrer, sodass sich der Fahrer wesentlich bequemer fu¨hlt und dadurch mehr auf die
Fahrt konzentrieren kann. Dabei wird das Fahrzeug auf einer Ebene gehalten. Bildquelle:
[Meiners, 2010]
6D-Vision: Das 6D-Vision-System nutzt die Daten aus der Stereo-Kamera zur Berech-







)W des Punktes (x, y, z)W . Dazu wird aus den Sensordaten
eine 3D-Rekonstruktion generiert. In der 3D-Rekonstruktion ko¨nnen sich bewegende Ob-
jekte durch den optischen Fluss als Cluster von Punkten zusammengefasst werden. Durch
die Information der eigenen Odometrie und das Tracken dieser bewegten Objekte in
der 3D-Rekonstruktion ko¨nnen die Geschwindigkeiten der Objekte aus der 3D-Rekon-
struktion bestimmt werden. Da die Position der Objekte und die Geschwindigkeit der Ob-
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jekte bekannt sind, kann die zuku¨nftige Position gescha¨tzt werden. Diese Methode wird
in [Mu¨ller et al., 2011; Franke et al., 2007] vorgestellt.
1.1. Systemaufbau fu¨r eine Online-Kalibrierung fu¨r
Stereo-Kamera-Systeme
Die in Tab. 1.1 beschriebenen Assistenzsysteme nutzen Sensordaten aus optischen Senso-
ren wie der Mono-Kamera oder der Stereo-Kamera. Alle Sensorsysteme in einem Fahr-
zeug mu¨ssen kalibriert werden, da sonst alle Assistenzsysteme fehlerhafte Daten erzeugen
und so die gewu¨nschten Funktionen nicht realisiert werden ko¨nnen.
Die Initialkalibrierung bleibt wa¨hrend der Fahrt wegen a¨ußerer Einflu¨sse, wie z.B. Wa¨rme
oder Sto¨ße durch das Fahrwerk, nicht erhalten. Deshalb ist eine kontinuierliche U¨ber-
wachung der Kamaraparameter und eine sta¨ndige Nachkalibrierung wichtig. Ein sol-
ches sta¨ndiges Nachkalibrieren wird Online-Kalibrierung genannt. Damit die Kameras
wa¨hrend der ganzen Fahrt kalibriert sind, ist eine Online-Kalibrierung (in der Literatur
auch Selbstkalibrierung genannt) essenziell.
Bei der Online-Kalibrierung werden die Parameter der FundamentalmatrixF (siehe [Fau-
geras, 1993] und [Wo¨hler, 2009, S.32,S.39])
xˆTl Fxˆr = 0 (1.1)
oder die EssentialmatrixE aus der Essential-Gleichung
xTl Exr = 0 (1.2)
gescha¨tzt. Dies ist der Kern von xTl Exr. Wir schreiben dann ker(x
T
l Exr) fu¨r den Kern
der Abbildung, die durch die Essential-Gleichung beschrieben ist. Dabei gilt nach [Luong,
1992]
KTEK = F, (1.3)
mitK die Kameramatrix fu¨r Kameras mit rechteckigen Pixel
K =
f · α 0 uo0 f · β vo
0 0 1
 , (1.4)
mit f der Kamerakonstante α
β
das Aspektverha¨ltnis und (uo, vo)T der Bild- oder Kamera-
hauptpunkt. Diese Parameter werden als intrinsische Kameraparameter oder intrinsische
Parameter bezeichnet. Sind die Pixel quadratisch, dann folgt fu¨r die Kamerakonstanten
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f := fu = fv. Die Essentialmatrix istE = T×R, mit T× die schief-symmetrische Matrix
der Translation und R die Rotationsmatrix. Dabei sind die Komponenten der Essential-
matrix die extrinsischen Kameraparameter oder extrinsischen Parameter, die die relative
Position und die relative Orientierung der Kameras zueinander beschreiben.
Die Kalibrierung eines Kamerasystems kann in zwei Teile unterteilt werden. Zum ei-
nem mu¨ssen die intrinsischen Parameter und zum anderen mu¨ssen die extrinsischen Pa-
rameter bestimmt werden. Die intrinsischen Parameter werden im Rahmen dieser Arbeit
in einer Initialkalibrierung (s. Kap. 3) bestimmt. Die Parameter, die in der extrinsischen
Kalibrierung bestimmt werden, werden in dieser Arbeit in zwei Gruppen unterteilt. Die
drei Parameter, die die relative Position beider Kameras in einem Stereo-Kamera-System
zueinander beschreiben, werden als fest angenommen und die drei Winkela¨nderungen
(φ1, φ2, φ3) der Orientierung werden in einer Online-Kalibrierung sta¨ndig gescha¨tzt.
Da alle Assistenzfunktionen auf einer gemeinsamen Hardware realisiert werden, ist die
verfu¨gbare Rechenleistung aufgeteilt, sodass jeder auf der Hardware realisierten Metho-
de ein Teil der Gesamtrechenleistung zusteht. Da fu¨r die Online-Kalibrierung nur ein
Teil der Rechenleistung zur Verfu¨gung steht, ist eine speicher- und rechenzeiteffiziente
Online-Kalibrierung eine Herausforderung im Rahmen dieser Arbeit. Genauere Anga-
ben u¨ber die Rechenleistung fu¨r die Online-Kalibrierung sind in App. A.1 dokumentiert.
In wissenschaftlichen Untersuchungen wurde gezeigt, dass sich in einem Fahrzeug die
Orientierung am sta¨rksten unter den auf das Fahrzeug einwirkenden Kra¨ften a¨ndert, wo-
hingegen sich die intrinsischen Parameter nur geringfu¨gig a¨ndern.
Durch die Anordnung der Kameras in einer achsparallelen Position, d.h. so, dass die Z-
Achse entlang der Hauptachse ausgehend vom Kamerahauptpunkt zeigt und die y-Achse
zum Boden zeigt, haben kleine Abweichungen im Schielwinkel einen großen Einfluss
auf die Entfernungsberechnung, da wie in [Hartley und Zisserman, 2004] beschrieben,
die Epipole im Unendlichen liegen. In Kap. 4.3.1 wird dies na¨her untersucht. Durch die-
se Anordnung ist eine 3D-Rekonstruktion mit nicht-linearen Methoden zu berechnen. In
Abb. 1.11 ist dargestellt, dass selbst bei kleinen Abweichungen des Schielwinkels von
weniger als einem Pixel sich eine große Abweichung in der 3D-Rekonstruktion ergibt.
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Abbildung 1.10.: Die Kameramodellparameter des Stereo-Kamera-Systems sind durch
eine Initialkalibrierung ermittelt worden und liefern fu¨r die Online-Kalibrierung die in-
itialen Werte. Mit den eingestellten Kameraparametern ko¨nnen mittels verschiedener Me-
thoden ausgewa¨hlte Korrespondenzen bestimmt werden. Diese Korrespondenzen werden
dann genutzt, um die aktualisierten Kameramodellparameter zu scha¨tzen.
Abbildung 1.11.: Abweichungen von wenigen Pixeln der Disparita¨t bringen eine große
Abweichung in der Ru¨ckprojektion und damit in der Entfernungsscha¨tzung zum voraus-
fahrenden Fahrzeug. Oben ist der korrekte Abstand. Unten und in der Mitte die Entfer-
nungsmessung mit Abweichungen von wenigen Pixeln.
Durch Interaktion des Fahrzeugs mit der Fahrbahn und thermische Einflu¨ssen vera¨ndern
sich die Orientierung beider Kameras zueinander. Dadurch stimmen die Kameraparame-
ter nicht mehr genau, was zu Abweichungen in der 3D-Rekonstruktion der Szene, wie in
Abb. 1.11 dargestellt, fu¨hrt.
Durch die Anbringung des Geha¨uses der Stereo-Kamera an der Scheibe werden die me-
chanischen und termischen Einflu¨sse unmittelbar auf das Geha¨use der Stereo-Kamera
u¨bertragen. Um diesen Einflu¨ssen entgegenzuwirken, muss das Intervall zwischen zwei
Kalibrierungen der Online-Kalibrierung mo¨glichst kurz sein.
Eine Stereo-Kamera kann auf der Basis von Sensordaten weiterer Sensoren kalibriert wer-
den. Im Fahrzeug eignen sich hierfu¨r die Sensordaten des Radars. Bei einer Kalibrierung
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mit den Sensordaten des Radars werden die Daten des Radarsensors mit den Objekten aus
der 3D-Rekonstruktion der Stereo-Kamera abgeglichen. Um eine Stereo-Kamera zu kali-
brieren, wird in dieser Arbeit auf das Nutzen weiterer Sensoren zur Entfernungsmessung
verzichtet. Erstens, da bei weiteren Sensoren darauf geachtet werden muss, dass die Sys-
teme aufeinander und initial kalibriert sein mu¨ssen. Zweitens, weil bei einem Wechsel des
Versuchsfahrzeugs darauf geachtet werden muss, dass die zusa¨tzlichen Komponenten vor-
handen sind. Die Kalibrierung des Stereo-Kamera-Systems wird aus den Informationen
der Bilder und aus der Fahrzeug-Odometrie bestimmt, die in jedem Fahrzeug vorhanden
ist.
Um eine Stereo-Kamera auf der Basis von Bilddaten allein zu kalibrieren, wird im Rah-
men dieser Arbeit das Lochkameramodell mit Linsenverzeichnung genutzt. Ein solches
Kameramodell wird im Rahmen dieser Arbeit Linsenkameramodell genannt. Dabei ist der
O¨ffnungswinkel beider Kamerasysteme 56◦. Mit der in [Brown, 1966] angegebenen Me-
thode wird die Linsenverzeichnung aus dem Bild herausgerechnet. Bilder ohne eine sol-
che Verzeichnung werden verzeichnungsfreie Bilder genannt. Verzeichnungsfreie Bilder
sind essenziell fu¨r die in dieser Arbeit entwickelten Methoden zur Online-Kalibrierung,
da diese Bilder zur Rekonstruktion genutzt werden.
Das in dieser Arbeit genutzte Stereo-Kamera-System ist achsenparallel ausgerichtet, da-
mit die 3D-Rekonstruktion einfach bestimmt werden kann. Bei einer solchen Anordnung
der Kameras ist das Bestimmen der Korrespondenzen erleichert, da sich diese auf einer
Pixelzeile befinden, wenn das Stereo-Kamera-System kalibriert ist. Das Ausrichten der
Bilder aus einem Stereo-Kamera-System, sodass die Korrespondenzen beider Bilder auf
einer Pixelzeile zu finden sind, nennen wir Rektifizierung. Um die Bilder rektifizieren
zu ko¨nnen, werden die intrinsischen und extrinsischen Parameter genutzt [Fusiello et al.,
2000].
Der Ausgangspunkt einer jeden Online-Kalibrierung ist eine durchgefu¨hrte Initialkali-
brierung. Jede Online-Kalibrierung hat einen Schritt zur Optimierung, der mit Startwerten
beginnt. Diese Startwerte werden in der Initialkalibrierung bestimmt. Bilder, die mit den
Kameraparametern ausgerichtet wurden, nennen wir rektifizierte Bilder. Da der Einfluss
von Verzeichnungen auf die Bildern minimiert wurde, sind Messungen sehr genau.
Um ein Stereo-Kamera-System online zu kalibrieren, werden Korrespondenzen genutzt.
Korrespondenzen ist die Bezeichnung von korrespondierenden Punkten in verschiedenen
Bildern. Es gibt unterschiedliche Methoden, um Korrespondenzen auf rektifizierten Bil-
dern zu bestimmen (siehe dazu Abschn. 2.1). Um eine Kalibrierung zu verbessern oder
zu unterstu¨tzen, ko¨nnen Odometrie-Daten zur Berechnung neuer Parameter herangezogen
werden. Die in der Online-Kalibrierung neu errechneten Parameter werden dann genutzt,
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um das na¨chste Bildpaar zu rektifizieren, um dann auf diesem Bildpaar neue Korrespon-
denzen zu bestimmen. Dieses ist in Abb. 1.10 dargestellt.
G : xl ∈ Ilt0 7−→ xr ∈ Irt0
G : xl ∈ Ilt1 7−→ xr ∈ Irt1
F : xl ∈ Ilt0 7−→ xl ∈ Ilt1
F : xr ∈ Irt0 7−→ xr ∈ Irt1
t0
t1
Abbildung 1.12.: Durch eine Funktion F (x) werden Korrespondenzen in Bildern der
gleichen Szene zu unterschiedlichen Zeitschritten gefunden. Die Funktion G(x) findet
Korrespondenzen in Bildern einer Szene, die den beiden Kameras eines Stereo-Kamera-
Systems aufgenommen wurden.
In dieser Arbeit wird der optische Fluss – im folgenden Fluss genannt – genutzt, um Kor-
respondenzen zu bestimmen. Das Verfahren ist in einer Vielzahl von wissenschaftlichen
Untersuchungen erarbeitet und optimiert worden [Stein, 2004]. Auf der Basis dieser Me-
thode werden weitere Assistenzsysteme realisiert. Die Methode ist auf einer speziellen
Hardware realisiert. Dabei ist diese Methode ein Bestandteil des genutzten Frameworks
und kann in der Arbeit mit verwendet werden. Dies ist in Abb. 1.12 dargestellt und der
Fluss ist eine Methode fu¨r die Funktion F : xt0 7→ xt1 . Dabei wird jeder Punkt x ∈ It0
zur Korrespondenz x ∈ It1 zugeordnet. Der Fluss wird beschrieben durch eine Men-
ge von Verschiebungsvektoren zwischen zwei Bildern der gleichen Szene. Dabei werden
die Objekte, die sich bewegen, bei stationa¨ren Kameras durch sogenannte Flussvektoren
beschrieben. Wenn sich die Kamera bewegt, werden auch alle stationa¨ren Objekte abge-
bildet, da sich die Kameras bewegt haben. Ist in einem Bildpaar keine Vera¨nderung zu
finden, dann wird kein Flussvektor gefunden. Abb. 1.13 stellt dies dar. Dabei sind die
Flussvektoren rot in Abb. 1.13 eingezeichnet.
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Abbildung 1.13.: Der Fluss wird aus der Bewegung von zwei zeitlich aufeinanderfolgen-
den Bildern berechnet. Dabei stellt der Fluss die Bewegung von Objekten im Bild dar,
wenn die Kamera sich nicht bewegt. Wenn sich die Kamera bewegt, dann werden alle
A¨nderungen im Bild angegeben, so wie oben dargestellt. Zuna¨chst werden miteinander
korrespondierende Punkte ermittelt. Der Verschiebungsvektor, der einen Punkt in den an-
deren u¨berfu¨hrt, ist das Resultat. Dieser Verschiebungsvektor ist hier rot dargestellt. Die
Auswertung einer Vielzahl von Punkten ergibt schließlich das Verschiebungsvektorfeld
(vgl. [Paragios et al., 2005, S. 239]).
In dieser Arbeit werden ra¨umliche Korrespondenzen zum gleichen Zeitpunkt mit der
Semi-Global-Matching(SGM)-Methode, wie in [Hirschmu¨ller, 2008] beschrieben, be-
stimmt. Die SGM-Methode scha¨tzt fu¨r jeden Pixel eines Bildes die Disparita¨t zum korre-
spondierenden Pixel im anderen Bild. In Abb. 1.12 kann die SGM-Methode die Funktion
G : xt0 7→ xt0 oder G : xt1 7→ xt1 realisieren. Dabei werden die Korrespondenzen von ei-
nem Bild Il zum korrespondierenden Bild Ir berechnet. Die Bilder mu¨ssen zum gleichen
Zeitpunkt aufgenommen werden. Abb. 1.14 ist eine Darstellung der Tiefenkarte, die die
Disparita¨tskarte des SGM repra¨sentiert.
Die SGM-Methode ist Bestandteil des verwendeten Frameworks und kann zur Kalibrie-
rung genutzt werden. Die Bestimmung der Disparita¨t mit der Kreuzkorrelation kann alter-
nativ genutzt werden. Die Vor- und Nachteile der Methoden werden in Kap. 2 besprochen.
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Abbildung 1.14.: Das Semi-Global-Matching(SGM) bestimmt fu¨r zwei gegebene Bilder
einer Szene, die von unterschiedlichen Positionen zum gleichen Zeitpunkt aufgenommen
wurden, die Korrespondenzen. Dieses Bild beschreibt einen Raum, der in [Hirschmu¨ller,
2008] definiert und bestimmt wird. Die Gro¨ße der Disparita¨t zweier miteinander korre-
spondierender Punkte ist farblich kodiert. Cyan sind kleine Disparita¨ten in einem Nahbe-
reich im Sichtbereich und blau sind die Disparita¨ten in weiter Entfernung im Sichtbereich
der Kamera.
Abb. 1.15 stellt die Beziehung der Methoden SGM und Fluss auf Basis von Abb. 1.12
zum Bestimmen der Korrespondenzen dar.
Abbildung 1.15.: In zwei zeitlich aufeinanderfolgenden Bildpaaren werden in dieser Ar-
beit die zwei Methoden SGM und Fluss genutzt, um Korrespondenzen in zeitlich aufein-
anderfolgenden Bildpaaren zu bestimmen. Die Funktionen F und G in Abb. 1.12 werden
im Rahmen dieser Arbeit ersetzt durch F ≡ Fluss und G ≡ SGM, da diese Methoden
wissenschaftlich untersucht und evaluiert wurden, auch fu¨r andere Verfahren eingesetzt
werden und so die Resultate der Methoden der Online-Kalibrierung zur Verfu¨gung ste-
hen.
Auf der Basis der durch Fluss und SGM ermittelten Korrespondenzen kann ein Stereo-
Kamera-System kalibriert werden. Ein Teil der Menge der extrinsischen Kamerapara-
meter ist die relative Orientierung der beiden Kamerasysteme zueinander sowie deren
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A¨nderungen nach der Initialkalibrierung, beschrieben durch die Parameter (φ1, φ2, φ3).
In dieser Arbeit wird diese Orientierung bestimmt. Sie ist der Kern der in dieser Arbeit
beschriebenen Verfahren. Es wird vorausgesetzt, dass die Kameras achsenparallel ange-
ordnet sind, d.h. dass die z-Achsen beider Kameras parallel sind und jeweils vom Ka-
merahauptpunkt in die Ru¨ckprojektionsrichtung zeigen.
Die Methode zur Online-Kalibrierung soll mit den anderen Methoden auf einer gemein-
samen Hardware realisiert werden. Die Rechenleistung, um die Programme auszufu¨hren,
wird durch einen Digitalen Signalprozessor (DSP) bereitgestellt. Durch die Integration
weiterer Programme auf den Hardwarekomponenten steht der Online-Kalibrierung nur
ein Teil der Rechenleistung des DSPs zur Verfu¨gung. Genauere Aussage u¨ber die verfu¨gbare
Rechenleistung wird in Kap. A.1 beschrieben.
1.2. Die Bedeutung der Online-Kalibrierung fu¨r
Stereo-Kamera-Systeme
Eine kontinuierliche U¨berwachung und Anpassung der Parameter eines Stereo-Kamera-
Systems u¨ber die Lebenszeit dieses Systems ist wichtig, da sonst die 3D-Rekonstruktion
der Umgebung nicht genau genug gelingt und so die Fahrerassistenzsysteme zu ungenaue
Daten erhalten. Sind die Daten aus dem Stereo-Kamera-System u¨ber die Lebensdauer des
Stereo-Kamera-Systems nicht zuverla¨ssig, dann werden alle Messungen, die in den As-
sistenzsystemen gemacht werden, fehlerhaft sein und die Systeme werden gar nicht oder
ungenau reagieren. Um sich dieser, immer wieder neu aufkommenden Herausforderung,
zu stellen, ist eine Online-Kalibrierung des Stereo-Kamera-Systems essenziell.
Die Punkte in der 3D-Rekonstruktion der Fahrzeugumgebung haben die Repra¨sentation
XW = (x, y, z)TW und ko¨nnen durch eine Triangulierung bei den gegebenen Bild-Koor-
dinaten (u, v)I , bestimmt werden. Um einen Punkt XW in einer 3D-Rekonstruktion aus
den Daten der Stereo-Kamera zu bestimmen, wird Gl. (1.5) genutzt. Eine Auswertung der






















wobei (x, y, z)TW der 3D-Punkt in der 3D-Rekonstruktion, (u0, v0)
T der Bildhauptpunkt,
d die Disparita¨t und b die Basisbreite sind. Das Produkt f · b = F wird Stereo-Kamera-
Konstante oder Stereo-Konstante genannt. Im Rahmen dieser Arbeit wurden quadratische























folgt. Auf der einen Seite ist zu sehen, dass das Rauschen in der Variable F oder der Ba-
sisbreite sowie gaußsches Rauschen im Bildhauptpunkt nur linear in die Berechnung des
3D-Punktes eingehen, aber auf der anderen Seite ein Rauschen oder eine Abweichung der
Disparita¨t mit dem Faktor 1
d
in die Berechnung des 3-D Punktes eingehen. Dies zeigt, dass
selbst bei kleinen A¨nderungen in der Disparita¨t, die in Pixel gemessen wird, ein großer
Fehler in der 3D-Rekonstruktion entstehen kann.
In Abb. 1.16 ist dargestellt, welche Entfernung (auf der Ordinate in Metern) sich zwischen
dem Stereo-Kamera-System und dem beobachteten Objekt bei einer Disparita¨t (Abszisse
in Pixel) und einer gegebenen Stereo-Kamera-Konstante F = 204.8 [Pix] ergibt. Die-
se Stereo-Kamera-Konstante wurde fu¨r den Versuchsaufbau des Stereo-Kamera-Systems











Abbildung 1.16.: Sei die Stereo-Kamera-KonstanteF gegeben, dann kann die Entfernung
zu einem Objekt mit der Disparita¨t d errechnet werden. Weicht dieser Wert in einem
geringen Umfang ab, wird eine große Abweichung in der 3D-Rekonstruktion bestimmt.
Wird die Disparita¨t d fa¨lschlicherweise mit d = 3 [Pix] statt mit 2 Pixeln berechnet, so
wird die Entfernung mit 68 [m] statt mit 102 [m] berechnet.
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Gliederung der Arbeit
Die Arbeit gliedert sich in sechs Kapitel. Im ersten Kapitel, wird eine Motivation zum
Thema gegeben. Es wird grob angerissen, welches die erwarteten physikalischen Einflus-
se sind und wie sich durch diese Einflusse das Stereo-Kamera-System die Umgebungsre-
konstruktionen a¨ndern.
Anschließend wird in Kap. 2 der Stand der Technik aufgezeigt. Der Stand der Technik
stellt eine Vielzahl von Methoden bereit. Alle Methoden haben unterschiedliche Vorteile
und auch Nachteile, die diese fu¨r eine Anwendung in dieser Arbeit charaktariesieren oder
ausschließen.
Im darauf folgenden Kap. 3 wird dann erkla¨rt, wie im Rahmen dieser Arbeit eine Inizi-
alkalibirierung vergenommen wird. Die Werte aus dieser Initialkalibrierung stellen die
Parameter fu¨r die Rektifizierung bereit.
Dem folgend wird im na¨chsten Kap. 4 die Methoden zur Scha¨tzung des Schielwinkels be-
schrieben und anschließend werden die Methoden, zur Korrespondenzfilterung und Kor-
respondenzselektion erkla¨rt. Die erste Methode, die in Abschn. 4.1 beschrieben ist, nutzt
die Informationen u¨ber den zuru¨ckgelegten Weg des Fahrzeugs und pru¨ft, ob die stati-
ona¨ren Objekte der Scene in zwei aufeinanderfolgenden Bildern sich auf gleicherweise
gea¨ndert haben. Dabei wird immer vorausgesetzt, dass das Fahrzeug sich in einer gerade-
ausfahrt befindet. Die zweite Methode wird in Abschn. 4.2 beschrieben. Auch bei dieser
Methode wird vorausgesetzt, dass sich das Fahrzeug in einer geradeausfahrt befindet. In
dieser Methode wird der Fluchtpunkt gescha¨tzt, sodass die Differenz der u-Koordinate
des Fluchtpunktes zwichen beiden Bildern die Abweichung im Schielwinkel angbit.
Das Kapitel Kap. 5 gibt dann die Ergebnisse aller wissenschaftlichen Untersuchungen.
Diese Arbeit wird abgeschlossen mit Kap. 6. In dem Kapitel werden die Kapitel zusam-
mengefasst und es werden Anregungen zu weiteren Entwicklungen gegeben.
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2. Stand der Technik
Zur Online-Kalibrierung eines Stereo-Kamera-Systems werden Korrespondenzen genutzt.
Um Korrespondenzen zu bestimmen und ihren Einfluss auf die Kalibrierung zu untersu-
chen, gibt es verschiedene Methoden. Dies wird in Abschn. 2.1 beschrieben.
Um ein Stereo-Kamera-System zu kalibrieren, ko¨nnen verschiedene Methoden genutzt
werden. Eine U¨bersicht gibt Abschn. 2.3. Alle in Abschn. 2.3 beschriebenen Methoden
nutzen eine Optimierung, die dann die Komponenten der Fundamentalmatrix oder die
Komponenten der Essentialmatrix scha¨tzt. Dazu wird ein Startwert genutzt, der aus der
Initialkalibrierung genommen wird.
2.1. Korrespondenzbestimmung
Anders als bei einer Initialkalibrierung kann bei einer Online-Kalibrierung in einem sich
bewegenden System kein Objekt mit einer bekannten Textur und Ausdehnung, ein so-
genanntes Target, zur Kalibrierung genutzt werden und deshalb mu¨ssen andere Korre-
spondenzen in den Bildpaaren genutzt werden. Um diese Korrespondenzen zu bestim-
men, ko¨nnen verschiedene Verfahren eingesetzt werden. Dazu werden zwei Bilder der
gleichen Szene verwendet. Mehrere Methoden, die fu¨r diese Arbeit in Frage kommen,
werden in [Dang, 2007] beschrieben und verglichen. In dieser Arbeit wird eine Hard-
und Softwareumgebung genutzt, in der eine Vielzahl von Bildverarbeitungsverfahren fu¨r
Fahrerassistenzsysteme verfu¨gbar sind. Alle diese Methoden sind ausfu¨hrlich evaluiert
worden. Dazu geho¨ren die Fluss-Methode aus [Stein, 2004] und SGM-Methoden aus
[Gehrig und Rabe, 2010]. Diese Methoden ko¨nnen mit zur Online-Kalibrierung genutzt
werden.
In [Rabe, 2011, Kap. 5] werden eine Analyse der Fluss-Methode und ein Vergleich zwi-
schen dem Fluss und weiteren Algorithmen zur Korrespondenzbestimmung vorgenom-
men. Die auf der verwendeten Hardware der Stereo-Kamera integrierte Fluss-Methode
arbeitet auf ganzzahligen Pixelkoordinaten.
[Beauchemin und Barron, 1995; Zach et al., 2007; Brooks et al., 1998; Stein, 2004; Ho
und Goecke, 2008] zeigen verschiedene Methoden, wie der Optische Fluss berechnet wer-
den kann. [Zach et al., 2007; Stein, 2004; Ho und Goecke, 2008] gehen auf eine schnelle
Berechnung des Flusses ein, indem in [Zach et al., 2007] eine totale Variation mit der L1−
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Norm vorgenommen wird. [Stein, 2004; Ho und Goecke, 2008] beschreiben verschiedene
Methoden, die Fluss-Berechnung durch unterschiedliche Transformationen zu beschleu-
nigen. Die Methode nach [Stein, 2004] ist in vielen wissenschaftlichen Arbeiten evaluiert
worden und erzeugt eine hohe Anzahl von Flussvektoren, die das Zeitintervall zwischen
den Kalibrierungen verringern kann.
Der Fluss kann, wie in [Kanatani et al., 2000] beschrieben, genutzt werden, um die Fun-
damentalmatrix zu scha¨tzen. Doch diese Methode zur Online-Kalibrierung beno¨tigt viel
Speicher und viel Rechenzeit und deshalb kann diese Methode nicht auf der gegebenen
Hardware realisiert werden. Zudem kann die Berechnung der extrinsischen Parameter
nicht von der Berechnung der intrinsischen Parameter getrennt werden. So mu¨ssen in ei-
nem weiteren Rechenschritt die intrinsischen und extrinsischen Parametern aus der Fun-
damentalmatrix separiert werden.
Sollten in spa¨teren Arbeiten die intrinsischen zusa¨tzlich zu den extrinsischen Parametern
bestimmt werden und sich die Rechenzeit und der Speicher vergro¨ßern, dann ist diese
Methode eine weitere Mo¨glichkeit, auf der gegebenen Hardware eine Online-Kalibrie-
rung zu berechnen. Da auf der gegebenen Hardware der Fluss fu¨r die Realisierung einiger
Assistenzsysteme aus Tab. 1.1 eingesetzt wird, wird durch die in dieser Arbeit erarbeite-
ten Methoden keine weitere zusa¨tzliche Rechenzeit beno¨tigt.
Ist die Genauigkeit bis auf einen Pixel genau gegeben, nennen wir dies eine pixelge-
naue Darstellung. Die pixelgenaue Darstellung wird genutzt, um die Methode besser auf
die gegebene und verwendete Hardware zu integrieren. Durch den Einsatz des Kanade-
Lucas-Tomasi(KLT)-Tracker aus [Birchfield, 1997; Rabe, 2011], kann die Flussberech-
nung, die auf der Hardware realisiert ist, zur Subpixelgenauigkeit erweitert werden.
Auch eine Kreuzkorrelation in dem ausgewa¨hlten Bereich wu¨rde die subpixelgenaue Be-
rechnung des Flusses ermo¨glichen, doch zeigt [Rabe, 2011], dass sich durch die Kreuz-
korrelation ergibt, dass ein Subpixel die Tendenz hat, sich fru¨her auf den Wert des ganz-
zahligen Pixels einzustellen – dies wird Pixellocking genannt – als beim KLT-Shift [Rabe,
2011, Kap. 5].
Das Semi-Global-Matching(SGM) wird in [Hirschmu¨ller, 2011; Hermann et al., 2008;
Hirschmu¨ller, 2005] beschrieben. [Zhu et al., 2012; Haller und Nedevschi, 2010; Banz
et al., 2011; Gehrig und Rabe, 2010; Ernst und Hirschmu¨ller, 2008] geben eine praktische
Anwendung fu¨r das Scha¨tzen von Disparita¨ten zur Bestimmung der Disparita¨tskarte. Es
wird aber immer vorausgesetzt, dass das Stereo-Kamera-System initial kalibriert ist. Ist
die Kalibrierung schlecht, so ist die Dichte der Disparita¨tskarte nicht mehr so hoch und
nicht jedes Pixel hat eine Disparita¨t, mit der die Distanzen in der Szene vermessen werden
ko¨nnen. In [Rabe, 2011] wird eine Analyse u¨ber die SGM-Methode angegeben.
Eine weitere Methode zur Berechnung von Korrespondenzen in Stereobildern ist die Be-
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rechung der Kreuzkorrelation fu¨r jedes Pixel [Ja¨hne, 2005]. Bei dieser Methode wird eine
Tiefenkarte berechnet, die nicht sehr dicht sein muss, anders als bei der SGM-Methode.
Zudem liefert diese Methode fu¨r jedes Pixel einen positiven Wert, wenn dieser unendlich
weit, oder einen negativen Wert, wenn der Wert nicht zugeordnet werden kann. Dies ist
beim SGM anders, weil hier eine Berechnung u¨ber ganze Bereiche im Bild angegeben
werden kann und so in den Bereichen im Bild Annahmen gesetzt werden ko¨nnen, so-
dass nicht jedes Pixel einen exakten Wert der 3D-Fahrzeugumgebung wiedergibt. Dies
ist z.B. bei Ba¨umen zu beobachten, indem beim SGM die Bereiche zwischen den A¨sten
falsch berechnet werden, wohingegen die Kreuzkorrelation auch hier fu¨r jedes Pixel einen
realistischen Wert fu¨r die 3D-Rekonstruktion liefert. Da aber die Kreuzkorrelation eine
sehr aufwendig zu berechnende Methode ist und ein fru¨hes Pixellocking aufweist, wird
diese Methode in dieser Arbeit nicht genutzt. In Abb. 2.1 ist links im Bild die Dispa-
rita¨tskarte mit der Kreuzkorrelationsmethode und rechts ist die Disparita¨tskarte mit der
SGM-Methode berechnet worden.
Abbildung 2.1.: Im linken Bild ist zu sehen, dass die Disparita¨tskarte mit der Kreuzkor-
relationsmethode berechnet wurde. Im Gegensatz hierzu ist im rechten Bild die Dispa-
rita¨tskarte mit der SGM-Methode berechnet worden. Die Disparita¨ten, wie im linken Bild
berechnet, sind sehr pra¨zise, aber wie zu sehen, hat nicht jedes Pixel eine Disparita¨t. Im
rechten Bild ist fast fu¨r jedes Pixel eine Disparita¨te bestimmt worden, aber die Methode
verschmiert die Werte einer Disparita¨t auf die Nachbarn, wodurch eine Ungenauigkeit
entsteht (Bildquelle: [Hirschmu¨ller, 2011]).
2.2. Ausreißerdetektion
Unter Ausreißerdetektion verstehen wir das Finden von Elementen, die nicht zu dem vor-
gegebenen Modell – hier der Kalibrierung eines Stereo-Kamera-Systems – geho¨ren und
so in der Scha¨tzung zu großen Abweichungen fu¨hren ko¨nnen.
Durch das durch den Sensor bedingte Rauschen der Daten sowie die Asynchronita¨t bei
der Aufnahme mit beiden Kameras werden die Bilddaten vera¨ndert. Dies fu¨hrt zu Aus-
reißern bei der Bestimmung der Korrespondenzen, die zu einer fehlerhafte Kalibrierung
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fu¨hren wu¨rden. In diesem Abschnitt wird gezeigt, wie sich die Menge der Ausreißer in
der Menge der Korrespondenzen bestimmen la¨sst.
2.2.1. Sampson-Distanz
Ein Fehlermaß bei der Berechnung der Online-Kalibrierung aus der Essential-Gleichung
xTl Exr = 0 ist die Sampson-Distanz [Hartley und Zisserman, 2004; Wo¨hler, 2009; Dang,
2007]. Dieses Maß misst den Abstand aller Korrespondenzen zur Epipolarlinie. Um den
”mittleren Fehler” aller Korrespondenzen zur Epipolarlinie zu bestimmen, wird der ”Least
Mean of Squares” (LMeanS), wie in [Hartley und Zisserman, 2004; Wo¨hler, 2009] ge-
nutzt. Eine Verbesserung des LMeanS ist in [Xu und Zhang, 1996] beschrieben. In [Xu
und Zhang, 1996] wird der ”Least Median of Square” (LMedS) evaluiert. Die LMedS-
Methode ist robuster gegen die Ausreißer in der Berechnung als die LMeanS-Methode.
Dies la¨sst sich in der Online-Kalibrierung in dieser Arbeit nutzen.
2.2.2. Die RANSAC-Methode
Der ”Random Sample Consensus” (RANSAC) [Fischler und Bolles, 1981] beschreibt eine
Menge von Methoden in der Bildverarbeitung, die genutzt werden, um Ausreißer in einem
gegebenen Modell zu finden. Um die RANSAC-Methode zu nutzen, muss die gegebene
Aufgabe als Minimalproblem beschrieben werden. D.h. es wird die minimale Anzahl
von Samples aus der Menge aller Samples zufa¨llig gewa¨hlt, sodass die Aufgabe gelo¨st
wird. Am Beispiel der Stereo-Kamera-Kalibrierung mit allen zwo¨lf Parametern fu¨r eine
stabile Lo¨sung werden dann zwo¨lf zufa¨llig gewa¨hlte Korrespondenzen aus der Menge
aller Korrespondenzen gewa¨hlt. Als eine stabile Lo¨sung im Sprachgebrauch der Stereo-
Kamera-Kalibrierung wird die Berechnung der intrinsischen und extrinsischen Parameter
des Stereo-Kamera-Systems definiert. Dann wird eine Lo¨sung fu¨r die beschriebene Auf-
gabe errechnet und mit den restlichen Korrespondenzen rektifiziert. Die Abweichung der
restlichen Korrespondenzen vom Minimalproblem kann beispielsweise mit dem ”Lea-
sed Mean Square” errechnet werden. Als Na¨chstes wird wieder eine zufa¨llige minimale
Teilmenge aus der Menge aller Korrespondenzen gewa¨hlt und der Vorgang wiederholt.
Dies geschieht so lange, bis die beste Lo¨sung fu¨r das Problem gefunden wurde. [Torr und
Murray, 1997; Ma et al., 2003; Hartley und Zisserman, 2004] zeigen, wie die RANSAC-
Methode genutzt werden kann, um die Fundamentalmatrix zu scha¨tzen. Dabei werden
unterschiedliche Verfahren genutzt, um die Abweichung zwischen der aktuellen besten
Fundamentalmatix und der mo¨glichen besten Fundamentalmatrix zu bestimmen.
Die Scha¨tzung der Korrespondenzen ist ein iteratives Verfahren. Dazu werden die durch
das Modell festgelegten Parameter bestimmt. Dies wird so lange durchgefu¨hrt, bis die
beste Parametrisierung durch das Modell gegeben ist. Die beste Parametrisierung ist ge-
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geben durch den Vergleich der aktuellen Parametrisierung zur na¨chsten Parametrisierung.
Ist die na¨chste Parametrisierung besser, werden diese Parameter zur Parametrisierung des
Modells genommen. Eine Parametrisierung wird als besser bezeichnet, wenn eine gege-
bene Fehlerfunktion einen besseren Wert hat. Als Fehlerfunktion wird in der Online-Ka-
librierung der RMSE u¨ber die Distanz zwischen der Epipolarline und den Punkten (die
Sampson-Distanz) genutzt.
Die Methoden, die im Rahmen dieser Arbeit entwickelt werden, scha¨tzen die Rotation,
die ein Teil der Essentialmatrix ist, so wie in Gl. (1.2) beschrieben.
In der Literatur wird die RANSAC-Methode ha¨ufig fu¨r die Scha¨tzung der Fundamen-
talmatrix genutzt [Torr und Murray, 1997; Ma et al., 2003]. Um die Winkel (φ1, φ2, φ3)
der Rotationsmatrix der extrinsischen Kameraparameter der Essentialmatrix zu scha¨tzen,
wobei φ1 die A¨nderung des Nick-, φ2 die A¨nderung des Schiel- und φ3 die A¨nderung des
Rollwinkels sind, muss als erstes die Fundamentalmatrix in der RANSAC-Methode durch
die Essentialmatrix ersetzt werden. Um, wie in der Literatur angegeben, die Fundamental-
matrix mit den zwo¨lf Parametern zu scha¨tzen, mu¨ssen mindestens zwo¨lf Korrespondenzen
bestimmt werden, die das Minimalproblem lo¨sen.
Um die drei Parameter (φ1, φ2, φ3) der Essentialmatrix zu bestimmen, werden wenigs-
tens drei Korrespondenzen verwendet. Um diese drei Korrespondenzen zu bestimmen,
mu¨ssen alle Korrespondenzen in Dreiergruppen zusammengefasst werden. Die Menge al-
ler mo¨glichen Teilmengen aus drei Korrespondenzen kann sehr groß sein.
Um nicht alle Teilmengen aus drei Korrespondenzen zu betrachten, kann eine Wahr-
scheinlichkeit herangezogen werden, die einen Wert bestimmt, der eine Aussage u¨ber
die minimale Anzahl der Iterationen wiedergibt, die no¨tig sind, um eine Parametrisierung
mit einer vorgegebenen Gu¨te zu berechnen. Dies ist in Gl. (2.1) beschrieben.
1− p = (1− (1− e)c)n, (2.1)
mit n die Anzahl der Wiederholungen, die no¨tig sind, um eine Essentialmatrix zu berech-
nen, die von ausreißerfreien Korrespondenzen bestimmt wurde, p die Wahrscheinlichkeit,
dass wenigstens eine Teilmenge ausreißerfrei ist, c ist die Anzahl der Korrespondenzen,
die fu¨r die Berechnung des Modells notwendig sind und e die relative Anzahl von Aus-
reißern in der Menge aller Korrespondenzen. Die Parameter ko¨nnen empirisch oder mit
dem Expectation-Maximization-Algorithmus bestimmt werden. Gl. (2.1) muss nun um-




log (1− (1− e)c) . (2.2)
Durch die Bestimmung der Iterationen kann die Anzahl der Durchla¨ufe stark gesenkt
werden. Um dies zu zeigen, sei eine Menge von 1600 Korrespondenzen gegeben mit
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20% Ausreißern und einer Wahrscheinlichkeit von 99%, dass eine ausreißerfreie Teil-
menge gefunden wird. Dann werden 573 Iterationen beno¨tigt, um eine Essentialmatrix zu
bestimmen aus einer ausreißerfreien Menge von Korrespondenzen. Ohne diese Annah-
me mu¨ssten fu¨r die vollsta¨ndige Durchsicht aller mo¨glichen Kombinationen von Korre-





= 681 387 200 Iterationen
gemacht werden, um die beste Essentialmatrix aus der Menge der gegebenen Korrespon-
denzen zu bestimmen.
Dabei wird die Anzahl der Ausreißer in der Menge aller Korrespondenzen empirisch,
durch die ”innere Genauigkeit” oder dem Satz von Bayes, bestimmt.
2.2.3. Satz von Bayes in der Ausreißerdetektion
Ein weiteres Verfahren, um Ausreißer zu detektieren, ist die Betrachtung der Wahrschein-
lichkeit, ob eine Korrespondenz zur Menge der Ausreißer geho¨rt oder nicht. Um die
Ausreißer zu filtern, wird der Satz von Bayes genutzt. Dazu wird betrachtet, welchen
Benefit eine Korrespondenz zur Kalibrierung gibt. Die Berechnung der Wahrscheinlich-
keiten ist ein Log-Likelihood-Ansatz [Bishop, 2006, S. 21]. Dabei sind zwei Klassen
gegeben, die hier die Ausreißer und die Nicht-Ausreißer in der Menge der Korresponden-
zen wiedergeben. [Brandt, 2006; Brandt und Heikkonen, 2000ab] zeigt die Anwendung
des Satzes von Bayes auf die Menge der Korrespondenzen, um die Fundamentalmatrix zu
scha¨tzen. Diese Methode kann auf die Scha¨tzung der Essentialmatrix angewendet werden.
Im Fall der Essentialmatrixscha¨tzung wird die Scha¨tzung der Fundamentalmatrix durch
die Scha¨tzung der Essentialmatrix ersetzt. Dies ist mo¨glich, da das Diagramm
W F //





mit K die Kameramatrix,E die Essentialmatrix,F die Fundamentalmatrix,W das Welt-
koordinatensystem, I ⊂ R2 undK das Kamerakoordinatensystem kommutativ ist [Wo¨hler,
2009; Hartley und Zisserman, 2004; Luong, 1992], d.h. F = E ◦K.
Die in [Brandt, 2006; Brandt und Heikkonen, 2000ab] beschriebene Methode wird auf
affine Kamera-Systeme angewendet und wurde nicht mit einem Stereo-Kamera-System,
wie es in dieser Arbeit verwendet wird, genutzt. Affine Kameras beschreiben einen Spe-
zialfall der projektiven Geometrie, wobei auf acht von zwo¨lf Freiheitsgraden reduziert
wird. So beha¨lt das Kameramodell alle parallele Linien im Bild bei.
2.2.4. Klassische Maße aus der Photogrammetrie
In der Photogrammetrie ist die Methode der ”inneren Genauigkeit” fu¨r den Bu¨ndelausgleich
[Luhmann, 2010; Triggs et al., 2000] bekannt. [Triggs et al., 2000] zeigt, wie die ”innere
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Genauigkeit” auf die Ausreißer in der Menge der Korrespondenzen wirkt. [Triggs et al.,
2000] leitet Gl. (2.3) fu¨r die Anwendung im Bu¨ndelausgleich her.
δrii(WiJiCov
−1JiWi +Wi)δrii = l ≥ k, (2.3)
mit δrii das Residuum der i-ten Korrespondenz, k ein gegebener Grenzwert, Ji die Jakobi-
matrix der Essentialmatrix, Wi das Gewicht, das der Korrespondenz eine Zuverla¨ssigkeit
zuordnet, und Cov−1 = (JJT )−1 die invertierte Kovarianzmatrix.
In Gl. (2.3) wird ein Residuum – hier durch die Sampson-Distanz berechnet – durch
JiCovJi vom kartesischen Raum in den Raum der homogenen Transformationen proji-
ziert, um so die erhaltene Kru¨mmung der Zielfunktion gegen eine vorgegebene empirische
Schwelle k zu testen. Diese Projektion erfolgt auf Basis einer linearen Approximation
der inversen Zielfunktion. Die Herleitung der ”inneren Genauigkeit” mit der Essential-
Gleichung ist analog zur Herleitung in [Triggs et al., 2000] beschrieben.
2.2.5. Pra¨diktionsband
Ein neuer Ansatz zur Ausreißerdetektion wird in [Martos et al., 2010] beschrieben. Die
dort angegebene Methode scha¨tzt die Kovarianz jeder Korrespondenz und bestimmt den
Anteil der Korrespondenz zur Kalibrierung. Die Gleichung Gl. (2.4) wird aus der Student-
















mit (u, v) die Koordinate im linken Bild des Bildpaares, RSS =
∑
i ri das ”Residual
Sum of Square”, dof der Freiheitsgrad und s = cdfstudent−t(1 − α2 , dof)−1 die inver-
se Verteilungsfunktion der Student-T-Verteilung, mit α die Wahrscheinlichkeit der ge-
suchten Konfidenz. Diese Scha¨tzung wird mittels der Pra¨diktionsba¨nder vorgenommen.
Konfidenz- und Pra¨diktionsba¨nder sind in [Kardaun, 2005, S. 196] und [Martos et al.,
2010] beschrieben. Eine Herleitung der Pra¨diktionsba¨nder ist in Kap. A.2 gegeben.
2.2.6. Robuste Fehlerfunktionen
In der Statistik werden robuste Fehlerfunktionen verwendet, um Ausreißer in einer ge-
gebenen Menge zu finden und zu entfernen. In [Hartley und Zisserman, 2004, S. 616]
werden verschiedene robuste Fehlerfunktionen angegeben, die sich zur Kalibrierung eig-
nen.
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Diese Funktionen zeichnen sich dadurch aus, dass sie in verschiedenen Anwendungen
evaluiert wurden und eine Verbesserung in der Kalibierung aufweisen [Hartley und Zis-
serman, 2004]. Zudem sind die Funktionen so angelegt, dass die Korrespondenzen schnell
klassifiziert werden ko¨nnen. Um die empirische Schwelle fu¨r die robusten Fehlerfunktio-
nen zu bestimmen, sind vorhergehende Untersuchungen notwendig.
2.3. Methoden zur Online-Kalibrierung
Sind die Korrespondenzen in den Bildpaaren bestimmt worden, werden diese genutzt, um
die u¨ber die Zeit vera¨nderten Kameraparameter zu bestimmen. Um diese Parameter zu
scha¨tzen, ko¨nnen verschiedene Methoden genutzt werden, die die Fundamentalmatrix der
Epipolargeometrie scha¨tzen. Die Fundamentalmatrix beschreibt die relative Position und
Orientierung der beiden Kamerakoordinatensysteme zueinander [Wo¨hler, 2009; Hartley
und Zisserman, 2004; Kanatani et al., 2000; Noury et al., 2007; Kanatani und Sugaya,
2009; Ma et al., 2003].
Sind die intrinsischen Parameter der Kameras bekannt, ist die geometrische Anordnung
der Kameras durch die Essentialmatrix gegeben [Luong, 1992; Luong und Faugeras, 1994
1997]. Eine Erweiterung bilden die Methoden, die zu der Fundamental- oder Essentialma-
trix noch die Linsenverzeichnung der Optik scha¨tzen. Dies wird in [Barreto und Daniili-
dis, 2005] fu¨r die Fundamentalmatrix und in [Zhang, 1996; Graf, 2007] fu¨r die Essential-
matrix beschrieben. Im Rahmen dieser Arbeit werden die Verfahren ohne Linsenverzeich-
nung verwendet, da diese in der Initialkalibrierung einmal bestimmt wurde und sich u¨ber
den Lebenszyklus der Kamera nicht a¨ndert. Mit der Initialkalibrierung ko¨nnen die Para-
meter fu¨r die Linsenverzeichnung nach [Brown, 1966] bestimmt werden. Die Methode
nach [Brown, 1966] stellt eine geometrische Berechnungsmethode dar, mit der die Lin-
senverzeichnung aus den digitalen Bilddaten herausgerechnet wird. Sind die Parameter
fu¨r die geometrische Berechnungsmethode nach [Brown, 1966] bestimmt worden, ko¨nnen
die Bilder als verzeichnungsfrei angenommen werden.
In [Hartley, 1997a] wird ein Verfahren zur Bestimmung der Fundamentalmatrix beschrie-
ben, das die Fundamentalmatrix mit acht Korrespondenzen bestimmt. Die Essentialmatrix
E := RT×, mit R die Rotationsmatix und T× die schief-symmetrische Matrix des Trans-
lationsvektors, kann durch weniger Korrespondenzen bestimmt werden. Der allgemeinste
Ansatz zum Scha¨tzen der Essentialmatrix in einer Online-Kalibrierung ist in [Torii et al.,
2011; A˚stro¨m et al., 1996] beschrieben. Hier werden sechs Korrespondenzen genutzt.
In [Niste´r und Schaffalitzky, 2004] wird die Essentialmatrix durch vier Korrespondenzen
gescha¨tzt. Dabei ist vorausgesetzt, dass die Kameras achsenparallel ausgerichtet sind, d. h.
die z-Achsen beider Kameras sind parallel und zeigen vom Projektionsursprung durch den
Kamerahauptpunkt in Richtung der inversen Projektion Abb. 2.2.
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rechte Kamera
linke Kamera
Abbildung 2.2.: Die beiden Kameras des Stereo-Kamera-Systems, das die Basis der ex-
perimentellen Untersuchungen im Rahmen dieser Arbeit ist, sind achsenparallel ausge-
richtet. Die z-Achse zeigt in die Richtung der Abbildung.
Die vier Parameter beschreiben die Werte (φ1, φ2, φ3) der Rotationsmatrix und den Pa-
rameter der Translation, der die Translation der beiden Kamerakoordinatensysteme be-
schreibt. Weitere Methoden zum Scha¨tzen der Essentialmatrix werden in [Nister, 2004;
Werner, 2003; Stewe´nius et al., 2006; Torr und Fitzgibbon, 2004] beschrieben. Diese Me-
thoden bestimmen alle Parameter der Essentialmatrix bei beliebigem Systemaufbau, d.h.
die Kameras mu¨ssen nicht achenparallel angeordnet sein.
Die Sensordaten sind mit einem gaußschen Rauschen behaftet. Dieses Rauschen hat einen
Einfluss auf die Korrespondenzen, die fu¨r die Online-Kalibrierung genutzt werden. Durch
eine große Anzahl von Korrespondenzen, die ein kleines Signal-Rausch-Verha¨ltnis haben,
wird der Fehler der Online-Kalibrierung verkleinert. So ist in dieser Arbeit die Menge der
Korrespondenzen sehr viel gro¨ßer als die in den Methoden, die in [Dang et al., 2009; Dang
und Hoffmann, 2004; Dang, 2007] angegeben werden.
2.3.1. Tensoren in der Stereo-Kamera-Kalibrierung
Der Trifokal-Tensor beschreibt die Orientierung und die Position von drei Kameras in
einem System zueinander. Somit ist die Rolle der Fundamentalmatrix im Stereo-Kamera-
System identisch mit der Rolle des Trifokal-Tensors im trinokularen Kamerasystem [Hart-
ley und Zisserman, 2004; Ma et al., 2003]. [Shashua, 1997] gibt eine ausfu¨hrliche Her-
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leitung des Trifokal-Tensors. [Yu et al., 2006; Niste´r, 2000; Torr und Zisserman, 1998;
Scoleri et al., 2007; Fo¨rstner, 2000; Hartley, 1997b; Torr und Zisserman, 1997; Khropov
et al., 2004] geben eine sehr ausfu¨hrliche Darstellung u¨ber die Kalibrierung und Rekon-
struktion von und durch den Trifokal-Tensor. [Thirthala und Pollefeys, 2005] nutzt den
Trifokal-Tensor, um die Kameras zu kalibrieren und dabei die Linsenverzeichnung von
Linsen mit großem O¨ffnungswinkel zu bestimmen. Der Trifokal-Tensor ist eine Methode,
eine sehr genaue Kalibrierung zu erhalten. Da aber drei Kameras genutzt werden, ist die
Berechnung des Trifokal-Tensors sehr aufwendig. Mit der Hinzunahme weiterer Kameras
in einem Kameraverbund wird der Fehler der Online-Kalibrierung weiter verkleinert.
[Dang, 2007] stellt erstmals den Zusammenhang zwischen Trifokal-Tensor und der Stereo-
Kamera-Kalibrierung her. Die in [Dang, 2007] entwickelte Kalibriermethode ist fu¨r die
Online-Kalibrierung in bewegten Fahrzeugen geeignet. Die Datenmenge, die zur Ka-
librierung genutzt wird, ist sehr groß, da Tracks zu den Frames gespeichert werden,
um die Korrespondenzen in allen Bildern des Tracks zu finden. Durch den verwendeten
Kalman-Filter ist die Rechenzeit sehr hoch und durch die Nutzung von Tracks und dem
Kalman-Filter ist die Kalibrierung sehr komplex. Die Berechnung der reprojizierten Ele-
mente im Weltkoordinatensystem, die auch in [Dang, 2007] genutzt wird, wird auch im
Bu¨ndelausgleich genutzt. In [Dang, 2007] wird gezeigt, dass es sich bei dieser Kalibrie-
rung um die zuverla¨ssigste Online-Kalibrierung fu¨r Stereo-Kamera-Systeme in bewegten
Fahrzeugen handelt. Steht das Fahrzeug still, so wird keine Kalibrierung zur Verfu¨gung
gestellt.
In [Dang, 2007] wird ein Kalman-Filter genutzt, der u¨ber Tracks von acht bis zwo¨lf Bild-
paaren Korrespondenzen fu¨r eine neue Kalibrierung bestimmt. Dieses kann durch einen
Levenberg-Marquardt-Algorithmus [Levenberg, 1944] beschleunigt werden.
Die in [Dang, 2007] beschriebene Methode kann zu einem Quadrifokal-Tensor erwei-
tert werden. Dazu werden die zwei zeitlich aufeinanderfolgenden Bildpaare genutzt, um
den Quadrifokal-Tensor zu berechnen. Durch die homogene Transformation, die aus der
Fahrzeug-Odometrie bestimmt wird, ist die relative Position aller vier Kameras zueinan-
der bekannt (vgl. Abb. 2.3) und mit der Formel aus [Kanatani und Sugaya, 2011; Hartley
und Zisserman, 2004] kann der Quadrifokal-Tensor berechnet werden.
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Abbildung 2.3.: Es existiert eine Transformation zwischen den beiden Fahrzeugpositio-
nen. Diese Transformation kann aus den Daten des Fahrzeug-Odometrie bestimmt wer-
den. Ist ein Kamera-System in dem Fahrzeug fest integriert, dann ko¨nnen die Koordina-
tensysteme der Kameras mit dieser Transformation zu einem neuen Mehrkamerasystem
zusammengefasst werden.
Das Nutzen des Quadrifokal-Tensors zur Kalibrierung ist robuster als die Essential-Gleichung
oder die in [Dang, 2007] beschriebene Methode. In [Hartley und Zisserman, 2004] wird
auch der n-Tensor zur Kamerakalibrierung beschrieben und durch die sukzessive Nutzung
zeitlich aufeinanderfolgender Bilder kann ein n-Tensor zur Kamerakalibrierung genutzt
werden.
2.3.2. Bu¨ndelausgleich
Der Bu¨ndel(block)ausgleich ist eine weitere Methode, die zur Kalibrierung, sowohl on-
line als auch offline, genutzt werden kann. Diese Methode ist ein Standardverfahren
in der Photogrammetrie [Triggs et al., 2000; Ma et al., 2003; Kanatani, 2005; Kanata-
ni und Sugaya, 2011; Eudes und Lhuillier, 2009; Luhmann, 2010]. Sie minimiert den
Ru¨ckprojektionsfehler. Dieser Ru¨ckprojektionsfehler wird als ”Mean Square Error” (MSE)
oder ”Root Mean Square Error” (RMSE) angegeben.
Dazu wird ein gegebener Punkt im Weltkoordinatensystem auf das Kameratarget (Bild-
fla¨che), auf der Basis der aktuellen Kameraparameter, projiziert und der Abstand zwi-
schen den gemessenen und projizierten Punkten minimiert. Diese Methode kann, wenn
die Projektionsmatrizen der Kameras bekannt sind, eine Rekonstruktion der Fahrzeugum-
gebung ermo¨glichen [Gargallo et al., 2007; Hung und Tang, 2006; Wong et al., 2004;
Mouragnon et al., 2006; Jeong et al., 2010; Kanatani und Sugaya, 2011; Bastian und
van den Hengel, 2003; Aravkin et al., 2012; Byro¨d und A˚stro¨m, 2010; Lee und Yu, 2009;
Engels et al., 2006; Eudes et al., 2010; Sibley et al., 2009; Kurz et al., 2011]. [Pollefeys,
1999] zeigt, wie mit dem Bu¨ndelausgleich Objekte rekonstruiert werden ko¨nnen. Dazu
ist es wichtig, dass diese Objekte sich in der gleichen Szene befinden und von mehre-
ren Kameras, die in einem Block zusammengefasst werden, erfasst werden. Zudem wird
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gezeigt, dass die Kameras nicht fest verbunden sein mu¨ssen, da die Positionen der Ka-
meras relativ zu einem Koordinatensystem mitgescha¨tzt werden ko¨nnen. [Hartley und
Zisserman, 2004; Wo¨hler, 2009; Luhmann, 2010; Triggs et al., 2000] geben ein sehr all-
gemeines Versta¨ndnis und einen sehr weit gefassten U¨berblick u¨ber den Bu¨ndelausgleich.
[Ma et al., 2003] gibt eine allgemeine Einfu¨hrung zum Bu¨ndelausgleich mit dem Fokus
auf Stereo-Kameras.
Die Fehlerfortpflanzung durch den Bu¨ndelblockausgleich wird in [Eudes und Lhuillier,
2009] beschrieben.
Da der Bu¨ndelausgleich eine quadratische Funktion minimiert, existiert ein eindeutiges
Minimum. Dieses Minimum ist die globale Lo¨sung. In der Praxis wird das globale Mi-
nimum gefunden, indem die Methode mit verschiedenen Anfangswerten gestartet wird.
Dies ist so, da in der Praxis lokale Minima in der Na¨he des globalen Minimums auftreten
ko¨nnen. Das Berechnen des Minimums mit der Methode mit verschiedenen Anfangswer-
ten fu¨hrt dann zu einer erho¨hten Berechnungszeit der exakten Parameter der Kalibrierung.
Dennoch ko¨nnen mit dem Bu¨ndelausgleich alle internen und externen Parameter des Ka-
meramodells und eines Kamerasystems bestimmt werden. Doch die Berechnung ist sehr
aufwendig und komplex. Durch die hohen Anforderungen an die Rechenleistung und den
großen Speicherbedarf kann die Methode nicht mit der gegebenen Hardware, die fu¨r den
Einsatz im Fahrzeug geeignet ist, verwendet werden. Die Methode eignet sich aber fu¨r
die 3D-Rekonstruktion sowie fu¨r die Initialkalibrierung.
Diese Methode ist die ”allgemeinste Methode”, die in allen Bereichen der Rekonstruktion
und Kalibrierung eingesetzt werden kann. Die Methode wird ha¨ufig fu¨r die Online- und
Initialkalibrierung eingesetzt. Die Zeit zwischen zwei Kalibrierungen ist sehr lang und
eignet sich deshalb nicht fu¨r eine Methode im Rahmen dieser Arbeit.
2.3.3. Essentialmannigfaltigkeit
Ein weiteres Verfahren zur Online-Kalibrierung basiert auf der Betrachtung des Fehlers
bei der Scha¨tzung der Essentialmatrix auf der Essentialmannigfaltigkeit, die eine rie-
mannsche Mannigfaltigkeit ist [Rapp, 2013; Helmke et al., 2007; Soatto et al., 1994; Ma
et al., 2003]. Die Masterarbeit von Herrn Matthias Rapp wurde von mir betreut und ist
eine ausfu¨hrliche Untersuchung der Arbeit von [Helmke et al., 2007], in der eine Online-
Kalibrierung mit algebraischen Methoden, die auf der Essentialmannigfaltigkeit agieren,
gemacht wird. Die Arbeiten von [Soatto et al., 1994; Ma et al., 2003] gehen nicht expli-
zit auf die Eigenschaften der Essentialmannigfaltigkeit ein. Das in [Rapp, 2013; Helmke
et al., 2007] beschriebene Maß betrachtet die Menge der eingehenden Korrespondenzen
und deren Wirkung auf der Essential-Mannigfaltigkeit.
Die in [Helmke et al., 2007] angegebene Methode komprimiert die Menge aller Korre-
spondenzen in einer MatrixM ∈ R9×9. Diese MatrixM hat all die Eigenschaften aller
Korrespondenzen, die der Methode u¨bergeben werden. Dies ist auch der Nachteil der Me-
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thode. Die Ausreißer erhalten den gleichen Einfluss wie alle anderen Korrespondenzen.
Sollten aber alle Korrespondenzen von Ausreißern befreit sein, dann ist diese MatrixM
ausreißerfrei und kann die Scha¨tzung der Essentialmatrix beschleunigen. Zudem basieren
alle Formeln zur Scha¨tzung der Essentialmatrix auf algebraischen Methoden und sind so-
mit sehr robust in ihrer Anwendung.
Da sich die Parameter der Essentialmatrix auf einer Mannigfaltigkeit anordnen lassen,
gibt es eine Nachbarschaftsbeziehung zwischen den Parametern. So kann schnell eine
Parametrisierung der Stereo-Kamera gefunden werden, da sich die Parameter der Stereo-
Kamera nur gering a¨ndern und sich diese ”geringfu¨gigen” A¨nderungen in einer Nachbar-
schaft auf der Mannigfaltigkeit zur letzten Parametrisierung befinden mu¨ssen.
2.4. Triangulierung
Die Triangulierung wird genutzt, um die 3D-Rekonstruktion aus den Daten der Stereo-
Kamera zu berechnen. Dabei wird jeder Bildpunkt (u, v)I in einen Weltpunkt (x, y, z)W
projiziert. [Hartley, 1999; Kanatani, 2005; Hartley und Zisserman, 2004; Wo¨hler, 2009]
geben allgemeine Ansa¨tze zur Triangulierung.
[Kanatani und Niitsuma, 2011] rekonstruiert die Szene ohne die Verwendung des Re-
projektionsfehlers wie in [Ma et al., 2003]. Die Methoden zur Triangulierung in [Ma
et al., 2003; Kanatani und Niitsuma, 2011] beziehen sich auf Kameras in einem Stereo-
Kamera-System in allgemeiner Lage. [Kanatani und Niitsuma, 2011] geht auf die geo-
metrische Triangulierung ein und zeigt, dass bei achsenparalleler Kameraausrichtung die
Triangulierung sich schnell und speichereffizient nutzen la¨sst. Dieses stellt einen Bezug
zu [Hartley und Sturm, 1997; Lindstrom, 2010] her, die nur achsenparallele Kamerasyste-
me betrachten. Andere Verfahren zur Triangulierung sind beschrieben in [Torres-Mendez
et al., 2004; Kazhdan et al., 2006; Hartley und Schaffalitzky, 2009; Khwaja und Goecke,
2008; Prasad und Fitzgibbon, 2006]. Diese Methoden sind fu¨r bestimmte Fa¨lle entwickelt
worden. Besonders die Berechnung des Grassmann-Tensors in [Hartley und Schaffalitzky,
2009] beno¨tigt eine lange Rechenzeit. Dafu¨r ist die Triangulierung mit dem Grassmann-
Tensor numerisch stabiler.
Durch die in dieser Arbeit verwendete Kamerakonfiguration ist eine geometrische Metho-
de zur effizienten Berechung der 3D-Rekonstruktion nutzbar. Die in [Fusiello et al., 2000]
beschriebene Methode nutzt Gl. (1.5) und wird auch im Rahmen dieser Arbeit verwendet.
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3. Initialkalibrierung
Um Objekte in einem Bild zu vermessen, werden exakte Werte fu¨r die Kameraparameter
genutzt. Diese Werte werden durch eine Kalibrierung der extrinsischen und intrinsischen
Kameraparameter bestimmt.
Um ein Stereo-Kamera-System zu kalibrieren, werden zuerst die intrinsischen Parame-
ter und die Linsenverzeichnung jeder Kamera des Kameraverbunds fu¨r sich kalibriert.
Die Linsenverzeichnung wird durch die Bauweise von Kameras hervorgerufen, sie ist in
[Brown, 1971] beschrieben und in Abb. 3.1 dargestellt.
Abbildung 3.1.: Das Target repra¨sentiert ein Rautenmuster mit Geraden. Diese Gera-
den kru¨mmen sich wegen der Linsenverzeichnung und machen so ein weiteres Messen
schwer.
Danach werden die Orientierung und die Position der Kameras im Stereo-Kamera-System
zueinander in der extrinsischen Kalibrierung bestimmt.
Dabei wird eine bekannte Geometrie im Computer gespeichert und auf einer ebenen
Fla¨che, dem sogenannten Target, angebracht. Dieses Target wird in verschiedenen Distan-
zen, Positionen und Orientierungen mit der Kamera aufgenommen, um die Kamerakon-
stante, den Kamerahauptpunkt und das Aspectverha¨ltnis zu approximieren. In Abb. 3.2
wird das Schachbrett in einer gro¨ßeren Entfernung als in Abb. 3.3 repra¨sentiert. Die Re-
pra¨sentation des Schachbrettes in unterschiedlichen Entfernungen wird genutzt, um si-
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cherzustellen, dass die Messungen von Objekten in unterschiedlichen Entfernungen zu-
verla¨ssig sind.
Abbildung 3.2.: Wenn eine Kamera auf ein Schachbrett ausgerichtet wird und ein wei-
teres Schachbrett zur intrinsischen Parameterbestimmung eingesetzt wird, kann die ex-
trinsische Position sehr genau ermittelt werden. Durch die große Distanz zwischen dem
Kamera-System und dem Target werden die Parameter in großen Distanzen exakt einge-
stellt.
Dann wird das im Computer hinterlegte Muster mit der Stelle des im Bild befindli-
chen Targets abgeglichen. Fu¨r diese Projektion werden die aktuellen Kameraparameter
genutzt. Stimmen die Projektionen des Targets aus dem Bild und die computerinterne
Repra¨sentation des Targets u¨berein, dann ist die Kamera kalibriert. Andernfalls mu¨ssen
die Parameter der Kamera so lange angepasst werden, bis das Modell im Computer mit
der Geometrie auf dem aufgenommen Target u¨bereinstimmt. Als Fehler, der den Un-
terschied zwischen dem computerinternen Modell und der Projektion darstellt, wird der
Ru¨ckprojektionsfehler genutzt. Dies entspricht dem Bu¨ndelausgleich (s. Kap. 2.3.2).
Sind die intrinsischen Parameter der beiden Kameras im Stereo-Kamera-System bestimmt
worden, werden die Position und die Orientierung der beiden Kameras zueinander be-
stimmt. Dazu wird das Target in beiden Bildern zur gleichen Zeit pra¨sentiert.
Verschiedene Methoden zur Kalibrierung sind in [Heikkila und Silven, 1997; Weng et al.,
1992; Brown, 1971; Bucher, 2000; Yang et al., 2008; Zhang, 1999; Tsai, 1987; Kru¨ger
und Wo¨hler, 2011; Kru¨ger, 2007; Bouguet und Perona, 1999 1998; Mu¨hlich und Aach,
2007] beschrieben. Da die Initialkalibrierung ein Target und eine bekannte Geometrie
nutzt, kann eine solche Methode nicht fu¨r die Online-Kalibrierung herangezogen werden.
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Abbildung 3.3.: Wenn eine Kamera auf ein Schachbrett ausgerichtet wird und ein weite-
res Schachbrett zur intrinsischen Parameterbestimmung eingesetzt wird, kann die extrin-
sische Position sehr genau ermittelt werden. Durch die kurze Distanz zur Kamera kann
die Kalibrierung im Nahbereich exakt bestimmt werden.
Eine sehr ha¨ufig verwendete Methode, die auch in dieser Arbeit zur Initialkalibrierung
genutzt wird, wird in [Bouguet und Perona, 1998] vorgestellt. Die in [Bouguet und Pero-
na, 1998] vorgestellte Methode nutzt ein Schachbrettmuster zur Kalibrierung. Ein solches
Muster ist in Abb. 3.4 dargestellt. Durch die genaue Kenntnis der Geometrie des Schach-
brettes, was die Anzahl der Quadrate pro Zeile sowie die Anzahl der Quadrate pro Spalte
und die Kantenla¨nge eines Quadrates einschließt, ko¨nnen die Kameraparameter gescha¨tzt
werden.
Jeder Schnittpunkt der durch das Schachbrettmuster entstandenen horizontalen und ver-
tikalen Linen kann in ein Koordinatensystem umgerechnet werden. Durch das Kreuzpro-
dukt kann das 2D-Koordinatensystem entlang der horizontalen und vertikalen Linen zu
einem 3D-Koordinatensystem erweitert werden. Ein solches 3D-Koordinatensystem ist in
einem Schnittpunkt in Abb. 3.4 eingezeichnet.
Als Optimierungskriterium wird in dieser Arbeit der Bu¨ndelausgleich (siehe Kap. 2.3.2)
eingesetzt. Der im Bu¨ndelausgleich genutzte Ru¨ckprojektionsfehler ist durch den RMSE
gegeben. Um eine qualitative Abscha¨tzung fu¨r den durch den Ru¨ckprojektionsfehler be-
rechneten Wert zu haben, wird dieser empirisch fu¨r eine Vielzahl von Auswertungen be-
stimmt. Mit einem solchen empirischen Wert kann dann die Initialkalibrierung bewertet
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Abbildung 3.4.: In [Bouguet und Perona, 1998] wird ein Schachbrettmuster genutzt, um
ein Kamerasystem zu kalibrieren. Die Anzahl der Quadrate in der horizontalen und verti-
kalen Richtung sowie die Kantenla¨nge eines Quadrates sind bekannt. Jeder Schnittpunkt
der durch das Schachbrettmuster entstandenen horizontalen und vertikalen Linien kann in
ein Koordinatensystem umgerechnet werden. Der Schnittpunkt ist die Koordinate, die zur
Kalibrierung genutzt wird, d.h. die Absta¨nde zwischen den Schnittpunkten des computer-
internen Modells und den durch die Kamera aufgenommen Schnittpunkte werden durch
den Ru¨ckprojektionsfehler minimiert.
werden.
Mit den Werten aus der Initialkalibrierung werden im Rahmen von Kap. 5 die Werte
aus der Online-Stereo-Kamerakalibrierung verglichen. Die dazu genutzte Funktion ist in
Gl. (3.1) dargestellt.
φj = φji − φjo wobei j = 1, 2, 3 (3.1)
Der Wert φjo ist dabei der, durch die Online-Stereo-Kamerakalibrierung , gescha¨tzte Wert
und der Wert φji ist der aus der Initialkalibrierung bestimmte Wert.
Mit einem externen Sensor kann die Qualita¨t einer Online-Stereo-Kamerakalibrierung
getestet werden. [Kru¨ger et al., 2011] setzt den Velodyne-Laserscanner als externen Sen-
sor ein, der die Genauigkeit der Initialkalibrierung u¨berpru¨ft. Der Velodyne-Laserscanner
(siehe Abb. 3.5) zeichnet sich durch seine sehr hohe Genauigkeit aus und kann dadurch
die Genauigkeit der Initialkalibrierung bewerten.





ist in der Spezifikation des Velodyne-Laserscanners angegeben. Dabei sendet der Velo-
dyne einen Laserstrahl und misst die Zeit, die dieser Lichtstrahl beno¨tigt, um wieder
zuru¨ckzukommen. Aus dem Winkel, unter dem der Laserstrahl versendet wurde, und
der Zeit, die der Laserstrahl beno¨tigt hat, kann die 3D-Position eines Objekt berechnet
werden. Die Rekonstruktion des Velodyne-Laserscanners wird dabei mit der 3D-Rekon-
struktion der Stereo-Kamera verglichen.
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Abbildung 3.5.: Der Velodyne-Laserscanner eignet sich, um die Kalibrierung von Ka-
merasystemen zu validieren, da der Velodyne-Laserscanner eine sehr hohe Entfernungs-





hat. Die Auflo¨sung des Velodyne-Laserscanners hat eine horizontale Messdichte von ca.
2.000 [Pix] /360 [◦] und eine vertikale Messdichte von 64 [Pix] /26.8 [◦].
Die Stereo-Kamera und der Velodyne-Laserscanner ko¨nnen aufeinander kalibriert wer-
den, um die 3D-Rekonstruktion beider Sensoren aufeinander abzugleichen. Wie die bei-
den Sensorsysteme aufeinander kalibriert werden, ist in Kap. A.3 beschrieben.
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4. Genaue und robuste
Online-Kalibrierung
Das kontinuierliche U¨berwachen und Anpassen der Kameraparameter u¨ber die Lebens-
dauer des Systems ist wichtig und wird von der Online-Kalibrierung sichergestellt. Diese
Abweichungen von der Initialkalibrierung ko¨nnen durch thermische oder mechanische
Einflu¨sse auf das Kamerasystem entstehen.
Die zwei in diesem Abschnitt beschriebenen Methoden bestimmen mit sehr wenigen In-
formationen aus dem Bild neue Parameter fu¨r eine Rektifizierung und die Methoden sind
sehr robust und schnell anzuwenden. Um beide Methoden so robust zu realisieren, wer-
den die Fahrzeug-Odometrie-Informationen, die im fahrenden Fahrzeug zur Verfu¨gung
stehen, genutzt.
Die erste Methode nutzt die Korrespondenzen und die Essential-Gleichung in einem Op-
timierungsschritt, um die Parameter in der Online-Kalibrierung neu zu scha¨tzen.
Die zweite vorgestellte Methode nutzt geometrische Merkmale im Bild, die das Verwen-
den von Optimierungsverfahren, wie den Levenberg-Marquardt-Algorithmus, zur Berech-
nung der Winkel (φ1, φ2, φ3) unno¨tig machen. So ist die Kalibrierung sehr robust und
flexibel einsetzbar. Dies ist ein sehr großer Vorteil gegenu¨ber den in der Literatur angege-
benen Methoden zur Online-Kalibrierung, die einen Optimierungsschritt nutzen.
Die Online-Kalibrierung, die in dieser Arbeit beschrieben wird, ist ein Prozess mit meh-
reren Schritten, die in Abb. 4.1 dargestellt sind. Der erste Schritt ist die Rektifizierung
der eingehenden Bildpaare. Dabei werden die Bilder so umgerechnet, dass korrespondie-
rende Bildzeilen im rechten und linken Kamerabild zueinander passen. Um ein Bild zu
rektifizieren muss eine Initialkalibrierung gemacht worden sein, da in die Rektifizierung
die Parameter des Kamerasystems eingehen.
Der na¨chste Schritt der Online-Kalibrierung ist das Bestimmen von Korrespondenzen,
um mit diesen die na¨chste Kalibrierung zu berechnen. Dazu ko¨nnen die Methoden aus
Kap. 2.1 genutzt werden. Im Rahmen dieser Arbeit wurde die Methode nach [Stein, 2004]
genutzt, da diese Methode wissenschaftlich untersucht ist und sich in unterschiedlichen
Applikationen als robust erwiesen hat. Zudem ist diese Methode in dem verwendeten Fra-
mework implementiert und kann so verwendet werden. Durch die Fluss-Methode [Stein,
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Abbildung 4.1.: Die Bilder werden in der Rektifizierung auf der Basis der Werte der
Initialkalibrierung transformiert. Dann werden die Korrespondenzen in den rektifizierten
Bildern unter Verwendung des Optischen-Flusses und der SGM-Algorithmus, bestimmt.
Diese Liste wird dann in einer Kalibrierung genutzt, um die na¨chsten Werte der Rektifi-
zierung zu berechnen.
2004] werden die Korrespondenzen in den rektifizierten und verzeichnungsfreien Bil-
dern im Zeitschritt tn−1 und tn bestimmt und durch die Semi-Global-Matching(SGM)-
Methode werden die zu den Flussvektoren geho¨renden Disparita¨ten bestimmt.
Mit diesen Korrespondenzen werden dann die Parameter fu¨r die na¨chste Rektifizierung
bestimmt. Die Daten aus der Kalibrierung werden dann zur Rektifizierung der Bilder her-
angezogen. Im Rahmen dieser Arbeit werden die drei Rotationsparameter (φ1, φ2, φ3) in
der Essentialmatrix online gescha¨tzt. Dabei ist die Schielwinkela¨nderung φ2 der Winkel,
der selbst bei geringen Abweichungen einen großen Fehler in der 3D-Rekonstruktion ver-
ursacht.
Abb. 4.2 zeigt den Teil der Kalibrierung des System-Diagramms aus Abb. 4.1, der in
diesem Kapitel na¨her beschrieben wird. Die Korrespondenz-Bestimmung mit dem Fluss
ist als gegeben vorausgesetzt. Da der Fluss durch die Fahrzeugbewegung signifikant be-
einflusst wird und dadurch die Punkte im linken Bild den korrespondierenden Punkten
im rechten Bild nicht immer richtig zugeordnet werden ko¨nnen, wird die Information
u¨ber die Fahrtrichtung aus der Fahrzeug-Odometrie vom Control-Area-Network(CAN)-
Bus des Fahrzeugs entnommen. Auf dem im Fahrzeug integrierten CAN sind die Infor-
mationen aller Sensoren in einem Fahrzeug kodiert, so auch die Information der Gierrate.
Aus der Gierrate kann entnommen werden, ob das Fahrzeug im Augenblick geradeaus
fa¨hrt.
Durch Einbeziehung der Daten aus dem CAN-Bus werden die Fehler, die durch Unge-
nauigkeiten des Flusses in die Kalibrierung mit eingebracht werden, verringert. Um eine
geeignete Ausgangsposition fu¨r die Online-Kalibrierung zu sichern, ist die Kalibrierung





Abbildung 4.2.: Die Fahrzeug-Odometrie, d.h. die Fahrzeuggeschwindigkeit und der
Gierwinkel, wird fu¨r die Kalibrierung der drei Rotationswinkela¨nderungen φ1, φ2, φ3 ge-
nutzt.
der Stereo-Kamera, anders als bei den anderen Verfahren, in zwei Stufen unterteilt. Der
erste Schritt scha¨tzt den Roll- und Nickwinkel, wobei der Schielwinkel aus der Initialka-
librierung als fest angenommen wird. Nachdem durch die Scha¨tzung von φ1 und φ3 die
Epipolarlinie in beiden Bildern bis auf ein Pixel u¨bereinstimmen, wird die zweite Stufe
genutzt, um den Schielwinkel zu scha¨tzen und so die Epipolarlinie in Deckung zu bringen.
Die Grenze von einem Pixel wurde empirisch durch eine Vielzahl von Untersuchungen
bestimmt.
Um eine Verteilung der Korrespondenzen gleichma¨ßig u¨ber das Bild zu erhalten, wird
das Binning eingesetzt. Durch wissenschaftliche Untersuchungen im Rahmen dieser Ar-
beit wurde gezeigt, dass sich eine Gleichverteilung der Korrespondenzen u¨ber das gesam-
te Bild am besten fu¨r eine Kalibrierung eignet. Binning ist hier das Teilen eines Bildes
in Bildsektoren, die eine maximale Anzahl von Korrespondenzen aufnehmen ko¨nnen.
Durch eine Gleichverteilung der Korrespondenzen wird die Genauigkeit der Kalibrierung
fu¨r den Schielwinkel verbessert [Feldmann et al., 2011]. In [Feldmann et al., 2011] wurde
zudem gezeigt, dass die Verteilung der Korrespondenzen einen gro¨ßeren Einfluss auf die
Kalibrierung hat als die Wahl der robusten Fehlerfunktion, die eingesetzt wird [Hartley
und Zisserman, 2004]. Na¨heres zum Binning ist in Kap. 4.3 zu finden.
Nach dem Bestimmen der Korrespondenzen wird die Rektifizierung nach [Fusiello et al.,
2000] berechnet. Die Theorie zur Rektifizierung ist in [Hartley, 1999; Wo¨hler, 2009; Fau-
geras, 1993] beschrieben.
Methoden zur Scha¨tzung des Schielwinkels unabha¨ngig von Roll- und Nickwinkel fu¨r
die Essentialmatrix werden in diesem Kapitel beschrieben. In den in Kap. 2 beschriebe-
nen Methoden werden die Parameter der Essentialmatrix in einem Schritt gescha¨tzt.
4.1. Online-Kalibrierung auf Basis von
Entfernungsdaten
In diesem Abschnitt sind wir davon ausgegangen, dass die erste Stufe der Online-Kalibrie-
rung die korrespondierenden Bildzeilen auf ein Pixel genau bestimmt hat. Um im zweiten
Schritt der Kalibrierung die drei Winkel (φ1, φ2, φ3) zu berechnen, werden in der hier be-
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schriebenen Methode die Odometrie-Informationen genutzt, um den zuru¨ckgelegten Weg
zwischen zwei Aufzeichnungen zu berechnen und durch die Odometrie-Information wird
sichergestellt, dass das Fahrzeug geradeaus fa¨hrt. Die gerade Fahrt ist eine wichtige Vor-
derung an diese hier beschriebene Methode. Wird nun der Punkt der 3D-Rekonstruktion
genutzt, der den Koordinaten der Korrespondenz im linken Bild entspricht, dann kann die
Distanz aus der 3D-Rekonstruktion mit dem zuru¨ckgelegten Weg verrechnet werden. Der
zuru¨ckgelegte Weg und die Distanz aus der 3D-Rekonstruktion mu¨ssen gleich sein, wenn
die Stereo-Kamera kalibriert ist.
Wissenschaftliche Untersuchungen haben gezeigt, dass das Signal-zu-Rausch-Verhalten











groß ist, dass die Kalibrierung einen geringen Unterschied zur Ground Truth zeigt. Au-
ßerhalb dieses Intervalls ist das Signal-zu-Rausch-Verhalten klein und die Kalibrierung
wird ungenau. In dem Signal-zu-Rausch-Verhalten ist der optische Fluss, als auch das
SGM-Verfahren zur Disparita¨tsbestimmung, schon mit eingeflossen.
Mit der Geschwindigkeitsangabe aus dem Steuergera¨t der Elektronischen Stabilita¨tsregelung
(ESP), die im CAN-Bus abgefragt werden kann, und der Zeit, die zwischen den beiden
Aufnahmen vergangen ist, kann die Distanz berechnet werden, die zwischen den bei-
den Aufnahmen zuru¨ckgelegt wurde. In Iτ−1 wird eine 3D-Rekonstruktion des Bereiches
im Stereo-Kamera-Sichtbereich mittels Triangulierung aus den bestimmten Korrespon-
denzen berechnet. Dies wird dann im Bild Iτ wiederholt. Die Differenz dieser beiden
Triangulierungen muss der durch das Fahrzeug gefahrenen Strecke, bis auf einen kleinen
Fehler, gleichen. Die Korrespondenzen, die dieser Bedingung genu¨gen, werden fu¨r die
Berechnung der neuen Parameter der Rektifizierung genutzt.
Sei D die Distanz, die zwischen zwei Aufnahmen vom Fahrzeug zuru¨ckgelegt wurde.
Dann folgt
















− f · b
dˆτ
, (4.1)
mit f die Brennweite, b die Basisbreite des Stereo-Kamera-Systems, dˆ = d + ∆d die
Disparita¨t mit Fehler ∆d. Abb. 4.3 stellt dies graphisch dar.







Abbildung 4.3.: Die Distanz zwischen dem Kamerasystem und einem unbewegten Objekt
wird in der 3D-Rekonstruktion der Stereo-Kamera gemessen. Wird diese Distanz
zwischen dem Objekt und dem Stereo-Kamera-System zum Zeitpunkt τ − 1 und
τ gemessen, kann die Differenz D aus den beiden 3D-Rekonstruktionen bestimmt
werden. Diese DistanzenD entspricht dem zuru¨ckgelegten Weg des Fahrzeugs. Dies
ist in Gl. (4.1) beschrieben.
Sei der Fehler ∆d in der 3D-Rekonstruktionen zum Zeitpunkt τ − 1 und τ gleich, dann
folgt mit Gl. (4.1)







werden. Die Terme auf einen gemeinsamen Nenner gebracht und mit diesem Nenner mul-
tipliziert, folgt
dˆτ−1dˆτD = F (dˆτ − dˆτ−1)︸ ︷︷ ︸
=(dτ−dτ−1)
. (4.3)
Da D ein Skalar ist, folgt mit einer Substitution von F(dτ − dτ−1)D−1 ≡ Cˆ
(dτ−1 + ∆d)(dτ + ∆d) = Cˆ. (4.4)
Wird nun die linke Seite der Gleichung ausmultipliziert, folgt
∆d2 + (dτ−1 + dτ )∆d+ dτ−1dτ = Cˆ (4.5)
und wird diese Gleichung normalisiert und Cˆ − dτ−1dτ = C, folgt
∆d2 + (dτ−1 + dτ )∆d− C = 0. (4.6)
Diese Gleichung kann dann mit der pq-Formel gelo¨st werden




(dτ−1 + dτ )2
4
+ C. (4.7)
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Die Gleichung Gl. (4.7) wird genutzt, um den Schielwinkel φ2 einzustellen.
Durch die Funktion ko¨nnen nun die Korrespondenzen klassifiziert werden. Alle Korre-















Abbildung 4.4.: Die Kalibrierung aus Abb. 4.1 wird in drei Schritte unterteilt. Durch
Gl. (4.7) ko¨nnen die Korrespondenzen, die sich zur Kalibrierung eignen, von den Aus-
reißern getrennt werden. Nachdem die Korrespondenzen ausgesiebt wurden, werden die
Korrespondenzen im Bild gesammelt, sodass sich eine Gleichverteilung ergibt. Dieses
Anordnen nennen wir Binning. Die nun u¨brigen Korrespondenzen aus dem Binning wer-
den dann fu¨r die Optimierung der Parameter fu¨r die Rektifizierung aus der Essential-
Gleichung genutzt.
Abb. 4.4 ist eine Darstellung, wie Gl. (4.7) sich in das System der Online-Kalibrierung
einbettet. Die Kalibrierung durchla¨uft drei Schritte, bis die Rektifizierung die Werte aus
der Kalibrierung nutzen kann.
Im ersten Schritt werden alle Korrespondenzen durch die Gl. (4.7) von den Ausreißern
getrennt. Im zweiten Schritt wird dann das Binning durchgefu¨hrt, sodass die Korrespon-
denzen auf dem Bild gleichverteilt sind. Genaueres zum Binning ist in Kap. 4.3 beschrie-
ben. Im letzten und dritten Schritt werden die im Binning bestimmten Korrespondenzen
genutzt, um im Optimierungsschritt die neuen Parameter fu¨r die Rektifizierung aus der
Essential-Gleichung zu scha¨tzen.
4.2. Online-Kalibrierung mit Bezug auf die
Fluchtpunkte in beiden Bildern
Die zuvor beschriebene Methode zur Berechnung der Vera¨nderung des Schielwinkels φ2
erfordert die Kenntnis der Geschwindigkeit und des Gierwinkels des Fahrzeugs, da die
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Methoden zur Berechnung der Korrespondenzen durch Einbeziehen von Gierwinkel- und
Geschwindigkeitsinformation genauer werden. Zusa¨tzlich reagiert die Kalibrierung sensi-
tiv auf die Verteilung der Korrespondenzen u¨ber die Bildfla¨che. Dies kann zu ungewollten
Fehlern in der Kalibrierung fu¨hren und so falsche Werte an die Rektifizierung weiterleiten.
Die nun dargestellte Methode ist die zweite Methode zur Online-Kalibrierung in dieser
Arbeit. Sie ist nicht mehr von der Geschwindigkeit und der Verteilung der Korrespon-
denzen abha¨ngig. Bei der zweiten Methode ist nur die Angabe ”Geradeausfahrt” aus den
CAN-Daten erforderlich und nicht mehr wie in der der ersten Methode ”Geradeausfahrt”
und ”Geschwindigkeit”.
Aus der projektiven Geometrie ist bekannt, dass sich Parallelen im Raum in einem Punkt
im Bild – dem Fluchtpunkt – schneiden mu¨ssen. Der Fluchtpunkt hat eine Disparita¨t von
Null, d.h. der Fluchtpunkt ist unendlich weit entfernt. Deshalb mu¨ssen die Koordinaten
der Fluchtpunkte im linken und rechten Bild identisch sein. Die horizontalen Koordina-
ten der Fluchtpunkte in beiden Bildern ko¨nnen dann die Abweichung des Schielwinkels
des Stereo-Kamera-Systems angeben. Die hier beschriebene Methode bestimmt in beiden
korrespondierenden Bildern den Fluchtpunkt und berechnet aus diesem die Abweichung
des Schielwinkels vom Sollwinkel.
Zuerst ist zu zeigen, dass sich die Flussvektoren bei Geraderausfahrt des Fahrzeugs in












zwei Punkte im Weltkoordinatensystem zum Zeitpunkt t = 0 und t = 1 und es sei d˜ =
(dx, dy, dz)t = p1 − p0 der Abstand zweier Punkte im Weltkoordinatensystem. Dann gilt
p1 = p0 − d˜. (4.9)
Aus der projektiven Geometrie, wie in [Wo¨hler, 2009; Hartley und Zisserman, 2004; Ka-
natani, 2005; Luhmann, 2010] beschrieben, folgt, dass der Punkt p0 im linken Bild auf













und dass p1 auf die Koordinaten (u, v, d)1















Dann kann der Flussvektor mit den Koordinaten du (fu¨r die horizontale Koordinate) und










berechnet werden. Die zugeho¨rige Disparita¨t d kann dann berechnet werden mit
d = d1 − d0. (4.13)
Dann ist die Geradengleichung (gu, gv) fu¨r die horizontale Bildkoordinate u und die ver-
tikale Bildkoordinate v mit gu =
b(dyf−dxu)
dyx0−dxy0 und gv =
b(dzf−dxv)
dzx0−dxz0 gegeben. Wenn gu nach










Setzen wir nun (u, v) = (0, 0)i mit i = (1, 2), folgt, dass dx > 0 sein muss, und da fu¨r die
Kamerakonstante f > 0 gilt, folgt, dass fu¨r den Punkt dy = 0 und dz = 0 gelten muss.
D.h. der Fluchtpunkt kann durch die Flussvektoren im Bild bestimmt werden, wenn sich
der Weltpunkt p zum Zeitpunkt t = 0 und t = 1 auf der gleichen Position befindet und
sich das Fahrzeug auf diesen Punkt geradeaus zubewegt.
Die zweite entwickelte Methode zur Online-Kalibrierung bestimmt damit im linken und
im rechten Bild den Fluchtpunkt. Mit Gl. (4.14) und Gl. (4.15) folgt, dass die Flucht-
punkte existieren und duch den Schnittpunkt der Flussvektoren gefunden werden ko¨nnen.
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[(luτ−1 − ruτ−1)(luτ rvτ − ruτ lvτ )
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− (luτ − ruτ )(luτ−12vτ−1 − ruτ−1lvτ−1)] (4.17)
mit O =
∣∣∣∣∣ luτ − ruτ lvτ − rvτ
lvτ−1 − rvτ−1 luτ−1 − ruτ−1
∣∣∣∣∣
= (luτ − ruτ ) · (lvτ−1 − rvτ−1)





τ der BildbunktPunkt (u, v)
T links im linken Bild zum Zeitpunkt τ , r(u, v)
T
τ der
Punkt (u, v)T rechts im linken Bild zum Zeitpunkt τ und analog die Punkte im Bild zum
Zeitpunkt τ − 1. Dabei ist l(u, v)Tτ der linke Bildpunkt im linken Bild zum Zeitpunkt τ
und l(u, v)
T
τ−1 ist der korrespondierende rechte Bildpunkt zum Zeitpunkt τ − 1 im linken
Bild. Der Bildpunkt l(u, v)
T
τ und l(u, v)
T
τ−1 bilden einen Vektor und a¨quivalent die rechten
korrespondierenden Bildpunkte r(u, v)
T
τ und r(u, v)
T
τ−1 im linken Bild. Die Bildpunkte
werden durch das addieren der Disparita¨t ins rechte Bild translatiert. Sollte O = 0 gelten,
dann sind die Vektoren parallel oder linear abha¨ngig, und so existiert kein Schnittpunkt in
einem Bild oder es existieren unendlich viele Schnittpunkte.
Um ein Stereo-Kamera-System zu kalibrieren, werden die Koordinaten der Fluchtpunkte
in der horizontalen Ausrichtung im linken und rechten Bild verglichen. Sind diese Ko-
ordinaten gleich, ist das Stereo-Kamera-System kalibriert und weichen die Koordinaten
voneinander ab, dann kann die Abweichung mit
∆U = ul − ur, (4.18)
mit ul die Koordinate des Fluchtpunktes im linken Bild und ur die Koordinate des Flucht-
punktes im rechten Bild gemessen werden. ∆U nennen wir den Schielwinkelfehler. Der










in den Winkelraum fu¨r den Rotationsanteil der Essentialmatrix umgerechnet werden. Da-
bei ist f die Brennweite und ∆U die Gro¨ße des Schielwinkelfehlers in Pixeln. Abb. 4.5
zeigt den Zusammenhang zwischen dem Winkelraum und dem Pixelraum.
Mit dieser Methode a¨ndert sich der Teil der Kalibrierung des Systemdiagramms Abb. 4.4
zu Abb. 4.6
4.2. Online-Kalibrierung mit Bezug auf die Fluchtpunkte in beiden Bildern 47
Abbildung 4.5.: Der Schielwinkelfehler ∆U kann in Pixelkoordinaten angegeben werden.
Ist ∆U der Schielwinkelfehler in Pixeln, und f die Brennweite, dann ist der Schielwin-


















Abbildung 4.6.: Die Kalibrierung aus Abb. 4.4 wird in drei Schritte unterteilt. Zuerst wird
bei gerader Fahrt der Fluchtpunkt berechnet. Dann ist der Schielwinkelfehler die Diffe-
renz der horizontalen Koordinate des Fluchtpunktes aus dem linken und rechten Bild. Die-
ser Fehler kann vom Pixelkoordinatensystem ins Bogenmaß umgerechnet werden. Durch
die Essential-Gleichung wird die Rotationsmatrix der Essentialmatrix bestimmt. Die Ro-
tationsmatrix wird dann in der Rektifizierung genutzt, um im na¨chsten Schritt die Bilder
zu transformieren.
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Das Bestimmen des Fluchtpunktes wurde in der Literatur zur Online-Kalibrierung noch
nicht verwendet. Dies ist die erste Verwendung des Fluchtpunktes zur Online-Kalibrier-
ung.
4.3. Analyse von Einflu¨ssen
Sensordaten haben ein additives Rauschen. Das Rauschen der Daten hat einen Einfluss auf
die Korrespondenzen und auf die in dieser Arbeit neu entwickelten Methoden. In [Dang,
2007] und [Rabe, 2011] werden die hier eingesetzten Standard-Methoden wie Fluss und
Semi-Global-Matching auf ihre Genauigkeit und die Robustheit untersucht. Es wurden
keine Analysen u¨ber den Einfluss von Rauschen auf die Sensordaten bzgl. Fehlern in
den Messungen und Rekonstruktionen durchgefu¨hrt. In diesem Abschnitt wird gezeigt,
wie sich das Rauschen auf die Komponenten der Korrespondenzen auswirkt und so auf
die Winkel, die wir fu¨r die Online-Kalibrierung scha¨tzen. Dieses Kapitel wird mit der
Betrachtung der Verzeichnung durch die Windschutzscheibe abgeschlossen.
4.3.1. Einfluss der Komponenten einer Korrespondenz auf die
Online-Kalibrierung
In diesem Abschnitt wird gezeigt, wie sich die geometrische Lage der Korrespondenzen
auf die Online-Kalibrierung auswirkt. Dazu wird betrachtet, wie die Komponenten der
Korrespondenzen (xl, xr) mit xl = (u, v, 1)Tl und xr = (u, v, 1)
T
r sich durch die Essential-
Gleichung transformieren. Aus dieser Transformation la¨sst sich dann eine geometrische
Interpretation u¨ber den Einfluss der Komponenten der Korrespondenz auf die Kalibrie-
rung entnehmen. Da im Rahmen dieser Arbeit die Rotationsparameter (φ1, φ2, φ3) be-
trachtet werden, fokussieren wir uns hier auf den Einfluss dieser Komponenten der Kor-
respondenzen durch die Transformation, die durch die Rotation der Essential-Gleichung













mit (u, v)T ∈ [±R] normalisiert. Sei E(φ1, φ2, φ3) der Einfluss der Komponenten der
Korrespondenzen auf die Essential-Gleichung, dann ist E(φ1) der Einfluss von Winkel
φ1, um die x-Achse auf die Essential-Gleichung, E(φ2) der Einfluss von Winkel φ2, um
die y-Achse und E(φ3) der Einfluss des Winkels φ3, um die z-Achse, auf die Essential-
Gleichung.
Um die Auswirkung der Komponenten der Korrespondenzen auf die Kalibrierung zu be-
stimmen, wird die Essential-Gleichung berechnet
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= −t1 sin (φ1) cos (φ2)− t2 sin (φ2)
+ ul(t2 cos (φ1) + t3 sin (φ1)) cos (φ2)
+ ur(t1(sin (φ1) sin (φ2) cos (φ3)
+ sin (φ3) cos (φ1))− t2 cos (φ2) cos (φ3)
+ ul(t2(sin (φ1) sin (φ3)− sin (φ2) cos (φ1) cos (φ3))
− t3(sin (φ1) sin (φ2) cos (φ3) + sin (φ3) cos (φ1)))
− vl(t1(sin (φ1) sin (φ3)− sin (φ2) cos (φ1) cos (φ3))
− t3 cos (φ2) cos (φ3)))− vl(t1 cos (φ1) cos (φ2)
− t3 sin (φ2))− vr(t1(sin (φ1) sin (φ2) sin (φ3) (4.21)
− cos (φ1) cos (φ3))− t2 sin (φ3) cos (φ2)
− ul(t2(sin (φ1) cos (φ3) + sin (φ2) sin (φ3) cos (φ1))
+ t3(sin (φ1) sin (φ2) sin (φ3)− cos (φ1) cos (φ3)))
+ vl(t1(sin (φ1) cos (φ3)
+ sin (φ2) sin (φ3) cos (φ1)) + t3 sin (φ3) cos (φ2))).
Das Minimum der Funktion E(φ1, φ2, φ3) ist der optimale Wert der Winkel fu¨r die Kali-
brierung. Um das Minimum der Funktion zu bestimmen, wird das Differential∇e(φ1, φ2, φ3)
berechnet und Null gesetzt.















= t1vl sin (φ1) cos (φ2)− t1 cos (φ1) cos (φ2)
− ul(t2 sin (φ1)− t3 cos (φ1)) cos (φ2)
− ur(t1vl(sin (φ1) sin (φ2) cos (φ3) + sin (φ3) cos (φ1))
+ t1(sin (φ1) sin (φ3)− sin (φ2) cos (φ1) cos (φ3))
− ul(t2(sin (φ1) sin (φ2) cos (φ3) + sin (φ3) cos (φ1)) (4.23)
+ t3(sin (φ1) sin (φ3)− sin (φ2) cos (φ1) cos (φ3))))
− vr(−t1vl(sin (φ1) sin (φ2) sin (φ3)− cos (φ1) cos (φ3))
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+ t1(sin (φ1) cos (φ3) + sin (φ2) sin (φ3) cos (φ1))
+ ul(t2(sin (φ1) sin (φ2) sin (φ3)− cos (φ1) cos (φ3))
− t3(sin (φ1) cos (φ3) + sin (φ2) sin (φ3) cos (φ1)))) = 0
∂E(φ1, φ2, φ3)
∂φ2
= t1 sin (φ1) sin (φ2)− t2 cos (φ2)− ul(t2 cos (φ1)
+ t3 sin (φ1)) sin (φ2) + ur(t1 sin (φ1) cos (φ2)
+ t2 sin (φ2)− ul(t2 cos (φ1) + t3 sin (φ1)) cos (φ2)
+ vl(t1 cos (φ1) cos (φ2)− t3 sin (φ2))) cos (φ3)
+ vl(t1 sin (φ2) cos (φ1) + t3 cos (φ2)) (4.24)
− vr(t1 sin (φ1) cos (φ2) + t2 sin (φ2)− ul(t2 cos (φ1)
+ t3 sin (φ1)) cos (φ2) + vl(t1 cos (φ1) cos (φ2)
− t3 sin (φ2))) sin (φ3) = 0
∂E(φ1, φ2, φ3)
∂φ3
= −ur(t1(sin (φ1) sin (φ2) sin (φ3)− cos (φ1) cos (φ3))
− t2 sin (φ3) cos (φ2)− ul(t2(sin (φ1) cos (φ3)
+ sin (φ2) sin (φ3) cos (φ1)) + t3(sin (φ1) sin (φ2) sin (φ3)
− cos (φ1) cos (φ3))) + vl(t1(sin (φ1) cos (φ3)
+ sin (φ2) sin (φ3) cos (φ1)) + t3 sin (φ3) cos (φ2))) (4.25)
− vr(t1(sin (φ1) sin (φ2) cos (φ3) + sin (φ3) cos (φ1))
− t2 cos (φ2) cos (φ3) + ul(t2(sin (φ1) sin (φ3)
− sin (φ2) cos (φ1) cos (φ3))− t3(sin (φ1) sin (φ2) cos (φ3)
+ sin (φ3) cos (φ1)))− vl(t1(sin (φ1) sin (φ3)
− sin (φ2) cos (φ1) cos (φ3))− t3 cos (φ2) cos (φ3))) = 0
Es wird in dieser Berechnung angenommen, dass die Kameraparameter sich nur ge-










in der Berechnung genutzt werden. Weiter ist im Rahmen dieser Arbeit angenommen,
dass die Translation zwischen beiden Kameras im Kamerasystem nur entlang der x-Achse
ist. Dann folgt, dass der Translationsvektor t = (t1, 0, 0)T ist. Mit Gl. (4.26) ko¨nnen die
Gleichungen Gl. (4.23) bis Gl. (4.25) zu
∂E(φ1, φ2, φ3)
∂φ1








vereinfacht werden. Die Gleichungen Gl. (4.27) bis Gl. (4.28) sind ein Bewertungsmaß,
um die Rangfolge der Korrespondenzen mit Hinblick auf den gesuchten Parameter zu be-
werten. Sind die Korrespondenzen, fu¨r den betrachteten Winkel φ1, φ2 oder φ3, durch die
Gleichungen Gl. (4.27) bis Gl. (4.28) geordnet, dann sind die Korrespondenzen nach dem
Einfluss auf die Kalibrierung des Winkels dem Rang nach sortiert.
Aus Gl. (4.27) folgt, dassE(φ1) minimal wird, wenn vlvr = −1 gilt, d.h. dass mindestens
eine v-Koordinate der Korrespondenz k := (ul, vl, ur, vr)T gleich dem negativen Inversen
der anderen sein muss.
E(φ2) wird minimal, wenn ur = 0 oder vl = 0 ist. Dies folgt aus Gl. (4.28).
Der Rollwinkel φ3 aus dem E wird minimal, wenn die Koordinate ur = 0 ist. Dies folgt
unmittelbar aus Gl. (4.29).
Dies zeigt, dass der Schielwinkel φ2 und der Rollwinkel φ3 beide von der u Komponente
des rechten Bildes beeinflusst werden. Diese Zusammenha¨nge werden in Kap. 5 anhand
realer Daten experimentell verifiziert.
4.3.2. Binning
Korrespondenzen sind ha¨ufig in Clustern im Bild angeordnet. Diese Cluster von Kor-
respondenzen ko¨nnen die Kalibrierung verschlechtern, da diese auf einem sehr eng be-
grenzen Bereich im Bild zu finden sind. Oft sind einige Bereiche im Bild sehr du¨nn mit
Korrespondenzen besetzt. Der Himmel z.B. hat sehr wenige Korrespondenzen, wohinge-
gen die Straßenoberfla¨che oder die Bordsteine viele Korrespondenzen erzeugen. Um eine
mo¨glichst gleiche Dichte von Korrespondenzen u¨ber das gesamte Bild bereitzustellen,
wird das Binning eingesetzt.
Dazu wird, beispielsweise durch die Fluss-Methode von [Stein, 2004], festgestellt, wo die
Korrespondenzen im Bild sind. Anschließend wird betrachtet, ob die Verteilung der Kor-
respondenzen im Bild einer vorgegebenen Modell-Verteilung entspricht (Kap. 4.3.3). Um
eine Verteilung zu approximieren, werden Sektoren im Bild eingerichtet. Diese Sektoren
sind so verteilt, dass nur eine vorgegebene Menge von Korrespondenzen in diesen Sektor
aufgenommen werden kann. Jeder dieser Sektoren wird als ein Bin bezeichnet. Der Vor-
gang der Zuweisung von Korrespondenzen in den richtigen Bin wird Binning genannt. In
Abb. 4.7 ist dies eine Gleichverteilung. Im Rahmen dieser Arbeit wurden verschiedene
Verteilungen untersucht, die Auswertung dieser Verteilungen ist in Kap. 5.2 beschrieben.
Kamerakalibrierungen werden mit Punkten mit unterschiedlichen Absta¨nden zum Kame-
rasystem vorgenommen, damit die 3D-Rekonstruktion auch in verschiedenen Entfernun-
gen zum Kamerasystem zuverla¨ssig ist (siehe Kap. 3). Untersuchungen haben gezeigt,
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Abbildung 4.7.: Die Korrespondenzen ko¨nnen mit der Fluss-Methode in zeitlich aufein-
anderfolgenden Bildern bestimmt werden. In jedem Bildsektor mit maximaler Gro¨ße wer-
den dann die Korrespondenzen gesammelt. Ist diese maximale Anzahl von Korresponden-
zen in den Bins erreicht, werden die Korrespondenzen fu¨r die Kalibrierung verwendet.
das Flussvektoren verschiedener La¨nge sich gut fu¨r eine Kalibrierung in verschiedenen
Absta¨nden eignen. Der Flussvektor verbindet zwei korrespondierende Punkte in zeitli-
cher Anordnung. Wenn nun ein Fahrzeug mit einem kleinen Gierwinkel gelenkt wird, ist
die La¨nge der Flussvektoren ein Indikator fu¨r die Entfernung der Korrespondenz in der
3D-Rekonstruktion.
Bei kurzen Vektoren ist das Signal-zu-Rausch-Verhalten schlechter, bei langen Vektoren
ist dieses Verha¨ltnis besser. Deshalb werden viele lange Flussvektoren gesammelt und
sehr kurze Flussvektoren nicht beru¨cksichtigt. Daraus entstand eine Tiefenverteilung wie
in Abb. 4.8 schematisch dargestellt.
4.3.3. Einfluss der Korrespondenzverteilung im Bild auf eine
Kalibrierung
In der Literaturrecherche wurde keine Information zum Einfluss der Position der Vertei-
lung der Korresondenzen zur Kalibrierung gefunden. Deshalb wurde untersucht, welchen
Einfluss die Verteilung der Betra¨ge der Flussvektoren von Korrespondenzen u¨ber das Bild
auf die Kalibrierung hat. Dabei wurden die Korrespondenzen ausgewa¨hlt, die der vorge-
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Abbildung 4.8.: Um das Kamerasystem in verschiedenen Entfernungen zu kalibrieren,
sodass die Methoden zur 3D-Rekonstruktion zuverla¨ssige Werte auch in weiten Distan-
zen liefern, mu¨ssen Korrespondenzen in verschiedenen Entfernungen betrachtet werden.
Die Tiefeninformation aus den Flussvektoren wird durch deren La¨nge bestimmt. Kurze
Vektoren repra¨sentieren Korrespondenzen in der Ferne und lange Vektoren repra¨sentieren
nahe Korrespondenzen. Da die langen Vektoren ein besseres Signal-zu-Rauch-Verhalten
haben, werden von diesen Vektoren mehr zur Auswertung gesammelt. Wird eine Gauss-
Verteilung bezu¨glich der Vektorenla¨nge eingehalten, dann ist der Fehler durch das Rau-
schen der Daten gering gehalten. Dadurch ergibt sich eine Verteilung, die hier schematisch
dargestellt ist. Viele Flussvektoren vor der Kamera und wenige Vektoren in einer großer
Distanz halten den Fehler durch Messrauschen gering.
– Poisson-Verteilung und
– χ2-Verteilung
untersucht. Die Position einer Korrespondenz im Bild ist definiert durch die Koordinaten
des Bildpunktes im linken Bild.
Korrespondenzen, die in einem Bild gefunden werden, sind mehr zufa¨llig und gleichen
keiner Verteilung. Dadurch muss u¨ber viele Bildpaare gesammelt werden. Doch selbst
dann war es in den wissenschaftlichen, experimentellen Auswertungen dieser Methode
bei der Mehrheit der untersuchten Verteilungen nicht mo¨glich, eine Kalibrierung wa¨hrend
der gesamten Sequenz zu erhalten. Somit gab es bei der Poisson-Verteilung und bei der
χ2-Verteilung keine Kalibrierung, da das Kalibrieren mit den gesammelten Korrespon-
denzen innerhalb eines vorgegebenen Zeitfensters nicht mo¨glich war.
4.3.4. Scheibenverzeichnung
In den Assistenzfunktionen, die mit einem Monokamerasystem realisiert wurden, wie
die Verkehrszeichenerkennung, Fahrbahnoberfla¨chenassistent oder Parkassistent, ist die-
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se Verzeichnung in die Berechung nicht eingegangen, sodass diese Verzeichnung das ers-
te Mal in der Nutzung des Stereo-Kamera-Systems in Erscheinung trat. In dem Bereich
des Bildes, der von der Verkehrszeichenerkennung verarbeitet wird, ist die Verzeichnung
durch die Windschutzscheibe sehr gering. Deshalb ist sie auch beim Stereo-Kamera-
System zu vernachla¨ssigen. Die Assistenzfunktionen, die im Nahbereich des Fahrzeugs
Merkmale auf der Straße detektieren, haben ebenfalls diese Verzeichnung. Sie wird ver-
nachla¨ssigt, da bei einem Mono-Kamera-System bei diesen Anwendungen keine metri-
sche Messung vorgenommen wird. Anders ist dies bei einem Stereo-Kamera-System, da
dort mit dem Kamerasystem metrisch gemessen werden muss.
Durch das Auffinden von Korrespondenzen entlang einer Epipolarlinie mu¨ssen die Zeilen
des linken und rechten Bildes u¨bereinstimmen. Durch die Verzeichnung, verursacht durch
die Windschutzscheibe, werden die Seiten des Bildes aber wie ein Gummiband verzogen
und so weichen die Ra¨nder von einem Rechteck ab. Dadurch sind die Zeilen des linken
und rechten Bildes nicht durchgehend deckungsgleich u¨ber alle Bildzeilen angeordnet
und so ko¨nnen die Korrespondenzen nicht exakt bestimmt werden, wodurch falsche Mes-
sungen erfolgen.
Wenn aber die Kameras eines Stereo-Kamera-Systems, die bereits im Fahrzeug montiert
sind, kalibriert werden, dann ist ein Fehler in der 3D-Rekonstruktion nicht zu messen.
Wird aber das Stereo-Kamera-System außerhalb des Fahrzeugs initial kalibriert und dann
erst in das Fahrzeug eingebaut, erzeugt die Kru¨mmung der Windschutzscheibe diese Ver-
zeichnung. Diese durch die Windschutzscheibe verursachte Verzeichnung muss aus den
Bildern herausgerechnet werden, sonst ko¨nnen die Daten aus den so aufgenommenen Bil-
dern nicht mehr verwendet werden.
Da in der Literatur keine Lo¨sung gefunden wurde, die diese Verzeichnung beseitigt, wird
diese Herausforderung in diesem Abschnitt angegangen. In diesem Abschnitt wurden
zwei Methoden entwickelt, die diese Aufgabe lo¨sen.
Wissenschaftliche Untersuchungen haben gezeigt, dass diese Verzeichnung tatsa¨chlich
durch die Scheibenkru¨mmung erzeugt wird. Die hier entwickelten Methoden messen die
durch die Scheibenkru¨mmung verursachten Verzeichnungen und ko¨nnen diese somit be-
seitigen.
Um die Verzeichnung zu messen, wurde das gleiche Target aus Schachbrettlinien im lin-
ken und rechten Bild aufgenommen. Die Koordinaten der Schnittpunkte aus den hori-
zontalen und vertikalen Geraden wurden dann verglichen. Daraus ergab sich eine Abwei-
chung, die als Windschutzscheibenverzeichnung beschrieben wurde.
Die erste entwickelte Methode bestimmt die Koeffizienten eines Polynoms und approxi-
miert so die durch die Scheibenkru¨mmung verursachte Verzeichnung. Dieses Polynom
wird in Gl. (4.30) beschrieben. Durch diese Approximation la¨sst sich dann die Verzeich-
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nung auf dem Bild berechnen und damit die Rektifizierung wieder erfolgreich realisieren.
Die zweite Methode ist eine theoretische Untersuchung mit differentialgeometrischen
Methoden, mit der versucht wird, die Verzeichnung kontinuierlich und sehr genau zu
berechnen. Da diese Methode nicht realisiert wurde, wird sie in diesem Abschnitt kurz
beschrieben und in Kap. A.4 detailierter erla¨utert.
4.3.4.1. Polynomialer Ansatz
Die Verzeichnung durch die Windschutzscheibe verzerrt das Bild, sodass die korrekte Be-
stimmung der Korrespondenzen schlecht oder gar nicht mo¨glich ist. Es kann ein Polynom
bestimmt werden, das die Verzeichnung durch die Windschutzscheibe approximiert. Die-
ses Polynom muss einmal nach dem Einbau des Kamerasystems ins Fahrzeug bestimmt
werden und kann dann als fester Faktor vor die Rektifizierung in die Online-Kalibrierung
integriert werden. Durch die Berechnung der Koeffizienten eines Polynoms la¨sst sich die-
se Verzerrung der Linien im Bild bestimmen, zuru¨ckrechnen und damit beseitigen. D.h.
die Bildpunkte (u, v) ko¨nnen anhand des Polynoms an die eigentliche, erwartete Posi-
tion im Bild verschoben werden. Nach der Verschiebung der Bildpunkte kann dann die
Rektifizierung wiederhergestellt werden, sodass die Korrespondenzen wieder auf der Epi-
polarline gefunden werden.
Wie in Abb. 4.9 zu sehen, hat die durch die Windschutzscheibe verursachte Verzeich-
nung den gro¨ßeren Fehler in der v-Koordinate entlang der Bilder, wa¨hrend entlang der
u-Koordinate eine geringe Verzeichnung zu messen ist. Die Bildbreite ist die horizon-
tale Koordinate des Diagramms und die Bildho¨he ist die vertikale Koordinate des Dia-
gramms. Das Diagramm zeigt, wie an jeder Koordinate des Bildes die Abweichung durch
die Scheibenverzeichnung ist. Die Abweichung ist von klein (blau) bis groß (rot) farblich
gekennzeichnet.
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Abbildung 4.9.: Wenn die Stereo-Kamera außerhalb des Fahrzeugs kalibriert und dann in
das Fahrzeug eingebaut wird, gibt es eine Verzeichnung, d.h. eine Verschiebung der Bild-
zeilen und Bildspalten. Diese Verzeichnung ist auf dem rektifizierten Bild nachweisbar
und behindert das Finden von korrespondierenden Punkten im linken und rechten Bild.
Der Faktor, um den sich der Bildpunkt verschiebt, ist hier in einer Farbskala kodiert.
Experimentelle Untersuchungen haben ergeben, dass sich die Verzeichnung durch das
Polynom
(au+ b)v2 + (cu+ d)v + e = ∆v (4.30)
approximieren la¨sst. Um die Koeffizienten (a, b, c, d, e) in Gl. (4.30) zu bestimmmen,
wird die RANSAC-Methode (siehe Kap. 2.2.2) genutzt. Jede Abweichung kann als ein
Drei-Tupel mit den Komponenten (u, v,∆v) dargestellt werden. Da diese Abweichungen
sehr gering sein ko¨nnen, wurde fu¨r die wissenschaftliche Auswertung eine Vielzahl von
Bildpaaren genutzt.
Als Hypothese wurde der kleinste Abstand zwischen der rechteckigen, erwarteten Bild-
ebene und den Messpunkten genommen. Somit ist die Fitnessfunktion
ri = min
a,b,c,d
‖∆v(ui, vi)− ((a · ui + b)v2i + (c · ui + d)vi + e)‖. (4.31)
Dabei ist ∆v(ui, vi)−((a ·ui+b)v2i +(c ·ui+d)vi+e) die Differenz zwischen der gemes-
senen Abweichung ∆v(ui, vi) an den Koordinaten (u, v)i und der Ebene aus Abb. 4.10 an
der gleichen Position. Um die Ebene zu berechnen, werden mindestens fu¨nf Messpunkte
aus der Menge aller Messpunkte gewa¨hlt. Diese fu¨nf Messpunkte werden dann genutzt,
um die fu¨nf Koeffizienten a, b, c, d, e in Gl. (4.30) zu scha¨tzen. Dies wird solange wieder-
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holt, bis das Optimum gefunden ist. Mit Gl. (2.1) kann das Finden des Optimums zeitlich












Abbildung 4.10.: Nachdem die Koeffizienten (a, b, c, d, e) durch die RANSAC-Methode
bestimmt wurden, kann die Fla¨che, die durch das Polynom beschrieben wird, in die Men-
ge der Messpunkte eingefu¨gt werden.
Da sich die Windschutzscheibenkru¨mmung nicht a¨ndert, wird diese Methode nach der
Initialkalibrierung einmalig durchgefu¨hrt.
Um den Einfluss von Abweichungen durch die Windschutzscheibe in den Untersuchun-
gen zu minimieren, wurde das Kamerasystem vor jeder Fahrt kalibriert, nachdem die
Kamera in das Fahrzeug eingebaut wurde.
4.3.4.2. Differentialgeometrischer Ansatz
Die Verzeichnung durch die Windschutzscheibe macht es schwer, Korrespondenzen im
Bild zu finden. Die Schwierigkeit folgt aus der Verschiebung der Zeilen, sodass sich die
Korrespondenzen nicht in der gleichen Zeile befinden. Um die Rektifizierung im ver-
zeichneten Bild wieder herzustellen, wurde im vorherigen Abschnitt ein Polynom ge-
nutzt. Die zuvor beschriebene Methode funktioniert sehr gut, was die wissenschaftlichen
Untersuchungen verdeutlichen. Dennoch wurde eine weitere Methode erdacht, um die
Verzeichnung durch die Windschutzscheibe in einem fru¨heren Stadium der Entwicklung
zu bestimmen und so das Bild immer richtig zu rektifizieren und auch bei einer leicht ver-
schobenen Position des Stereo-Kamera-Systems hinter der Windschutzscheibe die Ver-
zeichnung zu beseitigen.
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Mit dieser Methode kann die Verzeichung der Windschutzscheibe schon bei der Kon-
struktion der Scheibe bestimmt werden. Zusa¨tzlich kann die Verzeichnung an jeder Stelle
der Windschutzscheibe kontinuierlich berechnet werden. In dieser Methode wird ange-
nommen, dass die Scheibe ein Segment eines Paraboloids ist. Dann gibt es einen kleinen
Bereich auf diesem Paraboloid, durch den die Kameras des Stereo-Kamera-Systems hin-
durchsehen. Da die Kru¨mmung und der Punkt der optischen Achse bekannt sind, kann
der Fehler zwischen dem erwarteten und dem verzeichneten Bild berechnet werden. Da-
zu wird eine parallele Ebene zu der Bildebene der Kamera im Schnittpunkt zwischen
optischer Achse und dem Paraboloiden gelegt. Die Distanz zwischen der Oberfla¨che des
Paraboloiden und der zur Kamerabildebene verlaufenden Ebene ist dann die Verzeich-
nung, die durch die Windschutzscheibe gegeben wird. Durch diese Methode kann eine
schnelle Berechnung durch neue Scheibenmodelle und durch andere Positionierungen
bereitgestellt werden.
Die theoretischen U¨berlegungen sind in Kap. A.4 genauer beschrieben.
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5. Experimentelle Untersuchungen
In den vorangegangenen Kapiteln wurde erkla¨rt, welche Methoden im Rahmen dieser
Arbeit entwickelt wurden, um eine Online-Kalibrierung einer Kamera, die in einem Fahr-
zeug hinter der Frontscheibe angebracht ist, zu ermo¨glichen.
In Kap. 1 wird beschrieben, warum solche Methoden zur Online-Kalibrierung essenzi-
ell sind, damit die Fahrerassistenzsysteme, die den Fahrer wa¨hrend der Fahrt unterstu¨tzen
sollen, zuverla¨ssig funktionieren. Bei optischen Messmitteln, wie dem eingesetzen Stereo-
Kamera-System, verursachen selbst kleine Abweichungen von der Initialkalibrierung große
Abweichungen in der Berechnung der Werte fu¨r die Fahrerassistenzsysteme. In Kap. 1.2
wird dies beschrieben.
Das fu¨r die Untersuchungen genutzte Stereo-Kamera-System ist in Abb. 5.1 dargestellt.
Die Kameras haben beide eine Kamerakonstante von ca. 1024 [Pix]. Die Basisbreite
des Stereo-Kamera-Systems ist ca. 0.20 [m]. Das Stereo-Kamera-System hat dann eine
Stereo-Kamera-Konstante von 1024 [Pix] · 0.2 [m] ≈ 204.8 [Pix ·m]. Bei dem Stereo-
Kamera-System sind die optischen Achsen beider Kameras, die z-Achse des Kamerako-
ordinatensystems, parallel und die y-Achse zeigt nach unten. Diese beiden Achsen sind
in einer Kamera in Abb. 5.1 rot eingezeichnet.
Zu Beginn der Untersuchungen in diesem Kapitel wird gezeigt, welchen Einfluss die ein-
zelnen Komponenten einer Korrespondenz auf die Online-Kalibrierung haben. Dazu wer-
den, wie in Kap. 4.3.1 gezeigt, die Korrespondenzen nach den Einflu¨ssen auf den Winkel
sortiert und ausgewertet.
Anschließend wird untersucht, welchen Einfluss die Position einer Korrespondenz im Bild
auf die Online-Kalibrierung hat. Dazu werden die Korrespondenzen untersucht, ob die-
se zu der vorgegebenen Verteilung passen. Wenn die Korrespondenzen dem Kriterium
genu¨gen, dann wird die Korrespondenz beibehalten, ansonsten wird die Korrespondenz
verworfen. Beschrieben ist das in Kap. 4.3.3.
Das Binning, wie in Kap. 4.3.2 beschrieben, hat sich als Verteilungsfunktion als sehr
robust herausgestellt und half, die Online-Kalibrierung mit einer einfachen Methode si-
gnifikant zu verbessern. Um dies zu zeigen, wird das Binning im na¨chsten Abschnitt mit
den robusten Fehlerfunktionen aus [Hartley und Zisserman, 2004, S. 636] verglichen.
Da sich die innere Genauigkeit, wie in Kap. 2.2.4 beschrieben, beim Bu¨ndelausgleich als
sehr robust herausgestellt hat, wird diese im Rahmen dieser Arbeit als Na¨chstes unter-
sucht.
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Abbildung 5.1.: Abgebildet ist der Aufbau des Versuchs-Stereo-Kamera-Systems, das fu¨r
eine Vielzahl der Aufnahmen genutzt wurde. Die Kameras haben eine Kamerakonstante
von 1024 [Pix] und einer Basisbreite von 0.20 [m]. Dies entspricht einer Stereo-Kamera-
Konstante von 1024 [Pix] · 0.2 [m] = 204.8 [Pix ·m]. Die Kameras sind so angeordnet,
dass die optische Achse, die z-Achse des Kamerakoordinatensystemes, parallel zueinan-
der ausgerichet sind und die y-Achse nach unten zeigt. Die beiden Achsen sind im Bild
rot eingezeichnet.
Im Anschluss der Untersuchung der inneren Genauigkeit wird untersucht, wie genau die
φ1, φ2, φ3 durch eine Online-Kalibrierung bestimmt werden mu¨ssen, damit eine Abwei-
chung von nur wenigen Zentimetern in einer Entfernung von 50 [m] in der 3D-Rekon-
struktion gegeben werden kann.
Abgeschlossen werden die Untersuchungen der Methoden aus dieser Arbeit mit den bei-
den Methoden, die zur Online-Kalibrierung genutzt werden ko¨nnen. Die zuerst beschrie-
bene Methode nutzt die Informationen u¨ber die Entfernung zweier zeitlich aufeinander-
folgender Bilder von einem Realweltobjekt. Beschrieben ist diese Methode in Kap. 4.1.
Die Methode zur Online-Kalibrierung, die dann beschrieben wird, bestimmt den Flucht-
punkt in den Bildern aus dem linken und rechten Bild. Beschrieben ist diese Methode in
Kap. 4.2
In Tab. 5.1 ist ein kurzer U¨berblick gegeben, welche Untersuchung vorgenommen wird
und es wird die Methode beschrieben, in welchem Kapitel die Untersuchung zu dieser
Methode erfolgt.
Als Fehlermaß, um die Methoden zu bewerten, wird der Unterschied zwischen den Werten
aus der Online-Kalibrierung und den Werten aus der Offline-Kalibrierung (siehe Kap. 3)
genutzt. In einigen Fa¨llen werden die Werte aus der Ground Truth auch als Initialkalibrie-
rung im Sinne von Kap. 3 genutzt. Das Fehlermaß ist durch
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Tabelle 5.1.: Im Rahmen dieser Arbeit wurden unterschiedliche Methoden und Funktio-
nen zur Online-Kalibrierung entwickelt und untersucht. Zuerst wird untersucht, welchen
Einfluss die vier Komponenten einer Korrespondenz auf die Online-Kalibrierung haben.
Anschließend wird untersucht, wie sich die Kalibrierung durch die Position von Korre-
spondenzen im Bild verbessern la¨sst. Aus der Untersuchung der Positionierung der Korre-
spondenzen hat sich das Binning als besonders robust herausgestellt. Deshalb wird unter-
sucht, wie sich das Binning auf bestehenden Kalibrierungen auswirkt. Anschließend wird
die innere Genauigkeit betrachtet, die im Rahmen dieser Arbeit vom Bu¨ndelausgleich fu¨r
die Essential-Gleichung hergeleitet wurde. Bevor die Methoden zur Online-Kalibrierung
in einem Fahrzeug beschrieben werden, werden die Auswirkungen durch eine Abwei-





1. Komponenten der Korrespondenzen Kap. 4.3.1 Kap. 5.1
2. Verteilung der Korrespondenzen Kap. 4.3.3 Kap. 5.2
3. Korrespondenzauswahl: Binning Kap. 4.3.2 Kap. 5.3
4. Korrespondenzauswahl: innere Genauig-
keit
Kap. 2.2.4 Kap. 5.4
5. Einfluss der Kalibrierung auf die Rekon-
struktion
Kap. 1.2 Kap. 5.5
6. Schielwinkelkalibrierung: Vergleich der
zuru¨ckgelegten Entfernung
Kap. 4.1 Kap. 5.6.1
7. Schielwinkelkalibrierung: Fluchtpunkt-
methode
Kap. 4.2 Kap. 5.6.2
φj = φji − φjo wobei j = 1, 2, 3 (5.1)
wobei sich i in Gl. (5.1) auf den Index der Ground Truth und o sich auf Online-Kalibrierung,
bezieht, gegeben. Das Fehlermaß zeigt, wie und in welchem Ausmaß eine Dekalibrierung
im Einsatz erfolgt ist und wie diese durch die Online-Kalibrierung zu korrigieren ist. Ist
der Wert sehr groß, so werden Distanzen zu Objekten sehr ungenau gescha¨tzt. Es werden
daher hohe Anforderungen an die zur Korrektur eingesetzte Online-Kalibrierung gestellt.
Die Messungen der φj unter realistischen Bedingungen zeigt an, ob eine Online-Kalibrie-
rung u¨berhaupt erforderlich ist.
Insgesamt wurden mit den verwendeten Stereo-Kamera-Systemen neun Stunden Video
aufgezeichnet. Mit dem Stereo-Kamera-System aus Abb. 5.1 wurden ca. fu¨nf Stunden fu¨r
die Evaluierung der Methoden aufgezeichnet. Dies ergibt rund 300.000 Bildpaare. Die
verbleibenden vier Stunden wurden mit einem Stereo-Kamera-System aufgezeichnet, das
mit dem Stereo-Kamera-System aus Abb. 1.2 vergleichbar ist. Die Bildpaare wurden bei
unterschiedlichen Wetterverha¨ltnissen und zu unterschiedlichen Tageszeiten aufgezeich-
net. Eine genauere Auflistung der Sequenzen ist in Tab. 5.2 gegeben.
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Tabelle 5.2.: Verschiedene Sequenzen wurden zur Evaluierung der Methoden mit dem
Stereo-Kamera-System aus Abb. 5.1 aufgezeichnet. Dabei wurden insgesammt 309.920
Bildpaare aufgezeichnet. Dies entspricht einer Gesamtzeit von ca. 5.4 [h].
Bezeichnung Wetter # Bilder Tageszeit
1. Ringweg verschneit 4.308 Vormittag
2. Industriegebiet Bo¨blingen sonnig 14.416 Nachmittag
3. Albrundfahrt neblig 82.160 Vormittag
4. Rundfahrt sonnig 75.254 Vormittag
5. Geislinger Steige regnerisch 47.604 Nachmittag
6. Kreisverkehr bewo¨lkt 9.602 Nachmittag
7. Sta¨dte bewo¨lkt 76.576 Mittags
Die Methoden, die in [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al.,
2000; Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos
et al., 2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000; Dang et al.,
2009] beschrieben sind, wurden im Rahmen dieser Arbeit implementiert, damit die Aus-
sage durch die Analyse mit den Daten aus den Testsequenzen, die in Tab. 5.2 aufgeza¨hlt
sind, vergleichbar sind mit den Auswertungen der Methoden, die im Rahmen dieser Ar-
beit entwickelt wurden.
5.1. Einfluss der Komponenten einer
Korrespondenz auf die Kalibrierung
Die Essential-Gleichung Gl. (1.2) nutzt die normierten Korrespondenzen, um die Rotations-
und Translationsparameter, die die Parameter der EssentialmatrixE darstellen, zu scha¨tzen.
Vorhergehende wissenschaftliche Untersuchungen haben gezeigt, dass sich die Translati-
onsparameter des Stereo-Kamera-Systems, wie es in Abb. 5.1 dargestellt ist, nur gering
a¨ndern, wohingegen die Rotationsparameter sich stark unter Temperatureinfluss vera¨ndern
(siehe Kap. 1.1).
Werden nun die Rotationsparameter aus den Korrespondenzen berechnet, dann hat jede
Komponente dieser Korrespondenz einen Einfluss auf diese Berechnung. Die Approxi-
mation Gl. (4.27) gibt an, welche Komponente einer Korrespondenz den Nickwinkel φ1
beeinflusst, die Approximation Gl. (4.28) gibt an, welche Komponente den Schielwinkel
φ2 bei der Berechnung beeinflusst und die Approximation Gl. (4.29) zeigt den Zusam-
menhang der Komponenten der Korrespondenz und die Berechnung des Rollwinkels φ3.
Zur Auswertung der Methode wurde die 1. Sequenz ”Ringweg” aus Tab. 5.2 genutzt. Da-
mit die Menge der Korrespondenzen immer gleich groß ist, wird das Bild in vier gleich
große Teile aufgeteilt, wie in Abb. 4.7 gezeigt und es werden pro Sektor 400 Korrespon-
denzen gesammelt.
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Die Menge der Korrespondenzen wird so sortiert, dass die A¨nderungen Gl. (4.27) mo¨glichst
klein sind. D.h. die Korrespondenzen, die sich in der Menge ganz hinten befinden, haben
nur wenig bis gar keinen Einfluss auf die Online-Kalibrierung des Nickwinkels. Iden-
tisch hierzu wird die Menge der Korrespondenzen nach der Approximation Gl. (4.28)
sortiert und die Menge der Korrespondenzen wird anschließend nach der Approximation
Gl. (4.29) sortiert. Anschließend wird die erste Menge genutzt, um den Nickwinkel φ1 zu
berechnen, mit der zweiten sortierten Menge wird der Schielwinkel φ2 berechnet und der
Rollwinkel φ3 wird mit der dritten Menge berechnet. Dadurch sind die Korrespondenzen,
die sich fu¨r die Kalibrierung am besten eignen, die ersten Elemente in den Mengen.
Wenn nun die Mengen sortiert sind, dann haben die Elemente am Ende jeder Menge
keinen oder nur einen geringen Einfluss auf die Online-Kalibrierung und ko¨nnen ver-
nachla¨ssigt werden. Um dies zu zeigen, wird jede der Mengen, um 1
4
ihrer Gro¨ße verklei-
nert, sodass jede der Mengen eine Gro¨ße von 3
4
der Ausgangsgro¨ßen an Korrespondenzen
hat. Dieses sind die 75% der geeignesten Korrespondenzen fu¨r die Kalibrierung.
Zum Vergleich der Methode werden die Kalibrierungen ohne jede Ausreißerdetektion
und ohne Korrespondenzverarbeitung vorgenommen. Dann wurde auch noch die innere
Genauigkeit genutzt, die in Kap. 2.2.4 beschrieben ist, um zu zeigen, ob Fehlerfunktionen
sich durch diese Methode verbessern.
In der Abb. 5.2 wird gezeigt, wie sich der Nickwinkel φ1 verha¨lt. Dabei ist durch rote Li-
nien der Wert ohne Einfluss auf die Kalibrierung angegeben, mit schwarzen Linien wird
die Auswertung mit der inneren Genauigkeit verbunden, durch gru¨ne Kreise werden die
Werte markiert, die mit der sortierten und verkleinerten Menge errechnet wurden, und mit
schwarzen Kreuzen werden die Werte gekennzeichnet, die zusammen mit der verringerten
und sortierten Menge an Korrspondenzen und der inneren Genauigkeit errechnet wurden.
In Abb. 5.2 ist auch zu sehen, dass keine Methode eine Verbesserung des Nickwinkels
φ1 gegenu¨ber einer Berechnung ohne eine A¨nderung der Korrespondenzen hat. Sowohl
Ausreißerdetektionen als auch die Sortierung der Menge verbesseren das Ergebnis der
Kalibrierung mit gegebenen Korrespondenzen.
Der Rollwinkel φ3 und der Nickwinkel φ1 sind bei der Auswertung sehr a¨hnlich. In
Abb. 5.3 ist auch zu sehen, dass weder mit der inneren Genauigkeit noch mit der opti-
mierten Menge an Korrespondenzen eine Verbesserung gegenu¨ber einer Berechnung des
Rollwinkels φ3 zu sehen ist.





















Abbildung 5.2.: Dargestellt ist der Vergleich der Werte aus der Online-Kalibrierung fu¨r
den Nickwinkel ohne eine Ausreißerdetektion, was mit einer roten Linie eingezeichnet ist,
mit der Ausreißerdetektion, hier die innere Genauigkeit, was durch eine schwarz gestri-
chelte Linie dargestellt ist, der optimierten Menge, die fu¨r den Versuch um 1
4
verkleinert
wurde, in der Darstellung mit gru¨nen Kreisen eingezeichnet, und die Kombination der
optimierten Menge zur Berechnung des Nickwinkels mit der inneren Genauigkeit, hier





















Abbildung 5.3.: Dargestellt ist der Vergleich der Werte aus der Online-Kalibrierung fu¨r
den Rollwinkel ohne eine Ausreißerdetektion, was mit einer roten Linie eingezeichnet ist,
mit der Ausreißerdetektion, hier die innere Genauigkeit, was durch eine schwarz gestri-
chelte Linie dargestellt ist, der optimierten Menge, die fu¨r den Versuch um 1
4
verkleinert
wurde, in der Darstellung mit gru¨nen Kreisen eingezeichnet, und die Kombination der op-
timierten Menge zur Berechnung des Rollwinkels mit der inneren Genauigkeit, hier mit
schwarzen Kreuzen eingezeichnet.
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Anders als bei Nick- und Rollwinkel φ1 und φ3 gibt es beim Schielwinkel φ2 signifikante
A¨nderungen, wenn Methoden zur Ausreißerdetektion oder eine optimierte Korrespon-
denzmenge genutzt werden. Dies ist in Abb. 5.4 dargestellt. Es ist zu sehen, dass die ver-
kleinerte Korrespondenzmenge zu wenige Korrespondenzen beinhaltet und sich dadurch
die Scha¨tzung des Schielwinkels der Online-Kalibrierung verschlechtert. Das Verwen-
den der inneren Genauigkeit (durch eine schwarze Linie dargestellt) bringt dagegen eine
signifikante Verbesserung. Wenn nun die sortierte und um 25% verkleinerte Menge zu-
sammen mit der inneren Genauigkeit genutzt wird, ist die Kombination beider Methoden
gleich gut. Durch die Reduzierung der Komponenten, hier 400 Korrespondenzen, ist die
Berechnung der Online-Kalibrierung beschleunigt worden, ohne eine Verschlechterung
der Qualita¨t der Online-Kalibrierung zu erzeugen. Die Berechnung der Online-Kalibrie-
rung mit dieser reduzierten Mengen an Korrespondenzen war ca. 1.3-mal schneller als die





















Abbildung 5.4.: Es ist zu sehen, dass die Online-Kalibrierung sich durch die innere
Genauigkeit verbessern la¨sst. Mit der sortierten und verkleinerten Korrespondenzmenge
ist die Geschwindigkeit der Online-Kalibrierung ca. 1.3-mal so schnell wie die Berech-
nung ohne eine sortierte und verkleinerte Korrespondenzmenge.
Die Online-Kalibrierung ist dann mit der robusten Fehlerfunktion so schnell wie die Be-
rechnung der Online-Kalibrierung ohne eine A¨nderung der Menge der Korrespondenzen-
menge oder dem Nutzen der inneren Genauigkeit zur Ausreißerdetektion.
Zusammenfassung
Diese Untersuchung zeigt, dass sich durch eine Sortierung, nach den Approximationen
Gl. (4.27) bis Gl. (4.29), die Menge der Korrespondenzen verringern la¨sst, ohne Verlus-
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te bei der Qualita¨t der Ergebnisse der Online-Kalibrierung. Beim Schielwinkel ist durch
das starke Rauschen in den Daten die Hinzunahme einer robusten Fehlerfunktion, wie
die innere Genauigkeit, essenziell, da sonst die Parameter bei einer kleineren Korrespon-
denzmenge schlechter gescha¨tzt werden. Wichtigstes Ergebnis dieser Untersuchung ist
die Verringerung der Verarbeitungszeit. Durch die Reduzierung der Anzahl der Korre-
spondenzen kann die Geschwindigkeit der Berechnung der Online-Kalibrierung mit der
Ausreißerdetektionsmethode, wie der innere Genauigkeit, genutzt werden, ohne die Qua-
lita¨t der Online-Kalibrierung zu verschlechtern.
5.2. Verteilung der Korrespondenzen
In der Untersuchung Kap. 5.1 wurde genutzt, dass das Bild in vier Sektoren geteilt wird.
In jedem Sektor wurden 400 Korrespondenzen gesammelt.
Um zu untersuchen, wie sich solche Verteilungen auf die Online-Kalibrierung auswirken,
wurden verschiedene Verteilungen untersucht. In Kap. 4.3.3 ist dies beschrieben. Um die
Verteilungen zu untersuchen, wurde die 1. Sequenz ”Ringweg” aus Tab. 5.2 genutzt. Der
Versuchsaufbau wird in Tab. 5.3 dargestellt.
Tabelle 5.3.: Es werden verschiedene Verteilungen genutzt, um zu untersuchen, ob sich
eine Online-Kalibrierung verbessert. Dazu wurden die Korrespondenzen im Bild unter-
sucht, ob die Lage dieser Korrespondenzen einer vorgegebenen Verteilung entsprechen.
Bezeichnung der Verteilung Parameter
χ2-Verteilung Anzahl der Korrespondenzen
Poisson-Verteilung Anzahl der Korrespondenzen
Gauss-Verteilung Anzahl der Korrespondenzen pro
Sektor
Inverse Gauss-Verteilung Anzahl der Korrespondenzen pro
Sektor
Gleichverteilung ≡ Binning Anzahl der Sektoren
Um zu u¨berpru¨fen, ob eine χ2-Verteilung oder eine Poisson-Verteilung der Korrespon-
denzen vorliegt, wurde der χ2-Test genutzt. Der χ2-Test nimmt eine Nullhypothese an,
wie in [Klenke, 2006; Witten et al., 2011] beschrieben. Die hier betrachtete Nullhypo-
these ist, dass die Korrespondenzen im Bild in der Verteilung vorliegen. Sowohl fu¨r die
χ2-Verteilung als auch fu¨r die Poisson-Verteilung konnte auf der ganzen Sequenz keine
Online-Kalibrierung durchgefu¨hrt werden, da die Verteilung der Korrespondenzen nicht
den geforderten Verteilungen entsprach.
Bei beiden Verteilungen wurden 2000 Korrespondenzen im Bild gesammelt. Bei allen
neuen Korrespondenzen wurde nachgesehen, wie weit man von der geforderten Vertei-
lung entfernt ist. Eine Heuristik hierfu¨r ist durch den χ2-Test gegeben. Sollten sich die
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im Bild befindenden Korrespondenzen nicht der χ2-Verteilung oder Poisson-Verteilung
anna¨hern, wird zufa¨llig eine Anzahl von Korrespondenzen gelo¨scht. Die Anzahl der gelo¨schten
Korrespondenzen entspricht 1
5
der Anzahl der neuen Korrespondenzen. Bei einer Anna¨hrung
von 95% an die χ2-Verteilung oder Poisson-Verteilung wird eine Online-Kalibrierung
durchgefu¨hrt.
Bei der Gauss-, der inversen Gauss- und bei der Normalverteilung wurde ein anderes
Herangehen gewa¨hlt. Bei der Untersuchung dieser drei Verteilungen wurde untersucht,
wie viele Kalibrierungen wa¨hrend der Laufzeit der Sequenz gemacht wurden. Zudem
wurde untersucht, wie der Mittelwert und die Standardabweichung bei den gegebenen
Verteilungen sind.
Gauss-Verteilung und inverse Gauss-Verteilung
Bei der Gauss-Verteilung wurden kreisfo¨rmige Sektoren, die von der Bildmitte ausgehen,
eingerichtet. Jeder Sektor hat eine Schwelle, was die Anzahl zu findender Korresponden-
zen betrifft. Die Schwellenwerte werden von der Mitte nach außen kleiner.
Um die Auswirkung dieser Verteilung zu untersuchen, werden im Bild gefundene Korre-
spondenzen den Sektoren so lange hinzugefu¨gt, bis der Schwellenwert erreicht ist. Ist der




Abbildung 5.5.: Um die Gauss-Verteilung vorzugeben, wird das Bild in kreisfo¨rmige Ab-
schnitte unterteilt. Diese Abschnitte oder Sektoren gehen ringfo¨rmig von der Mitte aus
zum Rand. Jeder Sektor bekommt eine feste Schwelle, dabei ist die Schwelle der Korre-
spondenzen im innersten Kreis am gro¨ßten und nimmt mit der Distanz zum Rande hin
ab.
Es wurden verschiedene Einstellungen gewa¨hlt, um die Methode wissenschaftlich zu un-
tersuchen. Die Auswertung ist in Tab. 5.4 abgebildet.
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Tabelle 5.4.: Gauss-Verteilung: Es wird gezeigt, wie sich die Kalibrierung a¨ndert, wenn
sich die Verteilung der Korrespondenzen im Bild a¨ndert. Es zeigt sich, dass bei der Zunah-
me von Korrespondenzen bei der Kalibrierung die Abweichungen der φio kleiner wird.
In dieser Tabelle ist der Schwellenwert fu¨r den Bin angegeben, der die meisten Korre-
spondenzen beinhaltet. Dann die Anzahl der Sektoren, die fu¨r die Untersuchung genutzt
werden. Abschließend sind die Daten aus der Auswertung mit der Anzahl der Kalibrie-
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400 2 (0.46, 1.0, 0.3) (0.16, 0.88, 0.04) 16
500 2 (0.46, 1.0, 0.3) (0.16, 0.87, 0.04) 16
600 2 (0.45, 0.98, 0.3) (0.16, 0.7, 0.03) 15
400 3 (0.45, 0.99, 0.3) (0.15, 0.7, 0.03) 16
500 3 (0.45, 0.97, 0.3) (0.14, 0.7, 0.03) 16
600 3 (0.45, 0.96, 0.3) (0.14, 0.69, 0.03) 15
400 4 (0.45, 0.96, 0.3) (0.12, 0.7, 0.03) 15
500 4 (0.44, 0.96, 0.3) (0.11, 0.69, 0.03) 15
600 4 (0.44, 0.96, 0.3) (0.1, 0.69, 0.03) 14
Es ist zu erkennen, dass bei einer gro¨ßeren Anzahl von Korrespondenzen der Mittelwert
abnimmt und die Standardabweichung kleiner wird. Doch nimmt die Dauer zwischen den
Kalibrierungen zu.
Bei der inversen Gauss-Verteilung werden, wie bei der Gauss-Verteilung, die Sektoren
um den Mittelpunkt des Bildes angeordnet. Hier wird aber darauf geachtet, dass im in-
nersten Kreis am wenigsten Korrespondenzen vorhanden sind und am Rand die meisten
Korrspondenzen.
Wie auch zuvor wird die Auswertung in einer Tabelle angegeben. In Tab. 5.5 ist angege-
ben, wie der Schwellenwert fu¨r den gro¨ßten Bin ist. Der gro¨ßte Bin ist bei der inversen
Gauss-Verteilung der Rand des Bildes. Dann ergeben sich der Mittelwert und die Stan-
dardabweichung fu¨r die drei Rotationswinkel (φ1, φ2, φ3). Abschließend wird angegeben,
wieviele Kalibrierungen wa¨hrend der Online-Kalibrierung durchgefu¨hrt wurden.
Der Vergleich zwischen der Gauss-Verteilung und der inversen Gauss-Verteilung zeigt,
dass die inverse Gauss-Verteilung ha¨ufiger kalibriert. D.h. die Zeit zwischen den Kali-
brierungen ist kleiner.




Abbildung 5.6.: Das Bild wird in Abschnitte geteilt. Dabei ist jeder Abschnitt kreisfo¨rmig.
Jeder Abschnitt bekommt eine Schwelle fu¨r die maximale Anzahl von Korrespondenzen,
die von außen nach innen zum innersten Kreis abnehmen.
Tabelle 5.5.: Inverse Gauss-Verteilung: In dieser Tabelle ist der Schwellenwert fu¨r den
Bin angegeben, der die meisten Korrespondenzen beinhaltet. Dann die Anzahl der Sek-
toren, die im Bild eingerichet sind. Abschließend sind die Daten aus der Auswertung mit







(φ1, φ2, φ3) [Pix]
Standardabweichung
fu¨r







400 2 (0.47, 0.97, 0.3) (0.15, 0.88, 0.04) 18
500 2 (0.46, 0.95, 0.3) (0.14, 0.87, 0.04) 18
600 2 (0.46, 0.94, 0.3) (0.14, 0.7, 0.03) 17
400 3 (0.45, 0.96, 0.3) (0.14, 0.7, 0.03) 18
500 3 (0.45, 0.95, 0.3) (0.13, 0.7, 0.03) 17
600 3 (0.44, 0.95, 0.3) (0.13, 0.69, 0.03) 16
400 4 (0.44, 0.96, 0.3) (0.12, 0.7, 0.03) 16
500 4 (0.44, 0.94, 0.3) (0.1, 0.68, 0.03) 16
600 4 (0.43, 0.94, 0.3) (0.1, 0.68, 0.03) 16
Gleich-Verteilung
Um die Gleich-Verteilung zu untersuchen, wird ein Bild in n Sektoren geteilt. Jeder Sek-
tor bekommt die gleiche Anzahl von Korrespondenzen. Diese Anzahl wird durch eine
Schwelle fixiert. In Abb. 5.7 ist dies schematisch dargestellt.
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Abbildung 5.7.: Das Bild wird in Abschnitte geteilt. Dabei ist jeder Abschnitt rechteckig.
Alle Abschnitte bekommen die gleiche Schwelle, fu¨r die feste Anzahl an Korresponden-
zen.
In Tab. 5.6 wird dargestellt, wie sich die Auswertung der Online-Kalibrierung auf der
gegebenen Sequenz verha¨lt. Es ist aber zu sehen, dass wa¨hrend der ganzen Sequenz keine
Kalibrierungen durchgefu¨hrt wurden, da die Sektoren zu kleinfla¨chig werden, sodass nicht
genug Korrespondenzen aus dem Bild genutzt werden ko¨nnen, um eine Kalibrierung zu
starten.
Tabelle 5.6.: Gleich-Verteilung: Die 500 und 600 Korrespondenzen pro Sektor wurden
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400 4 (0.5, 0.97, 0.3) (0.3, 0.82, 0.04) 21
500 4 (0.5, 0.96, 0.3) (0.3, 0.77, 0.04) 19
600 4 (0.5, 0.96, 0.3) (0.3, 0.73, 0.03) 18
400 16 (0.5, 0.8, 0.3) (0.3, 0.46, 0.03) 2
500 16 - - -
600 16 - - -
Zusammenfassung
Es hat sich in dieser Untersuchung gezeigt, dass sich das Binning, wie in Kap. 4.3.2,
als eine Approximation einer Gleich-Verteilung fu¨r eine robuste und genaue Online-Ka-
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librierung auszeichnet, da zudem noch in einer kurzen Zeit eine geforderte Menge an
Korrespondenzen bereit gestellt wird.
Andere Verteilungen, wie die χ2-Verteilung oder die Poisson-Verteilung, eignen sich
nicht, da in der gesamten Sequenz nicht genu¨gend Korrespondenzen zusammenkommen,
um die Verteilung zu bilden.
Eine Verteilung der Korrespondenzen, wie z.B. die Gauss-Verteilung, ist geeignet fu¨r die
Kalibrierung der Rotationsparameter, wenn wenige Ausreißer in der Stichprobe enthalten
sind.
5.3. Korrespondenzauswahl mit Binning entspricht
der Gleich-Verteilung
In den vorherigen Untersuchungen wurde gezeigt, dass sich die Online-Kalibrierung ver-
bessern la¨sst, wenn Verteilungen der Korrespondenzen im Bild vorgenommen werden. In
der Untersuchung zur Verteilung der Korrespondenzen im Bild ist zu sehen, wie sich das
Binning als eine mo¨gliche Realisierung der Gleich-Verteilung darstellt.
In dieser Untersuchung wird das Binning, das in Kap. 4.3.2 beschrieben ist, untersucht.
Dazu wird die erste Sequenz aus Tab. 5.2 ”Ringweg” genutzt.
Bekannte und wissenschaftlich untersuchte robuste Fehlerfunktionen sind in [Hartley und
Zisserman, 2004, S. 636] beschrieben. Es werden drei verschiedene Funktionen fu¨r die
Untersuchung genutzt. Diese Funktionen sind in Tab. 5.7 dargestellt. Dabei wird die
Lebesgue-Norm, die auch p-Norm genannt wird, fu¨r zwei unterschiedliche Konstanten
p genutzt. Der Definitionsbereich der Parameter ist in Tab. 5.8 angegeben. Die Corrupted-
Gaussian nutzt eine lineare Approximation in einer Gauss-Verteilung. Die Blake-Zisserman-
Fehlerfunktion ist der Corrupted-Gaussian sehr a¨hnlich, hier wird aber ein fester Wert und
keine Verteilung angenommen.
Tabelle 5.7.: Robuste Fehlerfunktionen werden eingesetzt, um Ausreißer in der Menge der

























Die erste Funktion in Tab. 5.7, die Lebesgue-Norm, wird genutzt, um Ausreißer auszu-
sortieren. Dabei gibt der Wert p an, in wie weit der Ausreißer die Funktion beeinflusst.
Die Ausreißer werden mit der p-Norm fu¨r p = ∞ sehr hoch bewertet und gehen in eine
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Online-Kalibrierung mit dem ho¨chsten Einfluss ein. Die Lebesgue-Norm fu¨r p =∞ wird
Infinity-Norm genannt.
Tabelle 5.8.: Die Variablen der Fehlerfunktionen haben unterschiedliche Definitionsbe-





Lebesgue-Norm p p ∈ N1
Corrupted-Gaussian α α ∈ ]0, . . . , 1[
Blake-Zisserman ξ ξ ∈ N
Um den Einfluss des Binning auf die Online-Kalibrierung zu zeigen, werden die Untersu-
chungen zuerst mit den robusten Fehlerfunktionen allein durchgefu¨hrt. So la¨sst sich der
Einfluss auf die Online-Kalibrierung durch das Binning verdeutlichen.
Lebesgue-Norm (p = 1)
Bei der Lebesgue-Norm, die in Tab. 5.7 beschrieben ist, wird p ∈ {1, 2} untersucht.
Die Auswertung fu¨r die Lebesgue-Norm mit p = 1 ist in Abb. 5.8 dargestellt.
Die Skalen der drei Graphen in Abb. 5.8 und Abb. 5.9 zeigen, dass die Abweichung zwi-
schen den Werten aus der Online-Kalibrierung und der Ground Truth unterschiedlich ist.
So ist die Zahl fu¨r die Abweichung zwischen dem Nickwinkel φ1 und dem Schielwinkel
φ2 um den Faktor zehn skaliert. D.h. die Abweichungen fu¨r den Schielwinkel sind zehn-
mal so groß wie die Abweichungen fu¨r den Nickwinkel. A¨hnlich verha¨lt es sich mit der
Abweichung zwischen dem Roll- und Schielwinkel.
In der ersten Zeile ist die Abweichung des Nickwinkels φ1, in der Mitte die Abweichung
des Schielwinkels φ2 und unten ist die Abweichung des Rollwinkels φ3 dargestellt. Da-
bei wird, wie in Gl. (5.1) beschrieben, die Abweichung zwischen der Ground Truth und
der Online-Kalibrierung mit der Fehlerfunktion angegeben. Diese Abweichung ist auf den
Ordinaten angegeben. Auf den Abszissen sind die Nummern der Kalibrierung abgetragen.
In der Abb. 5.8 ist zu sehen, dass der Nickwinkel φ1 einen Wertebereich zwischen 0 [Pix]
und 0.5 [Pix] hat. Es gibt besondere Bereiche in der Abbildung, die besonders große Aus-
reißer u¨ber la¨ngere Abschnitte auf der Abszisse anzeigen. Diese liegen in den Bereichen
der Online-Kalibrierung mit den Nummern 0−100, 508−600 und 1080−1433. In diesem
Abschnitt der Sequenz ist das Fahrzeug in eine Kurve gefahren.
Es ist zu erkennen, dass der Schielwinkel φ2 die gro¨ßten Abweichungen hat. Der Schiel-
und Rollwinkel haben beide bei der Kalibrierung mit der Nummer 970 einen Ausreißer.
Dieser Ausreißer entsteht dadurch, dass die Korrespondenzen nicht u¨ber das Bild verteilt
sind, sondern dass die Korrespondenzen an nur einer Stelle im Bild auftauchen.























Abbildung 5.8.: Lebesgue-Norm (p = 1): Die drei Winkel (φ1, φ2, φ3) sind hier abge-
bildet. Dabei sind die Residuen mit der Lebesgue-Norm mit p = 1 gewichtet worden.
Ausreißer werden sehr gering gewichtet, sodass diese nur einen sehr geringen Anteil an
der Online-Kalibrierung haben. Die Mittelwerte sind durch eine rote Linie in der Grafik
markiert.
Es ist zu sehen, dass die Kurven der drei Graphen unterschiedlich sind. Die Abweichun-
gen des Nickwinkels in Bezug auf den Schielwinkel sind zehnmal kleiner und die Abwei-
chungen zwischen dem Rollwinkel in Bezug auf den Schielwinkel sind a¨hnlich.
Zu sehen ist, dass es viele Ausreißer gibt, die eine enorme Abweichung zur Ground Truth
haben. Die gro¨ßte Abweichung ist u¨ber sechs Pixel, was einen enormen Fehler in der
3D-Rekonstruktion hat.
In Abb. 5.9 ist zu sehen, wie sich der Verlauf der Online-Kalibrierung mit Binning a¨ndert.
Dies liegt am Sammeln der Korrespondenzen in Bins. In dieser Untersuchung wurden
vier Bins eingerichtet, mit einem Schwellenwert von 400 Korrespondenzen pro Bin. Das
wichtigste Ergebnis ist, dass Ausreißer u¨ber die gesamte Sequenz vermieden werden.
Lebesgue-Norm (p = 2)
In Abb. 5.10 wird die Lebesgue-Norm mit p = 2 auf der gleichen Sequenz wie die
Lebesgue-Norm mit p = 1 angewendet.
In Abb. 5.11 ist die Lebesgue-Norm mit p = 2 mit dem Binning auf der gleichen Se-
quenz genutzt worden wie schon die Lebesgue-Norm mit p = 2 ohne Binning, wie sie in
Abb. 5.10 abgebildet ist. Dabei ist zu sehen, dass durch das Binning diese inakzteptablen
großen Abweichungen aus Abb. 5.10 unterdru¨ckt werden und gar nicht mehr entstehen.























Abbildung 5.9.: Lebesgue-Norm mit Binning (p = 1): Der Verlauf der drei Winkel.
Oben der Nickwinkel, in der Mitte der Schielwinkel und unten der Rollwinkel. Die Ab-
zisse stellt die Nummer der Kalibrierung dar. Da bei dieser Untersuchung das Binning
genutzt wurde, gibt es weniger Kalibrierungen.
Die Skalen der Graphen sind unterschiedlich. Wa¨hrend die Skalen des Nick- und Roll-
winkels sehr nah beieinander liegen, ist die Abweichung im Graphen des Schielwinkels
um den Faktor zehn gro¨ßer als die der anderen Winkel. Daher muss der Schielwinkel
sta¨rker in den Fokus weiterer Untersuchungen eingebunden werden.
Anders als bei der Lebesgue-Norm ohne Binning, sind hier keine extremen Ausreißer zu
sehen.
Corrupted-Gaussian
Die Corrupted-Gaussian wird in [Hartley und Zisserman, 2004] als eine Verbesserung der
Lebesgue-Norm bezeichnet. Dabei ist α ∈ [0.1] und ω die angenommene Standardab-
weichung. Dabei wird der Parameter α genutzt, um einen glatten U¨bergang zwischen der
Menge der Ausreißer hin zur Menge der zur Online-Kalibrierung genutzten Korrespon-
denzen zu haben.
Zur wissenschaftlichen Analyse dieser Fehlerfunktion wurde die gleiche Testsequenz wie
bei der Lebesgue-Norm genutzt. Abb. 5.12 stellt das Ergebnis aus dieser Analyse dar. Es
zeigt sich, dass auch hier die mittlere Abweichung 0.8 [Pix] betra¨gt. Dabei wurde eine
Standardabweichung von ω = 1.02 [Pix] genutzt. Dieser Wert wurde genutzt, da bei der
Untersuchung keine Fehlerfunktionen und Ausreißerdetektionen genutzt wurden und dies
die Standardabweichung dieser Untersuchung ist.























Abbildung 5.10.: Lebesgue-Norm (p = 2): Dargestellt ist der Verlauf der Abweichun-
gen der drei Winkel (φ1, φ2, φ3). Die Skalen sind dabei sehr unterschiedlich, da bei der
Abweichung des Nickwinkels φ1 und der Abweichung des Rollwinkels φ3 sehr kleine
A¨nderungen auftreten. Die Abweichung des Schielwinkels φ2 ist in der Mitte abgetragen.
Auf der Abzisse ist die Nummer der Kalibrierung abgebildet und auf der Ordinate ist die
Abweichung des Winkels abgetragen.
Die Kurven des Nick- und Rollwinkels liegen nah beieinander, wobei die Abweichung
des Schielwinkels zehnmal gro¨ßer sind.
Es ist zu sehen, dass auch hier, wie schon bei der Lebesgue-Norm mit p = 1, enorme
Ausreißer auftreten ko¨nnen, die in der 3D-Rekonstruktion einen enormen Fehler zur Fol-
ge haben.
In Abb. 5.13 ist zu sehen, wie sich das Binning auf das ”Corrupted-Gaussian” auswirkt.
Auch hier sind die Ausreißer nicht mehr so stark und so zahlreich, was die Varianz stark
verkleinert.
Blake-Zisserman
Die Blake-Zisserman-Fehlerfunktion, die in [Hartley und Zisserman, 2004] beschrieben
ist, ist eine Alternative zur ”Corrupted-Gaussian”-Fehlerfunktion. Es wird bei dieser Funk-
tion angenommen, dass es zwischen der Menge der Ausreißer und den restlichen Korre-
spondenzen, anders als beim ”Corrupted-Gaussian”, eine harte Schwelle gibt. Die Funk-
tion ist in Tab. 5.7 und Tab. 5.8 angegeben. Dabei ist ξ der Faktor, der die Varianz der






ω in der ”Corrupted-Gaussian” berechnet wird.
Wie in Abb. 5.14 zu erkennen, stellt sich auch bei dieser robusten Fehlerfunktion das























Abbildung 5.11.: Lebesgue-Norm mit Binning (p = 2): Dargestellt ist der Verlauf der
Abweichungen der drei Winkel (φ1, φ2, φ3). Die Skalen sind dabei sehr unterschiedlich,
da bei der Abweichung des Nickwinkels φ1 und der Abweichung des Rollwinkels φ3 sehr
kleine A¨nderungen vorliegen und die Schielwinkelabweichung φ2 große Abweichungen
zeigt.
Auf der Abzisse ist die Nummer der Kalibrierung abgebildet und auf der Ordinate die
Abweichung des Winkels. Hier wurde das Binning mit hinzugenommen, deshalb ist die
Anzahl der Kalibrierungen geringer.
Die Skalen der Graphen sind alle unterschiedlich. Dies ist bedingt durch die starken Ab-
weichungen zwischen dem Nick- und Rollwinkel zum Schielwinkel, der um den Faktor
zehn gro¨ßer ist.
Anders als bei der Auswertung ohne Binning, ist hier zu erkennen, dass große Abwei-
chungen, die durch die Ausreißer entstehen, ausbleiben.
gleiche Verhalten wie bei der zuvor untersuchten ”Corrupted-Gaussian”-Funktionen, da-
bei sind die mittlere Abweichung und die Varianz sehr a¨hnlich.
Durch die Hinzunahme des Binnings wurden die Ausreißer auch hier minimiert und die
Varianz verringert. Dies ist in Abb. 5.15 dargestellt.
Zusammenfassung
Es hat sich gezeigt, dass das Binning als Verteilung die Aufnahme großer Ausreißer
wa¨hrend der Online-Kalibrierung verhindert. Die robusten Fehlerfunktionen aus der Li-
teratur alleine konnten zur Online-Kalibrierung nicht zuverla¨ssig genutzt werden. Eine
Kalibrierung sollte zur Vermeidung der Ausreißer immer von einem Binning begleitet
werden. Wa¨hrend der zusa¨tzlichen Totzeit, die zum Fu¨llen der Bins beno¨tigt wird, ist kei-























Abbildung 5.12.: Corrupted-Gaussian: Es ist wie bei den Untersuchungen zur
Lebesgue-Norm zu sehen, dass die Ausreißer sehr ha¨ufig vorkommen und große Fehler-
Werte haben ko¨nnen.
In den Skalen der Graphen ist zu erkennen, dass die Abweichung des Schielwinkels φ2 bis
zu zehnmal gro¨ßer sein kann als die der anderen Winkel. Deshalb muss der Schielwinkel
sta¨rker in den Fokus zuku¨nftiger Methoden zur Online-Kalibrierung ru¨cken.
Es ist bei dieser Funktion zu sehen, dass sich viele große Abweichung der Ground Trouth
u¨ber die gesamte Zeit einstellen, die sich in der 3D-Rekonstruktion als enorme Fehlmes-
sungen darstellen.
ne Scha¨tzung der Kameraparameter mo¨glich.
Es wird auch gezeigt, dass sich der Winkel φ1 und der Winkel φ3 durch die verwendeten
Methoden nicht signifikant verbessern lassen.
5.4. Korrespondenzauswahl mit der inneren
Genauigkeit
Wie in Kap. 2.2.4 beschrieben, ist die innere Genauigkeit ein Maß, das beim Bu¨ndelaus-
gleich genutzt wird, um Ausreißer in der Menge der Korrespondenzen zu finden. Durch
die Taylor-Reihenzerlegung kann die Gleichung, die den Bu¨ndelausgleich beschreibt, ap-
proximiert werden. So kann auch die Essential-Gleichung approximiert werden. Daraus
folgt Gl. (2.3) nach dem dritten Glied der Reihe.
In Gl. (2.3) wird ein Gewicht W genutzt, um den Einfluss von Korrespondenzen zu























Abbildung 5.13.: Corrupted-Gaussian mit Binning: Jeder Punkt ist die Abweichung
der Winkel nach der Online-Kalibrierung. Dabei zeigt der obere Graph die Abweichung
des Nickwinkels φ1, der mittlere Graph die Abweichung des Schielwinkels φ2 und der
untere Graph stellt die Abweichung des Rollwinkels φ3 dar.
Die Skalen der Graphen sind unterschiedlich, da der Schielwinkel eine bis zu zehnmal
ho¨here Abweichung zur Ground Truth hat als die anderen beiden Winkel.
Das Verwenden von Binning zeigt auf der verwendeten Sequenz, dass sich die Ausreißer
minimieren und sich so in der 3D-Rekonstruktion keine enormen Fehlmessungen einstel-
len.
bewerten. Da bei der Online-Kalibrierung nicht klar ist, welches Gewicht jeder Korre-
spondenz zugeordnet ist, wird das Gewicht fu¨r alle W gleich gesetzt. D.h. das Gewicht
Wi = 1∀i. Der Schwellwert k, der die Ausreißer identifiziert, wurde empirisch bestimmt.
Zur Vergleichbarkeit zu den vorigen Untersuchungen wird auch hier die erste Sequenz aus
Tab. 5.2 “Ringweg” genutzt. In Tab. 5.9 sind die Auswertungen dargestellt. Dabei wurde
fu¨r jede Kombination der Werte der Mittelwert nach der Kalibrierung bestimmt. Dieser
Mittelwert ist in der Tabelle eingetragen. Die Variablen, die zyklisch gea¨ndert werden,
waren die Gro¨ße des Bins und der Schwellwert k aus Gl. (2.3).
Tabelle 5.9.: Um zu untersuchen, welchen Einfluss die innere Genauigkeit hat, werden
der Schwellenwert und die Anzahl der Korrespondenzen im Bin gea¨ndert. Dabei ergeben
sich unterschiedliche mittlere Abweichungen nach dem Durchlaufen einer Sequenz.
Dabei k ∈ [0, 1[ der Schwellenwert, der angibt, wann eine Korrespondenz ein Ausreißer
ist und wann nicht. Dabei gibt es keinen Schwellwert, wenn k = 0 gilt und fu¨r k = 1 sind
alle Korrespondenzen Ausreißer.







(φ1, φ2, φ3) [Pix]
0 100 (0.35, 1.90, 0.35)
0 300 (0.33, 0.98, 0.21)
0 400 (0.33, 0.95, 0.21)
0 500 (0.33, 0.94, 0.21)
0 600 (0.33, 0.91, 0.21)
0 700 (0.33, 0.89, 0.21)
0.1 100 (0.33, 1.0, 0.21)
0.1 300 (0.33, 0.87, 0.21)
0.1 400 (0.33, 0.83, 0.21)
0.1 500 (0.33, 0.82, 0.21)
0.1 600 (0.33, 0.79, 0.21)
0.1 700 (0.33, 0.77, 0.21)
0.2 100 (0.33, 0.99, 0.21)
0.2 300 (0.33, 0.86, 0.21)
0.2 400 (0.33, 0.84, 0.21)
0.2 500 (0.33, 0.81, 0.20)
0.2 600 (0.33, 0.78, 0.20)
0.2 700 (0.33, 0.76, 0.20)
0.3 100 (0.33, 0.98, 0.20)
0.3 300 (0.33, 0.85, 0.20)
0.3 400 (0.33, 0.83, 0.20)
0.3 500 (0.33, 0.79, 0.20)
0.3 600 (0.33, 0.77, 0.20)
0.3 700 (0.33, 0.75, 0.20)
0.4 100 (0.33, 0.97, 0.20)
0.4 300 (0.33, 0.84, 0.20)
0.4 400 (0.33, 0.82, 0.20)
0.4 500 (0.33, 0.78, 0.20)
0.4 600 (0.33, 0.75, 0.20)
0.4 700 (0.33, 0.73, 0.19)
0.5 100 (0.33, 0.95, 0.20)
0.5 300 (0.33, 0.83, 0.20)
0.5 400 (0.33, 0.83, 0.19)
0.5 500 (0.33, 0.77, 0.19)
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0.5 600 (0.33, 0.74, 0.19)
0.5 700 (0.33, 0.72, 0.19)
0.6 100 (0.33, 0.94, 0.20)
0.6 300 (0.33, 0.87, 0.19)
0.6 400 (0.33, 0.87, 0.19)
0.6 500 (0.33, 0.76, 0.19)
0.6 600 (0.33, 0.73, 0.19)
0.6 700 (0.33, 0.71, 0.19)
0.7 100 (0.33, 0.94, 0.19)
0.7 300 (0.33, 0.87, 0.19)
0.7 400 (0.33, 0.87, 0.19)
0.7 500 (0.33, 0.75, 0.19)
0.7 600 (0.33, 0.75, 0.19)
0.7 700 (0.33, 0.74, 0.20)
0.8 100 (0.33, 0.95, 0.20)
0.8 300 (0.33, 0.87, 0.20)
0.8 400 (0.33, 0.86, 0.20)
0.8 500 (0.33, 0.77, 0.20)
0.8 600 (0.33, 0.76, 0.19)
0.8 700 (0.33, 0.76, 0.19)
0.9 100 (0.33, 1.0, 0.20)
0.9 300 (0.33, 0.9, 0.20)
0.9 400 (0.33, 0.84, 0.20)
0.9 500 (0.33, 0.78, 0.20)
0.9 600 (0.33, 0.78, 0.19)
0.9 700 (0.33, 0.76, 0.20)
1.0 100 (0.33, 1.0, 0.20)
1.0 300 (0.33, 0.9, 0.20)
1.0 400 (0.33, 0.84, 0.20)
1.0 500 (0.33, 0.78, 0.20)
1.0 600 (0.33, 0.78, 0.19)
1.0 700 (0.33, 0.76, 0.20)
Eine grafische Darstellung von Tab. 5.9 ist in Abb. 5.16 dargestellt. Es ist zu sehen, dass
der Schwellenwert k einen geringeren Einfluss auf die Online-Kalibrierung hat als das
Binning. Aus Abb. 5.16 ist auch zu entnehmen, dass, wenn keine Online-Kalibrierung
wa¨hrend einer Fahrt vorgenommen wird, eine Abweichung von 1.9 [Pix] im Mittel u¨ber
die Fahrt gegeben ist. Dies entspricht nicht der erwarteten Distanz von 102.40 [m], son-























Abbildung 5.14.: Blake-Zisserman: Dabei zeigt der obere Graph die Abweichung des
Nickwinkels φ1, der mittlere Graph die Abweichung des Schielwinkels φ2 und der untere
Graph stellt den Verlauf der Kalibrierungen u¨ber die Zeit der Abweichung des Rollwin-
kels φ3 dar.
Die Abzisse stellt die Nummer der Kalibrierung in der Testsequenz dar. Die Ordinate zeigt
die Abweichung der neuen Werte aus der Kalibrierung gegenu¨ber der Ground Truth.
Auch hier ist die Skala der Ordinate bei den einzelnen Winkeln unterschiedlich. Dies ist
notwendig, da der Schielwinkel um den Faktor zehn gro¨ßer ist als die beiden anderen.
D.h. es ist wichtig, dass der Fokus in der Entwicklung zuku¨nftiger Methoden den Fokus
auf die Kalibrierung des Schielwinkels legt.
Es ist zu erkennen, dass sich auch bei dieser Untersuchung starke Abweichungen einstel-
len und so große Fehlmessungen in der 3D-Rekonstruktion zu erkennen sind.
dern einer Rekonstruktion von 52.51 [m] oder 2048.00 [m]. Diese enorme Abweichung
von der eigentlichen Distanz zeigt auch, dass eine Kalibrierung essenziell fu¨r das Be-
treiben eines Stereo-Kamera-Systems zum Vermessen der Fahrzeugumgebung und das
Regeln von Aktoren im Fahrzeug ist.
Durch das Binning wird, wie in Kap. 5.2 gezeigt, der Einfluss von Ausreißern durch ei-
ne Gewichtung wa¨hrend einer Sequenz signifikant minimiert. Dieser Versuch zeigt, dass
die innere Genauigkeit, wie hier verwendet, nur einen geringen Einfluss auf die Online-
Kalibrierung hat.
In Abb. 5.17 ist ein Bild aus der Testsequenz zu sehen. Die gru¨nen Linien sind die Korre-
spondenzen, die zur Kalibrierung genutzt werden, und die roten Linien sind die Ausreißer.
Dabei ist die Einstellung fu¨r das Binning so, dass die Gro¨ße der einzelnen Bins auf 400
gesetzt ist, mit einem Schwellwert der inneren Genauigkeit von k = 0.6.























Abbildung 5.15.: Blake-Zisserman mit Binning: Dabei ist zeigt obere Graph den Nick-
winkel φ1, der mittlere Graph den Schielwinkel φ2 und der untere Graph stellt den Verlauf
der Kalibrierungen u¨ber die Zeit des Rollwinkels φ3 dar. Die Abzisse stellt die Nummer
der Kalibrierung in der Sequenz dar. Die Ordinate zeigt die Abweichung der neuen Werte
aus der Kalibrierung gegenu¨ber der Ground Truth.
Die Ordinaten der Graphen sind unterschiedlich. Da die Abweichung des Schielwinkels
um den Faktor zehn gro¨ßer ist als die Abweichung der Winkel φ1 und phi3, ist dies Wahl
der Skala wichtig, da sonst die Abweichungen des Nick- und Rollwinkels sich nicht qua-
litativ darstellen lassen.
Durch das Binning wird, anders als bei der Untersuchung ohne Binning, den Ausreißern
so entgegengewirkt, dass diese wa¨hrend der gesamten Sequenz nicht auftreten.
Zu sehen ist, dass sich die Zahl der durch das Binning gesammelten Korrespondenzen re-
duzieren la¨sst, da diese als Ausreißer detektiert werden. Das Zusammenspiel von innerer
Genauigkeit und Binning verbessert die Online-Kalibrierung.
Zusammenfassung
Die innere Genauigkeit hebt sich nicht signifikant von anderen Fehlerfunktionen, die in
Kap. 5.3 genutzt wurden, ab. Binning in Kombination mit der inneren Genauigkeit zeigt
das gleiche Verhalten wie die Auswertung der robusten Fehlerfunktionen in Kap. 5.3.
5.5. Rauscheinfluss auf die Online-Kalibrierung
Um zu zeigen, welche Auswirkung das Rauschen der Daten aus einem Bildpaar auf
die Kalibrierung hat, wird berechnet, wie es sich mit der 3D-Rekonstruktion verha¨lt.




















Abbildung 5.16.: Mit der Methode der inneren Genauigkeit ko¨nnen Ausreißer in der Men-
ge der Korrespondenzen gefunden werden. Dabei wird ein Schwellwert k genutzt, der hier
in der Abzisse abgetragen ist und angibt, wann eine Korrepsondenz ein Ausreißer ist oder
zur Kalibrierung genutzt wird. Die Abweichung des Nickwinkels (φ1) wird hier in Gru¨n
dargestellt, die Schielwinkelabweichung (φ2) in Schwarz und die Rollwinkelabweichung
(φ3) in Blau. Dabei ist jedes Datum der Mittelwert aus einem Durchlauf durch die Test-
sequenz. Die unterschiedlichen Linien zu einem Winkel sind die Verla¨ufe bei Nutzen des
Binning, um Korrespondenzen zu sammeln.
Die schwarzen Kurven zeigen, welchen Einfluss das Binning hat und welchen Einfluss
der Schwellenwert k auf die Kalibierung des Stereo-Kamera-Systems hat. Der Schiel-
winkel (φ2) hat ohne eine Ausreißerdetektion eine mittlere Abweichung von mehr als
1.9 [Pix]. Die sieben schwarzen Kurven, die die mittlere Abweichung u¨ber die Testse-
quenz des Schielwinkels φ2 zur Ground Truth zeigen, stellen das Nutzen des Binning dar.
Dabei werden verschiedene Schwellenwerte fu¨r die Anzahl der Korrespondenzen pro Bin
genutzt. Dabei ist zu sehen, dass sich durch das Nutzen des Binnings die mittlere Abwei-
chung des Schielwinkels φ2 u¨ber die Sequenz um 1.0 [Pix] verbessert.
Die Verwendung der inneren Genauigkeit verbessert den Schielwinkel im Mittel u¨ber die
Sequenz um 0.9 [Pix].
In Gl. (1.5) wird beschrieben, welchen Einfluss additives Rauschen auf die 3D-Rekon-
struktion hat. Angenommen ist der Versuchsaufbau des Stereo-Kamera-Systems aus Ab-
bildung 5.1. Die Kamerakonstanten beider Kameras sind 1024 [Pix] und eine Basisbreite
von 0.2 [m]. Das ergibt eine Stereo-Kamera-Konstante von 204.8 [Pix ·m]. Um die Aus-
wirkung von Rauschen zu bestimmen, wird eine Disparita¨t von 2 [Pix] genommen, was
einem Punkt in einer Entfernung von 102.40 [m] in der 3D-Rekonstruktion entspricht. Da-
bei ist zu beru¨cksichtigen, dass Gl. (1.6) zur Berechnung genutzt wird.
Sei nun das Rauschen mit ±0.8 [Pix] so groß, wie in der Literatur angegeben. Dann
weicht der beobachtete Punkt von der eigentlichen Tiefe ab. Der Punkt in der 3D-Rekon-
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Abbildung 5.17.: Dieses Bild ist ein Bild aus der Testsequenz, um zu zeigen, wie die
Ausreißer in der Menge der Korrespondenzen angeordnet sind. Die Außreißer, die mit
der Methode der inneren Genauigkeit bestimmt wurden, sind als rote Linen markiert und
die Korrespondenzen, die zur Kalibrierung genutzt werden, sind gru¨n eingezeichnet.
struktion ist dann zwischen 204.8
2.0+0.8
= 73.14 [m] und 204.8
2.0−0.8 = 170.67 [m] entfernt.
Um nun darzustellen, wie genau in einem Bild gemessen werden muss, um einen Punkt in
einer Distanz von 102.40 [m] zu berechnen, wird dieser Fehler zwischen der eigentlichen
und der berechneten Position gesucht.
Fu¨r diese Untersuchung werden die Kameraparameter des Versuchsaufbau benutzt und
eine Disparita¨t von 2.0 [Pix] wird angenommen.







Dˆ=D±∆D︷︸︸︷⇒ d = 204.8Dˆ [m] (5.2)
Sei nun eine 3D-Rekonstruktion mit einer Genauigkeit von ±0.05 [m] in der Distanz von
102.40 [m] gefordert, dann folgt mit Gl. (5.2), dass die gemessene Disparita¨t zwischen
204.8
102.4+0.05
= 1.99902 [Pix] oder 204.8
102.4−0.05 = 2.000977 [Pix] sein muss.
Es ist leicht zu erkennen, dass die Disparita¨ten nicht auf 9
10000
[Pix] bestimmt werden
ko¨nnen, wodurch eine solche Genauigkeiten in diesem Entfernungsbereich fu¨r diesen Ver-
suchsaufbau nicht zu erreichen ist.
Eine Abweichung der Disparita¨t von 0.2 [Pix] mit dem Versuchsaufbau wurde voraus-
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gesetzt. Dies entspricht in der 3D-Rekonstruktion 204.8
2.0+0.2
= 93.09 [m] bis 204.8
2.0−0.2 =
113.78 [m] statt der 102.40 [m], die bei rauschfreien Daten mo¨glich wa¨ren. Selbst mit
diesen geringen Abweichungen von 0.2 [Pix] ist die 3D-Rekonstruktion auf ±10 [m] ge-
nau.
Zusammenfassung
Diese Untersuchung zeigt, dass sich die Genauigkeit in der Ermittlung der Distanzen zu
einem Objekt nur bis zu einem gewissen Maß erreichen la¨sst. Heutige Hardware und Me-
thoden sind nicht in der Lage, die Genauigkeit auf wenige Zentimeter in der betracheten
Distanz von 102.40 [m] zu gewa¨hrleisten. Fu¨r ku¨rzere Distanzen ko¨nnen ho¨here Genau-
igkeiten erreicht werden, da der Disparita¨tsfehler mit 1
d
in den Distanzfehler eingeht.
5.6. Die Auswertung der
Online-Kalibrierungsmethoden
Da die relative Ausrichtung der Kamerakoordinatensysteme zueinander achsenparallel
ist, d.h. mit der z-Achse beider Kameras in Fahrtrichtung als gegeben vorausgesetzt wird,
ist das System sehr fehleranfa¨llig bezu¨glich kleiner Abweichungen im Schielwinkel, da
bei kleinen A¨nderungen im Schielwinkel sich die Positionen der Epipole stark a¨ndern
[Kanatani, 2005].
Es hat sich in den vorherigen Untersuchungen gezeigt, dass der Nickwinkel φ1 und der
Rollwinkel φ3 unabha¨ngig von der Ausreißerbehandlung zu scha¨tzen sind und um den
Faktor zehn kleiner sind als der Schielwinkel φ2. Da aber in diesen beiden Stereo-Kamera-
Parametern φ1, φ3 die Abweichung nur linear eingeht und in den Schielwinkel φ2 mit
1
d
, wobei d die Disparita¨t ist, ist fu¨r den Winkel φ2 mit einer sta¨rkeren Abweichung zu
rechnen. In Gl. (1.6) ist dies hergeleitet und in Abb. 1.16 ist dies fu¨r den Schielwinkel
(φ2) abgebildet.
Deshalb wurden in Kap. 4 zwei Methoden zur Schielwinkelbestimmung beschrieben.
5.6.1. Online-Kalibrierung mit Bezug auf die
Entfernungsdaten (Methode 1)
Die bisherigen Untersuchungen haben gezeigt, dass durch die Methoden der Ausreißer-
detektion und durch die Organisation der Korrespondenzmenge sich ein Stereo-Kamera-
System nicht so kalibrieren la¨sst, dass die Abweichung im Mittel 0.2 [Pix] mit einer Stan-
dardabweichung von maximal 0.1 [Pix] eingehalten werden kann. Wird ein Punkt in der
Distanz von 102.40 [m] betrachtet, dann wird bei einer Dekalibrierung des Schielwinkels
φ2 von 0.2 [Pix] der Punkt zwischen 113.78 [m] und 93.09 [m] rekonstruiert.
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Abschn. 4.1 stellt eine der beiden Methoden zur Online-Kalibrierung vor, die im Rahmen
dieser Arbeit entwickelt wurden. Mit dieser Methode kann ein Stereo-Kamera-System
online kalibriert werden. Dazu werden die Informationen aus dem Fahrzeug genutzt, die
Auskunft u¨ber die Fahrzeuggierrate und die Geschwindigkeit des Fahrzeugs geben. Aus
diesen Informationen kann dann errechnet werden, wie weit das Fahrzeug zwischen den
Aufnahmen zweier aufeinanderfolgender Bildpaare gefahren ist. Daraus kann dann mit
Gl. (4.2) die Entfernung bestimmt werden. Dann gibt es zwei Lo¨sungen ∆d1,2 fu¨r den
Disparita¨tsfehler.
Ist ∆d1,2 = 0, so ist das Stereo-Kamera-System kalibriert und das Stereo-Kamera-System
kann mit den vorherigen Werten rektifiziert werden. Ist das Stereo-Kamera-System nicht


















Die Abweichung des Schielwinkels ∆D wird aus den Fehlern der einzelnen Korrespon-
denzen bestimmt. Dazu wird der Mittelwert aus den Abweichungen der einzelnen Korre-
spondenzen berechnet. Da ∆d1 > ∆d2 gilt, folgt ∆D = 1n
∑n
i=0 ∆id1 mit i der Index der
Verschiebung der i-ten Korrespondenz.
Um das Rauschen in den Daten zu verkleinern, wurde das Binning, wie in Kap. 5.3 und
Kap. 5.4 beschrieben, genutzt. Zur Auswertung wurde die Gro¨ße der Bins auf 400 Korre-
spondenzen festgelegt, wie in Kap. 5.4 bestimmt.
Zur Auswertung der Methode wurden mit diesem Kamerasystem fu¨nf Stunden Video-
material und Fahrzeuginformationen aufgezeichnet. D.h. auf allen sieben Sequenzen aus
Tab. 5.2.
Die Methode wurde so implementiert, dass zuerst eine grobe Kalibrierung vorgenom-
men wird. Wa¨hrend dieser Phase der Kalibrierung wird vorausgesetzt, dass der Schiel-
winkel dem Winkel aus der Initialkalibrierung entspricht und es werden ausschließlich
der Nick- und der Rollwinkel kalibriert, bis die Abweichung zweier aufeinanderfolgen-
der Scha¨tzungen von Nick- und Rollwinkel unter eine definierte Schwelle fallen.
Ist die Abweichung kleiner als ein Pixel, dann werden alle drei Winkel online kalibriert,
sodass die gesamte Rotationsmatrix der Essentialmatrix bestimmt werden kann. Die Schiel-
winkelergebnisse werden mittels eines Medianfilters der La¨nge fu¨nf gefiltert, um Rau-
schen zu unterdru¨cken. Um die Konvergenzfa¨higkeit der Methode zu zeigen, wird der





















Abbildung 5.18.: Methode 1 (ohne Medianfilter): In der Abbildung wird dargestellt, wie
sich die Kalibrierung u¨ber die Zeit einstellt. Hier sind die zwei Phasen der Kalibrierung
zu sehen. In den ersten 17 [sec] werden der Nick- und der Rollwinkel (φ1, φ3) so lange
kalibriert, bis die Abweichung dieser beiden Winkel unter einem Pixel ist, dabei wird der
Schielwinkel φ2 ku¨nstlich auf den Wert von einem Pixel gesetzt, um die Konvergenz der
Methode 1 in der zweiten Phase zu zeigen.
In der zweiten Phase wird zu den Winkeln φ1 und φ3 zusa¨tzlich der Schielwinkel φ2
kalibriert. Es zeigt sich, dass die Methode 1 konvergiert.
Durch die kurvige Straße wird die Abweichung vergro¨ßert, weil bei einem Kurvenwechsel
zwischen zwei Bildern der Flussvektor nicht zum Fahrzeugschielwinkel passt. Da aber
eine Geradeausfahrt angenommen wird, wird mit den falschen Flussvektoren eine Online-
Kalibrierung vorgenommen.
Ergebnis: Es zeigt sich, dass mit der Methode 1 eine mittlere Abweichung von 0.6 [Pix]
auf der untersuchten Sequenz bei einer Standardabweichung von 0.3 [Pix] erreicht wird.
Startwert des in der Initialkalibrierung bestimmten Schielwinkels mit einem additivem
Fehler von einem Pixel beaufschlagt.
Abb. 5.18 zeigt die Sequenz einer Kalibrierung. Die Sequenz ”Albrundfahrt” aus Tab. 5.2
stammt von einer Fahrt bei Nebel u¨ber eine kurvige Strecke auf der Alb. Dabei wird in
Abb. 5.18 die Abweichung nach den in Gl. (5.1) beschriebenen Werten abgetragen. D.h.
jeder Punkt entspricht der Abweichung zwischen der Online-Kalibrierung zur Initialka-
librierung. Durch die sehr kurvige Fahrt auf der schwa¨bischen Alb ist zu sehen, dass die
Methode hochwertige und robuste Fahrzeug-Daten nutzt. Die Abweichungen von mehr
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als 0.6 [Pix] des Schielwinkels sind auf die kurvenreiche Strecke zuru¨ckzufu¨hren.
Zur Bestimmung, ob das Fahrzeug geradeaus fa¨hrt, was eine der Voraussetzungen der
Methode ist, wird die Fahrzeuggierrate genutzt. Bei S-Kurven ist ein einmaliger Nullwert
ein Zeichen fu¨r einen Wendepunkt, daher werden mehrere folgende Werte der Gierrate
betrachtet, die ungefa¨hr dem Nullwert entsprechen.
Die in diesem Abschnitt beschriebene Methode ohne Gierraten-Medianfilter wird in Abb. 5.18
dargestellt. Die Abweichung des Schielwinkels φ2 von der Ground Truth ist dann 0.5 [Pix]
mit einer Standardabweichung von 0.3 [Pix]. Dieser Wert liegt unter dem Wert von 0.8 [Pix],
die mit den Methoden aus [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al.,
2000; Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos
et al., 2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000; Dang et al.,
2009] auf den Sequenzen erreicht wurden.
In einem Speicher ko¨nnen die Fahrzeuggierraten, die fu¨r die Kalibrierung gebraucht wer-
den, abgelegt und abgeglichen werden, sodass gesichert ist, dass das Fahrzeug u¨ber meh-
rere Aufnahmen der Stereobilder geradeaus gefahren ist. Das Speichern und Abgleichen
der Fahrzeuggierrate verbessert die Kalibrierung. Dies ist in Abb. 5.19 zu sehen. Wie auch
in der Analyse zuvor werden die drei Abweichungen der Winkel φ1 bis φ3 u¨ber die Zeit
dargestellt. Dabei wird darauf geachtet, dass das Fahrzeug auf fu¨nf aufeinanderfolgenden
Bildern geradeaus gefahren ist.
Wie zuvor stellt sich nach 17 [sec] die zweite Phase der Kalibrierung ein, bei der alle
drei Winkel (φ1, φ2, φ3) gescha¨tzt werden. Bei der kurvigen Strecke ergibt sich, abwei-
chend von den anderen Sequenzen, eine mittlere Abweichung des Schielwinkels φ2 von
0.3 [Pix] bei einer Standardabweichung von 0.17 [Pix], bei einer Methode 1 ohne Me-
dianfilter.
Mit dem eingesetzten Medianfilter und der U¨berpru¨fung der Gierrate sowie dem Filtern
der Gierrate mit dem Medianfilter hat sich gezeigt, dass sich die mittlere Abweichung
von 0.19 [Pix] mit einer Standardabweichung von 0.13 [Pix] relativ zur Ground Truth
u¨ber alle Sequenzen nach im Mittel 20 [sec] eingestellt hat.
Dieser Wert ist um ein Viertel kleiner als alle aus der Literatur bekannten Werte zur
Online-Kalibrierung in dynamischen Umgebungen. Dazu wurden die Methoden von [Brandt,
2006; Graf, 2007; Helmke et al., 2007; Kanatani et al., 2000; Kanatani und Sugaya, 2009;
Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos et al., 2010; Noury et al., 2007;
Torr und Murray, 1997; Triggs et al., 2000; Dang et al., 2009] implementiert und auf den
gleichen Sequenzen getestet, um die Vergleichbarkeit der Methoden zu zeigen.
Die Auswertung der Methoden aus dem Stand der Technik zur Schezung des Schielwin-
kels ist in Abb. 5.20.
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Abbildung 5.19.: Methode 1 (mit Medianfilter): Dies ist das beste Ergbnis der ersten
Methode. In der Abbildung wird dargestellt, wie sich die Kalibrierung u¨ber die Zeit ein-
stellt, wenn ein Medianfilter der La¨nge fu¨nf genutzt wird. Hier sind die zwei Phasen der
Kalibrierung zu sehen. In den ersten 17 [sec] wird die Grobkalibrierung genutzt, die den
Nick- und den Rollwinkel (φ1, φ3) einstellt. Dabei wird der Schielwinkel φ2 ku¨nstlich auf
den Wert von einem Pixel eingestellt. Dies soll zeigen, dass in der zweiten Phase der Ka-
librierung die Methode 1 konvergiert. Wenn der Roll- und Nickwinkel bis auf ein Pixel
genau eingestellt sind, werden alle drei Winkel (φ1, φ2, φ3) eingestellt. In dieser Abbil-
dung ist der Schielwinkel auf ein Pixel gesetzt worden, um die Konvergenz des Winkels
durch die Kalibriermethode 1 in der zweiten Phase der Kalibrierung zu zeigen.
Ergbnis: Es stellt sich eine mittlere Abweichung von 0.3 [Pix] bei einer Standardabwei-
chung von 0.17 [Pix] ein.
Dabei wurden Abweichungen von mehr als 0.8 [Pix] erreicht, wobei die hier vorgestellte
Methode 1 eine Standardabweichung von weniger als 0.6 [Pix] hat.
5.6.2. Online-Kalibrierung mit Bezug auf die Fluchtpunkte in
beiden Bildern (Methode 2)
Aus der Literatur zur projektiven Geometrie ist bekannt, dass parallele Linien in einem
Bild sich in einem Punkt, dem Fluchtpunkt, treffen. Durch den optischen Fluss, der auf
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Abbildung 5.20.: Die Methoden aus dem Stand der Technik sind aufgezeichnet. Dabei
ist zu sehen, dass die Abweichung zur Ground Truth im Mittel zwischen 0.8 [Pix] und
1.0 [Pix] liegt.
zwei zeitlich aufeinanderfolgenden Bildern angewendet wird, ergeben sich bei Gerade-
ausfahrt die gesuchten Linien. In Abb. 5.21 ist dies zu sehen.
Abbildung 5.21.: Alle paarweisen disjunkten Flussvektoren aus zwei zeitlich aufeinan-
derfolgenden Bildern bei einer Geradeausfahrt haben einen Schnittpunkt im Bild. Die-
ser Punkt wird als Fluchtpunkt bezeichnet. Fu¨r eine Online-Kalibrierung eines Stereo-
Kamera-Systems muss dieser Fluchtpunkt in beiden Bildern bestimmt werden.
Um den Fluchtpunkt aus der Menge aller Korrespondenzen in einem Bildpaar einer Ka-
mera des Stereo-Kamera-Systems zu berechnen, wird in dieser Umsetzung die Gleichung
Gl. (5.5) genutzt.
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τ der Punkt (u, v)
T im linken Bild zum Zeitpunkt τ , r(u, v)
T
τ der Punkt (u, v)
T
im rechten Bild zum Zeitpunkt τ und analog die Punkte im linken und rechten Bild zum
Zeitpunkt τ−1. Dabei ist l(u, v)Tτ der Bildpunkt im linken Bild zum Zeitpunkt τ , l(u, v)Tτ−1
ist der korrespondierende Bildpunkt zum Zeitpunkt τ − 1, der ra¨umlich korrespondieren-
de Bildpunkt im rechten Bild zu diesem Bildpunkt ist r(u, v)
T
τ−1 und der zeitlich korre-
spondierende Bildpunkt im rechten Bild ist r(u, v)
T
τ . Sollte O = 0 gelten, dann sind die
Vektoren parallel oder linear abha¨ngig und so existiert kein Schnittpunkt in einem Bild
oder unendlich viele Schnittpunkte.
Um nun in der Menge aller durch Gl. (5.5) berechneten Schnittpunkte den Fluchtpunkt
zu berechnen, wird ein Histogramm genutzt. Dabei wird fu¨r die horizontale Koordinate
des Bildes jedes Pixel als Bin im Histogramm eingeteilt, d.h. wenn das Bild 1024 [Pix]
fu¨r die horizontale Koordinate hat, dann gibt es 1024 Bins fu¨r das Histogramm. Um die
Schnittpunkte ins Histogramm einzutragen, werden die Schnittpunkte, die außerhalb der
Bildfla¨che sind, vernachla¨ssigt. Die restlichen Schnittpunkte werden in das Histogramm
eingetragen. Nach wenigen Bildern ergibt sich das Histogramm aus Abb. 5.22.


















Abbildung 5.22.: Methode 2: Die Schnittpunkte der Flussvektoren werden in einem Hi-
stogramm eingetragen. Der Peak ist die horizontale Koordinate des Fluchtpunktes. Diese
Auswertung la¨uft u¨ber viele Folgebilder, bis das Histogramm ein vorgegebenen Schwel-
lenwert fu¨r die maximalen Elemente des ho¨chsten Bins erreicht.
Das Maximum oder der Peak des Histogramms ist die horizontale Koordinate des Flucht-
punktes. Das Maximum kann durch das Fitten einer Laplace-Verteilung oder durch das
Fitten einer Gauss-Verteilung berechnet werden. Die beiden Verteilungen sind sehr a¨hnlich
und liefern in der Implementierung und auf den Testdaten gleiche Werte. Dabei wird hier
aber die Menge von 2σ im Histogramm fu¨r die Gauss- oder Laplace-Verteilung genutzt,
da sonst die Fehler durch Ausreißer einen großen Einfluss haben. Die Laplace-Verteilung
wurde in der MatLab-Implementierung genutzt, in der C++-Implementierung wurde die
Gauss-Verteilung eingesetzt. Die Laplace-Verteilung und die Gauss-Verteilung stehen
durch die generalisierte Gauss-Verteilung in Beziehung. Um die Dekalibrierung zu be-
stimmen, werden die Fluchtpunkte in beiden Bildern der Stereo-Kamera bestimmt. Nach-
dem die Koordinate des Fluchtpunktes in beiden Bildern bestimmt ist, wird Gl. (4.19)
genutzt, um die Gro¨ße ∆U des Schielwinkelfehlers zu ermitteln und somit die Dekali-
brierung auszugleichen.
Das Stereo-Kamera-System von Abb. 5.1 wurde fu¨r die Evaluierung genutzt. Die in die-
sem Abschnitt beschriebene Implementierung der Methode zur Berechnung des Schiel-
winkels nutzt die erste, zweite, fu¨nfte und siebte Sequenz aus Tab. 5.2. Da auch, wie bei
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der Methode zuvor, der schnelle Wechsel zwischen Kurvenfahrten ein Problem erzeugt,
wird auch hier darauf geachtet, dass die Gierrate durch einen Medianfilter von 0.1 Sekun-
den eine Geradeausfahrt zusichert.
In Abb. 5.23 ist die Auswertung einer kurzen Sequenz zu sehen. Es ist zu sehen, dass mit
dieser Methode eine mittlere Abweichung φ2 von 0.12 [Pix] mit einer Standardabwei-
chung von 0.05 [Pix] erreicht wurde. Wird nun ein Punkt mit der exakten Entfernung von
102.40 [m] zum Stereo-Kamera-System mit dieser Abweichung berechnet, dann wird der



















Abbildung 5.23.: Methode 2: Die Auswertung zeigt, dass sich die Kalibrierung des
Schielwinkels gegenu¨ber den in der Literatur genutzten Methoden deutlich verbessert.
Die mittlere Abweichung ist 0.12 [Pix] u¨ber alle Sequenzen bei einer Standardabwei-
chung von 0.05 [Pix].
Ergebnis: U¨ber die Testsequenz stellt sich eine mittlere Abweichung von 0.12 [Pix] mit
einer Standardabweichung von 0.05 [Pix] ein.
Die Methoden, die in [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al.,
2000; Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos
et al., 2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000; Dang et al.,
2009] beschrieben sind, wurden nachimplementiert, um die Vergleichbarkeit der Metho-
den auf den gleichen Sequenzen darzustellen. Auf den gleichen Sequenzen haben diese
Methoden eine Abweichung von mindestens 0.8 [Pix] wobei die hier beschriebene Me-
thode mindestens viermal besser ist als die Methoden aus der oben genannten Literatur,
da die Abweichung im Mittel 0.12 [Pix] groß ist und maximale Abweichung 0.2 [Pix]
ist.
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5.6.3. Zusammenfassung
Beide Methoden eignen sich zur Berechnung des Schielwinkels in einem Fahrzeug. Sie
lassen sich aber nicht direkt vergleichen, da die Methode 1 zur Berechnung der Schiel-
winkelabweichung mit den Fahrzeugdaten sehr schnell ein Ergebnis berechnet, mit einem
nur geringen Genauigkeitsvorteil zu den herko¨mmlichen Methoden. Die Methode 2, zur
Berechnung auf Basis der Fluchtpunktscha¨tzung, hat eine sehr hohe Genauigkeit, beno¨tigt
aber mehr Zeit fu¨r den Durchlauf einer Kalibrierung.
Die beiden Methoden erga¨nzen sich hervorragend. Die erste Methode liefert schnell eine
gute Abscha¨tzung, wa¨hrend die zweite Methode nach la¨ngerer Einschwingzeit ein hoch-
genaues Ergebnis liefert.
Die Methoden, die in [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al.,
2000; Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos
et al., 2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000; Dang et al.,
2009] beschrieben sind, wurden im Rahmen dieser Arbeit nachimplementiert und in einer
aufwendigen Auswertung gegen die Methoden, die in Abschn. 5.6.1 und in Abschn. 5.6.2
beschrieben sind, verglichen.
Abbildung 5.24.: Die Methoden aus dem Stand der Technik, die in [Brandt, 2006; Graf,
2007; Helmke et al., 2007; Kanatani et al., 2000; Kanatani und Sugaya, 2009; Laveau
et al., 1994; Mu¨hlich und Aach, 2007; Martos et al., 2010; Noury et al., 2007; Torr und
Murray, 1997; Triggs et al., 2000; Dang et al., 2009] beschrieben sind, wurden in einer
aufwendigen Nachsimulation implementiert und auf den Sequenzen: 2,3,5 und 6 aus der
Tab. 5.2 ausgewertet. Der Vergleich zu den in dieser Arbeit entwickelten Methode ist
eingezeichnet. Dabei ist die Methode 1 gru¨n eingezeichnet und die Methode 2 ist mit blau
eingezeichnet.
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Diese Methoden aus dem Stand der Technik wurden mit den Sequenzen: 2,3,5 und 6 aus
der Tab. 5.2 ausgewertet. Die Auswertung der Schielwinkelabweichung und der Vergleich
zu den Methoden, die zur Schielwinkelscha¨tzung in dieser Arbeit beschrieben sind, ist in
Abb. 5.24 gezeigt. Dabei ist zu sehen, dass die Methode 1 eine Abweichung zur Ground
Truth von weniger als 0.6 [Pix] auf diesen Sequenzen hat und die Methoden aus dem
Stand der Technik im Mittel nicht besser als 0.8 [Pix] gegenu¨ber der Ground Truth sind.
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Im Rahmen dieser Arbeit wurden Methoden zur Ausreißerdetektion untersucht und ver-
bessert. So wurde die klassische Methode aus der Photogrammetrie (innere Genauigkeit)
genutzt, um Ausreißer in der Menge der Korrespondenzen zu bestimmen. Im Rahmen die-
ser Arbeit wurde fu¨r die Gleichung zur inneren Genauigkeit Gl. (2.3) das GewichtWi = 1
genutzt, um alle Korrespondenzen gleich zu gewichten. Das Gewicht kann in weiteren Ar-
beiten durch den EM-Algorithmus (Expectation-Maximization-Algorithmus), der auch in
den Arbeiten von [Brandt und Heikkonen, 2000a] zur Ausreißerdetektion genutzt wird,
gescha¨tzt werden. So ko¨nnen Ausreißer in der Menge der Korrespondenzen besser be-
stimmt bestimmt werden. Das kann zu besseren Kalibrierergebnissen fu¨hren.
Die Komponenten von Korrespondenzen geben eine Information u¨ber den Einfluss der
Korrespondenz auf die Kalibrierung. Dies wurde in Kap. 4.3.1 hergeleitet und in Kap. 5.1
nachgewiesen. Es wurde gezeigt, dass, wenn die Rangordnung aus Gl. (4.27) bis Gl. (4.29)
benutzt wird, die Menge der Korrespondenzen fu¨r jeden einzelnen Winkel optimiert wer-
den und so die Kalibrierung schneller ermittelt werden kann, da die Korrespondenzen mit
dem gro¨ßten Einfluss fu¨r den gesuchten Parameter in der Menge aller Korrespondenzen
gefunden werden und exklusiv genutzt werden ko¨nnen.
Die zwei Methoden zur Scha¨tzung des Schielwinkels eignen sich beide zur Kalibrierung.
Dabei ist die erste Methode in Kap. 4.1 und die zweite Methode in Kap. 4.2 hergelei-
tet. Die Methoden aus [Brandt, 2006; Graf, 2007; Helmke et al., 2007; Kanatani et al.,
2000; Kanatani und Sugaya, 2009; Laveau et al., 1994; Mu¨hlich und Aach, 2007; Martos
et al., 2010; Noury et al., 2007; Torr und Murray, 1997; Triggs et al., 2000] wurden auf
den gleichen Sequenzen mit den gleichen Stereo-Kamera-Systemen bewertet. Die bes-
ten Methoden aus der Literatur haben eine Abweichung von mindestens 0.8 [Pix] und
die Methode 1 hat eine maximale Abweichung von 0.6 [Pix], was eine Verbesserung von
0.2 [Pix] bedeutet. Im Mittel ist die Methode 1 viermal besser ist als die in der Literatur
beschrieben Methoden.
Die zweite Methode wurde ebenfalls mit den Methoden aus der Literatur, die schon fu¨r
die Auswertung der ersten Methode genutzt wurden, verglichen. Dabei wurden die selben
Sequenzen fu¨r die Versuche genutzt. Dabei hat sich herausgestellt, dass die Methode 2
im Mittel achtmal genauer ist als die in der Literatur beschriebenen Methoden. Dabei hat
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die Methode 2 eine maximale Abweichung von 0.2 [Pix] und im Mittel eine Abweichung
von 0.12 [Pix]. Die Abweichungen der Methoden aus der Literatur sind genau so wie in
der Methode 1.
Dies zeigt, dass die hier entwickelten Methoden zur Kalibrierung, besonders die zwei
Methoden zur Scha¨tzung des Schielwinkels, sich sehr gut eignen, um ein Stereo-Kamera-
System zu kalibrieren.
In dieser Arbeit wurde das erste Mal gezeigt, dass die Windschutzscheibe, die zwischen
der Kamera und der Umwelt ist, einen entscheidenden Anteil an der Kalibrierung tra¨gt.
Selbst wenn das Kamera-System initial mit einem kleinen Fehler – in dieser Arbeit haben
wir den RMSE zur Angabe des Fehlers genutzt – kalibriert wurde, ist durch die Ver-
zeichnung eine Online-Kalibrierung sehr schwer und nicht optimal. In dieser Arbeit ist
eine Methode dargestellt, die sowohl online als auch offline die Verzeichnung des Bil-
des durch die Windschutzscheibe bestimmen und ru¨ckrechnen kann. Dabei werden aber
lokale Unregelma¨ßigkeiten, die sich wie Mikrolinsen auswirken, nicht betrachtet. Dieses
kann zu lokalen Verzeichnungen im Bild fu¨hren und so kleine, aber durchaus erhebliche
Verschlechterungen bei der Berechnung zur Folge haben. Da die Stereo-Kamera im Rah-
men dieser Arbeit immer mit der Windschutzscheibe zusammen kalibriert wurde, sind
die Bilder verzeichnungsfrei. Die Verzeichnung der Windschutzscheibe tritt auf, wenn
das Stereo-Kamera-System zuerst kalibriert wird und dann ins Fahrzeug hinter die Wind-
schutzscheibe integriert wird. Dieses Vorgehen wird im praktischen Einsatz durchgefu¨hrt,
sodass die Untersuchungen hierfu¨r erforderlich waren.
Es wurde gezeigt, dass sich ein Velodyne-Laserscanner und ein Stereo-Kamera-System so
kalibrieren lassen, dass die Messungen in einem gemeinsamen Koordinatensystem erfol-
gen ko¨nnen. So kann der Velodyne-Laserscanner genutzt werden, um die Kalibrierung des
Stereo-Kamera-Systems in absoluten Entfernungsdaten zu u¨berpru¨fen. Dabei werden die
3D-Rekonstruktionen aus dem Velodyne-Laserscanner und dem Stereo-Kamera-System
verglichen. Die Daten aus dem Velodyne-Laserscanner werden mit der Eigenbewegung
des Fahrzeugs mitberu¨cksichtigt, sodass eine 3D-Szene zum Zeitpunkt der Bildaufnahme
zum Abgleich genutzt werden kann. Da die Daten aus dem Velodyne-Laserscanner im-
mer als ein Block kommen, sind die Datenpakete verschoben, wenn sich das Fahrzeug
bewegt. Wenn zu dem Datenpaket die Fahrzeug-Odometrie gespeichert wird, dann kann
eine vollsta¨ndige 3D-Rekonstruktion berechnet werden.
Im Rahmen dieser Arbeit wurden zwei Methoden zur Scha¨tzung des Schielwinkels entwi-
ckelt. Methode 1 nutzt Methoden, die auf der gegebenen Hardware und dem Framework
schon implementiert und integriert sind.
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Es ist sinnvoll, in weiterfu¨hrenden Arbeiten zu zeigen, wie die intrinsischen Parameter
sich bei einer Dekalibrierung verhalten, um aufzuzeigen, ob die Hinzunahme neuer Para-
meter die Ergebnisse verbessern kann.
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A. Anhang
A.1. Die erforderliche Rechenleistung auf dem DSP
zur Online-Kalibrierung
Die Online-Kalibrierung der Stereo-Kamera wird direkt auf dem Digitalen Signalprozes-
sor (DSP) im Stereo-Kamera-System vorgenommen. Die Rechenzeit, die auf dem DSP
zur Verfu¨gung steht, ist a¨quivalent zu einem DSP mit einer Taktfrequenz von 15 MHz.
Um sicherzustellen, dass die Stereo-Kamera kalibriert ist, muss eine Kalibrierung in ei-
ner Zeitspanne von maximal einer Minute bereit stehen. Dies ist eine Forderung an das
System, da der thermische Prozess die Kalibrierung der Kamera stark vera¨ndert. Da die
Gro¨ße des Speichers auf der Hardware bei der Entwicklung der Stereo-Kamera festgelegt
werden muss, wurde der Speicher fu¨r die Online-Kalibrierung auf ein Mindestmaß, in
diesem Fall 2 kB, beschra¨nkt. Daten, die den anderen Programmen zur Verfu¨gung stehen,
ko¨nnen mitgenutzt werden.
A.2. Herleitung des Pra¨diktionsintervalls
Das Konfidenzintervall ha¨ngt stark mit dem Pra¨diktionsintervall zusammen. Um die Zu-
verla¨ssigkeit einer Aussage zu bewerten, wird das Konfidenzintervall genutzt. Um eine
Wahrscheinlichkeit u¨ber die Aussage eines zuku¨nftigen Ereignisses zu treffen, werden
Pra¨diktionsintervalle genutzt. Es gilt, dass das Pra¨diktionsintervall bei gleichem Perzentil
gro¨ßer ist als das Konfidenzintervall [Kardaun, 2005, S. 196].
Sei eine Student-T-Verteilung gegeben. Dabei seien x1, ...xn Ereignisse mit einem Erwar-
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Seien nun der Mittelwert und die Varianz einer gegebenen Normalverteilung N (µ, σ2)
unbekannt. Dann ergibt sich aus der Student-T-Verteilung






fu¨r den “t-Wert”. Wird nun Gl. (A.4) nach xn+1 aufgelo¨st, dann folgt





















mit ta das 100(1+p2 )-te Perzentil der Student-T-Verteilung mit n− 1 Freiheitsgraden.
A.3. Kalibrierung des Velodyne-Laserscanners und
des Stereo-Kamera-Systems
Der Sensor dient dazu, die 3D-Rekonstruktionen der Fahrzeugumgebung des Velodyne-
Laserscanners und des Stereo-Kamera-Systems zu vergleichen. Dazu werden die Koor-
dinatenurspru¨nge beider Sensoren auf ein einheitliches Koordinatensystem umgerechnet.
Um diese Berechnung zu vereinfachen, werden die Sensorsysteme auf einen gemeinsa-
men Ursprung kalibriert.
Dabei wird eine Kalibrierung des Stereo-Kamera-Systems und des Velodyne-Laserscanners
auf eine gemeinsame Basis kalibriert, um die 3D-Rekonstruktionen zu vergleichen. Da-
zu wird das Target mit der bekannten Geometrie aus der Initialkalibrierung durch ein fu¨r
den Velodyne-Laserscanner erkennbares Target erweitert. Dann ist dieses Target in der
Velodyne-Laserscanner-3D-Rekonstruktion und der 3D-Rekonstruktion aus der Stereo-
Kamera zu detektieren. Im Rahmen dieser Arbeit wurde ein rundes Objekt, wie in Abb. A.1,
gewa¨hlt.
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Abbildung A.1.: Das Kamera-Target ist so angebracht, dass die Mitte des Schachbrettes
mit der Mitte des kreisfo¨rmigen Targets u¨bereinstimmt. Um dann das Koordinatensystem
des Stereo-Kamera-Systems und das Koordinatensystem des Velodyne-Laserscanners ab-
zustimmen, wird der Mittelpunkt des runden Targets in der Rekonstruktion des Velodyne-
Laserscanners bestimmt.
Dabei wird die Mitte des Targets in die Mitte des runden Objektes positioniert. Nachdem
die Stereo-Kamera initial kalibriert ist, kann eine weitere Kalibrierung vorgenommen
werden, sodass die Orientierung und Positionierung des Velodyne-Laserscanners bzgl.
des Stereo-Kamera-Systems bestimmt werden kann. Dazu wird in der 3D-Rekonstruktion
des Velodyne-Laserscanners (siehe Abb. A.2) der Mittelpunkt des runden Objektes durch
die Funktion Gl. (A.7) bestimmt. Um die Koordinaten des Kreismittelpunkts (a, b, c)T
zu finden, werden drei Punkte auf dem Rand des Kreises im 2D-Bild P1..3 = (x, y)T1..3
ausgewa¨hlt.
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mit Pn(xn, yn)T1,..,3 den Punkten auf dem Rand des Kreises im Bild, dann ist Pˆ = (a, b, c)
T
der Mittelpunkt des Kreises.
Dieser Punkt stimmt mit dem Mittelpunkt des Targets u¨berein und kann mit dem Bu¨ndelausgleich
in ein Basissystem umgerechnet werden.
A.4. Differentialgeometrischer Ansatz fu¨r die
Scheibenverzeichnung
Die nun vorgestellte Methode zur Bestimmung der Verzeichnung ist universell einsetzbar,
da zur Berechnung der Verzeichnung der Punkt auf der Windschutzscheibe und die opti-
schen Achsen bekannt sein mu¨ssen. Bei der in Kap. 4.3.4 vorgestellten Methode mussten
eine Vielzahl von Messungen mit verschiedenen Windschutzscheiben und verschiede-
nen Stereo-Kamera-Systemen vorgenommen werden. An dem Punkt, an dem die opti-
sche Achse die Windschutzscheibe schneidet, wird die Bildebene projiziert. Durch die
Kru¨mmung der Windschutzscheibe entlang der Hauptkru¨mmungsrichtungen kann dann
die Verzeichnung abgelesen werden, sodass die Verzeichnung in jedem Punkt des Bildes
zuru¨ckgerechnet werden kann und so die Rektifizierung wieder hergestellt wird. Ist die
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projizierte Bildebene im Schnittpunkt von optischer Achse und Windschutzscheibe, dann
ist die Verzeichnung die Projektion der Distanz jedes Bildpunktes zwischen einem Punkt
auf dem Bild und dem korrespondieren Punkt auf der Windschutzscheibe.
Die Oberfla¨che der Windschutzscheibe wird approximiert als Ellipsoid. Ein solches El-
lipsoid ist Abb. A.3 beispielhaft dargestellt
Abbildung A.3.: Die Windschutzscheibe ist ein kleiner Teil eines Paraboloiden. Hier ist
ein Paraboloid dargestellt. Ein Punkt auf der Oberfla¨che kann durch die Methoden der
Differentialgeometrie genau bestimmt werden und ausgehend von diesem Punkt kann die
Kru¨mmung des Paraboloiden bestimmt werden.
Um einen Punkt auf der Oberfla¨che zu bestimmen, muss die Funktion, die den Parabo-
loid beschreibt, in der Parameterdarstellung beschrieben werden [do Carmo, 1976]. Die





a · sin (u) · cos (v)b · sin (u) · sin (v)







: −2pi ≤ u ≤ 2pi,−2pi ≤ v ≤ 2pi
}
(A.8)
gegeben. Mit Gl. (A.8) kann dann die Tangentialfla¨che bestimmt werden. Die Basisvekto-
ren der Tangentialfla¨che an einem beliebigen Punkt auf der Oberfla¨che des Paraboloiden
ist dann
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Ωu(u, v) ≡ ∂Ω(u, v)
∂u
=
a · cos (u) · cos (v)b · cos (u) · sin (v)
−c · sin (u)

Ωv(u, v) ≡ ∂Ω(u, v)
∂v
=
−a · sin (u) · sin (v)b · sin (u) · cos (v)
0
 (A.9)
wobei Ω ein Zeichen fu¨r eine Fla¨che darstellt. Im Rahmen dieser Arbeit ist mit Ω die
gesamte Windschutzscheibe beschrieben. Ω(u, v) ist dann der Punkt an der 2D-Position
(u, v) auf der Windschutzscheibe. Mit der ersten Fundamentalform der Differentialgeo-
metrie, wie in [do Carmo, 1976] beschrieben, kann der Inhalt der Fla¨che und die La¨nge
einer jeden gegebenen Bahn auf dem Fla¨chensegment berechnet werden. Die erste Fun-
damentalform kann mit der folgenden Matrixdarstellung beschrieben werden [do Carmo,
1976], wobei die Blockmatrizen E,F,G eingefu¨gt werden. Jeder dieser Matrizen ist die








E = Ωv(u, v) · Ωv(u, v) = a2(cos (u) · cos (v))2 + b2(cos (u) · sin (v))2 + c2(sin (v))2
(A.11)
F = Ωu(u, v)·Ωv(u, v) = b2((cos (u))2·sin2 (v))−a2((cos (v))2·cos (u)·sin (u)) (A.12)
und
G = Ωu(u, v) · Ωu(u, v). (A.13)
Somit ist die erste Fundamentalform
ds2 = Edv2 − 2Fdudv +Gdu2. (A.14)




und die La¨nge eines beliebigen Weges ist dann





wobei φ der Weg ist. Es ist leicht zu sehen, dass die erste Fundamentalform eine qua-
dratische positiv definite Bilinearform ist [do Carmo, 1976; Lang, 1999; Struik, 1961].
Mit der ersten Fundamentalform la¨sst sich jetzt die innere Geometrie einer Fla¨che be-
schreiben. Die innere Geometrie einer Fla¨che beschreibt La¨nge und Fla¨cheninhalte einer
gegebenen Fla¨che Ω′ ⊆ Ω.
Mit der zweiten Fundamentalform der Differentialgeometrie wird die Orientierung der
Fla¨che im umgebenden Raum beschrieben. Sie wird hier außerdem genutzt, um die Kru¨mm-








mitL,M,N die Blockmatrizen der zweiten Ableitungen der Parameterdarstellung.L,M,N
werden im Folgenden bestimmt. Die Koeffizienten von (hij) sind abha¨ngig von der nor-
malisierten a¨ußeren Normale am Punkt (u, v) auf dem Paraboloiden und sind definiert
als
N (u, v) = Ωu(u, v)× Ωv(u, v)‖Ωu(u, v)× Ωv(u, v)‖ . (A.18)
Eine Veranschaulichung bietet Abb. A.4.
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Abbildung A.4.: Die Normale auf einem Segment eines Paraboloiden mit gegebener Tan-
gentialfla¨che am Punkt (x,y).
Mit Gl. (A.18) ko¨nnen die Parameter von Gl. (A.17) bestimmt werden. Wenn nunLM
N





dσ2 = Ldv2 + 2Mdudv +Ndu2 (A.20)
eine Differentialform, mit der man leicht sehen kann, dass durch die zweite Fundamen-
talform eine quadratische Form ist [do Carmo, 1976; Lang, 1999; Struik, 1961]. Die De-
terminante (hij) = LN − M2 gibt Auskunft u¨ber die Kru¨mmung der Fla¨che. Da wir
hier einen Paraboloid betrachten, folgt, dass die Determinante immer gro¨ßer als null ist.
Um nun die Kru¨mmung der Windschutzscheibe angeben zu ko¨nnen, betrachten wir die
Weingarten-Abbildung [do Carmo, 1976; do Carmo und Flaherty, 1992; Dubrovin et al.,
1985; Willmore, 1997]. Zuvor legen wir die Schreibweise (gij) ≡ (gij)−1 fest. Dann ist
die Weingarten-Abbildung

















Nun sind die zwei Hauptkru¨mmungsrichtungen κ1, κ2 die Eigenwerte der Weingartenab-
bildung. Die Hauptkru¨mmungsrichtungen sind die Basisvektoren, aus denen sich durch
Linearkombinationen alle Kru¨mmungen der Fla¨che berechnen lassen. Die beiden Ba-
sisvektoren sind orthogonal zueinander [do Carmo, 1976]. Zur Veranschaulichung der
Hauptkru¨mmungsrichtungen dient Abb. A.5.
Abbildung A.5.: Die Hauptkru¨mmungsrichtungen sind die ”Basisvektoren”, aus denen
sich jede Kru¨mmung auf dem Paraboloid berechnen la¨ßt.
Um die Verzeichnung durch die Windschutzscheibenkru¨mmung bestimmen zu ko¨nnen,
werden nun die Wege entlang der Hauptkru¨mmungsrichtungen berechnet. Der Punkt auf
der Windschutzscheibe wird identifiziert durch die optische Achse, die ausgehend vom
Bildhauptpunkt durch die Linse die Windschutzscheibe schneidet. Dies ist in Abb. A.6
dargestellt.
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Abbildung A.6.: Die Bildfla¨che am Schnittpunkt der optischen Achse mit der Windschutz-
scheibe.
Ist nun eine Fla¨che entlang der Hauptkru¨mmungsrichtung berechnet worden, die die
Windschutzscheibe in dem durch die optische Achse identifizierten Punkt beru¨hrt und
die parallel zur Bildfla¨che ausgerichtet ist, dann ist die Verzeichnung gleich der Projekti-
on zwischen der Fla¨che und der Windschutzscheibe.







Xˆ ∈ Ω(u, v) = [R|t]XW falls X /∈ Ω(u, v)
(u′, v′)T ∈ Ωu,v(u, v) = min(KXˆ), falls X ∈ Ω(u, v)
(u, v)T ∈ I = [R ∈ R2|t](u′, v′) falls (u′, v′)T ∈ Ωu,v(u, v)
. (A.23)
Dabei wird der 3D-Weltpunkt auf die Windschutzscheibe transformiert. Im na¨chsten Schritt
wird der Punkt von der Windschutzscheibe auf die Tangentialfla¨che projiziert und ab-
schließend wird dieser Punkt von der Tangentialfla¨che auf den Imager transformiert.
Dieser theoretische Ansatz ist ein Grundstein weiterer wissenschaftlicher Untersuchun-
gen.
A.4. Differentialgeometrischer Ansatz fu¨r die Scheibenverzeichnung 109
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