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Abstract. The physical effects happening on the transmission routes in ad hoc networks influence
the network performance seriously. These impacts decrease the quality of transmission, especially
ad hoc networks with the wide area and high node density. This paper focused on investigating the
routing techniques in ad hoc networks taking into account the quality of transmission. Thence, we
proposed an improved routing algorithm of DSR based on the cross-layer model in combination with
the static agent. The objective of the proposed algorithm is to improve the quality of the transmis-
sion signal, reduce the blocking probability of the data packets due to the unguaranteed quality of
transmission.
Keywords. Ad hoc networks, cross-layer routing, QoT aware routing, sattic agent.
1. INTRODUCTION
In next generation network technologies, the wireless communications is one of the deci-
sive solutions for the transmission technology of the telecommunications network in general
and the computer network in particular. At the access layer, some models of wireless net-
works is being commonly used such as infrastructure networks, ad hoc networks. Among
these models, ad hoc networks are becoming more and more widely used in many fields.
There are three main types of ad hoc networks, which is wireless sensor network (WSN),
mobile ad-hoc network (MANET) and wireless mesh network (WMN) [17]. The basic char-
acteristics of ad hoc networks are the nodes which create peer to peer communication via
wireless transmission medium, no control center for the data transmission in such networks.
Nodes in ad hoc networks can operate as a client, a server as well as a router. Network
topology changes frequently according to the random movement of nodes.
In order to increase the network performance of ad hoc networks, several published works
have been reported recently. They focus on the control protocols for the transmission of data
from source to destination, in which the routing protocols are the most studied. Most of
published works related to routing protocols dedicate to improve the routing algorithms in
order to decrease the probability of congestion, transmission delay, and increase the through-
put of network [5, 7, 9]. The routing techniques in MANET taking into account the quality
c© 2016 Vietnam Academy of Science & Technology
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of transmission (QoT) have also recently attracted significant research interests from both
academia and industry communities. The authors of [1] have modified the ad hoc on-demand
distance vector (AODV) protocol in MANET using cross-layer model. The proposed algo-
rithm uses three parameters of the quality link namely signal to noise ratio (SNR), delay and
node lifetime to improve the network performance. Their method is to modify the RREP
package by adding an extra fields in the packet structure to store the link cost value which is
the summation of SNR, node lifetime and delay. Routing algorithm then chooses the route
with the best link cost. Another published research has modified three routing protocols,
AODV, Dynamic Source Routing (DSR) and Optimized Link State Routing (OLSR) to im-
prove the performance of MANET [3, 8]. These protocols was modified by adding two fields
in the route reply packet to store the metrics of SNR and received power (RP). The route
with the best value of SNR or RP will be chosen for the data transmission.
Another method was used for the study of routing algorithms in MANET which takes into
account the QoT is to use the routing metric. Specifically, it is constructing routing metrics,
which contains the parameters of QoT. Then, the best path is selected based on this metrics.
For this method, the authors of [12] proposed a routing metric namely Weighted Signal to
noise ratio Average (WSA) for dynamic sequence distance vector (DSDV) routing protocol.
The WSA metric uses the SNR parameter provided by the physical layer through cross-
layer model. Simulation results showed that, for the use of WSA metric, the performance of
MANET is improved in terms of throughput, packet delivery ration and end-to-end delay.
In addition to the methods described above, the method using fuzzy logic to study QoT
aware routing algorithms in MANET has also been deployed. The authors of [14] proposed a
routing protocol namely Efficient Routing Protocol under Noisy Environment (ERPN) using
fuzzy logic. The ERPN protocol select the route for transmission of data packets based on
the parameters of the environment noise and signal strength. Their validation shows that,
the ERPN protocol increases throughput, delivery ratio, decreases link failure, lowers error
rate.
Based on several published works as described above, we could conclude that, the QoT
aware routing techniques have attracted significant research interests and have been deployed
in several different methods. The main objectives of proposed routing algorithms are to
reduce the blocking probability of data pakets due to unguaranteed quality of transmission,
as well as increase the network performance. In [11], we investigated the impact of the
noise on the performance of MANET using on-demand routing protocols. By the simulation
method, we have demonstrated that, the noise happening on the transmission routes influence
the network performance seriously. In this paper, we continue to develop this subject, but
use other method and focus on ad hoc networks with wide area and high node density.
We proposed a routing algorithm which takes into account the QoT in ad hoc networks
namely Quality of Transmission using Agent in DSR (QTA-DSR) to improve the network
performance. QTA-DSR algorithm uses the cross-layer model combined with static agent.
The functions of static agent in each node are to collect and process the information of
QoT, are presented in detail in section 3.2.. The parameters of QoT which are taken into
consideration include SNR, signal power, end-to-end delay and residual energy of nodes.
The rest of this paper is organized as follows. Section 2. discusses the impacts of physical
effects on the performance of ad hoc networks. Section 3. describes the routing techniques
in ad hoc networks using cross-layer model and the proposed routing algorithm. Section 4.
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presents the simulation results and discussions. Finally, concluding remarks and prospects
of future works are given in Section 5..
2. QoT PARAMETERS IN AD HOC NETWORKS
In the case of ad hoc networks with wide area and high node density, the physical effects
happening on the transmission routes influence the network performance seriously. In this
section, we discuss the parameters of the physical effects that have the most influence on






































































Figure 1. Receiving power decreases according to the transmission distance
In wireless propagation medium, if a signal transmitted through free space, the relation





where PT and PR are the transmiting and receiving powers respectively, GT and GR are
the transmiter and receiver antenna gains respectively, λ is the wavelength of the carrier
using in the modulation format, and d is the distance between the transmiter and receiver.
Equation (1) shows that the receiving signal power decreases according to the square of
transmission distance, due to PT , GT , GR and λ are constants. For example, considering the
case of ad hoc network uses IEEE 801.11ac standard with the carrier of 5 GHz, assuming the
transmiting power is 19.5 dBm, from equation (1), we obtain the curves of receiving power
versus the transmission distance as shown in Figure 1. We can observe that, the receiving
power decreases according to the transmission distance. This is the basis for setting the
simulation parameters in the section 4.. For example, if the transmiting power is 19.5 dBm
and transmission range is 250 m, receiver sensitivity must be -75 dBm.
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2.2. Signal to noise ratio (SNR)
SNR is one of the important parameters to assess the quality of data channels in telecom-
munication networks, using both wired and wireless networks, which are defined as [14]





where Ps and Pn are the signal and noise powers respectively. For a data transmission
channel, the higher SNR, the smaller BER and the better QoT. In ad hoc networks, for the
cases that the data is transmitted through the many intermediate nodes, the noise power
accumulated along the route increases, thus leading to the reduction of SNR according to (2).
On the other hand, when the SNR decreases, the BER increases. Therefore, SNR constraint
condition must be considered in the routing algorithms to ensure QoT. In order to evaluate
the reduction of SNR in the abovementioned case, we consider a data transmission route from
source to destination through the m intermediate nodes (m− 1 hops) with the structure as
shown in Figure 2. Then SNR at the receiver of the transmission channel is determined









where SNRm is SNR value at destination node (node m), SNRhi is SNR value of i
th hop.
To see more clearly SNR versus the number of hops that data packets transmitted in ad
hoc networks, we consider the case of Mad hoc networks network with average SNR of each
hop is 35 dB, from equation (3), we obtain the curves of SNR and BER versus the number
of hops as shown in Figure 3. From the curve in Figure 3(a) we thus can observe that,
SNR decreases as data transmitted over multiple hops. If the data transmitted only one hop
(without going through intermediate nodes), the SNR is 35 dB. If it transmitted through
two hops, SNR reduced to 32 dB. This value reduced to 20.2 dB if data transmitted over 29
hops. Due to SNR reduction, BER increases as shown in Figure 3(b). Therefore, in order to
ensure QoT in ad hoc networks, SNR constraint condition must be considered in the routing
algorithms. This issue will be analyzed in the next section below.
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Figure 2. The structure of the data transmission route in ad hoc networks over multiple hops





















































1 2.54E-67 2.58E-116 4.94E-199
2 7.38E-35 2.16E-59 8.74E-101
3 5.33E-24 2.22E-40 5.34E-68
4 1.49E-18 7.41E-31 1.38E-51
5 2.83E-15 3.93E-25 9.93E-42
6 4.41E-13 2.62E-21 3.77E-35
7 1.64E-11 1.43E-18 1.91E-30
8 2.49E-10 1.62E-16 6.49E-27
9 2.08E-09 6.49E-15 3.65E-24
10 1.14E-08 1.25E-13 5.82E-22
11 4.63E-08 1.41E-12 3.70E-20
12 1.49E-07 1.06E-11 1.18E-18
13 4.01E-07 5.90E-11 2.23E-17
14 9.40E-07 2.57E-10 2.76E-16
15 1.97E-06 9.23E-10 2.46E-15
16 3.78E-06 2.83E-09 1.67E-14
17 6.71E-06 7.61E-09 9.02E-14
18 1.12E-05 1.84E-08 4.06E-13
19 1.77E-05 4.05E-08 1.56E-12
20 2.68E-05 8.25E-08 5.25E-12
21 3.91E-05 1.57E-07 1.58E-11
22 5.51E-05 2.83E-07 4.29E-11
23 7.54E-05 4.84E-07 1.07E-10
24 1.01E-04 7.93E-07 2.47E-10
25 1.31E-04 1.25E-06 5.36E-10
26 1.68E-04 1.90E-06 1.09E-09
27 2.11E-04 2.81E-06 2.12E-09
28 2.61E-04 4.04E-06 3.92E-09
29 3.18E-04 5.66E-06 6.95E-09






























Figure 3. Characteristics of (a) SNR and (b) BER versus the number of hops
2.3. End-to-end delay
End-to-End delay is the summation of time taken by a data packet to travel from source to
destination. For each hop from node i to node j, delay consists of four components, namely
processing delay (τp), queueing delay (τq), transmission delay (τt) and radio propagation
delay (τr) [18]. Thus delay of each hop from node i to node j is determined by
τij = τp + τq + τt + τr. (4)
In the case of the processing delay and radio transmission delay are small enough to be able
to ignore, τij depends on two main components, τt and τq. τt is determined based on channel
bandwidth and data packet size, τq is based on the queue mechanism at the network nodes.







where λ and µ are the arrival rate and service rate (packets/s) of the link from i to j,
respectively. N is the average number of packets in the queue, K is the capacity of queuing




















where ρ = λ/µ is the density of traffic offered to link from node i to node j. In some optimal
routing algorithms to ensure QoT in ad hoc networks, there are some cases the found route
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passing many intermediate nodes and hops, so end-to-end delay increases. In our proposed
algorithm in section 3., the constraint condition of end-to-end delay is considered in order
to ensure the delay within permissible limits.
3. ROUTING ALGORITHM FOR ENSURING QoT IN AD HOC
NETWORKS
To improve the performance of ad hoc networks, we propose a routing algorithm which
was modified from DSR algorithm, namely QTA-DSR (Quality of Transmission using Agent
in DSR). The principle of the QTA-DSR algorithm is to integrate the parameters of QoT
into the package RREQ including SNR, signal power, end-to-end delay and residual energy
of nodes. This information is collected and processed by a static agent at each node. QTA-
DSR algorithm selects a route with the best SNR in order to transmit the data from source
to destination nodes, and simultaneously satisfy the constraint conditions of the end-to-end
delay, residual energy of nodes and required SNR.
3.1. Structure of RREQ and RREP packets
Figures 4 and 5 show the structure of RREQ and RREP packets in QTA-DSR algorithm.
RREQ packet of QTA-DSR algorithm is modified from that of DSR algorithm by adding
two fields namely SNR and τ in the packet structure (as shown in Figure 4) to store the
SNR value and end-to-end delay. For RREP packet (Figure 5), we add a field namely SNR
to store the SNR value from source to destination nodes of found routes. Based on this field,
QTA-DSR algorithm a route with the best SNR for the data transmission.
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Figure 4. RREQ packet format of (a) DSR [6] and (b) QTA-DSR algorithms
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Opt type Opt Data Len Last Hop External 
 SNR 
Address [n] 
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Figure 5. RREP packet format of (a) DSR [6] and (b) QTA-DSR algorithms
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3.2. Structure of node and principles of QTA-DSR algorithms
In order to use the parameters of QoT as routing metric, the network layer must be able to
directly access to the information of the physical layer. This can only be performed by using
cross-layer model [1, 13, 16]. In our proposed model, the exchange of cross-layer information
is performed by static agent with the structure as shown in Figure 6. The functions of static
agent in each node are information collection, information processing and action decision.
Considering an intermediate node j, assuming that node j received RREQ packet from node
i, static agent will read firstly the information of QoT from the source node (s) to node i
contained in the package RREQ. These information include the SNR value from source node
to node i (SNRsi) and the end-to-end delay from source node to node i (τsi). Static agent
then reads the QoT sensor information of the hop from i to j nodes which include the SNR
value from i to j nodes (SNRij), the hop delay from i to j nodes (τij) according to (4) and
residual energy of node j (Ej). Based on the QoT information that static agent collected,
static agent will calculate to determine the parameters of QoT from the source node to the
node j, including SNRsj and τsj . On this basis, the constraint conditions of QoT can be





where SNRth is the required SNR threshold, τth is the limit of the end-to-end delay and Eth
is the required residual energy of node j.
If the constraint conditions of QoT satisfy (8), RREQ packet will continue to be pro-
cessed. Else, the RREQ package will be deleted. In case of the routes that satisfy the
constraint conditions of QoT can be found, QTA-DSR algorithms will selects route with the
best SNR value to transmit the data based on the information of SNR in RREP packet.
3.3. Mathematical modeling of the QTA-DSR algorithm
According to the operation principle of the QTA-DSR algorithm as described in section
4.1., the found route has the best SNR, simultaneously it satisfies the constraint conditions
of QoT and the end-to-end delay. Thus, if letting X = {xij} as vector denoting the selected
route, with the value of the elements xij is determined by
xij =
{
1 if link i→ j is selected
0 otherwise
(9)
To see more clearly the signification of vector X, we consider an ad hoc network model
as shown in Figure 7, each wireless connection from node i to node j is assigned a variable
xij . Assuming that node 1 requests a route to node 4. If the values of vector X obtained
after running the routing algorithm as shown in Figure 7, the found route is 1→ 2→ 3→ 4.
Letting N as the set of all nodes in ad hoc network, with above mechanism, the QTA-
DSR algorithm is equivalent to solving the integer linear programming (ILP) problem of
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Figure 6. The structure of node in MANET according to cross-layer model using static agent










subject to the following constraints due to:
(i) The flow conservation constraints: For every node j in network, if j is the source (s)
or destination (d) nodes, there are only the outgoing flow from j or the incoming flow to j
respectively. Otherwise, for every node j /∈ {s, d}, the incoming flow to j must be equal to








−1 If j = s
1 If j = d
0 otherwise.
(11)
(ii) The end-to-end delay constraints: The end-to-end delay of data packet from source
to destination nodes must be less than or equal to the limit of end-to-end delay (τth), thus
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Figure 7. An example for the discovery of route in ad hoc network
we have ∑
i,j∈N
τijxij ≤ τth. (12)
(iii) The SNR constraints: In order to QoT, SNR value at destination node must be







(iv) The residual energy of nodes constraints: To ensure that the data packets are not
discarded at the intermediate nodes due to weak energy, the residual energy of each inter-
mediate node along the route must be greater than the required energy. Thus we have
(Ej − Eth)xij ≥ 0. (14)
(v) The integer constraints: The values of vector xij must be the binary and integer (0
or 1) according to (9). Thus we have
(xij − 1)xij = 0. (15)
By solving the ILP problem as described in (10) with the subject to the constraints from
(11) to (15), we obtain the solution for {xij}, i.e. finding the route for data transmission
that satisfies the constraint conditions of the quality of transmission.
4. PERFORMANCE EVALUATION
In this section, we evaluate the performance of QTA-DSR algorithm by the simulation
method based on OMNeT++ [2] under operating system Linux Red Hat’s Fedora Core 12.
QTA-DSR algorithm is compared with DSR algorithm in terms of the BER, SNR, blocking
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probability of the data packet, and the end-to-end delay. Table 1 shows nine simulation
scenarios for the cases of 10, 15, 20, 25, 30, 35, 40, 45 and 50 nodes. At the time of
initialization, the position of the nodes was distributed uniformly in the simulated area. The
pairs (x, y) in Table 1 are the coordinates of the node. The number of source nodes is set





































1 (76,80)  (64,108) (64,108)  (56,68) (176,164)  (56,68) (56,68)  (56,68) (56,68)
2 (44,216) (488,168)  (488,168) (344,408)  (920,320) (920,320)  (920,320) (920,320)  (920,320) 
3 (76,320) (184,200) (664,416) (664,192) (992,440) (992,440) (992,440) (992,440) (992,440)
4 (290,30) (264,304) (640,120) (560,184) (560,168)  (952,40) (952,40)  (952,40) (952,40) 
5 (172,140) (392,248)  (544,488)  (752,528)  (752,528) (752,528)  (752,528) (752,528)  (752,528)
6 (212,288)  (232,480) (232,480) (400,528) (400,528)  (400,528) (400,528)  (400,528) (400,528)
7 (276,200) (472,56)  (472,56)  (784,72) (784,72) (784,72)  (784,72) (784,72)  (784,72) 
8 (428,68) (288,160) (288,160) (448,200) (448,200) (448,200) (448,200) (448,200) (448,200)
9 (412,190)  (376,504) (376,504) (600,488) (600,488)  (600,488) (600,488)  (600,488) (600,488) 
10 (332,331) (200,64) (200,64) (200,64)  (200,64)  (200,64)  (200,64)  (200,64)  (200,64)
11 N/A (344,56)  (344,56) (376,56) (376,56) (376,56)  (376,56) (376,56)  (376,56)
12 N/A (72,264) (72,264)  (136,240) (136,240) (136,240) (136,240) (136,240) (136,240) 
13 N/A (144,384) (144,384) (112,512)  (112,512) (112,512) (112,512) (112,512) (112,512) 
14 N/A (520,344)  (728,264)  (376,288) (832,432)  (1048,336) (1144,520)  (1080,120) (1184,560)
15 N/A (376,384) (616,240) (48,184) (960,176) (848,424)  (1132,88) (496,32)  (1132,88)
16 N/A N/A (520,344) (232,320) (344,392) (1048,216) (1048,216) (1048,216) (1048,216)
17 N/A N/A (376,384) (640,392)  (896,520)  (896,520) (896,520)  (896,520) (896,520) 
18 N/A N/A (264,304)  (456,416)  (456,416) (456,416)  (456,416) (456,416)  (456,416)
19 N/A N/A (392,248) (744,344) (744,344) (744,344) (744,344) (744,344) (744,344)
20 N/A N/A (184,200)  (248,472) (248,472) (248,472) (248,472) (248,472) (248,472) 
21 N/A N/A N/A (288,168) (744,264)  (376,128) (1104,360)  (568,584) (1192,384)
22 N/A N/A N/A (784,224)  (848,192) (848,192)  (848,192) (848,192)  (848,192)
23 N/A N/A N/A (576,72) (576,72) (576,72) (576,72) (576,72) (576,72)
24 N/A N/A N/A (568,312) (568,312) (568,312) (568,312) (568,312) (568,312) 
25 N/A N/A N/A (56,384)  (56,384) (56,384) (56,384) (56,384) (56,384)
26 N/A N/A N/A N/A (664,192)  (664,192) (664,192)  (664,192) (664,192)
27 N/A N/A N/A N/A (376,288) (376,288)  (376,288) (376,288)  (376,288)
28 N/A N/A N/A N/A (48,184) (48,184) (48,184) (48,184) (48,184)
29 N/A N/A N/A N/A (232,320) (232,320) (232,320) (232,320) (232,320) 
30 N/A N/A N/A N/A (288,168)  (288,168) (288,168)  (288,168) (288,168)
31 N/A N/A N/A N/A N/A (768,248)  (768,248) (768,248)  (768,248)
32 N/A N/A N/A N/A N/A (960,176) (1048,40) (1048,40) (1048,40)
33 N/A N/A N/A N/A N/A (664,400) (664,400)  (664,400) (664,400) 
34 N/A N/A N/A N/A N/A (344,400)  (344,400) (344,400)  (344,400)
35 N/A N/A N/A N/A N/A (552,152)  (1040,544) (832,584) (1040,544)
36 N/A N/A N/A N/A N/A N/A (848,424) (848,424) (848,424) 
37 N/A N/A N/A N/A N/A N/A (1048,336) (1048,336) (1048,336)
38 N/A N/A N/A N/A N/A N/A (960,176) (960,176) (960,176)
39 N/A N/A N/A N/A N/A N/A (552,152)  (552,152) (552,152)
40 N/A N/A N/A N/A N/A N/A (376,128)  (376,128)  (376,128)
41 N/A N/A N/A N/A N/A N/A N/A (168,416)  (168,416)
42 N/A N/A N/A N/A N/A N/A N/A (160,144) (160,144) 
43 N/A N/A N/A N/A N/A N/A N/A (896,16)  (896,16) 
44 N/A N/A N/A N/A N/A N/A N/A (680,16) (680,16)
45 N/A N/A N/A N/A N/A N/A N/A (256,584)  (256,584) 
46 N/A N/A N/A N/A N/A N/A N/A N/A (1192,216)
47 N/A N/A N/A N/A N/A N/A N/A N/A (1080,464) 
48 N/A N/A N/A N/A N/A N/A N/A N/A (832,584)
49 N/A N/A N/A N/A N/A N/A N/A N/A (568,584) 
50 N/A N/A N/A N/A N/A N/A N/A N/A (496,32)
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to 30% of the the number of nodes, the remaining nodes are the destination nodes. For
example, for the scenarios of 30 nodes, there are 10 source nodes and 20 destination nodes.
Source nodes are checked as shown in Table 1. The other assumptions are presented in table
2, where, the parameters of transmiting power, receiver sensitivity, transmission range and
band are set according to (1) (as analyzed in section 2.1.). Figure 8 shows a snapshot of the
animation interface during the simulation performance, node 22 is sending RREQ packet to
node 23 in order to discover the route for transmitting data packets to the destination.
Table 2. Simulation parameters
Parameters Value Parameters Value
Network Size 1000 m × 1000 m BER threshold 10−6
Modulation technique 256-QAM Minimum Required SNR 23.5 dB
MAC protocol 802.11ac Noise model Thermal noise
Data rate 1730 Mbps Temperature 3000K
Transmit Power 19.5 dBm Mobility model Random - Waypoint
Receiver Sensitivity -75 dBm Speed of nodes 5 - 20 m/s
Transmission Range 250 m Time simulation 600 seconds
Figure 8. A snapshot of the animation interface during the simulation of QTA-DSR algorithm
4.1. Evaluation of SNR
The results obtained in Figure 9 shows the SNR versus the number of nodes. We can
observe that, SNR decreases as the number of nodes increases. For DSR algorithm, SNR
value is less than the required SNR (23.5 dB) in cases of the number of nodes is greater than
20 nodes. This causes the blocking packet probability increasing due to the unsatisfactory
constraint conditions of QoT.
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DSR: Minimum DSR: Average QoT-A-DSR: Minimum QoT-A-DSR: Average
10 37.479908 113.036654 60.066479 133.25313
15 33.013967 99.3599 51.924657 117.343486
20 23.70409 86.373511 39.150454 102.443576
25 21.081482 75.828904 33.390198 95.097531
30 17.442871 73.041036 26.96712 91.79058
35 16.193817 71.443974 26.45789 90.615218
40 13.514661 68.216667 24.055765 86.765098
45 14.925345 69.925007 28.292971 91.870465






















Figure 9. SNR versus the number of nodes for the cases that DSR and QTA-DSR
For QTA-DSR algorithm, SNR values improved significantly compared with DSR algo-
rithm. In particular, the minimum SNR is always greater than the required SNR. Specifically,
in case of the number of nodes is 25, SNR value is 21.08 dB for the case that DSR algorithm
is used. This value does not satisfy the required SNR threshold. For QTA-DSR algorithm,
SNR value increases to 33.39 dB, this value is greater than the required SNR threshold 9.89
dB. Thus QTA-DSR algorithm ensures the quality of transmission.
4.2. Evaluation of Blocking Probability
In this section, we discuss the blocking probability of data packets (BPD) in the overall





where Ng and Nb are the number of data packets are generated and the number of data
packets are blocked in the overall network respectively. Nb includes two components, block-
ing due to the congestion of the traffic load and blocking due to unsatisfactory constraint
conditions of QoT.
As the SNR of QTA-DSR algorithm increases compared with DSR algorithm, BPD re-
duces in case of QTA-DSR algorithm is used. This is more clearly visible from Figure 10,
where, we plot the BPD as a function of the traffic load. The curves in Figures 10a corre-
sponding to the case of the number of nodes are 25. We can observe that, for the QTA-DSR
algorithm, BPD is always less that of DSR algorithm. Considering the case of the traffic
load is 50 Mbit/s, BPD of DSR and QTA-DSR algorithms are 1.19 × 10−2 and 1.1 × 10−2
respectively. Thus BPD of QTA-DSR algorithm reduced to 41% compared with BPD of
DSR algorithm. For the traffic load is high, such as 850 Mbit/s, BPD of QTA-DSR algo-
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rithm reduced to 5.67% compared with BPD of DSR algorithm, from 1.46 × 10−1 down to
1.37× 10−1.
Based on the results described above, we could conclude that, for the case of the number
of nodes is 25, the difference in BPD of DSR and QTA-DSR algorithms is not too much.
The main cause is that the reduction of SNR is not much in this case as analyzed in Figure
9. With the increasing number of nodes, the difference in BPD of two algorithms is very
much. In the case where the number of nodes is 50, the curves of BPD versus Traffic load are
shown in Figure 10b. We can observe that, for the QTA-DSR algorithm, the BPD reduced
significantly compared with DSR algorithm. Specifically, for the traffic load of 50 Mbit/s,
BPD of DSR algorithm is 6.12 × 10−2, meanwhile, BPD of QTA-DSR algorithm is only
2.82 × 10−2. Compared with the DSR algorithm, BPD of QTA-DSR algorithm reduced to
53.9%. Similarly, when the traffic load is greater than 50 to 850 Mbit/s, BPD of QTA-
DSR algorithm can reduce from 30% to 55%. The cause of significant BPD reduction is the
increasing SNR (as analyzed in Figure 9) which results in decreasing the number of blocked
data packets due to the unsatisfactory constraint conditions of QoT.
From the results obtained in Figure 10, we can conclude that, the proposed algorithm
effectively performs in case of the large network size. This is more clearly visible from Figure
11, where, we plot the BPD as a function of the network size in nodes. We can observe
that, compared with DSR algorithm, the larger network size is, the more BPD reduced.
Specifically, for the network size of 30 nodes, BPD of DSR and QTA-DSR algorithms are
0.058 and 0.047 respectively. Thus BPD of QTA-DSR algorithm reduced to 18.03% compared
with DSR algorithm. When the network size of 50 nodes, BPD of QTA-DSR algorithm more
significantly reduced, from 0.104 down to 0.068, equivalent to 34.35%. Thus QTA-DSR
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Figure 10. The comparision between BPD of DSR and that of QTA-DSR algorithms for the cases
of (a) 25 nodes and (b) 50 nodes
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â
File Run# Module Name Value
QoT-DSR-PBP-vs-Node 10 world.N[0]. CBP 0.021788
QoT-DSR-PBP-vs-Node 15 world.N[0]. CBP 0.034766
QoT-DSR-PBP-vs-Node 20 world.N[0]. CBP 0.050113
QoT-DSR-PBP-vs-Node 25 world.N[0]. CBP 0.054632
QoT-DSR-PBP-vs-Node 30 world.N[0]. CBP 0.041504
QoT-DSR-PBP-vs-Node 35 world.N[0]. CBP 0.054962
QoT-DSR-PBP-vs-Node 45 world.N[0]. CBP 0.061139
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Figure 11. BPD versus Network size of DSR and QTA-DSR algorithms
4.3. Evaluation of End-to-End Delay
In this section, we discuss the average end-to-end delay of DSR and QTA-DSR algorithms.
The simulation results are shown in Figure 12, where, we plot the average end-to-end delay
as a function of the network size in nodes. We can observe that, the average end-to-end delay
of DSR algorithm is close to that of QTA-DSR algorithm in the case of the small network
size. For large network size, the average end-to-end delay of QTA-DSR algorithm is larger
than that of DSR algorithm, however, the difference between the average end-to-end delay
of QTA-DSR and that of DSR is negligible.
â
File Run# Module Name Value
End-To-End-Delay.sca 20 (at line 1) world.N[0]. Avg_Delay 0.00084 157.2727273 5.34058E-06
End-To-End-Delay.sca 20 (at line 8) world.N[0]. Avg_Delay 0.001295 157.2727273 8.23185E-06
End-To-End-Delay.sca 20 (at line 15) world.N[0]. Avg_Delay 0.001299 157.2727273 8.25948E-06
End-To-End-Delay.sca 20 (at line 22) world.N[0]. Avg_Delay 0.001671 157.2727273 1.06259E-05
End-To-End-Delay.sca 20 (at line 29) world.N[0]. Avg_Delay 0.001297 157.2727273 8.24567E-06
End-To-End-Delay.sca 20 (at line 36) world.N[0]. Avg_Delay 0.001697 157.2727273 1.07916E-05
End-To-End-Delay.sca 20 (at line 43) world.N[0]. Avg_Delay 0.001596 157.2727273 1.01471E-05
End-To-End-Delay.sca 20 (at line 50) world.N[0]. Avg_Delay 0.001616 157.2727273 1.0276E-05
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Figure 12. Average end-to-end delay versus Network size of DSR and QTA-DSR
From the results obtained in sections 4.1., 4.2. and 4.3., we can conclude that, the
proposed algorithm (QTA-DSR) can select the route with the best QoT to data transmission,
reduces BPD in the case of large network size, simultaneously, the end-to-end delay is within
permissible limits.
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5. CONCLUSION
In order to improve the performance of ad hoc networks in the case of the wide area and
high node density, it is essential to study the routing algorithm taking into account QoT.
We presented in this paper the impact of the physical impairments on the performance of ad
hoc networks. The physical impairments are considered including the loss of signal power,
SNR, BER, end-to-end delay and residual energy of nodes. Thence, we proposed a routing
algorithm that takes into account the constraint conditions of the physical impairments using
cross-layer model in combination with static agent. The proposed algorithm is modified from
DSR algorithm, namely QTA-DSR. The main objective of the QTA-DSR algorithm is to
improve the QoT of ad hoc networks. By the simulation method, we have demonstrated that,
the QTA-DSR algorithm can improve the SNR of the data transmission routes compared
with DSR algorithm, reducing the blocking probability of data packets due to unsatisfactory
constraint conditions of the quality of transmission.
We will report in the near future, the impact of the physical impairments with respect
to the other routing protocols in ad hoc networks such as Ad hoc On-Demand Distance
Vector (AODV) routing protocol, Destination-Sequenced Distance-Vector Routing (DSDV)
protocol.
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