Viscosity approximation methods for nonexpansive mappings are studied. Consider the iteration process {x n }, where x 0 ∈ C is arbitrary and x n+1 = α n f (x n ) + (1 − α n )SP C (x n − λ n Ax n ), f is a contraction on C, S is a nonexpansive self-mapping of a closed convex subset C of a Hilbert space H . It is shown that {x n } converges strongly to a common element of the set of fixed points of nonexpansive mapping and the set of solutions of the variational inequality for an inverse strongly-monotone mapping which solves some variational inequality.
Introduction
Let C be a closed convex subset of a real Hilbert space H and let P C be the metric projection of H onto C. Recall that a self-mapping f : C → C is a contraction on C if there is a constant k ∈ (0, 1) such that f (x) − f (y) k x − y , x,y ∈ C. Π C denotes the set of all contractions on C. Note that f has a unique fixed point in C.
A mapping A of C into H is called monotone if Au − Av, u − v 0, for all u, v ∈ C. The variational inequality problem is to find u ∈ C such that Au, v − u 0 for all v ∈ C (Refs. [1, 2] ). The set of solutions of the variational inequality is denoted by VI(C, A). A mapping A of C to H is called inverse-strongly monotone if there exists a positive real number α such that
x − y, Ax − Ay α Ax − Ay 2 for all x, y ∈ C. For such a case, A is α-inverse-strongly monotone. A mapping S of C into itself is called nonexpansive if Sx − Sy x − y for all x, y ∈ C (Ref. [3] ). We denoted by F (S) the set of fixed points of S.
The viscosity approximation method of selecting a particular fixed point of given nonexpansive mapping was proposed by Moudafi [4] who proved the following strong convergence of both the implicit and explicit methods in Hilbert space. Theorem 1.1. In a Hilbert space define {x n } by implicit way
where ε n is a sequence in (0, 1) tending to zero. Then {x n } converges strongly to the unique solutionx ∈ C of the variational inequality
In other words,x is the unique fixed point of P Fix(T ) f .
In a Hilbert space define {x n } by (x 0 ∈ C is arbitrary)
Suppose that {ε n } satisfies the conditions
Then {x n } converges strongly to the unique solutionx ∈ C of the variational inequality
Very recently Xu [5] studied the viscosity approximation methods proposed by Moudafi [4] for a nonexpansive mapping in a Hilbert space. He proved the following theorems. [5, Theorem 3.1] .) Let H be a Hilbert space, C a closed convex subset of H , and T : C → C a nonexpansive mapping with F (T ) = ∅, and f ∈ Π C . Let {x t } be given by
Theorem 1.3. (See Xu
x t = tf (x t ) + (1 − t)T x t , t ∈ (0, 1).
Then:
(i) s-lim t→0 x t =:x exists; (ii)x = P S f (x), or equivalently,x is the unique solution in F (T ) to the variational inequality
where S = F (T ) and P S is the metric projection from H to S. [5, Theorem 3.2] .) Let H be a Hilbert space, C a closed convex subset of H , and T : C → C a nonexpansive mapping with F (T ) = ∅, and f : C → C a contraction. Let {x n } be given by
Then under the following hypotheses
x n →x, wherex is the unique solution of the variational inequality
In this paper, we introduce an iterative scheme by viscosity approximation method for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of the variational inequalities for an inverse-strongly monotone mapping in a real Hilbert space. Then we show that the sequence converges strongly to a common element of two sets which solves some variational inequality. Using this results, we first obtain a strong convergence theorem for finding a common fixed point of a nonexpansive mapping and a strictly pseudocontractive mapping. Further, we consider the problem finding a common element of the set of fixed points of a nonexpansive mapping and the set of zeros of an inverse-strongly monotone mapping.
Preliminaries
Let H be a real Hilbert space with inner product ·,· and norm · , and let C be a closed convex subset of H . We write x n x to indicate that the sequence {x n } converges weakly to x. x n → x implies that {x n } converges strongly to x. For every point x ∈ H , there exists a unique nearest point in C, denoted by P C x, such that
for every x, y ∈ H , and P C is characterized by the following properties:
for all x ∈ H , y ∈ C. In the context of the variational inequality problem, this implies
It is well known that H satisfies the Opial condition (Ref. [6] ), i.e., for any sequence {x n } with x n x, the inequality
We also have that for all x, y ∈ C and λ > 0,
).
Main results
In this section, we prove a strong convergence theorem for nonexpansive mapping and inversestrongly monotone mappings. [8] .) Let C be a closed convex subset of a real Hilbert space H and let T : C → C be a nonexpansive mapping such that Fix(T ) = ∅. If a sequence{x n } in C is such that x n z and x n − T x n → 0, then z = T z. Lemma 2. (See Xu [9] .) Let {s n } be a sequence of nonnegative real numbers such that:
Lemma 1. (See Goebel and Kirk
where {λ n }, {β n } satisfy the condition
Then lim n→∞ s n = 0.
Proposition 3.1. Let C be a closed convex subset of a real Hilbert space H . Let f : C → C be a contraction with coefficient k (0 < k < 1), A an α-inverse-strongly monotone mapping of C to H and let S be a nonexpansive mapping of C into itself such that F (S) ∩ VI(C, A) = ∅. Suppose {x n } be sequences generated by
then {x n } converges strongly to q ∈ F (S) ∩ VI(C, A) , which is the unique solution in the F (S) ∩ VI(C, A) to the following variational inequality
Proof. Put y n = P C (x n − λ n Ax n ) for every n = 0, 1, 2, . . . . Let u ∈ F (S) ∩ VI(C, A). We have
x n − u for every n = 1, 2, 3, . . . . Then we have
By induction,
Therefore, {x n } is bounded, {y n }, {Sy n }, {Ax n }, {f (x n )} are also bounded. Since I − λ n A is nonexpansive and u = P C (u − λ n Au), we also have
for every n = 1, 2, 3, . . . . So we obtain
in view of Lemma 2, we have lim n→∞ x n+1 − x n = 0. Then we also obtain y n+1 − y n → 0
x n − Sy n x n − Sy n−1 + Sy n−1 − Sy n α n−1 f (x n−1 ) − Sy n−1 + y n−1 − y n ,
we have x n − Sy n → 0. For u ∈ F (S) ∩ VI(C, A),
So, we obtain
Since α n → 0 and x n − x n+1 → 0, then Ax n − Au → 0, n → ∞. Further, from (1), we obtain y n − u 2 = P C (x n − λ n Ax n ) − P C (u − λ n Au) 2 x n − λ n Ax n − (u − λ n Au), y n − u
x n − u 2 − x n − y n 2 + 2λ n x n − y n , Ax n − Au − λ 2 n Ax n − Au 2 . And hence
Since α n → 0, x n+1 − x n → 0 and Ax n − Au → 0, we obtain x n − y n → 0. Choose a subsequence {y n i } of {y n } such that
As {y n i } is bounded, we have that a subsequence {y n ij } of {y n i } converges weakly to z. We may assume without loss of generality that y n i z. Since Sy n − y n → 0, we obtain Sy n i z. Then we can obtain z ∈ F (S) ∩ VI(C, A) . In fact, let us first show that z ∈ VI(C, A) . Let
On the other hand, from y n = P C (x n − λ n Ax n ), we have v − y n , y n − (x n − λ n Ax n ) 0 and hence v − y n , y n − x n λ n + Ax n 0.
Hence we have v − z, w 0 as i → ∞. Since T is maximal monotone, we have z ∈ T −1 0 and hence z ∈ VI (C, A) x n − Sx n x n − Sy n + Sy n − Sx n x n − Sy n + x n − y n ,
we have x n − Sx n → 0. In view of Lemma 1, we obtain z ∈ F (S)
Hence,
and {z n } is bounded, {y n }, {Sy n }, {Az n } and {f (z n )} are also bounded.
Therefore, we have
Since α n → 0 (n → ∞), and {f (z n )}, {z n } are bounded, we obtain Az n − Au → 0 (n → ∞).
From (1) we have
− (z n − λ n Az n ) − (u − λ n Au) − (y n − u) 2 1 2 z n − u 2 + y n − u 2 − z n − y n 2 + 2λ n z n − y n , Az n − Au − λ 2 n Az n − Au 2 . So, we obtain y n − u 2 z n − u 2 − z n − y n 2 + 2λ n z n − y n , Az n − Au − λ 2 n Az n − Au 2 . So we have
(1 − α n ) z n − y n 2 α n f (z n ) − u 2 − α n z n − u 2 + 2(1 − α n )λ n z n − y n , Az n − Au − λ 2 n Az n − Au 2 . Since α n → 0, Az n − Au → 0, we obtain z n − y n → 0 (n → ∞). By the proof of Proposition 3.1, we have y n i q and q ∈ F (S) ∩ VI(C, A), so z n i q which implies that q = q * , since k ∈ (0, 1). Thus, z n → q as n → ∞ and q ∈ F (S) ∩ VI(C, A) is unique. And q is the unique solution of variational inequality
This completes the proof. 2
Remark. Let f (x n ) = x in the proposition, we can obtain Theorem 3.1 in [10] .
Applications
In this section we prove two theorems in a Hilbert space by using Proposition 3.1 and Theorem 3.1.
A mapping T : C → C is called strictly pseudocontractive if there exists k with 0 k < 1 such that
for every x, y ∈ C. If k = 0, then T is nonexpansive. Put A = I − T , where T : C → C is a strictly pseudocontractive mapping with k. Then A is (1−k) 2 -inverse-strongly monotone. Actually, we have, for all x, y ∈ C,
On the other hand, since H is a real Hilbert space, we have
Hence we have
Using Proposition 3.1 and Theorem 3.1, we first prove a strong convergence theorem for finding a common fixed point of a nonexpansive mapping and a strictly pseudocontractive mapping. Proof. Put A = I − T . Then A is 1−α 2 -inverse-strongly monotone. We have F (T ) = VI(C, A) and P C (x n − λ n Ax n ) = (1 − λ n )x n + λ n T x n . So by Proposition 3.1 and Theorem 3.1, we obtain the desired result. 2 
