Abstract. We develop a few iterative methods for computing generalized inverses using both first and second order optimization methods in C * -algebras. Known steepest descent iterative methods are generalized in C * -algebras. We introduce second order methods based on the minimization of the norms Ax − b 2 and x 2 by means of the known second order unconstrained minimization methods. We give several examples which illustrate our theory.
Introduction
Let H and K be Hilbert spaces and let A be a bounded linear operator from H into K. In this paper we construct several iterative methods which are concerned in computing the Moore-Penrose generalized inverse of A. These iterative methods appear naturally in minimization methods of the first and the second order. Moreover, we investigate these methods in C * -algebras. [8] and [16] (see also [2] , [5] ). The problem of approximating the least squares solutions of Ax = b by means of the conjugate-gradient optimization technique 
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is considered in [2, 5, 8, 10] . A conjugate-gradient method for computing the MoorePenrose generalized inverse is developed in [14] . A class of gradient methods for minimizing Q(x) = defined on H and by a fixed real number 0 < α < 2:
is analyzed in [11] . The weak steepest descent method, which is defined by means of the fixed step-size α in all iterations, as well as its applications in computation of generalized inverses, are investigated in [1] and [16] .
Let H be a Hilbert space and Q : H → R be a twice differentiable functional. The second order minimization method (Newton's method) is defined by the following iterative procedure [3] :
where ∇Q(x n ) and ∇
2
Q(x n ) denote the gradient and Hessian, respectively, of a given objective function Q, at the point x n . A few quasi-Newton minimization methods for operators acting from R n into R are defined in [3] . We use the following adaptation of a quasi-Newton minimization method:
where Q : H → R is an arbitrary functional, λ n > 0 is a chosen scalar and λ n I + ∇ 2 Q(x n ) is positive and invertible.
The paper is organized as follows. In Section 2 we introduce and consider one iterative method for computing the Moore-Penrose inverse of a relatively regular element in a C * -algebra. As a corollary we get that the Nashed steepest descent method is convergent in operator norm. We also prove that the gradient methods (1.1) are also convergent in operator norm. In Section 3 we construct and investigate some new methods related to the second order optimization. We also prove the convergence of these methods in C * -algebras. Numerical examples are presented in Section 4.
Throughout this paper we always assume a = 0 in a C
Methods based on the first order optimization
We use L(H, K) to denote the set of all bounded linear operators from H into K. First we shall explain the steepest descent method, introduced in [12] . Suppose
In [12] it is proved that the iterative sequence Therefore, taking X 0 ∈ L(K, H), the sequence (X n ) n which is defined in the following way
We shall consider a more general method in C * -algebras.
Let A be a complex C * -algebra with the unit 1. We say that a ∈ A is relatively regular, provided that there exists some b ∈ A satisfying aba = b. 
If a ∈ A is relatively regular and a − denotes an arbitrary inner generalized inverse of a, then for any b, c ∈ A we have
we obtain the following minimization result:
We begin with two auxiliary results. The first one can be found in [13, 5.7.8 Theorem]. We use σ A (a) to denote the spectrum of a in the algebra A.
The second result is a consequence of elementary calculations. For some facts we 
commutes with every element of A which commutes with a * a; 
It is important to notice that if
holds for some , δ > 0 and for all n. Then the sequence (x n ) n generated by the iterative method
Proof. Let a † ax 0 = x 0 . Using Lemma 2.2 (6), by induction on n it follows that a † ax n = x n for all n. We compute
Multiplying previous equality by (a To ensure the convergence, we must have a †
q < 1 holds for all n if and only if
holds for some , δ > 0 and for all n. Obviously, lim x n = a † c.
x. Now we have x 0 = 0. From Lemma 2.2 (6) we conclude that
and x 1 = x 0 . By induction on n we conclude that
From the first part of the proof we get lim 
It is useful to consider operator matrices. For example,
where A 1 is invertible. We also have
and
.
The critical point -use m B (a * a) and M B (a * a) -is now changing: we have to use Proof. Using Theorem 2.1, we can prove that the steepest descent method produces the sequence (X n ) n converging to A †
if we can prove that
holds for some , δ > 0 and all n.
The restriction A| R(A * ) = A 1 (see the notations in Remark 2.2) is invertible. Hence, we get
where
On the other hand, since Ar n ≤ A r n , we get
Finally, using Lemma 2.1, we get the following:
Hence, the interval A
is non-empty and it is contained in the interval
for some , δ > 0. Hence, the steepest descent method introduced by Nashed in [12] is based on the construction of a certain sequence of operators converging (in the operator norm) to the Moore-Penrose inverse of a given operator. 
1). For an arbitrary
x ∈ H, P S (x) is defined as P S (x) = y, where
Such an y exists, since S is closed and convex set. Let 0 < α < 2 and let x → s(x) be a real function defined on H \ S, satisfying
The gradient method for minimizing Ax − b is defined in the following way (see [11] ):
Finally, it is proved that lim
This method can be considered as a construction of certain sequence of operators
Notice that any change of b implies the change of the iterative method.
Proof. Since ∆x ∈ R(A * ), it is easy to prove (as in Corollary 2.1) that the sequence
Methods based on the second order optimization
We minimize the functional Q(x) = are equal to 
This method, obviously, can be applied in C * -algebras. We prove that this method converges to a certain generalized inverse of A. Taking some natural assumptions, we obtain that the method converges to the Moore-Penrose inverse of A.
We begin with the following result, in which we construct the method and prove the convergence. 
Proof. Let a † ax 0 = x 0 . By induction on n we obtain a † ax n = x n for every n.
Now we compute
Multiplying the previous equality by (a * a) † from the left side, we get
Now we have the following:
Since a * a is invertible in B, we know that m B (a * a) > 0. Now the following holds
We conclude that
By induction on n we get x n = x n + x 0 for every n. From the first part we get lim x n = a † c and consequently
To get the idea for the next method, consider a relatively regular operator A on Hilbert spaces. Let us consider the functional
where α n is a real quantity. If x α n is the minimizer of Q α n (x), then lim
It is not difficult to verify the following:
Similarly, according to the quasi-Newton method (1.3), we give the iterative method which produces the following approximations x n of the minimizer x α n :
For fixed values λ n = λ, n = 0, 1, . . . , the approximations x n are of the form:
This idea suggests us to define the following iterative method in C * -algebras:
where (α n ) n strongly decreases to 0 and β n > α n for sufficiently large n.
In order to prove the convergence of the proposed method, we formulate an auxiliary result from [4] [Theorem 3.3 (c)]. 
Consider the iterative method
In this case lim x n = a † if and only if the series
Now we compute
Consequently, we get we get
The product If α n = β n for all n, then x n = y n for all n and lim x n = a † .
We can obtain the following norm estimate. In the case X 0 = X S2 the method produces the following approximation for A (1, 3) with the precision 0.6435232820789964 × 10
