We shall extract the essence of the Adamchik-Srivastava generating function method (Analysis (Munich) 18 (1998) 131) by proving the most far-reaching Ramanujan-Yoshimoto formula and by showing that some of the results stated in Srivastava and Choi (Series Associated with the Zeta and Related Functions, Kluwer Academic Publishers, Dordrecht, 2001) are simple consequences of the above-mentioned formula.
Introduction
In their recent book [9] , Srivastava and Choi refer to the generating function method of Adamchik and Srivastava [1] implemented in Mathematica and give several applications of the method.
Our aim in this paper is:
(i) to point out in Section 3 that the generalization of their formulas can be easily deduced from the far-reaching Ramanujan-Yoshimoto formula [4] [5] [6] [7] and
(ii) to give the fourth proof thereof in Section 2 by the generating function method of AdamchikSrivastava.
We shall use the following notation.
The Hurwitz zeta-function is deÿned by The gamma function is deÿned by The digamma function is the logarithmic derivative of the gamma function
and the Euler constant is given by = − (1). The Bernoulli polynomial of degree n is deÿned by the generating function
and the nth Bernoulli number is deÿned by B n = B n (0); n = 0; 1; 2; : : : ;
so that
; B 2k+1 = 0 (k = 1; 2; : : :); B 4 = − 1 30
; : : :
The Stirling numbers S(n; k) of the second kind are deÿned by
The Ramanujan-Yoshimoto formula
The following formula, whose prototype is found in Ramanujan's Second Notebook [2, Entry 28(b), p. 279], has a vast range of applications, and indeed, almost all parts of Chapters 3, 4, 5 of [9] , some 180pp., can be deduced from it, as explained in [6, 7] .
Theorem 1 (Theorem A, Kanemitsu et al. [6] ). Suppose is a non-negative integer, Re ¿ 0 and
Remark 1. The form given in Theorem 1 is slightly di erent from that in Theorem A [6] .
For the proof we need two lemmas.
Lemma 1 (Adamchik and Srivastava [1, p. 136] ). Suppose the sequence {f(k)} satisÿes f(k) = O(1=k). Then the inÿnite sum ( ) = ∞ k=1 f(k) (k + 1; ) can be expressed as the Laplace transform of F(t)=(1 − e −t ):
where F(t) is the generating function of f(k) deÿned by
The following lemma evaluates the Laplace transform of the function required for the proof.
Lemma 2. Suppose Re ¿ 0 and that |z| 6 | |; z = − . Then for n ∈ N, we have (i)
Proof. Recall the integral representation for (s; ); ¿ 1:
and that (te − t )=(1 − e −t ) is a generating function of Bernoulli polynomials. Extracting the ÿrst (n + 1) terms gives
where the integral is analytically continued to ¿ − n.
In view of
we may write the ÿrst term on the right-hand side as
Now we di erentiate both sides with respect to s and then let s → 1 − n. Di erentiated form of (2.2) is (s; + z)
whence (i) follows.
To prove (ii), we subtract 1=(s − 1) from both sides of (2.2) with n = 0, and then let s → 1, upon noting the fact
This completes the proof.
Remark 2. Srivastava and Choi [9] state an integral expression (25), p. 93, for (s; ) similar to (2.2) above, with z = 0, but the range of s in their formula should read Re s ¿ − n rather than Re s ¿ − (2n − 1). The reason why such an error occurs is most probably that they use two kinds of deÿnition of Bernoulli numbers, i.e., although they deÿne Bernoulli numbers by (z = 0 in (1.1))
(2), p. 59, they use (−1) k−1 B k instead of B 2k in the Stirling formula (54), p. 8, (thus they take the ÿrst (2n − 1) terms), and as a result, Formula (56), p. 22, a consequence of (54) p. 8, contradicts (37), p. 6, where B 2k 's are used. We also note that in (55), p. 8, the numerator of the coe cients of z −6 should be 5,246,819.
Proof of Theorem 1. In Lemma 1 we take
Then the generating function F(t), being the inÿnite series
has a ÿnite expression
We transform the generating function parts on the right-hand side of (2.6) in the same way as we did in the proof of Lemma 2, i.e. we extract the ÿrst ( + 2) terms from te −zt =(1 − e −t ) and the ÿrst (n + 1) terms from t=(1 − e −t ). After simpliÿcation, we have
First we simplify the last term on the right-hand side of (2.7). Changing the order of summation and squeezing out the binomial coe cients, we see that the last term becomes
and this cancels the third term on the right-hand side of (2.7). Thus we end up with the ÿrst two terms on the right-hand side of (2.7):
Now the Laplace transform of the right-hand side of (2.8) is computed in Lemma 2, (i), (ii), so that
say, where
and
We transform S 3 slightly to get
Changing the order of summation and using the relation + 1
we deduce that
By (1.2), the inner sum is B +1−k (z), so that by change of variable, we see that
Similarly, using (1.2), we can compute S 0 ; S 2 and S 4 to be
From (2.9)-(2.12), it follows that
From (2.13) we can readily read o the formula in Theorem 1, thus completing the proof.
Some consequences
As is explained in [4] , Theorem 1 transforms into Theorem B in [6] giving the formula for 
The special case = 0 of (2.1) reads
which is a well-known formula stated in [3, Since the left-hand side is ∞ n=1 (! nq =n) (nq; ), this completes the proof of the ÿrst formulas. Other formula can be proved similarly.
