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We present MH-MGT, a multivariate technique for sampling from
twice-differentiable, log-concave probability density functions. MH-
MGT is Metropolis-Hastings sampling using asymmetric, multivari-
ate Gaussian proposal functions constructed from Taylor-series ex-
pansion of the log-density function. The mean of the Gaussian pro-
posal function represents the full Newton step, and thus MH-MGT
is the stochastic counterpart to Newton optimization. Convergence
analysis shows that MH-MGT is well suited for sampling from computationally-
expensive log-densities with contributions from many independent
observations. We apply the technique to Gibbs sampling analysis of a
Hierarchical Bayesian marketing effectiveness model built for a large
US foodservice distributor. Compared to univariate slice sampling,
MH-MGT shows 6x improvement in sampling efficiency, measured in
terms of ‘function evaluation equivalents per independent sample’.
To facilitate wide applicability of MH-MGT to statistical models, we
prove that log-concavity of a twice-differentiable distribution is in-
variant with respect to ’linear-projection’ transformations including,
but not restricted to, generalized linear models.
1. Introduction. Univariate samplers can be applied to multivariate
distributions using the Gibbs sampling framework. In high-dimensional state
spaces, univariate samplers become inefficient as they require many function
evaluations for each Gibbs cycle. The problem is more pronounced when
the sampled distribution has a significant correlation structure. Multivariate
samplers such as the shrinking rank slice sampler [8] or adaptive Metropolis-
Hastings sampler [10] can be more efficient in such circumstances, but at the
expense of greater need for tuning. Finding optimal parameters for multi-
variate samplers can create significant manual work, which is perhaps why
Bayesian inference software such as OpenBUGS1 or JAGS2 primarily use
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univariate techniques such as slice sampler with stepout [6] or adaptive re-
jection sampler [2] for non-standard distributions. In this paper, we seek to
develop a new multivariate sampling technique that is both efficient (i.e.
requires few Function Evaluations Equivalents (or FEE’s) per independent
sample) and robust (i.e. requires little tuning).
Metropolis-Hastings using Multivariate Gaussian Tangents, MH-MGT, is
a technique for sampling from twice-differentiable, log-concave probability
density functions. It uses asymmetric, multivariate Gaussians constructed
from Taylor-series expansion of the log-density as proposal function. The
mean of the Gaussian proposal function represents the full Newton step,
and thus MH-MGT is the stochastic counterpart to Newton optimization.
MH-MGT involves only 2 function/gradient/Hessian evaluations per sample,
and its non-local jumps can lead to low autocorrelation. The algorithm, and
its convergence and mixing properties, is described in detail in Section 2.
In Section 3 we apply MH-MGT to a Hierarchical Bayesian logistic re-
gression problem, used in a marketing effectiveness study for a large US
foodservice distributor. We observe that, compared to univariate slice sam-
pler, MH-MGT is ∼6x more ‘efficient’. Sampler efficiency is formally defined
as the number of function evaluation equivalents per independent sample,
factoring in both the computational burden of samples and their autocorrela-
tion [9]. In order to achieve better convergence and mixing for MH-MGT, we
make two adjustments: We use the first half of burn-in iterations to run MH-
MGT in non-stochastic mode, i.e. accepting full Newton step rather than
drawing from the proposal function and applying the MH rejection test. We
also partition the 50-dimensional state space for low-level coefficients into 10
groups of 5 and apply Gibbs sampling to the resulting partitions. This not
only counters the ‘curse of dimensionality’, but also optimizes computational
burden per sample given the quadratic scaling of Hessian matrix calculation
with its size. To perform a fair comparison of MH-MGT against several
other sampling techniques, we carefully measure and report their sampling
efficiency when applied to a logistic regression log-likelihood function.
Limitations of MH-MGT and future research are discussed in Section 4,
including ways to improve convergence and mixing of MH-MGT, potential
for faster Hessian calculation including parallelization, handling boundary
conditions, and extending MH-MGT beyond log-concave densities.
Proving negative definiteness of the Hessian (prerequisite for current ver-
sion of MH-MGT) can be challenging in a high-dimensional state space. In
Appendix A we prove that a log-density with a negative-definite Hessian
retains this property if one or more of its parameters undergo a linear-
projection transformation. Such transformations are very common in statis-
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tical modeling (including generalized linear regression models) and therefore
this theorem reduces the problem of proving negative-definiteness of Hessian
to a much smaller dimensionality. Given that many common distributions
are log-concave [2], MH-MGT can be applied to a wide array of problems in
statistical modeling.
2. MH-MGT Sampling. We set the stage by providing a brief overview
of Metropolis-Hastings sampling algorithm.
2.1. Overview of Metropolis-Hastings MCMC. In Metropolis-Hastings
(MH) MCMC sampling of probability distribution p(z) ([3]), we use a pro-
posal function q(z|zτ ) to generate a new sample z∗ and accept it with prob-
ability Ak(z
∗, zτ ) where
(2.1) A(z∗, zτ ) = min(1,
p(z∗)q(zτ |z∗)
p(zτ )q(z∗|zτ ))
The transition probability q(z|z′)A(z′, z) satisfies detailed balance:
(2.2)
p(z)q(z|z′)A(z′, z) = min(p(z)q(z|z′), p(z′)q(z′|z))
= min(p(z′)q(z′|z), p(z)q(z|z′))
= p(z′)q(z′|z)A(z, z′)
The detailed balance property ensures that p(z) is invariant under MH tran-
sitions.
2.2. MGT Proposal Function. MH-MGT algorithm uses as proposal func-
tion a multivariate Gaussian fitted locally to the distribution being sampled.
This Gaussian fit is based on the following Taylor’s series expansion of a
multivariate scalar function:
(2.3) f(x) ≈ f(x0) + g(x0)T .(x− x0) + 1
2
(x− x0)TH(x0)(x− x0)
where f : RK → R, and g and H stand for the gradient vector and Hessian
matrix for f , respectively. If we assume that f represents the logarithm of a
concave probability distribution function (PDF), then the above approxima-
tion is equivalent to fitting the PDF (which we call F ) with a multivariate
Gaussian:
(2.4) F (x) =
1
(2pi)K/2|Σ|1/2 e
− 1
2
(x−µ)TΣ−1(x−µ)
From comparing (2.3) and (2.4) it is obvious that the precision matrix is the
same as the negative Hessian: Σ−1 = −H(x0). To find the mean of the fitted
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Gaussian, we observe that Gaussian mean maximizes the PDF (and its log).
Therefore, finding the mean is equivalent to maximizing (2.3), i.e. setting
its derivative with respect to β to zero. After some calculus, we arrive at:
(2.5) µ = x0 −H−1(x0)g(x0)
Therefore, our proposal function q(.|x) is formally defined as:
(2.6) q(.|x) = N (x−H−1(x)g(x),−H−1(x))
Note that Eq. (2.5) is simply the full Newton step [7]. We can therefore
think of MH-MGT as the stochastic counterpart of Newton optimization.
In optimization, we select the mean of the fitted Gaussian as the next step,
while in MH-MGT we draw a sample from the fitted Gaussian and apply
MH test to accept or reject it. Also, note that in the special case where
the sampled PDF is Gaussian, f(x) is quadratic and therefore the proposal
function is identical to the sampled PDF. In this case A(z′, z) is always
equal to 1, implying an acceptance rate of 100%. Finally, note that for the
fitted Gaussian to exist its covariance matrix must be positive definite. From
(2.6) we see that this is equivalent to the Hessian of the log-density (and its
inverse) to be negative definite.
2.3. Full MH-MGT Algorithm. Combining the last two sections, the fol-
lowing steps describe the MH-MGT algorithm for drawing a sample xnew
from a PDF with log-density f(x), given last sample xold:
1. Evaluate the log-density function and its gradient and Hessian at xold:
fold,gold,Hold.
2. Construct the multivariate Gaussian proposal function at q(.|xold) us-
ing Eq. (2.6) and x = xold.
3. Draw a sample xprop from q(.|xold), and evaluate logqprop = log(q(xprop|xold)).
4. Evaluate the log-density function and its gradient and Hessian at xprop:
fprop,gprop,Hprop.
5. Construct the multivariate Gaussian proposal function at q(.|xprop) us-
ing Eq. (2.6) and x = xprop, and evaluate logqold = log(q(xold|xprop)).
6. Calculate the ratio r = exp((fprop − fold) + (logqold − logqprop)).
7. If r ≥ 1 accept xprop: xnew ← xprop. Else, draw a uniform random
deviate s from [0, 1). If s < r, then accept xprop: xnew ← xprop, else
reject xprop: xnew ← xold.
Figure 1 illustrates the MH-MGT algorithm graphically.
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Fig 1. Illustration of MH-MGT algorithm: The Gaussian proposal function q(.|xold) is
fit to p(.) at xold. A sample xprop is drawn from this proosal function, and a Gaussian
q(.|xprop) is fit to p(.) at xprop. This is followed by the MH rejection test by forming the
ratio (p(xprop)q(xold|xprop))/(p(xold)q(xprop|xold))
.
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2.4. Convergence and Mixing. For Gaussian distributions, MH-MGT leads
to 100% acceptance and exact sampling since the proposal functions remain
the same, and identical to the sampled distribution. In general, log-density
has a non-zero third derivative, meaning that the fitted Gaussians at dif-
ferent locations deviate from the actual distribution and from each other,
leading to non-zero rejection rate and auto-correlated MCMC chains. Figure
2 illustrates the behavior of MH-MGT for sampling from likelihood function
for the parameter of a Poisson distribution with a single observation {2}.
As the initial point is moved father away from the distribution mode, it
takes longer for the chain to converge. Even after convergence, we encounter
occasional long jumps, each followed by an extended rejection period. A
simple yet effective way to facilitate convergence is to perform the first few
iterations in a non-stochastic mode where, instead of MH sampling, we sim-
ply take Newton steps. This allows MH-MGT have the same convergence
behavior as Newton optimization. (See Figure 2.)
Efficient mixing in MH-MGT depends on absence of large changes to the
mean and std of the proposal function (relative to the std calculated at
mode) as the chain moves within a few std’s of the mode. To quantify this,
we begin with the Taylor series expansion of log-density around its mode
µ0 (where f
′(µ0) = 0), this time keeping the third-order term as well (and
restricting our analysis to univariate case):
f(x) ≈ f(µ0)− 1
2
τ0(x− µ0)2 + 1
6
κ0(x− µ0)3,(2.7)
τ0 ≡ −f ′′(µ0)(2.8)
κ0 ≡ f ′′′(µ0)(2.9)
Applying the Newton step to the above formula, we can arrive at mean µ(x)
and precision τ(x) of the fitted Gaussian at x:
µ(x) = x− f
′(x)
f ′′(x)
(2.10a)
= x− −τ0(x− µ0) +
1
2κ(x− µ0)2
−τ0 + κ0(x− µ0)(2.10b)
τ(x) = τ0 + κ0(x− µ0)(2.10c)
We now form the following dimensionless ratios, which we need to be much
smaller than 1 in order to have good mixing for MH-MGT:
|µ(x)− µ0| . τ0  1(2.11)
|τ(x)− τ0|/τ0  1(2.12)
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Fig 2. MH-MGT convergence and mixing for various initial points for Poisson likelihood
function (as a function of distribution parameter, given a single observation {2}). Left:
Sample MCMC chain using MH-MGT, with starting point of u = −1.0. Middle: Increasing
distance of initial point from distrubtion mode (log(2) ' 0.69) to u = −1.5 has a visible
negative effect on convergence. Right: Keeping u = −1.5, if we use Newton step in the first
5 iteraions, convergence is improved significantly. In all cases, large deviations (towards
a negative value) from distribution mode are often associated with an extended period of
rejection before the chain returns to higher-density areas.
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when |x − µ0| . τ0 ∼ O(1). Some algebra shows that both these conditions
are equivalent to:
(2.13) η0 ≡ |κ0| . τ−3/20  1
In the example of Figure 2, we can calculate η0 ' 0.71, which suggests
less-than-excellent mixing according to our rule-of-thumb.
The Poisson distribution example, however, is rather contrived: In real-
world applications, we are interested in efficient sampling from computationally-
expensive log-densities. In particular, statistical models often involve many
independent observations, each contributing an additive term to the log-
likelihood function:
(2.14) f(x) =
N∑
i=1
fi(x)
We can therefore re-write equation (2.13) as:
(2.15) η0 = |
N∑
i=1
f ′′′i (x)| . [
N∑
i=1
f ′′i (x)]
−3/2
Assuming that individual terms in above equation remain bounded, we can
easily see that
(2.16) η0 ∼ O(N−1/2)
We therefore arrive at the following rule of thumb: MH-MGT sampling be-
comes more efficient as the number of observations in a log-likelihood func-
tion increases. Figure 3 illustrates the impact of N on mixing of MH-MGT
for the Poisson distribution example.
2.5. MH-MGT for High-Dimensional Problems. In order to apply MH-
MGT to twice-diffenrentiable high-dimensional probability density functions,
we must first prove that Hessian is negative definite. To this end, we have
proven an invariance theorem in Appendix A that significantly simplifies
this task when the function results from linear-projection changes of vari-
able applied to a base distribution. This theorem covers what is known as
the generalized linear family of models [4], but is more general.
The primary motivation behind MH-MGT is to amortize the cost of func-
tion and derivative evaluations over multiple parameters, thereby increas-
ing sampling efficiency. Sampling efficiency of MH-MGT does improve with
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Fig 3. Impact of number of observations on mixing for MH-MGT sampling of the likeli-
hood function for (parameter of) Poisson distribution, with a single observation of {1}.
Left: 1 observation. Middle: 10 observations. Right: 100 observations. With increased ob-
servations,
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dimensionality of parameter space, but up to an extent. There are two fac-
tors that act as countering forces to create an optimal dimensionality: 1)
quadratic scaling of time needed for Hessian calculation with dimension-
ality, 2) curse of dimensionality, i.e. decreased convergence and mixing of
MH-MGT chain as dimensionality increases. Our experiments show that
MH-MGT tends to work best when we partition the parameter space into
5-10 dimensional chunks, and apply the algorithm to each chunk using Gibbs
sampling. This strategy is used in Section 3.
3. Application to Quantitative Marketing. We illustrate the per-
formance of MH-MGT by applying it to a problem in quantitative marketing.
3.1. Model. A large US foodservice distributor makes promotional offers
of select products to its customers (restaurant operators) across the US.
The marketing team wants to understand the drivers of customer response
(acceptance vs. rejection of offer) so that it can focus limited funds and
customer attention on high-opportunity offers to maximize marketing ROI.
In order to handle heterogeneity of different product categories and cus-
tomer geographies, the team builds a Hierarchical Bayesian logistic regres-
sion model. The training data consists of 261,628 observations (historical
offers) distributed across 22 regression groups. We use 50 lower-level covari-
ates and 3 upper-level covariates in the model (including intercepts). The
model can be formally described as follows:
(3.1a) yi ∼ dBern(1/(1 + exp(−xtiβj[i])))
(3.1b) βj ∼ dNorm(zjγ,Σ)
where i and j are observation and group indexes, respectively and Σ is as-
sumed to be diagonal. There are also non-informative Gaussian and Gamma
priors on elements of γ and Σ, respectively.
3.2. Gibbs Sampling using MH-MGT. We have three groups of variables
to sample from: βj ’s, γ, and Σ. The last two groups have conjugate prior
and likelihood functions and can therefore be sampled exactly. For βj ’s, the
sampled distribution has two components, log-likelihood and the prior:
logP (βj |−) = −
∑
i∈Sj
{
(1− yi) xiβj + log[1 + exp(−xiβj)]
}
︸ ︷︷ ︸
likelihood
(3.2)
−1
2
(βj − zjγ)TΣ−1(βj − zjγ)︸ ︷︷ ︸
prior
(3.3)
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Table 1
Comparison of MH-MGT and slice sampler results for HB logistic regression case study.
MH-MGT Slice Sampler
β1,1 1.62± 0.089 1.65± 0.13
β2,1 −1.43± 0.43 −1.65± 0.52
β3,1 −1.03± 0.17 −1.19± 0.089
β4,1 1.27± 0.17 1.54± 0.18
β5,1 −0.99± 0.25 −0.89± 0.14
Time for β’s
(min) 110.3 750.0
Average effective size 155 181
Time per independent sample
(min) 0.7 4.1
where Sj is the set of observation indexes belonging to group j. Log-likelihood
has a negative definite Hessian according to Appendix A (base distribution
is Bernoulli, for which negative definiteness of Hessian is easy to prove), and
the prior has a negative definite Hessian since it is a multivariate Gaussian.
The sum of two negative definite matrices is another negative definite ma-
trix. We can therefore use MH-MGT to sample from βj ’s. We choose to
perform MH-MGT on blocks of 5 coefficients to improve mixing. For 50 low-
level covariates, this implies Gibbs sampling of 10 blocks for each regression
group.
3.3. Results. Table 1 shows the results for running 500 iterations of
Gibbs sampling (plus 500 burn-in). For comparison, we show same output
but using univariate slice sampler, the method of choice used by the mod-
eling team prior to development of MH-MGT technqiue. first, notice the
significant heterogeneity across coefficients of different groups. This, in con-
junction with the fact that some groups have very few observations (e.g. 55
for one group), justifies the use of an HB framework for partial pooling of the
coefficients. We see that the two methods have produced similar coefficient
values, but MH-MGT is about 4.1/0.7=5.8x more efficient than slice sam-
pler. (Both methods are implemented in R, and the function and derivative
evaluation routines are very similar for the two sampling methods.)
3.4. Sampling Efficiency. Efficiency of a MCMC sampling technique de-
pends on two factors: 1) calculation needed per sample, and 2) sample au-
tocorrelation. To measure (1), we define ‘function evaluation equivalents
per sample’, a number that captures total computation - measured in units
of function evluation - to generate each sample, and includes calculation of
function, gradient and Hessian, as well as overhead such as solving Newton’s
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Table 2
Sampling efficiency of MH-MGT, univariate slice sampler, ARS, and Shrinking-Rank
slice sampler for binary logistic regression. Number of observations: 1000; number of
covariates: 10. Data is simulated. 100 runs are used to generate the averages reported.
For all reference samplers, we tuned the parameter(s) until no significant improvement in
sampling efficienct was seen. Source codes are: univariate slicer
(http: // www. cs. toronto. edu/ ~ radford/ ftp/ slice-R-prog ); ARS:
http: // cran. r-project. org/ web/ packages/ ars/ ars. pdf ; shrinking-rank-slicer:
http: // cran. r-project. org/ web/ packages/ SamplerCompare/ index. html
univariate slicer ARS shrinking-rank slicer MH-MGT
FEE per Nominal Sample 54.8 75.2 5.3 6.3
Effective Sampling Rate 0.83 1.10 0.21 0.70
FEE per Effective Sample 69.1 72.0 26.9 9.7
equation and performing the MH rejection test. To measure (2), we apply the
function effectiveSize() from R package coda and divide it by the number
of samples (excluding burn-in). Table 2 summarizes the sampling efficiency
analysis of MH-MGT, univariate slice sampler, adaptive rejection sampling
(ARS) [2] and shrinking-rank slice sampler [8] for binary logistic regression
likelihood. Similar to our case study, we see that MH-MGT is ∼7x more
efficient than univariate slicer and ∼3x more efficient than shrinking-rank
slicer. Also, contrary to shrinking-rank slicer where the tuning parameter
can have significantly different values for different models, MH-MGT re-
quires almost no tuning. (Choosing a chunk size of 5 for MH-MGT appears
to be safe across several models that we have tested.)
4. Discussion.
4.1. Improving Convergence and Mixing. MH-MGT depends on New-
ton optimization to achieve convergence during burn-in phase. In our case
study, this was sufficient. However, Newton optimization can have patho-
logical behavior for some distributions when initial point is too far from the
distribution mode. For such cases, we can use modified versions of Newton
method, e.g. with line search [7]. In fact, line search can also be incorpo-
rated into the proposal function to allow MH-MGT to have better mixing,
e.g. for smaller data sizes. Including line search, however, adds to the com-
putational cost of the algorithm, and must therefore be considered carefully
before using.
4.2. Faster Calculation of Hessian. One barrier for using bigger block
partitions in MH-MGT is the quadratic scaling of Hessian calculation with
state space dimensionality. Hessian calculation, however, naturally lends it-
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self to parallelization. With parallelization, Hessian calculation time can be
reduced significantly, allowing larger partition sizes to become computation-
ally feasible. It is possible that a combination of line search techniques for
proposal function, and parallel Hessian calculation can lead to higher sam-
pling efficiency for MH-MGT for high-dimensional problems.
4.3. Boundary Conditions. In our example, all coefficients were uncon-
strained. Including boundary conditions in MH-MGT is straightforward, in
principle. Such conditions can be enforced by rejecting out-of-bound draws
from the proposal function. However, if the mean of the fitted Gaussian
lies close to, or inside, the forbidden region, acceptance rate can be signif-
icantly reduced. It remains to be seen whether we need more sophisticated
approaches to enforcing boundary conditions for MH-MGT.
4.4. Beyond Log-concave Distrbutions. MH-MGT currently works only
for distributions where Hessian exists and is negative definite. Depsite ubiq-
uity of such distributions in practice. generalizing MH-MGT beyond current
restrictions might be worthwhile. One possible avenue to explore is to use
a method such as slice sampler as a backup when calculated Hessian at a
point is not negative definite.
4.5. Conclusions. The proposed MH-MGT sampling algorithm not only
offers potential for significantly faster MCMC, especially for large datasets,
it also creates a conceptual bridge to the world of optimization. We hope
that future research will further connect these two lines of research, lead-
ing to cross-pollination and ultimately more effective sampling as well as
optimization techniques.
APPENDIX A: LOG-CONCAVITY INVARIANCE THEOREM
Theorem A.1. If N functions f i(u1, ..., uJ) : RJ → R, i = 1, ..., N have
negative definite Hessians, then the function g : R
∑
j Kj → R defined as:
(A.1) g(β1, ...,βJ) ≡
N∑
i=1
gi(β1, ...,βJ) ≡
N∑
i=1
f i(〈xi1,β1〉, ..., 〈xiJ ,βJ〉)
also has a negative definite Hessian IF at least one of J matrices X1, ...,XJ
is full rank, where Xj [N ×Kj ] ≡
[
x1j ... x
N
j
]T
and xij ,βj ∈ RKj .
Proof. Applying the chain rule to (A.1), we can express the Hessian for
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g in terms of J2 blocks, where block Hjj′ has dimensions Kj ×Kj′ :
(A.2) Hjj′ =
N∑
i=1
f iujuj′ . (x
i
j ⊗ xij′)
To prove negative definiteness of H, we form pTHp while decomposing p
into J subvectors of length Kj each:
(A.3) p =
[
pT1 p
T
2 · · · pTJ
]T
We now combine Eqs. (A.2) and (A.3):
pTHp =
∑
j,j′
pTj Hjj′pj′(A.4)
=
∑
j,j′
pTj
(∑
i
f iujuj′ . (x
i
j ⊗ xij′)
)
pj′(A.5)
=
∑
i
∑
j,j′
f iujuj′ p
T
j (x
i
j ⊗ xij′) pj′(A.6)
If we define a set of new vectors qi as:
qi ≡
[
pT1 x
i
1 · · · pTJxiJ
]
(A.7)
and use Hi to denote the Hessian of fi, we can write:
(A.8) pTHp =
∑
i
qTi Hi qi
Since all Hi’s are negative definite, all q
T
i Hi qi terms must be non-positive.
Therefore, pTHp can be non-negative only if all its terms are zero, which is
possible only if all qi’s are null vectors. This, in turn, means we must have
pTj x
i
j = 0, ∀ i, j. In other words, we must have Xjpj = ∅, ∀ j. This means
that all Xj ’s have non-singleton nullspaces and therefore cannot be full-rank,
which contradicts our assumption. Therefore, pTHp must be negative.
Note that we can easily extend the above theorem to include linear basis
function models [1].
This theorem provides an absract basis for proving concavity of log-
likelihood for many statistical models, including generalized linear family,
proportional hazard survival models and multinomial logit regression. How-
ever, the framework is more general and can be used to ‘invent’ new re-
gression problems. For example, in Weibull survival analysis we can assume
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the rate parameter to also be related to a linear function of some covariates
(perhaps via a link function), in addition to the hazard function. Since the
base, 2-parameter distribution has a negative Hessian, same goes for the
expanded distribution, as per the above theorem.
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