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SMOOTH DEFORMATIONS AND THE GAUSS-MANIN
CONNECTION
ALLAN YASHINSKI
Abstract. Given a smooth one parameter deformation of associative topolog-
ical algebras, we define Getzler’s Gauss-Manin connection on both the periodic
cyclic homology and cohomology of the corresponding smooth field of algebras
and investigate some basic properties. We use the Gauss-Manin connection to
prove a rigidity result for periodic cyclic cohomology of Banach algebras with
finite weak bidimension.
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1. Introduction
In this paper, we study the invariance properties of periodic cyclic homology
under deformations of the algebra structure. Given a family of algebras {At}t∈J
parametrized by a real number t, we would like to identify conditions under which
we can conclude
HP•(At) ∼= HP•(As) ∀t, s ∈ J.
The types of algebras we consider will be topological algebras, and the deformations
will have a smooth dependence on t.
In the world of formal deformations, Getzler constructed a connection on the pe-
riodic cyclic complex of a deformation [9]. His connection, called the Gauss-Manin
connection, commutes with the boundary map on the periodic cyclic complex and
descends to a flat connection on the periodic cyclic homology of the deformation.
Our goal is to adapt Getzler’s connection to our setting of smooth deformations
and investigate its properties.
For a real interval J ⊆ R, we consider a smoothly varying family {mt}t∈J of
jointly continuous associative multiplications on a locally convex vector space X .
This research was partially supported under NSF grant DMS-1101382.
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For each t ∈ J , we have a locally convex algebra At whose underlying space is
X and whose multiplication is given by mt. These algebras can be collected to
form the algebra AJ of smooth sections of the bundle of algebras over J whose
fiber at t ∈ J is At, where the multiplication in AJ is defined fiberwise. Then AJ
is an algebra over C∞(J), the space of smooth complex-valued functions defined
on the parameter space J , where the module action is given by fiberwise scalar
multiplication.
The complex of interest to us is the periodic cyclic complex of AJ over the ground
ring C∞(J). This can be thought of as the space of smooth sections of the bundle
of chain complexes over J whose fiber at t ∈ J is the periodic cyclic complex of At.
It is on this complex that we shall define Getzler’s Gauss-Manin connection ∇GM .
The connection ∇GM commutes with the boundary map and thus descends to a
connection on the C∞(J)-linear periodic cyclic homology HP•(AJ ).
The fundamental issue for us is to determine when we can parallel tranport with
respect to ∇GM at the level of periodic cyclic homology. Indeed, doing so would
provide isomorphisms HP•(At) ∼= HP•(As) between the periodic cyclic homology
groups of any two algebras in the deformation. This can be used as a computational
device if one already knows the cyclic homology of one particular algebra At0 in
the deformation. Of course, the striking degree of generality for which ∇GM exists
is an indication that any attempt to integrate ∇GM will fail generally. The goal
then is to identify properties of a deformation that allow for parallel translation.
Our main result is a rigidity result for periodic cyclic cohomology of a certain
class of Banach algebras. The weak bidimension dbw A of a Banach algebra A is the
smallest integer n such that the Hochschild cohomology Hn+1(A,M∗) vanishes for
all Banach A-bimodules M . A Banach algebra A is called amenable if dbw A = 0.
This class was defined and studied by Johnson [14]. If dbw A = n, then A is also
called (n+ 1)-amenable. We prove that the Gauss-Manin connection is integrable
for small enough deformations of a Banach algebra of finite weak bidimension.
Consequently, periodic cyclic cohomology is preserved under such deformations.
A general feature of ∇GM is the fact that
∇GM [chP ] = 0,
where [chP ] denotes the class in HP0(AJ ) of the Chern character of an idempotent
P in the algebra MN (AJ ) of N ×N matrices over AJ . One can also define a dual
Gauss-Manin connection ∇GM on the periodic cyclic cohomology HP •(AJ ) over
C∞(J). The connections are compatible in the sense that for [ϕ] ∈ HP •(AJ ) and
[ω] ∈ HP•(AJ ),
d
dt
〈ϕ, ω〉 = 〈∇GMϕ, ω〉+ 〈ϕ,∇GMω〉,
where
〈·, ·〉 : HP •(AJ)×HP•(AJ )→ C
∞(J)
is the canonical pairing. Combined with the above result, this says
d
dt
〈ϕ, chP 〉 = 〈∇GMϕ, chP 〉
for an idempotent P ∈ MN(AJ ). This offers insight into how the pairing between
K-theory and cyclic cohomology deforms as the algebra deforms.
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In a subsequent paper [25], we prove the integrability of the Gauss-Manin con-
nection for the deformation of smooth noncommutative tori. We also use the com-
patibility of the Gauss-Manin connection with the Chern character to prove differ-
entiation formulas for the pairings of cyclic cocycles with K-theory classes. Similar
work was carried out independently by Yamashita [24].
The outline of the paper is as follows. In §2, we cover necessary background
on locally convex topological vector spaces, Hochschild and cyclic homology, and
Getzler’s Cartan homotopy formula for the action of Hochschild cochains on the
periodic cyclic complex. In §3, we lay the foundation for our study of deformations
by studying properties of modules of the form C∞(J,X) for some locally convex
vector space X . Our main techniques for studying deformations use connections
and parallel translation, which are discussed in §4. In §5, we define what we mean
by a smooth deformation of either algebras or chain complexes, and give a criterion
for triviality of these deformations in terms of integrable connections. We use our
methods to prove some known rigidity results in §6. In §7, we define Getzler’s Gauss-
Manin connection in our setting of smooth deformations, and prove some of its
basic properties. The main theorem on Banach algebras of finite weak bidimension
is proved in §8.
Acknowledgements. I’d like to thank my thesis advisor, Nigel Higson, for sug-
gesting this line of research and offering useful guidance throughout the project.
I have benefitted from discussions with Erik Guentner and Rufus Willett on the
material. I’d also like to thank Rufus Willett for reading an earlier draft of this
document and suggesting ways to improve it.
2. Preliminaries
In this section, we shall first quickly review the relevant concepts from the theory
of locally convex topological vector spaces. Then we’ll discuss Hochschild and cyclic
homology. In particular, we’ll review the action of Hochschild cochains on the cyclic
chain complex and the corresponding Cartan homotopy formula.
2.1. Locally convex algebras and modules. We shall work in the category
LCTVS of complete, Hausdorff locally convex topological vector spaces over C
and continuous linear maps. We shall write X ∈ LCTVS to mean that X is a
complete, Hausdorff locally convex topological vector space. See [22] for background
in the theory of locally convex topological vector spaces. More details concerning
topological tensor products can be found in [10,11,22]. We shall rapidly review the
necessary facts below.
Recall that X ∈ LCTVS is a Fre´chet space if the topology on X is metrizable.
This is equivalent to the topology on X being defined by a countable family of
seminorms. Among the Fre´chet spaces are the Banach spaces, whose topology is
defined by a single norm.
Given X ∈ LCTVS and a subspace Y ⊂ X , there is a naturally locally convex
topology on the quotient space X/Y , which is Hausdorff if and only if Y is closed.
Even if Y is closed, the quotient X/Y may not be complete. However if X is a
Fre´chet space and Y is a closed subspace, then X/Y is complete and therefore is
also a Fre´chet space.
Given X,Y ∈ LCTVS, the space Hom(X,Y ) of continuous linear maps from
X to Y is a Hausdorff locally convex topological vector space under the topology
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of uniform convergence on bounded subsets of X . Recall that a subset A ⊂ X is
bounded if and only if supx∈A p(x) <∞ for each continuous seminorm p on X . If
X has the additional property of being bornological, then Hom(X,Y ) is complete.
Examples of bornological spaces include Fre´chet spaces and LF -spaces, which are
strict, countable inductive limits of Fre´chet spaces. A special case of interest is
the strong dual X∗ = Hom(X,C). We remark that the strong dual of a Banach
space is a Banach space, but the strong dual of a Fre´chet space is never a Fre´chet
space, unless the original space is actually a Banach space. One can also consider
Hom(X,Y ) with the weaker topology of pointwise convergence, which we denote
Homσ(X,Y ).
Nuclearity (in the sense of Grothendieck) is a nice technical property that a space
X ∈ LCTVS can have. We shall occasionally need to reference it, but we shall not
work with the concept directly. For more details, see [10] or [22]. We remark that
this should not be confused with the notion of nuclearity for C∗-algebras. For
example, a Banach space is nuclear if and only if it is finite-dimensional.
The bilinear maps appearing in structures in this paper will be assumed to be
jointly continuous. This naturally leads to the projective tensor product of two
spaces in LCTVS. If one wishes to consider separately continuous bilinear maps,
one should use the inductive tensor product instead, see [10]. In the cases of Fre´chet
spaces, the notions of joint and separate continuity coincide, and therefore so do
these two tensor products.
Given X,Y ∈ LCTVS, the projective topology on X ⊗ Y is the strongest locally
convex topology such that the canonical bilinear map ι : X × Y → X ⊗ Y is jointly
continuous, see [22, Chapter 43] for more details and an explicit construction. The
(completed) projective tensor product X⊗̂Y is the completion of X ⊗ Y with the
projective topology. The completed projective tensor product has the universal
property that any jointly continuous bilinear map B from X × Y into a space
Z ∈ LCTVS induces a unique continuous linear map B̂ : X⊗̂Y → Z such that the
diagram
X × Y
ι //
B
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
X⊗̂Y
B̂

Z
commutes. The projective tensor product is functorial in the sense that two con-
tinuous linear maps F : X1 → X2 and G : Y1 → Y2 induce a continuous linear
map
F ⊗G : X1⊗̂Y1 → X2⊗̂Y2
given on elementary tensors by
(F ⊗G)(x ⊗ y) = F (x)⊗G(y).
If X and Y are Banach (resp. Fre´chet) spaces, then X⊗̂Y is a Banach (resp.
Fre´chet) space.
In the language of category theory, the tensor product ⊗̂ makes LCTVS into
a symmetric monoidal category. In any such category, one can define a notion of
algebra and module. For LCTVS, these notions agree with the definitions below.
By a locally convex algebra, we mean a space A ∈ LCTVS equipped with a
jointly continuous associative multiplication. Notice we are implicitly assuming A
is complete. The multiplication induces a continuous linear map m : A⊗̂A → A.
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Joint continuity implies that for every defining seminorm p on A, there is another
continuous seminorm q such that
p(ab) ≤ q(a)q(b), ∀a, b ∈ A.
There may be no relationship between p and q in general. In the special case where
p(ab) ≤ p(a)p(b), ∀a, b ∈ A,
for all seminorms in a family defining the topology, the algebra is called multiplica-
tively convex or m-convex. An m-convex algebra can be expressed as a projective
limit of Banach algebras. A Fre´chet algebra is a locally convex algebra whose under-
lying space is a Fre´chet space. We do not insist that a Fre´chet algebra is m-convex,
as some authors do.
Now suppose R is a unital, commutative locally convex algebra. By a locally
convex R-module, we mean a spaceM ∈ LCTVS equipped with a jointly continuous
R-module structure. Such a module action induces a continuous linear map µ :
R⊗̂M → M . All such modules will be assumed to be unital in the sense that
1 · m = m for all m ∈ M . Given two locally convex R-modules M and N , we
topologize HomR(M,N) as a subspace of HomC(M,N). When N = R, we obtain
the topological R-linear dual of M
M⋆ := HomR(M,R).
We shall use the notationM⋆ to distinguish from M∗, which will always mean the
usual C-linear topological dual space.
We shall need to take topological tensor products over an algebra different from
C. The basic facts we need are below, but a more detailed exposition can be found
in [11, Chapter II]. Suppose R is a unital commutative locally convex algebra and let
M and N be locally convex R-modules. The (completed) projective tensor product
over R of M and N , denoted M⊗̂RN , is a locally convex R-module together with
a jointly continuous R-bilinear map ι : M × N → M⊗̂RN which is universal in
the sense that any jointly continuous R-bilinear map B from M ×N into a locally
convex R-module P induces a unique continuous R-linear map B̂ : M⊗̂RN → P
such that the diagram
M ×N
ι //
B
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
M⊗̂RN
B̂

P
commutes. The moduleM⊗̂RN can be constructed as the completion of (M⊗̂CN)/K,
where K is the closure of the subspace spanned by elements of the form
(r ·m)⊗ n−m⊗ (r · n), r ∈ R,m ∈M,n ∈ N.
Any two continuous R-linear maps F : M1 → N1 and G : M2 → N2 induce a
continuous R-linear map
F ⊗G :M1⊗̂RN1 →M2⊗̂RN2
in the usual way. From the construction, we see that if M and N are Banach (resp.
Fre´chet) modules, then M⊗̂RN is a Banach (resp. Fre´chet) module.
A locally convex R-algebra is a locally convexR-module A equipped with a jointly
continuous associative R-linear productm, so thatm induces a continuous R-linear
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map
m : A⊗̂RA→ A.
A locally convex R-module is free if it is isomorphic to R⊗̂CX for some X ∈
LCTVS. Here the R-module action is induced by
r · (s⊗ x) = rs⊗ x.
The free module R⊗̂X has the universal property that any continuous C-linear map
F˜ from X into a locally convex R-module M induces a unique continuous R-linear
map F : R⊗̂X →M such that the diagram
X
ι //
F˜
""
❊
❊
❊
❊
❊
❊
❊
❊
❊
R⊗̂X
F

M
commutes. Here, ι(x) = 1⊗ x and F is given by
F (r ⊗ x) = r · F˜ (x).
This establishes a linear isomorphism
HomR(R⊗̂X,M) ∼= Hom(X,M).
Proposition 2.1. If X and R are Fre´chet spaces, one of which is nuclear, then
the linear isomorphism
HomR(R⊗̂X,M) ∼= Hom(X,M)
is a topological isomorphism.
Proof. The linear isomorphisms
Φ : Hom(X,M)→ HomR(R⊗̂X,M), Ψ : HomR(R⊗̂X,M)→ Hom(X,M)
are given by
Φ(F ) = µ(1⊗ F ), Ψ(G)(x) = G(1⊗ x),
where µ : R⊗̂M →M is the module action. Continuity of Ψ follows from the fact
that if B ⊂ X is bounded, then 1⊗B ⊂ R⊗̂X is bounded.
The continuity of Φ is more subtle. The map Φ factors as
Φ : Hom(X,M)
Φ1 // HomR(R⊗̂X,R⊗̂M)
Φ2 // HomR(R⊗̂X,M),
where Φ1(F ) = 1⊗F and Φ2 is composition with the module action µ. Continuity
of Φ2 follows from continuity of µ. To show that Φ1 is continuous, we need to relate
the bounded subsets of R⊗̂X to the bounded subsets of R and X . This is related
to the difficult “proble`me des topologies” of Grothendieck [10]. If either R or X
are nuclear, then for every bounded subset D ⊂ R⊗̂X , there are bounded subsets
A ⊂ R, B ⊂ X such that D is contained in the closed convex hull of
A⊗B = {r ⊗ x | r ∈ A, x ∈ B},
see [13, Theorem 21.5.8]. Continuity of Φ1 follows from this fact. 
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Proposition 2.2. Given X,Y ∈ LCTVS,
(R⊗̂CX)⊗̂R(R⊗̂CY ) ∼= R⊗̂C(X⊗̂CY )
as locally convex R-modules via the correspondence
(r1 ⊗ x)⊗ (r2 ⊗ y)←→ r1r2 ⊗ (x⊗ y).
This can be proved using the universal properties of both modules. This shows
that the projective tensor product of free modules is free.
Proposition 2.3. Let R be a nuclear Fre´chet algebra. Given a Fre´chet space X
and a closed subspace Y ⊂ X,
(R⊗̂X)/(R⊗̂Y ) ∼= R⊗̂(X/Y )
as Fre´chet R-modules via the correspondence
[r ⊗ x]←→ r ⊗ [x].
Proof. Nuclearity of R implies that R⊗̂Y is a closed subspace of R⊗̂X [22, Propo-
sition 43.7]. Since all spaces are Fre´chet, all quotients appearing are complete.
One then induces mutually inverse isomorphisms using the universal properties of
completed projective tensor products and quotients. 
By a locally convex cochain complex, we mean a collection of spaces {Cn}n∈Z
in LCTVS and continuous linear maps {dn : Cn → Cn+1}n∈Z such that d
n+1 ◦
dn = 0. We’ll use the notation Zn(C) = ker dn for cocycles and Bn(C) = im dn−1
for coboundaries. The cohomology is Hn(C) = Zn(C)/Bn(C), which may not be
Hausdorff or complete. We will often drop the superscript n on the coboundary
map. By turning the arrows around, we obtain the definition of a locally convex
chain complex.
If each Cn is a locally convex R-module and the coboundary maps are R-linear,
then C• is a locally convex cochain complex of R-modules. In this case, the coho-
mology spaces are R-modules.
2.2. Hochschild and cyclic homology for locally convex algebras. A good
reference for Hochschild and cyclic homology is [17].
Let R be a unital commutative locally convex algebra and let A be a (possibly
nonunital) locally convex R-algebra. The main examples for us will be R = C and
R = C∞(J), the smooth functions on a real interval J . All homology theories that
follow are the continuous versions of the usual R-linear algebraic theories, in that
they take into account the topology of the algebra A.
Recall that the unitization of the algebra A is the algebra
A+ = A⊕R
with multiplication
(a1, r1)(a2, r2) = (a1a2 + r2 · a1 + r1 · a2, r1r2).
Then A+ is a unital locally convex R-algebra with unit (0, 1), which contains A as
a closed ideal. We can, and will, form the unitization in the case where A is already
unital. We shall let e ∈ A+ denote the unit of A+, to avoid possible confusion with
the original unit of A, if it exists.
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2.2.1. Hochschild cochains. Let Ck(A,A) denote the space of all jointly continuous
k-multilinear (over R) maps D : A×k → A. The coboundary map δ : Ck(A,A) →
Ck+1(A,A) is given by
δD(a1, . . . , ak+1) = D(a1, . . . , ak)ak+1 + (−1)
k+1a1D(a2, . . . , ak+1)
+
k∑
j=1
(−1)k−j+1D(a1, . . . , aj−1, ajaj+1, aj+2, . . . , ak),
and satisfies δ2 = 0. The cohomology of (C•(A,A), δ) is the Hochschild cohomology
of A (with coefficients in A), and is denoted by H•(A,A). If we wish to emphasize
the ground ring R, we shall write H•R(A,A).
There is much additional structure on C•(A,A), including a cup product and
a Lie bracket, called the Gerstenhaber bracket. The shifted complex g•(A) :=
C•+1(A,A) is a differential graded Lie algebra under the Gerstenhaber bracket [7].
This gives the cohomology H•+1(A,A) the structure of a graded Lie algebra.
2.2.2. Hochschild homology. For n ≥ 0, the space of Hochschild n-chains is defined
to be
Cn(A) =
{
A, n = 0
A+⊗̂RA
⊗̂Rn, n ≥ 1
The boundary map b : Cn(A)→ Cn−1(A) is given on elementary tensors by
b(a0 ⊗ . . .⊗ an) =
n−1∑
j=0
(−1)ja0 ⊗ . . .⊗ aj−1 ⊗ ajaj+1 ⊗ aj+2 ⊗ . . .⊗ an
+ (−1)nana0 ⊗ a1 ⊗ . . .⊗ an−1.
More rigorously, b is induced by the functoriality of the projective tensor product
⊗̂R using the continuous multiplication map m : A⊗̂RA→ A. This shows that b is
continuous. Associativity of m implies that b2 = 0. The homology of the complex
(C•(A), b) is called the Hochschild homology of A (with coefficients in A+) and shall
be denoted HH•(A) or HH
R
• (A) if we wish to emphasize R.
2.2.3. Cyclic homology. We only introduce the periodic cyclic theory. Let
Ceven(A) =
∞∏
n=0
C2n(A), Codd(A) =
∞∏
n=0
C2n+1(A),
with the product topologies. Consider the operator B : Cn(A) → Cn+1(A) given
on elementary tensors by
B(a0 ⊗ . . .⊗ an) =
n∑
j=0
(−1)jne⊗ aj ⊗ . . . an ⊗ a0 ⊗ . . .⊗ aj−1
if a0 ∈ A, and
B(e ⊗ a1 ⊗ . . .⊗ an) = 0.
Then it is immediate that B2 = 0. Moreover, one can check that
bB +Bb = 0.
Extend the operators b and B to the periodic cyclic complex
Cper(A) = Ceven(A)⊕ Codd(A).
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This is a Z/2-graded complex
Ceven(A)
b+B
// Codd(A)
b+B
oo
with differential b+B. The homology groups of this complex are called the even and
odd periodic cyclic homology groups of A, and are denoted HP0(A) and HP1(A)
respectively. As before, we will write HPR• (A) if we wish to emphasize the ground
ring R.
2.2.4. Dual cohomology theories. To obtain periodic cyclic cohomology, we dualize
the previous notions. Let
Cn(A) = Cn(A)
⋆ = HomR(Cn(A), R)
be the topological R-linear dual module of Cn(A) with the topology of uniform
convergence on bounded subsets. The maps
b : Cn(A)→ Cn+1(A), B : Cn(A)→ Cn−1(A)
are induced by duality, and are given explicitly by
bϕ(a0, . . . , an) =
n−1∑
j=0
(−1)jϕ(a0, . . . aj−1, ajaj+1, aj+2, . . . , an)
+ (−1)nϕ(ana0, a1, . . . , an−1),
and
Bϕ(a0, . . . , an−1) =
n−1∑
j=0
(−1)j(n−1)ϕ(e, aj , . . . , an−1, a0, . . . aj−1), a0 ∈ A,
Bϕ(e, a1, . . . , an−1) = 0.
The cohomology of (C•(A), b) is called the Hochschild cohomology of A (with co-
efficients in A⋆ = HomR(A,R)) and will be denoted by HH
•(A). The periodic
cyclic cochain complex is Cper(A) = Ceven(A) ⊕ Codd(A), where
Ceven(A) =
∞⊕
n=0
C2n(A), Codd(A) =
∞⊕
n=0
C2n+1(A).
Then Cper(A) is a Z/2-graded complex with differential b+B, and its cohomology
groups are the even and odd periodic cyclic cohomology of A, denoted HP 0(A) and
HP 1(A) respectively.
Since Cper(A) ∼= Cper(A)
⋆, there is a canonical pairing
〈·, ·〉 : Cper(A) × Cper(A)→ R
which descends to a bilinear map
〈·, ·〉 : HP •(A)×HP•(A)→ R.
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2.2.5. Chern character. We shall review some basic facts about the Chern character
in periodic cyclic homology, see [17, Ch. 8] for a more detailed account.
Let A be an arbitrary algebra over the ground ring R. Given an idempotent
P ∈ A, P 2 = P , define the element chP ∈ Ceven(A) given by (chP )0 = P and for
n ≥ 1,
(chP )2n = (−1)
n (2n)!
n!
(P⊗(2n+1) −
1
2
e⊗ P⊗(2n)).
One can verify directly that b(chP2(n+1)) = −B(chP2n), so that (b+B) chP = 0.
More generally, we can define chP ∈ Ceven(A) when P is an idempotent in
the matrix algebra MN (A) ∼= MN(C) ⊗ A. Consider the generalized trace T :
C•(MN (A))→ C•(A) defined by
T ((u0 ⊗ a0)⊗ . . .⊗ (un ⊗ an)) = tr(u0 . . . un)a0 ⊗ . . .⊗ an,
where tr :MN(C)→ C is the ordinary trace. As shown in [17, Ch. 1], T is a chain
homotopy equivalence, and so induces an isomorphism HP•(MN (A)) ∼= HP•(A).
So define chP ∈ Ceven(A) to be the image of chP ∈ Ceven(MN (A)) under the map
T . In this way, we build a homomorphism
ch : K0(A)→ HP0(A), ch[P ] = [chP ],
where K0(A) denotes the algebraic K-theory group of A, and [P ] is the K-theory
class of an idempotent P ∈MN(A).
Given an invertible U ∈ A, there is a cycle chU ∈ Codd(A) given by
(chU)2n+1 = (−1)
nn!U−1 ⊗ U ⊗ U−1 ⊗ . . .⊗ U−1 ⊗ U.
Then, one can check that (b + B) chU = 0. As in the case of idempotents, define
chU ∈ Codd(A) for any invertible U ∈ MN (A) by composing with T . In this way,
we build a homomorphism
ch : K1(A)→ HP1(A), ch[U ] = [chU ],
where K1(A) denotes the algebraic K-theory group of A.
There are pairings
HP 0(A)×K0(A)→ R, HP
1(A) ×K1(A)→ R
given by
〈[ϕ], [P ]〉 = 〈[ϕ], [chP ]〉, 〈[ϕ], [U ]〉 = 〈[ϕ], [chU ]〉
for an idempotent P ∈MN (A) and an invertible U ∈MN (A).
2.2.6. Noncommutative geometry dictionary. In the case where A = C∞(M), the
algebra of smooth functions on a closed manifold M with its usual Fre´chet topol-
ogy, the above homology groups have geometric interpretations. The Hochschild
cohomologyH•(A,A) is the graded space of multivector fields onM . The cup prod-
uct corresponds to the wedge product of multivector fields, and the Gerstenhaber
bracket corresponds to the Schouten-Nijenhuis bracket. The Hochschild homology
HH•(A) is the space of differential forms on M . The differential B descends to a
differential on HH•(A), and this can be identified with the de Rham differential
d up to a constant. The even (respectively odd) periodic cyclic homology can be
identified with the direct sum of the even (respectively odd) de Rham cohomology
groups. In a dual fashion, the Hochschild cohomology HH•(A) is the space of de
Rham currents and the periodic cyclic cohomology can be identified with de Rham
homology. For more details, see [3].
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When passing to an arbitrary, not necessarily commutative, algebra A, we could
view H•(A,A) and HH•(A) as spaces of noncommutative multivector fields and
differential forms respectively. However, these spaces have a tendency to be badly
behaved. For example, they may be too small or non-Hausdorff. Instead, we shall
work with the chain complexes C•(A,A) and C•(A), and view their elements as
(generalized) noncommutative multivector fields and differential forms respectively.
Just as multivector fields act on differential forms by Lie derivative and contraction
operations, there are Lie derivative and contraction operations
L, ι : C•(A,A)→ End(C•(A))
for any algebra A, which we shall review in the next section.
2.3. Operations on the cyclic complex. The Cartan homotopy formula that
follows was first observed by Rinehart in [20] in the case whereD is a derivation, and
later in full generality by Getzler in [9], see also [23], [18]. An elegant and conceptual
proof of the Cartan homotopy formula can be found in [16]. Our conventions vary
slightly from [9], and are like those in [23].
To simplify the notation of what follows, the elementary tensor a0⊗a1⊗. . .⊗an ∈
Cn(A) will be written as (a0, a1, . . . , an). All operators that are defined in this
section are given algebraically on elementary tensors, and extend to continuous
linear operators on the corresponding projective tensor products.
All commutators of operators that follow are graded commutators. That is, if S
and T are homogenous operators of degree |S| and |T |, then
[S, T ] = ST − (−1)|S||T |TS.
2.3.1. Lie derivatives, contractions, and the Cartan homotopy formula. Given a
Hochschild cochain D ∈ Ck(A,A), the Lie derivative along D is the operator LD ∈
End(C•(A)) of degree 1− k given by
LD(a0, . . . , an)
=
n−k+1∑
i=0
(−1)i(k−1)(a0, . . . , D(ai, . . . , ai+k−1), . . . , an)
+
k−1∑
i=1
(−1)in(D(an−i+1, . . . , an, a0, . . . , ak−1−i), ak−i, . . . , an−i).
In the case D ∈ C1(A,A), the above formula is just
LD(a0, . . . , an) =
n∑
i=0
(a0, . . . ai−1, D(ai), ai+1, . . . , an).
To be completely precise in the above formulas, we are identifying Ck(A,A) as a
subspace of Hom((A+)
⊗̂Rk, A) by extending by zero, so that
D(a1, . . . , ak) = 0, if ai = e for some i.
The one exception, where we do not wish to extend by zero, is for the multiplication
map m of the unitization A+. Here, the formula for Lm still gives a well-defined
operator on C•(A), and Lm = b.
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Proposition 2.4. If D,E ∈ C•(A,A), then
[LD, LE ] = L[D,E], [b, LD] = LδD, [B,LD] = 0.
So C−•(A) and Cper(A) are differential graded modules over the differential
graded Lie algebra g•(A). In particular, the graded Lie algebra H•+1(A,A) acts
via Lie derivatives on both the Hochschild homology HH−•(A) and the periodic
cyclic homology HP•(A).
Given a k-cochain D ∈ Ck(A,A), the contraction with D is the operator ιD ∈
End(C•(A)) of degree −k given by
ιD(a0, . . . , an) = (−1)
k−1(a0D(a1, . . . , ak), ak+1, . . . , an).
Proposition 2.5. For any D ∈ C•(A,A), [b, ιD] = −ιδD.
Although ιD interacts well with b, it does not with the differential B, and needs
to be adjusted for the cyclic complex. Given D ∈ Ck(A,A), let SD denote the
operator on C•(A) of degree 2− k given by
SD(a0, . . . , an) =
n−k+1∑
i=1
n−i−k+1∑
j=0
(−1)i(k−1)+j(n−k+1)
(e, an−j+1, . . . , an, a0, . . . , ai−1, D(ai, . . . , ai+k−1), ai+k . . . , an−j),
if a0 ∈ A and
SD(e, a1, . . . , an) = 0.
The sum is over all cyclic permutations with D appearing to the right of a0. Given
D ∈ C•(A,A), the cyclic contraction with D is the operator
ID = ιD + SD.
Theorem 2.6 (Cartan homotopy formula). For any D ∈ C•(A,A),
[b+B, ID] = LD − IδD.
Theorem 2.6 implies that the Lie derivative along a Hochschild cocycle D ∈
C•(A,A) is continuously chain homotopic to zero in the periodic cyclic complex.
Thus, the action of H•+1(A,A) on HP•(A) by Lie derivatives is zero.
The results of this section can be summarized in another way. Consider the
endomorphism complex EndR(Cper(A)) whose coboundary map is given by the
graded commutator with b +B. Let
Op(A) = HomR
(
g•(A),EndR(Cper(A))
)
,
and let ∂ denote the boundary map in Op(A). Given Φ ∈ Op(A) and D ∈ g•(A),
we shall write ΦD := Φ(D). So
(∂Φ)D = [b+B,ΦD]− (−1)
|Φ|ΦδD.
Note that the Lie derivative L and the cyclic contraction I are elements of Op(A)
of even and odd degrees respectively. Theorem 2.6 is exactly the statement
∂I = L.
So it follows from this that ∂L = 0, i.e.
[b+B,LD] = LδD,
as in Proposition 2.4.
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Example 2.7. Consider a nonnegatively graded algebra A =
⊕∞
n=0An. Let D :
A → A be the algebra derivation defined by D(a) = n · a for all a ∈ An. The
complex Cper(A) decomposes into eigenspaces for LD, depending on the total degree
of a tensor. However, LD acts by zero on HP•(A) by Theorem 2.6. Thus the
nontrivial part of the homology is contained entirely in the 0-eigenspace for LD,
which coincides with Cper(A0). In this way, we see the inclusion A0 → A induces
an isomorphism HP•(A0) ∼= HP•(A).
3. C∞(J)-modules
Let J ⊆ R be a nonempty open interval, which will serve as a parameter space.
Loosely speaking, our general approach to deformation theory is as follows: given
a family of objects {Et}t∈J that depend smoothly on t, we form a bundle E over J
whose fiber at t is Et. The object of interest is then the space of smooth sections
of the bundle E. If each Et has an underlying vector space structure (for example,
if we are dealing with algebras, chain complexes, Lie algebras, etc), then the space
of smooth sections is a C∞(J)-module. In what follows, the vector spaces are in
LCTVS, so we will deal with locally convex C∞(J)-modules. The space of sections
will generally inherit new structure by considering any additional structure {Et}t∈J
had fiberwise.
Let X ∈ LCTVS and consider the space C∞(J,X) of infinitely differentiable
functions on J with values in X . By a differentiable function f : J → X , we mean
that the usual limit
lim
h→0
f(t+ h)− f(t)
h
exists in the topology on X for all t ∈ J . We equip C∞(J,X) with its usual
topology of uniform convergence of functions and all their derivatives on compact
subsets of J . We shall write C∞(J) = C∞(J,C), which is a nuclear Fre´chet algebra
under this topology. Notice C∞(J,X) is a locally convex module over C∞(J) using
pointwise scalar multiplication. Since X is complete,
C∞(J,X) ∼= C∞(J)⊗̂X,
see e.g. [22, Theorem 44.1]. In other words, C∞(J,X) is a free locally convex
C∞(J)-module. If X is a Fre´chet space, then C∞(J,X) is a Fre´chet space.
The space C∞(J,X) is equipped with continuous linear “evaluation maps”
ǫt : C
∞(J,X)→ X
for each t ∈ J given by ǫt(x) = x(t).
There are several notions for what is meant by saying a collection
{Ft : X → Y }t∈J
of continuous linear maps depends smoothly on t. We consider one of the strongest.
Definition 3.1. Given X,Y ∈ LCTVS, a smooth family of continuous linear maps
from X to Y is a collection of continuous linear maps {Ft : X → Y }t∈J with the
property that there exists a continuous linear map F˜ : X → C∞(J, Y ) such that
Ft = ǫt ◦ F˜ for all t ∈ J .
From the universal property of free modules, we see that such a smooth family
induces a continuous C∞(J)-linear map F : C∞(J,X)→ C∞(J, Y ) given by
F (x)(t) = Ft(x(t)), x ∈ C
∞(J,X).
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Conversely, all continuous C∞(J)-linear maps between free C∞(J)-modules are
induced by a smooth family of continuous linear maps.
Given a smooth family {Ft : X → Y }t∈J of continuous linear maps, it is neces-
sary that the map
t 7→ Ft(x)
is smooth for each x ∈ X . Under the technical assumption that X is barreled
(Fre´chet spaces are examples of barreled spaces), this is also sufficient. The Banach-
Steinhaus theorem (uniform boundedness principle) [22, Theorem 33.1] is the main
advantage of considering barreled spaces.
Proposition 3.2. If X is barreled, then {Ft : X → Y }t∈J is a smooth family of
continuous linear maps if and only if the map
t 7→ Ft(x)
is smooth for every x ∈ X.
Proof. Suppose t 7→ Ft(x) is smooth for each x ∈ X , and let F
(n)
t (x) denote the
n-th derivative of this map. The linear map F
(n)
t : X → X is in fact continuous for
each t. Using induction, this follows from the Banach-Steinhaus theorem because
F
(n)
t (x) is a pointwise limit of continuous linear maps by its very definition.
We must show that the map F˜ : X → C∞(J, Y ) defined by
F˜ (x)(t) = Ft(x)
is continuous. Our assumption certainly implies that the map t 7→ F
(n)
t (x) is
continuous. Thus, for any compact K ⊂ J , any n, and any x ∈ X , the set
{F
(n)
t (x) | t ∈ K}
is compact in Y , hence bounded. By the Banach-Steinhaus theorem, the set {F
(n)
t :
X → Y }t∈K is equicontinuous. Thus for any continuous seminorm q on Y , there
exists a continuous seminorm p on X such that
q(F
(n)
t (x)) ≤ p(x), ∀x ∈ X, ∀t ∈ K.
Consequently,
sup
t∈K
q(F
(n)
t (x)) ≤ p(x), ∀x ∈ X.
The expression on the left, which depends on K,n, and q, is one of the defining
seminorms of C∞(J, Y ) applied to F˜ (x). The topology of C∞(J, Y ) is generated
by all such seminorms as K,n, and q vary. This shows that F˜ is continuous. 
One can also view a collection {Ft : X → Y }t∈J as a map F : J → Hom(X,Y ).
Proposition 3.3. Consider a collection {Ft : X → Y }t∈J of continuous linear
maps and the corresponding map F : J → Hom(X,Y ).
(1) If {Ft}t∈J is a smooth family, then F : J → Hom(X,Y ) is a smooth curve.
(2) If the curve F : J → Hom(X,Y ) is smooth, then F : J → Homσ(X,Y ) is
smooth (with respect to the topology of pointwise convergence).
(3) If X is barreled and the curve F : J → Homσ(X,Y ) is smooth, then {Ft}t∈J
is a smooth family.
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Proof. The second statement is trivial and the third is a restatement of Proposition
3.2. For the first statement, we shall prove F is differentiable, and the proof that
F is n times differentiable follows by replacing F with F (n−1). Fix t ∈ J , ǫ > 0,
and a continuous seminorm q on Y . By continuity of F˜ , there is a seminorm p on
X such that
sup
u∈[t−ǫ,t+ǫ]
q(F ′′u (x)) ≤ p(x), ∀x ∈ X.
From Taylor’s formula
Ft+h(x) = Ft(x) + F
′
t (x)h+
∫ t+h
t
F ′′u (x)(t+ h− u)du,
we see
q
(
Ft+h(x) − Ft(x)
h
− F ′t (x)
)
≤ sup
u∈[t,t+h]
q(F ′′u (x))
h
2
≤ p(x)
h
2
for |h| < ǫ. Given a bounded subset A ⊂ X , consider the seminorm on Hom(X,Y )
qA(G) = sup
x∈A
q(G(x)), ∀G ∈ Hom(X,Y ).
Then we have shown
qA
(
Ft+h − Ft
h
− F ′t
)
≤ CA
h
2
,
where CA = supx∈A p(x) <∞. Since the right side goes to 0 as h→ 0, this proves
d
dt
Ft = F
′
t in the topology of Hom(X,Y ). 
Corollary 3.4. Let X be a Banach space and let {Ft : X → X}t∈J be a smooth
family of continuous linear maps such that each Ft is bijective. Then {F
−1
t }t∈J is a
smooth family as well. Consequently, the map F : C∞(J,X)→ C∞(J,X) induced
by {Ft}t∈J is a topological isomorphism of C
∞(J)-modules.
Proof. That each F−1t is continuous follows from the open mapping theorem. It
is well-known that the inversion map on the set of invertibles of the Banach al-
gebra Hom(X,X) is differentiable. If we view {Ft}t∈J as a differentiable path in
Hom(X,X), then it follows from the chain rule that the path corresponding to
{F−1t }t∈J is differentiable. From Proposition 3.3, {F
−1
t }t∈J is a smooth family.
The induced endomorphism of C∞(J,X) is clearly inverse to F . 
We’ve described three different meanings for maps {Ft : X → Y }t∈J to depend
smoothly on t. The corresponding inclusions
HomC∞(J) (C
∞(J,X), C∞(J, Y ))→ C∞ (J,Hom(X,Y ))→ C∞ (J,Homσ(X,Y ))
are continuous. They are linear, but not necessarily topological, isomorphisms when
X is barreled.
Proposition 3.5. The canonical map
HomC∞(J) (C
∞(J,X), C∞(J, Y ))→ C∞ (J,Hom(X,Y ))
is a topological isomorphism if either
(1) X and Y are Banach spaces, or
(2) X is a nuclear Fre´chet space and Y ∈ LCTVS.
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Proof. If X and Y are Banach spaces, then we claim that the domain and codomain
are both Fre´chet spaces. Then the result follows from the open mapping theorem.
Since Hom(X,Y ) is a Banach space, C∞ (J,Hom(X,Y )) is a Fre´chet space. Propo-
sition 2.1 gives a topological isomorphism
HomC∞(J) (C
∞(J,X), C∞(J, Y )) ∼= Hom(X,C∞(J, Y )) ,
and the topology of the latter is generated by a countable family of seminorms.
If X is a nuclear Fre´chet space, then there is a topological isomorphism
X∗⊗̂Z ∼= Hom(X,Z)
for any Z ∈ LCTVS, see [22, Proposition 50.5]. Using this and Proposition 2.1, we
have topological isomorphisms
HomC∞(J) (C
∞(J,X), C∞(J, Y )) ∼= Hom(X,C∞(J, Y ))
∼= X∗⊗̂C∞(J)⊗̂Y
∼= C∞(J)⊗̂Hom(X,Y )
∼= C∞ (J,Hom(X,Y )) .

An important case to consider is when Y = C. Recall that M⋆ denotes the
topological C∞(J)-linear dual of a C∞(J)-module M .
Corollary 3.6. If X is either a Banach space or a nuclear Fre´chet space, then
C∞(J,X)⋆ ∼= C∞(J,X∗).
4. Connections and parallel translation
4.1. Connections. Since we are only dealing with one-parameter deformations,
we shall only treat connections on C∞(J)-modules where the interval J represents
the parameter space. As there is only one direction to differentiate in, a connection
is determined by its covariant derivative. In what follows, we shall identify the two
notions, and will commonly refer to covariant differential operators as connections.
Definition 4.1. A connection on a locally convexC∞(J)-moduleM is a continuous
C-linear map ∇ :M →M such that
∇(f ·m) = f ′ ·m+ f · ∇m
for all f ∈ C∞(J) and m ∈M .
It is immediate from this Leibniz rule that the difference of two connections is
a continuous C∞(J)-linear map. Further, given any connection ∇ and continuous
C∞(J)-linear map F : M → M , the operator ∇ − F is also a connection. So if
the space of connections is nonempty, then it is an affine space parametrized by
the space EndC∞(J)(M) of continuous C
∞(J)-linear endomorphisms. Since the
operator d
dt
is an example of a connection on a free module C∞(J,X), we obtain
the following classification.
Proposition 4.2. If ∇ is a connection on C∞(J,X), where X ∈ LCTVS, then
∇ =
d
dt
− F,
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for some continuous C∞(J)-linear map F : C∞(J,X)→ C∞(J,X).
An element in the kernel of a connection ∇ will be called a parallel section for ∇.
Suppose M and N are two locally convex C∞(J)-modules with connections ∇M
and∇N respectively. We shall say that a continuous C
∞(J)-linear map F :M → N
is parallel if F ◦ ∇M = ∇N ◦ F . A parallel map sends parallel sections to parallel
sections.
Proposition 4.3. Given locally convex C∞(J)-modules M and N with connections
∇M and ∇N ,
(i) the operator ∇M ⊗ 1 + 1⊗∇N is a connection on M⊗̂C∞(J)N .
(ii) the operator ∇⋆M on M
⋆ = HomC∞(J)(M,C
∞(J)) given by
(∇⋆Mϕ)(m) =
d
dt
ϕ(m)− ϕ(∇Mm)
is a connection.
The definition of ∇⋆M ensures that the canonical pairing
〈·, ·〉 :M⋆ ⊗C∞(J)M → C
∞(J)
is a parallel map, where we consider the ground ring C∞(J) with the connection
d
dt
. That is,
d
dt
〈ϕ,m〉 = 〈∇M∗ϕ,m〉+ 〈ϕ,∇Mm〉.
4.2. Parallel translation in free modules. Let X ∈ LCTVS and let M =
C∞(J,X) be the corresponding free module.
Definition 4.4. A connection ∇ on M is integrable if there is a parallel isomor-
phism
F : (M,∇)→
(
C∞(J,X),
d
dt
)
of locally convex C∞(J)-modules.
We shall express this condition in terms of parallel translation. We will think
of M as sections of the trivial bundle whose fiber over t ∈ J is Mt ∼= X . Parallel
translation relies on the existence and uniqueness of a solution m ∈M to the initial
value problem
∇m = 0, m(s) = x
for any given s ∈ J and x ∈Ms. In this case, the parallel translation operator
P∇s,t :Ms →Mt
is the linear map defined by P∇s,t(x) = m(t), where m is the unique solution to the
above initial value problem. Evidently, P∇s,t is a linear isomorphism with inverse
P∇t,s.
Theorem 4.5. A connection ∇ on M = C∞(J,X) is integrable if and only if the
following two conditions hold:
(i) For every s ∈ J and x ∈Ms, there is a unique m ∈M such that
∇m = 0, m(s) = x.
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(ii) The linear map P∇ : X → C∞(J × J,X) given by
P∇(x)(s, t) = P∇s,t(x)
is well-defined and continuous.
Proof. Notice that the connection d
dt
on C∞(J,X) satisfies both conditions. More-
over, both conditions are preserved by parallel isomorphism. So an integrable
connection ∇ satisfies (i) and (ii).
Conversely, suppose ∇ satisfies (i) and (ii) and fix a value s ∈ J . By condition
(ii), the linear maps
F˜ : X → C∞(J,Ms), F˜ (x)(t) = P
∇
t,s(x)
G˜ : Ms →M, G˜(x)(t) = P
∇
s,t(x)
are continuous, and induce mutually inverse C∞(J)-linear isomorphisms
F :M → C∞(J,Ms), G : C
∞(J,Ms)→M
by the universal property of free modules. We’ll show that
G :
(
C∞(J,Ms),
d
dt
)
→ (M,∇)
is parallel. By C∞(J)-linearity, the Leibniz rule, and continuity, it suffices to check
G ◦
d
dt
= ∇ ◦G
for elements of the form 1 ⊗ x ∈ C∞(J)⊗̂Ms. But this follows immediately by
definition of parallel translation. That F = G−1 is parallel follows automatically.

The second condition in the theorem can be weakened if X is barreled.
Theorem 4.6. If X ∈ LCTVS is barreled, then a connection ∇ on M = C∞(J,X)
is integrable if and only if the following two conditions hold:
(i) For every s ∈ J and x ∈Ms, there is a unique m ∈M such that
∇m = 0, m(s) = x.
(ii) Each P∇s,t : Ms → Mt is continuous, and for each fixed x ∈ X, the map
(s, t) 7→ P∇s,t(x) is smooth (i.e. all mixed partial derivatives exist).
Proof. Mimic the proof of Proposition 3.2 to show that
P∇ : X → C∞(J × J,X), P∇(x)(s, t) = P∇s,t(x)
is continuous. 
Essentially, an integrable connection ∇ is one for which we can parallel translate,
and moreover the parallel translation operators P∇s,t are isomorphisms of topological
vector spaces that depend smoothly on both parameters s and t.
Now suppose X,Y ∈ LCTVS and M = C∞(J,X) and N = C∞(J, Y ). Suppose
F : M → N is a continuous C∞(J)-linear map and {Ft : Mt → Nt}t∈J is the
corresponding smooth family of continuous linear maps.
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Proposition 4.7. In the above situation, if F :M → N is parallel with respect to
integrable connections on M and N , then the diagram
Ms
Fs //
P
∇M
s,t

Ns
P
∇N
s,t

Mt
Ft
// Nt
commutes for all t, s ∈ J .
Proof. Given x ∈ Ms, let m ∈ M be the unique ∇M -parallel section through x.
Then F (m) is the unique ∇N -parallel section through F (m)(s) = Fs(x). Conse-
quently,
P∇Ns,t (Fs(x)) = F (m)(t) = Ft(m(t)) = Ft(P
∇M
s,t (x)).

If N has the trivial connection d
dt
, we obtain the following.
Corollary 4.8. Given any integrable connection ∇ on M and parallel isomorphism
F : (M,∇)→
(
C∞(J,X),
d
dt
)
,
then P∇s,t = F
−1
t ◦ Fs :Ms →Mt.
Proposition 4.9. (1) If ∇M and ∇N are integrable connections on M and N ,
then ∇⊗̂ := ∇M ⊗ 1 + 1⊗∇n is integrable on M⊗̂C∞(J)N , and
P
∇
⊗̂
s,t = P
∇M
s,t ⊗ P
∇N
s,t :Ms⊗̂Ns →Mt⊗̂Nt.
(2) If X is either a Banach space or a nuclear Fre´chet space, andM = C∞(J,X)
has an integrable connection ∇M , then the dual connection ∇
⋆
M is integrable
on M⋆ = C∞(J,X∗) (see Corollary 3.6 for this identification), and
P
∇⋆
M
s,t =
(
P∇t,s
)∗
:M∗s →M
∗
t .
Proof. Given parallel isomorphisms
F : (M,∇M )→
(
C∞(J,X),
d
dt
)
, G : (N,∇N )→
(
C∞(J, Y ),
d
dt
)
,
we obtain a parallel isomorphism
F ⊗G :
(
M⊗̂C∞(J)N,∇⊗̂
)
→
(
C∞(J,X)⊗̂C∞(J)C
∞(J, Y ),
d
dt
⊗ 1 + 1⊗
d
dt
)
∼=
(
C∞(J,X⊗̂Y ),
d
dt
)
,
which shows ∇⊗̂ is integrable. In a similar way, we obtain a parallel isomorphism
(F−1)⋆ : (M⋆,∇⋆M )→
(
C∞(J,X∗),
d
dt
)
because the dual connection of d
dt
on C∞(J,X) identifies with d
dt
on C∞(J,X∗)
under the isomorphism of Corollary 3.6. The parallel translation formulas follow
from Corollary 4.8. 
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Let us consider the problem of parallel translation for a connection ∇ on M =
C∞(J,X). Recall by Proposition 4.2 that ∇ = d
dt
−F for some continuous C∞(J)-
linear map F : C∞(J,X)→ C∞(J,X). Let {Ft : X → X}t∈J be the corresponding
smooth family of continuous linear maps. To parallel translate, we must solve the
first order linear ODE
x′(t) = Ft(x(t)), x(s) = x0
given s ∈ J and x0 ∈ X . By the fundamental theorem of calculus (which is valid
for functions with values in X ∈ LCTVS), any solution satisfies
x(t) = x(s) +
∫ t
s
x′(u)du = x0 +
∫ t
s
Fu(x(u))du.
Applying the fundamental theorem inductively, we obtain
x(t) = x0 +
N∑
n=1
∫ t
s
∫ u1
s
. . .
∫ un−1
s
(Fu1 ◦ . . . ◦ Fun)(x0)dun . . . du1
+
∫ t
s
∫ u1
s
. . .
∫ uN
s
(Fu1 ◦ . . . ◦ FuN+1)(x(uN+1))duN+1duN . . . du1.
for any N . If the last term can be shown to converge to 0 in C∞(J,X) as N →∞,
then any solution x(t) has the form
x(t) = x0 +
∞∑
n=1
∫ t
s
∫ u1
s
. . .
∫ un−1
s
(Fu1 ◦ . . . ◦ Fun)(x0)dun . . . du1.
This gives uniqueness of solutions. If this series can be shown to converge, we
obtain existence of solutions. It is straightforward to show both of these in the case
where X is a Banach space. The fundamental theorem of calculus ensures that
the solution depends smoothly on both t and s. These are well-known results from
the theory of first order linear ODE’s on a Banach space, which we restate in our
language.
Theorem 4.10. If X is a Banach space, then every connection on C∞(J,X) is
integrable.
Notice that if ∇ has constant coefficients, i.e. Ft doesn’t depend on t, then the
solution takes the well-known form
x(t) =
∞∑
n=0
(t− s)n
n!
Fn(x0) = exp((t− s)F )(x0).
Once we start considering other classes of locally convex vector spaces, e.g.
Fre´chet spaces, the existence and uniqueness theorem for solutions to linear ODE’s
is false. One cannot guarantee that the above series defining the solution will
converge.
Another situation in which we can get control of this series is when F has nilpo-
tence properties. We’ll call F nilpotent (with respect to d
dt
) if there is an integer n
such that
Fu1 ◦ . . . ◦ Fun = 0, ∀u1, . . . , un ∈ J.
In this case, the above series becomes a finite sum, and we see that the connection
∇ = d
dt
− F is integrable.
Let’s generalize the above discussion to perturbations ∇ − F of an integrable
connection ∇.
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Theorem 4.11 (Fundamental theorem of calculus). If ∇ is an integrable connec-
tion on C∞(J,X), then
x(t) = P∇s,t(x(s)) +
∫ t
s
P∇u,t ((∇x)(u)) du
for any x ∈ C∞(J,X) and s, t ∈ J .
Proof. Fix s ∈ J and view everything as a function of t (so that ∇ differentiates
with respect to t). Using the fact that (∇ ◦ Pu,t)(y(u)) = 0 for any u or y, we see
that applying ∇ to the right hand side gives (∇x)(t). Thus the two sides differ by a
∇-parallel section, which must be 0 because the two sides are equal when t = s. 
By repeatedly applying this fundamental theorem of calculus, we see that solu-
tions to
(∇− F )x = 0, x(s) = x0
take the form
x(t) = P∇s,t(x0) +
∞∑
n=1
∫ t
s
∫ u1
s
. . .
∫ un−1
s
(P∇u1,t ◦ Fu1 ◦ P
∇
u2,u1
◦ Fu2 ◦ . . . ◦ P
∇
un,un−1
◦ Fun ◦ P
∇
s,un
)(x0)dun . . . du1,
provided the series converges. So we shall say that F is nilpotent (with respect to
∇) if there is an integer n such that
Fu1 ◦ P
∇
u2,u1
◦ Fu2 ◦ . . . ◦ P
∇
un,un−1
◦ Fun = 0, ∀u1, . . . un ∈ J.
Thus a nilpotent perturbation ∇−F of an integrable connection is integrable. We
are interested in a special case of this. We record it here, though it shall be used
in a subsequent paper.
Proposition 4.12. Suppose ∇ is an integrable connection on C∞(J,X), and F is
a C∞(J)-linear endomorphism of C∞(J,X) such that [∇, F ] = 0 and FN = 0 for
some integer N . Then ∇− F is integrable and
P∇−Fs,t =
N−1∑
n=0
(t− s)n
n!
Fnt ◦ P
∇
s,t.
Proof. By assumption, F is parallel with respect to ∇. Using Proposition 4.7, we
have
P∇u1,t ◦ Fu1 ◦ P
∇
u2,u1
◦ Fu2 ◦ . . . ◦ P
∇
un,un−1
◦ Fun ◦ P
∇
s,un
= Fnt ◦ P
∇
s,t.
It follows that F is nilpotent with respect to ∇, so ∇− F is integrable. From the
explicit series solution, we see
P∇−Fs,t (x0) = P
∇
s,t(x0) +
N−1∑
n=1
∫ t
s
∫ u1
s
. . .
∫ un−1
s
Fnt (P
∇
s,t(x0))dun . . . du1
=
N−1∑
n=0
(t− s)n
n!
Fnt (P
∇
s,t(x0)).

In other words, if x is the ∇-parallel section through x0 over s ∈ J , then exp((t−
s)F )(x) is the (∇− F )-parallel section through x0.
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5. Smooth deformations
5.1. Deformations of algebras. Let X ∈ LCTVS and let J denote an open
interval of real numbers.
Definition 5.1. A smooth one-parameter deformation of algebras is a smooth fam-
ily of continuous linear maps {mt : X⊗̂X → X}t∈J for which eachmt is associative.
So for each t ∈ J , we have a locally convex algebra At := (X,mt) whose under-
lying space is X . Consider the continuous C∞(J)-linear map
m : C∞(J,X⊗̂X)→ C∞(J,X)
associated to the smooth family {mt}t∈J . Letting AJ = C
∞(J,X), then m can be
viewed as a map
m : AJ ⊗̂C∞(J)AJ → AJ
using Proposition 2.2. Associativity of m follows from associativity of the family
{mt}. Thus AJ is a locally convex C
∞(J)-algebra, which we shall refer to as the
algebra of sections of the deformation {At}t∈J . Explicitly, the multiplication in AJ
is given by
(a1a2)(t) = mt(a1(t), a2(t))
for all a1, a2 ∈ AJ . Note that the evaluation maps ǫt : AJ → At are algebra
homomorphisms.
Proposition 5.2. Associating to a deformation its algebra of sections gives a one-
to-one correspondence between smooth one-parameter deformations over J with un-
derlying space X and locally convex C∞(J)-algebra structures on C∞(J,X).
If X is Fre´chet, then our definition of a smooth deformation is equivalent to
a smooth path in Hom(X⊗̂X,X) whose image lies in the set of associative prod-
ucts, by Proposition 3.3. The following is a useful criterion for checking that the
deformation is smooth in this case.
Proposition 5.3. If X is a Fre´chet space, then a set of continuous associative
multiplications {mt : X⊗̂X → X}t∈J is a smooth one-parameter deformation if
and only if the map
t 7→ mt(x1, x2)
is smooth for each fixed x1, x2 ∈ X.
Proof. If {mt}t∈J is a smooth one-parameter deformation, then it is immediate
that t 7→ mt(x1, x2) is smooth for all x1, x2 ∈ X .
Conversely, if t 7→ mt(x1, x2) is smooth for each fixed x1, x2 ∈ X , then the map
m : X ×X → C∞(J,X)
given by
m(x1, x2)(t) = mt(x1, x2)
is separately continuous by Proposition 3.2. Since X is Fre´chet, it follows that m
is jointly continuous and so induces a continuous linear map
m : X⊗̂X → C∞(J,X).
This shows that {mt}t∈J is a smooth family of continuous linear maps. 
Definition 5.4. A morphism between the deformations {At}t∈J and {Bt}t∈J is a
continuous C∞(J)-linear algebra homomorphism F : AJ → BJ .
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Thus a morphism is equivalent to a family {Ft : At → Bt}t∈J of continuous
algebra homomorphisms which vary smoothly in the sense of Definition 3.1. When
X is Fre´chet, the smoothness can be checked using Proposition 3.2.
A deformation is called constant if the products {mt} do not depend on t. A
deformation is called trivial if it is isomorphic to a constant deformation. Thus
{At}t∈J is trivial if and only if there is a locally convex algebra B such that AJ ∼=
C∞(J,B) as algebras. We can characterize triviality of a smooth deformation of
algebras in terms of connections.
Proposition 5.5. The deformation {At}t∈J is trivial if and only if AJ admits an
integrable connection that is a derivation with respect to the algebra structure. In
this case, the parallel translation maps P∇s,t : As → At are isomorphisms of locally
convex algebras.
Proof. Notice that d
dt
is an integrable connection and a derivation on a constant
deformation. If {At}t∈J is trivial and F : AJ → BJ is a C
∞(J)-linear algebra
isomorphism with the algebra of sections of a constant deformation, then ∇ =
F−1 d
dt
F is a connection and a derivation on AJ , and ∇ is integrable because
F : (AJ ,∇)→
(
BJ ,
d
dt
)
is a parallel isomorphism.
Conversely, suppose AJ has an integrable connection ∇ that is a derivation.
That ∇ is a derivation is equivalent to the multiplication map
m : (AJ ⊗̂C∞(J)AJ ,∇⊗ 1 + 1⊗∇)→ (AJ ,∇)
being a parallel map. Combining Proposition 4.7 with Corollary 4.8, we see that
each P∇s,t : As → At is an algebra isomorphism. Fixing an s ∈ J , it follows that
{P∇s,t : As → At}t∈J
is an isomorphism between the constant deformation with fiber As and {At}t∈J . 
Thus it is important to determine if a deformation has a connection that is a
derivation. In analogy with the work of Gerstenhaber on formal deformations [8],
the obstruction to this is cohomological.
Given any connection ∇ on the algebra of sections AJ , define the bilinear map
E by
∇(a1a2) = ∇(a1)a2 + a1∇(a2)− E(a1, a2).
So E is the defect of ∇ from being a derivation, and in fact E = δ∇, where δ is
the Hochschild coboundary. It follows that δE = 0. Using the Leibniz rule for
∇, one can check that E is a C∞(J)-bilinear map. So E defines a cohomology
class [E] ∈ H2
C∞(J)(AJ , AJ). Notice that ∇ is only C-linear and not C
∞(J)-linear.
Thus, we may have [E] 6= 0.
Proposition 5.6. The cohomology class [E] ∈ H2
C∞(J)(AJ , AJ) is independent of
the choice of connection. Moreover, [E] = 0 if and only if AJ possesses a connection
that is a derivation.
Proof. Let ∇ and ∇′ be two connections with corresponding cocycles E and E′.
Since ∇′ = ∇− F for some F ∈ C1
C∞(J)(AJ , AJ ), we have
E′ = δ(∇− F ) = E − δF,
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which shows that [E] = [E′].
If∇ is a connection that is a derivation, then E = δ∇ = 0. Conversely, if∇ is any
connection on AJ and [E] = 0, then E = δF for some F ∈ C
1
C∞(J)(AJ , AJ ). Hence
δ(∇− F ) = 0, which shows that ∇− F is a connection that is a derivation. 
From this, we see that the cohomology class [E] provides an obstruction to
the triviality of a deformation. Even if this obstruction vanishes, there is still an
analytic obstruction in that the corresponding connection may not be integrable.
These two issues are common to the smooth deformation theory of other types of
structures as well, e.g. cochain complexes (see below) or A∞-algebras [26].
5.2. Deformations of cochain complexes. By a smooth one-parameter defor-
mation of cochain complexes, we mean a collection {Xn}n∈Z of spaces in LCTVS
together with a smooth family of continuous linear maps {dnt : X
n → Xn+1}t∈J
for each n such that dn+1t ◦ d
n
t = 0 for all t ∈ J . (By turning the arrows around,
we could just as well talk about deformations of chain complexes.) For each t ∈ J ,
we have a locally convex cochain complex
(C•t , dt) :=
(
. . .
dt // Xn−1
dt // Xn
dt // Xn+1
dt // . . .
)
built on the same underlying family of spaces. Let CnJ = C
∞(J,Xn) and let d :
CnJ → C
n−1
J be the continuous C
∞(J)-linear map associated to the smooth family
{dt}t∈J . We obtain a chain complex
(C•J , d) :=
(
. . .
d // Cn−1J
d // CnJ
d // Cn+1J
d // . . .
)
of locally convex C∞(J)-modules. We’ll call C•J the complex of sections of the
deformation. The cohomology H•(CJ ) is a C
∞(J)-module, and the evaluation
chain maps ǫt : C
•
J → C
•
t induce maps on cohomology
(ǫt)∗ : H
•(CJ )→ H
•(Ct).
By a morphism of two deformations, we mean a continuous C∞(J)-linear (de-
gree 0) chain map between their respective complexes of sections. We’ll call a
deformation trivial if it is isomorphic to a constant deformation.
Proposition 5.7. Suppose (C•, d) is a cochain complex of Fre´chet spaces such that
the cohomology H•(C) is Hausdorff. Let C•J = C
∞(J, C•) be the complex of sections
of the constant deformation with fiber C•. Then
H•(CJ) ∼= C
∞ (J,H•(C))
as locally convex C∞(J)-modules.
Proof. Notice that requiring Hn(C) = Zn(C)/Bn(C) to be Hausdorff is equivalent
to requiring the space of coboundaries Bn(C) to be closed. In this case, both Bn(C)
and Hn(C) are Fre´chet spaces for all n.
Notice that Zn(CJ) = C
∞(J, Zn(C)), but a priori we only have Bn(CJ) ⊆
C∞(J,Bn(C)). However, since d : Cn → Bn+1(C) is a surjection of Fre´chet spaces,
it follows from [22, Proposition 43.9] that
1⊗ d : C∞(J)⊗̂Cn → C∞(J)⊗̂Bn+1(C)
is surjective as well. That is, Bn(CJ) = C
∞(J,Bn(C)) for all n. Thus,
Hn(CJ ) = Z
n(CJ )/B
n(CJ) = C
∞(J, Zn(C))/C∞(J,Bn(C)) ∼= C∞(J,Hn(C)),
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where the last isomorphism is from Proposition 2.3.

Example 5.8. If {At}t∈J is a smooth deformation of algebras, then {(Cper(At), bt+
B)}t∈J is a smooth deformation of chain complexes. Notice that the Hochschild
boundary bt depends on the multiplication of At, whereas the operator B does
not. Since the completed projective tensor product commutes with direct products
[13, Theorem 15.4.1], the complex of sections of {Cper(At)}t∈J is naturally identified
with the periodic cyclic complex C
C∞(J)
per (AJ ). One can also consider the complexes
associated to the various other homology/cohomology theories discussed above.
As in the algebra case, we can characterize triviality of a deformation of chain
complexes in terms of connections. The proofs here are analogous those in the
algebra case.
Proposition 5.9. A smooth deformation of cochain complexes {C•t }t∈J is trivial
if and only if the complex of sections C•J admits an integrable connection that is a
chain map. For such a connection ∇, the parallel translation map P∇s,t : C
•
s → C
•
t is
an isomorphism of locally convex cochain complexes for all s, t ∈ J . In particular,
the parallel translation maps induce isomorphisms
(P∇s,t)∗ : H
•(Cs)→ H
•(Ct).
The obstruction to the existence of such a connection is again cohomological.
Let ∇ be any connection on C•J , and consider the map
G = [d,∇] : C•J → C
•+1
J ,
which is the defect of d from being a ∇-parallel map (equivalently, the defect of ∇
from being a chain map). It follows that G is C∞(J)-linear and [d,G] = 0, so G is
a cocycle in the endomorphism complex EndC∞(J)(CJ).
Proposition 5.10. The cohomology class [G] ∈ H1(EndC∞(J)(CJ)) is independent
of the choice of connection ∇. Moreover, [G] = 0 if and only if C•J admits a
connection that is a chain map.
Suppose C•J is equipped with a connection ∇ that is a chain map. Our main
goal is to identify the cohomology groups H•(Cs) ∼= H
•(Ct) of different fibers via
parallel translation. By Proposition 5.9, this happens when ∇ is integrable. In this
case, the cochain complexes themselves are fiberwise isomorphic, and this may be
too strong of a condition to be useful in practice.
As ∇ is a chain map, it induces a connection ∇∗ on the C
∞(J)-module H•(CJ).
The homology module may not be free, complete, or even Hausdorff, so we should
be careful about what we mean by integrability of ∇∗. Nonetheless, it makes sense
to inquire about the existence and uniqueness of a solution [c] ∈ H•(CJ) to the
cohomological differential equation
∇∗[c] = 0, [c(s)] = [c0]
with initial value [c0] ∈ H
•(Cs). Having this is enough to construct parallel trans-
lation operators
P∇∗s,t : H
•(Cs)→ H
•(Ct),
which are linear isomorphisms. Additionally, if the map [c0] 7→ [c] is continuous,
then P∇∗s,t is continuous, hence an isomorphism of topological vector spaces.
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6. Some rigidity results
The results in this section are largely not original. Most are stated, with slight
variations, in [5], where they are proved using the homological perturbation lemma.
We give different proofs using our methods in the setting of smooth deformations.
We’ll call a locally convex algebraA (smoothly) rigid if every smooth deformation
{At}t∈J with A0 = A is trivial on some interval J
′ ⊂ J containing 0. Similarly, we
can define rigidity of a cochain complex. Our main tool for proving rigidity results
in the setting of Banach spaces is the following lemma.
Lemma 6.1. Let {(C•t , dt)}t∈J be a smooth deformation of cochain complexes of
Banach spaces, and suppose the complex C•0 has a continuous linear contracting
homotopy in degree n
Cn−10
d0 // Cn0
h
oo
d0 // Cn+10 ,
h
oo d0h+ hd0 = 1.
Then there is a subinterval J ′ = (−ǫ, ǫ) such that
Zn(CJ′) ∼= C
∞(J ′, Zn(C0)), B
n(CJ′) ∼= C
∞(J ′, Bn(C0)), H
n(CJ′) = 0.
Proof. By assumption, there are split short exact sequences
0 // Zn−1(C0) // C
n−1
0
d0 // Bn(C0)
h
oo // 0,
0 // Zn(C0) // C
n
0
d0 // Bn+1(C0)
h
oo // 0,
and Bn(C0) = Z
n(C0). So the cocycles are complemented in the space of cochains,
that is, there are closed subspaces Wn−1 = h(Bn(C0)) and W
n = h(Bn+1(C0)) for
which
Cn−10 = Z
n−1(C0)⊕W
n−1, Cn0 = Z
n(C0)⊕W
n.
Let π : Cn0 → Z
n(C0) = B
n(C0) be the projection. Then π induces a continuous
C∞(J)-linear map π : CnJ → C
∞(J, Zn(C0)), which restricts to the maps
π : Zn(CJ )→ C
∞(J, Zn(C0)), π : B
n(CJ )→ C
∞(J,Bn(C0)).
We claim these are topological isomorphisms for a small enough interval J ′ con-
taining 0. We’ll prove this by showing π is injective on cocycles and surjective on
coboundaries. The results then follow from the commutative diagram
Bn(CJ′)


//
π

Zn(CJ′)
π

C∞(J ′, Bn(C0)) C
∞(J ′, Zn(C0))
and the open mapping theorem.
Consider the family of maps π ◦ dt restricted to W
n−1. When t = 0,
π ◦ d0 : W
n−1 → Bn(C0)
is a topological isomorphism of Banach spaces. So there is some ǫ > 0 for which
π ◦dt :W
n−1 → Bn(C0) is a topological isomorphism for all t ∈ J
′ := (−ǫ, ǫ). From
Corollary 3.4, the induced C∞(J ′)-linear map
π ◦ d : C∞(J ′,Wn−1)→ C∞(J ′, Bn(C0))
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is an isomorphism, and in particular it is surjective. It follows that π : Bn(CJ′)→
C∞(J ′, Bn(C0)) is surjective.
Now consider the map d0 :W
n → Bn+1(C0), which is a topological isomorphism
of Banach spaces. In particular it is bounded below, so that
‖d0(w)‖ ≥ C‖w‖, ∀w ∈ W
n
for some constant C > 0. Since t 7→ dt is norm continuous, the maps dt : W
n →
Cn+1t are bounded below for t in a small enough interval J
′. In particular they are
injective. Let’s show π : Zn(Ct) → Z
n(C0) is injective for all t ∈ J
′. Consider an
element z ∈ Zn(Ct). As vector spaces, C
n
t = C
n
0 = Z
n(C0)⊕W
n, so we can write
z = z0 + w, z0 ∈ Z
n(C0), w ∈W
n.
If z ∈ kerπ, then z0 = 0. Since z ∈ Z
n(Ct), we have 0 = dt(z) = dt(w). Since dt is
injective, w = 0 and so z = 0. This shows π : Zn(Ct) → Z
n(C0) is injective for all
t ∈ J ′, and consequently π : Zn(CJ′)→ C
∞(J ′, Zn(C0)) is injective. 
A variation of the following theorem was first proved in [19] using a certain
“inverse function theorem”.
Theorem 6.2. Let A be a Banach algebra whose Hochschild cochain complex has
a continuous linear contracting homotopy in degree 2
C1(A,A)
δ // C2(A,A)
h
oo
δ // C3(A,A),
h
oo δh+ hδ = 1,
so that H2(A,A) = 0. Then A is rigid.
Proof. Given a smooth deformation {At}t∈J with A0 = A, consider the deformation
of cochain complexes {C•(At, At)}t∈J . Using Proposition 3.5, its complex of sec-
tions naturally identifies with the Hochschild complex C•
C∞(J)(AJ , AJ ). By Lemma
6.1, H2
C∞(J′)(AJ′ , AJ′) = 0 for some subinterval J
′ ⊂ J containing 0. So AJ′ has a
connection that is a derivation, and it is integrable because the underlying space is
a Banach space. This shows {At}t∈J′ is trivial. 
Of course when A is finite dimensional, then such a contracting homotopy will
exist whenever H2(A,A) = 0. As an example, a finite direct sum A of matrix
algebras satisfies H2(A,A) = 0. Thus, all finite dimensional C∗-algebras are rigid,
as associative algebras. For a general Banach algebra with H2(A,A) = 0, we will
need to assume the existence of the homotopy h. One can possibly circumvent this
by considering nonlinear homotopy operators as in [5].
Theorem 6.3. Let (C•, d) be a contractible cochain complex of Banach spaces that
is bounded above and below in degree. Then the complex (C•, d) is rigid.
Proof. Let h : C• → C•−1 be a continuous contracting homotopy. Then the endo-
morphism complex End(C) is contractible, with homotopy
H : End(C)• → End(C)•−1, H(F ) = h ◦ F.
Suppose {(C•t , dt)}t∈J is a smooth deformation with C
•
0 = C
•. The complexes
{End(Ct)}t∈J form a smooth deformation of cochain complexes whose complex of
sections is identified with EndC∞(J)(CJ) by Proposition 3.5. Our assumption that
the degree is bounded guarantees that End(Ct) is a Banach space. By Lemma
6.1, H1(EndC∞(J′)(CJ′)) = 0 for some subinterval J
′. From Proposition 5.10, the
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module C•J′ admits a connection that is a chain map. Since we are working with
Banach spaces, the connection is integrable and so {C•t }t∈J′ is trivial by Proposition
5.9. 
Next we consider an application to homological perturbation theory. We recall
the construction of the mapping cone. Given a chain map
f : (C•, dC)→ (D
•, dD)
between cochain complexes, the mapping cone complex (C•f , ∂) is defined by
C•f = C
•+1 ⊕D•, ∂ =
[
−dC 0
f dD
]
.
If C•f is contractible, then it is easy to see that f is a chain homotopy equivalence.
Indeed, one can extract the homotopy inverse as well as the homotopy operators
from the contracting homotopy of C•f . The converse is true as well [1].
Theorem 6.4. Suppose {Ct}t∈J and {Dt}t∈J are smooth deformations of bounded
cochain complexes of Banach spaces, and {ft : Ct → Dt}t∈J is a smooth family
of continuous chain maps. If f0 is a chain homotopy equivalence, then there is a
subinterval J ′ ⊂ J containing 0 such that ft is a chain homotopy equivalence for all
t ∈ J ′. Moreover, the homotopy inverse and the homotopy operators can be chosen
to depend smoothly on t.
Proof. By assumption, the mapping cone C•f0 is contractible, and so it is rigid
by Theorem 6.3. Thus, the deformation {C•ft}t∈J′ is trivial for some subinterval
J ′ ⊂ J . So its complex of sections is isomorphic to C∞(J ′, Cf0), which has a
C∞(J ′)-linear contracting homotopy. Thus each C•ft is contractible in a way that
depends smoothly on t. 
7. The Gauss-Manin connection
7.1. Gauss-Manin connection in periodic cyclic homology. In this section,
we’ll construct Getzler’s Gauss-Manin connection in our setting of smooth deforma-
tions. Let AJ denote the algebra of sections of a smooth one-parameter deformation
of locally convex algebras {At}t∈J . Unless specified otherwise, all chain groups and
homology groups associated to AJ that follow are over the ground ring C
∞(J).
Consider the deformation of chain complexes {(Cper(At), bt+B)}t∈J . As in Ex-
ample 5.8, we can identify its complex of sections with (Cper(AJ ), b+B).We would
like to show, under favorable circumstances, that this deformation of complexes is
trivial at the level of homology. To that end, we’d like to construct a connection on
Cper(AJ ) that is a chain map. As described in Proposition 5.10, this is a problem
in cohomology. To start, let ∇ be any connection on AJ , and let E = δ∇ as in
Proposition 5.6. We extend ∇ to the unitization (AJ )+ (over C
∞(J)) by ∇e = 0,
and then to Cn(AJ ) using Proposition 4.3. Then ∇ extends to a connection on the
periodic cyclic complex Cper(AJ ), which is given by the Lie derivative L∇. From
Proposition 5.10, Cper(AJ ) has a connection that is a chain map if and only if the
class of
G := [b+B,L∇] = LE
vanishes in H1(End(Cper(AJ ))), i.e. LE is chain homotopic to zero via a C
∞(J)-
linear homotopy operator. But the Cartan Homotopy formula
[b +B, IE ] = LE
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of Theorem 2.6 implies exactly this. Notice that E is C∞(J)-linear, so IE is a
C∞(J)-linear endomorphism of Cper(AJ ). We conclude that the Gauss-Manin con-
nection
∇GM = L∇ − IE
is a connection on Cper(A) and a chain map. Amazingly, the cohomological obstruc-
tion to the existence of such a connection vanishes for any deformation {At}t∈J .
Proposition 7.1. The Gauss-Manin connection ∇GM commutes with the differen-
tial b+B and hence induces a connection on the C∞(J)-module HP•(AJ ). More-
over, the induced connection on HP•(AJ ) is independent of the choice of connection
∇ on AJ .
Proof. We have already established the first claim. For another connection ∇′, let
∇′GM = L∇′ − IE′
be the corresponding Gauss-Manin connection. Then
∇′ −∇ = F, E′ − E = δF
for some C∞(J)-linear map F : AJ → AJ . Thus,
∇′GM −∇GM = LF − IδF = [b+B, IF ],
by Theorem 2.6. We conclude that the Gauss-Manin connection is unique up to
continuous C∞(J)-linear chain homotopy. 
Corollary 7.2. If A admits a connection ∇ which is also a derivation, then the
Gauss-Manin connection on HP•(A) is given by
∇GM [ω] = [L∇ω].
As a trivial example, we see that the Gauss-Manin connection associated to a
constant deformation is just the usual differentiation d
dt
.
The Gauss-Manin connection is a canonical choice of a connection on HP•(AJ ).
It is natural in the sense that morphisms of deformations induce parallel maps at
the level of periodic cyclic homology.
Proposition 7.3 (Naturality of ∇GM ). Let AJ and BJ denote the algebras of
sections of two deformations over the same parameter space J , and let F : AJ → BJ
be a morphism of deformations. Then the following diagram commutes.
HP•(AJ )
F∗
//
∇GM

HP•(BJ )
∇GM

HP•(AJ )
F∗
// HP•(BJ )
Proof. Let ∇A and ∇B denote connections on AJ and BJ with respective cocycles
EA and EB, and let F∗ : Cper(AJ )→ Cper(BJ ) be the induced map of complexes.
For
h = F∗I∇A − I∇BF∗,
we have
[b+B, h] = F∗[b+B, I∇A ]− [b+B, I∇B ]F∗
= F∗(L∇A − IEA)− (L∇B − IEB )F∗
= F∗∇
A
GM −∇
B
GMF∗.
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This shows that the diagram commutes up to continuous chain homotopy. The
problem is that I∇A and I∇B are not well-defined operators on the complexes
Cper(AJ ) and Cper(BJ) respectively (over C
∞(J)), because ∇A and ∇B are not
C∞(J)-linear operators. However, one can show that thanks to the Leibniz rule, h
descends to a map of quotient complexes such that the following diagram
CCper(AJ )
h //
π

CCper(BJ)
π

C
C∞(J)
per (AJ )
h¯ // C
C∞(J)
per (BJ )
commutes, and consequently [b+B, h¯] = F∗∇
A
GM −∇
B
GMF∗ as desired. 
As a simple application of Proposition 7.3, we get a proof of the differentiable ho-
motopy invariance property of periodic cyclic homology by considering morphisms
between constant deformations.
Corollary 7.4 (Homotopy Invariance). Let A and B be locally convex algebras and
let {Ft : A→ B}t∈J be a smooth family of algebra maps. Then the induced map
(Ft)∗ : HP•(A)→ HP•(B)
is independent of t.
Proof. Let AJ = C
∞(J,A) and BJ = C
∞(J,B) be the algebras of sections cor-
responding to the constant deformations over J with fiber A and B respectively.
Then {Ft : A → B}t∈J is a morphism between these constant deformations. Let
F : AJ → BJ be the induced C
∞(J)-linear algebra map
F (a)(t) = Ft(a(t)).
Using the canonical connection d
dt
on both AJ , we see that∇GM is given by
d
dt
under
the identification Cper(AJ) ∼= C
∞(J,CCper(A)), and similarly for B. Given a cycle
ω ∈ CCper(A), we view it as a “constant” cycle in Cper(AJ ), and then Proposition 7.3
implies that [
d
dt
Ft(ω)
]
=
[
Ft
(
dω
dt
)]
= 0
in HP (BJ ). So there is η ∈ C
∞(J,CCper(B)) such that
d
dt
Ft(ω) = (b +B)(η(t)).
But, by the fundamental theorem of calculus,
Ft(ω)− Fs(ω) =
∫ t
s
(b+B)(η(u))du = (b+ B)
(∫ t
s
η(u)du
)
for any s, t ∈ J . Hence [Ft(ω)] = [Fs(ω)] in HP•(B). 
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7.2. Dual Gauss-Manin connection. We define ∇GM on Cper(AJ ) to be the
dual connection of ∇GM as in Proposition 4.3. In terms of the canonical pairing,
〈∇GMϕ, ω〉 =
d
dt
〈ϕ, ω〉 − 〈ϕ,∇GMω〉.
It is straightforward to verify that ∇GM commutes with b+B and therefore induces
a connection on HP •(AJ ). The connections ∇GM and ∇
GM satisfy
d
dt
〈[ϕ], [ω]〉 = 〈∇GM [ϕ], [ω]〉+ 〈[ϕ],∇GM [ω]〉,
for all [ϕ] ∈ HP •(AJ ) and [ω] ∈ HP•(AJ ).
7.3. Interaction with the Chern character. The algebra AJ can be viewed as
an algebra over C or C∞(J), and there is a surjective morphism of complexes
π : CCper(AJ )→ C
C∞(J)
per (AJ ).
Proposition 7.5. If ω ∈ C
C∞(J)
per (AJ ) is a cycle that lifts to a cycle ω˜ ∈ C
C
per(AJ ),
then ∇GM [ω] = 0 in HP
C∞(J)
• (AJ ).
Proof. Let ∇CGM = L∇ − IE , viewed as a linear operator on C
C
per(AJ ). By Theo-
rem 2.6,
∇CGM = L∇ − Iδ∇ = [b+B, I∇]
and so ∇CGM is the zero operator on HP
C
• (AJ ). Thus, at the level of homology, we
have
∇GM ◦ π = π ◦ ∇
C
GM = 0
where π : HPC• (AJ )→ HP
C∞(J)
• (AJ ) is the map induced by the quotient map. By
hypothesis, [ω] is in the image of π. 
Note that the homotopy used in the previous proof does not imply that ∇GM
is zero on HP
C∞(J)
• (AJ ). The reason is that the operator I∇ is not a well-defined
operator on the quotient complex C
C∞(J)
per (AJ ).
Theorem 7.6. If P ∈MN (AJ ) is an idempotent and U ∈MN (AJ ) is an invertible,
then
∇GM [chP ] = 0, ∇GM [chU ] = 0
in HP•(AJ ).
Proof. This is immediate from the previous proposition because the cycle chP ∈
CCper(AJ ) is a lift of the cycle chP ∈ C
C∞(J)
per (AJ), and similarly for chU . 
Combining this with the identity
d
dt
〈[ϕ], [ω]〉 = 〈∇GM [ϕ], [ω]〉+ 〈[ϕ],∇GM [ω]〉,
we obtain the following differentiation formula for the pairing between K-theory
and periodic cyclic cohomology.
Corollary 7.7. If P ∈ MN (AJ ) is an idempotent and U ∈ MN (AJ ) is an invert-
ible, then
d
dt
〈[ϕ], [P ]〉 = 〈∇GM [ϕ], [P ]〉,
d
dt
〈[ϕ], [U ]〉 = 〈∇GM [ϕ], [U ]〉.
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Remark 7.8. Proposition 7.3 can be used to give another proof that
∇GM [chP ] = 0
when P ∈ AJ is an idempotent. Indeed, an idempotent in AJ is equivalent to a
morphism of deformations
{Ft : C→ At}t∈J
from the constant deformation with fiber C. The induced algebra map
F : C∞(J,C)→ AJ
sends 1 to P . Applying Proposition 7.3, we see
∇GM [chP ] = ∇GMF [ch 1] = F
d
dt
[ch 1] = 0.
7.4. Integrating ∇GM . The very fact that∇GM exists for all smooth one-parameter
deformations implies that the problem of proving ∇GM is integrable cannot be at-
tacked with methods that are too general. Indeed, one cannot expect periodic cyclic
homology to be rigid for all deformations, there are plenty of finite dimensional ex-
amples for which it is not.
Example 7.9. For t ∈ R, let At be the two-dimensional algebra generated by an
element x and the unit 1 subject to the relation x2 = t · 1. Then At ∼= C ⊕ C as
an algebra when t 6= 0, and A0 is the exterior algebra on a one dimensional vector
space. Consequently,
HP0(At) ∼=
{
C⊕ C, t 6= 0
C, t = 0.
A similar result holds for periodic cyclic cohomology HP 0(At).
From the point of view of differential equations, one issue is that the periodic
cyclic complex is never a Banach space. Even in the case where A is a Banach
algebra, e.g. finite dimensional, the chain groups Cn(A) are also Banach spaces,
but the periodic cyclic complex
Cper(A) =
∞∏
n=0
Cn(A)
is a Fre´chet space, as it is a countable product of Banach spaces. The operator
∇GM contains the degree −2 term ιE : Cn(A)→ Cn−2(A). Thus unless E = 0, one
cannot reduce the problem to the individual Banach space factors, as the differential
equations are hopelessly coupled together.
One instance in which∇GM is clearly integrable is when the deformation {At}t∈J
is trivial. Using Proposition 4.9 and Proposition 5.5, we obtain the following.
Proposition 7.10. If AJ has an integrable connection ∇ that is a derivation, then
∇GM = L∇ is integrable on Cper(AJ ), and P
∇GM
s,t : Cper(As) → Cper(At) is the
map of complexes induced by the algebra isomorphism P∇s,t : As → At.
While this is not surprising, it is interesting to note is that if we consider another
connection∇′ onAJ , the corresponding Gauss-Manin connection∇
′
GM on Cper(AJ )
need not be integrable, and in general seems unlikely to be so. However the induced
connection (∇′GM )∗ on HP•(AJ ) is necessarily integrable by the uniqueness of the
Gauss-Manin connection up to chain homotopy.
SMOOTH DEFORMATIONS AND THE GAUSS-MANIN CONNECTION 33
As proving integrability of ∇GM at the level of the complex Cper(AJ ) is both
too difficult and, in some cases, too strong of a result, our general approach will
be to find a different complex that computes HP•(AJ ) equipped with a compatible
connection.
8. A rigidity theorem for periodic cyclic cohomology
In this section, we give our main theorem for rigidity of periodic cyclic coho-
mology of certain Banach algebras. We first review the necessary concepts from
homological algebra.
8.1. Homological bidimension. Let A be a (possibly nonunital) Banach algebra,
and let Ae = A+⊗̂A
op
+ be its topological enveloping algebra. The algebra A
e is
designed so that there is a one-to-one correspondence between locally convex A-
bimodules and locally convex unital left Ae-modules. Here, we shall only discuss
modules whose underlying space is a Banach space. The continuous Hochschild
cohomology of A with coefficients in a Banach A-bimodule M is defined as
H•(A,M) := Ext•Ae(A+,M).
See [11] for a discussion of derived functors in the context of locally convex algebras
and modules. When A is unital, we do not have to be careful with unitizations, as
H•(A,M) = Ext•
A⊗̂Aop
(A,M).
The Hochschild cohomology H•(A,A) coincides with our previous notation, and
HH•(A) = H•(A,A∗). The bimodule structure on A∗ comes from a general con-
struction: given any A-bimodule M , the topological dual M∗ = Hom(M,C) is an
A-bimodule via
(a · ϕ · b)(m) = ϕ(bma), ∀ϕ ∈M∗.
By considering the topological bar resolution B•(A), which is a projective resolution
of A+ by A
e-modules, we obtain the standard complex
Cn(A,M) = HomAe(Bn(A),M) ∼= Hom(A
⊗̂n,M),
with differential
(δD)(a1, . . . , an+1) = a1D(a2, . . . , an+1) + (−1)
n+1D(a1, . . . , an)an+1
+
n∑
j=1
(−1)jD(a1, . . . , ajaj+1, . . . , an+1),
whose cohomology is H•(A,M), see [11, Section III.4.2].
The homological bidimension of a Banach algebra A is
dbA = inf{n | Hn+1(A,M) = 0 for all Banach A-bimodules M}
and the weak homological bidimension of A is
dbw A = inf{n | H
n+1(A,M∗) = 0 for all Banach A-bimodules M}.
Clearly, dbw A ≤ dbA. It is a fact that if H
n+1(A,M) = 0 (resp. Hn+1(A,M∗) =
0) for all M , then Hm(A,M) = 0 (resp. Hm(A,M∗) = 0) for all M and all
m ≥ n+1 [11, Theorem III.5.4] (resp. [21]). A Banach algebra A is called amenable
if dbw A = 0. As an example, Johnson proved that the convolution algebra L
1(G) of
a locally compact group with respect to Haar measure is amenable if and only if the
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group G is amenable [14, Theorem 2.5]. A Banach algebra A for which dbw A = n
is also called (n+ 1)-amenable.
As in [3], we shall consider the universal differential graded algebra (Ω•A, d)
associated to A. However, we shall use the topological version, constructed using
completed projective tensor products. Explicitly, Ω0A ∼= A = C0(A) and
ΩnA ∼= A+⊗̂A
⊗̂n = Cn(A),
under the identification
a0da1da2 . . . dan ←→ (a0, a1, a2, . . . , an).
Then ΩnA is a Banach A-bimodule with the left action
a · (a0da1 . . . dan) = (aa0)da1 . . . dan.
The right action is determined by the relation
(da1)a2 = d(a1a2)− a1(da2).
The map
d⊗n : A⊗̂n → ΩnA, (a1, . . . , an) 7→ da1 · . . . · dan
is a Hochschild n-cocycle in the standard complex with coefficients in the bimodule
ΩnA. In fact, d⊗n is the universal Hochschild n-cocycle in the sense that any
Hochschild cocycle D : A⊗̂n → M into a Banach A-bimodule factors through a
unique A-bimodule map F : ΩnA→M , determined by
F (da1 . . . dan) = D(a1, . . . , an),
as in [6]. Thus the cohomology class [D] ∈ Hn(A,M) is the image of [d⊗n] under
the map
Hn(A,ΩnA)→ Hn(A,M)
induced by F . It follows that
dbA ≤ n if and only if Hn+1(A,Ωn+1A) = 0.
Let’s now consider cocycles with values in dual Banach modules. Compose the
universal n-cocycle d⊗n with the canonical embedding into the double dual to obtain
an n-cocycle
d⊗n : A⊗̂n → (ΩnA)∗∗.
Given any standard n-cocycle D : A⊗̂n →M∗, consider the bimodule map
F : ΩnA→M∗
induced by the universal property of ΩnA. Define a bimodule map
G :M → (ΩnA)∗, G(m)(ω) = F (ω)(m).
Then the dual map
G∗ : (ΩnA)∗∗ →M∗
is an A-bimodule map that satisfies G∗ ◦ d⊗n = D. It follows that
dbw A ≤ n if and only if H
n+1(A, (Ωn+1A)∗∗) = 0.
Now suppose {At}t∈J is a smooth deformation of Banach algebras and let AJ be
its algebra of sections. One can form the space of abstract n-forms ΩnAJ over the
ground ring C∞(J) by taking the projective tensor products over C∞(J). Notice
that the spaces {ΩnAt}t∈J are all canonically isomorphic as Banach spaces, and
ΩnAJ is isomorphic, as a C
∞(J)-module, to the space of smooth functions from
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J into the underlying Banach space of ΩnAt. There is a universal C
∞(J)-linear
cocycle
d⊗n : A
⊗̂C∞(J)n
J → Ω
nAJ , d
⊗n(a1, . . . , an) = da1 . . . dan.
By Propositions 2.2 and 3.5, the complex
C•C∞(J)(AJ ,Ω
nAJ ) = HomC∞(J)
(
A
⊗̂C∞(J)•
J ,Ω
nAJ
)
is isomorphic to the complex of sections of the deformation {C•(At,Ω
nAt)}t∈J .
Moreover, evaluation at t ∈ J induces a chain map
ǫt : C
•
C∞(J)(AJ ,Ω
nAJ )→ C
•(At,Ω
nAt)
which maps the universal cocycle for AJ to the universal cocycle for At. Thus
if Hn+1
C∞(J)(AJ ,Ω
n+1AJ) = 0, we have H
n+1(At,Ω
n+1At) = 0 for all t ∈ J , and
consequently dbAt ≤ n for all t ∈ J .
We can also consider the C∞(J)-linear double dual module (ΩnAJ )
⋆⋆ and the
cocycle
d⊗n : A
⊗C∞(J)n
J → (Ω
nAJ )
⋆⋆
obtained by composing the universal cocycle with the canonical embedding into
the double dual. Using Proposition 3.5 and Corollary 3.6, the Hochschild complex
C•C∞(J)(AJ , (Ω
nAJ)
⋆⋆) identifies with the complex of sections of the deformation
{C•(At, (Ω
nAt)
∗∗)}t∈J . By considering evaluation at t ∈ J , we see that if [d
⊗n] = 0
in Hn
C∞(J)(AJ , (Ω
nAJ )
⋆⋆), then [d⊗n] = 0 in Hn(At, (Ω
nAt)
∗∗) for all t ∈ J . We
have proved the following proposition.
Proposition 8.1. Let {At}t∈J be a deformation of Banach algebras.
(1) If Hn+1
C∞(J)(AJ ,Ω
nAJ ) = 0, then dbAt ≤ n for all t ∈ J .
(2) If Hn+1
C∞(J)(AJ , (Ω
nAJ )
⋆⋆) = 0, then dbw At ≤ n for all t ∈ J .
Lemma 8.2. Let A be a Banach algebra and M be a Banach A-bimodule.
(1) If dbA ≤ n, then the standard complex C•(A,M) has a contracting homo-
topy in degree n+ 1
Cn(A,M)
δ // Cn+1(A,M)
h
oo
δ // Cn+2(A,M),
h
oo δh+ hδ = 1.
(2) If dbw A ≤ n, then the standard complex C
•(A,M∗) has a contracting
homotopy in degree n+ 1
Cn(A,M∗)
δ // Cn+1(A,M∗)
h
oo
δ // Cn+2(A,M∗),
h
oo δh+ hδ = 1.
Proof. If dbA ≤ n, then A+ has a projective resolution of length n [11, Theorem
III.5.4]. By the “Comparison theorem” [11, Theorem III.2.3], a projective resolution
is unique up to chain homotopy equivalence in the category of complexes of Banach
A-bimodules. By applying the functor HomAe(·,M), it follows that the standard
complex C•(A,M) has the required homotopy.
If dbw A ≤ n, then A+ has a flat resolution of length n [21, Theorem 1], that is, a
resolution by Banach A-bimodules which are flat as left Ae-modules. Since the dual
of a flat module is injective [11, Theorem VII.1.14], it follows thatA∗ has an injective
resolution of length n. Using the Comparison theorem for injective resolutions,
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the dual B•(A)
∗ of the bar resolution has a contracting homotopy in degree n+ 1
consisting of A-bimodule maps. After applying the functor HomAe(M, ·), we see the
complex HomAe(M,B•(A)
∗) has a contracting homotopy in degree n+1. However
there is a natural isomorphism of complexes
HomAe(M,B•(A)
∗) ∼= HomAe(B•(A),M
∗) = C•(A,M∗),
which gives the result, see [11, Proposition III.4.13]. 
Corollary 8.3. Let {At}t∈J be a smooth deformation of Banach algebras. Then
the functions
t 7→ dbAt and t 7→ dbw At
are upper semi-continuous.
Proof. Simply combine the previous two results with Lemma 6.1. 
Example 8.4. Let G be a connected semisimple Lie group with maximal compact
subgroup K. Let g and k denote their respective Lie algebras. In [12], a smooth
deformation {Gt} of Lie groups is constructed in such a way that G0 = g/k ⋊ K
and Gt ∼= G for all t 6= 0. The group G0 is amenable, but G may not be, e.g.
G = SL(2,R). So Corollary 8.3 and Johnson’s theorem imply that there is no
corresponding smooth deformation {L1(Gt)} of Banach algebras.
8.2. Contractions and retractions. When the universal (n + 1)-cocycle is a
coboundary, one can construct a contracting homotopy in the Hochschild complex
in a uniform way. As described in [15], if ϕ : A⊗̂n → Ωn+1A satisfies δϕ = d⊗(n+1),
then
α : ΩkA→ Ωk+1A, α(a0da1 . . . dak) = a0ϕ(a1, . . . , an)dan+1 . . . dak
defines a contracting homotopy of the Hochschild chain complex (C•(A), b) in de-
grees k ≥ n+1. The transpose of α gives a contracting homotopy in degree k ≥ n+1
for the Hochschild cochain complex (C•(A), b).
Khalkhali showed in [15] that if the cocycle d⊗(n+1) : A⊗̂(n+1) → (Ωn+1A)∗∗
is a coboundary, then one can construct a contracting homotopy of (C•(A), b) in
degrees k ≥ n + 1 in a similar way. Given a cochain ϕ : A⊗̂n → (Ωn+1A)∗∗ such
that δϕ = d⊗(n+1), define
α : (Ωk+1A)∗ → (ΩkA)∗, k ≥ n
by
(αf)(a0da1 . . . dak) = [a0 · ϕ(a1, . . . , an)] (fdan+1...dak),
where f ∈ (Ωk+1A)∗ and fdan+1...dak ∈ (Ω
n+1A)∗ is given by
fdan+1...dak(ω) = f(ωdan+1 . . . dak).
Then bα+ αb = 1 in Ck(A) when k ≥ n+ 1.
Given a contracting homotopy α : Ck+1(A) → Ck(A), Khalkhali constructed a
retract of the periodic cyclic cochain complex with only finitely many degrees [15],
which we now describe. Let N be such that α is a contracting homotopy in all
degrees above 2N . Let
Ceven0 (A) =
(
N−1⊕
k=0
C2k(A)
)⊕
ker
{
b : C2N (A)→ C2N+1(A)
}
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and
Codd0 (A) =
N−1⊕
k=0
C2k+1(A).
The Z/2-graded complex Cper0 (A) = C
even
0 (A) ⊕ C
odd
0 (A) has differential b + B.
Then Cper0 (A) is a subcomplex of C
per(A), and in fact is a deformation retract.
That is, there is a chain map R : Cper(A) → Cper0 (A) such that RI = id and IR
is chain homotopic to id, where I : Cper0 (A)→ C
per(A) is the inclusion. Thus, the
cohomology of Cper0 (A) is HP
•(A). The key feature is that Cper0 (A) is a complex of
Banach spaces. We won’t need the explicit form of the retraction R, but we remark
that it depends heavily on the contracting homotopy α.
All of the above can be carried out for the algebra of sections AJ of a smooth
deformation {At}t∈J of Banach algebras, where everything is considered over the
ground ring C∞(J). If ϕ : A⊗̂nJ → Ω
n+1AJ satisfies δϕ = d
⊗(n+1), then
α : ΩkAJ → Ω
k+1AJ , α(a0da1 . . . dak) = a0ϕ(a1, . . . , an)dan+1 . . . dak
defines a contracting homotopy of the Hochschild chain complex (C•(AJ ), b) in
degrees k ≥ n+ 1. Its dual
α⋆ : Ck+1(AJ )→ C
k(AJ )
is a contraction for the Hochschild cochain complex.
If ϕ : A⊗nJ → (Ω
n+1AJ)
⋆⋆, then Khalkhali’s contracting homotopy
α : (Ωk+1AJ )
⋆ → (ΩkAJ )
⋆, k ≥ n
can be defined by the same formula as above
(αf)(a0da1 . . . dak) = [a0 · ϕ(a1, . . . , an)] (fdan+1...dak),
where f ∈ (Ωk+1AJ )
⋆ and fdan+1...dak ∈ (Ω
n+1AJ )
⋆ is given by
fdan+1...dak(ω) = f(ωdan+1 . . . dak).
So bα+αb = 1 in Ck(AJ) for k ≥ n+1. Moreover, given an α which is a contracting
homotopy in degrees above 2N , we can define
Ceven0 (AJ ) =
(
N−1⊕
k=0
C2k(AJ )
)⊕
ker
{
b : C2N (AJ )→ C
2N+1(AJ )
}
and
Codd0 (AJ ) =
N−1⊕
k=0
C2k+1(AJ ).
As in the C-linear case, there is an inclusion I : Cper0 (AJ ) → C
per(AJ) and a
retraction R : Cper(AJ )→ C
per
0 (AJ ) which are C
∞(J)-linear chain maps such that
RI = id and IR is chain homotopic to id. The retraction R is built in the same
way as the C-linear case using the homotopy α.
Definition 8.5. We’ll say that a locally convex algebra A is HP •-rigid if whenever
{At}t∈J is a smooth deformation with A0 = A, then there some subinterval J
′ ⊆ J
containing 0 for which HP •(At) ∼= HP
•(A0) for all t ∈ J
′.
We now give our main application of the Gauss-Manin connection.
Theorem 8.6. Let A be a Banach algebra such that dbw A < ∞. Then A is
HP •-rigid.
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Proof. Let {At}t∈J be a smooth deformation with A0 = A. Suppose dbw A0 = n.
As described above, the Hochschild complex C•C∞(J)(AJ , (Ω
n+1AJ )
⋆⋆) identifies
with the complex of sections of the deformation {C•(At, (Ω
n+1At)
∗∗)}t∈J . From
Lemmas 8.2 and 6.1, Hn+1
C∞(J′)(AJ′ , (Ω
n+1AJ′)
⋆⋆) = 0 for a subinterval J ′ ⊆ J
containing 0. So there is a ϕ : A⊗̂nJ′ → (Ω
n+1AJ′ )
⋆⋆ with δϕ = d⊗(n+1). As
described above, we can construct from this the deformation retract Cper0 (AJ′ ) of
Cper(AJ′) for a suitable N . A priori, the space of cocycles ker{b : C
2N (AJ′ ) →
C2N+1(AJ′)}may not be a free C
∞(J ′)-module. However, the conclusion of Lemma
6.1 guarantees that it is, and moreover Cper0 (AJ′ ) is the complex of sections of
{Cper0 (At)}t∈J′ .
We can now transfer the Gauss-Manin connection to Cper0 (AJ′ ). Let
I : Cper0 (AJ′ )→ C
per(AJ′), R : C
per(AJ′ )→ C
per
0 (AJ′ )
be the inclusion and retraction, which are continuous C∞(J ′)-linear chain maps.
Define ∇˜ = R◦∇GM ◦I on C
per
0 (AJ′). Then ∇˜ is a chain map and it is a connection
because RI = id. Since the underlying space Cper0 (At) is a Banach space, the
connection ∇˜ is integrable, and the result follows from Proposition 5.9. 
Let HE•(A) denote the entire cyclic cohomology of A, see [4]. As Khalkhali
showed, the canonical inclusion HP •(A)→ HE•(A) is an isomorphism for Banach
algebras of finite weak bidimension [15]. We immediately obtain the following.
Corollary 8.7. Let A be a Banach algebra such that dbw A < ∞. Then A is
HE•-rigid.
Example 8.8. We’ll show how our theorem can be used to give a proof of an
instance of a theorem of Block on the cyclic homology of filtered algebras [2]. In
Block’s setting we have an increasing filtration of an algebra A,
F0 ⊂ F1 ⊂ F2 ⊂ . . .
where A =
⋃
n Fn and Fn · Fm ⊂ Fn+m. Letting B = gr(A) be the associated
graded algebra, his result is that if HHn(A) = 0 for all large enough n, then the
inclusion F0 → A induces an isomorphism HP•(F0) ∼= HP•(A). Let’s consider the
situation of a finite filtration of a Banach algebra
F0 ⊂ F1 ⊂ . . . ⊂ FN = A,
and suppose there exist closed subspaces Bk ⊂ A for which each Fn ∼=
⊕n
k=0 Bk
as Banach spaces. Then we can identify the associated graded algebra gr(A) ∼=⊕N
k=0 Bk with A as Banach spaces. The multiplication in gr(A) is such that Bn ·
Bm ⊂ Bn+m. Given a ∈ Bn and b ∈ Bm, the product in the filtered algebra A can
be written as
ab =
n+m∑
k=0
πkn,m(a, b)
for uniquely defined operators
πkn,m : Bn⊗̂Bm → Bn+m−k.
Given t ∈ R, we can define a new associative product mt on A by
mt(a, b) =
n+m∑
k=0
tkπkn,m(a, b), a ∈ Bn, b ∈ Bm.
SMOOTH DEFORMATIONS AND THE GAUSS-MANIN CONNECTION 39
This clearly gives a smooth deformation {At}t∈R of Banach algebras, as the prod-
ucts depend polynomially on t. We have A1 = A, A0 = gr(A), and At ∼= A for all
t 6= 0. If dbw gr(A) < ∞, then the Gauss-Manin connection is integrable for this
deformation, and HP •(A) ∼= HP •(gr(A)). View the inclusions {F0 → At}t∈J as a
morphism of deformations out of the constant deformation. From Proposition 7.3,
this morphism induces a ∇GM -parallel map. Since HP •(gr(A)) → HP •(F0) is an
isomorphism (Example 2.7), it follows thatHP •(A)→ HP •(F0) is an isomorphism.
Notice that Example 7.9 is such a deformation of a filtered algebra A1 into
its associated graded algebra A0. However dbw A0 = ∞, as one can show that
HHn(A0) ∼= C for all n > 0.
References
[1] M. Barr, Acyclic models, CRM Monograph Series, vol. 17, American Mathematical Society,
Providence, RI, 2002. MR1909353 (2003k:18017)
[2] J. L. Block, Cyclic homology of filtered algebras, K-Theory 1 (1987), no. 5, 515–518, DOI
10.1007/BF00536983. MR934456 (89b:18018)
[3] A. Connes, Noncommutative differential geometry, Inst. Hautes E´tudes Sci. Publ. Math. 62
(1985), 257–360. MR823176 (87i:58162)
[4] A. Connes, Entire cyclic cohomology of Banach algebras and characters of θ-summable Fred-
holm modules, K-Theory 1 (1988), no. 6, 519–548, DOI 10.1007/BF00533785. MR953915
(90c:46094)
[5] M. Crainic, On the perturbation lemma, and deformations (2004), eprint.
arXiv: math/0403266v1.
[6] J. Cuntz and D. Quillen, Cyclic homology and nonsingularity, J. Amer. Math. Soc. 8 (1995),
no. 2, 373–442, DOI 10.2307/2152822. MR1303030 (96e:19004)
[7] M. Gerstenhaber, The cohomology structure of an associative ring, Ann. of Math. (2) 78
(1963), 267–288. MR0161898 (28 #5102)
[8] , On the deformation of rings and algebras, Ann. of Math. (2) 79 (1964), 59–103.
MR0171807 (30 #2034)
[9] E. Getzler, Cartan homotopy formulas and the Gauss-Manin connection in cyclic homol-
ogy, Quantum deformations of algebras and their representations (Ramat-Gan, 1991/1992;
Rehovot, 1991/1992), Israel Math. Conf. Proc., vol. 7, Bar-Ilan Univ., Ramat Gan, 1993,
pp. 65–78. MR1261901 (95c:19002)
[10] A. Grothendieck, Produits tensoriels topologiques et espaces nucle´aires, Mem. Amer. Math.
Soc. 1955 (1955), no. 16, 140 (French). MR0075539 (17,763c)
[11] A. Ya. Helemskii, The homology of Banach and topological algebras, Mathematics and its
Applications (Soviet Series), vol. 41, Kluwer Academic Publishers Group, Dordrecht, 1989.
Translated from the Russian by Alan West. MR1093462 (92d:46178)
[12] N. Higson, The Mackey analogy and K-theory, Group representations, ergodic theory, and
mathematical physics: a tribute to George W. Mackey, Contemp. Math., vol. 449, Amer.
Math. Soc., Providence, RI, 2008, pp. 149–172, DOI 10.1090/conm/449/08711, (to appear in
print). MR2391803 (2009m:46106)
[13] H. Jarchow, Locally convex spaces, B. G. Teubner, Stuttgart, 1981. Mathematische Leitfa¨den.
[Mathematical Textbooks]. MR632257 (83h:46008)
[14] B. E. Johnson, Cohomology in Banach algebras, American Mathematical Society, Providence,
R.I., 1972. Memoirs of the American Mathematical Society, No. 127. MR0374934 (51 #11130)
[15] M. Khalkhali, Algebraic connections, universal bimodules and entire cyclic cohomology,
Comm. Math. Phys. 161 (1994), no. 3, 433–446. MR1269386 (95f:46121)
[16] , On Cartan homotopy formulas in cyclic homology, Manuscripta Math. 94 (1997),
no. 1, 111–132, DOI 10.1007/BF02677842. MR1468938 (98k:19003)
[17] J.-L. Loday, Cyclic homology, 2nd ed., Grundlehren der Mathematischen Wissenschaften
[Fundamental Principles of Mathematical Sciences], vol. 301, Springer-Verlag, Berlin, 1998.
Appendix E by Mar´ıa O. Ronco; Chapter 13 by the author in collaboration with Teimuraz
Pirashvili. MR1600246 (98h:16014)
40 ALLAN YASHINSKI
[18] R. Nest and B. Tsygan, On the cohomology ring of an algebra, Advances in geometry, Progr.
Math., vol. 172, Birkha¨user Boston, Boston, MA, 1999, pp. 337–370. MR1667686 (99k:16018)
[19] I. Raeburn and J. L. Taylor, Hochschild cohomology and perturbations of Banach algebras,
J. Functional Analysis 25 (1977), no. 3, 258–266. MR0634038 (58 #30334)
[20] G. S. Rinehart, Differential forms on general commutative algebras, Trans. Amer. Math. Soc.
108 (1963), 195–222. MR0154906 (27 #4850)
[21] Yu. V. Selivanov, Weak homological bidimension and its values in the class of biflat Banach
algebras, Extracta Math. 11 (1996), no. 2, 348–365. MR1437458 (98e:46059)
[22] F. Tre`ves, Topological vector spaces, distributions and kernels, Academic Press, New York-
London, 1967. MR0225131 (37 #726)
[23] B. Tsygan, On the Gauss-Manin connection in cyclic homology, Methods Funct. Anal. Topol-
ogy 13 (2007), no. 1, 83–94. MR2308582 (2008b:16011)
[24] M. Yamashita, Monodromy of Gauss-Manin connection for deformation by group cocycles
(2012), eprint. arXiv: 1207.6687v1.
[25] A. Yashinski, The Gauss-Manin connection and noncommutative tori (2012), eprint.
arXiv: 1210.4531.
[26] , Periodic cyclic homology and smooth deformations, Ph.D. thesis, The Pennsylvania
State University, 2013. available at http://math.hawaii.edu/∼allan/.
