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a b s t r a c t
This paper concerns a filter technique and its application to the trust region method for
nonlinear programming (NLP) problems. We used our filter trust region algorithm to solve
NLP problems with equality and inequality constraints, instead of solving NLP problems
with just inequality constraints, as was introduced by Fletcher et al. [R. Fletcher, S. Leyffer,
Ph.L. Toint, On the global converge of an SLP-filter algorithm, Report NA/183, Department
of Mathematics, Dundee University, Dundee, Scotland, 1999]. We incorporate this filter
technique into the traditional trust region method such that the new algorithm possesses
nonmonotonicity. Unlike the tradition trust region method, our algorithm performs a
nonmonotone filter technique to find a new iteration point if a trial step is not accepted.
Under mild conditions, we prove that the algorithm is globally convergent.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In recent decades, nonlinear programming (NLP) problems have appeared in almost every subject in science, economics
andmanagement, especially those with equality and inequality constraints. Many efficient algorithms have been developed
for solving these NLP problems, such as Newton methods [1], Feasible directions algorithms [2], Lagrange methods [3],
trust region methods [4–6], etc. Furthermore, it is well known that the trust region method is one of the most effective
methods due to its superlinear convergence rate (see [4–6]), and sequential quadratic programming (SQP) methods (see
[4,7]) are well known to provide a robust approach to the solution of NLP problems in this method. But there have been two
serious shortcomings in the SQP trust region method for solving NLP problems. First, in order to have an efficient quadratic
programming (QP) solver to underpin the method, one must solve one or more quadratic programming subproblems per
iteration. But for large scale NLP problems, QP solvers can be less efficient, certainlywhen compared against the performance
of linear programming (LP) solvers on problems of similar size. Second, there is also a potential difficulty of finding global
solutions of non-convex QP subproblems. Thus it is attractive to consider the use of sequential linear programming (SLP)
methods as a means of solving NLP problems in the trust region method. In this paper, we propose to further extend such
an SLP method by introducing a filter technique, whose aim is to encourage convergence to KT points by using an new filter
trust region algorithm.
Fletcher et al. [8] and Chin and Fletcher [9] presented an SLP-filter algorithm combinedwith the trust regionmethod, and
Fritz John necessary conditions are used to prove global convergence when this algorithm is used to solve NLP problems.
However, this SLP-filter trust region algorithm is used to solve NLP problems with just inequality constraints. The motive of
this paper is to extend this algorithm to general NLP problems with equality and inequality constraints, and show that there
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exists an accumulation point that satisfies first order (Kuhn–Tucker, or KT) conditions by using Mangasarian Fromowitz
constraint qualification conditions.
The paper is organized as follows. In Section 2, some notations and preliminary results about the algorithm are intro-
duced, and we describe a prototype of a filter method. In Section 3, we study the global convergence of this method. Some
numerical examples are presented to demonstrate the convergence results in Section 4. Finally, in Section 5, conclusions are
given.
2. A filter-SLP algorithm
In this paper, we consider the following NLP problem:
P

min
x∈Rn
f (x)
subject to ci(x) = 0, i ∈ E,
ci(x) ≤ 0, i ∈ I,
where f : Rn → R and ci : Rn → R are continuously differentiable functions, i ∈ E ∪ I . Here Rn denotes the n-dimensional
Euclidean space, E and I denote the sets of the equality and inequality constraints, respectively. The approximate subproblem
of the problem P at the k-th iteration is defined as
LP(x(k), ρ)

min
d∈Rn
f (x(k))+ g(k)Td
subject to c(k)i + a(k)i
T
d = 0, i ∈ E,
c(k)i + a(k)i
T
d ≤ 0, i ∈ I,
‖d‖1 ≤ ρ,
where x(k) ∈ Rn, ρ(ρ > 0) is a trust region radius, g(k) = ∇f (x(k)), c(k)i = ci(x(k)), ai = ∇ci(x) and a(k)i = ∇ci(x(k)). Here‖.‖1 is the l1 norm.
Let d be a global solution of LP(x(k), ρ) and ϕ(k)(d) = f (x(k))+ g(k)Td. Then
1ϕ(k) = ϕ(k)(0)− ϕ(k)(d) = −g(k)Td (1)
is the predicted reduction in f (x(k)) and
1f (k) = f (x(k))− f (x(k) + d) (2)
is the actual reduction in f (x(k)), respectively. We define
h(c(x)) =
−
i∈E
|ci(x)| +
−
i∈I
c+i (x), (3)
where c+i (x) = max(0, ci(x))i∈I .
For simplicity, in this paper, the index k is the iteration number, the sequence is referred to by x(k), h(k) refers to h(c(x(k)))
and f (k) to f (x(k)).
We now define a filter technique, which was constructed in [10,7].
Definition 2.1 ([10]). A pair (h(k), f (k)) is said to dominate another pair (h(j), f (j)) if and only if both h(k) ≤ h(j) and f (k) ≤ f (j).
Definition 2.2 ([7]). Let F (k) be a set of pairs (h(k), f (k)). Then F (k) is a filter if no pair dominates any other for j < k.
Just as [7], A point x is said to be ‘‘acceptable for inclusion in the filter’’ if its (h, f ) pair is not dominated by any entry in
the filter F (k). This is the condition that
either h < h(j) or f < f (j) (4)
for all j < k.
In order to prove a global convergence of this filter method, Fletcher et al. [8] proposed a similar acceptability test. This
is the condition that a point is acceptable to the filter F (k) if its (h, f ) pair satisfies
either h ≤ βh(j) or f ≤ f (j) − γ h(j) (5)
for all j < k, where β and γ are preset parameters such that 1 > β > γ > 0, with β close to 1 and γ close to zero. Because
1− β and γ are very small, there is negligible difference in practice between (4) and (5). For more details, please see [8,7].
Furthermore, Chin and Fletcher [9] gave a slightly different form of the acceptability test and this improvement allows
stronger convergence results to be proved. In this test a pair (h, f ) is acceptable to the filter F (k) if
either h ≤ βh(j) or f + γ h ≤ h(j) (6)
for all j < k. We will use this acceptability test in the trust region algorithm and analyze some properties of this algorithm.
First, some lemmas will be presented to be used in the following.
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Lemma 2.3 ([7]). Consider sequences h(k) and f (k) such that h(k) ≥ 0 and f (k) is monotonically decreasing and bounded below.
Let constants β and α satisfy 1 > β > γ > 0. If, for all k,
either h(k+1) ≤ βh(k) or f (k) − f (k+1) ≥ γ h(k), (7)
then h(k) → 0.
Lemma 2.4 ([7]). Consider an infinite sequence of iterations on which (h(k), f (k)) is entered into the filter, where h(k) > 0 and
f (k) is bounded below. It follows that h(k) → 0.
To prevent iterates from becoming too infeasible, we usually allow an upper bound
h(c(x)) ≤ βµ, (8)
where µ > 0 and β is defined in (5).
We are now in a position to state our filter-SLP algorithm.
Algorithm 2.1. Filter-SLP-Trust-Region Algorithm
Step 0 An initial point x(0) and an initial trust region radius ρ(0) > 0 are given. The constants η1, η2, γ1, γ2 and γ3 are also
given and satisfy
0 < η1 ≤ η2 < 1, µ = h(0) and 0 < γ1 ≤ γ2 < 1 ≤ γ3.
Compute f (x(0)), set k = 1, and only (µ,−∞) in the filter F (0).
Step 1 Try to solve LP(x(k), ρ) , compute d(k), if ‖d(k)‖1 < ϵ, stop.
Otherwise, compute the trial point x(k)+ = x(k) + d(k).
Step 2 Compute f (x(k)+ ) and define the following ratio:
r (k) = f (x
(k))− f (x(k)+ )
ϕ(k)(0)− ϕ(k)+ (d)
,
where ϕ(k)(d) = f (x(k))+ g(k)Td.
Step 3
If
1ϕ(k) = ϕ(k)(0)− ϕ(k)+ (d) > 0 and r (k) ≥ η1, (9)
set x(k+1) = x(k)+ ;
if x(k)+ is acceptable to the filter F (k), add (h
(k)
+ , f
(k)
+ ) to the filter, remove all points in the filter F (k) dominated by (h
(k)
+ , f
(k)
+ ),
and set x(k+1) = x(k)+ ;
otherwise, x(k+1) = x(k), set ρ(k+1) ∈ [γ1ρ(k), γ2ρ(k)], and go to step 1.
Step 4 If ‖d(k)‖1 ≤ ρ(k), update the trust region radius by choosing
ρ(k+1) ∈
[γ2ρ(k), ρ(k)] if r (k) ∈ [η1, η2],
[ρ(k), γ3ρ(k)] if r (k) ≥ η2;
otherwise, set ρ(k+1) = ρ(k).
Step 5 Set k := k+ 1 and go to step 1.
This algorithm differs from that in [8]. In [8], if 1ϕ(k) ≤ 0, or if the current LP(x(k), ρ) subproblem is incompatible,
then a point x(k) is included in the filter. In our algorithm, not all points x(k) are included in the filter, even though they
are acceptable to the filter, and it does not use a feasibility restoration. The point x(k) is included in the filter at the end of
the iteration if and only if a pair (h(k), f (k)) is acceptable to the filter when x(k) satisfies 1ϕ(k) = ϕ(k)(0) − ϕ(k)+ (d) < 0 or
r (k) < η1.
3. A global convergence proof
In this section we present a proof of global convergence of Algorithm 2.1 when applied to problem P . We make the
following assumptions.
Standard assumptions.
1. All points x that are sampled by the algorithm lie in a nonempty closed and bounded set X .
2. The problem functions f (x) and c(x) are twice continuously differentiable on an open set containing X .
3. There exists anM > 0 such that Hessian matrices ∇2f (x) satisfy ‖∇2f (x)‖2 ≤ M for all k.
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It is a consequence of the standard assumptions that the Hessian matrices of f and the ci are bounded on X , and without
loss of generality we may assume that they also satisfy bounds ‖∇2f (x)‖2 ≤ M, ‖∇2ci(x)‖2 ≤ M, i ∈ E ∪ I , for all x ∈ X .
For the purpose of our analysis, in Algorithm 2.1, we regard a step d that satisfies 1ϕ(k)+ = ϕ(k)(0) − ϕ(k)+ (d) > 0 and
r (k) ≥ η1 as an f -type step; if d satisfies that x(k)+ is acceptable to the filter, we regard this step as an h-type step.
Our global convergence theorem concerns KT necessary conditions under a Mangasarian Fromowitz constraint
qualification (MFCQ) (see, for example, [11]). This is essentially an extended form of the Fritz John conditions for a problem
that includes equality constraints. A feasible point x⋆ of problem P satisfies MFCQ if and only if both (i) the vectors a⋆i , i ∈ E,
are linearly independent, and (ii) there exists a vector s that satisfies sTa⋆i = 0, i ∈ E, and sTa⋆i < 0, i ∈ A⋆, where A⋆ ⊂ I
denotes the set of active inequality constraints at x⋆. Necessary conditions for x⋆ to solve P are that x⋆ is a feasible point and,
if MFCQ holds, that then the directions
{s|sTg⋆ < 0, (10)
sTa⋆i = 0, i ∈ E, (11)
sTa⋆i = 0, i ∈ A⋆} (12)
are empty. If x⋆ solves P and MFCQ holds, then these conditions are equivalent to the existence of KT multipliers, and it has
been shown [12] that the multiplier set is bounded.
Before proving our main theorems, we need some results that describe the behavior of LP subproblems in the
neighborhood of a feasible point x(0) at which the vectors a(0)i , i ∈ E are linearly independent. First, however, we give
some lemmas that enable us to prove global convergence of the filter-SLP algorithm.
Lemma 3.1 ([10]). Let the standard assumptions hold and let M > 0 be an upper bound on all terms 12 s
T∇2f (x)s and
1
2 s
T∇2ci(x)s for all x ∈ X and all vectors s such that ‖s‖∞ = 1. Let d ≠ 0 solve LP(x(k), ρ). It then follows that
1f ≥ 1ϕ(d)− ρ2M. (13)
Theorem 3.2. If standard assumptions hold, the outcome of applying Algorithm 2.1 is one of the following.
(A) The algorithm iterates infinitely and fails to find a point x which is the solution of the problem P.
(B) A KT point of problem P is found. (d = 0 solves LP(x(k), ρ).)
(C) There exists an accumulation point that is feasible and either is a KT point or fails to satisfy MFCQ.
Proof. If (A) occurs, then the algorithm terminates; if x(k) is a KT point of problem P , then d = 0 solves LP(x(k), ρ), so the
algorithm terminates and (B) occurs. Then we need consider only the case in which neither (A) nor (B) occurs. All iterates
x(k) lie in X , which is bound, so it follows that the sequence of iteration has one or more accumulation points.
We consider the case that the main sequence contains an infinite number of h-type iterations, and we consider this
subsequence. For an h-type iteration, it follows from Lemmas 2.3 and 2.4 that h(k) → 0 on this sequence. Because X
is bounded, there exists an accumulation point x∞ and a subsequence indexed by k ∈ S of filter iterations for which
x(k) → x∞, h(k) → 0. One consequence is that x∞ is a feasible point. If MFCQ is not satisfied at x∞, then (C) is established;
in this case we therefore assume that MFCQ is satisfied and consider the proposition (to be contradicted) that x∞ is not a
KT point. In this case, the vectors a∞, i ∈ E, are linearly independent and the set defined by (10)–(12) is not empty. So there
exists a vector s, for which ‖s‖1 = 1, that satisfies (10)–(12).
It follows from (10) and (12) by continuity that there exists a smaller neighborhood N and a constant ϵ > 0, such that
sTg ≤ −ϵ and sTai ≤ −ϵ, i ∈ A∞, where g, ai, and s are evaluated for any x ∈ N.
Now we consider the effect of a step ρs in LP(x(k), ρ).
For active constraints at x∞, we have from (11) that
c(k)i + a(k)i
T
(ρs) = c(k)i + ρa(k)i
T
(s) ≤ h(k) − ρϵ, i ∈ A∞. (14)
On the other hand, for inactive constraints i ∈ IA∞ . When x(k) ∈ N ∩ X for all k sufficiently large, under standard
assumptions, then there exist positive constants c¯ and a¯, independent of ρ, such that
c(k)i ≤ −c¯ and a(k)i
T
s ≤ ‖a(k)i ‖1‖s‖1 ≤ a¯,
by continuity of ci and boundedness of ai on X .
It follows that
c(k)i + a(k)i
T
(ρs) = c(k)i + ρa(k)i
T
s ≤ −c¯ + ρa¯, i ∈ I
A∞
. (15)
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Table 1
The detailed information of numerical experiments.
No. Filter-TR S-TR
k CPU (s) F k CPU (s) F
12 10 0.0122 −0.2999E+2 10 0.0156 −0.2563E+2
16 15 0.1253 −0.1826E+1 18 0.2102 −0.1979E+1
32 12 0.5386 0.1252E+2 14 0.5986 0.2035E+2
45 18 0.7265 −0.5326E+1 18 0.9652 −0.4892E+1
60 16 0.9638 0.7896E+3 21 1.6358 0.9277E+3
62 20 2.5628 0.3578E+2 25 2.8645 0.8826E+2
85 37 4.1782 0.2456E+2 37 5.531 0.2981E+2
93 30 7.1679 0.1567E+2 33 8.0563 0.1823E+2
100 38 10.2237 −0.3524E+2 38 12.0157 −0.3201E+2
113 46 13.5681 0.7655E+3 52 16.2076 0.9908E+3
It follows, for k sufficiently large, that if
h(k)
ϵ
≤ ρ ≤ c¯
a¯
, (16)
then from (14) and (15)
c(k)i + a(k)i
T
(ρs) = c(k)i + ρa(k)i
T
(s) ≤ 0, i ∈ I.
From (11) and x∞ is feasible, then
c(k)i + a(k)i
T
(ρs) = c(k)i + ρa(k)i
T
(s) = 0, i ∈ ε.
Thus if (16) holds, we are assured that ρs is a feasible step of LP(x(k), ρ), and hence that LP(x(k), ρ) is compatible for all
x ∈ N and all ρ satisfying
h(k)
ϵ
≤ ρ ≤ c¯
a¯
.
Let d¯ denote the solution of LP(x(k), ρ), then
1ϕ(k)(d¯) = −g(k)T d¯ ≥ −g(k)T (ρs) = ρ(−g(k)T s) ≥ ρϵ. (17)
It follows from (13) and (17) that
1f (k)
1ϕ(k)
≥ 1− ρ
2M
1ϕ(k)
≥ 1− ρ
2M
ρϵ
.
Then, if ρ ≤ (1−η1)ϵM , it follows that step 3 of Algorithm 2.1 holds. Thus if k ∈ S is sufficiently large, an f -type iteration
will result. This contradicts the fact that the subsequence is composed of h-type iterations. Thus x∞ is a KT point and (C) is
established in this case.
Nextwe consider the case that themain sequence contains an infinite sequence of f -type iterations. For this infinite f -type
sequence, from Algorithm 2.1, it is obtained by the traditional trust region method. Yuan and Sun [13]have demonstrated
that in this infinite sequence there exists an accumulation point, and they also proved that this accumulation point is a KT
point. So, we complete our proof. 
4. Numerical experiments
In this section, we carry out some numerical experiments and the results show that our algorithm is effective.
This algorithmhas been tested on someproblems from [14] and a feasible initial point is either provided or obtained easily
for each problem. We give the results obtained by the Algorithm 2.1 and compare our results with those obtained in [15].
The results are summarized in Table 1 and the program is written in Matlab 7.1. For each test problem, Filter-TR stands for
implementing Algorithm 2.1 to solve some NLP problems and S-TR stands for the results of [15]. No. is the number of the
test problems in [14], k denotes the number of iterations and F stands for the final value of the objective function.
During the numerical experiments, we select the following.
(1) The stop criterion is ‖d(k)‖1 ≤ 10−8.
(2) The algorithm parameters were set as follows: ρ(0) = 2, η1 = 0.4, η2 = 0.6, γ1 = 0.2, γ2 = 0.4, γ3 = 1.5, β =
0.8, γ = 0.4, ϵ = 0.00001 and only (0.1,−1000) in the filter.
As shown in Table 1, all test problems have been solved in just a few iterations compared with the results in [15].
Furthermore, this algorithm is less sensitive to the size of the NLP problems. Comparatively speaking, our method is
attractive and suitable for solving large-scale NLP problems.
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5. Conclusion
Wehave presented a filter-SLP trust region algorithm for nonlinear programming (NLP) problemswith both equality and
inequality constraints and have shown, under standard assumptions, that it produced at least a KT point, irrespective of the
chosen starting point.
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