We consider the difference system an+\ -an + Y1T=\ Qian-k = 0 where k¡ e Z, Q¡ 6 Wxr, i = 1, ... , m , and systems of more general forms. We establish explicit conditions for the systems to be oscillatory. Those conditions are necessary and sufficient for special cases.
Introduction and preliminaries
We consider oscillation problems for the linear vector difference equations of the type where /cgN = {1,2,...}, P¡ £ Rrxr, the space of all r x r matrices, / = 1, 2, ... , k . By a solution of Eq. ( 1.1 ) we mean a sequence {a" } of points an £ Rr for n= \ ,2, ... which satisfies Eq. (1.1). As customary, a sequence of real numbers {x" } is said to be oscillatory if the terms x" are not eventually positive or eventually negative; a solution {an} of Eq. (1.1) is said to be oscillatory if every component of {an} is oscillatory; Eq. (1.1) is said to be oscillatory if all its solutions are oscillatory.
The following system of difference equations can be regarded as a special form of Eq. Discussion on Eq. (1.2) for the scalar case has had an extensive treatment in the literature; see, e.g. [3, 5, 6, 7, 9] and the references therein. However, to the best of the author's knowledge, the oscillation theory for the vector equations (1.1) and (1.2) has not yet been well developed. In fact, the main aspect of oscillation in systems of this type is the following result for Eq. (1.2) (a similar result for Eq. (1.1) is also obtained), which is an analogue to the result in [1] for differential equation (1.3). Lemma 1.1 [6, 7] . Assume kt £ Z and Q¡ £ Rrxr, i -1, ... , m. Then Eq. (1.2) is oscillatory if and only if its characteristic equation (1.4) det has no positive roots.
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Since this condition is very difficult to apply, it is posed in [6, p. 196] as an open problem to obtain explicit conditions in terms of the Q¡ 's for oscillation of Eq. (1.2). In the present paper, this problem is solved by employing Lozenskii measures of matrices. Furthermore, necessary and sufficient conditions of explicit forms are also obtained for special cases.
In order to establish our oscillation criteria, we introduce the following definitions and notation by [2] . 
Main results
In this section we first state some oscillation criteria for Eq. ( 1.2), then extend them to the general equation (1.1). All the proofs are left to the last section. Throughout this section we use the convention that 0° = 1.
In the first two theorems we obtain results for Eq. (1.2) of the delay and advanced types, respectively. (ii) For the general case, if we choose C = 7, then the criteria are given in terms of the regular Lozenskii measures, and hence are analogues to those for systems of differential equations; see [4, 8] .
(iii) The conditions are substantially improved by introducing the weight matrix C in the Lozenskii measures. To see the significant role played by C, look at the following examples. (iii) The significance of Theorem 2.3 lies in that, different from Lemma 1.1, it presents explicit necessary and sufficient conditions, rather than implicit conditions given by transcendental equations, and hence is very easy to apply.
From Section 1, we know that for symmetric matrix Q we have X\(Q) = p2(Q) and Xr(Q) = v2(Q). However, we cannot expect to improve the conditions in Theorem 2.3 by replacing XX(Q) and Xr(Q) by other Lozenskii measures or by C-weighted Lozenskii measures, since all the conditions are necessary and sufficient. Therefore, as a by-product of Theorem 2.3, the following properties of Lozenskii measures are deduced, which are of some interest in their own right. 3. Proofs The following lemma is needed in the proofs and can be easily proved. The rest of the proof is similar to that of Theorem 2.1 by using Lemma 3.1 for a = pc{Qo) and is omitted. D
