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Abstract—The era of “data deluge” has sparked renewed
interest in graph-based learning methods and their widespread
applications ranging from sociology and biology to transportation
and communications. In this context of graph-aware methods, the
present paper introduces a tensor-graph convolutional network
(TGCN) for scalable semi-supervised learning (SSL) from data
associated with a collection of graphs, that are represented by
a tensor. Key aspects of the novel TGCN architecture are the
dynamic adaptation to different relations in the tensor graph via
learnable weights, and the consideration of graph-based regular-
izers to promote smoothness and alleviate over-parameterization.
The ultimate goal is to design a powerful learning architecture
able to: discover complex and highly nonlinear data associations,
combine (and select) multiple types of relations, scale gracefully
with the graph size, and remain robust to perturbations on
the graph edges. The proposed architecture is relevant not
only in applications where the nodes are naturally involved
in different relations (e.g., a multi-relational graph capturing
family, friendship and work relations in a social network), but
also in robust learning setups where the graph entails a certain
level of uncertainty, and the different tensor slabs correspond to
different versions (realizations) of the nominal graph. Numerical
tests showcase that the proposed architecture achieves markedly
improved performance relative to standard GCNs, copes with
state-of-the-art adversarial attacks, and leads to remarkable SSL
performance over protein-to-protein interaction networks.
Index Terms—Graph convolutional networks, adversarial at-
tacks on graphs, multi-relational graphs, robust learning.
I. INTRODUCTION
A task of major importance at the interface of machine
learning with network science is semi-supervised learning
(SSL) over graphs. In a nutshell, SSL aims at predicting or
extrapolating nodal attributes given: i) the values of those
attributes at a subset of nodes and (possibly) ii) additional
features at all nodes. A relevant example is protein-to-protein
interaction networks, where the proteins (nodes) are associated
with specific biological functions (the nodal attributes in
this case are binary values indicating whether the protein
participates in the function or not), thereby facilitating the
understanding of pathogenic and physiological mechanisms.
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While significant progress has been made, most works
consider that the relation among nodal variables is represented
by a single graph. This may be inadequate in many contempo-
rary applications, where nodes may engage in multiple types
of relations [1], motivating the generalization of traditional
SSL approaches to single-relational graphs to multi-relational
(a.k.a. multi-layer) graphs. In the particular case of protein
interaction networks, each layer of the graph could correspond
to a different type of tissue, e.g., brain or muscle. In a
social network, each layer could amount to a form of social
interaction, such as friendship, family bonds, or coworker-ties
[2]. Such graphs can be represented by a tensor graph, where
each tensor slab corresponds to a single relation. With their
ubiquitous presence granted, the development of SSL methods
that account for multi-relational networks is only in its infancy,
see, e.g., [1], [3]. This work develops a novel robust deep
learning framework for SSL over multi-relational graphs.
Graph-based SSL methods typically assume that the true
labels are “smooth” over the graph, which naturally motivates
leveraging the network topology to propagate the labels and
increase learning performance. Graph-induced smoothness can
be captured by graph kernels [4], [5], [6]; Gaussian random
fields [7]; or low-rank parametric models [8]. Alternative
approaches use the graph to embed nodes in a vector space,
and then apply learning approaches to the resultant vectors [9],
[10], [11]. More recently, the map from input data to their
labels is given by a neural network (NN) that incorporates the
graph structure and generalizes the typical convolution opera-
tions; see e.g., [12], [13], [14], [15]. The parameters describing
the graph convolutional NN (GCN) are then learned using
labeled examples and feature vectors, and those parameters
are employed to predict labels of the unobserved nodes; see,
e.g., [16], [12], [17], for state-of-the-art results in SSL when
nodes are attributed with features.
With the success of GCNs on graph learning tasks granted,
recent reports point out that perturbations of the graph topol-
ogy can severely deteriorate learning performance [18], [19],
[20]. Such uncertainty in the topology may be attributed to
several reasons. First, the graph is implicit and its topology
is identified using data-driven methods [21]. However, each
method relies on a different model and assumptions, and
without ground truth selecting the appropriate graph-learning
technique is challenging. A less accurate model can induce
perturbations to the learned graph. Further, in random graph
models one deals with a realization of a graph whose edges
may be randomly perturbed [22]. Similarly, this is also relevant
in adversarial settings, where the links of the nominal graph
2are corrupted by some foe that aims to poison the learning
process. Adversarial perturbations target a subset of nodes
and modify their links to promote the miss-classification of
targeted nodes [23]. Crafted graph perturbations are “unnotice-
able,” which is feasible so long as the degree distribution of
the perturbed graphs is similar to the initial distribution [18].
GCNs learn nodal representations by extracting information
within local neighborhoods. These learned features may be
significantly perturbed if the neighborhood is altered. Hence,
this vulnerability of GCNs challenges their deployment in
critical applications dealing with security or healthcare, where
robust learning is of paramount importance. Defending against
adversarial, random, or model-based perturbations may un-
leash the potential of GCNs, and broaden the scope of machine
learning applications altogether.
Contributions. This paper develops a deep SSL approach over
multiple graphs with applications to both multi-relational data
and robust learning. Specifically, the contribution is five-fold.
C1. A tensor-based GCN is developed to account for multi-
relational graphs. Learnable coefficients are introduced to
effect model adaptivity to multiple graphs, and identifi-
cation of the underlying data structure.
C2. A multi-hop convolution is introduced along with a
residual data feed per graph, thus broadening the class of
(graph signal) transformations the GCN implements; and
hence, facilitating the diffusion of nodal features across
the graph. In the training phase suitable (graph-based)
regularizers are incorporated to guard against overfitting,
and further capitalize on the graph topology.
C3. For nodes involved in different relations, and for (multi-
relational) datasets adhering to several graphs, the pro-
posed TGCN provides a powerful SSL approach by lever-
aging the information codified across multiple graphs.
C4. The novel TGCN enables robust SSL for single- or
multi-relational data when the underlying topology is
perturbed. Perturbations include model induced, random,
and adversarial ones. To defend against adversaries, a
novel edge-dithering (ED) approach is developed that
generates ED graphs by sampling edges of the original
graph with probabilities selected to enhance robustness.
C5. Numerical tests with multi-relational protein networks
showcase the merits of the proposed tensor-graph frame-
work. Further experiments with noisy features, noisy
edge weights, and random as well as adversarial edge
perturbations verify the robustness of our novel approach.
Notation. Scalars are denoted by lowercase, column vectors
by bold lowercase, matrices by bold uppercase, and tensors
using bold uppercase underscored letters. Superscripts ⊤ and
−1 denote, respectively, the transpose and inverse operators;
while 1N stands for the N × 1 all-one vector. Finally, if A is
a nonsingular matrix and x a vector, then ||x||2
A
:= x⊤A−1x,
‖A‖1 denotes the ℓ1-norm of the vectorized matrix, and ‖A‖F
is the Frobenius norm of A.
II. SSL OVER MULTI-RELATIONAL GRAPHS
Consider a network of N nodes, with nodal (vertex) set
V := {v1, . . . , vN}, connected through I relations. The ith
: Democrat
: Republican : Friends
: Same soccer team
: Coworkers
Fig. 1: A multi-relational network of voters.
relation is captured by the N×N adjacency matrix Ai, whose
entry Ann′i represents the weight of the edge connecting
nodes vn and vn′ as effected by the ith relation. The matrices
{Ai}Ii=1 are collected in the N × N × I tensor A. In the
social network examples already provided in the previous
section, each i could for instance represent a relation via a
particular app, such as Facebook, LinkedIn, or Twitter; see
Fig.1. Regardless of the application, the neighborhood of vn
induced by relation i is specified by the set
N (i)n := {n
′ : Ann′i 6= 0, vn′ ∈ V}. (1)
We further associate an F×1 feature vector xn with the nth
node, and collect those vectors in the N × F feature matrix
X := [x1, . . . ,xN ]
⊤, where entry Xnp may denote e.g., the
salary of individual n in the LinkedIn social network.
Each node n has a label yn ∈ {0, . . . ,K− 1}, which in the
last example could represent the education level of a person.
In SSL, we know labels only for a subset of nodes {yn}n∈M,
with M ⊂ V . This partial availability may be attributed to
privacy concerns (medical data); energy considerations (sensor
networks); or unrated items (recommender systems). The N×
K matrix Y is the “one-hot” representation of the true nodal
labels; that is, if yn = k then Yn,k = 1 and Yn,k′ = 0, ∀k
′ 6= k.
Given X and A, the goal is to develop a robust tensor-
based deep SSL approach over multi-relational graphs; that
is, develop a TGCN mapping each node n to its label yn; and
hence, learn the unavailable labels.
III. PROPOSED TGCN ARCHITECTURE
Deep learning architectures typically process the input
information using a succession of L hidden layers. Each
of the layers comprises a conveniently parametrized linear
transformation, a scalar nonlinear transformation, and possibly
a dimensionality reduction (pooling) operator. By successively
combining (non)linearly local features, the aim at a high level
is to progressively extract useful information for learning [24].
GCNs tailor these operations to the graph that supports the
data [12], including the linear [25], and nonlinear [25] op-
erators. In this section, we describe the blocks of our novel
multi-relational TGCN, which inputs the known features at the
first layer, and outputs the predicted labels at the last layer.
We first present the TGCN operation, the output layers, and
finally discuss how training is performed.
3A. Single layer operation
Consider the outputN×I×P (l) tensor Zˇ(l) of an intermedi-
ate layer, say the lth one, that holds the P (l)×1 feature vectors
zˇ
(l)
ni , ∀n, i, with P
(l) being the number of output features at l.
Similarly, the N × I × P (l−1) tensor Zˇ(l−1) represents the
input of layer l. The mapping from Zˇ(l−1) to Zˇ(l) consists
of two sub-maps. A linear one that maps the N × I × P (l)
tensor Zˇ(l−1) to the N × I × P (l) tensor Z(l); followed by a
memoryless scalar nonlinearity σ(·) applied to Z(l) as
Zˇ
(l)
inp := σ(Z
(l)
inp). (2)
The output Zˇ(l) of layer l is formed by the entries in (2). A
common choice for σ(·) is the rectified linear unit (ReLU), that
is, σ(c) = max(0, c) [24]. The linear map from Zˇ(l−1) to Z(l)
will be designed during training. Convolutional NNs (CNNs)
typically consider a small number of trainable weights and
then generate the linear output as a convolution of the input
with these weights [24]. The convolution combines values
of close-by inputs (consecutive time instants, or neighboring
pixels) and thus extracts information of local neighborhoods.
Permeating CNN benefits to the graph domain, GCNs re-
place the convolution with a ‘graph filter’ whose taps are
learnable [12]. Graph filters can have low order (degrees of
freedom), and certainly account for the graph structure.
In the following three subsections, we introduce the struc-
ture of the novel tensor-graph linear transformation, and elab-
orate on how the multi-relational graph is taken into account.
Neighborhood aggregation module (NAM). Consider a
neighborhood aggregation module per relation and per node,
that combines linearly the information available locally in
each neighborhood. Since the neighborhood depends on the
particular relation i and node n, we have (cf. (1))
h
(l)
ni :=
∑
n′∈N
(i)
n
Ann′izˇ
(l−1)
n′i . (3)
While the entries of h
(l)
ni depend only on the one-hop neigh-
bors of n (one-hop diffusion), successive application of this
operation across layers will expand the diffusion reach, even-
tually spreading the information across the network. Letting
A
(r)
i := A
r
i denote the rth power of feature matrices for
r = 1, . . . , R and i = 1, . . . , I , vectors Arix hold linear
combinations of the values of x in the r-hop neighborhood [8];
thus, (3) becomes
h
(l)
ni =
R∑
r=1
N∑
n′=1
C
(r,l)
i A
(r)
nn′izˇ
(l−1)
n′i (4)
where the learnable coefficients C
(r,l)
i weigh the correspond-
ing rth hop neighbors of node n according to relation i. Per
layer l, {C
(r,l)
i }∀(r,i) are collected in the R × I matrix C
(l).
The proposed transformation in (4) aggregates the diffused
signal in the R-hop neighborhoods per i; see also Fig. 2.
Graph adaptive module (GAM). Feature vector h
(l)
ni captures
the diffused input per relation i, and its role will depend on
the inference task at hand. In predicting voting preference,
for instance, the friendship network may be more important
than the coworker relation; cf. Fig. 1. As a result, the learning
Neighborhood aggregation module
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Fig. 2: NAM combines features using the multi-relational
graph. With reference to node n, and aggregation of R-hop
neighbors (here R = 2), note that the local neighborhood is
not the same across different graphs.
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(l)
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× =
Graph adaptive module
Fig. 3: GAM combines the features per i, based on the
trainable coefficients {Rii′n}. When R is sparse only features
corresponding to the most significant relations will be active.
algorithm should be able to adapt to the prevalent features.
This motivates the weighted combination
g
(l)
ni :=
I∑
i′=1
R
(l)
ii′nh
(l)
ni′ (5)
where {R
(l)
ii′n} mix features of graphs i and i
′. Collecting
weights {R
(l)
ii′n} ∀(i, i
′, n), yields the trainable I×I×N tensor
R(l). The graph-mixing weights enable our TGCN to learn
how to combine and adapt across different relations encoded
by the multi-relational graph; see also Fig. 3.
Clearly, if prior information on the dependence among
relations is available, this can be used to constrain the structure
R(l) to be e.g., diagonal or sparse. The graph-adaptive combi-
nation in (5) allows for different Rii′n per n. Considering the
same R for each n, that is R
(l)
ii′n = R
(l)
ii′ , results in a design
with less parameters at the expense of reduced flexibility.
For example, certain voters may be affected more by their
friends, whereas others by their coworkers. Using the GAM,
our network can achieve personalized predictions.
4Feature aggregation module (FAM). Next, the extracted
GAM features are mixed using learnable scalars W
(l)
nipp′ as
Z
(l)
nip :=
P (l−1)∑
p′=1
W
(l)
nipp′G
(l)
nip′ (6)
for all (n, i, p), where G
(l)
nip′ represents the p
′th entry of g
(l)
ni .
The N × I × P (l) × P (l−1) tensor W(l) collects the feature
mixing weights {W
(l)
nipp′}∀(n,i,p,p′).
The linear modules that map the input tensor Zˇ(l−1) to Z(l)
can be now summarized as follows
Z(l) := f(Zˇ(l−1); θ(l)z ), with (7)
θ
(l)
z := [vec(W
(l)); vec(R(l)); vec(C(l))]⊤ (8)
where f denotes the synthesis of the three linear modules
introduced (namely NAM, GAM and FAM), while θ
(l)
z collects
the learnable weights involved in those modules [cf. (4)-(6)].
B. Residual GCN layer
Successive application of L TGCN layers diffuses the input
X across the LR-hop graph neighborhood, cf. (3). However,
the exact size of the relevant neighborhood is not always
known a priori. To endow our architecture with increased
flexibility, we propose a residual TGCN layer that inputs X at
each l, and thus can include “sufficient data statistics” that may
have been lost after successive diffusions. This ‘raw data reuse’
is also known as a skip connection [26], [27]. Skip connections
also emerge when an optimization solver is ‘unrolled’ as a
deep neural network with each layer having the form of an
iteration; see also [28]. Specifically, the linear operation in (7)
is replaced by the residual linear tensor mapping [24, Ch. 10]
Z(l) := f(Zˇ(l−1); θ(l)z ) + f(X; θ
(l)
x ) (9)
where θ
(l)
x collects trainable parameters as those in (8). When
viewed as a transformation from X to Z(l), the operator in (9)
implements a broader class of graph diffusions than the one in
(7). If, for example, l = 3 and k = 1, then the first summand
in (9) is a 1-hop diffusion of a signal that corresponded to
a 2-hop (nonlinear) diffused version of X, while the second
summand diffuses X in one hop. At a more intuitive level,
the presence of the second summand also guarantees that the
impact of X in the output does not vanish as the number
of layers grow. The autoregressive mapping in (9) facilitates
the application of our architecture with time-varying inputs
and labels. Specifically, with t indexing time and given time-
varying data {Xt}Tt , one would set l = t, replace X in (9)
with X(l), and set X(l) = Xt. This will be studied in detail
in our future work towards predicting dynamic processes over
multi-relational graphs.
C. Initial and final layers
Regarding layer l = 1, its input Zˇ(0) is
zˇ
(0)
ni = xn for all (n, i). (10)
AT the other end, the output of our graph architecture is
obtained by taking the output of layer l = L, and applying
Yˆ := g(Zˇ(L); θg) (11)
where g(·) is a nonlinear function, Yˆ is an N×K matrix, Yˆn,k
represents the probability that yn = k, and θg collects trainable
parameters. Function g(·) depends on the specific application,
with the normalized exponential function (softmax) being a
popular choice for classification problems; that is,
Yˆn,k =
exp Zˇ
(L)
n,k∑K
k=1 exp Zˇ
(L)
n,k
. (12)
For notational convenience, the global mapping F from X
to Yˆ dictated by our TGCN architecture is
Yˆ := F
(
X; {θ(l)z }
L
l=1, {θ
(l)
x }
L
l=1, θg
)
(13)
and it is summarized by the block diagram of Fig. 4.
D. Training and graph-smooth regularizers
The proposed architecture is parameterized by the weights
in (9) and (11). We learn these weights during the training
phase by minimizing the discrepancy between the estimated
and the given labels; that is, we solve
min
{θ
(l)
z }Ll=1,{θ
(l)
x }Ll=1,θg
Ltr(Yˆ,Y) + µ1
I∑
i=1
Tr(Yˆ⊤AiYˆ)
+µ2ρ
(
{θ(l)z }
L
l=1, {θ
(l)
x }
L
l=1
)
+ λ
L∑
l=1
‖R(l)‖1
s.t. Yˆ = F
(
X; {θ(l)z }
L
l=1, {θ
(l)
x }
L
l=1, θg
)
.
(14)
For SSL, a reasonable choice for the fitting cost is the cross-
entropy loss over the labeled examples, i.e., Ltr(Yˆ,Y) :=
−
∑
n∈M
∑K
k=1 Ynk ln Yˆnk.
The first regularization term in (14) promotes smooth label
estimates over the graphs [5], while the second ρ(·) is an
ℓ2 norm over the TGCN parameters typically used to avoid
overfitting [24]. Finally, the ℓ1 norm in the third regularizer
encourages learning sparse mixing coefficients, and hence it
promotes activating only a subset of relations per l. The
learning algorithm will assign larger combining weights to
topologies that are most appropriate for the given data. A
backpropagation algorithm [29] is employed to minimize (14).
The computational complexity of evaluating (9) scales linearly
with the number of nonzero entries in A (edges) [cf. (3)].
To recap, while most prior GCN works entail a single
graph with one type of diffusion [12], [16], this section has
introduced a (residual) TGCN that: i) accounts for multiple
graphs over the same set of nodes; ii) diffuses signals across
each of the different graphs; iii) combines the signals of the
different graphs using adaptive (learnable) coefficients; iv)
implements a simple but versatile residual tensor map (9); and
v) includes several types of graph-based regularizers.
5N
A
M
G
A
M
F
A
M
N
A
M
G
A
M
F
A
M
N
A
M
G
A
M
F
A
M · · ·
N
A
M
G
A
M
F
A
M
O
u
tp
u
t
la
y
er
Yˆ
K
N
l = 1 l = 2 l = 3 l = L
X
Zˇ
(1)
Zˇ
(2)
Zˇ
(3)
Zˇ
(L)
Fig. 4: TGCN with L hidden (black) and one output (red) layers. The input X contains a collection of features per node and
the output to be predicted is the probability of each node belonging to each the K classes (labels) considered. Each layer of
the TGCN is composed of our three novel modules (NAM, GAM, FAM) described in equations (4), (5), and (6). Notice the
skip connections that input X to each layer [cf. (9)].
IV. TENSOR GRAPHS FOR ROBUST GCNS
In the previous section, the nodes were involved in I
different relations, with each slab of our tensor graph A
representing one of those relations. In this section, the TGCN
architecture is leveraged to robustify popular single-graph
GCNs. Consider that the nodes are involved in a single relation
represented by the graph G¯ that does not necessarily represent
the true graph, but an approximate (nominal) version of it.
This shows up for example, in applications involving random
graph models [22], [30], [31], where G¯ is one of the multiple
possible realizations. Similarly, this model also fits adversarial
settings, where the links of the nominal graph G¯ are corrupted
by a foe (see Fig. 5 for a more detailed illustration of this
setup).
Our approach here is to use G¯ = (V ,A) to generate a set
of I candidate graphs {Gi = (V ,Ai)}Ii=1, whose adjacency
matrices form the tensor A. Clearly, this approach can also be
used for multi-relational graphs, generating multiple candidate
graphs per relation. The ensuing subsections elaborate on three
scenarios of interest.
A. Robustness to the graph topology identification method
In applications dealing with communications, power, and
transportation systems, the network connectivity may be ex-
plicitly known. In several other settings, however, the graph
is implicit and must be learned from observed data. Several
methods to infer the topology exist, each relying on a different
model that relates the graph with data interdependencies [21].
Since in most applications a ground-truth graph is not avail-
able, one faces the challenge of selecting the appropriate
graph-aware learning approach. Especially for the setup con-
sidered here, the approach selected (and hence the resultant
graph) will have an impact on GCN performance.
Consider first the κ-nearest neighbors (κ-NN) method, the
‘workhorse’ SSL approach that is employed to construct
graphs in data mining and machine learning tasks, including
regression, classification, collaborative filtering, and similarity
search, to list just a few [32]. Whether nodes n and n′ are
linked in κ-NN depends on a distance metric between their
nodal features. For the Euclidean distance, we simply have
d(n, n′) = ‖xn − xn′‖22. Then, for each node n the distances
with respect to all other nodes n′ 6= n are ranked and n
is connected with the κ nodes with the smallest distances
{d(n, n′)}. However, selecting the appropriate κ and distance
metric d(·, ·) is often arbitrary, and may not generalize well
to unseen data, especially if the learning system operates in
an online fashion. Hence, our approach to robustify SSL in
that scenario is to consider a tensor graph where each slab
corresponds to a graph constructed using a different value of
κ and (or) distance.
A similar challenge arises in the so-called correlation net-
work methods [21]. Here the topology is identified using
pairs of feature vectors at nodes n and n′, by comparing
the sample correlation coefficient ρnn′ to a threshold η, and
asserting the nonzero edge weight as ρnn′ if |ρnn′ | > η.
Selecting η depends on the prescribed false-alarm rate, and can
compromise the GCN’s learning performance. If cause-effect
links are of interest, partial correlation coefficients that can be
related to the inverse covariance matrix of the nodal features,
have well-documented merits, especially when regularized
with edge sparsity as in the graphical Lasso method; see e.g.,
[21] and references therein.
In such cases, our fresh idea is to collect the multiple learned
graphs, originating from possibly different methods, as slabs
of A, and then train our TGCN architecture. Depending on
the application at hand, it may be prudent to include in the
training a block-sparsity penalty on the coefficients R, so that
we exploit possibly available prior information on the most
appropriate graphs.
B. Robustness to edge attacks via edge dithering
The ever-expanding interconnection of social, email, and
media service platforms presents an opportunity for adver-
saries manipulating networked data to launch malicious at-
tacks [18], [33], [34]. Perturbed edges modify the graph
neighborhoods, which can markedly degrade the learning
performance of GCNs. With reference to Fig. 1, several edges
of the voting network can be adversarially manipulated so that
the voters are steered toward a specific direction. This section
6ED(q1, q2)
Corrupted graph G¯
· · ·
· · ·
G1
G2
GI
: True links
: Corrupted links
: Democrat
: Republican
Fig. 5: ED in operation on a perturbed social network among
voters. Black solid edges are the true links and dashed red
edges represent adversarially perturbed links.
explains how TGCN can deal with learning applications,
where graph edges have been adversarially perturbed.
To this end, we introduce our so-termed edge dithering
(ED) module, which for the given nominal graph, creates a
new graph by randomly adding/removing links with the aim
to restore a node’s initial graph neighborhood. Dithering in
visual and audio applications, refers to the intentional injection
of noise so that the quantization error is converted to random
noise, which is visually more desirable [35]. We envision using
our TGCN with each slab of the tensor A corresponding to a
graph that has been obtained after dithering some of the edges
in the nominal (and potentially compromised) graph G¯.
Mathematically, given the (perturbed) graph G¯ = (V , A¯),
we generate I ED graphs {Gi}
I
i=1, with Gi = (V ,Ai), and
with the edges of the auxiliary graph Ai selected randomly as
An,n′,i =
{
1 wp. q
δ(A¯n,n′=1)
1 (1− q2)
δ(A¯n,n′=0)
0 wp. q
δ(A¯n,n′=0)
2 (1− q1)
δ(A¯n,n′=1)
(15)
where δ(·) is the indicator function; while the dithering
probabilities are set to q1 = Pr(An,n′,i = 1|A¯n,n′ = 1), and
q2 = Pr(An,n′,i = 0|A¯n,n′ = 0). If n and n
′ are connected in
G¯, the edge connecting n with n′ is deleted with probability
1 − q1. Otherwise, if n and n′ are not connected in G¯ i.e.
(A¯n,n′ = 0), an edge between n and n
′ is inserted with
probability 1− q2.
The ED graphs give rise to different neighborhoods N
(i)
n ,
and the role of the ED module is to ensure that the unperturbed
neighborhood of each node will be present with high proba-
bility in at least one of the I graphs. For clarity, we formalize
this intuition in the ensuing remark.
Remark 1: With high probability, there exists Gi such that a
perturbed edge will be restored to its initial value. This means
that there exists an ED graph i such that An,n′,i = An,n′ .
Since each Gi is independently drawn, it holds that
Pr
(
ΠIi=1δ(An,n′,i = 1)
∣∣A¯n,n′ = 1, An,n′ = 0) = qI1
Pr
(
ΠIi=1δ(An,n′,i = 0)
∣∣A¯n,n′ = 0, An,n′ = 1) = qI2 .
That is, as I increases, the probability that the true edge
weight appears in none of the perturbed graphs, decreases
exponentially. By following a similar argument, one can argue
that, as I increases, the probability that none of the graphs
recovers the original neighborhood structure decreases, so
that there exists an ED graph i such that N
(i)
n = Nn. At
least as important, since TGCN linearly combines (outputs of)
different graphs, it will effectively span the range of graphs
that we are able to represent, rendering the overall processing
scheme less sensitive to adversarial edge perturbations. Indeed,
numerical experiments with adversarial attacks will demon-
strate that, even with a small I , the use of ED significantly
boosts classification performance. The operation of the ED
module is illustrated in Fig. 5.
C. Learning over random graphs
Uncertainty is ubiquitous in nature and graphs are no ex-
ception. Hence, an important research directions is to develop
meaningful and tractable models for random graphs. Such
models have originated from the graph-theory community
(from the early Erdo˝s-Re´nyi models to more-recent low-rank
graphon generalizations [30]), but also from the network-
science community (e.g., preferential attachment models [22,
Ch. 12-16]), and the statistics community (e.g., exponential
random graph models [31]). These random graph models pro-
vide valuable tools for studying structural features of networks,
such as giant and small components, degree distributions,
path lengths, and so forth. They further provide parsimonious
parametric models that can be leveraged to solve challenging
inference and inverse problems. This is the context of having
access to limited graph-related observations such as the in-
duced graph at a subset of nodes, or the mean and variance of
certain graph motifs; see e.g., [36]. In those cases, inferring the
full graph can be infeasible, but one can postulate a particular
random graph model, and utilize the available observations to
infer the parameters that best fit the data.
It is then natural to ponder whether such random graph
models can be employed to learn from an (incomplete) set of
graph signals using GCNs. Several alternatives are available,
including, for example, implementing a multi-layer GCN with
a different realization of the graph per layer [37]. Differently,
we advocate here to leverage once again our TGCN archi-
tecture. Our idea is to draw I realizations of the random
graph model, form the N × N × I tensor A, and train a
TGCN. This way, each layer considers not only one, but
multiple realizations of the graph. Clearly, if we consider an
online setup where GCN layers are associated with time, the
proposed model can be related to importance sampling and
particle filtering approaches, with each slab of the tensor A
representing a different particle of the graph probability space
[38]. This hints at the possibility of developing TGCN schemes
for the purpose of nonlinear Bayesian estimation over graphs.
7While certainly of interest, this will be part of our future
research agenda.
V. NUMERICAL TESTS
This section tests the performance of TGCN in learning
from multiple potentially perturbed graphs, and provides tan-
gible answers to the following questions.
Q1. How does TGCN compare to state-of-the-art methods for
SSL over multi-relational graphs?
Q2. How can TGCN leverage topologies learned from multi-
ple graph-learning methods?
Q3. How robust is TGCN compared to GCN in the presence
of noisy features, noisy edge weights, and random as well
as adversarial edge perturbations?
Q4. How sensitive is TGCN to the ED parameters, namely
q1, q2, and I?
Unless stated otherwise, we test the proposed TGCN with
R = 2, L = 3, P (1) = 64, P (2) = 8, and P (3) = K .
The regularization parameters {µ1, µ2, λ} are chosen based
on the performance of the TGCN in the validation set of
each experiment. For training, an ADAM optimizer with
learning rate 0.005 was employed [39], for 300 epochs1 with
early stopping at 60 epochs2. The simulations were run using
TensorFlow [40], and the code is available online3.
A. SSL using multiple learned graphs
This section reports the performance of the proposed archi-
tecture when multiple learned graphs are employed and data
are corrupted by noise. When topologies and feature vectors
are noisy, the observed A and X is modeled as
A =Atr +OA (16)
X =Xtr +OX. (17)
where Atr and Xtr represent the true (nominal) topology
and features, while OA and OX denote the corresponding
additive perturbations (outliers). We draw O
A
and O
X
from
a zero-mean uncorrelated multivariate Gaussian distribution
with specified signal to noise ratio (SNR). The robustness of
our method is tested in two datasets: i) A synthetic dataset of
N = 1, 000 samples that belong to K = 2 classes generated
as xn ∈ RF×1 ∼ N (mx, 0.4I) for n = 1, . . . , 1, 000, with
F = 10 and the mean vector mx ∈ RF×1 being all zeros
for the first class and all ones for the second class. ii) The
ionosphere dataset, which containsN = 351 data with F = 34
features that belong to K = 2 classes [41]. We generate κ-NN
graphs by varying κ, and observe |M| = 200 and |M| = 50
nodes uniformly at random.
With this simulation setup, we test the different TGCNs in
SSL for increasing SNR values (Figs. 6a, 6b, 6c, 6d). We
deduce from the classification performance of our method
in Fig. 6 that multiple graphs lead to learning more robust
representations of the data, demonstrating the merits of the
proposed TGCN architecture.
1An epoch is a cycle through all the training examples
2Training stops if the validation loss does not decrease for 60 epochs
3https://sites.google.com/site/vasioannidispw/github
Dataset Nodes N Classes K
Cora 2,708 7
Citeseer 3,327 6
Pubmed 19,717 3
Polblogs 1,224 2
TABLE I: List of citation graph datasets considered in Secs.
V-B and V-B along with most relevant dimensions.
B. Robustness of TGCNs to random graph perturbations
For this experiment, the novel ED module and TGCN
architecture are used to account for perturbations on the graph
edges.
In this case, the experiments are run using three citation
network datasets from [42]. The adjacency matrix of the cita-
tion graph is A, its nodes correspond to different documents
from the same scientific category, and Ann′ = 1 implies
that paper n cites paper n′. Each document n is associated
with a label yn that indicates the document’s subcategory.
“Cora” contains papers related to machine learning, “Citeseer”
includes papers related to computer and information science,
while “Pubmed” contains biomedical-related papers, see also
Table I. To facilitate comparison, we reproduce the same
experimental setup as in [16], i.e., the same split of the data in
training, validation, and testing subsets. For this experiment,
the perturbed graph A¯ is generated by inserting new edges
in the original graphs between a random pair of nodes n, n′
that are not connected in A, meaning An,n′ = 0. This can
represent, for example, documents that should have been cited,
but the authors missed. The added edges can be regarded
as drawn from Bernoulli’s distribution. TGCN utilizes the
multiple graphs generated via the ED module with I = 10
samples, q1 = 0.9, and q2 = 1, since no edge is deleted in A¯.
Fig. 7 depicts the classification accuracy of the GCN [16]
compared to that of the proposed TGCN as the number
of perturbed edges is increasing. Clearly, our ED-TGCN is
more robust than the standard GCN. Moreover, even when no
edges are perturbed, the TGCN outperforms the GCN. This
observation may be attributed to noisy links in the original
graphs, which hinder classification performance. Furthermore,
the SSL performance of the GCN significantly degrades as
the number of perturbed edges increases, which suggests that
GCN is challenged even by “random attacks.”
C. Robustness to adversarial attacks on edges
The original graphs corresponding to Cora, Citeseer,
Pubmed, and Polblogs were perturbed using the adversarial
setup in [18], where structural attacks are effected on attributed
graphs. These attacks perturb connections adjacent to a set
T of targeted nodes by adding or deleting edges [18]. Our
ED module uses I = 10 sampled graphs with q1 = 0.9, and
q2 = 0.999. For this experiment, 30% of the nodes are used for
training, 30% for validation, and 40% for testing. The nodes
in T are in the testing set.
Table II reports the classification accuracy of the GCN
and the proposed TGCN for different numbers of attacked
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Fig. 6: Classification accuracy on the synthetic (a)-(b) and ionosphere (c)-(d) graphs described in Sec. V-A as the noise level
in the features [cf. (17)] or in the links [(16)] varies. Panels (a) and (c) show the classification accuracy for noisy features
while panels (b) and (d) show the same metric as the power of the noise added to the graph links varies.
nodes |T |. Different from Fig. 7, where the classification
accuracy over the test set is reported, Table II reports the
classification accuracy over the set of attacked nodes T . It
is observed that the proposed TGCN is more robust than
GCN under adversarial attacks [18]. This finding justifies the
use of the novel ED in conjunction with the TGCN that
judiciously selects extracted features originating from non-
corrupted neighborhoods.
Fig. 8 showcases the sensitivity of TGCN to varying param-
eters of the ED module for the experiment in Table II with
the Cora, and with |T | = 30. Evidently, TGCN’s performance
is relatively smooth for certain ranges of the parameters. In
accordance with Remark 2, notice that even for small I TGCN
performance improves considerably.
D. Predicting protein functions
This section tests the performance of TGCN in predicting
“protein functions.” Protein-to-protein interaction networks re-
late two proteins via multiple cell-dependent relations that can
be modeled using multi-relational graphs; see Fig.1. Protein
classification seeks the unknown function of some proteins
(nodes) based on the known functionality of a small subset of
proteins, and the protein-to-protein networks [43], [44].
Given a target function yn that is available on a subset of
proteins n ∈ M, known functions on all proteins summarized
in X, and the multi-relational protein networks A, the goal is
to predict whether the proteins in n ∈ V −M are associated
with the target function or not. Hence, the number of target
classes is K = 2. In this setting, Ai represents the protein
connectivity in the ith cell type, which could be a cerebellum,
midbrain, or frontal lobe cell. Table III summarizes the three
datasets used in the following experiments.
We compare TGCN with the GCN in [16], which is the
single-relational alternative, and Mune [45], that represents a
state-of-the-art diffusion-based approach for SSL over multi-
relational graphs. Since GCN only accounts for a single graph,
we select for the GCN the relation i that achieves the best
results in the validation set. Furthermore, Mune does not
account for feature vectors in the nodes of the graph. For
a fair comparison, we employ the TGCN without using the
feature vectors, that is, X = IN . Finally, since the classes
are heavily unbalanced, we evaluate the performance of the
various approaches using the macro F1 score for predicting
the protein functions.4
Figs. 9-11 report the macro F1 values for the aforemen-
tioned approaches for varying numbers of labeled samples
|M|. It is observed for all datasets that: i) the macro F1
score improves for increasing |M| across all algorithms; ii)
the TGCN that judiciously combines the multiple-relations
outperforms the GCN by a large margin; and, iii) When nodal
4Accurate classifiers achieve macro F1 values close to 1.
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Fig. 7: Classification accuracy for the setup described in Sec. V-B as the number of perturbed edges increases.
Dataset Method
Number of attacked nodes |T |
20 30 40 50 60
Citeseer
GCN 60.49 56.00 61.49 56.39 58.99
TGCN 70.99 56.00 61.49 61.20 58.66
Cora
GCN 76.00 74.66 76.00 62.39 73.66
TGCN 78.00 82.00 84.00 73.59 74.99
Pubmed
GCN 74.00 71.33 68.99 66.40 69.66
TGCN 72.00 75.36 71.44 68.50 74.43
Polblogs
GCN 85.03 86.00 84.99 78.79 86.91
TGCN 84.00 88.00 91.99 78.79 92.00
TABLE II: Classification accuracy for the setup described in Sec. V-C as the number of attacked nodes |T | increases.
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Fig. 8: SSL classification accuracy of the TGCN under varying edge creation prob. q1, edge deletion prob. q2, and number of
samples I .
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Fig. 10: Circulation cells
Dataset Nodes N Features F Relations I
Generic cells 4,487 502 144
Brain cells 2,702 81 9
Circulation cells 3,385 62 4
TABLE III: List of protein-to-protein interaction datasets con-
sidered in Sec. V-D and their associated dimensions.
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Fig. 11: Generic cells
features are not used (last two rows at each table), TGCN
outperforms the state-of-the-art Mune.
VI. CONCLUSIONS
This paper put forth a novel deep SSL approach based on
a tensor graph convolutional network (TGCN). The proposed
architecture is able to account for nodes engaging in multiple
relations, can be used to reveal the data structure, and it is
computationally affordable since the number of operations
scales linearly with the number of graph edges. Instead of
committing a fortiori to a specific type of diffusion, the TGCN
learns the diffusion pattern that best fits the data. Our TGCN
was also adapted to robustify SSL over a single graph with
model-based, adversarial or random edge perturbations. To
cope with adversarial perturbations, random edge dithering
(ED) was performed on the (nominal) graph edges, and
the dithered graphs were used as input to the TGCN. Our
approach achieved state-of-the-art classification results over
multi-relational graphs when nodes are accompanied by fea-
ture vectors. Further experiments demonstrate the performance
gains of TGCN in the presence of noisy features, noisy edge
weights, and random as well as adversarial edge perturbations.
Future research includes predicting time-varying labels, and
using TGCN for nonlinear Bayesian estimation over graphs.
REFERENCES
[1] M. Kivela¨, A. Arenas, M. Barthelemy, J. P. Gleeson, Y. Moreno, and
M. A. Porter, “Multilayer networks,” J. of Complex Netw., vol. 2, no. 3,
pp. 203–271, 2014.
[2] S. Wasserman and K. Faust, Social Network Analysis: Methods and
Applications. Cambridge University Press, 1994, vol. 8.
11
[3] V. N. Ioannidis, P. A. Traganitis, Y. Shen, and G. B. Giannakis, “Kernel-
based semi-supervised learning over multilayer graphs,” in Proc. IEEE
Int. Workshop Sig. Process. Advances Wireless Commun., Kalamata,
Greece, Jun. 2018.
[4] M. Belkin, P. Niyogi, and V. Sindhwani, “Manifold regularization: A
geometric framework for learning from labeled and unlabeled examples,”
J. Mach. Learn. Res., vol. 7, pp. 2399–2434, 2006.
[5] A. J. Smola and R. I. Kondor, “Kernels and regularization on graphs,” in
Learning Theory and Kernel Machines. Springer, 2003, pp. 144–158.
[6] V. N. Ioannidis, M. Ma, A. Nikolakopoulos, G. B. Giannakis, and
D. Romero, “Kernel-based inference of functions on graphs,” in Adaptive
Learning Methods for Nonlinear System Modeling, D. Comminiello and
J. Principe, Eds. Elsevier, 2018.
[7] X. Zhu, Z. Ghahramani, and J. D. Lafferty, “Semi-supervised learning
using gaussian fields and harmonic functions,” in Proc. Int. Conf. Mach.
Learn., Washington, USA, Jun. 2003.
[8] D. I. Shuman, S. K. Narang, P. Frossard, A. Ortega, and P. Van-
dergheynst, “The emerging field of signal processing on graphs: Ex-
tending high-dimensional data analysis to networks and other irregular
domains,” IEEE Sig. Process. Mag., vol. 30, no. 3, pp. 83–98, May 2013.
[9] J. Weston, F. Ratle, H. Mobahi, and R. Collobert, “Deep learning via
semi-supervised embedding,” in Neural Networks: Tricks of the Trade.
Springer, 2012, pp. 639–655.
[10] Z. Yang, W. W. Cohen, and R. Salakhutdinov, “Revisiting semi-
supervised learning with graph embeddings,” in Proc. Int. Conf. Mach.
Learn., New York, USA, Jun. 2016.
[11] D. Berberidis, A. N. Nikolakopoulos, and G. B. Giannakis, “Adaptive
diffusions for scalable learning over graphs,” IEEE Trans. Sig. Process.,
vol. 67, no. 5, pp. 1307–1321, 2019.
[12] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst,
“Geometric deep learning: going beyond Euclidean data,” IEEE Sig.
Process. Mag., vol. 34, no. 4, pp. 18–42, 2017.
[13] F. Gama, A. G. Marques, G. Leus, and A. Ribeiro, “Convolutional neural
networks architectures for signals supported on graphs,” IEEE Trans.
Sig. Process., vol. 67, no. 4, pp. 1034–1049, Feb. 2019.
[14] V. N. Ioannidis, A. G. Marques, and G. B. Giannakis, “A recursive multi-
layer graph neural network architecture for processing network data,” in
Proc. IEEE Int. Conf. Acoust., Speech, Sig. Process., London, England,
May 2019.
[15] M. Schlichtkrull, T. N. Kipf, P. Bloem, R. Van Den Berg, I. Titov,
and M. Welling, “Modeling relational data with graph convolutional
networks,” in European Semantic Web Conference. Springer, 2018, pp.
593–607.
[16] T. N. Kipf and M. Welling, “Semi-supervised classification with graph
convolutional networks,” in Proc. Int. Conf. on Learn. Represantions,
Toulon, France, Apr. 2017.
[17] P. Velicˇkovic´, G. Cucurull, A. Casanova, A. Romero, P. Lio, and
Y. Bengio, “Graph attention networks,” in Proc. Int. Conf. on Learn.
Represantions, Vancouver, BC, Canada, 2018.
[18] D. Zu¨gner, A. Akbarnejad, and S. Gu¨nnemann, “Adversarial attacks on
neural networks for graph data,” in Proc. Intl. Conf. on Knowledge Disc.
and Data Mining, London, United Kingdom, 2018, pp. 2847–2856.
[19] K. Xu, H. Chen, S. Liu, P.-Y. Chen, T.-W. Weng, M. Hong, and
X. Lin, “Topology attack and defense for graph neural networks: An
optimization perspective,” in Intl. Joint Conf. on Artif. Int., Macao,
China, Aug. 2019.
[20] H. Dai, H. Li, T. Tian, X. Huang, L. Wang, J. Zhu, and L. Song,
“Adversarial attack on graph structured data,” in Proc. Int. Conf. Mach.
Learn., Stockholm, Sweden, Jul. 2018.
[21] G. B. Giannakis, Y. Shen, and G. V. Karanikolas, “Topology identi-
fication and learning over graphs: Accounting for nonlinearities and
dynamics,” Proc. IEEE, vol. 106, no. 5, pp. 787–807, May 2018.
[22] M. Newman, Networks. Oxford university press, 2018.
[23] H. Wu, C. Wang, Y. Tyshetskiy, A. Docherty, K. Lu, and L. Zhu,
“Adversarial examples on graph data: Deep insights into attack and
defense,” in Intl. Joint Conf. on Artif. Int., Macao, China, Aug. 2019.
[24] I. Goodfellow, Y. Bengio, A. Courville, and Y. Bengio, Deep Learning.
MIT press Cambridge, 2016, vol. 1.
[25] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural
networks on graphs with fast localized spectral filtering,” in Proc.
Advances Neural Inf. Process. Syst., Barcelona, Spain, Dec. 2016, pp.
3844–3852.
[26] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf on Comp. Vision and Pat. Rec., 2016,
pp. 770–778.
[27] L. Ruiz, F. Gama, and A. Ribeiro, “Gated graph convolutional recurrent
neural networks,” in Proc. European Sig. Process. Conf., 2019.
[28] L. Zhang, G. Wang, and G. B. Giannakis, “Real-time power system state
estimation and forecasting via deep unrolled neural networks,” IEEE
Trans. Sig. Process., vol. 67, no. 15, pp. 4069–4077, 2019.
[29] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning represen-
tations by back-propagating errors,” Nature, vol. 323, no. 6088, p. 533,
1986.
[30] B. Bolloba´s and B. Be´la, Random Graphs. Cambridge university press,
2001, no. 73.
[31] J. K. Harris, An Introduction to Exponential Random Graph Modeling.
Sage Publications, 2013, vol. 173.
[32] W. Dong, C. Moses, and K. Li, “Efficient k-nearest neighbor graph
construction for generic similarity measures,” in Proc. of Intl. Conf. on
World Wide Web, 2011, pp. 577–586.
[33] I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing
adversarial examples,” in Proc. Int. Conf. on Learn. Represantions, 2014.
[34] C. C. Aggarwal, “Outlier analysis,” in Data Mining. Springer, 2015,
pp. 237–263.
[35] R. A. Ulichney, “Dithering with blue noise,” Proc. IEEE, vol. 76, no. 1,
pp. 56–79, 1988.
[36] U. Alon, “Network motifs: Theory and experimental approaches,” Na-
ture Reviews Genetics, vol. 8, no. 6, pp. 450–461, 2007.
[37] E. Isufi, A. Loukas, A. Simonetto, and G. Leus, “Filtering random graph
processes over random time-varying graphs,” IEEE Trans. Sig. Process.,
vol. 65, no. 16, pp. 4406–4421, 2017.
[38] J. V. Candy, Bayesian Signal Processing: Classical, Modern, and
Particle Filtering Methods. John Wiley & Sons, 2016, vol. 54.
[39] D. P. Kingma and J. L. Ba, “Adam: A method for stochastic optimiza-
tion,” in Proc. Int. Conf. on Learn. Represantions, San Diego, CA, USA,
May 2015.
[40] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin,
S. Ghemawat, G. Irving, M. Isard et al., “Tensorflow: a system for large-
scale machine learning.” in Proc. USENIX Symp. Oper. Systems Design
Implementation, vol. 16, Savannah, GA, USA, Nov. 2016, pp. 265–283.
[41] D. Dheeru and E. Karra Taniskidou, “UCI machine learning repository,”
2017. [Online]. Available: http://archive.ics.uci.edu/ml
[42] P. Sen, G. Namata, M. Bilgic, L. Getoor, B. Galligher, and T. Eliassi-
Rad, “Collective classification in network data,” AI magazine, vol. 29,
no. 3, p. 93, 2008.
[43] M. Zitnik and J. Leskovec, “Predicting multicellular function through
multi-layer tissue networks,” Bioinformatics, vol. 33, no. 14, pp. i190–
i198, 2017.
[44] V. N. Ioanndis, A. G. Marques, and G. B. Giannakis, “Graph neural
networks for predicting protein functions,” in Proc. IEEE Int. Workshop
Comput. Advances Multi-Sensor Adaptive Process., Guadeloupe, West
Indies, Dec. 2019.
[45] J. Ye and L. Akoglu, “Robust semi-supervised learning on multiple
networks with noise,” in Pacific-Asia Conf. on Knowl. Disc. and Data
Mining. Springer, 2018, pp. 196–208.
