The purpose of this paper is to derive and analyze accelerating procedures for convergence of the value iteration algorithm (VIA) used when solving discounted Markov decision processes (MDP). (For a survey of MDP applications see White 1985.)
Various value iteration schemes have been developed in the literature, aimed at reducing the computational effort required for solving such problems. The main schemes are (see Thomas 
where,
VO(i), i E I is an arbitrary chosen cost function;
Vn(i) is the minimal total expected aiscounted cost when starting at state i, moving n periods and paying a terminal cost VO(j) if the process ends up at state j; Ai denotes the set of possible actions admissible in state i; Ci(a) is the immediate (one-step) expected payment when selecting action a E Ai while in state i; Pij(a) is the one-step transition probability from state i to state j when selecting action a E Ai; I is a finite set of states with cardinality III; and ,8 is the discount factor E (0, 1). The values p'(n) and p"(n) represent the minimum and maximum row sums, respectively, derived from the transition matrix associated with the policy obtained at each iteration n. For the PJ scheme, one can use p'(n) p"(n) /3 = :'(n) = P"(n) for all n ? 1.
To ensure IJ(i) -V(j)|I E for allj E I we use the stopping criterion:
so that, when the algorithm stops at iteration n, the values V(j), j E I, are calculated by This paper extends our ideas from Herzberg and Yechiali, developed originally for the undiscounted MDPs, and apply them to the discounted processes. We use the method presented in Herzberg and Yechiali and introduce additional improvement so that the total time required for convergence is reduced (in the problems tested) by up to 76%. The main idea, based on a one-step lookahead analysis, is to replace V,(j) by a modified value Wn(j) = Vn(j) + w,fg(j), where g(j) is a function of the differences 6n(])'s and the one-step transition probabilities.
Following a one-step lookahead analysis (presented in Section 1), we modify the discounted value iteration schemes defined by (1)-(4). It is interesting that the same type of analysis applies to all four 942 / HERZBERG AND YECHIALI procedures PJ, J, PGS, and GS. In Section 2 we use the criterion of minimum difference to develop a method for calculating a good ARF. In Section 3 we apply the minimum variance method to obtain a good relaxation factor. In Section 4 we present numerical results for several problems tested, and discuss various computational aspects.
I. MODIFIED VALUE ITERATION SCHEMES
Suppose that after calculating the values Vn(i), i E I, at the nth iteration of the VIA, we apply the concept of relaxation and consider the values Vn(i), i E I, where
Here w is the ARF such that, for w = 1, Vn(i) Vn(i) . We now look one step ahead and examine an estimator of the future value of Vn+1(i). This estimator, denoted Wn(i), will replace Vn(i) in the (n + 1)st iteration. Such an estimator has the prospect of being close to the next calculated value, V, 1 (i), thus causing the VIA to converge faster.
Denote by R1 the selected action for state i determined by the VIA at iteration n. Then, for the PJ scheme, 
where, 
Clearly, for w -1, X1(i) = pgPJ(j).
For the Jacobi VIA scheme,
Using relation (9) we derive, Finally, performing similar operations on the GS scheme, it follows that (10) (as well as (13) 
COMPUTATIONAL CONSIDERATIONS AND NUMERICAL RESULTS
The effort per iteration of the various value iteration schemes, for a fully-dense case of state-tostate transition probability matrix, is of the orderA III2 (where A is the average number of admissible actions per state). Real-dimensional MDP problems are usually sparse with an average of N ?< III possible one-step transitions, so that the effort per iteration is of the order NA II. The proposed procedures, which are aimed at reducing the number of iterations, try to achieve this goal at the expense of increasing the effort per iteration, resulting from calculating the terms gi(i), i E I and the ARF w *. The computational effort for calculating the value gn(i) is of the order NIII. The computational effort for calculating an ARF depends on the criteria selected. When using the minimum variance criterion the order is of 4 III (see (24) It is worth noting that values of the ARF, calculated anew for each iteration by the proposed criteria, can be either less than or greater than 1, and at certain iterations may even reach the range 2-3. As a result, the relationship between bounds of consecutive iterations cannot be defined fully. However, the concept of action elimination can still be applied, e.g., using McQueen's test after each value iteration phase.
Several problems dealing with optimal resource allocation in telecommunication networks and Howard's well-known automobile replacement problem (HARP), numbered as problem 5, were tested. The results are summarized in Table I .
Each problem was solved three times for every procedure (PJ, J, PGS or GS): First by using the classical VIA; then by using the minimum difference criterion for the corresponding VIA; and finally, by applying the minimum variance method. The same set of calculations were performed for two values of the discount factor: /8 = 0.8 and /8 = 0.9. For the stopping criterion we use a tolerance error E = 10-3 (see (7)). 
CONCLUSION
We have introduced new methods for selecting the ARF in value iteration algorithms used for solving discounted MDP problems. By applying a one-step lookahead analysis, we further modified the VIA schemes by replacing Vn(i) with an estimator Wn(i) = Vn(i) + f3wg&(i). These methods result in computational time-savings of up to 76% (for the problems tested). In the majority of cases the minimum difference criterion appears to be slightly better than the minimum variance method. The methods are attractive and the use of lookahead analysis seems to be promising. In particular, this approach may be useful for cases where the number of decisions considered per state is large and for cases where the discount factor is close to 1, for which convergence of the VIA is usually slow (see Scherer and White 1988) . It seems that this approach and the new ARF criteria developed may enhance convergence of successive approximation procedures in general and therefore have the potential to be incorporated in the modified policy iteration algorithm developed by Puterman and Shin (1978) for discounted MDPs, for which a successive substitution technique has been used instead of solving sets of linear equations. 
