Abstract Global climate models (GCMs) are examples of high-dimensional input-output systems, where model output is a function of many variables, and an update in model physics commonly improves performance in one objective function (i.e., measure of model performance) at the expense of degrading another. Here concepts from multiobjective optimization in the engineering literature are used to investigate parameter sensitivity and optimization in the face of such trade-offs. A metamodeling technique called cut highdimensional model representation (cut-HDMR) is leveraged in the context of multiobjective optimization to improve GCM simulation of the tropical Pacific climate, focusing on seasonal precipitation, column water vapor, and skin temperature. An evolutionary algorithm is used to solve for Pareto fronts, which are surfaces in objective function space along which trade-offs in GCM performance occur. This approach allows the modeler to visualize trade-offs quickly and identify the physics at play. In some cases, Pareto fronts are small, implying that trade-offs are minimal, optimal parameter value choices are more straightforward, and the GCM is well-functioning. In all cases considered here, the control run was found not to be Paretooptimal (i.e., not on the front), highlighting an opportunity for model improvement through objectively informed parameter selection. Taylor diagrams illustrate that these improvements occur primarily in field magnitude, not spatial correlation, and they show that specific parameter updates can improve fields fundamental to tropical moist processes-namely precipitation and skin temperature-without significantly impacting others. These results provide an example of how basic elements of multiobjective optimization can facilitate pragmatic GCM tuning processes.
Introduction
Uncertainties noted in present-day global climate model (GCM) simulations are complex, regiondependent, and occur across a broad range of time scales. GCMs must correctly simulate coupling among the land, ocean, and atmosphere as well as the interplay between large and small-scale dynamics, which themselves rely heavily on subgrid-scale physics and their parameterizations. This study focuses on the tropical Pacific climate at the seasonal time scale, where uncertainty is largely due to under-constrained moist processes. An inexhaustive list of GCM issues in this region includes excessive precipitation in the Southern Hemisphere and the double intertropical convergence zone (ITCZ) [Dai, 2006; Lin, 2007] , issues with dynamics related to the El Niño-Southern Oscillation (ENSO) [Latif et al., 2001] and the South Pacific Convergence Zone (SPCZ) [Brown et al., 2010; Lintner et al., 2016] , sea surface temperature biases leading to the excessive equatorial cold tongue [Li and Xie, 2014] , issues in simulating the three-dimensional structure of moisture and temperature in the atmosphere [Tian et al., 2013] , persistent errors representing clouds and microphysics [Bony and Dufresne, 2005] , and uncertainty related to land-sea contrasts and representation of topography, particularly over the Amazon [Yin et al., 2013] .
These uncertainties are each present to an extent in the National Corporation for Atmospheric Research (NCAR) Community Earth System Model version 1 (CESM1) [Kay et al., 2012; Gettelman et al., 2012a Gettelman et al., , 2012b Neale et al., 2013] . Additional issues have been noted in the ability of CESM to represent tropical Pacific dynamics at interannual time scales, specifically the frequency and seasonal timing of ENSO events and other modes of variability [Deser et al., 2012; Capotondi, 2013] , as well as its ability to simulate tropical wave dynamics associated with the Madden-Julian Oscillation (MJO) [Boyle et al., 2015] . Although some aspects of the physics at fast time scales relevant to convective processes are reasonably well simulated-including the pickup of deep convective precipitation and how this depends on column-averaged temperature and N is the number of parameters sampled). Parameter interactions are then estimated with pairwise parameter perturbation runs that are informed by the first pass. The organization of this approach leverages the construction of cut-HDMR, which orders approximations by their degree of parameter interaction (see section 3.1 and the supporting information). This allows leading aspects of high-order nonlinearity to be estimated at order-N in the number of computations.
Our approach assumes that the modeler knows only qualitative (if any) information about the nonlinearity of the parameter space that is being sampled, and so an ensemble with along-axis perturbations gives direct and quantitative insight into this nonlinearity in directions of parameter space that are more straightforward to interpret. Another important aspect considered in our ensemble is that precipitation exhibits substantial internal variability, and so model runs are several decades long to better sample the GCM climatology. Other parameter space sampling strategies are discussed more comprehensively in supporting information (and in references in the introduction) and would also be compatible with the multiobjective optimization techniques that are the main thrust of this paper. 2.1.1. On-Axis Runs Bernstein and Neelin [2016] have created a branch run perturbed physics ensemble for the fully coupled CESM1 (subversion 1.0.5) by perturbing four parameters in the deep convection scheme of the Community Atmosphere Model version 4 (CAM4). Note that both CAM4 and CAM5, as well as the upcoming CAM6, all use the Zhang-MacFarlane scheme for deep convection [Zhang and McFarlane, 1995] with modifications incorporated from Richter and Rasch [2008] and Blyth [1986, 1992] .
These integrations have been performed in a way that mimics experiments in the Climate Model Intercomparison Project phase 5 (CMIP5) ensemble [Taylor et al., 2012] . To build the perturbed physics ensemble, the GCM was first integrated using transient climate forcing during the 1850-1975 period. From there, branch integrations were performed for each parameter value during an additional 30 years, producing a total of 20 integrations (including a control run) that each spans . The name, units, perturbations, and a short description for each parameter in the ensemble are listed in Table 1 . We use monthly fields and calculate December-January-February (DJF), June-July-August (JJA), and annual climatologies for each run. The first 10 years are discarded to allow for model equilibration, so climatologies represent a 1985-2005 average. Bernstein and Neelin [2016] show that the hydrological cycle tends to adjust quickly to parameter changes (on time scales less than 10 years). Small remaining imbalances in top-of-atmosphere (TOA) radiation associated with adjustment of the deep ocean could be relevant to some climate quantities but are not a strong effect for those examined here.
Off-Axis Runs
In addition to the single-parameter perturbation runs, we leverage off-axis experiments (in this case, two parameters varied simultaneously) to more accurately interpolate into the four-dimensional parameter Journal of Advances in Modeling Earth Systems 10.1002/2017MS000942 space. Table 2 lists the additional off-axis integrations that are used as interaction terms in the metamodel calculations shown later. A grand total of 51 integrations have been produced: the initial ensemble of 20 mentioned above, 6 in Table 2 for off-axis terms, and 25 additional runs that were created for validation and exploration purposes. These 25 additional runs consist of 20 integrations where two parameters were varied at once, and five integrations where three parameters were varied. The parameter information for these runs is not listed explicitly, though they are shown in some figures and will be discussed later.
Observations and Reanalyses
The primary data sets used to constrain the GCM in this study are precipitation from the Global Precipitation Climatology Project [Adler et al., 2003; Huffman et al., 2009] and column water vapor and skin temperature from the ERA-Interim reanalysis [Dee et al., 2011] . Several other data sets evaluated here are described in Table 3 ; monthly fields were downloaded for each variable during 1985-2005, unless otherwise noted.
Methods

Metamodels
The GCM in this study is an example of a high-dimensional input-output problem, in which a physical system has a large number of input parameters that can be varied independently and will produce a complex response in the output (a GCM simulation). If N parameters are sampled K times each, the number of model integrations required for brute-force sampling is K N . Sampling the full parameter space of the 20-member ensemble used in this study requires 1000 model integrations for the combinations of values in Table 1 . Such a task is computationally unfeasible, so metamodels are borrowed from the engineering literature to accomplish this task.
The first type of metamodel used here is the polynomial-based metamodel (here, linear and quadratic) described in Neelin et al. [2010] . This technique fits the parameter dependence of a given field at each grid point and time step or climatological average to a quadratic function, allowing for linear (single-parameter) and nonlinear (parameter interaction) effects. This metamodel can be trained by using on-axis information only or can be further approximated using nonlinear interaction terms, requiring at least one off-axis integration in each pairwise parameter plane, or NðN21Þ=2 additional integrations. An even simpler linear metamodel can be calculated by neglecting second-order terms. Shortwave cloud forcing (SWCF) a The full field name is listed in the first column, with the CESM nomenclature given in parentheses. The observational data sets are listed in the second column, the time period used is listed in the third column, and references are given in the fourth column. Note that the CERES and ERS data are more recent satellite products and are only available for the listed time frames.
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The second type of metamodel we use is a modification of cut-HDMR [e.g., Li et al., 2001; Wang and Shan, 2007] . This technique is a simple yet flexible expansion that orders terms by degree of interaction. We use empirical orthogonal functions (EOFs) across each parameter axis separately to approximate the on-axis nonlinearity in the cut-HDMR expansion, and we incorporate nonlinear interactions in a manner similar to the quadratic metamodel to fit the residuals.
For a detailed description and comparison of these specific techniques, a discussion of their performance, and their context in the greater literature, we refer the reader to the supporting information. For the majority of the results presented here, we have used the cut-HDMR metamodel with interaction terms included. The quadratic and cut-HDMR metamodels give similar results for response surfaces, and we find them to be reasonable choices for reconstructing the full climatological fields. Cut-HDMR is more adept at capturing model fields directly along the axes, though both metamodels show degradation at points in parameter space far from parameter axes and the control parameter set (i.e., in regions near the edge of the feasible parameter space).
These metamodels are used to reconstruct total fields of seasonal precipitation, column water vapor, and skin temperature. Visualization techniques are then applied to these reconstructions with the goal of finding the parameter combinations in the full parameter space that minimize model error relative to observations and reanalyses. These measures of model error, or objective functions, include latitude-weighted rootmean-square error (RMSE) and mean-square error (MSE) for December-January-February (DJF), June-JulyAugust (JJA), and annual climatologies in a domain that includes the tropical Pacific Ocean. We note that this study does not advocate for any metamodeling technique in particular, as the ideal candidate will change based on the perturbed physics ensemble and goals of the modeler. Here we use these techniques as a means to an end: to visualize and quantify trade-offs in model performance.
Pareto-Optimal Sets
When multiple objective functions are considered at once, a GCM's performance can be viewed in objective function space. A schematic is shown in Figure 1a , where two objective functions ''a'' and ''b'' are the axes, and the goal of the modeler is to minimize both simultaneously. Each dot represents a different point in parameter space for the high-dimensional model, and we will use this type of plot to examine the performance of CESM1. The black dots represent the Pareto-optimal set, and the curve connecting them denotes a Pareto frontier, which gets its name from Vilfredo Pareto, an Italian engineer-turned-economist who first described these concepts in the context of optimal resource allocation at the turn of the twentieth century. In this schematic, optimum GCM performance is confined to move along the front, where performance in one measure cannot improve without degradation in another. The extreme ends highlight where either a or b are optimized individually, though if they are equally important, the modeler might opt for a happier medium. These Pareto fronts not only help identify trade-offs that occur but also the GCM physics that warrant revision. Also note that while we visualize the Pareto front as a curve in two dimensions, it can be scaled up to a multidimensional surface based on the number of objective functions considered. Figure 1b 
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shows a similar Pareto front but with different objective functions ''c'' and ''d.'' In this case, the front is shorter in length and has fewer Pareto-optimal points on it, implying that the trade-offs are less extensive and the decision for the modeler more straightforward.
In the multiobjective optimization literature, trade-offs in a system are largely governed by the details of the system, itself. As an example, a common trade-off experienced in car manufacturing might be luxury versus affordability of a new car. True constraints that govern manufacturing costs imply that a cheaper car will be made with less expensive materials, and because of this, fewer resources will be dedicated to the comfort and features (the luxury) of its design. The manufacturer would weigh these trade-offs when designing a car for the consumer market, and the trade-off frontier would ideally be broad-a situation akin to Figure 1a . GCMs are somewhat different in that observations serve as a truth, and if a GCM (and observations) were functioning perfectly, the optimal parameter set would be a single point, not a curve or surface. In reality, GCMs experience Pareto fronts that vary between the likes of Figures 1a and 1b, and in cases where a small Pareto front is encountered, this is a positive sign indicating the model is functioning well in the aspects that impact these objective functions.
There is an extensive literature on how to calculate a Pareto-optimal set, and this can be a thorny and computationally expensive problem when there are many dimensions over which a modeler wishes to optimize. Iterative or evolutionary algorithms are popular, and the general approach of these methodsinspired by concepts in biological evolution and natural selection-is to select a ''population'' of individuals (here, points in parameter space), test the performance of that population using a fitness function, and iterate or evolve over successive populations until an optimal set of points is found. In this paper, the optimality condition or fitness function will be to minimize the MSE of multiple fields relative to observations or reanalyses simultaneously. The Pareto-optimal sets discussed in this study have been calculated using a Python package adapted from the GitHub repository of Woodruff and Herman [2013] . This code implements a nondominated evolutionary sorting algorithm (NGSA) originally introduced by Laumanns et al. [2002] . For a more thorough discussion of NGSA and related methods, useful starting points are Deb et al. [2002 Deb et al. [ , 2005 .
Multiobjective methods have had limited application so far in climate modeling literature. Price et al. [2009] built a metamodel for the response surface of an intermediate-complexity global energy and moisture balance model, Grid ENabled Integrated Earth system (GENIE), using a parameter set that represented physical processes in ocean, atmosphere, and sea ice dynamics. They used a kriging method to model the response surface and then employed a version of NGSA ] to find Pareto-optimal solutions. The metamodels we employ here are chosen for their simplicity and reasonable performance, as discussed in the supporting information.
In the sections that follow, we inspect the parameter sensitivity of tropical Pacific precipitation, column water vapor, and skin temperature across single parameter axes and then use metamodels to do this in multidimensional parameter and objective function space. Response surface methodology (discussed in the supporting information and in more detail below) is used to guide choices for interaction terms and metamodel adjustment, and the results are used to construct Pareto fronts and explore optimal points in parameter space. A parameter update is proposed in section 6 that improves the tropical Pacific simulation of precipitation, column water vapor, and skin temperature climatologies. Taylor diagrams are used to give an alternative view of the Pareto fronts as well as compare a larger set of model fields to observations before and after the update. As the update demonstrates, improvement in some fields can lead to degradation in others, and these parameter changes are therefore suggested alongside caveats. Figure 2 shows model RMSE as a function of parameter value for precipitation, column water vapor, and skin temperature fields in the tropical Pacific domain. A notable theme here is that all parameters show some degree of nonlinearity as a function of parameter value for a given field-even when the parameter dependence appears fairly linear in others-and these results parallel those of Bernstein and Neelin [2016] . For example, the parameter dependence across a appears linear for column water vapor but more notably nonlinear at low a values for both precipitation and skin temperature. Because of this behavior, it is not
Parameter Sensitivity Across Multiple Fields
Journal of Advances in Modeling Earth Systems 10.1002/2017MS000942 possible to assume a consistent functional form of parameter dependence across all variables, and the most useful metamodeling techniques are those that can account for this.
Trade-offs in model performance can also be found in the objective functions of Figure 2 . Examining precipitation RMSE as a function of s (Figure 2d ), values of s near or just above the control (60 min) lower the error relative to GPCP and are therefore candidates for model improvement. In contrast, much higher values of s (in the range of 200 min) are desired in order to better constrain column water vapor or skin temperature against the ERA-Interim reanalysis. Multiobjective trade-offs become quickly apparent: by changing s from its default value, one cannot improve model simulation of precipitation without degrading that of column water vapor or skin temperature. Trade-offs like these are encountered frequently in such a high-dimensional optimization problem, and we focus on improving the tropical Pacific climate in the face of such constraints. 
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Finally, we note the skill of the cut-HDMR metamodel at capturing on-axis sensitivity (see the supporting information for discussion). The dark solid lines pass through all of the integrated points of Figure 2 , lending confidence to this method for cases when parameters are varied close to the axes. Comparing this with the linear or quadratic metamodel-especially for parameters like dmpdz or k e -cut-HDMR does significantly better along the axes.
Objective Functions in Parameter Space: Response Surfaces
Figure 3 displays results from using cut-HDMR to interpolate off parameter axes from information in Figure  2 in the a-dmpdz plane, shown for precipitation (top row), skin temperature (middle row), and column water vapor (bottom row). These figures are called response surfaces and fall into the discipline of response surface methodology that arose in the statistics literature [Box and Wilson, 1951] . This methodology discusses the relationship between a nonlinear response function (here, the RMSE values of a climate field relative to observations) and explanatory variables (parameters). Response surfaces are often thought of as univariate in one objective function, but note here that we use this terminology in a multivariate sense, i.e., considering multiple response surfaces of different seasons or fields simultaneously.
The first and second columns show the results using on-axis information in the metamodel reconstruction, while the third and fourth columns show results when refining cut-HDMR to incorporate the off-axis (interaction) term, outlined in red at (a, dmpdz) 5 (0.5, 1.5). General qualities are similar between cut-HDMR with and without the interaction terms, and they commonly overestimate the curvature of the response surface, particularly at the edges of the parameter ranges (e.g., low values of dmpdz). This is visually apparent when comparing the value of the RMSE values from integrations (filled circles) to that of the cut-HDMR results 
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(underlying response surface). For example, the integration at (a, dmpdz) 5 (0.5, 0.16) shows a large discrepancy between the true model RMSE value and the underlying surface. This sensitivity is not ideal for the metamodel, though it does not devalue it, since the modeler will typically avoid parameter values at the edge of the feasible range and is likely to consider parameter updates that are in the vicinity of the control axes.
We note that a similar analysis for Figure 3 , but in this case using the (a, dmpdz) 5 (0.25, 1.5) point as the interaction term, leads to a much more substantial curvature effect, so we choose to use (a, dmpdz) 5 (0.5, 1.5) in this plane. Our process in selecting this was iterative, informed by integrating the GCM at several well-chosen off-axis points (larger circles in Figure 3 ) and comparing their true RMSE values to those predicted by the metamodel. This method helps bring the box contained within a 2 ½0:25; 0:5 and dmpdz 2 ½1:0; 2:0 into focus as a likely region or window for a parameter update. By starting with on-axis information and using the response surface to guide where further integrations should be placed, the modeler can narrow to a region of interest in parameter space that can help improve the accuracy of the metamodel and improve decisions about GCM parameter updates. Note that if the curvature effect is severe and the metamodel is deemed untrustworthy, one could incorporate more off-axis terms into the metamodel calculation or even scale up to higher-order terms in HDMR for that particular plane. Figure 1 , is approximated by plotting the first three successive Pareto-optimal sets-as calculated by the evolutionary algorithm described in section 3-as black squares.
Parameters in Objective Function
For a well-tuned model, the control run (yellow star) would ideally lie on the Pareto front in Figure 4 , though in this case one can see notable uncertainty in column water vapor that displaces the control run along the horizontal axis. Note that for measures like these, annual cases (not shown) tend to perform better, likely because the model itself has been historically tuned to annual averages. Each square in Figure 4 represents one of the 1000 possible parameter combinations that have been reconstructed using the cut-HDMR metamodel. The color of each square represents the Euclidean distance in parameter space between a point's parameter values and the control values; the distances are normalized to have a maximum of one (light yellow) for the combination of all parameters at their farthest endpoints, and zero (dark red) for all parameters at the control. That the darkest red squares tend to occur nearest the control run-and the yellow squares farthest-serves as a check for the smoothness of the response surface.
The 1000 parameter combinations have been reconstructed based on the original on-axis parameter sampling in the perturbed physics ensemble. While it would be possible to interpolate between these values and sample at a density greater than 1000, we have chosen to stop here with the knowledge that parameter sensitivity is smoothly varying (see Figures 2 and 3) , and for the size of improvements we are getting, this resolution is adequate. A notable point from Figure 4 is that the shape of the Pareto front varies seasonally and regionally. For the global domain in JJA (Figure 4b ), it is curved more smoothly, with a continuous set of trade-offs. The global domain during DJF (Figure 4a ) is sharper, by contrast. In addition, a significant portion of the Pareto front in the tropical Pacific domain during both DJF and JJA is nearly parallel to the horizontal axis, highlighting a region in parameter space where precipitation error will not change measurably, but as much as a 50% improvement can be made to column water vapor relative to the control run. Figure 5 shows a zoomed version of the Pareto front for different combinations of objective function planes. The control is now plotted as a gray star, and the shaded squares from Figure 4 are in grayscale. All on-axis and off-axis validation (i.e., true GCM) runs are also included as distinct shapes, and these represent all of the integrations performed with CESM1 as part of the iterative search process in narrowing to an optimal
Two-Dimensional Pareto Fronts in Detail
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parameter window. Pareto-optimal sets were calculated using the evolutionary algorithm, and the resulting Pareto fronts are approximated as thick, light gray curves. Spline interpolation has been used to smooth each of these for display purposes, and the width of the gray curves is chosen to schematically convey the width that arises from an iteration procedure as described in Figure 4 .
Inspecting Figure 5 more closely, it is clear that the control run is at times displaced from the Pareto front. Along-axis runs (large shapes) are plotted for the four parameters that have been perturbed in this study, as well as off-axis integrations (colored squares) where two parameters were perturbed at once. In Figure 5c , three off-axis integrations have been circled in orange, red, and blue to represent different locations along the Pareto front in this plane (see Table 4 for specific parameter values of these runs). The selection process was based in particular on DJF, though the same points are also labeled for JJA. We emphasize that wherever the metamodel produces an optimal region on the Pareto front with points that are not close to an existing model run, additional CESM integrations should be conducted (and potentially incorporated into the metamodel) if that region is being considered for a parameter update.
These figures also give a comprehensive sense of the trade-offs to be expected in two dimensions. For example, trade-offs are minor for precipitation versus column water vapor (Figures 5a and 5b) , indicated by The control run is shown in each figure as a yellow star, and squares represent the 1000 possible parameter combinations based on the sampling discussed in the methods. Color and shading of squares denotes the Euclidean distance of a given parameter set to the control, with each parameter axis normalized by its range to contribute equally in computing the Euclidean distance. Darker red squares fall closer to the control run, and yellow squares imply parameter combinations further from the control; the minimum and maximum distances are represented by colors in the legend. Black squares mark points that approximate the Pareto front, selected through an iterative procedure that collects the first three successive sets of Pareto-optimal solutions using the evolutionary algorithm.
the small Pareto front. For precipitation versus skin temperature, the Pareto front is much larger for DJF, implying substantial trade-offs in model performance (Figure 5c ), though the opposite is true for JJA ( Figure  5d ). A similar story exists for column water vapor versus skin temperature, with DJF exhibiting considerable trade-offs relative to JJA (Figures 5e and 5f ). As discussed for Figure 1 , in cases where the Pareto front is small and the trade-offs slight, the GCM is well optimized for the objective functions being considered, making the modeler's decision somewhat easier. But when the Pareto front is large, trade-offs can lead to a larger range of equivalently performing (i.e., Pareto-optimal) parameter updates, depending on what is important to the modeler. For example, Figure 5c shows that parameter adjustments can decrease skin Table 2 . Thick light gray lines represent a fit Pareto-optimal set using univariate spline interpolation. In Figures 5c and  5d , three points are circled in yellow, red, and blue corresponding to the off-axis integrations at (s, a) 5 (120, 0.5), (a, dmpdz) 5 (0.5, 1.5), and (k e , a) 5 (5.0, 0.5), respectively, conducted at key points suggested by the metamodel.
temperature MSE as much as 50%, though that comes at the expense of an increase in precipitation MSE of about 30%.
Tests for Identifying Optima for Higher-Dimensional Pareto Fronts
Extending the Pareto fronts above to include more than two dimensions-i.e., incorporating three or more objective functions at once-is a useful next step in the optimization process. Different Pareto-optimal solutions will exist for different combinations of seasons, fields, and regions (all of which embody unique objective functions). Because of this, we consider these trade-offs simultaneously when searching for Pareto-optimal solutions. We use DJF, JJA, and annual climatologies for three separate fields-precipitation, skin temperature, and column water vapor-over the tropical Pacific region. This gives 3 3 3 5 9 separate objective functions over which the evolutionary sorting algorithm optimizes simultaneously. The goal is to find the parameter combinations that lie on the Pareto front when all nine dimensions are considered together.
To establish which points in parameter space perform best, we have developed several tests for determining what points lie on or closest to the nine-dimensional front using the evolutionary algorithm. The first test is the most stringent and is only passed when a given (dmpdz, s, a, k e ) combination is on the Pareto front for both the quadratic and cut-HDMR metamodels (once each with the interaction terms included, and once each without). In other words, points that pass this test are Pareto-optimal solutions for all versions of metamodel used here. For the 1000 parameter combinations approximated by the metamodel, as well as all 51 true integrations in the perturbed physics ensemble, only six passed this test and are marked in Table 4 with one asterisk. Three additional parameter combinations in Table 3 -denoted with two asterisks-passed a test discussed in the next paragraph, and a final tenth combination performs well but passes no tests, and it is included for presentation purposes later. Note that the control run is not part of the optimal parameter sets in Table 4 , and none of the cases suggests changing just one parameter or all parameters at once. The test described above requires agreement among the different forms of metamodel. An alternative and complementary screening process for Pareto-optimal solutions might relax the requirement that the points fall directly on the Pareto front and instead fall somewhere near it. The final three cases marked with two asterisks in Table 4 meet criteria for three additional screenings designed to accommodate this. The first was to search for optimal parameter combinations for each pairwise combination of season and field (as done in Figure 5 ), then evaluate which cases occur most frequently on these fronts. The second test was to calculate the leading points on the Pareto front by iterating over successive Pareto-optimal layers until at least 100 cases were collected (i.e., the top 10% of points). The third and final test was to calculate the Euclidean MSE distance from the origin in each pairwise plane and extract the lowest 100 values (i.e., the 10% of cases closest to the origin). This final option is the most relaxed in that points are not selected based on whether they lie on a Pareto front, but instead are located closest to the origin in each pairwise MSE plane. Such a test overlaps with information gained from solving for points on the Pareto front, since many of these cases will coincide. Three parameter combinations that score well on these alternative tests are listed in Table 4 , denoted with two asterisks. Though more points fit the necessary criteria, we choose to show three that represent physically plausible parameter values that are reasonably distinct from one another. For this process to be truly useful, this element of human judgment and decision making is crucial. Figure 6 shows zonal averages in the tropical Pacific region for precipitation and skin temperature, calculated as anomalies relative to the GPCP and ERA-Interim data sets, respectively. These averages are shown for DJF (top row) and JJA (bottom row) and lend insight into the kind of trade-offs encountered along the Pareto front as well as the improvements that can be achieved with multiobjective optimization. The blue Units are given in Table 1 ; colors correspond to parameter combinations in Figures 5c, 5d , and 6. Bold entries represent default or control parameter values, and asterisks correspond to parameter combinations that pass a series of tests described in the text.
Comparing Pareto-Optimal Cases
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lines, corresponding to the parameter update (a, k e ) 5 (0.5, 5.0) shown in Figure 5 and Table 4 , show a slight decrease in the maximum error of precipitation in both hemispheres (i.e., improvement as much as 20%) relative to the control run, but skin temperature simulation is worse, shifting the model from initially overestimating zonal temperatures to fully underestimating them. The yellow lines, corresponding to (s, a) 5 (120, 0.5), achieve the opposite effect: precipitation quality gets worse relative to the control, and skin temperature simulation improves slightly (by about 10%). A happy medium can be found in the red lines, which correspond to (a, dmpdz) 5 (0.25, 1.5) and improve both precipitation (by about 10%) and skin temperature (by about 5%) relative to the control. This improvement happens in both the DJF and JJA seasons, even though the integrations themselves were based on the DJF Pareto front in Figure 5c . Such an outcome-an update that improves fields of interest across multiple seasons-is unusual in our experience but certainly advantageous to a modeler.
Armed with the information gained from tests leading to Table 4 , as well as the details of Figures 5 and 6 , we now evaluate the model simulated with the update corresponding to the red point, which represents increasing a and dmpdz to 0.25 and 1.5, respectively-leaving s and k e the same. We do this with informed confidence that the seasonal climatology for both precipitation and skin temperature will improve in the tropical Pacific region. One caveat discussed later is that other fields will also be affected in a coupled climate system, and so the parameter value that improves precipitation and skin temperature most may not do so for other fields of interest to the modeler. Note that this particular update was not the combination used to fit the interaction term of the metamodel in the a-dmpdz plane of Figure 3 , which was (a, dmpdz) 5 (0.5, 1.5). The point of the interaction term is therefore not to serve as an optimal point in an Figure 5c , the dark solid lines show the control run, and the dashed line represents the GPCP and ERA-Interim data sets, about which the integrations are centered.
objective function plane, but rather to help adjust the metamodel in its vicinity so that potential nearby optima are brought into sharper focus and can then be integrated in the full GCM for subsequent analysis.
An Application to Precipitation Trade-Offs Between the Tropical Pacific and the Amazon
Another relevant trade-off in CESM1 occurs between simulating climatological rainfall over the Amazon and over the broader tropical Pacific. This can be seen in Figure 7 , which shows precipitation MSE over the tropical Pacific (vertical axis) versus that over a box that includes the Amazon and surrounding ocean (horizontal axis, defined here as 308S-208N, 2708E-3308E). Making parameter changes to improve one of these aspects of model performance comes at the expense of degrading the other. The control run sits fairly close to the Pareto front for the JJA season, but it is much further during DJF, especially for the Amazon. Some suggestions for parameter updates during DJF involve modifications to a, either by increasing this parameter along its axis (light upside-down triangles) or higher values of a coupled with either changes to dmpdz (red squares) or changes to k e (blue squares). For JJA, higher dmpdz values appear to be favored (light red triangles), though red squares (a, dmpdz) and blue squares (k e , a) are also close to the Pareto front. The circles from Figures 5c and 5d have been included on the corresponding points here, highlighting once again that the shape and composition of the Pareto front can vary across region and that optimal parameter combinations are likely to change across season, domain, or objective function.
Pareto Fronts Visualized on Taylor Diagrams
Taylor diagrams [Taylor, 2001] are a common way to visualize and compare multiple aspects of GCM performance, and Figure 8 shows these results from the full ensemble integration for the red point in Table 4 for DJF. The angular direction in these plots is the latitude-weighted spatial correlation for each field relative to the control or reanalysis data sets, and the radial value is the field's latitude-weighted spatial standard deviation divided by that of the observations. Black points represent the parameter space reconstruction of the cut-HDMR metamodel with interaction terms from Table 2 ; gray dots show all on-axis and off-axis runs available in the ensemble. The control run is shown as a circled yellow star, and the suggested parameter update discussed previously, (a, dmpdz) 5 (0.25, 1.5), is shown as a circled red square. In each plot, a zoomed inset is included to see the edge of points more clearly. Note that the ''tails'' of these clouds are due to incorporating interaction terms and the curvature effects caused by them. The modeler must make a compromise when including the interaction terms: the metamodel is improved in the vicinity of these points and closer to the axes, though it can be degraded at the edges of the parameter ranges, where (as stated previously) parameter values are physically less reasonable. This is not a large point of concern, however, as the behavior of the metamodel is less important far from the Pareto front. 
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Across DJF, JJA, and annual climatologies, the control run falls close to the edge of the cloud of points at higher correlation values, meaning the spatial correlation for the control parameter set is nearly maximized in the parameter space explored here. The magnitude of spatial variability in this domain, however, is overestimated for precipitation and column water vapor and underestimated for skin temperature.
For precipitation, column water vapor, and skin temperature, the parameter update helps nudge model performance closer to the observed magnitude of spatial variability. As discussed previously, the relatively short or narrow Pareto front seen in Figure 8c implies that there are no significant trade-offs between pattern and amplitude in skin temperature. Precipitation in Figure 8a is an example where further improvement could happen, though the current update still does some good. In contrast, the update for column water vapor (Figure 8b ) does show a clear trade-off. A schematic Pareto front has been drawn as a light gray line in the inset of Figure 8b . The parameter update here causes the model magnitude to be underestimated, though the spatial correlation increases slightly. The slope of this line is important and depicts a true Pareto front along which the GCM performance can improve its spatial correlation only by degrading its magnitude. These Taylor diagrams separate spatial correlation from magnitude and therefore give the modeler information not captured in measures of RMSE or MSE in previous figures. The relatively flat shape of the cloud of points in each case indicates that parameter optimization is mainly changing the magnitude of the fields rather than their spatial correlation with the observations and reanalyses. This outcome implies that the GCM uncertainty explored here is likely a deeper issue within the model's structural physics and dynamics themselves and can only be alleviated to an extent by parameter optimization. This 
result is important, since many changes expected as a result of anthropogenic global warming alter the magnitude of precipitation, and this is a large source of uncertainty in diagnosing end-of-century changes in multimodel ensembles [e.g., Xie et al., 2015] . Placing constraints on GCMs that can improve the representation of this magnitude of variability is a necessary step in understanding GCM uncertainty in end-of-century changes.
Standard Model Diagnostics
While the model improvements gained from the a and dmpdz updates are small for most fields, they are not inconsequential. GCMs are complex systems that change from one generation to the next, and model improvement is a stepwise process. Figure 9 shows how GCM performance in multiple fields changes as the model is updated from its control parameter set to the modified (a, dmpdz) 5 (0.25, 1.5). The information presents a collection of different fields typically analyzed in the CESM Atmospheric Model Working Group (AMWG) diagnostics package (http://www.cesm.ucar.edu/working_groups/Atmosphere/amwg-diagnosticspackage/). Details of the observational or reanalysis data sets are listed in Table 3 .
Similar to the discussion above, the improvement in model fields tends to occur primarily in the magnitude of spatial variability and not correlation. Sea level pressure and precipitation improve across DJF, JJA, and annual climatologies. The simulation of other fields improves in certain seasons but degrades in others (e.g., compare zonal wind stress during DJF and JJA), though shortwave and longwave cloud forcing get consistently worse across all climatologies. These changes in model performance occur while having only a minimal effect on fields that already perform well, however (e.g., skin temperature or 2 m air temperature), and this is a nontrivial result, given that precipitation can exhibit significant internal variability, and objectively improving its quality without significantly altering other aspects of the climate system is historically a thorny problem. In the case of the update (a, dmpdz) 5 (0.25, 1.5), if the goal is to improve precipitation or sea level pressure at seasonal time scales, then such an update might be worth the trade-off of slightly degraded quality in other fields. If the trade-offs for other fields are severe, then it would be straightforward to repeat analyses with objective functions corresponding to these fields, as well. And finally, it is important to keep in mind that the measures plotted in these diagrams are distinct from RMSE or MSE values, so an improvement in the objective functions evaluated earlier will not translate directly into improvement in correlation or spatial variability, though there will be significant overlap.
Summary and Conclusions
In this paper, we showcase concepts from multiobjective optimization to answer questions about parameter optimization in a perturbed physics ensemble, which samples four parameters from the deep convection scheme of CESM1. 
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Parameter sensitivity is visualized in one dimension, along each parameter axis, and in multiple dimensions, as a response surface that describes model RMSE as a function of two or more parameters. This method gives quantitative information on how objective functions vary in parameter space, and by incorporating interaction terms into the response surface, we demonstrate how one can adapt the metamodel to focus on regions or windows of interest where likely candidates for parameter updates exist. We then employ metamodeling techniques to evaluate combinations of parameters in objective function space, yielding information about which parameter combinations can improve multiple metrics simultaneously. Our optimization approach is iterative and is done in several steps. First, a metamodel is used to generate hypotheses for where in parameter space to place more model runs, and the GCM is integrated at these well-chosen points. Next, this information is used to further refine the metamodel and produce a more accurate Pareto front in the vicinity of these selected points. Different choices of metamodel or emulator can be made, depending on how the parameter space is initially sampled and what the overall goals of the modeler are. In our case, understanding along-axis sensitivity was a first-order concern. Cut-HDMR is a useful choice for the ensemble used here, though this may not be true for all parameter space sampling strategies.
Trade-offs in model performance are visualized for GCM precipitation, column water vapor, and skin temperature climatologies, and an evolutionary algorithm is used to find Pareto-optimal sets in objective function space. These results are used to estimate the Pareto front, which is a surface in objective function space along which the optimal configuration of GCM parameters exist, and where improvements in onedimension cause degradation in another.
Both quadratic and cut-HDMR metamodels are used in a series of tests to pinpoint the most likely candidates for a GCM parameter update. Our results show that the control parameter set is not located on the Pareto front for any of the cases considered (and in some examples is notably displaced). These outcomes depend entirely on the objective functions of interest to the modeler and the observational constraints used, so these results will likely vary for other fields, processes, and domains of interest. One parameter update in particular, which passed the testing criteria and represented an increase in both a (the evaporation efficiency) and dmpdz (the fractional entrainment rate), improved zonal mean skin temperature and precipitation magnitude relative to the control parameter set. We note that the details of the Pareto front will depend on the parameter space sampling strategy, the metamodeling approach, and the observations used as objective constraints. Furthermore, while the metamodel is adept at reconstructing climatological fields near parameter axes and in the vicinity of parameter space where off-axis runs have been used for fitting, its performance quality degrades away from these regions. We therefore emphasize that we do not trust the metamodel for final conclusions about optimal parameter updates but rather use it to suggest locations for new GCM runs and to provide context for interpreting them.
These results are also displayed using Taylor diagrams. Incorporating multiple fields shows that this parameter update modestly improves CESM1 precipitation during DJF without significantly affecting column water vapor or temperature. These diagrams highlight that the improvement from the proposed (a, dmpdz) updated arises primarily in the magnitude measure of the field, and not the correlation. That the parameter optimization has such a modest effect on the correlation score implies that model error may be rooted in larger issues underlying GCM dynamics or physics, or in other parameters not sampled in this ensemble.
The performance of CESM1 with the control parameter set and the proposed update is then compared to six additional observational and reanalysis data sets commonly used in the NCAR Atmospheric Model Working Group (AMWG) diagnostics package. Improvements can be seen in precipitation and sea level pressure across DJF, JJA, and annual climatologies. Improvement in other fields only happens in certain seasons, and simulation of both longwave and shortwave cloud forcing gets slightly and consistently worse. In considering such parameter updates identified by this multiobjective approach, one would ideally also incorporate outside information available to modelers-including reasonable evidence from process-based model studies or observations-and make an informed decision about whether the subgrid-scale processes involved in these updates are well represented by the parameter values and GCM code. In addition, this approach serves as a way of identifying processes in need of additional scrutiny for observational constraints in the coupled climate system.
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