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WILSON LOOP EXPECTATIONS IN SU(N) LATTICE GAUGE THEORY
JAFAR JAFAROV
Abstract. This article gives a rigorous formulation and proof of the 1/N expansion for Wilson
loop expectations in strongly coupled SU(N) lattice gauge theory in any dimension. The coefficients
of the expansion are represented as absolutely convergent sums over trajectories in a string theory
on the lattice, establishing a kind of gauge-string duality. Moreover, it is shown that in large N
limit, calculations in SU(N) lattice gauge theory with coupling strength 2β corresponds to those
in SO(N) lattice gauge theory with coupling strength β when |β| is sufficiently small.
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1. Introduction
Introduced by Wilson [21] in 1974, lattice gauge theories are discrete versions of quantum Yang–
Mills theories. They were initially investigated to gain a better understanding of quantum Yang–
Mills theories, particularly with the aim of explaining the quark confinement phenomenon. The
problem of taking a suitable scaling limit of lattice gauge theories, as the lattice spacing approaches
zero, is one of the millennium prize problems posed by the Clay Mathematics Institute and remains
unsolved to this date.
A lattice gauge theory involves a lattice, which is usually Zd for some d ≥ 2, a compact Lie
group that is called the gauge group of the theory, a matrix representation of the gauge group, and
1
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parameter β that is called the inverse coupling strength. The main objects of interest in lattice
gauge theories are Wilson loop variables and their expectations. The mathematical definitions of
lattice gauge theories and Wilson loop variables are given in Section 3.
When the gauge group is SU(N), U(N), SO(N), O(N) or Sp(N) for some large N , the lattice
gauge theory is called a “large N theory”. The 1/N asymptotic expansion of Wilson loop expecta-
tions is an important theoretical tool in large N lattice gauge theories. The earliest example of such
an expansion was presented by ’t Hooft [19] in 1974. ’t Hooft’s perturbative expansion of weakly
coupled large N theories uses Feynman diagrams to represent the coefficients of the expansion. In
a series of two recent papers, Chatterjee [4] and Chatterjee and Jafarov [6] gave a rigorous proof
of a non-perturbative 1/N asymptotic expansion of the expectations of Wilson loop variables in
SO(N) lattice gauge theory at strong coupling. In these papers the coefficients of the expansion
are represented as absolutely convergent sums over trajectories in a certain string theory on the
lattice.
The main goal of this paper is to present the 1/N expansion of Wilson loop expectations in
strongly coupled SU(N) lattice gauge theory. As in [4] and [6], the coefficients in the expansion
will be represented as absolutely convergent sums over string trajectories in a kind of string theory
on the lattice.
In the physics literature the connections between various lattice gauge theories in large N limit
was studied by Lovelace [13], who argued that O(N), U(N) and Sp(N) lattice gauge theories have
the same Wilson loop expectations in large N limit. The relation between SO(N) and SU(N) gauge
theories was also analyzed both theoretically and numerically in a number of papers [1, 3, 20]. In
this manuscript we will rigorously prove that indeed in the large N limit, SU(N) lattice gauge
theory with inverse coupling strength 2β corresponds to SO(N) lattice gauge theory with inverse
coupling strength β, provided that |β| is sufficiently small.
Although the general approach of this paper is similar to those in [4] and [6], it includes many
new results and equations. First of all, the Makeenko–Migdal equations for the SU(N) group,
computed here, are different than the equations for SO(N) obtained in [4]. Secondly, the loop
operations for lattice string theory that shows up in this paper are different in nature than the
string theory that arises in the study of SO(N) lattice gauge theory in [4, 6]. While an operation
called “twisting” from the earlier papers does not appear here, a new operation called “expansion”
comes into play. In other words, whereas the general plan of attack is the same in this paper as
in the earlier ones, the actual calculations are quite different and in many cases more complex.
Lastly, this paper gives the first rigorous proof of the conjectured correspondence between SO(N)
and SU(N) lattice gauge theories in the large N limit.
The rest of the paper is organized as follows. Sections 2 and 3 introduce the basic definitions and
notations. The main results are presented in Section 4, together with some additional references
to the literature (for extensive references, see [4, 6]). Section 5 contains some preliminary lemmas.
The Makeenko–Migdal equations for SU(N) group are derived in Sections 6 and 7. The rest of the
paper is devoted to the proofs of the main results.
2. A string theory on the lattice
Let d ≥ 2 be an integer and Zd be the d-dimensional integer lattice. Let E be the set of all
directed nearest neighbor edges of Zd. For any directed edge e ∈ E let u(e) and v(e) be its starting
and ending points, respectively, and represent this edge as (u(e), v(e)). If e = (u, v), then denote
the edge (v, u) by e−1. An edge e is positively oriented if u(e) is lexicographically smaller than
v(e) and negatively oriented otherwise. Let E+ and E− respectively be the sets of all positively
edges and the set of all negatively oriented edges in Zd. It is easy to see that if e ∈ E+, then
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Figure 1. A closed path and its nonbactracking core obtained by backtrack erasures.
e−1 ∈ E− and vice versa. A path ρ in the lattice Zd is a sequence of edges ρ = e1e2 · · · en such that
u(ei+1) = v(ei) for all 1 ≤ i ≤ n − 1. Such a path is called closed if v(en) = u(e1). We will say ρ
has length n and denote this by |ρ| = n. The null path, ∅, is a path with no edges. By default the
null path is assumed to be closed.
A plaquette p is a closed path e1e2e3e4 of length four such that ei 6= e−1j for all i, j. Let P(e) be
the set of all plaquettes passing through e. If p = e1e2e3e4 is a plaquette, then denote e
−1
4 e
−1
3 e
−1
2 e
−1
1
by p−1. The plaquette p = e1e2e3e4 is called positively oriented if u(e1) is lexicographically the
smallest and u(e2) is the second smallest among all starting points of its vertices. Otherwise p is
called negatively oriented. Let P+ denote the set of all positively oriented plaquettes in Zd. It is
easy to see that for any plaquette p either p or p−1 belongs to P+. Denote the set of all positively
oriented plaquettes passing through edge e or e−1 by P+(e).
If ρ = e1e2 · · · en is a closed path, then a path ρ′ is said to be cyclically equivalent to ρ if
ρ′ = eiei+1 · · · ene1e2 · · · ei−1
for some 1 ≤ i ≤ n. Each equivalence class will be called a cycle. Let the length of a cycle l be the
length of any path in this equivalence class and denote it by |l|. The equivalence class of the null
path is called a null cycle and it has zero length.
We say a path ρ = e1e2 · · · en has a backtrack at location i if ei+1 = e−1i , where en+1 = e1. In
this case the path
ρ′ = e1e2 · · · ei−1ei+2 · · · en
is said to be obtained from ρ by a backtrack erasure at location i. It can be easily checked that ρ′ is
also a path, and it is closed if ρ is closed. A path without any backtrack is called a non-backtracking
path. A loop is the cyclical equivalence class of a closed non-backtracking path. The equivalence
class of the null path is called a null loop which is also denoted by ∅.
The path obtained by successfully deleting backtracks of a closed path ρ until no backtrack is
left is called a non-backtracking core of ρ and it is denoted by [ρ]. It was proven in [4] that a path
obtained by deleting backtracks of a closed path until there is no backtrack left does not depend on
the order of backtrack erasures. Therefore, the non-backtracking core of a closed path is uniquely
defined. Given a cycle l define its non-backtracking core, [l], to be the equivalence class of the
non-backtracking core of any element of l. Figure 1 shows a closed path and its non-backtracking
core.
Two finite sequences of loops s = (l1, l2, . . . , ln) and s
′ = (l′1, l
′
2, . . . , l
′
m) are said to be equivalent
if one can be obtained from another by inserting or deleting the null loop at various locations. The
set of all equivalence classes is denoted by S, and an element of this set is called a loop sequence.
Given a sequence of loops s, its equivalence class in S has a representative without any null loop
component. This representative is called the minimal representation of s. If (l1, l2, . . . , ln) is the
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minimal representation of s define its length as
|s| := |l1|+ |l2|+ · · ·+ |ln| ,
size as
#s := n ,
and index as
ι(s) := |s| −#s .
For a loop l = e1e2 · · · en define the location of the edge ek in l to be k. This is well defined if
there is a fixed representation of each loop. This can be done by ordering the edges of Zd in some
predefined way, and then writing those edges in l according to this order.
For any positively oriented edge e let Ar(e) be the set of locations in lr where e occurs. Similarly,
let Br(e) be the set of locations in lr where e
−1 occurs. Define Cr(e) := Ar(e) ∪Br(e). Note that
one or more of the sets Ar(e), Br(e), Cr(e) can be empty. Let mr(e) be the size of the set Cr(e)
and tr(e) = |Ar(e)| − |Br(e)|. Define
t(e) := t1(e) + · · ·+ tn(e) .
In words, t(e) denotes the difference between the number occurrences of e and the number of
occurrence of e−1 in the loop components of s. We will simply write Ar, Br, Cr, mr, tr and t
whenever e is clear from the context. Finally, let
ℓ(s) =
∑
e∈E+
t(e)2 .
Note that since there are only finitely many edges in the loop components of s, all but finitely many
terms in above sum are zero.
Loop operations are ways of obtaining new loops from a given set of one or more loops. There
are five types of operations in this paper, called merger, splitting, deformation, expansion and
inaction, and the first four each have two subtypes, called positive and negative. Four of these
types correspond to loop operations defined in [4] and [6].
Merger: Let l and l′ be two non-null loops. If an edge e appears at location x in l and at
location y in l′, then write l = aeb and l′ = ced where a, b, c and d are paths. Define positive
merger of l and l′ at locations x and y as
l ⊕x,y l′ := [aedceb] ,
where [aedceb] is the nonbacktracking core of the cycle aedceb, and define the negative merger of l
and l′ at locations x and y as
l ⊖x,y l′ := [ac−1d−1b] .
If an edge e appears at location x in l, and e−1 appears at location y in l′, then write l = aeb and
l′ = ce−1d. Define positive merger of l and l′ at locations x and y as
l ⊕x,y l′ := [aec−1d−1eb] ,
and define the negative merger of l and l′ at locations x and y as
l ⊖x,y l′ := [adcb] ,
Positive merger is illustrated in Figure 2 and negative merger is illustrated in Figure 3.
Deformation: Let l be a non-null loop sequence and let p be a plaquette. Suppose that l
contains an edge e at location x, and p passes through e or e−1. Note that since p can pass through
e or its inverse e−1 only once, the location y of this edge in p is unique. The positive deformation
of l at location x by p is defined to be the positive merger of l and p at locations x and y, and it is
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⊕e e e
Figure 2. Positive merger.
⊖e e−1
Figure 3. Negative merger.
e ee−1 p⊕
Figure 4. Positive deformation.
e e p⊖
Figure 5. Negative deformation.
denoted by l ⊕x p. Similarly, the negative deformation of l at location x by p is defined to be the
negative merger of l and p at locations x and y, and it is denoted by l ⊖x p. Figure 4 illustrates a
positive deformation and Figure 5 illustrates a negative deformation.
Splitting: Let l be a non-null loop sequence. If l contains an edge e at two distinct locations x
and y, then write l = aebced. Define the positive splitting of l at x and y to be the pair of loops
×1x,yl := [aec] , ×2x,yl := [be] .
If l contains e at location x and e−1 at location y, write l = aebe−1c and define the negative splitting
of l at x and y to be the pair of loops
×1x,yl := [ac] , ×2x,yl := [b] .
Figure 6 illustrates a positive splitting and Figure 7 illustrates a negative splitting.
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e e e
Figure 6. Positive splitting.
e e−1
Figure 7. Negative splitting.
e e p
Figure 8. Positive expansion.
e e p
Figure 9. Negative expansion.
Expansion: Let l be a non-null loop which contains an edge e at location x. A positive expansion
of l at location x by a plaquette p passing through e−1 replaces l with the pair of loops (l, p). A
negative expansion of l at location x by a plaquette p passing through e also replaces l with the
pair of loops (l, p). Although positive and negative deformations essentially yield the same result,
the names are different to indicate whether the loop l and the plaquette p share the same edge
e or they have opposite edges e and e−1. Figure 8 illustrates a positive expansion, and Figure 9
illustrates a negative expansion.
Inaction: The inaction operation does not change anything, and leaves the loop as it is.
Let s be a loop sequence. If s′ is obtained by merging one loop of s to another one, we say
that s′ is a merger of s. Similarly, s′ is a deformation of s if it is created by applying deformation
operation to one of the loop components of s, s′ is a splitting of s if it is obtained by splitting one
of the loop components s, and s′ is an expansion s if it is created by applying expansion operation
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to one of the loop components of s. If inaction is applied, then obviously s′ = s. Let
D
+(s) := {s′ : s′ is a positive deformation of s} ,
D
−(s) := {s′ : s′ is a negative deformation of s} ,
S
+(s) := {s′ : s′ is a positive splitting of s} ,
S
−(s) := {s′ : s′ is a negative splitting of s} ,
M
+(s) := {s′ : s′ is a positive merger of s} ,
M
−(s) := {s′ : s′ is a negative merger of s} ,
E
+(s) := {s′ : s′ is a positive expansion of s} ,
E
−(s) := {s′ : s′ is a negative expansion of s} .
Let D(s) = D+(s) ∪ D−(s), and define S(s), M(s) and E(s) similarly.
Note that if a loop l contains an edge e at more than one location, then the expansions of l at
these locations by a plaquette p passing through e or e−1 yield the same results, but we consider
them as separate expansions. If l contains edges e or e−1 at more than one location, say x and y,
then we can split l at either (x, y) or (y, x), yielding the same pair of loops but in different order.
Since the order of loops in a loop sequence is important, we will count these splittings separately.
Similarly, if s = (l1, l2, . . . , ln) and both l1 and lr contain edges e or e
−1 at locations x and y,
respectively, then we can merge lr to l1 and obtain s
′ = (l1 ⊕x,y lr, l2, . . . , lr−1, lr+1, . . . , ln), and
we can merge l1 to lr and obtain s
′′ = (l2, . . . , lr−1, lr ⊕y,x l1, lr+1, . . . , ln). Although l1 ⊕x,y lr and
lr ⊕y,x l1 are the same loops, and s′ and s′′ have the same loop components, we count them as
separate mergers of s.
A trajectory is a sequence of loop sequences (s0, s1, s2, . . .) such that for each non-negative i the
loop sequence si+1 is obtained from si by applying one of the five loop operations. A trajectory
can be finite or infinite. A finite trajectory whose last element is a null loop sequence and any
other element is a non-null sequence is called a vanishing trajectory. Let Xa,b,c,d(s) be the set of all
vanishing trajectories starting with a loop sequence s and containing a deformations, b expansions,
c mergers and d inactions. We will later prove that the number of splitting operations in any of
these trajectories is bounded in terms of a, b, c and s. Let
Xa,b,k(s) :=
⋃
c+d=k
Xa,b,c,d(s) ,
and
Xi,k(s) :=
⋃
a+b=i
Xa,b,k(s) .
Finally, let
Xk(s) :=
∞⋃
i=0
Xi,k(s) .
In words, Xk(s) is the set of all vanishing trajectories starting at a loop sequence s such that
the total number of mergers and inactions is equal to k. Figure 10 illustrates a vanishing tra-
jectory. The performed operations are negative deformation, negative splitting, inaction, positive
expansion, negative merger, negative deformation, negative merger, negative deformation, negative
deformation, negative deformation and negative deformation. If s is the loop sequence at the top
left corner, then this trajectory is an element of X6,1,2,1(s), X6,1,3(s), X7,3(s) and X7(s).
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Figure 10. A vanishing trajectory of a loop.
Define the weight of the transition from a loop sequence s to another loop sequence s′ at inverse
coupling strength β as
wβ(s, s
′) :=


ℓ(s)/|s| if s′ = s,
−1/|s| if s′ ∈M+(s) ∪ S+(s),
1/|s| if s′ ∈M−(s) ∪ S−(s),
−β/(2|s|) if s′ ∈ D+(s) ∪ E+(s),
β/(2|s|) if s′ ∈ D−(s) ∪ E−(s).
The weight of a finite trajectory is defined to be the product of the transition weights of consecutive
loops in the trajectory. That is, if X = (s0, s1, . . . , sn), then
wβ(X) := wβ(s0, s1)wβ(s1, s2) · · ·wβ(sn−1, sn) .
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Figure 11. The surface traced out by the trajectory from Figure 10.
Since the weight of the transition from a loop sequence to another one can be negative, the
weight of a trajectory also can be negative. For example, the weight of trajectory in Figure 10
is −β7/226492416000.
By picturing the loop sequences within a trajectory in the d-dimensional lattice on top of each
other one can visualize the trajectory as a d + 1-dimensional surface. For instance, the surface
in Figure 11 in traced out by the trajectory from Figure 10. As time passes the splitting and
merging operations give rise to handles in such an illustration of a trajectory. We define the genus
of a trajectory to be the total number of mergers and inactions in the trajectory. Note that this
definition is not same as traditional definition of a genus. For example, the genus of trajectory in
Figure 10 is two but the topological genus of a surface in Figure 11 is one. It is easy to see that
these two definitions coincide only if the trajectory does not contain any inaction.
3. Gauge theory on a lattice
We will assume that the reader is familiar with the notations introduced in Section 2. Let G
be a compact Lie group, and let ρ be a matrix representation of G. Let β be a real number and
d ≥ 2 be an integer. As in Section 2, let Zd be the d-dimensional integer lattice. Let Λ be a finite
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subset of Zd and let E+Λ be the set of all positively oriented edges with both starting and ending
points lying in Λ. For any e ∈ E+Λ , assign a Haar distributed random element Qe of G, and let
Qe−1 = Q
−1
e = Q
∗
e, where Q
∗
e is the adjoint of Qe. Let QΛ denote the set of all such assignments.
For any plaquette p = e1e2e3e4, let Qp = Qe1Qe2Qe3Qe4 . Let µΛ,N,β be a probability measure on
QΛ such that at any Q ∈ QΛ
dµΛ,N,β(Q) = Z
−1
Λ,N,β exp
(
Nβ
∑
p∈P+
Λ
ℜTr ρ(Qp)
) ∏
e∈E+
Λ
dσ(Qe)
where P+Λ is the set of all positively oriented plaquettes with all edges lying in Λ, β is a real number
called the inverse coupling strength, σ is the Haar measure on G, and ZΛ,N,β is the normalizing
constant. The measure µΛ,N,β defines lattice gauge theory for the gauge group G on the set Λ. Note
that µΛ,N,β also depends on the representation ρ. In this paper, unless otherwise specified, we will
assume that G is SU(N), the group of N×N unitary matrices, and ρ is the identity representation.
For any real valued function defined on the set of configurations QΛ, let
〈f〉Λ,N,β :=
∫
f(Q)dµΛ,N,β(Q) . (3.1)
We will omit subscripts and simply write 〈f〉 whenever Λ, N and β are clear from the context.
The main object of interest in lattice gauge theories are the Wilson loop expectations. For any
loop l = e1e2 · · · en, with all edges lying in Λ, the Wilson loop variable Wl is defined as
Wl = Tr(Qe1Qe2 · · ·Qen) ,
and its expectation 〈Wl〉 is defined via (3.1). Understanding Wilson loop expectations is one of
the main goals of lattice gauge theory. The 1/N expansion is an asymptotic series expansion for
Wilson loop expectations and partition functions of large N lattice gauge theories. The main result
of this paper, presented in the next section, gives the 1/N expansion for Wilson loop expectations
in SU(N) lattice gauge theory, where the coefficients are expressed in terms of the string theory
defined in Section 2.
4. Results
For any non-null loop sequence s with minimal representation (l1, . . . , ln) let
φN,Λ,β(s) =
〈Wl1 · · ·Wln〉
Nn
We will simply write φN (s) whenever Λ and β are clear from the context. The following theorem
is the main result of this paper.
Theorem 4.1. There exists sequence of positive real numbers {β0(d, k)}k≥0, depending only on
dimension d, such that for all |β| ≤ β0(d, k) the following statements are true.
(i) For any loop sequence s the sum
f2k(s) :=
∑
X∈Xk(s)
wβ(X) (4.1)
is absolutely convergent.
(ii) For any increasing Λ1 ⊆ Λ2 ⊆ . . . ⊆ Zd such that ∪∞j=1Λj = Zd and for any loop sequence s,
lim
N→∞
N2k
(
φN,ΛN ,β(s)− f0(s)−
1
N2
f2(s)− 1
N4
f4(s)− · · · − 1
N2k
f2k(s)
)
= 0 . (4.2)
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(iii) |f2k(s)| ≤ (23k+12d)|s| for any loop sequence s.
The proof of the above theorem, like proofs of analogous results in [4] and [6], is based on a
rigorous formulation and proof of the Makeenko–Migdal equations for SU(N) lattice gauge theory.
The Makeenko–Migdal equations for lattice gauge theories were originally stated in [14], although
that formulation was based on a certain unproved “factorization” property. The first rigorous
version was established for two-dimensional gauge theories in [12], with alternative proofs and
extensions in [9, 10]. In dimensions higher than two, the first proof was given in [4]. These equations
belong to a general class of equations arising in random matrix theory, known as Schwinger–Dyson
equations. Schwinger–Dyson equations for random matrix models have been studied deeply by
Alice Guionnet and coauthors over many years. In particular, the 1/N expansion for a large class
of matrix models was established by Guionnet and Novak [11]. The proof techniques in [4] and [6],
as well as in this paper, borrow several ideas from the paper of Collins, Guionnet and Maurel-
Segala [8]. Basu and Ganguly [2] have recently developed combinatorial techniques for analyzing
the lattice string theories of [4, 6], which may be applicable to the lattice string theory developed
in this paper as well. For further references, see [4, 5, 6].
The following theorem gives the Makeenko–Migdal equation for SU(N) lattice gauge theory. It is
basically a recursive equation for the Wilson loop expectation φN (s). The main difference between
the unrigorous equations derived in the physics literature, and the equation displayed below, is
that the equation given here is defined on loop sequences instead of loops. Recall the definitions of
M
−(s), M+(s), S−(s), S+(s), D−(s), D+(s), E−(s), E+(s), |s| and ℓ(s) from Section 2.
Theorem 4.2. For any non-null loop sequence s,(
|s| − ℓ(s)
N2
)
φN (s) =
1
N2
∑
s′∈M−(s)
φN (s
′)− 1
N2
∑
s′∈M+(s)
φN (s
′) +
∑
s′∈S−(s)
φN (s
′)−
∑
s′∈S+(s)
φN (s
′)
+
β
2
∑
s′∈D−(s)
φN (s
′)− β
2
∑
s′∈D+(s)
φN (s
′) +
β
2
∑
s′∈E−(s)
φN (s
′)− β
2
∑
s′∈E+(s)
φN (s
′) . (4.3)
The next result proves the so called “factorization property” of SU(N) Wilson loop variables.
It states that as N → ∞ the Wilson loop variables become uncorrelated. Although this fact was
not mathematically proven before, it was widely used in many theoretical computations in physics
literature. The factorization property and area law upper bound for SO(N) Wilson loop variables
was proven in [4].
Corollary 4.3. Let β0,d(0, d) and {Λj}j≥1 be as in Theorem 4.1. Suppose that |β| ≤ β0(0, d). Then
for any loop sequence (l1, l2, . . . , ln)
lim
N→∞
〈Wl1Wl2 · · ·Wln〉ΛN ,N,β
Nn
=
n∏
i=1
lim
N→∞
〈Wli〉ΛN ,N,β
N
. (4.4)
The next corollary shows that in N → ∞ regime the Wilson loop expectations of SO(N) and
SU(N) gauge theories coincide.
Corollary 4.4. Let SO(N) be the group of N ×N orthogonal matrices, and let 〈·〉′Λ,N,β denote the
expectation with respect to SO(N) gauge theory on Λ. There exists β′(d) > 0, depending only on
dimension d, such that for any |β| ≤ β′(d), and loop sequence (l1, l2, . . . , ln)
lim
N→∞
〈Wl1Wl2 · · ·Wln〉ΛN ,N,2β
Nn
= lim
N→∞
〈Wl1Wl2 · · ·Wln〉′ΛN ,N,β
Nn
. (4.5)
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Note that Corollary 4.3 can be obtained from Corollary 4.4 and the factorization property of
SO(N) Wilson variables. We state Corollary 4.3 separately because it will be used to prove Corol-
lary 4.4.
5. Preliminary lemmas
Recall the definitions of the length, the size and the index of a loop sequence from Section 2.
We first present how these attributes of a loop sequence change under the loop operations defined
in Section 2.
Lemma 5.1. If s is a non-null loop sequence and s′ is an expansion of s, then |s′| = |s| + 4 and
ι(s′) = ι(s) + 3.
Proof. The expansion operation adds an extra plaquette near one of the loop components of s.
Since each plaquette has four edges, |s′| = |s|+ 4. Since #s′ = #s+ 1, we also get
ι(s′) = |s′| −#s′ = (|s|+ 4)− (#s+ 1) = ι(s) + 3 .

The following lemmas about the loop operations splitting, merging and deformation are taken
from [4] and [6].
Lemma 5.2 ([6]). If s is a non-null loop sequence and s′ is a merger of s, then |s′| ≤ |s| and
ι(s′) ≤ ι(s) + 1.
Lemma 5.3 ([6]). If s is a non-null loop sequence and s′ is a deformation of s, then |s′| ≤ |s|+ 4
and ι(s′) ≤ ι(s) + 4.
Lemma 5.4 ([4]). Let l be a non-null loop and suppose that x and y are two distinct locations in
l such that l admits a negative splitting at x and y. Let l1 := ×1x,yl and l2 := ×2x,yl. Then l1 and l2
are non-null loops, |l1| ≤ |l| − |y − x| − 1, and |l2| ≤ |y − x| − 1.
Lemma 5.5 ([4]). Let l be a non-null loop and suppose that x and y are two distinct locations in
l such that l admits a positive splitting at x and y. Let l1 := ×1x,yl and l2 := ×2x,yl. Then l1 and l2
are non-null loops, |l1| ≤ |l| − |y − x|, and |l2| ≤ |y − x|.
Lemma 5.6 ([4]). If s′ is obtained from s by a splitting operation, then s′ 6= ∅ and ι(s′) < ι(s).
Lemma 5.7. For any non-negative integers a, b, c, d, i, k and loop sequence s the sets Xa,b,c,d(s),
Xa,b,k(s) and Xi,k(s) are finite.
Proof. By Lemma 5.2 the merger operation increases the index ι(s) at most by one, by Lemma 5.3
the deformation operation increases ι(s) at most by four and by Lemma 5.1 the expansion operation
increases ι(s) exactly by three. On the other hand, by Lemma 5.6 the splitting operation reduces
index at least by one. Therefore, the number of splitting operations in any trajectory in Xa,b,c,d(s)
is no more than ι(s) + 4a+3b+ c. Thus there are only finitely many trajectories in this set. Since
the equation c+ d = k has only finitely many non-negative solutions the set Xa,b,k(s) is also finite.
Similarly, Xi,k(s) is finite too. 
Recall the definition of Catalan number:
Cn =
1
n+ 1
(
2n
n
)
.
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One can easily check that
Cn+1 ≤ 4Cn (5.1)
for any n ≥ 0. Another well known property of the Catalan numbers, that we will use many times,
is the following identity.
Lemma 5.8. For any n ≥ 0
Cn =
n−1∑
k=0
Cn−1−kCk
where Cn is the n
th Catalan number.
The following lemma about the Catalan numbers is taken from [6].
Lemma 5.9 ([6]). Let Ck be the k
th Catalan number. If n,m are positive integers, then
Cn+m−1 ≤ (n +m)2Cn−1Cm−1 .
6. Stein’s exchangeable pair for SU(N)
As in [4] and [6], we will now derive an integration-by-parts identity for SU(N) using an approach
based on Stein’s method of exchangeable pairs [7, 15, 16, 17, 18]. A pair of random variables
(X,Y ) is said to be exchangeable if (X,Y ) and (Y,X) have the same joint distribution. We start
by constructing an exchangeable pair of SU(N) random matrices.
Fix N and let (U, V ) be a uniformly chosen pair of numbers from the set {(u, v) : 1 ≤ u 6= v ≤ N}.
Let η and ξ be independent random variables that take values 1 and −1 with equal probability, and
let 0 ≤ θ, φ ≤ 2π be two non-random real numbers. For any ǫ ∈ (−1, 1) define a random N × N
matrix Rǫ,θ,φ = (ruv)1≤u,v≤N as
rUU =
√
1− ǫ2 + iǫη cos θ , rUV = ǫeiφξ sin θ ,
rV V =
√
1− ǫ2 − iǫη cos θ , rV U = −ǫe−iφξ sin θ ,
and for all k 6= U, V and 1 ≤ k′ ≤ N
rUk = rV k = 0 , and rkk′ =
{
1 if k = k′ ,
0 if k 6= k′ .
Of course, here i stands for
√−1. It is easy to check that Rǫ,θ,φ is an SU(N) matrix. For any
Q ∈ SU(N) let Qǫ,θ,φ := Rǫ,θ,φQ.
Lemma 6.1. If Q is a Haar distributed random SU(N) matrix, then (Q,Qǫ,θ,φ) is an exchangeable
pair for all possible values of ǫ, θ and φ.
Proof. Since Q is Haar distributed, conditional on η and ξ the matrices Q and R∗ǫ,θ,φQ have the
same distribution. So, by replacing Q with R∗ǫ,θ,φQ we see that, conditional on η and ξ, the pairs
(Q,Rǫ,θ,φQ) and (R
∗
ǫ,θ,φQ,Q) have the same distribution. So their unconditional distributions are
also same. The matrices R∗ǫ,θ,φ and Rǫ,θ,φ also have the same distribution because both ξ and η
are symmetrically distributed around zero. Thus, conditional on Q the distribution of the pairs
(R∗ǫ,θ,φQ,Q) and (Rǫ,θ,φQ,Q) are same. Therefore their unconditional distributions are also same.
Hence, we showed that (Q,Rǫ,θ,φQ) and (Rǫ,θ,φQ,Q) have the same distribution. 
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The following simple lemma is taken from [4], where it was proved for SO(N). Versions of
this lemma in various contexts have appeared in many places in the literature on Stein’s method,
beginning with Stein’s original paper [16]. It is essentially an abstract integration-by-parts identity.
The proof, which we will omit, involves a simple application of exchangeability of the pair (Q,Qǫ,θ,φ).
Lemma 6.2. For any Borel measurable f, g : SU(N)→ C,
E((f(Qǫ,θ,φ)− f(Q))g(Q)) = −1
2
E((f(Qǫ,θ,φ)− f(Q))(g(Qǫ,θ,φ)− g(Q))) .
7. Schwinger–Dyson equations for SU(N)
The following theorem is the main result of this section.
Theorem 7.1. Let CN×N be the space of N × N complex matrices with the Euclidean topology.
Let f and g be C2 functions defined on an open subset of CN×N that contains SU(N). Let Q =
(quk + ituk)1≤u,k≤N be a Haar-distributed random element of SU(N), and let f and g be shorthand
notations for the random variables f(Q) and g(Q). Then
2(N2 − 1)E
[∑
u,k
(
quk
∂f
∂quk
+ tuk
∂f
∂tuk
)
g
]
= NE
[∑
u,k
(
∂2f
∂q2uk
g +
∂2f
∂t2uk
g +
∂f
∂quk
∂g
∂quk
+
∂f
∂tuk
∂g
∂tuk
)]
−NE
[ ∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂2f
∂quk∂qvk′
− ∂
2f
∂tuk∂tvk′
)
+ 2(qvktuk′ + tvkquk′)
∂2f
∂quk∂tvk′
)
g
]
− 2E
[ ∑
u,v,k,k′
(
tuktvk′
∂2f
∂quk∂qvk′
+ qukqvk′
∂2f
∂tuk∂tvk′
− 2tukqvk′ ∂
2f
∂quk∂tvk′
)
g
]
−NE
[ ∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂f
∂quk
∂g
∂qvk′
− ∂f
∂tuk
∂g
∂tvk′
)
+ (qvktuk′ + tvkquk′)
(
∂f
∂quk
∂g
∂tvk′
+
∂f
∂tuk
∂g
∂qvk′
))]
− 2E
[ ∑
u,v,k,k′
(
tuktvk′
∂f
∂quk
∂g
∂qvk′
+ qukqvk′
∂f
∂tuk
∂g
∂tvk′
− tukqvk′ ∂f
∂quk
∂g
∂tvk′
− quktvk′ ∂f
∂tuk
∂g
∂qvk′
)]
(7.1)
where all indices run from 1 to N and E denotes integration with respect to the Haar measure.
To prove Theorem 7.1 we will first find three different Schwinger–Dyson type equations for SU(N)
matrices and then we will combine them to get equation (7.1). The proofs of the next three lemmas
are obtained by applying Lemma 6.2 to the exchangeable pair (Q,Qθ,φ,ǫ) from Section 6 with some
special choices of θ and φ. Throughout this section O(ǫ3) denotes any random or nan-random
quantity that can be bounded by some constant multiple of ǫ3.
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Lemma 7.2. Under the assumptions of Theorem 7.1
E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
= E
[∑
k,k′
(
qV kqV k′
∂2f
∂qUk∂qUk′
+ tV ktV k′
∂2f
∂tUk∂tUk′
+ 2qV ktV k′
∂2f
∂qUk∂tUk′
)
g
]
− E
[∑
k,k′
(
qV kqUk′
∂2f
∂qUk∂qV k′
+ tV ktUk′
∂2f
∂tUk∂tV k′
+ 2qV ktUk′
∂2f
∂qUk∂tV k′
)
g
]
+ E
[∑
k,k′
(
qV kqV k′
∂f
∂qUk
∂g
∂qUk′
+ tV ktV k′
∂f
∂tUk
∂g
∂tUk′
+ qV ktV k′
∂f
∂qUk
∂g
∂tUk′
+ tV kqV k′
∂f
∂tUk
∂g
∂qUk′
)]
− E
[∑
k,k′
(
qV kqUk′
∂f
∂qUk
∂g
∂qV k′
+ tV ktUk′
∂f
∂tUk
∂g
∂tV k′
+ qV ktUk′
∂f
∂qUk
∂g
∂tV k′
+ tV kqUk′
∂f
∂tUk
∂g
∂qV k′
)]
(7.2)
where all indices run from 1 to N and E denotes integration with respect to the Haar measure.
Proof. Let Qǫ := Qǫ,pi
2
,0 and denote the (u, k)
th entry of Qǫ by q
ǫ
uk+ it
ǫ
uk. Then, for any 1 ≤ k ≤ N ,
qǫUk =
√
1− ǫ2 qUk + ǫqV kξ ,
tǫUk =
√
1− ǫ2 tUk + ǫtV kξ ,
qǫV k = −ǫqUkξ +
√
1− ǫ2 qV k ,
tǫV k = −ǫtUkξ +
√
1− ǫ2 tV k ,
qǫk′k = qk′k and t
ǫ
k′k = tk′k for all k
′ 6= U, V .
For each u and k, let δuk := q
ǫ
uk − quk and γuk := tǫuk − tuk. Then
δUk = −ǫ
2
2
qUk + ǫqV kξ +O(ǫ
3) ,
γUk = −ǫ
2
2
tUk + ǫtV kξ +O(ǫ
3) ,
δV k = −ǫqUkξ − ǫ
2
2
qV k +O(ǫ
3) ,
γV k = −ǫtUkξ − ǫ
2
2
tV k +O(ǫ
3) , and
δk′k = γk′k = 0 for all k
′ 6= U, V .
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By compactness of SU(N), f , g and their derivatives are bounded on SU(N), and therefore
f(Qǫ)− f(Q) =
∑
k
(
δUk
∂f
∂qUk
+ δV k
∂f
∂qV k
+ γUk
∂f
∂tUk
+ γV k
∂f
∂tV k
)
+
1
2
∑
k,k′
(
δUkδUk′
∂2f
∂qUk∂qUk′
+ δV kδV k′
∂2f
∂qV k∂qV k′
+ γUkγUk′
∂2f
∂tUk∂tUk′
+ γV kγV k′
∂2f
∂tV k∂tV k′
)
+
∑
k,k′
(
δUkδV k′
∂2f
∂qUk∂qV k′
+ γUkγV k′
∂2f
∂tUk∂tV k′
+ δUkγV k′
∂2f
∂qUk∂tV k′
+ γUkδV k′
∂2f
∂tUk∂qV k′
)
+
∑
k,k′
(
δUkγUk′
∂2f
∂qUk∂tUk′
+ δV kγV k′
∂2f
∂qV k∂tV k′
)
+O(ǫ3) . (7.3)
Note that ξ has zero mean and ξ2 = 1. So by replacing each quantity in (7.3) with its value in
terms of quk and tuk and using symmetry between U and V we get
E
[(
f(Qǫ)− f(Q)
)
g(Q)
]
= −ǫ2E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
+ ǫ2E
[∑
k,k′
(
qV kqV k′
∂2f
∂qUk∂qUk′
+ tV ktV k′
∂2f
∂tUk∂tUk′
+ 2qV ktV k′
∂2f
∂qUk∂tUk′
)
g
]
− ǫ2E
[∑
k,k′
(
qV kqUk′
∂2f
∂qUk∂qV k′
+ tV ktUk′
∂2f
∂tUk∂tV k′
+ 2qV ktUk′
∂2f
∂qUk∂tV k′
]
+O(ǫ3) . (7.4)
Similarly,
(f(Qǫ)− f(Q))(g(Qǫ)− g(Q)) =
[∑
k
(
δUk
∂f
∂qUk
+ γUk
∂f
∂tUk
+ δV k
∂f
∂qV k
+ γV k
∂f
∂tV k
)]
·
[∑
k′
(
δUk′
∂g
∂qUk′
+ γUk′
∂g
∂tUk′
+ δV k′
∂g
∂qV k′
+ γV k′
∂g
∂tV k′
)]
+O(ǫ3) . (7.5)
Again replacing everything in terms of quk and tuk in the equation (7.5), and using symmetry
between U and V we obtain
1
2
E
[
(f(Qǫ)− f(Q))(g(Qǫ)− g(Q))
]
= ǫ2E
[∑
k,k′
(
qV kqV k′
∂f
∂qUk
∂g
∂qUk′
+ tV ktV k′
∂f
∂tUk
∂g
∂tUk′
+ qV ktV k′
∂f
∂qUk
∂g
∂tUk′
+ tV kqV k′
∂f
∂tUk
∂g
∂qUk′
)]
− ǫ2E
[∑
k,k′
(
qV kqUk′
∂f
∂qUk
∂g
∂qV k′
+ tV ktUk′
∂f
∂tUk
∂g
∂tV k′
+ qV ktUk′
∂f
∂qUk
∂g
∂tV k′
+ tV kqUk′
∂f
∂tUk
∂g
∂qV k′
)]
+O(ǫ3) . (7.6)
The proof is completed by combining equations (7.4), (7.6) and Lemma 6.2, and taking ǫ to zero. 
SU(N) WILSON LOOP EXPECTATIONS 17
Lemma 7.3. Under the assumptions of Theorem 7.1
E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
= E
[∑
k,k′
(
tV ktV k′
∂2f
∂qUk∂qUk′
+ qV kqV k′
∂2f
∂tUk∂tUk′
− 2tV kqV k′ ∂
2f
∂qUk∂tUk′
)
g
]
+ E
[∑
k,k′
(
tV ktUk′
∂2f
∂qUk∂qV k′
+ qV kqUk′
∂2f
∂tUk∂tV k′
− 2tV kqUk′ ∂
2f
∂qUk∂tV k′
)
g
]
+ E
[∑
k,k′
(
tV ktV k′
∂f
∂qUk
∂g
∂qUk′
+ qV kqV k′
∂f
∂tUk
∂g
∂tUk′
− tV kqV k′ ∂f
∂qUk
∂g
∂tUk′
− qV ktV k′ ∂f
∂tUk
∂g
∂qUk′
)]
+ E
[∑
k,k′
(
tV ktUk′
∂f
∂qUk
∂g
∂qV k′
+ qV kqUk′
∂f
∂tUk
∂g
∂tV k′
− tV kqUk′ ∂f
∂qUk
∂g
∂tV k′
− qV ktUk′ ∂f
∂tUk
∂g
∂qV k′
)]
(7.7)
where all indices run from 1 to N and E denotes integration with respect to the Haar measure.
Proof. Let Qǫ := Qǫ,pi
2
,pi
2
and let qǫuk+it
ǫ
uk denote the (u, k)
th entry of Qǫ. Then, for any 1 ≤ k ≤ N ,
qǫUk =
√
1− ǫ2 qUk − ǫtV kξ ,
tǫUk =
√
1− ǫ2 tUk + ǫqV kξ ,
qǫV k = −ǫtUkξ +
√
1− ǫ2 qV k ,
tǫV k = ǫqUkξ +
√
1− ǫ2 tV k , and
qǫk′k = qk′k and t
ǫ
k′k = tk′k for all k
′ 6= U, V .
Again for each u and k, let δuk := q
ǫ
uk − quk and γuk := tǫuk − tuk. Then for all 1 ≤ k ≤ N ,
δUk = −ǫ
2
2
qUk − ǫtV kξ +O(ǫ3) ,
γUk = −ǫ
2
2
tUk + ǫqV kξ +O(ǫ
3) ,
δV k = −ǫtUkξ − ǫ
2
2
qV k +O(ǫ
3) ,
γV k = ǫqUkξ − ǫ
2
2
tV k +O(ǫ
3) , and
δk′k = γk′k = 0 for all k
′ 6= U, V .
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Thus by using equation (7.3) and symmetry between U and V we get
E
[(
f(Qǫ)− f(Q)
)
g(Q)
]
= −ǫ2E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
+ ǫ2E
[∑
k,k′
(
tV ktV k′
∂2f
∂qUk∂qUk′
+ qV kqV k′
∂2f
∂tUk∂tUk′
− 2tV kqV k′ ∂
2f
∂qUk∂tUk′
)
g
]
+ ǫ2E
[∑
k,k′
(
tV ktUk′
∂2f
∂qUk∂qV k′
+ qV kqUk′
∂2f
∂tUk∂tV k′
− 2tV kqUk′ ∂
2f
∂qUk∂tV k′
)
g
]
+O(ǫ3) . (7.8)
Similarly, by equation (7.5) and symmetry between U and V
1
2
E
[
(f(Qǫ)− f(Q))(g(Qǫ)− g(Q))
]
= ǫ2E
[∑
k,k′
(
tV ktV k′
∂f
∂qUk
∂g
∂qUk′
+ qV kqV k′
∂f
∂tUk
∂g
∂tUk′
− tV kqV k′ ∂f
∂qUk
∂g
∂tUk′
− qV ktV k′ ∂f
∂tUk
∂g
∂qUk′
)]
+ ǫ2E
[∑
k,k′
(
tV ktUk′
∂f
∂qUk
∂g
∂qV k′
+ qV kqUk′
∂f
∂tUk
∂g
∂tV k′
− tV kqUk′ ∂f
∂qUk
∂g
∂tV k′
− qV ktUk′ ∂f
∂tUk
∂g
∂qV k′
)]
+O(ǫ3) . (7.9)
We finish the proof by combining equations (7.8), (7.9) and Lemma 6.2, and taking ǫ to zero. 
Lemma 7.4. Under the assumptions of Theorem 7.1
E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
= E
[∑
k,k′
(
tUktUk′
∂f
∂qUk
∂g
∂qUk′
+ qUkqUk′
∂f
∂tUk
∂g
∂tUk′
− tUkqUk′ ∂f
∂qUk
∂g
∂tUk′
− qUktUk′ ∂f
∂tUk
∂g
∂qUk′
)]
+ E
[∑
k,k′
(
tUktUk′
∂2f
∂qUk∂qUk′
+ qUkqUk′
∂2f
∂tUk∂tUk′
− 2tUkqUk′ ∂
2f
∂qUk∂tUk′
)
g
]
− E
[∑
k,k′
(
tUktV k′
∂f
∂qUk
∂g
∂qV k′
+ qUkqV k′
∂f
∂tUk
∂g
∂tV k′
− tUkqV k′ ∂f
∂qUk
∂g
∂tV k′
− qUktV k′ ∂f
∂tUk
∂g
∂qV k′
)]
− E
[∑
k,k′
(
tUktV k′
∂2f
∂qUk∂qV k′
+ qUkqV k′
∂2f
∂tUk∂tV k′
− 2tUkqV k′ ∂
2f
∂qUk∂tV k′
)
g
]
(7.10)
where all indices run from 1 to N and E denotes integration with respect to the Haar measure.
Proof. Let Qǫ := Qǫ,0,0 and denote the (u, k)
th entry of Qǫ by q
ǫ
uk+ it
ǫ
uk. Then, for any 1 ≤ k ≤ N ,
qǫUk =
√
1− ǫ2 qUk − ηǫtUk ,
tǫUk =
√
1− ǫ2 tUk + ηǫqUk ,
qǫV k = ηǫtV k +
√
1− ǫ2 qV k ,
tǫV k = −ηǫqV k +
√
1− ǫ2 tV k , and
qǫk′k = qk′k and t
ǫ
k′k = tk′k for all k
′ 6= U, V .
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As before, for each u and k, let δuk := q
ǫ
uk − quk and γuk := tǫuk − tuk. Then, for all 1 ≤ k ≤ N ,
δUk = −ǫ
2
2
qUk − ηǫtUk +O(ǫ3) ,
γUk = −ǫ
2
2
tUk + ηǫqUk +O(ǫ
3) ,
δV k = ηǫtV k − ǫ
2
2
qV k +O(ǫ
3) ,
γV k = −ηǫqV k − ǫ
2
2
tV k +O(ǫ
3) , and
δk′k = γk′k = 0 for all k
′ 6= U, V .
Thus by equation (7.3) and symmetry between U and V we get
E
[(
f(Qǫ)− f(Q)
)
g(Q)
]
= −ǫ2E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
+ ǫ2E
[∑
k,k′
(
tUktUk′
∂2f
∂qUk∂qUk′
+ qUkqUk′
∂2f
∂tUk∂tUk′
− 2tUkqUk′ ∂
2f
∂qUk∂tUk′
)
g
]
− ǫ2E
[∑
k,k′
(
tUktV k′
∂2f
∂qUk∂qV k′
+ qUkqV k′
∂2f
∂tUk∂tV k′
− 2tUkqV k′ ∂
2f
∂qUk∂tV k′
)
g
]
+O(ǫ3) . (7.11)
Similarly, by equation (7.5) and symmetry between U and V
1
2
E
[
(f(Qǫ)− f(Q))(g(Qǫ)− g(Q))
]
= ǫ2E
[∑
k,k′
(
tUktUk′
∂f
∂qUk
∂g
∂qUk′
+ qUkqUk′
∂f
∂tUk
∂g
∂tUk′
− tUkqUk′ ∂f
∂qUk
∂g
∂tUk′
− qUktUk′ ∂f
∂tUk
∂g
∂qUk′
)]
− ǫ2E
[∑
k,k′
(
tUktV k′
∂f
∂qUk
∂g
∂qV k′
+ qUkqV k′
∂f
∂tUk
∂g
∂tV k′
− tUkqV k′ ∂f
∂qUk
∂g
∂tV k′
− qUktV k′ ∂f
∂tUk
∂g
∂qV k′
)]
+O(ǫ3) . (7.12)
The proof is completed by combining equations (7.11), (7.12) and Lemma 6.2, and letting ǫ→ 0. 
Now we are ready to prove Theorem 7.1. The proof combines the terms on each side of the
equations obtained in previous three lemmas.
Proof of Theorem 7.1. First note that since Q is unitary,
E
[
qV kqV k′ + tV ktV k′ | U,Q
]
=
1
N − 1
∑
v 6=U
(qvkqvk′ + tvktvk′)
=
{
−(qUkqUk′ + tUktUk′)/(N − 1) if k 6= k′(
1− q2Uk − t2Uk
)
/(N − 1) if k = k′
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and
E
[
qV ktV k′ − tV kqV k′ | U,Q
]
=
1
N − 1
∑
v 6=U
(qvktvk′ − tvkqvk′)
= −(qUktUk′ − tUkqUk′)/(N − 1) .
Now, we add equations (7.2) and (7.7) side by side and multiply both sides with N(N − 1). On
the left hand side we get
2N(N − 1)E
[∑
k
(
qUk
∂f
∂qUk
+ tUk
∂f
∂tUk
)
g
]
= 2(N − 1)E
[∑
u,k
(
quk
∂f
∂quk
+ tuk
∂f
∂tuk
)
g
]
. (7.13)
Combine corresponding terms on the right hand sides of these equations in the following way.
1st terms:
N(N − 1)E
[∑
k,k′
(qV kqV k′ + tV ktV k′)
∂2f
∂qUk∂qUk′
g
]
= NE
[∑
k
∂2f
∂q2Uk
g
]
−NE
[∑
k,k′
(qUkqUk′ + tUktUk′)
∂2f
∂qUk∂qUk′
g
]
= E
[∑
u,k
∂2f
∂q2uk
g
]
− E
[∑
u,k,k′
(qukquk′ + tuktuk′)
∂2f
∂quk∂quk′
g
]
, (7.14)
2nd terms:
N(N − 1)E
[∑
k,k′
(qV kqV k′ + tV ktV k′)
∂2f
∂tUk∂tUk′
g
]
= NE
[∑
k
∂2f
∂t2Uk
g
]
−NE
[∑
k,k′
(qUkqUk′ + tUktUk′)
∂2f
∂tUk∂tUk′
g
]
= E
[∑
u,k
∂2f
∂t2uk
g
]
− E
[∑
u,k,k′
(qukquk′ + tuktuk′)
∂2f
∂tuk∂tuk′
g
]
, (7.15)
3rd terms:
N(N − 1)E
[∑
k,k′
2(qV ktV k′ − tV kqV k′) ∂
2f
∂qUk∂tUk′
g
]
= NE
[∑
k,k′
−2(qUktUk′ − tUkqUk′) ∂
2f
∂qUk∂tUk′
g
]
= E
[∑
u,k,k′
(2tukquk′ − 2quktuk′) ∂
2f
∂quk∂tuk′
g
]
, (7.16)
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4th, 5th and 6th terms:
−N(N − 1)E
[∑
k,k′
(
qV kqUk′
∂2f
∂qUk∂qV k′
+ tV ktUk′
∂2f
∂tUk∂tV k′
+ 2qV ktUk′
∂2f
∂qUk∂tV k′
)
g
]
+N(N − 1)E
[∑
k,k′
(
tV ktUk′
∂2f
∂qUk∂qV k′
+ qV kqUk′
∂2f
∂tUk∂tV k′
− 2tV kqUk′ ∂
2f
∂qUk∂tV k′
)
g
]
= −E
[ ∑
u,v,k,k′
(
qvkquk′
∂2f
∂quk∂qvk′
+ tvktuk′
∂2f
∂tuk∂tvk′
+ 2qvktuk′
∂2f
∂quk∂tvk′
)
g
]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂2f
∂quk∂qvk′
+ qvkquk′
∂2f
∂tuk∂tvk′
− 2tvkquk′ ∂
2f
∂quk∂tvk′
)
g
]
+ E
[∑
u,k,k′
(
qukquk′
∂2f
∂quk∂quk′
+ tuktuk′
∂2f
∂tuk∂tuk′
+ 2quktuk′
∂2f
∂quk∂tuk′
)
g
]
− E
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.17)
If we add equations (7.14), (7.15), (7.16) and (7.17) side by side we can see that on the right hand
side six out of twenty terms cancel each other and three of the remaining terms is same as the
another three. Thus, after simplification on the right hand side we get
E
[∑
u,k
(
∂2f
∂q2uk
+
∂2f
∂t2uk
)
g
]
− E
[ ∑
u,v,k,k′
(
qvkquk′
∂2f
∂quk∂qvk′
+ tvktuk′
∂2f
∂tuk∂tvk′
+ 2qvktuk′
∂2f
∂quk∂tvk′
)
g
]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂2f
∂quk∂qvk′
+ qvkquk′
∂2f
∂tuk∂tvk′
− 2tvkquk′ ∂
2f
∂quk∂tvk′
)
g
]
− 2E
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.18)
We apply the same kind of grouping to the rest of the terms.
7th terms:
N(N − 1)E
[∑
k,k′
(qV kqV k′ + tV ktV k′)
∂f
∂qUk
∂g
∂qUk′
]
= NE
[∑
k
∂f
∂qUk
∂g
∂qUk
]
−NE
[∑
k,k′
(qUkqUk′ + tUktUk′)
∂f
∂qIk
∂g
∂qIk′
]
= E
[∑
u,k
∂f
∂quk
∂g
∂quk
]
− E
[∑
u,k,k′
(qukquk′ + tuktuk′)
∂f
∂quk
∂g
∂quk′
]
, (7.19)
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8th terms:
N(N − 1)E
[∑
k,k′
(qV kqV k′ + tV ktV k′)
∂f
∂tUk
∂g
∂tUk′
]
= NE
[∑
k
∂f
∂tUk
∂g
∂tUk
]
−NE
[∑
k,k′
(qUkqUk′ + tUktUk′)
∂f
∂tUk
∂g
∂tUk′
]
= E
[∑
k
∂f
∂tuk
∂g
∂tuk
]
− E
[∑
u,k,k′
(qukquk′ + tuktuk′)
∂f
∂tuk
∂g
∂tuk′
]
, (7.20)
9th terms:
N(N − 1)E
[∑
k,k′
(qV ktV k′ − tV kqV k′) ∂f
∂qUk
∂g
∂tUk′
]
= NE
[∑
k,k′
− (qUktUk′ − tUkqUk′) ∂f
∂qUk
∂g
∂tUk′
]
= E
[∑
u,k,k′
(tukquk′ − quktuk′) ∂f
∂quk
∂g
∂tuk′
]
, (7.21)
10th terms:
N(N − 1)E
[∑
k,k′
(tV kqV k′ − qV ktV k′) ∂f
∂tUk
∂g
∂qUk′
]
= NE
[∑
k,k′
− (tUkqUk′ − qUktUk′) ∂f
∂tUk
∂g
∂qUk′
]
= E
[∑
u,k,k′
(quktuk′ − tukquk′) ∂f
∂tuk
∂g
∂quk′
]
, (7.22)
11th, 12th, 13th and 14th terms:
−N(N − 1)E
[∑
k,k′
(
qV kqUk′
∂f
∂qUk
∂g
∂qV k′
+ tV ktUk′
∂f
∂tUk
∂g
∂tV k′
+ qV ktUk′
∂f
∂qUk
∂g
∂tV k′
+ tV kqUk′
∂f
∂tUk
∂g
∂qV k′
)]
+N(N − 1)E
[∑
k,k′
(
tV ktUk′
∂f
∂qUk
∂g
∂qV k′
+ qV kqUk′
∂f
∂tUk
∂g
∂tV k′
− tV kqUk′ ∂f
∂qUk
∂g
∂tV k′
− qV ktUk′ ∂f
∂tUk
∂g
∂qV k′
)]
= −E
[ ∑
u,v,k,k′
(
qvkquk′
∂f
∂quk
∂g
∂qvk′
+ tvktuk′
∂f
∂tuk
∂g
∂tvk′
+ qvktuk′
∂f
∂quk
∂g
∂tvk′
+ tvkquk′
∂f
∂tuk
∂g
∂qvk′
)]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂f
∂quk
∂g
∂qvk′
+ qvkquk′
∂f
∂tuk
∂g
∂tvk′
− tvkquk′ ∂f
∂quk
∂g
∂tvk′
− qvktuk′ ∂f
∂tuk
∂g
∂qvk′
)]
+ E
[∑
u,k,k′
(
qukquk′
∂f
∂quk
∂g
∂quk′
+ tuktuk′
∂f
∂tuk
∂g
∂tuk′
+ quktuk′
∂f
∂quk
∂g
∂tuk′
+ tukquk′
∂f
∂tuk
∂g
∂quk′
)]
− E
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
.
(7.23)
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By adding equations (7.19), (7.20), (7.21), (7.22) and (7.23) we see that on the right hand side
eight out of twenty six terms cancel each other and four of the remaining terms are same as the
another four. So, after simplification on the right hand side we get
E
[∑
u,k
(
∂f
∂quk
∂g
∂quk
+
∂f
∂tuk
∂g
∂tuk
)]
− E
[ ∑
u,v,k,k′
(
qvkquk′
∂f
∂quk
∂g
∂qvk′
+ tvktuk′
∂f
∂tuk
∂g
∂tvk′
+ qvktuk′
∂f
∂quk
∂g
∂tvk′
+ tvkquk′
∂f
∂tuk
∂g
∂qvk′
)]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂f
∂quk
∂g
∂qvk′
+ qvkquk′
∂f
∂tuk
∂g
∂tvk′
− tvkquk′ ∂f
∂quk
∂g
∂tvk′
− qvktuk′ ∂f
∂tuk
∂g
∂qvk′
)]
− 2E
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
.
(7.24)
Thus equations (7.13), (7.18) and (7.24) together give
2(N − 1)E
[∑
u,k
(
quk
∂f
∂quk
+ tuk
∂f
∂tuk
)
g
]
= E
[∑
u,k
(
∂2f
∂q2uk
g +
∂2f
∂t2uk
g +
∂f
∂quk
∂g
∂quk
+
∂f
∂tuk
∂g
∂tuk
)]
− E
[ ∑
u,v,k,k′
(
qvkquk′
∂2f
∂quk∂qvk′
+ tvktuk′
∂2f
∂tuk∂tvk′
+ 2qvktuk′
∂2f
∂quk∂tvk′
)
g
]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂2f
∂quk∂qvk′
+ qvkquk′
∂2f
∂tuk∂tvk′
− 2tvkquk′ ∂
2f
∂quk∂tvk′
)
g
]
− E
[ ∑
u,v,k,k′
(
qvkquk′
∂f
∂quk
∂g
∂qvk′
+ tvktuk′
∂f
∂tuk
∂g
∂tvk′
+ qvktuk′
∂f
∂quk
∂g
∂tvk′
+ tvkquk′
∂f
∂tuk
∂g
∂qvk′
)]
+ E
[ ∑
u,v,k,k′
(
tvktuk′
∂f
∂quk
∂g
∂qvk′
+ qvkquk′
∂f
∂tuk
∂g
∂tvk′
− tvkquk′ ∂f
∂quk
∂g
∂tvk′
− qvktuk′ ∂f
∂tuk
∂g
∂qvk′
)]
− 2E
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
− 2E
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.25)
Observe that the last two lines on the right side of the above equation are similar to the first two
lines on the right side of equation (7.10). We will use this observation to simplify equation (7.25).
To do so we will first simplify equation (7.10). After multiplying both sides of this equation by
N(N − 1) on the left side we get
(N − 1)E
[∑
u,k
(
quk
∂f
∂quk
+ tuk
∂f
∂tuk
)
g
]
. (7.26)
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The first two lines on the right side are
(N − 1)E
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
+ (N − 1)E
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.27)
Moreover, the last two lines can be written as
− E
[ ∑
u,v,k,k′
(
tuktvk′
∂f
∂quk
∂g
∂qvk′
+ qukqvk′
∂f
∂tuk
∂g
∂tvk′
− tukqvk′ ∂f
∂quk
∂g
∂tvk′
− quktvk′ ∂f
∂tuk
∂g
∂qvk′
)]
− E
[ ∑
u,v,k,k′
(
tuktvk′
∂2f
∂quk∂qvk′
+ qukqvk′
∂2f
∂tuk∂tvk′
− 2tukqvk′ ∂
2f
∂quk∂tvk′
)
g
]
+ E
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
+ E
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.28)
By combining (7.26), (7.27) and (7.28) we get
(N − 1)E
[∑
u,k
(
quk
∂f
∂quk
+ tuk
∂f
∂tuk
)
g
]
= −E
[ ∑
u,v,k,k′
(
tuktvk′
∂2f
∂quk∂qvk′
+ qukqvk′
∂2f
∂tuk∂tvk′
− 2tukqvk′ ∂
2f
∂quk∂tvk′
)
g
]
− E
[ ∑
u,v,k,k′
(
tuktvk′
∂f
∂quk
∂g
∂qvk′
+ qukqvk′
∂f
∂tuk
∂g
∂tvk′
− tukqvk′ ∂f
∂quk
∂g
∂tvk′
− quktvk′ ∂f
∂tuk
∂g
∂qvk′
)]
+NE
[∑
u,k,k′
(
tuktuk′
∂f
∂quk
∂g
∂quk′
+ qukquk′
∂f
∂tuk
∂g
∂tuk′
− tukquk′ ∂f
∂quk
∂g
∂tuk′
− quktuk′ ∂f
∂tuk
∂g
∂quk′
)]
+NE
[∑
u,k,k′
(
tuktuk′
∂2f
∂quk∂quk′
+ qukquk′
∂2f
∂tuk∂tuk′
− 2tukquk′ ∂
2f
∂quk∂tuk′
)
g
]
. (7.29)
We finish the proof by multiplying (7.25) by N and multiplying (7.29) by 2, and then adding them
side by side. 
8. The master loop equation for finite N
The goal of this section is to prove Theorem 4.2. For any edge e let P(e) and P+(e) be as in
Section 2. Recall that for any loop l = e1e2 · · · ek,
Wl = Tr(Qe1Qe2 · · ·Qek) .
The following theorem will be the main part of our proof.
Theorem 8.1. Take any N ≥ 2, β ∈ R and a finite set Λ ⊆ Zd, and consider SU(N) lattice gauge
theory on Λ at inverse coupling strength β. Take a loop sequence s with minimal representation
(l1, . . . , ln) such that all vertices of Z
d that are at distance ≤ 1 from any of the loops in s are
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contained in Λ. Let e be the first edge of l1. For each 1 ≤ r ≤ n, let Ar be the set of locations in lr
where e occurs, and let Br be the set of locations in lr where e
−1 occurs. Let Cr = Ar ∪Br and let
m be the size of C1. Let tr = |Ar| − |Br| and t = t1 + · · ·+ tn. Then(
mN − t1t
N
)
〈Wl1Wl2 · · ·Wln〉 = splitting term +merger term + deformation term
+ expansion term , (8.1)
where the splitting term is given by∑
x∈A1, y∈B1
〈W×1x,y l1W×2x,yl1Wl2 · · ·Wln〉+
∑
x∈B1, y∈A1
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉
−
∑
x,y∈A1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 −
∑
x,y∈B1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 ,
the merger term is given by
n∑
r=2
∑
x∈A1, y∈Br
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+
n∑
r=2
∑
x∈B1, y∈Ar
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
−
n∑
r=2
∑
x∈A1, y∈Ar
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
−
n∑
r=2
∑
x∈B1, y∈Br
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
,
the deformation term is given by
Nβ
2
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊖xpWl2 · · ·Wln〉 −
Nβ
2
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊕xpWl2 · · ·Wln〉 ,
and the expansion term is given by
β
2
∑
x∈A1
∑
p∈P(e)
〈Wl1WpWl2 · · ·Wln〉+
β
2
∑
x∈B1
∑
p∈P(e−1)
〈Wl1WpWl2 · · ·Wln〉
− β
2
∑
x∈B1
∑
p∈P(e)
〈Wl1WpWl2 · · ·Wln〉 −
β
2
∑
x∈A1
∑
p∈P(e−1)
〈Wl1WpWl2 · · ·Wln〉 .
In all of the above, empty sums denote zero.
The proof of Theorem 8.1 requires several preparatory lemmas. In all of the following lemmas
A1, B1, C1, m, t1 and t are defined to be as in Theorem 8.1.
Lemma 8.2. For any edge e,
∂Qe
∂teuk
= i
∂Qe
∂qeuk
, and
∂Q∗e
∂teuk
= −i ∂Q
∗
e
∂qeuk
.
Moreover, ∑
u,k
(
qeuk
∂Qe
∂qeuk
+ teuk
∂Qe
∂teuk
)
= Qe , and
∑
u,k
(
qeuk
∂Q∗e
∂qeuk
+ teuk
∂Q∗e
∂teuk
)
= Q∗e .
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Proof. Note that
∂Qe
∂qeuk
= bub
T
k , and
∂Qe
∂teuk
= ibub
T
k ,
where bu ∈ RN is the vector whose uth standard basis vector. Thus,∑
u,k
(
qeuk
∂Qe
∂qeuk
+ teuk
∂Qe
∂teuk
)
=
∑
u,k
(qeuk + ituk)bub
T
k = Qe ,
Similarly,
∂Q∗e
∂qeuk
= bkb
T
u , and
∂Q∗e
∂teuk
= −ibkbTu ,
and ∑
u,k
(
qeuk
∂Q∗e
∂qeuk
+ teuk
∂Q∗e
∂teuk
)
=
∑
u,k
(qeuk − ituk)bkbTu = Q∗e .
This completes the proof of the lemma. 
Lemma 8.3. For any edge e, ∑
u,k
(
qeuk
∂Wl1
∂qeuk
+ teuk
∂Wl1
∂teuk
)
= mWl1 .
Proof. Let
Wl1 = Tr(P1Q1P2Q2 · · ·PmQmPm+1) ,
where each Q1, . . . , Qm is either Qe or Q
∗
e, and each P1, . . . , Pm+1 is a product of Qe′ where e
′ is
neither e nor e−1. Note that
∂Wl1
∂qeuk
=
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·PmQmPm+1
)
and
∂Wl1
∂teuk
=
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·PmQmPm+1
)
.
Thus, by Lemma 8.2
∑
u,k
(
qeuk
∂Wl1
∂qeuk
+ teuk
∂Wl1
∂teuk
)
=
∑
u,k
(
qeuk
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·PmQmPm+1
)
+ teuk
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·PmQmPm+1
))
=
m∑
r=1
Tr
(
P1Q1 · · ·Pr
(∑
u,k
(
qeuk
∂Qr
∂qeuk
+ teuk
∂Qr
∂teuk
))
Pr+1 · · ·PmQmPm+1
)
=
m∑
r=1
Tr(P1Q1 · · ·PrQrPr+1 · · ·PmQmPm+1) = mWl1 .
This completes the proof the lemma. 
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Lemma 8.4.∑
u,k
(
∂2Wl1
∂qeuk
2 +
∂2Wl1
∂teuk
2
)
= 2
∑
x∈A1, y∈B1
W×1x,yl1W×2x,yl1 + 2
∑
x∈B1, y∈A1
W×1x,yl1W×2x,yl1 .
Proof. Using the notations from Lemma 8.3∑
u,k
∂2Wl1
∂qeuk
2 = 2
∑
1≤r<s≤m
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
and ∑
u,k
∂2Wl1
∂teuk
2 = 2
∑
1≤r<s≤m
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
.
Observe that if (Qr, Qs) = (Qe, Qe) or (Qr, Qs) = (Q
∗
e, Q
∗
e), then by Lemma 8.2
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
+ P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1 = 0 .
So these pairs do not contribute anything to the sum∑
u,k
(
∂2Wl1
∂qeuk
2 +
∂2Wl1
∂teuk
2
)
.
Now, suppose that Qr = Qe and Qs = Q
∗
e. Let bu be as in the proof of Lemma 8.2. Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrbubTk Pr+1 · · ·PsbkbTuPs+1 · · ·PmQmPm+1)
= (bTuPs+1 · · ·PmQmPm+1P1Q1 · · ·Prbu)(bTk Pr+1 · · ·Psbk)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)uu(Pr+1 · · ·Ps)kk .
where we are following the convention that Mij denotes the (i, j)th entry of a matrix M . Similarly,
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)uu(Pr+1 · · ·Ps)kk .
Then ∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
+
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
= 2
∑
u,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)uu(Pr+1 · · ·Ps)kk
= 2Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Tr(Pr+1Qr+1 · · ·Qs−1Ps)
= 2Tr(P1Q1 · · ·PrPs+1 · · ·PmQmPm+1)Tr(Pr+1Qr+1 · · ·Qs−1Ps) .
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By the definition of a negative splitting, the sum of above quantities over such (r, s) pairs gives
2
∑
x∈A1,y∈B1
W×1x,yl1W×2x,yl1 .
This produces the first term on the right. Similarly, if Qr = Q
∗
e and Qs = Qe, then∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
+
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
= 2
∑
u,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)kk(Pr+1 · · ·Ps)uu
= 2Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Tr(Pr+1Qr+1 · · ·Qs−1Ps)
= 2Tr(P1Q1 · · ·PrPs+1 · · ·PmQmPm+1)Tr(Pr+1Qr+1 · · ·Qs−1Ps) ,
and the sum of these quantities over such (r, s) pairs is equal to
2
∑
x∈B1,y∈A1
W×1x,yl1W×2x,yl1 .
This gives the second sum on the right side. 
Lemma 8.5.∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂2Wl1
∂quk∂qvk′
− ∂
2Wl1
∂tuk∂tvk′
)
+ 2(qvktuk′ + tvkquk′)
∂2Wl1
∂quk∂tvk′
)
= 2
∑
x,y∈A1
x 6=y
W×1x,yl1W×2x,yl1 + 2
∑
x,y∈B1
x 6=y
W×1x,yl1W×2x,yl1 .
Proof. First observe that by renaming (u, v, k, k′) as (v, u, k′, k) we get
∑
u,v,k,k′
(qvktuk′ + tvkquk′)
∂2Wl1
∂quk∂tvk′
=
∑
u,v,k,k′
(quk′tvk + tuk′qvk)
∂2Wl1
∂qvk′∂tuk
.
Thus ∑
u,v,k,k′
2(qvktuk′ + tvkquk′)
∂2Wl1
∂quk∂tvk′
=
∑
u,v,k,k′
(qvktuk′ + tvkquk′)
(
∂2Wl1
∂quk∂tvk′
+
∂2Wl1
∂qvk′∂tuk
)
.
Note that
∂2Wl1
∂qeuk∂q
e
vk′
=
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
+
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qevk′
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
. (8.2)
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Similarly,
∂2Wl1
∂teuk∂t
e
vk′
=
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
+
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂tevk′
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
,
∂2Wl1
∂qeuk∂t
e
vk′
=
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
+
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂tevk′
Pr+1 · · ·Ps ∂Qs
∂qeuk
Ps+1 · · ·PmQmPm+1
)
,
and
∂2Wl1
∂teuk∂q
e
vk′
=
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
+
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qevk′
Pr+1 · · ·Ps ∂Qs
∂teuk
Ps+1 · · ·PmQmPm+1
)
.
As in the proof of Lemma 8.4 we can see that by Lemma 8.2 the pairs (Qr, Qs) = (Qe, Q
∗
e) and
(Qr, Qs) = (Q
∗
e, Qe) do not contribute anything to the sum on the left hand side of the equation in
the statement of the lemma. Now, let 1 ≤ r < s ≤ m and suppose that Qr = Qs = Qe. If bu is as
in the proof of Lemma 8.2, then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrbubTk Pr+1 · · ·PsbvbTk′Ps+1 · · ·PmQmPm+1)
= (bTk′Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prbu)(bTk Pr+1 · · ·Psbv)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv , (8.3)
Similarly,
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
= −(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv ,
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
= i(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv
and
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= i(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv .
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Thus plugging these in above equations and using symmetry between pairs (u, k) and (v, k′) we get
2
∑
u,v,k,k′
(qvkquk′ − tvktuk′ + iqvktuk′ + itvkquk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv
= 2
∑
u,v,k,k′
(qvk + itvk)(quk′ + ituk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv
= 2Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·PrQr)Tr(Pr+1 · · ·PsQs)
= 2Tr(P1Q1 · · ·PrQrPs+1 · · ·PmQmPm+1)Tr(Pr+1 · · ·PsQs) .
By the definition of a positive splitting, the sum of these variables over all such (r, s) pairs equals
2
∑
x,y∈A1
x 6=y
W×1x,yl1W×2x,yl1 .
Next, note that if Qr = Qs = Q
∗
e, then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrbkbTuPr+1 · · ·Psbk′bTv Ps+1 · · ·PmQmPm+1)
= (bTv Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prbk)(bTuPr+1 · · ·Psbk′)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′ . (8.4)
Similarly,
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
= −(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′ ,
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂tevk′
Ps+1 · · ·PmQmPm+1
)
= −i(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′
and
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= −i(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′ .
Thus, by symmetry between pairs (u, k) and (v, k′) we get
2
∑
u,v,k,k′
(qvkquk′ − tvktuk′ − iqvktuk′ − itvkquk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′
= 2
∑
u,v,k,k′
(qvk − itvk)(quk′ − ituk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′
= 2Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·PrQr)Tr(Pr+1 · · ·PsQs)
= 2Tr(P1Q1 · · ·PrQrPs+1 · · ·PmQmPm+1)Tr(Pr+1 · · ·PsQs) .
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Again by the definition of a positive splitting, the sum of above quantities over all such (r, s) pairs
gives
2
∑
x,y∈B1
x 6=y
W×1x,yl1W×2x,yl1 .
This completes the proof of the lemma. 
Lemma 8.6.
∑
u,v,k,k′
(
tuktvk′
∂2Wl1
∂quk∂qvk′
+ qukqvk′
∂2Wl1
∂tuk∂tvk′
− 2tukqvk′ ∂
2Wl1
∂quk∂tvk′
)
= (m− t21)Wl1 .
Proof. First note that since
∑
u,v,k,k′
tukqvk′
∂2Wl1
∂quk∂tvk′
=
∑
u,v,k,k′
tvk′quk
∂2Wl1
∂qvk′∂tuk
we can write
2
∑
u,v,k,k′
tukqvk′
∂2Wl1
∂quk∂tvk′
=
∑
u,v,k,k′
(
tukqvk′
∂2Wl1
∂quk∂tvk′
+ quktvk′
∂2Wl1
∂tuk∂qvk′
)
.
So, if Qr = Qs = Qe, then by (8.2), (8.3) and similar equations we get
2
∑
u,v,k,k′
(tuktvk′ − qukqvk′ − itukqvk′ − iquktvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv
= −2(quk + ituk)(qvk′ + itvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′u(Pr+1 · · ·Ps)kv
= −2Tr((Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Qr(Pr+1 · · ·Ps)Qs)
= −2Wl1 .
Similarly, by (8.2), (8.4) and similar equations if Qr = Qs = Q
∗
e, then
2
∑
u,v,k,k′
(tuktvk′ − qukqvk′ + itukqvk′ + iquktvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′
= −2(quk − ituk)(qvk′ − itvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vk(Pr+1 · · ·Ps)uk′
= −2Tr((Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Qr(Pr+1 · · ·Ps)Qs)
= −2Wl1
On the other hand, if Qr = Qe and Qs = Q
∗
e, then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrbubTk Pr+1 · · ·Psbk′bTv Ps+1 · · ·PmQmPm+1)
= (bTv Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prbu)(bTk Pr+1 · · ·Psbk′)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vu(Pr+1 · · ·Ps)kk′ .
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Hence we get
2
∑
u,v,k,k′
(tuktvk′ + qukqvk′ + itukqvk′ − iquktvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vu(Pr+1 · · ·Ps)kk′
= 2(quk + ituk)(qvk′ − itvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)vu(Pr+1 · · ·Ps)kk′
= 2Tr((Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Qr(Pr+1 · · ·Ps)Qs)
= 2Wl1 .
Similarly, if Qr = Q
∗
e and Qs = Qe, then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·Ps ∂Qs
∂qevk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrbkbTuPr+1 · · ·PsbvbTk′Ps+1 · · ·PmQmPm+1)
= (bTk′Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prbk)(bTuPr+1 · · ·Psbv)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′k(Pr+1 · · ·Ps)uv .
So we get
2
∑
u,v,k,k′
(tuktvk′ + qukqvk′ − itukqvk′ + iquktvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′k(Pr+1 · · ·Ps)uv
= 2(quk − ituk)(qvk′ + itvk′)(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′k(Pr+1 · · ·Ps)uv
= 2Tr((Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Qr(Pr+1 · · ·Ps)Qs)
= 2Wl1 .
By combining all these we get∑
u,v,k,k′
(
tuktvk′
∂2Wl1
∂quk∂qvk′
+ qukqvk′
∂2Wl1
∂tuk∂tvk′
− tukqvk′ ∂
2Wl1
∂quk∂tvk′
− quktvk′ ∂
2Wl1
∂tuk∂qvk′
)
=
(
−2
(|A1|
2
)
− 2
(|B1|
2
)
+ 2|A1||B1|
)
Wl1 = (m− t21)Wl1 .

Lemma 8.7. Let l′ be a non-null loop such that all points within distance 1 of l′ belong to Λ. Let
A′ be the set of locations in l′ where e occurs, and let B′ be the set of locations in l′ where e−1
occurs. Let C ′ = A′ ∪B′ and assume that C ′ is nonempty. Then∑
u,k
(
∂Wl1
∂qeuk
∂Wl′
∂qeuk
+
∂Wl1
∂teuk
∂Wl′
∂teuk
)
= 2
∑
x∈A1, y∈B′
Wl1⊖x,yl′ + 2
∑
x∈B1, y∈A′
Wl1⊖x,yl′ .
Proof. Let
Wl′ = Tr(P
′
1Q
′
1P
′
2Q
′
2 · · ·P ′m′Q′m′P ′m′+1)
where m′ is the size of C ′, each of Q′1, . . . , Q
′
m′ is either Qe or Q
∗
e, and each of P
′
1, . . . , P
′
m′+1 is a
product of Qe′ where e
′ is neither e nor e−1. Then∑
u,k
∂Wl1
∂qeuk
∂Wl′
∂qeuk′
=
∑
1≤r≤m
1≤s≤m′
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeuk
P ′s+1 · · ·Q′m′P ′m′+1
)
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and∑
u,k
∂Wl1
∂teuk
∂Wl′
∂teuk′
=
∑
1≤r≤m
1≤s≤m′
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂teuk
P ′s+1 · · ·Q′m′P ′m′+1
)
.
Observe that by Lemma 8.2 the pairs (Qr, Q
′
s) = (Qe, Qe) and (Qr, Q
′
s) = (Q
∗
e, Q
∗
e) do not contribute
anything to the sum on the left hand side of the equation in the statement of the lemma. Moreover,
for any other pair∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeuk
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂teuk
P ′s+1 · · ·Q′m′P ′m′+1
)
.
Next, note that if (Qr, Q
′
s) = (Qe, Q
∗
e), then we get
2
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeuk
P ′s+1 · · ·Q′m′P ′m′+1
)
= 2
∑
u,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)uk
= 2Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)
= 2Tr(P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sPr+1 · · ·QmPm+1) .
This expression equals 2Wl1⊖x,yl′ where x ∈ A1 and y ∈ B′. Similarly, if (Qr, Q′s) = (Q∗e, Qe), then
we obtain
2
∑
u,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeuk
P ′s+1 · · ·Q′m′P ′m′+1
)
= 2
∑
u,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)ku
= 2Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)
= 2Tr(P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sPr+1 · · ·QmPm+1) .
This is equal to 2Wl1⊖x,yl′ where x ∈ B1 and y ∈ A′. 
Lemma 8.8. Let l′, A′ and B′ be as in the previous lemma. Then∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂Wl1
∂quk
∂Wl′
∂qvk′
− ∂Wl1
∂tuk
∂Wl′
∂tvk′
)
+ (qvktuk′ + tvkquk′)
(
∂Wl1
∂quk
∂Wl′
∂tvk′
+
∂Wl1
∂tuk
∂Wl′
∂qvk′
))
= 2
∑
x∈A1 ,y∈A′
Wl1⊕x,yl′ + 2
∑
x∈B1 ,y∈B′
Wl1⊕x,yl′ .
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Proof. We continue using notation in the proof of Lemma 8.7. First, note that
∂Wl1
∂qeuk
∂Wl′
∂qevk′
=
∑
1≤r≤m
1≤s≤m′
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
, (8.5)
∂Wl1
∂teuk
∂Wl′
∂tevk′
=
∑
1≤r≤m
1≤s≤m′
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂tevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
,
∂Wl1
∂qeuk
∂Wl′
∂tevk′
=
∑
1≤r≤m
1≤s≤m′
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂tevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
,
and
∂Wl1
∂teuk
∂Wl′
∂qevk′
=
∑
1≤r≤m
1≤s≤m′
Tr
(
P1Q1 · · ·Pr ∂Qr
∂teuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
.
It is easy to see that if (Qr, Q
′
s) = (Qe, Q
∗
e) or (Qr, Q
′
s) = (Q
∗
e, Qe), then by Lemma 8.2 the
corresponding terms cancel each other. This means these pairs do not contribute anything to our
sum. Now, suppose Qr = Q
′
s = Qe. Note that
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PrbubTk Pr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sbvbTk′P ′s+1 · · ·Q′m′P ′m′+1)
= (bTk Pr+1 · · ·QmPm+1P1Q1 · · ·Prbu)(bTk′P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sbv)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v . (8.6)
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By writing similar expressions for the other terms we get
2
∑
u,v,k,k′
(qevkq
e
uk′ − tevkteuk′ + iqevkteuk′ + itevkqeuk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
= 2
∑
u,v,k,k′
(qevk + it
e
vk)(q
e
uk′ + it
e
uk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
= 2Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= 2Tr(P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′sPr+1 · · ·QmPm+1) .
By definition this is equal to 2Wl1⊕x,yl′ where x ∈ A and y ∈ A′. Next, suppose that Qr = Q′s = Q∗e.
Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeuk
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qevk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PrbkbTuPr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sbk′bTv P ′s+1 · · ·Q′m′P ′m′+1)
= (bTuPr+1 · · ·QmPm+1P1Q1 · · ·Prbk)(bTv P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sbk′)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′ . (8.7)
Therefore by writing similar expression for the other terms we get,
2
∑
u,v,k,k′
(qevkq
e
uk′ − tevkteuk′ − iqevkteuk′ − itevkqeuk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
= 2
∑
u,v,k,k′
(qevk − itevk)(qeuk′ − iteuk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
= 2Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= 2Tr(P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′sPr+1 · · ·QmPm+1) .
This corresponds to the term 2Wl1⊕x,yl′ with x ∈ B1 and y ∈ B′. 
Lemma 8.9. Let l′, A′ and B′ be as in the previous lemmas. Then
∑
u,v,k,k′
(
tuktvk′
∂Wl1
∂quk
∂Wl′
∂qvk′
+ qukqvk′
∂Wl1
∂tuk
∂Wl′
∂tvk′
− tukqvk′ ∂Wl1
∂quk
∂Wl′
∂tvk′
− quktvk′ ∂Wl1
∂tuk
∂Wl′
∂qvk′
)
= −(A1 −B1)(A′ −B′)Wl1Wl′ .
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Proof. We continue using the notations from the previous lemmas. If (Qr, Q
′
s) = (Qe, Qe), then by
(8.5), (8.6) and similar equations we get
∑
u,k
(tuktvk′ − qukqvk′ − itukqvk′ − iquktvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
= −
∑
u,k
(quk + ituk)(qvk′ + itvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
= −Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr)Tr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= −Tr(P1Q1 · · ·PrQrPr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sQ′sP ′s+1 · · ·Q′m′P ′m′+1)
= −Wl1Wl′ .
If (Qr, Q
′
s) = (Q
∗
e, Q
∗
e), then by equations (8.5), (8.7) and similar equations we obtain
∑
u,k
(tuktvk′ − qukqvk′ + itukqvk′ + iquktvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
= −
∑
u,k
(quk − ituk)(qvk′ − itvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
= −Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr)Tr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= −Tr(P1Q1 · · ·PrQrPr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sQ′sP ′s+1 · · ·Q′m′P ′m′+1)
= −Wl1Wl′ .
Using the same ideas we get that if (Qr, Q
′
s) = (Qe, Q
∗
e), then
∑
u,k
(tuktvk′ + qukqvk′ + itukqvk′ − iquktvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
=
∑
u,k
(quk + ituk)(qvk′ − itvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ku(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)vk′
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr)Tr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= Tr(P1Q1 · · ·PrQrPr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sQ′sP ′s+1 · · ·Q′m′P ′m′+1)
=Wl1Wl′ .
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Finally, if (Qr, Q
′
s) = (Q
∗
e, Qe), then∑
u,k
(tuktvk′ + qukqvk′ − itukqvk′ + iquktvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
=
∑
u,k
(quk − ituk)(qvk′ + itvk′)
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)uk(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′v
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr)Tr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= Tr(P1Q1 · · ·PrQrPr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sQ′sP ′s+1 · · ·Q′m′P ′m′+1)
=Wl1Wl′ .
By combining all of above equations we get
(−A1A′ −B1B′ +A1B′ +B1A′)Wl1Wl′ = −(A1 −B1)(A′ −B′)Wl1Wl′ .

Next, we will combine above lemmas and prove Theorem 8.1.
Proof of Theorem 8.1. For an edge e let R+(e) and R−(e) respectively be the sets of positively and
negatively oriented plaquettes passing through e. Then R+(e) ∪ R+(e−1) = P+(e) and R+(e) ∪
R−(e) = P(e). Let Q = (Qe′)e′∈E+
Λ
denote a collection of independent Haar-distributed random
SU(N) matrices and let P+Λ denote the set of all positively oriented plaquettes contained in Λ.
Define
f(Q) := Wl1 ,
and
g(Q) := Z−1Λ,N,βWl2Wl3 · · ·Wln exp
(
Nβ
∑
p∈P+
Λ
ℜWp
)
.
Note that since 2ℜWp =Wp +Wp−1 we can write
g(Q) = Z−1Λ,N,βWl2Wl3 · · ·Wln exp
(
Nβ
2
∑
p∈P+
Λ
(Wp +Wp−1)
)
.
By Lemma 8.3,
E
[∑
u,k
(
qeuk
∂f
∂qeuk
+ teuk
∂f
∂teuk
)
g
]
= m〈Wl1Wl2 · · ·Wln〉 .
By Lemma 8.4,
E
[∑
i,k
(
∂2f
∂qeuk
2 +
∂2f
∂teuk
2
)
g
]
= 2
∑
x∈A1, y∈B1
〈W×1x,y l1W×2x,yl1Wl2 · · ·Wln〉
+ 2
∑
x∈B1, y∈A1
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 .
38 JAFAR JAFAROV
By Lemma 8.5,
E
[ ∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂2f
∂quk∂qvk′
− ∂
2f
∂tuk∂tvk′
)
+ 2(qvktuk′ + tvkquk′)
∂2f
∂quk∂tvk′
)
g
]
= 2
∑
x,y∈A1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉+ 2
∑
x,y∈B1
x 6=y
〈W×1x,y l1W×2x,yl1Wl2 · · ·Wln〉 .
By Lemma 8.6
E
[ ∑
u,v,k,k′
(
tuktvk′
∂2f
∂quk∂qvk′
+ qukqvk′
∂2f
∂tuk∂tvk′
− 2tukqvk′ ∂
2f
∂quk∂tvk′
)
g
]
= (m− t21)〈Wl1Wl2 · · ·Wln〉 .
Next, note that
∂g
∂qeuk
=
n∑
r=2
Z−1Λ,N,βWl2 · · ·Wlr−1
∂Wlr
∂qeuk
Wlr+1 · · ·Wln exp
(
Nβ
2
∑
p∈P+
Λ
(Wp +Wp−1)
)
+
∑
p∈P+(e)
Z−1Λ,N,βWl2 · · ·Wln
Nβ
2
∂Wp
∂qeuk
exp
(
Nβ
2
∑
p′∈P+
Λ
(Wp′ +Wp′−1)
)
+
∑
p∈P+(e)
Z−1Λ,N,βWl2 · · ·Wln
Nβ
2
∂Wp−1
∂qeuk
exp
(
Nβ
2
∑
p′∈P+
Λ
(Wp′ +Wp′−1)
)
. (8.8)
A similar equality also holds for ∂g∂te
uk
. So, by Lemma 8.7 and these identities
E
[∑
u,k
(
∂f
∂qeuk
∂g
∂qeuk
+
∂f
∂teuk
∂g
∂teuk
)]
= 2
n∑
r=2
∑
x∈A1, y∈Br
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+ 2
n∑
r=2
∑
x∈B1, y∈Ar
〈
Wl1⊖x,y lr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈R+(e−1)
∑
x∈A1
〈Wl1⊖xpWl2 · · ·Wln〉+Nβ
∑
p∈R+(e)
∑
x∈B1
〈Wl1⊖xpWl2 · · ·Wln〉
+Nβ
∑
p∈R+(e)
∑
x∈A1
〈Wl1⊖xp−1Wl2 · · ·Wln〉+Nβ
∑
p∈R+(e−1)
∑
x∈B1
〈Wl1⊖xp−1Wl2 · · ·Wln〉 .
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Note that Wl1⊖xp−1 = Wl1⊖xp for any x ∈ A1 and plaquette p ∈ R+(e), and for any x ∈ B1 and
p ∈ R+(e−1). Therefore the above equality can be written as
E
[∑
u,k
(
∂f
∂qeuk
∂g
∂qeuk
+
∂f
∂teuk
∂g
∂teuk
)]
= 2
n∑
r=2
∑
x∈A1, y∈Br
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+ 2
n∑
r=2
∑
x∈B1, y∈Ar
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊖xpWl2 · · ·Wln〉 .
Similarly, by Lemma 8.8 and equation (8.8)
E
[ ∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂f
∂quk
∂g
∂qvk′
− ∂f
∂tuk
∂g
∂tvk′
)
+ (qvktuk′ + tvkquk′)
(
∂f
∂quk
∂g
∂tvk′
+
∂f
∂tuk
∂g
∂qvk′
))]
= 2
n∑
r=2
∑
x∈A1, y∈Ar
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+ 2
n∑
r=2
∑
x∈B1, y∈Br
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈R+(e)
∑
x∈A1
〈Wl1⊕xpWl2 · · ·Wln〉+Nβ
∑
p∈R+(e−1)
∑
x∈B1
〈Wl1⊕xpWl2 · · ·Wln〉
+Nβ
∑
p∈R+(e−1)
∑
x∈A1
〈Wl1⊕xp−1Wl2 · · ·Wln〉+Nβ
∑
p∈R+(e)
∑
x∈B1
〈Wl1⊕xp−1Wl2 · · ·Wln〉 .
Since Wl1⊕xp−1 =Wl1⊕xp for any x ∈ A1 and p ∈ R+(e−1), and for any x ∈ B1 and p ∈ R+(e), the
above equality can be written as
E
[ ∑
u,v,k,k′
(
(qvkquk′ − tvktuk′)
(
∂f
∂quk
∂g
∂qvk′
− ∂f
∂tuk
∂g
∂tvk′
)
+ (qvktuk′ + tvkquk′)
(
∂f
∂quk
∂g
∂tvk′
+
∂f
∂tuk
∂g
∂qvk′
))]
= 2
n∑
r=2
∑
x∈A1, y∈Ar
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+ 2
n∑
r=2
∑
x∈B1, y∈Br
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊕xpWl2 · · ·Wln〉 .
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By Lemma 8.9 and equation (8.8)
E
[ ∑
u,v,k,k′
(
tuktvk′
∂f
∂quk
∂g
∂qvk′
+ qukqvk′
∂f
∂tuk
∂g
∂tvk′
− tukqvk′ ∂f
∂quk
∂g
∂tvk′
− quktvk′ ∂f
∂tuk
∂g
∂qvk′
)]
= −t1
( n∑
r=2
tr
)
〈Wl1Wl2 · · ·Wln〉
− Nβt1
2
∑
p∈R+(e)
〈Wl1WpWl2 · · ·Wln〉+
Nβt1
2
∑
p∈R+(e−1)
〈Wl1WpWl2 · · ·Wln〉
+
Nβt1
2
∑
p∈R+(e)
〈Wl1Wp−1Wl2 · · ·Wln〉 −
Nβt1
2
∑
p∈R+(e−1)
〈Wl1Wp−1Wl2 · · ·Wln〉 .
Note that if p ∈ R+(e), then p−1 ∈ R−(e−1), and if p ∈ R+(e−1), then p−1 ∈ R−(e). Thus
E
[ ∑
u,v,k,k′
(
tuktvk′
∂f
∂quk
∂g
∂qvk′
+ qukqvk′
∂f
∂tuk
∂g
∂tvk′
− tukqvk′ ∂f
∂quk
∂g
∂tvk′
− quktvk′ ∂f
∂tuk
∂g
∂qvk′
)]
= −t1
( n∑
r=2
tr
)
〈Wl1Wl2 · · ·Wln〉
− Nβt1
2
∑
p∈P(e)
〈Wl1WpWl2 · · ·Wln〉+
Nβt1
2
∑
p∈P(e−1)
〈Wl1WpWl2 · · ·Wln〉
= −t1
( n∑
r=2
tr
)
〈Wl1Wl2 · · ·Wln〉
− Nβ
2
∑
x∈A1
∑
p∈P(e)
〈Wl1WpWl2 · · ·Wln〉 −
Nβ
2
∑
x∈B1
∑
p∈P(e−1)
〈Wl1WpWl2 · · ·Wln〉
+
Nβ
2
∑
x∈B1
∑
p∈P(e)
〈Wl1WpWl2 · · ·Wln〉+
Nβ
2
∑
x∈A1
∑
p∈P(e−1)
〈Wl1WpWl2 · · ·Wln〉 .
To finish the proof first condition on (Qe′)e′ 6=e and apply Theorem 7.1 with above calculations, and
then take unconditional expectation. 
Now we are ready to prove Theorem 4.2. Recall that if (l1, . . . , ln) is the minimal representation
of s, then
φN (s) =
〈Wl1 · · ·Wln〉
Nn
.
Proof of Theorem 4.2. Recall that equation (8.1) was obtained by choosing the first edge e of the
first loop l1 in minimal representation (l1, . . . , ln) of s. Since
φN (lπ(1), . . . , lπ(n)) = φN (l1, . . . , ln)
for any permutation π of {1, 2, . . . , n}, we can write the same equation for any lk and any edge e.
By doing so and dividing both sides by Nn+1 we get(
mk(e)− tk(e)t(e)
N2
)
φN (s) = split lk +merge lk + deform lk + expand lk (8.9)
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where the split lk term is given by
∑
x∈Ak, y∈Bk
φN (l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
+
∑
x∈Bk, y∈Ak
φN (l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
−
∑
x,y∈Ak
x 6=y
φN (l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
−
∑
x,y∈Bk
x 6=y
φN (l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln) ,
the merge lk term is given by
1
N2
∑
1≤r<k
∑
x∈Ak, y∈Br
or
x∈Bk , y∈Ar
φN (l1, . . . , lr−1, lr+1, . . . , lk−1, lk ⊖x,y lr, lk+1, . . . , ln)
+
1
N2
∑
k<r≤n
∑
x∈Ak, y∈Br
or
x∈Bk, y∈Ar
φN (l1, . . . , lk−1, lk ⊖x,y lr, lk+1, . . . , lr−1, lr+1, . . . , ln)
− 1
N2
∑
1≤r<k
∑
x∈Ak, y∈Ar
or
x∈Bk, y∈Br
φN (l1, . . . , lr−1, lr+1, . . . , lk−1, lk ⊕x,y lr, lk+1, . . . , ln)
− 1
N2
∑
k<r≤n
∑
x∈Ak, y∈Ar
or
x∈Bk, y∈Br
φN (l1, . . . , lk−1, lk ⊕x,y lr, lk+1, . . . , lr−1, lr+1, . . . , ln) ,
the deform lk term is given by
β
2
∑
p∈P+(e)
∑
x∈Ck
φN (l1, . . . , lk−1, lk ⊖x p, lk+1, . . . , ln)
− β
2
∑
p∈P+(e)
∑
x∈Ck
φN (l1, . . . , lk−1, lk ⊕x p, lk+1, . . . , ln) ,
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and the expansion term is given by
β
2
∑
x∈Ak
∑
p∈P(e)
φN (l1, . . . , lk−1, lk, p, lk+1, . . . , ln)
+
β
2
∑
x∈Bk
∑
p∈P(e−1)
φN (l1, . . . , lk−1, lk, p, lk+1, . . . , ln)
− β
2
∑
x∈Bk
∑
p∈P(e)
φN (l1, . . . , lk−1, lk, p, lk+1, . . . , ln)
− β
2
∑
x∈Ak
∑
p∈P(e−1)
φN (l1, . . . , lk−1, lk, p, lk+1, . . . , ln) .
Note that if the loop lk contains neither e nor e
−1 then mk = 0 and tk = 0, and in this case both
sides of equation (8.9) are zero. Next, observe that
∑
e∈E+
mk(e) = |lk| .
Then by writing equation (8.9) for each element of E+ and adding them side by side we get
(
|lk| − 1
N2
∑
e∈E+
tk(e)t(e)
)
φN (s) =
1
N2
∑
s′∈M−
k
(s)
φN (s
′)− 1
N2
∑
s′∈M+
k
(s)
φN (s
′)
+
∑
s′∈S−
k
(s)
φN (s
′)−
∑
s′∈S+
k
(s)
φN (s
′)
+
β
2
∑
s′∈D−
k
(s)
φN (s
′)− β
2
∑
s′∈D+
k
(s)
φN (s
′)
+
β
2
∑
s′∈E−
k
(s)
φN (s
′)− β
2
∑
s′∈E+
k
(s)
φN (s
′) . (8.10)
Since
n∑
k=1
|lk| = |s| ,
and
n∑
k=1
∑
e∈E+
tk(e)t(e) =
∑
e∈E+
t(e)
n∑
k=1
tk(e) =
∑
e∈E+
t(e)2 = ℓ(s) ,
we finish the proof by summing both sides of equation (8.10) over all k = 1, . . . , n. 
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9. Unsymmetrized master loop equation for f0
Recall the definition of Ar, Br, mr and tr from Section 2. For any loop function h : S → C, let∑
merge s
h =
n∑
r=2
∑
x∈A1, y∈Br
h(l1 ⊖x,y lr, . . . , ln) +
n∑
r=2
∑
x∈B1, y∈Ar
h(l1 ⊖x,y lr, . . . , ln)
−
n∑
r=2
∑
x∈A1, y∈Ar
h(l1 ⊕x,y lr, . . . , ln)−
n∑
r=2
∑
x∈B1, y∈Br
h(l1 ⊕x,y lr, . . . , ln) .
Similarly, let∑
split s
h =
∑
x∈A1, y∈B1
h(×1x,yl1,×2x,yl1, . . . , ln) +
∑
x∈B1, y∈A1
h(×1x,yl1,×2x,yl1, . . . , ln)
−
∑
x,y∈A1
x 6=y
h(×1x,yl1,×2x,yl1, . . . , ln)−
∑
x,y∈B1
x 6=y
h(×1x,yl1,×2x,yl1, . . . , ln) ,
∑
deform s
h =
∑
p∈P+(e)
∑
x∈C1
h(l1 ⊖x p, . . . , ln)−
∑
p∈P+(e)
∑
x∈C1
h(l1 ⊕x p, . . . , ln) ,
and ∑
expand s
h =
∑
x∈A1
∑
p∈P(e)
h(l1, p, l2, . . . , ln) +
∑
x∈B1
∑
p∈P(e−1)
h(l1, p, l2, . . . , ln)
−
∑
x∈B1
∑
p∈P(e)
h(l1, p, l2, . . . , ln)−
∑
x∈A1
∑
p∈P(e−1)
h(l1, p, l2, . . . , ln) .
Let ∑+
merge s
,
∑+
split s
,
∑+
deform s
,
∑+
expand s
denote the sums as above with minus signs between terms replaced with plus signs. By dividing
both sides of equation (8.1) by Nn+1 we can write it with above notation as(
m− t1t
N2
)
φN (s) =
1
N2
∑
merge s
φN +
∑
split s
φN +
β
2
∑
deform s
φN +
β
2
∑
expand s
φN (9.1)
The goal of this section is to prove the following theorem.
Theorem 9.1. There exists β0(d, 0) > 0, depending only on dimension d, such that for any |β| ≤
β0(d, 0) and loop sequence s, the limit
f0(s) = lim
N→∞
φN (s) (9.2)
exists. Moreover, f0 satisfies the equation
mf0(s) =
∑
split s
f0 +
β
2
∑
deform s
f0 +
β
2
∑
expand s
f0 (9.3)
Proof of Theorem 9.1. Note that since |Wl| ≤ N we have |φN (s)| ≤ 1. So by standard diagonal
method the limit in (9.2) exists along some subsequence. By letting N →∞ in equation (9.1) we
see that any subsequential limit f0 satisfies equation (9.3). So it is enough to prove that equation
(9.3) has a unique solution for all sufficiently small β.
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Lemma 9.2. There exists β1(d, 0) > 0, depending only on dimension d, such that for all |β| <
β1(d, 0), there exists a unique loop function f : S → C such that (1) f(∅) = 1 , (2) |f(s)| ≤ L|s| for
some L ≥ 1, and (3) f satisfies equation (9.3).
Proof. Since φN (∅) = 1, we get f0(∅) = 1. So, from this and above discussion we deduce that any
subsequencial limit f0 satisfies conditions (1), (2) and (3). So we just need to prove uniqueness.
Let f and f˜ be two such functions. Define g : S → C as
g(s) := f(s)− f˜(s) .
Let ∆ be the set of all finite sequences of integers including the null sequence. Let ∆+ be the subset
of ∆ consisting of those sequences with each term ≥ 4. If (l1, . . . , ln) is the minimal representation
of a loop sequence s, then let δ(s) = (|l1|, . . . , |ln|) be the degree sequence of s. Since each non-null
loop has at least four edges, δ(s) ∈ ∆+ for any non-null s. Given δ = (δ1, . . . , δn) define the length
of δ as
|δ| := |δ1|+ · · · + |δn| ,
the size as
#δ := n ,
and the index as
ι(δ) := |δ| −#δ .
If δ′ = (δ′1, . . . , δ
′
m) is another element of ∆, then let δ
′ ≤ δ whenever n = m and δ′i ≤ δi for all
1 ≤ i ≤ n. For any δ ∈ ∆+ let
D(δ) = max
s∈S: δ(s)≤δ
|g(s)|,
and extend this definition to δ ∈ ∆ \∆+ by letting D(δ) = 0. For any λ ∈ (0, 1) let
F (λ) :=
∑
δ∈∆
D(δ)λι(δ) .
Note that the number of δ ∈ ∆ with |δ| = r and #δ = n is at most (r−1n−1). Moreover, since
|g(s)| = |f(s)− f˜(s)| ≤ L|s| + L|s| = 2L|s| ,
we have D(δ) ≤ 2L|δ|. Since |δ| ≥ 4#δ for any δ ∈ ∆+
F (λ) =
∞∑
r=4
r∑
n=1
∑
δ∈∆+: |δ|=r
#δ=n
D(δ)λι(δ)
≤
∞∑
r=4
r∑
n=1
2Lrλr−n
(
r − 1
n− 1
)
≤
∞∑
r=4
2Lrλ3r/42r <∞
for all λ < (2L)−4/3. Note that since both f and f˜ satisfy equation (9.3) so does g. Therefore,
|g(s)| ≤ 1
m
∑+
split s
|g|+ |β|
2m
∑+
deform s
|g|+ |β|
2m
∑+
expand s
|g| (9.4)
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Now, take any δ ∈ ∆+ and let s be so that δ(s) ≤ δ. Recall that
1
m
∑+
split s
|g| = 1
m
∑
x∈A1, y∈B1
|g(×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x∈B1, y∈A1
|g(×1x,yl1,×2x,yl1, . . . , ln)|
+
1
m
∑
x,y∈A1
x 6=y
|g(×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x,y∈B1
x 6=y
|g(×1x,yl1,×2x,yl1, . . . , ln)| .
By Lemma 5.4
1
m
∑
x∈A1, y∈B1
|g(×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x∈A1, y∈B1
D(δ1 − |y − x| − 1, |y − x| − 1, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn)
≤ 2
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) .
The same inequality also holds if A1 and B1 are swapped. Similarly by Lemma 5.5
1
m
∑
x,y∈A1
x 6=y
|g(×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x,y∈A1
x 6=y
D(δ1 − |y − x|, |y − x|, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k, k, . . . , δn)
≤ 2
∞∑
k=1
D(δ1 − k, k, . . . , δn) .
The same inequality also holds if we replace A1 with B1. Thus
1
m
∑+
split s
|g| ≤ 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn) . (9.5)
Next, note that
1
2m
∑+
deform s
|g| = 1
2m
∑
p∈P+(e)
∑
x∈C1
|g(l1 ⊖x p, . . . , ln)|+ 1
2m
∑
p∈P+(e)
∑
x∈C1
|g(l1 ⊖x p, . . . , ln)| .
By Lemma 5.3 |l1 ⊖x p| ≤ |l1|+4. Since a deformation of the loop l1 may also result in a null loop
we have
|g(l1 ⊖x p, . . . , ln)| ≤ D(δ1 + 4, . . . , δn) +D(δ2, . . . , δn) .
Since there are 2(d− 1) positively oriented plaquettes passing through e or e−1 we get
1
2m
∑
p∈P+(e)
∑
x∈C1
|g(l1 ⊖x p, . . . , ln)| ≤ dD(δ1 + 4, . . . , δn) + dD(δ2, . . . , δn) .
The same inequality also holds for the second term in the deformation sum. Therefore,
1
2m
∑+
deform s
|g| ≤ 2dD(δ1 + 4, . . . , δn) + 2dD(δ2, . . . , δn) . (9.6)
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Finally, note that
1
2m
∑+
expand s
|g| = 1
2
∑
p∈P(e)
|g(l1, p, l2, . . . , ln)|+ 1
2
∑
p∈P(e−1)
|g(l1, p, l2, . . . , ln)| .
Since |p| = 4 for any plaquette p and |P(e)| = 2(d − 1)
1
2
∑
p∈P(e)
|g(l1, p, l2, . . . , ln)| ≤ dD(δ1, 4, . . . , δn) .
The same inequality also holds for the second term in the expansion sum. Hence
1
2m
∑+
expand s
|g| ≤ 2dD(δ1, 4, δ2, . . . , δn) . (9.7)
By combining inequalities (9.4), (9.5), (9.6) and (9.7) we get
|g(s)| ≤ 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn)
+ 2d|β|D(δ1 + 4, . . . , δn) + 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ2 . . . , δn) .
Note that this inequality is valid for all s such that δ(s) ≤ δ. Hence by taking the maximum of
both sides over all such s we obtain
D(δ) ≤ 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn)
+ 2d|β|D(δ1 + 4, . . . , δn) + 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ, . . . , δn) .
Therefore,
F (λ) ≤
∑
δ∈∆+
λι(δ)
(
4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn)
+ 2d|β|D(δ1 + 4, . . . , δn) + 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ2, . . . , δn)
)
. (9.8)
For k ≥ 1 define
ρk(δ1, δ2, . . . , δn) := (δ1 − k − 1, k − 1, δ2, . . . , δn) ,
σk(δ1, δ2, . . . , δn) := (δ1 − k, k, δ2, . . . , δn) .
Also let
α(δ1, δ2, . . . , δn) := (δ1 + 4, δ2, . . . , δn) ,
γ(δ1, δ2, . . . , δn) := (δ1, 4, δ2, . . . , δn) ,
θ(δ1, δ2, . . . , δn) := (δ2, . . . , δn)
with θ(∅) = ∅. Note that map ρk is injective for all k. Moreover images of these maps are disjoint
since the second component of ρk(δ) is k − 1. Since ι(δ) = ι(ρk(δ)) + 3, we have∑
δ∈∆+
∞∑
k=1
D(δ1 − k − 1, k − 1, δ2, . . . , δn)λι(δ) =
∑
δ∈∆+
∞∑
k=1
D(ρk(δ))λ
ι(ρk(δ))+3
≤
∑
δ∈∆+
D(δ)λδ+3 = λ3F (λ) . (9.9)
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The map σk is also injective for all k and images of these maps are also disjoint since the second
component of σk(δ) is k. Since ι(δ) = ι(σk(δ)) + 1, we get∑
δ∈∆+
∞∑
k=1
D(δ1 − k, k, δ2, . . . , δn)λι(δ) =
∑
δ∈∆+
∞∑
k=1
D(σk(δ))λ
ι(σk(δ))+1
≤
∑
δ∈∆+
D(δ)λδ+1 = λF (λ) . (9.10)
Next, note that the maps α and γ are also injective, ι(δ) = ι(α(δ))−4 and ι(δ) = ι(γ(δ))−3. Thus∑
δ∈∆+
D(δ1 + 4, δ2, . . . , δn)λ
ι(δ) =
∑
δ∈∆+
D(α(δ))λι(α(δ))−4
≤
∑
δ∈∆+
D(δ)λδ−4 =
F (λ)
λ4
, (9.11)
and ∑
δ∈∆+
D(δ1, 4, δ2, . . . , δn)λ
ι(δ) =
∑
δ∈∆+
D(γ(δ))λι(γ(δ))−3
≤
∑
δ∈∆+
D(δ)λδ−3 =
F (λ)
λ3
. (9.12)
Finally, note that θ−1(δ2, . . . , δn) ∩∆+ = {(k, δ2, . . . , δn) : k = 4, 5, . . .} and∑
δ∈∆+
D(δ2, . . . , δn)λ
ι(δ) =
∞∑
k=4
∑
δ∈∆+: δ1=k
D(θ(δ))λι(θ(δ))+k−1
≤
∞∑
k=1
∑
δ′∈∆+
D(δ′)λι(δ
′)+k−1 =
F (λ)
1− λ . (9.13)
By combining inequalities (9.9), (9.10), (9.11), (9.12), (9.13) with (9.8) we obtain
F (λ) ≤
(
4λ3 + 4λ+
2|β|d
λ4
+
2|β|d
λ3
+
2|β|d
1− λ
)
F (λ) .
If we choose λ so that 4λ3 + 4λ < 1/4, then for all β such that
2|β|d
λ4
+
2|β|d
λ3
+
2|β|d
1− λ <
1
4
we get F (λ) ≤ 0 which in turn means that f(s) = f˜(s) for all s ∈ S. Therefore for all sufficiently
small β, depending on d, there exists a unique function satisfying conditions (a), (b) and (c). 
This completes the proof of Theorem 9.1. 
10. Unsymmetrized master loop equation for f2k
Let e, m, t1 and t be as in Section 9. The goal of this section is to prove the following theorem.
Theorem 10.1. There exists sequence of positive numbers {β0(d, k)}k≥0, depending only on di-
mension d, and loop functions {f2k}k≥0 depending on β such that for any |β| ≤ β0(d, k)
lim
N→∞
N2k
(
φN (s)− f0(s)− 1
N2
f2(s)− · · · − 1
N2k
f2k(s)
)
= 0 . (10.1)
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Moreover, for any non-null loop sequence s
mf2k(s) = t1tf2k−2(s) +
∑
merge s
f2k−2 +
∑
split s
f2k +
β
2
∑
deform s
f2k +
β
2
∑
expand s
f2k (10.2)
where fj(s) is assumed to be zero for all s when j < 0.
The proof will be by induction on k. We already proved the case k = 0 in Theorem 9.1. Now,
fix k ≥ 1 and assume the claim holds for all k′ < k. Equation (9.1) will be the main ingredient of
the proof. Define sequence of increasing positive real numbers {Lq}q≥0 as L0 = 1 and
Lq = (20Lq−1)
4/3
for q ≥ 1.
Lemma 10.2. Fix N and ΛN , and let s be a loop sequence such that any edge with distance ≤ 1
from s lies inside ΛN . Then, for any 0 ≤ q ≤ k∣∣∣∣N2q
(
φN (s)− f0(s)− 1
N2
f2(s)− · · · − 1
N2q−2
f2q−2(s)
)∣∣∣∣ ≤ L|s|q . (10.3)
Proof. We will use induction on q. Let H0,N (s) = φN (s) and
Hq,N (s) = N
2q
(
φN (s)− f0(s)− 1
N2
f2(s)− · · · − 1
N2q−2
f2q−2(s)
)
. (10.4)
for any q ≥ 1. If q = 0, then |H0,N (s)| = |φN (s)| ≤ 1 since |Wl| ≤ N for any loop l. So the claim
holds for q = 0. Since φN (∅) = f0(∅) = 1, we have f2k(∅) = 0 for all k ≥ 1. So inequality (10.4)
also holds for s = ∅ and k ≥ 1. From now on we will assume that s 6= ∅. Next, suppose that the
claim is true for all q′ < q. From equation (10.1) we get
|fq′(s)| = lim
N→∞
|Hq′,N (s)| ≤ L|s|q′ .
Since equation (10.2) holds for all k′ < k we can write
m
(
f0(s) +
1
N2
f2(s) + · · · + 1
N2q−2
f2q−2(s)
)
=
t1t
N2
(
f0(s) +
1
N2
f2(s) · · · + 1
N2q−4
f2q−4(s)
)
+
1
N2
∑
merge s
(
f0 +
1
N2
f2 + · · · + 1
N2q−4
f2q−4
)
+
∑
split s
(
f0 +
1
N2
f2 + · · · + 1
N2q−2
f2q−2
)
+
β
2
∑
deform s
(
f0 +
1
N2
f2 + · · ·+ 1
N2q−2
f2q−2
)
+
β
2
∑
expand s
(
f0 +
1
N2
f2 + · · · + 1
N2q−2
f2q−2
)
. (10.5)
On the other hand, by equation (9.1)
mφN (s) =
t1t
N2
φN (s) +
1
N2
∑
merge s
φN +
∑
split s
φN +
β
2
∑
deform s
φN +
β
2
∑
expand s
φN . (10.6)
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Now, subtract equation (10.5) from equation (10.6) and multiply both sides by N2q to get
mHq,N(s) = t1tHq−1,N(s) +
∑
merge s
Hq−1,N +
∑
split s
Hq,N +
β
2
∑
deform s
Hq,N +
β
2
∑
expand s
Hq,N . (10.7)
By Lemma 5.2 |s′| ≤ |s| for any s′ ∈M(s). So, by induction hypothesis
Hq−1,N(s
′) ≤ L|s′|q−1 ≤ L|s|q−1 .
Note that if (l1, . . . , ln) is the minimal representation of a loop sequence s, then for each 2 ≤ i ≤ n
the loop li can be merged to the loop l1 at locations e and e
−1 at most in m|li| different ways. So
there are at most m|s| mergers of l1 with other loop components of s. Hence∑
merge s
Hq−1,N ≤ m|s|L|s|q−1 .
Since |t1| ≤ m and |t| ≤ |s|, by equation (10.7), induction hypothesis and above inequality
|Hq,N (s)| ≤ 2|s|L|s|q−1 +
1
m
∑+
split s
|Hq,N |+ β
2m
∑+
deform s
|Hq,N |+ β
2m
∑+
expand s
|Hq,N | . (10.8)
Let ∆ and ∆+ be as in the proof of Lemma 9.2. For any δ ∈ ∆+ let
D(δ) = max
s∈S:δ(s)≤δ
|Hq,N (s)| .
and let D(δ) = 0 for all δ ∈ ∆ \∆+. For λ ∈ (0, 1) define
F (λ) =
∑
δ∈∆+
λι(δ)D(δ) =
∑
δ∈∆
λι(δ)D(δ) .
First we show that F (λ) is finite for all sufficiently small λ. By induction hypothesis
|Hq,N(s)| = |N2Hq−1(s)−N2f2q−2(s)| ≤ N2|Hq−1,N (s)|+N2|f2q−2(s)| ≤ 2N2L|s|q−1 .
Therefore
|D(δ)| ≤ 2N2L|δ|q−1 .
Since the number of δ ∈ ∆+ such that |δ| = r and #δ = n is bounded by
(
r − 1
n− 1
)
and |δ| ≥ 4#δ
for any such δ, we get
F (λ) =
∞∑
r=4
r∑
n=1
∑
δ∈∆+: |δ|=r
#δ=n
D(δ)λι(δ)
≤ 2N2
∞∑
r=4
r∑
n=1
Lrq−1λ
r−n
(
r − 1
n− 1
)
≤ 2N2
∞∑
r=4
2Lrq−1λ
3r/42r <∞ (10.9)
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for all λ < (2Lq−1)
−4/3. Next, note that
1
m
∑+
split s
|Hq,N | = 1
m
∑
x∈A1, y∈B1
|Hq,N (×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x∈B1, y∈A1
|Hq,N (×1x,yl1,×2x,yl1, . . . , ln)|
+
1
m
∑
x,y∈A1
x 6=y
|Hq,N (×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x,y∈B1
x 6=y
|Hq,N (×1x,yl1,×2x,yl1, . . . , ln)| .
By Lemma 5.4
1
m
∑
x∈A1, y∈B1
|Hq,N(×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x∈A1, y∈B1
D(δ1 − |y − x| − 1, |y − x| − 1, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn)
≤ 2
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) .
The same inequality still holds if we swap A1 and B1. Similarly, by Lemma 5.5
1
m
∑
x,y∈A1
x 6=y
|Hq,N (×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x,y∈A1
x 6=y
D(δ1 − |y − x|, |y − x|, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k, k, . . . , δn)
≤ 2
∞∑
k=1
D(δ1 − k, k, . . . , δn) .
The same inequality is still valid if A1 is replaced by B1. Therefore,
1
m
∑+
split s
|Hq,N | ≤ 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn) . (10.10)
Next, recall that
1
2m
∑+
deform s
|Hq,N | = 1
2m
∑
p∈P+(e)
∑
x∈C1
|Hq,N(l1 ⊖x p, . . . , ln)|+ 1
2m
∑
p∈P+(e)
∑
x∈C1
|Hq,N(l1 ⊕x p, . . . , ln)| .
Note that by Lemma 5.3 |l1 ⊖x p| ≤ |l1|+ 4. Moreover, a deformation of the loop l1 can also yield
a null loop. Therefore,
|Hq,N (l1 ⊖x p, . . . , ln)| ≤ D(δ1 + 4, . . . , δn) +D(δ2, . . . , δn) .
Since there are less than 2d positively oriented plaquettes passing through an edge or its inverse
1
2m
∑
p∈P+(e)
∑
x∈C1
|Hq,N(l1 ⊖x p, . . . , ln)| ≤ dD(δ1 + 4, . . . , δn) + dD(δ2, . . . , δn) .
The same inequality also holds for the sum over positive deformations. Therefore
1
2m
∑+
deform s
|Hq,N | ≤ 2dD(δ1 + 4, . . . , δn) + 2dD(δ2, . . . , δn) . (10.11)
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Recall that
1
2m
∑+
expand s
|Hq,N | = 1
2
∑
p∈P(e)
|Hq,N(l1, p, l2, . . . , ln)|+ 1
2
∑
p∈P(e−1)
|Hq,N(l1, p, l2, . . . , ln)| .
Since |p| = 4 for any plaquette p and |P(e)| = 2(d − 1)
1
2
∑
p∈P(e)
|Hq,N (l1, p, l2, . . . , ln)| ≤ dD(δ1, 4, . . . , δn) .
The above inequality is also valid for the second term in the expansion sum. So
1
2m
∑+
expand s
|Hq,N | ≤ 2dD(δ1, 4, δ2, . . . , δn) . (10.12)
By combining inequalities (10.8), (10.10), (10.11) and (10.12) we get
|Hq,N (s)| ≤ 2|s|L|s|q−1 + 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn)
+ 2d|β|D(δ1 + 4, . . . , δn) + 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ2 . . . , δn) .
By taking maximum of both sides over all s such that δ(s) ≤ δ we obtain
D(δ) ≤ 2|δ|L|δ|q−1 + 4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn) + 4
∞∑
k=1
D(δ1 − k, k, . . . , δn)
+ 2d|β|D(δ1 + 4, . . . , δn) + 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ, . . . , δn) .
Therefore
F (λ) ≤ 2
∑
δ∈∆+
λι(δ)|δ|L|δ|q−1 +
∑
δ∈∆+
λι(δ)
(
4
∞∑
k=1
D(δ1 − k − 1, k − 1, . . . , δn)
+ 4
∞∑
k=1
D(δ1 − k, k, . . . , δn) + 2d|β|D(δ1 + 4, . . . , δn)
+ 2d|β|D(δ2, . . . , δn) + 2d|β|D(δ1, 4, δ2, . . . , δn)
)
. (10.13)
Proceeding as in the derivation of inequality (10.9), for λ < (4Lq−1)
−4/3 we have
∑
δ∈∆+
λι(δ)|δ|L|δ|q−1 =
∞∑
r=4
r∑
n=1
∑
δ∈∆+: |δ|=r
#δ=n
λr−nrLrq−1
≤
∞∑
r=4
r∑
n=1
λr−nrLrq−1
(
r − 1
n− 1
)
≤
∞∑
r=4
Lrq−1λ
3r/422r ≤ 4Lq−1λ
3/4
1− 4Lq−1λ3/4
. (10.14)
Next, let {ρk}k≥1, {σk}k≥1, α, γ and θ be the maps defined as in the proof of Lemma 9.2. As noted
in the proof of Lemma 9.2 the maps {ρk}k≥1 are injective and their images of are disjoint. Since
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ι(δ) = ι(ρk(δ)) + 3, we get∑
δ∈∆+
∞∑
k=1
D(δ1 − k − 1, k − 1, δ2, . . . , δn)λι(δ) =
∑
δ∈∆+
∞∑
k=1
D(ρk(δ))λ
ι(ρk(δ))+3
≤
∑
δ∈∆+
D(δ)λδ+3 = λ3F (λ) . (10.15)
Similarly, the maps {σk}k≥1 are also injective and have disjoint images. Since ι(δ) = ι(σk(δ)) + 1,
we have ∑
δ∈∆+
∞∑
k=1
D(δ1 − k, k, δ2, . . . , δn)λι(δ) =
∑
δ∈∆+
∞∑
k=1
D(σk(δ))λ
ι(σk(δ))+1
≤
∑
δ∈∆+
D(δ)λδ+1 = λF (λ) . (10.16)
The maps α and γ are also injective, and ι(δ) = ι(α(δ)) − 4 and ι(δ) = ι(γ(δ)) − 3. Therefore∑
δ∈∆+
D(δ1 + 4, δ2, . . . , δn)λ
ι(δ) =
∑
δ∈∆+
D(α(δ))λι(α(δ))−4
≤
∑
δ∈∆+
D(δ)λδ−4 =
F (λ)
λ4
, (10.17)
and ∑
δ∈∆+
D(δ1, 4, δ2, . . . , δn)λ
ι(δ) =
∑
δ∈∆+
D(γ(δ))λι(γ(δ))−3
≤
∑
δ∈∆+
D(δ)λδ−3 =
F (λ)
λ3
. (10.18)
Finally, observe that θ−1(δ2, . . . , δn) ∩∆+ = {(k, δ2, . . . , δn) : k = 4, 5, . . .}. Hence∑
δ∈∆+
D(δ2, . . . , δn)λ
ι(δ) =
∞∑
k=4
∑
δ∈∆+: δ1=k
D(θ(δ))λι(θ(δ))+k−1
≤
∞∑
k=1
∑
δ′∈∆+
D(δ′)λι(δ
′)+k−1 =
F (λ)
1− λ . (10.19)
By combining inequalities (10.14), (10.15), (10.16), (10.17), (10.18), (10.19) with (10.13) we obtain
F (λ) ≤ 8Lq−1λ
3/4
1− 4Lq−1λ3/4
+
(
4λ3 + 4λ+
2|β|d
λ4
+
2|β|d
λ3
+
2|β|d
1− λ
)
F (λ) .
If we let λ = L−1q = (20Lq−1)
−4/3, then 4λ3 + 4λ < 1/4 and
8Lq−1λ
3/4
1− 4Lq−1λ3/4
=
1
2
.
So by choosing β such that
2|β|d
λ4
+
2|β|d
λ3
+
2|β|d
1− λ <
1
4
SU(N) WILSON LOOP EXPECTATIONS 53
we get F (λ) ≤ 1. Hence
|Hq,N(s)| ≤ D(δ(s)) ≤ λ−ι(δ(s)) = Lι(s)q ≤ L|s|q .
This finishes the proof of the lemma. 
By inequality (10.3) we deduce that limN→∞Hk,N(s) exists along some subsequence. If f2k(s)
denotes this subsequential limit then from equality (10.7) and induction hypothesis we see that f2k
satisfies equation (10.2). So, it is enough to prove that this equation has a unique solution for all
sufficiently small β.
Lemma 10.3. There exists β1(d, k) > 0, depending only on dimension d, such that for all |β| <
β1(d, k), there exists a unique loop function f : S → C such that (1) f(∅) = 0 , (2) |f(s)| ≤ L|s| for
some L ≥ 1, and (3) f satisfies equation (10.2).
Proof. We already showed that there exists a solution for all sufficiently small β. Now, suppose
both f and f˜ satisfy conditions of the lemma. Consider the loop function
g(s) := f(s)− f˜(s) + f0(s) .
By subtracting the equation (10.2) for f and f˜ and adding the equation (9.3) we see that g also
satisfies equation (9.3). Moreover, for any non-null loop sequence s
|g(s)| ≤ |f(s)|+ |f˜(s)|+ |f0(s)| ≤ L|s| + L|s| + 1 ≤ (2L+ 1)|s| .
Since f(∅) = f˜(∅) = 0 and f0(∅) = 1, the above inequality is still valid when s is the null loop
sequence and g(∅) = 1. Thus g satisfies all conditions of Lemma 9.2. Therefore g(s) = f0(s) for all
s for all sufficiently small β, which means f = f˜ . 
Lemma 10.3 and previous calculations finish the proof of Theorem 10.1.
11. Symmetrized master loop equation
The following theorem is the symmetrized version of Theorem 10.1.
Theorem 11.1. The function f2k satisfies equation
|s|f2k(s) = ℓ(s)f2k−2(s) +
∑
s′∈M−(s)
f2k−2(s
′)−
∑
s′∈M+(s)
f2k−2(s
′) +
∑
s′∈S−(s)
f2k(s
′)−
∑
s′∈S+(s)
f2k(s
′)
+
β
2
∑
s′∈D−(s)
f2k(s
′)− β
2
∑
s′∈D+(s)
f2k(s
′) +
β
2
∑
s′∈E−(s)
f2k(s
′)− β
2
∑
s′∈E+(s)
f2k(s
′) . (11.1)
where fj is understood to be zero when j < 0.
Proof. The proof is by induction on k. The case k = 0 follows from equation (4.3) by letting
N → ∞ on both sides. Now, let k ≥ 1 and suppose the claim holds for all k′ < k. By induction
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hypothesis
|s|
k−1∑
j=0
1
N2j
f2j(s) =
ℓ(s)
N2
k−2∑
j=0
1
N2j
f2j(s) +
1
N2
∑
s∈M−(s)
k−2∑
j=0
1
N2j
f2j − 1
N2
∑
s∈M+(s)
k−2∑
j=0
1
N2j
f2j
+
∑
s∈S−(s)
k−1∑
j=0
1
N2j
f2j −
∑
s∈S+(s)
k−1∑
j=0
1
N2j
f2j
+
β
2
∑
s∈D−(s)
k−1∑
j=0
1
N2j
f2j − β
2
∑
s∈D+(s)
k−1∑
j=0
1
N2j
f2j
+
β
2
∑
s∈E−(s)
k−1∑
j=0
1
N2j
f2j − β
2
∑
s∈E+(s)
k−1∑
j=0
1
N2j
f2j .
Also we can write equation (4.3) as
|s|φN (s) = ℓ(s)
N2
φN (s) +
1
N2
∑
s′∈M−(s)
φN (s
′)− 1
N2
∑
s′∈M+(s)
φN (s
′) (11.2)
+
∑
s′∈S−(s)
φN (s
′)−
∑
s′∈S+(s)
φN (s
′)
+
β
2
∑
s′∈D−(s)
φN (s
′)− β
2
∑
s′∈D+(s)
φN (s
′)
+
β
2
∑
s′∈E−(s)
φN (s
′)− β
2
∑
s′∈E+(s)
φN (s
′) .
By subtracting the first equation above from the second one and multiplying both sides by N2k we
obtain
|s|Hk,N(s) = ℓ(s)Hk−1,N (s) +
∑
s′∈M−(s)
Hk−1,N(s
′)−
∑
s′∈M+(s)
Hk−1,N(s
′)
+
∑
s′∈S−(s)
Hk,N(s
′)−
∑
s′∈S+(s)
Hk,N(s
′)
+
β
2
∑
s′∈D−(s)
Hk,N(s
′)− β
2
∑
s′∈D+(s)
Hk,N(s
′)
+
β
2
∑
s′∈E−(s)
Hk,N(s
′)− β
2
∑
s′∈E+(s)
Hk,N(s
′) .
By letting N →∞ in the last equation we get the desired result. 
12. Series expansion
Define collection of numbers {ai,k(s) : i, k ≥ 0, s ∈ S} inductively as follows. Let a0,0(∅) = 1,
a0,0(s) = 0 for all s 6= ∅, and let ai,0(∅) = 0 for all i ≥ 1. If k ≥ 1, then let ai,k(∅) = 0 for all i ≥ 0
and a0,k(s) = 0 for all s ∈ S. Now, fix triple (k, i, s) and suppose ai′,k′(s′) is defined for all k′ < k
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or k′ = k and i′ < i or k′ = k, i′ = i and ι(s′) < ι(s). Then, let
mai,k(s) = t1tai,k−1(s) +
∑
merge s
ai,k−1 +
∑
split s
ai,k +
1
2
∑
deform s
ai−1,k +
1
2
∑
expand s
ai−1,k (12.1)
where ai,k(s) is understood to be zero for all s if i < 0 or k < 0. Note that since ι(s
′) < ι(s) for all
s′ ∈ S(s) (Lemma 5.6) the third term on the right side of above equality was already defined. The
following theorem is the main result of this section.
Theorem 12.1. Let fk be as in the previous section and let ai,k(s) be as in (12.1). There exists
sequence of positive numbers {β′0(d, k)}k≥0, depending only on d, such that for any |β| ≤ β′0(d, k)
and loop sequence s
fk(s) =
∞∑
i=0
ai,k(s)β
i .
Moreover, the above series is absolutely convergent.
We need the following lemma to prove Theorem 12.1.
Lemma 12.2. There exists K(d) ≥ 3, depending only on dimension d, such that for any s ∈ S
with degree sequence δ = (δ1, . . . , δn) and i ≥ 0
|ai,k(s)| ≤ K(d)(5+2k)i+ι(δ)|δ|3kCδ1−1 · · ·Cδn−1 (12.2)
where Ci is the i
th Catalan number. The product of Catalan numbers is assumed to be 1 when
s = ∅.
Proof. We will use three fold induction: first on k, then on i and finally on ι(s). The number
K = K(d) will be chosen later in the proof. Since a0,0(s) is either 0 or 1, inequality obviously holds
for triples (0, 0, s). Next let i ≥ 1 and assume inequality holds for all triples (i′, 0, s) with i′ < i.
We will now use induction on ι(s) to prove inequality for the triples (i, 0, s). Since ai,0(∅) = 0, the
claim is true for (i, 0, ∅). So, let s 6= ∅ and assume the claim is also true for all triples (i, 0, s′) with
ι(s′) < ι(s). Note that by equation (12.1)
|ai,0(s)| ≤ 1
m
∑+
split s
|ai,0|+ 1
2m
∑+
deform s
|ai−1,0|+ 1
2m
∑+
expand s
|ai−1,0| . (12.3)
Recall that
1
m
∑+
split s
|ai,0| = 1
m
∑
x∈A1, y∈B1
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x∈B1, y∈A1
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)|
+
1
m
∑
x,y∈A1
x 6=y
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)|+
1
m
∑
x,y∈B1
x 6=y
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)| .
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By Lemma 5.4 ι(s′) ≤ ι(s)− 3 for all s′ ∈ S−(s). So by induction hypothesis and Lemma 5.8
1
m
∑
x∈A1, y∈B1
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x∈A1, y∈B1
K5i+ι(δ)−3Cδ1−|y−x|−2C|y−x|−2
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
δ1−1∑
k=1
K5i+ι(δ)−3Cδ1−k−1Ck−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
K5i+ι(δ)−3Cδ1−1
n∏
j=2
Cδj−1
≤ 2K5i+ι(δ)−3Cδ1−1 · · ·Cδn−1 .
The same bound is also valid if we swap A1 and B1. Similarly, by Lemma 5.5 ι(s
′) ≤ ι(s) − 1 for
all s′ ∈ S+(s). So, by induction hypothesis and Lemma 5.8
1
m
∑
x,y∈A1
x 6=y
|ai,0(×1x,yl1,×2x,yl1, . . . , ln)| ≤
1
m
∑
x,y∈A1
x 6=y
K5i+ι(δ)−1Cδ1−|y−x|−1C|y−x|−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
δ1−1∑
k=1
K5i+ι(δ)−1Cδ1−k−1Ck−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
K5i+ι(δ)−1Cδ1−1
n∏
j=2
Cδj−1
≤ 2K5i+ι(δ)−1Cδ1−1 · · ·Cδn−1 .
The same inequality is also true if we replace A1 with B1. Thus
1
m
∑+
split s
|ai,0| ≤ (4K−3 + 4K−1)K5i+ι(δ)Cδ1−1 · · ·Cδn−1 . (12.4)
Next, recall that
1
2m
∑+
deform s
|ai−1,0| = 1
2m
∑
p∈P+(e)
∑
x∈C1
|ai−1,0(l1 ⊖x p, . . . , ln)|
+
1
2m
∑
p∈P+(e)
∑
x∈C1
|ai−1,0(l1 ⊕x p, . . . , ln)| .
By Lemma 5.3 ι(s′) ≤ ι(s) + 4 for any s′ ∈ D(s). Thus by induction hypothesis and inequality
(5.1), for any plaquette p
|ai−1,0(l1 ⊖x p, . . . , ln)| ≤ K5(i−1)+ι(δ)+4Cδ1+3Cδ2−1 · · ·Cδn−1
≤ 44K5i+ι(δ)−1Cδ1−1Cδ2−1 · · ·Cδn−1 .
Since |P+(e)| = 2(d− 1), we get
1
2m
∑
p∈P+(e)
∑
x∈C1
|ai−1,0(l1 ⊖x p, . . . , ln)| ≤ 256dK5i+ι(δ)−1Cδ1−1Cδ2−1 · · ·Cδn−1 .
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The same inequality is also true for the second term in the deformation sum. Hence
1
2m
∑+
deform s
|ai−1,0| ≤ 512dK5i+ι(δ)−1Cδ1−1Cδ2−1 · · ·Cδn−1 . (12.5)
Finally, note that
1
2m
∑+
expand s
|ai−1,0| = 1
2
∑
p∈P(e)
|ai−1,0(l1, p, l2, . . . , ln)|+ 1
2
∑
p∈P(e−1)
|ai−1,0(l1, p, l2, . . . , ln)| .
By Lemma 5.1 ι(s′) ≤ ι(s) + 3 for any s ∈ E(s). Since |p| = 4 and |P(e)| = 2(d − 1), by induction
hypothesis
1
2
∑
p∈P(e)
|ai−1,0(l1, p, l2, . . . , ln)| ≤ dK5(i−1)+ι(δ)+3Cδ1−1C3Cδ2−1 · · ·Cδn−1
= 5dK5i+ι(δ)−2Cδ1−1Cδ2−1 · · ·Cδn−1 .
The same inequality is also true for the second term in the expansion sum. Thus
1
2m
∑+
expand s
|ai−1,0| ≤ 10dK5i+ι(δ)−2Cδ1−1Cδ2−1 · · ·Cδn−1 . (12.6)
By combining (12.4), (12.5), (12.6) with (12.3) we get
|ai,0(s)| ≤ (4K−3 + 4K−1 + 512dK−1 + 10dK−2)K5i+ι(δ)Cδ1−1Cδ2−1 · · ·Cδn−1 .
By choosing K so that
4K−3 + 4K−1 + 512dK−1 + 10dK−2 ≤ 1 (12.7)
we conclude that inequality (12.2) is valid for triples (i, 0, s).
Next, let k ≥ 1 and assume that inequality (12.2) is valid for triples (i, k′, s) with k′ < k. Since
a0,k(s) = 0 for all s ∈ S, the inequality also holds for the triples (0, k, s). So, let i ≥ 1 and assume
the claim is true for all triples (i′, k, s) with i′ < i. Now we will use induction on ι(s) to prove for
the triples (i, k, s). Since ai,k(∅) = 0, triple (i, k, ∅) satisfies inequality (12.2). So let s 6= ∅ and
assume that inequality (12.2) is also true for triples (i, k, s′) with ι(s′) < ι(s). By triangle inequality
|ai,k(s)| ≤ t1t
m
|ai,k−1(s)|+ 1
m
∑+
merge s
|ai,k−1|+ 1
m
∑+
split s
|ai,k|+ 1
2m
∑+
deform s
|ai−1,k|+ 1
2m
∑+
expand s
|ai−1,k| .
(12.8)
Since t1 ≤ m and t ≤ |s|, by induction hypothesis
t1t
m
|ai,k−1(s)| ≤ |δ|K(5+2k−2)i+ι(δ) |δ|3k−3Cδ1−1 · · ·Cδn−1
≤ K(5+k)i+ι(δ)−2|δ|3kCδ1−1 · · ·Cδn−1 . (12.9)
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Recall that
1
m
∑
merge s
|ai,k−1| = 1
m
n∑
r=2
∑
x∈A1,y∈Br
|ai,k−1(l1 ⊖x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)|
+
1
m
n∑
r=2
∑
x∈B1,y∈Ar
|ai,k−1(l1 ⊖x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)|
+
1
m
n∑
r=2
∑
x∈A1,y∈Ar
|ai,k−1(l1 ⊕x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)|
+
1
m
n∑
r=2
∑
x∈B1,y∈Br
|ai,k−1(l1 ⊕x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)| .
By Lemma 5.2 |δ(s′)| ≤ |δ| and ι(δ(s′)) ≤ ι(δ) + 1 for any s′ ∈ M(s). So, by induction hypothesis
and Lemma 5.9
1
m
n∑
r=2
∑
x∈A1,y∈Br
|ai,k−1(l1 ⊖x,y lr, l2, . . . , lr−1, lr+1, . . . , ln)|
≤ 1
m
n∑
r=2
∑
x∈A1,y∈Br
K(5+2k−2)i+ι(δ)+1|δ|3k−3Cδ1+δr−1Cδ2−1 · · ·Cδr−1−1Cδr+1−1 · · ·Cδn−1
≤ 1
m
n∑
r=2
∑
x∈A1,y∈Br
K(5+2k)i+ι(δ)−1|δ|3k−3(δ1 + δr)2Cδ1−1 · · ·Cδn−1
≤
n∑
r=2
δrK
(5+2k)i+ι(δ)−1|δ|3k−3(δ1 + δr)2Cδ1−1 · · ·Cδn−1
≤ K(5+2k)i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 .
The same bound also holds for the rest of the terms in the merging sum. Therefore
1
m
∑
merge s
|ai,k−1| ≤ 4K(5+2k)i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 . (12.10)
We will proceed as in case k = 0 to bound the last three terms on the right of inequality (12.8).
By Lemma 5.4 |δ(s′)| ≤ |δ| and ι(s′) ≤ ι(s)− 3 for all s′ ∈ S−(s). So by induction hypothesis and
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Lemma 5.8
1
m
∑
x∈A1, y∈B1
|ai,k(×1x,yl1,×2x,yl1, . . . , ln)|
≤ 1
m
∑
x∈A1, y∈B1
K(5+2k)i+ι(δ)−3|δ|3kCδ1−|y−x|−2C|y−x|−2
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
δ1−1∑
k=1
K(5+2k)i+ι(δ)−3|δ|3kCδ1−k−1Ck−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
K(5+2k)i+ι(δ)−3|δ|3kCδ1−1
n∏
j=2
Cδj−1
≤ 2K(5+2k)i+ι(δ)−3|δ|3kCδ1−1 · · ·Cδn−1 .
Similarly, by Lemma 5.5 if s′ ∈ S+(s), then |δ(s′)| ≤ |δ| and ι(s′) ≤ ι(s) − 1. So by induction
hypothesis and Lemma 5.8
1
m
∑
x,y∈A1
x 6=y
|ai,k(×1x,yl1,×2x,yl1, . . . , ln)|
≤ 1
m
∑
x,y∈A1
x 6=y
K(5+2k)i+ι(δ)−1|δ|3kCδ1−|y−x|−1C|y−x|−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
δ1−1∑
k=1
K(5+2k)i+ι(δ)−1|δ|3kCδ1−k−1Ck−1
n∏
j=2
Cδj−1
≤ 2
m
∑
x∈A1
K(5+2k)i+ι(δ)−1|δ|3kCδ1−1
n∏
j=2
Cδj−1
≤ 2K(5+2k)i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 .
The same bounds are still valid if we replace A1 with B1 in above two inequalities. Therefore
1
m
∑+
split s
|ai,k| ≤ (4K−3 + 4K−1)K(5+2k)i+ι(δ)|δ|3kCδ1−1 · · ·Cδn−1 . (12.11)
By Lemma 5.3 s′ ∈ D(s), then |δ(s′)| ≤ |δ| + 4 and ι(s′) ≤ ι(s) + 4. Since |δ| ≥ 4 and K ≥ 3, by
induction hypothesis and inequality (5.1)
|ai−1,k(l1 ⊖x p, . . . , ln)| ≤ K(5+2k)(i−1)+ι(δ)+4(|δ| + 4)3kCδ1+3Cδ2−1 · · ·Cδn−1
≤ K(5+2k)i+ι(δ)−1−2k(2|δ|)3k44Cδ1−1Cδ2−1 · · ·Cδn−1
≤ 256K(5+2k)i+ι(δ)−1 |δ|3kCδ1−1Cδ2−1 · · ·Cδn−1 .
Since there are less than 2d positively oriented plaquettes passing through each edge we get
1
2m
∑
p∈P+(e)
∑
x∈C1
|ai−1,k(l1 ⊖x p, . . . , ln)| ≤ 256dK(5+2k)i+ι(δ)−1 |δ|3kCδ1−1Cδ2−1 · · ·Cδn−1 .
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The same bound also holds for the second term in the deformation sum. So
1
2m
∑+
deform s
|ai−1,k| ≤ 512dK(5+2k)i+ι(δ)−1 |δ|3kCδ1−1Cδ2−1 · · ·Cδn−1 . (12.12)
By Lemma 5.1 if s ∈ E(s), then |δ(s′)| = |δ|+4 and ι(s′) = ι(s)+3. Since |p| = 4 for any plaquette
p and |P(e)| = 2(d − 1) for any edge e by induction hypothesis
1
2
∑
p∈P(e)
|ai−1,k(l1, p, l2, . . . , ln)| ≤ dK(5+2k)(i−1)+ι(δ)+3(|δ| + 4)3kCδ1−1C3Cδ2−1 · · ·Cδn−1
≤ 5dK(5+2k)i+ι(δ)−2−2k(2|δ|)3kCδ1−1Cδ2−1 · · ·Cδn−1
≤ 5dK(5+2k)i+ι(δ)−2|δ|3kCδ1−1Cδ2−1 · · ·Cδn−1
The same inequality is also true for the second term in the expansion sum. Hence
1
2m
∑+
expand s
|ai−1,k| ≤ 10dK(5+2k)i+ι(δ)−2 |δ|3kCδ1−1Cδ2−1 · · ·Cδn−1 . (12.13)
By combining (12.9), (12.10), (12.11), (12.12), (12.13) and (12.8) we get
|ai,k(s)| ≤ (8K−1 +K−2 + 4K−3 + 512dK−1 + 10dK−2)K(5+2k)i+ι(δ)−2|δ|3kCδ1−1Cδ2−1 · · ·Cδn−1 .
We finish the proof by choosing K so that
8K−1 +K−2 + 4K−3 + 512dK−1 + 10dK−2 ≤ 1 . (12.14)

Proof of Theorem 12.1. The proof is by induction on k. Let
ψ2k(s) :=
∞∑
i=0
ai,k(s)β
i ,
and note that by Lemma 12.2 the series on the right side is absolutely convergent for all |β| <
K−(5+2k). Moreover, if δ = (δ1, . . . , δn) is the degree sequence of a non-null loop sequence s, then
by Lemma 12.2 and the fact that ι(δ) = |δ| −#δ ≤ |δ| − 1 we have
|ψ0(s)| ≤
∞∑
i=0
|ai,0(s)||β|i ≤
∞∑
i=0
K5i+ι(δ)Cδ1−1 . . . Cδn−1|β|i
≤
∞∑
i=0
K5i+ι(δ)4δ1−1 · · · 4δn−1|β|i = (4K)ι(δ)
∞∑
i=0
(|β|K5)i
≤ (4K)
|δ|−1
1− |β|K5 ≤
(4K)|s|
4(1 − |β|K5) .
So |ψ0(s)| ≤ (4K)|s| for all |β| such that 2|β|K5 < 1 and for all non-null s ∈ S. Since ψ0(∅) = 1 this
bound is also valid when s = ∅. Finally, by the definition of ai,0(s) for any non-null loop sequence
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s we have
ψ0(s) =
∞∑
i=0
ai,0(s)β
i
=
∞∑
i=0
(
1
m
∑
split s
ai,0 +
1
2m
∑
deform s
ai−1,0 +
1
2m
∑
expand s
ai−1,0
)
βi
=
1
m
∑
split s
∞∑
i=0
ai,0β
i +
β
2m
∑
deform s
∞∑
i=1
ai−1,0β
i−1 +
β
2m
∑
expand s
∞∑
i=1
ai−1,0β
i−1
=
1
m
∑
split s
ψ0 +
β
2m
∑
deform s
ψ0 +
β
2m
∑
expand s
ψ0 .
This means ψ0 satisfies equation (9.3). So we showed that for all sufficiently small β, depending
only on d, ψ0 satisfies conditions (a), (b), (c) of Lemma 9.2. Therefore ψ0(s) = f0(s) for all s ∈ S.
This completes the base case of induction.
Now, let k ≥ 1 and suppose the claim holds for all k′ < k. Since a0,k(s) = 0 for all s
|ψ2k(s)| ≤
∞∑
i=1
|ai,k(s)||β|i ≤
∞∑
i=1
K(5+2k)i+ι(δ)|δ|3kCδ1−1 . . . Cδn−1|β|i
≤
∞∑
i=1
K(5+2k)i+|δ|23k|δ|4δ1 · · · 4δn |β|i = (23k+2K)|δ|
∞∑
i=1
(
|β|K5+2k
)i
= (23k+2K)|s|
|β|K5+2k
1− |β|K5+2k .
So
|ψ2k(s)| ≤ (23k+2K)|s| (12.15)
for all β such that 2|β|K5+2k ≤ 1. Since ψ2k(∅) = 0 this bound is still valid when s = ∅. Finally,
observe that by definition of ai,k(s)
ψ2k(s) =
∞∑
i=0
ai,k(s)β
i
=
∞∑
i=0
(
t1t
m
ai,k−1(s) +
1
m
∑
merge s
ai,k−1 +
1
m
∑
split s
ai,k
+
1
2m
∑
deform s
ai−1,k +
1
2m
∑
expand s
ai−1,k
)
βi
=
t1t
m
∞∑
i=0
ai,k−1β
i +
1
m
∑
merge s
∞∑
i=0
ai,k−1β
i +
1
m
∑
split s
∞∑
i=0
ai,kβ
i
+
β
2m
∑
deform s
∞∑
i=1
ai−1,kβ
i−1 +
β
2m
∑
expand s
∞∑
i=1
ai−1,kβ
i−1
=
t1t
m
ψ2k−2(s) +
1
m
∑
merge s
ψ2k−2 +
1
m
∑
split s
ψ2k +
β
2m
∑
deform s
ψ2k +
β
2m
∑
expand s
ψ2k .
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So by induction hypothesis
ψ2k(s) =
t1t
m
f2k−2(s) +
1
m
∑
merge s
f2k−2 +
1
m
∑
split s
ψ2k +
β
2m
∑
deform s
ψ2k +
β
2m
∑
expand s
ψ2k .
Therefore, ψ2k satisfies conditions (a), (b), (c) of Lemma 10.3 for all sufficiently small |β|. Hence
ψ2k(s) = f2k(s) for all s ∈ S. 
One immediate consequence of Theorem 12.1 is the following corollary which gives the sym-
metrized version of equation (12.1).
Corollary 12.3. The numbers {ai,k(s) : i, k ≥ 0, s ∈ S} satisfy equation
|s|ai,k(s) = ℓ(s)ai,k−1 +
∑
s′∈M−(s)
ai,k−1(s
′)−
∑
s′∈M+(s)
ai,k−1(s
′) +
∑
s′∈S−(s)
ai,k(s
′)−
∑
s′∈S+(s)
ai,k(s
′)
+
β
2
∑
s′∈D−(s)
ai−1,k(s
′)− β
2
∑
s′∈D+(s)
ai−1,k(s
′) +
β
2
∑
s′∈E+(s)
ai−1,k(s
′)− β
2
∑
s′∈E−(s)
ai−1,k(s
′) .
(12.16)
Proof. The proof follows by equating coefficients of βi on both sides of equation (11.1). 
We finish this section by proving part (iii) of Theorem 4.1.
Proof of part (iii) of Theorem 4.1. Note that K = 1024d satisfies both of inequalities (12.7) and
(12.14). Therefore from inequality (12.15) we get
|f2k(s)| ≤ (23k+12d)|s| .

13. Absolute convergence of the sum over trajectories
The goal of this section is to prove the following theorem.
Theorem 13.1. There exists a sequence of positive real numbers {β′′0 (d, k)}k≥0 such that for any
|β| < β′′0 (d, k) the sum ∑
X∈Xk(s)
wβ(X) (13.1)
is absolutely convergent.
Define the sequence of numbers {bi,k(s) : i, k ≥ 0, s ∈ S} inductively as follows. Let b0,0(∅) = 1,
b0,0(s) = 0 for all non-null loop sequence s and let bi,0(∅) = 0 for all i ≥ 1. If k ≥ 1, let bi,k(∅) = 0
for all i ≥ 0 and b0,k(s) = 0 for all s ∈ S. Now suppose bi′,k′(s′) has been defined for all triples
(i′, k′, s′) such that either k′ < k, or k′ = k and i′ < i or k′ = k, i′ = i and ι(s′) < ι(s). Then, let
bi,k(s) =
ℓ(s)
|s| bi,k−1(s) +
1
|s|
∑
s′∈M(s)
bi,k−1(s
′) +
1
|s|
∑
s′∈S(s)
bi,k(s
′)
+
1
2|s|
∑
s′∈D(s)
bi−1,k(s
′) +
1
2|s|
∑
s′∈E(s)
bi−1,k(s
′) . (13.2)
where bi,k(s) is understood to be zero for all s if i < 0 or k < 0. Since ι(s
′) < ι(s) for all s′ ∈ S(s),
by the time of definition of bi,k(s) the third term on the right has already been defined.
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Lemma 13.2. There exists K(d) ≥ 3 such that for any loop sequence s with degree sequence
δ = (δ1, . . . , δn)
0 ≤ bi,k(s) ≤ K(d)(5+2k)i+ι(δ)|δ|3kCδ1−1 · · ·Cδn−1 (13.3)
where Ci is the i
th Catalan number. The product of Catalan numbers is assumed to be 1 when
s = ∅.
Proof. The lower bound trivially follows from the recursive definition (13.2). The proof of the upper
bound is by our usual three fold induction: first on k, then on i and then on ι(s). The number
K = K(d) will be chosen later in the proof. First suppose that k = 0. Since b0,0(s) is either 0 or
1 inequality is true for triples (0, 0, s). Fix i ≥ 1 and suppose inequality holds for triples (i′, 0, s)
with i′ < i and s ∈ S. We will use induction on ι(s) to prove that it also holds for triples (i, 0, s).
Since bi,0(∅) = 0, it is true for (i, 0, ∅). Now, let s 6= ∅ and suppose the claim is also true for triples
(i, 0, s′) with ι(s′) < ι(s). Let S−r (s) be the set of all loop sequences obtained by applying negative
splitting operation to rth component of s. Similarly, define S+r (s), D
−
r (s), D
+
r (s), E
−
r (s) and E
+
r (s).
By Lemma 5.4 ι(s′) ≤ ι(s)− 3 for all s′ ∈ S−(s). So by induction hypothesis
1
|s|
∑
s′∈S−(s)
bi,0(s
′) =
1
|s|
n∑
r=1
∑
s′∈S−r (s)
bi,0(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,0(l1, . . . , lr−1,×1x,ylr,×2x,ylr, lr+1, . . . , ln)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K5i+ι(δ)−3Cδr−|x−y|−2C|x−y|−2
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−2∑
u=2
K5i+ι(δ)−3Cδr−u−2Cu−2
∏
1≤i≤n
i 6=r
Cδi−1 .
So, by Lemma 5.8
1
|s|
∑
s′∈S−(s)
bi,0(s
′) ≤ 2|s|
n∑
r=1
δr∑
x=1
K5i+ι(δ)−3Cδr−3
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δrK
5i+ι(δ)−3Cδ1−1 · · ·Cδn−1
= 2K5i+ι(δ)−3Cδ1−1 · · ·Cδn−1 .
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Similarly, by Lemma 5.5 ι(s′) ≤ ι(s)− 1 for all s′ ∈ S+(s). So, by induction hypothesis
1
|s|
∑
s′∈S+(s)
bi,0(s
′) =
1
|s|
n∑
r=1
∑
s′∈S+r (s)
bi,0(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,0(l1, . . . , lr−1,×1x,ylr,×2x,ylr, lr+1, . . . , ln)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K5i+ι(δ)−1Cδr−|x−y|−1C|x−y|−1
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−1∑
u=1
K5i+ι(δ)−1Cδr−u−1Cu−1
∏
1≤i≤n
i 6=r
Cδi−1 .
By Lemma 5.8
1
|s|
∑
s′∈S+(s)
bi,0(s
′) ≤ 2|s|
n∑
r=1
δr∑
x=1
K5i+ι(δ)−1Cδr−1
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δrK
5i+ι(δ)−1Cδ1−1 · · ·Cδn−1
= 2K5i+ι(δ)−1Cδ1−1 · · ·Cδn−1 .
By combining above inequalities obtain
1
|s|
∑
s′∈S(s)
bi,0(s
′) ≤ (2K−3 + 2K−1)K5i+ι(δ)Cδ1−1 · · ·Cδn−1 . (13.4)
Next, by Lemma 5.3 ι(s′) ≤ ι(s) + 4 for all s′ ∈ D(s). Since |P+(e)| = 2(d− 1) for any edge e, each
edge of s can be deformed by less than 2d plaquettes. This means |D+r (s)| ≤ 2dδr. So, by induction
hypothesis and inequality (5.1)
1
2|s|
∑
s′∈D+(s)
bi−1,0(s
′) =
1
2|s|
n∑
r=1
∑
s′∈D+r (s)
bi−1,0(s
′)
≤ d|s|
n∑
r=1
δrK
5(i−1)+ι(δ)+4Cδr+3
∏
1≤i≤n
i 6=r
Cδi−1
≤ dK5i+ι(δ)−144Cδr−1
∏
1≤i≤n
i 6=r
Cδi−1
= 256dK5i+ι(δ)−1Cδ1−1 · · ·Cδn−1 .
The same inequality is also true for the sum over negative deformations. Thus
1
2|s|
∑
s′∈D(s)
bi−1,0(s
′) ≤ 512dK5i+ι(δ)−1Cδ1−1 · · ·Cδn−1 . (13.5)
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By Lemma 5.1 ι(s′) = ι(s) + 3 for all s′ ∈ E(s). Since |P(e)| = 2(d − 1) for all e, each edge of s
can be expanded by no more than 2d plaquettes. Therefore, |E+r (s)| ≤ 2dδr. Then, by induction
hypothesis and inequality (5.1)
1
2|s|
∑
s′∈E+(s)
bi−1,0(s
′) =
1
2|s|
n∑
r=1
∑
s′∈E+r (s)
bi−1,0(s
′)
≤ d|s|
n∑
r=1
δrK
5(i−1)+ι(δ)+3Cδ1−1 · · ·Cδr−1Cδr−1C3Cδr+1−1 · · ·Cδn−1
= 5dK5i+ι(δ)−2Cδ1−1 · · ·Cδn−1 .
The same inequality still holds for the sum over negative expansions. Hence
1
2|s|
∑
s′∈E(s)
bi−1,0(s
′) ≤ 10dK5i+ι(δ)−2Cδ1−1 · · ·Cδn−1 . (13.6)
Combining inequalities (13.4), (13.5), (13.6) with equation (13.2) we obtain
|bi,0(s)| ≤ (2K−3 + 2K−1 + 512dK−1 + 10dK−2)K5i+ι(δ)Cδ1−1 · · ·Cδn−1 .
By choosing K so that the number in the brackets is ≤ 1 we finish the proof for the base case k = 0.
Next, fix k ≥ 1 and suppose inequality (13.3) is true for all triples (i, k′, s) with k′ < k. Since
b0,k(s) = 0 for all s, the triples (0, k, s) also satisfy this inequality. Now, fix i ≥ 1 and suppose
further that triples (i′, k, s) with i′ < i also satisfy (13.3). We will use induction on ι(s) to prove
the claim for the triples (i, k, s). Since bi,k(∅) = 0, the base case s = ∅ is trivially true. So let s 6= ∅
and assume that the claim holds for the triples (i, k, s′) with ι(s′) < ι(s). By induction hypothesis
and since ℓ(s) ≤ |s|2
ℓ(s)
|s| bi,k−1(s) ≤ |s|K
(5+2k−2)i+ι(δ)|δ|3k−3Cδ1−1 · · ·Cδn−1
≤ K(5+2k)i+ι(δ)−2|δ|3kCδ1−1 · · ·Cδn−1 . (13.7)
By Lemma 5.2 if s′ ∈M(s), then |δ(s′)| ≤ |δ| and ι(s′) ≤ ι(s) + 1. So by induction hypothesis
1
|s|
∑
s′∈M−(s)
bi,k−1(s
′)
=
1
|s|
∑
1≤u<v≤n
∑
x∈Au, y∈Bv
or
x∈Bu ,y∈Av
bi,k−1(l1, . . . , lu−1, lu ⊖x,y lv, lu+1, . . . , lv−1, lv+1, . . . , ln)
+
1
|s|
∑
1≤u<v≤n
∑
x∈Au, y∈Bv
or
x∈Bu ,y∈Av
bi,k−1(l1, . . . , lu−1, lu+1, . . . , lv−1, lv ⊖x,y lu, lv+1, . . . , ln)
≤ 2|s|
∑
1≤u<v≤n
∑
x∈Au, y∈Bv
or
x∈Bu ,y∈Av
K(5+2k−2)i+ι(δ)+1|δ|3k−3Cδu+δv−1
∏
1≤i≤n
i/∈{u,v}
Cδi−1
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By Lemma 5.9
1
|s|
∑
s′∈M−(s)
bi,k−1(s
′) ≤ 2|s|
∑
1≤u<v≤n
∑
x∈Au, y∈Bv
or
x∈Bu ,y∈Av
K(5+2k−2)i+ι(δ)+1|δ|3k−3(δu + δv)2Cδ1−1 · · ·Cδn−1
≤ 2|s|
∑
1≤u<v≤n
δuδv(δu + δv)
2K(5+2k−2)i+ι(δ)+1|δ|3k−3Cδ1−1 · · ·Cδn−1
≤ K(5+2k)i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 .
The same bound is also valid for the sum over positive mergers. Therefore
1
|s|
∑
s′∈M(s)
bi,k−1(s
′) ≤ 2K(5+2k)i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 . (13.8)
By Lemma 5.4 if s′ ∈ S−(s), then |δ(s′)| ≤ |δ| and ι(s′) ≤ ι(s)− 3. Hence by induction hypothesis
1
|s|
∑
s′∈S−(s)
bi,k(s
′) =
1
|s|
n∑
r=1
∑
s′∈S−r (s)
bi,k(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,k(l1, . . . , lr−1,×1x,ylr,×2x,ylr, lr+1, . . . , ln)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K(5+2k)i+ι(δ)−3|δ|3kCδr−|x−y|−2C|x−y|−2
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−2∑
u=2
K(5+2k)i+ι(δ)−3|δ|3kCδr−u−2Cu−2
∏
1≤i≤n
i 6=r
Cδi−1 .
Applying Lemma 5.8 we get
1
|s|
∑
s′∈S−(s)
bi,k(s
′) ≤ 2|s|
n∑
r=1
δr∑
x=1
K(5+2k)i+ι(δ)−3|δ|3kCδr−3
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δrK
(5+2k)i+ι(δ)−3|δ|3kCδ1−1 · · ·Cδn−1
= 2K(5+2k)i+ι(δ)−3|δ|3kCδ1−1 · · ·Cδn−1 .
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Similarly, by Lemma 5.5 if s′ ∈ S+(s), then |δ(s′)| ≤ |δ| and ι(s′) ≤ ι(s) − 1. So by induction
hypothesis
1
|s|
∑
s′∈S+(s)
bi,k(s
′) =
1
|s|
n∑
r=1
∑
s′∈S+r (s)
bi,k(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
bi,k(l1, . . . , lr−1,×1x,ylr,×2x,ylr, lr+1, . . . , ln)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K(5+2k)i+ι(δ)−1|δ|3kCδr−|x−y|−1C|x−y|−1
∏
1≤i≤n
i 6=r
Cδi−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−1∑
u=1
K(5+2k)i+ι(δ)−1|δ|3kCδr−u−1Cu−1
∏
1≤i≤n
i 6=r
Cδi−1 .
By Lemma 5.8 we obtain
1
|s|
∑
s′∈S+(s)
bi,k(s
′) ≤ 2|s|
n∑
r=1
δr∑
x=1
K(5+2k)i+ι(δ)−1|δ|3kCδr−1
∏
1≤i≤n
i 6=r
Cδi−1
=
2
|s|
n∑
r=1
δrK
5i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1
= 2K5i+ι(δ)−1|δ|3kCδ1−1 · · ·Cδn−1 .
By combining above two displays we get
1
|s|
∑
s′∈S(s)
bi,k(s
′) ≤ (2K−3 + 2K−1)K(5+2k)i+ι(δ)|δ|3kCδ1−1 · · ·Cδn−1 . (13.9)
By Lemma 5.3 if s′ ∈ D(s), then |δ(s′)| ≤ |δ| + 4 and ι(s′) ≤ ι(s) + 4. Since |D+r (s)| ≤ 2dδr, by
induction hypothesis and inequality (5.1) we get
1
2|s|
∑
s′∈D+(s)
bi−1,k(s
′) =
1
2|s|
n∑
r=1
∑
s′∈D+r (s)
bi−1,k(s
′)
≤ d|s|
n∑
r=1
δrK
(5+2k)(i−1)+ι(δ)+4(|δ| + 4)3kCδr+3
∏
1≤i≤n
i 6=r
Cδi−1
≤ d|s|
n∑
r=1
δrK
(5+2k)i+ι(δ)−2k−1(2|δ|)3k44Cδr−1
∏
1≤i≤n
i 6=r
Cδi−1
≤ 256dK(5+2k)i+ι(δ)−1 |δ|3kCδ1−1 · · ·Cδn−1 .
The same bound also holds for the sum over negative deformations. Hence
1
2|s|
∑
s′∈D(s)
bi−1,0(s
′) ≤ 512dK(5+2k)i+ι(δ)−1 |δ|3kCδ1−1 · · ·Cδn−1 . (13.10)
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By Lemma 5.1 if s′ ∈ E(s), then |δ(s′)| = |δ| + 4 and ι(s′) = ι(s) + 3. Since |E+r (s)| ≤ 2dδr, by
induction hypothesis and inequality (5.1)
1
2|s|
∑
s′∈E+(s)
bi−1,k(s
′) =
1
2|s|
n∑
r=1
∑
s′∈E+r (s)
bi−1,k(s
′)
≤ d|s|
n∑
r=1
δrK
(5+2k)(i−1)+ι(δ)+3(|δ| + 4)3kCδ1−1 · · ·Cδr−1Cδr−1C3Cδr+1−1 · · ·Cδn−1
= 5dK(5+2k)i+ι(δ)−2k−2(2|δ|)3kCδ1−1 · · ·Cδn−1
≤ 5dK(5+2k)i+ι(δ)−2|δ|3kCδ1−1 · · ·Cδn−1 .
The same inequality still holds for the sum over negative expansions. Hence
1
2|s|
∑
s′∈E(s)
bi−1,k(s
′) ≤ 10dK(5+2k)i+ι(δ)−2|δ|3kCδ1−1 . . . Cδn−1 . (13.11)
Combining inequalities (13.7), (13.8), (13.9), (13.10) and (13.11) with equation (13.2) we get
|bi,k(s)| ≤ (2K−3 +K−2 + 4K−1 + 512dK−1 + 10dK−2)K(5+2k)i+ι(δ)|δ|3kCδ1−1 · · ·Cδn−1 .
We finish the proof by choosing K so that the number in the brackets is ≤ 1. 
Lemma 13.3. For any loop sequence s and non-negative integers i and k let Xi,k(s) be as in Section
2 and bi,k(s) as in (13.2). Then ∑
X∈Xi,k(s)
|wβ(X)| = bi,k(s)|β|i . (13.12)
Proof. Define
Sβ,i,k(s) :=
∑
X∈Xi,k(s)
|wβ(X)| .
Note that by Lemma 5.7 the set Xi,k(s) is finite and therefore Sβ,i,k(s) is well-defined.
The proof is again by three fold induction: first on k, then on i and then on ι(s). For the base
case of induction assume k = 0. Note that any trajectory in X0,0(s) can contain only splitting
operations. By Lemma 5.6 we know that a trajectory of non-null loop sequence that contains only
splitting operations does not vanish. Thus X0,0(s) is empty if s 6= ∅ and X0,0(∅) contains only the
null trajectory. This means both sides of (13.12) are zero when s 6= ∅) and one when s = ∅. Now,
fix i ≥ 1 and suppose the claim holds for all triples (i′, 0, s) with i′ < i. We will use induction on
ι(s) to show that it also holds for the triples (i, 0, s). Since Xi,0(∅) is empty and βi,0(∅) = 0, when
s = ∅ both sides of (13.12) are zero. So we can assume that s 6= ∅ and the claim also holds for the
triples (i, 0, s′) with ι(s′) < ι(s). Note that for any X ∈ Xi,0(s) we have X = (s,X ′) where either
X ′ ∈ Xi,0(s′) for some s′ ∈ S(s) or X ′ ∈ Xi−1,0(s′) for some s′ ∈ D(s) or X ′ ∈ Xi−1,0(s′) for some
s′ ∈ E(s). So
Sβ,i,0(s) =
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,0(s
′)
|wβ(X)| +
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,0(s
′)
|wβ(X)|+
∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,0(s
′)
|wβ(X)| .
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By definition of the weight of a trajectory, induction hypothesis and Lemma 5.6∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
|wβ(X)| = 1|s|
∑
s′∈S(s)
∑
X′∈Xi,0(s′)
|wβ(X ′)| = 1|s|
∑
s′∈S(s)
bi,0(s
′)|β|i .
Similarly,∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
|wβ(X)| = |β|
2|s|
∑
s′∈D(s)
∑
X′∈Xi−1,0(s′)
|wβ(X ′)| = |β|
2|s|
∑
s′∈D(s)
bi−1,0(s
′)|β|i−1 ,
and ∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
|wβ(X)| = |β|
2|s|
∑
s′∈E(s)
∑
X′∈Xi−1,0(s′)
|wβ(X ′)| = |β|
2|s|
∑
s′∈E(s)
bi−1,0(s
′)|β|i−1 .
Putting together above four displays we get
Sβ,i,0(s) =
(
1
|s|
∑
s′∈S(s)
bi,0(s
′) +
1
2|s|
∑
s′∈D(s)
bi−1,0(s
′) +
1
2|s|
∑
s′∈E(s)
bi−1,0(s
′)
)
|β|i = bi,0(s)|β|i .
This finishes the proof of the base case k = 0.
Next, fix k ≥ 1 and assume equality (13.12) is true for all triples (i, k′, s) with k′ < k. First
suppose that i = 0. We will use induction on ι(s) to prove that the claim holds for all triples
(0, k, s). Since X0,k(∅) is empty and b0,k(∅) = 0, both sides of (13.12) are zero when i = 0 and
s = ∅. This proves equality (13.12) for the triple (0, k, ∅). Now, let s 6= ∅ and assume that the
claim holds for all triples (0, k, s′) with ι(s′) < ι(s). Note that any X ∈ X0,k(s) can be written as
X = (s,X ′) where either X ′ ∈ X0,k−1(s) or X ′ ∈ X0,k−1(s′) for some s′ ∈M(s) or X ′ ∈ X0,k(s′) for
some s′ ∈ S(s). So
Sβ,0,k(s) =
∑
X=(s,X′)
X′∈X0,k−1(s)
|wβ(X)| +
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
|wβ(X)| +
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
|wβ(X)| .
By definition of the weight of a trajectory and induction hypothesis∑
X=(s,X′)
X′∈X0,k−1(s)
|wβ(X)| = ℓ(s)|s|
∑
X′∈X0,k−1(s)
|wβ(X ′)| = ℓ(s)|s| b0,k−1(s) .
Similarly,∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
|wβ(X)| = 1|s|
∑
s′∈M(s)
∑
X′∈X0,k−1(s′)
|wβ(X ′)| = 1|s|
∑
s′∈M(s)
b0,k−1(s
′) ,
and ∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
|wβ(X)| = 1|s|
∑
s′∈S(s)
∑
X′∈X0,k(s′)
|wβ(X ′)| = 1|s|
∑
s′∈S(s)
b0,k(s
′) .
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Putting together above four displays we get
Sβ,0,k(s) =
ℓ(s)
|s| b0,k−1(s) +
1
|s|
∑
s′∈M(s)
b0,k−1(s
′) +
1
|s|
∑
s′∈S(s)
b0,k(s
′) = b0,k(s)| .
This finishes the proof for the triples (0, k, s).
Now, fix i ≥ 1 and assume that equality (13.12) is also valid for all triples (i′, k, s) where i′ < i.
Now we will use induction on ι(s) to prove the claim for triples (i, k, s). If s = ∅, then both sides
of (13.12) are zero. So let s 6= ∅ and assume that the claim also holds for triples (i, k, s′) with
ι(s′) < ι(s). Note that any X ∈ Xi,k(s) can be written as X = (s,X ′) where either X ′ ∈ Xi,k−1(s)
or X ′ ∈ Xi,k−1(s′) for some s′ ∈ M(s) or X ′ ∈ Xi,k(s′) for some s′ ∈ S(s) or X ′ ∈ Xi−1,k(s′) for
some s′ ∈ D(s) or X ′ ∈ Xi−1,k(s′) for some s′ ∈ E(s). So
Sβ,i,k(s) =
∑
X=(s,X′)
X′∈Xi,k−1(s)
|wβ(X)|+
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
|wβ(X)|+
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
|wβ(X)|
+
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| +
∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| .
By definition of the weight of a trajectory and induction hypothesis
∑
X=(s,X′)
X′∈Xi,k−1(s)
|wβ(X)| = ℓ(s)|s|
∑
X′∈Xi,k−1(s)
|wβ(X ′)| = ℓ(s)|s| bi,k−1(s)|β|
i .
Similarly,
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
|wβ(X)| = 1|s|
∑
s′∈M(s)
∑
X′∈Xi,k−1(s′)
|wβ(X ′)| = 1|s|
∑
s′∈S(s)
bi,k−1(s
′)|β|i ,
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
|wβ(X)| = 1|s|
∑
s′∈S(s)
∑
X′∈Xi,k(s′)
|wβ(X ′)| = 1|s|
∑
s′∈S(s)
bi,k(s
′)|β|i ,
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| = |β|
2|s|
∑
s′∈D(s)
∑
X′∈Xi−1,k(s′)
|wβ(X ′)| = |β|
2|s|
∑
s′∈D(s)
bi−1,k(s
′)|β|i−1 ,
and
∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
|wβ(X)| = |β|
2|s|
∑
s′∈E(s)
∑
X′∈Xi−1,k(s′)
|wβ(X ′)| = |β|
2|s|
∑
s′∈E(s)
bi−1,k(s
′)|β|i−1 .
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Putting together above six displays we get
Sβ,i,k(s) =
(
ℓ(s)
|s| bi,k−1(s) +
1
|s|
∑
s′∈M(s)
bi,k−1(s
′) +
1
|s|
∑
s′∈S(s)
bi,k(s
′)
+
1
2|s|
∑
s′∈D(s)
bi−1,k(s
′) +
1
2|s|
∑
s′∈E(s)
bi−1,k(s
′)
)
|β|i
= bi,k(s)|β|i .
This completes the proof of this lemma. 
Now we are ready to prove absolute convergence of the sum (13.1).
Proof of Theorem 13.1. Note that for any k any vanishing trajectory X ∈ Xk(s) is in exactly one
of Xi,k(s) for i = 0, 1, . . .. Hence
∑
X∈Xk(s)
|wβ(X)| =
∞∑
i=0
∑
X∈Xi,k(s)
|wβ(X)| =
∞∑
i=0
bi,k(s)|βi| .
By Lemma 13.2 this sum is convergent for all sufficiently small |β|. 
14. Gauge-string duality
The goal of this section is to provide representation of loop functions f2k(s) as a sum of weights
of vanishing trajectories.
Lemma 14.1. For any loop sequence s and non-negative integers i and k let Xi,k(s) be as in Section
2 and ai,k(s) as in (12.16). Then ∑
X∈Xi,k(s)
wβ(X) = ai,k(s)β
i . (14.1)
Proof. Define
Tβ,i,k(s) :=
∑
X∈Xi,k(s)
wβ(X) .
Tβ,i,k(s) is well-defined because by Lemma 5.7 the set Xi,k(s) is finite.
The proof is by our usual three fold induction. For the base case of induction assume k = 0. As
noted in the proof of Lemma 13.3 the set X0,0(s) is empty if s 6= ∅ and X0,0(∅) contains only the
null trajectory. Hence both sides of (14.1) are either zero when s 6= ∅ and one when s = ∅. Next,
fix i ≥ 1 and suppose the claim holds for all triples (i′, 0, s) with i′ < i. We will use induction on
ι(s) to prove that equality (14.1) also holds for the triples (i, 0, s). Since Xi,0(∅) is an empty set
and ai,0(∅) = 0, if k = 0 and s = ∅, then both sides of (14.1) are zero. Thus, the claim is true for
triple (i, 0, ∅). Now, let s 6= ∅ and suppose that the claim also holds for the triples (i, 0, s′) with
ι(s′) < ι(s). Note that any X ∈ Xi,0(s) can be written as X = (s,X ′) where either X ′ ∈ Xi,0(s′)
for some s′ ∈ S(s) or X ′ ∈ Xi−1,0(s′) for some s′ ∈ D(s) or X ′ ∈ Xi−1,0(s′) for some s′ ∈ E(s). So
Tβ,i,0(s) =
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,0(s
′)
wβ(X) +
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,0(s
′)
wβ(X) +
∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,0(s
′)
wβ(X) .
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By definition of the weight of a trajectory, induction hypothesis and Lemma 5.6∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
wβ(X) =
1
|s|
∑
s′∈S−(s)
∑
X′∈Xi,0(s′)
wβ(X
′)− 1|s|
∑
s′∈S+(s)
∑
X′∈Xi,0(s′)
wβ(X
′)
=
1
|s|
∑
s′∈S−(s)
ai,0(s
′)βi − 1|s|
∑
s′∈S+(s)
ai,0(s
′)βi .
Similarly,∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
wβ(X) =
β
2|s|
∑
s′∈D−(s)
∑
X′∈Xi−1,0(s′)
wβ(X
′)− β
2|s|
∑
s′∈D+(s)
∑
X′∈Xi−1,0(s′)
wβ(X
′)
=
β
2|s|
∑
s′∈D−(s)
ai−1,0(s
′)βi−1 − β
2|s|
∑
s′∈D+(s)
ai−1,0(s
′)βi−1 ,
and ∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi,0(s′)
wβ(X) =
β
2|s|
∑
s′∈E−(s)
∑
X′∈Xi−1,0(s′)
wβ(X
′)− β
2|s|
∑
s′∈E+(s)
∑
X′∈Xi−1,0(s′)
wβ(X
′)
=
β
2|s|
∑
s′∈E−(s)
ai−1,0(s
′)βi−1 − β
2|s|
∑
s′∈E+(s)
ai−1,0(s
′)βi−1 .
Putting together above four displays we get
Tβ,i,0(s) =
(
1
|s|
∑
s′∈S−(s)
ai,0(s
′)− 1|s|
∑
s′∈S−(s)
ai,0(s
′)
+
1
2|s|
∑
s′∈D−(s)
ai−1,0(s
′)− 1
2|s|
∑
s′∈D−(s)
ai−1,0(s
′)
+
1
2|s|
∑
s′∈E−(s)
ai−1,0(s
′)− 1
2|s|
∑
s′∈E+(s)
ai−1,0(s
′)
)
βi
= ai,0(s)β
i .
This completes the proof of the base case k = 0.
Now, fix k ≥ 1 and suppose that the claim is true for all triples (i, k′, s) with k′ < k. To prove
for the triples (i, k, s) first suppose that i = 0. We will use induction on ι(s) to show that the
claim is also true for triples (0, k, s). Since X0,k(∅) is an empty set and a0,k(∅) = 0, both sides of
(14.1) are zero. This proves the claim for the triple (0, k, ∅). Next, fix s 6= ∅ and assume that the
claim holds for all triples (0, k, s′) with ι(s′) < ι(s). Note that any X ∈ X0,k(s) can be written as
X = (s,X ′) where either X ′ ∈ X0,k−1(s) or X ′ ∈ X0,k−1(s′) for some s′ ∈M(s) or X ′ ∈ X0,k(s′) for
some s′ ∈ S(s). Therefore
Tβ,0,k(s) =
∑
X=(s,X′)
X′∈X0,k−1(s)
wβ(X) +
∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
wβ(X) +
∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
wβ(X) .
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By definition of the weight of a trajectory and induction hypothesis∑
X=(s,X′)
X′∈X0,k−1(s)
wβ(X) =
ℓ(s)
|s|
∑
X′∈X0,k−1(s)
wβ(X
′) =
ℓ(s)
|s| a0,k−1(s) .
Similarly,∑
s′∈M(s)
∑
X=(s,X′)
X′∈X0,k−1(s
′)
wβ(X) =
1
|s|
∑
s′∈M−(s)
∑
X′∈X0,k−1(s′)
wβ(X
′)− 1|s|
∑
s′∈M+(s)
∑
X′∈X0,k−1(s′)
wβ(X
′)
=
1
|s|
∑
s′∈M−(s)
a0,k−1(s
′)− 1|s|
∑
s′∈M+(s)
a0,k−1(s
′) ,
and ∑
s′∈S(s)
∑
X=(s,X′)
X′∈X0,k(s
′)
wβ(X) =
1
|s|
∑
s′∈S−(s)
∑
X′∈X0,k(s′)
wβ(X
′)− 1|s|
∑
s′∈S+(s)
∑
X′∈X0,k(s′)
wβ(X
′)
=
1
|s|
∑
s′∈S−(s)
a0,k(s
′)− 1|s|
∑
s′∈S+(s)
a0,k(s
′) .
By combining above four displays we get
Tβ,0,k(s) =
ℓ(s)
|s| a0,k−1(s) +
1
|s|
∑
s′∈M−(s)
a0,k−1(s
′)− 1|s|
∑
s′∈M+(s)
a0,k−1(s
′)
+
1
|s|
∑
s′∈S−(s)
a0,k(s
′)− 1|s|
∑
s′∈S+(s)
a0,k(s
′)
= a0,k(s) .
So the claim is true for the triples (0, k, s).
Next, fix i ≥ 1 and assume that the claim is also true for all triples (i′, k, s) with i′ < i. We will
use induction on ι(s) to prove the claim for triples (i, k, s). If s = ∅, then both sides of (14.1) are
zero. Fix s 6= ∅ and assume that the claim also holds for triples (i, k, s′) with ι(s′) < ι(s). Note
that any X ∈ Xi,k(s) can be written as X = (s,X ′) where either X ′ ∈ Xi,k−1(s) or X ′ ∈ Xi,k−1(s′)
for some s′ ∈ M(s) or X ′ ∈ Xi,k(s′) for some s′ ∈ S(s) or X ′ ∈ Xi−1,k(s′) for some s′ ∈ D(s) or
X ′ ∈ Xi−1,k(s′) for some s′ ∈ E(s). Thus
Tβ,i,k(s) =
∑
X=(s,X′)
X′∈Xi,k−1(s)
wβ(X) +
∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
wβ(X) +
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
wβ(X)
+
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) +
∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) .
By definition of the weight of a trajectory and induction hypothesis∑
X=(s,X′)
X′∈Xi,k−1(s)
wβ(X) =
ℓ(s)
|s|
∑
X′∈Xi,k−1(s)
wβ(X
′) =
ℓ(s)
|s| ai,k−1(s)β
i .
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Similarly,∑
s′∈M(s)
∑
X=(s,X′)
X′∈Xi,k−1(s
′)
wβ(X) =
1
|s|
∑
s′∈M−(s)
∑
X′∈Xi,k−1(s′)
wβ(X
′)− 1|s|
∑
s′∈M+(s)
∑
X′∈Xi,k−1(s′)
wβ(X
′)
=
1
|s|
∑
s′∈M−(s)
ai,k−1(s
′)βi − 1|s|
∑
s′∈M+(s)
ai,k−1(s
′)βi ,
∑
s′∈S(s)
∑
X=(s,X′)
X′∈Xi,k(s
′)
wβ(X) =
1
|s|
∑
s′∈S−(s)
∑
X′∈Xi,k(s′)
wβ(X
′)− 1|s|
∑
s′∈S+(s)
∑
X′∈Xi,k(s′)
wβ(X
′)
=
1
|s|
∑
s′∈S−(s)
ai,k(s
′)βi − 1|s|
∑
s′∈S+(s)
ai,k(s
′)βi ,
∑
s′∈D(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) =
β
2|s|
∑
s′∈D−(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′)− β
2|s|
∑
s′∈D+(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′)
=
β
2|s|
∑
s′∈D−(s)
ai−1,k(s
′)βi−1 − β
2|s|
∑
s′∈D+(s)
ai−1,k(s
′)βi−1 ,
and∑
s′∈E(s)
∑
X=(s,X′)
X′∈Xi−1,k(s
′)
wβ(X) =
β
2|s|
∑
s′∈E−(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′)− β
2|s|
∑
s′∈E+(s)
∑
X′∈Xi−1,k(s′)
wβ(X
′)
=
β
2|s|
∑
s′∈E−(s)
ai−1,k(s
′)βi−1 − β
2|s|
∑
s′∈E+(s)
ai−1,k(s
′)βi−1 .
By combining above six displays we obtain
Tβ,i,k(s) =
(
ℓ(s)
|s| ai,k−1(s) +
1
|s|
∑
s′∈M−(s)
ai,k−1(s
′)− 1|s|
∑
s′∈M+(s)
ai,k−1(s
′)
+
1
|s|
∑
s′∈S−(s)
ai,k(s
′)− 1|s|
∑
s′∈S+(s)
ai,k(s
′)
+
1
2|s|
∑
s′∈D−(s)
ai−1,k(s
′)− 1
2|s|
∑
s′∈D+(s)
ai−1,k(s
′)
+
1
2|s|
∑
s′∈E−(s)
ai−1,k(s
′)− 1
2|s|
∑
s′∈E+(s)
ai−1,k(s
′)
)
βi
= ai,k(s)β
i .
This finishes the induction and the proof of this lemma. 
Now we are ready to prove part (i) of Theorem 4.1.
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Proof of part (i) of Theorem 4.1. Fix k. Since any vanishing trajectory X ∈ Xk(s) is in exactly
one of Xi,k(s) for i = 0, 1, . . .. So, by Theorem 12.1 and Lemma 14.1∑
X∈Xk(s)
wβ(X) =
∞∑
i=0
∑
X∈Xi,k(s)
wβ(X) =
∞∑
i=0
ai,k(s)β
i = fk(s) .

15. Proof of Corollary 4.3
The following two lemmas, taken from [4], will be the main ingredients of the proof. Throughout
this section let A(n,m) be the set of all nondecreasing functions α : {0, 1, . . . , n+m} → {0, 1, . . . , n}
such that α(0) = 0, α(n +m) = n and α(i + 1)− α(i) ≤ 1 for each i < n.
Lemma 15.1. Let n and m be two positive integers. Let a0, a1, . . . , an−1 and b0, . . . , bm−1 be
positive real numbers, and an = bm = 0. Then∑
α∈A(n,m)
n+m−1∏
i=0
1
aα(i) + bi−α(i)
=
1
a0a1 · · · an−1b0b1 · · · bm−1 .
Given two loop sequences s = (l1, l2, . . . , ln) and s
′ = (l′1, l
′
2, . . . , l
′
m), define their concatenation
as (s, s′) := (l1, l2, . . . , ln, l
′
1, l
′
2, . . . , l
′
m). Let X = (s0, s1, . . . , sn) and X
′ = (s′0, s
′
1, . . . , s
′
m) be two
trajectories. Define the concatenation of these trajectories by a map α ∈ A(n,m) to be a trajectory
whose ith component is (sα(i), s
′
i−α(i)) and denote it by α(X,X
′). Finally, denote the set of all such
concatenations by A(X,X ′).
Lemma 15.2. Take any two non-null loops l and l′. For any Y ∈ X0(l, l′), there exist unique
X ∈ X0(l), X ′ ∈ X0(l′) and α ∈ A(X,X ′) such that Y = α(X,X ′). Conversely, for any X ∈ X0(l),
X ′ ∈ X0(l′) and α ∈ A(X,X ′), α(X,X ′) ∈ X0(l, l′).
Although in [4] the second lemma was proven for SO(N) lattice gauge theory, where trajectories
in X0(s) contain only splitting and deformation, the proof is still valid in SU(N) setting, where
trajectories may also contain expansion operation.
Proof of Corollary 4.3. For any trajectory X, let δ+(X) and δ−(X) be the number of positive
and negative deformations of X, let ξ+(X) and ξ−(X) be the number of positive and negative
expansions of X, and let χ+(X) and χ−(X) be the number of positive and negative splittings of
X. Then, for any vanishing trajectory X = (s0, s1, . . . , sn)
wβ(X) =
C(X)
|s0||s1| · · · |sn| .
where
C(X) := (−1)χ+(X)
(
−β
2
)δ+(X) (β
2
)δ−(X) (
−β
2
)ξ+(X)(β
2
)ξ−(X)
.
Now, let l be a loop and consider a trajectory Y ∈ X0(l, l). By Lemma 15.2 we can write Y =
α(X,X ′) with X,X ′ ∈ X0(l) and α ∈ A(X,X ′) in a unique way. Note that by definition
δ+(Y ) = δ+(X) + δ+(X ′) .
The similar equality also holds for δ−(X), χ+(X), χ−(X), ξ+(X) and ξ−(X). Therefore these
quantities do not depend on the map α, and
C(Y ) = C(X)C(X ′) .
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Thus,
wβ(Y ) = C(X)C(X
′)
n+m∏
i=0
1
|sα(i) + s′i−α(i)|
. (15.1)
Also note that by Lemma 15.1
∑
α∈A(X,X′)
n+m∏
i=0
1
|sα(i) + s′i−α(i)|
=
1
|s0||s1| · · · |sn||s′0||s′1| · · · |s′m|
(15.2)
By combining equations (15.1) and (15.2) we get
∑
Y ∈X0(l,l)
wβ(Y ) =
( ∑
X∈X0(l)
wβ(X)
)2
.
So, by Theorem 4.1
lim
N→∞
〈W 2l 〉
N2
=
(
lim
N→∞
〈Wl〉
N
)2
.
Since |Wl| ≤ N for all l,∣∣∣∣ limN→∞ 〈Wl1Wl2 · · ·Wln〉Nn − limN→∞ 〈Wl1〉N limN→∞ 〈Wl2 · · ·Wln〉Nn−1
∣∣∣∣ = limN→∞ |〈(Wl1 − 〈Wl1〉)Wl2 · · ·Wln〉|Nn
≤ lim
N→∞
〈|Wl1 − 〈Wl1〉|〉
N
≤ lim
N→∞
〈(Wl1 − 〈Wl1〉)2〉1/2
N
=
(
lim
N→∞
〈W 2l1〉
N2
− lim
N→∞
〈Wl1〉2
N2
)1/2
= 0 .
We finish the proof by applying induction on n. 
16. Proof of Corollary 4.4
If s′ is an expansion of s by a plaquette p, then by Corollary 4.3
f0(s
′) = f0(s)f0(p) .
Therefore, for any fixed edge e∑
expand s
f0 =
∑
x∈A1
∑
p∈P(e)
f0(s)f0(p) +
∑
x∈B1
∑
p∈P(e−1)
f0(s)f0(p)
−
∑
x∈B1
∑
p∈P(e)
f0(s)f0(p)−
∑
x∈A1
∑
p∈P(e−1)
f0(s)f0(p)
= t1f0(s)
( ∑
p∈P(e)
f0(p)−
∑
p∈P(e−1)
f0(p)
)
= 0 .
So, equation (9.3) for the inverse coupling strength 2β can be written as
mf0(s) =
∑
split s
f0 + β
∑
deform s
f0 . (16.1)
This is the functional equation, presented in [4], for the leading term of the asymptotic 1/N
expansion of SO(N) Wilson loop expectation at coupling strength β. Furthermore, it was proved
in [4] that the equation (16.1) has a unique solution for all sufficiently small |β|, depending only on
dimension d. This finishes the proof of the corollary.
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