Evolutionary Pathways Leading to Double Degenerate Mergers and SN Ia Progenitors by Ruiter, A.J. et al.






The following full text is a postprint version which may differ from the publisher's version.
 
 
























E vidence for p rodu ction  o f single top  quarks and first d irect m easurem ent o f |Vtb|
V.M. Abazov,35 B. A b b o tt,75 M. A bolins,65 B.S. A charya,28 M. A dam s,51 T. A dam s,49 E. Aguilo,5 
S.H. A hn,30 M. A hsan,59 G.D. Alexeev,35 G. A lkhazov,39 A. A lton,64’* G. Alverson,63 G.A. Alves,2 
M. A nastasoaie,34 L.S. A ncu,34 T. A ndeen,53 S. A nderson,45 B. A ndrieu,16 M.S. Anzelc,53 Y. A rnoud,13 
M. Arov,52 A. Askew,49 B. A sm an,40 A.C.S. Assis Jesus,3 O. A tram entov,49 C. A uterm ann ,20 C. A vila,7 
C. Ay,23 F. B adaud ,12 A. B aden ,61 L. Bagby,52 B. B ald in ,50 D.V. B andurin ,59 P. B anerjee,28 S. B anerjee,28 
E. B arberis,63 P. B argassa,80 P. B aringer,58 C. B arnes,43 J. B arre to ,2 J.F . B a rtle tt ,50 U. B assler,16 D. B auer,43 
S. Beale,5 A. B ean,58 M. Begalli,3 M. Begel,71 C. B elanger-C ham pagne,40 L. B ellantoni,50 A. Bellavance,67 
J.A . B enitez,65 S.B. B eri,26 G. B ernard i,16 R. B ernhard ,22 L. B erntzon,14 I. B ertram ,42 M. B esançon,17 
R. Beuselinck,43 V.A. Bezzubov,38 P.C. B h a t,50 V. B h a tn ag ar,26 M. B inder,24 C. B iscara t,19 I. Blackler,43
G. Blazey,52 F. B lekm an,43 S. Blessing,49 D. B loch,18 K. Bloom ,67 A. B oehnlein,50 D. Boline,62 T.A. B olton,59
E.E. Boos,37 G. Borissov,42 K. Bos,33 T. Bose,77 A. B ra n d t,78 R. B rock,65 G. B rooijm ans,70 A. Bross,50
D. Brow n,78 N .J. B uchanan ,49 D. Buchholz,53 M. B uehler,81 V. Buescher,22 V. B unichev,37 S. B urd in ,50 S. B urke,45 
T .H. B u rn e tt,82 E. B usato ,16 C.P. Buszello,43 J.M . B u tle r,62 P. C alfayan,24 S. C alvet,14 J. C am m in,71 S. C aron ,33 
W . C arvalho,3 B.C.K . Casey,77 N.M. C ason,55 H. Castilla-V aldez,32 S. C h ak rab arti,17 D. C hakraborty ,52 
K.M. C han ,71 A. C handra ,48 F. C harles,18 E. C heu,45 F. Chevallier,13 D.K. C ho,62 S. Choi,31 B. C houdhary,27 
L. C hristofek,77 D. C laes,67 B. C lem ent,18 C. C lem ent,40 Y. C oadou,5 M. Cooke,80 W .E. C ooper,50 M. C orcoran,80
F. C ouderc,17 M.-C. C ousinou,14 B. Cox,44 S. C répe-R enaudin,13 D. C u tts ,77 M. Cwiok,29 H. da M o tta ,2 
A. D as,62 M. D as,60 B. Davies,42 G. Davies,43 K. De,78 P. de Jong ,33 S.J. de Jong ,34 E. De La C ruz-B urelo,64
C. De Oliveira M artins,3 J.D . D egenhard t,64 F. D eliot,17 M. D em arteau ,50 R. D em ina,71 D. Denisov,50 
S.P. Denisov,38 S. Desai,50 H .T. D iehl,50 M. D iesburg,50 M. Doidge,42 A. Dominguez,67 H. D ong,72 L.V. Dudko,37 
L. Duflot,15 S.R. D ugad,28 D. D uggan,49 A. D uperrin ,14 J. Dyer,65 A. D yshkant,52 M. E ads,67 D. E dm unds,65 
J. Ellison,48 V.D. E lv ira ,50 Y. E n ari,77 S. E no ,61 P. E rm olov,37 H. Evans,54 A. Evdokim ov,36 V.N. Evdokim ov,38 
L. Feligioni,62 A.V. Ferapontov,59 T. Ferbel,71 F. F iedler,24 F. F ilth a u t,34 W. F isher,50 H.E. F isk ,50 M. Ford,44 
M. F o rtner,52 H. Fox,22 S. Fu,50 S. Fuess,50 T. G adfort,82 C .F. G alea,34 E. G allas,50 E. G alyaev,55 C. G arcia ,71 
A. G arcia-Bellido,82 V. Gavrilov,36 A. Gay,18 P. Gay,12 W . G eist,18 D. Gele,18 R. G elhaus,48 C.E. G erber,51 
Y. G ershtein ,49 D. G illberg,5 G. G in ther,71 N. G ollub,40 B. Gom ez,7 A. G oussiou,55 P.D. G rannis,72 H. G reenlee,50 
Z.D. G reenwood,60 E.M . G regores,4 G. G renier,19 Ph. G ris,12 J.-F . G rivaz,15 A. G rohsjean,24 S. G rünendahl,50 
M.W. G rünew ald,29 F. G uo,72 J. G uo,72 G. G utierrez,50 P. G utierrez ,75 A. H aas,70 N .J. Hadley,61 P. H aefner,24 
S. H agopian,49 J. Haley,68 I. H all,75 R.E. H all,47 L. H an ,6 K. H anagaki,50 P. H ansson,40 K. H arder,44 A. H arel,71 
R. H arring ton ,63 J.M . H aup tm an ,57 R. H auser,65 J. H ays,43 T. H ebbeker,20 D. H edin,52 J.G . H egem an,33 
J.M . H einm iller,51 A.P. H einson,48 U. H eintz,62 C. Hensel,58 K. H erner,72 G. H esketh,63 M.D. H ildreth ,55 
R. Hirosky,81 J.D . H obbs,72 B. H oeneisen,11 H. H oeth ,25 M. Hohlfeld,15 S.J. Hong,30 R. H ooper,77 P. H ouben,33 
Y. H u,72 Z. H ubacek,9 V. H ynek,8 I. Iashvili,69 R. Illingw orth,50 A.S. I to ,50 S. Jab een ,62 M. Jaffre,15 S. Ja in ,75 
K. Jakobs,22 C. Ja rv is ,61 A. Jenkins,43 R. Jesik,43 K. Johns,45 C. Johnson ,70 M. Johnson ,50 A. Jonckheere,50 
P. Jonsson,43 A. Ju s te ,50 D. K afer,20 S. K ahn ,73 E. K ajfasz,14 A.M. K alin in ,35 J.M . K alk ,60 J.R . K alk ,65 
S. K appler,20 D. K arm anov,37 J. K asper,62 P. K asper,50 I. K atsanos,70 D. K au ,49 R. K au r,26 R. K ehoe,79 
S. Kerm iche,14 N. K hala tyan ,62 A. K hanov,76 A. K harchilava,69 Y.M. K harzheev,35 D. K hatidze,70 H. K im ,31 
T .J. K im ,30 M.H. K irby,34 B. K lim a,50 J.M . K ohli,26 J.-P . K o n ra th ,22 M. K opal,75 V.M. K orablev,38 J. K otcher,73
B. K o th a ri,70 A. K oubarovsky,37 A.V. Kozelov,38 D. K rop ,54 A. K ryem adhi,81 T. K uhl,23 A. K um ar,69 S. K unori,61 
A. K upco,10 T. K urca ,19 J. K v ita ,8 D. L am ,55 S. Lam m ers,70 G. L andsberg ,77 J. Lazoflores,49 A.-C. Le B ihan ,18 
P. L ebrun ,19 W .M . Lee,50 A. Leflat,37 F. Lehner,41 V. Lesne,12 J. Leveque,45 P. Lewis,43 J. L i,78 L. L i,48 
Q.Z. L i,50 S.M. L ie tti,4 J.G .R . L im a,52 D. Lincoln,50 J. L innem ann,65 V.V. L ipaev,38 R. L ip ton ,50 Z. L iu ,5 
L. Lobo,43 A. Lobodenko,39 M. Lokajicek,10 A. Lounis,18 P. Love,42 H .J. L u b a tti,82 M. Lynker,55 A.L. Lyon,50 
A.K.A. M aciel,2 R .J. M adaras,46 P. M üttig ,25 C. M agass,20 A. M agerkurth ,64 N. M akovec,15 P.K. M al,55
H.B. M albouisson,3 S. M alik,67 V.L. M alyshev,35 H.S. M ao,50 Y. M aravin,59 R. M cC arthy,72 A. M elnitchouk,66 
A. M endes,14 L. M endoza,7 P.G. M ercadante,4 M. M erkin,37 K.W . M erritt,50 A. M eyer,20 J. M eyer,21
M. M ichaut,17 H. M iettinen,80 T. M illet,19 J. M itrevski,70 J. M olina,3 R.K. M om m sen,44 N.K. M ondal,28 
J. M onk,44 R.W . M oore,5 T. M oulik,58 G.S. M uanza,19 M. M ulders,50 M. M ulhearn ,70 O. M undal,22 L. M undim ,3 
E. Nagy,14 M. N aim uddin,27 M. N arain ,62’^  N.A. N aum ann,34 H.A. Neal,64 J.P . N egret,7 P. N eustroev,39
C. N oeding,22 A. N om erotski,50 S.F. Novaes,4 T. N unnem ann,24 V. O ’Dell,50 D.C. O ’Neil,5 G. O b ran t,39
2C. O chando,15 V. O guri,3 N. O liveira,3 D. O noprienko,59 N. O shim a,50 J. O sta ,55 R. O tec,9 G .J. O tero  y G arzón,51 
M. Owen,44 P. Padley,80 M. P angilinan,62 N. P a ra sh a r,56 S.-J. P a rk ,71 S.K. P a rk ,30 J. Parsons,70 R. P artrid g e ,77 
N. P a ru a ,72 A. P atw a,73 G. Pawloski,80 P.M. P erea ,48 M. Perfilov,37 K. P e te rs,44 Y. P eters ,25 P. Petroff,15 
M. P e tten i,43 R. P iegaia,1 J. P ip e r,65 M.-A. P leier,21 P.L.M. P odesta-L erm a,32 V.M. Podstavkov,50 Y. Pogorelov,55 
M.-E. Pol,2 A. Pom pos,75 B.G. Pope,65 A.V. Popov,38 C. P o tte r ,5 W .L. P rado  da Silva,3 H.B. P rosper,49 
S. P ro topopescu ,73 J. Q ian ,64 A. Q u ad t,21 B. Q uinn ,66 M.S. R angel,2 K .J. R an i,28 K. R an jan ,27 P.N. R atoff,42 
P. Renkel,79 S. Reucroft,63 M. Rijssenbeek,72 I. R ipp-B audot,18 F. R izatdinova,76 S. R obinson,43 R .F. R odrigues,3
C. Royon,17 P. R ubinov,50 R. R uchti,55 G. S a jo t,13 A. Sónchez-Hernandez,32 M.P. Sanders,16 A. S antoro ,3 
G. Savage,50 L. Sawyer,60 T. Scanlon,43 D. Schaile,24 R.D. Scham berger,72 Y. Scheglov,39 H. Schellm an,53 
P. Schieferdecker,24 C. S chm itt,25 C. Schwanenberger,44 A. Schw artzm an,68 R. Schw ienhorst,65 J. Sekaric,49
S. Sengupta,49 H. Severini,75 E. Shabalina,51 M. Sham im ,59 V. Shary,17 A.A. Shchukin,38 R.K. Shivpuri,27
D. Shpakov,50 V. Siccardi,18 R.A. Sidwell,59 V. Sim ak,9 V. Sirotenko,50 P. Skubic,75 P. S lattery ,71 R.P. Sm ith ,50
G.R. Snow,67 J. Snow,74 S. Snyder,73 S. Soldner-Rem bold,44 X. Song,52 L. Sonnenschein,16 A. Sopczak,42 
M. Sosebee,78 K. Soustruznik,8 M. Souza,2 B. Spurlock,78 J. S ta rk ,13 J. Steele,60 V. Stolin,36 A. S tone,51
D.A. Stoyanova,38 J. S trandberg ,64 S. S trandberg ,40 M.A. S trang ,69 M. S trauss,75 R. S trohm er,24 D. S trom ,53 
M. S trovink,46 L. S tu tte ,50 S. Sum owidagdo,49 P. Svoisky,55 A. Sznajder,3 M. Talby,14 P. Tam burello,45 
W . Taylor,5 P. Telford,44 J. Tem ple,45 B. T iller,24 M. T itov ,22 V.V. Tokm enin,35 M. Tom oto,50 T. Toole,61
I. Torchiani,22 T. Trefzger,23 S. Trincaz-Duvoid,16 D. Tsybychev,72 B. Tuchm ing,17 C. Tully,68 P.M. T u ts,70 
R. U nalan ,65 L. Uvarov,39 S. Uvarov,39 S. U zunyan,52 B. Vachon,5 P .J. van den B erg,33 B. van E ijk ,35 
R. Van K ooten ,54 W .M . van Leeuwen,33 N. Varelas,51 E .W . V arnes,45 A. V artape tian ,78 I.A. Vasilyev,38 
M. V aupel,25 P. Verdier,19 L.S. V ertogradov,35 M. Verzocchi,50 M. V etterli,5’* F. Villeneuve-Seguier,43 P. V in t,43 
J.-R . V lim ant,16 E. Von Toerne,59 M. V outilainen,67’§ M. Vreeswijk,33 H.D. W ahl,49 L. W ang,61 M.H.L.S W ang,50 
J. W archol,55 G. W atts ,82 M. W ayne,55 G. W eber,23 M. W eber,50 H. W eerts,65 N. W ermes,21 M. W etstein ,61 
A. W hite ,78 D. W icke,25 G.W . W ilson,58 S.J. W im penny,48 M. W obisch,50 J. Womersley,50 D.R. W ood,63 
T.R . W y a tt,44 Y. Xie,77 S. Yacoob,53 R. Y am ada,50 M. Y an,61 T. Y asuda,50 Y.A. Y atsunenko,35 K. Y ip,73
H.D. Yoo,77 S.W. Youn,53 C. Yu,13 J. Yu,78 A. Yurkewicz,72 A. Zatserklyaniy,52 C. Z eitn itz ,25 D. Zhang,50
T. Zhao,82 B. Zhou,64 J. Zhu,72 M. Zielinski,71 D. Zieminska,54 A. Zieminski,54 V. Z utsh i,52 and E.G. Zverev37
(D 0  Collaboration)
I Universidad de Buenos Aires, Buenos Aires, Argentina
2LAFEX, Centro Brasileiro de Pesquisas Ftsicas, Rio de Janeiro, Brazil
3 Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil 
4Instituto de Ftsica Teorica, Universidade Estadual Paulista, Sao Paulo, Brazil 
5 University of Alberta, Edmonton, Alberta, Canada, Simon Fraser University, Burnaby, British Columbia, Canada,
York University, Toronto, Ontario, Canada, and McGill University, Montreal, Quebec, Canada 
6 University of Science and Technology of China, Hefei, People’s Republic of China 
7 Universidad de los Andes, Bogota,, Colombia 
8 Center for Particle Physics, Charles University, Prague, Czech Republic 
9 Czech Technical University, Prague, Czech Republic 
10 Center for Particle Physics, Institute of Physics, Academy of Sciences of the Czech Republic, Prague, Czech Republic
II Universidad San Francisco de Quito, Quito, Ecuador
12Laboratoire de Physique Corpusculaire, IN2P3-CNRS, Université Blaise Pascal, Clermont-Ferrand, France 
13Laboratoire de Physique Subatomique et de Cosmologie, IN2P3-CNRS, Universite de Grenoble 1, Grenoble, France 
14 CPPM, IN2P3-CNRS, Université de la Méditerranée, Marseille, France 
15Laboratoire d,e l ’Accélérateur Linéaire, IN2P3-CNRS et Université Paris-Sud, Orsay, France 
16LPNHE, IN2P3-CNRS, Universites Paris VI and VII, Paris, France 
17DAPNIA/Service de Physique des Particules, CEA, Saclay, France 
18IPHC, IN2P3-CNRS, Université Louis Pasteur, Strasbourg, France, and Université de Haute Alsace, Mulhouse, France 
19Institut de Physique Nucléaire de Lyon, IN2P3-CNRS, Université Claude Bernard, Villeurbanne, France 
20III. Physikalisches Institut A, RW TH  Aachen, Aachen, Germany 
21 Physikalisches Institut, Universitat Bonn, Bonn, Germany 
22 Physikalisches Institut, Universitat Freiburg, Freiburg, Germany 
23Institut für Physik, Universitat Mainz, Mainz, Germany 
24Ludwig-Maximilians-Universitat München, München, Germany 
25 Fachbereich Physik, University of Wuppertal, Wuppertal, Germany 
26 Panjab University, Chandigarh, India 
27 Delhi University, Delhi, India 
28 Tata Institute of Fundamental Research, Mumbai, India
29 University College Dublin, Dublin, Ireland
330 Korea Detector Laboratory, Korea University, Seoul, Korea 
31 SungKyunKwan University, Suwon, Korea 
32 CINVESTAV, Mexico City, Mexico 
33FOM-Institute NIKHEF and University of Amsterdam/NIKHEF, Amsterdam, The Netherlands 
34 Radboud University Nijmegen/NIKHEF, Nijmegen, The Netherlands 
35 Joint Institute for Nuclear Research, Dubna, Russia 
36 Institute for Theoretical and Experimental Physics, Moscow, Russia 
37 Moscow State University, Moscow, Russia,
38 Institute for High Energy Physics, Protvino, Russia 
39 Petersburg Nuclear Physics Institute, St. Petersburg, Russia 
40Lund University, Lund, Sweden, Royal Institute of Technology and Stockholm University, Stockholm, Sweden, and
Uppsala University, Uppsala, Sweden 
41 Physik Institut der Universität Zürich, Zurich, Switzerland,
42 Lancaster University, Lancaster, United Kingdom,
43 Imperial College, London, United Kingdom 
44 University of Manchester, Manchester, United Kingdom,
45 University of Arizona, Tucson, Arizona 85721, USA 
46Lawrence Berkeley National Laboratory and University of California, Berkeley, California 94720, USA
47 California State University, Fresno, California 93740, USA
48 University of California, Riverside, California 92521, USA
49 Florida, State University, Tallahassee, Florida 32306, USA
50 Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA 
51 University of Illinois at Chicago, Chicago, Illinois 60607, USA 
52 Northern Illinois University, DeKalb, Illinois 60115, USA 
53 Northwestern University, Evanston, Illinois 60208, USA 
54Indiana University, Bloomington, Indiana 47405, USA 
55 University of Notre Dame, Notre Dame, Indiana 46556, USA 
56Purdue University Calumet, Hammond, Indiana 46323, USA 
57Iowa State University, Ames, Iowa 50011, USA 
68 University of Kansas, Lawrence, Kansas 66045, USA
59 Kansas State University, Manhattan, Kansas 66506, USA
60 Louisiana Tech University, Ruston, Louisiana 71272, USA 
61 University of Maryland, College Park, Maryland 20742, USA
62Boston University, Boston, Massachusetts 02215, USA 
63 Northeastern University, Boston, Massachusetts 02115, USA 
64 University of Michigan, Ann Arbor, Michigan 48109, USA 
65Michigan State University, East Lansing, Michigan 48824, USA 
66 University of Mississippi, University, Mississippi 38677, USA 
67 University of Nebraska, Lincoln, Nebraska 68588, USA 
68 Princeton University, Princeton, New Jersey 08544, USA 
69 State University of New York, Buffalo, New York 14260, USA 
70 Columbia University, New York, New York 10027, USA 
71 University of Rochester, Rochester, New York 14627, USA 
72 State University of New York, Stony Brook, New York 11794, USA 
73 Brookhaven National Laboratory, Upton, New York 11973, USA 
74Langston University, Langston, Oklahoma 73050, USA 
75 University of Oklahoma, Norman, Oklahoma 73019, USA 
76 Oklahoma State University, Stillwater, Oklahoma 74078, USA 
77 Brown University, Providence, Rhode Island 02912, USA 
78 University of Texas, Arlington, Texas 76019, USA 
79 Southern Methodist University, Dallas, Texas 75275, USA 
80 Rice University, Houston, Texas 77005, USA
81 University of Virginia, Charlottesville, Virginia 22901, USA
82 University of Washington, Seattle, Washington 98195, USA
(Dated: April 9, 2007)
The DO Collaboration presents first evidence for the production of single top quarks at the 
Fermilab Tevatron pp collider. Using a 0.9 fb-1 dataset, we apply a multivariate analysis to separate 
signal from background and measure <r(pp ^  tb +  X , tqb +  X ) =  4.9 ±  1.4 pb. The probability to 
measure a cross section at this value or higher in the absence of signal is 0.035%, corresponding to 
a 3.4 standard deviation significance. We use the cross section measurement to directly determine 
the CKM matrix element that describes the W tb  coupling and find 0.68 < |Vtb| < 1 at 95% C.L. 
within the standard model.
PA C S numbers: 14.65.Ha; 12.15.Ji; 13.85.Q k
4Top quarks were first observed in strong t t  pair produc­
tion  a t the Tevatron collider in 1995 [1]. In the s tan ­
dard  model (SM), a(pp  —»■## +  X )  =  6.8+g'g pb  [2] at 
yfs =  1.96 TeV for a top  quark  mass of 175 GeV. Top 
quarks are also expected to  be produced singly via the 
electroweak processes [3, 4] illustrated  in Fig. 1. For 
brevity, we use the no tation  “tb” to  represent the  sum  
of tb and  tb, and “tqb” for the  sum  of tqb and tfb . The 
next-to-leading order (NLO) prediction for the s-channel 
single top  quark  cross section is a(pp ^  tb +  X  ) =  
0.88 ±  0.11 pb, and for the  t-channel process, the predic­
tion  is <r(pp ^  tqb +  X ) =  1.98 ±  0.25 pb [5, 6].
FIG. 1: Representative Feynman diagrams for (a) s-channel 
single top quark production and (b) t-channel production.
Single top  quark  events can be used to  study  
the W tb  coupling [7], and to  m easure the m agni­
tude of the element |Vtb | of the  quark mixing m atrix, 
(the Cabibbo-Kobayashi-M askawa (CKM) m atrix  [8]), 
w ithout assum ing only three generations of quarks [9]. 
The quark  mixing m atrix  m ust be unitary, which for 
three families implies |Vtb| ~  1 [10]. A smaller m easured 
value would indicate the  presence of a fourth quark  family 
to  make up  the difference. Single top  quark production 
can also be used to  m easure the top  quark  p artia l decay 
w idth r ( t ^ W b )  [11] and hence the top  quark lifetime.
The D0 collaboration has previously published 
lim its [12] on single top  quark production. The best 
95% C.L. upper lim its are <r(pp ^  tb +  X ) <  6.4 pb and 
a(pp  ^  tqb +  X ) <  5.0 pb. The CDF collaboration has 
also published lim its on the cross sections [13].
This L etter describes a search for single top  quark  
production using 0.9 fb-1  of d a ta  produced a t a center-of- 
mass energy of 1.96 TeV. The d a ta  were collected from 
2002 to  2005 using the D0 detector [14] w ith triggers 
th a t required a je t and an electron or a muon. The 
search focuses on the final s ta te  consisting of one high 
transverse m om entum  (pT ) isolated lepton and missing 
transverse energy (Et ), together w ith a b-quark je t from 
the decay of the top  quark  ( t ^ W b ^ i v b ) .  There is an 
additional b quark  in s-channel production, and an addi­
tional light quark  and b quark  in t-channel production. 
The second b quark  in the t-channel is rarely  recon­
structed  since it is produced in the forward direction 
w ith low transverse m om entum . The m ain backgrounds 
are: W  bosons produced in association w ith jets; top  
quark  pairs decaying into the lep ton+ je ts  and dilepton 
final states, when a je t or a lepton is not reconstructed; 
and m ultijet production, where a je t is m isreconstructed 
as an electron, or a heavy-flavor quark  decays to  a m uon 
th a t passes the isolation criteria.
We model the  signal using the SING LETO P NLO M onte 
Carlo (MC) event generator [15]. The event kinem atics 
for bo th  s-channel and t-channel reproduce distributions 
found in NLO calculations [5]. The decays of the top  
quark  and resulting W  boson, w ith finite w idths, are 
modeled in the SING LETO P generator to  preserve particle 
spin inform ation. P y t h i a  [16] is used to  model the 
hadronization  of the generated partons. For the  tb search, 
we assume SM tqb as p a rt of the  background, and vice 
versa. For the tb+tqb  search, we assume the SM ratio  
between the tb and  tqb cross sections.
We sim ulate the  t t  and W  + je ts  backgrounds using 
the A LPG EN  leading-order MC event generator [17] and 
PY TH IA  to  model the  hadronization. A parton-jet 
m atching algorithm  [18] is used to  ensure there is no 
double-counting of the  final states. The t t  background 
is norm alized to  the  in tegrated  lum inosity tim es the 
predicted t t  cross section [2]. The m ultijet background 
is modeled using d a ta  th a t contain nonisolated leptons 
bu t which otherwise resemble the lep ton+ je ts  dataset. 
The W  + je ts  background, combined w ith the m ultijet 
background, is norm alized to  the  lep ton+ je ts  da tase t 
separately  for each analysis channel (defined by lepton 
flavor and je t m ultiplicity) before b-jet tagging (described 
la ter). In the  W  + je ts  background sim ulation, we scale 
the Wbb and W cc  com ponents by a factor of 1.50±0.45 to  
b e tte r represent higher-order effects [19]. This factor is 
determ ined by scaling the num bers of events in an adm ix­
tu re  of light- and heavy-flavor W + je ts  MC events to  d a ta  
th a t have no b tags b u t which otherwise pass all selection 
cuts. The uncerta in ty  assigned to  this factor covers the 
expected dependence on kinem atics and the assum ption 
th a t the factor is the  same for Wbb and  Wcc.
We pass the  MC events th rough a GEANT-based simu­
lation [20] of the D0 detector. To correct differences 
between the sim ulation and data , we apply weights to  
the sim ulated events to  model the effects of the  triggers, 
lepton identification and isolation requirem ents, and the 
energy scale of the  jets. The b-tagging algorithm  [21] is 
modeled by applying weights th a t account for the proba­
bility  for each je t to  be tagged as a function of je t flavor, 
p T , and pseudorapidity  n.
We choose events w ith two, three, or four je ts, recon­
structed  using a cone algorithm  [22] w ith radius 1Z = 
■\Z(Ay)2 +  (A <f>)2 =  0.5 (where y is rap id ity  and ^  
is azim uthal angle) to  cluster energy deposits in the 
calorim eter. The leading je t has p T >  25 GeV and |n| <  
2.5, the second leading je t has p T >  20 GeV and |n| <  3.4, 
and subsequent je ts  have p T >  15 GeV and |n| <  3.4. 
Events are required to  have 15 <  E T <  200 GeV and 
exactly one isolated electron w ith p T >  15 GeV and 
|n| <  1.1 or one isolated m uon w ith p T >  18 GeV 
and |n| <  2.0. M isreconstructed events are rejected by 
requiring th a t the direction of the E T is not aligned or 
anti-aligned in azim uth w ith the lepton or a je t. To 
enhance the  signal content of the selection, one or two of
5the  je ts  are required to  be identified as originating from 
long-lived b hadrons by a neural network b-jet tagging 
algorithm . The variables used to  identify such je ts  rely 
on the presence and characteristics of a secondary vertex 
and tracks w ith high im pact param eters inside the jet. 
For a 0.5% light-jet b-tag efficiency (the average m istag 
probability), we obtain  a 50% average tag  ra te  in d a ta  
for b je ts  w ith |n| <  2.4.
We select 1,398 b-tagged lep ton+ je ts  d a ta  events, 
which we expect to  contain 62 ±  13 single top  quark 
events. To increase the search sensitivity, we divide these 
events into twelve independent analysis channels based 
on the lepton flavor (e or ^ ), je t m ultiplicity  (2, 3, or 
4), and num ber of identified b je ts  (1 or 2). We do this 
because the signal acceptance and signal-to-background 
ra tio  differ significantly from channel to  channel. Event 
yields are given in Table I, shown separated  only by je t 
m ultiplicity for simplicity. The acceptances for single top  
quark  signal as percentages of the to ta l production cross 
sections are (3.2 ±  0.4)% for tb and (2.1 ±  0.3)% for tqb.
The dom inant contributions to  the uncertainties on the 
backgrounds come from: norm alization of the t t  back­
ground (18% of the t t  com ponent), which includes a term  
to  account for the  top  quark  m ass uncertainty; norm al­
ization of the  W  + je ts  and m ultijet backgrounds to  d a ta  
(17-27% ), which includes the uncertain ty  on the heavy- 
flavor fraction of the  model; the  je t energy scale correc­
tions (1-20% ); and the b-tagging probabilities (12-17% 
for double-tagged events). The uncerta in ty  on the inte­
g rated  lum inosity is 6%; all o ther sources contribute at 
the few percent level. The uncertainties from the je t 
energy scale corrections and the  b-tagging probabilities 
affect bo th  the shape and norm alization of the simu­
lated  d istributions. Having selected the d a ta  samples, we 
check th a t  the background model reproduces the d a ta  in 
a m ultitude of variables (e.g., transverse m om enta, pseu­
dorapidities, azim uthal angles, masses) for each analysis 
channel and find agreem ent w ithin uncertainties.
Since we expect single top  quark  events to  consti­
tu te  only a small fraction of the selected event samples, 
and since the background uncertain ty  is larger th an  the 
expected signal, a counting experim ent will not have 
sufficient sensitivity to  verify their presence. We proceed 
instead to  calculate m ultivariate discrim inants th a t sepa­
ra te  the signal from background and thus enhance the 
probability  to  observe single top  quarks. We use deci­
sion trees [23] to  create these discrim inants. A decision 
tree is a m achine-learning technique th a t applies cuts 
iteratively  to  classify events. The discrim ination power 
is further improved by averaging over m any decision 
trees constructed  using the adaptive boosting algorithm  
A daBoost [24]. We refer to  this average as a boosted 
decision tree.
We identify 49 variables from an analysis of the signal 
and background Feynm an diagram s [25], studies of single 
top  quark production  a t NLO [26], and from other anal-
TABLE I: Numbers of expected and observed events in 
0.9 fb-1 for e and ^ ,1  b tag and 2 b tag channels combined. 
The total background uncertainties are smaller than the 
component uncertainties added in quadrature because of anti­
correlation between the W +jets and multijet backgrounds 
resulting from the background normalization procedure.
Source 2 jets 3 jets 4 jets
tb 16±3 8±2 2±1
tqb 20±4 12±3 4±1
t t ^ M 39±9 32±7 11±3
t i^ l+ je ts 20±5 103±25 143±33
WbC 261±55 120±24 35±7
Wcc 151±31 85±17 23±5
W jj 119±25 43±9 12±2
Multijets 95±19 77±15 29±6
Total background 686±41 460±39 253±38
Data 697 455 246
yses [4, 27]. The variables m ay be classified into three 
categories: individual object kinem atics, global event 
kinem atics, and variables based on angular correlations. 
Those w ith the  m ost discrim ination power include the 
invariant m ass of all the  je ts  in the event, the  invariant 
mass of the reconstructed  W  boson and the highest-pT b- 
tagged je t, the  angle between the highest-pT b-tagged je t 
and the lepton in the  rest frame of the  reconstructed  top  
quark, and the lepton charge tim es the pseudorapidity  of 
the untagged je t. We find th a t reducing the num ber of 
variables always reduces the sensitivity  of the analysis.
We use a boosted decision tree (DT) in each of the 
twelve analysis channels for three searches: tb+tqb, tqb, 
and tb. These 36 DTs are tra ined  to  separate  one of the 
signals from the sum  of the  t t  and W  + je ts  backgrounds. 
O ne-th ird  of the  MC signal and background events is 
used for training; the rem aining tw o-thirds are used to  
determ ine the  acceptances in an unbiased m anner. A 
boosted decision tree produces a quasi-continuous ou tpu t 
d istribu tion  O DT ranging from zero to  one, w ith back­
ground peaking closer to  zero and signal peaking closer 
to  one. Figures 2 (a) and 2(b) show the DT ou tp u t d istri­
butions for two background-dom inated d a ta  samples to  
dem onstrate the  agreem ent between background model 
and data . F igure 2(c) shows the high end of the sum  of 
the 12 tb+tqb DT o u tpu ts  to  illustra te  where the signal 
is expected, and Fig. 2 (d) shows the invariant m ass of 
the reconstructed  W  boson w ith the highest-pT b-tagged 
je t (where the  neutrino longitudinal m om entum  has been 
chosen to  be the  sm aller absolute value of the two possible 
solutions to  the  m ass equation), for events in a signal- 
enhanced region w ith ODT >  0.65. The background 
peaks near the top  quark mass because the DTs select 
events sim ilar to  single top  quark events.
We apply a Bayesian approach [28] to  m easure the 
single top  quark  production  cross section. We form a 
binned likelihood as a product over all bins and channels
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FIG. 2: Boosted decision tree output distributions for (a) a 
W +jets-dominated control sample, (b) a ti-dominated control 
sample, and (c) the high-discriminant region of the sum of 
all 12 tb+tqb D ts . For (a) and (b), Ht  =  ET +  Et  +  
^ E T lljets. Plot (d) shows the invariant mass of the recon­
structed W boson and highest-pT b-tagged jet for events with 
ODT > 0.65. The hatched bands show the ±1 standard devi­
ation uncertainty on the background. The expected signal is 
shown using the measured cross section.
(lepton flavor, je t multiplicity, and tag  m ultiplicity) of 
the  decision tree discrim inant, separately  for the tb+tqb, 
tqb, and tb analyses. We assume a Poisson d istribu tion  
for the observed counts and flat nonnegative prior prob­
abilities for the signal cross sections. System atic uncer­
tain ties and their correlations are taken  into account 
by in tegrating  over the signal acceptances, background 
yields, and in tegrated  lum inosity w ith G aussian priors for 
each system atic uncertainty. The final posterior proba­
bility  density is com puted as a function of the production 
cross section. For each analysis, we m easure the cross 
section using the position of the posterior density  peak 
and we take the 68% asym m etric interval about the peak 
as the uncerta in ty  on the m easurem ent.
We test the validity of the cross section m easure­
m ent procedure using six ensembles of pseudo-datasets 
selected from the full set of tb+ tqb signal and background 
events weighted to  represent their expected proportions. 
A Poisson d istribu tion  w ith a m ean equal to  the to ta l 
num ber of selected events is random ly sam pled to  deter­
mine the  num ber of events in each pseudo-dataset. Each 
ensemble has a different assum ed tb+ tqb cross section 
between 2 pb and 8 pb. No significant bias is seen in the 
m ean of the m easured cross sections for these ensembles.
The expected SM and m easured posterior probability  
densities for tb+ tqb are shown in Fig. 3 . We use the 
m easured posterior density d istribu tion  for tb+ tqb as 
shown in Fig. 3 and sim ilar d istributions for tqb and tb to  
make the following m easurem ents: <r(pp ^  tb +  X , tqb +  
X ) =  4.9 ±  1.4 pb, a(pp  ^  tqb +  X ) =  4.2—H  pb, and 
<r(pp ^  tb +  X ) =  1.0 ±  0.9 pb. These results are consis-
ten t w ith the SM expectations. The uncertainties include 
sta tistical and system atic com ponents combined. The 
d a ta  sta tistics contribute 1.2 pb to  the to ta l 1.4 pb uncer­
ta in ty  on the tb+tqb cross section.
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FIG. 3: Expected SM and measured Bayesian posterior prob­
ability densities for the tb+tqb cross section. The shaded 
regions indicate one standard deviation above and below the 
peak positions.
We assess how strongly this analysis rules out (or is 
expected to  rule out) the  background-only hypothesis by 
m easuring the probability  for the background to  fluc­
tu a te  up to  give the m easured (or SM) value of the 
tb+tqb cross section or greater. From  an ensemble of 
over 68,000 background-only pseudo-datasets, w ith all 
system atic uncertainties included, we find th a t the  back­
ground fluctuates up to  give the SM cross section of 
2.9 pb or greater 1.9% of the time, corresponding to  
an expected significance of 2.1 stan d ard  deviations (SD) 
for a G aussian d istribution. The probability  th a t the 
background fluctuates up to  produce the m easured cross 
section of 4.9 pb or greater is 0.035%, corresponding to  
a significance for our result of 3.4 SD. Using a second 
ensemble of pseudo-datasets which includes a SM tb+tqb 
signal w ith 2.9 pb cross section, w ith all system atic uncer­
tain ties included, we find the probability  to  m easure a 
cross section of a t least 4.9 pb to  be 11%.
We apply two alternative m ethods to  calculate tb+tqb 
discrim inants. The first technique calculates the prob­
ability  for each event to  be signal or background based 
on the leading-order m atrix  elem ent description of each 
process for tw o-jet and three-jet events [29]. I t takes as 
inpu t the four-m om enta of the reconstructed  objects and 
incorporates the b-tagging inform ation for each event. 
This is a powerful m ethod to  ex trac t the small signal 
because it encodes the kinem atic inform ation of the 
signal and background processes a t the parton  level. The 
probability  th a t the  background fluctuates up to  give the 
SM cross section or greater in the  m atrix  element analysis 
is 3.7% (1.8 SD). We m easure <r(pp ^  tb +  X , tqb +  X ) =  
4.6+15 pb. The probability  for the background to  fluc­
tu a te  up to  give a cross section of a t least 4.6 pb  is 0.21% 
(2.9 SD). The second alternative m ethod uses Bayesian 
neural networks [30] to  separate tb+ tqb signal from back­
ground. We tra in  the networks separately  for each anal­
ysis channel on a sample of signal events and on an equal­






7ground com ponents in their expected proportions, using 
24 inpu t variables (a subset of the  49 used in the boosted 
decision tree  analysis). Large num bers of networks are 
averaged, resulting in b e tte r separation th an  can be 
achieved w ith a single network. The probability  th a t the 
background fluctuates up to  give the SM cross section 
or greater in the  Bayesian neural network analysis is 
9.7% (1.3 SD). We m easure <r(pp ^  tb +  X , tqb +  X ) =  
5.0 ±  1.9 pb. The probability  for the  background to  fluc­
tu a te  up to  give a cross section of a t least 5.0 pb is 0.89% 
(2.4 SD).
The three analyses are correlated since they  use the 
same signal and background models and data , w ith 
alm ost the  same system atic uncertainties. We take the 
decision tree m easurem ent as our m ain result because 
th is m ethod has the  lowest a priori probability  for the 
background to  have fluctuated  up to  give the SM cross 
section or greater. T h a t is, we expect the decision tree 
analysis to  rule out the background-only hypothesis w ith 
g reatest significance.
We use the decision tree m easurem ent of the tb+ tqb 
cross section to  derive a first direct m easurem ent of the 
streng th  of the V —A coupling |Vtb/ L | in the  W tb vertex, 
where f L is an a rb itra ry  left-handed form factor [31]. 
We m easure |Vtbf L | =  1.3 ±  0.2. This m easurem ent 
assumes |Vtd |2 +  |Vts |2 ^  |Vtb|2 and a pure V —A and 
CP-conserving W tb interaction. Assuming in addition 
th a t f L =  1 and using a flat prior for |Vtb|2 from 0 to  1, 
we ob tain  0.68 <  |Vtb| <  1 a t 95% C.L. These m easure­
m ents make no assum ptions about the num ber of quark 
families or CKM  m atrix  unitarity .
To summarize, we have perform ed a search for single 
top  quark  production  using 0.9 fb— 1 of d a ta  collected 
by the D0 experim ent a t the Tevatron collider. We find 
an excess of events over the background prediction in 
the high discrim inant ou tp u t region and in terp re t it as 
evidence for single top  quark  production. The excess has 
a significance of 3.4 stan d ard  deviations. We use the 
boosted decision tree discrim inant ou tp u t d istributions 
to  make the first m easurem ent of the single top  quark 
cross section: <r(pp ^  tb +  X , tqb +  X ) =  4.9 ±  1.4 pb. 
We use th is cross section m easurem ent to  make the 
first direct m easurem ent of the  CKM  m atrix  element 
|Vtb| w ithout assum ing CKM m atrix  unitarity , and find 
0.68 <  |Vtb| <  1 a t 95% C.L.
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