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AN EMBEDDING OF THE MORSE BOUNDARY IN THE
MARTIN BOUNDARY
MATTHEW CORDES AND MATTHIEU DUSSAULE AND ILYA GEKHTMAN
Abstract. We construct a one-to-one continuous map from the Morse bound-
ary of a hierarchically hyperbolic group to its Martin boundary. This construc-
tion is based on deviation inequalities generalizing Ancona’s work on hyper-
bolic groups [4]. This provides a possibly new metrizable topology on the
Morse boundary of such groups. We also prove that the Morse boundary has
measure 0 with respect to the harmonic measure unless the group is hyperbolic.
1. Introduction
To any Gromov hyperbolic space can be associated a compactification obtained
by gluing asymptotic equivalence classes of geodesic rays [25]. This topological
space, called the Gromov boundary, is a quasi-isometry invariant and has therefore
been invaluable in studying algebraic, geometric, probabilistic and dynamical prop-
erties of hyperbolic groups, that is groups which act properly and cocompactly on
Gromov hyperbolic spaces.
A major theme in recent research in metric geometry and geometric group theory
has been studying various generalizations of hyperbolic groups which nevertheless
admit interesting actions on Gromov hyperbolic spaces. These include
(a) Weakly hyperbolic groups: groups which admit non-elementary actions on (pos-
sibly non proper) Gromov hyperbolic spaces.
(b) Acylindrically hyperbolic groups [39], [9], [37]: weakly hyperbolic groups which
admit a non-elementary action on a hyperbolic space satisfying a weakened dis-
continuity assumption called acylindricity. These include outer automorphism
groups of free groups, as well as the classes listed below.
(c) Hierarchically hyperbolic groups [6], [41]: a special class of weakly hyperbolic
groups admitting a nice combinatorial description. These include mapping class
groups, graph products such a right angled Artin and Coxeter groups, and finite
covolume Kleinian groups.
(d) Relatively hyperbolic groups [20], [10], [36], [16]: groups admitting geometri-
cally finite actions on proper geodesic Gromov hyperbolic spaces. These include
fundamental groups of finite volume negatively curved manifolds and free prod-
ucts of arbitrary finite collections of groups.
To better study these examples, one would like to associate to non-hyperbolic
spaces a quasi-isometry invariant bordification analogous to the Gromov boundary.
One such object is the given by the Morse boundary, which roughly encodes all
the hyperbolic directions. More precisely, following Cordes [14], given a function
N : [1,+∞)× [0,∞)→ [0,∞), a geodesic α in a metric space X is called N -Morse
if for every point x, y on α, any (λ, c) quasi-geodesic joining x to y stays within
N(λ, c) of α. The function N is called a Morse gauge.
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The N -Morse boundary of a metric space X , ∂NMX , is the set of equivalence
classes of Morse geodesic rays, where two N -Morse geodesic rays are declared to
be equivalent if they stay within bounded distance of each other. One can endow
the N -Morse boundary with a topology, mimicking the definition of the topology
on the Gromov boundary of a hyperbolic space X , that is, two equivalence classes
of geodesic rays are close in this topology if they fellow travel for a long time.
The Morse boundary of X , ∂MX , as a set, is the union of all the N -Morse bound-
aries. For CAT(0) spaces, it coincides with the contracting boundary introduced
by Charney and Sultan [13]. It is topologized with the direct limit topology over all
Morse gauges. The resulting topological space is a visibility space (i.e. every pair
of points in the Morse boundary can be joined by a bi-infinite Morse geodesic) and
it is invariant under quasi-isometry, see [14] for more details on all this. Moreover,
it is compact if and only if X is hyperbolic, see [35]. However, this topology is
not in general metrizable. However, one can also endow the Morse boundary with
a metrizable topology, called the Cashen–Mackay topology, see [11]. Whenever
the Morse boundary embeds as a set into a metrizable set Z, such as the visual
boundary of a CAT(0) space, it seems interesting to compare the Cashen–Mackay
topology with the induced topology from Z, see [26] for instance. We also refer to
[15] for many more properties of the Morse boundary.
A major stream in geometric group theory is devoted to studying to what extent
the algebraic and geometric properties of a group G determine the properties of
Markov chains on it, and conversely. One way to do this is to relate asymptotic
properties of random walks on a group to the dynamics of its action on some geo-
metric boundary Z. The goal of such an endeavor is often to show that typical
paths in G of the random walk generated by a probability measure µ converge to a
point in the geometric boundary Z and if possible, that G∪Z is in a measure theo-
retic sense the maximal bordification with this property. This provides a geometric
realization of (some quotient) of the Poisson boundary of the random walk and this
identification can in turn provide geometric information, see [31], [18], [19].
Our goal is to study the Morse boundary of Cayley graphs in this framework.
Unfortunately, for non-hyperbolic groups it is too small to be a model for the Pois-
son boundary: indeed as we will show, typical paths of the random walk do not
converge to points in the Morse boundary. Nevertheless, in this paper we connect
geometry and probability in a different way, by showing the Morse boundary em-
beds into a probabilistically defined topological space called the Martin boundary.
The Martin boundary is defined as follows. Consider a transient random walk on
a finitely generated group Γ. Let F (g, h) be the probability that a random path
starting at g ever reaches h. The expression dG(g, h) = − logF (g, h) defines a
(possibly asymmetric) metric on Γ called the Green metric. Its horofunction com-
pactification is called the Martin boundary, see [38]. We will give more details on
Poisson boundaries and Martin boundaries in Section 2.
Identifying the precise homeomorphism type of the Martin boundary is a diffi-
cult problem—in general different random walks on the same group can have wildly
different Martin boundaries, see [24]. It is therefore interesting to relate some geo-
metric property of a group Γ with Martin boundaries for large classes of random
walks on Γ. Ancona proved that for finitely supported random walks on hyper-
bolic groups, the Martin boundary is equivariantly homeomorphic to the Gromov
boundary. We prove a weaker result in a more general context.
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Recall that a relatively hyperbolic group is called non-elementary if its Bowditch
boundary, which is the limit set into the Gromov boundary of a hyperbolic space
X on which the group geometrically finitely acts by isometries, is infinite. Equiva-
lently, the action on X contains infinitely many independent loxodromic elements.
We also fix the following terminology for hierarchically hyperbolic groups. Recall
that such a group Γ is equipped with an index set S together with δ-hyperbolic
spaces (CW, dW ), W ∈ S (the constant δ is fixed). It is also equipped with projec-
tion maps πW : Γ → CW . Elements of S are called domains. The set of domains
S is endowed with a partial order with respect to which S is either empty or has
a unique maximal element S. The group Γ acylindrically acts on on this maximal
set CS. Whenever CS has unbounded diameter, this action is non-elementary and
so in particular, Γ is acylindrically hyperbolic. We will say in this situation that Γ
is a non-elementary hierarchically hyperbolic group.
Theorem 1.1. Let Γ be a non-elementary hierarchically hyperbolic group or a non-
elementary relatively hyperbolic group whose parabolic subgroups have empty Morse
boundary. Let µ be a probability measure on Γ whose finite support generates Γ as
a semi-group. Then, the identity map on Γ extends to an injective map Φ from
the Morse boundary to the Martin boundary which is continuous with respect to the
direct limit topology.
Indeed, in the proof of this theorem, we show that for each Morse gauge N , ∂NMΓ
topologically embeds in in the Martin boundary. Using some results from [14] we
get a corollary that sheds some light on the topology of the Martin boundary of the
mapping class group: For any n ≥ 2 there exists a surface of finite type S such that
∂µMCG(S) contains a topologically embedded (n− 1)-sphere, see Corollary 4.5.
Thus, the Morse boundary can be identified with a certain "canonical" subset of
the Martin boundary. For non-elementary relatively hyperbolic groups the corre-
sponding result follows from a stronger result of [23], but we provide another proof
in this paper. In Ancona’s identification of the Martin boundary of a random walk
on a hyperbolic group with the Gromov boundary, the main technical step is a
certain deviation inequality asserting that the Green metric is roughly (up to an
additive constant) additive along word geodesics. Namely, if g, h, w ∈ Γ are on a
word geodesic aligned in this order, then |dG(g, w)− dG(g, h)− dG(g, w)| < C for a
constant C depending only Γ and the random walk. In order to prove Theorem 1.1
we show that a similar inequality holds along Morse geodesics.
Theorem 1.2. Let Γ be a non-elementary hierarchically hyperbolic group or a non-
elementary relatively hyperbolic group whose parabolic subgroups have empty Morse
boundary. Let µ be a probability measure on Γ whose finite support generates Γ
as a semi-group. Then, for any Morse gauge N , there exists C such that for any
N -Morse geodesic α and for any points g, h, w ∈ α aligned in this order,
|dG(g, w)− dG(g, h)− dG(g, w)| < C.
We do not know in general if the map constructed in Theorem 1.1 is continuous
for the Cashen-Mackay topology. However, for relatively hyperbolic groups whose
parabolic subgroups have empty Morse boundary, it is a homeomorphism on its
image for this topology. Indeed, [11, Theorem 7.6] shows that the Morse boundary
endowed with this topology is embedded in the set of conical limit points in the
Bowditch boundary, which in turns is embedded in the Martin boundary using
results of [23]. This leads to the following question.
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Question. Let Γ be a non-elementary hierarchically hyperbolic group. Is the map
Φ a homeomorphism on its image for the Cashen–Mackay topology on the Morse
boundary ?
If this question has a negative answer, then we get a new metrizable topology on
the Morse boundary, coming from the Martin boundary, which can be interesting
in its own, at least from the perspective of random walks.
We also investigate the connection between the Morse boundary and the Poisson
boundary. We prove that the image of the Morse boundary can be seen a Borel
subset of the Martin boundary. We can thus measure the Morse boundary with
respect to the harmonic measure ν. We then prove the following.
Theorem 1.3. Let Γ be a non-elementary hierarchically hyperbolic group or a non-
elementary relatively hyperbolic group whose parabolic subgroups have empty Morse
boundary. Let µ be a probability measure on Γ whose finite support generates Γ
as a semi-group and let ν be the corresponding harmonic measure on the Martin
boundary. Then ν(∂MΓ) = 0 unless Γ is hyperbolic, in which case ν(∂MΓ) = 1.
Using results of Maher and Tiozzo [33], one could prove that the Morse bound-
ary can be embedded in another realization of the Poisson boundary, namely the
Gromov boundary of a space on which the group acyindrically acts. We want to
emphase that the Poisson boundary is a measure theoretical object and that we
could not a priori deduce from it that there exists a continuous map from the Morse
boundary to the Martin boundary.
Let us also mention the following. An acylindrically hyperbolic group Γ may
admit various non-elementary acylindrical actions on hyperbolic spaces. A fruitful
line of research initiated by Abbott [1] is to find the best possible one. Such an
action Γ y X is called universal if for any element g of Γ such that there exists
an acylindrical action of Γ for which g is loxodromic, the action of g on X also
is loxodromic. One can also introduce a partial order on cobounded acylindrical
actions, see [2]. When existing, a maximal action for this partial order is called
a largest acylindrical action. Any largest action is necessarily a universal action
and is unique. Abbott, Behrstock and Durham [3] proved that any non-elementary
hierarchically hyperbolic group admits a largest acylindrical action. More precisely,
they proposed a way to modify the hierarchical structure of the group so that the
action of Γ on CS is a largest acylindrical action, where S ∈ S is the maximal
domain. We will use this modified hierarchical structure in the following, see in
particular the discussion after Proposition 3.9.
Organization of the paper. In Section 2, we recall the precise definition of the
Poisson boundary and the Martin boundary and review known results about their
identifications with geometric boundaries.
Section 3 is devoted to the proof of Theorem 1.2. We first prove an enhanced
version of deviation inequalities in acylindrically hyperbolic groups obtained in [34].
These inequalities basically state the conclusions of Theorem 1.2 hold, provided that
x, y, z are well aligned in the hyperbolic space X on which the group acylindrically
acts. We then show that this condition is satisfied for any points x, y, z on a Morse
geodesic in a hierarchically hyperbolic group.
In Section 4, we use these inequalities to construct the map from the Morse
boundary to the Martin boundary and we prove Theorem 1.1. The construction,
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adapted from [27], uses a bit of potential theory. Once the map is constructed,
injectivity is proved exactly like in hyperbolic groups. On the other hand, the proof
of continuity is new and different, since the constant C in Theorem 1.2 depends on
the Morse gauge, while it is fixed for hyperbolic groups.
Finally, in Section 5, we prove Theorem 1.3. We actually give two proofs. The
first one basically only uses ergodicity of the harmonic measure and it seems it
could be adapted other contexts. However, it only works for symmetric random
walks, so we give a second proof which is a bit more specific but which does not
need such an assumption.
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2. Random walks and probabilistic boundaries
2.1. The Poisson boundary and the Martin boundary. Consider a finitely
generated group Γ and a probability measure µ on Γ. The random walk driven by
µ is defined as Xn = g1...gn, where gk are independent random variables following
the law of µ. We consider two probabilistic boundaries in this paper, the Poisson
boundary and the Martin boundary.
The Poisson boundary of a group Γ endowed with a probability measure µ is the
space of ergodic components for the time shift in the path-space of the associated
random walk [19], [31]. It is also isomorphic to a maximal measurable space en-
dowed with a stationary probability measure λ such that the random walk almost
surely converges in the measure theoretical sense to a point in the boundary, that
is, Xn · λ almost surely converges to a Dirac measure, see [29] and [22]. We em-
phasize that the Poisson boundary is a purely measure theoretical space, unlike the
topological Martin boundary, which we now define.
We introduced the Green metric in the introduction. Let us give more details
now. The Green function associated with µ is defined as
G(g, h) =
∑
n≥0
µ∗n(g−1h),
where µ∗n is the nth power of convolution of µ. Let F (g, h) = G(g,h)G(e,e) . Then, F (g, h)
is the probability of ever reaching h, starting the random walk at g, see for example
[44, Lemma 1.13 (b)]. The Green metric dG is then defined as
dG(g, h) = − logF (g, h).
When the measure µ is symmetric, this is indeed a distance, we refer to [8] for
more details, where this metric was first introduced. The triangle inequality can
be reformulated as
(1) F (g1, g2)F (g2, g3) ≤ F (g1, g3).
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In particular, for any g1, g2, g3, we have
(2) G(g1, g2)G(g2, g3) ≤ CG(g1, g3)
for some uniform constant C. Note that this inequality is always true, whether µ
is symmetric or not, since it only states that the probability of reaching g3 starting
at g1 is always bigger than the probability of first reaching g2 from g1, then g3 from
g2. The Martin boundary is then the horofunction boundary associated with the
Green metric dG on Γ. More precisely, introduce the Martin kernel K(·, ·) as
K(g, h) =
G(g, h)
G(e, h)
.
Then, the Martin compactification is a topological space Γ
µ
such that
(1) the space Γ endowed with the discrete topology is a dense and open space
in Γ
µ
,
(2) letting ∂µΓ = Γ
µ
\ Γ, a sequence gn of elements of Γ converges to a point
in Γ
µ
if and only if K(·, gn) converges pointwise to a function. If ξ is the
corresponding limit in ∂µΓ, we will write Kξ for the corresponding limit
function.
The complement ∂µΓ of Γ in the Martin compactification Γ
µ
is called the Martin
boundary. Both the Martin compactification and the Martin boundary are unique
up to homeomorphism. Moreover, they both are metrizable spaces. This definition
makes sense whether µ is symmetric or not and whether dG is a true distance or
not. We refer to [38] for a detailed construction.
One important aspect of the Poisson boundary and the Martin boundary is their
connection with harmonic functions. Recall that a function f : Γ → R is called
harmonic (with respect to µ) if for every g ∈ Γ,
f(g) =
∑
h∈Γ
µ(g−1h)f(h).
The following key theorem states that every positive harmonic function can be
represented as an integral on the Martin boundary.
Theorem (Martin representation theorem). [38, Theorem 4.1] Let Γ be a finitely
generated group with a probability measure µ and assume that the random walk
driven by µ is transient. For every positive harmonic function f on (Γ, µ), there
exists a borelian measure νf on ∂µΓ such that for every g ∈ Γ,
f(g) =
∫
Kξ(g)dνf (ξ).
In general, the measure νf is not unique. We restrict ourselves to the minimal
boundary to obtain uniqueness. A positive harmonic function f on (Γ, µ) is called
minimal if for every positive harmonic function f˜ satisfying f˜ ≤ Cf for some
constant C, f˜ = C′f for some constant C′. The minimal boundary is defined as
∂minµ Γ = {ξ ∈ ∂µΓ,Kξ is harmonic and minimal} .
Then, for every positive harmonic function f , one can choose the measure νf giving
full measure to ∂minµ Γ and in this case, νf is unique, see [38] for more details.
The main relation between the Poisson boundary and the Martin boundary is
as follows.
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Theorem. Let Γ be a finitely generated group with a probability measure µ and
assume that the random walk Xn driven by µ is transient. Then, the random walk
Xn almost surely converges to a point in the Martin boundary. Letting X∞ be
the corresponding limit, denote by ν the law of X∞ on ∂µΓ. Then, (∂µΓ, ν) is
isomorphic as a measured space to the Poisson boundary.
For more details on the connection between the two boundaries, we refer to the
survey [28], and in particular to [28, Section 2.2].
2.2. Comparing the boundaries. Trying to identify the Poisson or the Martin
boundary with a geometric boundary has been a fruitful line of research, initi-
ated by the work of Furstenberg [21], [22]. A landmark result in this direction is
the Kaimanovich criterion, stated in [29] which allows one to identify the Poisson
boundary for some classes of measures µ, see [29, Theorem 6.4] for more details.
This criterion applies in many situations. For any hyperbolic group Γ and any
probability measure µ, whose support generates Γ as a semi-group, the random
walk almost surely converges to a point in the Gromov boundary of Γ. When µ
has finite entropy and finite logarithmic first moment, one can use the Kaimanovich
criterion to prove that the Gromov boundary endowed with the corresponding limit
measure is a model for the Poisson boundary. More generally, Maher and Tiozzo
[33] proved that for any group Γ acting on a hyperbolic space X , for any non-
elementary probability measure µ on Γ, the image of the random walk in X almost
surely converges to a point in the Gromov boundary ∂X of X . Moreover, if the
action is acylindrical, they used the Kaimanovich criterion to prove that whenever
µ has finite entropy and finite logarithmic first moment, ∂X endowed with the
corresponding limit measure is a model for the Poisson boundary. In particular, for
all the groups we consider in this paper, the Poisson boundary is identified with a
geometric boundary, namely the Gromov boundary on any hyperbolic space X the
group acylindrically acts on.
On the other hand, as explained in the introduction, identifying the Martin
boundary is a much more difficult task. Ancona proved in [4] that for every hyper-
bolic group Γ and every probability measure µ whose finite support generates Γ as
a semi-group, the Martin boundary is homeomorphic to the Gromov boundary.
Recently, Gekhtman, Gerasimov, Potyagailo and Yang proved that for finitely
supported measures on a relatively hyperbolic group, the Martin boundary always
covers the Bowditch boundary [23]. The preimage of a conical limit point is always
reduced to a point and actually, conical limit points embed into the Martin bound-
ary. Note that whenever the parabolic subgroups have empty Morse boundary, the
Morse boundary of the group can be seen as a subset of conical limit points, so
results of [23] provide a more direct proof of our result in this context.
It is expected that the Martin boundary is bigger than the Bowditch boundary
and that the preimage of a parabolic limit point is the Martin boundary of the in-
duced walk on the corresponding parabolic subgroup. This is proved for hyperbolic
groups with respect to virtually abelian groups in [17].
To the authors’ knowledge, not much is known in general about the Martin
boundary of a hierarchically hyperbolic group, even for mapping class groups. Note
however that Kaimanovich and Masur [30] used the Kaimanovich criterion to show
that Thurston’s PMF boundary of Teichmüller space is a model for the Poisson
boundary of the mapping class group, and the stationary measure therein gives full
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weight to endpoints inside the PMF boundary of Teichmüller geodesics recurring
to a fixed subset of Teichmüleer space. It seems reasonable to conjecture that this
set of recurrent foliations (which may be considered the direct analogue of conical
limit points for relatively hyperbolic groups) can be embedded into the Martin
boundary, which would provide a direct proof that the Morse boundary embeds
into the Martin boundary in this context. Our result can be viewed as a small step
in this direction.
3. Deviation inequalities
3.1. Global-Ancona inequalities in acylindrically hyperbolic groups. Con-
sider a finitely generated group Γ acting acylindrically on a hyperbolic space X . If
S is a finite generating set for Γ, write dS for the word distance associated with
S or simply d whenever S is fixed. Also, given the choice of a fixed point o ∈ X ,
write dX for the induced distance in Γ, that is dX(g, h) = dX(g · o, h · o). A finite
sequence α = g1, ..., gn of points in Γ is called a path if g
−1
i gi+1 ∈ S for each i. It’s
length in the word metric induced by (Γ, S) will be denoted lΓ(α).
Recall the following definition from [34].
Definition 3.1. Fix a finite generating set S for Γ and let g, h ∈ Γ and α be a
dS word geodesic from g to h. Let T, S ≥ 1. Then, a point p on α is called a
(T, S)-linear progress point if for every p1, p2 on α such that p1, p, p2 are aligned in
this order and such that d(p, p1) ≥ S, d(p, p2) ≥ S, we have
d(p1, p2) ≤ TdX(p1, p2).
Whenever f and g are two functions such that there exists C such that 1C f ≤ g ≤
Cf , we write f ≍ g. When the implied constant C depends on some parameters,
we will avoid this notation, except if the dependency is clear from the context.
Also, whenever there exists C such that f ≤ Cg, we will write f . g. Ancona
inequalities were stated using the Green metric in the introduction, but notice that
one can reformulate them as follows. If Γ is Gromov hyperbolic, then for any x, y, z
aligned on a geodesic, we have
(3) G(x, z) ≍ G(x, y)G(y, z).
Our goal in this section is to prove Ancona-type inequalities for linear progress
points on a word-geodesic.
We first introduce some notations. We consider a trajectory for the random walk
β = (β0, ..., βn) of length n. We write
W (β) = µ(β−10 β1)...µ(β
−1
n−1βn)
and we call W (β) the weight of the trajectory β. Also, given a collection T of
trajectories for the random walk, we write
W (T ) =
∑
β∈T
W (β).
In particular, letting Tn(g, h) be the collection of trajectories of length n from g to
h, we can rewrite the Green function from g to h as
G(g, h) =
∑
n≥0
W (Tn(g, h)).
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Also, for a subset A of Γ, we denote by G(g, h;A) the contribution to G(g, h) of
trajectories all of whose points lie in A, with the possible exception of the endpoints.
In other words,
G(g, h;A) = δg,h +
∑
n≥1
∑
g1,...,gn−1∈A
µ(g−1g1)µ(g
−1
1 g2)...µ(g
−1
n−1h),
where δg,h = 0 if g 6= h and δg,h = 1 if g = h.
Proposition 3.2. Let Γ be a finitely generated acting acylindrically on a hyperbolic
space X. For every T, S ≥ 1 and every ǫ > 0 , there exists C1 ≥ 0 such that the
following holds. Let g, h ∈ Γ and let α be a geodesic connecting g to h. Let p be a
(T, S)-linear progress point on α. Then,
G(g, h;BC1S(p)
c) ≤ ǫG(g, h).
We will need the following geometric lemma.
Lemma 3.3. [34, Proposition 10.4] Let Γ be a finitely generated group with a fixed
finite generating set. Assume that Γ acts acylindrically on a hyperbolic space X.
For any L, there exist a constant C and a diverging function ρ : R+ → R+ such
that the following holds. Let α1 and α2 be two L-Lipschitz paths in the Cayley graph
of Γ. Write g1, h1, respectively g2, h2 the endpoints of α1, respectively α2. Then,
max{lΓ(α1), lΓ(α2)} ≥
(
dX(g1, h1)− dX(g1, g2)− dX(h1, h2)− C
)
ρ(dΓ(α1, α2)).
We can now prove Proposition 3.2, which is a refinement of [34, Lemma 12.3].
Looking carefully, one can see that our statement is actually proven there. We still
rewrite the complete proof for convenience.
Proof. We first introduce some notations. Recall that the support of µ is finite,
so there exists 0 < q < 1 such that for any trajectory β of the random walk of
length n, we have W (β) ≥ qn. Also recall that the support of µ generates Γ as
a semi-group. In particular, there exists Λ such that a trajectory for the random
walk of minimal length connecting points at distance l has length at most Λl. Since
Γ is non-amenable, the spectral radius of the random walk, which is the radius of
convergence of the Green function is bigger than 1, see [32]. Hence, there exists
θ < 1 such that for any g ∈ G, for any n, µ∗n(g) ≤ θn. In particular, given g, h ∈ Γ,
G(g, h) =
∑
n≥0
µ∗n(g−1h) =
∑
n≥Λd(g,h)
µ∗n(g−1h) ≤ KθΛd(g,h)
for someK. More generally, if g and h are fixed and if β is a collection of trajectories
for the random walk from g to h of length at least n0, we have
(4) W (β) ≤ Kθn0 .
Finally, since Γ has at most exponential growth, there exists v such that for any R
the cardinality of a ball of radius R is at most evR.
We will need to use three constants N , C0 and C1. To make it easier to un-
derstand, we explain now how we choose these constants. We will choose N large
enough, that will only depend on the random walk (precisely, it will depend on θ
and on Λ). We will then choose C0 that will depend on N and T . Finally we will
choose C1 that will depend on N , C0, S, T and ǫ.
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Precisely, we choose N such that θN/qΛ ≤ 1/2. We then choose C0 such that
ρ(t) ≥ 2NT for every t ≥ C0, where the function ρ is given by Lemma 3.3. We also
assume that C0 ≥ 2Λ. Finally, we choose C1 such that the following conditions
hold. First, C1 ≥ 3C0 and then for every t ≥ 2C1S − 4C0S, we have
(a) t− 2C0 ≥
t
2 + T (2C0S + C), where C is the constant given by Lemma 3.3,
(b) t+ 2C0S ≤ 2t,
(c) q−4ΛC0Se2vΛC0S2−t ≤ ǫK , where K is the constant in (4).
Let g, h, p be as in the statement of the proposition. Given any trajectory β for
the random walk from g to h that avoids a large ball around p, we first construct
a long sub-trajectory γ as follows. Let β = (w0, ..., wn), w0 = g and wn = h and
assume that β avoids the ball of radius C1S centered around p. Consider the last
point g′ on the trajectory β which is within a distance at most C0S from a point
g′′ on the geodesic α and such that g, g′′ and p are aligned in this order. Similarly,
consider the first point h′ on β after g’ which is within a distance at most C0S from
a point h′′ on α, where p, h′′ and h are aligned in this order.
Let γ be the sub-trajectory of β starting at g′ and ending at h′. Notice that
g′ 6= h′. Indeed, a point g0 on β cannot be simultaneously C0S-close to points g1,
respectively g2, on the geodesic α such that g, g1, p, respectively p, g2, h are aligned
in this order. Otherwise, one would have
d(g0, p) ≤ d(g0, g1) + d(g1, p) ≤ C0S + d(g1, g2) ≤ 3C0S < C1S,
which is a contradiction since β stays outside BC1S(p). Also, γ only intersects the
C0S-neighborhood of the geodesic α at g
′ and h′. Indeed if one point g0 of γ was
C0S-close to α, then there would be a point g1 on α with d(g0, g1) ≤ C0S. If g, g1, p
were aligned in this order, this would contradict the definition of g′. If not, this
would contradict the definition of h′.
g h
α
p
g′ h′
g′′ h′′
γ
C0S
C1S
Denote by l(γ) the length of γ in Γ. Then, Lemma 3.3 shows that
(5) max(l(γ), d(g′′, h′′)) ≥ (dX(g
′′, h′′)− dX(g
′, g′′)− dX(h
′, h′′)− C)ρ(C0S).
Note that d(g′, h′) ≥ d(g′′, h′′) − 2C0S and since g′′, p, h′′ are aligned in this
order,
d(g′, h′) ≥ d(g′′, p) + d(p, h′′)− 2C0S ≥ d(g
′, p) + d(h′, p)− 4C0S
so finally
d(g′, h′) ≥ 2C1S − 4C0S.
In particular, according to Condition (a) above,
d(g′, h′)− 2C0
T
≥
d(g′, h′)
2T
+ 2C0S + C.
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Since p is a (T, S)-linear progress point,
dX(g
′′, h′′) ≥
d(g′′, h′′)
T
≥
d(g′, h′)− 2C0S
T
≥
d(g′, h′)
2T
+ 2C0S + C.
Since dX(·, ·) ≤ d(·, ·) and d(g′, g′′) ≤ C0S, d(h′, h′′) ≤ C0S, (5) yields
max(l(γ), d(g′′, h′′)) ≥
d(g′, h′)
2T
ρ(C0S).
According to the condition defining C0, we get
max(l(γ), d(g′′, h′′)) ≥ Nd(g′, h′).
Finally, notice that d(g′′, h′′) ≤ d(g′, h′) + 2C0S so Condition (b) above shows that
d(g′′, h′′) ≤ 2d(g′, h′) and so d(g′′, h′′) < Nd(g′, h′). We thus get
(6) l(γ) ≥ Nd(g′, h′) ≥ N(2C1S − 4C0S).
We now construct a trajectory βˆ for the random walk that will replace β as
follows. Consider a trajectory γˆ1 of minimal length from g
′ to the geodesic α and
denote by gˆ′ the endpoint of this trajectory on α. Similarly, consider a trajectory
γˆ2 of minimal length from α to h
′ with initial point hˆ′. Note that one can find
a trajectory from g′ to g′′ of length at most ΛC0S and similarly with h
′ and h′′,
so that in particular d(g′, gˆ′) ≤ ΛC0S and d(h
′, hˆ′) ≤ ΛC0S. Also, gˆ
′, p and hˆ′
are aligned in this order. Now, consider trajectories of minimal length connecting
successive points on the sub-geodesic of α from gˆ′ to hˆ′ and denote by γˆ3 the
concatenation of these trajectories. Denote by γˆ the concatenation of γˆ1, γˆ3 and
γˆ2. Then, γˆ is a trajectory for the random walk starting at g
′ that joins the geodesic
α, roughly follows it and then goes to h′. Notice that γˆ stays in the Λ-neighborhood
of α. Finally, let βˆ be the concatenation of the sub-trajectory βˆ1 from g to g
′, the
trajectory γˆ and the sub-trajectory βˆ2 from h
′ to h.
g hp
g′ h′
gˆ′ hˆ′
βˆ1 γˆ βˆ2
This construction defines a map Ψ : β 7→ βˆ. To conclude, we just need to see
that the total weight of the preimage of a trajectory βˆ under this map is small,
compared to the weight of βˆ.
Precisely, let βˆ be a trajectory for the random walk constructed as above and let
β be such that Ψ(β) = βˆ. Then, β is the concatenation of the sub-trajectory βˆ1 of
βˆ from g to some g′, a trajectory that avoids BC1S(p) from g
′ to some h′ and the
sub-trajectory βˆ2 of βˆ from h
′ to h. Moreover, gˆ′ and hˆ′ are completely determined
by βˆ. Indeed, since C0S ≥ 2Λ, these points coincide with the last points on βˆ
around p that intersect α before the trajectory leaves the 2Λ-neighborhood of α.
Also, recall that d(g′, gˆ′) ≤ ΛC0S and d(h
′, hˆ′) ≤ ΛC0S. Finally, once g
′ and h′ are
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fixed, βˆ1 and βˆ2 are completely determined. Letting Tβˆ be the collection preimages
of βˆ, this proves that
W (Tβˆ) ≤
∑
g′∈BΛC0S(gˆ
′)
∑
h′∈CΛC0S(hˆ
′)
W (βˆ1)G(g
′, h′;BC1S(p)
c)W (βˆ2).
According to (6), the length of the subtrajectory γ of β from g′ to h′ is at least
Nd(g′, h′), so that (4) shows that
G(g′, h′;BC1S(p)
c) ≤ KθNd(g
′,h′).
On the other hand, the sub-trajectory γˆ of βˆ from g′ to h′ has length at most
Λd(g′, h′) + 4ΛC0S, so that
W (βˆ) ≥W (βˆ1)W (βˆ2)q
Λd(g′,h′)+4ΛC0S
and so
W (Tβˆ) ≤
∑
g′∈BΛC0S(gˆ
′)
∑
h′∈BΛC0S(hˆ
′)
W (βˆ)KθNd(g
′,h′)q−Λd(g
′,h′)−4ΛC0S .
According to the condition defining N ,
θNd(g
′,h′)q−Λd(g
′,h′)−4ΛC0S ≤ 2−d(g
′,h′)q−4ΛC0S
and since d(g′, h′) ≥ 2C1S − 4C0S, Condition (c) above shows that
2−d(g
′,h′) ≤ q4ΛC0Se−2vΛC0S
ǫ
K
.
Since the balls BΛC0S(gˆ
′) and BΛC0S(hˆ
′) have cardinality at most evΛC0S , we get
W (Tβˆ) ≤W (βˆ)e
2vΛC0SKq−4ΛC0Sq4ΛC0Se−2vΛC0S
ǫ
K
= ǫW (βˆ).
This concludes the proof. 
Corollary 3.4. Let Γ be a finitely generated acting acylindrically on a hyperbolic
space X. For every T, S ≥ 1 there exists C ≥ 1 such that the following holds. Let
g, h ∈ Γ and let α be a geodesic connecting g to h. Let p be a (T, S)-linear progress
point on α. Then,
1
C
G(g, p)G(p, h) ≤ G(g, h) ≤ CG(g, p)G(p, h).
Proof. Let T, S ≥ 1 and let p be a (T, S)-linear progress point on a geodesic α
joining g to h. Then, Proposition 3.2 shows there exists R ≥ 0 such that
G(g, h;BR(p)
c) ≤
1
2
G(g, h).
Decomposing a trajectory for the random walk from g to h according to its first
visit to BR(p), we get
G(g, h) = G(g, h;BR(p)
c) +
∑
q∈BR(p)
G(g, q;BR(p))G(q, h)
so that
G(g, h) ≤ 2
∑
q∈BR(p)
G(g, q)G(q, h).
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Since q is within R of p, there exists a constant C depending only on R such that
G(g, q) ≤ CG(g, p) and G(q, h) ≤ CG(p, h). We thus get
G(g, h) ≤ 2CCard(BR(e))G(g, p)G(p, h).
This proves one of the two inequalities. According to (2), the other inequality is
always satisfied, whether p is linear progress point on α or not. This concludes the
proof. 
3.2. Morse-Ancona inequalities in HHGs. We will use in this section the re-
sults of Abbott, Behrstock and Durham [3]. For any non-elementary hierarchically
hyperbolic group Γ, they construct a special hierarchical structure, which has nice
properties. In particular, the action of Γ on the underlying space CS is a largest
acylindrical action, where S is the maximal domain in S. When we consider a
hierarchically hyperbolic group, we will always implicitly consider this hierarchical
structure and we will always implicitly consider this acylindrical action on CS.
Proposition 3.5. Let Γ be a non-elementary hierarchically hyperbolic group. For
every Morse gauge N , there exists S, T such that the following holds. Let α be an
N -Morse geodesic. Then any point on α is a (T, S)-linear progress point.
To prove this proposition, we will use the following result. Recall the following
definition from [3].
Definition 3.6. Let (X,S) be a hierarchically hyperbolic space with maximal do-
main S ∈ S. Let Y ⊂ X and D > 0. We say that Y has D-bounded projection if
for every U ∈ S \ {S}, we have diamU (Y ) < D.
Proposition 3.7. [3, Theorem E] Let Γ be a non-elementary hierarchically hy-
perbolic group. A geodesic α in Γ is N -Morse if and only if it has D-bounded
projections, where N and D determine each other.
Actually, Abbott, Behrstock and Durham prove in [3, Theorem E] that for every
D there exists an N such that the conclusion of this proposition holds, so they
only prove there that D determines N . However, the fact that N determines D is
contained in the discussion in [3, Section 6]. Roughly speaking, it is a consequence
of the fact that contracting implies stability. Also, projections of infinite Morse
geodesics on product regions is well defined, according to [3, Lemma 6.5] and the
same result holds for infinite Morse geodesics.
We can now prove Proposition 3.5.
Proof. Let N be a Morse gauge and let α be an N -Morse geodesic. Then, α
has D-bounded projections for some D that only depends on N . Let p be any
point on α and let q1, q2 be two points on α such that q1, p, q2 are aligned in this
order. Let s ≥ D. Recall that for two real numbers t, s {{t}}s = 0 if t ≤ s and
{{t}}s = t otherwise. The distance formula (see [7]) shows that there exists K,C
only depending on D (thus only depending on N) such that
d(q1, q2) ≤ K
∑
U∈S
{{dU (q1, q2)}}s + C.
Since s ≥ D and α has D-bounded projections,
d(q1, q2) ≤ KdS(q1, q2) + C.
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Choose S = C and T = 2K. Assuming that d(qi, p) ≥ S, we have C ≤
1
2d(q1, q2),
so that
d(q1, q2) ≤ TdS(q1, q2),
which concludes the proof. 
We now prove the same result for relatively hyperbolic groups. We first prove
the following. Recall that a non-elementary relatively hyperbolic acylindrically acts
on the graph obtained coning-off the parabolic subgroups, see [37, Proposition 5.2].
Lemma 3.8. Let Γ be a relatively hyperbolic group whose parabolic subgroups have
empty Morse boundary. A geodesic α in Γ is N -Morse if and only if it has D-
bounded projections on parabolic subgroups, where D and N determine each other.
This lemma is a consequence of results in [43, Section 5], although it is not stated
like that there, so we give the proof for convenience.
Proof. Since the parabolic subgroups have empty Morse boundary, for fixed N ,
there cannot be arbitrarily large N -Morse geodesics starting at the same point.
Otherwise, one could extract a sub-sequence of these N -Morse geodesics, using the
Arzelà-Ascoli theorem to construct a geodesic ray, like in the proof of [14, Corol-
lary 1.4] and according to [14, Lemma 2.10], this resulting geodesic ray would be N -
Morse. Since parabolic subgroups quasi-isometrically embed in Γ, [14, Lemma 2.9]
shows that a N -Morse geodesic in the group Γ stays within a bounded distance
of a N ′-Morse geodesic in the parabolic group. Thus, there cannot be N -Morse
geodesics in Γ starting at a fixed base-point and travelling arbitrarily long in par-
abolic subgroups.
Conversely, let α be a geodesic with D-bounded projections on parabolic sub-
groups. Let p1, p2 be two points on α and let β be a (λ, c)-quasi-geodesic from p1
to p2. We want to prove that any point of β is within N of a point of α, where N
only depends of λ and c. Recall that the M -saturation of α is the union of α and
all left cosets of parabolic subgroups whose M -neighborhood intersects α. First,
according to [16, Theorem 1.12 (1)], any point x on β is within M1 of a point in
the M0-saturation of α, where M0 and M1 only depends on λ and c (actually, M0
does not even depend on those parameters, but ony on the group). We just need to
deal with the case where x is within M1 of a point y in some left coset gP , where
P is a parabolic subgroup and such that α enters the M0-neighborhood of gP . Let
M2 = max(M0,M1) so that both α and β enter the M2-neighborhood of gP that
we denote by NM2(gP ). Let α1 and α2, respectively β1 and β2 be the first and last
points in NM2(gP ) for α, respectively β. Then, according to [40, Lemma 1.13 (a)],
α1 and β1 are within a bounded distance, say Λ, of the projection q1 of p1 on gP .
Similarly, α2 and β2 are within Λ of the projection q2 of p2 on gP . Again, Λ only
depends on λ and c. Since α has D-bounded projections, d(q1, q2) ≤ D and so
the distance between β1 and β2 is bounded. In particular, since β is a (λ, c)-quasi-
geodesic, the distance between x and β1 is bounded. Finally, d(β1, α1) ≤ 2Λ, so
the distance between x and α1 is bounded and the bound only depends on λ and
c. This concludes the proof. 
We deduce the following from Lemma 3.8 and from the distance formula given
by [40, Theorem 0.1], exactly like we deduced Proposition 3.5 from Proposition 3.7
and the distance formula in hierarchically hyperbolic groups.
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Proposition 3.9. Let Γ be a non-elementary relatively hyperbolic groups, whose
parabolic subgroups have empty Morse boundaries. For every Morse gauge N , there
exists S, T such that the following holds. Let α be an N -Morse geodesic. Then any
point on α is a (T, S)-linear progress point.
Let us briefly explain why we needed to work with hierarchically hyperbolic and
relatively hyperbolic groups and not any acylindrically hyperbolic groups to get
these results. This will also explain why we needed to use the modified hierarchical
structure from [3]. Consider the free group Γ with two generators a and b. Then,
Γ is hyperbolic so that every geodesic is N -Morse for some fixed Morse gauge N .
Also, Γ is hyperbolic relative to the subgroup generated by a so it acylindrically
acts on the graph obtained by coning-off this particular subgroup. Choose now
a geodesic α in Γ travelling arbitrarily long in 〈a〉 so that e is not a (T, S)-linear
progress point on α, whereas this geodesic is N -Morse. One can make e a (T, S)-
linear progress point by considering the acylindrical action on the Cayley graph of
Γ, so the apparent contradiction with our result comes from the fact that the first
acylindrical action was not a largest one.
We deduce the following from Propositions 3.5 and 3.9 and from Proposition 3.2.
Proposition 3.10. Let Γ be a non-elementary hierarchically hyperbolic group or
a non-elementary relatively hyperbolic group whose parabolic subgroups have empty
Morse boundary. Let µ be a probability measure on Γ whose finite support generates
Γ as a semi-group. Let N be a Morse gauge. Then, for any ǫ > 0, there exists R > 0
such that the following hold. Let α be an N -Morse geodesic and let x, y, z be three
points in this order on α. Then,
G(x, z;BR(y)
c) ≤ ǫG(x, z).
Finally, Theorem 1.2 is a consequence of Proposition 3.10, in the same way that
Corollary 3.4 was a consequence of Proposition 3.2.
4. A map from the Morse boundary to the Martin boundary
We consider a finitely generated group Γ ans we assume that Γ either is non-
elementary hierarchically hyperbolic or non-elementary relatively hyperbolic whose
parabolic subgroups have empty Morse boundaries. We also consider a probability
measure µ whose finite support generates Γ as a semi-group. We now construct a
map from the Morse boundary to the Martin boundary. We follow the strategy of
[27] and use deviation inequalities to prove that whenever gn is a sequence on a
Morse geodesic going to infinity, then gn converges to some minimal point ξ in the
Martin boundary.
4.1. Construction of the map. In the following, we fix x in the Morse boundary
∂MΓ and we fix two Morse geodesic rays α and α
′, starting at e and such that
[α] = [α′] = x.
Lemma 4.1. Let gn be a sequence on α that converges to x and that converges to
some point ξ in the Martin boundary ∂µΓ. Then ξ is minimal.
Proof. Up to taking a sub-sequence, we can assume for simplicity that gn is an
increasing sequence, meaning that d(e, gn) > d(e, gm) if n > m. We denote by Kξ
the limit of K(·, gn). Let Hξ be the set of positive harmonic functions h such that
supg∈Γ
h(g)
Kξ(g)
= 1. The only thing to prove is that Hξ = {Kξ}.
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Recall that whenever f and g are two functions such that there exists C such
that 1C f ≤ g ≤ Cf , we write f ≍ g. Since the gn all lie on a Morse geodesic,
Theorem 1.2 shows that if m < n, then G(e, gn) ≍ G(e, gm)G(gm, gn), so that
K(gm, gn) ≍
1
G(e,gm)
and thus, for all g ∈ Γ, G(g, gm)K(gm, gn) ≍ K(g, gm). Fixing
m and letting n tend to infinity, we thus have
(7) G(g, gm)Kξ(gm) ≍ K(g, gm).
Letting g, g′ ∈ Γ, recall that F (g, g′) denotes the probability of ever reaching
g′, starting the random walk at g. Also recall that F (g, g′)G(e, e) = G(g, g′) (see
also [44, Lemma 1.13 (b)]). Then, (1) shows that G(g, g′′) ≥ F (g, g′)G(g′, g′′) for
any g′′. Letting g′′ tend to infinity, we see that for any ζ in the Martin boundary,
Kζ(g) ≥ F (g, g′)Kζ(g′). Thus, the Martin representation Theorem shows that any
positive harmonic function h satisfies
h(g) ≥ F (g, g′)h(g′).
Combining this inequality with (7), we obtain that there exists C ≥ 1 such that if
h is a positive harmonic function, then
(8) ∀m, ∀g ∈ Γ, h(g) ≥
1
C
K(g, gm)
h(gm)
Kξ(gm)
.
We now argue by contradiction to prove that Hξ = {Kξ} and consider h ∈ Hξ
such that h 6= Kξ. Then, h ≤ Kξ so that h′ = Kξ − h also is harmonic and
non-negative. Moreover, by harmonicity, if it vanishes at some point, it vanishes
everywhere, so h′ is in fact positive (see [44, (1.15)]). We can thus apply (8) to h′
to get
(9) ∀g ∈ Γ, h′(g) ≥
1
C
Kξ(g)lim sup
m→∞
h′(gm)
Kξ(gm)
.
Since h ∈ Hξ, by definition infg∈Γ
h′(g)
Kξ(g)
= 0, so that (9) yields
lim
m→∞
h′(gm)
Kξ(gm)
= 0,
hence
lim
m→∞
h(gm)
Kξ(gm)
= 1.
We again use (8), but this time applied to h itself and we let m tend to infinity to
obtain
(10) ∀g ∈ Γ, h(g) ≥
1
C
Kξ(g).
Note that we necessarily have C ≥ 1. If C = 1, then h(g) ≥ Kξ(g) and since
h ∈ Hξ, we in fact have h = Kξ, which is a contradiction. Otherwise
1
C < 1 and
we define Cn =
1
C
∑n
k=0(1 −
1
C )
k = 1 − (1 − 1C )
n+1. We prove by induction that
for all n, h ≥ CnKξ. The case n = 0 is (10). If the inequality is satisfied at n, the
function hn =
1
1−Cn
(h− CnKξ) also is in Hξ and we can apply (10) to get that
hn ≥
1
C
Kξ,
so that
h ≥ CnKξ +
1
C
(1− Cn)Kξ = Cn+1Kξ.
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Letting n tend to infinity, we thus have h ≥ Kξ, which is again a contradiction. 
In other words, the closure of α in the Martin boundary is contained in the
minimal Martin boundary. We need this a priori minimality to prove the following
lemma.
Lemma 4.2. Let gn be a sequence on α, converging to x in the Morse boundary and
converging to ξ in the Martin boundary. Let g′n be a sequence on α
′, also converging
to x in the Morse boundary and converging to ξ′ in the Martin boundary. Then,
ξ = ξ′.
Proof. We fix m. Since α and α′ are asymptotic geodesics, there exists a point g˜m
on α′ within a uniformly bounded distance from gm. In particular, for any g ∈ Γ
G(g, g˜m) ≍ G(g, gm) and G(g˜m, g) ≍ G(gm, g). Since the Morse gauges of α and α′
are fixed, we can use Theorem 1.2 and show that if n is large enough, then
G(e, g′n) ≍ G(e, g˜m)G(g˜m, g
′
n) ≍ G(e, gm)G(gm, g
′
n)
and
G(e, gn) ≍ G(e, gm)G(gm, gn).
In particular, K(gm, g
′
n) ≍
1
G(e,gm)
≍ K(gm, gn). Letting n tend to infinity, we thus
have
(11) ∀m,Kξ(gm) ≍ Kξ′(gm).
We now argue by contradiction to prove that ξ = ξ′. First, Lemma 4.1 shows
that both Kξ and Kξ′ are minimal harmonic functions. Thus, if we assume that
ξ 6= ξ′, [5, Lemma 1.7] shows that
Kξ′(gm)
Kξ(gm)
converges to 0, when m tends to infinity.
We thus get a contradiction with (11), so that ξ = ξ′. 
We can define a map Φ from the Morse boundary to the Martin boundary,
sending a point x to the unique point ξ in the closure of α in the Martin boundary,
where α is any Morse geodesic such that [α] = x. Uniqueness is given by Lemma 4.2,
which also shows that ξ does not depend on the choice of α. Lemma 4.1 shows that
ξ is minimal. We also denote by ΦN the restriction of Φ to the N -Morse boundary.
4.2. Injectivity. We prove the following here.
Proposition 4.3. The map Φ is one-to-one.
Proof. Let [α] and [α′] be two points in the Morse boundary. Up to taking the
maximum of the two Morse gauges, we can assume that α and α′ are two N -Morse
geodesic rays, starting at e, for some fixed N . Let ξ = Φ(α) and ξ′ = Φ(α′) and
let gn be a sequence on α that converges to ξ ∈ ∂µΓ and g′n a sequence on α
′
that converges to ξ′ ∈ ∂µΓ. We will prove that Kξ(gm) tends to infinity, whereas
Kξ′(gm) converges to 0, when m tends to infinity.
Let m ≤ n. Theorem 1.2 shows that G(e, gn) ≤ CG(e, gm)G(gm, gn) for some
fixed C ≥ 0. Thus, K(gm, gn) ≥
1
C
1
G(e,gm)
. Letting n tend to infinity, we see that
Kξ(gm) ≥
1
C
1
G(e,gm)
. Since gm tends to infinity, G(e, gm) converges to 0. This
proves that Kξ(gm) tends to infinity.
Now, let βm,n be a geodesic from γm to γ
′
n. According to [14, Lemma 2.3], βm,n is
N ′-Morse for some N ′ that only depends on N . Since Morse triangles are thin (see
[12, Lemma 2.3]), βm,n passes within a uniformly bounded distance of e. Using
again Theorem 1.2, there exists C′ such that G(gm, g
′
n) ≤ C
′G(gm, e)G(e, g
′
n).
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Thus, K(gm, g
′
n) ≤ C
′G(gm, e) and so Kξ′(gm) ≤ C′G(gm, e). Again, G(gm, e)
converges to 0, hence so does Kξ′(gm).
Consequently, we can find m such that Kξ(gm) 6= Kξ′(gm), so that ξ 6= ξ′. 
4.3. Continuity. Recall that we can endow the N -Morse boundary with a topol-
ogy so that convergence is defined as follows. A sequence xn ∈ ∂NM,eΓ converges to
x ∈ ∂NM,eΓ if there exists N -Morse geodesic rays αn with αn(0) = e and [αn] = xn,
such that every sub-sequence of αn contains a sub-sequence that converges uni-
formly on compact sets to a geodesic ray α with [α] = x, see [14] for more details.
Proposition 4.4. Let N be a Morse gauge. The map ΦN : ∂
N
M,eΓ → ∂µΓ is a
topological embedding.
Proof. Let xn converge to x in ∂
N
M,eΓ and ξn = ΦN(xn), ξ = ΦN (x). Let αn be
Morse geodesics starting at e as above, that is, from every subsequence of αn, one
can extract a sub-sequence that converges to some N -Morse geodesic α, uniformly
on compact sets and where [αn] = xn, [α] = x. We want to prove that ξn converges
to ξ. Since the Martin boundary is compact, we only have to prove that ξ is the
only limit point of ξn. We first take a sub-sequence ασ1(n) such that that ξσ1(n)
converges to some ξ′ and we now prove that ξ′ = ξ. We already know that ξ is
minimal, so we only have to prove that Kξ′ ≤ Kξ.
We take a sub-sub-sequence ασ2(n) and we take α respectively representing xσ2(n)
and x, such that ασ2(n) converges to α, uniformly on compact sets. For simplicity,
we write αn = ασ2(n). Then, there is a sequence of points gn on α going to infinity
such that the geodesic αn fellow travels with α up to gn.
Let g ∈ Γ. We want to prove thatKξ′(g) ≤ Kξ(g). According to [14, Lemma 2.8],
one can find an N ′-Morse geodesic β, starting at g, which is asymptotic to α, with
N ′ that only depends on N and g. Similarly, one can find N ′-Morse geodesics
βn, starting at g and asymptotic to αn. Recall that Morse triangles are thin, see
[12, Lemma 2.3]. Thus, β eventually lies a bounded distance away from α. More
precisely, the geodesic β roughly travels from g to its projection gˆ on α and then
fellow travel with α. Similarly, for large enough n, the geodesics βn roughly travel
from g to gˆ, then fellow travel with α up to gn and then fellow travel with αn.
To sum up, for every large enough n, we can find gn on α within a uniformly
bounded distance of a point on β, a point on βn and a point on αn. Let us call g
′
n
the corresponding point on αn. Also, notice that gn goes to infinity, see the picture
at the end of the proof.
We fix ǫ > 0. Since N ′ is fixed (although it depends on g), Proposition 3.10
shows that there exists R such that for every point g˜n on αn such that e, g
′
n, g˜n lie
in this order on αn,
(12) G(g, g˜n, BR(gn)
c) ≤ ǫG(g, g˜n).
Decomposing a path from g to g˜n according to its last visit to BR(gn), we have
G(g, g˜n) = G(g, g˜n;BR(gn)
c)
+
∑
u∈BR(gn)
G(g, u)G(u, g˜n;BR(gn)
c).(13)
Since gn goes to infinity, it converges to ξ in the Martin boundary. Let us prove
that for large enough n, for any u ∈ BR(gn), K(g, u) ≤ Kξ(g) + ǫ. Assume by con-
tradiction this is not the case, so that in particular, there is a sequence un ∈ BR(gn)
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such that K(g, un) does not converge to Kξ(g). Up to taking a sub-sequence, we
can assume that un converges to some point ξ
′′ in the Martin boundary. Since,
d(un, gn) is uniformly bounded, for any g
′, K(g′, un) ≤ CK(g′, gn), for some con-
stant C and similarly, K(g′, gn) ≤ CK(g′, un). This proves that Kξ′′(g′) ≍ Kξ(g′)
and since ξ is minimal, we have ξ′′ = ξ. In particular, K(g, un) converges to Kξ(g),
so we get a contradiction.
Thus, for large enough n, we have, for any u ∈ BR(gn),
G(g, u) ≤ G(e, u)(Kξ(g) + ǫ).
Using (12) and (13), we get
(1− ǫ)G(g, g˜n) ≤ (Kξ(g) + ǫ)
∑
u∈BR(gn)
G(e, u)G(u, g˜n;BR(gn)
c).
Decomposing now a path from e to g˜n according to its last visit to BR(gn), we see
that ∑
u∈BR(gn)
G(e, u)G(u, g˜n;BR(gn)
c) ≤ G(e, g˜n),
hence (1− ǫ)G(g, g˜n) ≤ (Kξ(g) + ǫ)G(e, g˜n) and so
(14) (1 − ǫ)K(g, g˜n) ≤ Kξ(g) + ǫ.
Let us now prove that we can find such a sequence g˜n on αn such that g˜n
converges to ξ′ in the Martin boundary. Indeed, for fixed n, any sequence g˜n,m on
αn that goes to infinity when m goes to infinity converges to ξn. Now, recall that
the Martin compactification is metrizable. Let us fix an arbitrary distance dµ on it
so that for every n, for every large enough m (depending on n), dµ(g˜n,m, ξn) ≤
1
n .
Taking m large enough, we can assume that e, g′n, g˜n,m do lie in this order on αn.
For every n, let us fix such an mn and write g˜n = g˜n,mn . Then, dµ(g˜n, ξn) ≤
1
n and
since ξn converges to ξ
′, so does g˜n.
Letting n tend to infinity in (14), we get (1 − ǫ)Kξ′(g) ≤ Kξ(g) + ǫ and since ǫ
is arbitrary, we have Kξ′(γ) ≤ Kξ(γ). Finally, since ξ is minimal, this proves that
ξ′ = ξ, which proves the ΦN is continuous.
Since ∂NM,eΓ is compact and ∂µΓ is Hausdorff follows from the closed map lemma
that ΦN is a topological embedding. 
e
αα1α2 αn
g
gn
gˆ
All this concludes the proof of Theorem 1.1, for the map Φ is continuous with
respect to the direct limit topology if and only if all the maps ΦN are continuous
for fixed N . 
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A small application of Proposition 4.4 sheds some light on the topology of the
Martin boundary of the mapping class group, ∂µMCG(S).
Corollary 4.5. For any n ≥ 2 there exists a surface of finite type S such that
∂µMCG(S) contains a topologically embedded (n− 1)-sphere.
Proof. By [14, Corollary 4.4] for any n ≥ 2 there exists a surface of finite type S
such that the Morse boundary of the Teichmüller space Teich(S) contains a topo-
logically embedded (n− 1)-sphere, and by [14, Theorem 4.12] the Morse boundary
of Teich(S) coincides with the Morse boundary ofMCG(S). The result now follows
from Theorem 1.1. 
5. Measure of the Morse boundary
Consider a transient random walk on a finitely generated group Γ. As explained
in the introduction, the random walk almost surely converges to a point X∞ in the
Martin boundary. Denoting the law of X∞ by ν, (∂µΓ, ν) is a model for the Poisson
boundary. The measure ν is called the harmonic measure. See [38] for more details.
Recall that a measure κ on a measurable space X on which Γ acts is called
µ-stationary if µ ∗ κ = κ, where by definition, for every measurable set A ⊂ X ,
µ ∗ κ(A) =
∑
g∈Γ
µ(g)κ(g−1A).
The following is folklore. Since the proof is very short, we write it for convenience.
Lemma 5.1. The harmonic measure ν on the Martin boundary is µ-stationary.
Proof. Since ν is the exit law of the random walk, we have
ν(A) = P (X∞ ∈ A) =
∑
g∈Γ
P (X∞ ∈ A|X1 = g)P (X1 = g).
By definition, µ is the law of X1 so that
ν(A) =
∑
g∈Γ
P (X−11 X∞ ∈ g
−1A|X1 = g)µ(g).
Notice that X−11 X∞ is the limit of X
−1
1 Xn, hence it has the same law as X∞. Also,
X−11 X∞ is independent of X1. We thus get
ν(A) =
∑
g∈Γ
P (X−11 X∞ ∈ g
−1A)µ(g) =
∑
g∈Γ
ν(g−1A)µ(g) = µ ∗ ν(A).
This concludes the proof. 
5.1. The Morse boundary has zero harmonic measure. As we saw, if Γ is
non-elementary relatively hyperbolic with parabolic subgroups having empty Morse
boundary or if Γ is non-elementary hierarchically hyperbolic, there is a map from
the Morse boundary to the Martin boundary. Our goal is to prove Theorem 1.3,
that is unless Γ is hyperbolic, its Morse boundary has measure 0 with respect to
the harmonic measure.
The following elementary result will be useful.
Lemma 5.2. There exists a countable collection F of Morse gauges such that for
any Γ, ∂MΓ = ∪N∈F∂NMΓ. Moreover ∂MΓ× ∂MΓ \Diag = ∪N∈FΩN where ΩN is
the set of couples (x1, x2) ∈ ∂MΓ×∂MΓ such that there exists a bi-infinite N -Morse
geodesic from x1 to x2.
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Proof. The Morse boundary is defined as the union of all N -Morse boundaries.
According to Proposition 3.7 and Lemma 3.8 for every Morse gauge N there is an
integer D(N) > 0 such that any geodesic with D(N) bounded projections is N -
Morse. Furthermore any Morse geodesic has bounded projections proving the first
claim. For the second claim, according to [14, Proposition 3.11], ∂MΓ×∂MΓ\Diag
is the union of ΩN over all Morse gauges, and we can conclude similarly. 
Now, we prove the following result, which gives sense to ν(∂MΓ).
Lemma 5.3. Let Γ be a non-elementary hierarchically hyperbolic group or a non-
elementary relatively hyperbolic group whose parabolic subgroups have empty Morse
boundary. Then, the Morse boundary ∂MΓ ⊂ ∂µΓ is a Borel subset of the Martin
boundary.
Proof. By Lemma 5.2 the Morse boundary can be obtained as a countable union of
spaces ∂NMΓ. We just need to prove that for fixed N , the image of ∂
N
MΓ is a borelian
subset of the Martin boundary. This follows immediately from the fact that the
map Φ from the Morse boundary to the Martin boundary is continuous and the
fact that for fixed N , ∂NMΓ is compact, according to [14, Proposition 3.12]. 
In fact, we have another realization of the Morse boundary as a subset of a
topological model for the Poisson boundary. Recall from the introduction that a
hierarchically hyperbolic group acylindrically acts on a hyperbolic space CS and
that a relatively hyperbolic group acylindrically acts on the coned-off graph with
respect to the relatively hyperbolic structure. For any such group Γ, we will denote
by X the corresponding hyperbolic space on which Γ acylindrically acts. We endow
Γ∪∂MΓ with the direct limit topology and we endow Γ∪∂X with the usual topology
coming from the Gromov product on X .
Lemma 5.4. [3, Corollary 6.1, Lemma 6.5][11, Theorem 7.6] Let Γ be either a non-
elementary hierarchically hyperbolic group or a non-elementary relatively hyperbolic
group whose parabolic subgroups have empty Morse boundaries. Then, there is an
embedding Ψ : ∂MΓ → ∂X. Moreover, a sequence gn in Γ converge to x ∈ ∂MΓ if
and only if gn converges to Ψ(x) ∈ ∂X.
According to [33, Theorem 1.1, Theorem 1.5], the random walk almost surely
converges to a point in ∂X and ∂X endowed with the exit measure is a realization of
the Poisson boundary. In the following, we will denote by ν the harmonic measure
on the Martin boundary ∂µΓ and by νX the harmonic measure on ∂X to avoid
confusion. We now prove that the Morse boundary has full measure with respect
to one harmonic measure if and only if it has full measure with respect to the other.
Proposition 5.5. Let Γ be either a non-elementary hierarchically hyperbolic group
or a non-elementary relatively hyperbolic group whose parabolic subgroups have
empty Morse boundaries. Then, ν(Φ(∂MΓ)) = 1 if and only if νX(Ψ(∂MΓ)) = 1.
Proof. Assume first that νX(Ψ(∂MΓ)) = 1. Then, almost surely, the random walk
Xn converges to a point Ψ(x∞). According to Lemma 5.4, Xn almost surely con-
verges to x∞ with respect to the topology on Γ∪∂MΓ. By construction of the map
Φ, this implies that Xn almost surely converges to Φ(x∞) in the Martin boundary.
In particular, ν(Φ(∂MΓ)) = 1.
Proving the converse is more difficult, because we do not know if converging to
Φ(x∞) in the Martin boundary implies converging to x∞ in the Morse boundary, so
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we have to find another strategy. Since the map Φ is one-to-one, we can define the
inverse map Φ−1 : Φ(∂MΓ)→ ∂MΓ. It is not clear if this inverse map is continuous,
but it is measurable as we now prove.
Lemma 5.6. The map Φ−1 : Φ(∂MΓ)→ ∂MΓ is measurable.
Proof. By Lemma 5.2 the Morse boundary is a countable union of N -Morse bound-
aries ∂NMΓ. Let A be a borelian subset of ∂MΓ. Since ∂
N
MΓ is closed in ∂MΓ, ∂
N
MΓ∩A
also is measurable. Moreover, when restricted to ∂NMΓ which is compact, the map Φ
is an embedding, so that Φ(∂NMΓ∩A) is a borelian subset of the Martin boundary.
Thus,
(Φ−1)−1(A) =
⋃
N
Φ(∂NMΓ ∩ A)
is measurable, which proves the lemma. 
Since ν(Φ(∂MΓ)) = 1, we can see ν as a measure on Φ(∂MΓ). Consider the
pushforward measure ν˜X = Ψ ◦ Φ−1∗ ν. By definition, this is a probability measure
on ∂X such that ν˜X(Ψ(∂MΓ)) = 1. Recall that ν is stationary on ∂µΓ. Notice that
both maps Φ and Ψ are Γ-equivariant, hence ν˜X is stationary on ∂X . According
to [33, Theorem 1.1], νX is the only stationary probability measure on ∂X , so
ν˜X = νX . This proves that νX(Ψ(∂MΓ)) = 1, which concludes the proof. 
5.2. Double ergodicity of the harmonic measure on the Martin boundary.
We prove here Theorem 1.3 in the particular case where the measure µ is symmetric.
In general, letting µ be a probability measure on Γ, denote by µˇ the reflected
measure, that is, µˇ(γ) = µ(γ−1). This reflected measure also gives rise to a random
walk, hence to a Martin boundary ∂µˇΓ and a harmonic measure νˇ. We call νˇ the
reflected harmonic measure. We have the following.
Theorem 5.7. [29, Theorem 6.3] The product measure ν ⊗ νˇ is ergodic for the
diagonal action of Γ on ∂µΓ× ∂µˇΓ.
Let A be a Γ-invariant borelian subset of the Martin boundary ∂µΓ. Then,
A × ∂µΓ is also invariant and so ν ⊗ νˇ(A × ∂µΓ) is 0 or 1. In particular, the
harmonic measure ν is ergodic for the group action on ∂µΓ. Similarly, νˇ is ergodic.
The group Γ acts on its Morse boundary, sending a Morse geodesic ray to another
Morse geodesic ray. By construction, the map Φ : ∂MΓ → ∂µΓ is equivariant, so
that the image of the Morse boundary is Γ-invariant inside the Martin boundary.
By ergodicity, we get ν(∂MΓ) = 0 or 1 and ν ⊗ νˇ(∂MΓ) = 0 or 1. Recall that we
want to prove that ν(∂MΓ) = 0 unless the group is hyperbolic.
Proposition 5.8. Let Γ be a non-elementary hierarchically hyperbolic group or
a non-elementary relatively hyperbolic group whose parabolic subgroups have empty
Morse boundary. Let µ be a probability measure on Γ whose finite support generates
Γ as a semi-group. Let ν be the corresponding harmonic measure on the Martin
boundary and νˇ be the reflected harmonic measure. If Γ is not hyperbolic, then
ν ⊗ νˇ(∂MΓ× ∂MΓ) = 0.
Proof. We argue by contradiction, so we assume in the following that
(1) Γ is non-elementary relatively hyperbolic with parabolic subgroups having
empty Morse boundary or non-elementary hierarchically hyperbolic,
(2) Γ is not hyperbolic,
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(3) ν ⊗ νˇ(∂MΓ× ∂MΓ) 6= 0.
For a fixed Morse gauge N , let ΩN be the set of couples (x1, x2) ∈ ∂MΓ× ∂MΓ
such that there exists a bi-infinite N -Morse geodesic from x1 to x2. By Lemma 5.2
∂MΓ× ∂MΓ \Diag =
⋃
N
ΩN .
Moreover, one can choose a countable number of Morse gauges in this union, as in
the proof of Lemma 5.3. Thus, to find a contradiction, it is sufficient to prove that
for every N , ν ⊗ νˇ(ΩN ) = 0.
Since we assume that ν ⊗ νˇ(∂MΓ × ∂MΓ) 6= 0, in particular, ν(∂MΓ) 6= 0 and
νˇ(∂MΓ) 6= 0. Define Y ⊂ Γ to be either an infinite parabolic subgroup if Γ is
assumed to be non-elementary relatively hyperbolic or one of the hyperbolic spaces
CU , U ∈ S \S if Γ is assumed to be non-elementary hierarchically hyperbolic. For
every g ∈ Y , let ∂gMΓ be the set of Morse geodesic rays x ∈ ∂MΓ which project
within distance D0 of g, where D0 is a fixed constant. Projection of a Morse
geodesic ray on Y is well defined up to a bounded distance, so if D0 is chosen large
enough, then ∂gMΓ is well defined. Then,
∂MΓ =
⋃
g∈Y
∂gMΓ,
so that there exists g0 such that ν(∂
g0
MΓ) 6= 0.
Fix g ∈ Y . For any Morse geodesic ray α representing some x ∈ ∂g0MΓ, the
translated geodesic gα represents g ·x ∈ ∂MΓ. Moreover, g ·x projects on Y within
a uniformly bounded distance of gg0, so up to enlarging D0 (not depending on g),
g · x ∈ ∂gg0M Γ. Thus, g · ∂
g0
MΓ ⊂ ∂
gg0
M . Recall that the random walk almost surely
converges to a point X∞ in the Martin boundary and that ν is the law of X∞, so
that P (X∞ ∈ ∂
g0
MΓ) > 0. Translating everything by g, we get Pg(X∞ ∈ ∂
gg0
M Γ) > 0,
where Pg denotes the probability measure on the set of sample paths for the random
walk starting at g.
Since the random walk generates Γ as a semi-group, there exists ng such that
P (Xng = g) > 0. Concatenating a trajectory of the random walk from e to g and
an infinite trajectory starting at g yields an infinite trajectory starting at e. We
thus get P (X∞ ∈ ∂
gg0
M Γ) > 0 and this holds for every g. In particular, applying
this for gg−10 , we get ν(∂
g
MΓ) > 0. Similarly, for every g, νˇ(∂
g
MΓ) > 0, so that for
every g1, g2, ν ⊗ νˇ(∂
g1
MΓ× ∂
g2
MΓ) > 0.
Recall that we want to prove that for every N , ν ⊗ νˇ(ΩN ) = 0. Fix a Morse
gauge N . Then there exists D such that every N -Morse geodesic has D-bounded
projections. Choose two points g1, g2 on Y such that d(g1, g2) is bigger than D.
For every (x1, x2) ∈ ∂
g1
MΓ × ∂
g2
MΓ, any Morse geodesic from x1 to x2 cannot have
D-bounded projections, so (x1, x2) /∈ ΩN . This proves that ∂
g1
MΓ× ∂
g2
MΓ ⊂ Ω
c
N . In
particular, ν ⊗ νˇ(ΩN ) < 1. Finally, notice that ΩN is Γ-invariant. Since ν ⊗ νˇ is
ergodic, we necessarily have ν ⊗ νˇ(ΩN ) = 0. This concludes the proof. 
Assuming that µ is symmetric, µ = µˇ, so that ν = νˇ. This proves Theorem 1.3
for symmetric measures µ.
5.3. Another proof of Theorem 1.3. We do not assume anymore that µ is
symmetric. We again argue by contradiction and consider a group Γ such that
(1) Γ is non-elementary relatively hyperbolic with parabolic subgroups having
empty Morse boundary or non-elementary hierarchically hyperbolic,
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(2) Γ is not hyperbolic,
(3) ν(∂MΓ) 6= 0.
By ergodicity, ν(∂MΓ) = 1 and so according to Proposition 5.5, we also have
νX(∂MΓ) > 0 (notice that we did not need to use this proposition in our first
proof). Since ∂MΓ can be described as a countable union of N -Morse boundaries,
there exists η > 0 and there exists a Morse gauge N such that νX(∂
N
MΓ) ≥ η. In
particular, the random walk Xn converges to a N -Morse point X∞ in ∂X with
probability at least η. Recall the following terminology from [34].
Definition 5.9. Let Γ be a finitely generated group acylindrically acting on a hy-
perbolic space X. Let (g0, g1, ..., gn, ...) be a sequence (finite or infinite) of points of
Γ. We say that the sequence is tight around gk at scale l (with respect to a constant
C) if for every k1 ≤ k ≤ k2 with k2 − k1 ≥ l, we have
(1) dX(gk2 , gk1) ≥ (k2 − k1)/C,
(2) the length of the path (gk1 , ..., gk2) in Γ is at most C(k2 − k1)
(3) dΓ(gk′ , gk′+1) ≤ max(l, |k − k′|/C) for every k′.
Clearly, for an infinite sequence (g0, ..., gn, ...) and for every k ≤ n, if (g0, ..., gn, ...)
is tight around gk at scale l, then the same holds for the finite sequence (g0, ..., gn).
Lemma 5.10. [34, Lemma 10.11] There exists C such that for every k, for every
l, the probability that the infinite sequence (e,X1, ..., Xn, ...) is tight around Xk at
scale l is at least 1− Ce−l/C .
Actually, [34, Lemma 10.11] is only about the finite sequence (e,X1, ..., Xn) for
k ≤ n, but it is clear from the proof that the result holds for the infinite sequence
(e,X1, ..., Xn, ...).
We finish the proof of Theorem 1.3. We choose l so that 1−Ce−l/C ≤ η/2. Then,
the probability that Xn converges to a N -Morse point X∞ and that the infinite
path (e,X1, ..., Xn, ...) is tight around Xk at scale l is at least η/2. According to
[34, Lemma 10.12], if (e,X1, ..., Xn) is tight around k at scale l, then the distance
in Γ between Xk and a geodesic from e to Xn is bounded linearly in l. Assuming
that Xn converges to a N -Morse point X∞ and letting n tend to infinity, we get
that the distance between Xk and an infinite geodesic from e to X∞ is bounded.
To sum-up, for every k, with probability at least η/2, Xn converges to a N -Morse
point X∞ and Xk is at distance at most D from a geodesic from e to X∞, for some
constant D.
To conclude, we use the results in [42] which state that the random walk spends
essentially a logarithmic time in non-maximal domains (if Γ is assumed to be hier-
archically hyperbolic) or in parabolic subgroups (if Γ is assumed to be relatively hy-
perbolic). Precisely, [42, Theorem 2.3] shows that for all large enough n, there exists
a subspace U ⊂ Γ such that the probability that dU (πU (e), πU (Xn)) ≥ C−1 log n
is at least 1 − η/4, where U ∈ S \ {S} if Γ is hierarchically hyperbolic, or U is a
parabolic subgroup if Γ is relatively hyperbolic.
On the other hand, recall that Proposition 3.7 and Lemma 3.8 show that a N -
Morse geodesic has D′-bounded projections on such a U , where D′ only depends
on N . In particular, if the distance from a point g to a N -Morse geodesic α is
bounded, then dU (πU (e), πU (g)) also is bounded. This proves that for every k,
with probability at least η/2, dU (πU (e), πU (Xk)) is uniformly bounded.
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Finally, for large enough n, with probability at least η/4, for every U as above,
dU (πU (e), πU (Xn)) is uniformly bounded while dU (πU (e), πU (Xn)) ≥ C−1 logn for
some U . This is a contradiction. We thus proved Theorem 1.3. 
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