Efficient retrieval of approximate palindromes in a run-length encoded string  by Chen, Kuan-Yu et al.
Theoretical Computer Science 432 (2012) 28–37
Contents lists available at SciVerse ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Efficient retrieval of approximate palindromes in a run-length encoded
string✩
Kuan-Yu Chen a, Ping-Hui Hsu a, Kun-Mao Chao a,b,c,∗
a Department of Computer Science and Information Engineering, National Taiwan University, Taipei 106, Taiwan
b Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taipei 106, Taiwan
c Graduate Institute of Networking and Multimedia, National Taiwan University, Taipei 106, Taiwan
a r t i c l e i n f o
Article history:
Received 16 June 2011
Received in revised form 16 December 2011
Accepted 10 January 2012
Communicated by M. Crochemore
Keywords:
Palindrome
Hamming distance
Run-length encoding
a b s t r a c t
In this paper, we study the palindrome retrieval problemwith the input string compressed
into run-length encoded form. Given a run-length encoded string rle(T ), we show how
to preprocess rle(T ) to support subsequent queries of the longest palindrome centered at
any specified position and having any specified number of mismatches between its arms.
We present two algorithms for the problem, both taking time and space polynomial in
the compressed string size. Let n denote the number of runs of rle(T ) and let k denote
the number of mismatches. The first algorithm, devised for small k, identifies the desired
palindrome in O(log n + min{k, n}) time with O(n log n) preprocessing time, while the
second algorithm achieves O(log2 n) query time, independent of k, after O(n2 log n)-time
preprocessing.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Apalindrome is aword that can be read the sameway in either direction. Formally, a palindrome is a string of the form uur
or uσur , where u and ur are two nonempty strings, one being the reverse string of the other, and σ is an alphabet symbol.We
call a palindrome an even palindrome if it is of the form uur , and an odd palindrome otherwise. For instance, strings abbaabba
and abbabba are even and odd palindromes, respectively. The two substrings u and ur are referred to as the two arms of the
palindrome. The recognition of palindromes has long drawn attention of researchers in theoretical computer science, for
the problem serves as a testing ground for various models of computation. For example, palindrome recognition has been
considered in Turing machines of different types [23,29], in parallel models of computation [2], as well as in distributed
models such as systolic arrays [24].
Identifying palindromes in a string turns out to be of both theoretical and practical value. For example, palindrome
detection is a key ingredient in the well-known string matching algorithm of Knuth–Morris–Pratt [15]. Palindromic
structures also appear frequently in biological sequences, where a palindrome is defined slightly different from that of
words. Specifically, a biological palindrome in DNA or RNA sequences is a strand of nucleotides composed of two arms
complementary to each other [5], i.e., nucleotide C is complementary to G and A is complementary to T (or to U, in the case of
RNA). Furthermore, a biological palindrome is often approximate and gapped, i.e., allowing a certain degree of approximation
between the arms and containing a nonempty substring called spacer at its center.
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Biological palindromes are important in DNA or RNA sequences, as they reflect the capacity of molecules to fold.
For example, a DNA palindrome can act as a structural basis for amplification of a large genomic region, also known as
gene amplification [25–27]. One potential mechanism of gene amplification is through a DNA double-strand break (DSB),
immediately followed by the formation of a large DNA palindrome [27]. More specifically, a DSB initiates intrastrand
annealing at the site of a short DNA inverted repeat (DNA-IR), creating a hairpin molecule prior to DNA replication;
consequently, the hairpin molecule is resolved into a large palindrome with the original DNA-IR at its center. Through
gene amplification, the copy number of a particular gene or genomic region is increased, which leads to gene expression
associated with tumor progression [25,26]. Therefore, the identification of palindromes in genomic sequences could be of
great importance in the diagnosis and treatment of cancer, as it determines the boundaries of the genomic amplification
described above.
However, previous algorithmic approaches to locating palindromes in a string usually assume that one has no
prior knowledge of the palindrome’s center location, and often try to compute an exhaustive representation of all
palindromes [14,17,21]. Since biological palindromes are nonrandomly distributed in genomic sequences, a large subset of
palindromes found by existingmethods are of no biologicalmeaning. Moreover, existing approaches to finding approximate
palindromes usually require a fixed number of errors between the palindrome’s arms, thus limiting their flexibility. In this
paper, we study a palindrome retrieval problem which is, in some sense, more realistic to the biological mechanism. We
will show how to preprocess the input string, so that the longest palindrome centered at any specified position and with
an arbitrary number of mismatches between the arms can be quickly located. In other words, our algorithm consists of an
off-line and online phase. The input string is processed once in the off-line phase, which supports subsequent queries of
palindromes in the online phase. The palindrome’s center location and the number of mismatches between the arms are
not specified until the online phase.
The investigation of the palindrome retrieval problem benefits in two aspects. First, in genomic sequences one is often
not interested in all approximate palindromes, but only those centered around specific positions. As an example, the center
position of DNA palindrome that facilitates gene amplification is restricted to a DNA-IR in the genomic sequence. Hence, the
center positions can be largely reduced by first identifying those DNA-IRs in the genomic sequence. Second, our algorithm
gains flexibility by deferring the decision of the number of mismatches until the online phase. In contrast with existing
approaches, which need to run the proceduremany times, our algorithmneeds only one preprocessing phase, for all possible
numbers of mismatches between the arms.
Another important feature of our algorithms is that text compression is utilized to accelerate the computation as well
as to reduce the space requirement. The underlying compression scheme used in this paper is run-length encoding, which
exploits symbol repetitions in the input string. Run-length encoding (abbreviated as rle) is a simple compression scheme
which groups consecutive and identical symbols into a run, usually denoted by σ i, where σ is an alphabet symbol and i is
the repetition times. For example, string bbcccddaaaaa can be compressed into rle form as b2c3d2a5. The most intensively
studied problem in this paradigm is called compressed pattern matching, which seeks for a given short substring within a
compressed text without resorting to any decompression. Studies have been conducted on compressed pattern matching
under various similarity measures and compression schemes [1,6–8,11,16]. On the other hand, the problem of identifying
featured patterns, such as palindromes and squares, in a compressed string has been explored in several works. For instance,
in [10] the authors studied the problem of finding palindromes and squares in an LZ-compressed string. Locating all squares
in a run-length compressed string was addressed in [18]. In addition, the work of [20] demonstrated how to compute
palindromes in a string described in terms of straight-line programs. A common goal in this line of investigation is to design
algorithms whose time and space depend solely on the compressed string size. In this paper, we study the problem of
retrieving approximate palindromes in a run-length encoded string. Two algorithms will be presented, both having time
and space polynomial in the number of runs of the input string.
The rest of the paper is organized as follows.We formally define the problemand summarize ourmain results in Section 2.
A straightforward approach based on longest common extension queries is presented in Section 3, and an improvedquery-time
algorithm based on interval stabbing queries is described in Section 4. For simplicity, the algorithms described in Sections 3
and 4 will only cope with conventional palindromes. The extension to biological palindromes, i.e., palindromes containing
a spacer between two complementary arms, is briefly described in Section 5.
2. Preliminaries
2.1. Notation and problem definition
Throughout the paper, we adopt the following notation.We let T denote a uncompressed string and rle(T ) denote its rle
format. Our problem takes rle(T ), instead of T , as input. We let capital letter N denote the string length of T and let small
letter n denote the number of runs of rle(T ). We let T [i · · · j] denote the substring of T starting at position i and ending
at position j. In particular, T [i] is the i-th symbol of T . Alternatively, we use T (c, ℓ) to specify a substring of T , which is
interpreted as the substring of T centered at position c with arm length ℓ. More specifically, we define T (c, ℓ), where c ∈
{1, 32 , 2, 52 , . . . ,N} and 0 ≤ ℓ ≤ N2 , to be the substring T [⌈c⌉ − ℓ · · · ⌊c⌋ + ℓ]. For example, let T = abbacbcacabbacb. The
odd palindrome T [4 · · · 8] = acbca is substring T (6, 2), and the even palindrome T [1 · · · 4] = abba is substring T ( 52 , 2).
Analogously, T [⌈c⌉ − ℓ · · · ⌈c⌉ − 1] and T [⌊c⌋ + 1 · · · ⌊c⌋ + ℓ] are referred to as the left and right arms of substring T (c, ℓ).
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Fig. 1. Two examples of query Q (T , c, k). Query Q (T , 4, 0) returns the arm length of the longest exact palindrome centered at position 4 in string T , while
query Q (T , 272 , 1) returns the arm length of the longest 1-mismatch palindrome centered at position
27
2 in string T .
A palindrome is said to be exact if its one arm exactly matches the other in the reverse order. Identifying all exact
palindromes in string T can be effectively resolved in O(N) time, by combining the techniques of linear-time suffix tree
construction and constant-time lowest common ancestor retrieval [12]. In biological application, genetic mutations occur
during the evolutionary process; hence, it is biologically more meaningful to identify approximate palindromes, instead
of finding exact ones [14,21]. We will use the Hamming distance as the similarity measure between the two arms of a
palindrome.
Definition 1. We define dH(T (c, ℓ)) to be the Hamming distance between the two arms of T (c, ℓ). Formally, dH(T (c, ℓ)) =ℓ
i=1 δ(T [⌈c⌉ − i], T [⌊c⌋ + i]),where δ(a, b) = 0 if symbol amatches symbol b and δ(a, b) = 1 otherwise.
Instead of identifying all palindromes explicitly, which easily leads to time complexity ofΩ(N), our palindrome retrieval
problem is defined as a preprocessing-and-query paradigm. We aim to preprocess rle(T ) to support online queries
Q (T , c, k) = max{ℓ | dH(T (c, ℓ)) ≤ k} for c ∈ {1, 32 , 2, 52 , . . . ,N} and 0 ≤ k ≤ N2 . In other words, Q (T , c, k) returns
the length of the longest palindrome in T centered at position c , having no more than kmismatches between its arms. Note
that once the value of Q (T , c, k) is obtained, the location of the desired palindrome is determined. See Fig. 1 for examples
of query Q (T , c, k).
2.2. Our results
We will present two algorithms whose preprocessing and query time depend only on the compressed size n. For
notational convenience, we say that an algorithm has time complexity ⟨ f (n), q(n)⟩, if it spends O(f (n)) time at the
preprocessing stage and O(q(n)) time at the query stage. Our algorithms are named Algorithm 1 and 2, which achieve
the following time and space complexities.
1. Algorithm 1 takes ⟨n log n, log n+min{k, n}⟩ time and O(n) space.
2. Algorithm 2 takes ⟨n2 log n, log2 n⟩ time and O(n2 log n) space.
In many applications, the number of mismatches is limited. Hence, Algorithm 1 is preferable because it has better
preprocessing time and requires less extra space. However, since k ranges from 0 to N2 , Algorithm 2 achieves better query
time when k is large. This improved query time can be significant in biological applications, as genomic sequences are on a
very large scale. For example, the palindromes in human Y chromosome are surprisingly large, with arm lengths that range
from 9 kilobases to 1.45 megabases [22]. Hence, even a very small error rate between the arms can result in a large number
of mismatches. Moreover, from a theoretical perspective, Algorithm 2 will reveal an interesting connection between the
palindrome retrieval problem and the interval stabbing problem [3] from computational geometry.
3. An ⟨n log n, log n+min{k, n}⟩-time algorithm
Our first algorithm is a straightforward approach relying on the technique of longest common extension (abbreviated as
LCE). Let rle(T ) = X1X2 · · · Xn, where Xi denotes the i-th run of rle(T ). Recall that each run Xi is composed of a run symbol,
denoted by X si , and a run length, denoted by X
l
i . Therefore, we can view a run Xi = (X si , X li ) as a symbol drawn fromΣ ×Z+.
We write Xi = Xj if X si = X sj and X li = X lj .
At the preprocessing stage, we construct array R[1 · · · n] indicating the start position of each run in the uncompressed
string T . Formally, R[i] = i−1j=1 X lj + 1 for 1 ≤ i ≤ n + 1. Besides, we preprocess rle(T ) to support online queries for
1 ≤ i ≤ n and 1 ≤ j ≤ n:
LCE(rle(T ), i, j) = max{r | Xi−1 = Xj+1, Xi−2 = Xj+2, . . . , Xi−r = Xj+r}.
Take the string T of Fig. 3 as an example. String T can be compressed into rle(T ) = X1X2 · · · X9 of nine runs. In this
example, a query of LCE(rle(T ), 5, 6) should return value two, as X5−1 = X6+1, X5−2 = X6+2, but X5−3 ≠ X6+3.
Lemma 1. Answering an LCE query defined above can be done in ⟨n log n, 1⟩ time and O(n) space.
Proof. It is well known that the LCE problem can be resolved by combining the techniques of linear-time suffix tree
construction and constant-time lowest common ancestor (LCA) retrieval [12]. We first construct a generalized suffix
tree T of rle(T ) = X1X2 · · · Xn and its reverse string XnXn−1 · · · X1, and then preprocess T for constant-time LCA queries.
Since rle(T ) can be seen as a string over an unbounded alphabet, the first step takes Θ(n log n) time and O(n) space [9].
Preprocessing T for LCA queries takes O(n) time and O(n) space [13]. 
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Procedure Query(c, k)
1 Perform binary search for the largest index i such that R[i] ≤ c;
2 Initially, i1 ← i2 ← i, ℓ← 0, and budget ← k;
3 while i1 ≥ 1 and i2 ≤ n do
4 if X si1 ≠ X si2 then budget ← budget − (min{left(c, i1), right(c, i2)} − ℓ);
5 if budget < 0 then
6 Terminate the procedure and output min{left(c, i1), right(c, i2)} + budget;
7 else // budget ≥ 0
8 if left(c, i1) < right(c, i2) then
9 ℓ← left(c, i1); i1 ← i1 − 1;
10 else if right(c, i2) < left(c, i1) then
11 ℓ← right(c, i2); i2 ← i2 + 1;
12 else
13 Let r = LCE(rle(T ), i1, i2); i1 ← i1 − r; i2 ← i2 + r;
14 ℓ← right(c, i2); i1 ← i1 − 1; i2 ← i2 + 1;
15 end if
16 end if
17 end while
18 Output ℓ;
Fig. 2. The query algorithm of Algorithm 1. Let i1 (resp., i2) be a pointer keeping track of the run number encountered by the left (resp., right) extension.
Function left(c, i1) (resp., right(c, i2)) returns the length of the left (resp., right) extension. Formally, left(c, i1) = ⌈c⌉ − R[i1] and right(c, i2) =
R[i2 + 1] − ⌊c⌋ − 1. Parameter ℓ denotes the extension length, and budget records the remaining number of mismatches allowed.
Fig. 3. An illustration for executing Query( 212 , 1), which should output the arm length of the longest 1-mismatch palindrome centered at position
21
2 in
string T .
See Fig. 2 for the query algorithm of Algorithm 1. The algorithm first performs a binary search on array R to locate which
run the queried center lies in (line 1). Then, it simply extends the palindrome from the center position outwards as much as
possible. The extension is based on either the left-side (lines 8–9) or the right-side extension (lines 10–11), depending on
which one encounters a run boundary first. Note that when there is a tie between the left and right extension, an additional
LCE query is performed for a ‘‘free leap’’ over consecutively identical runs (lines 12–14). The procedure is terminated either
when the promised k-mismatches budget is used up (lines 5–6) or the extension encounters either of the string ends (line 3).
Lemma 2. The while-loop of Query is performed O(min{k, n}) times.
Proof. If the condition of line 4 is valid, we say that the while-loop enters a mismatch iteration; otherwise, it is in a match
iteration. We consider the number ofmismatch andmatch iterations separately as follows. First, observe that (1) budget is
initialized as k and is decreased by a positive amount at mismatch iterations, and (2) the procedure is forced to terminate
when budget < 0. Hence, the number of mismatch iterations is clearly bounded by O(min{k, n}). We next prove that the
number of match iterations satisfy the same bound. To this end, we show that the match iterations cannot occur more
than twice consecutively. Suppose that iteration i is amatch iteration, i.e., X si1 = X si2 . If lines 8–9 are executed, we have that
X si1−1 ≠ X si2 , for otherwise runs Xi1 and Xi1−1 should be encoded as a single run. This implies that iteration i+1, if exists, must
be a mismatch iteration. We can argue symmetrically for the case where lines 10–11 are executed. Finally, if lines 12–14
are executed, the definition of LCE(rle(T ), i1, i2) ensures that Xi1 ≠ Xi2 for the updated i1 and i2 of iteration i+ 1. This leads
to two possible cases: either (1) X si1 ≠ X si2 or (2) X si1 = X si2 and X li1 ≠ X li2 . In the former case, iteration i + 1 is clearly a
mismatch iteration. In the latter case, we have that iteration i+1 is amatch iteration. Note that in this case, either lines 8–9
or lines 10–11 will be executed at iteration i+1, which implies that iteration i+2must be amismatch iteration. Therefore,
we can conclude that the match iterations does not occur more than twice consecutively, and the proof is completed. 
Fig. 3 shows an example for executing Query( 212 , 1). As the center position
21
2 lies in run X5, we have that initially
i1 = i2 = 5 and budget = 1. The while-loop will be performed four times, described as follows.
1. Iteration 1 is amatch iteration. At this iteration, the right extension encounters a run boundary first. Hence, lines 10–11
are executed, setting i2 = 6.
2. Iteration 2 is amismatch iteration, in which budget is decremented by one. At this iteration, the left and right extensions
encounter the run boundaries at the same time. Hence, lines 12–14 are executed. Note that the query of LCE(rle(T ), i1, i2)
in line 13 returns value 2, which leads to i1 = 2 and i2 = 9 at the end of this iteration.
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Fig. 4. (a) The self-comparison matrix Dwith respect to input string rle(T ) = b2a4b2c3b3 . Matrix D is partitioned into mismatch blocks (light gray blocks)
and match blocks (white blocks). The dark gray grids constitute anti-diagonal 10, denoted by D10 . Blocks B1,2 , B2,3 , B3,4 , and B4,5 are on level 1 of D.
(b) Examples of functions max_level, roof, and cost. Function max_level(10) returns value 3, since the maximum block level on anti-diagonal 10 is level 3.
Function roof (10, 3) returns point (1, 9), which is the farthest point on anti-diagonal 10 below level 3. Function cost(10, 3) = 2, which gives the number
of mismatch entries on anti-diagonal 10 between level 0 and level 3.
3. Iteration 3 is a match iteration. At this iteration, the left extension encounters a run boundary first. Thus, lines 8–9 are
executed, setting i1 = 1.
4. Iteration 4 is a mismatch iteration, in which budget becomes negative. This enforces the procedure to terminate in
lines 5–6. The extension stops at length 7, which is the answer to Query( 212 , 1).
Theorem 1. Algorithm 1 runs in ⟨n log n, log n+min{k, n}⟩ time and O(n) space.
Proof. Immediate from Lemmas 1 and 2. 
4. An ⟨n2 log n, log2 n⟩-time algorithm
Wenote again that parameter k ranges from 0 to N2 . Hence, when k is large, Algorithm 1may spend O(n) time answering
a query. In this section, wewill establish the connection between the palindrome retrieval problem and the interval stabbing
problem from computational geometry. Our second algorithm utilizes segment trees, a data structure initially proposed by
Bentley [4]. The algorithm will achieve a query time of O(log2 n), independent of k. The algorithm is devised in light of the
self-comparison matrix of string T , denoted by D, defined as follows.
Definition 2. We define matrix D[iˆ, jˆ] = δ(T [iˆ], T [jˆ]) for 1 ≤ iˆ ≤ N and 1 ≤ jˆ ≤ N , where δ(a, b) = 0 if symbol amatches
symbol b and δ(a, b) = 1 otherwise.
For those entries D[iˆ, jˆ] such that iˆ+ jˆ = d, they are said to be on anti-diagonal d of matrix D, denoted by Dd. Note that the
anti-diagonal number of D ranges from 2 to 2N . Matrix D can be partitioned into n2 blocks: each run pair (Xi, Xj), 1 ≤ i ≤ n
and 1 ≤ j ≤ n, corresponds to a block (sub-matrix) of D, denoted by Bi,j. Observe that all entries in Bi,j are 0’s if X si = X sj ,
and are 1’s otherwise. We call Bi,j a match block if X si = X sj , and a mismatch block otherwise. All the blocks of D are further
divided into different levels. For those blocks Bi,j such that j − i = h, they are said to be on level h of D. See Fig. 4a for an
illustration.
Given a center position c and an arm length ℓ, we have that dH(T (c, ℓ)) = ℓi=1 D[⌈c⌉ − i, ⌊c⌋ + i]. Hence, it suffices
to identify the longest segment on anti-diagonal 2c of D which extends from entry D[⌈c⌉ − 1, ⌊c⌋ + 1] to the upper right,
containing at most k entries that are 1’s.
4.1. Query decomposition
Our algorithm uses four types of queries defined in this section. For presentation simplicity, each entry D[iˆ, jˆ] is now
treated as a point (iˆ, jˆ) in the plane. That is, matrix D = {(iˆ, jˆ) | 1 ≤ iˆ ≤ N and 1 ≤ jˆ ≤ N}. Analogously, the anti-
diagonals Dd for 2 ≤ d ≤ 2N and blocks Bi,j for 1 ≤ i ≤ n and 1 ≤ j ≤ n are viewed as sets of points in the plane.
Definition 3. For 1 ≤ i ≤ n and 1 ≤ j ≤ n, we define functions corner1(Bi,j), corner2(Bi,j), corner3(Bi,j), and corner4(Bi,j) to
be the upper-left, upper-right, lower-right, and lower-left corner points of block Bi,j, respectively.
With the help of array R defined in Section 3, answering functions corner1, corner2, corner3, and corner4 can be easily done
in constant time.
Definition 4. For 2 ≤ d ≤ 2N , we define max_level(d) to be the maximum block level on anti-diagonal d. Formally,
max_level(d) = max{j− i | Dd ∩ Bi,j ≠ φ}.
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Procedure Query2(c, k)
1 if cost(2c,max_level(2c)) ≤ k then
2 Output j− ⌊c⌋, where (i, j) = roof(2c,max_level(2c));
3 else
4 Find the smallest h ∈ [0,max_level(2c)] such that cost(2c, h) > k;
5 Output (j− ⌊c⌋)− (cost(2c, h)− k), where (i, j) = roof(2c, h);
6 end if
Fig. 5. The query procedure of Algorithm 2.
Definition 5. For 2 ≤ d ≤ 2N and 0 ≤ h ≤ n − 1, we define roof (d, h) to be the farthest point on anti-diagonal d that is
below level h. Formally, roof (d, h) = (x, y), where (x, y) ∈ Dd ∩ Bi,j such that j− i ≤ h and y is maximized.
Definition 6. For 2 ≤ d ≤ 2N and 0 ≤ h ≤ n− 1, we define cost(d, h) to be the total number of points on anti-diagonal d
which belong to mismatch blocks between level 0 and level h. Formally,
cost(d, h) = |Dd ∩ S|, where S = {(x, y) ∈ Bi,j | Bi,j is a mismatch block and 0 ≤ j− i ≤ h}.
See Fig. 4b for an illustration of functions max_level, roof, and cost. Our query algorithm relying on these functions
is presented in Fig. 5. The algorithm first examines the number of entries that are 1’s up to the maximum level on
anti-diagonal 2c . If the value is below threshold k, we know the extension is able to reach the matrix’s border (see
lines 1–2). Otherwise, a binary search is performed for the minimum level that exceeds threshold k (see line 4). Take
Fig. 4 as an example. A query of Query2(5, 1) first identifies the maximum block level on anti-diagonal 10, which is
max_level(10) = 3. As the number of mismatch entries below level 3 on the anti-diagonal is cost(10, 3) = 2 > k = 1,
the algorithm performs a binary search for the smallest h such that cost(10, h) > k = 2. In this example, such h = 3. The
algorithm thus finds roof (10, 3) = (1, 9) and then outputs (9 − 5) − (2 − 1) = 3, which is the arm length of the longest
1-mismatch palindrome of T centered at position 5.
We shall demonstrate, in Sections 4.2, 4.3, and 4.4 respectively, how to answer functions max_level, roof, and cost in
O(log n) time by a preprocessing of O(n2 log n) time and space. If the claimed time for answering these functions is correct,
the total time required for procedure Query2 is then O(log2 n).
4.2. Answering a max_level query
We define P to be a list of points containing the upper-left corners of blocks in the first row of D and the upper-right
corners of blocks in the last column of D. Formally, P (i) = corner1(B1,i) for 1 ≤ i ≤ n, and P (i) = corner2(Bi−n+1,n) for
n+ 1 ≤ i ≤ 2n− 1, where P (i) is the i-th point of list of P .
Lemma 3. Answering function max_level can be done in ⟨n, log n⟩ time and O(n) space.
Proof. Preparing list P is easily done in O(n) time and space. Observe that the anti-diagonal numbers of points in P are in
sorted order. Hence, we can perform a binary search for the largest j such that the anti-diagonal number ofP ( j) is less than
or equal to d. The valuemax_level(d) is then the block level of P ( j). 
4.3. Answering a roof query
Observe that for a fixed h, if we connect all the points of roof(d, h) for 2 ≤ d ≤ 2N , we obtain a staircase in the plane. Given
two points u and v, we let uv denote the line segment obtained by connecting u and v. LetQh be the list of the upper-right
corners of blocks on level h. Formally,Qh(i) = corner2(Bi,i+h),whereQh(i) is the i-th point in listQh for 1 ≤ i ≤ n− h.
Lemma 4. Answering function roof can be done in ⟨n2, log n⟩ time and O(n2) space.
Proof. Preparing lists Qh, where 0 ≤ h ≤ n − 1, is easily done in O(n2) time and space. Observe that the anti-diagonal
numbers of points in Qh are in sorted order. Hence, we can perform a binary search for the largest j such that the anti-
diagonal number ofQh( j) is less than or equal to d. If no such j exists, then roof(d, h) is the intersection of Dd and uv, where
u = (1, 1) and v = Qh(1). Similarly, if j = n − h, then roof(d, h) is the intersection of Dd and uv, where u = Qh(n − h)
and v = (n, n). Otherwise, roof(d, h) is the intersection of Dd with either uv or vw, where u = Qh( j), w = Qh(j + 1), and
v = corner2(Bj+1,j+h). 
4.4. Answering a cost query
We first show how to answer a cost query in O(log2 n) time, after O(n2 log n)-time preprocessing.
Definition 7. For each mismatch block Bi,j, where 0 ≤ j− i ≤ n− 1, we define function fi,j : [2, 2N] → N to be the number
of entries of Bi,j that are on anti-diagonal d. Formally, fi,j(d) = |Dd ∩ Bi,j| for 2 ≤ d ≤ 2N.
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Fig. 6. The diagram of fi,j for the case where x′ + y ≤ x+ y′ . The values of fi,j are interpreted as three line segments in the plane (the bold lines). The x-axis
represents anti-diagonal number, and the y-axis represents the value of fi,j . If x+ y = x′+ y− 1 or x′+ y = x+ y′ or x+ y′+ 1 = x′+ y′ , the line segments
become points. We note that this does not affect the correctness of our approach.
Let (x, y) = corner1(Bi,j) and (x′, y′) = corner3(Bi,j). If x′ + y ≤ x+ y′, the value of fi,j(d) can be easily calculated by the
following formula. (The values of fi,j in the other case where x′ + y > x+ y′ can be argued similarly.)
fi,j(d) =

0, for 2 ≤ d ≤ x+ y− 1;
d− x− y, for x+ y ≤ d ≤ x′ + y− 1;
x′ − x, for x′ + y ≤ d ≤ x+ y′;
x′ + y′ − d, for x+ y′ + 1 ≤ d ≤ x′ + y′;
0, for x′ + y′ + 1 ≤ d ≤ 2N .
(1)
By Eq. (1), the non-zero values of fi,j can be interpreted as three line segments in the plane (see Fig. 6). Observe that to
evaluate fi,j(d)we can compute the intersection of vertical line x = dwith the three line segments representing fi,j. If there
is no intersection, then fi,j(d) = 0. Otherwise, the value of fi,j(d) is the y-coordinate of the intersection.
We let F denote the set of line segments obtained by interpreting all fi,j into segments. Note that |F | = O(n2). Besides
the two endpoints, each line segment of fi,j is associatedwith value j−i, i.e., the level of block Bi,j. Given a line segment L ∈ F ,
we let (x1(L), y1(L)) and (x2(L), y2(L)) denote its left and right endpoints, and let z(L) denote its level.
Now, answering a cost query can be interpreted as answering an interval stabbing query as follows. By definitions of cost
and fi,j, we have that cost(d, h) =j−i≤h fi,j(d). Hence, to evaluate the value of cost(d, h)we can sum up the y-coordinates
of intersections of line x = dwith L ∈ F , where z(L) ≤ h. Formally,
cost(d, h) =

L∈G

y1(L)+ (d− x1(L))× y2(L)− y1(L)x2(L)− x1(L)

, (2)
where G = {L ∈ F | d ∈ [x1(L), x2(L)], z(L) ≤ h}. Set G contains those segments below level h that are stabbed by vertical
line x = d. Given set F , reporting segments in G is in essence a two-dimensional interval stabbing query. However, our cost
query is more like a counting query which asks for a value concerning the intersections. Below, we demonstrate how to
utilize a segment tree to answer a cost query.
Let m denote the size of F . The x-coordinates of segment’s endpoints in F subdivide the x-axis into 2m + 1 intervals,
called atomic intervals.1 The segment tree T built with respect to F is a balanced binary tree, whose leaves are in
1–1 correspondence with the atomic intervals, ordered from left to right. Each segment of F is split into at most 2 logm
fragments, stored in nodes of T . Specifically, an internal node u of T corresponds to the union of the atomic intervals of its
descendent leaves, denoted by interval Iu. Given a segment L ∈ F , we say that L spans interval Iu if the projection of L to the
x-axis covers Iu. A fragment of L ∈ F is stored in node u if L spans Iu but does not span Ip, where p is u’s parent. Moreover,
the fragment of L stored in node u is exactly the part of Lwhose projection to the x-axis matches Iu. (For more details of the
construction of a segment tree, see [3].)
We now demonstrate how to answer a cost query using the segment tree T constructed as above. At answering
a cost(d, h) query, we traverse T from the root to a leaf node v such that v corresponds to the atomic interval that contains
value d. Note that all fragments found in the nodes along this path are the fragments stabbed by the vertical line x = d.
However, a cost(d, h) query demands only those stabbed fragments that are below level h. Moreover, by Eq. (2) our goal is
1 To simplify the discussion, we assume that the 2m endpoints of segments in F have distinct x-coordinates. Moreover, we do not construct a leaf node
for each endpoint of the segments.
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Fig. 7. (a) The segment tree T which stores the accumulated segments of the four two-dimensional segments shown below the tree. The number next
to each segment indicates the block level of that segment. A segment is partitioned and stored as accumulated fragments in gray-shaded nodes of T . For
example, the segment of level 1 is stored as three accumulated fragments labeled 1′ in two leaf nodes and one internal node. The dashed lines indicate the
path for answering cost(d, 3). (b) The corresponding lists of pointers for each node of T . The gray-shaded rectangles depict the solid pointers, while thewhite
rectangles depict the non-solid pointers. Take the list of the root as an example. It contains four non-solid pointers, labeled 1′, 2′, 3′ , and 4′ respectively.
Each pointer comprises a left and right link, connecting to a pointer in the left child’s and right child’s list respectively. The bold arrows indicate the traversal
of links for answering cost(d, 3).
to compute their intersections with the vertical line x = d. If we retrieve these fragments and compute their intersections
separately, the time is at least proportional to the number of fragments retrieved. To improve the time,we take the following
two steps.
1. Each fragment is replaced by an accumulated fragment which sums up all the fragments below its level stored in the same
node. To sum up two fragments we simply add up their y-coordinates of the two endpoints respectively.
2. An accumulated fragment which sums up fragments up to level i in a node is said to be of level i. The accumulated
fragments stored in eachnode ofT are then sorted according to their levels. To avoid ambiguity, an accumulated fragment
of level i is labeled i′.
Then, for each node in the path we need only to retrieve the accumulated fragment with the highest level below h, and
then compute its intersection with the vertical line x = d. Take Fig. 7a as an example. The dashed lines in Fig. 7a show the
path for answering a cost(d, 3) query. There are three accumulated fragments stored in the nodes along this path, labeled
1′, 3′, and 4′ respectively. In this example, only the accumulated fragment labeled 3′ in the second-last node of the path will
be retrieved. Note that this fragment in fact stands for the summation of two fragments, of levels 1 and 3, both of which are
stabbed by the vertical line x = d. By Eq. (2), it is not hard to see that the value of cost(d, 3) is equal to the y-coordinate of
the intersection of the retrieved accumulated fragment with the vertical line x = d.
Since tree T is balanced, each path for answering a cost query contains O(logm) nodes, each of which may require
O(logm) time for a binary search. Hence, we can derive that the total time for answering a cost query is O(log2 m). Below,
we show how to reduce the time to O(logm) by applying the standard technique of fractional cascading [19,28]. We shall
construct an auxiliary list of pointers for each node of T . Suppose that there is an accumulated fragment labeled i′ stored
in node v of T . Then, a solid pointer labeled i′ will be created in v’s list correspondingly. Moreover, this solid pointer will
be associated with the accumulated fragment stored in node v. That is, we can directly access an accumulated fragment
via its corresponding solid pointer. On the other hand, all the lists of the nodes along the path from the root to v’s parent
will contain a non-solid pointer also labeled i′. The creation of non-solid pointers is to bypass some of the binary searches
at the tree traversal. They are not associated with any accumulated fragment stored in T . Every solid or non-solid pointer
comprises a left and right link. Specifically, the left link (resp., right link) of pointer i′ connects to the pointer in the left (resp.,
right) child’s list having the highest level below i. If there is no such pointer in the left (or right) child’s list, the link connects
to null.
With the help of these pointers, only one binary search is needed at the root’s list and the binary searches in the rest
of the nodes can be saved by simply following the links. See Fig. 7b for an example. At answering a cost(d, 3) query, we
first perform a binary search on the root’s list, retrieving the pointer with the highest level below 3. In this example, the
non-solid pointer labeled 3’ in the root’s list will be retrieved. Recall that the path for answering cost(d, 3) contains three
downward edges of T (i.e., the dashed lines in Fig. 7a): the first edge descends to the right child, the second descends to the
left child, and the third descends to the right child. Accordingly, once we retrieve the pointer labeled 3’ in the root’s list, we
first follow its right link, and then follow the left link, and finally the right link which leads us to null (see the bold arrows in
Fig. 7b). Note that during the traversal of pointers, the accumulated fragment with the highest level below 3 in each node of
the path can be directly retrieved via the solid pointers. In this example, only one accumulated fragment labeled 3’ stored
in the second-last node of the path will be retrieved. As we perform only one binary search on the root’s list, the total time
is reduced to O(m logm).
Lemma 5. Answering function cost can be done in ⟨n2 log n, log n⟩ time and O(n2 log n) space.
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Proof. The segment tree T storing segments of F can be built in O(m logm) time using the algorithm described in [3].
Storing a segment L ∈ F involves two search paths of length O(logm) in tree T . Note that segment L is partitioned into
fragments, stored in O(logm) nodes incident to the two search paths. As the solid pointers are in 1–1 correspondence
with the stored fragments, the total number of solid pointers created for L is O(logm). On the other hand, all the non-
solid pointers related to L are contained in the lists of the nodes in the two search paths. Hence, the total number of non-
solid pointers created for L is also O(logm). Thus, we can conclude that the total time and space required for constructing
the lists of pointers is O(m logm). As long as we store the segments of F from the lowest level to higher levels in order,
both replacing with accumulated fragments and constructing the links between pointers can be easily done in a dynamic
programming fashion. More specifically, when storing a new fragment into a node of T , we simply add the new fragment
to the accumulated fragment of the highest level in that node. To construct the pointers of the new segment, we build the
links in a bottom-up order of the tree. A newly created pointer is then linked to the pointers of the highest level in the child’s
lists, if any. To conclude, both storing the segments of F in tree T and constructing the links between pointers can be done
in O(m logm) time. Sincem = O(n2), the lemma thus follows. 
Theorem 2. Algorithm 2 runs in ⟨n2 log n, log2 n⟩ time and O(n2 log n) space.
Proof. Immediate from Lemmas 3–5, and procedure Query2. 
5. Concluding remarks
We presented two algorithms for the palindrome retrieval problem, both utilizing run-length factorization of the input
string and having time and space polynomial in the number of runs. As a result, our algorithms can efficiently identify
palindromes centered at region of interest, with arbitrary degree of approximation between the arms.
The proposed approaches can be easily adapted to support queries of biological palindromes. The adaptation of the
first algorithm is direct; hence, we will only focus on the second algorithm. Recall that a biological palindrome contains
two complementary arms separated by a nonempty substring called spacer. To retrieve palindromes with complementary
arms, we simply redefine the notion of matching in our algorithm. As for the retrieval of palindromes whose two arms are
separated by a specified spacer, it can be done by querying palindromes without a spacer as follows. Let c1 and c2 denote
the start and end positions of the specified spacer and let k be the allowed number of mismatches between the gapped
palindrome’s arms. The longest palindrome containing the spacer can be retrieved by queryingQ (T , c ′, k′), where c ′ = c1+c22
and k′ = k + dH(T ( c1+c22 , ⌈ c2−c12 ⌉)), where dH(T ( c1+c22 , ⌈ c2−c12 ⌉) is the number of mismatches within the spacer, which
should not be taken into account.With the help of roof and cost queries, the value of dH(T (
c1+c2
2 , ⌈ c2−c12 ⌉) can be determined
in O(log2n) time in the online phase as follows. We perform a binary search on the roof points on anti-diagonal c1 + c2
to determine the highest level reached by the spacer’s arm. An additional cost query sums up the number of mismatch
entries up to that level. Subtracting the number of mismatch entries that go beyond the spacer’s arm gives the value of
dH(T (
c1+c2
2 , ⌈ c2−c12 ⌉). All the above steps can be done in O(log2 n) time.
In this paper, we showed how to tackle the palindrome retrieval problem directly on the compressed input. We focused
only on the theoretical time and space bounds of the proposed algorithms. Our next step is to apply the developedmethods to
biological data and provide the experimental comparison between the algorithms. On the other hand, the second algorithm
achieves a better query time but scarifies its space complexity. Hence, a challenge would be to reduce the space usage
while preserving its query-time advantage. Moreover, as identifying squares in a string is closely related to identifying
palindromes, we are interested in whether our techniques can be applied to identifying (approximate) squares in a run-
length encoded string.
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