Abstract. In single photon emission computed tomography (SPECT) one is interested in reconstructing the activity distribution f of some radiopharmaceutical. The data gathered suffer from attenuation due to the tissue density µ. Each imaged slice incorporates noisy sample values of the nonlinear attenuated Radon transform
Introduction
Some of the most challenging problems at the crossroads of mathematics, engineering and medicine arise from the development of tomographic methods for medical diagnosis, especially those involving nonlinear models with very noisy data. A prominent example is the use of single photon emission computed tomography (SPECT) to examine massive body parts in nuclear medical diagnosis. When SPECT is used to visualize the metabolism of a bodily organ, a disease can often be diagnosed much earlier than is possible with conventional tomographic devices (e.g. CT, ultrasound) that detect anatomical changes only.
SPECT (similar to PET, positron emission tomography) functions by reconstructing the activity distribution of a γ -radiopharmaceutical. Unfortunately, γ -photons are absorbed and scattered in dense media. This absorption may cause strong artifacts in the reconstruction algorithms which are currently used and it is therefore desirable to find a clinically usable method for attenuation correction in SPECT imaging, preferably one using no additional measurements besides the standard emission data (cf figure 1(b) ).
A mathematical model of the imaging process in SPECT is the attenuated Radon transform (ATRT). For SPECT scans the count rates of the scintillation cameras in a certain energy range are approximately given by line integrals over the activity f and the attenuation µ in the cross section under consideration.
Along the line ℓ in the direction of the unit vector ω = (cos(ϕ), sin(ϕ)) ∈ S 1 at distance s ∈ [−̺, ̺] to the origin (see figure 1(a)) the count rate is approximately proportional to A(f, µ)(ω, s) as given by equation (1). Mainly due to scatter effects, integration over cones rather than lines, movement of the radiopharmaca during the measurements and especially the stochastic nature of the radioactive decay the measured data (called sinograms after cross section wise rearrangement, as in figure 1(b)) y δ (ω k , s l ) ≃ y 0 (ω k , s l ) := A(f, µ)(ω k , s l )
are rather noisy sample values of the ATRT (cf figure 1 ). More precise models are known, but may not be treated numerically with current computers (cf [Di98] ). The ATRT is also a mathematical model for a number of other inverse problems. It plays a prominent role, for example, in the analysis of plasma physics experiments, optics of semi-transparent media, nondestructive testing (e.g. for the inspection of containers full of nuclear waste), and astronomical measurements.
In SPECT the task is to find quantitatively accurate estimates for the density distribution f of the radiopharmaceutical. Obviously knowledge is required of the attenuation map µ. However, µ is ignored in the clinical standard backprojection reconstruction algorithms. This leads to pronounced ghosts in the reconstructions, especially when used in thoracic or abdominal diagnosis. More sophisticated algorithms try to estimate µ from additional transmission measurements, possibly leading to increased measurement times, more expensive equipment, higher data noise and radiation doses.
Natterer showed in [Nat83, Nat93] that at least some information on the attenuation µ may be recovered from sampled SPECT data alone. Recently, several authors investigated the problem of identifying µ from the ATRT data alone [CGLT79, MY93, Bro95, WCNG97, You95, KMJ+96] . To our knowledge all these attempts have had but limited success.
This paper investigates a Tikhonov-IntraSPECT ansatz, i.e. whether a good approximation of both the activity and attenuation maps f and µ can be obtained using only the SPECT data and a nonlinear version of the Tikhonov regularization method developed based on the work of Engl et al on parameter identification in partial differential equations.
In the second section we summarize some general results on nonlinear Tikhonov regularization. Section 3 will introduce a factorization of the ATRT and some mapping properties of the constitutent operators. Based on this factorization our main theoretical results are given in section 4. The following section gives a brief introduction and some results on a numerical method to minimize the Tikhonov functional efficiently. An appendix contains proofs of some more technical results used in section 3.
Nonlinear Tikhonov regularization
Our research is based on the famous main theorem of Engl, Kunisch and Neubauer in [EKN89] . Let us fix some notation. We consider a continuous, nonlinear operator A : D(A) ⊂ X → Y between Banach spaces X, Y . The aim is to find an estimate for a signal x which is mapped by A to perfect data y = y 0 A(x) = y
given some approximate data y δ with
In the SPECT problem we have to deal with two components of x = (f, µ).
An element x † ∈ D(A) satisfying
and
The basic idea is to investigate whether an (approximate) minimizer of the Tikhonov functional
is a good estimate for the solution of the inverse problem ((3), (4)). In the Tikhonov functional x * is called a start value (or initial guess) and α > 0 the regularization parameter. Let η 0. T (x) + η.
In [EKN89] conditions were established under which nonlinear Tikhonov regularization, i.e. approximating the solution x † by such x
Theorem 2.2. Let the nonlinear ill-posed problem ((3), (4)) of approximating the preimage x † next to x * ∈ X of y ∈ Y under the operator A : D(A) ⊂ X → Y given y δ satisfy condition T. Further, let (y δ ) δ be a sequence of improved data with y δ − y δ and data error bound δ ց 0. If a regularization parameter α ∼ δ and a tolerable minimization error η = O(δ 2 )
are chosen and if ρ > 2
, then for some C e , C r < ∞ the order optimal error estimate
holds and the residual fulfils
Proof. For Y a Hilbert space the theorem was first proved in [EKN89, theorem 2.4]. A version for η = 0 can also be found in [EHN96, theorem 10.4]. A proof dealing also with higher order source conditions is given in [EHN96, theorem 10.7] . To include the case where Y is a Banach space (a minor generalization) for first-order source condition one simply has to replace the adjoint of the derivative in the topology generated by the scalar product in a Hilbert space Y , by the dual of A ′ (x † ) with respect to the duality of ⋄|⋄ Y ′ ×Y and use the latter instead of the scalar product ⋄|⋄ Y in the proof of [EKN89, theorem 2.4]. The Hilbert space structure in X is crucial to the known proofs, since they all depend on a polarization identity in X. If η > 0 is used, the weak closedness condition (T6) may be dropped, it only ensures existence of a minimizer of T .
A close examination of the proof gives the condition on ρ, which is only required to be sufficiently large in the original work. It further follows that the minimal constant C e in the error estimate is obtained for η = 0 and α = Remark 2.3. In applications Y will most likely be a Hilbert space, where the norm has a simple Fréchet derivative. Minimizing T for Y , say an L 1 function space for which conditions T4, T5 may be more easily satisfied (cf theorem 4.10), is more demanding, because ⋄ 1 (for example) is not Fréchet differentiable. It is possible, but somewhat technical, to prove results similar to the above when A ′ is merely Hölder continuous. The interested reader is referred to [Di98] .
Engl et al also discuss other nonlinear regularization techniques and a posteriori parameter choice techniques for the Tikhonov regularization in their monograph [EHN96, chapter 10] . Most of these methods and the a posteriori choice of α require additional conditions that strongly restrict the nonlinearity of A. Since these restrictions could not be established for various modifications of the attenuated Radon transform (cf [Di98, section 4.3]), we rely on the basic Tikhonov technique.
Using Taylor expansion of the operator A it is possible to demonstrate that the nonlinear Tikhonov-functional T (x) is strongly convex in the vicinity of an approximate minimizer. This ensures convergence of most standard minimization routines applied to T once they are sufficiently close to the solution. The somewhat technical proof of this theorem can be found in [Di98] and will be given in a forthcoming paper on the details of our numerical method. It can be shown that T is strongly convex over B ρ (x) with ρ such that c(ρ)
Lρ)ρ > 0. We note that no source condition (like T7) is needed for the proof. 
Decomposition of a modified ATRT operator
It is easy to prove differentiability of the ATRT operator A considered as a map
Together with the inclusion L ∞ ( ) ֒→ L 2 ( ) one may deduce Fréchet differentiability of arbitrary order of A as a map
for s > 1. This allows the application of the previous theorem, but only under the assumptions that the parameter functions f, µ are in H 1 0 ( ). Further, in order to satisfy the source condition
, the solution f (resp. µ) has to be in f * + πH 2 0 ( ) (resp. µ * + πH The natural assumptions on the regularity of the functions f, µ in the application would be to assume that the functions are positive and continuous but with possible jumps on the boundary of some smooth sets (e.g. representing the boundary of an organ). In mathematical terms the desired domain could be modelled by f, µ ∈ H s 0,+ ( ), s < 1 2 (cf [Nat86, pp 92ff]). We therefore set forth to establish the existence of a Lipschitz-continuous derivative of A over a larger space, namely to a product space of Sobolev spaces of fractional order smaller than 1 2 .
Operators related to the ATRT
We proceed by studying a decomposition of the ATRT into simpler operators and their mapping properties. For this section let f, µ denote functions in C c (R 2 ) and g, h ∈ C c (S 1 × R 2 ) (i.e. continuous functions with compact support). The following operators are then well defined.
3.1.1. Attenuated Radon transform. We define the ATRT operator A :
that takes angle-dependent functions as first argument. It will turn out thatÃ is related to the derivative of A.
3.1.2. Radon transform. The Radon hyper-plane integral transform in two dimensions
agrees with the x-ray line integral transform up to a change of variables. As for the ATRT, a generalized variantR :
3.1.3. Fan-beam transform. The analysis of the fan-beam transform
is important for a thorough understanding of the ATRT †. In medical applications the functions f, µ have their support in the disc := B ̺ (0) = {x ∈ R 2 | x 2 ̺} for some radius ̺ ∼ 15-20 cm. We observe that if µ has its support in the disc then for x ∈ either Dµ(ω, x) = Dµ(ω, x ω ) for a suitable x ω ∈ ∂ or Dµ(ω, x) = 0. Hence, it suffices to consider Dµ as a function over the compact set S 1 × . When considering the fan-beam transform as part of the ATRT we also notice that for f with compact support in we only need to know Dµ(ω, x) for |x| ̺. If µ too has its support in that disc then for x ∈
Later it will be demonstrated that, unlike D, the operators D ̺ are bounded between some L p or Sobolev spaces over R 2 . Let µ be a function with support in the disc = B ̺ (0). Then D ̺ µ has its support in S 1 × 3 . For simplicity we may write D for either D or D ̺ or their restriction to S 1 × .
3.1.4. Exponential operator. The unbounded growth of the exponential operator E :
for functions with negative peaks causes obstacles in the analysis. † Following Natterer we use the notation D for the fanbeam integral transform. Note that D never denotes a differentiation in this work.
Physically admissible arguments to E in a decomposition of the ATRT do not have such peaks. Therefore, we introduce operators E φ :
for some φ ∈ C 2 (R, R + ) that satisfies φ| R + = exp(−⋄) and has |φ|, |φ ′ | and |φ ′′ | bounded. It will be shown that (unlike E itself) E φ is Fréchet differentiable if considered between suitable function spaces. Under certain conditions on φ and the spaces involved Fréchet derivatives of E φ of arbitrary order may exist.
3.1.5. Multiplication operator. Formally we introduce the bilinear multiplication M :
3.1.6. Inclusion. The symbol i is used to denote any kind of continuous embedding operator when it becomes necessary to name it explicitly. For example, we use i S 1 :
Here H s denotes a Sobolev space of fractional order.
Lemma 3.1. With the above-defined operators we have the factorization
of the nonlinear ATRT operator. The nonlinear ingredients are the bilinear operator M and the composition operator E.
The introduction of i = i S 1 • i s and M may seem needless; however, a simple inclusion operator may have a nontrivial adjoint and helpful compactness properties. Considering M as a bilinear operator helps to clarify the differentiability properties of A and the structure of the dual of A ′ . For f, µ with support in the disc = B ̺ the fan-beam operator D may be replaced by D ̺ . Similar to D ̺ we define R ̺ ,R ̺ for the (generalized) Radon transformation with integration restricted to the interval [−̺, ̺] in place of R. With the restricted operators we define the restricted ATRT
The following proposition is then obvious.
Proposition 3.2. For continuous functions f, µ with support in the disc of radius ̺ and µ 0
The restricted operators R ̺ ,R ̺ , D ̺ , E φ , A ̺ ,Ã ̺ and the operators M and i : C( ) → C(S 1 × ) are continuous with respect to the supremum norm. The operators therefore have a continuous extension to the L ∞ spaces over the domain of their arguments (R 2 , resp.
We note that the unrestricted R, D etc are discontinuous and E is not equicontinuous in L ∞ topology.
The preceding proposition shows that as long as f, µ are physically admissible functions, i.e. in particular non-negative and with compact support in a certain disc, then A ̺ agrees with A. Therefore, when we consider A ̺ in the sequel, we actually work with the same model for real data as used in papers employing the standard attenuated Radon transform. The modification serves only to introduce some convenient mathematical properties (compactness and differentiability, as we shall see) into the model.
3.1.7. Some notation. We introduce the nonlinear operator
The problem of reconstructing µ given f is described by F if the supports of f and µ lie in = B ̺ and µ 0. These assumptions will always be made in the following. If not stated otherwise, we restrict our attention to functions with support in the compact disc resp. S 1 × . Under that assumption we may drop the subscript ̺. For any operator F whose range consists of functions on (subsets of)
we define the directional restrictions by
3.1.8. Extension to larger domains. In order to use Hilbert space theory we have to extend the operators to a Hilbert space setting in a way that the composition A ̺ becomes Fréchet differentiable. There are some obstacles to overcome; for example, the multiplication has no continuous extension to L 2 and the nonlinear composition operator E (resp. E φ ) is not always differentiable. is necessary for a continuous embedding (which then is also compact).
On mapping properties of certain operators
3.2.1. Continuous inclusions. The inclusion i : L p ( ) → L p ( × ) defined by if (σ, ω) = f (ω)
Multiplication operator.
With respect to the maximum norm, M is a bilinear continuous operator of norm 1. By the Sobolev lemma M may be extended over a relative compact open subset ⊂ R 2 to a bilinear continuous operator M :
whenever a continuous multiplication in function spaces (X ×Y, Z) over a common domain is defined. By the generalized Hölder inequality (19) M is continuous with norm 1, e.g.
. This, together with the Sobolev embedding into L p , proves that M :
= 1 (with exception of the case s = 1, t = 0 and vice versa). Since continuous bilinear operators are always Fréchet differentiable, so is M.
3.2.3. Radon transform. Due to the well known projection slice theorem (cf [Nat86] ) for the Radon transform R, it may be extended as an operator on all tempered distributions f ∈ S ′ ( ), whose Fourier transform is representable by a function. That includes all distributions with compact support f ∈ E ′ . The question remains whether the continuation is continuous.
For 1/p + 1/q = 1; p ∈ [1, ∞) and g(ω, x) with support in S 1 × we have the following estimates:
This leads to
Integrating this estimate over S 1 proves the following proposition.
Proposition 3.4. For the Radon transformations the inequalities
Rf p Rf p,
hold for functions f, g over resp. S 1 × . This shows, together with (7), that the operators
3.2.4. Fan-beam transform. Over the compact set ⊂ R 2 the operator D is continuous with respect to the L ∞ topology
As forR, we estimate
This results yields, via restriction to and integrating over S 1 , the next proposition.
Proposition 3.5. The fan-beam transforms D and
This result is, however, still too weak to prove the main theorem under realistic assumptions. A stronger result is the following.
Theorem 3.6. The fan-beam transform extends to a compact operator
For s = s * (p), p ∈ {6, ∞} the extension remains continuous but is not necessarily compact.
In particular, the smoothing property
For the proof of this theorem we use two Sobolev estimates on D ̺ and an interpolation result which we present before the proof. The somewhat technical proofs of these results are given in the appendix.
The Fourier transform of a function over R n is defined as
Consider the L 1 function θ ̺ := χ [0,2̺] with Fourier transform
A simple calculation employing the translation T y µ = µ(⋄ − y) yields
Thus the formula
holds, which yields the Fourier representation
This representation of D ω,̺ allows us to prove smoothing properties of D restricted to †. From equation (10) it is apparent that the directionally restricted fan beam transform D ̺,ω † With the help of the Fourier transform of distributions one may calculate
is a bounded operator of norm less than 2̺ between Sobolev spaces of the same order, between Sobolev spaces over and S 1 × 3 , i.e.
For all ε > 0 the operators D ̺,ω are not bounded from
where the Banach space H α (S 1 × 3 ) is a subspace of H α (S 1 × 3 ) equipped with the norm
The following interpolation estimate is the second major ingredient of the proof of theorem 3.6.
Proposition 3.8. Let X, Y be some domains, 0 < p 0 , p 1 , p 2 < ∞; p 0 , p 1 p 2 and f a function on X × Y for which we have the estimates
and the estimate
holds. In particular, we obtain the estimate
Proof of theorem 3.6. If µ has its support in , then D ̺ µ clearly has its support in S 1 × 3 . It was demonstrated in proposition 3.7 via Fourier techniques that D ̺ has smoothing properties, 
), p i = ∞. With proposition 3.8 on interpolation over product spaces we find Proposition 3.9. Let E be the extension of the exponential g → exp(−g) to L ∞ ( ) Then the operator E is Fréchet differentiable at g ∈ L ∞ with derivative
An analogue result holds for the redefined exponential composition with φ (cf (6)) E φ : L r ( ) → L p ( ) over with finite volume. Let r > p, r, p ∈ [1, ∞] or r = p = ∞. For g, ν ∈ L r , g 0 the operator E φ = φ• is Fréchet differentiable at g with derivative given by (11).
Higher derivatives exist of any order for E and E φ on L ∞ and of all orders m < r p for E φ : L r → L p provided φ| R − is sufficiently regular, e.g. has all derivatives up to order m + 2 bounded. They are given at g (with g 0 for E φ ) by
If m + ε r p , ε ∈ (0, 1] and the regularity assumption (26) on φ (m) holds, e.g. if
Proof. First we consider the case for E and g, ν ∈ L ∞ . In the Banach algebra
∞ . This estimate yields the theorem for m = 1 and L ∞ . Similarly,
holds, which proves the result for higher derivatives over L ∞ . For the operators E φ , the above proof does not work since (L p , ·), p ∈ [1, ∞) is not a Banach algebra. The proof of differentiability of E φ is somewhat technical, and given after proposition A.4 in the appendix. It shows that E φ : L r ( ) → L p ( ) is Fréchet differentiable when is finite and r > p and φ satisfies the regularity assumptions of that proposition. This is the case if m + 1 derivatives of φ are bounded over R and φ (m+1) is Lipschitz continuous. The derivatives of the composition operator φ• are given by (ν 1 , . . . , ν m ) → φ (m) · i ν i . At a non-negative function g the derivatives are therefore also given by (12). An application of proposition 6.2 to φ (m) which has a bounded derivative by our assumption, yields the Hölder or Lipschitz continuity of the highest derivative.
3.2.6. Attenuated Radon transform. Clearly for f ∈ L p ( ), f 0, µ 0 and µ measurable p ∈ [1, ∞] the estimate A(f, µ) p Rf p holds. For arbitrary f ∈ L p ( ) using a simple variation of the proof demonstrating the continuity ofR or R shows that A(f, µ) p (2̺)
1−1/p f p . Accordingly, the ATRT may be extended to arbitrary measurable µ 0 and f ∈ L 1 (R 2 ). This includes the case f in L p ( ) for = B ̺ (0), p ∈ [1, ∞]. For the redefined exponential operator E φ , we have the estimate
Hence the ATRT may be extended to
. It is, however, not obvious that A is continuous and Fréchet differentiable with respect to µ on this large domain. Actually, higher regularity of (f, µ) is required in the following section to prove differentiability of A as a nonlinear operator of two argument functions.
Tikhonov-IntraSPECT

The ATRT in Hilbert space
We aim to apply the regularization theory of [EKN89] to the attenuated Radon transformation A or a redefined version thereof under realistic conditions. To approach this aim we start with two abstract theorems that yield part of the condition T in definition 2.1 for any operator of a similar structure as the ATRT defined over suitable spaces. In the next theorem we consider a map A that, like the ATRT, has the structure shown in figure 2.
Theorem 4.1. Let , , be some domains, and H 1 ( ), H 2 ( ) be Hilbert spaces continuously embedded by i 1 , resp. i 2 , into L 2 ( ). Consider an operator A mapping let R : L s ( ) → L t ( ) be a continuous linear operator. Assume A admits the decomposition
Then A is n-times Fréchet differentiable, compact and weakly sequentially closed.
Proof. Differentiability follows from the chain rule which is valid for Fréchet derivatives. We may decompose A =
• T with the compact linear operator T :
Therefore, A is compact. In order to prove weakly sequential closedness consider a sequence x n ⇀ x and y n = A(x n ) ⇀ y. Since D(A) = X is weakly closed we have x ∈ D(A). Assume y = A(x). Since T is compact and any weakly convergent sequence is bounded by the theorem of Banach-Steinhaus, there exists a subsequence x ′ n such that z ′ n = T x ′ n → z converges in the norm of Z. Assume z = T x, then there exists u ∈ Z ′ with z − T x|u = 0 but
We see thus z = T x. By continuity of y
in the norm of Y . Thus, y ′ n converges weakly to both y and A(x), which by uniqueness of weak limits are therefore equal.
Theorem 4.2. In the situation of the previous theorem the first Fréchet derivative of A at x = (f, µ) ∈ X is given by
The second derivative if existent is given by
If the first Fréchet derivative of E is Hölder continuous of order ε ∈ (0, 1], then A ′ is locally Hölder continuous of order ε. The result on the derivative still holds if K, D are merely continuous. g ) the derivatives may be calculated by the chain rule. We find for the first Fréchet derivative:
Proof. Noting that M is Fréchet differentiable with derivative
The second derivative if existent is calculated from
Higher derivatives may be calculated by induction. Hölder continuity: Let H E ′ denote the Hölder constant of E ′ . Then
Now consider
A ′ (f + g, µ + η) − A ′ (f, µ) sup (h,ν) =1 { A ′ (f + g, µ + η)(h, ν) − A ′ (f, µ + η)(h, ν) + A ′ (f, µ + η)(h, ν) − A ′ (f, µ)(h, ν) } sup (h,ν) =1 { R(M(Kg, (E ′ (Dµ + Dη))Dν) + R(M(Kh, E(Dµ + Dη) − E(Dµ))) + R(M(Kf, (E ′ (D(µ + η) − E ′ (Dµ))Dν)) } R • M sup (h,ν) =1 { K g E ′ (Dµ + Dη) D ν + K h ( E ′ (Dµ) + H E ′ ( D η ) ε ) D η + K f H E ′ ( D η ) ε D ν } R • M K D (( E ′ (Dµ) + H E ′ ( D η ) ε ) g +( E ′ (Dµ) + H E ′ ( D η ) ε ) η + f H E ′ ( D η ) ε ) = R • M K D ×( E ′ (Dµ) ( g + η ) + ( g + η + f )H E ′ ( D η ) ε ).
It follows that
for some C(f, µ) < ∞. Namely, for (g, η) ρ 1 and the continuous function
the estimate 0 ( , ζ 2 dx) for some continuous weight functions 0 < c ζ k (x) C < ∞. The norm on X s 1 ,s 2 is given by
Further, we define the Banach spaces
We note that Y 2 is a Hilbert space. As set X ) satisfy
If strict inequality holds for some ε > 0 and s i > 0 than A ̺ is also compact and weakly sequentially closed.
Proof. We are in the situation of the previous example with the generalized Radon transform R in the role of R and ( , ζ dx) ; the respective norms are equivalent but not † For s 2 ∈ [ 1 2 , 1) the condition becomes
equal for 0 < c ζ C < ∞ and ζ ≡ 1. The function φ is either exp(−⋄) (for the case of the original ATRT) or the φ associated with E φ with φ| R + = exp(−⋄) (in the A ̺ case). For convenience we summarize some results of the previous section:
The highest derivative of order m * < r/p of E φ is Hölder continuous of order ε = r/p − m * ∈ (0, 1]. For E to be differentiable r = ∞, i.e. s 2 > 1 is required.
In the case of the original ATRT A, we choose p, r = ∞, q = t, with ) the condition ε * 2 is equivalent to (14). In order to prove Hölder continuity of order ε of A itself, ε * ε is sufficient, which is equivalent to the respective condition in the theorem. The proof of local Hölder continuity of A and A (n) provided E φ , resp. E (n) φ , is Hölder continuous is the analogue to the one for A ′ in theorem 4.2. Concerning
A it is somewhat simpler, for A (n) it becomes rather technical. We omit the calculations involved.
A noteworthy special case of the above is the following theorem. It states that the redefined ATRT satisfies the conditions required by the Tikhonov-regularization theorem 2.2 under more realistic assumptions on the function spaces. ). For the original ATRT A, these properties only hold under the more restrictive conditions s 1 0 and s 2 > 1 (which are, in applications, unrealistic for µ).
Proposition 4.7. The Fréchet derivatives at (f, µ) ∈ X s 1 ,s 2 , µ 0 of the original and the redefined ATRT A, A ̺ are given if they exist by
may not be sufficient, because s 2 = 1 2 is a critical value for s 2 .
ThereinÃ is the generalized ATRT of (5). The analogue formula holds for the derivatives ofÃ.
In particular:
The derivatives exist for all orders n for A, A ̺ :
), s 2 > 1 and for the redefined ATRT A ̺ : X s 1 ,s 2 → Y t for order n < u := (
. The highest derivative of order n * = [u] (resp. n * = u − 1, if u ∈ N) of the ATRT is locally Hölder continuous of order ε = u − n * .
Proof. With the operators from theorem 4.5 and example 4.4 we calculate
The conditions on the s i follow as in theorem 4.5. The results for higher derivatives are proved by a standard inductive argument.
We now proceed to our main technical lemma. It will allow us to improve the result of theorem 4.6.
Lemma 4.8. The Fréchet derivative of the redefined ATRT between
The derivative is Hölder continuous of order ε ∈ (0, 1] at f, µ with f ∈ L s , s 
Using R L(L t ,L t ) = CR ,t,t < ∞ this is proved by the following estimates:
With φ(a, b) := φ(a + b) − φ(a) we estimate further that ) > 0. It follows that there exists some R φ , H φ < ∞ such that for small ν H s 2
Because ε * = min(ε, 1 + ε ′ ) = min(2, )) > 1 if the assumptions (15) are satisfied, we find that A is Fréchet differentiable in the (X s 1 ,s 2 , Y t ) topology at f ∈ L s . In order to demonstrate Hölder continuity of A ′ (x) at x = (f, µ) with f ∈ L s we need to consider
Let p ′ , p ′′ be defined by . We have p ′ , p ′′ > t by our assumptions for Hölder continuity and may estimate
The estimate for the term containing g holds because . In addition, the redefined ATRT is everywhere Fréchet differentiable as operator A :
) the derivative is Lipschitz continuous at all elements with f ∈ L 6 (e.g. bounded f ).
Proof. For the specialization to t = 2 we note that every f ∈ H s 1 is in L s , s = ). For such t estimate (16) holds with ε * = min(1, ε(s)), ε(s) = 3(
6 the derivative is Lipschitz. For t = 1 one obtains ε * = 1 already for f ∈ L 3 . We may finally conclude that the derivative of
is Hölder continuous of order ε =
Summarizing the last results, we may now state the main theoretical result. We define in view of lemma 4.8 the following domain of functions:
Theorem 4.10. The redefined ATRT satisfies conditions T1-T6 of definition 2.1 required for optimal order Tikhonov regularization by theorem 2.2 when considered as operator on
In particular, for the case with the Hilbert space Y 2 , bounded activity f (p = ∞, C < ∞) the conditions s 2 ∈ [ at least.
Proof. The results were already proved in theorem 4.5 and lemma 4.8.
We note again that for the original definition of the ATRT A : L 2 × H s → Y 2 , s > 1 is the setting required to prove differentiability.
Corollary 4.11. The operator F :
that governs the problem of approximating µ given an activity estimate f and SPECT data y δ , is Fréchet differentiable in the H s → L t topology when s 0. For s > 0 the operator is also compact and weakly sequentially closed. The derivative is given at µ 0 by
It is Hölder continuous at least of order ε = min(1, 3/(2 − 2s) − 1) 1 2
. Lipschitz continuity of F ′ can be guaranteed over H 1/4 . If higher derivatives exist they are given by
For s > 1 derivatives of any order exist. This remains true over H s , s > 1 when we replace A ̺ by the original ATRT A defined with the proper exponential function instead of the substitute φ.
Proof. We may prove this reusing the proof of lemma 4.8 with h, g = 0. The conditions on s 1 may be dropped. The derivative of
. From this, the remaining results follow easily with theorem 4.5. Only the alternative representation of the partial derivative of A ̺ : X s 1 ,s 2 → Y with respect to µ needs to be proved. We show that for sufficiently regular ν and f and µ 0 it may be rewritten as
We have with ℓ(t) = sω
Numerical results
The Tikhonov functional minimization has been implemented in the form of an adapted GaussNewton minimization procedure. The standard Gauss-Newton method starts from the observation that for linear least-square problems a number of efficient algorithms are known to find a minimizer. The operator A in the Tikhonov functional is replaced by its first-order Taylor series
and the resulting quadratic form is minimized
With the vanishing gradient condition
one obtains the update formula
This may be rewritten with the gradient
as the linear system
for the optimal Gauss-Newton update d k = x k+1 − x k , with a symmetric positive definite operatorQ k . The method equals Newton's method for ∇T = 0 with A ′′ ignored. In our implementation the linear problems are solved iteratively by a conjugate gradient type method, that independently searches for updates f and µ.
In figure 3 a phantom data study of a myocard diagnosis is shown. We use an activity f constant in the whole body except the heart muscle where it accumulates. The nonuniform attenuation map µ is reduced to the heavily attenuating backbone (0.28 cm −1 ), muscle tissue (0.16 cm −1 ) and the hardly attenuating lungs (0.04 cm −1 ). For this setting SPECT data were simulated through calculating A(f, µ) and adding 20% multiplicative uniform random noise. Figure 4 shows the first iterates for f, µ of the reconstruction obtained with our algorithm †. Details of the implementation may be found in [Di98, chapter 5] and will be published together with more numerical results in a forthcoming paper.
As is often the case in real inverse problems, we have no proof that for this example the source condition T7 is satisfied for the given signal x = (f, µ); probably this is not the case due to the sharp edges in the phantom data. Nevertheless, the example clearly demonstrates numerical feasibility of the proposed algorithm for this 2D nonlinear problem with roughly 30 000 degrees of freedom (for reconstructing two images of size 128 × 128).
In principle an a posteriori parameter choice as suggested in [SEK93] , i.e. choose α such that could easily be added to the algorithm. However, it is unknown if the conditions in [SEK93] (cf also [EHN96, section 10.3]) are satisfied. Further, this choice of α will also depend on experimentally tuned parameters, but will quite likely produce a much increased computational load which, using current computers and algorithms, takes far too long to compute in clinically acceptable times. (1 + r 2 ) α+1/2 |μ| 2 (r, ϑ) 2π 0 sinc 2 (̺r cos(ϑ − ϕ)) dϕ dϑ r dr.
We consider (using γ = r cos ϕ and 0 < ε < r and symmetry properties) x and choosing ε = 1 when ̺r > 1 and using sinc 1 elsewhere, we arrive at we see that D ̺ σ ((1, 0), ⋄) is no smoother than σ in terms of Sobolev regularity. If ϕ = 0, π/2, π, 3/4π it is possible to show that D ̺,ω σ H α is finite for all α < 1 but without upper bound when ϕ approaches the critical values. Because these estimates are rather technical and give no deeper insight we omit them.
A.2. L p spaces and estimates
In the following section let µ be a positive measure on a domain . We denote as usual by L 1 := L 1 ( , dµ) the set of all equivalence classes of measurable functions f with |f | dµ =: |f | =: f 1 < ∞. 
