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ON COMBINATORIAL FORMULAS FOR THE CHARACTERS OF
HECKE ALGEBRAS
MATJAZˇ KONVALINKA
Abstract. Hecke algebras are beautiful q-extensions of Coxeter groups. In this paper,
we prove several results on their characters, with an emphasis on characters induced from
trivial and sign representations of parabolic subalgebras. While most of the results in
type A are known, our proofs are of a combinatorial nature, and generalize to (partial)
results in types B and C. We also present complete descriptions of such characters for
type I.
1. Introduction
Let us start with a description of three families of characters of the symmetric group Sn.
For a partition λ ⊢ n, denote the character induced from the trivial character of the Young
subgroups Sλ1 × · · · ×Sλp of Sn by ηλ. It is given by
(1.1) ηλ(π) = Rµλ,
where
• µ = (µ1, . . . , µr) is the type of the permutation π (sequence of lengths of cycles of
π), and
• Rµλ is the number of ordered partitions (B1, . . . , Bp) of the set {1, . . . , r} such that
λj =
∑
i∈Bj
µi for 1 ≤ j ≤ p.
The sign characters of Young subgroups induce the characters {ǫλ : λ ⊢ n}, which are
given by
(1.2) ǫλ(π) = σµRµλ,
where σµ = sign π = (−1)
j2+j4+... for µ = 〈1j12j2 · · · 〉. See [Sta99, §7].
Finally, the irreducible characters of the symmetric group have the following combinatorial
interpretation. A border strip is a connected skew shape with no 2×2 square. Equivalently,
a skew shape λ/µ is a border strip if and only if λi = µi−1+1 for i ≥ 2. The height ht T of
a border strip T is one less than the number of rows, and the width wt T is one less than
the number of columns. A border strip tableau of shape λ/µ and type α = (α1, . . . , αp) is
an assignment of positive integers to the squares of λ/µ such that:
• every row and column is weakly increasing,
• the integer i appears αi times, and
• the set of squares occupied by i forms a border strip or is empty.
The height ht of a border strip tableau T is the sum of the heights of non-empty border
strips that appear in T , and the width wt is the sum of the widths of non-empty border
strips that appear in T .
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For a partition λ, the irreducible character χλ is given by
(1.3) χλ(π) =
∑
T
(−1)htT ,
where π is a permutation in Sn of type µ, and T runs over all border strip tableaux of
shape λ and type µ.
Example 1.1 Take λ = (3, 2, 1) and π = 214356. Then ηλ(π) = 4, corresponding to
ordered partitions
({1, 3}, {2}, {4}), ({1, 4}, {2}, {3}),
({2, 3}, {1}, {4}), ({2, 4}, {1}, {3}).
Since sign π = 1, we have ǫλ(π) = 4. Finally, the following are the border strip tableaux
of shape λ and type µ = (2, 2, 1, 1).
1 1 3
2 2
4
1 1 4
2 2
3
1 1 3
2 4
2
1 1 4
2 3
2
1 2 2
1 3
4
1 2 2
1 4
3
1 2 3
1 2
4
1 2 4
1 2
3
The first two and the last two tableaux have even height, and the rest have height 1. This
means that χλ(π) = 4− 4 = 0.
Beautiful quantizations of the symmetric group and other Coxeter groups are the Hecke
algebras, whose characters exhibit an even richer combinatorial structure. The formulas
generalizing (1.3) and (implicitly) (1.1) were given by Ram [Ram91] (see also [RR97]).
In this paper, we use bijective methods to rederive these combinatorial interpretations for
type A, and to find analogous results for other types.
The symmetric group Sn is generated by transpositions si = (i, i + 1), 1 ≤ i ≤ n − 1,
which satisfy the relations
s2i = 1 for i = 1, . . . , n− 1,
sisjsi = sjsisj if |i− j| = 1,
sisj = sjsi if |i− j| ≥ 2.
More generally, we can define a Coxeter group as follows. A symmetric matrix M with
rows and entries indexed by a finite set S and with entries in {1, 2, . . . ,∞} is called Coxeter
if the diagonal elements are 1 and the off-diagonal elements are strictly greater than 1.
The Coxeter group (W,S) is the group generated by S with relations
(ss′)m(s,s
′) = 1 for all s, s′.
An expression w = s1s2 · · · sk, sk ∈ S, is reduced if it is the shortest such expression for w,
and k is called the length ℓ(w) of w. All reduced expressions contain the same generators,
see [BB05, Corollary 1.4.8 (ii)]. Denote by rw(w) the set of the generators contained in a
reduced expression for w.
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Each Coxeter group has a corresponding Coxeter graph; we take one vertex for each gen-
erator, draw an edge between s and s′ if m(s, s′) ≥ 3, and write m(s, s′) above the edge
if m(s, s′) ≥ 4. We call a Coxeter group irreducible if its graph is connected. A Coxeter
group is a product of irreducible Coxeter groups, and all possible finite irreducible Cox-
eter groups are well known: apart from a finite number of exceptional cases (which are
not interesting for our purposes), there are four infinite families. They are shown in the
following figure (the first three graphs have n vertices).
4
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Figure 1. Infinite families of irreducible Coxeter groups.
See [BB05, §A1].
For a Coxeter group (W,S), we can define the corresponding Hecke algebra HW,S as follows.
It is the C[q1/2, q−1/2]-algebra generated by the set of natural generators, elements {Ts : s ∈
S} or, equivalently, by modified natural generators {T˜s : s ∈ S} with T˜s = q
−1/2Ts, subject
to the relations
T 2s = (q − 1)Ts + q T˜
2
s = (q
1/2 − q−1/2)T˜s + 1, for s ∈ S,
TsTs′Ts · · ·︸ ︷︷ ︸
m(s,s′)
= Ts′TsTs′ · · ·︸ ︷︷ ︸
m(s,s′)
T˜sT˜s′T˜s · · ·︸ ︷︷ ︸
m(s,s′)
= T˜s′T˜sT˜s′ · · ·︸ ︷︷ ︸
m(s,s′)
for s, s′ ∈ S, s 6= s′.
If si1 · · · siℓ is a reduced expression for w of length ℓ(w) = ℓ, we define
Tw = Tsi1 · · ·Tsiℓ , T˜w = q
−ℓ/2Tw = T˜si1 · · · T˜siℓ .
This is well defined (say, by Matsumoto’s theorem, see [GP00, Theorem 1.2.2]).
For a Coxeter group (W,S) and a subset J of S, call the subgroup WJ generated by
J a parabolic subgroup (also a Young subgroup when W is the symmetric group). The
subalgebra generated by {Ts : s ∈ J} is called a parabolic (or Young) subalgebra.
Let A be an algebra over C. A left A-module V is called a representation of A. We can also
think of an algebra representation as an algebra homomorphism ϕ = ϕV : A → End(V),
where End(V) is the algebra of endomorphisms of V.
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Example 1.2 Let us prove that the linear map η : H(W,S) → C defined by η(T˜w) = q
ℓ(w)/2
is a representation, i.e. that we have η(T˜wT˜v) = q
(ℓ(w)+ℓ(v))/2 for all w, v. This is obviously
true if v = e, assume that it holds for all w, v with ℓ(v) = k− 1, and assume ℓ(v) = k. We
have v = sv′ for some s ∈ S, ℓ(v′) = k − 1. If ℓ(ws) = ℓ(w) + 1, then
η(T˜wT˜v) = η(T˜wT˜sT˜v′) = η(T˜wsT˜v′) = q
(ℓ(ws)+ℓ(v′))/2 = q(ℓ(w)+ℓ(v))/2,
and if ℓ(ws) = ℓ(w)− 1, then
η(T˜wT˜v) = η(T˜wT˜sT˜v′) = η((T˜ws + (q
1/2 − q−1/2)T˜w)T˜v′) =
= η(T˜wsT˜v′) + (q
1/2 − q−1/2)η(T˜wT˜v′) = q
(ℓ(ws)+ℓ(v′))/2 + (q1/2 − q−1/2)q(ℓ(w)+ℓ(v
′))/2 =
= q(ℓ(w)+ℓ(v))/2−1 + (q1/2 − q−1/2)q(ℓ(w)+ℓ(v)−1)/2 = q(ℓ(w)+ℓ(v))/2.
This representation is called trivial. We can similarly prove that ǫ : Hm(q) → C, defined
by ǫ(T˜w) = (−q
−1/2)ℓ(w), is a representation, we call it the sign representation.
For an A-module V which is finitely generated and free over C, the character of V is the
linear map χV : A −→ C, a 7→ tr(ϕV(a)).
First note the following. For a representation ϕ and the corresponding character ϕ, we
have
(1.4) χ(ab) = tr(ϕ(ab)) = tr(ϕ(a)ϕ(b)) = tr(ϕ(b)ϕ(a)) = tr(ϕ(ba)) = χ(ba).
for every a, b ∈ A.
The algebra H(W,S) is finitely generated and free (see [GP00, §4.4]). Therefore it makes
sense to talk about characters of its representations.
Equation (1.4) implies the following relation for characters of Hecke algebras.
Theorem 1.3 Take w ∈ W , s ∈ S, and a character χ of H(W,S). Then:
• if ℓ(sws) = ℓ(w), then χ(T˜sws) = χ(T˜w);
• if ℓ(sws) = ℓ(w)+2, then χ(T˜sws) = χ(T˜w)+(q
1/2−q−1/2)χ(T˜sw) = χ(T˜w)+(q
1/2−
q−1/2)χ(T˜ws);
• if ℓ(sws) = ℓ(w)−2, then χ(T˜sws) = χ(T˜w)−(q
1/2−q−1/2)χ(T˜sw) = χ(T˜w)−(q
1/2−
q−1/2)χ(T˜ws);
Proof. Assume that ℓ(sw) = ℓ(w)− 1 and ℓ(sws) = ℓ(w). Then
χ(T˜sT˜wT˜s) = χ((T˜sw + (q
1/2 − q−1/2)T˜w)T˜s) = χ(T˜sws) + (q
1/2 − q−1/2)χ(T˜wT˜s)
and, by (1.4),
χ(T˜sT˜wT˜s) = χ(T˜wT˜sT˜s) = χ(T˜w(1 + (q
1/2 − q−1/2)T˜s)) = χ(T˜w) + (q
1/2 − q−1/2)χ(T˜wT˜s),
so χ(T˜sws) = χ(T˜w). If ℓ(sw) = ℓ(w) + 1 and ℓ(sws) = ℓ(w), then
χ(T˜sT˜wT˜s) = χ(T˜swT˜s) = χ(T˜sws) + (q
1/2 − q−1/2)χ(T˜sw)
and, by (1.4),
χ(T˜sT˜wT˜s) = χ(T˜sT˜sT˜w) = χ((1 + (q
1/2 − q−1/2)T˜s)T˜w) = χ(T˜w) + (q
1/2 − q−1/2)χ(T˜sw).
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This proves (a). Let us prove (b). If ℓ(sws) = ℓ(w) + 2, then ℓ(sw) = ℓ(ws) = ℓ(w) + 1,
and so
χ(T˜sT˜wT˜s) = χ(T˜sws) = χ(T˜wT˜sT˜s) =
= χ(T˜w(1 + (q
1/2 − q−1/2)T˜s)) = χ(T˜w) + (q
1/2 − q−1/2)χ(T˜ws),
and since χ(T˜sT˜w) = χ(T˜wT˜s), we have χ(T˜sws) = χ(T˜w) + (q
1/2 − q−1/2)χ(T˜sw). Swapping
the roles of w and sws, we get (c) from (b). 
Choose J ⊆ S, and say that we are given a representation of HJ , i.e. a HJ -module V. The
tensor product H(W,S) ⊗HJ V is naturally an H(W,S)-module with the action h
′(h ⊗ v) =
h′h⊗ v. This is the induced representation. See [GP00, page 287].
Define
XJ = {x ∈ W : ℓ(xs) > ℓ(x) for all s ∈ J}.
Every x ∈ XJ is the unique element of minimal length in the coset xWJ ofW . Furthermore,
for every w ∈ W , there exist unique x ∈ XJ and v ∈ WJ satisfying w = xv; we also have
ℓ(xv) = ℓ(vx−1) = ℓ(x) + ℓ(v). See [GP00, Proposition 2.1.1].
We will find interpretations of characters induced from characters of parabolic subalgebras
of Hecke algebras of all infinite families of irreducible Coxeter groups, evaluated on certain
elements of Hecke algebras. The proofs we give are completely bijective. We will also give
a bijective proof of formulas for the irreducible characters of the Hecke algebra of type A.
There, we need a quantization of the Murnaghan-Nakayama rule, Lemma 3.4 – for which
we find a proof with a natural bijection and a natural involution – and the following fact.
It is well known that the inverse Kostka numbers K−1µ,λ, defined as the coefficient of the
complete symmetric function hµ in Schur function sλ, describe the expansions of irreducible
Sn characters in terms of induced sign and trivial characters of Sn, i.e.
χλ =
∑
µ
K−1µ,ληµ =
∑
µ
K−1µ,λ′ǫµ.
Somewhat surprisingly, these numbers also describe the expansions of irreducible HAn char-
acters in terms of induced sign and trivial characters of HAn in terms of irreducible H
A
n
characters; no “quantum analogue” of inverse Kostka numbers is needed for this purpose.
See [GP00, Sec. 9.1.9]. In other words, we have
(1.5) χλ =
∑
µ
K−1µ,ληµ =
∑
µ
K−1µ,λ′ǫµ,
where χλ is the irreducible character of H
A
n corresponding to λ, ηµ is the character induced
from the trivial character on the Young subalgebra Hµ, and ǫµ is the character induced
from the sign character on the Young subalgebra Hµ.
Throughout the paper, we will write
R = q1/2 − q−1/2.
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2. Main results and examples
The basis for our computations is the following lemma.
Lemma 2.1 Take a Hecke algebra H(W,S), subset J ⊆ S, character χ0 on the subalgebra
HJ , and an element w ∈ W . Furthermore, denote by χ the character on H(W,S) induced
from χ0. Then
χ(Tw) =
∑
x∈XJ
∑
u∈WJ
χ0(Tu)[Txu]TwTx.
Proof. Assume that χ0 is the character corresponding to the HJ -module V. Assume that
{v1, . . . , vk} is a basis of V. Write w = xu for x ∈ XJ and u ∈ SJ . Then Tw ⊗ v ∈
H(W,S) ⊗HJ V can be expressed as
TxTu ⊗ v = Tx ⊗ Tuv = Tx ⊗
∑
i
civi =
∑
i
ci(Tx ⊗ vi).
Therefore, the basis of H(W,S)⊗HJ V is {Tx⊗vi : x ∈ XJ , i = 1, . . . , k}. For a basis element
Tx ⊗ vi, we have
Tw (Tx ⊗ vi) = TwTx⊗vi =
∑
z∈W
czw,xTz⊗vi =
∑
y∈XJ
∑
u∈SJ
cyuw,xTyTu⊗vi =
∑
y∈XJ
∑
u∈SJ
cyuw,xTy⊗Tuvi,
where czw,x = [Tz]TwTx. Therefore
k∑
i=1
[Tx ⊗ vi]Tw (Tx ⊗ vi) =
∑
u∈SJ
cxuw,xχ0(Tu),
and
χ(Tw) =
∑
x∈XJ
k∑
i=1
[Tx ⊗ vi]Tw (Tx ⊗ vi) =
∑
x∈XJ
∑
u∈WJ
χ0(Tu)[Txu]TwTx.
This completes the proof. 
The same formula holds for the basis T˜w.
Throughout the following sections, we will use certain well-known facts about Coxeter
groups of type A, B, D and I. The book [BB05] is a good reference for these results.
The Coxeter group An−1 can be represented as the symmetric group Sn, consisting of
permutations of the set {1, . . . , n}. We write permutations either in one-line notation or
in cycle notation. The group of generators is SAn = {s1, . . . , sn−1}, where si is the simple
transposition (i, i + 1); we have s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi for |i − j| ≥ 2.
See Figure 1. We multiply permutations from right to left, and denote the corresponding
Hecke algebra by HAn .
There is a natural correspondence between parabolic subgroups of Sn and compositions
of n. For J ⊆ SAn , draw n dots, and place a bar between dots i and i + 1 if and only if
si /∈ J , and assign a composition to dots and bars in the standard fashion. For example,
the composition corresponding to J = {s1, s2, s4, s7} in S8 is 3212, and the generating set
of the parabolic subgroup corresponding to 1421 is {s2, s3, s4, s6}.
We call an element of Sn parabolic of type K if it is a product of elements of K ⊆ S
A
n
(in any order). For a composition λ = (λ1, . . . , λp) ⊢ n corresponding to J ⊆ S
A
n , denote
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the (parabolic) subgroup Sλ1 × · · · × Sλp by SJ or Sλ. The corresponding parabolic
subalgebra will be denoted by HJ or Hλ. Two parabolic elements of the same type are
conjugate and of the same length.
The following theorem was proved by Ram [Ram91].
Theorem 2.2 (induction in HAn ) Say we are given subsets J,K of S
A
n . Denote by λ =
(λ1, . . . , λp) ⊢ n the composition corresponding to J , and by ηλ (respectively, ǫλ) the char-
acter of the representation of HAn induced from the trivial (respectively, sign) representation
of the parabolic subalgebra HJ . For a parabolic element w of type K, we have
ηλ(Tw) =
∑
a
qeK(a)(q − 1)dK(a)
and
ǫλ(Tw) =
∑
a
(−1)eK(a)(q − 1)dK(a),
where the sums are over all integer sequences a = a1a2 · · · an satisfying
(1) 1 ≤ ai ≤ p for i = 1, . . . , n,
(2) #{i : ai = k} = λk for k = 1, . . . , p,
(3) if si ∈ K, then ai ≥ ai+1, for i = 1, . . . , n− 1,
and where
• dK(a) is the number of elements in the set {i : si ∈ K, ai > ai+1},
• eK(a) is the number of elements in the set {i : si ∈ K, ai = ai+1}.
Define a broken border strip to be a (not necessarily connected) skew shape with no 2× 2
square. Equivalently, a skew shape λ/µ is a broken border strip if and only if λi ≤ µi−1+1
for i ≥ 2. A broken border strip T is a union of a finite number, st(T ), of border strips.
Denote by ht(T ) the sum of heights of these border strips and by wt(T ) the sum of their
widths.
A broken border strip tableau of shape λ/µ and type α = (α1, . . . , αp) is an assignment of
positive integers to the squares of λ/µ such that:
• every row and column is weakly increasing,
• the integer i appears αi times, and
• the set of squares occupied by i forms a broken border strip or is empty.
The weight of a broken border strip T is
weight T = (−1)ht(T )qwt(T )(q − 1)st(T )−1,
and the weight weight T of a broken border strip tableau T is the product of weights of
its non-empty broken border strips.
Theorem 2.3 For a parabolic element w ∈ Sn of type K, denote by µ the corresponding
composition of n. Denote the irreducible character of HAn corresponding to λ by χλ. We
have
χλ(Tw) =
∑
T
weight T ,
where the sum is over all broken border strip tableaux T of shape λ and type µ.
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Let us state the result in type B. It is well known that we can represent the Coxeter group
Bn as S−n, the group of signed permutations of n. A signed permutation is a permutation
w of the set {−n, . . . ,−1, 0, 1, . . . ,−n} satisfying w(−i) = −w(i) for all i. It is uniquely
determined by the sequence w(1)w(2) · · ·w(n), which we call the one-line notation of w.
Since a signed permutation is a permutation, we can write it in cyclic notation. We write
(i1, i2, . . . , ik) instead of (i1, i2, . . . , ik)(−i1,−i2, . . . ,−ik) (and call such a cycle a positive
cycle) and (i1, i2, . . . , ik)
− instead of (i1, i2, . . . , ik,−i1,−i2, . . . ,−ik) (and call such a cycle a
negative cycle). The group S−n is generated by t = (1)
− and si = (i, i+1), i = 1, . . . , n−1,
which satisfy the relations t2 = s2i = e, ts1ts1 = s1ts1t, sisi+1si = si+1sisi+1, tsi = sit for
i ≥ 2 and sisj = sjsi for |i− j| ≥ 2. See Figure 1. Denote the set {t, s1, . . . , sn−1} by S
B
n ,
and the corresponding Hecke algebra by HBn .
A parabolic subgroup of S−n is naturally isomorphic to either Sλ1 × Sλ2 × · · · × Sλp
or S−λ1 × Sλ2 × · · · × Sλp for a composition λ ⊢ n, depending on whether t is among
the generators of the subgroup. Call a sequence of non-zero integers (λ1, . . . , λp) a signed
composition of n, λ ⊢ n, if |λ1| + . . .+ |λp| = n. If we disregard the order of the elements
of a signed composition, we get a signed partition. The cycle type of a signed permutation
can be thought of as a signed partition. Again, we call an element of S−n parabolic of type
K if it is a product of elements of K ⊆ SBn (in any order).
Remark 2.4 Throughout this paper, it will often be useful to write n instead of −n for a
positive integer n.
Theorem 2.5 (induction in HBn ) Say we are given subsets J,K of S
B
n . Denote by λ =
(λ1, . . . , λp) ⊢ n the signed composition corresponding to J , and by ηλ (respectively, ǫλ) the
character of the representation of HBn induced from the trivial (respectively, sign) repre-
sentation of the parabolic subalgebra HJ . For a parabolic element w of type K, we have
ηλ(Tw) =
∑
a
qeK(a)+gK(a)(q − 1)dK(a)+fK (a)
and
ǫλ(Tw) =
∑
a
(−1)eK(a)+gK (a)(q − 1)dK(a)+fK (a),
where the sums are over all integer sequences a = a1a2 · · · an satisfying
(1) 1 ≤ |ai| ≤ p for i = 1, . . . , n,
(2) #{i : |ai| = k} = |λk| for k = 1, . . . , p,
(3) if t ∈ J , then ai 6= −1 for all i = 1, . . . , n,
(4) if si ∈ K, then ai ≥ ai+1 for i = 1, . . . , n− 1,
(5) if t ∈ K, then either a1 < 0, or a1 = 1 and t ∈ J .
and where
• dK(a) is the number of elements in the set {i : si ∈ K, ai > ai+1},
• eK(a) is the number of elements in the set {i : si ∈ K, ai = ai+1},
• fK(a) is 1 if t ∈ K and a1 < 0, and 0 otherwise.
• gK(a) is 1 if t ∈ K and a1 > 0, and 0 otherwise.
Let us turn to type D. We can represent the Coxeter group Dn as S
0
−n, the subgroup of
S−n consisting of all signed permutations w for which #{i : i > 0, w(i) < 0} is even. The
group S0−n is generated by t = (1−2) and si = (i, i+1), i = 1, . . . , n−1, which satisfy the
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relations t2 = s2i = e, ts2t = s2ts2, sisi+1si = si+1sisi+1, tsi = sit for i 6= 2 and sisj = sjsi
for |i− j| ≥ 2. Write SDn = {t, s1, . . . , sn−1}. See Figure 1. Denote the set {t, s1, . . . , sn−1}
by SDn , and the corresponding Hecke algebra by H
D
n .
The generators s1 and t play a symmetric role. Therefore we may assume without loss of
generality that we do not have s1 /∈ J , t ∈ J . In this case, a parabolic subgroup of S
0
−n
is naturally isomorphic to either Sλ1 × Sλ2 × · · · × Sλp , S
0
−λ1
× Sλ2 × · · · × Sλp for a
composition λ ⊢ n, depending on whether t is among the generators of the subgroup.
We do not impose such a limitation on K in the following.
Theorem 2.6 (induction in HDn ) Say we are given subsets J,K of S
D
n . Denote by
λ = (λ1, . . . , λp) ⊢ n the signed composition corresponding to J , and by ηλ (respectively,
ǫλ) the character of the representation of H
D
n induced from the trivial (respectively, sign)
representation of the parabolic subalgebra HJ . For a parabolic element w of type K, we
have
ηλ(Tw) =
∑
a
qeK(a)+gK(a)(q − 1)dK(a)+fK (a)
and
ǫλ(Tw) =
∑
a
(−1)eK(a)+gK (a)(q − 1)dK(a)+fK (a),
where the sums are over all integer sequences a = a1a2 · · · an satisfying
(1) 1 ≤ |ai| ≤ p for i = 1, . . . , n,
(2) #{i : |ai| = k} = |λk| for k = 1, . . . , p,
(3) #{i : ai < 0} is even,
(4) if t ∈ J , then ai 6= −1 for at most one i, and for such i we have aj 6= 1 for j < i,
(5) if si ∈ K, then either ai ≥ ai+1, or t ∈ J , ai = −1, ai+1 = 1,
(6) if t ∈ K, then we have the following implications:
• |a1| > |a2| ⇒ a1 < 0,
• |a1| < |a2| ⇒ a2 < 0,
• |a1| = |a2| ⇒ a2 < 0 or a1 = a2 = 1, t ∈ J ,
and where
• dK(a) is the number of elements in the set {i : si ∈ K, ai > ai+1},
• eK(a) is the number of elements in the set {i : si ∈ K, ai ≤ ai+1},
• fK(a) is 1 if t ∈ K and a1 = a2 < 0 or |a1| 6= |a2|, and 0 otherwise,
• gK(a) is 1 if t ∈ K and a1 = −a2 or a1 = a2 = 1, and 0 otherwise.
Remark 2.7 A permutation is parabolic if and only if it has minimal length in its con-
jugacy class. Similarly, a signed permutation in S−n or S
0
−n is parabolic if has minimal
length in its conjugacy class, and if its conjugacy class has at most one negative cycle.
See Section 6 for a discussion of the calculation of values of characters evaluated at Tw for
other (signed) permutations which are not of minimal length in their conjugacy classes.
The Coxeter group I2(m) is generated by two elements, which we denote 1 and 2, and the
relation (12)m = (21)m. See Figure 1. Denote the set {1, 2} by SIm, and the corresponding
Hecke algebra by HIm. The group has 2m elements, one of length 0, two of length i for
1 ≤ i ≤ m − 1, and one of length m. There are only four parabolic subgroups, generated
by ∅, {1}, {2} and {1, 2}, with the last one being uninteresting for induction.
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Theorem 2.8 (induction in HIm) Denote by H0 the trivial subalgebra, and by H1 (re-
spectively H2) the parabolic subalgebra generated by T1 (respectively T2) of H
I
m. Denote
by ηc (respectively, ǫc), c = 0, 1, 2, the character of the representation of H
I
m induced
from the trivial (respectively, sign) representation of Hc. We have η0(Te) = ǫ0(Te) = 2m,
η1(Te) = ǫ1(Te) = η2(Te) = ǫ2(Te) = m. Furthermore, if w is an element of even length
ℓ ≥ 2, then
η0(Tw) = ǫ0(Tw) =
ℓ/2−1∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
qj(q − 1)ℓ−2j,
and if w is an element of odd length ℓ, then
η0(Tw) = ǫ0(Tw) = mq
(ℓ+1)/2 −mq(ℓ−1)/2 +
(ℓ−3)/2∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
qj(q − 1)ℓ−2j.
Now choose c ∈ {1, 2}. For an element w of even length ℓ ≥ 2, we have
ηc(Tw) =
ℓ/2∑
j=1
(
ℓ/2 + j − 1
2j − 1
)
qℓ/2+1−j(q − 1)2j−1 +
ℓ/2−1∑
j=1
(
ℓ/2 + j − 1
2j
)
qℓ/2−j(q − 1)2j
and
ǫc(Tw) = −
ℓ/2∑
j=1
(
ℓ/2 + j − 1
2j − 1
)
qℓ/2−j(q − 1)2j−1 +
ℓ/2−1∑
j=1
(
ℓ/2 + j − 1
2j
)
qℓ/2−j(q − 1)2j.
For an element w of odd length ℓ, we have
ηc(Tw) =

m+1
2
q(ℓ+1)/2 − m−1
2
q(ℓ−1)/2 : m odd(
m
2
+ 1
)
q(ℓ+1)/2 −
(
m
2
− 1
)
q(ℓ−1)/2 : m even, w ∼ c
m
2
q(ℓ+1)/2 − m
2
q(ℓ−1)/2 : m even, w 6∼ c
+
(ℓ−1)/2∑
j=2
(
(ℓ− 1)/2 + j − 1
2j − 1
)
q(ℓ+1)/2−j(q − 1)2j−1 +
(ℓ−1)/2∑
j=1
(
(ℓ− 1)/2 + j
2j
)
q(ℓ+1)/2−j(q − 1)2j
and
ǫc(Tw) =

m−1
2
q(ℓ+1)/2 − m+1
2
q(ℓ−1)/2 : m odd(
m
2
− 1
)
q(ℓ+1)/2 −
(
m
2
+ 1
)
q(ℓ−1)/2 : m even, w ∼ c
m
2
q(ℓ+1)/2 − m
2
q(ℓ−1)/2 : m even, w 6∼ c
+
(ℓ−1)/2∑
j=2
(
(ℓ− 1)/2 + j − 1
2j − 1
)
q(ℓ+1)/2−j(q − 1)2j−1 −
(ℓ−1)/2∑
j=1
(
(ℓ− 1)/2 + j
2j
)
q(ℓ−1)/2−j(q − 1)2j,
where w ∼ v means that w and v are conjugate in I2(m).
We illustrate the theorems with examples.
Example 2.9 (using Theorem 2.2) For n = 6, J = {s1, s2, s4} (so λ = 321) and K =
{s1, s3} (so w = 214356), we have the following sequences and weights corresponding to
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ηλ. We insert bars in between elements of the sequence a in places determined by K.
a weight a weight a weight
11|21|2|3 q1(q − 1)1 11|21|3|2 q1(q − 1)1 11|31|2|2 q1(q − 1)1
11|22|1|3 q2(q − 1)0 11|22|3|1 q2(q − 1)0 11|32|1|2 q1(q − 1)1
11|31|2|1 q1(q − 1)1 21|11|2|3 q1(q − 1)1 21|11|3|2 q1(q − 1)1
21|21|1|3 q0(q − 1)2 21|21|3|1 q0(q − 1)2 21|31|1|2 q0(q − 1)2
21|31|2|1 q0(q − 1)2 21|32|1|1 q0(q − 1)2 31|11|2|2 q1(q − 1)1
31|21|1|2 q0(q − 1)2 31|21|2|1 q0(q − 1)2 31|22|1|1 q1(q − 1)1
22|11|1|3 q2(q − 1)0 22|11|3|1 q2(q − 1)0 22|31|1|1 q1(q − 1)1
31|11|1|2 q1(q − 1)1 32|11|2|1 q1(q − 1)1 32|21|1|1 q0(q − 1)2
That means that
η321(T214356) = 4q
2 + 12q(q − 1) + 8(q − 1)2 = 24q2 − 28q + 8
and
ǫ321(T214356) = 4− 12(q − 1) + 8(q − 1)
2 = 8q2 − 28q + 24.
Example 2.10 (using Theorem 2.3) For n = 6, J = {s1, s2, s4} (so λ = 321) and K =
{s1, s3} (so w = 214356 and µ = 2211), the following are all broken border strip tableaux
of shape λ and type µ:
1 1 3
2 2
4
1 1 4
2 2
3
1 1 3
2 4
2
1 1 4
2 3
2
1 2 2
1 3
4
1 2 2
1 4
3
1 2 3
1 2
4
1 2 4
1 2
3
1 1 2
2 3
4
1 1 2
2 4
3
1 2 3
1 4
2
1 2 4
1 3
2
Note that the first 8 tableaux are actually border strip tableaux. We have
χ321(T214356) = 2q
4 − 4q2 + 2 + 2q2(q2 − 1)− 2(q2 − 1) = 4q4 − 8q2 + 4.
Example 2.11 (using Theorem 2.5) For n = 5, J = {t, s1, s2, s4} (so λ = 221) and
K = {t, s1, s3} (so w = 21435), we have the following sequences and weights corresponding
to ηλ. We insert bars in between elements of the sequence a in places determined by K.
a weight a weight a weight
11|12|2 q2(q − 1)1 11|12|2 q2(q − 1)1 11|21|2 q2(q − 1)1
11|21|2 q2(q − 1)1 11|22|1 q3(q − 1)0 11|22|1 q2(q − 1)1
11|22|1 q3(q − 1)0 12|11|2 q2(q − 1)1 12|11|2 q2(q − 1)1
12|12|1 q1(q − 1)2 12|21|1 q1(q − 1)2 22|11|1 q2(q − 1)3
Thus
η221(T21435) = 2q
3 + 8q2(q − 1) + 2q(q − 1)2 = 12q3 − 12q2 + 2q
and
ǫ221(T21435) = −2 + 8q
2(q − 1)− 2q(q − 1)2 = 6q3 − 4q2 − 2q − 2.
12 MATJAZˇ KONVALINKA
Example 2.12 (using Theorem 2.6) For n = 5, J = {t, s1, s2, s4} (so λ = 221) and
K = {t, s1, s3} (so w = 12435), we have the following sequences and weights corresponding
to ηλ. We insert bars in between elements of the sequence a in places determined by K.
a weight a weight a weight
22|11|1 q2(q − 1)1 11|12|2 q2(q − 1)1 11|21|2 q2(q − 1)1
11|22|1 q2(q − 1)1 12|11|2 q1(q − 1)2 12|21|1 q0(q − 1)3
11|12|2 q2(q − 1)1 11|21|2 q2(q − 1)1 11|22|1 q3(q − 1)0
11|22|1 q3(q − 1)0 12|11|2 q1(q − 1)2 12|12|1 q0(q − 1)3
22|11|1 q2(q − 1)1
Therefore
η221(T12435) = 2q
3 + 7q2(q − 1) + 2q(q − 1)2 + 2(q − 1)3 = 13q3 − 17q2 + 8q − 2
and
ǫ221(T12435) = −2 + 7(q − 1)− 2(q − 1)
2 + 2(q − 1)3 = 2q3 − 8q2 + 17q − 13.
Example 2.13 (using Theorem 2.8) Take m = 14 and w = 121212121. Then
η1(Tw) = 8q
5 − 6q4 + 10q3(q − 1)3 + 6q2(q − 1)5 + q(q − 1)7+
+10q4(q − 1)2 + 15q3(q − 1)4 + 7q2(q − 1)6 + q(q − 1)8 = q9 + 3q5 − 2q4
and
ǫ1(Tw) = 6q
5 − 8q4 + 10q3(q − 1)3 + 6q2(q − 1)5 + q(q − 1)7−
−10q3(q − 1)2 − 15q2(q − 1)4 − 7q1(q − 1)6 − (q − 1)8 = 2q5 − 3q4 − 1.
3. Characters in type A
For a subset J ⊆ SAn and the corresponding composition λ, #SJ =
∏
λi!, and the index
of SJ is
(
n
λ1,...,λp
)
.
The length of a permutation w = w1 · · ·wn is equal to the number of inversions, i.e.
#{i < j : wi > wj}.
Permutations w and v are in the same left coset of SJ if and only if for each k = 1, . . . , p,
the sets
{wλ1+...+λk−1+1, wλ1+...+λk−1+2, . . . , wλ1+...+λk}
and
{vλ1+...+λk−1+1, vλ1+...+λk−1+2, . . . , vλ1+...+λk}
are equal.
Let us denote by XJ the set of coset representatives of SJ of minimal length. A permuta-
tion x is in XJ if and only if for each k = 1, . . . , p, we have
xλ1+...+λk−1+1 < xλ1+...+λk−1+2 < . . . < xλ1+...+λk .
For a subset J ⊆ SAn and the corresponding composition λ = (λ1, . . . , λp) ⊢ n, there is
a natural bijection ΦJ between left cosets of SJ and integer sequences a = a1a2 · · · an
satisfying
(1) 1 ≤ ai ≤ p for i = 1, . . . , n,
(2) #{i : ai = k} = λk for k = 1, . . . , p.
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For a coset vSJ , take ai = k if and only if
λ1 + . . .+ λk−1 + 1 ≤ v
−1(i) ≤ λ1 + . . .+ λk.
If w = vu for u ∈ SJ , then w
−1(i) = u−1(v−1(i)); that means that the map is well defined.
It is also easy to see that it is a bijection. By slight abuse of notation, we also use ΦJ as
the corresponding bijection between XJ and integer sequences with properties (1) and (2).
Example 3.1 Take n = 8, J = {s1, s2, s4, s6, s7} (hence λ = 323) and v = 41573286.
Since
1 ≤ v−1(4), v−1(1), v−1(5) ≤ 3 = λ1,
λ1 + 1 = 4 ≤ v
−1(7), v−1(3) ≤ 5 = λ1 + λ2,
λ1 + λ2 + 1 = 6 ≤ v
−1(2), v−1(8), v−1(6) ≤ 8,
the corresponding coset vSJ maps to 13211323 with ΦJ . On the other hand, the sequence
31213321 is the image of the coset that contains 82437561.
We can describe the bijection as follows. Pick a coset representative v, write it in one-line
notation, and draw bars in positions given by λ. In the example above, that would be
415|73|286. The i-th element of ΦJ(vSJ) tells us in which of the “slots” i is located. For
example, 7 is located in the second slot, so a7 = 2. The inverse is similarly intuitive.
Write the locations of 1’s in a = a1 · · · an in increasing order, then the locations of 2’s in
increasing order, etc. The resulting permutation is the minimal length representative of
the coset Φ−1J (a). For the example 31213321 above, this minimal coset representative is
24837156.
The crucial lemma is the following.
Lemma 3.2 Let ∼J denote the relation of being in the same coset of the subgroup SJ .
For s ∈ SAn , and every x, v ∈ Sn, we have
vsx ∼J x 6∼J sx =⇒ s ∈ rw(v).
Proof. Suppose that s = si /∈ rw(v) and that x 6∼J sx. The latter means that
λ1 + . . .+ λk−1 + 1 ≤ x
−1(i) ≤ λ1 + . . .+ λk
and
λ1 + . . .+ λj−1 + 1 ≤ x
−1(i+ 1) ≤ λ1 + . . .+ λj ,
where k 6= j (i and i+ 1 are in different “slots”). Also, we have
λ1 + . . .+ λj−1 + 1 ≤ (sx)
−1(i) ≤ λ1 + . . .+ λj
and
λ1 + . . .+ λk−1 + 1 ≤ (sx)
−1(i+ 1) ≤ λ1 + . . .+ λk,
On the other hand, si /∈ rw(v) implies that v permutes the elements 1, . . . , i among them-
selves, and i+ 1, . . . , n among themselves. In other words, the sets
{h : h ≤ i, λ1 + . . .+ λj−1 + 1 ≤ (sx)
−1(h) ≤ λ1 + . . .+ λj}
and
{h : h ≤ i, λ1 + . . .+ λj−1 + 1 ≤ (vsx)
−1(h) ≤ λ1 + . . .+ λj}
have the same number of elements. But
{h : h ≤ i, λ1 + . . .+ λj−1 + 1 ≤ (sx)
−1(h) ≤ λ1 + . . .+ λj}
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has one element (namely i) more than
{h : h ≤ i, λ1 + . . .+ λj−1 + 1 ≤ x
−1(h) ≤ λ1 + . . .+ λj},
so vsx 6∼J x. 
We can use this as follows. Denote by P˜x,J the projection
P˜x,J(T˜v) =
{
T˜v : v ∼J x
0 : otherwise
.
Corollary 3.3 Write w = w′s, where s /∈ rw(w′). Then
(3.1) P˜x,J
(
T˜w′s · T˜x
)
= P˜x,J
(
T˜w′ · P˜x,J
(
T˜s · T˜x
))
.
Proof. We have T˜w′sT˜x = T˜w′
(
T˜sT˜x
)
. Recall that if ℓ(sx) > ℓ(x), then T˜sT˜x = T˜sx, and
if ℓ(sx) < ℓ(x), then T˜sT˜x = T˜sx + RT˜x, where R = q
1/2 − q−1/2. If sx ∼J x, then
P˜x,J
(
T˜s · T˜x
)
= T˜sT˜x, and the equality follows. On the other hand, if sx 6∼J x, then, by
the lemma, vsx 6∼J x for every subword v of w
′. But T˜w′T˜sx is a linear combination of T˜vsx
for v a subword of w′, and therefore P˜x,J
(
T˜w′T˜sx
)
= 0. If ℓ(sx) > ℓ(x), then both sides of
(3.1) are equal to 0, and if ℓ(sx) < ℓ(x), they are both equal to
RP˜x,J
(
T˜w′ · T˜x
)
.
This completes the proof. 
An immediate consequence of the corollary is the following formula, which holds if s /∈
rw(w′), rw(w′′) and rw(w′) ∩ rw(w′′) = ∅:
(3.2) P˜x,J
(
T˜w′sw′′ · T˜x
)
= P˜x,J
(
T˜w′ · P˜x,J
(
T˜s · P˜x,J
(
T˜w′′ · T˜x
)))
.
Indeed, this is exactly Corollary 3.3 when ℓ(w′′) = 0, assume that it holds when ℓ(w′′) = ℓ.
Then
P˜x,J
(
T˜w′sw′′′s′ · T˜x
)
= P˜x,J
(
T˜w′sw′′′ · P˜x,J
(
T˜s′T˜x
))
=
= P˜x,J
(
T˜w′ · P˜x,J
(
T˜s · P˜x,J
(
T˜w′′′ · P˜x,J
(
T˜s′T˜x
))))
=
= P˜x,J
(
T˜w′ · P˜x,J
(
T˜s · P˜x,J
(
T˜w′′′s′ · T˜x
)))
,
which proves it for ℓ(w′′) = ℓ+ 1.
Now assume that we are given a parabolic element w of type K. For a transversal element
x ∈ XJ , write a = ΦJ (x). We have one of the following two cases.
Suppose first that there is an i such that si appears in a reduced word for w, w = w
′siw
′′,
and such that k = ai < ai+1. By definition, that means that
x−1(i) ≤ λ1 + . . .+ λk < x
−1(i+ 1).
Furthermore, every x′ ∼J x also satisfies
(x′)−1(i) ≤ λ1 + . . .+ λk < (x
′)−1(i+ 1).
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In particular, ℓ(sx′) > ℓ(x′) (which means T˜sT˜x′ = T˜sx′) and sx
′ 6∼J x
′ ∼J x (which
means P˜x,J
(
T˜sx′
)
= 0). In other words, P˜x,J
(
T˜s · P˜x,J
(
T˜w′′ · T˜x
))
= 0, and equation
(3.2) implies that
P˜x,J
(
T˜wT˜x
)
= 0.
Now suppose that for every i for which si appears in a reduced word for w, w = w
′siw
′′,
we have ai ≥ ai+1. We prove by induction on ℓ(w) = #K that in this case,
P˜x,J
(
T˜wT˜x
)
= RdK(a)T˜wx,Jx,
where dK(a) denotes the number of elements in the set {i : si ∈ K, ai > ai+1}, wx,J is the
subword of w consisting of si ∈ J with ai = ai+1, and ℓ(wx,Jx) = ℓ(wx,J) + ℓ(x).
The claim is obvious for w = e. Suppose that it holds for w′, and suppose that w = sw′
with ℓ(w) = ℓ(w′) + 1. We have to evaluate
P˜x,J
(
T˜wT˜x
)
= P˜x,J
(
T˜sT˜w′T˜x
)
= P˜x,J
(
T˜sP˜x,J
(
T˜w′T˜x
))
= RdK′ (a)P˜x,J
(
T˜sT˜w′x,Jx
)
,
where K ′ = K \ {s}, w′x,J is the subword of w
′ consisting of si with ai = ai+1. If s = si
and ai > ai+1, then v
−1(i+1) < v−1(i), siv 6∼J v and ℓ(siv) < ℓ(v) for every v ∼J x. That
implies ℓ(siw
′
x,Jx) < ℓ(w
′
x,Jx) and P˜x,J
(
T˜sT˜w′x,Jx
)
= RT˜w′x,Jx. This means that
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)+1T˜w′x,Jx = R
dK(a)T˜wx,Jx.
On the other hand, assume s = si and ai = ai+1 = k. That means λ1 + . . . + λk−1 + 1 ≤
x−1(i), x−1(i+ 1) ≤ λ1 + . . .+ λk. Also, because x ∈ XJ , we have x
−1(i+ 1) = x−1(i) + 1.
Since w′x,J does not contain si, it permutes the elements 1, . . . , i among themselves, and
the elements i+1, . . . , n among themselves. Again, since x ∈ XJ and w
′
x,Jx ∼J x, we have
(w′x,Jx)
−1(i) < (w′x,Jx)
−1(i+ 1). Therefore ℓ(siw
′
x,Jx) > ℓ(w
′
x,Jx), T˜si T˜w′x,Jx = T˜siw′x,Jx and
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)T˜siw′x,Jx = R
dK(a)T˜wx,Jx.
Also, ℓ(siw
′
x,Jx) = ℓ(wx,Jx) = ℓ(w
′
x,Jx) + 1 = ℓ(w
′
x,J) + ℓ(x) + 1 = ℓ(wx,J) + ℓ(x).
Theorem 2.2 follows immediately. Indeed, by Lemma 2.1, we have
ηλ(T˜w) =
∑
x∈XJ
∑
u∈SJ
qℓ(u)/2[T˜xu]T˜wT˜x =
=
∑
x∈XJ
∑
u∈SJ
qℓ(u)/2[T˜xu]P˜x,J(T˜wT˜x) =
∑
x∈XJ
qℓ(wx,J )/2RdK(a) =
∑
a
qeK(a)/2RdK(a),
where the sum is over all sequences a satisfying (1), (2) and (3) from Theorem 2.2. But
then
ηλ(Tw) =
∑
a
qℓ(w)/2qeK(a)/2(q1/2 − q−1/2)dK(a) =
∑
a
qeK(a)(q − 1)dK(a),
where we used the fact that ℓ(w) = eK(a) + dK(a). The proof for ǫλ is analogous.
We can use our description of characters induced from Young subalgebras to prove com-
binatorial formulas for irreducible characters χλ of H
A
n . In order to do this, we need (1.5)
and the following lemma. Note that this result was already proved in [RR97], see equation
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(22) and the remark following it. Our proof, though essentially equivalent, is completely
direct and elementary (in particular, it does not need Littlewood-Richardson rule, Pieri
rule or λ-ring manipulations). See also [RRW96].
Recall that the ordinary Murnaghan-Nakayama rule states that for any partition µ and
r ∈ N, we have
(3.3) sµ · pr =
∑
λ
(−1)ht(λ/µ)sλ,
where the sum is over all partitions λ ⊇ µ for which λ/µ is a border strip of size r. See
[Sta99, Theorem 7.17.1].
Define quantum power symmetric function pµ(y1, y2, . . .) for a composition µ by
pµ = pµ1 · · · pµs ,
where
pr =
∑
J
qN=(J)(q − 1)N<(J)yi1yi2 · · · yin;
here J runs over multisets (i1, . . . , ir) with 1 ≤ i1 ≤ . . . ≤ ir ≤ n, and N=(J) = #{j : ij =
ij+1} and N<(J) = #{j : ij < ij+1}. For example,
p3 = q
2m3 + q(q − 1)m21 + (q − 1)
2m111.
If q = 1, we get ordinary power symmetric functions pµ. Furthermore, define
p˜µ = p˜µ1 · · · p˜µs ,
where
p˜r =
∑
J
(−1)N=(J)(q − 1)N<(J)yi1yi2 · · · yin;
here J runs over the same set of multisets. For example,
p3 = m3 − (q − 1)m21 + (q − 1)
2m111.
If q = 1, we get σµpµ, where σµ is 1 if the number of even parts of µ is even, and −1
otherwise.
The following generalizes (3.3).
Lemma 3.4 (quantum Murnaghan-Nakayama rule) For any partition µ and r ∈ N we
have
(3.4) sµ · pr =
∑
λ
(−1)ht(λ/µ)qwt(λ/µ)(q − 1)st(λ/µ)−1sλ,
where the sum runs over all partitions λ ⊇ µ for which λ/µ is a broken border strip of size
r.
Proof. We have to find a quantum version of the proof of [Sta99, Theorem 7.17.1]. Fix
n, let δ = (n − 1, n − 2, . . . , 0), and, for α ∈ Nn, write aα = det(y
αj
i )
n
i,j=1. The classical
definition of Schur functions says that aλ+δ/aδ = sλ(y1, . . . , yn). It is therefore enough to
prove
aµ+δ · pr =
∑
λ
(−1)ht(λ/µ)qwt(λ/µ)(q − 1)st(λ/µ)−1aλ+δ,
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where the sum goes over all partitions λ ⊇ µ for which λ/µ is a broken border strip of size
r and n is at least the number of parts of λ, and let n→∞ in order to prove the lemma.
Throughout the proof, all functions depend on y1, . . . , yn.
It is easy to see that for a partition ν with n parts, we have
aµ+δ ·mν =
∑
aµ+δ+σ(ν),
where the sum runs over all permutations σ of n (here σ(ν) is the composition we get if we
shuffle the entries of ν according to σ, i.e. σ(ν)σ(i) = νi). For example, for µ = 31, n = 4
and ν = 2210, then
a6310 ·m221 =
= a8520 + a8511 + a8430 + a8412 + a8331 + a8322 + a7332 + a7512 + a7530 + a6531 + a6522 + a6432.
Of course, for every composition α, aα is equal to ±aµ for some partition µ, and if α has
a repeated part, then aα = 0. For example,
a6310m221 = a8520 + a8430 − a8421 − a7521 + a7530 + a6531 + a6432.
Let us find the coefficient of aλ+δ in aµ+δ · pr. Assume without loss of generality that λ
and µ have n parts (some of which can be 0). We divide the calculations into two parts.
Assume first that λ/µ is a broken border strip tableau (of size r). As a running example,
let us take λ = 5431, µ = 33, r = 7 and n = 4. We want to find the coefficient of a8641 in
a6510·p7. Since λ/µ is a broken border strip tableau, we have λi ≤ µi−1+1 for i ≥ 2. In other
words, (λ+δ)i ≤ (µ+δ)i−1. We want to find all partitions ν (with possible zeros at the end)
of r so that σ(ν)+µ+δ is a permutation of λ+δ for some σ. Equivalently, we want to find all
compositions ν so that π(ν+µ+δ) = λ+δ for some permutation π ∈ Sn. In our example,
π1((2, 1, 3, 1) + (6, 5, 1, 0)) = π2((0, 3, 3, 1) + (6, 5, 1, 0)) = π3((2, 1, 0, 4) + (6, 5, 1, 0)) =
π4((0, 3, 0, 4)+(6, 5, 1, 0)) = (8, 6, 4, 1) for π1 = 1234, π2 = 2134, π3 = 1243 and π4 = 2143.
Note that the signs of these permutations are 1,−1,−1, 1, respectively.
Since (ν + µ + δ)i−1 ≥ (µ + δ)i−1 ≥ (λ + δ)i, we must have π(i) ≤ i + 1 for i ≤ n − 1.
Furthermore, if λi ≤ νi−1, then π(i) ≤ i. Denote by I ⊆ {2, . . . , n} the set of i with
λi = νi−1 + 1. In our example, I = {2, 4}. Note that the elements in I correspond to
rows that contain cells of the broken border strip λ/µ, but are not the first row of a border
strip of λ/µ. Furthermore, denote by K the set of all i with λi = νi. The elements of K
correspond to empty rows of λ/µ.
To a composition ν with π(ν + µ + δ) = λ + δ for some π, assign Iν ⊆ I by Iν = {i ∈
I : π(i) = i+1}. In our example, we have I2131 = ∅, I0331 = {2}, I2104 = {4}, I0304 = {2, 4}.
It is easy to see that this assignment is a bijection between compositions ν for which
π(ν+µ+δ) = λ+δ for some permutation π ∈ Sn, and subsets of I. It remains to figure out
the appropriate sign and weight, and to sum over all subsets of I. In the running example,
the weights of m3211, m3310, m4210, m4300 in p7 are q
3(q−1)3, q4(q−1)2, q4(q−1)2, q5(q−1),
respectively, so the coefficient of a5431 in a33 · p7 is
q3(q − 1)3 − q4(q − 1)2 − q4(q − 1)2 + q5(q − 1) = q3(q − 1)
(
(q − 1)2 − 2q(q − 1) + q2
)
=
= q3(q − 1)(q − (q − 1))2 = q3(q − 1).
Note that λ/µ is composed of two border strips of widths 2 and 1 and heights 1 and 1, so
the result matches with (3.4).
For J ⊆ I, the corresponding π satisfies π(i) = i+1 for i ∈ J , and the remaining elements
appear in increasing order in π. In other words, the disjoint cycle decomposition of π is
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of the form (1, 2, . . . , i1)(i1 + 1, i1 + 2, . . . , i2) · · · , where i0 = 1, i1, i2, . . . are precisely the
elements of {1, . . . , n} \ J . Since cycles of odd length are even permutations and cycles of
even length are odd permutations, that means that the sign of π is (−1)|J |.
Recall that the weight of mν in pr is q
r−s(q − 1)s−1, where s is the number of different
non-zero parts of ν. That means that for a subset Iν of I, mν appears with weight
qr−n+|Iν |+|K|(q − 1)n−|Iν |−|K|−1. In turn, this implies that the coefficient of aλ+δ in aµ+δ · pr
is ∑
J⊆I
(−1)|J |qr−n+|J |+|K|(q − 1)n−|J |−|K|−1 =
= (−1)|I|qr−n+|K|(q − 1)n−|I|−|K|−1
|I|∑
k=0
(
|I|
k
)
(−1)|I|−kqk(q − 1)|I|−k =
= (−1)|I|qr−n+|K|(q − 1)n−|I|−|K|−1 (q − (q − 1))|I| = (−1)ht(λ/µ)qwt(λ/µ)(q − 1)st(λ/µ)−1.
The second part of the proof deals with the case when λ/µ is not a broken border strip.
Let us start with an example. Choose λ = (6, 5, 4, 3, 2), µ = (4, 2, 2, 2), r = 10 and n = 5.
Then λ + δ = (10, 8, 6, 4, 2) and µ + δ = (8, 5, 4, 3, 0), so we get the following table of
compositions ν and permutations π for which π(ν + µ+ δ) = λ+ δ (weight(ν) denotes the
coefficient of mν in pr):
ν π sign π weight(ν)
23212 12345 +1 q5(q − 1)4
23032 12435 −1 q6(q − 1)3
21412 13245 −1 q5(q − 1)4
21052 13425 +1 q6(q − 1)3
05212 21345 −1 q6(q − 1)3
05032 21435 +1 q7(q − 1)2
01612 23145 +1 q6(q − 1)3
01072 23415 −1 q7(q − 1)2
The involution
12345
ϕ
←→ 13245, 12435
ϕ
←→ 13425, 21345
ϕ
←→ 23145, 21435
ϕ
←→ 23415
reverses signs and preserves weights, so the total coefficient of a65432 in a4222 · p10 is 0.
In general, a sign-reversing weight-preserving involution is constructed as follows. Take
the maximal i for which µi−1 + 1 < λi (in our example, i = 3). Such an i exists because
λ/µ is not a broken border strip. Choose a composition ν and permutation π with π(ν +
µ + δ) = λ + δ. Note that the maximality of i implies (λ + δ)π(i−1) = (ν + µ + δ)i−1 ≥
(µ + δ)i−1 > (µ + δ)i ≥ (λ + δ)i+1 and so π(i − 1) ≤ i. Similarly, for i ≤ j < n, we have
(λ + δ)π(j) = (ν + µ + δ)j ≥ (µ + δ)j ≥ (λ+ δ)j+1 and π(j) ≤ j + 1. Choose the smallest
k ≥ i with π(k) ≤ k. Part of the permutation π is(
. . . i− 1 i i+ 1 . . . k − 1 k . . .
. . . π(i− 1) i+ 1 i+ 2 . . . k π(k) . . .
)
.
Note that π(i− 1), π(k) ≤ i. In the example, we have k = 3, 4, 3, 4, 3, 4, 3, 4, respectively.
Define ϕ(π) = π · (i− 1, k). Then ϕ(π) has the following form:(
. . . i− 1 i i+ 1 . . . k − 1 k . . .
. . . π(k) i+ 1 i+ 2 . . . k π(i− 1) . . .
)
.
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Clearly, ϕ is a sign-reversing involution. Furthermore,
νi−1 = (ν + µ+ δ)i−1 − (µ+ δ)i−1 = (λ+ δ)π(i−1) − (µ+ δ)i−1 ≥ (λ+ δ)i − (µ+ δ)i−1 > 0
and
νk = (ν + µ+ δ)k − (µ+ δ)k = (λ+ δ)π(k) − (µ+ δ)k > (λ+ δ)i − (µ+ δ)i−1 > 0.
These are the only entries that change in ν when we take ϕ(π) instead of π, and since they
are both strictly positive before and after the change, ϕ preserves weight.
This completes the proof. 
Proof of Theorem 2.3. By equation (1.5),
χλ(Tw) =
∑
ν
K−1ν,λην(Tw).
Now note that Theorem 3.2 says that
ην(Tw) = [mν ]pµ,
where µ is the composition corresponding to w. Therefore
χλ(Tw) =
∑
ν
K−1ν,λ[mν ]pµ =
∑
ν
K−1ν,λ〈pµ, hν〉 =
〈
pµ,
∑
ν
K−1ν,λhν
〉
= 〈pµ, sλ〉,
where 〈·, ·〉 is the standard scalar product defined by 〈hλ, mµ〉 = δλ,µ. The result follows
by Lemma 3.4 and induction on the length of µ. 
Theorem 2.3 implies the following interesting fact.
Corollary 3.5 The endomorphism (and involution, see [Sta99, §7.6]) ω defined on the
algebra of symmetric functions by ω(er) = hr satisfies ω(pµ) = p˜µ.
Proof. We use the facts that ω(sλ) = sλ′ and that ω is an isometry with respect to 〈·, ·〉.
It is enough to prove that ω(pr) = p˜r for all r. We have
〈ω(p˜r), sλ〉 = 〈p˜r, sλ′〉 = 〈p˜r,
∑
ν
K−1ν,λ′hν〉 =
∑
ν
K−1ν,λ′[mν ]p˜r =
=
∑
ν
K−1ν,λ′ǫν(Tγr) = χλ(Tγr) = 〈pr, sλ〉
and the claim follows. 
4. Characters in type B and D
Every signed composition λ = (λ1, . . . , λp) ⊢ n has a corresponding subgroup of S−n which
is naturally isomorphic to Sλ1 × Sλ2 × · · · × Sλp; call this subgroup the quasi-parabolic
subgroup corresponding to λ, and denote it by SBλ . A quasi-parabolic subgroup is parabolic
if and only if λk > 0 for k ≥ 2.
For a signed composition λ, we have
#SBλ = 2
P
λi<0
|λi|
∏
|λi|!,
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and the index of SBλ is
2
P
λi>0
λi
(
n
|λ1|, . . . , |λp|
)
.
The length of a signed permutation w = w1 · · ·wn is equal to
(4.1) #{i : wi < 0}+#{i < j : |wi| > |wj|}+ 2 ·#{i < j : wj < 0, |wi| < |wj|}.
Signed permutations w and v are in the same left coset of SBλ if and only if for each
k = 1, . . . , p, we have either
• λk > 0 and the sets
{w|λ1|+...+|λk−1|+1, w|λ1|+...+|λk−1|+2, . . . , w|λ1|+...+|λk|}
and
{v|λ1|+...+|λk−1|+1, v|λ1|+...+|λk−1|+2, . . . , v|λ1|+...+|λk|}
are equal, or
• λk < 0 and the sets
{|w|λ1|+...+|λk−1|+1|, |w|λ1|+...+|λk−1|+2|, . . . , |w|λ1|+...+|λk||}
and
{|v|λ1|+...+|λk−1|+1|, |v|λ1|+...+|λk−1|+2|, . . . , |v|λ1|+...+|λk||}
are equal.
Let us denote by XBλ (or X
B
J , if λ comes from a subset J ⊆ S
B
n ) the set of coset represen-
tatives of SBλ of minimal length. A signed permutation x is in X
B
λ if and only if for each
k = 1, . . . , p, we have either
• λk > 0 and
x|λ1|+...+|λk−1|+1 < x|λ1|+...+|λk−1|+2 < . . . < x|λ1|+...+|λk|,
or
• λk < 0 and
0 < x|λ1|+...+|λk−1|+1 < x|λ1|+...+|λk−1|+2 < . . . < x|λ1|+...+|λk|.
For a subset J ⊆ SBn and the corresponding signed composition λ = (λ1, . . . , λp) ⊢ n, there
is a natural bijection ΦBJ between left cosets of S
B
J and integer sequences a = a1a2 · · · an
satisfying
(1) 1 ≤ |ai| ≤ p for i = 1, . . . , n,
(2) #{i : |ai| = k} = |λk| for k = 1, . . . , p,
(3) if t ∈ J , then ai 6= −1 for all i = 1, . . . , n.
Fix a coset vSBJ . If t ∈ J and
|v−1(i)| ≤ |λ1|
take ai = 1. Otherwise, take ai = k if
|λ1|+ . . .+ |λk−1|+ 1 ≤ v
−1(i) ≤ |λ1|+ . . .+ |λk|,
and ai = −k if
|λ1|+ . . .+ |λk−1|+ 1 ≤ −v
−1(i) ≤ |λ1|+ . . .+ |λk|.
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Again, the map is well-defined, and it is also easy to see that it is a bijection. By slight
abuse of notation, we also use ΦJ as the corresponding bijection between XJ and integer
sequences with properties (1), (2) and (3).
Example 4.1 Take n = 8, J = {s1, s2, s4, s6, s7} (hence λ = 323) and v = 41573286.
Since
1 ≤ v−1(4),−v−1(1), v−1(5) ≤ 3 = |λ1|,
|λ1|+ 1 = 4 ≤ v
−1(7), v−1(3) ≤ 5 = |λ1|+ |λ2|,
|λ1|+ |λ2|+ 1 = 6 ≤ −v
−1(2),−v−1(8), v−1(6) ≤ 8,
the corresponding coset vSBJ maps to 13211323 with Φ
B
J , and the sequence 31213321 is
the image of the coset that contains 82437561.
For J = {t, s1, s2, s4, s6, s7} (hence λ = 323) and v = 41573286, on the other hand, the
coset vSBJ maps to 13211323, and the sequence 31213321 is the image of the coset that
contains 82437561.
We can describe the bijection as follows. Pick a coset representative v, write it in one-line
notation, and draw bars in positions given by λ. In the examples above, that would be
415|73|286. The i-th element of the ΦJ (v) tells us in which of the “slots” ±i is located, and
with what sign. For example, −2 is located in the third slot, so a2 = −3. Furthermore,
if t ∈ J (i.e. if λ1 < 0), then change each occurrence of −1 to 1. The inverse is similarly
intuitive. Write the locations (positive and negative) of 1’s and −1’s in a = a1 · · · an in
increasing order, then the locations of 2’s and −2’s in increasing order, etc. The resulting
permutation is a minimal length representative of the coset Φ−1J (a). For the example
31213321 above, this minimal coset representative is 82437516.
Again, we have the following important lemma.
Lemma 4.2 Let ∼J denote the relation of being in the same coset of the subgroup S
B
J .
For s ∈ SBn , and every x, v ∈ S−n, we have
vsx ∼J x 6∼J sx =⇒ s ∈ rw(v).
Proof. Suppose that s = si /∈ rw(v) and that x 6∼J six. The latter means that
|λ1|+ . . .+ |λk−1|+ 1 ≤ |x
−1(i)| ≤ |λ1|+ . . .+ |λk|
and
|λ1|+ . . .+ |λj−1|+ 1 ≤ |x
−1(i+ 1)| ≤ |λ1|+ . . .+ |λj |,
where k 6= j. From here, the proof is almost exactly the same as in type A. On the
other hand, take s = t /∈ rw(v) with x 6∼J tx. If x (in the one-line notation) contains
1 (respectively −1), then tx contains −1 (respectively 1), and then also vtx contains −1
(respectively, 1). But then vtx 6∼J x. 
As in type A, the lemma implies that for s /∈ rw(w′), rw(w′′) and rw(w′) ∩ rw(w′′) = ∅,
(4.2) P˜x,J
(
T˜w′sw′′ · T˜x
)
= P˜x,J
(
T˜w′ · P˜x,J
(
T˜s · P˜x,J
(
T˜w′′ · T˜x
)))
.
where
P˜x,J(T˜v) =
{
T˜v : v ∼J x
0 : otherwise
.
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We can now prove Theorem 2.5.
Assume that we are given a parabolic element w of type K. For a transversal element
x ∈ XJ , write a = ΦJ (x). We have one of the following cases.
Suppose first that there is an i such that si appears in a reduced word for w, w = w
′siw
′′,
and such that ai < ai+1. There are several options. First, we can have 0 < k = ai < ai+1.
By definition, that means that
x−1(i) ≤ |λ1|+ . . .+ |λk| < x
−1(i+ 1).
Furthermore, every x′ ∼J x also satisfies
(x′)−1(i) ≤ |λ1|+ . . .+ |λk| < (x
′)−1(i+ 1),
i.e. x′ has i strictly to the left of i + 1. In particular, by (4.1), ℓ(sx′) > ℓ(x′) (which
means T˜sT˜x′ = T˜sx′) and sx
′ 6∼J x
′ ∼J x (which means P˜x,J
(
T˜sx′
)
= 0). In other words,
P˜x,J
(
T˜s · P˜x,J
(
T˜w′′ · wTx
))
= 0, and equation (4.2) implies that
P˜x,J
(
T˜wT˜x
)
= 0.
We can also have −k = ai < 0 < ai+1. Then
−x−1(i) ≤ |λ1|+ . . .+ |λk| < x
−1(i+ 1),
and every x′ ∼J x has −i strictly to the left of i + 1. Then ℓ(sx
′) > ℓ(x′) and, as before,
P˜x,J
(
T˜wT˜x
)
= 0. Lastly, we can have −k = ai < ai+1 < 0. Then every x
′ ∼J x has
−(i + 1) strictly to the left of −i, and multiplying on the left by si increases the length.
We again conclude that
P˜x,J
(
T˜wT˜x
)
= 0.
Now suppose that t appears in a reduced word for w, w = w′tw′′, and that a1 ≥ 2 or that
a1 = 1 and t /∈ J . That means that in x
′ ∼J x, 1 appears. Then ℓ(tx
′) > ℓ(x′), and again
we have
P˜x,J
(
T˜wT˜x
)
= 0.
On the other hand, suppose that none of the above holds, in other words, that a satisfies
all the conditions of Theorem 2.5. We prove by induction on ℓ(w) = #K that in this case,
P˜x,J
(
T˜wT˜x
)
= RdK(a)+fK (a)T˜wa,Jx,
where dK(a) denotes the number of elements in the set {i : si ∈ K, ai > ai+1}, fK(a) is 1
if t ∈ K and a1 < 0, and 0 otherwise, wa,J is the subword of w consisting of si ∈ J with
ai = ai+1 and t if a1 > 0, and ℓ(wa,Jx) = ℓ(wx,J) + ℓ(x).
Again, the statement is obvious for K = ∅, i.e. for w = e. Suppose that it holds for w′,
and suppose that w = sw′ with ℓ(w) = ℓ(w′) + 1. We have to evaluate
P˜x,J
(
T˜wT˜x
)
= P˜x,J
(
T˜sT˜w′T˜x
)
= P˜x,J
(
T˜sP˜x,J
(
T˜w′T˜x
))
= RdK′ (a)+fK′ (a)P˜x,J
(
T˜sT˜w′a,Jx
)
,
where K ′ = K \ {s}, w′a,J is the subword of w
′ consisting of si ∈ J with ai = ai+1 and t
if a1 > 0. If s = si and ai > ai+1, then in each of the three possible cases (ai > ai+1 > 0,
ai > 0 > ai+1 and 0 > ai > ai+1) we have ℓ(siv) < ℓ(v) for every v ∼J x. That implies
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ℓ(siw
′
x,Jx) < ℓ(w
′
x,Jx) and P˜x,J
(
T˜sT˜w′x,Jx
)
= RT˜w′x,Jx. We have dK(a) = dK ′(a) + 1,
fK(a) = fK ′(a), wx,J = w
′
x,J and
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)+1+fK′ (a)T˜w′x,Jx = R
dK(a)+fK (a)T˜wx,Jx.
On the other hand, assume s = si and ai = ai+1 = k > 0. That means λ1+ . . .+λk−1+1 ≤
x−1(i), x−1(i + 1) ≤ λ1 + . . . + λk. Furthermore, because x ∈ XJ , we have x
−1(i) + 1 =
x−1(i + 1). As in type A, ℓ(siw
′
x,Jx) > ℓ(w
′
x,Jx), T˜siT˜w′x,Jx = T˜siw′x,Jx, dK(a) = dK ′(a),
fK(a) = fK ′(a), wx,J = siw
′
x,J and
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)+fK′ (a)T˜siw′x,Jx = R
dK(a)+fK (a)T˜wx,Jx.
Also, ℓ(siw
′
x,Jx) = ℓ(wx,Jx) = ℓ(w
′
x,Jx) + 1 = ℓ(wx,J) + ℓ(x). A similar reasoning applies if
s = si and ai = ai+1 = −k < 0.
Assume that s = t and a1 < 0. Then w
′
x,Jx is ℓ(w
′
x,Jx), with one −1 changed to 1.
Therefore ℓ(tw′x,Jx) < ℓ(w
′
x,Jx) and P˜x,J
(
T˜tT˜w′x,Jx
)
= RT˜w′x,Jx. Since dK(a) = dK ′(a),
fK(a) = 1, fK ′(a) = 0 and wx,J = w
′
x,J , this means that
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)+fK′ (a)+1T˜w′x,Jx = R
dK(a)+fK (a)T˜wx,Jx.
Finally, assume that s = t and a1 = 1 > 0 (and then also t ∈ J). Then ℓ(siw
′
x,Jx) >
ℓ(w′x,Jx), T˜siT˜w′x,Jx = T˜siw′x,Jx, dK(a) = dK ′(a), fK(a) = fK ′(a) and wx,J = tw
′
x,J , so
P˜x,J
(
T˜wT˜x
)
= RdK′ (a)+fK′ (a)T˜tw′x,Jx = R
dK(a)+fK (a)T˜wx,Jx.
A calculation analogous to the one in type A completes the proof in type B.
The proof in type D is similar and we will leave it as an exercise for the reader. As is
evident from the statement of Theorem 2.6, there are even more separate cases to check,
but again, the basis of it all is a lemma analogue to Lemmas 3.2 and 4.2. Let us just
mention that the length of a signed permutation w = w1 · · ·wn in S
0
−n is equal to
(4.3) #{i < j : |wi| > |wj|}+ 2 ·#{i < j : wj < 0, |wi| < |wj|}.
5. Characters in type I
Theorem 2.8 gives expressions for characters induced from parabolic subgroups, evaluated
at any elements of the Hecke algebra, unlike in case A, where we get combinatorial de-
scriptions of only minimal length representatives of conjugacy classes, and unlike in cases
B and D, where we found combinatorial descriptions of minimal length representatives of
only certain conjugacy classes. However, the proofs in this case are extremely technical.
Every result is a careful study of several (similar) cases. For the sake of brevity, we omit
proofs of certain cases in the proofs of the necessary lemmas.
Let us start with the following useful formula, which can be easily proved by induction on
a:
(5.1)
a∑
i=0
(
c+ i
b
)
=
(
c+ a+ 1
b+ 1
)
−
(
c
b+ 1
)
.
The next result provides a basis for all our computations in this Hecke algebra.
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Lemma 5.1 For m even and 0 ≤ k ≤ m/2, we have
T˜(12)k T˜(12)m/2 = T˜(21)m/2−k +
∑
ℓ(w)>m−2k
∑
j
(
ℓ(w)−m+2k−j−1
j
)
Rℓ(w)−m+2k−2jT˜w.
For m odd and 0 ≤ k ≤ (m− 1)/2, we have
T˜(12)k T˜1(21)(m−1)/2 = T˜2(12)(m−1)/2−k +
∑
ℓ(w)>m−2k
∑
j
(
ℓ(w)−m+2k−j−1
j
)
Rℓ(w)−m+2k−2jT˜w.
Sketch of proof: The first statement is obvious for k = 0, assume it is true for k < m/2.
We have to find the coefficient of T˜w in T˜(12)k+1 T˜(12)m/2 = T˜12T˜(12)k T˜(12)m/2 . Let us look
first at the case when ℓ(w) > m − 2k + 2. Multiplying T˜v by T˜12 gives terms with length
between ℓ(v)− 2 and ℓ(v) + 2. In particular, to find the coefficient at T˜w in
T˜12T˜(12)k T˜(12)m/2 ,
it is enough to find the coefficient of T˜w in
T˜12
 ∑
|ℓ(w)−ℓ(v)|≤2
∑
j
(
ℓ(v)−m+ 2k − j − 1
j
)
Rℓ(v)−m+2k−2j T˜v
 .
Assume that w = (12)ℓ/2. There are exactly three elements v ∈ I2(m) for which [T˜w]T˜12T˜v 6=
0: [T˜w]T˜12T˜(12)ℓ/2−1 = 1, [T˜w]T˜12T˜2(12)ℓ/2−1 = R and [T˜w]T˜12T˜2(12)ℓ/2 = R. In other words,
[T˜w]T˜(12)k+1 T˜(12)m/2 =
∑
j
(
ℓ−2−m+2k−j−1
j
)
Rℓ−2−m+2k−2j+
+R
∑
j
(
ℓ−1−m+2k−j−1
j
)
Rℓ−1−m+2k−2j +R
∑
j
(
ℓ+1−m+2k−j−1
j
)
Rℓ+1−m+2k−2j =
=
∑
j
((
ℓ−m+2(k+1)−j−3
j−2
)
+
(
ℓ−m+2(k+1)−j−3
j−1
)
+
(
ℓ−m+2(k+1)−j−2
j
))
Rℓ−m+2(k+1)−2j =
=
∑
j
((
ℓ−m+2(k+1)−j−2
j−1
)
+
(
ℓ−m+2(k+1)−j−2
j
))
Rℓ−m+2(k+1)−2j =
=
∑
j
(
ℓ−m+ 2(k + 1)− j − 1
j
)
Rℓ−m+2(k+1)−2j ,
which is the induction statement for k+1. Of course, we have to verify the same statement
for w = (21)ℓ/2, w = 1(21)(ℓ−1)/2 and w = 2(12)(ℓ−1)/2, and we also have to verify the cases
with ℓ(w) ≤ m − 2k + 2. For example, if w = (21)m/2−k−1, the coefficient is equal to
[T˜w]T˜12T˜(21)m/2−k = 1, if w = 1(21)
m/2−k−1, the coefficient is equal to
[T˜w]T˜12T˜(21)m/2−k = [T˜w]T˜12T˜21T˜(21)m/2−k−1 = [T˜w](1 +RT˜1 +RT˜121)T˜(21)m/2−k−1 = R,
if w = (12)m/2−k, then the coefficient is equal to
[T˜w]T˜12(T˜(21)m/2−k +RT˜1(21)m/2−k +RT˜2(12)m/2−k +R
2T˜(12)m/2−k+1 +R
2T˜(21)m/2−k+1) =
= [T˜w]RT˜12T˜2(12)m/2−k = R
2,
etc. We leave all other cases as exercises. The second equality is proved analogously. 
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Lemma 5.2 If w ∈ I2(m) has even length ℓ ≥ 2 and ℓ(x) > 2(m− ℓ), then
[T˜x]T˜wT˜x =
∑
k
(
ℓ− 2m+ 2ℓ(x)− 1− k
k
)
Rℓ−2m+2ℓ(x)−2k.
Now choose w ∈ I2(m) with odd length ℓ. If (ℓ+ 1)/2 ≤ ℓ(x) < m− (ℓ− 1)/2 and reduced
expressions for x and w start with the same generator, we have [T˜x]T˜wT˜x = R. Otherwise,
[T˜x]T˜wT˜x =
∑
k
(
ℓ− 2m+ 2ℓ(x)− 1− k
k
)
Rℓ−2m+2ℓ(x)−2k.
Sketch of proof: The proof consists of studying different cases and applying Lemma 5.1.
Suppose first that w = (12)a, x = (12)b, andm is even. If a+b ≤ m/2, then T˜wT˜x = T˜(12)a+b
and [T˜x]T˜wT˜x = 0. If a+ b > m/2, then
T˜wT˜x = T˜(12)a+b−m/2 T˜(12)m/2 .
If m − a − 2b = 0, then, by Lemma 5.1, the only term in T˜wT˜x of length 2b is T˜(21)b ; in
other words, [T˜x]T˜wT˜x = 0. If a + 2b −m > 0, then the term of T˜x in T˜wT˜x is, again by
Lemma 5.1, equal to∑
j
(
2b−m+ 2(a+ b−m/2)− j − 1
j
)
R2b−m+2(a+b−m/2)−2j =
=
∑
j
(
2a + 4b− 2m− j − 1
j
)
R2a+4b−2m−2j=
∑
j
(
ℓ− 2m+ ℓ(x)− j − 1
j
)
Rℓ−2m+2ℓ(x)−2j ,
as claimed.
Suppose w = (21)a, x = (12)b, b < m/2, andm is even. Note that T˜21T˜12 = T˜2(1+RT˜1)T˜2 =
1 +RT˜2 +RT˜212. That means that T˜(21)a T˜(12)b equals
T˜(21)a−1(1 +RT˜2 +RT˜212)T˜(12)b−1 = T˜(21)a−1 T˜(12)b−1 +RT˜2(12)a−2 T˜(12)b +RT˜2(12)a−1 T˜(12)b .
Repeating this, we get that
[T˜(12)b ]T˜(21)a T˜(12)b = [T˜(12)b ]R
(
T˜2T˜(12)b +RT˜2(12)1 T˜(12)b + . . .+RT˜2(12)a−1 T˜(12)b
)
,
which is equal to
[T˜2(12)b ]R
(
T˜(12)b +RT˜(12)1 T˜(12)b + . . .+RT˜(12)a−2 T˜(12)b +RT˜(12)a−1 T˜(12)b
)
.
We can ignore the terms T˜(12)k T˜(12)b with k < m− 2b, and we get
R
a−1∑
k=m−2b
[T˜2(12)b ]T˜(12)k+b−m/2 T˜(12)m/2 =
=
a−1∑
k=m−2b
∑
j
(
2b+ 1−m+ 2(k + b−m/2)− j − 1
j
)
R2b+1−m+2(k+b−m/2)−2j+1.
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The coefficient at Rℓ−2m+2ℓ(x)−2i = R2a−2m+4b−2i in this expression is
a−1∑
k=m−2b
(
4b+ a+ k − 2m− i− 1
k + i− a+ 1
)
=
a+2b−m−1∑
k=0
(
2b+ a−m− 1− i+ k
4b+ 2a− 2m− 2i− 2
)
=
=
(
4b+ 2a− 2m− 1− i
4b+ 2a− 2m− 2i− 1
)
=
(
4b+ 2a− 2m− 1− i
i
)
=
(
ℓ− 2m+ 2ℓ(x)− i− 1
i
)
,
as claimed. Note that we used (5.1) for the sum of binomials in the calculation. The rest
of the computations are similar and we leave them as an exercise for the reader. 
Recall that there is one element of length m and 0, and two elements of every other length.
The lemma therefore implies that if w has even length ℓ ≥ 2, then the coefficient of Rℓ−2j
in ∑
x∈I2(m)
[T˜x]T˜wT˜x
is equal to
2
m−1∑
i=m−j
(
ℓ−m+ i− 1− j
j + i−m
)
+
(
ℓ− 1− j
j
)
= 2
j−1∑
i=0
(
ℓ− 2j − 1 + i
ℓ− 2j − 1
)
+
(
ℓ− 1− j
j
)
,
which is by (5.1) equal to
2
(
ℓ− j − 1
j − 1
)
+
(
ℓ− j − 1
j
)
=
ℓ
ℓ− j
(
ℓ− j
j
)
.
Therefore
η0(Tw) = q
ℓ/2
ℓ/2−1∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
(q1/2 − q−1/)ℓ−2j =
ℓ/2−1∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
qj(q − 1)ℓ−2j .
The calculation for odd length ℓ and the coefficient of Rℓ−2j is completely analogous for
j = 0, . . . , (ℓ− 3)/2, and the coefficient of R1 in∑
x∈I2(m)
[T˜x]T˜wT˜x
is equal to (
m−
ℓ− 1
2
−
ℓ+ 1
2
)
· 1 +
(
m−
(
m−
ℓ− 1
2
))
· 2 + 1 = m.
Therefore
η0(Tw) = q
ℓ/2
mR + (ℓ−3)/2∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
(q1/2 − q−1/)ℓ−2j
 =
= mq(ℓ+1)/2 −mq(ℓ−1)/2 +
(ℓ−3)/2∑
j=0
ℓ
ℓ− j
(
ℓ− j
j
)
qj(q − 1)ℓ−2j.
The sign character is identical to the trivial character on the trivial subalgebra, so ǫ0 = η0.
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For induction from the subalgebra H1, note first that X
I
1 , the set of minimal length coset
representatives of the subgroup {e, 1}, consists of e and all x whose reduced word repre-
sentation ends with 2, except for the longest element.
Lemma 5.3 If w ∈ I2(m) has even length ℓ ≥ 2 and x ∈ X
I
1 , then
[T˜x1]T˜wT˜x =
∑
k
(
ℓ− 2m+ 2ℓ(x)− k
k
)
Rℓ−2m+2ℓ(x)+1−2k.
Now choose w ∈ I2(m) with odd length ℓ. If m is even, w ∼ 1 and ℓ(x) ∈ {(ℓ−1)/2, m−(ℓ+
1)/2}, or m is odd, w ∼ 1 and ℓ(x) = (ℓ−1)/2, or m is odd, w ∼ 2 and ℓ(x) = m−(ℓ+1)/2,
then [T˜x1]T˜wT˜x = 1. Otherwise,
[T˜x1]T˜wT˜x =
∑
k
(
ℓ− 2m+ 2ℓ(x)− k
k
)
Rℓ−2m+2ℓ(x)+1−2k. 
The proof of this lemma is almost identical to the proof of Lemma 5.2.
Now we can finish the proof of the theorem.
First suppose that ℓ(w) is even. If w = e, we clearly have T˜eT˜x = T˜x for every x in the
transversal, so η(e) = ǫ(e) = m. For ℓ(w) ≥ 2, we have
η1(T˜w) =
∑
x∈XI1
(
[T˜x]T˜wT˜x + q
1/2[T˜x1]T˜wT˜x
)
=
=
m−1∑
i=0
(∑
k
(
ℓ−2m+2i−1−k
k
)
Rℓ−2m+2i−2k + q1/2
∑
k
(
ℓ−2m+2i−k
k
)
Rℓ−2m+2i+1−2k
)
by Lemmas 5.2 and 5.3. The coefficient at R2j for j ≥ 2 is
m−1∑
i=0
(
ℓ− 2m+ 2i− 1− (ℓ/2−m+ i− j)
ℓ/2−m+ i− j
)
=
m−1∑
i=0
(
ℓ/2−m+ i+ j − 1
2j − 1
)
,
which is
(
ℓ/2+j−1
2j
)
by (5.1). Similarly, the coefficient of R2j−1 for j ≥ 1 is
m−1∑
i=0
q1/2
(
ℓ− 2m+ 2i− (ℓ/2−m+ i+ 1− j)
ℓ/2−m+ i+ 1− j
)
= q1/2
m−1∑
i=0
(
ℓ/2−m+ i+ j − 1
2j − 2
)
,
which is equal to q1/2
(
ℓ/2+j−1
2j−1
)
by (5.1). To finish the proof in this case, use η1(Tw) =
qℓ/2η1(T˜w). The proof for ǫ1, η2 and ǫ2 is analogous.
Take ℓ(w) odd, m odd. Again,
η1(T˜w) =
∑
x∈XI1
(
[T˜x]T˜wT˜x + q
1/2[T˜x1]T˜wT˜x
)
.
Note that there are m− ℓ elements of XI1 satisfying (ℓ+1)/2 ≤ ℓ(x) < m− (ℓ− 1)/2, half
of which start with the same generator as w. Furthermore, there is exactly one x ∈ XI1
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with ℓ(x) < m− (ℓ− 1)/2 and [T˜x1]T˜wT˜x = 1. Therefore η1(T˜w) is equal to
m−1∑
i=0
(∑
k
(
ℓ−2m+2i−1−k
k
)
Rℓ−2m+2i−2k + q1/2
∑
k
(
ℓ−2m+2i−k
k
)
Rℓ−2m+2i+1−2k
)
+ q1/2+
m− ℓ
2
R.
The coefficient at R2j for j ≥ 2 is
m−1∑
i=0
q1/2
(
ℓ− 2m+ 2i− ((ℓ+ 1)/2−m+ i− j)
(ℓ+ 1)/2−m+ i− j
)
= q1/2
m−1∑
i=0
(
(ℓ− 1)/2−m+ i+ j
2j − 1
)
,
which is q1/2
(
(ℓ−1)/2+j
2j
)
. Similarly, the coefficient at R2j−1 for j ≥ 2 is
m−1∑
i=0
(
ℓ− 2m+ 2i− 1− ((ℓ+ 1)/2−m+ i− j)
(ℓ+ 1)/2−m+ i− j
)
=
m−1∑
i=0
(
(ℓ− 1)/2−m+ i+ j − 1
2j − 2
)
,
which is equal to
(
(ℓ−1)/2+j−1
2j−1
)
. The coefficient at R0 is q1/2, and the coefficient at R1 is
m− ℓ
2
+
m−1∑
i=0
(
ℓ− 2m+ 2i− 1− ((ℓ+ 1)/2−m+ i− 1)
(ℓ+ 1)/2−m+ i− 1
)
=
m− ℓ
2
+
ℓ− 1
2
=
m− 1
2
This, together with η1(Tw) = q
ℓ/2η1(T˜w) and analogous computations for ǫ1, η2 and ǫ2,
finishes the proof.
Suppose that ℓ(w) is odd, m is even, w ∼ 1. Again, there are m − ℓ elements of XI1
satisfying (ℓ + 1)/2 ≤ ℓ(x) < m − (ℓ − 1)/2, half of which start with the same generator
as w. Furthermore, there are exactly two elements XI1 satisfying [T˜x1]T˜wT˜x = 1. A similar
calculation to the one above shows that the coefficient of R2j in η1(T˜w) for j ≥ 2 is
q1/2
(
(ℓ−1)/2+j
2j
)
, the coefficient at R2j−1 for j ≥ 2 is
(
(ℓ−1)/2+j−1
2j−1
)
, the coefficient at R0 is
2q1/2, and the coefficient at R1 is (m− 1)/2. This, together with η1(Tw) = q
ℓ/2η1(T˜w) and
analogous computations for ǫ1, η2 and ǫ2, finishes the proof.
Finally, choose ℓ(w) odd, m even, w ∼ 2. All the coefficients are the same as in the
previous case, except the one at R0, which is 0.
6. Concluding remarks
We gave a complete description of all values of characters of representations induced from
all parabolic subalgebras of HIm. In this sense, our results in case I are complete (note,
though, that there are not enough parabolic subalgebras to use results on characters in-
duced from them to describe all irreducible characters of HIm).
Theorems 2.2 and 2.3 give combinatorial descriptions of ηλ(Tw) and ǫλ(Tw) only for par-
abolic elements w. This is not a serious flaw, since we can use Theorem 1.3 to find the
remaining values. Indeed, if w(i) ≤ i + 1 for all i, then w is parabolic and we can use
Theorem 2.2 or 2.3. Otherwise, take the smallest i such that w(i) = j + 1 > i + 1. Then
ℓ(sjw) < ℓ(w) and ℓ(sjwsj) ≤ ℓ(w); by Theorem 1.3, χ(Tw) can be expressed in terms of
χ(Tsjw) and χ(Tsjwsj), and we can find the values for every w by induction on ℓ(w).
On the other hand, our results for types B and D are not complete, since in Bn and
Dn, not every element is conjugate to a parabolic element. For example, any conjugate
of ts1ts1 = (1)
−(2)− contains at least two copies of t in any reduced expression, and is
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therefore not parabolic. It would be very interesting to find an extension of Theorems 2.5
and 2.6 that would deal with such elements. The result will still be a sum over integer
sequences described in these theorems, but we will not have a weight of the form qa(q−1)b
for all sequences.
It is, however, possible to extend the theorems in cases B and D to all signed compositions
λ. The formulas get more complicated, and we only state the case B and do not give a
proof.
Recall that every signed composition of n has a corresponding subgroup of S−n which
is naturally isomorphic to Sλ1 × Sλ2 × · · · × Sλp; call this subgroup the quasi-parabolic
subgroup corresponding to λ, and denote it by SBλ .
Theorem 6.1 Given a signed composition λ = (λ1, . . . , λp) ⊢ n, denote by ηλ (respectively,
ǫλ) the character of the representation of H
B
n induced from the trivial (respectively, sign)
representation of the quasi-parabolic subalgebra Hλ. For a parabolic element w of S−n of
type K, we have
ηλ(T˜w) =
∑
a
qeK(a)+gK(a)(q − 1)dK(a)+fK (a)
and
ǫλ(T˜w) =
∑
a
(−1)eK(a)+gK (a)(q − 1)dK(a)+fK (a),
where the sums are over all integer sequences a = a1a2 · · · an satisfying
(1) 1 ≤ |ai| ≤ p for i = 1, . . . , n,
(2) #{i : |ai| = k} = |λk| for k = 1, . . . , p,
(3) if λk > 0, then ai 6= −i for all i = 1, . . . , n,
(4) if si ∈ K, then ai ≥ ai+1, for i = 1, . . . , n− 1,
(5) if t ∈ K, then either a1 < 0, or a1 > 0 and λa1 < 0.
and where
• dK(a) is the number of elements in the set {i : si ∈ K, ai > ai+1},
• eK(a) is the number of elements in the set {i : si ∈ K, ai = ai+1},
• fK(a) is 1 if t ∈ K and a1 < 0, and 0 otherwise.
• gK(a) is 1 + 2(|λ1|+ . . .+ |λa1−1|) if t ∈ K and a1 > 0, and 0 otherwise,
Furthermore, it would be interesting to extend the analysis of the second part of Section 3
to types B and D. A quantum Murnaghan-Nakayama rule of type B and D (or something
similar) would be needed for this purpose.
A more ambitious project would find combinatorial descriptions for a Hecke algebra be-
longing to any (finite irreducible) Coxeter group. The analogue of Lemma 3.2 should be
true in general. However, it is far from clear what a common combinatorial description of
Theorems 2.2, 2.5, 2.6 and 2.8 would be.
In the preparation of this paper, an error was found in [Ram91, §8]. The entry for λ = 321
and µ = 222 should be 2q3 − 6q2 + 6q − 2, not q3 − 5q2 + 5q − 1.
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