The overall assessment of non-cryptographic functions is very complex and there is not a widely used benchmark. These data have been collected and created as a benchmark for testing noncryptographic hash functions. It is made up of eight dataset which comes from two different groups, real and synthetic data sources. The objective when selecting and generating the data has been redundancy and structures present in real-world scenarios. These data have been used for benchmarking non-cryptographic hash functions in [1] and [2] .
Data
For creating and selecting these data, we have followed the recommendations of Jenkins and Fai for desirable features in datasets for testing NCHFs [3, 4] .
We have put together 8 different data sets coming from two sources [1] :
Synthetic data: data sets that are automatically generated using different distribution functions, see Table 1 .
Real data: data sets extracted from real-world cases, see Table 2 .
When using these data, NCHFs can be applied with different padding schemes, load factors, and table sizes [2] , but we recommend always using them equally for sake of consistency when comparing performances. In the case of using these data sets for generating new NCHFs with machine learning techniques, then they are split into training and test datasets in a random 70%e30% proportion, a Value of the data.
These data sets are useful for other researchers because they can be used as benchmark when trying to develop and compare the performance of Non-Cryptographic Hash Functions (NCHFs). All researchers developing new hash functions can benefit from these data, that offers a diverse data collection that can be used as standard benchmark. The collected data is heterogeneous and have been carefully selected to represent diverse circumstances that can be challenging for NCHFs.
Researchers working with hash functions can focus their effort on designing better functions instead of wasting time with the datasets. These data sets can be used entirely to test hash functions quality measuring collision resistance, output distributions, avalanche effect or speed [5, 6] . It can be also used for applying machine learning techniques for automated generation by splitting them into training and test sets. Variable sizes between 80 and 512 bits to force the keys to differ only in length and number of spaces minimum 5 k-fold is recommended for cross validation. Only test data set can be used for comparing results.
Experimental design, materials and methods
All data sets are plain text files with one row per hashed item, Table 1 shows the name and description of each file.
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