Here ||0|| denotes the distance from 6 to the nearest integer. The first result of this kind was obtained by Danicic [6] , who showed that one may take Thus A(2) = 2/13 and A(3) = 9/50 are admissible. In 1976, however, Schmidt [11] showed that, given real a, /S, 2 || ||/3/J 2 ||)< C(e)Ny6+e min max(||<m 2 ||, ||/3/J 2 ||)< C 2 
(e)N
This trivially permits one to take A(2) = 1/6. Baker and Harman [2] showed that one may take
k(s) = 1 -8(s)
where <5(s)-»0 as s->^, although 6(s) was not calculated explicitly. The method of [2] is weaker than Danicic's for small s, but obviously stronger for large s.
In the present paper we improve (1.3) for all s > 2. It is convenient to state our result in terms of the corresponding exponent for a single quadratic form. We write a(s) for a number with the following property: given a real quadratic form Q(x u . . . ,x s ), then for e > 0 and N > C 3 (s, e) we have for some integers n u . . . ,n s satisfying (1.2).
For j > 1, we may take
(Danicic [5] ). We shall need a generalization of (1.4), which we establish in Section 2. For s 3:4, results stronger than (1.4) have been obtained [10, 3, 9] . In particular, we may take In particular, we may take A(2) = | , A(3) = J.
Clearly the limiting value of A(s) in (1.8) is 2/3; thus [2] is stronger for large s. We also observe that stronger results hold for additive quadratic forms [4] .
In our proof we use ideas from the lattice method of Schmidt [11] , [1] . A key role is also played by estimates for
where Q is a real quadratic form and S(mQ)= § ... § e{mQ{x u .. . ,*,)).
(1.9)
Here e{6) denotes e 2Mie . Davenport [7, 8] 
In order to estimate the right hand side of (2.1) we define 2s linear forms as follows: 
for some I, 1 < / < 2 S .
Proo/. The number of solutions of the inequalities (2.3) is at most the number of lattice points p in F with |p| =s ^/2sB. As in the proof of Lemma 7.1 of [1] , the number of such points p is 1 if V2sB < x x and is otherwise, where / is maximal with n t £ y/2sB. for some /, 1 < / < 2s. Combining (2.5) and (2.6), and writing
The lemma follows at once.
We can now prove the generalization of (1.4) mentioned in Section 1. We may describe the substitution of (2.9) for (1.2) as "replacing a cube by a box". It seems to be difficult to replace a cube by a box in the work of Baker and Harman [3] , and more difficult still in the work of Heath-Brown [9] . This is a pity, since such results would lead to an improvement of Theorem 1 for 5 ^ 4. 
we have for some /, 1 < / < 2 s . In conjunction with (3.3) and Cauchy's inequality, this yields
In view of (3.4), (3.5) , it is easily verified that
Suppose for a moment that l>s. We apply (2.2). Cancelling n^+x-iXi, • • • , ^s^s+\ from (3.6),
We deduce that in all cases there isafc, 1 < fc < s , such that
We now find a lower bound for n r (1 < r < s). 
