The limiting distribution of the hook length of a randomly chosen cell
  in a random Young diagram by Mutafchiev, Ljuben
ar
X
iv
:1
90
6.
07
16
9v
1 
 [m
ath
.C
O]
  1
6 J
un
 20
19
The Limiting Distribution of the Hook Length of
a Randomly Chosen Cell in a Random Young
Diagram
Ljuben Mutafchiev
American University in Bulgaria, 2700 Blagoevgrad, Bulgaria
and Institute of Mathematics and Informatics of the
Bulgarian Academy of Sciences
ljuben@aubg.bg
Abstract
Let p(n) be the number of all integer partitions of the positive integer
n and let λ be a partition, selected uniformly at random from among
all such p(n) partitions. It is known that each partition λ has a unique
graphical representation, composed by n non-overlapping cells in the plane
called Young diagram. As a second step of our sampling experiment, we
select a cell c uniformly at random from among the n cells of the Young
diagram of the partition λ. For large n, we study the asymptotic behavior
of the hook length Zn = Zn(λ, c) of the cell c of a random partition λ.
This two-step sampling procedure suggests a product probability measure,
which assigns the probability 1/np(n) to each pair (λ, c). With respect
to this probability measure, we show that the random variable piZn/
√
6n
converges weakly, as n → ∞, to a random variable whose probability
density function equals 6y/pi2(ey − 1) if 0 < y <∞, and zero elsewhere.
Mathematics Subject Classifications: 11P82, 05A17, 60F05, 60C05
Key words: integer partition, Young diagram, hook length, limiting distri-
bution
1 Introduction and Statement of the Main Re-
sult
For a natural number n, we say that λ is a partition of n if λ is a sequence
(λ1, λ2, ..., λk) of positive integers satisfying λ1 ≥ λ2 ≥ ... ≥ λk and such that
k∑
j=1
λj = n. (1)
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The summands λj in (1) are usually called parts of λ. The Young diagram of
a partition is an array of square boxes, or cells, in the first quadrant of the
plane, left-justified, with λt cells in the t-th row counting from the bottom. We
label these cells (t, s), with t denoting the row number of the cell and s - the
column number in the Young diagram. For example, in the Young diagram of
λ˜ = (5, 4, 3, 3, 2, 2, 2, 1) of the partition of n = 22 as 22 = 5+4+3+3+2+2+2+1,
the cell (3, 2) is the square whose vertices in the (s, t)-plane have coordinates
(1, 2), (2, 2), (2, 3), (1, 3).
Reading consecutively the numbers of cells in the columns of the array of
the partition λ , beginning from the most left column, we get the conjugate
partition λ∗ = (λ∗1, λ
∗
2, ..., λ
∗
l ), where l = λ1. The Young diagram of λ
∗ is called
conjugate of the Young diagram of λ. The hook length of the cell c = (t, s) in
the partition λ is defined by the formula
h(λ, c) := λt − s+ λ∗s − t+ 1, (2)
that is, h(λ, c) is the number of cells in the hook comprised by the (t, s)-cell
itself and by the cells in the t-th row right of (t, s) and s-th column down from
(t, s). For example, in Figure 1 we have h(λ˜, (3, 2)) = 4.
Let Λ(n) be the set of all partitions of n and let p(n) = |Λ(n)|. The number
p(n) is determined asymptotically by the famous partition formula of Hardy
and Ramanujan [13]:
p(n) ∼ 1
4n
√
3
exp
(
π
√
2n
3
)
, n→∞. (3)
A precise asymptotic expansion for p(n) was found later by Rademacher [24]
(more details may be also found in [2, Chapter 5]). Further on, we assume
that, for fixed integer n ≥ 1, a partition λ ∈ Λ(n) is selected uniformly at
random (uar). In other words, we assign the probability 1/p(n) to each λ ∈
Λ(n). In this way, each numerical characteristic of λ can be regarded as a
random variable defined on Λ(n) (or, a statistic in the sense of the random
generation of partitions of n). The study of the asymptotic behavior of various
partition statistics for large n is a subject of intensive research in combinatorics,
number theory and statistical physics. Erdo¨s and Lehner [4] were apparently the
first who established a probabilistic limit theorem related to integer partitions.
As a matter of fact, they found an appropriate normalization for the number
of parts in a random partition of n and showed that it converges weakly to
the extreme value (Gumbel) distribution. By conjunction of the corresponding
Young diagram, the same limit theorem holds true for the largest part of a
random integer partition. For more typical results in this subject area, we refer
the reader, e.g., to [5], [8], [23], [19], [25], [9].
In the present paper we consider a two-step sampling procedure, which com-
bines the outcomes of two experiments: first, we select a partition λ ∈ Λ(n)
uar, and then we select a cell c = (t, s) ∈ λ uar. A similar type of sampling
was first proposed and studied in the context of part multiplicities of a random
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integer partition in [3], and then in the context of part sizes in [21] and [22].
The sampling procedure that we introduced leads to the product probability
space
Ω(n) = Λ(n)× {c ∈ λ : λ ∈ Λ(n)} (4)
and the product probability measure P(.), defined by
P((λ, c) ∈ Ω(n)) = 1
np(n)
. (5)
(For more details on the theory of product probability spaces, we refer the
reader, e.g., to [17, Part I, Section 4.2]). We also denote by E(.) the expectation
with respect to the probability measure P.
Our aim in this paper is to determine asymptotically, as n→∞, the distri-
bution of the hook length of a randomly chosen cell of the Young diagram of a
partition λ ∈ Λ(n) chosen uar. More precisely, for any pair (λ, c) ∈ Ω(n), we
denote the underlying hook length by
Zn = Zn(λ, c) := h(λ, c), (6)
where the function h(λ, c) was defined earlier by (2). We organize the paper as
follows. Section 2 contains some auxiliary facts that we need further. In Section
3 we prove the following limit theorem for Zn.
Theorem 1 Let 0 < y <∞. Then, we have
limn→∞P(πZn/
√
6n ≤ y) = 6
π2
∫ y
0
u
eu − 1du.
Remark 1. The hook lengths of cells in the Young diagram of an integer
partition play an important role in algebraic combinatorics thanks to the fa-
mous hook-length formula due to Frame et al. [7]. It represents the number
of standard Young tableaux d(λ) of shape λ ∈ Λ(n) by the hook lengths of the
cells c ∈ λ in the following way:
d(λ) =
n!∏
c∈λ h(λ, c)
. (7)
A standard Young tableau of shape λ is a labelling of the cells of the Young
diagram of λ with numbers 1 to n so that the labels are strictly increasing
from bottom to top along columns and from left to right along rows. There
exists a bijection between the partitions from the set Λ(n) and the irreducible
representations of the symmetric group Sn of n letters (see, e.g., [16, Chapters
1 and 4]). The work of Young [26], [27] shows that d(λ) gives the dimension
of the irreducible representation of Sn related to the partition λ ∈ Λ(n). A
probabilistic proof of formula (7) was given by Greene et al. [11]. It is based on
a construction of a random walk on the cells of the Young diagram (called also
a hook walk). In its first step, a cell of a Young diagram containing n cells is
selected uar. If this cell has coordinates (t, s), then the walk continues on the
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cells 6= (t, s) in the hook of the cell (t, s). So, one may regard that our Theorem
1 describes the typical number of steps in this hook walk. A detailed discussion
on the enumerational and algorithmic aspects of formula (7) may be found in
[15, Section 5.1.4].
2 Preliminaries
2.1 Combinatorial Identities and Generating Functions
We start with the definition of another partition statistic, defined on the set
Λ(n) of all partitions of n. We equip this set with the uniform probability
measure and, for any λ = (λ1, λ2, ..., λk) ∈ Λ(n), we define its m-th moment by
Ym,n =
k∑
j=1
λmj , (8)
In the case m = 0 the sum in the right-hand side of (8) clearly counts the
number of parts in λ, while, by (1), Y1,n = n. Further on, E(.) will stand for the
expectation with respect to the uniform probability measure on Λ(n). From (8)
it obviously follows that
E(Ym,n) = 1
p(n)
∑
λ∈Λ(n)
∑
j
λmj , m = 1, 2, .... (9)
Furthermore, the definition of the product probability measure P on the space
Ω(n) (see (5) and (4), respectively) and definition (6) of the random variable
Zn imply that
E(Zmn ) =
1
np(n)
∑
λ∈Λ(n)
∑
c∈λ
h(λ, c), m = 1, 2, .... (10)
Our first preliminary facts are related to identities that are due to Han [12].
We present the first one in terms of the expectations introduced by (9) and (10).
Lemma 1 [12, Corollary 6.5]. For m = 1, 2, ..., we have
E(Zmn ) =
1
n
E(Ym+1,n).
Han [12, Theorem 6.6] also obtained an identity for the generating function
of E(Ym,n). It will be the starting point in our asymptotic analysis. Let
g(x) =
∞∏
j=1
(1− xj)−1 = 1 +
∞∑
n=1
p(n)xn (11)
be the Euler partition generating function.
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Lemma 2 For any m ≥ 1 and |x| < 1, we have
1 +
∞∑
n=1
p(n)E(Ym,n)xn = g(x)Fm(x),
where
Fm(x) =
∞∑
j=1
jmxj
1− xj . (12)
Remark 2. In fact, Han [12] has proved the following combinatorial identity:∑
λ∈Λ(n)
∑
c∈λ
hm(λ, c) =
∑
λ∈Λ(n)
∑
j
λm+1j .
Lemma 1 translates it in terms of the expectations (9) and (10).
The proof of Theorem 1 is based on the saddle point method and the method
of moments (the so-called Fre´chet-Shohat limit theorem; see, e.g., [17, Chapter
IV, Section 11.4]). We will also essentially use the result of Lemma 1.
2.2 Analytic Combinatorics Background: Meinardus The-
orem on Weighted Partitions and Hayman Admissibil-
ity of Generating Functions
Lemma 2 implies that the coefficient p(n)E(Ym,n) of xn can be expressed by a
Cauchy integral whose integrand contains the product g(x)Fm(x). Its behav-
ior heavily depends on the properties of the partition generating function g(x)
whose infinite product representation (11) shows that its main singularity is at
the point x = 1 (see also [2, Chapter 5]). A complete asymptotic expansion
of E(Ym,n), for fixed and odd m > 1, was obtained by Grabner et al. [9]. We
need here only the main asymptotic term of E(Ym,n), m = 1, 2, ..., which can
be obtained using the Hayman-Meinardus version of the saddle point method.
Here, we will give a brief account on this subject. This approach was also
demonstrated in [21, Sections 5 and 6].
We start with some general remarks on the Hardy-Ramanujan formula (3).
The Cauchy integral stemming from (11) and representing p(n) can be analyzed
with the aid of the Hardy, Ramanujan and Rademacher’s circle method devel-
oped in [13] and [24]. Subsequent generalizations of these results are related
to extensions of the class of generating functions, for which an infinite product
representation similar to (11) is valid. An important result in this direction is
due to Meinardus [18] (see also [2, Chapter 6]) who obtained the asymptotic of
the Taylor coefficients of infinite products of the form:
∞∏
j=1
(1− xj)−bj (13)
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under certain general assumptions on the sequence of non-negative numbers
{bj}j≥1. Meinardus approach is based on considering the Dirichlet generating
series
D(z) =
∞∑
j=1
bjj
−z, z = u+ iv, u, v ∈ R. (14)
We briefly describe here Meinardus’ assumptions avoiding their precise state-
ments as well as some extra notations and concepts. The first assumption (M1)
specifies the domain H = {z = u + iv : u ≥ −C0}, 0 < C0 < 1, in the complex
plane, in which D(z) has an analytic continuation. The second one (M2) is re-
lated to the asymptotic behavior of D(z), whenever |v| → ∞. A function of the
complex variable z which is bounded by O(|ℑ(z)|C1), 0 < C1 < ∞, in certain
domain of the complex plane is called a function of finite order. Meinardus’
second condition requires that D(z) is of finite order in the whole domain H.
Finally, the Meinardus third condition (M3) implies a bound on the ordinary
generating function of the sequence {bj}j≥1. It can be stated in a way simpler
than the Meinardus’ original expression by the inequality:
∑
j≥1
bje
−jα sin2 (πjy) ≥ C2α−ǫ1 , 0 < α
2π
< |y| < 1
2
,
for sufficiently small α and some constants C2, ǫ1 > 0 (C2 = C2(ǫ1)) (see [10]).
It is known that the Euler partition generating function g(x) (which is obvi-
ously of the form (13) satisfies the Meinardus scheme of conditions (M1) - (M3)
(see, e.g., [2, Theorem 6.3]).
In the asymptotic analysis of the Cauchy integral stemming from Lemma 2
we shall use a variant of the saddle point method given by Hayman’s theorem for
admissible power series [14] (for more details, see, e.g., [6, Chapter VIII.5]). To
present Hayman’s idea and show how it can be applied to the proof of Theorem
1, we need to introduce some auxiliary notations.
We consider here a function G(x) =
∑∞
n=1Gnx
n that is analytic for |x| < ρ,
0 < ρ <∞. For 0 < r < ρ, we let
a(r) = r
G′(r)
G(r)
, (15)
b(r) = r
G′(r)
G(r)
+ r2
G′′(r)
G(r)
− r2
(
G′(r)
G(r)
)2
. (16)
In the statement of the Hayman’s result, we shall use the terminology given
in [6, Chapter VIII.5]. We assume that G(x) > 0 for x ∈ (R0, ρ) ⊂ (0, ρ) and
satisfies the following three conditions.
Capture condition. limr→ρ a(r) =∞ and limr→ρ b(r) =∞.
Locality condition. For some function δ = δ(r) defined over (R0, ρ) and
satisfying 0 < δ < π, one has
G(reiθ) ∼ G(r)eiθa(r)−θ2b(r)/2
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as r→ ρ, uniformly for |θ| ≤ δ(r).
Decay condition.
G(reiθ) = o
(
G(r)√
b(r)
)
as r→ ρ, uniformly for δ(r) ≤ |θ| < π.
Hayman Theorem. Let G(x) be a Hayman admissible function and r = rn
be the unique solution in the interval (R0, ρ) of the equation
a(r) = n. (17)
Then the Taylor coefficients of G(x) satisfy, as n→∞,
Gn ∼ G(rn)
rnn
√
2πb(rn)
with a(rn) and b(rn) given by (15) and (16), respectively.
3 Proof of Theorem 1
The proof is divided into two parts.
(A) Proof of Hayman admissibility for g(x).
(B) Obtaining an asymptotic estimate for the Cauchy integral stemming
from Lemma 2.
3.1 Part (A)
This part of the proof follows the same line of reasoning given in [21, pp. 338-
340]. For the sake of completeness, we present it here.
First, we need to show how Hayman theorem can be applied to find the
asymptotic behavior of the Taylor coefficients of the partition generating func-
tion g(x). Since in (13) we have bj = 1, j ≥ 1, the Dirichlet generating se-
ries (14) is D(z) = ζ(z), where ζ denotes the Riemann zeta function: ζ(z) =∑∞
j=1 j
−z, z = u + iv. We set in (17) r = rn = e
−dn , dn > 0, where dn is the
unique solution of the equation
a(e−dn) = n. (18)
Granovsky et al. [10] showed that the first two Meinardus conditions imply that
the unique solution of (18) has the following asymptotic expansion:
dn =
√
ζ(2)/n+
ζ(0)
2n
+O(n−1−β)
=
π√
6n
− 1
4n
+O(n−1−β), (19)
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where β > 0 is fixed constant (here we have also used that ζ(0) = −1/2; see [1,
Chapter 23.2]. We also notice that (16) and (19) imply that
b(e−dn) = 2ζ(2)d−3n +O(d
−2
n ) ∼
2
√
6
π
n3/2. (20)
(This is a particular case of Lemma 2.2 from [20] with D(z) = ζ(z).) Hence,
by (18) and (20), a(e−dn) → ∞ and b(e−dn) → ∞ as n → ∞, that is, Hay-
man’s ”capture” condition is satisfied with r = rn = e
−dn . To show next that
Hayman’s ”decay” condition is satisfied, we set
δn =
d
4/3
n
ω(n)
=
π4/3
(6n)2/3ω(n)
(
1 +O
(
1√
n
))
, (21)
where ω(n) is a function satisfying ω(n)→∞ as n→∞ arbitrarily slowly and
in the second equality we have used (19). We can apply now an estimate for
|g(e−dn+iθ)| established in a general form in [20, Lemma 2.4] with the aid of all
three Meinardus conditions. In our particular case it states that there exist two
positive constants c0 and ǫ0, such that, for sufficiently large n,
|g(e−dn+iθ)| ≤ g(e−dn)e−c0d−ǫ0n (22)
uniformly for δn ≤ |θ| < π. This, in combination with (19) and (20) implies that
|g(e−dn+iθ)| = o(g(e−dn)/
√
b(e−dn)) uniformly in the same range of θ, which
is just Hayman’s ”decay” condition. Finally, by Lemma 2.3 of [20], established
with the aid of Meinardus’ conditions (M1) and (M2), Hayman’s ”locality”
condition is also satisfied by g(x). In fact, this lemma implies in the particular
case D(z) = ζ(z) that
e−iθn
g(e−dn+iθ)
g(e−dn)
= e−θ
2b(e−dn )/2
(
1 +O
(
1
ω3(n)
))
(23)
uniformly for |θ| ≤ δn, where b(e−dn) and δn are determined by (20) and (21),
respectively. Hence, all conditions of Hayman’s theorem hold, and we can apply
it with Gn = p(n), G(x) = g(x), rn = e
−dn and ρ = 1 to find that
p(n) ∼ e
ndng(e−dn)√
2πb(e−dn)
, n→∞. (24)
Remark 2. To show that formula (24) yields (3), one has to replace (19) and
(20) in the right-hand side of (24). The asymptotic of g(e−dn) is determined
by a general lemma due to Meinardus [18] (see also [2, Lemma 6.1]). Since
ζ(0) = −1/2 and ζ′(0) = − 12 log (2π) (see [1, Chapter 23.2]), in the particular
case of g(e−dn), this lemma implies that
g(e−dn) = exp (ζ(2)d−1n − ζ(0) log dn + ζ′(0) +O(dc1n ))
= exp
(
π2
6dn
+
1
2
log (2π) +O(dc1n )
)
, n→∞,
where 0 < c1 < 1. The rest of the computation leading to (3) is based on simple
algebraic manipulations and cancellations.
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3.2 Part (B)
We are now ready to apply the Cauchy coefficient formula to the generating
function identity of Lemma 2. We use the circle x = e−dn+iθ,−π < θ ≤ π, as a
contour of integration and obtain, for any fixed m ≥ 1, that
p(n)E(Ym,n) = e
ndn
2π
∫ π
−π
g(e−dn+iθ)Fm(e
−dn+iθ)e−iθndθ.
Then, we break up the range of integration as follows:
p(n)E(Ym,n) = J1(m,n) + J2(m,n), (25)
where
J1(m,n) =
endn
2π
∫ δn
−δn
g(e−dn+iθ)Fm(e
−dn+iθ)e−iθndθ, (26)
J2(m,n) =
endn
2π
∫
δn<|θ|≤π
g(e−dn+iθ)Fm(e
−dn+iθ)e−iθndθ, (27)
where m = 1, 2, ..., and δn is defined by (21).
To estimate J2(m,n), we notice that, for fixed m, by the definition of Rie-
mann integrals (12) and (19),
|Fm(e−dn+iθ)| = |
∞∑
j=1
jme−jdn+ijθ
1− e−jdn+ijθ |
≤
∞∑
j=1
jme−jdn
1− e−jdn =
∑
j≥1
(jdn)
me−jdn
1− e−jdn d
−m−1
n (28)
∼ d−m−1n
∫ ∞
0
ume−u
1− e−u du = O(d
−m−1
n ) = O(n
(m+1)/2).
The last two equalities follow from the estimate
d−1n =
√
6n
π
+O(1), (29)
which is a simple consequence of (19). Combining (27) - (29), (22) and (20)
with the asymptotic equivalence (24) for the numbers p(n), we obtain
|J2(m,n)| ≤ e
ndn
2π
∫
δn≤|θ|<π
|g(e−dn+iθ)||Fm(e−dn+iθ)|dθ
= O(endng(e−dn)n(m+1)/2e−c0d
−ǫ0
n )
O
(
endng(e−dn)√
b(e−dn)
n(m+1)/2n3/4e−c2n
ǫ0/2
)
= O(p(n)n(m+1)/2n3/4e−c2n
ǫ0/2
) = o(p(n)n(m+1)/2), (30)
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where c2 > 0.
For the asymptotic estimate of J1(m,n), we need to expand Fm(x) around
the point x = e−dn . Thus, for any fixed m = 1, 2, ... and uniformly for any
|θ| ≤ δn, we have
Fm(e
−dn+iθ) = Fm(e
−dn) +O
(
|θ| d
dx
Fm(x)|x=e−dn
)
= Fm(e
−dn) +O
(
δn
d
dx
Fm(x)|x=e−dn
)
. (31)
As previously, we can consider the sum representing Fm(e
−dn) as a Riemann
sum. So, for large n, we can replace it by the value of the corresponding integral
(see, e.g., [1, Section 27.1]). Hence, by (12), (19) and (29), we have
Fm(e
−dn) =
∞∑
j=1
jme−jdn
1− e−jdn ∼ d
−m−1
n
∫ ∞
0
ume−u
1− e−u du
= d−m−1n m!ζ(m + 1) ∼
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1), m = 1, 2, ....(32)
In the same way, we can estimate the first derivative of Fm:
d
dx
Fm(x)|x=e−dn =
∞∑
j=1
jm+1e−jdnedn
(1 − e−jdn)2
∼ d−m−2n
∫ ∞
0
um+1e−u
(1− e−u)2 du = O(d
−m−2
n ) = O(n
(m+2)/2), (33)
where the last O-estimate follows from (29). Hence, by (21) and (33), the error
term in (31) becomes
O(δnn
(m+2)/2) = O(n(m+1)/2n1/2n−2/3/ω(n))
= O(n(m+1)/2n−1/6/ω(n)) = o(n(m+1)/2). (34)
Consequently, (31) - (34) imply that
Fm(e
−dn+iθ) =
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1) + o(n(m+1)/2).
Inserting this estimate and (23) into (26) and applying the asymptotic of the
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partition function p(n) from (24), we obtain
J1(m,n) =
endng(e−dn)
2π
∫ δn
−δn
g(e−dn+iθ)
g(e−dn)
×
((
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1) + o(n(m+1)/2)
)
e−iθndθ
=
endng(e−dn)
2π
((
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1) + o(n(m+1)/2)
)
×
∫ δn
−δn
e−θ
2b(e−dn )/2(1 + 1/ω3(n))dθ
=
endng(e−dn)
2π
√
b(e−dn)
((
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1) + o(n(m+1)/2)
)
×
∫ δn√b(e−dn )
−δn
√
b(e−dn )
e−y
2/2dy
∼ e
ndng(e−dn)
2π
√
b(e−dn)
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1)
∫ ∞
−∞
e−y
2/2dy
∼ e
ndng(e−dn)√
2πb(e−dn)
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1)
∼ p(n)
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1). (35)
In the first asymptotic equivalence we have used (20) and (21) in order to get
δn
√
b(e−dn) ∼ π
5/6
√
2
61/6ω(n)
n1/12 →∞
if ω(n)→∞ as n→∞ not too fast, so that n1/12/ω(n)→∞. Combining (25)
- (27), (30) and (35), we get
p(n)E(Ym,n) = p(n)
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1) + o(n(m+1)/2p(n)),
which in turn shows that
E(Ym,n) ∼
(
n
ζ(2)
)(m+1)/2
m!ζ(m+ 1), m = 1, 2, .... (36)
Now, we recall Lemma 1, (9) and (10). Combining these observations with
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(36), we obtain
E(Zmn ) =
1
np(n)
∑
λ∈Λ(n)
∑
j
λm+1j =
1
n
E(Yn,m+1)
∼ 1
n
(
n
ζ(2)
)m/2+1
(m+ 1)!ζ(m+ 2), m = 1, 2, ....
Consequently,
lim
n→∞
E
((√
ζ(2)
n
Zn
)m)
= lim
n→∞
E
((
π√
6n
Zn
)m)
=
(m+ 1)!ζ(m+ 2)
ζ(2)
=
6
π2
∫ ∞
0
um+1
eu − 1du, m = 1, 2, ....
Hence, the Frechet-Shohat limit theorem [17, Chapter IV, Section 11.4] implies
that the sequence {πZn/
√
6n}n≥1 converges in distribution to a random variable
with probability density function 6uπ2(eu−1) , u ≥ 0, and zero elsewhere, which
completes the proof of the theorem.
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