In this supplementary material, our goal is to compute the four first moment of the Ripley's K-function K(r, n). Computation of E {K(r, n)} and var {K(r, n)} can be found in [1], however we refine here the computation of var {K(r, n)} for a small number of points in section 2 and we reproduce the computation of E {K(r, n)} for sake of clarity in section 1. Finally, the third and the fourth moments of K(r, n),
computation of E {K(r, n)}
Denoting ψ(x, y) = 1 {|x−y|≤r} k(x, y), we decompose the symmetric function φ(x, y) as φ(x, y) = 1 2 (ψ(x, y) + ψ(y, x)) ,
and we re-write K(r, n) as K(r, n) = a n(n − 1)
x =y φ(x, y) = a n(n − 1)
x =y 1 2 (ψ(x, y) + ψ(y, x)) .
Then, assuming a uniform distribution of points in Ω and denoting α r = n(n − 1) . . . (n − r + 1)a −r µ 2r ,
where µ 2r is the Lebesgue measure on R 2r , we have [1] E {K(r, n)} = a n(n − 1) Ω 2 φ(x, y)dα 2 (x, y).
that is E {K(r, n)} = a n(n − 1) Ω 2 ψ(x, y)dα 2 (x, y).
Denoting
we re-write E {K(r, n)} = I 0 a ,
and we further compute I 0 by considering local polar coordinates y(r y , θ y ) around x(0, 0) in Ω, with 0 ≤ r y ≤ r and − Θ(r y ) 2 ≤ θ y ≤ Θ(r y ) 2 where Θ(r y ) is the part of the perimeter b(x, r y ) that is in Ω:
(2π − Θ(r y )) r y = |∂b(x, r y ) ∩ Ω|,
that is 2π − Θ(r y ) = |∂b(x, r y ) ∩ Ω| r y = 2π k(x, y) .
We then have
Finally, reinjecting I 0 (Eq. (10)) in Eq. (7) we have E {K(r, n)} = I 0 a = πr 2 .
Integrals (I j ) j≥0 that are introduced all along this supplementary material are summarized with their numerical value in Supplementary Table S1 .
2 computation of var {K(r, n)} = E (K(r, n) − E {K(r, n)}) 2 We first introduce the centered (E = 0) estimator K 0 (r, n):
K 0 (r, n) = K(r, n) − E {K(r, n)} = a n(n − 1)
where φ 0 (x, y) = φ(x, y) − πr 2 a .
that we expand as 
Computing the number of terms in each sum of the equation above, we obtain that (n(n − 1)) 2 = a 2 n(n − 1) + a 3 n(n − 1)(n − 2) + a 4 n(n − 1)(n − 2)(n − 3),
that is
Identifying polynomial coefficients, we obtain that a 2 = 2, a 3 = 4, and a 4 = 1,
leading to
Because Ω 1 {x−∂Ω|>2r} dx = |Ω| − 2r|∂Ω| = a − 2ur, where u = |∂Ω| is the perimeter of the domain Ω, and that for all x, such that |x − ∂Ω| > 2r, Ω 1 {|x−y|<r} dy = πr 2 , we have
and
Consequently, denoting A h = {y ∈ Ω such that |x − y| < r given that |x − ∂Ω| = h}, I 1 and I 2 reduce to
and,
Assuming that the edge of the domain boundary ∂Ω is straight where it intersects b(x, |x − y|), k(h, y) and k(y, h) can be determined analytically [2] , and are given by:
, and,
However, using analytical expressions (35) in Eq. (33)-(34) does not lead to closed form expressions for I 1 and I 2 . We thus use a finite difference algorithm with respect to the variable h ( n h = 2r dh steps of size dh = 0.001) coupled with a Monte-Carlo sampling of y in each A hj =j.dh , 1 ≤ j ≤ n h (n y = 1000 random draws y i , 1 ≤ i ≤ n), and approximate
with [3] |A hj | = πr
Finally, we obtain following numerical approximations
Reinjecting approximations (39) and (40) 
Finally, we obtain
that is var {K(r, n)} = 2a
which reduces for n 1 to
where λ = n a is the empirical density of points. Formula (46) is in agreement with [1] , page 40.
We expand
where S j is the sum of the terms containing j different points:
and S 6 = a 6
x =y =z =w =r =u
and we then have
We are thus left with the computations of each mean E(S j ), for 2 ≤ j ≤ 6. We begin with the computation of multiplicative coefficients a 2 , a 1 3 , a 2 3 . . . a 5 and a 6 in following sub-section 3.1, and will perform the computations of each term E(S j ) in sub-section 3.2.
computation of coefficients
Computing the number of terms appearing in each sum of Eq. (48), we obtain
is the number of ways to choose an ordered subset of i points among n. Expanding Eq. (51), we obtain
Identifying polynomial coefficients in Eq. (52), we have 
computation of E {S
First, assuming a uniform distribution of the points inside Ω and using α r = n(n − 1) . . . (n − r + 1)a −r µ 2r , we have
that we expand as
We are thus left with the computation of I 3 = Ω 2 φ 3 (x, y)d(x, y) that we decompose as in section 2 (see Eq. (33) and (34)):
where k(h, y) and k(y, h) are given by Eq. (35). A finite difference scheme with respect to variable h coupled with a Monte-Carlo sampling of y in A h leads to the approximation
Finally, using Supplementary Table S1 in Eq. (55), we obtain
we have
Expanding E S 1 3
and using Monte-Carlo numerical integration to account for Ω boundaries we find that
and are left with the computation of
First, for x such that |x − ∂Ω| > 2r, there is no boundary correction and we decompose I 4 = I where
We then rewrite I in 4 as
Pr {|y − z| < r given that (y, z) ∈ b(x, r)} .
Because y and z are uniformly distributed in b(x, r), we have
Pr {|y − z| < r given that (y, z) ∈ b(x, r)} = 1
where A(r y , θ y , r) = |b(x(0, 0), r) ∩ b(y(r y , θ y ), r)| is equal to [3] A(r y , θ y , r) = A(r y
Finally, a direct integration I in 4 using Eq. (69) yields
On the other hand, a numerical integration of I border 4
gives
Finally, reinjecting Eq. (73) in Eq. (62), and given that E S 1 3 ≈ 0, we obtain
computation of E {S 4 }
We decompose the computation of E {S 4 } as follows
with
First
and decompose Ω 4 φ(x, y)φ(x, z)φ(x, w)d(x, y, z, w) as
Numerical integration of Eq. (80) gives
and using Supplementary Table S1 in Eq. (79), we compute that
Similarly, we expand E S 
and we are left with the numerical integration of I 5 = Ω 4 φ(x, y)φ(y, z)φ(z, w)d(x, y, z, w). For y such that |y − ∂Ω| > 3r, points x and z such that |x − y| < r and |z − y| < r are at a minimal distance of 2r from the domain boundary ∂Ω and there is no boundary correction in I 5 . We thus decompose I 5 as
where A z = b(z, r) ∩ Ω. We then used a finite difference algorithm with respect to the variable h ( n h = 3r dh steps of size dh = 0.001) coupled with a Monte-Carlo sampling of x and z in each A hj =j.dh for 1 ≤ j ≤ n h (n x = n z = 1000 random draws x i , z p , 1 ≤ i, p ≤ n) as well as a sampling of w in each A zp related to each random draw z p (n w = 1000 random draws w k , 1 ≤ k ≤ n w ) and approximate
Finally, reinjecting Monte-Carlo approximation of I 5 in Eq. (83), we obtain E S 
Conclusion
Finally, because Ω 2 φ 0 (x, y)d(x, y) = 0, we have
Consequently, using expressions of E {S 2 } (Eq. (58)), E {S 3 } (Eq. (74)) and E {S 4 } (Eq. (88)) in Eq. (50) we obtain
which simplifies for n 1 to
4 computation of E (K(r, n) − E {K(r, n)}) 4 We have
and following the method of section 3, we expand E x =y φ 0 (x, y)
whereS j is the sum of the terms containing j different points:
S 6 =ã 1 6 x =y =z =w =r =u
S 7 =ã 7
x =y =z =w =r =u =s
andS 8 =ã 8
x =y =z =w =r =u =s =r
4.1 computation of coefficientsã 2 ,ã 
is the number of ways to choose an ordered subset of i different points among n. Expanding Eq. (102) and identifying polynomial coefficients, we obtain that 
4.2 computation of E S j for 2 ≤ j ≤ 8
computation of E S 2
Assuming a uniform distribution of the points inside Ω we have
where α 2 = n(n − 1)a −2 µ 4 (see Eq. (3)), that we expand as
We are thus left with the computation of Ω 2 φ 4 (x, y)d(x, y) that we numerically evaluate to
Finally, using Supplementary 
Accounting for Ω boundaries at leading order and using Monte-Carlo numerical approximations (see sections 2 and 3), we find that 
computation of E S 4
We decompose the computation ofS 4 as follows
where coefficientsã 
First Ω φ(x, y)φ(y, z)φ(z, w)φ(x, w)d(x, y, z, w)
and we are left with the computation of
First, for x such that |x − ∂Ω| > 3r, there is no boundary correction and we decompose I 6 = I 
We then rewrite I in 6 as I in 6 = (a − 3ur) πr 2 2 Pr {|y − z| < r and |w − z| < r given that (y, w) ∈ b(x, r)} .
Denoting d(y, w) = |y − w|, and z being uniformly distributed in Ω, we have Pr {|y − z| < r and |w − z| < r given that (y, w) ∈ b(x, r)}
where A(d(y, w), r) is given by Eq. (69)
y and w are uniformly distributed in b(x, r) and we can thus consider local polar coordinates: y(0 ≤ r y ≤ r, 0 ≤ θ y ≤ 2π) and w(0 ≤ r w ≤ r, 0 ≤ θ w ≤ 2π) around x(0, 0) leading to
and re-write I 
Finally, a numerical integration of I in 6 with a finite differences scheme in r y , r w and Θ gives
Furthermore, we approximate mumerically I 
computation of E S 5
We decompose the computation of E S 5 as follows
First Ω 2 φ 0 (x, y)d(x, y) = 0 leads to E S 
computation of E S 6
We decompose the computation of E S 6 as follows
E S 2 6 = α 6
