A b s t r a c t Fish in a school efficiently find the densest source of food by individually responding not only to local environmental stimuli but also t o the behavior of nearest neighbors. It is of great interest to enable a network of autonomous vehicles to function similarly as an intelligent sensor array capable of climbing or descending gradients of some spatially distributed signal. We formulate and study a coordinated control strategy for a group of autonomous vehicles to descend or climb an environmental gradient using measurements of the environment together with relative position measurements of nearest neighbors. Each vehicle is driven by an estimate of the local environmental gradient together with control forces, derived from artificial potentials, that maintain uniformity in group geometry.
Introduction
We propose a coordinated control strategy for multivehicle gradient descent (ascent) in a sampled environment, Vehicle net,works that can efficiently climb gradients are of great interest in missions such as search and map where a spatially distributed environmental signal is to be mapped or its source is t.o be found. Applications exist from deep space to the deep sea. For instance, vehicles that can climb mineral plumes and/or temperature gradients would improve the success of searches for hydrothermal vents deep in the sea.
In this context, a vehicle network has a number of important advantages over a single large vehicle. The large vehicle could be outfitted with distributed sensors so that local gradients could he computed. However, the sensor array would then be rigid and therefore there would be little ability to adapt the array configuration to the environment. Further, failure of the vehicle would mean failure of the entire mission. 
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A coordinated network of smaller and simpler individual vehicles, on the other hand, could provide an adaptive and reconfigurable distributed sensor array. Further, robustness to a single vehicle failure would be improved; in our approach we avoid assigning any ordering to the vehicles so the vehicles are interchangeable and the import,ance of any single vehicle is minimized.
Our goal is to design a coordinating control strategy that achieves efficient and adaptive group capabilities from simple rules at the individual vehicle level, much like emergent intelligence in schools of fish. Schools of fish and other animal aggregations forage and evade predators with great skill [9, 101. A key ingredient to the success of these group behaviors is that each individual responds to the behavior of its nearest neighbors.
Gradient following by autonomous vehicle systems inspired by bacterial chemotaxis has been explored in [2, 51. In 141, an approach similar to ours is taken in which individuals balance their own gradient descent with inter-vehicle attraction and repulsion forces. The approach in 141 differs from ours; for example, the authors in [4] restrict to each vehicle knowing the full gradient at its location and knowing the relative position of each of the other vehicles. In [Si a virtual leader approach to gradient climbing is taken and a rule is prm posed for adapting the desired inter-vehicle distance as a function of the measured gradient field and a hound on measurement error.
. In [l] we first outlined our gradient climbing a p proach which uses control forces that sum approximations of the local gradient with inter-vehicle control forces derived from artificial potentials. The approximation of the local gradient is based on a single sensor per vehicle; each vehicle is assumed t o be able to measure the gradient only in the direction of motion. In general, a vehicle that descends a gradient using only this projected gradient information will not find the global minimum of the gradient field but instead the minimum along the line defined by the vehicle's initial velocity. However, the inter-vehicle forces that we introduce provide the necessary implicit communication to drive the group as a whole to the global minimum (or maximum) of the sampled environmental gradient field.
In [I] we also described our 3D, multi-vehicle testbed.
In 52 we describe our vehicle model and the a p proach to coordination of vehicles using artificial potentials. In 53 we present our coordinated strategy for gradient descent (ascent) in the case that each individual vehicle can measure the gradient at its current position. In 54 we describe our approach for the more compelling and more challenging problem of a vehicle group in which each individual vehicle has only a single sensor. We demonstrate our approach with simulations.
Coordinating Control w i t h Interaction

Potentials
Each vehicle in the network is modelled as a point mass with fully actuated dynamics. Extension to underactuated systems is possible. For example, in 161, the authors consider the dynamics of an off-axis point on a nonholonomic robot and use feedback linearization to transform the resulting system dynamics into fully actuated double integrator equations of motion.
For our presentation of gradient descent we specialize to planar motions, and let the position of the ith vehicle in a group of N vehicles be given by a vector xi E W2, i = 1,. . . , N . The control force on the ith vehicle is given by U; E W2. Since we assume full actuation, the dynamics can he written for i = 1 , . . . , N G; = U;.
To coordinate the motion of the vehicles we introduce inter-vehicle artificial potentials. This follows the general framework for using artificial potentials for c e where the gradient is taken with respect to z;. Accordingly, the forces on the vehicles, i and j , generated from this potential are equal and opposite, The shape of the potential can be designed to reflect the behavior widely observed in animal groups: individuals are attracted to each other if they are far apart and repelled if they are very close. The simplest model for this kind of behavior is a linear spring force derived from a quadratic potential, with a relaxation distance do > 0 and spring constant IC. > 0
One major shortcoming of the spring force is the increasing magnitude of the force of attraction with increasing distance between vehicles . This is inconsistent with observations of animal groups which suggest each individual is only influenced by a set of nearest neighbors. A second shortcoming of the linear spring interaction model is a finite repulsive force when two vehicles come arbitrarily close to each other. To avoid collisions it is desirable instead to let the repelling force get arbitrarily large.
The nonlinear spring potential used in [7] (and ones like it) does not have these two shortcomings:
The force of attraction goes to zero with increasing distance between vehicles and the force of repulsion goes to infinity as this distance approaches zero. Further, as presented in [7] , this potential can be (smoothly or non-smoothly) made constant above some prescribed inter-vehicle distance dl so that the interaction force is zero for tlz;j/l > d l .
In this paper we will prove a number of results for a general choice of potential, but for simplicity reasons, we will draw some specific conclusions in the case of inter-vehicle linear spring potentials.
We apply the identical control law to each vehicle which yields a system of N identical vehicles with the following dynamics for each vehicle i:
x.--, -Fr(zij)-kda;.
j=l,j#i
Note that we have included a damping term dependent only on absolute velocity with scalar coefficient kd > 0. One could also introduce a term that depends on relative velocity between pairs of vehicles.
Let the Lyapunov function be the sum of the kinetic and potential energies of the system:
The time derivative of V is
If we substitute (2.4) for Z; into (2.5), we get 
G r a d i e n t Descent w i t h Local Gradient I n f o r m a t i o n
In this section we describe vehicle network gradient descent (ascent) in an environmental field in the case each vehicle has enough sensors to measure the gradient of the field at its current position. The gradient descent cont.rol term is complemented with the intervehicle forces described above to enforce coordinated gradient descent.
For the single vehicle case, with 2 = U , we define the control law to be
(3.1)
where T : W2 +.W is the gradient field and kd > 0 and n are constant control parameters. In the case of a.
gradient field T ( z ) with a strict minimum at the origin, asymptotic stability of the origin is easily proved using the Lyapunov function If we use the same control law for each vehicle plus the interaction forces F r ( x i j ) on a group of N vehicles we obtain the following system of equations:
As in the case of the N-vehicle system without external forcing, we let the Lyapunov function be the sum of the kinetic and potential energies of the system. Here, however, we include the field T in the potential energy:
The Depending upon the extent of the symmetry in the ccntrolled dynamics, application of LaSalle's Invariance principle may show convergence to a set of non-isolated equilibria. In this case asymptot.ic stability results will typically be proved modulo the symmetry directions. We illustrate this with an example below (see also [7] ).
The minimum of the sum of all inter-vehicle poteniials and the environmental potential can be found by solving for the equilibria of (3.2). This gives
Since F r ( z ; j ) = -Fr(xj;) we obtain the following con- 
P r o p o s i t i o n 3.2 Suppose that T is a radially symmetric gradient field T = T(I1zll) uritfi~strict global minim u m at z = 0. Suppose further that T(11x11) is strictly increasing, i.e., 8 T (~~z / / ) / 8~[ z~~
Then, the wnuez hull of any equilibrium formation of the controlled dynamics which by definition implies that 0 is in the convex hull of the equilibrium. 0 We note that this result and similar results that follow can be stated and proved analogously for the gradient climbing problem, i.e., where T ( x ) has a maximum at x = 0. Some useful results are now proved in the case of a quadratic gradient field. We note that a more complicated gradient field can be approximated near a minimum by such a quadratic field. .rxN) (x,,zlZ,x23~...,x(N-l)N) . 
Then, for any initial condition, the center of mass of the group converges ezponentially to the origin.
Proof. The dynamics of the center of mass of the vehicle group are given by (3.8) and xc = 0 is a globally exponentially stable equilibrium for these dynamics. U.
In this case, the system's center of mass behaves like the single vehicle case independent of the relative motion of the individual vehicles. It is of interest to investigate the dynamics of the center of mass and the relative motion of vehicles for more general gradient fields. This is the subject of continuing work.
Next, we examine two special cases for illustration.
In both of these cases we take T(11x11) = fllzll' and we take the inter-vehicle potential to be the linear spring potential (2.2). We look at the multi-vehicle cases N = 2 and N = 3. Without loss of generality let XI = (r, 0) and xz = (-?-, 0). Then, plugging this into either of the equations (3.9) gives 2k,r -/;.do + nr = 0 which can be solved for T as in the proposition. Any equilibrium in this set minimizes the total potential and therefore this is a set of stable equilibria following Proposition 3.1. Note that this set constitutes the only equilibria for this system. Since 5; = 0 for all i when V = 0 from (3.5), application of the LaSalle's Invariance principle guarantees convergence t o one of the equilibria from this set. 0
The case of N = 3 is similar to the N = 2 case.
However, in this case there is a family of unstable equilibria in addition to a family of stable equilibria. 
This type of equilibrium is
A second set of equilibria takes the form as illustrated on the left of Figure 3. 
1.
Linearizing the controlled dynamics (3.2) at the equilibrium points reveals that the equilateral triangle configuration is stable while the collinear solution is unstable with the following eigenvalues:
exists. In particular, the limit of the projected gradient
In order to accommodate the discontinuous right hand side of (4.2) for more general analysis, we replace kd + . .
(3.12)
will he in the direction parallel to the initial velocity.
locity. Assuming no perturbations transverse to this direction and a nontrivial initial condition, the limit
the dynamical system (4.2) with the following differencollinear equilibrium are hyperbolic for the reduced (eleven) dynamical equations. Thus, for the reduced equations the triangle equilibrium is almost globally asymptotically stable. In the unreduced setting, all trajectories, except for the family of collinear solutions, converge to a triangle solution. 0
Gradient Descent with Projected Gradient Information
In 53 we assumed each vehicle could measure the local gradient of T. In the remainder of this paper we constrain the system t o a single sensor per vehicle and assume we can make use of the time history of the measurement on each vehicle. The single point sensor measurements do not allow for a full (2D) spatial gradient measurement for a given vehicle. Instead, the measurements provide information about the gradient along the vehicle's path. We assume we can use the successive measurements taken along a vehicle's path to compute the projection of the spatial gradient onto the normalized vehicle velocity vector, e* = i.e., In rreneral there are many eauilibria since e+* could be ~ " .
any unit vector. However, if we choose e** to be the limit of eh (in the case of no transverse perturbations and nontrivial initial condit.ion), then the dynamics of the single vehicle are restricted t o a line. In this case, z will converge to the (local) minimum of t,he gradient field pmjected in the direction of initial velocity since
= ( V T ( 2 ) .
eh) eh.
(4.1) Here, we investigate the same control law as described in 53 except we replace the local gradient measurement by the projected gradient. The F ( q , k;) = Furt,her, using the Lyapunov function defined by (3.3), t,he derivative of V is given by (3.4). Substituting for %i as given by (4.2) still gives the result (3.5), and we can conclude that the velocity of each vehicle goes to zero asymptotically. In a future work we will present the stable equilibrium solutions in the multi-vehicle case and the details of the stability proof. It may not necessarily be the case that, for each vehicle in the multi-vehicle case that the limit 
VT(x)
.
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