ABSTRACT Deep convolutional neural networks (DCNNs) trained on the pixel-wise annotated images have dramatically improved the state-of-the-art in semantic segmentation. However, due to the high cost of labeling training data, its application has great limitation. In this paper, we propose a DCNNs model for generating the pixel-level labels using the image-level annotation. The model consists of an encoder-decoder, a feature decomposer, and a multi-label classifier. The encoder extracts the deep convolutional feature maps of the input image. The feature decomposer can decompose the convolutional feature extracted by the encoder into feature components of different semantics. The decomposer is based on the orthogonal non-negative matrix factorization (NMF) technology. The function of the decoder is to map the feature components of different semantics to the input resolution images. The decoder uses the position index of maximum pooling provided by the corresponding encoder to perform non-linear up-sampling, which eliminates the learning requirement of up-sampling. Since the image reconstruction is conducted according to the semantic categories, image regions of different semantics are restored to different images. Then, the regions of different semantics can be segmented through the posted-processing algorithms. The experimental results on open data set show that the proposed model outperforms some recently developed methods.
I. INTRODUCTION
Semantic segmentation is an important topic in the field of computer vision, which is a key step to image understanding. In semantic segmentation task, the segmentation model predicts label of each pixel in the input image. Compared with the image-level label and the object bounding box, the pixelwise label can describe image content more comprehensively. This more detailed description is very important for the further realization of scene understanding and the construction of intelligent information system. In recent years, the segmentation models based on deep convolutional neural networks (DCNNs) [1] - [3] have recently achieved great success in existing public datasets, but there are still some obstacles in their applications in real environment. The most intractable
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problem is the lack of labeled training images. It is generally known that DCNNs has a large number of learnable parameters, so it needs a lot of labeled data to improve the generalization ability of the model. However, collecting large-scale annotation data is very expensive in term of manpower and time. In addition, labeling training data requires professional domain knowledge in some specific applications.
To solve the problems related to training data collection and make the semantic segmentation model more expansible and universal, researchers turn to adopt the weakly supervised learning method to train the DCNNs models. Before the deep learning model, many weakly supervised methods were proposed [4] - [7] . Based on the various manual designed features and given the image level label as ground truth(GT), they use the similarity between local image regions to solve the problem of semantics segmentation. Due to the poor robustness, the performances of these semantic segmentation models are usually unsatisfactory. With the great success of DCNNs in semantics segmentation, researchers gradually consider using weakly supervised annotation data to train the DCNNs model for semantic segmentation. The DCNNs not only models the relationship between pixels and GT in a more natural way, but also has great flexibility. It can use different kinds of weak annotation information to train network parameters. The obvious advantage of weak annotations is that they are easier to obtain than pixel-level annotations. Some types of weak annotations (such as image-level class labels and object bounding boxes) can even directly use the GTs from image classification and object detection datasets [8] , [9] . This is very helpful for creating and expanding the training data sets of weakly supervised semantics segmentation. Given GTs of the above types, the critical point of weakly supervised methods is how to use the limited supervisory information to train models that can be used for semantic segmentation.
In this paper, we propose a new idea to train a DCNNs model for semantics segmentation with image-level labeled training data. We build the model on the SegNet model [1] and call the proposed model weakly-SegNet. The main work of this paper is as follows: 1) We propose a novel weakly supervised semantics segmentation model and present the training method of the model. 2) We evaluate the validity of the segmentation model and the reasonableness of decisions in model design through experiments. 3) Our method shows that the convolutional feature can still be restored after reasonable separation and reconstruction. In addition, the idea of feature decomposition used in our method can potentially be extended to various models to perform different weakly supervised or semi-supervised tasks.
The rest of this paper is organized as follows. We briefly introduce the development of the weakly supervised semantic segmentation in Section 2 and describe the proposed weakly-SegNet in detail in Section 3. Experimental results and analysis are shown in Section 4 and we conclude the paper in Section 5.
II. RELATED RESEARCH
The task of training a weakly supervised semantics segmentation model is to train the model parameters using weak annotation instead of pixel-level annotation. The main challenge of weakly supervised semantics segmentation is that the weak annotations only provide part of the supervised information needed for semantics segmentation, without information about the shape and position of the object. However, the shape and position information of the object is the key basis for predicting the segmentation mask. In general, weak annotations include image-level labels, object bounding box, simple segmentation masks and point supervision. Benefiting from the low cost of labeling, these weak annotations are easier to collect than pixel-level annotations. In this section, we introduce some types of weak annotations and their related segmentation methods.
Image-level label is the simplest weak annotation for semantic segmentation, which only indicates the existence or absence of semantic entities in images. Because it requires a very small amount of manual labeling cost and can be obtained from existing large-scale data sets, such as IMAGENET, image-level label is widely used in weakly supervised semantic segmentation methods. However, because of the lack of spatial information about the target object, it is very challenging to train the segmentation model. Some existing methods use pixel-level labels as hidden variables and use the hidden variables to jointly optimize the parameters of the segmentation model. In order to combine shape information of objects, super-pixel is often used as the basic unit of label assignment [10] , [11] . The super-pixel is irregular block of pixels composed of adjacent pixels with similar texture, color, brightness and other characteristics. The super-pixel reflects the underlying image structure information, such as object boundaries, etc. To take advantage of this extra information, some research works adopt various measures. Reference [10] regards super-pixel as a post-processing method for smoothing the pixel-level labels. Reference [11] combines super-pixel with pooling operation in DCNNs. Another typical method to improve the prediction of pixel-level labels is applying the fully connected CRF [12] , which propagates labels between adjacent pixels and refines the prediction results from the model to better fuse the shape information of objects. For image-level labels do not provide shape and position information, the utilization of additional prior knowledge of objects is an effective way to remedy this problem. The objectless, also known as saliency, is a form of prior knowledge. It is used to indicate whether the pixels or regions contained in an image belong to the foreground or background, without providing a semantic category for each pixel [13] .
Point supervision is the simplest form of annotation to provide object location information. It roughly indicates the central position of each object and can be obtained by clicking on each object in the image. For classification and object location tasks, Reference [14] proposed the use of combined loss function, in which object position is used to ensure that the model correctly predicts the pixel-level class labels determined by point annotation. The sparse point monitoring restricts the additional prior knowledge of the saliency of additional objects, which can better predict the object's foreground area.
Although the point supervision provides the rough position information of the object, it still lacks the information of the region covered by the object. In contrast, object frame annotation uses rectangular areas containing the whole object to provide annotation information. Obviously, the cost of object frame labeling is lower than that of pixel level labeling. Existing semantic segmentation methods based on object frame annotation describe the process of semantic segmentation as the foreground/background segmentation problem in each object frame region [15] , [16] . Compared with image-level labels, object frames provide inadequate but strong enough supervisory information about the location and region of objects. Therefore, the performance of segmentation methods based on object frame annotation is greatly improved compared with the image-level labels based segmentation method.
The natural language description of image can be used as annotation for image segmentation. It can provide comprehensive information of image, including object attributes, relationship between objects, scene context, etc. On the video web sites, such as the YouTube, Flickr and YouKu, it is easy to get a large number of pictures with natural language description. Reference [17] takes the natural language description of images as weak annotation information. Since the lexical fragments of image description correspond to a specific image area, they train the semantic segmentation model by matching the image area and the semantic description of the image as GT.
These are some common types of weakly supervised annotation and corresponding segmentation methods. In the next section, we introduce our segmentation method. Our segmentation model uses image-level annotation as weak supervisory information, which is the most challenging one among all the above introduced annotations.
III. WEAKLY-SUPERVISED SEMANTIC SEGMENTATION MODEL
We build our model on the SegNet model in [1] designed for semantic segmentation. The SegNet model predicts the label of each pixel through a DCNNs trained on pixel-wise annotated images. In this section, we attempt to train a semantic segmentation model using weakly-supervised learning method.
A. MODEL ARCHITECTURE
The architecture of the proposed model is shown in Fig. 1 . The segmentation model consists of an encoder, a decoder, a feature decomposer and a multi-label classifier. The structure of the encoder is the same as the SegNet designed in [1] . The trained convolutional layers in the encoder can extract features of the input image. The multi-label classifier is used to get the object labels from the input images and the labels are fed to the feature decomposer subsequently. The role of the feature decomposer is to decompose the feature extracted by the encoder into different components according to the semantic information in the input image. The operation is conducted by the orthogonal nonnegative matrix factorization technology. The decoder maps the decomposed feature components corresponding to object categories to images of input resolution.
Previous studies on feature visualization of convolutional feature [18] , [19] shows that the response of nodes in deep layers is sparse and different categories of objects will activate different nodes in the top layer. That is to say, a certain kind of object will active its respond nodes in the top convolutional layer. Then the information represented by the activated nodes can be decoded to restore the image with the same resolution as the input image, and the shape and location of objects in the reconstructed image are in accordance with the input image. It should be noted here that we call the top layer of the encoder the bottleneck layer, such as the pool5 layer of the SegNet. Our basic idea is to model the relationship between the response characteristic of nodes in the bottleneck layer and the semantic information. After multi-label classifier identifies the object categories contained in the image, the established relationship can be used to separate the feature components corresponding to each semantic category. Then the feature components are fed to the decoder to reconstruct images of each category. VOLUME 7, 2019 Because image of each category is restored separately, each reconstructed image only contains objects of a single category. Then, the segmentation mask can be obtained by using the commonly used foreground and background segmentation algorithm and the posted-processing algorithm. In addition, fully connected conditional random fields are often used to optimize the results of semantic segmentation. We also use this technology in our algorithm to optimize the segmentation results. This is our overall solution. Through the above processes, the semantic segmentation can be completed and there is no need for training images with pixel-wise annotation in the whole training process. In the following, we introduce the architecture of the model and its training method in detail.
B. ENCODER-DECODER
Here we describe the coder and decoder together, because they are closely related. The encoder consists of 13 convolution layers and 5 maximum pooling layers, which can be seen as the remaining part of VGG16 after removing the full connection layers. The decoder also has 13 deconvolution layers and 5 up-sample layers. As shown in Fig. 1 , the blue modules are convolution layers and batch normalization(BN) layers, the green ones represent maximum pooling layers, the yellow one represents the feature decomposer, the red ones represent inverse max-pooling layers, and the solid lines with arrows in the figure indicate that the maximum pooling position indexes in the encoder are used for inverse max-pooling to complete up-sampling. If the feature decomposer is removed, the encoder and decoder can be regarded as convolutional auto-encoder. In fact, in the prevenient training stage, the encoder and decoder are trained as a convolutional auto-encoder.
It should be noted that the ReLU function is used as the activation function of convolutional layers. The RLEU function can naturally sparse the response of network nodes and the sparsity has many advantages [20] . Most importantly, it can enhance the information dissociation and linear separability. These advantages will facilitate the feature decomposing process in the proposed model, which is a key step in the whole segmentation process.
To further enhance this sparsity, we remove the last three BN layers in the encoder and impose activation constraints on the last two convolution layers. We use (1) to denote the average activation degree of a node.
Here, theρ n denotes the average activation degree. The Act n (x m ) denotes the activation state of node n when the input data is x m . If the node n is activated, the value of Act n (x m ) is 1, otherwise 0. In order to make the average activation degree to be a relatively small value, introduce ρ 0 as a sparsity parameter, which is generally a relatively small value, and punish the objective function if the value ofρ n is far from ρ 0 .
According to the previous research results, we restrict the activation to 15%. In order to implement this constraint, an additional penalty item which is the KL divergence ofρ n and ρ 0 is added to the loss function. The KL divergence ofρ n and ρ 0 is shown in (2) .
Add the penalty item to the loss function and punish the average activation far from the value of ρ 0 . Therefore, the loss function can be expressed as (3) .
Here, the J (W , b) denotes the original loss function without sparse constraints. The β is a hyper parameters which is usually set as a small value.
C. FEATURE DECOMPOSER
The key of our model to conducting weakly supervised learning is the feature decomposer. The feature decomposer separates the input holistic feature into feature components of different categories. In this work, we use the orthogonal nonnegative matrix factorization technology to conduct the decomposing operation.
Non-negative matrix factorization (NMF) [21] is a commonly used matrix factorization technique that is closely related to many unsupervised machine learning techniques, such as k-means and spectral clustering algorithm. Reference [21] shows that NMF can be used to learn a ''partsbased'' representation of the whole data, where each feature component or an atom of the feature dictionary represents a localized ''part'' of the data. The characteristics of NMF technique, which makes use of the ''parts'' to represent the whole, can just meet our need for feature decomposing. So we use the NMF technique to establish the relationship between semantic information and feature components.
The nonnegative matrix factorization algorithm decomposes a nonnegative matrix into the product of two low-rank matrices as shown in (4) .
Here, W ∈ R
are also nonnegative matrices. N f is the rank of the matrix or the number of components. X represents a matrix in which each column is a vector reshaped from the feature maps of a training image. The nonnegative matrix factorization algorithm decomposes the matrix X into two nonnegative matrices, including the base matrix W and the coefficient matrix H . Each column in W can be regarded as a feature component. The columns in H represent the correlation coefficients between each convolution feature map and the feature components in W . In general, NMF has no closed-form solution. Typically, it is solved through solving the non-convex optimization problem of (5):
Here, · F denotes the F norm. The orthogonal nonnegative matrix factorization algorithm [22] is an improved algorithm of NMF with additional orthogonal constraint. In this work, we impose the orthogonal constraint on the coefficients matrix H to enforce that each feature component w i in the matrix W represents an independent component. In addition, to avoid over fitting, we also add two regularization terms on W and H . The optimization problem then becomes as (6):
The matrix B is consist of random positive real numbers, and parameters λ 1 , λ 2 and γ 1 are constants. To solve (6), we use gradient descent to derive the following update rules:
Here, denotes multiplication by elements and subscripts t denote iteration sequence. When W and H are initialized, the updating (7) and (8) is conducted until W and H converge.
To start the iteration with a good initial value, we use the k-means clustering algorithm to obtain a set of clustering centers, which are used to initialize the base matrix W on the data matrix X . The mini-batch k-means or other data stream clustering methods can be used to obtain initial values for large data set. For each category, we set 180 atoms in the feature dictionary or called the base matrix. After the above iteration processes, the coefficients matrix H and the base matrix W of the training data set are obtained.
D. TRAINING AND INFERENCE
The main training task of the model is fine tuning of encoder-decoder parameters and the base matrix W of the NMF model. The encoder-decoder parameters are mainly optimized through the unsupervised learning method [23] . It should be noted that we adopt the pooling index technology [1] for up-sampling. The training of NMF model needs image level annotation and the feature extracted by the encoder. The strategy of alternately optimizing is used in the training of the whole model. An important problem is how to propagate the error backward with the feature decomposer inserted between the encoder and the decoder in the training process. Taking example by the idea of data transformation-reconstruction in BN layer [24] , we expand the feature decomposing process into two linear network layers. The operation in first linear layer is shown in (9) 
The operation in the second linear layer is shown as (10):X ≈ WĤ (10) In order to optimize the model alternately, the coefficient loss is added to the decoder-encoder parameters as shown in (11) .
MSE(H
When training the parameters of encoder-decoder, the parameters of the two linear layers remain fixed, and the gradient descent method can be used to train the parameters of encoder-decoder by unsupervised learning method. When training the dictionary of NMF, fix the parameters of encoder-decoder and use the feature extracted by the encoder as training data. The complete training process of the model is as follows:
1) Train the parameters of encoder-decoder using the unsupervised learning method, and obtain the pre-trained parameters. 2) Keep the parameters of the encoder-decoder fixed, and train the NMF model using the feature maps output from the encoder. The image-level annotations are used in this step. 3) Keep the parameters of the NMF model fixed and fine tuning the encoder-decoder parameters. 4) Alternate step 2 and step 3 until the training loss reach an ideal value or the iteration times is over a certain number. 5) Train the multi-label classifier with the features of the bottle-neck layer, which is used to acquire the class labels when testing. Fig. 2 shows the inference process of the model. For training images, when the training process is completed, the coefficient matrix H corresponding to the training images can be obtained. W and H can be directly used to separate the feature components of each semantic, and the corresponding images can be reconstructed by the decoder. For testing image, the multi-label classifier recognizes the categories contained in the image. Then the coefficient vector can be obtained by non-negative sparse representation algorithm (NSR) [25] , [26] . If there are multiple categories of objects, they are decomposed separately. By inputting the separated semantic feature components into the decoder network, images of all categories can be obtained.
After reconstructed images of all categories are obtained, we take the pixel values of each position on these images as the score values, and use a soft-max to convert these score values of each position into a conditional probability. The conditional probabilities are the basis of label assignment. The segmentation results are then optimized using the full connection condition random field (CRF). At present, the fully connected condition random field optimization technology is FIGURE 2. The schematic diagram of the model inference processes. The encoder extracts the feature firstly and inputs the feature to the multi-label classifier to identify the object classes contained in the input image. The multi-label classifier outputs the labels to the feature separator. Then, the feature decomposer uses the provided information to decompose the input features. The decomposed features are fed to the decoder to reconstruct images corresponding to the semantic categories recognized by the multi-label classifier and the final segmentation masks are obtained through a soft-max process and the post-processing optimization process.
a very mature technology. We implement optimization using the algorithms and public code in [27] .
IV. EXPERIMENTAL EVALUATION A. EXPERIMENTAL PROTOCOL 1) DATASETS
The proposed model is evaluated on the VOC2012 segmentation benchmark. The dataset includes 20 foreground object categories and one background class. The segmentation part of the PASCAL VOC2012 dataset contains 1464 training images (train), 1449 validation images (val) and 1456 test images (test) for training, validation and test, respectively. The performance is measured by the pixel intersection over union (IOU) averaged across the 21 classes.
2) TRAINING
We use our training method presented in Section 3.4 to train the encoder-decoder and the NMF model. For the training of the encoder-decoder, we use an initial learning rate of 0.001 and multiply the learning rate by 0.1 after a number of iterations. The number of images in a mini-batch is set to 4. The momentum and the weight decay are set to 0.9 and 0.0005, respectively. We fine-tune the parameters on two NVIDIA GTX 1080Ti GPUs.
For the training of the NMF model, we reshape the feature maps of pool5 layer into vector form and use them to construct matrix X . We then apply the k-means clustering algorithm on the feature vectors to obtain 180 clustering centers for each category. The elements of the coefficient matrix H are initialized with random positive real numbers. We empirically set the values of λ 1 , λ 2 and γ 1 to 0.1, 0.5, and 5 respectively. We then apply the multiplicative update rules in Equation (7) and (8) Whether convolution feature will lose critical information during the decomposition and reconstruction operations in the feature decomposer has a decisive influence on the subsequent steps. So we first verify this point through two basic experiments. In the first experiment, we add a feature decomposer into the original SegNet model to check the influence of a feature decomposer on a well-trained SegNet model.
We reimplement the SegNet model in [1] and insert a feature decomposer to the trained model. Then, train the parameters of the decomposer and fine-tune the SegNet parameters using the steps 2-5. We also use the original SegNet model as a baseline. Table 1 gives the segmentation accuracy of the two models on VOC2012 data sets. From Table 1 , it can be seen that the modified model has a segmentation accuracy equivalent to the original one. This shows that, although there is information lose during the process of feature decomposition and reconstruction, it hardly affects the segmentation accuracy. Next, we evaluate whether the reconstructed convolution features can effectively restore the original image effectively.
We build the proposed model and use the training steps in Section 3.3 to tune the parameters of coder-decoder and NMF model. Then measure the similarity between the original images and the reconstructed images with the peak signal-to-noise ratio (PSNR) similarity and structural similarity measure (SSIM). Table2 shows the results. Seeing from the results in Table 2 , it seems that the reconstructed images are not close to the original images enough, but it is a pretty good result if ignoring the class-irrelevant parts. So the reconstructed features do not destroy the information in the convolutional feature maps, which determines the restorability of the original images. 
TABLE 2.
The similarity between the original images and the reconstructed images with the indexes of peak signal-to-noise ratio (PSNR) similarity and structural similarity measure (SSIM).
C. EVALUATION EXPERIMENT ON WEAKLY ANNOTATED DATA
To evaluate the performance of the model in weakly supervised semantic segmentation task, we conduct the evaluation experiment on weakly annotated data. It should be noted that we adopt the HCP model [28] as the multi-label classifier. The classification result of the trained multi-label classifier is shown in Fig. 3 .
From the classification results, it can be seen that the recognition accuracy can basically meet the task requirements. The segmentation accuracy in mean IOU is 39.6% on VOC 2012 val and 39.1% on VOC 2012 test. Reference [15] and [28] present some weakly-supervised semantic segmentation methods including EM-Adapt, MIL-Seg, MIL-Obj, MIL-Sppxl and MIL-FCN, which also use the image-level label as weakly-supervised information. Their competitive segmentation accuracy are also reported in these papers. We compare our proposed with these methods and the results are shown in Fig. 4 . The results demonstrate that our approach closely matches the state-of-the-art techniques and has a great advantage over MIL-FCN. Fig. 5 presents some instances of the segmentation result. It can be seen from the figure that due to the high-precision multi-label classification before segmentation, there are almost no false objects in the segmentation results. This an advantage of the proposed method.
D. ABLATION EXPERIMENT
To further evaluate the design decisions of the proposed model. We also conduct some basic ablation experiments. These ablation experiments are also conducted on Pascal VOC 2012 datasets.
1) DOSE THE SPARSE CONSTRAINT HELP?
Generally speaking, removing sparse constraint can make the model have smaller training errors, but the addition of sparse constraint also brings the advantages of feature selection and interpretability. In our model, sparseness is potentially helpful to improve segmentation performance, because the improvement of feature selectivity is helpful to feature decomposition. In this experiment, we verify the influence of sparse constraint on segmentation performance.
We remove the penalty item which is the KL divergence of ρ n and ρ 0 from Equation (3) and train the whole model using the training method in Section 3.4. Using the model with sparse constraint as a baseline for comparing the segmentation accuracy, the result is shown in Table3. The experiment result shows that without sparse constraint, the segmentation accuracy is significantly poor, which illustrates that the sparse constraint plays a key role.
2) DOSE THE ORTHOGONAL CONSTRAINT HELP?
In general, orthogonally enhances the uniqueness and explanability of the solution. This is also potentially beneficial to our model. In this experiment, we evaluate the influence of orthogonal constraint on segmentation performance. If remove the orthogonal constraint of H , the optimization objective (6) 
The new updating formula is used to train the whole model and use the model with orthogonal constraint as a baseline to Table 4 . The experiment results show that the orthogonal constraint is also benefit to the segmentation accuracy.
V. CONCLUSIONS
In this paper, we propose a weakly-supervised semantics segmentation model. The central idea is based on multi-instance learning method but the proposed method is an entirely new idea, and the idea can be used in conjunction with a variety of network models to complete different weakly-and semi-supervised learning tasks. We present the segmentation model and its training method in detail. Finally, the effectiveness of the model and its design decisions are verified through a series of experiments.
