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a b s t r a c t
An initial boundary value problem for a two-dimensional hyperbolic equation in two
disjoint rectangles is investigated. The existence and uniqueness and a priori estimates
for weak solutions in appropriate Sobolev-like spaces are proved. Few finite difference
schemes approximating this problem are proposed and analyzed.
© 2010 Published by Elsevier B.V.
1. Introduction
In recent years, important progress has beenmade in the numerical methods for the solution of fixed ormoving interface
problems. Reviews of some finite difference methods for interface problems are given in [1,2]. For interface problems the
convergence theory of the numericalmethods is difficult;we refer the readers to [3,1,2] for somediscussions. The techniques
that have been developed to obtain convergence rate estimates depend closely on the nature of the equations and interface
conditions. In the present paper we investigate the convergence of difference schemes for hyperbolic equations coupling on
a multicomponent domain with nonlocal interface conditions on parts of the boundary of the components.
Weak solutions and numerical methods for 1D and 2D nonlocal transmission parabolic problems have been studied in
[4–7]. Basic physical models consist of thermoelastic contact of two bodies (rods, beams, discs, etc. see [8–11,4,6]) that
is very common and important in industrial applications. One approach for the investigation of the existence, uniqueness
and continuous dependence of solutions upon data as well as numerical solutions of the equations is for the difficulties
associated with this physical problem to be overcome via a transform of the mathematical problem to nonlocal nonlinear
parabolic systems [8–10,6]. In papers of the present authors a direct approach was developed [12,13,3,14,15].
In the present paper we use the same approach to the problem consisting of two hyperbolic equations on disjoint
rectangles. The corresponding one-dimensional problem was studied in [13]. In this case the physical setting consists of
two thin rods, each of which is clamped at one end but which may contact at their free ends. It was assumed a non-perfect
contact between the rods and as a result non-local internal boundary (conjugation) conditions are imposed, see [16,13]. The
two-dimensional problem has a similar interpretation. In particular, non-local conjugation conditions (3)–(4) are linearized
radiation type conditions [17]. Further applications and theoretical results are obtained in [18].
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The layout of the paper is as follows. In the next section the mathematical formulation of the problem is introduced,
namely the hyperbolic initial boundary value problem (IBVP) (1)–(7). In Section 3 we briefly expose the properties of IBVP
(1)–(7) and give some a priori estimates for its weak solution. In Section 4 we introduce meshes, finite-difference operators
and discrete Sobolev-like norms. In Section 5 we define the explicit finite difference scheme (FDS) approximating IBVP
(1)–(7) and investigate its properties. A convergence rate estimate is obtained. In Section 6 we define a factorized FDS and
investigate its properties and convergence.
2. Formulation of the problem
As a model example, we consider the following initial-boundary-value problem (IBVP): Find functions u1(x, y, t) and

















+ r1(x, y)u1 = f1(x, y, t),


















+ r2(x, y)u2 = f2(x, y, t),
(x, y) ∈ Ω2 ≡ (a2, b2)× (c, d), t > 0,
(2)




(b1, y, t)+ α1(y)u1(b1, y, t) =
∫ d
c
β1(y, y′)u2(a2, y′, t)dy′, (3)
−p2(a2, y) ∂u2
∂x
(a2, y, t)+ α2(y)u2(a2, y, t) =
∫ d
c
β2(y, y′)u1(b1, y′, t)dy′, y ∈ (c, d), t > 0, (4)
the simplest external Dirichlet boundary conditions
u1(a1, y, t) = 0, y ∈ (c, d); u1(x, c, t) = u1(x, d, t) = 0, x ∈ (a1, b1),
u2(b2, y, t) = 0, y ∈ (c, d); u2(x, c, t) = u2(x, d, t) = 0, x ∈ (a2, b2), (5)
and the initial conditions
u1(x, y, 0) = φ1(x, y), (x, y) ∈ Ω1; u2(x, y, 0) = φ2(x, y), (x, y) ∈ Ω2, (6)
∂u1
∂t
(x, y, 0) = ψ1(x, y), (x, y) ∈ Ω1; ∂u2
∂t
(x, y, 0) = ψ2(x, y), (x, y) ∈ Ω2. (7)
Throughout the paper we assume that the input data satisfy the usual regularity and ellipticity conditions
pi(x, y), qi(x, y) ∈ L∞(Ωi), ri(x, y) ∈ Lp(Ωi), p > 1, i = 1, 2, (8)
0 < pi0 ≤ pi(x, y) ≤ pi1, 0 < qi0 ≤ qi(x, y) ≤ qi1, a.e. inΩi, i = 1, 2 (9)
and
αi ∈ L∞(c, d), βi ∈ L∞ ((c, d)× (c, d)) , i = 1, 2. (10)
In real physical problems (see [17]) we also often have
αi > 0, βi > 0, i = 1, 2.
By C , cj and Cj we denote positive constants, independent of the solution of the IBVP and the mesh-sizes. C can take
different values in the different formulas.
3. Weak solutions and a priori estimates
We introduce the product space
L = L2(Ω1)× L2(Ω2) = {u = (u1, u2)|ui ∈ L2(Ωi)},
endowed with the inner product and the associated norm





uividxdy, i = 1, 2.
B.S. Jovanović, L.G. Vulkov / Journal of Computational and Applied Mathematics 235 (2010) 519–534 521
We also define the spaces
Hk = {u = (u1, u2)|ui ∈ Hk(Ωi)}, k = 1, 2, . . .
endowed with the inner products and norms














, i = 1, 2, k = 1, 2, . . .
In particular, we set
H10 = {u = (u1, u2) ∈ H1|ui = 0 on Γi, i = 1, 2},
where Γ1 = ∂Ω1 \ {(b1, y)|y ∈ (c, d)} and Γ2 = ∂Ω2 \ {(a2, y)|y ∈ (c, d)}.
Let H−1 = (H10 )∗ be the dual space for H10 . The spaces H10 , L and H−1 form a Gelfand triple H10 ⊂ L ⊂ H−1 ([19]), with
continuous and dense embeddings.

















































β2(y′, y)u1(b1, y)v2(a2, y′)dydy′. (11)
The following assertion holds true (see [14]):
Lemma 1. Under the conditions (8) and (10) the bilinear form a, defined by (11), is bounded onH1×H1. If besides it the conditions
(9) are fulfilled, this form satisfies the Gårding’s inequality on H10 , i.e. there exist positive constants m and κ such that
a(u, u)+ κ‖u‖2L ≥ m‖u‖2H1 , ∀ u ∈ H10 .
If the condition
β1(y, y′) = β2(y′, y) = β(y, y′) (12)
is satisfied, the bilinear form a is symmetric and generates a selfadjoint linear operator A : H10 → H−1 by the formula
(Au, v)L = a(u, v), ∀v ∈ H10 .
Let I be the identity operator. From Lemma 1 follows that operator A0 = A + κ I is positive definite. The corresponding energy
norm ‖u‖A0 = (A0u, u)1/2L is equivalent to ‖u‖H1 for u ∈ H10 .
Let us consider additional assumptions on input data:




d− c , (14)
ri(x, y) ≥ 0 a.e. inΩi, i = 1, 2. (15)
Lemma 2. Under the conditions (8)–(10) and (12)–(15) the bilinear form a, defined by (11), is symmetric on H1×H1 and coercive
on H10 , i.e. there exists a positive constant c0 such that
a(u, u) ≥ c0‖u‖2H1 , ∀u ∈ H10 .
Proof. The first assertion is obvious while the second follows from Lemma 1 and inequalities∫
Ω1
riu2i dxdy ≥ 0, i = 1, 2




























dydy′ ≥ 0. 
In a standard manner (see [20]) we define the spaces Lp((0, T ), V ), p ≥ 1, of functions u(t) mapping the real interval
(0, T ) into a Hilbert space V , endowed with the norm






with the standardmodification for p = ∞.We also define Sobolev spaces of vector-valued functionsHk((0, T ), V ), endowed
with the inner product





(u(j)(t), v(j)(t))Vdt, k = 0, 1, 2, . . .
In particular, L2((0, T ), V ) = H0((0, T ), V ).
The weak form of (1)–(5) is:
(u′′(·, t), v)L + a(u(·, t), v) = (f (·, t), v)L, ∀v ∈ H10 , (16)
where we denoted (·)′ = ∂/∂t , or, in operator form:
u′′ + Au = f in H−1. (17)
We define the weak solution of IBVP (1)–(7) for t ∈ (0, T ) as a function u ∈ L2((0, T ),H10 ) ∩ H1((0, T ), L), equal to φ for
t = 0 and∫ T
0
[−(u′(·, t), v′(·, t))L + a(u(·, t), v(·, t))]dt = (ψ, v(·, 0))L + ∫ T
0
(f (·, t), v(·, t))Ldt,
∀v ∈ L2((0, T ),H10 ) ∩ H1((0, T ), L), v = 0 for t = T . (18)
The problem (16) fits in the general theory of hyperbolic differential operators in Hilbert spaces (see [19]). Applying
Theorem 29.1 from [19] to (16) we obtain the following assertion:
Theorem 1. Let the assumptions (8)–(10) and (12) hold and suppose that φ = (φ1, φ2) ∈ H10 ,ψ = (ψ1, ψ2) ∈ L, f = (f1, f2) ∈
L2((0, T ), L). Then for 0 < T < +∞ the IBVP (1)–(7) has a unique weak solution u ∈ L2((0, T ),H10 ) ∩ H1((0, T ), L), and it







‖φ‖2H1 + ‖ψ‖2L + ‖f ‖2L2((0,T ),L)
)
.
Here C(T ) = C1eC2T is a computable constant depending on T .
Under stronger assumptions a more precise a priori estimate can be derived.
Theorem 2. Let the assumptions (8)–(10) and (12)–(15) hold and let φ = (φ1, φ2) ∈ H10 , ψ = (ψ1, ψ2) ∈ L, f = (f1, f2) ∈







‖φ‖2H1 + ‖ψ‖2L + ‖f ‖2L1((0,T ),L)
)
. (19)






which satisfies the conditions
((um)′′, wi)L + a(um, wi) = (f , wi)L, t ∈ (0, T ), i = 1, 2, . . . ,m,
um = φm, (um)′ = ψm, t = 0, (20)










j → ψ in L.







′′ + a(wj, wi)σ jm(t)
]
= (f (·, t), wi)L, i = 1, 2, . . . ,m,
σ im(0) = ξ im, (σ im)′(0) = ηim, i = 1, 2, . . . ,m.
The matrix of coefficients multiplying second derivatives is positive definite, while the right hand sides belong to L1(0, T ).
Therefore the system of ODEs has a unique solution (σ 1m(t), σ
2
m(t), . . . , σ
m
m (t)).
Multiplying Eq. (20) with (σ im)

















Integrating this equality from 0 to t , 0 < t < T , we find∥∥∥∥∂um∂t (·, t)
∥∥∥∥2
L











Using Lemma 2 and exploiting the convergence of φm and ψm, we obtain∥∥∥∥∂um∂t (·, t)
∥∥∥∥2
L

















‖φ‖2H1 + ‖ψ‖2L + ε + ‖f ‖2L1((0,T ),L)
)
.
Hence the sequence um contains a subsequence which converges weakly-* in L∞((0, T ),H1) while its time derivative
converges weakly-* in L∞((0, T ), L). Its limit u satisfies a priori estimate (19).
Let us show that u is the weak solution of the IBVP (1)–(7) in the sense of (18). Let {w˜k | k ∈ N} be a basis of the
space H1∗(0, T ) = {w˜ ∈ H1(0, T ) | w(T ) = 0}. Multiplying (20) with w˜k(t), integrating over (0, T ) and performing partial
integration, we obtain∫ T
0
[−((um)′(·, t), v′(·, t))L + a(um(·, t), v(·, t))]dt = (ψm, v(·, 0))L + ∫ T
0
(f (·, t), v(·, t))Ldt,
where denoted v(·, t) = w˜k(t)wi. Lettingm→∞we conclude that function u satisfies (19) for v(·, t) = w˜k(t)wi. But the
set of such v is dense in the space V = {v ∈ L2((0, T ),H10 ) ∩ H1((0, T ), L) | v = 0 for t = T }.
Uniqueness of the weak solution follows immediately from (19). It is enough to show that u = 0 if φ = 0, ψ = 0 and





u(·, s′)ds′, 0 ≤ s ≤ t
0, t < s ≤ T
has sufficient regularity to be inserted in (19). This yields∫ t
0
[−(u, u)L + a(v, v)]′ds = 0
and
‖u(·, t)‖2L + a(v(·, 0), v(·, 0)) = 0
whereby ‖u(·, t)‖L = 0 and u = 0. 
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A priori estimate in L2 norm holds under weaker assumptions on input data:
Theorem 3. Let the assumptions (8)–(10) and (12) hold and suppose that φ ∈ L, ψ ∈ H−1, f ∈ L2((0, T ),H−1). Then the







‖φ‖2L + ‖ψ‖2H−1 + ‖f ‖2L2((0,T ),H−1)
)
.
Proof. Let us define an approximate solution um of the IBVP (1)–(7) in the same way as in the proof of Theorem 2. Since







a0(vm, wi) ≡ a(vm, wi)+ κ(vm, wi)L = (um, wi)L, i = 1, 2, . . . ,m.
The least condition reduces to a system of linear equations for τ jm(t) with a positive definite matrix, so vm is well defined.
From definition of vm follows
a0(vm, um) = (um, um)L and a0(vm, vm) = (um, vm)L.
Further






a0(vm, vm) ≤ 1m‖u
m‖2H−1 .
From (20) follows
((um)′′, (vm)′)L + a0(um, (vm)′) = κ(um, (vm)′)L + (f , (vm)′)L.
Integrating this equality over (0, t) ⊂ (0, T )we find
a0((vm)′(·, t), (vm)′(·, t))+ ‖um(·, t)‖2L = a0((vm)′(·, 0), (vm)′(·, 0))




f (·, s), (vm)′(·, s))Lds+ 2κ ∫ t
0
(
um(·, s), (vm)′(·, s))Lds.
After obvious majorations we get
a0((vm)′(·, t), (vm)′(·, t))+ ‖um(·, t)‖2L ≤ C1
(









a0((vm)′(·, s), (vm)′(·, s))+ ‖um(·, s)‖2L
)
ds
and result follows applying the Grönwall lemma (see e.g. [19]) and passing to the limit whenm→∞. 
Theorem 4. Let the assumptions of Theorem 3 hold and let f = g ′ = ∂g/∂t, g ∈ L2((0, T ), L) ∩ L∞((0, T ),H−1). Then the
solution of the IBVP (1)–(7) satisfies the a priori estimate
‖u‖2L∞((0,T ),L) ≤ C(T )
(
‖φ‖2L + ‖ψ − g(·, 0)‖2H−1 + ‖g‖2L2((0,T ),L)
)
.











(gm, wi)L = (g, wi)L, i = 1, 2, . . . ,m,
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and
a0(g˜m, wi) = (gm, wi)L, i = 1, 2, . . . ,m.
From (20) follows(
((um)′ − gm)′, (vm)′ − g˜m)L + a0(um, (vm)′) = a0(um, g˜m)+ κ(um, (vm)′ − g˜m)L.
Integrating this equality over (0, t) ⊂ (0, T )we find
a0((vm)′(·, t)− g˜m(·, t), (vm)′(·, t)− g˜m(·, t))+ ‖um(·, t)‖2L = a0((vm)′(·, 0)− g˜m(·, 0), (vm)′(·, 0)− g˜m(·, 0))




um(·, s), gm(·, s))Lds+ 2κ ∫ t
0
(
um(·, s), (vm)′(·, s)− g˜m(·, s))Lds
and, after obvious majoration
a0((vm)′(·, t)− g˜m(·, t), (vm)′(·, t)− g˜m(·, t))+ ‖um(·, t)‖2L
≤ C1
(









a0((vm)′(·, s)− g˜m(·, s), (vm)′(·, s)− g˜m(·, s))+ ‖um(·, s)‖2L
)
ds.
The result follows applying the Grönwall lemma and passing to the limit. 
Remark 1. If more regularity of the data and appropriate compatibility conditions at t = 0 are assumed, one obtains
more regular solutions (see [19] for details). For the influence of corner singularities and the corresponding compatibility
conditions ensuring the existence of a smooth solution we refer readers to [21].
4. Meshes, finite differences and discrete norms
Let ω¯i,hi be a uniform mesh in [ai, bi] with the step-size hi = (bi − ai)/ni, i = 1, 2. We denote ωi,hi := ω¯i,hi ∩ (ai, bi),
ω−i,hi := ωi,hi ∪ {ai},ω+i,hi := ωi,hi ∪ {bi}. Analogously we define a uniformmesh ω¯k in [c, d]with the step-size k = (d− c)/n3
and its submeshesωk := ω¯k∩ (c, d),ω−k := ωk∪{c},ω+k := ωk∪{d}. Finally, we introduce a uniformmesh ω¯τ in [0, T ]with
the step-size τ = T/n and set ωτ := ω¯τ ∩ (0, T ), ω−τ := ωτ ∪ {0}, ω+τ := ωτ ∪ {T }. We will consider vector-functions of the
form v = (v1, v2) where vi is a mesh function defined on ω¯i,hi × ω¯k or on ω¯i,hi × ω¯k × ω¯τ , i = 1, 2. We define difference
quotients in the usual way (see [2]):
vi,x(x, y, t) = vi(x+ hi, y, t)− vi(x, y, t)hi = vi,x¯(x+ hi, y, t),
vi,y(x, y, t) = vi(x, y+ k, t)− vi(x, y, t)k = vi,y¯(x, y+ k, t),
vi,t(x, y, t) = vi(x, y, t + τ)− vi(x, y, t)
τ
= vi,t¯(x, y, t + τ).
We shall use the following notational conventions:
vi = vi(x, y, t), _v i(x, y, t) = 12
[
vi(x, y, t)+ vi(x, y, t + τ)
] = ^v i(x, y, t + τ).
We define the Steklov averaging operators
Txfi(x, y, t) = 1hi
∫ x+hi/2
x−hi/2
fi(x′, y, t)dx′, x ∈ ωi,hi , i = 1, 2,
Tyfi(x, y, t) = 1k
∫ y+k/2
y−k/2




fi(x, y, t ′)dt ′.
For x = b1, x = a2 and t = 0 we need the following asymmetric averaging operators
















fi(x, y, t ′)dt ′.
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With the notational conventions h¯i = hi, x ∈ ωi,hi , i = 1, 2, h¯1(b1) = h1/2, h¯2(a2) = h2/2, we introduce the discrete











v2w2 h¯2, ‖v‖Lh = (v, v)1/2Lh ,










v2w2, ‖v‖Lh′ = (v, v)1/2Lh′ ,










v2w2 h¯2, ‖v‖Lh′′ = (v, v)1/2Lh′′ .
We also define the following discrete norms
‖v‖H1h =









, i = 1, 2. For the mesh functions




(v1w1 + v2w2), ‖v‖L2(ωk) = (v, v)1/2L2(ωk).








, ‖v‖L∞(ω˜τ ,Vh) = maxt∈ω˜τ ‖v(·, t)‖Vh ,
where ω˜τ = ωτ , ω¯τ , ω−τ or ω+τ and Vh is some of the previously defined spaces.
5. Explicit finite difference scheme and its convergence
In this and subsequent sections we shall assume that the solution ui and input data are sufficiently smooth, such that its
values and values of its derivatives appearing in formulas are well defined. We also assume that
h1  h2  k  τ . (21)
We approximate the IBVP (1)–(7) and (12) with the following explicit FDS:
v1,t¯ t − (p¯1v1,x¯)x − (q¯1v1,y¯)y + r¯1v1 = f¯1, x ∈ ω1,h1 , y ∈ ωk, t ∈ ωτ , (22)
v1,t¯ t(b1, y, t)+ 2h1
[
p¯1(b1, y)v1,x¯(b1, y, t)+ α1(y)v1(b1, y, t)− k
∑
y′∈ωk
β(y, y′)v2(a2, y′, t)
]
− (q¯1v1,y¯)y(b1, y, t)+ r¯1(b1, y)v1(b1, y, t) = f¯1(b1, y, t), y ∈ ωk, t ∈ ωτ , (23)
v2,t¯ t − (p¯2v2,x¯)x − (q¯2v2,y¯)y + r¯2v2 = f¯2, x ∈ ω2,h2 , y ∈ ωk, t ∈ ωτ , (24)
v2,t¯ t(a2, y, t)− 2h2
[
p¯2(a2 + h2, y)v2,x(a2, y, t)− α2(y)v2(a2, y, t)+ k
∑
y′∈ωk
β(y, y′)v1(b1, y′, t)
]
− (q¯2v2,y¯)y(a2, y, t)+ r¯2(a2, y)v2(a2, y, t) = f¯2(a2, y, t), y ∈ ωk, t ∈ ωτ , (25)
v1(a1, y, t) = 0, v2(b2, y, t) = 0, y ∈ ωk, t ∈ ω¯τ ,
v1(x, c, t) = 0, v1(x, d, t) = 0, x ∈ ω¯1,h1 , t ∈ ω¯τ , (26)
v2(x, c, t) = 0, v2(x, d, t) = 0, x ∈ ω¯2,h2 , t ∈ ω¯τ ,
vi(x, y, 0) = φi(x, y), x ∈ ω±i,hi , y ∈ ωk, i = 1, 2, (27)


















− ri(x, y)φi + fi(x, y, 0)
]
,
x ∈ ω±i,hi , y ∈ ωk, i = 1, 2, (28)
where
p¯i(x, y) = 12 [pi(x, y)+ pi(x− hi, y)], r¯i(x, y) = ri(x, y),
q¯i(x, y) = 12 [qi(x, y)+ qi(x, y− k)], f¯i(x, y, t) = fi(x, y, t).
(29)
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Eqs. (22)–(25) can be written in compact form
vt¯ t + Ahv = f¯ (30)
where, as usual, v = (v1, v2), f¯ = (f¯1, f¯2) and Ahv = (Ah,1v, Ah,2v) is the following difference operator
Ah,iv = −(p¯ivi,x¯)x − (q¯ivi,y¯)y + r¯ivi, x ∈ ωi,hi , y ∈ ωk,
Ah,1v = 2h1
[
p¯1v1,x¯ + α1v1 − k
∑
y′∈ωk
β(y, y′)v2(a2, y′, t)
]
− (q¯1v1,y¯)y + r¯1v1, x = b1, y ∈ ωk,
Ah,2v = − 2h2
[
p¯2(a2 + h2, y)v2,x − α2v2 + k
∑
y′∈ωk
β(y, y′)v1(b1, y′, t)
]
− (q¯2v2,y¯)y + r¯2v2, x = a2, y ∈ ωk.
Operator Ah is selfadjoint on H1h,0:














v1(b1, y)w2(a2, y′)+ w1(b1, y)v2(a2, y′)
] = (v, Ahw)Lh .
The discrete analog of Lemma 1 holds.
Lemma 3. The bilinear form ah is bounded on H1h × H1h . If p¯i and q¯i, i = 1, 2, are positive this form satisfies Gårding’s inequality
on H1h,0, i.e. there exist positive constants m and κ such that
ah(v, v)+ κ‖v‖2Lh ≥ m‖v‖2H1h , ∀v ∈ H
1
h,0.
FDS (22)–(28) is computationally efficient. It follows from the general theory of difference schemes, [22], that the FDS
(22)–(28) is stable under condition
τ ≤ c3min{h1, h2, k}, (31)
where c3 is a computable constant depending on themaximums of pi, qi, |ri|, |αi| and |β|. In this case, the following discrete analog
of Theorems 1, 3 and 4 holds.
Theorem 5. Let the input data p¯i, q¯i, r¯i, f¯i, αi and β be well defined mesh functions and let p¯i(x, y) ≥ p¯i0 > 0 and q¯i(x, y) ≥
q¯i0 > 0. Let also the condition (31) be satisfied. Then the solution of FDS (22)–(28) satisfies a priori estimates
‖ _v ‖2
L∞(ω−τ ,H1h )
+ ‖vt‖2L∞(ω−τ ,Lh) ≤ C(T )
(
‖ _v (·, 0)‖2
H1h





+ ‖vt‖2L∞(ω−τ ,H−1h ) ≤ C(T )
(












‖ _v (·, 0)‖2Lh + ‖vt(·, 0)− g¯(·, 0)‖2H−1h + τ







Let u = (u1, u2) be the solution of the IBVP (1)–(7) and (12) and v = (v1, v2) the solution of the FDS (22)–(29). Then the
error z = u− v satisfies the following FDS:
zt¯ t + Ahz = ϕ, (32)
z1(a1, y, t) = 0, z2(b2, y, t) = 0, y ∈ ωk, t ∈ ω¯τ ,
z1(x, c, t) = 0, z1(x, d, t) = 0, x ∈ ω¯1,h1 , t ∈ ω¯τ , (33)
z2(x, c, t) = 0, z2(x, d, t) = 0, x ∈ ω¯2,h2 , t ∈ ω¯τ ,
zi(x, y, 0) = 0, x ∈ ω±i,hi , y ∈ ωk, i = 1, 2, (34)
zi(x, y, τ ) = χi(x, y), x ∈ ω±i,hi , y ∈ ωk, i = 1, 2, (35)
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where
ϕ = (ϕ1, ϕ2), ϕi = ξi + ηi + ζi, i = 1, 2,
ξi = ui,t¯ t − ∂
2ui
∂t2


































β(y, y′)u2(a2, y′, t)dy′ − k
∑
y′∈ωk
β(y, y′)u2(a2, y′, t)
]


























β(y, y′)u1(b1, y′, t)dy′ − k
∑
y′∈ωk
β(y, y′)u1(b1, y′, t)
]






















dt ′′dt ′, x ∈ ω∓i,hi , y ∈ ωk, i = 1, 2.
From the Theorem 5 we immediately obtain the following a priori estimate for the error z = u− v:





‖χ‖Lh + ‖ξ‖L2(ωτ ,Lh) + ‖η‖L2(ωτ ,Lh) + ‖ζ‖L2(ωτ ,Lh)
)
. (36)
Therefore, in order to determine the convergence rate of the FDS (22)–(29), it is enough to estimate the right-hand side
terms in the inequality (36).
The value of ξi in the node (x, y, t) ∈ ωi,hi × ωk × ωτ is the bounded linear functional of ui ∈ Hs(ei), where
ei = (x− hi, x+ hi)× (y− k, y+ k)× (t − τ , t + τ) and s > 3.5, which vanishes on polynomials of degree≤3. Using the
Bramble–Hilbert lemma [23,24] we obtain
|ξi(x, y, t)| ≤ C(h)|ui|Hs(ei), 3.5 < s ≤ 4,
where h = max{h1, h2, k, τ } and C(h) = Chs−3.5. An analogous result holds for x = b1 (and x = a2) with adequate
modification of ei. By summation over the mesh we obtain the estimate
‖ξ‖L2(ωτ ,Lh) ≤ Chs−2‖u‖Hs(Q ), 3.5 < s ≤ 4, (37)
where ‖u‖2Hs(Q ) = ‖u1‖2Hs(Q1) + ‖u2‖2Hs(Q2), Qi = Ωi × (0, T ), i = 1, 2.
Similarly, using procedure proposed in [25] one obtains:















‖pi‖Hs−1(Ωi)‖u‖Hs(Q ), 3.5 < s ≤ 4, (39)
and
‖χ‖H1h ≤ Ch




TxTyχ1, x ∈ ω1,h1 ,
T−x Tyχ1, x = b1, χ˜2 =
{
TxTyχ2, x ∈ ω2,h2 ,
T+x Tyχ2, x = a2.
Then, in the same manner as above, we obtain




‖u1‖2Hs(Ω1×(0,τ )) + ‖u2‖2Hs(Ω2×(0,τ ))
)1/2
, 2.5 < s ≤ 3.
From the last formula using inequality (see [26])
‖g‖L2(0,ε) ≤ Cε1/2‖g‖Hσ (0,1), 0 < ε < 1, 0.5 < σ ≤ 1 (41)
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we obtain
‖χ˜‖Lh ≤ Ch3‖u‖Hs , s > 3.5,
whereby follows
‖χ‖Lh ≤ Ch3‖u‖Hs , s > 3.5. (42)
For x = b1 we decompose term η1 in the following way:






























β(y, y′)u2(a2, y′, t)−
∫ d
c
β(y, y′)u2(a2, y′, t)dy′
)
.









≤ Ch3/2‖p1‖Hs−1(Ω1)‖u1‖Hs(Q1), s > 3.5. (43)









≤ Ch3/2‖p1‖Hs−1(Ω1)‖u1‖Hs(Q1), s > 3.5. (44)









≤ Ch3/2‖β‖Hs−1((c,d)2)‖u2‖Hs(Q2), s > 3.5. (45)
From (39), (43)–(45) and analogous estimates of η2(a2, ·)we obtain
‖η‖L2(ωτ ,Lh) ≤ Ch3/2(maxi ‖pi‖Hs−1(Ωi) + ‖β‖Hs−1((c,d)2))‖u‖Hs , s > 3.5. (46)
Finally, from (36)–(38), (40), (42) and (46) one obtains the next assertion.
Theorem 6. Let u ∈ Hs(Q ), s > 3.5, pi, qi ∈ Hs−1(Ωi), ri ∈ Hs−2(Ωi), αi ∈ Hs−1(c, d), i = 1, 2, β ∈ Hs−1((c, d)2), and
let the assumptions (9) and (31) hold. Then the solution v of FDS (22)–(29) converges to the solution u of IBVP (1)–(7) and the
following convergence rate estimate holds:





‖pi‖Hs−1(Ωi) +maxi ‖qi‖Hs−1(Ωi) + ‖β‖H2((c,d)2) + 1
)
×‖u‖Hs(Q ), s > 3.5. (47)
Let us now estimate the convergence of FDS in discrete L2 norm. In this case it is sufficient to assume that u ∈ Hs(Q ) for
s ≤ 3. Consequently, coefficients ri, right hand sides fi and initial dataψi may be discontinuous functions. Therefore, we set
in (22)–(25)
p¯i(x, y) = 12 [pi(x, y)+ pi(x− hi, y)], x ∈ ω
+
i,hi
, y ∈ ωk,
q¯i(x, y) = 12 [qi(x, y)+ qi(x, y− k)], x ∈ ωi,hi , y ∈ ωk,
q¯1(b1, y) = 14
[
q1(b1, y)+ q1(b1, y− k)+ q1
(




b1 − h12 , y− k
)]
,
q¯2(a2, y) = 14
[
q2(a2, y)+ q2(a2, y− k)+ q2
(




a2 + h22 , y− k
)]
,
r¯i = TxTyri, x ∈ ωi,hi , y ∈ ωk,
r¯1(b1, y) = T−x Tyr1(b1, y), r¯2(a2, y) = T+x Tyr2(a2, y),
f¯i = TxTyTt fi, x ∈ ωi,hi , y ∈ ωk, t ∈ ωτ ,
f¯1(b1, y, t) = T−x TyTt f1(b1, y, t), f¯2(a2, y, t) = T+x TyTt f2(a2, y, t),
(48)
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and replace (28) with








ψ¯i = TxTyψi, x ∈ ωi,hi , y ∈ ωk,
ψ¯1(b1, y) = T−x Tyψ1(b1, y), ψ¯2(a2, y) = T+x Tyψ2(a2, y),
f¯ +i (x, y, 0) = TxTyT+t fi(x, y, 0), x ∈ ωi,hi , y ∈ ωk,
f¯ +1 (b1, y, 0) = T−x TyT+t f1(b1, y, 0), f¯ +2 (a2, y, 0) = T+x TyT+t f2(a2, y, 0).
Let u = (u1, u2) be the solution of the IBVP (1)–(7) and (12) and v = (v1, v2) the solution of the FDS (22)–(27), (48) and
(49). Then the error z = u− v satisfies FDS (32)–(35) where:
ϕi = ξ˜i,t¯ + η˜i,x + ζ˜i,y + µi, x ∈ ωi,hi , y ∈ ωk, t ∈ ωτ , i = 1, 2,
ϕ1 = ξ˜1,t¯ + 2h1 (−η˜1 + ν1)+ ζ˜1,y + µ1, x = b1, y ∈ ωk, t ∈ ωτ ,
ϕ2 = ξ˜2,t¯ + 2h2
(
η˜2(x+ h2, ·)+ ν2
)+ ζ˜2,y + µ2, x = a2, y ∈ ωk, t ∈ ωτ ,
ξ˜i = ui,t − TxTy ∂ui
∂t
(
·, t + τ
2
)
, x ∈ ωi,hi , y ∈ ωk, t ∈ ω−τ , i = 1, 2,















, x = b1,





































− q¯iui,y¯, x ∈ ωi,hi , y ∈ ω+k , t ∈ ωτ , i = 1, 2,

















, x = b1,

















, x = a2,
µi = (TxTyri)ui − TxTyTt(riui), x ∈ ωi,hi , y ∈ ωk, t ∈ ωτ , i = 1, 2,









, x = b1,









, x = a2,





































, y ∈ ωk, t ∈ ωτ ,





Tyβ(y, y′)Ttu1(b1, y′, t)dy′ − k
∑
y′∈ωk





























, y ∈ ωk, t ∈ ωτ ,




η˜+i,x + ζ˜+i,y + µ+i
)
, x ∈ ωi,hi , y ∈ ωk, t = 0, i = 1, 2,





(−η˜+1 + ν+1 )+ ζ˜+1,y + µ+1
]
, x = b1, y ∈ ωk, t = 0,






η˜+2 (x+ h2, ·)+ ν+2
)+ ζ˜+2,y + µ+2 ], x = a2, y ∈ ωk, t = 0,






















− q¯iui,y¯, x ∈ ωi,hi , y ∈ ω+k , t = 0, i = 1, 2,










− q¯1u1,y¯, x = b1, y ∈ ω+k , t = 0,










− q¯2u2,y¯, x = a2, y ∈ ω+k , t = 0,
µ+i = (TxTyri)ui − TxTyT+t (riui), x ∈ ωi,hi , y ∈ ωk, t = 0, i = 1, 2,
µ+1 = (T−x Tyr1)u1 − T−x TyT+t (r1u1), x = b1, y ∈ ωk, t = 0,
µ+2 = (T+x Tyr2)u2 − T+x TyT+t (r2u2), x = a2, y ∈ ωk, t = 0,















Tyβ(y, y′)T+t u2(a2, y
′, 0)dy′ − k
∑
y′∈ωk
β(y, y′)u2(a2, y′, 0), y ∈ ωk,















Tyβ(y, y′)T+t u1(b1, y
′, 0)dy′ − k
∑
y′∈ωk
β(y, y′)u1(b1, y′, 0), y ∈ ωk.
From the Theorem 5, under assumptions (21), we immediately obtain the following a priori estimate for the error
z = u− v:
‖ _z ‖L∞(ω−τ ,Lh) ≤ C1τ
(




‖ξ˜‖L2(ω−τ ,Lh) + ‖η˜‖L2(ωτ ,Lh′ ) + ‖ζ˜‖L2(ωτ ,Lh′′ ) + ‖µ‖L2(ωτ ,Lh) + ‖ν‖L2(ωτ ,L2(ωk))
)
. (50)
Therefore, in order to determine the convergence rate of the FDS (22)–(27), (48) and (49) it is enough to estimate the
right-hand side terms in the inequality (50).
The value of ξ˜i in the node (x, y, t) ∈ ωi,hi × ωk × ωτ is a bounded linear functional of ui ∈ Hs(e˜i), where e˜i =
(x− hi/2, x+ hi/2)× (y− k/2, y+ k/2)× (t, t + τ) and s > 1.5, which vanishes on polynomials of degree≤2. Using the
Bramble–Hilbert lemma [23,24] we obtain:
|ξ˜i(x, y, t)| ≤ Chs−2.5|ui|Hs(e˜i), 1.5 < s ≤ 3,
where h = max{h1, h2, k, τ }. A similar result holds for x = b1:
|ξ˜1(b1, y, t)| ≤ Chs−2.5|u1|Hs(e˜−1 ), 2.5 < s ≤ 3,
where denoted e˜−1 = (b1 − h1/2, b1)× (y− k/2, y+ k/2)× (t, t + τ), and for x = a2. Summation over the mesh yields
‖ξ˜‖L2(ω−τ ,Lh) ≤ Chs−1‖u‖Hs(Q ), 2.5 < s ≤ 3. (51)
Similarly one obtains:
‖η˜‖L2(ωτ ,Lh′ ) ≤ Chs−1maxi ‖pi‖Hs−1(Ωi)‖u‖Hs(Q ), 2 < s ≤ 3, (52)
‖ζ˜‖L2(ωτ ,Lh′′ ) ≤ Chs−1maxi ‖qi‖Hs−1(Ωi)‖u‖Hs(Q ), 2.5 < s ≤ 3, (53)
and
‖µ‖L2(ωτ ,Lh) ≤ Chs−1maxi ‖ri‖Hs−2(Ωi)‖u‖Hs(Q ), 2 < s ≤ 3. (54)
We decompose term ν1 in the following way:
ν1 = ν11 + ν12 + ν13 + ν14 + ν15, where








Tyβ(y, y′)Ttu2(a2, y′, t)dy′ − k
∑
y′∈ωk
β(y, y′)u2(a2, y′, t),
















































≤ Chs−1‖α1‖Hs−1(c,d)‖u1(b1, ·)‖Hs−1((c,d)×(0,T ))










≤ Chs−1‖β‖Hs−1((c,d)2)‖u2‖Hs(Q2), 2 < s ≤ 3. (56)
































2.5 < s ≤ 3, (58)
where we denoted
ε(s)
{= 0, s < 3,
> 0, s = 3, α˜1(y) =
α1(y)
p1(b1, y)













≤ Chs−1‖r1‖Hs−2(Ω1)‖u1‖Hs(Q1), 2 < s ≤ 3. (59)
Finally, from (55)–(59) and analogous estimates for ν2 ve obtain:













‖u‖Hs(Q ), 2.5 < s ≤ 3. (60)
Terms η˜+, ζ˜+, µ+ and ν+ can be estimated analogously as η˜, ζ˜ , µ and ν:
‖η˜+‖Lh′ ≤ Chmaxi ‖pi‖Hs−1(Ωi)‖u‖Hs(Q ), s ≥ 2.5, (61)
‖ζ˜+‖Lh′′ ≤ Chmaxi ‖qi‖Hs−1(Ωi)‖u‖Hs(Q ), s ≥ 2.5, (62)






)‖u‖Hs(Q ), s ≥ 2.5. (64)
Finally, from (50)–(54) and (60)–(64) one obtains the next assertion.
Theorem 7. Let u ∈ Hs(Q ), s > 2.5, pi ∈ Hs−1(Ωi), qi ∈ Hs−1+ε(s)(Ωi), ri ∈ Hs−2(Ωi), αi, α˜i ∈ Hs−1(c, d), β, β˜i ∈
Hs−1((c, d)2), i = 1, 2, and let the assumptions (9) and (31) hold. Then the solution v of FDS (22)–(27), (48) and (49) converges
to the solution u of IBVP (1)–(7) and the following convergence rate estimate holds:
‖ _u − _v ‖L∞(ω−τ ,Lh) ≤ Chs−1‖u‖Hs(Q ), 2.5 < s ≤ 3. (65)
Here C is a computable constant depending on the norms of input data.
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Remark 2. Note that obtained convergence rate estimates (47) and (65) are not optimal. In the case of second-order
hyperbolic equations with input data from special anisotropic functional spaces such convergence rate estimates for finite
element and finite difference methods are obtained in [27,28]. In the present paper our goal was to obtain a simple
convergence rate estimate for the FDS approximating the IBVP in disjoint domains and we left the question of optimality
for future research.
6. Factorized finite difference scheme
Substituting in (30) Ahv with Ah
[
σv(·, t + τ)+ (1− 2σ)v(·, t)+ σv(·, t − τ)] one obtains a weighted FDS for the IBVP
(1)–(7). The weighted FDS is unconditionally stable for σ ≥ 1/4 (i.e. without the assumptions (31)) and also satisfies the
convergence rate estimates (47) and (65). Unfortunately, the weighted FDS is numerically inefficient, because on each time
level we need to solve an elliptic difference problem.
Let us now consider the following factorized finite difference scheme
Bhvt¯ t + Ahv = f¯ , (66)
where difference operator Ah and the right hand side f¯ are same as in (30) while the difference operator Bh is defined in the
following manner:
Bhv = (Bh,1v1, Bh,2v2),
Bh,ivi = (I + σiτ 2Ch,i)(I + σiτ 2Dh,i),
Ch,ivi = −vi,x¯x, x ∈ ωi,hi , y ∈ ωk,
Ch,1v1 = 2h1 v1,x¯, x = b1, y ∈ ωk,
Ch,2v2 = − 2h2 v2,x, x = a2, y ∈ ωk
Dh,ivi = −vi,y¯y, x ∈ ω±i,hi , y ∈ ωk.
In such a way, in expanded form FDS (66) reduces to
v1,t¯ t − σ1τ 2v1,t¯ t x¯x − σ1τ 2v1,t¯ t y¯y + σ 21 τ 4v1,t¯ t x¯xy¯y − (p¯1v1,x¯)x − (q¯1v1,y¯)y + r¯1v1 = f¯1, x ∈ ω1,h1 , y ∈ ωk, t ∈ ωτ ,
v1,t¯ t + 2σ1τ
2
h1





v1,t¯ t x¯y¯y + 2h1
[
p¯1v1,x¯ + α1v1 − k
∑
y′∈ωk
β(y, y′)v2(a2, y′, ·)
]
−(q¯1v1,y¯)y + r¯1v1 = f¯1, x = b1, y ∈ ωk, t ∈ ωτ ,
v2,t¯ t − σ2τ 2v2,t¯ t x¯x − σ2τ 2v2,t¯ t y¯y + σ 22 τ 4v2,t¯ t x¯xy¯y − (p¯2v2,x¯)x − (q¯2v2,y¯)y + r¯2v2 = f¯2, x ∈ ω2,h2 y ∈ ωk, t ∈ ωτ ,
v2,t¯ t − 2σ2τ
2
h2





v2,t¯ txy¯y − 2h2
[
p¯2(x+ h2, ·)v2,x − α2v2 + k
∑
y′∈ωk
β(y, y′)v1(b1, y′, ·)
]
−(q¯2v2,y¯)y + r¯2v2 = f¯2, x = a2, y ∈ ωk, t ∈ ωτ ,
subject to initial and boundary conditions (26)–(28).
For sufficiently large σ1 and σ2 from the general theory of difference schemes [22] follows that the FDS (66) is
unconditionally stable. This FDS is computationally efficient, because on each time level it can be resolved by two application
of the Thomas algorithm. In such a manner, factorized finite difference scheme combine the good properties of explicit and
weighted schemes.
Let the coefficients of FDS (66) be defined by (29). Then the error z = u − v satisfies an a priori estimate analogous to
(36):






‖χ‖Lh + ‖ξ‖L2(ωτ ,Lh) + ‖η‖L2(ωτ ,Lh) + ‖ζ‖L2(ωτ ,Lh) + ‖ρ‖L2(ωτ ,Lh)
)
, (67)
where ξ , η, ζ and χ are as in the previous section and


















u2,t¯ txy¯y, x = a2, y ∈ ωk, t ∈ ωτ .
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Using the Bramble–Hilbert lemma and inequality (41) we easily obtain
‖ρ‖L2(ωτ ,Lh) ≤ Ch3/2‖u‖Hs(Q ), s > 3.5. (68)
From (37), (38), (40), (42), (46), (67) and (68)we conclude that the factorized FDS (66) and (26)–(29) satisfies the convergence
rate estimate (47).
In the case when the coefficients of FDS (66) are defined by (48) the error z = u− v satisfies the a priori estimate
‖ _z ‖L∞(ω−τ ,Lh) ≤ C1τ
(




‖ξ˜‖L2(ω−τ ,Lh) + ‖η˜‖L2(ωτ ,Lh′ ) + ‖ζ˜‖L2(ωτ ,Lh′′ ) + ‖θ‖L2(ωτ ,Lh′ )
+‖υ‖L2(ωτ ,Lh′′ ) + ‖µ‖L2(ωτ ,Lh) + ‖ν‖L2(ωτ ,L2(ωk))
)
, (69)
where ξ˜ , η˜, ζ˜ , η+, ζ+, µ, ν, µ+ and ν+ are as in (50) and
θi = −σiτ 2ui,t¯ t x¯ + σ 2i τ 4ui,t¯ t x¯y¯y, x ∈ ω+i,hi , y ∈ ωk, t ∈ ωτ ,
υi = −σiτ 2vi,t¯ t y¯, x ∈ ω±i,hi , y ∈ ω+k , t ∈ ωτ ,
i = 1, 2.
Using the Bramble–Hilbert lemma we easily obtain
‖θ‖L2(ωτ ,Lh′ ), ‖υ‖L2(ωτ ,Lh′′ ) ≤ Chs−1‖u‖Hs(Q ), 1.5 < s ≤ 3. (70)
From (51)–(54), (60)–(64), (69) and (70) we conclude that the factorized FDS (66), (26)–(27), (48) and (49) satisfies the
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