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The paper deals with discrete-time regression models to analyze multi- 
state - multiepisode models for event history data or fai lure time data 
collected in follow-up studies, retrospective studies, or longitudinal 
panels. The models are applicable i f  the events are not dated exactly 
but only a time interval is recorded. The models include individual 
specific parameters to account for unobserved heterogeneity. The expla- 
natory variables may be time-varying and random with distributions dep- 
ending on the observed history of the process. Different estimation 
procedures are considered: Estimation of structural as well as individ- 
ual specific parameters by maximization of a jo int  likelihood function, 
estimation of the structural parameters by maximization of a conditional 
likelihood function conditioning on a set of suff icient statistics for 
the individual specific parameters, and estimation of the structural 
parameters by maximization of a marginal likelihood function assuming 
that the individual specific parameters follow a distribution. The ad- 
vantages and limitations of the different approaches are discussed. 
1. Introduction 
Event history or fai lure time data are collected in follow-up studies, 
retrospective studies, and sometimes in longitudinal panels. The data 
record qualitative changes over time in some important variables. The 
main purpose of the stat ist ical  analysis of such event histories or fa i -  
lure times is to investigate thet imeit  takes before a certain event 
occurs. Examples are job changes, changes in residence, lay-offs, births, 
marriages, divorces, deaths, etc. In addition, i t  is important to eval- 
uate the association of exposure, treatment and prognostic factors with 
the distribution of time unti l  the event occurs. 
Sometimes there is only one episode or spell for each individual measur- 
ing the time interval between an in i t ia l  event and a termination event. 
This applies in particular to survival analysis where the detection of 
a disease is the in i t ia l  event and the patient's death is the terminat- 
ion event. In other applications of these methods individuals can exper- 
ience repeatable events or failures and moreover, these events or failures 
may be of various kinds. This leads to general multiepisode - multistate 
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models and the successive episodes represent durations in different states. 
For the statistical analysis of such dynamic processes hazard rate models 
can be used where the hazard rate depends on independent variables. The 
statistical theory of duration data using hazard rate models is described 
by Kalbfleisch and Prentice (1980), Lawless (1982), Cox and Oakes (1984), 
Tuma and Hannan (1984), Blossfeld, Hamerle and Mayer (1986) and others. 
Hamerle (1984) surveys applications of duration models in different areas 
and considers a general approach in the multistate - multiepisode case. 
Hujer and Schneider (1986) investigate the data of the f i rs t  wave of the 
Socioeconomic Panel and compare several hazard rate specifications. 
Most of the methods for analyzing event history or failure time data 
assume that time is measured as a continuous variable. The analysis pre- 
sented here is specifically intended for situations in which the time 
scale is genuinely discrete or in which there is substantial grouping 
of the response times into class intervals. The methods are applicable 
when the data are not available as essentially exact response times but 
when the data record only the particular interval of time in which each 
event or failure occurs. This applies in particular to longitudinal panels 
where event histories e.g. about employment status and other important 
qualitative changes between the successive panel waves are registered 
retrospectively in fixed-length periods. One of the new panel studies 
of this kind is the Socioeconomic Panel of the 'Sonderforschungsbereich 
3" (see Hanefeld (1984)). Other applications are in medical work when 
patients are followed up and detailed information on each patient is 
collected at fixed intervals, or in sociological research when attention 
is given to qualitative changes that occur in specific time intervals. 
I f  there are only a few time intervals or i f  the time units are large 
then many failures are reported at the same time and the number of ties 
becomes high. Then, str ict ly speaking, continuous-time t chniques are 
inappropriate (Cox and Oakes, 1984, p. 99/100). Some continuous-time 
methods, especially the partial likelihood estimation procedure for 
Cox's Proportional Hazards model (see e.g. Kalbfleisch and Prentice, 
1980, ch. 4) make use of the temporal order in which the failures or 
events occur and they cannot be applied directly when the data include 
tied observations. In the presence of ties an approximate partial l i ke l i -  
hood function is widely used (Breslow, 1974). But when the number of 
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ties becomes high, this approximation yields severely biased estimates 
(Cox and Oakes, 1984, p.103, Kalbfleisch and Prentice, 1980, p. 74/75). 
Kalbfleisch and Prentice (1980), p.75, emphasize that there is some asym- 
ptotic bias in both the estimation of the regression coefficients and in 
the estimation of its covariance matrix. This applies not only to the 
Cox model but also to ful ly parametrized specifications of the hazard 
rate. Moreover, the papers which deal with the derivation of the asymp- 
totic properties of the estimators in hazard rate models (see e.g. And- 
ersen and Gill (1982), Borgan (1984)) assume that ties only occur with 
zero probability. 
In such situations discrete-time models are more suited for the analysis 
of failure time data. Several authors, including Thompson (1977), Pren- 
tice and Gloeckler (1978), Mantel and Hankey (1978), Allison (1982), 
Aranda-Ordaz (1983), Laird and Olivier (1981), Hamerle (1985), have stu- 
died discrete-time regression models for failure time data. Here we pre- 
sent a different approach and consider the general case where individuals 
can experience many events or failures as time goes on and the events or 
failures may be of multipl6 kinds. In addition to the failure times and 
types of failures of an individual some concomittant information on ex- 
planatory variables or prognostic factors is included in the model to 
study the relationships between these variables and failures. The cova- 
riates may be time dependent and random with distributions depending on 
the observed experimental history. The covariate process may include 
fixed and 'external' time dependent as well as 'internal' time dependent 
covariates (see Kalbfleisch and Prentice, 1980, ch.5.2). The models also 
contain individual specific parameters. The role of the individual spe- 
cif ic components is to control for unobserved heterogeneity, e.g. for 
omitted variables. The regression coefficients which are common to all 
of the individuals in the sample may be time varying, i.e. they may de- 
pend on the time intervals. Here we present several discrete-time hazard 
rate regression models and discuss their advantages and limitations. We 
derive unconditional, conditional and marginal estimation procedures 
where our concern is with the regression parameters Bt, the structural 
parameters of the model. 
We refer to related work by Heckman (1981a, 1981b), Chamberlain (1980,1985), 
Arjas (1984) and Arjas and Haara (1986). Heckman and Chamberlain consider 
discrete-time models for state probabilities in analyzing traditional 
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panel data. With the exception of Chamberlain (1980) these studies only 
investigate the case of two states. The models are appropriate for typi- 
cal panel studies where the individual's state is determined at parti- 
cular points in time and where information about events between these 
successive points in time is not available. Here we are modeling trans- 
it ion probabilities which is more general i f  the state space contains 
more than two elements. But appropriate data is needed. 'Panel mortality' 
can also be incorporated. Our approach differs from the one considered 
by Arjas and Haara in that they use a binary logistic model and do not 
include individual specific parameters in their model. They derive asymp- 
totic results for the estimated regression coefficients as the number of 
time intervals tends to in f in i ty .  Here we assume that observation time 
is f in i te  and that there is a reasonable number of study subjects. Asymp- 
totic properties here always concern the case where the number of study 
subjects tends to inf in i ty .  
2. A general discrete-time hazard rate model 
Choosing some convenient point in real time as the origin, we spl i t  the 
time axis into successive intervals t=1,2 . . . .  The last time interval of 
the observation period is denoted by T and we consider probability models 
in discrete time t=l . . . .  ,T. 
The individuals included in the study are indexed by i ,  i>1. I t  is not 
necessary for all the individuals to be present at the beginning of the 
observation period. Some of the individuals may join the study as time 
goes on. Let zi(t)~{1 . . . . .  J} denote the state in which individual i is 
at the beginning of time interval t. We define the indicator variables 
I i  i f  individual i is 'at risk' (under observation) at 
Y i j ( t )  = the beginning of time interval t and zi(t)= j 
otherwise (2.1) 
The individuals with Y i j ( t )=l  constitute the risk sets 
Rj(t) = {i :  Yij(t)=1) , j=1 . . . . .  J. (2.2) 
Rj(t) contains all individuals who are at risk during time interval t 
and who are in state j .  Note that an individual cannot belong to more 
than one risk set in time interval t. I f  the sample size n is fixed in 
advance, then i=1 . . . . .  n. I f  new individuals join the study as time goes 
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on, let n t denote the number of individuals in the study up to time int- 
erval t. Then individuals i=i, . . . .  n t will have to be investigated to de- 
termine the risk sets Rj(t). 
Suppose then, that for every individual i and time interval t such that 
Yij(t)=l for some j~{1 . . . . .  J}, a p-vector Xi(t ) of relevant covariates 
is measured. The covariate process may include fixed or external time 
dependent as well as internal time dependent covariates (see Kalbfleisch 
and Prentice, 1980, ch.5.2). The vector of covariates may contain metric 
or dummy variables or both. As an approximation we assume that an indivi- 
dual can experience at most one event in time interval t, and i f  an indivi- 
dual is censored or is lost from the study, i t  is assumed that this happens 
at the end of the time interval. Similarly we think of the covariates as 
remaining fixed during each time interval, with the possible new value always 
determined at the beginning of the interval. When the interval lengths are 
small, this approximation is unlikely to influence statistical analysis a 
great deal. 
Let M(zi(t)) denote the set of attainable states from state zi(t ) ordered 
in some way. Then we define the random variables Dik(t ) as follows 
= 11 i f  individual i moves to state k in time interval t 
Dik(t) 
Lo otherwise, kEM(zi(t)). (2.3) 
Furthermore, let Di(t ) be the vector variable {Dik(t): k~M(zi(t))}" 
The history of the process up to time interval t is given by 
F t = {(Rj(s), (Xi(s), Di(s), icRj(s)), j=l . . . . .  J), s~t} 
and (2.4) 
Gtj : Ft_ I u {Rj(t) ,  (Xi(t) ,  icRj ( t ) )},  j=1 . . . . .  J; t=l . . . . .  T, 
F t including and Gtj excluding the events which happen in time interval 
t. F ~ is assumed to represent initial information. I f  no init ial infor- 
mation is available, we can take Fo=~. 
The observation process is given by {(Rj(t),(Di(t),Xi(t), icRj(t)) , j=1 . . . . .  J), 
t=1,2 ... .  }. Consider then a partially specified statistical model for the obser 
vation process. Especially we specify the conditional distributions of Di(t), 
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given Gtj. It is assumed that the conditional distributions P(Di(t)IGtj )
depend on the linear predictor B k'Xi(t) + e i, where Bjk are parameter vect- 
ors common to all of the individuals and e i are individual specific para- 
meters. The B t jk may depend on the origin state, the destination state, 
and the time interval t. 
Several model specifications are possible. A dynamic form of the discrete- 
time logistic regression model is given by 
n exp(B~k'Xi(t)+ei )Dik(t) 
P(Di(t)iGtj) = REM(j) ........ (2.5) 
I + z exp(B~k'Xi(t) + ei) Yij(t) ' 
kEM(j) 
A multivariate probit specification for P(Di(t)IGtj ) can also be used 
instead of (2.5). 
Alternative specifications arise i f  the discreteness of the failure time 
data is due to the grouping of data from an underlying continuous distri- 
bution. One can start with the continuous-time hazard rate or distribution 
of failure times and then derive discrete-time hazard rates and distri- 
butions for grouped data. In general this involves integrals of the den- 
sity function over the grouping intervals and computations may become 
laborious but in some cases derivation of the distribution for the grouped 
model is tractable. Consider for example a proportional hazards model 
where the transition specific hazard rate for an individual being in state 
j is given by 
Z cij k 
k 
P(Di(t)IGtj ) = (I - Xoj t ) 
~jk(tIXi) = ~oj(t) exp(Yjk+Bj~Xi+ei), kEM(j) 
(for uniqueness set one of the Yjk'S equal to zero; the covariates are 
assumed to be time independent). Then i t  can be shown that the conditio- 
nal probabilities P(Di(t)IGtj ) are 
Dik(t) 
~ Cijk 
Z cij k 
k 
i f  Z Dik(t) = 1, and 
k 
Z cij k 
k 
P(Di(t)IGtj) = ~ojt i f  Z Dik(t) = 0 (2.6) 
k 
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where ci j  k : exp(Yjk+Sj~Xi+ei). The ~ojt in (2.6) are given by 
a t 
~ojt = exp(- S ~oj(U) du) 
at- 1 
where at_ 1 and a t denote lower and upper bound of time interval t (%=0). 
(2.6) may be generalized to include time dependent covariates. 
The individual specific parameters are included to account for the effect 
of unobserved variables (unobserved heterogeneity). A convenient approach 
is to assume a parametric distribution for the heterogeneity component e i 
(individual parameter) and to estimate the regression coefficients B to- 
gether with the unknown parameters of the distribution of the heterogen- 
eity component from a 'marginal' likelihood integrating out the unobserved 
heterogeneity component. Such a model is referred to as a random effect 
model. I f  the heterogeneity component is treated as a parameter then the 
model is referred to as a fixed effect model. The e i are incidental para- 
t 
meters (in the sense of Neyman and Scott (1948)) and Bjk, which is common 
to all  individuals in the.sample, is a vector of structural parameters. 
t A basic statist ical issue is to develop an estimator for Bj k that has 
good properties in this case. A suitable estimation procedure is presen- 
ted in section 4 for the logistic model. 
The use of a fixed effect model wi l l  be more appropriate i f  the individual 
effects and the included explanatory variables are correlated and i f  one 
is not able to give an exact specification of the conditional distribu- 
tion of e, given the explanatory variables. Treating the individual effect 
as an unknown parameter is equivalent o adding a time invariant variable 
to the set of explanatory variables. Therefore, using a fixed effect model 
can eliminate the bias arising from the correlation between the unobserved 
time invariant effects and the included explanatory variables, whereas a 
random effect inference ignoring the correlation between the effects and 
explanatory variables can lead to biased estimation. Furthermore, in the 
fixed effect approach there is no need to postulate a specific distribut- 
ion of e. Estimation procedures for the fixed effect approach as well as 
for the random effect approach are discussed in section 4. 
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3. Some special cases of interest 
3.1 Repeated events of the same kind 
This is a one-state process, for example, birth in a fer t i l i ty  history 
or the lifetimes of an electric appliance until the occurence of a cert- 
ain defect or break-down. Here, indicator variables Yi(t) and Di(t ) are 
defined as follows 
Yi(t) : 
i f  individual is at risk at the beginning of 
t~me interval t 
otherwise , 
and 
Di(t ) = 
i f  individual i experiences an event in time 
interval t 
otherwise . 
The history of the process up to time t is defined analogously, dropping 
the subscript j in Gtj because there is only one state. The conditional 
probabilities P(Di(t)IGt) are again assumed to be functions of a linear 
predictor Bt'Xi(t ) and individual specific parameters e i. 
A probit specification of the conditional probabilities is 
P(Di(t)IGt) = Q[(Bt'Xi(t ) + ei)(2Di(t ) - I)] Yi(t) (3.1) 
where Q(o) is the distribution function of the standard normal distri- 
bution. A logistic regression model is given by 
Di(t) 
exp(Bt'Xi(t) + e i) 
P(Di(t)IG t) = Yi(t) . (3.2) 
1 + exp(Bt'Xi(t ) + el) 
Other specifications arising from the grouping of a continuous-time 
model can also be used. 
3.2 A two-state model 
I f  there are only two states z I and z 2 of interest, e.g. employed - un- 
employed, then we define the indicator variables Yi(t) as before and 
random variables Di1(t ) and Di2(t ) according to (2.3). The parameter 
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vector B 2 describes the influence of the covariates or prognostic factors 
on the conditional transition probabilities P(Di2(t)IGt) from state z I 
to state z 2, whereas the parameter vector B 1 represents the regression 
coefficients for the transition from state z 2 to state z I. 
Probit and logit specifications are given by 
P(Di2(t) IGt,zi(t)=Zl) = Q[(B2t'Xi(t) + Oi)(2Di2(t) - 1)1Yi(t), 
P(Dil(t) IGt,zi(t)=z2) = Q[(Blt'Xi(t ) + Oi)(2Dil(t ) - I)] Yi(t) 
P(Di2(t) IGt,zi(t)=zl) = 
P(Di1(t) IGt,zi(t)=z2) = 
Di2(t) 
exp(B2t'Xi(t ) + 0 i) 
1 + exp(B2t'Xi(t) + Oi) 
Dil(t) 
exp(B1t'Xi(t ) + 0 i) 
1 + exp(B1t'Xi(t) + Oi) 
Yi(t) , 
Y i ( t ) .  
3.3 Sojourn time in a given state 
A special case which is important for practical situations arises i f  
interest is restricted to a certain state and i f  we investigate the exit 
rate from this state. Here the end of the f irst  episode is not necessa- 
r i ly the beginning of the second episode and the end of the second epi- 
sode is usually not the beginning of the third, etc. For example, the 
successive employment spells of a person can be interrupted by unemploy- 
ment, further education, illness, etc. In our general model we take this 
into account by restricting the risk set and the random variables Di(t ) 
on the state under consideration. Yi(t) and Di(t ) are defined as follows 
I i  i f  individual i is at risk at the beginning of time 
Yi(t ) = interval t and zi(t)=z 
otherwise , 
Di(t ) : 
i f  individual i leaves state z in time interval t 
otherwise . 
Specifications of the conditional transition probabilities P(Di(t)IGt) 
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are as described in (3.1) and (3.2). 
4. Maximum likelihood estimation 
The present section deals with the maximum likelihood estimation of the 
unknown parameters based on the general model derived in section 2. First 
we evaluate a general expression for the likelihood of the observation 
process which corresponds to data collected up to time interval T. In 
order to keep such a likelihood expression in a manageable form we re- 
str ict  the way in which the law of the process is allowed to depend on 
the parameters B and e. The assumptions generalize those of Arjas (1984). 
The resulting likelihood function represents a joint likelihood function 
for the structural parameters and the individual specific parameters as 
well. One disadvantage is that structural and individual specific para- 
meters cannot be estimated consistently from the joint likelihood funct- 
ion i f  the number of time intervals is small. Therefore, our next step 
is to derive a conditional likelihood given a suitable sufficient stat- 
ist ic for the individual specific parameter. This conditional likelihood 
does not depend on the individual parameters and the structural parameters 
can be estimated by maximizing the conditional likelihood function. How- 
ever, the conditional approach only applies to the logistic representation 
of the conditional transition probabilities. In the last section we invest- 
igate the random effect approach which is applicable for all specifications 
of the conditional transition probabilities i f  the distribution of the in- 
dividual specific parameters is known. 
From the resulting likelihood expression i t  becomes clear that the estim- 
ation procedures are also applicable i f  some of the f i rs t  episodes are 
left-censored. 
4.1 The joint likelihood function 
The observation process for the general model of section 2 is 
{(Rj(t), (Di(t), Xi(t), icRj(t)), j=1 . . . .  J), t=l . . . . .  T} , 
corresponding to data collected up to time T, and the likelihood is the 
joint probability of the observation process. Using some properties of 
conditional probabilities i t  can be shown that 
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L(B,e) = n P((Rj(t), (Di(t), Xi(t ), icRj(t)), j=1 . . . . .  J)IFt_l ). (4.1) 
t<T 
Now we impose the following assumption. 
Assumption 1 
For each t and (B,O) the random variables (Rj(t), (Di(t), Xi(t), icRj(t)), 
j=1,..., J, are conditionally independent, given Ft_ 1. 
The assumption concerns the conditional independence between the risk sets 
respectively the individuals who constitute the risk sets. This assumption 
is likely to hold in practice. Then the likelihood function is given by 
J 
L(B,e) = n n (t), t) icRj(t))IFt_l) t<T j=l P(Rj(t), (D i Xi( , 
= ~ N P(Di(t ), icRj(t)IRj(t ), (Xi(t), icRj(t)), Ft_l) 
t<T j 
m 
P(Rj(t), (Xi(t), iERj(t))IFt_l) (4.2) 
The second term on the right hand side of (4.2) is the joint probability 
of Rj(t), the individuals at risk in state j during time interval t, and 
the covariates {Xi(t ), icRj(t)) measured for these individuals, conditio- 
nal on the history Ft_ 1. In the following we assume that this probability, 
given Ft_ 1, does not depend on B and 0. 
Assumption 2 
For each t, the conditional distribution of (Rj(t), (Xi(t), icRj(t)), 
j=1 . . . . .  J, given Ft_ I, does not depend on B ande. 
The assumption states that, given the knowledge contained in Ft_ 1, know- 
ing also the values of Rj(t) and{Xi(t ), iERj(t)} does not contain addit- 
ional information about 6 and e. Note that in the case where the random 
variables Rj(t) govern the right censoring of the individuals the assump- 
tion implies that such censoring is noninformative (see Kalbfleisch and 
Prentice (1980), ch. 5.2). For a further discussion of the assumptions 
see Arjas (1984). 
I f  the assumption does not hold, the likelihood expressions mentioned 
below can be considered as partial likelihood functions (see Cox (1975)). 
Otherwise, i t  becomes necessary to specify the conditional probabilities 
in the second term on the right hand side of (4.2). 
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In addition we impose a third assumption which is str ict ly connected to 
assumption 1. 
Assumption 3 
For each risk set Rj(t), j=1 . . . . .  J, t=l . . . . .  T, and for each (B,e) the 
random variables Di(t ), icRj(t), are conditionally independent, given Gtj. 
Assumption 3 again states a conditional independence assumption between 
the individuals in the sample. 
Then the relevant factor of the likelihood which is again denoted by 
L(B,e) becomes proportional to the expression 
L(B,e) : n n n P(Di(t)IGtj) (4.3) 
t<_T j ieRj(t) 
The conditional probabilities on the right hand side of (4.3) have s t i l l  
to be specified. For this purpose we can use one of the models discussed 
in the previous sections. 
But i f  we use (4.3) as a joint likelihood function for the parameters B 
and e, a diff iculty arises. The parameters 6 and e cannot be estimated 
consistently from this joint likelihood i f  the number T of time intervals 
is f inite. The reason is that the number of individual specific parameters 
increases with sample size. Andersen (1973, p. 68-71) considers the binary 
logit model with T=2 and one structural parameter B. He shows that plim 
= 26. The same result is obtained for any symmetric distribution, not 
just the logistic one. Heckman (1981b, p. 187) gives an heuristic argu- 
ment. He points out that the roots of the likelihood equations involve 
the joint solution of structural and individual specific parameters. 
Since estimators of e i are necessarily inconsistent, i f  T is f inite, the 
inconsistency of the estimator for the individual specific parameters is 
then transmitted to the estimator for the structural parameters. 
The inconsistency decreases i f  T becomes large and in the l imit (T~) 
disappears. Therefore, estimation of B (and e) by maximizing the joint 
likelihood function (4.3) can be used, i f  the number of time intervals 
is moderate or large. But further Monte Carlo studies are needed to det- 
ermine the size of T such that the maximization of the joint likelihood 
function performs atisfactory estimates. 
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4.2 A conditional likelihood function 
Our next step is to derive an alternative approach using a conditional 
likelihood function. The key idea is to base the likelihood function on 
the conditional distribution of the data, conditioning on a set of suff- 
icient statistics for the individual parameters. But this approach only 
applies to the logistic model. For this model a sufficient statistic for 
the individual specific parameter is given by 
t i 
N i : Z Z Dik(t) (4.4) 
t=l k 
where ti=max{t: Yij(t)=1 for some jc{1 . . . . .  J}}. N i is the number of com- 
pleted spells of individual i. 
We consider the conditional probability 
P((Rj(t), (Di(t), Xi(t ), icRj(t)), j=l . . . . .  J), t=l . . . . .  T I N i ,  i=1 .. . .  ,n) 
(4.5) 
Since the event counts Di(t ) are part of the event which defines the 
condition in (4.5), we rewrite (4.5) as the quotient 
P((Rj(t), (Di(t), Xi(t ), icRj(t)), j=l . . . . .  J), t=1, . . . .  T) 
P(N I . . . . .  N n) 
(4.6) 
The probability in the nominator of (4.6) is given by (4.3) multiplied 
by a factor which does not depend on the parameters because of assumpt- 
ions 1 to 3. Substitution of the logistic representation (2.5) for the 
conditional probabilities P(Di(t)IGtj ) into (4.3) yields 
n 
L(B,O) : n n n 
t<T j i= l  
exp(2B)u'X~(t) + e i ~Dik(t)Yij(t)) k J~ " Dik(t)Yij(t) 
(I + Z exp(B)k'Xi(t) + ei)~ ij(t) 
kcM(j) 
n 
II 
i=1 
j Z ~Dik(t)Yij(t)) exp(z Z z Bjk'Xi(t)Yij(t) Dik(t) + e i 
t j k  
, , (I + Z exp(6~k'Xi(t)o + ei)~I j ( t  ) v  
t j k~M(j) 
(4.7) 
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The probability in the denominator of (4.6) is given by 
exp(z z ZB~k'X.(t)Y..(t)Dik(t ) + miNi) 
n t j k j i 13 
P(N 1 N n ) n 
i=1 n n (i + z exp(B~k'Xi(t ) ~ J -  + 8i)) Yij(t) 
t j kcM(j) 
t i 
Z Z Dik(t)=N i 
t=1 k (4.8) 
and the conditional likelihood function which is denoted by CL(B) is ob- 
tained by dividing (4.7) by (4.8) 
n exp(z z z At ,X " 
t j kcM(j) ~jk itt)Yi j (t)Dik(t))  
CL((3) : i~1 ~ 3k i i (4.9) 
exp(z z z B t 'X.( (t)Dik(t)) 
Z Z Dik(t)=N i t j kcM(j) t)Yi~ 
tk  
The conditional likelihood function (4.9) only depends on the structural 
parameters B, and does not depend upon the individual specific parameters. 
Hence standard asymptotic theory applies. The conditional ML-estimator 
of B is consistent and asymptotically normally distributed provided that 
the individual parameters and the conditional likelihood function satis- 
fy regularity conditions (see Andersen 1973). 
Note that i.ndividuals with Ni=O or Ni=t i where ti=max{t: Yij(t)=l for 
some jc{1 . . . . .  J}} do not contribute any information to the conditional 
likelihood (4.9), since for these values of N i nominator and denominator 
on the right hand side of equation (4.9) are equal. Therefore, the number 
of individuals who have one or more completed spells should be at least 
moderate. 
We must keep in mind that the conditional likelihood method is only help- 
ful in a logit model. It is not generally possible to find minimum suffi- 
cient statistics for the individual specific parameters which are inde- 
pendent of the structural parameters and which have a smaller dimension 
than the sample size. This is possible i f  the distribution is a member 
of the exponential family like the logistic parametrization of the multi- 
nomial distribution. Therefore, conditional likelihood methods are not 
a general approach in fixed effect models, but i f  the logistic represent- 
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ation is appropriate, the conditional approach has some advantages. I t  
does not require a specification for the distribution of e. I f  one makes 
such an assumption, the distribution of the heterogeneity 8 conditional 
on the observed covariates X is needed, and in general this should be 
allowed to depend upon the observed covariates. I f  there was omitted 
variable bias before introducing B, and i f  one mistakenly models e as 
independent of X, then the resulting estimator based on the 'marginal' 
likelihood (see next section) wi l l  also be biased. The fixed effect 
approach presented here has the advantage of allowing for a very general 
relationship between 8 and X. 
Note that the appropriateness of the logistic representation can in prin- 
ciple be tested by one of the specification tests for the multinomial 
logit model described by Hausman and McFadden (1984) in a choice theor- 
etic context. 
4.3 A marginal ikelihood function 
In this section we discuss an alternative approach assuming that the indi- 
vidual specific parameters follow a distribution. The individual specific 
parameter 8, the heterogeneity, is not observable. Let G(8) denote the 
(marginal) distribution of 8. In this case the probabilities P(Di(t) IGtj,ei) 
are conditional probabilities, given Gtj and 8 i ,  and the resulting l i ke l i -  
hood function (4.3) is also conditional on the individual specific compo- 
nents 8 i.  Introducing the indicator variables Y i j ( t )  as defined in (2.1) 
we can rewrite the contribution of individual i to the likelihood express- 
ion in (4.3) 
T Y i j ( t )  
Li(BI8 i)  = n n P(Di(t)IGtj,ei) (4.I0) 
t=l j 
I f  i t  is possible to specify G(8) as a member of a parametric class of 
probability distributions, estimation of the structural parameters can 
be based on the marginal distribution of the observation process inte- 
grating out the individual component e. The marginal ikelihood function 
is denoted by ML(B,y) where y is the parameter vector determining the 
distribution of 8. I t  is given by 
n T 
ML(B,y) = n S n ~ P(Di(t)IGtj,8)Yij(t)dG(e) . (4.11) 
i=1 t=l j 
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The marginal likelihood function is a function of B and the unknown para- 
meters y of the population distribution G(B). Maximization of this l ike l i -  
hood function wil l ,  under weak regularity conditions, give consistent 
and asymptotically normally distributed estimators for B and y. 
Note that in this approach the population distribution G(O) is assumed 
to be known except for a f inite number of parameters. Furthermore, i f  
e i and Xi(t ) are correlated, we have to specify the joint distribution 
of (Bi,Xi') in order to obtain consistent estimates of structural para- 
meters. A convenient possibility in analogy to the linear model case is 
to assume that the dependence is only via a linear regression function 
(Chamberlain (1980, 1984)) 
8 i = ~'X i + c i , i=1 . . . . .  n (4.12) 
where Xi'=(Xi(1)', . . . .  X(ti7 ), t i as defined in (4.4), and where ~i is 
independent of X i. We assume that the ~i are independent and identically 
distributed with distribution function H(E). Substitution of (4.12) into 
(4.10) and (4.11) yields a marginal likelihood function which is appro- 
priate i f  the heterogeneit~component is correlated with the observed 
covariates. This seems to be rather the rule than the exception. 
For illustration let us consider the special case described in section 
3.1 with the probit specification (3.1). Then, allowing for correlation 
between B i and X i and using (4.12) the marginal likelihood function is 
given by (the parameter vector determining H(E) is denoted by ~) 
n T 
ML(6,~) = n S n n {~((Bt'Xi(t)+~'Xi+~)(2Di(t)-l))}Yij(t)dH(E) (4.13  
i=1 t=l j 
Note that sometimes identification problems may arise especially i f  the 
parameters B are assumed to be time independent. 
Finally we mention alternative approaches of Liang and Zeger (1986) and 
Stiratel l i ,  Laird and Ware (1984). 
Liang and Zeger propose methods for longitudinal data (not for event 
history or failure time data) only assuming a functional form for the 
marginal distribution at each time corresponding to P(Di(t)) in the 
present paper. The marginal distribution is assumed to belong to the 
family of generalized linear models. In addition, a covariance structure 
for (Di(1) . . . . .  Di(T)) is assumed but this covariance structure across 
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time is treated as a nuisance. Then they derive estimating equations 
similar to the quasi-likelihood approach (see, for example, McCullagh 
(1983)) and investigate asymptotic properties of theestimators of the 
regression coefficients. 
Stiratel l i ,  Laird and Ware (1984) consider the special case of longitu- 
dinal data with binary outcomes. They split up the set of covariates into 
two sets. The f i rs t  set contains the covariates which vary over time 
and in the second set are the covariates which are fixed. The fixed co- 
variates are denoted by x i and the time varying covariates are denoted 
by zit.Furthermore, let k i denote the T-vector of logits for individual i. 
Then, Stiratel l i ,  Laird and Ware (1984) investigate a two-stage approach 
where at stage I they let 
k i = XiB + Zi~ i
with suitable defined matrices X i and Z i, and at stage 2 they assume that 
~i is multivariate normal with expectation 0 and covariance matrix X. 
These assumptions define a general mixed model for the logits of the 
response probabilities and one could try to carry over this model into 
the event history or failure time context using the EM algorithm or 
empirical Bayes strategies for estimation. 
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