Abstract. Using simple examples and informal discussions this article surveys the key ideas and major advances of the last quarter century in integer factorization.
Introduction
Factoring a positive integer n means finding positive integers u and v such that the product of u and v equals n, and such that both u and v are greater than 1. Such u and v are called factors (or divisors) of n, and n = u · v is called a factorization of n. Positive integers that can be factored are called composites. Positive integers greater than 1 that cannot be factored are called primes. For example, n = 15 can be factored as the product of the primes u = 3 and v = 5, and n = 105 can be factored as the product of the prime u = 7 and the composite v = 15. A factorization of a composite number is not necessarily unique: n = 105 can also be factored as the product of the prime u = 5 and the composite v = 21. But the prime factorization of a number-writing it as a product of prime numbers-is unique, up to the order of the factors: n = 3 · 5 · 7 is the prime factorization of n = 105, and n = 5 is the prime factorization of n = 5.
In this article we concentrate on finding just a factorization. The prime factorization can be obtained by further factoring the factors that happen to be composite: both factorizations n = 7 · 15 and n = 5 · 21 of n = 105 can be further refined to the prime factorization n = 3 · 5 · 7 of n = 105, the first by further factoring 15, the second by factoring 21. There are efficient methods to distinguish primes from composites that do not require factoring the composites (cf. [29] , [50] , and Section 2). These methods can be used to establish beyond doubt that a certain number is composite without, however, giving any information about its factors.
Factoring a composite integer is believed to be a hard problem. This is, of course, not the case for all composites-composites with small factors are easy to factor-but, in general, the problem seems to be difficult. As yet there is no firm mathematical ground on which this assumption can be based. The only evidence that factoring is hard consists of our failure so far to find a fast and practical factoring algorithm. (The polynomial-time factoring algorithms that are based on the use of quantum computers are not considered to be practical and not addressed in this survey.) Interestingly, and to an outsider maybe surprisingly, an entire industry is based on this belief that factoring is hard: the security, LENSTRA i.e., the unbreakability, of one of the most popular public key cryptosystems relies on the supposed difficulty of factoring (cf. Appendix).
This relation between factoring and cryptography is one of the main reasons why people are interested in evaluating the practical difficulty of the integer factorization problem. Currently the limits of our factoring capabilities lie around 130 decimal digits. Factoring hard integers in that range requires enormous amounts of computing power. A cheap and convenient way to get the computing power needed is to distribute the computation over the Internet. This approach was first used in 1988 to factor a 100-digit integer [32] , since then to factor many integers in the 100 to 120 digit range, and in 1994 to factor the famous 129-digit RSA-challenge number (cf. [4] ). 1 Most recently, in 1996 a 130-digit number was factored, partially using a World Wide Web interface [13] .
This survey is intended for people who want to get an impression how modern factoring algorithms work. Using simple examples we illustrate the basic steps involved in the factoring methods used to obtain the factorizations just mentioned and we explain how these methods can be run in parallel on a loosely coupled computer network, such as the Internet.
We distinguish two main types of factoring methods: those that work quickly if one is lucky, and those that are almost guaranteed to work no matter how unlucky one is. The latter are referred to as general-purpose algorithms and have an expected run time that depends solely on the size of the number n being factored. The former are called special-purpose algorithms; they have an expected run time that also depends on the properties of theunknown-factors of n. When evaluating the security of factoring-based cryptosystems, people employ general-purpose factoring algorithms. This survey therefore focuses on this category of integer factoring algorithms, after a short description how primes can be efficiently distinguished from composites (Section 2) and of some of the most important special purpose algorithms in Section 3.
In Section 4 we sketch the basic approach of the general purpose algorithms. We show that they consist of two main steps: data collection, and data processing. Section 5 concentrates on the quadratic sieve factoring algorithm, the algorithm that was considered to be the most practical general purpose method from 1982 to 1994. We describe the data collection step, how it can be improved using some simple additional tricks, and how it can be parallelized over a network. Section 5 concludes with some data from quadratic sieve factoring efforts.
The algorithm that is currently considered to be the most practical method (for sufficiently large numbers)-the number field sieve-is sketched in Section 6. This sketch offers only a vague indication of the algorithm: it omits most of the mathematics required to fully understand the algorithm. In the appendix we describe the relation between factoring and cryptography.
Understanding the material presented in this survey requires some willingness to bear with a few easy examples and a few slightly more complicated formulas and descriptions. Some of the descriptions below are oversimplified to the point of being partially inaccurate-in particular the description of the number field sieve factoring algorithm is seriously deficient. Nevertheless, we hope that this survey provides a useful introduction to factoring that inspires the readers to consult the literature referred to in the references.
Preliminaries
Notation. By 'log b ' we denote the base b logarithm, and 'ln' denotes the natural logarithm, i.e., ln = log e with e ≈ 2.71828. The largest integer <= x is denoted by '[x] '. The number of primes ≤ x is denoted by 'π(x)', the prime counting function; due to the Prime number theorem [24] we know that π(x) ≈ x/ ln(x). To give an example of some values of the prime counting function and its growth rate:
{π (10 50 or of all 256-bit primes, as has often been proposed, is therefore completely infeasible.
Smoothness. We say that a positive integer is B-smooth if all its prime factors are <= B. An integer is said to be smooth with respect to S, where S is some set of integers, if it can be completely factored using the elements of S. We often simply use the term smooth, in which case the bound B or the set S is clear from the context. Smoothness probability. In the algorithms described in this paper we are interested in the probability that randomly selected integers are smooth. Intuitively, the smaller a number is, the higher the probability that it is smooth. For example, there are 39 positive 5-smooth numbers ≤ 143, but there are 29 positive 5-smooth numbers ≤ 72. Therefore, if we randomly pick positive numbers ≤ m, we get a smoothness probability of 39/143 = 0.27 for m = 143 but a higher probability 29/72 = 0.40 for m = 72. For m = 1000 we get 87/1000 = 0.08, and for m = 10 6 we get only 508/10 6 = 0.0005. To express how the smoothness probability depends on the smoothness bound and the size of the numbers involved, we introduce
Let α, β, r , and s be real numbers with α, β > 0, 0 < r ≤ 1, and 0 < s < r . It follows from [10, 15] 
Thus, with r = 1 and s = 1/2, a random
Run times. Throughout this survey, the function L n is often used in run time estimates. Note that, in such applications, its first argument interpolates between polynomial time (u = 0) and exponential time (u = 1) in ln n:
A run time L n [u, v] with u < 1 and v constant is referred to as subexponential time.
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All run times involving L n are for n → ∞. This implies that the o(1)'s that might occur in run time expressions go to zero. In practice, however, the o(1)'s are not zero. Therefore we cannot encourage the practice of evaluating the run time expression for any of the factoring methods presented here for a particular n with o(1) = 0, and to advertise the resulting number as the 'number of cycles' necessary to factor n using that method. The expressions are useful, however, to get an indication of the growth rate of the run time-they can be used (with o(1) = 0) for limited range extrapolations to predict the expected run time for m given the run time of n, if | log m − log n| is not too large.
Modular arithmetic. Throughout this paper 'x ≡ y mod z' means that x − y is a multiple of z, for integers x, y, and z with z > 0. Similarly, 'x ≡ y mod z' means that x − y is not a multiple of z. Thus, 308 ≡ 22 mod 143 because 308 − 22 = 286 = 2 · 143 is a multiple of 143, and 143 ≡ 11 mod 22 because 143 − 11 = 132 = 6 · 22 is a multiple of 22; but 4 ≡ 1 mod 15 because 4 − 1 = 3 is not a multiple of 15. By 'x mod z' we mean any integer y such that x ≡ y mod z; in practical circumstances we often use the least non-negative remainder, i.e., we assume that 0 ≤ y < z, or the least absolute remainder, i.e., we assume that −z/2 < y ≤ z/2. Thus, by 143 mod 22 we mean 11, or 33, or −11, or any integer of the form 11 + k · 22, for some integer k; the least non-negative remainder and the least absolute remainder of 143 mod 22 are both equal to 11.
Note that given x mod z and y mod z it it possible to efficiently compute (x +y) mod z,
or (x mod z) · (y mod z) and if necessary remove multiples of z from the result if least remainders are used. The latter operation can be done using a division with remainder by z. Examples of this so-called modular arithmetic (with modulus z) can be found throughout the paper.
To be able to divide in modular arithmetic, for instance to compute (1/x) mod z, we need a little more. An important operation on which many factoring and other algorithms rely is finding the greatest common divisor of two non-negative integers, say x and z, i.e., the largest factor that x and z have in common. Of course, the greatest common divisor of x and z ('gcd(x, z)' for short) can be found by computing the prime factorizations of x and z and multiplying all prime factors they have in common. A much faster method to compute gcd(x, z) is Euclid's algorithm, a method that was invented more than 2000 years ago. It is based on the observation that gcd(x, 0) = x, that gcd(x, z) = gcd(z, x mod z) if z = 0, and that, if x ≥ z and least non-negative remainders are used, the 'new' pair (z, x mod z) is substantially 'smaller' than the 'old' pair (x, z). As an example: gcd(308, 143) = gcd(143, 22) = gcd(22, 11) = gcd(11, 0) = 11, and gcd(143, 19) = gcd(19, 10) = gcd(10, 9) = gcd(9, 1) = gcd(1, 0) = 1.
If gcd(x, z) = 1 as in the latter example, we say that x and z are coprime, i.e., x and z do not have any factors > 1 in common.
If x and z are coprime, we can compute (1/x) mod z, using a variant of Euclid's algorithm that is generally referred to as the extended Euclidean algorithm. Actually, the extended Euclidean algorithm does more: it computes gcd(x, z) and, if the latter equals 1, it computes Thus, 128 = −15 + 143 is the least non-negative remainder of (1/19) mod 143. We say that 128 is the inverse of 19 modulo 143. Note that the numbers on the right hand sides in the example also appear in the earlier example where we computed gcd (143, 19) . For more background on Euclid's algorithm and the extended Euclidean algorithm see [25] . Compositeness testing. A famous theorem of Fermat (his little theorem) says that if n is prime and a is an integer that is not divisible by n, then a n−1 ≡ 1 mod n.
For instance, for n = 7 and a = 2 we find that
This does not prove that 7 is prime, it is merely an example of Fermat's little theorem for n = 7 and a = 2. Note, however, that if we have two integers n > 1 and a such that n and a do not have any factor in common, and such that a n−1 ≡ 1 mod n, then n cannot be a prime number because that would contradict Fermat's little theorem. Therefore, Fermat's little theorem can be used to prove that a number is composite. An a that can be used in this way to prove the compositeness of n is often called a witness to the compositeness of n. For instance, for n = 15 and a = 2 we find that
so that 2 is a witness to the compositeness of 15. This is certainly not the fastest way to prove that 15 is composite-indeed, it is much faster to note that 15 = 3 · 5. But for general n, finding a factor of n is much harder than computing a n−1 mod n, because the latter can be done using a If we use least non-negative remainders, all numbers involved in this computation are < n 2 . The number of squares and multiplies is bounded by 2 · log 2 (n). The pattern of squares and multiplies can be found by looking at the binary representation of the exponent n − 1 (cf. [25] ).
Thus, we can compute a n−1 mod n efficiently, which should allow us to easily prove that n is composite if we simplemindedly assume that witnesses are not too rare: simply pick a random a with 1 < a < n, check that n and a are coprime 2 , compute a n−1 mod n if they are, and hope that the outcome is not equal to 1. Unfortunately, this process does not work for all composite n: there are composite numbers for which a n−1 ≡ 1 mod n for all a that are coprime to n. These numbers are called Carmichael numbers; the smallest one is 561. It has recently been proved that there are infinitely many Carmichael numbers: there are at least x 2/7 of them ≤ x, once x is sufficiently large (cf. [2] ). This invalidates the simple compositeness test based on Fermat's little theorem: for a Carmichael number n the test a n−1 ≡ 1 mod n never fails, if n and a are coprime, and therefore never proves the compositeness of n.
Fortunately, there is an easy fix to this problem, if we use Selfridge's slight variation of Fermat's little theorem: if n is an odd prime, n − 1 = 2 t · u for integers t and u with u odd, and a is an integer that is not divisible by n, then either a u ≡ 1 mod n or a
For odd composite n it can be proved that a randomly selected integer a ∈ {2, 3, . . . , n − 1} has a chance of at least 75% not to satisfy these conditions and thereby be a witness to n's compositeness (cf. [38, 49] ); see also [3] . This makes proving compositeness of n in practice an easy matter: apply Selfridge's test for randomly picked a's, until an a is found that is a witness to the compositeness of n. If no witness can be found after some reasonable number of attempts, the compositeness test fails, and n is declared to be probably prime.
The chance that a composite number is declared to be probably prime after k trials is less than 1/4 k . Note that a probably prime number is only a number for which we failed to prove the compositeness-this does not imply that its primality has been proved; proving primality is an entirely different subject which will not be discussed in this paper. In [31: 2.5] it is shown how Selfridge's test can also be used to rule out prime powers.
Special Purpose Factoring Algorithms
We briefly discuss six of the most important special purpose factoring methods: trial division, Pollard's rho method, Pollard's p − 1 method, the elliptic curve method, Fermat's method, and squfof. None of these methods is currently considered to be applicable to composites that are used in cryptosystems. But for numbers that come from different sources, and that might have small or otherwise 'lucky' factors, any of these methods can be quite useful. Examples are the eighth, tenth, and eleventh Fermat numbers (F k = 2 2 k + 1 for k = 8, 10, 11 cf. [8, 7] ), and also numbers that have to be factored in the course of the general purpose algorithms described in the next sections.
Throughout this section n denotes the number to be factored. Using the results from Section 2 we may assume that n is composite and not a prime power.
Trial division. The smallest prime factor p of n can in principle be found by trying if n is divisible by 2, 3, 5, 7, 11, 13, 17, . . ., i.e., all primes in succession, until p is reached. If we assume that a table of all primes ≤ p is available (which can be generated in approximately p steps using for instance the sieve of Erathostenes, cf. [25] ), this process takes π( p) division attempts (so-called 'trial divisions'), where π is the prime counting function from Section 2. Because π( p) ≈ p/ ln( p), finding the factor p of n in this way takes at least approximately p steps-how many precisely depends on how we count the cost of each trial division. Even for fairly small p, say p > 10 6 , trial division is already quite inefficient compared to the methods described below.
Since n has at least one factor ≤ √ n, factoring n using trial division takes approximately √ n operations, in the worst case. For many composites trial division is therefore infeasible as factoring method. For most numbers it is very effective, however, because most numbers have small factors: 88% of all positive integers have a factor < 100, and almost 92% have a factor < 1000.
Pollard's rho method. Pollard's rho method [44] is based on a combination of two ideas that are also useful for various other factoring methods. The first idea is the well known birthday paradox: a group of at least 23 (randomly selected) people contains two persons with the same birthday in more than 50% of the cases. More generally: if numbers are picked at random from a set containing p numbers, the probability of picking the same number twice exceeds 50% after 1.177 √ p numbers have been picked. The first duplicate can be expected after c · √ p numbers have been selected, for some small constant c. The second idea is the following: if p is some unknown divisor of n and x and y are two integers that are suspected to be identical modulo p, i.e., x ≡ y mod p, then this can be checked by computing gcd(|x − y|, n); more importantly, this computation may reveal a factorization of n, unless x and y are also identical modulo n. These ideas can be combined into a factoring algorithm in the following way. Generate a sequence in {0, 1, . . . , n −1} by randomly selecting x 0 and by defining x i+1 as the least nonnegative remainder of x 2 i + 1 mod n. Since p divides n the least non-negative remainders x i mod p and x j mod p are equal if and only if x i and x j are identical modulo p. Since the x i mod p behave more or less as random integers in {0, 1, . . . , p − 1} we can expect to factor n by computing gcd(|x i − x j |, n) for i = j after about c √ p elements of the sequence have been computed.
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This suggests that approximately (c √ p) 2 /2 pairs x i , x j have to be considered. However, this can easily be avoided by only computing gcd(|x i − x 2i |, n), for i = 0, 1, . . . , i.e., by generating two copies of the sequence, one at the regular speed and one at the double speed, until the sequence 'bites in its own tail' (which explains the 'rho' (ρ) in the name of the method); this can be expected to result in a factorization of n after approximately 2 √ p gcd computations.
As an example, consider n = 143 and x 0 = 2:
With x 0 = 3 it goes even faster, but we find a different factor:
The most remarkable success of Pollard's rho method so far was the discovery in 1980 by Brent and Pollard of the factorization of the eighth Fermat number (cf. [8] ):
where p62 denotes a 62-digit prime number. Pollard's p−1 method. Pollard's p−1 method [43] follows, very roughly, from Pollard's rho method by replacing the birthday paradox by Fermat's little theorem (cf. Section 2). Let p again be a prime factor of n. For any integer a with 1 < a < p we have, according to Fermat's little theorem, that a p−1 ≡ 1 mod p, so that a k( p−1) ≡ 1 k ≡ 1 mod p for any integer k. Therefore, for any multiple m of p − 1 we have that a m ≡ 1 mod p, i.e., p divides a m − 1. Thus, computing gcd(a m − 1, n) might reveal a factorization of n. Note that it suffices to compute gcd((a m − 1) mod n, n) (and that p divides (a m − 1) mod n as well, because p divides n).
It remains to find a multiple m > 1 of p − 1. The idea here is that one simply hopes that p − 1 is B-smooth (cf. Section 2) for some relatively small bound B, i.e., that p − 1 has only prime factors ≤ B. This would imply that an m of the form q≤B q, with the product ranging over prime powers q, could be a multiple of p − 1. Since (a m − 1) mod n for such m can be computed in time roughly proportional to B, Pollard's p − 1 method can be used to discover factors p in time roughly proportional to the largest prime factor in p − 1. Evidently, this is only going to be efficient for p for which p − 1 is smooth. It explains why some people insist on using primes of the form 2q + 1 (with q prime) in factoring-based cryptosystems, a precaution that is rendered useless by the elliptic curve method.
As an example, let n again be 143, and let a = 2. If we raise a to small successive prime powers and compute the relevant gcd's, we find p = 13 = 2 2 · 3 + 1 after processing the prime powers 2 2 and 3:
If, on the other hand, we simply keep raising a = 2 to the next prime, we find p = 11 = 2 · 5 + 1 after processing the primes 2, 3, and 5:
For variations of Pollard's p − 1 method and fast ways to implement it refer to [39] .
The elliptic curve method. The major disadvantage of Pollard's p − 1 method is that it only works efficiently if the number to be factored happens to have a factor p for which p − 1 is B-smooth, for some reasonably small bound B. So, it only works for 'lucky' n. The elliptic curve method [34] can be regarded as a variation of the p − 1 method that does not have this disadvantage. It consists of any number of trials, where each trial can be lucky-and factor n-independently of the other trials: a trial is successful if some random number close to some prime factor of n is smooth. Thus, the probability of success of each trial depends only on the size and not on any other fixed properties of the factors of n (cf. Section 2).
A detailed description of the method is beyond the scope of this survey. Roughly speaking, the following happens. During each trial an elliptic curve modulo n is selected at random. For any prime p dividing n, any point a on the curve satisfies an equation that is similar to Fermat's little theorem, with two important differences. In the first place, and this is why the elliptic curve method is so powerful, the exponent p − 1 is replaced by some random numberp close to p − 1. Secondly, the exponentiation is not a regular integer exponentiation modulo n: since a is not an integer but a point on a curve, other operations have to be performed on it to 'exponentiate on the curve'. The number of elementary arithmetic operations to be carried out for such an exponentiation is a constant multiple of the number of operations needed for a regular integer exponentiation modulo n with the same exponent.
Just as in Pollard's p − 1 method it is the case that if a is exponentiated on the curve to a power that is a multiple ofp, then a factorization of n may be discovered; ifp is B-smooth, then this can be done in roughly c(ln n) 2 B elementary arithmetic operations, where c is a small constant. Thus, it suffices to keep trying new curves (thereby getting newp's), and to exponentiate the points to large smooth powers, till ap divides the smooth power.
From the smoothness probability in Section 2, and assuming thatp behaves as a random positive integer close to p, it follows thatp is
per trial, one may expect to find p. We find that the heuristic asymptotic expected run time of the elliptic curve method to find the smallest prime factor p of n is
2 disappears in the o(1)). Thus, in the worst case the elliptic curve method can be expected to run in subexponential time. This is substantially faster than any of the other methods discussed in this section, which all have an exponential-time worst case behavior.
Two remarkable factorizations obtained using the elliptic curve method are those of the tenth and eleventh Fermat numbers, both by Brent 3 [7] . In 1988 he found a 21 and a 22-digit factor of (2 where p252 denotes a 252-digit prime. The largest factor found by the elliptic curve method, as of March 1996, has 47 digits (155 bits), and was found by P. L. Montgomery. For a complete description of the elliptic curve method refer to [34] and [29] . For implementation details, refer to [6, 39] .
Fermat's method. In the course of the general purpose factoring methods described below we frequently have to factor numbers n that are suspected to have two relatively large prime factors and for which typically 2 32 < n < 2 64 . If those factors are close to each other, they can easily be found using Fermat's method. Let n = p 1 · p 2 with p 1 < p 2 , both p 1 and p 2 odd, and p 2 − p 1 = 2d for some small d.
, and therefore n = x 2 − y 2 . The proper x can thus be found by trying Congruence of squares. More generally, in Fermat's method one attempts to solve a congruence of squares, i.e., integers x and y such that x 2 − y 2 is a multiple of n. Namely, if n divides x 2 − y 2 , it also divides (x − y)(x + y) = x 2 − y 2 . Therefore, the factors of n must be factors of x − y, or they must be factors of x + y, or some of them must be factors of x − y and some must be factors of x + y. In the first case, n is a factor of x − y, which can be checked easily. In the second case, n is a factor of x + y, which can also be checked easily. If neither of those cases hold, then the factors of n must be split, in some way, among x − y and x + y. This gives us a way to find factors of n because we have an efficient method to find out which factors n and x − y have in common, and which factors n and x + y have in common: as we have seen in Section 2 we simply compute gcd(n, x ± y), the greatest common divisor of n and x ± y. If n is composite, not a prime power, and x and y are random integers satisfying x 2 ≡ y 2 mod n, then there is at least a 50% chance that gcd(x − y, n) and gcd(x + y, n) are non-trivial factors of n.
Fermat's method is surprisingly efficient in the application mentioned above, and often more efficient than Pollard's rho method. The reason is that Pollard's rho method requires rather intensive arithmetic on numbers modulo n, which is relatively inefficient for such small n that are nevertheless too large to be conveniently handled on most 32-bit processors. Another method that is particularly efficient in this case is the following.
Squfof. Squfof stands for 'square form factorization'. It makes use of binary quadratic forms, a subject that is beyond the scope of this survey. The expected time needed by squfof to factor n is proportional to n 1/5 , on assumption of certain generalized Riemann hypotheses. After a short initialization it only requires arithmetic on numbers that are at most √ n. This makes the method remarkably efficient for the application mentioned above, when run on 32-bit processors. For a description of squfof refer to [11, 52, 53] .
The Morrison-Brillhart Approach
Most factorizations mentioned in the introduction were obtained using the quadratic sieve factoring algorithm, Carl Pomerance's variation (1981, cf. [46] 4 ) of Richard Schroeppel's linear sieve algorithm (1977). These are both general-purpose factoring algorithms, and both are based on the classical congruence of squares method, on which also Fermat's method is based. There we have seen that to factor n it is useful to find integers x and y such that x 2 − y 2 is a multiple of n. Summarizing the argument presented above, if
, and therefore
Since gcd's can be computed rapidly, one can quickly check whether the latter identity leads to a factorization of n, and if n is composite there is at least a 50% chance that the factorization is non-trivial. Finding congruences of squares. For practical purposes in order to factor n, one need only generate a few random looking pairs x, y such that x 2 ≡ y 2 mod n. Note that simply picking some random positive v, computing s v as the least non-negative remainder modulo n of v 2 , and hoping that s v is the square of some integer y (in which case x is set equal to v), is unlikely to work (unless v < √ n, but in that case x = y and gcd(x − y, n) = n): there are only √ n squares less than n, so the chance of hitting one of them is only 1/ √ n, which implies that this 'factoring algorithm' cannot be expected to be faster than trial division.
The Morrison-Brillhart approach does something that is similar, but instead of waiting for a single very lucky and unlikely 'big hit', it combines the results of several much more likely 'small hits': instead of randomly picking v's until one is found for which the corresponding s v ≡ v 2 mod n is a perfect square, we collect v's for which s v satisfies a certain much weaker condition. Once we have a sufficient number of pairs v, s v , we combine them to solve x 2 ≡ y 2 mod n. Thus, the factoring process (i.e., the method to obtain solutions to the congruence x 2 ≡ y 2 mod n) is split into two main steps: the data collection step where v, s v pairs satisfying some particular condition are collected, and the data processing step where the pairs are combined to find solutions to the congruence. The 'much weaker condition' on s v can informally be described as 'it should be easy to fully factor s v ', i.e., s v should be B-smooth for some reasonably small B (cf. Section 2). How the pairs v, s v can be combined can be seen in the example below.
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An example using random squares. Even though we already know that n = 143 = 11 · 13, here is how Dixon's version of the Morrison-Brillhart approach works for n = 143. Since factors 2, 3, and 5 can easily be recognized, we use B = 5, i.e., 's v should be 5-smooth', or 'it should be possible to factor s v completely using only 2, 3, and 5'. In general, for larger numbers than 143, a larger B will be used, so that more primes will be allowed in the factorization of s v . This set of primes is usually referred to as the factor base; we will be interested in s v 's that are smooth with respect to the factor base. In the example, the factor base is the set {2, 3, 5}.
Since we use Dixon's algorithm we begin by randomly selecting some integer v; let v = 17 be the first random choice. We find that v 2 = 289 = 3 + 2 · 143 ≡ 3 mod 143, so that s 17 = 3. Obviously, s 17 = 3 is smooth, so that we find the identity 
Looking at the three relations obtained so far, we observe that the product of the first two, the product of the last two, and the product of the first and the last all lead to a congruence of squares: 
Finding the right combinations of relations. Suppose we have a set V of relations as a result of the data collection step. In the data processing step we have to pick a subset W of V so that the relations from W when multiplied together yield a solution to the congruence x 2 ≡ y 2 mod n. This can be achieved as follows. First observe that for any W ⊂ V the product of the 'left hand sides' v∈W v 2 is a square, since it is a product of squares. The product of the corresponding 'right hand sides', however, is not always a square: for each prime p in the factor base the exponent in the product over W is the sum of the exponents of p in the relations in W , and this sum is not necessarily even. If we identify each relation with the vector of its exponents with respect to all elements of the factor base, the exponents of the factor base elements in the product over W are given by the vector that is the sum of the vectors for the relations in W . Thus, a W for which the product of the right hand sides is also a square can be found by looking for a subset of vectors whose sum is a vector with all even entries.
Finding all even combinations of vectors is a common problem in linear algebra, for which several good algorithms exist: (structured) Gaussian elimination, (blocked) Lanczos, and (blocked) Wiedemann are currently the most popular choices for our applications (see [12, 28, 41, 48] If the matrix is over-square, i.e., if m > k, there are at least m − k all even combinations of the rows (i.e., of the k-dimensional vectors) each of which leads to an independent chance to factor n. It follows that sufficiently many relations will in practice always lead to a factorization; it also shows that we have been rather lucky in our example by finding so many all even combinations in a 3 × 3-matrix. The data processing step, i.e., finding the right combinations of relations, is often referred to as the matrix step.
The run time of Dixon's algorithm. As an example we show part of the run time analysis of Dixon's algorithm. Let β > 0. Assuming that the s v behave as random numbers ≤ n, it follows from the smoothness probabilities in Section 2 that s v is L n [ (1)] steps for the optimal choice β = 1/2. In this case the data collection and matrix steps take the same amount of time, asymptotically. But note that the data collection could have been done faster for β = √ 1/2, and that the matrix step forces us to use a β that is suboptimal for the data collection step. If we use the fact, however, that at most log 2 (n) of the L n [1/2, β + o(1)] entries per exponent-vector can be nonzero and the fact that the Lanczos and Wiedemann methods referred to above process an m × m matrix with w non-zero entries in time proportional to mw, we get a combined time
for the optimal choice β = √ 1/2; data collection and data processing again take the same amount of time, asymptotically.
Thus, with the elliptic curve method for trial division and a matrix step that takes advantage of the sparsity of the matrix, the asymptotic expected run time of Dixon's algorithm is
This expected run time can rigorously be proved and is not based on any unproved heuristics.
Quadratic Sieve
Finding relations faster, sieving. The smaller |s v | can be made, the higher probability we should get that it is smooth. Therefore, it would be to our advantage to find ways of selecting v such that |s v | can be guaranteed to be substantially smaller than n.
For randomly selected v, the number s v (the least non-negative remainder of v 2 modulo n) can be expected to have roughly the same size as n. At best we can guarantee that |s v | is one bit smaller than n if we redefine s v as the least absolute remainder of v 2 modulo n, and we include −1 in the factor base.
A better way to find small s v 's is by taking v close to 2 − n and that |s v(i) | is of the same order of magnitude as 2i
This implies that |s v(i) | for small i has a much higher chance to be smooth than s v for a randomly selected v. Note, however, that the smoothness probability decreases if i gets larger.
Quadratic sieve (QS) combines this better way of choosing of v = v(i) with the following important observation: if some p divides s v(i) , then p divides s v(i+tp) for any integer t. This makes it possible to use a sieve to quickly identify many possibly smooth s v(i) with i in some predetermined interval. The sieve is used to record 'hits' by the primes in the factor base in an efficient manner: if a prime p divides a certain s v(i) , then this is recorded at the (i + t p)th location of the sieve, for all integers t such that i + t p is in the interval. Thus, for each p, we can quickly step through the sieve, with step-size p, once we know where we have to make the first step. To make the process of 'recording p' efficient, we simply add log b p to the relevant locations, for some appropriately chosen base b.
Assuming that all sieve locations are initially zero, the ith location contains (after the sieving) the sum of the logarithms of those primes that divide s v(i) . Therefore, if the ith location is close to log |s v(i) |, we check whether |s v(i) | is indeed smooth, simply by trial dividing |s v(i) | with all primes in the factor base. This entire process is called sieving-it is much faster than checking the smoothness of each individual |s v(i) | by trial dividing with all primes in the factor base 5 .
In the multiple polynomial variation of QS the single polynomial (X + [
√ n]) 2 − n is replaced by a sequence of polynomials that have more or less the same properties as
2 − n, all for the same number n to be factored. The advantage of multiple polynomials is that for each polynomial the same small i's can be used, thereby avoiding the less profitable larger i's. A second important advantage is that different processors can work independently of each other on different polynomials. This variation is due to P. L. Montgomery (extending an idea of Davis and Holdridge (cf. [14] )) and described in [29, 54] .
Another way of increasing the smoothness probability is by extending the factor base (thus relaxing the definition of smoothness). However, this also implies that more relations have to be found to make the matrix over-square, and that the linear algebra becomes more involved. The optimal factor base size follows from an analysis of all these issues, as shown below and in the run time analysis of Dixon's algorithm. Refer to [37] for another informal description of QS.
The run time of Quadratic Sieve. Assuming that s v behaves as a random integer close to (1)] that we got for QS with elliptic curve smoothness testing. Note that both the sieving and the elliptic curve overhead disappear in the o (1) . In practice, however, sieving is much faster than elliptic curve smoothness testing. Surprisingly, QS is not the only factoring algorithm with this subexponential expected run time: several other methods were proposed, some radically different from QS, that all have the same heuristic asymptotic expected run time as QS. Even the elliptic curve method has the same worst-case heuristic expected run time (where the worst case for the elliptic curve method is the case where the smallest factor of n is of order √ n). An algorithm for which the L n [1/2, 1 + o(1)] expected run time can be proved rigorously was published in [35] . As a consequence of this remarkable coincidence there was a growing suspicion that L n [1/2, 1 + o (1)] would be the best we would ever be able to do for factoring. The L n [1/2, 1 + o(1)]-spell was eventually broken by the number field sieve (cf. Section 6).
Large primes, partial relations, and cycles. In practice, sieving is not a precise process: one often does not sieve with the small primes in the factor base, or with powers of elements of the factor base; log b p is rounded to the nearest integer value; and the base b of the logarithm is chosen so that the values that are accumulated in the s(i)'s can be represented by single bytes. The process can tolerate these imperfections because there are plenty of good polynomials that can be used for sieving. It is not a problem, therefore, if occasionally a good location is overlooked as long as the sieve identifies a sufficient number of possibly smooth numbers as quickly as possible. How many relations we find per unit of time is more important than how many we might have missed.
As a consequence of the approximations that are made during the sieving, the condition that s(i) should be close to log b |s v(i) | should be interpreted quite liberally. This, in turn, leads to many v(i)'s for which s v(i) is 'almost' smooth (i.e., smooth with the exception of one reasonably small factor that is not in the factor base). Such 'almost smooth' relations are often referred to as partial relations if the non-smooth factor is prime, and double partial relations if the non-smooth factor is the product of two primes. The non-smooth primes are referred to as the large primes. The relations for which s v(i) can be factored completely over the factor base may be distinguished by calling them full relations.
Partial relations will be found at no extra cost during the sieving step, and double partial relations at little extra cost. But keeping them, and investing that little extra effort to find the double partials, only makes sense if they can be used in the factoring process. As an example why partial relations can be useful, consider the example n = 143 again. The choice v = 18 was rejected because s 18 = 2 · 19 is not smooth (with respect to the factor base {2, 3, 5}). After trial dividing s 18 with 2, 3, and 5, it follows immediately that 19 is prime (from the fact that 19 < 5 2 ), so that v = 18 leads to a partial relation with large prime 19:
Another choice that was rejected was v = 20, because s 20 = 2 · 3 · 19, which leads, for the same reason as above, to a partial relation-again with large prime 19:
These two partial relations have the same large prime, so we can combine them by multiplying them together, and get the following: . If n and some large prime are not coprime, then that large prime must be a factor of n. Double partials can be used in a slightly more complicated but similar way; it requires the factorization of the composite non-smooth factors of the s v(i) 's, which can be done using the methods that were mentioned at the end of Section 3. Combinations of partial and/or double partial relations in which the large primes disappear (and that are therefore as useful as full relations) are often referred to as cycles. Note that the cycle that we have found in the example does not provide any useful new information, because it happens to be the relation for v = 17 multiplied by 2 2 . How much luck is needed to find two partials with the same large primes, or to find a double partial for which both large primes can be combined with large primes found in other partials or double partials? The answer to this question is related to the birthday paradox (cf. Section 3): if numbers are picked at random from a set containing r numbers, the probability of picking the same number twice exceeds 50% after 1.177 √ r numbers have been picked. In QS, the set consists of prime numbers larger than any in the factor base, but smaller than a limit which is typically 2 30 or so. There are only a few tens of millions of primes in this range, so we expect to be able to find matches between the large primes once we have more than a few thousand partial and double partial relations. As shown in [33] the distribution of the large primes that we find in QS is not homogeneous, but strongly favors the relatively small large primes. This further increases the number of matches.
As illustrated in [32] and [33] , cycles are indeed found in practice, and they speed up the factoring process considerably. Using partial relations makes the sieving step approximately 2.5 times faster, and using double partial relations as well saves another factor 2 to 2.5. There is a price to be paid for this acceleration: more data have to be collected; more disk space is needed to store the data; and the matrix problem gets a bit harder (either due to higher density of the rows of the matrix, or to larger matrices). The time saved in the sieving step, however, certainly justifies incurring these inconveniences. For a discussion of these issues see [4] and [17] .
QS with large primes still runs in asymptotic expected time L n [1/2, 1 + o(1)]; i.e., all savings disappear in the o (1) .
Distributed factoring using QS. We have seen that QS consists of two major steps: the sieving step, to collect the relations, and the matrix step, where the relations are combined and the factorization is derived. For numbers in our current range of interest, the sieving step is by far the most time consuming. It is also the step that allows easy parallelization, with hardly any need for the processors to communicate. All a processor needs to stay busy for at least a few weeks is the number to be factored, the size of the factor base, and a unique collection of polynomials to sieve with in order to find relations-the latter can be achieved quite easily by assigning a unique integer to a processor. Given those data, any number of processors can work independently and simultaneously on the sieving step for the factorization of the same number. The resulting relations can be communicated to a central location using electronic mail, say once per day, or each time some pre-set number of relations has been found.
This parallelization approach is completely fault-tolerant. In the first place, the correctness of all relations received at the central location can easily be verified by checking the congruence. Furthermore, no particular relation is important, only the total number of distinct relations received counts. Finally, there is a virtually infinite pool of 'good' almost limitless intervals in which to look for polynomials. Thus, no matter how many processors crash or do not use the interval assigned to them for other reasons, and no matter how mailers or malicious contributors mangle the relations, as long as some processors contribute some relations that check out, progress will be made in the sieving step. Since there is no way to guarantee that relations are sent only once, all data have to be kept sorted at the receiving site to be able to remove the duplicates. Currently there is also no way to prevent contributors from flooding the mailbox at the central collecting site, but so far this has not been a problem in distributed factoring.
All these properties make the sieving step for QS ideal for distribution over a loosely coupled and rather informal network, such as the Internet, without any need to trust anyone involved in the computation. Refer to [32] and [4] for information on how such factoring efforts have been organized in the past.
The matrix step is done at a central location, as soon as the sieving step is complete (i.e., as soon as a sufficient number of relations have been received to make the matrix over-square). For details, refer to [32] .
Some illustrative QS data. To give an impression of factor base sizes, the amount of data collected, the influence of large primes, and practical run times of the sieving and matrix steps, some data for the QS-factorization of a 116-digit, a 120-digit, and a 129-digit number (from [33] , [17] , and [4] , respectively) are presented in Table 1 . The sieving step for the 116-digit factorization was done entirely on the Internet using the software from [32] . For the 120-digit number it was carried out on 5 different Local Area Networks and on the 16384 processor MasPar MP-1 massively parallel computer at Bellcore, using in total four different implementations of the sieving step. Sieving for the 129-digit number was mostly done on the Internet using an updated version of the software from [32] , with several sites using their own independently written sieving software; about 14% of the sieving was done on several MasPars. The matrix step for all numbers was done on Bellcore's MasPar.
The amount of data is shown in gigabytes of disk space needed to store the data in uncompressed format. The timing for the sieving step is given in units of MY, or 'mips-years.' By definition 1 MY is one year on a VAX 11/780, a relatively ancient machine that can hardly be compared to current workstations. The timings were derived by assigning a reasonable 'mips-rating' to the average workstation that was used; see [17] and [4] for details. Although this measure is not very accurate, it gives a reasonable indication of the growth rate of the sieving time for QS, as long as workstations are rated in a consistent manner. The numbers of fulls, partials, double partials, and cycles are given in the table as they were at the end of the sieving step. Note that in all cases the number of fulls plus the number of cycles is larger than the size of the factor base, with a considerable difference for the two Internet factorizations. This overshoot is often large because the number of cycles grows rapidly toward the end of the sieving step; since the 'cease and desist' message is only sent out to the Internet-workers when the sum is large enough, and since it takes a while before all client-processes are terminated, the final relations received at the central site cause a large overshoot.
The timing for the matrix step is given in hours on the MasPar. By using a better algorithm, the matrix timings can now be improved considerably: the matrix for the 129-digit number can be processed in less than 10 hours on the MasPar, or in about 9 days on a Sparc 10 workstation (see [12, 41] , and Table 2 below) .
From April 2, 1994, until April 10, 1996, the QS-factorization of the 129-digit number, the 'RSA-challenge number' (cf. [21] ), was the largest factorization published that was found using a general purpose factoring method: 
Number Field Sieve
The number field sieve. The number field sieve is based on an idea of John Pollard to rapidly factor numbers of the special form x 3 + k, for small k. This idea first evolved in the special number field sieve (SNFS) which can only be applied to numbers of a special LENSTRA form (similar to the form required by Pollard's original method). In 1990 SNFS was used to factor the ninth Fermat number 2 where p99 denotes a 99-digit prime. The 'special form' restrictions were later removed, which resulted in the general number field sieve. Currently one often simply uses NFS to refer to the general algorithm. On April 10, 1996, NFS was used to factor the following 130-digit number, thereby breaking the 129-digit record set by QS of the largest published factorization found using a general purpose factoring method. More importantly, the NFS-factorization of RSA-130 required much less time than the QS-factorization of RSA-129. Details can be found below.
NFS is considerably more complicated than the methods sketched so far. In this section we explain what relations in NFS look like, why they can be found much faster than QSrelations, and how we distributed the relation collection over the World-Wide-Web. How the relations are combined to derive the factorization is beyond the scope of this survey; it can be found in [30] , along with further background on NFS. For additional information, NFS implementations and factorizations, see [9, 13, 18, 19, 23] .
SNFS has heuristic asymptotic expected run time L n [1/3, (32/9) [u, v] , halfway between exponential and polynomial time. In this metric, NFS represents a substantial step in the direction of polynomial time algorithms.
Relations in the number field sieve. Let f 1 and f 2 be two distinct polynomials with integer coefficients. There is no need to restrict ourselves to only two polynomials (cf. [20] ), but that is the most straightforward case. The polynomials f 1 and f 2 must both be irreducible, and they must have a common root modulo n (i.e., an integer m such that both f 1 (m) and f 2 (m) are divisible by n). How such polynomials are found in general is not relevant here. The presentation in [30] is mostly restricted to the case where m is an integer close to n 1/(d+1) for some small integer d (such as 4 or 5); the polynomials can then be chosen as f 1 (X ) = X − m and f 2 (X ) = 
Note that N j (a, b) is an integer too. Furthermore, for j = 1, 2, let there be some factor base consisting of primes (up to a bound depending on f j ) that may occur in the factorization of N j (a, b) for coprime a and b. Smoothness of N j (a, b) will always refer to smoothness with respect to the jth factor base, and a and b will always be assumed to be coprime integers with b > 0. A relation is given by a pair a, b for which both N 1 (a, b) and N 2 (a, b) are smooth.
The following is an indication why this is considered to be a relation (i.e., something that can be combined with other relations to solve the congruence x 2 ≡ y 2 mod n). Let α j denote a root of f j . The prime factorization of N j (a, b) corresponds, roughly speaking, to the 'prime ideal factorization' of a − α j b in the algebraic number field Q(α j ). Since f 1 and f 2 have a common root m modulo n, the algebraic numbers a − α 1 b and a − α 2 b are 'the same' when taken mod n: let ϕ j denote the homomorphism from Z[α j ] to Z/nZ that maps
Assume that the number of relations we have is more than the sum of the sizes of the two factor bases. This implies that we can determine, by means of the usual matrix step, independent subsets S of the set of relations such that (a,b) ∈S N j (a, b) is a square (in Z), both for j = 1 and for j = 2. For the j with degree( f j ) > 1 this does not imply that the corresponding γ j (S) = (a,b)∈S (a −α j b) is a square in Z[α j ] (for the j with degree( f j ) = 1 it does). But if we include in the matrix some additional information (so-called quadratic signatures) for each N j (a, b) with degree( f j ) > 1, then we may safely assume that all
Because the factorization of the norms of the γ j (S)'s is known (from the factorizations of the N j (a, b) with (a, b) 
trivially if degree( f j ) = 1, using the method described in [40] otherwise. The resulting squareroots satisfy (ϕ 1 (β 1 (S)) 2 ≡ (ϕ 2 (β 1 (S)) 2 mod n, which is the desired congruence of the form x 2 ≡ y 2 mod n. Note that each S leads to an independent chance to factor n. If, for the j with degree( f j ) > 1, generators for the prime ideals (and units) in Z[α j ] can be found, the squareroot can be computed faster by applying ϕ j to each of those generators (if degree( f j ) = 1 the squareroot computation is trivial, as mentioned above). In general (in the general NFS) such generators cannot be found if degree( f j ) > 1, but in SNFS it might be possible because the f j 's of degree > 1 have small coefficients (it was used, for instance, for the ninth Fermat number).
Thus, after the sieving step, NFS requires a matrix step to determine several subsets S, followed by a squareroot step for each S until a lucky one that factors n is encountered. The picture of how many relations are needed is thoroughly confused by the use of large primes, which can occur both in N 1 (a, b) and in N 2 (a, b) . The experiments with large primes in NFS described in [18] suggest that, unlike QS, the number of cycles that can be built from the partial relations suddenly grows extremely rapidly. If such a cycle explosion occurs, the sieving step is most likely complete, but when this will happen is hard to predict.
Why NFS is faster than QS. A heuristic analysis of the asymptotic expected run time of NFS goes along the same lines as the analyses of the run times of Dixon's algorithm and QS. Instead of giving this analysis, we give the following informal explanation why we expect the run time of NFS to grow much more slowly than the run time of QS as the numbers to be factored get larger.
Consider the choice f 1 (X ) = X − m and f 2 (X ) = N 2 (a, b) is even more likely to be smooth, which explains why SNFS is so much faster than the general NFS.
Finding relations in NFS. Since the smooth values that we are looking for are, as in QS, values of polynomials evaluated at certain points, they can again be found using a sieve: if p divides N j (a, b) then p also divides N j (a+t p, b+wp) for any integers t and w. The earliest NFS implementations used the following simple sieving strategy: fix b; use a sieve to find a's for which both N 1 (a, b) and N 2 (a, b) might be smooth; and inspect those N 1 (a, b) and N 2 (a, b) more closely (using trial division). Repeat this for different b's until a sufficient number of relations have been collected. This approach can be distributed over many processors by assigning different ranges of b's to different processors; it was used in [31] and is called classical or line-by-line sieving. Since smaller b's are better than larger ones the pool of 'good' inputs (the b's) eventually dries out, a problem that does not exist in QS.
As shown in [45] the following is more efficient. Fix some reasonable large q that can in principle occur in the factorization of, say, N 2 (a, b) . Again use a sieve to locate pairs a, b for which N 1 (a, b) is smooth and N 2 (a, b) factors using only primes < q from the second factor base, but restrict the search to pairs a, b for which N 2 (a, b) is divisible by q. Repeat this for different q's until a sufficient number of relations have been collected-actually this step should be carried out for all pairs q, r q where r q ranges over all roots of f 2 modulo q, a detail that we will not elaborate upon. Because of the restriction on the pairs a, b, fewer pairs have to be considered per q, namely only those pairs that belong to a sublattice L q of determinant q of the (a, b)-plane. For this reason Pollard called this way of sieving lattice sieving.
For general q, lattice sieving makes it possible and necessary to use sieving by vectors, another term introduced by Pollard. This is a way of quickly identifying, for each p, the proper sieve locations in a plane instead of on a line. Just as the 1-dimensional lineby-line sieve makes use, for each p, of the shortest 1-dimensional vector ( p), sieving by vectors makes use, for each p, of two 2-dimensional vectors that form a reduced basis for the appropriate sublattice of determinant p of L q . Again, the phrase 'for each p' is oversimplified and should read 'for each p, r p pair', where r p is a root of f j modulo p (with p < q if j = 2).
Sieving by vectors is possible because a substantial part of L q can be made to fit in memory. It is necessary because this entire process has to be repeated for many q's. The latter implies that we cannot afford the time to look at all b-lines for all relevant p for all these q's, i.e., that line-by-line sieving in each L q is too slow. 6 The details of sieving by vectors are rather messy (though not as bad as some of the rest of NFS) and can be found in [23] ; see also [5] . Different q's may lead to duplicate a, b pairs, in particular when large primes are used. This implies that duplicates have to be removed from the resulting relations, even in an implementation where it can be guaranteed that each relevant q is processed only once.
Distributed factoring using NFS. Although the sieving step of NFS is entirely different from that of QS, it can be distributed over a network in almost the same way-except for the way the inputs are handled. In the sieving step of QS it takes the average workstation a considerable amount of time, say a few weeks, to exhaust a single input. Furthermore, for each number to be factored, there are millions of good inputs that are all more or less equally productive, and that lead to distinct relations.
The first distributed NFS implementation (cf. [31] ) was based on the approach of [32] and on classical sieving. It assigns disjoint ranges of b's to different processors. A single b can be processed in a matter of minutes on a workstation, so each processor needs a range of at least a few thousand b's to stay busy for a week. Larger b's are less productive than smaller ones, with b's on the order of a few million becoming almost worthless. This implies that only a fairly limited number of ranges can be distributed, and that a range should be redistributed when its results are not received within a reasonable amount of time. This leads to even more duplicated results than we have to deal with in QS, but duplicates can again easily be removed by keeping the relations sorted.
A more recent distributed NFS implementation (cf. [13] ) is based on use of the World Wide Web and on lattice sieving. Because processing a single q takes at most a few minutes, disjoint ranges of q's are assigned to different processors, just as the b's were distributed in classical sieving. The size of the range assigned to each contributor depends on the resources available to that contributor: the types of processors and the amount of available memory and computing time per processor. An advantage compared to classical sieving is that the pool of 'good' q's is relatively large (cf. [5, 13] ), so that lattice sieving tasks can be distributed quite liberally. Nevertheless, some q's are 'better' than others. It is therefore still a good idea to keep track of the dates the q's have been distributed, and to redistribute q's whose results are not received within a reasonable amount of time. Note that there are now three reasons why duplicates may be found: because they are intrinsic to lattice sieving with large primes, because any q might be processed more than once, and because relations from any q may be received or submitted more than once.
In [13] we describe the convenient Web-interface that takes care of most of the interactions with the contributors. Compared to the approach from [32] this interface makes it much easier to contribute to future distributed factoring efforts: a few mouse clicks is all that is needed. It should therefore not be difficult to perform the sieving step for numbers that are considerable larger than the one reported in [13] . Once the sieving step is complete, a non-trivial amount of computing has to be carried out at a location where enough computing power is available. With the current state of technology, this may take considerably more (real) time than the sieving step.
Some illustrative NFS data. In Table 2 we present some data for the general NFSfactorizations of a 116-digit and a 119-digit number (both from [18] ), and of a 130-digit number (from [13] ). For all three numbers we used two polynomials, with degree( f 1 ) = 1 and degree( f 2 ) = 5. The 116-digit number was the first number sieved using the implementation described in [23] , with very conservative (and suboptimal) choices for the factor base sizes. The same implementation was later used for the sieving of the 119-digit number, with a much better choice for the factor base sizes. For the 130-digit number, the implementation of [23] was extended to allow more liberal use of the large primes that define the lattices (the q's), as described in [13] .
The 'partials' refer to the relations with one or more large primes: in the implementations used relations can in principle have almost any number of large primes, though the majority has at most 5.
For the matrix step a variety of different algorithms and implementations was used, as shown in the table; 'Gauss' refers to structured Gaussian elimination (cf. [28, 48] ), and 'Lanczos' refers to P. L. Montgomery's blocked Lanczos method (cf. [12, 41] ). Note that for the two applications of 'Lanczos' the matrix is much larger than simply the sum of the factor base sizes. This is due to the use of large primes and the fact that they are only partially removed from the matrix during the cycle construction in an attempt to minimize the run time for Lanczos; for details see [18, 13] . For the 116-digit number all large primes were removed. All squareroot computations were carried out at the Centrum voor Wiskunde en Informatica (CWI) in Amsterdam, using P. L. Montgomery's implementation of his own method (cf. [40] ). The squareroot timings in the table give the time per dependency. Table 2 .
