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1. INT~x~DUCTI~N 
Let z be a complex variable and consider the nonhomogeneous scalar differen- 
tial equation 
.+‘(4 + WY(4 = 44, (1.1) 
where b and u are functions analytic in the open unit disc and continuous on the 
closed unit disc, and y is analytic in the open disc and continuously differentiable 
once on the closed disc. Grimm and Hall [4] have found necessary and sufficient 
conditions for (1.1) to have a solution y with the above properties, but the actual 
application of this result is very difficult unless the function b is no worse than a 
first degree polynomial. The difficulty is encountered when we attempt to 
describe the cokernel of the operator defined in (1.1). 
In this paper we shall show that the cokernel of the operator in (1.1) consists 
of functions which belong to the Hardy space H2 (see [7]), and we shall also 
present a method for calculating those functions. Our main tool will be a form 
of the Cesari-Hale [3, 51 alternative method, namely, the alternative problem 
technique described by Hale [5]. A simpler version of the same method was used 
by Harris, Sibuya, and Weinberg [6] in work concerning linear differential 
equations in the complex field. For results concerning perturbation problems we 
refer to Cesari [2] and Bartle [l]. 
2. DEFINITIONS AND NOTATION 
In this section we shall define the operator alluded to above. Denote the open 
unit disc, the closed unit disc, and the unit circle by D, D, and C, respectively. 
Let p be a nonnegative integer and define the Banach space A, as the class of 
functions z, analytic in D and p times continuously differentiable on B with 
norm given by 
11 w IJD = sup{1 zJ(i)(.z)I: i = 0 ,...) p, 2 E C}. 
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Hence the operator L: A, + A, defined by 
LY(4 = SY’(4 + 04 y(z), (2.1) 
b E A, , is the operator in (1,l). 
In order to discuss the cokernel of L we need a representation of the space A,*, 
the space conjugate to A,. Iff(z) = Cm_ f k ,, *zlC and g(z) = CzSOg# are func- 
tions analytic in D the Hadamard product off and g, denoted by B( f, g; z), is 
given by 
B(f) g; z) = f h&v”. 
k=O 
Taylor [8] has shown that A,* is isometrically isomorphic to the space consisting 
of functionsf which are analytic in D and for which lim,,,- B(u, f, Y) exists, with 
norm 
The space Hz, which is a Hilbert space, is closely related to the spaces defined 
above. In fact, A, C H2 C AO* where “C” denotes set inclusion, and, if f and g 
belong to H2, lim,,,- B(f, g; Y) = (f, J> where &z) = Cr’,, &z” and (., .) 
denotes the inner product in H2. In the remainder of this paper /( . I/ will denote 
the H2 norm. Finally, we define the unit shift operator u: H2 -+ Hz by 
uf = zf. 
3. THE COKERNEL OF L 
In [4] it was proved that L is a Fredholm (Noetherian) operator with index 1. 
We remark that the index of an operator L, as defined in [4], is given by ind(L) = 
dim(coker L) - dim(kerL), which gives a value which is the negative of the 
usual value. If b, # 0 in the power series expansion of b(z), then dim(ker L) = 0 
and hence dim(coker L) = 1. 
The solvability condition for (I. 1) is as follows. 
THEOREM 3.1. The equation Ly = u has a solution in A, if and only ;f 
lim B(u,f; r) = 0 (3.1) 
T-l- 
for allf E A,* such that 
lim B(Ly, f; Y) = 0 (3.2) 
r-1- 
for ally E A, . 
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Equation (3.2) is equivalent to requiring that f belong to the cokernel of L, 
and, if b, # 0, which we will assume from here on, there is only one such 
linearly independent f. 
Since f is analytic in D we can write it as a power series, f(z) = EE,, fk.zk. 
Equation (3.2) is then equivalent to the system 
c blcfk+l = -fi 
k=O (3.3) 
Now consider the following linear operators on Ao*, which we shall define by 
means of infinite matrices. 
U = superdiag(0, - 1, -2, -3 ,... >. 
The system (3.3) can now be written as 
Uf = Wf. (3.4) 
Define the projections P and Q on A,* by 
and 
P = diag(1, 1, 0, 0,O ,... } 
Q = diag{O, 1, 1, I,... }, 
respectively. Then, as in [4], there exists an operator M on A,* with UM = Q 
and MU = I - P, such that (3.4) is equivalent to the system 
(4 f = Pf + MQWf 
(b) (I - Q) Wf = 0. (3.5) 
The operator M is given by 
M = subdiag(0, --I, -Q , -3 ,... }. 
Note that P and Q are projections onto the kernel of U and the range of U, 
respectively. 
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We shall next further decompose Eq. (3.5a). For N a positive integer, define 
the projection PN on A,* by the infinite matrix 
PN = diag{l, I,..., 1, 0 ,... ] (N + 1 ones). 
Let PNf = g and (I - PN)f = h. Then (3.5) is equivalent to 
(4 h = (I - PN) MQWg + 4, 
(b) (I - f’)g = P,MQW(g + 4 (3.6) 
(4 (I - Q) W(g + h) = 0. 
The operator MQ W is represented by the infinite matrix 
-0 0 0 0 ... 
0 0 0 0 ... 
0 -b, -b, -b, ... 
MQW = 
I 
0 0 -i$b, --gb, ..’ 
0 0 0 -&b,, ... 
. . 
. . 
. . . 
and the operator (I - PN) MQ W will be given by the same matrix with the first 
N + I rows all zero. Hence, if we consider (I - PN) MQ W as an operator on Hz 
instead of AO*, we have 
(I - PN) MQW = & j&j ++lb, j) 9. 
Our main theorem is as follows. 
THEOREM 3.2. Let L be the operator defined by (2.1). Iff E A,,* belongs to the 
cokernel of L, then f also belongs to H2. 
Proof. To prove the theorem we shall show that every analytic solution of 
(3.6) belongs to H2 if N is sufficiently large. Consider (I - P,.,,) MQW as an 
operator on H2. Then 
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Hence, for N sufficiently large, \I(1 - PN) MQW I/ < 1, and we can solve (3.6a) 
in Hz for h in terms of g: 
h = {[I - (I - PN) MQW-j?(I - P,v) MQW}g. 
Equation (3.6b) can now be written as 
(I - P)g = P,MQW f [(I - PN) MQW-J” 
! 
(3.7) 
k=O 
We shall now describe the operator on the right-hand side of (3.7). For K 2 1 
the matrix representation of [(I - PN) MQWjk will have the first N + 1 rows 
and the first N columns all zero. Also, P,MQW has every row except the third 
through the (N + 1)st all zero. Therefore, since g is an Nth degree polynomial, 
we need only describe the third through the (N + 1)st elements in the (N + 1)st 
column of P,MQW[(I - P,,,) MQWjk, K >, 1. Let (N + i, N + 1)” denote the 
element in the (N + i)th row and (N + l)st column of [(I - PN) MQWlk, 
K>, l,and2<i<K+ l.Then 
(a) (N + 2, N + 1)” = - h r b,(N + j + 1, N + l)“-l‘ 
j=l 
and (3.8) 
(b) (N + i, N + 1)” = - N+2 k-$i b&V + i +j - 1, N + l)“-l, 
3-O 
3<i<k+1. 
Equation (3.7) is then equivalent to the following system of N - 1 equations 
in the N unknowns g, ,..., gN . 
[ 
m k-l 
g,+<ht)+ c c b,+j(N+j+2,N+l)" g,=O 
k=l j=,, 1 
(3.9) 
g, + (fl-‘h 1) N-  f y&dN+;+:)N+ l)xlg, = o. 
k=l i=O 
System (3.9) can be solved forg,-, ,..., g, in terms ofg, since b, # 0. 
It remains to solve (3.6~). If we recall that f = g + h, (3.6~) is easily seen to 
be equivalent to (b, J’> = 0. No restriction has yet been placed on fo( f. = go), 
and so (3.6~) is satisfied if we require that 
(3.10) 
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where the gJc and h, are determined from (3.6a) and (3.6b). This completes the 
proof. 
Under certain restrictions on 6, Theorem 3.2 can be proved without intro- 
ducing the projection P,,, . In these cases (3.5) can be solved directly by using the 
operator MQW in place of (I - PN) MQW to solve (3Sa). (Note that (3Sb) and 
(3.6~) are identical.) We give these results as corollaries. 
COROLLARY 3.3. If/l b 11 < (6)l12/7r, then MQ W is a contraction on H2. 
Proof. Let f E H2. Then since (I - Pl) MQW = MQW, we have, as in the 
proof of Theorem 3.2, 
IIMQWI" +$+~l1211fl12 
= g II b II2 llf 112* 
Therefore /I MQW 11 < 1 if jl b 11 < (6)‘12/7r. 
COROLLARY 3.4. If b is a polynomial and 11 b II < 1, then MQW is a contraction 
on H2. 
Proof. Let the degree of b be M. Then for f E H2, 
(3.11) 
G f IhI Ifkl” 
TL=O k=O 
= II b II2 llf l12. 
(3.12) 
Observe that if equality holds in (3.11) then strict inequality must hold in (3.12). 
Therefore, if /I b 11 < 1 then /I MQW 11 < 1. 
4. AN EXAMPLE 
Let b(z) = 1 in (3.1). Then Corollary 3.4 applies. In this case the matrix MQW 
is given by 
MQW = subdiag{O, -1, -3, -5 ,... }, 
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and (MQW)k has all zeros in the first column and all zeros in the second column 
except for (-l)k/k! in the (k + 2,2) position, K 3 1. Hence, if we denote Pf 
in (3Sa) by 4, where $(z) = & + &z, we have 
For convenience set d1 = 1, and obtain &, = 0 from (3.10). Therefore 
* (-I)“-1 
f(4 = ,c, (k _ I>! zk = ZP 
beIongs to the cokernel of L, and so by Theorem 3.1 the nonhomogeneous 
equation Ly = u has a solution in A, if and only if (u, j) = 0 or, equivalently, 
m (-I)"-1 
g1 (k - I)! uk = O- 
(4-l) 
Remark. This example has been given previously by Turrittin [9] and 
Grimm and Hall [4]. However, the solvability condition (4.1) was obtained by a 
different method in each case. 
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