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Abstract
The author’s work with Murnaghan on distinguished tame super-
cuspidal representations is re-examined using a simplified treatment
of Jiu-Kang Yu’s construction of tame supercuspidal representations
of p-adic reductive groups. This leads to a unification of aspects of
the theories of distinguished cuspidal representations over p-adic and
finite fields.
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1 Introduction
This paper establishes a close connection between the theories of dis-
tinguished representations over p-adic fields and finite fields by proving
a uniform formula (Theorem 2.0.1) that was previously stated without
proof in [Hak17].
In [Hak17], we presented a new construction of supercuspidal rep-
resentations for p-adic reductive groups. This construction was built
on the same foundation as Yu’s construction [Yu01], but supercus-
pidal representations were directly associated to representations of
compact-mod-center subgroups, rather than generic, cuspidal G-data.
From a technical point of view, the new construction simplifies Yu’s
construction [Yu01] largely because it avoids the use of (noncanoni-
cal) Howe factorizations. (See [HM08, §4.3] for the relevant notion of
“factorization.”) But perhaps the true test of the construction is how
amenable it is to applications. This paper provides the first applica-
tion of the formula and hence the first basis for comparison with other
approaches.
The application considered in §3 is a re-examination of the the-
ory of distinguished tame supercuspidal representations developed (in
[HM08]) by the author and Murnaghan and we prove stronger versions
of the main results with considerably less effort.
On the surface, §3 appears to provide a dramatically shorter treat-
ment of the material from [HM08], however, part of this reduction is
illusory since substantial portions of [HM08] are quoted in our proofs.
So it is important to acknowledge and emphasize the large influence
of Fiona Murnaghan’s ideas on the present paper.
In §4, our main p-adic results are shown to have obvious analogues
that are valid in the context of cuspidal Deligne-Lusztig representa-
tions over finite fields. The results we develop in the finite field case
are compatible with results of Lusztig [Lus90].
To get the p-adic and finite field theories to mesh, we articulate
Lusztig’s results in a new way. In particular, we relate the character
η′θ occurring in [HM08] to a character εT,θ occurring in [Lus90]. Both
characters involve determinants of adjoint actions of groups on Lie
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algebras over finite fields. In the finite field case, ε
T,θ
is computed in
Proposition 4.3.2. We hope to study the p-adic case in a subsequent
paper.
2 Statement of the main theorem
In order not to recapitulate large amounts of notations and definitions,
we follow the conventions of [Hak17]. Practically speaking, the reader
is therefore required to have a copy of [Hak17] readily accessible while
reading this paper.
We consider two cases that we refer to as “the p-adic case” and
“the finite field case.” In the p-adic case, F is a finite extension of
Qp with p odd. In the finite field case, F = Fq where q is a power
of an odd prime p. Let G be a connected, reductive F -group and let
G = G(F ).
Let us selectively recall some of our inherited notations from [Hak17]
in the p-adic case:
• H is an F -subgroup of G that is a Levi subgroup of G over some
tamely ramified finite extension of F , and the quotient ZH/ZG
of the centers is F -anisotropic.
• x is a vertex in the reduced building Bred(H, F ).
• H = H(F ).
• Hx is the stabilizer of x in H. The corresponding (maximal)
parahoric subgroup is Hx,0 and its prounipotent radical is Hx,0+.
• Hsc is the universal cover of the derived group Hder.
• H♭der,x,0+ is the image of Hsc,x,0+ in Hder.
Recall also that a smooth, irreducible, complex representation
(ρ, Vρ) of Hx is permissible (as in Definition 2.1.1 [Hak17]) if:
• ρ induces an irreducible (and hence supercuspidal) representa-
tion of H,
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• the restriction of ρ to Hx,0+ is a multiple of some character φ of
Hx,0+,
• φ is trivial on H♭der,x,0+,
• the dual cosets (φ|Zi,i+1ri )
∗ (defined in §2.7 [Hak17]) contain ele-
ments that satisfy Yu’s condition GE2 (stated in §3.6 [Hak17]).
In the p-adic case, we take L = Hx. In the finite field case, L is the
group T = T(F ) of F -rational points an F -elliptic maximal F -torus
T of G.
In the p-adic case, ρ will be a permissible representation of L = Hx.
In the finite field case, ρ is a character in general position of L = T .
Let π(ρ) be the irreducible supercuspidal or cuspidal Deligne-Lusz-
tig representation of G associated to ρ.
Let I be the set of F -automorphisms of G of order two, and let
G act on I by
g · θ = Int(g) ◦ θ ◦ Int(g)−1 = Int(gθ(g)−1) ◦ θ,
where Int(g) is conjugation by g. Fix a G-orbit Θ in I .
Given θ ∈ Θ, let Gθ be the stabilizer of θ in G. Let G
θ be the
group of fixed points of θ in G. Let Lθ = Gθ ∩ L. When ϑ is an
L-orbit in Θ, let
mL(ϑ) = [Gθ : G
θLθ],
for some, hence all, θ ∈ ϑ.
Let 〈Θ, ρ〉G denote the dimension of the space HomGθ(π(ρ), 1) of
C-linear forms on the space of π(ρ) that are invariant under the action
of Gθ for some, hence all, θ ∈ Θ.
For each θ such that θ(L) = L, we define a character
ε
L,θ
: Lθ → {±1}
as follows.
In the finite field case,
ε
L,θ
(h) = det
(
Ad(h)|gθ
)
.
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We show in Proposition 4.3.2 that this is the same as Lusztig’s char-
acter ε (defined in [Lus90, page 60]), and we also prove a formula
ε
L,θ
(h) =
∏
a∈Gal(F/F )\Φ(ZG((Tθ)◦),T)
a(h).
These notations are fully explained below, but, roughly, we are saying
that ε
L,θ
(h) is (−1)s, where s is the number of Galois orbits of roots
a in Φ(ZG((T
θ)◦),T) such that a(h) = −1.
In the p-adic case,
ε
L,θ
(h) =
d−1∏
i=0
(
detf(Ad(h) |W
+
i )
PF
)
2
,
with the following notations.
First, we let
W+i =
(( ⊕
a∈Φi+1−Φi
ga
)Gal(F/F ))θ
x,si:si+
,
viewed as a vector space over the residue field f of F , where ga is
the root space attached to the root a. So W+i may be viewed as the
space of θ-fixed points in the Lie algebra of Wi = J
i+1/J i+1+ . (Here,
“the Lie algebra of Wi” really means the image of Wi under a suitable
Moy-Prasad isomorphism.)
Next, for u ∈ f×, we let (u/PF )2 denote the quadratic residue
symbol. This is related to the ordinary Legendre symbol by
(
u
PF
)
2
=
(
Nf/Fp(u)
p
)
= (Nf/Fp(u))
(p−1)/2 = u(qF−1)/2.
This is the same as the character η′θ defined in [HM08, §5.6], but
we have expressed it on the Lie algebra.
When ϑ is an L-orbit in Θ, we write ϑ ∼ ρ if θ(L) = L and if
the space HomLθ (ρ, εL,θ ) is nonzero for some, hence all, θ ∈ ϑ. When
ϑ ∼ ρ, we define
〈ϑ, ρ〉L = dimHomLθ(ρ, εL,θ ),
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where θ is any element of ϑ. (The choice of θ does not matter.)
We can now state our main theorem:
Theorem 2.0.1. 〈Θ, ρ〉G =
∑
ϑ∼ρmL(ϑ) 〈ϑ, ρ〉L.
In the finite field case, this is contained in Proposition 4.5.2 and it
is further refined in Theorem 4.5.3. In the p-adic case, it is contained
in Proposition 3.2.6.
Note that in the special case in which
• G is a product G1 ×G1,
• O contains the involution θ(x, y) = (y, x),
• ρ has the form ρ1 × ρ˜2, where ρ˜2 is the contragredient of ρ2,
we have
〈Θ, ρ〉G = dimHomG(π(ρ1), π(ρ2)).
In the finite field case, this is equivalent to the Deligne-Lusztig inner
product formula [DL76, Theorem 6.8]. See [Lus90, page 58], for more
details.
3 p-adic representation theory
3.1 θ-symmetry
The present paper should be viewed as a sequel to [Hak17] and for the
p-adic theory we use precisely the same notations, terminology, and
conventions. As in [Hak17], we fix all of the following objects:
• F : a finite extension of Qp, with p 6= 2,
• G : a connected reductive F -group,
• H : an F -subgroup of G that is a Levi subgroup over some
tamely ramified finite extension of F such that the quotient
ZH/ZG of the centers is F -anisotropic,
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• x : a vertex in the reduced building Bred(H, F ),
• (ρ, Vρ) : a permissible representation of Hx,
• (π, Vπ) : a supercuspidal representation of G = G(F ) in the
isomorphism class associated to ρ.
We refer to F -automorphisms of G of order two as involutions of
G, and we let G act on its set of involutions by
g · θ = Int(g) ◦ θ ◦ Int(g)−1.
For the rest of this chapter, we assume we have fixed a G-orbit Θ of
involutions of G.
We define
〈Θ, ρ〉G = dimHomGθ(π, 1),
where θ is any element of Θ and Gθ is the group of fixed points of θ
in G. The fact that this definition is independent of the choice of θ is
a consequence of the fact that we have a bijection
HomGθ(π, 1)
≃
// HomGg·θ(π, 1)
λ ✤ //
(
v 7→ λ(π(g)−1v)
)
,
for each g ∈ G.
It is elementary to show that
〈Θ, ρ〉G =
∑
O∈ΘK
mK(O) 〈O, ρ〉K ,
where:
• ΘK is the set of K-orbits in Θ,
• mK(O) = [Gθ : G
θKθ], where θ is any element of O, Gθ is the
stabilizer of θ in G, and Kθ = K ∩Gθ,
• 〈O, ρ〉K = dimHomKθ(κ, 1), for any θ ∈ O, and K
θ = K ∩Gθ.
We refer to [HL12, §3.1] for an explanation of the details, including
the facts that the definitions of mK(O) and 〈O, ρ〉K do not depend on
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the choice of θ in O. We also note that mK(O) is a power of two that
is bounded as indicated in [HL12, §3.1.2].
Recall from [Hak17, §2.4] that we have a tamely ramified twisted
Levi sequence ~G = (G0, . . . ,Gd) associated to ρ.
The purpose of this section is to prove:
Proposition 3.1.1. Suppose O is a K-orbit of involutions of G such
that 〈O, ρ〉K is nonzero. Then:
(1) There exists θ ∈ O such that θ(~G) = ~G.
(2) Such an involution θ must fix x.
(3) The character φˆ (defined in §3.9 [Hak17]) must be trivial on Kθ+,
and hence φ must be trivial on Hθx,0+.
(4) For each i ∈ {0, . . . , d − 1}, there must exist an element X∗i in
the dual coset (φ|Zi,i+1ri )
∗ such that θ(X∗i ) = −X
∗
i .
(5) Up to scalar multiples, there exists a canonical isomorphism
HomKθ(κ, 1)
∼= HomHθx(ρ, εHx,θ).
The latter isomorphism is defined below and it still exists if we
replace the hypothesis 〈O, ρ〉K 6= 0 with the weaker hypotheses
that φˆ|Kθ+ = 1 and θ(~G) = ~G.
(6) 〈O, ρ〉K = dimHomHθx(ρ, εHx,θ).
For the rest of this section, we state and prove a sequence of lemmas
that collectively encompass Proposition 3.1.1.
The first lemma is an analogue of Lemma 5.15 [HM08], but the
proof is much simpler.
Lemma 3.1.2. If O is a K-orbit of involutions of G and φˆ|Kθ+ = 1
for all θ ∈ O then there exists θ ∈ O such that θ(~G) = ~G.
Proof. There is nothing to prove if d = 0, so we assume d > 0.
Starting with an arbitrary element θd of O, we recursively con-
struct a sequence θd, . . . , θ0 of elements of O such that θi(G
j) = Gj
whenever i ≤ j ≤ d.
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Assume θi+1 has already been constructed. Since φˆ|K
θi+1
+ = 1, we
deduce that φˆ is trivial on Gi+1der ∩ J
i+1
+ ∩ G
θi+1 . But on the latter
subgroup, and in fact on Gi+1der ∩ J
i+1
+ , the character φˆ is represented
by each element X∗i of the dual coset (φ|Z
i,i+1
ri )
∗ (defined in [Hak17,
§2.7]). (See Lemma 3.9.1(5) [Hak17].)
Therefore, for a given X∗i ,
1 = φˆ(exp(X + gi+1x,ri+)) = ψ(X
∗
i (X)),
for all X ∈ gi+1der ∩ J
i+1
+ ∩ g
θi+1 . Here, “exp” refers to the isomorphism
exp : Ji+1+ /g
i+1
x,ri+ → J
i+1
+ /G
i+1
x,ri+
as in [Yu01, Corollary 2.4]. (See also [Hak17, §3.1].) We are using the
abbreviation θi+1 for dθi+1.
It follows that X∗i ∈ (g
i+1
der ∩ J
i+1
+ ∩ g
θi+1)•, where, as in the proof
of Lemma 5.15 [HM08], we let
s• = {Y ∗ ∈ gi+1,∗ : Y ∗(s) ⊂ PF},
when s is a subset of gi+1.
We have
(gi+1der ∩ J
i+1
+ ∩ g
θi+1)• = gi+1,•der + J
i+1,•
+ + g
θi+1,•,
with
◦ gi+1,•der = z
i+1,∗,
◦ Ji+1,•+ = (g
i,∗, gi+1,∗)x,((−ri)+,−si),
◦ gθi+1,• = {Y ∗ ∈ gi+1,∗ : θi+1(Y
∗) = −Y ∗}.
Therefore, we can choose Y ∗ ∈ Ji+1,• and Z∗ ∈ zi+1,∗ such that X∗i +
Y ∗ + Z∗ ∈ gθi+1,•. Since X∗i + Z
∗ is Gi+1-generic and since Gi+1x,si =
J i+1Gix,si , we deduce from Lemma 8.6 [HM08] that
X∗i + Z
∗ + Ji+1,•+ = Ad
∗(J i+1)(X∗i + Z
∗ + gi,∗x,(−ri)+).
Therefore, we can choose k ∈ J i+1 and U∗ ∈ gi,∗x,(−ri)+ such that
X∗i + Y
∗ + Z∗ = Ad∗(k)(X∗i + Z
∗ + U∗).
9
We take θi = k
−1 · θi+1 and observe that
θi(X
∗
i + Z
∗ + U∗) = −(X∗i + Z
∗ + U∗).
Lemma 5.17 [HM08] implies that θi(G
i) = Gi. In addition, θi(G
j) =
Gj for i < j ≤ d.
This completes the recursion, and taking θ = θ0 completes the
proof.
Lemma 3.1.3. If φˆ|Kθ+ = 1, θ(~G) = ~G, and i ∈ {0, . . . , d − 1} then
the dual coset (φ|Zi,i+1ri )
∗ contains elements X∗i ∈ z
i,i+1,∗
−ri such that
θ(X∗i ) = −X
∗
i .
Proof. Choose an arbitrary element U∗i in the dual coset. It suffices
to show that U∗i represents the same character of z
i,i+1
ri as the element
X∗i =
U∗i − θ(U
∗
i )
2
.
We first observe that for each Y ∈ zi,i+1ri the associated element
(Y + θ(Y ))/2 lies in the space (zi,i+1ri )
θ of θ-fixed elements of zi,i+1ri .
Hence exp
(
Y+θ(Y )
2 + z
i,i+1
ri+
)
lies in (Zi,i+1ri:ri+)
θ or, equivalently, the im-
age of (Zi,i+1ri )
θ in Zi,i+1ri:ri+.
Thus
ψ
(
U∗i
(
Y + θ(Y )
2
))
= φ
(
exp
(
Y + θ(Y )
2
+ zi,i+1ri+
))
= 1
and therefore
ψ
(
U∗i
(
Y
2
))
= ψ
(
U∗i
(
θ(Y )
2
))−1
= ψ
(
θ(U∗i )
(
Y
2
))−1
.
Hence
ψ
(
U∗i + θ(U
∗
i )
2
(Y )
)
= 1.
Our claim follows.
We now adapt a result from [HM08] whose proof is rather involved.
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Lemma 3.1.4. If φˆ|Kθ+ = 1, θ(~G) = ~G, and i ∈ {0, . . . , d − 1} then
the spaces HomW+i ×1
(τi, 1) and V
τi(W
+
i ×1)
i have dimension one, where
W+i = J
i+1,θJ i+1+ /J
i+1
+ .
If
Pi = {s ∈ Si : sW
+
i ⊆W
+
i }
and εi is the unique character of Pi of order two then
HomW+i ×1
(τi, 1) ⊆ HomKi,θ(ωi, εi).
Proof. Our assertions follow directly from Proposition 4.2 [HM08]
where we replace (G′,G, φ|G′y,r) by (G
i,Gi+1, ζi|G
i
x,ri). It should be
noted that in [HM08] one assumes that one has a quasicharacter of G′
that is G-generic of (positive) depth r. However, a line-by-line analysis
of the proof of Proposition 4.2 [HM08] reveals that the proof only uses
the restriction of the latter quasicharacter to G′y,r and, moreover, there
is no need to require that this restriction extends to a quasicharacter
of G′.
Lemma 3.1.5. If φˆ|Kθ+ = 1, θ(
~G) = ~G, and i ∈ {0, . . . , d− 1} then
V κ(J
i+1,θ) = Vρ ⊗ V0 ⊗ · · · ⊗ Vi−1 ⊗ V
τi(W
+
i ×1)
i ⊗ Vi+1 ⊗ · · · ⊗ Vd−1.
Proof. The representation κ can be constructed as in §3.11 [Hak17].
The construction requires the choice of a special homomorphism νi
(in the sense of Definition 3.8.1 [Hak17]) and a character χi of J
i+1
(as described in §3.11 [Hak17]). These choices (within the restrictions
of [Hak17]) do not affect the isomorphism class of κ, so we will make
choices that are most convenient for our present purposes.
In particular, we choose νi so that it is associated to Yu’s special
isomorphism ν•i (see Definition 3.15 [HM08]) in the sense that the
following diagram commutes:
J i+1
νi
//

Hi =Wi ⊠ µp
Id×ζi

J i+1/ ker ζi
ν•i
//Wi ⊠ (J
i+1
+ / ker ζi).
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(The ⊠ notation is explained in §2.3 [HM08].) With this choice of νi,
Proposition 4.2 [HM08] implies νi(J
i+1,θ) =W+i × 1.
The character χi is chosen as follows. As in [Hak17], define
J i+1♭ = G
i+1
der ∩ J
i+1, J i+1♭,+ = G
i+1
der ∩ J
i+1
+ .
Then J i+1/(J i+1,θJ i+1♭ ) is a compact abelian group and we may view
ζ−1i (φˆ|J
i+1
+ ) as a character of the subgroup J
i+1
+ /(J
i+1,θ
+ J
i+1
♭,+ ). (Here,
we are using Lemma 3.1.3.) We take χi to be a character of the
compact abelian group
J i+1/(J i+1,θJ i+1♭ )
that extends the character ζ−1i (φˆ|J
i+1
+ ) of the subgroup
J i+1+ /(J
i+1,θ
+ J
i+1
♭,+ ).
With these choices, if j ∈ J i+1,θ then
κ(j) = 1ρ ⊗ 10 ⊗ · · · 1i−1 ⊗ τi(νi(j)) ⊗ 1i+1 ⊗ · · · ⊗ 1d−1,
according to the construction in §3.11 [Hak17]. This implies that our
assertion holds.
We are interested in studying the space HomKθ(κ, 1). As a prelim-
inary step, we study the space HomJ1,θ···Jd,θ(κ, 1) of linear forms on V
that are fixed by the restriction of κ to each of the spaces J1,θ, . . . , Jd,θ,
and its subspace HomHθxJ1,θ···Jd,θ(κ, 1) of H
θ
x-fixed linear forms.
We observe now that the character ε
Hx,θ
defined in §2 may also be
expressed as
ε
Hx,θ
=
d−1∏
i=0
(
εi
∣∣Hθx)
of Hθx, and we note that ε
2
Hx,θ
= 1.
Lemma 3.1.6. Suppose φˆ|Kθ+ = 1 and θ(
~G) = ~G, and for each
i ∈ {0, . . . , d − 1} choose a nonzero element v◦i in the 1-dimensional
space V
τi(W
+
i ×1)
i . Then
λ 7→
(
vρ 7→ λ(vρ ⊗ v
◦
0 ⊗ · · · ⊗ v
◦
d−1)
)
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determines a linear isomorphism
HomJ1,θ···Jd,θ(κ, 1)
∼= HomC(Vρ,C)
that is canonical up to scalar multiples. The latter isomorphism re-
stricts to an isomorphism
HomHθxJ1,θ···Jd,θ(κ, 1)
∼= HomHθx(ρ, εHx,θ).
Proof. According to Lemma 3.1.5, we can choose the elements
v◦0, . . . , v
◦
d−1 and this results in an isomorphism
Vρ ∼= V
κ(J1,θ ···Jd,θ) : vρ 7→ vρ ⊗ v
◦
0 ⊗ · · · ⊗ v
◦
d−1.
We also have a projection V → V κ(J
1,θ ···Jd,θ) that on elementary ten-
sors vρ ⊗ v0 ⊗ · · · ⊗ vd−1 replaces each factor vi (other than vρ) with
the average of its τi(W
+
i × 1)-translates. Thus we obtain a projection
V → Vρ. A linear form on V is invariant under J
1,θ · · · Jd,θ precisely
when it factors through this projection V → Vρ.
Our assertion that
HomJ1,θ···Jd,θ(κ, 1)
∼= HomC(Vρ,C)
now follows. The assertion that
HomHθxJ1,θ ···Jd,θ(κ, 1)
∼= HomHθx(ρ, εHx,θ)
follows from Lemma 3.1.4.
Lemma 3.1.7. If φˆ|Kθ+ = 1 and θ(
~G) = ~G then θx = x.
Proof. Our proof is modeled after the proof of Proposition 5.20 [HM08].
Suppose that θx 6= x. Choose z in a facet in Bred(H, F ) that
contains x and θx on its boundary.
Over the residue field f of F , we have a reductive group Hx and a
proper parabolic subgroup P with unipotent radical U, such that
Hx(f) = Hx,0:0+, P(f) = Hz,0/Hx,0+, U(f) = Hz,0+/Hx,0+.
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It is shown in the proof of Proposition 5.20 [HM08] that
Hz,0+ = H
θ
z,0+Hx,0+.
Similarly, replacing H by Hder, we obtain
Hder,z,0+ = H
θ
der,z,0+Hder,x,0+.
Using the first of the latter two decompositions, as well as the fact
that the character φ : Hx,0+ → C
× is trivial on Hθx,0+, we see that we
can inflate φ over Hθz,0+ to obtain a character inf
Hz,0+
Hx,0+
(φ).
We can assume, after passing to a z-extension, that p does not
divide the order of the fundamental group of Hder. This allows us
to apply Lemma 3.2.1 [Hak17] to see that inf
Hz,0+
Hx,0+
(φ) extends to a
quasicharacter χ of H. Here, we use the decomposition Hder,z,0+ =
Hθder,z,0+Hder,x,0+ to observe that inf
Hz,0+
Hx,0+
(φ) is trivial on Hder,z,0+.
But, by Lemma 3.2.1 [Hak17], Hder,z,0+ is identical to [H,H]∩Hz,0+.
Given χ, we let ρ0 = ρ ⊗ (χ|Hx)
−1. Then ρ0 has depth zero and,
according to Corollary 3.3.3, it induces an irreducible (supercuspidal)
representation of H.
The restriction of ρ0 factors to a (possibly reducible) cuspidal rep-
resentation ρ¯0 of Hx(f). Cuspidality implies that
HomHθz,0+
(ρ0, 1) = HomU(f)(ρ¯0, 1) = 0.
But this yields the following contradiction:
HomHθx(ρ, εHx,θ) ⊆ HomHθz,0+
(ρ0, 1) = 0.
Note that we have used the fact that, by construction, χ is trivial on
Hθz,0+. Moreover, we have used the fact that εHx,θ is also trivial on
Hθz,0+. This follows from an argument as in the proof of Proposition
5.20 [HM08].
Corollary 3.1.8. If φˆ|Kθ+ = 1 and θ(
~G) = ~G then
Kθ = HθxJ
1,θ · · · Jd,θ.
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Proof. This result is a variant of Proposition 3.14 [HM08] and it fol-
lows from the results cited in the proof of the latter result and Lemma
3.1.7 above.
Lemma 3.1.9. If O is a K-orbit of involutions of G such that 〈O, ρ〉K
is nonzero then the character φˆ must be trivial on Kθ+, and hence φ
must be trivial on Hθx,0+.
Proof. Our claims follow from the fact that κ|K+ is a multiple of φˆ
(according Theorem 2.8.1(2) [Hak17]) and the fact that, by definition,
φˆ|Hx,0+ = φ.
3.2 From K-orbits of involutions to Hx-orbits
of involutions
Definition 3.2.1. An orbit O ∈ ΘK is relevant if 〈O, ρ〉K is nonzero.
Definition 3.2.2. An involution θ of G is stabilizing if θ(~G) = ~G
and θx = x.
Proposition 3.1.1 implies that every relevant orbit contains a sta-
bilizing involution.
Lemma 3.2.3. If O ∈ ΘK is relevant then Hx acts transitively on
the set of stabilizing involutions in O.
Proof. Fix a stabilizing involution θ in O. Clearly, every element of
the Hx-orbit of θ is stabilizing. Now suppose we are given a stabilizing
involution in O. Then this involution must have the form k·θ, for some
k ∈ K. Then k ·θ must stabilize Hx and thus, according to Proposition
3.7 [HL12], k must lie in Hx. This proves our assertion.
Our next result is an adaptation of Proposition 3.3 [HL12].
Lemma 3.2.4. If θ is a stabilizing involution then
Kθ = Hx,θJ
1,θ · · · Jd,θ,
where Hx,θ = Hx ∩Gθ.
15
Proof. The desired result follows from repeatedly applying Lemma
3.4 [HL12], however, we note that the statement of the latter result is
missing the hypothesis H1θ (A ∩B) = 1 used in the proof.
More precisely, one shows
Kθ = (HxJ
1 · · · Jd−1)θJ
d,θ = · · · = Hx,θJ
1,θ · · · Jd,θ.
To see that the hypotheses of Lemma 3.4 [HL12] are satisfied, we refer
to Proposition 2.12 [HM08] and Lemma 3.12 [HM08].
When θ is a stabilizing involution and ϑ is its Hx-orbit then we
define
mHx(ϑ) = [Gθ : G
θHx,θ],
where Hx,θ = Hx ∩ Gθ. It is easy to see that this definition does not
depend on the choice of θ in ϑ.
Lemma 3.2.5. If θ is a stabilizing involution then
mHx(Hx · θ) = mK(K · θ).
Proof. This follows directly from the definitions and Lemma 3.2.4.
Recall that if θ ∈ Θ has Hx-orbit ϑ then we have defined
〈ϑ, ρ〉Hx = dimHomHθx(ρ, εHx,θ),
and we note that this definition does not depend on the choice of θ
in ϑ. We also write ϑ ∼ ρ when Hx is θ-stable for all θ ∈ ϑ and, in
addition, 〈ϑ, ρ〉Hx is nonzero.
Proposition 3.2.6.
〈Θ, ρ〉G =
∑
ϑ∼ρ
mHx(ϑ) 〈ϑ, ρ〉Hx .
Proof. Recall that
〈Θ, ρ〉G =
∑
O∈ΘK
mK(O) 〈O, ρ〉K .
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Suppose 〈O, ρ〉K is nonzero or, in other words, O is relevant. Then
according to Lemma 3.2.3, O contains a unique Hx-orbit ϑ that con-
sists of all the stabilizing involutions in O. Lemma 3.2.5 implies that
mK(O) = mHx(ϑ) and Proposition 3.1.1(5) implies that 〈O, ρ〉K =
〈ϑ, ρ〉Hx . Proposition 3.1.1 also implies θ(Hx) = Hx and hence ϑ ∼ ρ.
It remains to show that if ϑ is any Hx-orbit in Θ such that ϑ ∼ ρ
then its K-orbit O is relevant. Given such an orbit ϑ, fix θ ∈ ϑ.
Lemma 3.5 [HL12] implies that θ stabilizes H and x. According to
Lemma 3.1.6 and Corollary 3.1.8, it now suffices to show that φˆ|Kθ+ =
1 and θ(~G) = ~G.
One can inductively show that the groups Gd, . . . ,G0 are θ-stable
by using the θ-stability of H and x together with the fact that Gi is
defined to be the (unique) maximal subgroup of G such that:
• Gi is defined over F ,
• Gi contains H,
• Gi is a Levi subgroup of G over E,
• φ|H i−1x,ri = 1.
Finally, we observe that ε
Hx,θ
|Hθx,0+ = 1 since it is a character of
exponent 2 of a pro-p-group with p odd. Therefore, ϑ ∼ ρ implies that
φ|Hθx,0+ = 1. Since θ(
~G) = ~G and θx = x, it is easy to see from the
definition of φˆ that φ|Hθx,0+ = 1 implies φˆ|K
θ
+ = 1.
4 Adapting Lusztig’s finite field the-
ory
The main purpose of this section is to prove Proposition 4.5.2 or, in
other words, the finite field case of Theorem 2.0.1. We also study
Lusztig’s character ε (see [Lus90, page 60]) and interpret it in terms
of determinants of adjoint actions, and then compute it in Proposition
4.3.2.
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4.1 Fq-rank and its parity
Let q be a power of an odd prime p. Fix a connected, reductive
group G defined over Fq, and let rank(G) denote the Fq-rank of G and,
following Lusztig [Lus90, page 60], define
σ(G) = (−1)rank(G).
Fix a maximal torus T in G that is defined over Fq. The prod-
uct σ(G)σ(T) is ubiquitous in the Deligne-Lusztig theory of virtual
characters of G associated to T.
A useful formula for computing this product is
σ(G)σ(T) = (−1)dim(U/(U∩FU)),
where U is the unipotent radical of a Borel subgroup B of G containing
T, and F is the Frobenius automorphism. (See [Lus90, page 60].)
The latter formula is also useful in the form
σ(G) = σ(T)(−1)dim(U/(U∩FU))
as a tool to compute σ(G).
Note that when B (and hence U) is F -stable then T is maximally
split. In this case, the resulting identity σ(G) = σ(T) can also be seen
as a consequence of the fact that the Fq-rank of G is the Fq-rank of
any maximally split torus in G.
4.2 A formula for σ(G) σ(T)
Let Φ = Φ(G,T). Assume we have fixed a Borel subgroup B containing
T and having unipotent radical U. Let Φ+ be the associated system
of positive roots in Φ.
Let Γ = Gal(Fq/Fq) be the absolute Galois group of Fq. Then Γ
is generated by the Frobenius automorphism F (x) = xq. Suppose O
is a Γ-orbit in Φ. If a is any root in O and if d is the order of O then
the elements of O are precisely the elements a, Fa, F 2a, . . . , F d−1a. In
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this situation, Fqd is the (minimal) field of definition of a (and all of
the elements of O).
Let −O = {−a : a ∈ O}. Then −O is also a Γ-orbit in Φ. If
O = −O, we say O is a symmetric orbit. Let (Γ\Φ)sym denote the
set of symmetric orbits.
Proposition 4.2.1.
σ(G)σ(T) = (−1)#(Γ\Φ) = (−1)#(Γ\Φ)sym
Proof. Given a Γ-orbit O, suppose we fix a ∈ O and arrange the
elements a, Fa, . . . , F d−1a as equally spaced points on a circle listed
in clockwise order. Now label each element by + or − according to
whether it is a positive or negative root. Let s(O) be the number of
sign changes from − to + as one goes clockwise around the circle.
Then the formula
σ(G)σ(T) = (−1)dim(U/(U∩FU))
implies that
σ(G)σ(T) =
∏
O∈Γ\Φ
(−1)s(O).
Since s(−O) = s(O) for all O, we have
σ(G)σ(T) =
∏
O∈(Γ\Φ)sym
(−1)s(O),
where (Γ\Φ)sym is the set of symmetric orbits.
Now suppose O is a symmetric orbit and choose a root a ∈ O.
Let c be the minimal positive integer such that F ca = −a. Then the
elements a, Fa, . . . , F c−1a,−a,−Fa, . . . ,−F c−1a are distinct and this
sequence must be identical to the sequence a, Fa, F 2a, . . . , F d−1a. In
particular, we note that d = 2c.
In the simplest case, the roots a, Fa, . . . , F c−1a are all positive
and thus the roots −a,−Fa, . . . ,−F c−1a are all negative. In this
case, s(O) = 1. If d = 2 or 4, given an orbit O, one can always choose
a ∈ O so that the sign pattern is of the latter type.
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Now suppose we have an orbit O of length d ≥ 6. In general,
we will have some configuration s1, . . . , sc,−s1, . . . ,−sc of ± signs.
It is easy to check that if we reverse the sign s2 (and hence −s2)
then s(O) is unchanged. (One only needs to consider s1, s2, s3 and
their negatives and check the eight possible sign configurations, which
essentially amounts to checking the case of d = 6.)
We deduce that, in general, s(O) is odd if O is a symmetric root.
Our assertion now follows.
4.3 A formula for ε
T,θ
Let θ be an Fq-automorphism of order two of G that preserves T. Let
T+ = (T
θ)◦ be the identity component of the fixed points of θ in T.
According to [Ric82, Section 9], T+ is identical to the set of all tθ(t)
with t ∈ T.
So if a ∈ Φ then a|T+ is trivial precisely when θa = −a.
According to [Spr98, Corollary 5.4.7], we have the following rela-
tion between the centralizers of T in G and its Lie algebra:
Lie(ZG(T+)) = ZLie(G)(T+).
In addition, we observe that
ZLie(G)(T+) = Lie(T)⊕
( ⊕
a∈Φ, a|T+=1
ga
)
.
Letting Φθ = Φ(ZG(T+),T), we now have:
Lemma 4.3.1. Given a ∈ Φ then the following are equivalent:
1. a ∈ Φθ,
2. a|T+ = 1,
3. θa = −a.
Lusztig defines ε = ε
T
= ε
T,θ
= ε
T(Fq),θ
by
ε(t) = σ(ZG(T+))σ(ZG(T+) ∩ ZG(t)
◦)
for t ∈ Tθ(f).
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Proposition 4.3.2. For all t ∈ Tθ(Fq),
ε
T,θ
(t) = det(Ad(t)|Lie(G)θ(Fq)) =
∏
a∈Γ\Φθ
a(t).
Proof. Fix t ∈ Tθ(f). Then Proposition 4.2.1 implies that
σ(ZG(T+)) = (−1)
#(Γ\Φθ)
and
σ(ZG(T+) ∩ ZG(t)
◦) = (−1)#((Γ\Φθ)t),
where (Γ\Φθ)t is the set of Γ-orbits of roots a ∈ Φθ such that a(t) = 1.
If we multiply these factors together, then the only orbits that are
not counted twice are the orbits of roots a ∈ Φθ with a(t) 6= 1. Next,
we observe that, since θ(t) = t and θa = −a, we must have a(t) = −1
whenever a(t) 6= 1.
Therefore,
ε
T,θ
(t) = (−1)s,
where s is the number of Γ-orbits of roots a ∈ Φθ such that a(t) = −1.
Since
(−1)s =
∏
a∈Γ\Φθ
a(t),
our claim follows.
4.4 Involutions that do not fix any roots
Let I be the set of Fq-automorphisms of G of order two and let G(Fq)
act on I by
g · θ = Int(g) ◦ θ ◦ Int(g)−1.
Given θ ∈ I and g ∈ G(Fq), then T is (g · θ)-stable precisely when
g−1Tg is θ-stable. Therefore studying the elements of I that stabilize
T is equivalent to studying the G(Fq)-conjugates of T that are θ-stable.
While we prefer to fix T and consider various orbits of elements
of I that stabilize T without choosing any specific involution θ as
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our base point. This differs from [Lus90] and thus some translating
between approaches is required.
Lusztig fixes θ ∈ I and defines an associated set Jθ. According
to [Lus90, §10.1], the set Jθ is identical to the set of θ-stable maximal
tori T′ in G such that θ does not fix any roots in Φ(G,T′).
Let us now fix a maximal Fq-torus T in G and let Φ = Φ(G,T). As
just indicated, T ∈ Jθ means that θ has no fixed points in Φ.
The next result is essentially Lemma 10.5 [Lus90], however, we
provide an alternate proof based on Proposition 4.2.1 and Lemma
4.3.1.
Lemma 4.4.1. If θ ∈ I and T ∈ Jθ then σ(ZG((T
θ)◦)) = σ(G).
Proof. According to Proposition 4.2.1, it suffices to show that the
number of Γ-orbits in Φ− Φθ is even.
Consider a root a ∈ Φ − Φθ. According to Lemma 4.3.1 and the
hypothesis that T ∈ Jθ, the roots a,−a, θa,−θa must be distinct.
We claim that these four roots cannot all lie in a single Γ-orbit.
Suppose, to the contrary, that they do lie in the same orbit. Let Γa
be the stabilizer of a in Γ. Let Fa be the fixed field of Γa in Fq. There
must exist γ ∈ Γ/Γa = Gal(Fa/Fq) such that γa = −a. Clearly, γ has
order two, and hence γ is the unique element of order two in the cyclic
group Gal(Fa/Fq). Similarly, one can argue that γa = θa. Hence, we
deduce θa = −a, which contradicts Lemma 4.3.1.
The latter contradiction implies that the number of Γ-orbits in the
Γ-invariant set generated by a,−a, θa,−θa is even. But since Φ−Φθ is
partitioned into Γ-invariant sets generated by the sets {a,−a, θa,−θa}
associated to a ∈ Φ− Φθ, our claim follows.
4.5 Revising Lusztig’s formula
Our main objective in this section is to establish the finite field case of
Theorem 2.0.1 and show that it is consistent with Lusztig’s results in
[Lus90]. We also show in Theorem 4.5.3 how Theorem 2.0.1 simplifies
over finite fields.
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Lusztig gives a symmetric space generalization of Deligne-Lusztig
virtual characters in [Lus90], and, in Theorem 3.3 [Lus90], he provides
a formula for these generalized virtual characters. A much simpler
formula, [Lus90, 10.6(a)], treats the special case of irreducible cuspidal
representations. It is this simpler formula that we revise.
We remark that Theorem 3.3 [Lus90] has been reformulated and
generalized in [Mur11], [HL12] and [Hak13].
As in the previous sections, we fix a connected, reductive group G
defined over Fq. We also fix a maximal torus T in G that is defined
and elliptic over Fq. Fix a character λ of T(Fp) that is in general
position. Let π = π(λ) be an irreducible, cuspidal representation
in the equivalence class associated by Deligne-Lusztig to (T(Fq), λ).
Then the character of π is
σ(T)σ(G)RλT,
where Rλ
T
is the Deligne-Lusztig virtual character associated to
(T(Fq), λ).
Given a G(Fq)-orbit Θ in I , we define
〈Θ, λ〉G(Fq) = dimHomG(Fq)θ (π, 1),
where θ is an arbitrary element of O. This invariant is identical to the
invariant on the left hand side of Lusztig’s formula 10.6(a) according
to the following standard lemma:
Lemma 4.5.1. Assume (ρ,V ) be an irreducible, complex representa-
tion of a finite group G . If H is a subgroup of G and V H is the space
of H -fixed points in V then
dimHomH (ρ, 1) = dimV
H .
Proof. Let V ∗ be the space of C-linear forms on V and let (ρ˜,V ∗) be
the representation given by
(ρ˜(g)λ)(v) = λ(ρ(g)−1v).
Then ρ˜ is contragredient to ρ.
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The space V has a canonical decomposition V H ⊕ VH , into H -
submodules, where VH is the kernel of the projection V → V
H given
by
v 7→
1
|H |
∑
h∈H
ρ(h)v.
The contragredient has a similar decomposition V ∗ = V ∗H ⊕V ∗H .
A given linear form λ on V H extends uniquely to a linear form on V
that annihilates VH . This yields an embedding of (V
H )∗ in (V ∗)H .
Similarly, (VH )
∗ embeds in (V ∗)H . Counting dimensions, we see that
(V H )∗ = V ∗H and (VH )
∗ = (V ∗)H .
We now have
dimV H = dim(V H )∗ = dim(V ∗)H = dimHomH (ρ, 1).
The next result is the finite field case of Theorem 2.0.1:
Proposition 4.5.2.
〈Θ, λ〉G(Fq) =
∑
ϑ∼λ
mT(Fq)(ϑ) 〈ϑ, λ〉T(Fq).
Proof. The right hand side of Lusztig’s formula 10.6(a) is the cardi-
nality of the double coset space
T(Fq)\ΘT,λ(Fq)/G
θ(Fq),
where θ is any element of Θ and
ΘT,λ(Fq) =
{
g ∈ G(Fq) : (g · θ)(T) = T, λ|T
g·θ(Fq) = εT,g·θ
}
.
Let us now fix such an involution θ.
The set ΘT,λ(Fq) may be partitioned as follows
ΘT,λ(Fq) =
⊔
ϑ∈T(Fq)\Θ
ΘT,λ(Fq)ϑ,
where
ΘT,λ(Fq)ϑ = {g ∈ ΘT,λ(Fq) : g · θ ∈ ϑ} .
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(Note that it is elementary to see that both ΘT,λ(Fq) and the sets
ΘT,λ(Fq)ϑ are unions of double cosets in T(Fq)\G(Fq)/G
θ(Fq).)
Given a T(Fq)-orbit ϑ in Θ, recall that we write ϑ ∼ λ when
θ′(T(Fq)) = T(Fq) and HomT(Fq)θ′ (λ, εT,θ′ ) is nonzero for θ
′ ∈ ϑ.
Equivalently, ϑ ∼ λ when θ′(T) = T and λ|T(Fq)
θ′ = ε
T,θ′
for θ′ ∈ ϑ.
We observe that ΘT,λ(Fq)ϑ is nonempty precisely when ϑ ∼ λ. So we
have
ΘT,λ(Fq) =
⊔
ϑ∼λ
ΘT,λ(Fq)ϑ.
Moreover, we observe that if ϑ ∼ λ then
ΘT,λ(Fq)ϑ = {g ∈ G(Fq) : g · θ ∈ ϑ}.
Next, we recall that if ϑ ∼ λ then 〈ϑ, λ〉T(Fq) is defined as
〈ϑ, λ〉T(Fq) = dimHomT(Fq)θ′ (λ, εT,θ′ ),
for θ′ ∈ ϑ. But this simply means that ϑ ∼ λ then 〈ϑ, λ〉T(Fq) = 1.
It now suffices to show that if ϑ ∼ λ then the cardinality of
T(Fq)\ΘT,λ(Fq)ϑ/G
θ(Fq)
is
mT(Fq)(ϑ) = [Gθ′(Fq) : G
θ′(Fq)(Gθ′(Fq) ∩ T(Fq))],
where θ′ ∈ ϑ and Gθ′(Fq) is the stabilizer of θ
′ relative to the action
of G(Fq) on I .
We have a bijection
G(Fq)/Gθ(Fq) ∼= Θ
given by gGθ(Fq) 7→ g · θ. This yields a bijection
T(Fq)\G(Fq)/Gθ(Fq) ∼= T(Fq)\Θ.
This bijection can be pulled back via the natural projection
T(Fq)\G(Fq)/G
θ(Fq)→ T(Fq)\G(Fq)/Gθ(Fq)
to yield a surjection
T(Fq)\G(Fq)/G
θ(Fq)→ T(Fq)\Θ.
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The constant mT(Fq)(ϑ) is identical to the cardinality of the fiber of ϑ
under the latter surjection. Since this fiber is precisely
T(Fq)\ΘT,λ(Fq)ϑ/G
θ(Fq)
our assertion follows.
The purpose of the latter result was to provide a formula that
unifies the p-adic and finite field theories. However, if one is specifically
interested in the finite field theory then the following result is stronger
and follows from the previous proof.
Theorem 4.5.3.
〈Θ, λ〉G(Fq) =
∑
ϑ
mT(Fq)(ϑ),
where the sum is over the set of T(Fq)-orbits ϑ in Θ such that θ(T) = T
and
λ(t) = det(Ad(t)|Lie(G)θ(Fq)),
for some (hence all) θ ∈ ϑ and for all t ∈ Tθ(Fq).
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