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MODULUS OF CONTINUITY FOR SPECTRAL MEASURES OF
SUSPENSION FLOWS OVER SALEM TYPE SUBSTITUTIONS
JUAN MARSHALL-MALDONADO
Abstract. We study the modulus of continuity of the self-similar suspension
flows of subshifts arising from primitive substitutions. We focus in the case
where the substitution matrix has a Salem number α as dominant eigenvalue.
We obtain a Ho¨lder exponent for points away from zero and belonging to the
field Q(α). This exponent depends only on three parameters of each of these
points: its absolute value, the absolute value of its real conjugate and its
denominator.
1. Introduction
Substitutions appear as natural objects in many different areas such as symbolic
dynamics, number theory, combinatorics of words, Diophantine approximation, and
so on. For instance, the study of the spectrum of dynamical systems arising from
substitutions has left longstanding open problems. One of the most important is
the Pisot conjecture, which asserts that if the substitution is irreducible and of Pisot
type, then the corresponding subshift has pure discrete spectrum (see [ABB+15]).
A continuous counterpart is found studying tilings of the Euclidean space, and
similar questions for the spectrum emerge again in this case. A suspension flow of
a substitution subshift can be seen as a special kind of tiling of the real line. The
study of the spectrum of these flows has been done in the work of Clark and Sadun
[CS03]. For example, it is shown there that typical suspension flows over substitu-
tion subshifts are weakly mixing if the leading eigenvalue of the substitution matrix
is not a Pisot number. In this case, the spectral measures do not have any atoms
(except for the trivial one at the origin), and decay rates of these measures are
linked with rates of weakly-mixing (see [Kni98]). Decay rates of spectral measures
also give information on its absolutely continuous and singular components.
In this direction, in the work of Bufetov and Solomyak [BS14], they analyse the
case in which the leading eigenvalue of the substitution matrix has at least one
conjugate outside the closed unit disk. They prove a Ho¨lder decay of the spectral
measures for a typical suspension flow, and a log-Ho¨lder one for a self-similar sus-
pension flow with this hypothesis, in both cases away from the origin. They have
broadened many of the tools used in that paper from this simple setting to more
complex systems such as the ones associated to Bratelli-Vershik diagrams or trans-
lations flows on flat surfaces (see [BS18],[BS19]). A different approach in this last
setting to this problem is found in [For19], and the study for higher rank actions is
in [Tre20].
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The main objective of this paper is to study the spectrum of the self-similar
suspension flow when the substitution is of Salem type, i.e., when the dominant
eigenvalue of the substitution matrix is a Salem number. This could be thought as
a limit case, since we do not have homoclinic points (which arise eigenvalues in the
Pisot case) nor an unestable subspace ensuring the absence of atoms (e.g., if there
is a different conjugate of the Perron eigenvalue of the substitution matrix outside
the unit disk). Instead, an isometry in the complement of the plane defined by the
dominating eigenvalue and its inverse.
Salem substitutions arise naturally in the study of Veech groups: on each non
arithmetic primitive Veech surface of genus two, there exists a pseudo-Anosov diffeo-
morphism whose dilatation is a Salem number of degree 4. The associated interval
exchange transformation (by zippered rectangles) is self-similar and is (more pre-
cisely, the loop in its Rauzy diagram) defined by a substitution of Salem type (see
[BBH14]). Explicit examples appear in [BBH14] and [AD16].
The difference between the analog result in [BS14] and ours is reflected in the
complicated dependence we have found on the parameters controlling the decay of
the spectral measure. In fact, we are only able to find this decay when the spectral
parameter belongs to the number field generated by the principal eigenvalue, as we
show in the next result. For integers l0, . . . , ln, we denote by (l0, . . . , ln) the greatest
common divisor of l0, . . . , ln. Also, for a number η = (l0 + · · ·+ ld−1αd−1)/L (with
L ∈ N and l0, . . . , ld−1 ∈ Z) belonging to a number field Q(α), we say it is in reduced
form if (l0, . . . , ld−1, L) = 1.
Theorem 1.1. Let ζ be a Salem type, aperiodic and primitive substitution on
A, α its Perron eigenvalue and ~p the normalized positive eigenvector. Let X~pζ be
the corresponding self-similar suspension flow and for any a ∈ A, denote µa the
correlation measure associated to a (see definition below Theorem 2.4). Also, con-
sider σ0 : Q(α) →֒ C the embedding corresponding to α 7→ α−1. Let κ ∈ Q(α)
be the explicit positive constant of Lemma 2.7. Fix A,B,C > 1 and suppose
|ω| ∈ Q(α) ∩ [(κB)−1, κ−1B] satisfies |σ0(ω)| ≤ |σ0(κ)|−1C and L ≤ A, where
L ∈ N is defined by the expression in reduced form ωκ = 1
L
(l0 + · · · + ld−1αd−1).
Then, there exist γ = γ(A,B,C), c, r0 = r0(ω) > 0 such that
µa([ω − r, ω + r]) ≤ crγ ,
for all 0 < r < r0 and a ∈ A.
In some special cases, we obtain uniformity of γ of the precedent theorem in the
variables B,C as in stated in our second result.
Theorem 1.2. Let ζ be a Salem type, aperiodic and primitive substitution and µa
the correlation measure associated to the letter a ∈ A on the self-similar suspension
flow. Let κ ∈ Q(α) be the explicit positive constant of Lemma 2.7. Fix A > 1 and
suppose
• There exists n ∈ {0, . . . , d− 1} such that Tr(Lκωαn) 6≡ 0 (mod L), and
• L ≤ A,
3where L ∈ N is defined by the expression in reduced form ωκ = 1
L
(l0 + · · · +
ld−1α
d−1). Then, there exist γ = γ(A), c, r0 = r0(ω) > 0 such that
µa([ω − r, ω + r]) ≤ crγ ,
for all 0 < r < r0, a ∈ A.
The first condition above is generic, in the sense that the complement of the set
of ω’s satisfying it, is contained in a lattice of Q(α), according to
Proposition 1.3. Suppose η =
1
L
(l0 + · · ·+ ld−1αd−1) ∈ Q(α) is in reduced form
and Tr(Lηαn) ≡ 0 (mod L) for all n = 0, . . . , d − 1. Then L = 1 or L = E(α),
where E(α) is the least common multiple of the denominators of the dual basis of
{1, α, . . . , αd−1} (expressed in reduced form).
An important difference with the results in [BS14] is the complex dependence of
r0 > 0 on ω, in both Theorem 1.1 and 1.2. A lower bound is derived explicitely
when deg(α) = 4, but it does not have a simple expression in terms of the spectral
parameter. We will summarize this in Proposition 4.4.
The rest of the document is organized as follows. In Section 2 we provide a
background material around substitutions, spectral theory of dynamical systems,
algebraic number theory and harmonic analysis. In particular, we recall the defini-
tion of special trigonometric polynomials used in the proof of Theorems 1.1 and 1.2.
Section 3 is devoted to the proof of Theorems 1.1, 1.2 and Proposition 1.3. Finally,
in Section 4 we study the nature of r0 appearing in both main results ending with
the proof of Proposition 4.4.
2. Background
2.1. Dynamical systems arising from substitutions. The basic notions of sub-
stitutions may be found in [Que09, Fog02] with more detail. Let us start by fixing a
positive even integer d ≥ 4 and a finite alphabet A = {1, . . . , d}. A substitution on
the alphabet A is a word morphism ζ : A −→ A+, where A+ denote the set of finite
(non empty) words on A. By concatenation is natural to extend a substitution to
A+, to AN (one-sided sequences) or AZ (two-sided sequences). In particular, the
iterates ζn(a) = ζ(ζn−1(a)) for a ∈ A, are well defined.
Example 2.1 (see [HZ98]). Let A = {1, 2, 3, 4} and define ζ by
ζ(1) = 12, ζ(3) = 2,
ζ(2) = 14, ζ(4) = 3.
For a word w ∈ A+ denote its length by |w| and by |w|a the number of symbols
a found in w. The substitution matrix associated to a substitution ζ is the d × d
matrix with integer entries defined by Mζ(a, b) = |ζ(b)|a. A substitution is called
primitive if its susbtitution matrix is primitive.
Example 2.2. Let ζ be the substitution defined in Example 2.1. Then its substi-
tution matrix is
Mζ =

1 1 0 0
1 0 1 0
0 0 0 1
0 1 0 0
 ,
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and this substitution is primitive.
The substitution subshift associated to ζ is the set Xζ of sequences (xn)n∈Z ∈ AZ
such that for every i ∈ Z and k ∈ N exist a ∈ A and n ∈ N such that xi . . . xi+k
is a subword of some ζn(a). A classical result is that the Z-action by the left-shift
T ((xn)n∈Z) = (xn+1)n∈Z on this subshift is minimal and uniquely ergodic when ζ
is primitive. From now on we only consider primitive and aperiodic substitutions,
which means in the primitive case that the subshift is not finite.
Now we turn to the continuous counterpart of the substitution subshift. A good
reference for the spectral properties of the suspensions over substitution in general
(not only the self-similar case) is the article [CS03]. For a primitive substitution
ζ, call ~p = (pa)a∈A the positive normalized Perron left-eigenvector of Mζ , and set
F : Xζ × R −→ Xζ × R defined by F (x, t) = (T (x), t− px0).
Definition 2.3. The self-similar suspension flow is the pair (X~pζ , (ht)t∈R) given by
X
~p
ζ = (Xζ × R)/ ∼,
ht(x, t
′) = (x, t′ + t) (mod ∼),
where∼ is the equivalence relation defined by (x, t) ∼ (x′, t′) if and only if Fn(x, t) =
(x′, t′), for some n ∈ Z. We may decompose
X
~p
ζ =
⋃
a∈A
Xa, Xa =
{
(x, t) ∈ X~pζ
∣∣∣ x0 = a} .
Our results will concern the spectral measures (we recall its definition in the next
subsection) associated with the indicator functions of this partition (in measure),
i.e., f = χ
Xa
, for each a ∈ A.
2.2. Spectral theory. We define the main objects of study of this work, namely,
the spectral measures associated to the self-similar suspension flow. We restrict our-
selves to enunciate a dynamical version of the spectral theorem took from [KT06].
A more extensive introduction may also be found in [Que09, Fog02].
Theorem 2.4. Let f, g ∈ L2(X~pζ ,B(X~pζ), µ). There exists a complex measure µf,g
with support in R, called spectral measure, such that
µ̂f,g(t) :=
∫
R
e2πitωdµf,g(ω) = 〈U tf, g〉L2(X~pζ ,B(X~pζ),µ),
where U tf(y) = f(ht(y)) for y ∈ X~pζ .
We will denote µf,f by µf and for f = χXa we will write µf = µa. The measure
µa will be called the correlation measure associated to a. To study the asymptotics
of spectral measures, we look into a special kind of Birkhoff’s integral.
Definition 2.5. Let f ∈ L2(X~pζ ,B(X~pζ), µ), (x, s) ∈ X~pζ , ω ∈ R, R > 0. The twisted
Birkhoff’s integral associated to f is defined by
SfR((x, s), ω) =
∫ R
0
e−2πiωtf(ht(x, s))dt.
The relation between these two concepts is clarified by the next proposition.
5Proposition 2.6 ([BS14]). Denote GR(f, ω) =
1
R
||SfR(·, ω)||2L2 . Suppose there
exists 0 < γ < 1 such that GR(f, ω) ≤ CR2γ−1, for some constant C > 0 and
R ≥ R0. Then, there exists r0 (depending only on R0) such that for every 0 < r ≤ r0
holds
µf ([ω − r, ω + r]) ≤ π2Cr2(1−γ).
Finally, the problem of finding bounds for the twisted Birkhoff’s sums is solved
solving a problem on Diophantine approximation, according to the next lemma.
Lemma 2.7 ([BS14]). Let ζ be a primitive substitution (with α being its Perron
eigenvalue and ~p the normalized eigenvector) and X~pζ the corresponding self-similar
suspension flow. Let a ∈ A and f be the indicator function of Xa. Then, there exist
λ ∈ (0, 1), C1, C2 > 0 and κ ∈ Q(α) a explicit positive constant, all depending only
on the substitution ζ, such that
|SfR((x, s), ω)| ≤ C1R
⌊logα(R)−C2⌋∏
n=0
(1− λ||ωκ αn||2
R/Z
),
for all R > 0, (x, s) ∈ X~pζ and all ω ∈ R.
2.3. Salem numbers. Recall the definition of a Salem number : a real algebraic
integer greater than 1 having all its Galois conjugates inside the closed unit disk,
with at least one conjugate on the unit circle. This definition actually forces that
the inverse is a conjugate, and the rest of them are on the unit circle. For a survey
on Salem numbers see [Smy15]. We will say a primitive substitution is of Salem
type if the dominant eigenvalue is a Salem number. An example of substitution of
Salem type is the one of Example 2.1.
We now state two results regarding Salem numbers. We denote the distance
of x ∈ R to the nearest integer by ||x||
R/Z
= min({x} , 1 − {x}) , where as usual
{x} = x− ⌊x⌋ denotes the fractional part of x.
Proposition 2.8 (see [Bug12]). Let α be a Salem number and ε > 0, then there
exists η = η(ε) ∈ Q(α) different from zero such that
||ηαn||
R/Z
< ε,
for all n ≥ 0.
In fact, in [Za¨ı12] there is a characterization of numbers η ∈ R such that
lim supn||ηαn||R/Z < ε, with ε ≤ δ1(α) = 1/L(α), where L(α) denotes the length
of α, i.e., the sum of the absolute values of the coefficients of its minimal poly-
nomial. Proposition 2.8 shows the difficulty to find a universal exponent for the
spectral measure as in [BS14] in the case of Salem type substitutions, at least by
the methods we are using.
Proposition 2.9. Let α be a Salem number of degree d = 2m+2 and e2πiθ1 , . . . , e2πiθm
the conjugates on the upper-half of the unit circle. Then 1, θ1, . . . , θm are rationally
independent.
Let us recall the notion of trace of an algebraic number: for an algebraic number
η ∈ Q(α) define
Tr(η) :=
∑
σ:Q(α)→֒C
σ(η),
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where the sum runs over all embeddings of Q(α) in C. In particular, for an alge-
braic integer η we have Tr(η) ∈ Z.
Finally, we state a classic inequality about evaluation of integer polynomials on
algebraic numbers. Let us call for P (X) = a0 + · · · + adXd ∈ Z[X ] the (na¨ıve)
height of P is defined as Height(P ) = max(|a0|, . . . , |ad|).
Lemma 2.10 ([Gar62]). Let ξ be an algebraic integer and Q ∈ Z[X ] of degree at
most n ≥ 1 such that Q(ξ) 6= 0. Let ξ1, . . . , ξd the other conjugates of ξ and m the
number of i′s such that |ξi| = 1. Then,
|Q(ξ)| ≥
∏
|ξi|6=1
||ξi| − 1|
(n+ 1)m
(∏
|ξi|>1
|ξi|
)n+1
Height(Q)d
.
2.4. Polynomial approximation of functions. One of the main technical tools
we use is a family of trigonometric polynomials (Selberg’s polynomials) which ap-
proximate the indicator function χ
J
of an interval J ⊂ [0, 1]. A detailed reference
is found in [Mon94]. In order to introduce it, we define also several other families,
starting with the well-known Fejer’s kernel.
Definition 2.11. The Fejer’s kernel of degree N − 1 is defined by
∆N (z) =
∑
0≤|k|≤N−1
(
1− |k|
N
)
e2πikz
Definition 2.12. The Valeer’s polynomial of degree N is defined by
VN (z) =
1
N + 1
N∑
k=1
f
(
k
N + 1
)
sin(2πkz),
where the function f is given by f(x) = −(1 − x) cot(πx) − 1/π and satisfies for
every ξ < 1/2 the inequalities
|f(x)| ≤

πξ
sin(πξ)
1
πx
+
1
π
if 0 < x ≤ ξ,
1− ξ
sin(π(1 − ξ)) +
1
π
if ξ < x < 1.
Definition 2.13. The Beurling’s polynomial of degree N is defined by
BN (z) = VN (z) +
1
2N + 1
∆N (z).
The Beurling’s polynomials provide approximation to the sawtooth function
s(x) = {x} − 1/2 if x /∈ Z, and s(x) = 0 if x ∈ Z. The Valeer’s lemma (see
[Mon94]) ensures the choice of these polynomials is optimal in certain sense. If we
denote by χ
J
the periodic extension to R of the indicator function of some interval
J = [a, b] ⊆ [0, 1], we have the equality χ
J
(z) = b − a + s(z − b) + s(a − z). This
fact justifies the next definition.
Definition 2.14. The Selbergs’s polynomial of degree N of an interval J = [a, b] ⊆
[0, 1] are defined by
S+N(z) = b− a+BN (z − b) +BN (−z + a),
7S−N(z) = b− a−BN (−z + b)−BN (z − a),
and satisfy S−N ≤ χJ ≤ S+N .
2.5. Bessel functions. We will denote by J0(x) the Bessel function of order zero,
that is, the unique solution to
xy′′ + y′ + xy = 0
y(0) = 1
y′(0) = 0.
We summarize two classic properties used later in the next
Proposition 2.15 ([Bow12]). For x ≥ 0,
J0(x) =
∫ 1
0
e−ix sin(t)dt, |J0(x)| ≤ min
(
1,
√
2
πx
)
.
To finish this backgroud section, we prove an equality involving the Bessel func-
tion which will be used repetedly in the technical calculations from Lemmas 3.3 to
3.6, to calculate the integral of the Beurling’s polynomial.
Proposition 2.16. Let H1, . . . , Hm be positive real numbers and z(x1, . . . , xm) =
2
∑m
j=1Hj cos(2πxj), with every xj ∈ [0, 1]. Then, for every integer k ≥ 1 we have∫
(R/Z)m
e2πikz(x1,...,xm)dx1 . . . dxm =
m∏
j=1
J0(4πkHj).
Proof. ∫
(R/Z)m
e2πikz(x1,...,xm)dx1 . . . dxm =
m∏
j=1
∫
R/Z
e4πikHj cos(2πxj)dxj
=
m∏
j=1
J0(4πkHj).

3. Proof of Theorem 1.1 and Theorem 1.2
In this section we give the proof of Theorem 1.1. We begin by fixing the notation
and hypothesis for the rest of this section. Let α be a Salem number of degree
d = 2m+ 2 and α1 = e
2πiθ1 , . . . , αm = e
2πiθm the Galois conjugates on the upper
half of S1. Let η =
1
L
(l0 + · · · + ld−1αd−1) ∈ Q(α) \ {0}, with lj ∈ Z and L ∈ N.
Let σ0 : Q(α) →֒ C be the embedding corresponding to σ0(α) = α−1. We will
denote ~x = (x1, . . . , xm) ∈ (R/Z)m. We begin by a proposition of [Dub05] (see also
[Za¨ı06]).
Proposition 3.1. Consider
U(z) = l0 + · · ·+ ld−1 cos(2π(d− 1)z),
V (z) = l1 sin(2πz) + · · ·+ ld−1 sin(2π(d− 1)z),
φ(z) = arctan(U(z)/V (z)).
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Define Rn =
∑m
j=1
√
U2(θj) + V 2(θj) cos(2πnθj − φ(θj)). There exists a positive
integer P ≤ Ld such that for every j ∈ {0, . . . , P − 1} there exist aj ∈ {0, . . . , L− 1}
satisfying {
ηαPn+j
}
+
2RPn+j
L
(mod 1) −→ aj
L
as n→∞.
Proof. We only sketch the proof, more details in [Dub05]. A direct calculation gives
for every n ≥ 0
(3.1) Tr(Lηαn) = Lηαn + σ0(Lη)α
−n + 2Rn.
The sequence (Tr(Lηαn) (mod L))n≥0 is purely periodic of period P ≤ Ld, since it
satisfies a integer linear recurrence given by the minimal polynomial of α. Rear-
ranging the first calculation we conclude
{ηαn}+ 2Rn
L
(mod 1) −→ aj
L
, as n→∞
where aj ∈ {0, . . . , L− 1} and n ≡ j (mod P ). 
Corollary 3.2. Let J ⊆ [0, 1] be an interval and set
R(x1, . . . , xm) =
m∑
j=1
√
U2(θj) + V 2(θj) cos(2πxj).
Then,
lim
N→∞
# {n ≤ N |{ηαn} ∈ J}
N
=
1
P
P−1∑
j=0
∫
(R/Z)m
χ
J
(−2R(~x) + aj
L
)
d~x.
Proof. By Proposition 2.9, the numbers 1, θ1, . . . , θm are rationally independant,
and the uniform distribution of (nθ1, . . . , nθm)n≥1 justifies the last of the next
direct equalities.
lim
N→∞
# {n ≤ N |{ηαn} ∈ J}
N
= lim
N→∞
1
N
P−1∑
j=0
# {n ≤ N, n ≡ j (mod P )|{ηαn} ∈ J}
=
P−1∑
j=0
lim
N→∞
1
N
#
{
n ≤ N, n ≡ j (mod P )
∣∣∣∣−2RnL + ajL (mod 1) ∈ J
}
=
1
P
P−1∑
j=0
lim
N→∞
1
N/P
#
{
n ≤ N, n ≡ j (mod P )
∣∣∣∣−2RnL + ajL (mod 1) ∈ J
}
=
1
P
P−1∑
j=0
∫
(R/Z)m
χJ
(−2R(~x) + aj
L
)
d~x.

For a fixed 1/2 > δ > 0, denote J(δ) the interval [δ, 1 − δ] ⊆ [0, 1]. Call Hj =√
U2(θj) + V 2(θj) andH =
∑m
j=1Hj = max~x∈(R/Z)m R(~x). The next lemmas show
that all integrals in the last corollary are greater than a fixed positive constant for
an suitable choice of δ. We recall the notation δ1(α) := 1/L(α), where L(α) denotes
the sum of the absolute values of the coefficients of the minimal polynomial of α.
9Lemma 3.3. Let β = αP and η˜ = ηαj for some j ∈ {0, . . . , P − 1}, in order to
have ηαPn+j = η˜βn for all n ≥ 0. Suppose Tr(Lη˜βn) = 0 (mod L) for all n ≥ 0
and 2H/L < δ1(β)/2. Then, there exists δ = δ(L, |η|, |σ0(η)|) > 0 such that∫
(R/Z)m
χ
J(δ)
(−2R(~x)
L
)
d~x ≥ 1/2.
Proof. Note that by definition β is also a Salem number of degree d, fact that is
used implicitly. Let us follow [BS14] and write
η˜βn = Kn(η˜, β) + εn(η˜, β), Kn ∈ Z, −1/2 < εn ≤ 1/2.
Let n0 be the smallest non negative integer such that |η˜|βn0 ≥ 1. The hypothesis
implies |εn| < δ1(β) for all n ≥ n1, where n1 = ⌈logα(2|σ0(η˜)|/δ1(β)⌉. Denote
n2 = n2(|η˜|, |σ0(η˜)|) = max(n0, n1) and define also the vectors
~εn =

εn
εn+1
...
εn+d−2
εn+d−1
 , ~Kn =

Kn
Kn+1
...
Kn+d−2
Kn+d−1
 .
As shown in [BS14], it is easy to check that if |εn| < δ1(β) for all n ≥ n2, then
~εn = A(β)
n~εn2 for all n ≥ n2, with A(β) the companion matrix of the minimal poly-
nomial of β. Being a diagonalizable matrix, let
{
~E1, ~E2, ~e1, . . . , ~em, ~e1, . . . , ~em
}
and{
~E ∗1 , ~E
∗
2 , ~e
∗
1 , . . . , ~e
∗
m, ~e
∗
1 , . . . , ~e
∗
m
}
be the eigenbasis and dual basis of A(β) respectively.
Decompose ~εn = B0(η˜, n) ~E1+B1(η˜, n) ~E2+
∑m
j=1 bj(η˜, n)~ej+bj(η˜, n)~ej (
~E1, ~E2 associated
with β, β−1 respectively). It is routine to show that ~εn = A(β)n~εn2 for all n ≥ n2 implies
B0(η˜, n2) = 0. The same equation may be written coordinatewise as
εn = B1(η˜, n2)β
−n + 2
m∑
j=1
|bj(η˜, n2)| cos(2πnθ˜j − φ(θ˜j)).
Denote z(~x) = 2
∑m
j=1|bj(η˜, n2)| cos(2πxj). Set a = δ, b = 1− δ for δ > 0 a parameter we
will choose later suitably to satisfy the conclusion of the lemma. We face now the task
to stablish bounds for the integrals of Selberg’s polynomials, and we do it in the same
manner as in [AT04]. In the calculations below we write z = z(~x), bj = bj(η˜, n2) and all
integrals are over (R/Z)m.∫
BN (−z + a)d~x =
∫
VN(−z + a) + 1
2(N + 1)
∆N+1(−z + a)d~x
=
∫
1
N + 1
N∑
k=1
f
(
k
N + 1
)
sin(2πk(−z + a))d~x
+
∫
1
2(N + 1)
1 + ∑
0<|k|≤N+1
(
1− |k|
N + 1
)
e2piik(−z+a)
 d~x
=
−1
N + 1
N∑
k=1
f
(
k
N + 1
)
sin(2πka)
m∏
j=1
J0(4πk|bj |)︸ ︷︷ ︸
=(1)
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+
1
2(N + 1)
1 + ∑
0<|k|≤N+1
(
1− |k|
N + 1
)
e2piika
m∏
j=1
J0(4πk|bj |)
︸ ︷︷ ︸
=(2)
,
where we used Proposition 2.16 in the last equality. Let us call M =
(∏m
j=1|bj |
)1/m
and
define for l ∈ N the numbers k0 = 0, . . . , kl = max {k | kM ≤ l}. Let also N = ⌊M−1R⌋.
We use below the inequality for the Bessel function from Proposition 2.15.
|(2)| ≤ 1
2(N + 1)
{
1 + 2
N+1∑
k=1
(
1− k
N + 1
) m∏
j=1
|J0(4πk|bj |)|
}
≤ 1
2(N + 1)
1 + 2
R−1∑
l=0
kl+1∑
k=kl+1
(
1− k
N + 1
) m∏
j=1
|J0(4πk|bj |)|

≤ 1
2(N + 1)
1 + 2
k1∑
k=1
(
1− k
N + 1
) m∏
j=1
|J0(4πk|bj |)|︸ ︷︷ ︸
≤1
+ 2
R−1∑
l=1
kl+1∑
k=kl+1
(
1− k
N + 1
) m∏
j=1
|J0(4πk|bj |)|︸ ︷︷ ︸
≤1/√2pi(k|bj |)1/2

≤ 1
2(N + 1)
1 + 2M−1 +
2
(
√
2π)m
R−1∑
l=1
kl+1∑
k=kl+1
(kM)−m/2︸ ︷︷ ︸
≤ l−m/2

≤ 1
2(N + 1)
1 + 2M−1 + 2(√2π)m
R−1∑
l=1
l−m/2 (kl+1 − kl)︸ ︷︷ ︸
≤M−1

≤ 1
2(N + 1)
{
1 + 2M−1 +
2M−1
(
√
2π)m
O(
√
R)
}
= O(1/
√
R),
where the constant implicit in the O sign does not depend on η˜ nor n2. Similarly,∫
BN (z − b)d~x = 1
N + 1
N∑
k=1
f
(
k
N + 1
)
sin(2πkb)
m∏
j=1
J0(4πk|bj |) +O(1/
√
R).
Having estimated the integral of the Beurling’s polynomials, we continue with the Selberg’s
ones:
|
∫
BN (z − b) +BN (−z + a)d~x|
≤
| 1
N + 1
N∑
k=1
f
(
k
N + 1
)
(sin(2πkb)− sin(2πka))
m∏
j=1
J0(4πk|bj |)|+O(1/R)
=
| 2
N + 1
N∑
k=1
f
(
k
N + 1
)
sin(2πkδ)
m∏
j=1
J0(4πk|bj |)|︸ ︷︷ ︸
=(3)
+O(1/R).
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Fix ε > 0 and let us take ξ < 1/2 such that πξ/ sin(πξ) ≤ 1+ ε (remember the definition
and property of f in Definition 2.12). Then, for R big enough, we obtain
|(3)| ≤ 2
N + 1
N∑
k=1
|f
(
k
N + 1
)
sin(2πkδ)
m∏
j=1
J0(4πk|bj |)|
≤ 2
N + 1
 k1∑
k=1
|f
(
k
N + 1
)
| |sin(2πkδ)|︸ ︷︷ ︸
≤2pikδ
m∏
j=1
|J0(4πk|bj |)|︸ ︷︷ ︸
≤1
+
⌊ξR⌋∑
l=1
kl+1∑
k=kl+1
|f
(
k
N + 1
)
|︸ ︷︷ ︸
≤f(lM−1/(N+1))
|sin(2πkδ)|︸ ︷︷ ︸
≤1
m∏
j=1
|J0(4πk|bj |)|︸ ︷︷ ︸
≤1/√2pi(k|bj |)1/2
+
R−1∑
l=⌊ξR⌋+1
kl+1∑
k=kl+1
|f
(
k
N + 1
)
| |sin(2πkδ)|︸ ︷︷ ︸
≤1
m∏
j=1
|J0(4πk|bj |)|︸ ︷︷ ︸
≤1/√2pi(k|bj |)1/2

≤ 4πδ
N + 1
k1∑
k=1
(
πξ
sin(πξ)
N + 1
πk
+
1
π
)
k
+
2
(
√
2π)m(N + 1)
⌊ξR⌋∑
l=1
|f
(
lM−1
N + 1
)
|
kl+1∑
k=kl+1
(kM)−m/2︸ ︷︷ ︸
≤ l−m/2
+
2
(
√
2π)m(N + 1)
R−1∑
l=⌊ξR⌋+1
(
1− ξ
sin(π(1− ξ)) +
1
π
) kl+1∑
k=kl+1
(kM)−m/2︸ ︷︷ ︸
≤ l−m/2
≤ 4(1 + ε)δM−1 +O(1/R) + 2M
−1
(
√
2π)m(N + 1)
⌊ξR⌋∑
l=1
(
πξ
sin(πξ)
(N + 1)M
πl
+
1
π
)
l−m/2
+O(1/
√
R)
≤ 4(1 + ε)δM−1 +
2(1 + ε)ζ
(
m+ 2
2
)
π(
√
2π)m
+O(1/
√
R),
where ζ denotes de Riemann zeta function. In the same manner,
|
∫
BN (−z + b) +BN (z − a)d~x| ≤ 4(1 + ε)δM−1 +
2(1 + ε)ζ
(
m+ 2
2
)
π(
√
2π)m
+O(1/
√
R).
It may be checked that
2ζ
(
m+ 2
2
)
π(
√
2π)m
≤
√
2ζ(3/2)
π2
< 0.4 for all m ≥ 1, and since ε > 0
was arbitrarly chosen, by taking R→∞ we conclude that
|
∫
(R/Z)m
χ
J(δ)
(z(~x))d~x− |J || ≤ 4δM−1 + 0.4,
with J = J(δ), which implies
1− 2δ − 0.4 − 4δM−1 ≤
∫
(R/Z)m
χ
J(δ)
(z(~x))d~x.
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Let us see how estimate M . The vectors ~ej , ~e
∗
j are explicitly given by
~ej =

1
βj
...
βd−2j
βd−1j
 , ~e ∗j =

c0β
d−2
j
c1β
d−2
j + c0β
d−3
j
...
cd−2βd−2j + · · ·+ c1βj + c0
βd−1j
 ,
where each βj , for j = 1, . . . ,m is a conjugate of β on the upper-half of the unit circle,
and the minimal polynomial of β is Xd − cd−1Xd−1 − · · · − c0.
Notice that |bj | = |〈 ~Kn2 , ~e ∗j 〉|/|〈~ej , ~e ∗j 〉|. The numerator of this fraction is polynomial
with integer coefficients, of degree at most d − 1 and height at most Kn2 (except for
multiplication by a constant only depending on β), and the denominator only depends on
β. From Lemma 2.10, we obtain M ≥ c|η˜|−dβ−n2d for some explicit constant c = c(β)
depending on β = αP and, by the bound on the period, it may be changed to a dependence
on α and L. We may solve the inequality 1/2 < 1 − 2δ − 0.4 − 4δc−1|η˜βn2 |d for some
δ = δ(|η˜|, |σ0(η˜)|), which will satisfy the conclusion. In fact, just notice that∫
(R/Z)m
χ
J(δ)
(z(~x))d~x = lim
N→∞
# {n ≤ N ||εn(η˜, β)| > δ}
N
= lim
N→∞
1
N/P
#
{
n ≤ N, n ≡ j (mod P )
∣∣∣∣−2RnL (mod 1) ∈ J(δ)
}
=
∫
(R/Z)m
χ
J(δ)
(−2R(~x)
L
)
d~x.
Once again, the dependence of δ on (|η˜|, |σ0(η˜)|) may be changed to a dependence on
(L, |η|, |σ0(η)|), since |η| ≤ |η˜| ≤ |η|αP ≤ |η|αLd and |σ0(η˜)| ≤ |σ0(η)|. 
Lemma 3.4. Let β and η˜ as in Lemma 3.3. Suppose Tr(Lη˜βn) = 0 (mod L) for
all n ≥ 0 and 2H/L ≥ δ1(β)/2. Then, there exists δ = δ(L) > 0 such that∫
(R/Z)m
χ
J(δ)
(−2R(~x)
L
)
d~x ≥ 1/2.
Proof. We repeat the calculations of the precedent lemma replacing z(~x) for−2R(~x)/L.
We arrive now to
|(3)| ≤ 2
N + 1
N∑
k=1
|f
(
k
N + 1
)
sin(2πkδ)
m∏
j=1
J0
(
4πkHj
L
)
|
From the hypothesis follows that there exists j∗ ∈ {1, . . . ,m} such that 2Hj∗/L ≥
δ1(β)/2m. So following the notation introduced in the previous lemma, we define
the numbers k0, . . . , kl, . . . in the same way but using now M = Hj∗/L. Similar
calculations (take in account only the factor j = j∗ in the product of Bessel’s
functions to use the bound with the inverse square root) lead in this case to
|
∫
(R/Z)m
χ
J(δ)
(−2R(~x)
L
)
d~x− |J || ≤ 4δM−1 +
√
2ζ(3/2)
π2
.
We have M−1 ≤ 4mδ1(β)−1. Then, by solving 1/2 < 1− 2δ − 0.4− 16δmδ1(β)−1,
we obtain the desired δ = δ(L). 
13
Lemma 3.5. Let β and η˜ as in Lemma 3.3. Suppose Tr(Lη˜βn) = l 6= 0 (mod L)
for all n ≥ 0 and 2H < 1. Then,∫
(R/Z)m
χ
J(1/2L)
(−2R(~x) + l
L
)
d~x ≥ 1/2.
Proof. Note that by 3.1 we can infer {η˜βn} ∈ [(l − 1)/L, (l + 1)/L] for all n ≥
n0, for some n0 ≥ 0. Since l 6= 0 then J(1/L) ∩ [(l − 1)/L, (l + 1)/L] = [(l −
1)/L, l/L], [l/L, (l + 1)/L] or [(l − 1)/L, (l + 1)/L]. Since l 6= 0, in both cases we
have∫
(R/Z)m
χ
J(1/L)
(−2R(~x) + l
L
)
d~x ≥
∫
(R/Z)m
χ
J(1/2L)
(−2R(~x) + l
L
)
d~x ≥ 1/2.

Lemma 3.6. Let β and η˜ as in Lemma 3.3. Suppose Tr(Lη˜βn) = l 6= 0 (mod L)
for all n ≥ 0 and 2H ≥ 1. Then, there exists a δ = δ(L) > 0 such that∫
(R/Z)m
χ
J(δ)
(−2R(~x) + l
L
)
d~x ≥ 1/2.
Proof. Once again, repeat the calculations of the first lemma but now using as
interval with z(~x) :=
(−2R(~x) + l
L
)
and M = Hj∗/L (as in Lemma 3.4, but such
that Hj∗ > 1/2m). Now we obtain
|
∫
BN
(−2R(~x) + l
L
− b
)
+BN
(
2R(~x)− l
L
+ a
)
d~x|
≤ 2
N + 1
N∑
k=1
|f
(
k
N + 1
)
||sin(2πkδ)|
m∏
j=1
|J0
(
4πkHj
L
)
|+ O(1/R)
≤ 4(1 + ε)δM−1 +
√
2(1 + ε)ζ(3/2)
π2
+O(1/
√
R).
Again, this implies (checking the same inequality for the other Selberg’s polynomial)
|
∫
(R/Z)m
χ
J(δ)
(−2R(~x) + l
L
)
d~x− |J || ≤ 4δM−1 + 0.4,
which implies
1− 2δ − 0.4− 4δM−1 ≤
∫
(R/Z)m
χ
J(δ)
(−2R(~x) + l
L
)
d~x.
We have M−1 ≤ 2mL. Again, by solving 1/2 < 1− 2δ− 0.4− 8δmL, we obtain the
desired δ = δ(L). 
Let us see the implication of these preliminary results: fix A,B,C > 1 for the
rest of this section. According to Lemmas 3.3, 3.4, 3.5 and 3.6 above, we can find
an explicit δ = δ(A,B,C) > 0 such that∫
(R/Z)m
χ
J(δ)
(−2R(~x) + aj
L
)
d~x ≥ 1/2,
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for all j = 0, . . . , P − 1. In particular, by Corollary 3.2 there exists N0 ≥ 1 such
that for all N ≥ N0, |η| ∈ [B−1, B], |σ0(η)| ≤ C and L ≤ A:
# {n ≤ N |{ηαn} ∈ J(δ)}
N
≥ 1/3.
Now we turn to the implication on the spectral measures. Let κ > 0 be the
constant appearing in Lemma 2.7. Note that if |ω| ∈ Q(α) ∩ [(κB)−1, κ−1B] and
|σ0(ω)| ≤ |σ0(κ)|−1C, then η = ωκ also belongs to the field, |η| ∈ [B−1, B] and
|σ0(η)| ≤ C. Assume also the denominator of η in reduced form is less or eqaul A.
By Lemma 2.7, considering R ≥ R0 := αN0+C2+1 we obtain
sup
(x,s)∈X~pζ
|SfR((x, s), ω)| ≤ C1R(1− λδ2)(logα(R)−C2)/3
≤ C1R(1− λδ2)logα(R)/3(1− λ/4)−C2/3
= C4R(α
logα(1−λδ
2))logα(R)/3
= C4R
1+logα(1−λδ
2)/3
= C4R
γ˜ , γ˜ = γ˜(A,B,C) ∈ (0, 1),
for some constant C4 > 0 depending only on ζ. A modulus of continuity for the
correlation measure µa (a ∈ A) may be derived from the last inequality using
Proposition 2.6: for γ˜ = γ˜(A,B,C) = 1 + logα(1 − λδ2)/3 we have by Proposition
2.6,
µa([ω − r, ω + r]) ≤ π2C4r2(1−γ˜) =: crγ ,
for all 0 < r ≤ r0, for some r0 > 0 and c > 0, the last one only depending on the
substitution. We have proved Theorem 1.1.
Let us continue with the proof of Theorem 1.2. From the uniformity of δ on
the variables B,C in Lemmas 3.5 and 3.6, similar calculations as the ones we did
before lead to an exponent γ = γ(A) > 0 only depending on A: Corollary 3.2 and
the existence of some aj∗ 6= 0 (since Tr(Lκωαn) (mod L) 6≡ 0 for some n ∈ N by
hypothesis), yields
lim
N→∞
# {n ≤ N |{ηαn} ∈ J(δ)}
N
=
1
P
P−1∑
j=0
∫
(R/Z)m
χ
J(δ)
(−2R(~x) + aj
L
)
d~x
≥ 1
P
∫
(R/Z)m
χ
J(δ)
(−2R(~x) + aj∗
L
)
d~x
≥ 1
2Ad
.
This means there exists N0 ≥ 1 such that for all N ≥ N0
# {n ≤ N |{ηαn} ∈ J(δ)}
N
≥ 1
3Ad
.
Proceeding in the same way as before, we arrive to the conclusion of Theorem 1.2.
Let us finish this section with the proof of Proposition 1.3. Let f be the minimal
polynomial of α and consider the set RL = {η/L ∈ Q(α) | η = l0+ · · ·+ ld−1αd−1 ∈
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Z[α], (l0, . . . , ld−1, L) = 1, Tr(ηα
n) = 0 (mod L) ∀n ≥ 0} We will prove this set is
empty for all but two values of L. With this end, let us note that
PL :=
{
η = l0 + · · ·+ ld−1αd−1 ∈ Z[α] | (l0, . . . , ld−1, L) = 1, Tr(ηαn) = 0 (mod L)
for all n ≥ 0}
⊆ {η ∈ Z[α] | Tr(ηαn) = 0 (mod L) for all n ≥ 0}
⊆ ML := {ρ ∈ Q(α) | Tr(ραn) = 0 (mod L) for all n ≥ 0}.
Let {w0, . . . , wd−1} be the dual basis (respect to the trace form) of {1, α, . . . , αd−1}.
We claim ML is a free Z-submodule of Q(α) with basis {Lw0, . . . , Lwd−1}. The
Z-basis of ML is found solving
Tr(αiwj) = δij , for i, j = 0, . . . , d− 1 ⇐⇒ wj = π1(V −1ej+1),
where δij denotes the Kronecker’s delta, V is the Vandermonde’s matrix associated
to the d Galois conjugates of α, π1 denotes projection onto the first coordinate
and {e1, . . . , ed} is the canonical basis of Rd. These equations yield the Z-linear
independence of the wi’s (form the Z-linearity of the trace). Alternatively, the wj ’s
can be calculated as (see [Lan13], Chapter 3, Proposition 2)
wj =
dj
f ′(α)
,
where
f(X)
X − α = d0 + · · ·+ dd−1X
d−1, dj ∈ Z[α].
Let us observe from this last equation that the denominator of f ′(α)−1 expressed
in reduced form is a common denominator for all wj ’s, a fact that this will be used
later. Finally, to prove the Lwj ’s generate ML, let ρ ∈ ML. Let Θ : Q(α) →֒
R2 × Cm ∼= Rd be the Minkowski embedding Θ(ρ) = (ρ, σ1(ρ), . . . , σd−1(ρ))t. By
definition, for some p1, . . . , pd ∈ Z we have
VΘ(ρ) = (Lp1, . . . , Lpd)
t,
⇐⇒ Θ(ρ) = LV −1(p1, . . . , pd)t = p1LΘ(w0) + · · ·+ pdLΘ(wd−1)
⇐⇒ ρ = p1Lw0 + · · ·+ pdLwd−1.
This completes the proof of the claim. Each wj can be expressed as ηj/E (possibly
not in reduced form) with ηj ∈ Z[α] and E only depending on α (observation last
paragraph). Suppose L 6= E, and let l > 1 be some factor of L which is not a factor
of E. Then, for every Z-linear combination of the Lwj ’s, the coefficients of the
numerator of this linear combination (written in the canonical basis of the number
field) will have l as a common factor, i.e., none of these Z-linear combinations will
belong to PL (because of the coprimality condition). In consequence, this set is
empty and RL is empty too. This yields the conclusion of Proposition 1.3.
4. Dependence of r0
The aim of this section is to prove Proposition 1.3. To accomplish this we will
find an upper bound for the error in the approximation of the integrals of Corollary
3.2. By technical issues that we will comment later, we are only able to do this in
the case deg(α) = 4. First, let us recall the notion of type of a real number. For
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a real number θ we say its type is at most τ ≥ 1 if there exists a positive constant
c(θ) such that for every p, q ∈ Z we have
|qθ − p| ≥ c(θ)
qτ
.
The set of real numbers satisfying an inequality like the one above for some τ ≥ 1
is called the set of Diophantine numbers.
We use a general bound for linear forms in logarithms to show that θ˜1 is Dio-
phantine. We summarize this calculation in the next
Lemma 4.1. Let α1 = e
2πiθ1 be an algebraic number on the unit circle which is
not a root of unity. Then, θ1 is Diophantine and its type is bounded from above by
some explicit constant τα1 .
Proof. Let us denote by pq the integer realizing the distance to the integers of qθ1,
i.e., ||qθ1||R/Z = |qθ1 − pq|. Note that
|αq1 − 1| = |e2πiqθ1 − e2πipq |
≤ 2π|qθ1 − pq|.
Now we use Theorem 2.2 from [Bug18] to deduce that for every q ∈ Z \ {0} holds
log|αq1 − 1| ≥ −τα1 log(eq), for some explicit constant τα1 > 1 depending only on
α1, which finally implies
|qθ1 − pq| ≥ e
−τα1
2πqτα1
=:
cα1
qτα1
.
In other words, the type of θ1 is ≤ τα1 . 
As we already mention, our aim is to understand how fast is the approximation
of the integrals appearing in Corollary 3.2 by Riemann sums. The classic way to
do this is to use the Koksma-Hlwaka inequality for integrals of dimension greater
than one. Unfortunately, the integrand of the integrals in Corollary 3.2 are given
by the functions
F (x1, . . . , xm) = χJ
(−2R(x1, . . . , xm) + aj
L
)
,
j = 0, . . . , P − 1, which we do not expect to have bounded variation in the sense of
Hardy and Krause (see [KN12]). So we restrict ourselves to dimension 1 (m = 1,
so deg(α) = 4), where we can prove that the variation of this function is bounded
explicitly. This reduces ourselves to the classic Koksma’s result which we recall
next. We start with the definition of discrepancy:
Definition 4.2. Let N ≥ 1 and (un)n≥1 ⊂ [0, 1]. The discrepancy of the sequence
un is defined by
DN (un) = sup
0≤a<b≤1
| 1
N
N∑
n=1
χ
[a,b]
(un)− (b − a)|.
By allowing only sets of the form [0, a] in the definition of DN , we obtain the
star-discrepancy D∗N . Follows the obvious inequality D
∗
N(un) ≤ DN (un).
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It is known that the discrepancy of the sequence (nθ˜1)n≥1 is bounded as
DN (nθ˜1) ≤ DN−1/τ ,
where τ is any strict upper bound for the type of θ˜1 and D is an absolute constant.
This fact is derived from the Erdo˝s-Turan inequality (see [KN12]). The inequality
above holds if we repalce the upper bound for the type of θ˜1 by an upper bound
for the type of θ1, because θ˜1 = Pθ1. Now we recall the Koksma inequality.
Theorem 4.3 (see [KN12]). Let F : [0, 1] −→ R be a function of bounded variation
V (F ) < +∞. For any sequence (un)n≥1 ⊆ [0, 1] and N ≥ 1, holds
| 1
N
N∑
n=1
F (un)−
∫
F (x)dx| ≤ V (F )D∗N (un).
Now we use the Koksma inequality for every function Fj(x) = χJ(2δ)
(−2R(x) + aj
L
)
(j = 0, . . . , P − 1), where δ = δ(A,B,C) is the one obtained from Lemmas 3.3 to
3.6 for fixed A,B,C > 1. Repeating the arguments of these lemmas, we can
conclude that the integral of F is greater or equal 2/5. Also, it is not difficult
to see that the variation of Fj is less or equal to 8H (recall H is defined in the
paragraph below the proof of Corollary 3.2). Define n0 := ⌈logα(|σ0(η)|/δ)⌉ and
Nj = # {1 ≤ n ≤ N | n ≡ j (mod P )} ≥ ⌊N/P ⌋. This allows us to affirm that for
any N > n0 and j = 0, . . . , P − 1∫
R/Z
χ
J(2δ)
(−2R(x) + aj
L
)
dx − 8DH⌊N/P ⌋1/τ −
n0
⌊N/P ⌋
≤
#
{
n0 < n ≤ N, n ≡ j (mod P )
∣∣∣∣−2Rn + ajL (mod 1) ∈ J(2δ)
}
⌊N/P ⌋
≤
#
{
n0 < n ≤ N, n ≡ j (mod P )
∣∣∣∣−2Rn + ajL − σ0(η)α−n (mod 1) ∈ J(δ)
}
⌊N/P ⌋
≤
# {n0 < n ≤ N, n ≡ j (mod P )|{ηαn} ∈ J(δ)}
⌊N/P ⌋
≤
# {1 ≤ n ≤ N, n ≡ j (mod P )|{ηαn} ∈ J(δ)}
⌊N/P ⌋ .
Let us add these inequalities for j = 0, . . . , P − 1 and multipliy by ⌊N/P ⌋/N both
sides, yielding
1
P
P−1∑
j=0
∫
R/Z
χ
J(2δ)
(−2R(x) + aj
L
)
dx− 1
N/P
− 8DH
(N/P )1/τ
− n0
N/P
≤
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# {1 ≤ n ≤ N |{ηαn} ∈ J(δ)}
N
.
Since each integral term in the left-hand side is greater than 2/5 we conclude the
right hand side is greater than 1/3 as soon as N ≥ N0, with N0 defined by any
integer solution to
8DH
(N0/P )
1/τ
+
n0
N0/P
+
P
N0
< 1/15.
In particular, we may choose any N0 ≥ P max (45n0, (360DH)τ , 45). In this man-
ner, for η = ωκ =
1
L
(l0 + · · · + ld−1αd−1) ∈ Q(α), we conclude that we can take
r0 = r0(ω) in Theorem 1.1 as
r0 =
cα
αP max(⌈logα(|σ0(η)|/δ)⌉,Hτ )
,
for certain explicit constant cα > 0, deduced from the relation R0 = α
N0+C2+1 and
Lemmas 2.6, 2.7. With this we have proved
Proposition 4.4. Let A,B,C > 1 and ω ∈ Q(α) \ {0} satisfying the conditions of
Theorem 1.1. Suppose α is a Salem number of degree equal 4 and let α1 = e
2πiθ1 be
the Galois conjugate on the upper half of the unit circle. Then, θ1 is diophantine
and if τ is an upper bound for its type, there exists a constant cα > 0 only depending
on α such that r0(ω) appearing in Theorem 1.1 satisfies
r0(ω) >
cα
αA4 max(⌈logα(C/δ)⌉,Hτ )
,
where H =
√
U(θ1)2 + V (θ1)2 (see Corollary 3.2 for definition of U and V ) and
δ = δ(A,B,C) > 0 comes from any of Lemmas 3.3 to 3.6.
Almost identical calculations lead to an expression bounding r0(ω) in the case
of Theorem 1.2, so we omit them.
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