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ABSTRACT
Powerful jets and outflows are launched from the protostellar disks around newborn stars. These
outflows carry enough mass and momentum to transform the structure of their parent molecular
cloud and to potentially control star formation itself. Despite their importance, we have not been
able to fully quantify the impact of jets and outflows during the formation of a star cluster. The
main problem lies in limited computing power. We would have to resolve the magnetic jet-launching
mechanism close to the protostar and at the same time follow the evolution of a parsec-size cloud
for a million years. Current computer power and codes fall orders of magnitude short of achieving
this. In order to overcome this problem, we implement a subgrid-scale (SGS) model for launching jets
and outflows, which demonstrably converges and reproduces the mass, linear and angular momentum
transfer, and the speed of real jets, with ∼ 1,000 times lower resolution than would be required without
SGS model. We apply the new SGS model to turbulent, magnetized star cluster formation and show
that jets and outflows (1) eject about 1/4 of their parent molecular clump in high-speed jets, quickly
reaching distances of more than a parsec, (2) reduce the star formation rate by about a factor of two,
and (3) lead to the formation of ∼ 1.5 times as many stars compared to the no-outflow case. Most
importantly, we find that jets and outflows reduce the average star mass by a factor of ∼ 3 and may
thus be essential for understanding the characteristic mass of the stellar initial mass function.
Subject headings: magnetohydrodynamics – ISM: clouds – ISM: kinematics and dynamics – ISM:
jets and outflows – stars: formation – stars: luminosity function, mass function –
turbulence
1. INTRODUCTION
Observations show that jets and outflows are launched
from virtually all protostar–disk systems (e.g., Richer
et al. 2000; Beuther et al. 2002; Woitas et al. 2002; Shep-
herd et al. 2003; Cabrit et al. 2007; Swift & Welch 2008;
Duarte-Cabral et al. 2013; Wang et al. 2014b; Dunham
et al. 2014). And ALMA has now begun to push the res-
olution and detail of these observations to the next level
(e.g., Sakai et al. 2013; Murillo et al. 2013; Merello et al.
2013), providing us with important constraints for under-
standing and modeling the magnetic jet-launching pro-
cess in computer simulations. Magnetic pressure-driven
jets can even be reproduced in terrestrial experiments
and the results of the experiments can be scaled to as-
trophysical dimensions (Ciardi et al. 2007; Suzuki-Vidal
et al. 2010).
Jets and outflows have been proposed to solve the fol-
lowing key problems in star formation research. First,
they may help to explain the low star formation rate
(SFR) and low star formation efficiency (SFE) in tur-
bulent clouds (Padoan et al. 2014; Krumholz 2014;
Krumholz et al. 2014). Second, they contribute to solv-
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ing the problem of efficiently removing angular momen-
tum from the rotating, star-forming core and disk to ex-
plain the observed relatively slow rotation rates of stars
(Pudritz et al. 2007; Frank et al. 2014). Third, they
could play a key role in explaining the observed stellar
initial mass function (IMF) (Chabrier 2005; Kroupa et al.
2013), by removing some fraction of the accreting proto-
stellar envelope, which may be parametrized with a core-
to-star efficiency parameter  ∼ 0.25–0.5 (Matzner & Mc-
Kee 2000; Alves et al. 2007; Nutter & Ward-Thompson
2007; Enoch et al. 2008; Myers 2008; Andre´ et al. 2010;
Ko¨nyves et al. 2010; Federrath & Klessen 2012; Offner
et al. 2014).
Moreover, the kinetic energy injection rate of outflows
and jets is of the order of the turbulent dissipation rate
(Mac Low & Klessen 2004; Krumholz et al. 2014), sug-
gesting that outflows and jets can significantly contribute
to driving and sustaining the observed level of turbu-
lence (Swift & Welch 2008; Maury et al. 2009; Graves
et al. 2010; Arce et al. 2010; Nakamura et al. 2011; Riv-
illa et al. 2013) and thus supporting a picture in which
star formation might regulate itself by outflow feedback
(e.g., Norman & Silk 1980; Draine 1983; Franco 1984;
Shu et al. 1987; McKee 1989). Although numerical ex-
periments by Banerjee et al. (2007) suggested that jets
cannot generate supersonic turbulence if they are driven
into a uniform-density medium at rest, jets and outflows
may well be capable of sustaining and enhancing pre-
existing molecular cloud turbulence (Cunningham et al.
2009; Carroll et al. 2009, 2010). Even though outflows
and jets are driven by magnetic pressure (Lynden-Bell
2003) and magneto-centrifugal acceleration (Blandford
& Payne 1982) on sub-AU scales during protostar forma-
tion, their power can reach molecular clump and cloud
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scales, up to several parsecs (Tafalla & Myers 1997; Arce
& Goodman 2001; Stojimirovic´ et al. 2006; Narayanan
et al. 2012). Considering the energy and scale of these
outflows suggests that they cannot be ignored and likely
have a strong impact on cloud dynamics and star forma-
tion.
Despite their potentially crucial impact on molecular
cloud structure, dynamics and star formation, we have
not been able to fully quantify the effects of jets and out-
flows. The main problem is to properly incorporate jets
and outflows in a numerical simulation of star cluster for-
mation, which is extremely challenging. We would have
to resolve the magnetic launching mechanism, which oc-
curs close to the protostar on sub-AU scales, while at
the same time, we must follow the evolution of the star-
forming cloud on parsec-size scales. A fully consistent
calculation would require the numerical code to cover
7–8 orders of magnitude in length scales. Although cal-
culations of single stars have achieved such a high spatial
resolution (e.g., Banerjee & Pudritz 2006; Machida et al.
2008; Bate et al. 2014), the time scale covered by those
calculations is less than 2 years after protostar formation,
even in the best state-of-the-art simulations. But form-
ing a whole star cluster takes 105–106 years and requires
us to follow multiple sites of star formation at the same
time. In a sentence: current codes and supercomputers
are orders of magnitude away from solving this problem
from first principles. A subgrid-scale (SGS) model is re-
quired that correctly reproduces the large-scale effects of
jets and outflows, even if the actual launching mechanism
is not resolved.
The aim of this study is i) to implement an SGS
model for driving jets and outflows during star cluster
formation, which is based on theoretical, observational
and numerical facts, and demonstrably reproduces the
mass, linear momentum, angular momentum transfer,
and speed of real jets and outflows, ii) to determine the
role of jets and outflows for the SFR, and iii) to measure
their impact on the characteristic mass of the IMF.
In Section 2, we summarize the basic numerical tech-
niques, including magnetohydrodynamics, gravity and
sink particles. Section 3 presents the details of our
new SGS outflow model. In Section 4, we test the new
model with isolated protostar formation calculations and
demonstrate that it yields the converged mass, momen-
tum, angular momentum transfer, and speed of real jets
and outflows. Previous implementations of SGS outflow
feedback and their limitations are discussed in Section 5.
In Section 6, we apply our new SGS model to turbulent
star cluster formation and determine the impact of out-
flow feedback on the SFR and on the characteristic mass
of the IMF. Section 7 summarizes our conclusions.
2. BASIC NUMERICAL METHODS
Our SGS model for launching outflows is strictly bound
to the sink particles used to model star formation and
accretion. Here, we briefly describe the magnetohydro-
dynamics (MHD) scheme and the most important details
of our sink particle algorithm, followed by a discussion
of the coupling between the sink particles and our imple-
mentation of the SGS outflow model in Section 3 below.
2.1. Magnetohydrodynamics and equation of state
We use a modified version of the adaptive mesh re-
finement (AMR, Berger & Colella 1989) code FLASH
(Fryxell et al. 2000; Dubey et al. 2008) (in version 4) to
integrate the three-dimensional, ideal MHD equations,
including self-gravity,
∂ρ
∂t
+∇ · (ρv) = 0 ,
ρ
(
∂
∂t
+ v · ∇
)
v =
(B · ∇)B
4pi
−∇Ptot + ρg ,
∂E
∂t
+∇ ·
[
(E + Ptot)v − (B · v)B
4pi
]
= ρv · g ,
∂B
∂t
= ∇× (v ×B) , ∇ ·B = 0 , (1)
where the gravitational acceleration of the gas g, is the
sum of the self-gravity of the gas and the contribution of
sink particles (see Section 2.2 below):
g = −∇Φgas + gsinks ,
∇2Φgas = 4piGρ . (2)
Here, ρ, v, Ptot = Pth + 1/(8pi) |B|2, B, and E =
ρint +(ρ/2) |v|2 +1/(8pi) |B|2 denote the gas density, ve-
locity, pressure (thermal plus magnetic), magnetic field,
and total energy density (internal plus kinetic, plus mag-
netic), respectively.
To model the thermal evolution during star formation,
we use a polytropic equation of state
Pth = Kρ
Γ, (3)
approximating the detailed radiation-hydrodynamic sim-
ulations by Masunaga & Inutsuka (2000). This covers the
phases of isothermal contraction, adiabatic heating dur-
ing the formation of the first and second core and the
effects of H2 dissociation in the second collapse. Accord-
ing to these phases, we set the polytropic exponent in
Equation (3) to
Γ =

1 for ρ ≤ ρ1 ≡ 2.50× 10−16 g cm−3 ,
1.1 for ρ1 < ρ ≤ ρ2 ≡ 3.84× 10−13 g cm−3 ,
1.4 for ρ2 < ρ ≤ ρ3 ≡ 3.84× 10−8 g cm−3 ,
1.1 for ρ3 < ρ ≤ ρ4 ≡ 3.84× 10−3 g cm−3 ,
5/3 for ρ > ρ4 .
(4)
The polytropic constant K in Equation (3) is adjusted
such that K = c2s , i.e, the square of the sound speed.
When the polytropic exponent Γ changes according to
the density regimes given by Equation (4), the tem-
perature and sound speed change, and K is adjusted,
such that the pressure and temperature are continuous
functions of density. In the isothermal regime (Γ = 1),
which serves as the normalization, the sound speed cs =
0.2 km s−1 and the temperature T = 11 K for gas with a
typical molecular weight of 2.3mH (with mH being the
mass of a hydrogen atom). The initial isothermal evolu-
tion for ρ ≤ 2.5×10−16 g cm−3 is a reasonable approxima-
tion for dense, molecular gas of solar metallicity, over a
wide range of densities (Wolfire et al. 1995; Omukai et al.
2005; Pavlovski et al. 2006; Glover & Mac Low 2007a,b;
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Glover et al. 2010; Hill et al. 2011; Hennemann et al.
2012; Glover & Clark 2012). We emphasize that Equa-
tions (3) and (4) are an approximation to hydrodynamic
calculations that take radiative transfer effects into ac-
count (e.g., Larson 1969; Yorke et al. 1993; Masunaga &
Inutsuka 2000; Krumholz et al. 2007; Offner et al. 2009;
Bate 2009b; Peters et al. 2010; Commerc¸on et al. 2010;
Myers et al. 2013). However, Equations (3) and (4) are
a sufficient approximation for testing our SGS outflow
model and even for cluster-formation simulations, as long
as the opacity limit is resolved, which occurs at a density
ρ & 10−14 g cm−3 (e.g., Larson 1969; Penston 1969; Lar-
son 2005; Jappsen et al. 2005, and references therein).
If the opacity limit is resolved, the fragmentation of gas
into stars with masses M & 0.1M is roughly converged.
Only the number of brown dwarfs is overestimated by
factors of a few (e.g., Bate 2009a).
All simulations use the positive-definite HLL3R Rie-
mann scheme for ideal MHD (Bouchut et al. 2007, 2010;
Waagan 2009; Waagan et al. 2011), which has been tested
for efficiency, robustness, and accuracy. Waagan et al.
(2011) show that it maintains ∇ ·B ∼ 0 with negligible
errors. This MHD solver also allows us to model highly
compressible gas flows including hypersonic jets and su-
personic MHD turbulence without producing unphysi-
cal states. The self-gravity of the gas, i.e., the gas–gas
gravitational interaction (Equation 2) is computed with a
multi-grid Poisson solver (Ricker 2008) and the sink par-
ticle interactions are computed by direct N -body sum-
mation, as explained in Section 2.2. The gravitational
potential and accelerations are computed according to
the specified boundary conditions of the simulations.
We solve the MHD Equations (1) and (2) in three
dimensions with varying maximum effective resolutions
Nres = 2
Lref depending on the maximum AMR level
Lref . On all AMR levels below the maximum, we re-
fine the computational grid in regions where the Jeans
length is resolved with less than 32 grid cells, in order
to resolve turbulent vorticity and magnetic-field ampli-
fication on the Jeans scale (Sur et al. 2010; Federrath
et al. 2011b; Turk et al. 2012). Appendix A presents a
Jeans-resolution study, demonstrating that we must re-
solve the Jeans length by more than 30 grid cells in order
to achieve convergence. Scales smaller than the maxi-
mum refinement level are treated with sink particles and
with our SGS model for launching jets and outflows.
2.2. Sink particle formation and evolution
In order to model collapse, accretion and star forma-
tion, we use sink particles (for the first implementations
of sink particles in smoothed particle hydrodynamics and
in AMR, see Bate et al. 1995; Krumholz et al. 2004). In
our implementation, only bound and collapsing gas forms
stars and is allowed to be accreted (for a detailed analy-
sis and implementation, see Federrath et al. 2010a). The
key feature of our approach is to define a control vol-
ume centered on grid cells exceeding a density threshold,
ρsink. Truelove et al. (1997) found that the Jeans length
must be resolved with at least 4 grid cells to avoid ar-
tificial fragmentation, leading to a resolution-dependent
density criterion,
ρsink =
pic2s
4Gr2sink
. (5)
The sink particle accretion radius rsink is typically set
to 2.5 grid-cell lengths at the maximum level of refine-
ment, sufficient to capture the formation and accretion
accurately.
Grid cells exceeding the density threshold given by
Equation (5), however, do not form sink particles right
away. First, a spherical control volume with radius rsink
is defined around the cell exceeding ρsink, in which a se-
ries of checks for gravitational instability and collapse
are performed (Federrath et al. 2010a). A sink particle
is only created, if the gas in the control volume
1. is on the highest level of grid refinement,
2. is not within rsink of an existing sink particle,
3. is converging from all directions (vr < 0),
4. has a central gravitational potential minimum,
5. is bound (|Egrav| > Ethermal + Ekin + Emag),
6. and is Jeans-unstable.
This procedure avoids spurious sink particle formation,
and allows us to trace only truly collapsing and star-
forming gas.
Once a sink particle is created, it can accrete gas from
the AMR grid, but only if the gas exceeds the density
threshold, is inside the sink particle accretion radius, is
bound to the particle, and is collapsing toward it. If all
these criteria are fulfilled, the excess mass above the den-
sity threshold defined by Equation (5) is removed from
the MHD system and added to the sink particle, such
that mass, momentum and angular momentum are con-
served by construction (as shown in detail in the next
section).
The gravitational interaction between sink particles
and with the gas is computed by direct N -body sum-
mation over all sink particles and grid cells. We use
a second-order Leapfrog integrator to advance the sink
particles with a velocity-based and acceleration-based
timestep constraint that allows us to resolve close and
highly eccentric orbits of sink particles without intro-
ducing any errors on super-resolution grid scales. De-
tailed tests of this method are provided in Federrath et al.
(2010a) and Federrath et al. (2011a).
2.3. Sink particle accretion
The mass fraction ∆mi to be accreted from cell i with
mass mi and volume Vi is
∆mi = mi − ρsinkVi . (6)
Within the control volume (4pi/3)r3sink of a sink par-
ticle, we gather the mass, center of mass (c.o.m.), mo-
mentum and angular momentum of the material to be
accreted:
mass: Macc =
∑
i ∆mi
c.o.m.: MaccRacc =
∑
i ∆miri
momentum: MaccVacc =
∑
i ∆mivi
ang. mom.: Lacc =
∑
i ∆miri × vi .
(7)
We then remove the mass ∆mi from each cell and add
the accreted material to the sink particle, in order to
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fulfill the conservation laws of the mass, center of mass,
momentum, and total angular momentum (which is the
sum of the sink particle’s angular momentum Lsink and
spin Ssink), denoting quantities after the accretion step
with a prime:
mass: M ′sink = Msink +Macc
c.o.m.: M ′sinkR
′
sink = MsinkRsink +MaccRacc
momentum: M ′sinkV
′
sink = MsinkVsink +MaccVacc
ang. mom.: L′sink = M
′
sinkR
′
sink ×V′sink
spin: S′sink = Ssink + Lsink − L′sink + Lacc .
(8)
The sink particle spin Ssink was introduced in order
to absorb the excess accreted angular momentum. Note
that this is not simply Lacc as one might first think, be-
cause the sink particle position Rsink and thus the an-
gular momentum of the sink particle Lsink can change
slightly during an accretion event (in order to conserve
the c.o.m.), which is compensated by the additional term
Lsink−L′sink, such that global angular momentum is con-
served (see Appendix B in Federrath et al. 2010a).
Finally, we note that we do not directly modify the
magnetic field when a sink particle is created or when it
accretes. We carefully thought about accreting magnetic
flux in addition to accreting mass, but we concluded that
this would introduce two problems that can be avoided
by leaving the magnetic field intact. The first problem
arises when we would modify the magnetic field on the
grid. This must be done such that the magnetic field re-
mains divergence-free, i.e., ∇·B = 0. Although this may
be achievable, the pressure exerted by the magnetic field
would be lost when it is removed from the grid. This cre-
ates another problem, i.e., we would have to account for
this loss of magnetic pressure, e.g., by adding artificial
magnetic correction forces inside the sink particle (note
that we also have to account for the gravity from the sink
particle because of mass accretion, and the same would
apply for effects of the magnetic field in the vicinity of the
sink particles, if we accreted magnetic flux). Thus, in-
stead of tempering with the magnetic field, we leave it in-
tact and only accrete mass, such that the aforementioned
problems are avoided. We note that numerical diffusion
of the magnetic field still takes place on the grid scale,
but this is a relatively small effect (for a quantification of
numerical diffusion of the magnetic field, see Federrath
et al. 2011b, Appendix), and happens independently of
whether sink particles are included or not.
3. THE OUTFLOW/JET MODEL
Due to the modular concept of the code, the outflow
module applies when accretion has finished. This se-
quence is repeated in each time step of the code. This has
the advantage that the state of the system after the ac-
cretion step is completely determined, and a well-defined
fraction of the accreted material can be re-inserted to
launch the outflow in the feedback step. This requires
two loops over all sink particles and grid cells within the
accretion and outflow radii. The accretion and outflow
modules are structurally separated in the code, with the
outflow module depending on the accretion module, but
not vice versa.
Outflow launching
Sink particle
Accretion disk
rout
rsink
θout region (SGS model)
Ssink
Figure 1. Schematic of our subgrid-scale outflow model, showing
the basic geometry, with the sink particle radius rsink and spin
Ssink, the outflow radius rout and the opening angle θout. The
arrows indicate gas flows in the disk and SGS region. Not to scale.
3.1. Geometry of the outflow launching region
We use two spherical sectors with radius rout around
the sink particle in order to insert the outflow. Figure 1
shows a schematic of our SGS outflow model, indicat-
ing the sink particle spin Ssink, the sink particle radius
rsink and the outflow radius rout. The outflow launch-
ing region is defined as the two spherical cones with the
opening angle θout centered on the spin axis of the sink
particle. In the following, we will refer to the outflow-
launching region as the top and bottom outflow ‘cones’.
Observations and theoretical models show that out-
flows are typically aligned with the rotation axis of the
accretion disk (Appenzeller & Mundt 1989), because the
magnetic field is wound-up in the disk, creating a mag-
netic tower (Lynden-Bell 2003) along the rotation axis.
Moreover, opening angles of θout = 30
◦ relative to the ro-
tation axis are consistent with magneto-centrifugal accel-
eration of the jet component (Blandford & Payne 1982).
As θout = 30
◦ is the standard value for magnetically-
driven disk winds and consistent with observations of
protostellar outflows (e.g., Appenzeller & Mundt 1989;
Camenzind 1990), we apply this opening angle as the
default value in our SGS model.
3.2. Mass transfer
The key adaptive element of our SGS model is to rein-
sert a well-defined mass fraction of accreted material and
launch that mass away from the sink particle to model an
outflow+jet component. The outflow mass Mout inserted
in each time step ∆t is determined by the accretion rate
of the sink particle M˙acc, according to
Mout = fmM˙acc∆t. (9)
The mass fraction fm can be chosen arbitrarily by the
user of the SGS model, but theories based on the cen-
trifugal acceleration mechanism and the X-wind model
(e.g., Blandford & Payne 1982; Pudritz & Norman 1986;
Shu et al. 1988; Wardle & Ko¨nigl 1993; Ko¨nigl & Pudritz
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2000; Pudritz et al. 2007), as well as observations (e.g.,
Hartmann & Calvet 1995; Calvet 1998; Bacciotti et al.
2002; Cabrit et al. 2007; Lee et al. 2006, 2007; Bacciotti
et al. 2011) suggest fm ∼ 0.1–0.4. For instance, Banerjee
& Pudritz (2006) find M˙jet/M˙acc ∼ 0.33 for the inner
jet component in their AMR simulations, which is also
consistent with this range. Due to dust obscuration, ob-
servations are restricted to measuring the accretion and
outflow rates at relatively large distances from the ac-
cretion disk. Thus, the fraction fm may be somewhat
different closer to the source of the jet, inside the disk,
but likely similar. Seifried et al. (2012) find fm ∼ 0.1–
0.6 in high-resolution simulations, because of spatial and
temporal variations. Averaging over all space and time,
Seifried et al. (2012) find a mean value of fm ∼ 0.3, in
agreement with other numerical simulations (Tomisaka
1998, 2002; Casse & Keppens 2002; Hennebelle & Fro-
mang 2008; Duffin & Pudritz 2009; Sheikhnezami et al.
2012; Fendt & Sheikhnezami 2013). The mass fraction
fm is remarkably insensitive to changes in the physical
conditions of the disk and the progenitor core. The mag-
netic field strength and level of rotation do not seem to
significantly change fm. Using smoothed particle magne-
tohydrodynamics simulations, Price et al. (2012) recently
arrived at a similar conclusion and found values of fm up
to 0.4.
Based on the range of values for the mass fraction fm
inferred from theoretical models, observations, and nu-
merical simulations, and based on the relatively weak de-
pendence of fm on the magnetic field and initial angular
momentum of the star-forming core, we adopt fm = 0.3
as the reasonable standard value. In Section 4, we also
study the dependence of our results on fm and find that
it does not significantly alter the resulting mass and
momentum injection, because our SGS model is self-
regulating.
In each timestep, we add the outflow mass Mout given
by Equation (9) uniformly to the gas within the outflow
cones and subtract it from the sink particle, in consider-
ation of mass conservation. In order to achieve a smooth
transition at the interface of the SGS launching region,
we use a radial and an angular smoothing function, de-
fined as
R(r, rout) =
{
sin [pi(r/rout)] for r ≤ rout
0 for r > rout
, (10)
Θ(θ, θout) =
{
cosp [(pi/2)(θ/θout)] for |θ| ≤ θout
0 for |θ| > θout
,(11)
such that the effect of the SGS model quickly approaches
zero toward the interface of the outflow cones. We
have experimented with different choices of the smooth-
ing functions and with different values of the smoothing
power p and did not find any significant effect on the
shape of the outflow as long as p ≤ 4. For simplic-
ity, we use p = 1 as the standard value. The model
works even without any smoothing toward the bound-
aries of the outflow cones, but in some rare cases, the
sharp transition without smoothing can cause numerical
instabilities, which we avoid by using the simple smooth-
ing functions given by Equations (10) and (11).
3.3. Momentum transfer
Given the mass Mout inserted in each timestep (Equa-
tion 9), the momentum transferred to each of the two
outflow cones in the rest frame of the sink particle is
simply
Pout = ±1
2
MoutVout. (12)
For the radial outflow velocity Vout, we use the Kepler
speed at the footpoint of a centrifugally-driven jet, close
to the protostellar radius, as suggested by analytic mod-
els (Blandford & Payne 1982; Shibata & Uchida 1985,
1986; Pudritz & Norman 1986; Wardle & Ko¨nigl 1993;
Ko¨nigl & Pudritz 2000). The Kepler speed for a typi-
cal protostar with a mass of M = 0.5M at a radius of
R = 10R is VKepler = (GM/R)1/2 ∼ 100 km s−1. This
is indeed the typical outflow speed measured in observa-
tions (e.g., Herbig 1962; Snell et al. 1980; Bacciotti et al.
2002), so we use it to normalize our outflow model. The
actual outflow speed, however, depends on the mass of
the sink particle. For the outflow velocity we thus use
|Vout| =
(
GMsink
10R
)1/2
= 100 km s−1
(
Msink
0.5M
)1/2
.
(13)
Since the radius of a protostar can vary between 1R
and 100R for stars within the wide mass range of
0.1–100M and for a typical range of accretion rates
of 10−6–10−3M yr−1 (Hosokawa & Omukai 2009), we
choose to normalize our SGS model with the Kepler
speed of a protostar with an intermediate launching ra-
dius of 10R, about twice the radius of a solar-type
protostar (Stahler et al. 1980a,b; Larson 2003). Equa-
tion (13) takes into account that the outflow accelerates
with increasing mass of the protostar, which is indeed
observed in dedicated outflow simulations without the
SGS model, discussed below. The dependence of Vout
on the sink particle mass means that the outflow and jet
turn on smoothly, similar to a real jet, gradually drilling
through the accretion flow along the rotation axis of the
disk.
Observations, theoretical models and simulations indi-
cate that outflows typically consist of two components,
a low-speed, wide-angle outflow and a high-speed, colli-
mated jet (Snell et al. 1980; Draine 1983; Uchida & Shi-
bata 1985; Bacciotti et al. 2000; Banerjee & Pudritz 2006;
Shang et al. 2006; Machida et al. 2008; Agra-Amboage
et al. 2011; Velusamy et al. 2014). The outflow compo-
nent might be driven from the first core by a magnetic
tower flow, while the jet component is likely launched
from the second core by magneto-centrifugal accelera-
tion. In order to capture both components in an ap-
proximate way with our SGS model, we construct a nor-
malized velocity profile V(θ, θout), consisting of a slow,
wide-angle outflow and a fast, collimated jet (see e.g.,
Camenzind 1990; Machida et al. 2008),
V(θ, θout) = 1
4
Θ(θ, θout) +
3
4
Θ(θ, θout/6), (14)
where Θ(θ, θout) is the angular smoothing function de-
fined in Equation (11) with p = 1. For our fiducial open-
ing angle θout = 30
◦, we obtain a wide-angle (30◦), low-
speed component with ∼ 0.25Vout and a collimated (5◦),
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Figure 2. Normalized velocity profile of our SGS model, Equa-
tion (14), which consists of a low-speed, wide-angle outflow and a
high-speed, collimated jet, as seen in previous simulations and in
observations.
high-speed jet with Vout (for early observational studies
of jets with collimation angles of 5–10◦, see e.g., Mundt
& Fried 1983; Appenzeller & Mundt 1989). Even terres-
trial experiments of magnetic pressure-driven jets show
such a high degree of collimation with angles < 10◦ (Cia-
rdi et al. 2007). Figure 2 shows the normalized velocity
profile given by Equation (14), clearly depicting the two
separate components. We have chosen the relative power
and opening angles of the outflow and jet components to
best resemble numerical simulations that can distinguish
the two components (Banerjee & Pudritz 2006; Machida
et al. 2008). The normalized velocity profile is multiplied
with the radial outflow velocity Vout from Equation (13).
Finally, we note that we have paid particular atten-
tion to implementing the momentum transfer such that
it is symmetric and conserves global momentum. It may
seem trivial to achieve symmetry and momentum conser-
vation, because the same amount of mass and momentum
should be inserted in the top and bottom cones. Due to
the discretization of the grid, however, and the fact that
the position of the sink particle and the outflow axis can
be arbitrarily oriented with respect to the AMR grid,
this is not trivial at all and requires multiple loops over
all grid cells within the outflow cones. First, we define
the cells in the top and bottom cones and distribute the
mass Mout and momentum Pout in each cone. In a sec-
ond loop, we correct for the slight deviation of mass and
momentum, such that the top and bottom cones carry
the same mass and transfer exactly opposite momenta.
Doing this, we ensure that the total mass Mout and the
total momentum transferred to the outflow matches our
target values given by Equations (9) and (12).
3.4. Angular momentum transfer
Outflows and jets rotate (Bacciotti et al. 2002), which
makes them the key mechanism for transporting angular
momentum away from the star, allowing it to grow in
mass (Uchida & Shibata 1985; Shu et al. 1987; Ko¨nigl
& Pudritz 2000; Pudritz et al. 2007; Frank et al. 2014).
Similar to the mass transfer discussed in Section 3.2, we
introduce a fraction fa of the accreted angular momen-
tum S′sink−Ssink given by Equation (8) and release that
fraction of angular momentum along the sink particle ro-
tation axis S′sink after accretion (denoted with a prime)
by transferring it to the rotating SGS outflow and jet
Table 1
List of SGS outflow parameters.
SGS Parameter Symbol Default Reference
Outflow Opening Angle θout 30◦ [1]
Mass Transfer Fraction fm 0.3 [2]
Jet Speed Normalizationa |Vout| 100 km s−1 [3]
Angular Momentum Fraction fa 0.9 [4]
Outflow Radius rout 16 ∆x Section 4
Notes. a The outflow velocities are dynamically computed
according to the Kepler speed at the footpoint of the jet,
|Vout| = 100 km s−1(Msink/0.5M)1/2 (see Equation 13).
References: [1] Blandford & Payne (1982); Appenzeller & Mundt
(1989); Camenzind (1990); Casse & Keppens (2002); [2] Hartmann
& Calvet (1995); Calvet (1998); Tomisaka (1998); Bacciotti et al.
(2002); Tomisaka (2002); Lee et al. (2006); Cabrit et al. (2007);
Lee et al. (2007); Hennebelle & Fromang (2008); Duffin & Pudritz
(2009); Bacciotti et al. (2011); Price et al. (2012); Seifried et al.
(2012); Sheikhnezami et al. (2012); Fendt & Sheikhnezami (2013);
[3] Herbig (1962); Snell et al. (1980); Blandford & Payne (1982);
Draine (1983); Uchida & Shibata (1985); Shibata & Uchida
(1985, 1986); Pudritz & Norman (1986); Wardle & Ko¨nigl (1993);
Bacciotti et al. (2000); Ko¨nigl & Pudritz (2000); Bacciotti et al.
(2002); Banerjee & Pudritz (2006); Machida et al. (2008); [4]
Pelletier & Pudritz (1992); Bacciotti et al. (2002); Banerjee &
Pudritz (2006); Hennebelle & Fromang (2008).
components, according to
Lout = fa (S
′
sink − Ssink) · S′sink/|S′sink|. (15)
Bacciotti et al. (2002) find in Hubble Space Telescope
observations of the DG Tau flow that the angular mo-
mentum fraction is fa = 0.6–1.0, consistent with the disk
wind models by Pelletier & Pudritz (1992), who find
fa ∼ 0.7–1.0, for sub- to super-Alfve´nic accretion flows.
Using numerical simulations, Banerjee & Pudritz (2006)
and Hennebelle & Fromang (2008) measured fa ∼ 0.5–2.
The time-averaged ejected angular momentum fraction
is fa ∼ 0.9 in their simulations, consistent with the ob-
servations in Bacciotti et al. (2002), so we use fa = 0.9 as
the standard value for our SGS model. This means that
90% of the accreted angular momentum is transferred to
the outflow and removed from the disk–protostar system,
which is a reasonable value for magnetically-driven jets
and outflows (Pudritz et al. 2007).
3.5. Summary of all SGS outflow parameters
In summary, our SGS outflow model employs the
user-adjustable parameters listed in Table 1. The de-
fault outflow opening angle θout = 30
◦, the mass
transfer fraction fm = 0.3, the jet speed |Vout| =
100 km s−1(Msink/0.5M)1/2, and the angular momen-
tum transfer fraction fa = 0.9. These default param-
eters are all physically motivated and chosen based on
theoretical models, numerical simulations and observa-
tions. The only freely tunable parameter of our SGS
model is the outflow radius. By varying rout from 4 to
32 grid cells on the highest level of AMR in the test sim-
ulations discussed in the next section, we find that all
relevant outflow properties (mass, momentum, angular
momentum, and jet speed) are converged to within 25%
for rout = 16 ∆x, so we define this value as the default
for our SGS outflow model.
3.6. Using magnetic fields together with the SGS model
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Table 2
List of outflow test simulations.
Simulation Model SGS On/Off Lref ∆x [AU] rsink [AU] ρsink [g cm
−3] rout [∆x] Jres [∆x]
(1) (2) (3) (4) (5) (6) (7) (8)
(01) NoSG L10 Off 10 7.8 19.6 1.1× 10−13 n/a 32
(02) NoSG L11 Off 11 3.9 9.8 9.0× 10−13 n/a 32
(03) NoSG L12 Off 12 2.0 4.9 9.1× 10−12 n/a 32
(04) NoSG L13 Off 13 1.0 2.4 9.2× 10−11 n/a 32
(05) NoSG L14 Off 14 0.5 1.2 9.2× 10−10 n/a 32
(06) SGSM L07 On 7 62.7 156.7 1.1× 10−15 16 32
(07) SGSM L08 On 8 31.3 78.3 5.1× 10−15 16 32
(08) SGSM L09 On 9 15.7 39.2 2.4× 10−14 16 32
(09) SGSM L10 On 10 7.8 19.6 1.1× 10−13 16 32
(10) SGSM L11 On 11 3.9 9.8 9.0× 10−13 16 32
(11) SGSM L11 R4 On 11 3.9 9.8 9.0× 10−13 4 32
(12) SGSM L11 R8 On 11 3.9 9.8 9.0× 10−13 8 32
(13) SGSM L11 R32 On 11 3.9 9.8 9.0× 10−13 32 32
(14) SGSM L11 Fa0.0a On 11 3.9 9.8 9.0× 10−13 16 32
(15) SGSM L11 Fm0.1b On 11 3.9 9.8 9.0× 10−13 16 32
(16) NoSG L11 J2 Off 11 3.9 9.8 9.0× 10−13 n/a 2
(17) NoSG L11 J4 Off 11 3.9 9.8 9.0× 10−13 n/a 4
(18) NoSG L11 J8 Off 11 3.9 9.8 9.0× 10−13 n/a 8
(19) NoSG L11 J16 Off 11 3.9 9.8 9.0× 10−13 n/a 16
(20) NoSG L11 J64 Off 11 3.9 9.8 9.0× 10−13 n/a 64
Notes. Columns: (1) simulation name, (2) SGS model switched on/off, (3) maximum refinement level, resulting in an effective
resolution of Nres = 2Lref , (4) minimum cell size, (5) sink particle radius, (6) sink particle density threshold, (7) SGS outflow radius,
(8) Jeans length resolution. All simulations share the same initial conditions for the star-forming core: ρ = 3.82 × 10−18 g cm−3,
R = 5× 1016 cm, M = 1M, tff = 1.075× 1012 s = 34 kyr, Ω = 1.86× 10−13 s−1, and Bz = 100µG (see text for details).
aRun SGSM L11 Fa0.0 is identical to the standard SGS run SGSM L11, but angular momentum transfer is switched off (fa = 0).
bRun SGSM L11 Fm0.1 is also identical to SGSM L11, but the mass transfer fraction was set to fm = 0.1, instead of the standard fm = 0.3.
We briefly note that our SGS model would technically
work in simulations without a magnetic field, but we do
not recommend to use it in non-MHD simulations. We
ran test simulations such as discussed in the next sec-
tion, but with B = 0. We find that the magnetic field
already modifies the collapse and evolution of the dense
core well before a sink particle forms and thus well be-
fore the SGS model kicks in. In fact, with B = 0, the
whole core and disk fragments into a few objects rather
than forming only a single star in the center. It is known
that magnetic fields reduce fragmentation and reduce the
star formation rate (e.g., Price & Bate 2007; Hennebelle
& Teyssier 2008; Bu¨rzle et al. 2011b; Peters et al. 2011;
Hennebelle et al. 2011; Seifried et al. 2011; Federrath
& Klessen 2012). It is thus not surprising that we find
fragmentation when we do not include a magnetic field.
Given that dense cores are magnetized with mass-to-flux
ratios of the order of 5 (Crutcher et al. 2010) we per-
formed all our simulations using such initial conditions.
4. TESTS OF THE OUTFLOW MODEL
In order to test our SGS model, we compare it to sim-
ulations that do not have the SGS outflow model, but
increase the resolution step by step to gradually resolve
the jet-launching mechanism. Those models produce
outflows self-consistently by releasing energy from the
wound-up magnetic field, similar to previous such sim-
ulations (e.g., Banerjee & Pudritz 2006; Hennebelle &
Fromang 2008; Machida et al. 2008; Bu¨rzle et al. 2011a;
Seifried et al. 2012; Price et al. 2012; Bate et al. 2014).
The problem is that the jet and outflow properties of
those simulations strongly depend on the resolution, be-
cause the jet is launched from the innermost part of the
accretion disk, close to the protostar, which is often not
sufficiently resolved. Even if it is resolved, then the sim-
ulation cannot be run for a long time after protostar for-
mation, as in e.g., Bate et al. (2014), who can only follow
their highest-resolution run for 2 yr after protostar for-
mation, a phase in which the jet and outflow components
are just starting to build up momentum. Here we present
a resolution study of self-consistently launched outflows
and compare them with simulations including our SGS
model.
4.1. Initial conditions
Our test simulations use the standard initial condi-
tions for isolated disk and star formation, similar to e.g.,
Banerjee & Pudritz (2006), Machida et al. (2008), Hen-
nebelle & Fromang (2008) or Price et al. (2012). All
our simulations start with a uniform, spherical gas dis-
tribution with a density of ρ = 3.82× 10−18 g cm−3 and
a radius of R = 5 × 1016 cm, embedded in a computa-
tional box of side length L = 1.2 × 1017 cm = 0.04 pc.
The mass of the core is M = 1M. We impose an ini-
tial solid-body rotation along the z-axis with an angu-
lar frequency of Ω = 1.86 × 10−13 s−1. With the mean
freefall time tff = 1.075 × 1012 s = 34 kyr, this results in
a rotation–to–gravity parameter of Ω × tff = 0.2, simi-
lar to previous studies of single-core collapse (Banerjee
& Pudritz 2006; Machida et al. 2008). The initial mag-
netic field is uniform along the z-axis with a strength of
Bz = 100µG, corresponding to a typical initial mass–
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Resolution study of outflows without SGS model:
With SGS outflow model activated:
Figure 3. Snapshots of the density structure perpendicular to the disk midplane of a collapsing, rotating cloud core, forming a single star
in the center and driving a bipolar outflow. Columns from left to right show different times, t = 0, 500, 1000, and 2000 yr after protostar
formation. The top three rows show runs without the SGS model and with increasing grid resolution (refinement levels Lref = 10, 11,
12), while the last row shows the Lref = 11 run, but with our SGS outflow model activated (see Table 2 for details of the calculations).
Velocity vectors normalized to 5 km s−1 are superimposed. Simulations without the SGS model exhibit a strong resolution dependence
with a qualitative change occurring between Lref = 11 and 12. For Lref ≤ 11, the outflow only consists of an expanding, nearly spherical
bubble, while for Lref ≥ 12, a fast jet component forms, which is, however, still under-resolved. With our SGS model activated (bottom
row), we recover the fast jet component at moderate resolution and obtain converged outflow properties, which would require a significantly
higher resolution without SGS model (see the more detailed analyses in Figure 4). (Movies are available in the online version.)
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to–flux ratio of (M/Φ)/(M/Φ)crit = 5.2 with the criti-
cal mass–to–flux ratio (M/Φ)crit = 0.53/(3pi)(5/G)
1/2 =
487 g cm−2 G−1 (Mouschovias & Spitzer 1976). The ini-
tial energy ratios of the core are Erot/Egrav = 0.022 and
Emag/Egrav = 0.065. The Jeans length is always resolved
with 32 grid cells, except for the Jeans resolution study
in Appendix A, where we show that using 32 cells per
Jeans length yields converged results.
In the following, we vary the resolution, i.e., the max-
imum refinement level Lref for cases without and with
SGS model, and we vary the outflow radius rout, in or-
der to determine the impact of changing the resolution on
the outflow morphology, the mass, momentum, angular
momentum and maximum speed of the outflow. Table 2
provides a list of all the test simulations and their char-
acteristic parameters.
4.2. Outflow morphology
In order to get a basic overview of the time evolution
and morphology of the outflows in the test simulations,
we present snapshots of the density structure in Figure 3.
During the collapse of the rotating core, a disk forms
with a protostar in the center. The columns in Figure 3
show slices of the gas density perpendicular to the disk
midplane when t = 0, 500, 1000, and 2000 yr after pro-
tostar formation. The first three rows of Figure 3 show
simulations NoSG L10, NoSG L11, and NoSG L12, i.e., sim-
ulations without the SGS outflow model and increasing
maximum refinement level Lref = 10, 11, and 12. We
see an outflow forming in all of them, but the outflow
morphology and speed exhibit a strong dependence on
the numerical resolution. Model NoSG L10 produces a
roughly spherical expansion wave, while model NoSG L12
clearly shows a bipolar outflow along the rotation axis of
the disk. Comparing models NoSG L11 and NoSG L12, we
not only see a quantitative change in behavior, but also
a qualitative change. In model NoSG L12, we can clearly
distinguish a collimated high-speed jet and a broad, low-
speed outflow, while the jet component is basically ab-
sent in models NoSG L10 and NoSG L11. We emphasize
though that even run NoSG L12 is not yet converged with
resolution.
Inspection of all the test simulations shows that mod-
els without the SGS outflow model and with Lref ≥ 12,
corresponding to a physical resolution of ∆x ≤ 2 AU (see
Table 2) have an outflow+jet component, while simula-
tions with Lref < 12 only resolve the low-speed outflow
component and yield no high-speed jet. However, even
if Lref ≥ 12 and the jet component is present, its mass,
momentum, and speed depend on the numerical resolu-
tion. Convergence is expected when the launching ra-
dius close to the protostar is actually resolved, which
requires a computationally-prohibitive refinement level
of Lref ∼ 17, as estimated and discussed in detail in the
next section. Thus, the density and velocity structure of
the jet and outflow in model NoSG L12 (3rd row in Fig-
ure 3) is not quantitatively correct, because it is not fully
resolved.
The bottom row of Figure 3 shows the same simula-
tion as in the 2nd row (Lref = 11), but with our SGS
outflow model activated. We now recover the high-speed
jet component, which was absent without SGS model
at that resolution (compare to 2nd row), and we find
converged results for all relevant global outflow quanti-
ties when our SGS outflow model is activated, which we
demonstrate next.
4.3. Outflow mass, momenta and speeds
4.3.1. Resolution effects in simulations without SGS model
Figure 3 demonstrated qualitatively that models with-
out the SGS model exhibit a strong resolution depen-
dence. Here we investigate this in detail, by quantifying
the mass, momentum, angular momentum and speed of
the outflow for all the test simulations in Table 2. Fig-
ure 4 shows the time evolution of the mass (panel a),
momentum (panel b), angular momentum (panel c), and
maximum speed (panel d) of the outflow in simulations
without the SGS model and with increasing refinement
level Lref = 11–14. We also show our standard simulation
with the SGS outflow model activated for an intermedi-
ate refinement level Lref = 11 (solid line).
We measure the outflow properties (mass, momentum,
angular momentum, and speed) at each time, by select-
ing all computational cells within two cylindrical volumes
above and below the disk with an outflowing vertical ve-
locity component, vz > 0 for z > 0 or vz < 0 for z < 0,
where z denotes the rotation axis of the disk and the sink
particle. The radius and height of the two cylinders is
500 AU and they are located respectively 500 AU above
and below the disk, with their symmetry axes centered
on the rotation axis of the disk. We chose this configu-
ration, because it excludes cells inside the SGS volume
for any of our test simulations (except for run SGSM L07,
which has such a low resolution that the outflow radius
rout ∼ 1000 AU reaches into the analysis volume). This
choice of analysis volume is a good compromise, because
of two reasons. First, we want to get the large-scale out-
flow properties right with the SGS model, so we measure
them 500 AU above and below the disk, and we do not
want to include the SGS volume in the analysis to avoid
any bias from cells that were directly affected by the SGS
model. Second, most of the runs without SGS outflow
model produce outflows that are far too slow compared
to the converged solution. To enable a meaningful com-
parison, those outflows must be able to reach the anal-
ysis volume, which is why we chose this geometry for
the analysis: sufficiently far away from the disk, but still
close enough for the un-converged outflows to reach it.
We also made the same analysis by selecting all cells
with a vertical position of one scale height H ∼ csΩ−1 ∼
csv
−1
φ R = 25 AU above and below the disk midplane,
|z| > H, which yields very similar relative outflow
properties between the different models; only the total
amount of outflowing mass, momentum, etc., is shifted,
because the analysis volume is larger in this case. We
further experimented with other choices for selecting the
outflowing material, e.g., |z| > 2H and v · r > 0, where
r is the position vector with respect to the center of the
disk, and again obtained very similar results, differing by
only a few percent from our standard selection criterion.
Figure 4 shows that the outflow properties in simu-
lations without the SGS outflow model slowly converge
with resolution. Even our highest-resolution model with
a refinement level of Lref = 14 and a sub-AU resolution of
∆x = 0.5 AU is not fully converged and we could only af-
ford to run it until about 500 yr after protostar formation.
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Figure 4. Time evolution of the outflow mass (a), momentum (b), angular momentum (c), and maximum outflow speed (d), in test
simulations of isolated disk and star formation. All outflow properties were measured within two cylindrical volumes with radius and
height of 500 AU, located 500 AU above or below the disk, respectively. The solid line shows the result of our SGS model for a refinement
level Lref = 11 (test model SGSM L11 in Table 2), while the other curves show models without SGS model, but increasing resolution,
corresponding to refinement levels Lref = 11–14 (see Table 2 for details). Without the SGS model, the outflow mass, momentum, angular
momentum and speed depend on the resolution of the simulation. Near convergence is reached with Lref & 14, corresponding to a physical
resolution of ∆x . 0.5 AU, while full convergence requires Lref ∼ 17, in order to resolve the typical launching radius of 10R. With the
SGS model, we find outflow masses, momenta and speeds that agree within a factor of two of the converged values at much lower resolution.
The gray error bars on each curve indicate 25% uncertainty intervals.
This is still significantly longer than the state-of-the-art,
fully-resolved smoothed particle magnetohydrodynamics
(SPH) simulations by Bate et al. (2014), which had to
be stopped at t = 2 yr, clearly too early to yield a fully-
developed outflow and jet. The black solid lines in Fig-
ure 4 show that our standard simulation with SGS out-
flow model activated (SGSM L11) yields an outflow mass,
momentum, angular momentum and speed comparable
to or slightly higher than our highest-resolution simula-
tion without SGS model (NoSG L14). These values are all
converged to within a factor of two of the extrapolated,
fully-converged values expected for Lref ∼ 17. Thus, our
SGS model produces outflow properties at moderate res-
olutions that would otherwise require significantly higher
resolution.
We note that these outflow properties are similar to,
but somewhat smaller than typical outflow parameters
measured in observations by Maury et al. (2009), Arce
et al. (2010), Curtis et al. (2010), Ginsburg et al. (2011),
Plunkett et al. (2013), and more recently in the P6-SMA6
core in the Galactic ‘Snake’ infrared dark cloud G11.11-
0.12 by Wang et al. (2014a), who all find outflow masses
of ∼ 0.1–1M, outflow momenta of ∼ 0.5–8M km s−1,
and speeds of ∼ 30 km s−1 for a dynamical age of ∼
104 yr. The differences arise because our test simulations
only follow the outflows for a few ×103 yr, and because
we measure all outflow properties in a relatively small
volume, while observations usually probe larger volumes.
Indeed, when we select all cells with an outflow velocity
above and below the disk, we find values in the observed
ranges for the mass and momentum. We also note that
the outflow speeds of ∼ 10–20 km s−1 are similar to ob-
servations by Raga et al. (2013) and smaller than the
normalization speed (Kepler speed) at the footpoint of
the jet (100 km s−1), because the high-speed jet shocks
and is decelerated by the ambient gas, leading to signif-
icant entrainment. Using a passive scalar tracer of the
material that has been accreted and was subsequently
re-injected by our SGS outflow model, we measure that
about 40% of the outflowing gas is launched directly in
the jet and the remaining 60% of the outflowing gas is
entrained material from the collapsing core envelope.
4.3.2. Convergence study of the SGS outflow model
Dependence on the level of refinement— A reasonable SGS
model is expected to yield results that are similar to an
otherwise equivalent calculation without SGS model car-
ried out at higher resolution. This is demonstrated in
our preceding discussion of Figures 3 and 4. However, a
properly working SGS model is also expected to be adap-
tive and yield converged results, even if the resolution of
the simulation is varied. We test this with simulations
SGSM L07, SGSM L08, SGSM L09, SGSM L10 and SGSM L11,
shown in Figure 5. These simulations are identical to all
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Figure 5. Same as Figure 4, but for calculations with SGS model activated and different grid resolutions, Lref = 7–11. Although the
resolution is varied by a factor of 16 and the lowest-resolution run (SGSM L07) with ∆x ∼ 60 AU has a large outflow radius of rout ∼ 1000 AU,
we find that all outflow properties are converged to within a factor of two at late times. In contrast, the long-dashed line shows run NoSG L11
(without SGS model and Lref = 11), which is clearly under-resolved and does not produce any of the converged outflow properties.
the previous ones, expect that we now vary the refine-
ment level Lref = 7–11, while our SGS outflow model
is activated. Figure 5 shows that all outflow properties
are converged at late times to within a factor of two
for different resolutions, in contrast to the strong resolu-
tion dependence seen in simulations without SGS model
(cf. Figure 4).
Dependence on the number of cells per outflow radius—
As discussed in Section 3.5 and listed in Table 1, our
SGS outflow model has five basic parameters, with the
first four of them being determined and fixed by observa-
tions, theoretical models and numerical simulations. The
only tunable parameter is the SGS outflow radius rout,
which is of purely numerical nature and determines the
size (volume) of the outflow launching region (see Fig-
ure 1). All the outflow injection properties are formu-
lated and implemented in Section 3 such that the total
mass, momentum and angular momentum transfer do
not depend on the volume of the SGS launching region.
Due to the discretization of the computational grid, how-
ever, the choice of the number of cells within the SGS
launching region will have a profound consequence for
how well the jet and outflow components will actually
transfer mass, momentum and angular momentum and
what maximum jet speeds can be reached. In order to
find a minimum number of cells required for convergence
of our SGS model, we now vary rout in units of ∆x, while
keeping everything else fixed.
Figure 6 shows a comparison of runs SGSM L11 R4,
SGSM L11 R8, SGSM L11 and SGSM L11 R32 with
rout/∆x = 4, 8, 16, and 32, respectively. With
rout = 4 ∆x, all outflow properties except the mass,
are significantly underestimated. For rout ≥ 8 ∆x, we
find that the mass, linear and angular momentum of
the outflow are well converged at late times. Only the
maximum jet speed is ∼ 50% too small with rout = 8 ∆x,
while it is converged to within 25% for rout = 16 ∆x,
compared to rout = 32 ∆x. Given the relatively small
difference for the maximum jet speed and given that the
mass, momentum and angular momentum transfer are
converged to within . 5% for rout = 16 ∆x, we define
rout = 16 ∆x as the standard choice for the SGS outflow
radius6 (see Table 1). We note that this corresponds
to a diameter of the SGS region of 32 ∆x, which agrees
well with the required Jeans resolution of 32 ∆x for
convergence (see Appendix A).
Dependence on the angular momentum and mass transfer
fractions— It is also interesting to investigate how our
results depend on whether angular momentum transfer is
included or not. Similarly, some theoretical models favor
a mass transfer fraction of fm = 0.1 instead of fm =
6 Setting rout = 16 ∆x instead of the fully converged value
(rout = 32 ∆x) is a compromise based on the fact that a larger SGS
outflow volume requires significantly more computational time to
loop over (with our standard choice, rout = 16 ∆x, we have about
1,150 AMR cells per outflow cone, while with rout = 32 ∆x, there
are about 9,200 cells, i.e., a factor of eight more, as expected for a
three-dimensional calculation). A larger SGS volume also requires
significantly more communication, when the SGS outflow regions
extend across more than one processor. We thus find the 25% dif-
ference in jet speeds between the standard choice, rout = 16 ∆x,
and the fully converged case a reasonable compromise.
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Figure 6. Same as Figure 5, but for calculations with different SGS outflow radii, rout/∆x = 4, 8, 16, 32. We find convergence of the
outflow mass, momentum, angular momentum and maximum outflow speed to within 25%, if rout ≥ 16 ∆x. The run with rout = 8 ∆x
underestimates the jet speed by ∼ 50%, but is otherwise well converged at late times. The run with rout = 4 ∆x transfers insufficient linear
and angular momentum, and the jet speed is about an order of magnitude too low.
0.3, as we have discussed in Section 3.2. Figure 7 shows
the effect of removing the angular momentum transfer
from the SGS model, by setting the angular momentum
transfer fraction to fa = 0.0. We see that everything
remains the same, except for the angular momentum in
the outflowing material, which is ∼ 60% too small. The
angular momentum transfer feature of our SGS model
thus seems to be a significant improvement over previous
SGS outflow implementations, which all neglect angular
momentum transfer (see discussion in Section 5).
Figure 7 also shows a model with the mass transfer
fraction set to fm = 0.1. The mass and linear momen-
tum of the outflowing gas resulting from this model are
smaller by only ∼ 15% at late times, compared to our
standard case with fm = 0.3. This may seem surprising
at first, because now only 10% of the accreted material is
launched as an outflow/jet compared to 30% inside the
SGS region and one might have guessed that the ejected
mass should be smaller by a factor of three rather than by
only 15%. However, what we see here is a manifestation
of self-regulation by feedback. Ejecting only fm = 10%
of the accreted material per timestep means that more
gas is accreted compared to when fm = 30%. But this
leads to a higher absolute accretion rate in each time
step, which in turn leads to a higher absolute outflow
rate, thus nearly compensating the effect of lowering the
fm fraction and finally leading to a very similar total out-
flow rate as with fm = 30%. Thus, as long as fm is in
the reasonable range of 0.1–0.3, the SGS mass transfer
fraction has only little effect on the outflow properties
outside the launching region. For instance, Peters et al.
(2014) used a preliminary version of our SGS outflow
model with fm = 0.1 and applied it to massive star for-
mation. Our tests here show that fm = 0.1 is a suitable
choice and only leads to a minor underestimate of the
mass and momentum injected by the outflow.
Properties inside the SGS launching region and saving in
computational time— Finally, we note the caveat that
even though the large-scale mass, momentum, angular
momentum transfer and jet speeds are well converged
with our SGS outflow model, the internal, small-scale
morphology of the jet and outflow still depend on the
numerical resolution. It is clear that structures below a
given maximum resolution cannot be resolved. Using our
SGS model, however, we recover the total mass, momen-
tum, energy, and angular momentum injection, as well as
the jet speeds exerted onto super-resolution scales. This
allows us to obtain global outflow properties that are in-
deed converged within a factor of two of the fully-resolved
limit, even with resolutions that are a factor of several
hundred times smaller than required without the SGS
outflow model. For the particular cases studied here,
we demonstrated convergence to within a factor of two
for a refinement level of Lref = 7 (∆x ∼ 63 AU; see Ta-
ble 2) with the SGS model activated. In contrast, one re-
quires Lref ∼ 17 without the SGS model for convergence,
which means that we can afford a factor of ∼ 1,000 times
lower resolution when the SGS outflow module is used.
We then still obtain the mass, momentum and angular
momentum transfer equivalent to a fully-resolved calcu-
lation without SGS model, which would take several or-
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Figure 7. Same as Figure 6, but for runs where the SGS parameter fa = 0.0, i.e., no angular momentum transfer (standard is fa = 0.9)
or fm = 0.1, i.e., only 10% mass transfer (standard is fm = 0.3). Comparing to our standard SGS run SGSM L11, we find that switching off
angular momentum transfer yields results identical to the standard case, except for a clear deficit in angular momentum of the outflowing
gas. Using a mass transfer fraction fm = 0.1 yields identical results to fm = 0.3, but with an outflow mass and momentum about 15%
smaller at late times. This relatively small reduction is due to self-regulation of outflow feedback.
ders of magnitude more computational time7. This enor-
mous saving in resolution allows us to include the effect
of outflows and jets from newborn stars during the star
cluster formation calculations presented in Section 6 be-
low, which would otherwise be impossible with currently
available computer technology.
5. COMPARISON WITH PREVIOUS SGS
OUTFLOW IMPLEMENTATIONS
The first study including an SGS outflow model in the
context of star cluster formation was presented by Li &
Nakamura (2006) and Nakamura & Li (2007). Whenever
the density in a cell exceeded 100 times the mean den-
sity in their simulation, a Lagrangian particle was created
and 20% of the mass in a cubic region around that cell
(with a total of 33 = 27 grid cells) was transferred to the
central particle. No accretion was implemented in their
model and thus, the outflow properties were not deter-
mined by the accretion rate, but only once at the time of
particle creation and the outflows were not continuously
driven. While Li & Nakamura (2006) only implemented
isotropic, radial point explosions, Nakamura & Li (2007)
added a collimated component with an outflow angle of
7 A rough estimate by comparing runs NoSG L14 and SGSM L07
yields a saving in computational time by a factor of ∼ 1, 000, but
we only reached Lref = 14. Running a fully-converged calculation
with Lref = 17 would at least require another factor of 8 more com-
putational time (considering the CFL criterion only and assuming
that the total number of cells does not increase significantly), so
using the SGS model with a maximum resolution of ∆x ∼ 60 AU
roughly saves a factor of 1,000–10,000 in computational time.
θout = 30
◦. The direction of the outflow axis was de-
termined by the local magnetic field vector in their SGS
models, while our outflow axis is given by the spin axis
of the sink particle. The underlying idea is that jets and
outflows are driven out perpendicular to a rotating disk,
along the rotation axis. In contrast, by using the local
magnetic field direction, one might accidentally pick up
the wound-up component of the magnetic field in the
disk, rather than the polar component above and below
the disk. Indeed, the magneto-centrifugal acceleration
mechanism (Blandford & Payne 1982) requires that the
local magnetic field vector makes an angle of ≥ 30◦ with
the rotation axis. Thus, the local magnetic field direction
is different from the global outflow axis and will not yield
the correct outflow direction in the SGS model. Neither
Li & Nakamura (2006) nor Nakamura & Li (2007) con-
sidered angular momentum transfer by the outflow, while
our SGS outflow model transfers a calibrated amount of
accreted angular momentum to the outflowing gas (see
Section 3.4 and Figure 7).
Wang et al. (2010) and Nakamura & Li (2011) are im-
proved follow-up studies of Nakamura & Li (2007), which
both include accretion onto sink particles. However, the
outflow axis was still chosen along the local magnetic
field direction as in Nakamura & Li (2007), subject to
the same uncertainties as discussed above. Wang et al.
(2010) also do not adaptively change the outflow axis,
but keep it fixed throughout the simulation. This is hard
to justify in a turbulent medium where the rotation axis
(and the local magnetic field direction) can continuously
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change in space and time, because of accretion from a
turbulent gas reservoir (Jappsen & Klessen 2004). While
Nakamura & Li (2011) use a jet speed normalization of
100 km s−1 as in our SGS model (see Section 3.3), Wang
et al. (2010) have a significantly lower jet speed normal-
ization of only 23 km s−1. The outflow momentum is de-
posited within rout ≤ 5 ∆x in Wang et al. (2010). Our
tests in Figure 6 indicate that at least rout ∼ 16 ∆x is
required to obtain converged outflow properties. Neither
Wang et al. (2010) nor Nakamura & Li (2011) include
angular momentum transfer in their SGS models.
Dale & Bonnell (2008) studied isotropic and collimated
winds in the context of massive star formation with SPH.
They compare winds driven by injecting low-mass par-
ticles and momentum-driven winds with a Monte-Carlo
approach. Their SGS model—although could be made
adaptive—is not used in an adaptive fashion, i.e., they do
not consider a dependence of the wind properties on the
accretion rate. Dale & Bonnell (2008) turn on their winds
by hand and give them an outflow rate. In their applica-
tion to massive star clusters, the winds were turned on
when ∼ 40% of the gas in their cloud was already ac-
creted onto sink particles. In contrast, a self-consistent
inclusion of outflows would have had an important effect
on the global evolution at much earlier times, when the
first sink particles formed in their simulations.
The currently most sophisticated SGS outflow model
is presented in Cunningham et al. (2011) and applied
in Offner et al. (2011, 2012), Krumholz et al. (2012),
Hansen et al. (2012), Offner & Arce (2014), and Myers
et al. (2014). The outflow is launched along the rota-
tion axis of the sink particles and the outflow mass and
momentum is adapted according to the sink particle ac-
cretion rate, similar to our SGS model (see Sections 3.2
and 3.3). The mass and momentum are transferred to
the gas in a region with 4 ≤ rout/∆x ≤ 8. Tests with
our own model (see Figure 6) suggest that rout ≤ 8 ∆x is
sufficient to yield the correct mass and momentum injec-
tion, but underestimates the converged maximum out-
flow speeds by ∼ 50%. Thus, the impact of the outflows
may have been underestimated in previous studies using
the SGS outflow model by Cunningham et al. (2011).
Our SGS model uses a default value of rout = 16 ∆x,
which yields jet speeds converged to within 25 %, signif-
icantly closer to the infinite-resolution limit. Moreover,
the SGS model by Cunningham et al. (2011) does not
include angular momentum transfer. Convergence prop-
erties of their SGS model were not explored.
In summary, previous SGS outflow models were be-
coming increasingly sophisticated over time, but none of
the previous models includes angular momentum trans-
fer. Outflows and jets, however, do rotate (e.g., Bacciotti
et al. 2002), as a consequence of their physical driving
mechanism. Considering that angular momentum trans-
fer is highly efficient, with ∼ 90% of the accreted angular
momentum carried away by the outflow and jet (see Sec-
tion 3.4), and considering that this is likely the main
mechanism responsible for angular momentum transport
away from disk (e.g., Shu et al. 1987; Ko¨nigl & Pudritz
2000; Pudritz et al. 2007; Frank et al. 2014) leading to
the relatively slow rotation rates of young stars (Hart-
mann et al. 1986), our SGS outflow model constitutes a
significant advancement. Moreover, none of the previous
SGS outflow models was tested against calculations of
magnetized protostellar collapse and disk evolution with-
out SGS model, and convergence properties were not ex-
plored. In Section 4, we presented the first rigorous res-
olution and convergence study and demonstrated that
our SGS outflow model does indeed transfer a converged
mass, momentum, and angular momentum, and yields
realistic jet speeds, at 1,000 times lower resolution than
would be required without the SGS model.
6. STAR CLUSTER FORMATION WITH
OUTFLOW FEEDBACK
Almost all stars form in clusters (Lada & Lada 2003)
and many young stellar clusters are disrupted by gas
loss after their birth (for dynamical N-body calculations
assuming a smoothly evolving spherical background po-
tential to mimic gas expulsion, see, e.g., Tutukov 1978;
Kroupa et al. 2001; Kroupa & Bouvier 2003; Marks &
Kroupa 2012; Banerjee & Kroupa 2013, 2014). Here we
model the actual conversion of gas into stars and apply
our new SGS outflow feedback model to star cluster for-
mation in a turbulent, magnetized gas cloud, in order to
study gas expulsion by jets and outflows and their im-
pact on the SFR and IMF. We compare two calculations,
one without the outflow model, which serves as a control
run, and one where we include the full outflow model
with the standard parameters described in Section 3.5.
The aim is to determine the impact of outflow feedback
on the dynamics and star formation during the collapse
of an isolated, magnetized, turbulent cloud.
6.1. Setup and initial conditions
As a guide for the initial conditions of the follow-
ing simulations, we take observations of typical cluster-
forming regions, sometimes referred to as molecular
‘clumps’ inside larger molecular clouds (e.g., Ragan et al.
2012; Nakamura & Li 2014). For the sake of simplic-
ity, reproducibility and consistency with previous simu-
lations of star cluster formation, we start with a spher-
ical, homogenous clump with a typical density ρ0 =
6.5 × 10−20 g cm−3 and diameter 2R = 1 pc, resulting
in a total mass Mclump = 500M. Our choice of the
mass and radius of the clump is consistent with the sur-
veys of star-forming molecular clumps by Shirley et al.
(2003), Fau´ndez et al. (2004), and Fontani et al. (2005),
compiled in Fall et al. (2010).
Given the initial density, the freefall time of the molec-
ular clump is
tff =
√
3pi/(32Gρ0) = 0.26 Myr , (16)
which we use as the basic time unit when we describe
the evolution of the cloud below. The clump is initially
cold with a temperature of T0 = 11 K, corresponding to a
sound speed of cs = 0.2 km s
−1, because such clumps can
cool very efficiently (e.g., Wolfire et al. 1995; Krumholz
2014). The equation of state follows the simple poly-
tropic form given in Equations (3) and (4) to roughly
describe the thermal evolution during the collapse (Ma-
sunaga & Inutsuka 2000). In order to establish initial
pressure equilibrium, the clump is embedded in a warm,
diffuse medium with density 10−2 ρ0 and correspondingly
higher temperature of 102 T0. The computational box
has a size of (1.2 pc)3. We apply outflow boundary condi-
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Table 3
List of outflow star cluster simulations.
Simulation Model SGS On/Off N3res ∆x [AU] rsink [AU] rout [AU] ρsink [g cm
−3]
(1) (2) (3) (4) (5) (6) (7)
(01) Cluster 256 NoSG Off 2563 9.67× 102 2.42× 103 n/a 3.60× 10−18
(02) Cluster 256 SGSM On 2563 9.67× 102 2.42× 103 1.55× 104 3.60× 10−18
(03) Cluster 512 NoSG Off 5123 4.83× 102 1.21× 103 n/a 1.44× 10−17
(04) Cluster 512 SGSM On 5123 4.83× 102 1.21× 103 7.73× 103 1.44× 10−17
(05) Cluster 1024 NoSG Off 10243 2.42× 102 6.04× 102 n/a 5.77× 10−17
(06) Cluster 1024 SGSM On 10243 2.42× 102 6.04× 102 3.87× 103 5.77× 10−17
(07) Cluster 2048 NoSG Off 20483 1.21× 102 3.02× 102 n/a 2.31× 10−16
(08) Cluster 2048 SGSM On 20483 1.21× 102 3.02× 102 1.93× 103 2.31× 10−16
(09) Cluster 4096 NoSG Off 40963 6.04× 101 1.51× 102 n/a 1.19× 10−15
(10) Cluster 4096 SGSM On 40963 6.04× 101 1.51× 102 9.67× 102 1.19× 10−15
Notes. Columns: (1) simulation name, (2) SGS outflow model switched on/off, (3) maximum effective resolution, (4) minimum
cell size, (5) sink particle radius, (6) SGS outflow radius, (7) sink density threshold. Initial conditions for all star cluster simulations:
ρ = 6.5× 10−20 g cm−3, R = 0.5 pc, M = 500M, tff = 0.26 Myr, σv = 1 km s−1, and Bz = 50µG (for details, see Section 6.1).
tions for the magnetohydrodynamics and isolated bound-
aries for the self-gravity of the clump. We add a uniform
magnetic field with B0 = 50µG, initially pointing in the
z-direction of our computational domain, consistent with
the average magnetic field strength measured for clouds
of this size and density (Heiles & Troland 2005; Crutcher
et al. 2010). Finally, we add a turbulent velocity field.
6.1.1. Turbulence
Turbulence is extremely important, because without
it, our clump would collapse along the magnetic field
lines to form a pancake with only a single star in the
center, contrary to what is observed in real clouds. To
make it more realistic and to seed initial perturbations
from which dense cores can self-consistently form, we add
a turbulent velocity field, similar to previous numerical
studies of star cluster formation (e.g., Klessen et al. 2000;
Heitsch et al. 2001; Bate et al. 2003; Clark et al. 2005;
Krumholz et al. 2007; Price & Bate 2008; Smith et al.
2008; Federrath et al. 2010a; Girichidis et al. 2011; Myers
et al. 2013). From sub-millimeter, molecular line obser-
vations, we know that clouds are turbulent and that the
turbulent velocity dispersion on scale ` follows a power
law,
σv(`) = σV (`/L)
p , (17)
where σV ∼ 1 km s−1 is the three-dimensional, non-
thermal velocity dispersion on the scale L ∼ 1 pc, and
p ∼ 0.5 from observations in Milky Way clouds (Lar-
son 1981; Solomon et al. 1987; Ossenkopf & Mac Low
2002; Heyer & Brunt 2004; Heyer et al. 2009; Roman-
Duval et al. 2011). Note that this scaling of velocity
with size is similar, but significantly different from the
Kolmogorov (1941) scaling of incompressible turbulence,
where v ∝ `1/3, i.e., p ∼ 0.33 instead of 0.5. Indeed, high-
resolution simulations of supersonic, compressible turbu-
lence have confirmed the stronger scaling of the turbulent
velocity with length scale in Equation (17) with p = 0.5
(Kritsuk et al. 2007; Schmidt et al. 2009; Federrath et al.
2010b; Konstandin et al. 2012; Federrath 2013a), because
molecular cloud turbulence is highly compressible and
supersonic, unlike the incompressible Kolmogorov turbu-
lence. According to the linewidth–size relation given by
Equation (17) and our clump diameter ` = 1 pc, we set
the turbulent velocity to σv = 1 km s
−1, corresponding
to a turbulent Mach number M = σv/cs = 5, also con-
sistent with the clump sample in Nakamura & Li (2014).
Our initial turbulent velocity field is generated in
Fourier space such that the power spectrum of veloc-
ity fluctuations follows the power law, P ∝ dσ2v/dk ∝
k−2p−1 ∝ k−2, thus obeying the observed velocity scal-
ing given by Equation (17) with p = 0.5. We do not
drive the turbulence in this numerical experiment. The
only remaining degree of freedom lies in the choice of
how much power is distributed to the solenoidal (rota-
tional or divergence-free) component of the velocity field,
∇×v, relative to the power in the compressive (longitu-
dinal or curl-free) component, ∇ · v. We can control the
relative strength of the two components by performing
a Helmholtz decomposition in Fourier space, resulting
in the solenoidal component Psol(k) and the compressive
component Pcomp(k). Note that the total power is al-
ways the sum of the two components, P = Psol + Pcomp.
Following studies of driven turbulence employing this de-
composition (Kritsuk et al. 2007; Federrath et al. 2008;
Schmidt et al. 2008, 2009; Federrath 2013a), we set the
ratio χ = Psol/(Psol + Pcomp) to the natural mixture
χ = 2/3. The analogy of waves-like perturbation can
be used to explain this natural ratio, because transverse
waves occupy two of the three spatial dimensions and
longitudinal waves occupy only one of the three, leading
to the simple estimate χ = 2/(2 + 1). This ratio enters
the turbulence mode mixture, denoted as the b parameter
in the turbulent density variance–Mach number relation
(Padoan & Nordlund 2011; Molina et al. 2012; Padoan
et al. 2014),
σ2s = ln
(
1 + b2M2 β
β + 1
)
. (18)
A natural mixture of χ = 2/3 corresponds to b = 0.4
(Federrath et al. 2010b). The turbulence mode mixture
b is important, because it has a profound effect on the
star formation rate and efficiency (Girichidis et al. 2011;
Federrath & Klessen 2012, 2013; Padoan et al. 2014).
In the numerical and theoretical studies by Federrath
et al. (2008, 2010b), b was found to vary in the interval
b = 1/3 . . . 1, with purely solenoidal driving of the tur-
bulence producing b = 1/3, purely compressive driving
leading to b = 1, and the natural mixture resulting in
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b = 0.4, which we assume here. Observational studies
also indicate that b can take on a range of values, consis-
tent with the theoretical interval. For instance, Padoan
et al. (1997) and Brunt (2010) find b ∼ 0.5, as summa-
rized in Price et al. (2011). Kainulainen & Tan (2013)
and Kainulainen et al. (2013, 2014) find b ∼ 0.3–0.5 from
a large sample of nearby molecular clouds. Ginsburg
et al. (2013) measured a lower limit of b > 0.4 for the
GRSMC 43.30-0.33 cloud. The turbulence mixture pa-
rameter b thus appears to vary in different clouds, which
is likely a result of the different mechanisms that drive
cloud turbulence (Mac Low & Klessen 2004; Elmegreen
2009; Federrath & Klessen 2012; Krumholz 2014). Be-
sides the measurements of b based on the density proba-
bility distribution functions quoted above, a new obser-
vational method based on estimating the solenoidal-to-
compressional ratio in the velocity field may also lead to
a more direct measure of b (Brunt & Federrath 2014).
For simplicity, we concentrate here on the average case,
b = 0.4, and leave a more detailed study of the influence
of b on the SFR and IMF for a future study.
6.1.2. Dimensionless cloud parameters
Given the molecular clump mass, radius, turbulent ve-
locity dispersion, and magnetic field strength, the virial
parameter, which is twice the ratio of kinetic to grav-
itational energy (Bertoldi & McKee 1992; Federrath &
Klessen 2012; Padoan et al. 2014) of the clump is
αvir = 2Ekin/Egrav = 5σ
2
vR/(3GMclump) = 0.39 . (19)
The mass-to-flux ratio is 5.5, the magnetic to gravita-
tional energy is Emag/Egrav = 0.059, and the ratio of
thermal to magnetic pressure, called ‘plasma beta’, is
β = Pth/Pmag = 8piρ0c
2
s/B
2
0 = 0.26. (20)
We will use these dimensionless energy ratios, as well as
the turbulence Mach number M = 5 and mode mixture
parameter b = 0.4 (see previous paragraph) in the next
section, in order to calculate a theoretical prediction for
the SFR of the clump for comparison with the SFR mea-
sured directly in the simulations.
6.1.3. List of star cluster simulations
Table 3 lists all star cluster formation simulations
with and without outflow/jet feedback. We run the
same simulations with a range of numerical resolu-
tions. The highest-resolution star cluster calculation
(run Cluster 4096 SGSM in Table 3) has a maximum
effective resolution of 40963 grid cells, a minimum cell
size of 60.4 AU and a sink particle density threshold of
1.19× 10−15 g cm−3, where the gas starts to become op-
tically thick and slowly heats up (see Equations 3 and 4),
comparable to the lowest resolution of our SGS outflow
test calculations above, which had a minimum cells size
of 62.7 AU (see run SGSM L07 in Table 2).
6.2. Results
6.2.1. The star formation efficiency
Figure 8 shows a time sequence of column density pro-
jections of the standard star cluster runs without out-
flows (Cluster 512 NoSG, left-hand panels) and with our
SGS outflow model activated (Cluster 512 SGSM, mid-
dle panels). The right-hand panel additionally shows the
column density of outflowing gas, which we marked using
passive scalar advection, i.e., accreted gas that has been
directly re-injected by our SGS outflow model. The top
panels show the time t = 0.6 tff , when the first four sink
particles have just formed and started launching bipo-
lar outflows. Two overlapping and nearly aligned out-
flows emerge from the first binary system with an initial
separation of ∆(x, y, z) = (1.2, 0.9, 2.9) × 103 AU, close
to the center of the molecular clump. After one freefall
time, t = 1.0 tff (2nd row), multiple stars and intersecting
outflows have formed and some of the jets have already
started to break out of the original molecular clump. At
this time, 31 sinks have formed in the outflow run, while
only 23 have formed in the run without outflows. The
accreted mass is even more affected than the sink count,
with 9% of the original clump being accreted in the out-
flow run and more than three times as much (23%) in the
no-outflow run. In the following evolution (t/tff = 1.4
and 1.8), the outflows become stronger and break out
of the boundary of our computational domain with high
speed, leaving a very dense star cluster behind. While
the entire clump is eventually accreted in the no-outflow
run (SFE→ 100%), the final SFE . 75% in the outflow
feedback case8. More than twice as many sink particles
have formed compared to the no-outflow case at very
late times. Already at t = 1.0 tff has the sink particle
count increased by a factor of ∼ 1.5, if outflow feedback
is included.
We now explore the time evolution and sink particle
properties in more detail, with the ultimate goal of de-
termining the effect of outflow feedback on the SFR and
IMF. Figure 9 shows the SFE as a function of time in
units of the freefall time, Equation (16). We see that the
SFE rises more slowly in the run with outflow feedback
and that the curve begins to saturate toward SFE ∼ 75%.
In contrast, when outflow feedback is ignored, the whole
clump is eventually accreted onto stars. Thus, about
25% of the original clump mass, i.e., more than 120M,
is ejected from the clump in high-speed jets and outflows,
consistent with an observational analysis of the mass and
momentum carried by outflows in Perseus (Arce et al.
2010). About 40% of that mass (∼ 50M) was accreted
or re-accreted and then directly re-injected by our SGS
outflow model, as measured with the passive scalar field
shown in the right-hand panels of Figure 8. The mass
fractions of injected and entrained material are thus sim-
ilar to what we measured in the SGS test simulations in
Section 4.
We emphasize that our SFE . 75% with outflow feed-
back is an upper limit, i.e., the effect of outflows and
jets would reduce the accreted mass even further in a
more realistic setup that is not as gravitationally un-
stable as this one. Especially the virial parameter with
αvir ∼ 0.4, is relatively low, the clump is isolated and
cannot experience any shear or tidal forces from sur-
rounding matter, and the turbulence is only driven from
the inside. In contrast, real molecular clumps are embed-
ded in a larger molecular cloud with turbulence driven
from the outside by various different mechanisms (Mac
Low & Klessen 2004; Elmegreen 2009; Klessen & Hen-
8 The star formation efficiency is defined as SFE = M?/(M? +
Mgas) with the instantaneous star mass M? and the instantaneous
gas mass Mgas (see, e.g., Equation 2 in Federrath & Klessen 2013).
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Figure 8. Time series of column density images for the control run without outflows (left-hand column) and with SGS outflow feedback
activated (middle and right-hand columns) for times t/tff = 0.6, 1.0, 1.4, and 1.8 (from top to bottom). The right-hand column shows the
outflowing mass, i.e., the material that has been ejected by the sink particles through our SGS outflow model. At late times, the outflows
and jets break out of the dense core and more than twice as many sink particles have formed compared to the control run without outflow
feedback at t = 1.8 tff . Thus, outflow feedback transforms the structure of the parent cloud and seems to have a strong impact on the SFR
and on the characteristic mass of the IMF (to be quantified below). (Movies are available in the online version.)
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Figure 9. Time evolution of the star formation efficiency SFE =
M?/Mclump for the star cluster formation run without outflows
(dashed line) and with outflow feedback (solid line). The star for-
mation rate per freefall time (SFRff) was determined by a linear
fit in the interval SFE = 1%–10%. Outflow feedback reduces the
SFRff by about a factor of two. Without outflows, all of the clump
mass is eventually converted into stars, i.e., the SFE reaches 100%.
In contrast, the SFE only reaches about 75% when outflow feed-
back in included. Thus, about 25% of the original clump, i.e.,
more than 120M, is ejected from the clump via high-speed jets
and outflows (see also Figure 8).
nebelle 2010; Federrath & Klessen 2012). We discuss
these limitations further in Section 6.3 below. Thus, the
impact of outflows and jets in our setup is likely under-
estimated and the final SFE . 75% would be even lower
in a more realistic setup. Indeed, dense cluster-forming
regions have SFEs of up to 50% (Wilking & Lada 1983;
Olmi & Testi 2002) and eventually radiative and explo-
sive feedback from massive stars and supernovae may
leave a star cluster behind that is almost devoid of any
gas (SFE → 1). In contrast to radiative and explosive
feedback from massive stars, however, outflow feedback
is the first type of feedback to start and is also driven by
low- and intermediate-mass stars (Krumholz et al. 2014).
Thus, our results show that outflow and jet feedback may
already lead to a significant reduction of the clump mass
before other types of feedback can kick in.
6.2.2. Star formation rate and core-to-star efficiency
We now want to estimate the SFR. The slope of the
curves in Figure 9 provide a direct measure of the dimen-
sionless SFR, called ‘star formation rate per freefall time’
(SFRff), because we plot the SFE versus time, in units of
the freefall time, Equation (16). Using a linear fit within
SFE = 1%–10%, we find slopes SFRff = 0.57 ± 0.16
(no outflows) and SFRff = 0.30 ± 0.09 (with outflows).
The fit range was chosen to best represent the range of
typical SFEs in a whole molecular cloud (Evans et al.
2009; Federrath & Klessen 2013) and to allow us to di-
rectly compare with analytic SFR models below, by using
the initial clump parameters (see Section 6.1.2) before
they change significantly during the global collapse of
the molecular clump. We note that the SFEs in dense,
cluster-forming clumps can reach values of ∼ 50% (Wilk-
ing & Lada 1983; Olmi & Testi 2002), reflecting the scale-
and density-dependent hierarchy of SFEs (Federrath &
Klessen 2013), eventually approaching the core-to-star
efficiency. Such high SFEs are nearly compatible with
the final SFE ∼ 75% in our cluster-formation run with
outflow feedback (see previous section), but still about
25% too high, because our molecular clump has a very
low virial parameter, is completely isolated from its par-
ent molecular cloud, and we have not included other
types of feedback, which might reduce the SFE further
(see the discussion in Section 6.3).
The error bars of our SFRff measurements, SFRff =
0.57± 0.16 (no outflows) and SFRff = 0.30± 0.09 (with
outflows), have been estimated by taking into account
variations of the fit range within SFE = 1%–10%, sys-
tematic changes with numerical resolution, and statisti-
cal uncertainties introduced by the choice of random seed
for the initial turbulence, with the latter being the domi-
nant source of uncertainty. We see that outflow feedback
reduces the SFR significantly and most likely by about
a factor of two. But how does this compare to analytic
predictions?
Theoretical models derive the SFRff from the statis-
tics of supersonic, magnetized turbulence (Krumholz &
McKee 2005; Padoan & Nordlund 2011; Hennebelle &
Chabrier 2011; Federrath & Klessen 2012), by integrat-
ing the density probability distribution function (PDF)
(e.g., Va´zquez-Semadeni 1994; Federrath et al. 2008;
Moraghan et al. 2013) from a threshold density to in-
finity. The PDF is sensitive to the strength and driv-
ing of the turbulence (Federrath et al. 2008; Price et al.
2011) and the density threshold is derived by comparing
the sonic scale (Va´zquez-Semadeni et al. 2003; Federrath
et al. 2010b) with the Jeans scale (Padoan et al. 2014).
Taken all together, this leads to a theoretical prediction
for the SFR (see the derivations in Federrath & Klessen
2012; Hennebelle & Chabrier 2013; Federrath 2013b):
SFRff =

2φt
exp
(
3
8
σ2s
)[
1 + erf
(
σ2s − scrit√
2σ2s
)]
. (21)
The parameter  is the core-to-star efficiency, which
we want to estimate below, and φt is a fudge factor
of order unity. The standard deviation σs of the PDF
is given by Equation (18) and depends on the Mach
number M, on the turbulence mode-mixture parame-
ter b, and on plasma β. The density threshold scrit
in Equation (21) is derived using different assumptions
in Krumholz & McKee (2005) (hereafter ‘KM’), Padoan
& Nordlund (2011) (hereafter ‘PN’), and Hennebelle &
Chabrier (2011) (hereafter ‘HC’) and depends addition-
ally on the virial parameter, αvir (Equation 19). Thus,
the theoretical SFR depends on four basic cloud param-
eters: αvir, M, b, and β. In total, there are six different
flavors of the turbulence-regulated theory of the SFR:
the original KM, PN, and HC theories and the multi-
freefall versions defined in Hennebelle & Chabrier (2011)
and extended and summarized in Federrath & Klessen
(2012).
Given the four input parameters of our initial molecu-
lar clump, αvir = 0.39 (Equation 19), M = 5.0, b = 0.4
(see Section 6.1.1), and β = 0.26 (Equation 20), we can
compute predictions of the SFRff from each of the six
theories. We note that some of the original theories (KM
and HC) did not include magnetic fields, which were later
added by Federrath & Klessen (2012). We thus also con-
sider all theoretical cases for β →∞ (no magnetic fields),
in order to see the effect of adding magnetic pressure.
Table 4 lists all the theoretical predictions of the SFR
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Table 4
Theoretical predictions for the star formation rate per freefall time (SFRff) in our isolated star cluster.
Original Theories Multi-freefall Theories
KM PN HC Multi-ff KM Multi-ff PN Multi-ff HC
SFRff for β →∞ (HD) 0.016 0.28 0.084 0.81 0.81 0.37
SFRff for β = 0.26 (MHD) 0.024 0.33 0.00023 0.58 0.59 0.25
Notes. The original theories by KM, PN, and HC were evaluated with their respective favorite parameter choices:
/φt(KM,PN,HC)=(0.52, 0.5, 0.1) and φfudge(KM,PN,HC)=(1.12, 0.35, 0.1). For the multi-freefall versions, we use the best-fit theory
parameters determined in Federrath & Klessen (2012): /φt(KM,PN,HC)=(0.46, 0.47, 0.2) and φfudge(KM,PN,HC)=(0.17, 1.0, 5.9). The
SFR in the simulations is SFRff = 0.57± 0.16 without outflows and SFRff = 0.30± 0.09 with outflow feedback. The multi-freefall theories
were all calibrated with non-feedback simulations and a comparison with observations yielded a feedback correction factor with the
core-to-star efficiency  ∼ 0.5 (Federrath & Klessen 2012), consistent with the factor ∼ 2 lower SFRff when outflow feedback is included.
for our star cluster. Note that the standard parameters
of the original theories (φt, φx θ, and ycut; see Federrath
& Klessen 2012) were taken from the respective original
theory (KM, PN, HC) and the parameters for the multi-
ff KM, multi-ff PN, and multi-ff HC theories were taken
from the best-fit theory–simulation comparison using a
comprehensive set of cloud simulations in Federrath &
Klessen (2012). They all assume that the core-to-star
efficiency  = 1, because the theories cannot predict this
value from first principles and the simulations used to de-
termine the theory parameters did not include any type
of feedback. Thus, the best direct comparison of the the-
oretical predictions is with our no-outflow run, including
magnetic fields. Consistent with the conclusions in Fed-
errath & Klessen (2012), we find that the multi-ff KM
and the multi-ff PN models provide the best theoretical
predictions, with SFRff = 0.58 and SFRff = 0.59, re-
spectively, both in agreement with the simulation mea-
surement (SFRff = 0.57 ± 0.16). The multi-ff HC and
the original PN theory underestimate the true SFR by a
factor of two. The other original theories tend to under-
estimate the simulation SFR even more. Comparing the
purely hydrodynamic (HD) theory case (β → ∞) with
the MHD theory case (using our simulation β = 0.26), we
find that all multi-freefall theories and the original HC
theory (with magnetic pressure effects added by Feder-
rath & Klessen 2012) correctly predict a reduction of the
SFR when magnetic pressure is accounted for, while the
original KM and PN theories predict an increased SFR
when magnetic fields are included. We conclude that the
multi-freefall KM and the multi-freefall PN models with
the parameters derived in Federrath & Klessen (2012)
currently provide the best theoretical predictions for the
SFR.
Finally, we see in Figure 9 that outflow feedback re-
duces the SFR by a factor of about two in our simula-
tions. This directly relates to the core-to-star efficiency
 and we conclude that  ∼ 0.5 when outflow feedback
is included. This value of  is in agreement with theo-
retical work by Matzner & McKee (2000), with isolated
single-star simulations (Machida & Hosokawa 2013), and
with the comparison of numerical simulations with Milky
Way observations by Heiderman et al. (2010) in Feder-
rath & Klessen (2012). However,  may be even smaller
if other feedback effects were accounted for, e.g., radia-
tion feedback, which we have not included. On the other
hand, radiation feedback from low- and intermediate-
mass stars is primarily a type of thermal feedback. It
leads to an increased gas temperature by a factor of 2–3
locally within . 1000 AU around each protostar (Bate
2009b; Offner et al. 2009), potentially reducing or even
suppressing fragmentation on smaller scales. However,
radiation from low- and intermediate-mass stars hardly
affects the momentum balance and dynamics. We also
note that both Bate (2009b) and Bate (2012) show that
thermal feedback has little effect on the overall star for-
mation rate and efficiency of a star cluster. In contrast,
jets and outflows are the most important type of me-
chanical feedback in this context (Krumholz et al. 2014),
capable of ejecting material from the star-forming molec-
ular clump and affecting regions that are more than a
parsec away from the protostar.
6.2.3. The impact of outflow and jet feedback on the
characteristic mass of the IMF
Considering the significant reduction of the SFR and
core-to-star efficiency caused by outflow feedback, we
expect a strong impact on the stellar mass and thus
on the characteristic mass of the IMF. To quantify
this, we plot in the top panel of Figure 10 the num-
ber of sink particles formed in the run with outflow
feedback divided by the number of sinks formed in
the no-outflow run, as a function of time. We see
that N?(With outflows)/N?(No outflows) ∼ 1.5 after one
freefall time. The reason for the increased star count is
that the jets and outflows break the existing filamentary
accretion flows into multiple streams. They perturb the
local density structure such that multiple new cores and
stars form (see also Wang et al. 2010). We note that
this mechanism leading to the increased star count due
to outflow feedback is hardly affected by other forms of
feedback, such as radiation feedback (Hansen et al. 2012).
The sink count ratio hardly depends on the numeri-
cal resolution, as we can see from the resolution study
with maximum, effective resolutions of 2563–40963 in
Figure 10. These resolutions correspond to the small-
est AMR cell sizes of ∆x = 970 AU down to 60 AU (see
Table 3). Although the absolute level of fragmentation
depends on the numerical resolution (see Section 6.3),
the star count ratio is almost insensitive to the resolution
and shows that after about one freefall time, about 1.5
times as many stars have formed, when outflow feedback
is included. This result is also robust against changes in
the random seed used to initialize the turbulent velocity
field (see Section 6.1.1), as shown by an additional model
labelled ‘5123 (s2)’ in Figure 10. Thus, we find that out-
flows lead to a significantly increased star count, con-
sistent with previous numerical experiments by Li et al.
(2010) and Hansen et al. (2012), who also observed an
increased star count by a factor of ∼ 1.5 when outflow
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Figure 10. Time evolution of the star count ratio
N?(With outflows)/N?(No outflows) (panel a) and ratio of
the average stellar mass 〈M?〉(With outflows)/〈M?〉(No outflows)
(panel b) for different maximum, effective resolutions of 2563–
40963 (see Table 3). The dash-dotted lines show the same as our
standard cluster run, but initialized with a different random seed
for the turbulence (labelled ‘5123 (s2)’). After one freefall time,
outflow feedback has increased the star count by a factor of ∼ 1.5
and reduced the average mass of stars by a factor of ∼ 3. The
gray error bars indicate a 25% uncertainty level (shown only for
the standard runs with 5123 resolution).
feedback was included.
Finally, we determine the impact of outflows and jets
on the average star mass. In analogy to the star count ra-
tio, the bottom panel of Figure 10 shows the ratio of the
average stellar mass, 〈M?〉(With outf.)/〈M?〉(No outf.).
This ratio gradually decreases, almost independent of the
numerical resolution and turbulent seed, and saturates
at about 1/3 after one freefall time. Previous numeri-
cal studies also found ratios of 1/2–1/3 (Li et al. 2010;
Hansen et al. 2012). Also Krumholz (2011) assumes a
factor of (1/2)13/9 ∼ 0.37 caused by outflow feedback,
when he derives the characteristic mass of stars from
fundamental physical constants. Here we measure this
ratio directly in MHD simulations and show that out-
flow feedback does indeed reduce the characteristic mass
of stars by a factor of ∼ 3 (see Figure 10), suggesting that
it might help to explain the observed systematic shift of
the core mass function to the IMF by about the same fac-
tor, 0.3–0.4 (Alves et al. 2007; Nutter & Ward-Thompson
2007; Enoch et al. 2008; Myers 2008; Andre´ et al. 2010;
Ko¨nyves et al. 2010; Offner et al. 2014; Frank et al.
2014). This could be interpreted and parametrized as
an effective core-to-star efficiency effective ∼ 1/3. Most
importantly, we find here that it is the combined effect
of increased star count by about a factor of ∼ 1.5 and
decreased actual core-to-star efficiency  ∼ 0.5 (i.e., the
fraction of material being ejected from the protostellar
envelope) that leads to the stronger reduction of the char-
acteristic star mass by
effective = 
N?(No outflows)
N?(With outflows)
∼ 1
2
× 2
3
=
1
3
, (22)
than any of the two effects alone. Note the difference be-
tween the one-core to one-star efficiency denoted  (used
in e.g., Equation 21), and the definition of the effective
core-to-star efficiency in Equation (22), which describes
the combined effect of  ∼ 0.5 and increased star count
by ∼ 1.5. Thus, outflow feedback triggers additional
fragmentation that reduces the average star mass fur-
ther than  alone. This result demonstrates that outflow
feedback may be an essential ingredient for understand-
ing the characteristic mass of the IMF.
6.3. Caveats and limitations
6.3.1. Limited resolution and missing physics
While our results of the star count ratio and average
star mass ratio in Figure 10 are converged with resolu-
tion, we caution that the absolute star count and av-
erage star mass are not fully converged. This has two
reasons: (1) our resolution is insufficient to fully resolve
the opacity limit, and (2) we use a piecewise polytropic
equation of state (EOS), Equations (3) and (4), instead
of full radiation-hydrodynamics (cf. Section 2). While
the first caveat leads us to underestimate the star count,
the second tends to lead to an overestimate. Detailed
radiation-hydrodynamical calculations have shown that
the star count and the average star mass depend on the
heating and cooling balance (Krumholz et al. 2007; Bate
2009b; Commerc¸on et al. 2010), although Hansen et al.
(2012) find that outflow feedback is crucial in determin-
ing the effect of radiation feedback. This is because out-
flow feedback comes first, drives cavities into the dense
gas and reduces the average stellar mass, all leading to
a significantly reduced effect of radiation when outflow
feedback is included. Our primary goal here is to de-
termine the role of outflow feedback for the SFR, SFE
and IMF, and indeed, the relative star count and the
relative average mass between our simulations with and
without outflow feedback are robust, as demonstrated in
Figure 10. The SFR and SFE are also converged already
at moderate resolutions, as shown in dedicated resolution
studies by Padoan & Nordlund (2011) and Federrath &
Klessen (2012).
6.3.2. Boundary and initial conditions
The initial and boundary conditions of the star-
forming molecular clump are only rough approximations
to real clouds. We start with an initial turbulent velocity
field that is free to decay and is superimposed on a uni-
form density sphere. It is a conventional type of setup
often used in numerical studies of star formation (e.g.,
Bate et al. 2003; Clark et al. 2005; Krumholz et al. 2007;
Price & Bate 2008, 2009; Smith et al. 2008; Federrath
et al. 2010a; Walch et al. 2010; Girichidis et al. 2011;
Myers et al. 2014). But it is unrealistic and leaves open
the question of the origin of the turbulent velocity field.
Given the importance of the turbulence for star forma-
tion (Mac Low & Klessen 2004; Elmegreen & Scalo 2004;
McKee & Ostriker 2007; Hennebelle & Falgarone 2012;
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Federrath & Klessen 2012; Krumholz 2014; Krumholz
et al. 2014; Padoan et al. 2014, Section 6.1.1), this is a
serious limitation of this type of setup.
In the simulations, the molecular clump is assumed
to be completely disconnect from the larger molecular
cloud in which it actually resides. But such a dense
clump likely forms from large-scale turbulent compres-
sion modes inside a larger cloud (e.g., Heyer & Brunt
2004; Roman-Duval et al. 2011). These large-scale modes
break up into smaller turbulent perturbations and con-
tinuously feed turbulent energy to the clump. Thus,
the turbulence is more likely driven than decaying (e.g.,
Brunt et al. 2009; Klessen & Hennebelle 2010). More-
over, tidal forces from the matter surrounding the clump
may effectively decrease the gravitational binding energy
of the clump and increase the effective virial parameter
(Federrath & Klessen 2012). Real clumps are likely to be
less gravitationally unstable than in our numerical setup
and the effect of outflows and jets may be even larger
than we estimate here, because they would be able to
break out of the clump much more easily and transfer
mass, momentum and angular momentum to other parts
of the parent cloud.
7. SUMMARY AND CONCLUSIONS
We implemented and tested a new subgrid-scale (SGS)
model for launching outflows and jets in MHD simu-
lations of star cluster formation. Such an SGS out-
flow model is required, because the computational power
currently available is orders of magnitude too small to
solve this problem ab initio. Our SGS model is the first
to include angular momentum transfer, needed to solve
the angular momentum problem. It is also the first to
demonstrate convergence and reproduces the mass, mo-
mentum and angular momentum injection, as well as the
speeds of real jets and outflows (cf. Figures 3 and 4).
Our SGS outflow model is adaptive in the sense that the
outflow properties on large scales do not depend signifi-
cantly on the numerical resolution, when the SGS model
is activated (cf. Figure 5). Even the best previous SGS
outflow models likely underestimated the jet speeds, ei-
ther because the jet component was not included in the
model or the SGS launching region was not sufficiently
resolved, as shown in our test calculations (cf. Figure 6).
Our model produces self-regulated feedback, shown by
the fact that the outflow properties do not depend sig-
nificantly on whether the mass transfer fraction is chosen
to be 10% or 30% (cf. Figure 7).
In Section 6, our new SGS outflow model is applied to
the collapse of a magnetized, turbulent molecular clump,
forming a star cluster. By comparing to an otherwise
equivalent run without outflows, we draw the following
conclusions:
• Multiple jets break out of the molecular clump,
ejecting at least one quarter of the clump mass at
high speed (cf. Figure 8). These jets quickly reach
distances greater than a parsec and may have a sig-
nificant influence on the structure, dynamics and
star formation in other parts of the parent molec-
ular cloud.
• Outflow feedback reduces the SFR by about a fac-
tor of two. Theoretical models based on the statis-
tics of MHD turbulence correctly predict the SFR
in the initial phase of star formation, before the
clump starts to collapse globally (cf. Figure 9).
• The number of stars increases by a factor of ∼ 1.5
when outflow feedback is included and the aver-
age mass of stars decreases by a factor of ∼ 3.
This reduced star mass is the result of the com-
bination of reduced accretion onto each star by
a factor of  ∼ 0.5 and the increased star count,
which leads to an effective core-to-star efficiency,
effective ∼ 0.5/1.5 ∼ 1/3 (cf. Equation 22 and Fig-
ure 10). Thus, jet and outflow feedback might be
a crucial ingredient for understanding the charac-
teristic mass of the IMF.
We conclude that outflow feedback has a dual role.
On one hand, it limits accretion directly by removing
mass from the core and indirectly by driving turbulence
and entraining material that would have been accreted
before it can reach the star-forming core. On the other
hand, jets and outflows may also trigger star formation
by driving local turbulent compressions in other parts
of the same cloud and by tearing filaments apart, which
disrupts the original, coherent accretion flow onto a single
star and redirects it into multiple accretion channels that
lead to the formation of multiple stars instead of a single
one. Outflow feedback thus leads to a higher star count
and to a significantly lower average star mass.
We additionally show in Appendix A that a Jeans reso-
lution of at least 32 grid cells is required for convergence,
so we propose Jres ≥ 32 ∆x as the standard Jeans reso-
lution criterion for hydrodynamic and MHD simulations
involving self-gravitational collapse.
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APPENDIX
A. JEANS RESOLUTION STUDY
All state-of-the-art numerical studies of star forma-
tion resolve the Jeans length during local collapse by
more than four grid cells, Jres ≥ 4 ∆x, to avoid artificial
fragmentation (Truelove et al. 1997). The correspond-
ing resolution criterion in smoothed particle hydrody-
namics (SPH) simulations is discussed in Bate & Burk-
ert (1997). In practice, most state-of-the-art simulations
run with 4 ≤ Jres/∆x . 8 (e.g., Krumholz et al. 2012;
Hansen et al. 2012; Seifried et al. 2012; Myers et al. 2013;
Machida & Hosokawa 2013; Offner & Arce 2014), because
using more cells per Jeans length severely increases the
computational cost. Although using 4 ≤ Jres/∆x . 8
safely prevents artificial fragmentation, the question is
whether it is sufficient to resolve quantities such as the
energy, momentum, angular momentum or magnetic field
amplification during collapse.
In order to quantify the effect of the Jeans resolu-
tion, we run test simulations #16–19, #2, and #20 from
Table 2 (no SGS outflow model) with Jeans resolution
Jres/∆x = 2, 4, 8, 16, 32, and 64, respectively. Den-
sity slices through the disk are shown in Figure 11. Note
that the outflow in these tests is not resolved, but we
can still compare the effect of varying the Jeans resolu-
tion by comparing the otherwise identical runs with one
another. We confirm the result in Truelove et al. (1997)
that Jres = 2 ∆x leads to artificial fragmentation, here
into four sink particles, while for Jres ≥ 4 ∆x, only a sin-
gle sink particle forms. However, the disk exhibits arti-
ficial flaring for Jres ≤ 16 ∆x. The SFE is overestimated
by 11% and 5%, respectively, for Jres = 4 ∆x and 8 ∆x,
while it is converged to within 0.5% for Jres ≥ 32 ∆x.
Figure 12 shows the outflow mass, momentum, angu-
lar momentum and speed as in Figure 4, but here for
the different Jeans resolutions. Since this Jeans resolu-
tion study was run without the SGS model, the outflows
are quite slow and do not reach sufficient distance from
the disk to analyze them at 500 AU above and below the
disk. We therefore select here all cells with a vertical po-
sition of one scale height H ∼ csΩ−1 ∼ csv−1φ R = 25 AU
above and below the disk midplane, |z| > H and with
an outflowing vertical velocity component, as before. We
see that all outflow properties are sensitive to the Jeans
resolution, if Jres ≤ 16 ∆x. Runs with Jres = 2 ∆x and
4 ∆x show strong qualitative differences, but runs with
8 ≤ Jres/∆x ≤ 16 are already quite close to the runs
with Jres ≥ 32 ∆x, in particular at late times. All rel-
evant quantities are fully converged with Jres ≥ 32 ∆x.
This is in agreement with the independent Jeans res-
olution studies by Sur et al. (2010), Federrath et al.
(2011b), and Turk et al. (2012) in the context of early-
universe star formation. Despite the different context,
dimension and physics, the numerical resolution crite-
rion of Jres ≥ 32 ∆x is virtually identical. We thus use
the Jeans resolution criterion Jres ≥ 32 ∆x throughout,
for the SGS test simulations in Section 4 and for the star
cluster production runs in Section 6. We suggest that
all state-of-the-art hydrodynamic and MHD simulations
involving gravitational collapse should employ this Jeans
resolution criterion as the standard criterion.
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Figure 11. Jeans resolution study of disk and outflow formation. The panels show simulations #16–19, #2, and #20 from Table 2 with
Jeans resolution Jres/∆x = 2, 4, 8, 16, 32, and 64, respectively. For Jres/∆x = 2, we find artificial fragmentation into four sink particles,
while only a single star forms for Jres/∆x ≥ 4 (see also Truelove et al. 1997). The disk and outflow structure, however, as well as the
accretion rate (indicated by the SFE in the bottom-right corner of each frame) are only converged for Jres/∆x & 32, which is why we use
this as the standard Jeans resolution criterion in all our production runs (see also Federrath et al. 2011b).
Figure 12. Same as Figure 4, but for calculations without SGS model, but different Jeans resolution Jres/∆x = 2, 4, 8, 16, 32, and 64. For
convergence of all relevant quantities including the angular momentum, Jres/∆x & 32 is required (see also Federrath et al. 2011b). Here,
all outflow properties were determined by selecting all cells with an outflowing z-velocity component, located one scale height (H = 25 AU)
above and below the disk.
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