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Abstract
A definite matrix  is represented in terms of a semidefinite matrix  and a vector , such
that (, ) may be recovered explicitly from . Equivalence classes are generated over the
cone of positive definite matrices, first on fixing , then on fixing . These classes in turn
associate naturally as scale parameters in ensembles of elliptical measures. Each ensemble is
seen to admit a distinct linear solution to the problem of minimal risk equivariant estimation
for a location scalar, as do all mixtures over a particular ensemble to include star-contoured
measures.
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1. Introduction
Matrix representations are central to linear analysis, as are partition sets gener-
ated through equivalence. In this study we characterize a positive definite (n × n)
matrix as  = + 1n′ + 1′n − γ¯ 1n1′n in terms of (, ), to be recovered from
, such that 1′n = [1, 1, . . . , 1] comprises the null space of , ′ = [γ1, . . . , γn], and
γ¯ = (γ1 + · · · + γn)/n. From this the cone of positive definite matrices is partitioned
into equivalence classes, first on fixing , then on fixing , and essential properties
are noted. These constructions constitute the principal findings of the study.
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To apply these results in estimation, we associate to each matrix class an ensemble
of elliptical measures with scale parameters from the class. For each ensemble the
Pitman [11] estimator is sought as the minimal risk equivariant (MRE) estimator
for a location scalar. Solutions, heretofore unknown apart from special cases, are
found to be linear. Moreover, solutions not only are invariant over each ensemble,
but are made explicit using ensemble characteristics. These properties hold also for
all mixtures over an ensemble. An outline follows.
Section 2 identifies notation and classes of special distributions. Section 3 devel-
ops the representation  = + 1n′ + 1′n − γ¯ 1n1′n, including conditions for posi-
tive definiteness and its role in equivalence. Section 4 undertakes MRE estimation in
elliptical ensembles, showing linearity of solutions and identifying the form specific
to each ensemble and its mixtures. Section 5 concludes with a brief summary.
2. Preliminaries
2.1. Notation
Designate n as Euclidean n-space, n+ as its positive orthant,Sn as the real sym-
metric (n × n) matrices, and S+n and S0n(k) as the positive definite and the positive
semidefinite matrices of rank k < n. Arrays appear in bold type, to include the trans-
pose A′, inverse A−1, a g-inverse A−, and the Moore–Penrose inverse A† of A, as
appropriate; the unit vector 1n = [1, . . . , 1]′ ∈ n; its scaled versions 1∗n = n−11n
and 1†n = n−1/21n; the identity matrix In; and a diagonal matrix Diag(a1, . . . , an).
The null and range spaces of A are N(A) and R(A). The real orthogonal group
O(n) acts on n; the subgroupH(n) = {Hn = [1†n, H′]′; H ∈H} consists of Helm-
ert matrices obtained as orthonormal completions of 1†n, with H = {H((n − 1) ×
n)} as the collection of all such completions. For each H ∈H note that H1n =
0, HH′ = In−1, and H′H = (In − n−11n1′n) = Bn, say. Subspaces of note include
W(n) = {w ∈ n : w′1n = 1} and C(n) = {C ∈ S0n(n − 1) : C1n = 0}.
2.2. Distributions
Abbreviations pdf, cdf, and chf refer to probability density, cumulative distribu-
tion, and characteristic functions; L(X) and G(x) designate the law of distribution
and the cdf of X, with σ(G) as its support. Specifically, L(X) = E(k)n (,, φ) is
elliptically contoured on n having moments of order k, the radial chf φ(·) ∈ n
on 1+, the pdf fφ((x − )′−1(x − )) and the chf ψX(t) = eit′φ(t′t) on n. Here
(,) ∈ n × S+n determine location and scale, andn comprises the functions φ(·)
on 1+ that are chfs when considered as functions φ(t′t) on n. Under first, then sec-
ond moments, we have E(X) =  ∈ n, then V (X) = κφ as the dispersion matrix
for some κφ > 0 depending on φ(·).
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These families are closed under affine transformations, i.e., L(L′X + b) =
Er(L′+ b, L′L, φ) for fixed L′(r × n) and b ∈ r . On partitioning X = [X′1, X′2]′,
 = [′1, ′2]′, and  = [ij ] conformably, such that (X1, 1) ∈ r , (X2, 2) ∈ s ,
and r + s = n, Cambanis et al. [2] have demonstrated the conditional structure
L(X1 | X2 = c) = Er(1·2,11·2, φ∗) (2.1)
with 1·2 = 1 + 12−22(c − 2), 11·2 = 11 − 12−2221, and φ∗(t) =∫∞
0 τ(r
2t) dF(r). Here τ(‖t‖2) is the chf for the distribution uniform on the unit
sphere in n, whereas F(·) is the cdf for L(R2 − (c − 2)′−122 (c − 2) | X2 = c)
when R2 has the chf φ(·) on 1+.
We further consider ensembles of type E(k)n = {E(k)n (,, φ);  ∈ n, ∈ S+n ,
φ ∈ n}, selected subsets of these, and finally scale mixtures over these ensembles.
In particular,L(X) = EM(k)n (µ, φ,G) designates a mixture having the typical pdf
f (x;µ, φ,G) =
∫
S
+
n
fφ((x − µ1n)′S−1(x − µ1n)) dG(S). (2.2)
To continue, a set S ⊂ n containing the origin is said to be star-shaped about 0 ∈
n if, for each x ∈ S, the line segment joining 0 to x is in S. The collection Pn(0),
comprising the star-unimodal measures symmetric about 0 ∈ n, is the closed con-
vex hull of probability measures uniform on star-shaped sets symmetric about 0 ∈
n. If P(·) has a continuous density f (·), then P(·) ∈ Pn(0) if and only if, for
t > 0, the level sets Bt = {x ∈ n : f (x) > t} either are empty, or are star-shaped
sets symmetric about 0 ∈ n. The collection Pn(0) is equivalent to Kanter’s [9]
classKn(0), defined as the closed convex hull of mixtures of measures uniform on
symmetric convex bodies in n, as shown in [4, p. 38ff]. Further properties are found
in those references. The relevance here is that mixtures of type (2.2) are star-unimo-
dal whenever fφ((x − µ1n)′−1(x − µ1n)) is unimodal in the sense of Anderson
[1], i.e., its level sets are ellipsoids.
3. Representations and equivalence
3.1. Matrix representations
Some essential matrix results include the following.
Lemma 1. Let A ∈ Sn, b ∈ n, and c ∈ 1. In order that
f (x) = x′Ax + 2x′b + c > 0 (3.1)
for all x ∈ n, it is necessary and sufficient that (i) b ∈ R(A), (ii) A ∈ S0n, and (iii)
c − b′A−b > 0.
Proof. See [3]. 
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Lemma 2. Let C ∈ S0n. Then
(i) C ∈ C(n) if and only if C = H′AH for some (A, H) ∈ S+n−1 ×H.
(ii) The representation is not unique, as T (A, H) = H′AH is invariant under a
group G acting on (A, H) ∈ S+n−1 ×H such that g(A, H) = (QAQ′, QH) withQ ∈ O(n − 1).
(iii) T (A, H) = H′AH is maximal invariant under G.
(iv) The Moore–Penrose inverse for C is C† = H′A−1H.
Proof. Suppose that C ∈ C(n), so that C1n = 0. Its spectral decomposition may
be written as C = H′DξH with Dξ = Diag(ξ1, . . . , ξn−1) ∈ S+n−1 and H ∈H since
{h′i1n = 0; 1  i  n − 1}. Conversely, if C = H′AH for some (A, H) ∈ S+n−1 ×
H, then C ∈ S0n(n − 1) and C1n = 0, to give conclusion (i). Conclusion (ii) is imme-
diate. That T (A, H) = H′AH is maximal invariant under G follows on setting
H′1A1H1 = H′2A2H2, solving A2 = H2H′1A1H1H′2, verifying that Q = H2H′1 ∈
O(n − 1), and inferring that H2 = QH1, so that T (A1, H1) = T (A2, H2) implies that
(A1, H1) and (A2, H2) are on the same G-orbit, giving conclusion (iii). Verifying
C† = H′A−1H as the unique Moore–Penrose inverse follows directly on showing
that CC†C = C, C†CC† = C†, (CC†)′ = CC†, and (C†C)′ = C†C, which in turn
follow on writing C = H′AH and C† = H′A−1H, to complete our proof. 
A pivotal finding is that every matrix  ∈ S+n may be expanded about some  ∈
C(n). Details follow.
Lemma 3. Let  ∈ Sn. Then in order that  ∈ S+n , it is necessary and sufficient
that
(i)  = (, ) = + 1n′ + 1′n − γ¯ 1n1′n for some  ∈ C(n) and  ∈ n, such
that
(ii) γ¯ − ′† > 0.
Proof. Suppose that  ∈ S+n ; choose H ∈H; and consider the equation HH′ =
A for some A ∈ S+n−1. But HH′ = A implies H′HH′H = H′AH, i.e., BnBn =
H′AH, which in turn implies HH′HH′HH′ = HH′AHH′, i.e., HH′ = A, since
HH′ = In−1. Thus HH′ = A and
BnBn = H′AH (3.2)
are equivalent. To solve for  satisfying (3.2), we invoke Theorem 2.3.2 of Rao and
Mitra [12], where solutions X to the matrix equation JXE = C are shown to exist
if and only if JJ−CE−E = C, in which case the solutions are X = J−CE− + Z −
J−JZEE− with Z arbitrary, for any g-inverses J− and E−. Using In as a g-inverse for
Bn, we determine from BnB−n H′AHB−n Bn = H′AH (since BnH′ = H′) that a solu-
tion exists. The required solutions are  = B−n H′AHB−n + S − B−n BnSBnB−n , where
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the symmetry of  requires that S be symmetric. Again taking B−n = In, and substi-
tuting Bn = (In − n−11n1′n), we have  = H′AH + S − (In − n−11n1′n)S(In −
n−11n1′n), so that  = H′AH + n−11n1′nS + n−1S1n1′n − n−21n1′nS1n1′n. Now
choosing the vector  = n−1S1n consisting of row means of S to parametrize each
solution, we infer that  = H′AH + 1n′ + 1′n − γ¯ 1n1′n as required on identifying
 = H′AH, to give the necessity of conclusion (i). To establish the necessity of con-
clusion (ii), decompose u ∈ n as u = (u1 + u2) with u1 ∈ R() and u2 ∈N(),
so that u2 = c1n for some c /= 0. Then
u′u = (u1 + u2)′(u1 + u2) + 2(u1 + u2)′1n′(u1 + u2)
−γ¯ (u1 + u2)′1n1′n(u1 + u2)
so that u′u = u′1u1 + 2cnu′1+ c2n2γ¯ . Lemma 1 now gives the necessity of con-
clusion (ii). To show sufficiency, suppose that  ∈ Sn satisfies (i) and (ii). Then
 = + 1n′ + 1′n − γ¯ 1n1′n ∈ S+n from sufficiency of the conditions of Lemma
1, to complete our proof. 
Observe in the proof that H was arbitrary, whereas A emerged in response to
this choice. Despite indeterminacy in (A, H) under G, nonetheless,  = H′AH is
determinate in view of Lemma 2(iii).
3.2. Partitions of S+n
It is instructive to partition S+n into equivalence classes. This is accomplished in
two ways. First we fix  in the representation (, ), then allow  to vary over
() = { ∈ n : ′† < γ¯ }. The second essentially fixes  ∈ n in the represen-
tation (, ), and varies  over C(n). To these ends, for each fixed  let  =
{ ∈ S+n :  = + 1n′ + 1′n − γ¯ 1n1′n;  ∈ ()} and, for fixed w ∈W(n), let
w = { ∈ S+n : w = c1n}, where c may depend on . Our principal findings may
be summarized as follows.
Theorem 1. For fixed  ∈ C(n) and w ∈W(n), consider collections  = { ∈
S+n :  = + 1n′ + 1′n − γ¯ 1n1′n;  ∈ ()} and w = { ∈ S+n : w = c1n}.
Then each collective family
(i)  = { :  ∈ C(n)} and
(ii)  = {w : w ∈W(n)}
constitutes a partitioning of S+n into equivalence classes.
Proof. For each ∈ S+n use Lemma 3 to write(, ) = + 1n′ + 1′n − γ¯ 1n1′n
for some  ∈ C(n) and  ∈ (). Define a binary relation 1ρ2 if and only if
1 = (, 1) and 2 = (, 2). This relation clearly is reflexive, transitive, and
symmetric, and thus an equivalence, so that the collective family  = { :  ∈
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C(n)} effects a partitioning of S+n into equivalence classes as  ranges over C(n),
to prove (i).
To support conclusion (ii), note first that for each  ∈ S+n , there is an element
w ∈W(n) such that w = c1n for some c > 0. In particular, requiring that w −
c1n = 0, and recalling that Bn =  and Bn1n = 0, we have from w = c1n that
Bnw = 0. On expanding Bnw = Bn(+ 1n′ + 1′n − γ¯ 1n1′n)w = 0, applying
the cancellation rule Bn1n = 0, recalling that 1′nw = 1, and then solving, we infer
for each  ∈ S+n that the corresponding w satisfies the consistent linear equation
w + Bn = 0. Now fixing w, we again define a binary relation 1ρ2 if and only
if 1w = c11n and 2w = c21n, i.e., w = c1−11 1n = c2−12 1n from definiteness.
This relation clearly is reflexive and symmetric; that it is transitive follows from w =
c1
−1
1 1n = c2−12 1n = c3−13 1n. Thus the collective family  = {w : w ∈W(n)}
partitions S+n as w ranges overW(n), to complete our proof. 
In particular applications it is essential (i) to be able to identify elements of the
expansion (, ) = + 1n′ + 1′n − γ¯ 1n1′n for a particular  ∈ S+n , where  =
H′AH; (ii) to identify w such that w = c1n for some c > 0; and thereby (iii) to
identify class membership. This information may be extracted from each  ∈ S+n as
in the following.
Theorem 2. For any  ∈ S+n consider its expansion (, ) = + 1n′ + 1′n −
γ¯ 1n1′n for some  ∈ C(n) and  such that ′† < γ¯ , and suppose that w = c1n
for some w ∈W(n) and c > 0. Then , A, , w, and c all may be determined in
terms of  and H as in
(i) BnBn =  = H′AH and A = HH′;
(ii)  = n−11n;
(iii) w = 1∗n −†; and
(iv) c = (γ¯ − ′†).
Moreover,
(v) 1 ∈ w and 2 ∈ w if and only if †11 = †22.
Proof. Conclusion (i) follows directly on writing Bn(, )Bn in its expanded
form, using BnBn =  and the cancellation rule Bn1n = 0, then verifying dir-
ectly that HH′ = A. Next taking  → 1n in the expansion, we have that 1n =
H′AH1n + n+ nγ¯ 1n − nγ¯ 1n = n, so that  = n−11n follows to give conclusion
(ii). Moreover, if w = c1n, the proof for Theorem 1 shows that w satisfies the
consistent linear equation w = −Bn. Since † = Bn we have †w = −†,
i.e., Bnw = −† since †Bn = †. But Bnw = w − 1∗n since 1′nw = 1, so that
w = 1∗n −† as claimed in (iii). That 1′nw = 1′n(n−11n −†) = 1 follows dir-
ectly since † = H′A−1H and 1′nH′ = 0. Substituting this solution back into w =
(, )(1∗n −†), then cancelling and simplifying, gives w = (γ¯ − ′†)1n as
conclusion (iv). Conclusion (v) follows directly from (iii), to complete our proof. 
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Some cases deserve special mention. Matrices Bn = {(Bn, ) : ′Bn < γ¯ }, as
within-subject dispersion matrices, validate the normal-theory analysis of repeated
measurements, as shown in [5,13]; their spectral structure, condition numbers, maj-
orization properties, and further characterizations were studied in [7]. Matrices in
1∗n have equal row means since 1
∗
n = c1n, as considered in [6] and elsewhere.
Intersecting Bn and 1∗n gives matrices (Bn, γ¯ 1n) = In + (γ¯ − n−1)1n1′n; these
may be reparametrized as (Bn, γ¯ 1n) = k(n, γ¯ )[(1 − ρ)In + ρ1n1′n] with k(n, γ¯ ) =
(n + nγ¯ − 1)/n and ρ = (nγ¯ − 1)/(n + nγ¯ − 1). Here {−(n − 1)−1 < ρ < 1} as
γ¯ ranges over (0,∞), so that each (Bn, γ¯ 1n) is proportional to an equicorrela-
tion matrix of type (ρ) = σ 2[(1 − ρ)In + ρ1n1′n] with σ 2 = k(n, γ¯ ). We return to
these subsequently.
4. Minimal risk equivariant estimation
We next consider MRE estimation for a location parameter µ in elliptical ensem-
bles and mixtures on n. Except as noted, we adopt squared-error losses under sec-
ond moments.
4.1. Background
Let G(τ ) be the scalar translation group on n such that g[x1, . . . , xn] = [x1 +
τ, . . . , xn + τ ] for g ∈ G(τ ). Pitman [11] studied estimators for µ that are equivari-
ant under G(τ ) in location families F(Fn) = {Fn(x1 − µ, . . . , xn − µ);µ ∈ 1}.
Solutions δ(X) having minimal risk under squared-error loss functions L2[δ(x), µ] =
[δ(x) − µ]2 may be characterized as follows.
Lemma 4. Suppose that L(X) belongs to a location family F(Fn); let Y = Y(X)
be maximal invariant underG(τ ); and suppose that there is an equivariant estimator
δ0(X) having finite risk. Then the MRE estimator for µ under squared-error loss is
δ(X) = δ0(X) − E0[δ0(X) | Y = y], (4.1)
where E0[δ0(X) | Y = y] is the conditional mean of δ0(X), given Y = y, evaluated
at µ = 0.
Proof. See Theorem 1.3 and Corollary 1.1 of Lehmann [10, Chapter 3]. 
4.2. MRE estimation: ensembles
Turning to L(X) = E(2)n (µ1n,, φ), we observe that each generates a transla-
tion family F(Fn) as µ ranges over (−∞,∞) as in Lemma 4. A principal finding
expresses δ(X) in terms of , to be written as δ(X), whereas each MRE estimator
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amounts to a local adjustment to X. Following Lehmann [10], we take Y(X) = e =
[(X1 − X), . . . , (Xn − X)]′ as the maximal invariant of choice. Details follow.
Theorem 3. Suppose thatL(X) = E(2)n (µ1n,, φ); let e = [(X1 − X), . . . , (Xn −
X)]′; and consider estimation under squared-error loss.
(i) Then the MRE estimator for µ is given as
δ(X) = X − n−11′nBn(BnBn)−e. (4.2)
(ii) In particular, from the representation  = + 1n′ + 1′n − γ¯ 1n1′n, the MRE
estimator takes the form
δ(X) = X − ′†e (4.3)
with variance equal to κφ(γ¯ − ′†).
Proof. Determine that E[(X − µ)2] < ∞, so that δ0(X) = X is equivariant having
finite risk. To evaluate the conditional expectation, write Z = [X, e′]′ = A′X with
A = [1∗n, Bn]; observe when µ = 0 that Z has the singular joint distributionL(Z) =
En+1(0,, φ) on n+1, where
 = A′A =
[
n−21′n1n n−11′nBn
n−1Bn1n BnBn
]
;
and conclude that E0(X | e) = 0 + n−11′nBn(BnBn)−e from Corollary 5 of Cam-
banis et al. [2]. Lemma 4 now gives δ(X) = X − n−11′nBn(BnBn)−e as con-
clusion (i). Conclusion (ii) follows since BnBn = ; n−11n =  from Theorem
2(ii); and thus δ(X) = X − ′†e using the Moore–Penrose inverse. A natural scale
parameter is the variance κφ(γ¯ − ′†) of δ(X) = (n−11′n − ′†)X, to complete
our proof. 
We seek solutions when first but not second moments are defined. Given Laplace
loss (L1[δ(X), µ] = |δ(X) − µ|), Pitman [11] characterized MRE estimators for µ
in F(Fn) as δ(X) = δ0(X) − M0[δ0(X) | Y = y] (compare Lemma 4), where
M0[δ0(X) | Y = y] is any conditional median of δ0(X) given Y = y, evaluated at
µ = 0. Thus if L(X) = E(1)n (µ1n,, φ), then δ0(X) = X is equivariant having fi-
nite risk under Laplace loss, and the solutions are identical to (4.2) and (4.3) from
symmetry of the conditional distributionL(X | e) on 1.
Further insight in estimation draws on developments from Section 3. Clearly each
elliptical distribution may be classified as in Section 3.2 according to the structure
of its matrix . The collective family of elliptical measures on n thus is comprised
of disjoint ensembles matching the equivalence classes for  ∈ S+n as in Theorem 1.
We next examine the structure of MRE estimators for each of these assemblages.
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To these ends designate ensembles asE(k)n () = {E(k)n (µ1n,, φ);µ ∈ 1, ∈
, φ ∈ n}; the subclass E(k)n (Bn) such that Bn = {(Bn, ) :
∑n
i=1(γi − γ¯ )2 <
γ¯ }; and E(k)n (w) = {E(k)n (µ1n,, φ);µ ∈ 1, ∈ w, φ ∈ n} for k ∈ {1, 2}. We
further consider the collectionE(k)n () = {E(k)n (µ1n,, φ);µ ∈ 1, ∈ , φ ∈ n},
where  consists of equicorrelation matrices of type  = {(ρ) = σ 2[(1 − ρ)In +
ρ1n1′n] ∈ S+n : (σ 2, ρ) ∈ 1+ × [−(n − 1)−1, 1]}. Our principal findings are as
follows.
Theorem 4. Let E(2)n = {E(2)n (µ1n,, φ);µ ∈ 1, ∈ S+n , φ ∈ n} comprise
elliptical measures on n having second moments, and consider estimation under
squared-error loss.
(i) For eachL(X) ∈ E(2)n (), with  ∈ C(n), and thus †, fixed, the MRE esti-
mator for µ takes the form δ(X) = X − ′†e, depending on the particular
 ∈  only through its row means  ∈ (), independently of φ ∈ n.
(ii) For each L(X) ∈ E(2)n (Bn), the MRE estimator for µ is δ(X) = X − ′e,
depending on  ∈ Bn only through  ∈ (Bn) satisfying {
∑n
i=1(γi − γ¯ )2 <
γ¯ }, independently of φ ∈ n.
(iii) For eachL(X) ∈ E(2)n (w) with w ∈W(n) fixed, the MRE estimator for µ has
the form δ(X) = w′X, depending on  only through w ∈W(n), independently
of φ ∈ n.
(iv) For eachL(X) ∈ E(2)n (1∗n), the MRE estimator for µ is δ(X) = X, indepen-
dently of the constant row means of  and of φ ∈ n.
(v) In particular, for eachL(X) in the equicorrelation ensemble E(2)n (), the MRE
estimator for µ is δ(ρ)(X) = X, independently of (σ 2, ρ) and φ ∈ n.
Proof. Conclusion (i) follows directly on applying Theorem 3 for each L(X) ∈
E(2)n (), with  and thus † fixed, where (4.3) clearly holds independently of
φ ∈ n. Conclusion (ii) is the special case where  = Bn, so that † = Bn from
its idempotency, and ′† = ∑ni=1(γi − γ¯ )2. Conclusion (iii) follows on substitut-
ing w = 1∗n −† from Theorem 2(iv) into (4.3) and simplifying. Conclusion (iv)
follows also from (4.3), where w = 1∗n in Theorem 2(iii) now asserts that † = 0.
Conclusion (v) is a special case of (iv), to complete our proof. 
Theorem 4 continues to hold verbatim under Laplace loss for corresponding
ensembles from E(1)n = {E(1)n (µ1n,, φ);µ ∈ 1, ∈ S+n , φ ∈ n}, as in remarks
following the proof for Theorem 3. Theorems 3 and 4 thus establish not only linear-
ity, but also the linear structure of MRE estimators under Laplace and squared-error
losses for ensembles as cited. Excepting conclusions (iv) and (v), these depend
explicitly on elements of (, ), to be extracted as in Theorem 2 in each particular
application.
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4.3. MRE estimation: mixtures
We next examine Pitman’s [11] solutions in mixtures over elliptical ensembles on
n as in expression (2.2). To these ends consider S ∈ S+n as a surrogate for ; let
Y = Y(X) be any maximal invariant under G(τ ); denote by g(t, y | S) and g(y | S)
the conditional pdfs of (X, Y) and of Y, given S; and let g(t, y) and g(y) be the
corresponding unconditional pdfs.
A principal finding for dispersion mixtures of elliptical measures on n is the
following.
Theorem 5. Suppose thatL(X) = EMn(µ, φ,G) has second moments, and con-
sider estimation under squared-error loss. Then the MRE estimator for µ is given
by
δG(X) =
∫
S
+
n
δS(X)g(y | S) dG(S)
g(y)
(4.4)
with δS(X) as in Theorem 3.
Proof. Take δ0(X) = X, and begin with E0(X | y) =
∫
1 tg(t, y) dt/g(y). Then
E0(X | y) =
∫
1 t
∫
S
+
n
g(t, y | S) dG(S) dt/g(y), so that
δG(X) = X − E0(X | y) =
∫
S
+
n
[Xg(y | S) − ∫1 tg(t, y | S) dt] dG(S)
g(y)
.
(4.5)
Now identifying δS(X) = X −
∫
1 tg(t, y | S) dt/g(y | S) conditionally as in Theo-
rem 3, we find δG(X) =
∫
S
+
n
δS(X)g(y | S) dG(S)/g(y) as the Pitman [11] estimator
for µ, as required to complete our proof. 
To make further progress, we next restrict the support of G(·) to include selec-
ted regions in S+n . In short, we consider dispersion mixtures over the ensembles
E(2)n (), E
(2)
n (w), E
(2)
n (1∗n), and E
(2)
n () as defined in Section 4.2, now for the
case k = 2. Our principal findings are summarized next, where subscripts on the
mixing measure G(·) identify those appropriate in particular cases.
Theorem 6. Consider the estimation of µ under squared-error loss in dispersion
mixtures over the ensembles E(2)n (), E(2)n (w), E(2)n (1∗n), and E
(2)
n ().
(i) In mixtures over the ensemble E(2)n (), with  ∈ C(n) fixed, the MRE esti-
mator for µ is given by δG(X) = X − ′†e, where  =
∫
() t dG2(t) is found
from E(S) =  = + 1n′ + 1′n − θ¯1n1′n with () = {t ∈ n : t′†t <
t¯}.
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(ii) For mixtures over E(2)n (w), with w ∈W(n) fixed, the MRE estimator for µ is
given by δG(X) = w′X, depending only on w, independently of φ ∈ n and of
Gw(A, t) on Rw = {(A, t) : Ht + AHw = 0}.
(iii) In mixtures over E(2)n (1∗n), the MRE estimator for µ is given by δG(X) = X,
independently of φ ∈ n and of G1∗n(A, t) on R1∗n = {(A, t) : t = v1n; v ∈ 1+}.
(iv) In mixtures over the ensemble E(2)n (), the MRE estimator for µ is given by
δG(X)=X, independently of φ ∈n and of G(s2, r) on 1+ × [−(n−1)−1, 1]}.
Proof. Supporting arguments run parallel to those for Theorem 4 without difficulty,
and thus can be omitted. 
5. Conclusions
The principal findings are in linear analysis, namely, to represent as in Lemma 3
a positive definite matrix as  = + 1n′ + 1′n − γ¯ 1n1′n in terms of (, ), to be
recovered from  as in Theorem 2, where 1n comprises the null space of . Equiv-
alence classes are generated over the cone of positive definite matrices on fixing ,
then , as in Theorem 1.
These classes in turn associate with disjoint ensembles of elliptical measures on
n. Each ensemble is seen to admit a distinct linear solution to the problem of min-
imal risk equivariant estimation for a location scalar, as do all scale mixtures over
a particular ensemble (see Theorems 3–5). The expansion of each  ∈ S+n about
 ∈ C(n) supplies coefficients for the MRE estimator δ(X) = X − ′†e; these
provide adjustments to X as required.
Our findings bear directly on characterizations in mathematical statistics. For if
L(X) is minimal variance linear unbiased for µ under independence of {X1, . . . , Xn},
then for n  3, L(X) is squared-error admissible for µ among all unbiased estima-
tors, if and only if {X1, . . . , Xn} are Gaussian (see [8, Theorem 7.4.1]). Thus “a
justification of a linear estimator is possible only through normality,” as “knowl-
edge of the underlying distribution will always enable us to improve a linear estima-
tor uniformly” [8, p. 219]. Independence is critical: That this characterization fails
otherwise is demonstrated here for all ensembles of elliptical measures on n having
second moments, and for mixtures over these encompassing star-contoured densities.
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