A RECIPE TO COMPUTE MAHLER MEASURES
Introduction
The main result of this paper is the following result, explanation will follow. 
.
Then there is a monotone decreasing sequence of positive real numbers c(p, ||p|| L 1 ) k , called characteristic sequence, such that for all integers numbers L ≥ 1 we get for the Mahler measure M (p)
The Mahler measure of p is defined to be
where µ T d is the Haar measure of the d-dimensional torus T d . For a survey on the Mahler measure and its intriguing connections to number theory, topology and geometry, were refer for instance to [1, 2, 4, 13] . The width wd(p) and the leading coefficient lead(p) are explained in Subsection 1.1, whereas the L 1 -norm ||p|| L 1 and the characteristic sequence are introduced in Section 3. Here are some remarks on the algorithm.
Remark 0.2 (Dependency on the coefficients). The width wd(p), the leading coefficient lead(p), the L 1 -norm ||p|| L 1 and the characteristic sequence c(p, ||p|| L 1 ) k can be computed directly from the coefficients of p, one does not need any information about the roots of p. , where the right hand side depends only on d, the width wd(p), the L 1 -norm ||p|| L 1 and the upper bound on the error term ǫ. Then we get
Remark 0.4 (Continuity of the Mahler measure). Fix constants
Then Remark 0.3 implies that the map
is uniformly continuous in the coefficients of p, where one gets in the ǫ-δ-definition of uniform continuity explicit values for δ in terms of ǫ, K w , K 1 and K l . We mention the result due to Boyd [3] , where continuity is proved for the polynomials with a fixed bound on the width, but no condition on the leading coefficients is required.
Remark 0.5 (Effectiveness). We have not implemented the algorithm, mainly since we lack the expertise to do so. The main and very serious drawback is that the computation of c(p, ||p|| L 1 ) k requires to compute the k-fold product p k of p which is an exponentially growing algorithm and that the required lower bound for L growth very quickly with wd(p), see also Example 4.11.
At least it gives, by letting L run, a decreasing sequence of upper bounds for ln(M (p) because of
Our estimates are sometimes very crude, we have not tried to give optimal estimates.
Finally we mention the following direct consequence of Theorem 4.9
n given by right multiplication with A is positive.
In this context we mention the unpublished preprint [7] , where examples of groups G and matrices A ∈ M m,n (ZG) are constructed for which the NovikovShubin invariant of r
Define inductively elements
Define the width of p = p(z
and the leading coefficient of p to be
Obviously we have − 1) , . . . , 2 and m 1 < n 1 . We can write p as a finite sum with complex coefficients a n1,...,n d
d be maximal with respect to the lexicographical order among those elements (n 1 , . . . , n d ) ∈ Z d for which a n1,...,n d = 0. Then the leading coefficient of p is a m1,...,m d . 
for integers n − and n + with n − ≤ n + and complex numbers a n with a n − = 0 and a n + = 0, and we get wd(p) = n + − n − and lead(p) = a n + . wd(p) = 2;
lead(p) = 2; wd(q) = 3;
The same remark applies to the passage to the inverse of each variables, i.e., we get different values if we replace z i by z
for some i or all i. Notice that the Mahler measure does not change by these operations on p.
The spectral density function. If we consider p as an element in
We will denote by
its spectral density function in the sense of [12, Definition 2.1 on page 73]. In the special situation considered here, it can be computed in terms of volumes of subsets of the d-torus T d equipped with its Haar measure, see [12, Example 2.6 on page 75]
Mahler measures and Fuglede-Kadison determinants
The following theorem allows us to apply results about Fuglede-Kadison determinants which appear for instance in [12, Chapter 3] to Mahler measures.
Theorem 2.1 (Mahler measure and Fuglede-Kadison determinants over
Then the Fuglede-Kadison determinant det
p agrees with the Mahler measure M (p) of p.
Proof. This follows from [12, Example 3.13 on page 128] since the volume of the set
The relation between the Fuglede-Kadison determinant and the Mahler measures is also considered in [5] and [6] .
The recipe
We can write
Choose K ≥ ||r (2) p ||, where ||r
Then we get for the logarithm of the Mahler measure of p
Let α(p) be the Novikov-Shubin invariant of p which is a rational number with 0 < α(p) ≤ 1 or is ∞ + , see Section 4.3. Then for any choice of real number 0 < α < α(p) there exists a constant C independent of k such that for all k ≥ 1 we have
where the supremum is finite since one knows lim k→∞ k α · c k (p, K) = 0. All these claims above are proved in [12, Theorem 3.172 on page 195].
It remains to get a concrete estimate of the constant C in terms of p. This requires some preparation.
Uniform estimate on spectral density functions
The main result of this section is the following 
with wd(p) ≥ 1. Then we get for its spectral density function
For the case d = 1 and p a monic polynomial, a similar estimate of the shape
, where k ≥ 2 is the number of non-zero coefficients, and the sequence of real numbers (C k ) k≥2 is recursively defined and satisfies C k ≥ k − 1.
4.1. Degree one. In this subsection we deal with Theorem 4.1 in the case d = 1.
We get from the Taylor expansion of cos(x) around 0 with the Lagrangian remainder term that for any x ∈ R there exists θ(x) ∈ [0, 1] such that
This implies for x = 0 and |x| ≤ 1/2 2 − 2 cos(x)
Hence we get for
Lemma 4.3. For any complex number a ∈ Z we get for the spectral density function
Proof. We compute using (1.7), where r := |a|.
We estimate using (4.2) for
This implies for λ ≥ 0
] be an element with wd(p) ≥ 1. Then we get for its spectral density function
Proof. We can write p(z) as a product
for an integer r ≥ 0, non-zero complex numbers a 1 , . . . , a r and an integer k.
Since for any polynomial p and complex number c = 0 we have for all λ ∈ [0, ∞)
we can assume without loss of generality lead(p) = 1. Since the width, the leading coefficient and the spectral density functions of p(z) and z −k · p(z) agree, we can assume without loss of generality k = 0, or equivalently, that p(z) has the form
We proceed by induction over r. The case r = wd(p) = 1 is taken care of by Lemma 4.3. The induction step from r − 1 ≥ 1 to r is done as follows.
Put
The following inequality for elements q 1 , q 2 ∈ C[z, z −1 ] and s ∈ (0, 1) is a special case of [12, Lemma 2.13 (3) on page 78]
We conclude from (4.5) applied to p(z) = q(z) · (z − a r ) in the special case s = 1/r
We conclude from the induction hypothesis for λ ∈ [0, ∞)
This implies for λ ∈ [0, ∞) 
We get from the induction hypothesis applied to p 1 (z 1 , . . . , z d−1 ) and (1.7) since λ | lead(p)| ≤ 1, wd(p 1 ) ≤ wd(p) and lead(p) = lead(p 1 ) (4.7)
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Combining (4.6), (4.7) and (4.8) yields for λ with
This finishes the proof of Theorem 4.1. 
n given by right multiplication with A satisfies
and is in particular positive.
Proof. We first treat the special case, where m = n and det
We can find by Cramer's rule a matrix
The kernel of r 
m be the inclusion corresponding to I ⊆ {1, 2, . . . , m} and let pr (2) :
A ) ⊥ be the orthogonal projection onto ker(r
n be the inclusion of the closure im(r
A ) of the image of r
A ) be the Z d -equivariant bounded operator uniquely determined by
Hence the von Neumann dimension of the closure of the image of r 
k is zero and the von Neumann dimension of the closure of its image is k. In particular
k is injective and hence dense image. This implies that
A )
⊥ is injective and pr (2) •j (2) : im(r
A ) is by construction a weak isomorphism, i.e., has dense image and is injective. We conclude from the additivity of the von Neumann dimension, see [12, Theorem 1.12 (1) on page 21] that all three morphisms
A ) and pr 
We get from the already proved special case applied to A[I, J] α r 2)
This finishes the proof of Theorem 4.9.
It is known that the Novikov-Shubin invariants of a matrix over Z [Z d ] is a rational numbers larger than zero. This follows from [9, Proposition 39 on page 494]. (The author of [9] informed us that his proof of this statement is correct when d = 1 but has a gap when d > 1. The nature of the gap is described in [10, page 16] . The proof in this case can be completed by the same basic method used in [9] .)
In the case d = 1 the Novikov-Shubin invariant α(p) is explicitly known. Namely, we can write
for a 0 ∈ C with a 0 = 0, r 0 ∈ Z, s ∈ Z with s ≥ 0, a i ∈ C with a i = 0 and a i = a j for i = j, and r i ∈ Z with r i ≥ So one can choose α in the recipe appearing in Section 3 to be any number 0 < α < 1 if p has a root on S 1 or to be any number 0 < α otherwise. This is better than the choice of α as 
d ] with wd(p) ≥ 1. Let β and γ be real numbers satisfying
Lemma 5.2. Let K be a real number greater or equal to ||r (2) p ||, e.g., K = ||p|| L 1 . Then we obtain for every natural number k with k ≥ 1 the inequality
Proof. Since F (p)(0) = 0, we conclude from [12, Lemma 3.179 on page 196] for
If we put λ = k −γ and multiply with k β , we obtain for any integer k with k ≥ 1
Combining this with Theorem 4.1 yields for k ≥ 1 the inequality
We get using l'Hospital's rule Lemma 5.5. Let K be an real number greater or equal to ||r (2) p ||, e.g., K = ||p|| L 1 . Then we obtain for every natural number k with k ≥ 1 the inequality
+ D(β, γ).
From now one we fix the choice γ = 1 2 ;
We leave it to the reader to verify that we can arrange 
we get for all L ≥ 1 the inequality
and hence
