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SUMMARY 
The technique of exponent ia l smoothing has rece ived much 
a t t e n t i o n i n the recent y e a r s . I t i s one of the most popular na ive 
f o r e c a s t i n g schemes, but u n f o r t u n a t e l y the smoothing constants are 
s e l e c t e d q u a n t i t a t i v e l y through some c r u c i a l assumptions about the 
t ime s e r i e s . To compensate f o r t h i s ; d e f e c t , ; two e v o l u t i o n a r y 
o p e r a t i o n (EVOP) techniques have been developed t o make the 
e x p o n e n t i a l smoothing parameters s e l f - a d a p t i v e . 
The two e v o l u t i o n a r y o p e r a t i o n procedures are the standard 
f a c t o r i a l design EVOP procedure, and the sequent ia l a p p l i c a t i o n of 
the simplex des ign . They w i l l be used t o make the W i n t e r ' s model 
s e l f - a d a p t i v e . The model i s made s e l f - a d a p t i v e i n the sense t h a t 
the parameters i n the model are a u t o m a t i c a l l y ad justed t o compensate 
f o r changes i n the bas ic nature of the t ime s e r i e s . A d i r e c t compar i ­
son i s made between the two methods through s i m u l a t i o n . 
E ight t ime s e r i e s , possessing c e r t a i n c h a r a c t e r i s t i c s and w i t h 
d i f f e r e n t magnitudes of the random components superimposed on them, 
are generated. The f a c t o r i a l EVOP and the simplex EVOP are then used 
t o p r e d i c t the e i g h t t ime s e r i e s . The general conc lus ions obta ined 
are as f o l l o w s : 
1 . Simplex EVOP i s more s e n s i t i v e t o the choice of the i n i t i a l 
va lues of the smoothing c o n s t a n t s . 
2 . F a c t o r i a l EVOP performs b e t t e r than the simplex EVOP when 
v i i i 
t he re i s a presence of some p e r i o d i c f a c t o r i n the s e r i e s . 
3 . Simplex EVOP performs b e t t e r than the f a c t o r i a l EVOP 
when the re i s a presence of a t r e n d f a c t o r i n the s e r i e s . 
CHAPTER I 
INTRODUCTION 
F o r e c a s t i n g t h e v a l u e o f a t i m e s e r i e s u s i n g " a v a i l a b l e o b s e r v a ­
t i o n s c a n p r o v i d e a n i m p o r t a n t b a s i s f o r ( a ) e c o n o m i c a n d b u s i n e s s 
p l a n n i n g , ( b ) p r o d u c t i o n p l a n n i n g , ( c ) i n v e n t o r y a n d p r o d u c t i o n c o n t r o l 
a n d ( d ) c o n t r o l a n d o p t i m i z a t i o n o f i n d u s t r i a l p r o c e s s e s . T h e r e f o r e , 
t h e p r o b l e m o f m a k i n g g o o d f o r e c a s t s i s o f s p e c i a l i n t e r e s t t o m a n a g e r s 
salesmen, economists, e n g i n e e r s a n d o t h e r s w h o a r e concerned w i t h 
q u a n t i t y a n d q u a l i t y o f i n d u s t r i a l p r o d u c t s . M o r e o v e r , a l m o s t a l l 
e c o n o m i c a n d b u s i n e s s d e c i s i o n s d e p e n d o n f o r e c a s t i n g t o r e d u c e t h e 
d o u b t s a n d u n c e r t a i n t i e s i n d e c i s i o n m a k i n g . F o r e c a s t i n g i s t h e n o f 
v i t a l i m p o r t a n c e t o t h e s u c c e s s f u l o p e r a t i o n o f b u s i n e s s e n t e r p r i s e s . 
M e t h o d s o f s h o r t - t e r m f o r e c a s t i n g w e r e c l a s s i f i e d b y t h e l a t e 
C h a r l e s So R o o s ( 7 ) , o n e o f t h e f o u n d e r s o f t h e e c o n o m e t r i c s o c i e t y , 
i n t o f i v e c a t e g o r i e s : ( 1 ) n a i v e m e t h o d s , ( 2 ) l e a d i n g i n d e x e s , ( 3 ) c o m ­
p a r a t i v e p r e s s u r e s , ( 4 ) o p i n i o n p o l l s , a n d ( 5 ) e c o n o m e t r i c s . T h i s 
t h e s i s w i l l b e c o n c e r n e d w i t h s c i e n t i f i c m e t h o d s o f f o r e c a s t i n g f u t u r e 
v a l u e s o f a t i m e s e r i e s b a s e d o n l y o n p a s t d a t a . T h u s , t h e m e t h o d s 
e m p l o y e d h e r e a r e c l a s s i f i e d a s n a i v e . 
O f t h e m a n y m e t h o d s o f n a i v e f o r e c a s t i n g , e x p o n e n t i a l s m o o t h i n g 
i s o n e o f t h e m o s t w e l l k n o w n a n d m o s t s u c c e s s f u l . One o f t h e m a i n 
r e a s o n s f o r i t s w i d e s p r e a d u s e i s t h a t i t i s a c c u r a t e , s i n c e t h e m o d e l 
i s f i t t e d t o t h e d a t a b y l e a s t s q u a r e s , w i t h t h e c r i t e r i a o f f i t b e i n g 
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discounted i n t i m e . A l s o , i t i s e f f i c i e n t c o m p u t a t i o n a l l y , s ince one 
does not need t o r e t a i n cons iderab le h i s t o r i c a l data f rom one f o r e c a s t 
t o another . F i n a l l y , i t i s e f f e c t i v e i n f i t t i n g a wide c lass of models 
t o a set of d a t a . 
Statement of the Problem 
Regardless of the exponent ia l smoothing model chosen, the 
a b i l i t y of the f o r e c a s t i n g system t o t r a c k changes i n the t ime 
s e r i e s depends main ly on the choice of the smoothing c o n s t a n t . When 
the smoothing constant i s s m a l l , say c lose t o ze ro , more weight w i l l 
be associated to the historical d a t a . I f the smoothing constant is 
l a r g e , say c lose t o one, more weight w i l l be placed on the c u r r e n t 
o b s e r v a t i o n s . Since exponent ia l smoothing always r e q u i r e s an i n i t i a l 
v a l u e of the smoothing constant t o s t a r t the process, one i s f o r c e d 
t o choose an i n i t i a l " o p t i m a l " smoothingpconstanto One of the d i s ­
advantages of exponent ia l smoothing i s t h a t i t s u f f e r s f rom the i n a b i l i t y 
t o s e l e c t the smoothing constants q u a n t i t a t i v e l y w i t h o u t making some 
r i g i d assumptions about the t ime s e r i e s . 
Another problem a r i s e s when the system encounters sudden changes 
i n the u n d e r l y i n g process. Then i t w i l l take an unacceptably long t ime 
f o r the system t o a d j u s t t o , or t r a c k , the new s i g n a l . As a r e s u l t , 
b iased f o r e c a s t s w i l l occur , and cont inue f o r some t i m e . Such a 
s i t u a t i o n can be e a s i l y detected by the t r a c k i n g s i g n a l s . When the 
t r a c k i n g s i g n a l goes out of c o n t r o l , one can then manual ly i n t e r v e n e , 
rev iew the process and s t a r t the smoothing procedure a l l over a g a i n . 
However, when f o r e c a s t s are be ing made r e g u l a r l y f o r many d i f f e r e n t 
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t ime s e r i e s , i t i s very d i f f i c u l t t o manual ly in te rvene e f f e c t i v e l y . 
I t may a lso be p r o h i b i t i v e l y expensive. Consequently, e f f o r t has been 
made d i r e c t l y toward developing a system t h a t w i l l a u t o m i c a l l y moni tor 
the smoothing c o n s t a n t , and change i t s va lue when the parameters i n 
the u n d e r l y i n g t ime s e r i e s model change. 
O b j e c t i v e of the Thesis 
The o b j e c t i v e of t h i s t h e s i s i s t o i n v e s t i g a t e two s e l f - a d a p t i v e 
smoothing systems. Two e v o l u t i o n a r y o p e r a t i o n techniques w i l l be used 
t o make W i n t e r ' s (10) model s e l f - a d a p t i v e . The model i s made s e l f -
adapt ive i n the sense t h a t the parameters i n the model are a u t o m a t i c a l l y 
ad jus ted t o compensate f o r changes i n the bas ic na ture of the t ime 
s e r i e s . Resul ts obta ined from the two s e l f - a d a p t i v e systems w i l l be 
compared. The s p e c i f i c t h e s i s o b j e c t i v e s are : 
1 . To determine which e v o l u t i o n a r y o p e r a t i n g technique i s b e s t . 
The c r i t e r i o n of o p t i m a l i t y i s the square of the f o r e c a s t e r r o r . 
2 . To analyse the r a t e of response t o standard i n p u t s i g n a l s , 
such as s t e p , impulse and ramp f u n c t i o n s . 
3 . To determine whether the systems are s e n s i t i v e t o the choice 
o f i n i t i a l va lues of the smoothing constants and the s ize of the ex­
per imenta l designs used i n the c o n t r o l procedure. 
Survey of Adapt ive P r e d i c t i o n Systems 
Several examples of adapt ive p r e d i c t i n g or f o r e c a s t i n g systems 
are found i n the l i t e r a t u r e . These systems are predominant ly used i n 
f o r e c a s t i n g sales or product demand. These systems do not n e c e s s a r i l y 
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use Winter 1 s model as the bas ic f o r e c a s t i n g techn ique , but the adapt ive 
na tu re of these systems are s i m i l a r i n the sense t h a t they are based 
on the v a r i a t i o n of parameters i n the system i n response t o changes i n 
the na ture of the t ime s e r i e s of i n t e r e s t . We s h a l l b r i e f l y descr ibe 
f o u r major s e l f - a d a p t i v e systems. 
Chow ( 3 ) has developed a simple exponent ia l model w i t h l i n e a r 
t r e n d c o r r e c t i o n assumed. He proposed t h a t three f o r e c a s t s be used, 
based on three d i f f e r e n t smoothing constants which are set at h i g h , 
normal and low l e v e l s . To s t a r t the process, the smoothing constants 
are a r b i t r a r i l y chosen and the a c t u a l f o r e c a s t i s made at the normal 
l e v e l . However, when one of the outer va lues of the smoothing constants 
y i e l d s a b e t t e r f o r e c a s t on the bas is of an e r r o r c r i t e r i a , the next 
f o r e c a s t w i l l be made based on t h i s new "best" v a l u e . This new smoothing 
v a l u e i s then e s t a b l i s h e d as the normal va lue f o r the coming t ime 
p e r i o d . High and low smoothing constant va lues are r e - e s t a b l i s h e d 
about the new normal va lue and the process i s repeated . 
T r i g g and Leach ( 9 ) proposed a method of making the system s e l f -
adapt ive by a u t o m a t i c a l l y v a r y i n g the smoothing constant according t o 
the va lue of the t r a c k i n g s i g n a l . The t r a c k i n g s i g n a l w i l l f l u c t u a t e 
around ze ro , i f the system i s i n c o n t r o l . However, i f b iased e r r o r s 
occur , the va lue of the t r a c k i n g s i g n a l w i l l move towards p lus or minus 
u n i t y , accord ing t o the d i r e c t i o n of b i a s . I n order t o achieve the 
s e l f - a d a p t i v e response r a t e , T r i g g and Leach set the smoothing constant 
equal t o the modulus of the t r a c k i n g s i g n a l . I n t h i s way, the va lue of 
the smoothing constant w i l l increase when f o r e c a s t s go out of c o n t r o l 
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so as t o g ive more weight t o the recent o b s e r v a t i o n s . Once the 
system has accommodated the new s i t u a t i o n , the va lue of the smoothing 
constant i s reduced, so as t o g ive weight t o past d a t a . 
Roberts and Reed (6) have developed a s e l f adapt ive f o r e c a s t i n g 
technique (SAFT) which combines the exponent ia l f o r e c a s t i n g models of 
Winter w i t h a response surface a n a l y s i s technique t o t e s t the e f f e c t s 
on f o r e c a s t accuracy of v a r y i n g the exponent ia l smoothing parameters 
i n the f o r e c a s t i n g model. The bas ic exponent ia l procedure uses a two 
l e v e l f a c t o r i a l d e s i g n , i n which each smoothing constant w i l l be h e l d 
a t a low and a h i g h l e v e l . I n a d d i t i o n to the f a c t o r i a l - p o i n t s , a 
center point is added to the design to determine the curvature of the 
response sur face . I f an e f f e c t of v a r y i n g one or more o f . t h e smoothing 
parameters i s s t a t i s t i c a l l y s i g n i f i c a n t , then the center p o i n t of the 
exper imenta l design i s s h i f t e d a c c o r d i n g l y . Successive f o r e c a s t s are 
the parameter combinat ion d e f i n i n g the center p o i n t of the exper imenta l 
d e s i g n . Whenever, the center p o i n t i s moved, the combinat ion of smooth­
i n g parameters used i n computing the f o r e c a s t i s changed. 
Montgomery (4) has a lso proposed an e v o l u t i o n a r y o p e r a t i o n scheme 
f o r (the adapt ive c o n t r o l of e x p o n e n t i a l smoothing parameters. However, 
the chosen exper imenta l design i s d i f f e r e n t f rom t h a t used by Roberts 
and Reed. He recommends the use of the s implex , which i s an or thogona l 
f i r s t order exper imenta l design r e q u i r i n g only one more observa t ion 
than the number of v a r i a b l e s under i n v e s t i g a t i o n . The procedure i n v o l v e s 
changing the exponent ia l smoothing parameters each p e r i o d by the 
s e q u e n t i a l a p p l i c a t i o n of the simplex des ign . A new simplex i s formed 
each p e r i o d by d e l e t i n g on ly one p o i n t f rom the prev ious simplex 
and adding one new p o i n t as de f ined by f i x e d r e l a t i o n s h i p s . The 
p o i n t t h a t i s de le ted each p e r i o d i s the parameter combinat ion 
which y i e l d s the f o r e c a s t r e s u l t i n g i n the l a r g e s t f o r e c a s t e r r o r . 
Thus the design w i l l , t h e o r e t i c a l l y , i nsure t h a t the f o r e c a s t i n g 
system w i l l t r a v e r s e the parameter space f rom p o i n t s of h i g h f o r e ­
cast e r r o r t o p o i n t s of lower f o r e c a s t e r r o r . 
Roberts and ( Reed have shown t h e i r work t o be super io r t o those 
of Chow and W i n t e r . Montgomery has shown h i s procedure t o be b e t t e r 
than t h a t of Chow. Since the main o b j e c t i v e of t h i s study i s t o 
compare the work of Roberts and Reed and t h a t of Montgomery, d e t a i l e d 
d e s c r i p t i o n of t h e i r schemes w i l l be discussed i n the next chapter . 
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CHAPTER I I 
PSEUDO EVOLUTIONARY OPERATION PROCEDURES 
This chapter w i l l present a d e t a i l e d d e s c r i p t i o n of the two 
response sur face technqies which w i l l be i n v e s t i g a t e d i n t h i s t h e s i s . 
The name "response s u r f a c e " was coined by Box (1) t o denote surfaces 
which are formed by the "response" of a c e r t a i n c r i t e r i o n f rom v a r i o u s 
combinat ions of environmental or Independent f a c t o r s . I n t h i s t h e s i s 
the square of the forecast e r r o r is used as the criterion and the 
e x p o n e n t i a l smoothing parameters are the environmental f a c t o r s . The 
square of the f o r e c a s t e r r o r was chosen f o r severa l reasons. I t i s 
most commonly used i n f o r e c a s t i n g as a c r i t e r i o n t o be min imized . For 
response sur face a n a l y s i s , the square of the e r r o r always insures 
va lues of the response sur face greater than or equal to zero . I t a lso 
places more emphasis on l a r g e r e r r o r s which tend t o make the convex 
sur face more pronounced. The f o r e c a s t e r r o r i s de f ined as 
E ( t + 1) = F ( t + 1) - X ( t + 1 ) 
where F ( t + 1 ) i s the one-per iod ahead f o r e c a s t made at t ime t , and 
X ( t + 1) i s the a c t u a l observa t ion of the time ser ies at t ime t + 1 . 
2 
Thus, square of the f o r e c a s t e r r o r i s then equal t o E ( t + 1) • 
Several response sur face methods are used i n v a r i o u s k i n d s of 
p r a c t i c a l problems; however, the methods t o be i n v e s t i g a t e d here are 
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known as E v o l u t i o n a r y Operat ion (EVOP), These techniques i m i t a t e the 
n a t u r a l e v o l u t i o n a r y process descr ibed by Box (1) i n t h a t they c o n s i s t 
of s y s t e m a t i c a l l y i n t r o d u c i n g v a r i a t i o n i n se lec ted independent 
v a r i a b l e s which a f f e c t the process, and then i n some manner s e l e c t 
the best o p e r a t i n g c o n d i t i o n s . I n t h i s way, i n f o r m a t i o n i s produced 
i n a systemat ic manner and the r e s u l t s are immediately a p p l i e d . The 
p e r t u r b a t i o n s in t roduced through EVOP are aside f rom normal process 
v a r i a b i l i t y ; and from i n f o r m a t i o n gleaned through t h i s v a r i a t i o n , EVOP 
g r a d u a l l y pushes the process toward i t s o p t i m a l o p e r a t i n g c o n d i t i o n s . 
Something t o p o i n t out t h a t the ph i losophy here i s no t the 
same as the o r i g i n a l EVOP. We have r e p l i c a t i o n of each design p o i n t 
at every p e r i o d , and o r i g i n a l EVOP does n o t . A l s o , t h e o r i g i n a l EVOP 
assumes t h a t on ly smal l changes i n the independent v a r i a b l e s can be made 
w h i l e we can make any s o r t of changes i n the smoothing constants as we 
w i s h . For s h o r t , we w i l l c a l l our pseudo-EVOP procedure EVOP. 
Two EVOP techniques are t o be i n v e s t i g a t e d . One procedure i s 
j u s t the usua l EVOP descr ibed by Box (1) and more r e c e n t l y by Box and 
Draper ( 2 ) , which u t i l i z e s the 2 f a c t o r i a l exper imenta l d e s i g n . The 
o ther techn ique , descr ibed by Spendley ( 8 ) , u t i l i z e s the simplex des ign . 
F a c t o r i a l EVOP 
The f o r e c a s t i n g model determines f o r e c a s t s based on v a r i o u s 
values of the smoothing constants f rom the exper imenta l des ign . As 
soon as the a c t u a l observa t ion i s determined, the response sur face 
f o r the combinat ion of the smoothing constants I s formed accord ing 
t o the square of the f o r e c a s t e r r o r . Then, u s i n g the m o d i f i e d EVOP, 
the e f f e c t s of the smoothing constants are t es ted a t 99 percent c o n f i -
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dence l e v e l s f o r s i g n i f i c a n t changes. I f the changes are s i g n i f i c a n t , 
the design i s then a d j u s t e d . Consequently, the smoothing constants 
are changed, r e s u l t i n g a r e d e f i n e d f o r e c a s t i n g system. 
Three cases may be developed from t h i s approach: 
1 . A one-parameter system, where there i s no t rend or s e a s o n a l i t y . 
2. A two-parameter system where there i s e i t h e r a t r e n d or a 
seasonal - f ac to r o n l y . 
3. A three-parameter system, which i s f o r both t r e n d and 
seasonal models. 
However, we are on ly i n t e r e s t e d i n the two-parameter and the 
three-parameter systems. The a c t u a l opera t ions of these two systems 
w i l l be descr ibed i n d e t a i l . 
The two-parameter model i s used t o f o r e c a s t t ime s e r i e s which 
can be descr ibed by a two-parameter system. The f o r e c a s t s are made 
2 
i n accordance w i t h the 2 f a c t o r i a l design w i t h a center p o i n t as 








F igure 1 . 2 F a c t o r i a l Experimental Design. 
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The e f f e c t s are : 
E f f e c t of a = h ( r g + r^ " r 5 " r 2 ) 
E f f e c t of |3 ( r Q + r , - r 0 - r , ) 3 5 2 4" 
where r^, r^ 9. .' • •» r,. are the average response surface values at 
the r e s p e c t i v e exper imenta l design p o i n t s . I t w i l l be n o t i c e d here 
t h a t i t i s necessary on ly t o determine main e f f e c t s , s ince no 
meaningful i n f o r m a t i o n would r e s u l t f rom an a n a l y s i s of the i n t e r a c ­
t i o n s . The 99 percent conf idence l i m i t s are: 
+ 3v i-
~~ n 
whenen i s the cyc le number and s i s the standard e r r o r of the response 
s u r f a c e . I f e i t h e r or both e f f e c t s t u r n out t o be s i g n i f i c a n t the 
exper imenta l design i s s h i f t e d i n the d i r e c t i o n i n d i c a t e d . The upper 
and lower bounds of the smoothing constants are 0.95 and 0 .05, 
r e s p e c t i v e l y . 
The three parameter model can be app l i ed t o ser ies which c o n t a i n 
b o t h t r e n d and s e a s o n a l i t y . Thus, th ree smoothing constants are 
3 
i n v o l v e d . A 2 f a c t o r i a l p lus a center p o i n t exper imenta l design i s 
employed. I t i s an ex tens ion of the two-parameter system. The 











Each row i n D represents a p o i n t a t one of the e i g h t v e r t i c e s of the 
cube formed about the center p o i n t . A one represents a h i g h l e v e l of 
the v a r i a b l e and a zero represents a low l e v e l . F igure 2 represents 
a g r a p h i c a l d i s p l a y of the center p o i n t and the f a c t o r i a l design 
sur round ing i t . I f the f o r e c a s t i n g model i s operated at each of 
these e i g h t p o i n t s , then the corresponding response surface va lue 
can be ob ta ined . 
The e f f e c t s of v a r y i n g each parameter can now be o b t a i n e d . 
I f the e f f e c t or e f f e c t s are s t a t i s t i c a l l y s i g n i f i c a n t at 99 percent 
l e v e l , then i t i s n e c e s s a r i l y t o move the center p o i n t i n such a way 
t o decrease the response. For example, i f the e f f e c t of a exceeded 
the p o s i t i v e l i m i t , then i t w i l l h o p e f u l l y decrease the next p e r i o d ' s 
a c t u a l f o r e c a s t e r r o r i f the va lue of ot i s decreased. 
The expressions f o r the e f f e c t s of the three-parameters are 
e f f e c t of .QI = k [ r" 2 + 7^ + ^ 4 + ^ 5 " ^ 5 " *"7 " ^ 3 " Tgi 
effect of : p - % [ r 3 +^ + ? 6 + T ? - ^ - r$ - r g -.?,] 
e f f e c t of y ~ ^ Lr"6 + ^ 4 + ^ 5 + r 9 ~ r 7 ~ r 3 " *2 ~ "*8^ 
where r~ ,̂ r^t • • ° 5 *g are the average response surface values at the 
r e s p e c t i v e exper imenta l design p o i n t s . The l i m i t s are 
+ 3 A n s " 
and the upper and lower bounds f o r the" smoothing constants are 0.95 
and 0 .05, r e s p e c t i v e l y . 
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This 2 f a c t o r i a l design - d i f f e r s somewhat f rom the usua l th ree 
parameter EVOP i n v o l v e s b l o c k i n g i n order t o e l i m i n a t e t ime e f f e c t s 
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cp ~ center p o i n t 
F igure 2. 2 F a c t o r i a l Experimental Design. 
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o r d i n a r i l y found i n i n d u s t r i a l a p p l i c a t i o n s . EVOP was main ly developed 
f o r the chemical i n d u s t r y and s ince t h e i r exper imenta t ion i n v o l v e s 
changing the o p e r a t i n g c o n d i t i o n of a process over t i m e , the data 
may be a f f e c t e d by the t ime e f f e c t s i n thepprocess. This i s 
e s p e c i a l l y t r u e where cons iderab le t ime passes between p e r t u r b a t i o n s . 
However, i n the p r o d u c t i o n and c o n t r o l problem, time e f f e c t s do no t 
e x i s t , s ince a l l responses can be determined s imu l taneous ly . 
Sequent ia l Simplex: EVOP 
An a l t e r n a t i v e method of E v o l u t i o n a r y Operat ion i s the s e q u e n t i a l 
s implex technique. This technique was f i r s t proposed by Spendley (8) 
and a lso by Box and Draper (2)« An a p p l i c a t i o n of the simplex EVOP 
technique t o sales f o r e c a s t i n g i s g iven by Montgomery (4)« The se­
q u e n t i a l simplex technique i s b a s i c a l l y a much s impler technique than 
f a c t o r i a l EVOP, both c o n c e p t u a l l y arid c o m p u t a t i o n a l l y . 
A simplex i s an or thogona l f i r s t order exper imenta l d e s i g n , which 
r e q u i r e s on ly one more observa t ion than the number of v a r i a b l e s under 
i n v e s t i g a t i o n . Thus, i f two smoothing parameters are be ing c o n t r o l l e d 
the r e s u l t i n g simplex i s an e q u i l a t e r a l t r i a n g l e and f o r a three-parameter 
smoothing model the simplex i s a t e t r a h e d r o n . A simplex design i s an 
exper imenta l design i n which the design p o i n t s are loca ted a t the 
v e r t i c e s of a s implex . To i l l u s t r a t e the bas ic approach of the se­
q u e n t i a l s implex techn ique , we s h a l l consider the case of twoppanameter 
smoothing. The s implex , as mentioned above i s an e q u i l a t e r a l t r i a n g l e 
w i t h v e r t i c e s l a b e l l e d as 1 , 2 , 3 as shown i n F igure 3. 
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« : : > 
F i g u r e 3 . 2 PSramefcef . - S i m p l e x D e s i g n . 
S u p p o s e t h e v a l u e o f t h e f o r e c a s t e r r o r f o r t h e t h r e e r u n s , o n e a t 
e a c h v e x t e x , i f f o u n d t o b e g r e a t e s t a t p o i n t 3 . T h e s i m p l e x p r o c e d u r e 
w i l l t h e n d e l e t e p o i n t 3 a n d a d d a new p o i n t l a b e l l e d a s 4 i n F i g u r e 3 . 
T h i s n e w p o i n t i s t h e m i r r o r i m a g e o f t h e o l d p o i n t 3 . T h e r e f o r e , p o i n t 
4 w i l l f o r m a n e q u i l a t e r a l t r i a n g l e w i t h t h e t w o o r i g i n a l p o i n t s . 
T h e b a s i c d e s i g n e m p l o y e d i s t h e r e g u l a r s i m p l e x i n k d i m e n s i o n s 
w h e r e k i s t h e n u m b e r o f f a c t o r s o r v a r i a b l e s u n d e r i n v e s t i g a t i o n . 
R e l a t i v e t o a c h o s e n o r i g i n X ^ , X^9 . o . X ^ , a r e g u l a r s i m p l e x o f 
e d g e l e n g t h L i s c o n v e n i e n t l y s p e c i f i e d b y t h e ( k + 1 ) lc d e s i g n 
m a t r i x D. 
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D = 
x l o C O • V 
x
2 ^ f c • \+% 
o • o 
o 
• 
x l + q l X 2 + V ? ' 
• 
where p = ( l / k ^2) [ (k - 1) + Vk + l ] 
and q = ( l / k V2) Wk + 1 - l ] 
T h e v a l u e s o f p a n d q g i v e n h e r e p r o v i d e o n l y o n e o f a n i n f i n i t e n u m b e r 
of o r i e n t a t i o n s f o r the simplex des ign . However, Splendley shows t h a t 
the procedure i s r e l a t i v e l y i n v a r i a n t t o the design o r i e n t a t i o n . The 
rows of D give the k coord inates of the k + 1 v e r t i c e s of the s implex . 
t h 
That i s , the design p o i n t s are the rows of Do The j row of D w i l l 
be denoted v e r t o r i a l l y by cL . The c r i t e r i o n f o r d i s c a r d i n g any e x i s t i n g 
v e c t o r or row of D i s the maximum c u r r e n t f o r e c a s t e r r o r squared. This 
causes the system t o move from a r e g i o n of h i g h f o r e c a s t e r r o r t o one 
of lower f o r e c a s t e r r o r . 
To apply t h i s technique t o a two-parameter or a three-parameter 
e x p o n e n t i a l smoothing model would r e q u i r e the f o l l o w i n g r u l e s : 
t h 
1 . L e t E ( i ) be the square of the f o r e c a s t e r r o r a t the i 
des ign p o i n t 
E ( i ) = [F ( i ) - x ( i ) ] 2 , i = 1 , 2 , . . o N 
Le t the maximum va lue of E ( i ) occur at p o i n t d_.. Form a new 
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simplex by d e l e t i n g d . f rom D and s u b s t i t u t i n g the new design p o i n t 
* 
d . where 
d . ' * = 2 /k (<L ' + d 0 ' + . . . + d . - 1 ' + d . + 1 ' + d ' ) - d . ' 
J 1 2 j j N j 
C a l c u l a t e the f o r e c a s t f o r the next pe r iod u s i n g the smoothing parameters 
which are the elements of d . * . 
J 
2» Apply r u l e 1 unless a design p o i n t has occurred i n N success­
i v e simplexes w i t h o u t be ing e l i m i n a t e d . Should t h i s s i t u a t i o n a r i s e 
f o r the i t h design p o i n t , d i s c a r d E ( i ) and c a l c u l a t e the f o r e c a s t 
f o r the next pe r iod u s i n g the smoothing parameters i n d . . Then 
apply r u l e 1 . 
3 o Should E ( i ) be the maximum f o r e c a s t e r r o r square i n the 
th 
n simplex and E ( i ) * be the maximum f o r e c a s t e r r o r square i n the 
th 
n + 1 s t simplex do not r e t u r n t o the n design.. Ins tead of o s c i l l a t i n g , 
move f rom the n + 1 s t design by d i s c a r d i n g the second l a r g e s t f o r e c a s t 
e r r o r square. 
The a p p l i c a t i o n of the r u l e s g iven above r e s u l t s i n a s h i f t i n 
the values of the c o n t r o l parameters at each p e r i o d . This c h a r a c t e r i s ­
t i c may tend t o make the design too s e n s i t i v e t o random f l u c t u a t i o n s 
i n the t ime s e r i e s and thereby lead to an u n s t a b l e , i n a c c u r a t e f o r e ­
c a s t i n g system. On the other hand, the f a c t o r i a l design d i c t a t e s a 
parameter change on ly when a s t a t i s t i c a l l y s i g n i f i c a n t need t o change 
i s shown. Thus, some f i l t e r i n g of the no ise occurs w i t h the f a c t o r i a l 
des ign . However, i n the presence of a smal l amount of random n o i s e , 
there may be l i t t l e d i f f e r e n c e i n the s t a b i l i t i e s and accuracies of 
the two systems. 
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W i n t e r ' s Model 
To t e s t the two techniques discussed p r e v i o u s l y , a fundamental 
e x p o n e n t i a l smoothing model due to W i n t e r ' s (10) i s u t i l i z e d . The 
model hypothesizes t h a t a t ime ser ies may be viewed as be ing composed 
of permanent and random components. Fur thermore , the permanent 
component can be decomposed g e n e r a l l y i n t o l e v e l , s e a s o n a l i t y and 
t r e n d f a c t o r s . 
Let the t ime ser ies 0, 1 , 2 , . . . t , t + 1 be p o s t u l a t e d and 
l e t x t be a p a r t i c u l a r r e a l i z a t i o n of the t ime ser ies at t ime t . 
Assuming the f o r e c a s t i s made f o r one p e r i o d ahead o n l y , the equat ion 
f o r the l e v e l i n g component i s 
S t (x ) = Oi ( ^ ) +• (1 - Oi) [ S ^ ^ x ) + (x) ] 
t — L 
Equat ion f o r the seasonal adjustment i s 
F t - P ( ^ ) + ( l - P ) F t . L 
and f o r the t rend f a c t o r i s 
R t (x) = y Cst (x) - S t _ 1 (x ) ] + ' ( 1 - Y ) R t _ l ( x ) 
where S t (x ) = es t imate of the l e v e l component at t ime t 
Oi = smoothing constant 
P ~ smoothing constant 
Y = smoothing constant 
L = p e r i o d i c i t y of the "season" 
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F = s e a s o n a l i t y f a c t o r at t ime t . 
R t ( x ) = t r end a t t ime t . 
The smoothing constants Oi, |3 and y have t o be p o s i t i v e and less than 
u n i t y but they are not a l l necessary e q u a l . 
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CHAPTER I I I 
DESCRIPT ION OF THE TEST CONDITIONS 
T o t e s t t h e p e r f o r m a n c e o f t h e t w o a d a p t i v e c o n t r o l t e c h n i q u e s , 
d a t a w e r e g e n e r a t e d a r t i f i c i a l l y a n d t h e f o r e c a s t i n g m e t h o d s a p p l i e d 
t o e a c h s e r i e s u s i n g M o n t e C a r l o s i m u l a t i o n . T h e d a t a w e r e g e n e r a t e d 
o n a UNIVAC 1 1 0 8 c o m p u t e r . A r t i f i c i a l t i m e s e r i e s w e r e u s e d b e c a u s e i t 
i s p o s s i b l e t o m o d e l s p e c i f i c t i m e s e r i e s c h a r a c t e r i s t i c s . I f t h e 
c h a r a c t e r i s t i c s o f t h e t i m e s e r i e s a r e k n o w n , t h e n o n e may d r a w g e n e r a l 
c o n c l u s i o n s a b o u t t h e p e r f o r m a n c e o f t h e p r e d i c t i o n m o d e l s o n s e r i e s 
p o s s e s s i n g t h e s e c h a r a c t e r i s t i c s . On t h e o t h e r h a n d , i f t h e c h a r a c ­
t e r i s t i c s a r e n o t k n o w n , t h e n o n l y r e s t r i c t e d c o n c l u s i o n s c a n b e m a d e 
a b o u t t h e p a r t i c u l a r s e r i e s . 
E i g h t t i m e s e r i e s w e r e g e n e r a t e d , e a c h p o s s e s s i n g c e r t a i n 
c h a r a c t e r i s t i c s . E a c h o f t h e s e t i m e s e r i e s h a s a b a s i c d e t e r m i n i s t i c 
f o r m , b u t r a n d o m v a r i a t i o n h a s b e e n s u p e r - i m p o s e d t o make t h e s e r i e s 
m o r e r e p r e s e n t a t i v e o f a c t u a l i n d u s t r i a l s e r i e s . O n l y n o r m a l l y d i s ­
t r i b u t e d r a n d o m v a r i a b l e s a r e u s e d f o r t h e s a k e o f s i m p l i c i t y . T h e 
r a n d o m v a r i a b l e i s g e n e r a t e d w i t h a m e a n o f z e r o a n d a v a r i a n c e w h i c h 
i s e i t h e r l o w , f a i r l y l o w , f a i r l y h i g h o r h i g h . T h e v a r i a n c e i s s a i d 
t o b e l o w w h e n t h e r a t i o o f t h e v a r i a n c e a n d t h e t r e n d c o m p o n e n t i s 
o n e - f o u r t h . I n t h e p r e s e n c e o f a n o n - ^ z e r o c o n s t a n t c o m p o n e n t , t h e 
r a t i o o f t h e v a r i a n c e a n d t h e c o n s t a n t c o m p o n e n t d e f i n e s t h e m a g n i t u d e 
o f t h e v a r i a n c e o f t h e t i m e s e r i e s . L i k e w i s e , w h e n t h e r a t i o i s o n e - h a l f , 
t h r e e - f o u r t h s a n d o n e a n d o n e - f o u r t h , we s a y t h a t t h e v a r i a n c e i s f a i r l y 
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l o w , f a i r l y h i g h and h i g h , r e s p e c t i v e l y . Each of these t ime ser ies 
a r b i t r a r i l y set as be ing 200 t ime u n i t s i n l e n g t h . 
To show t h a t the random v a r i a t e s generated are norma l ly and 
independent ly d i s t r i b u t e d w i t h a mean equal t o zero and a va r iance 
equal to a s p e c i f i e d c o n s t a n t , a h is togram was f i r s t cons t ruc ted t o 
p r o v i d e a good o v e r - a l l p i c t u r e of the da ta . Then the mean and the 
v a r i a n c e of the 200 random numbers were computed. A hypothes is was 
set up t o t e s t t h a t the mean of the random v a r i a t e s equals t o zero 
aga inst the a l t e r n a t i v e t h a t the mean i s not equal t o zero . Another 
hypothes is was a lso set up f o r t e s t i n g the hypothes is t h a t the 
va r iance equals t o the s p e c i f i e d constant against an a l t e r n a t i v e 
t h a t i t i s n o t . These hypotheses were t e s t e d u s i n g common t e s t s 
of s i g n i f i c a n c e . Then a ch i -square goodness of f i t t e s t was performed 
t o show t h a t the random v a r i a t e s are indeed normal ly d i s t r i b u t e d . 
F i n a l l y t o complete the t e s t s , a run t e s t i s used t o examine the 
randomness of the data generated, t o make sure t h a t the re i s no t r e n d 
or c o r r e l a t i o n i n the da ta . 
The remaining p o r t i o n of t h i s chapter w i l l be devoted t o the 
d e s c r i p t i o n of each of the e i g h t t ime ser ies t h a t were generated. 
The i r c h a r a c t e r i s t i c s and the s e r i e s values w i l l be presented. 
H e r e a f t e r , the t ime s e r i e s w i l l be r e f e r r e d t o by number o n l y . 
D e s c r i p t i o n of the Time Series Used 
Series 1 
This s e r i e s conta ins a constant component and a l i n e a r t r e n d 
component w i t h superimposed random n o i s e . The form of the generator 
equat ion i s 
2 1 
X ( t ) = A + B t + RV 
w h e r e X ( t ) i s t h e s e r i e s v a l u e a t t i m e t ; A i s t h e c o n s t a n t c o m p o n e n t ; 
B i s t h e t r e n d p e r t i m e p e r i o d ; a n d RV i s t h e r a n d o m c o m p o n e n t w h i c h 
i s n o r m a l l y a n d i n d e p e n d e n t l y d i s t r i b u t e d ( N I D ) . F o r t h i s s e r i e s A 
h a s a v a l u e o f z e r o a n d B h a s a v a l u e o f t e n . F i g u r e 4 s h o w s a 
p o r t i o n o f t h i s t i m e s e r i e s f o r RV N I D ( 0 , 2.5)"•<>• 
S e r i e s 2 
T h i s s e r i e s i s i d e n t i c a l t o s e r i e s 1 e x c e p t t h e r e i s a n i m p u l s e 
a t t i m e 1 0 0 c T h e c o n s t a n t c o m p o n e n t a n d t h e t r e n d c o m p o n e n t a r e 
i d e n t i c a l t o t h o s e o f s e r i e s 1 . F i g u r e 5 s h o w s a p o r t i o n o f t h i s 
s e r i e s f o r RV ^ N I D ( 0 , 2 . 5 ) o 
S e r i e s 3 
S e r i e s 3 i s e s s e n t i a l l y t h e same a s s e r i e s 1 e x c e p t t h a t t h e r e i s 
a s t e p f u n c t i o n i n t h e t r e n d c o m p o n e n t a t t i m e p e r i o d 1 0 0 . T h e f o r m o f 
t h e g e n e r a t o r e q u a t i o n i s a s f o l l o w s : 
X x ( t ) = A + B t + RV f o r t < 1 0 0 
X£ ( t ) - A + D t + RV, f o r t > 1 0 0 
w h e r e X^ ( t ) a n d X ^ ( t ) a r e t h e t i m e s e r i e s v a l u e s f o r t i m e p e r i o d 
1 t o 1 0 0 a n d 1 0 0 t o 2 0 0 r e s p e c t i v e l y . A i s t h e c o n s t a n t c o m p o n e n t 
f o r b o t h t i m e s e r i e s a n d i t t a k e s o n t h e v a l u e o f z e r o . B , a n d C 
a r e t h e t r e n d c o m p o n e n t a n d t h e y t a k e o n t h e v a l u e o f 10 a n d 5 0 
r e s p e c t i v e l y . F i g u r e 6 s h o w s a p o r t i o n o f t h i s t i m e s e r i e s f o r 
RV ~ N I D ( 0 , 2 . 5 ) . 
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S e r i e s 4 
S e r i e s 4 i s v e r y s i m i l a r t o s e r i e s 3 . . I t i s a c o m b i n a t i o n o f a 
s t e p a n d a r a m p f u n c t i o n w h e r e t h e t i m e s e r i e s i s c o n s t a n t f o r t i m e 
p e r i o d 1 t o 1 0 0 a t w h i c h p o i n t t h e r e i s a s t e p i n c r e a s e . A f t e r t h e 
i n c r e a s e , t h e t i m e s e r i e s f o l l o w s a l i n e a r t r e n d . T h e f o r m o f t h e 
g e n e r a t o r e q u a t i o n i s a s f o l l o w s : 
( t ) = A + RV f o r t < 1 0 0 
^ ( t ) = c t + RV f o r t . . > 1 0 0 
w h e r e A t h e c o n s t a n t c o m p o n e n t i s 10 a n d t h e t r e n d c o m p o n e n t C i s 
1 0 0 . F i g u r e 7 s h o w s a p o r t i o n o f t h i s t i m e s e r i e s f o r RV N I D ( 0 , 7 . 5 ) . 
S e r i e s 5 
S e r i e s 5 r e p r e s e n t s a s e r i e s e x h i b i t i n g s t r o n g s e a s o n a l o r 
p e r i o d i c v a r i a t i o n . T o g e n e r a t e s u c h a t i m e s e r i e s , t h e f o l l o w i n g 
e q u a t i o n w a s u s e d 
X ( t ) = B s i n ( • 2 ^ - ) + B c o s ( ) + RV 
w h e r e X ( t ) i s t h e s e r i e s v a l u e a t t i m e t , B i s t h e a m p t i t u d e o f t h e 
s i n u s o i d , L i s t h e p e r i o d o f t h e s i n u s o i d a n d RV i s t h e r a n d o m 
c o m p o n e n t . I n t h i s s e r i e s , B h a s a v a l u e o f 10 a n d L h a s a v a l u e o f 
1 2 . F i g u r e 8 s h o w s a p o r t i o n o f t h i s s e r i e s f o r RV ^ N I D ( 0 , 5 . 0 ) . 
S e r i e s 6 
S e r i e s 6 i s a t w e l v e - p o i n t s i n e w a v e w i t h o n e h h a r m o n i c . T o 
g e n e r a t e s u c h a t i m e s e r i e s , t h e f o l l o w i n g e q u a t i o n w a s u s e d . 
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X ( t ) = B s i n ( V 3 1 " ) + B cos ( ) 
+ C s i n ( )• + C cos ( V 3 1 > + RV 
Li LI 
where X ( t ) i s t h e s e r i e s v a l u e a t t i m e t , B and C a re t h e a m p t i t u d e 
and L i s t h e p e r i o d i c i t y o f t h e s e r i e s . I n t h i s s e r i e s , B has a 
v a l u e o f 20 and C has a v a l u e o f 25 and L i s 1 2 . F i g u r e 9 shows 
a p o r t i o n t h e t i m e s e r i e s f o r RV '-w NID ( 0 , 1 2 . 5 ) . 
S e r i e s 7 
S e r i e s 7 i s composed o f t r e n d and s e a s o n a l c o m p o n e n t s . The 
g e n e r a t o r e q u a t i o n i s as f o l l o w s : 
X ( t ) = B t + C s i n ( ~ - ) + D cos ( - j 2 1 ) + RV 
where X ( t ) i s t h e s e r i e s v a l u e a t t i m e t . B i s t h e t r e n d component 
and C and D a r e t h e a m p t i t u d e o f t h e c y c l i c wave and L i s t h e p e r i o d i ­
c i t y o f t h e c y c l e . B, C and D a l l t a k e s on a v a l u e o f 10 . F i g u r e 10 
shows a p o r t i o n o f t h i s t i m e s e r i e s f o r RV ' - ^ NID ( 0 , 5 . 0 ) . 
S e r i e s 8 
T h i s s e r i e s i s one t h a t e x h i b i t s h i g h degree o f a u t o c o r r e l a t i o n . 
The f o r m o f t h e g e n e r a t o r e q u a t i o n i s as f o l l o w s : 
10 
X ( t ) = E RV ( t + I) 
1=0 
where X ( t ) i s t h e s e r i e s v a l u e a t t i m e t and RV i s t h e random component . 
T h u s , each v a l u e o f t h e t i m e s e r i e s i s f o r m e d by summing e l e v e n random 
v a r i a b l e s . 
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For example 
X ( l ) = RV (1) + RV(2) +• + R V ( l l ) 
X(2) = RV (2) + RV(3) + o o . . . . + RV(12) 
F igure 11 shows a p o r t i o n of t h i s t ime ser ies f o r RV '->-' NID (0 , 1 2 . 5 ) . 
F i g u r e 4 . Time Series 1 — L inear Trend w i t h RV NID (0 , 2 . 5 ) . ho 
F i g u r e 5. Time Ser ies 2 — Impulse w i t h RV NID ( 0 / 2 . 5 ) . ON 
Figure 6, Time Series 3 — A Combination of a Ramp and a Step with RV NID (0, 2 . 5 ) . N> 
ho 
00 
F i g u r e 8. Time Ser ies 5 — Sinusoid w i t h RV NID 
F i g u r e 9. Time Ser ies 6 — Harmonic w i t h RV NID 
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RESULTS AND CONCLUSIONS 
This chapter presents the r e s u l t s obta ined by app ly ing W i n t e r ' s 
model w i t h the two EVOP f o r e c a s t i n g techniques t o the e i g h t t ime s e r i e s 
descr ibed i n the prev ious chapter . An i n v e s t i g a t i o n of the s e n s i t i v i t y 
of the models t o the i n i t i a l va lues of the smoothing constants i s 
presented f i r s t . An a n a l y s i s of the s e n s i t i v i t y of the f a c t o r i a l EVOP 
t o the spread of the exper imenta l design and the s e n s i t i v i t y of the 
s implex EVOP t o the edge leng th i s then presented,. Then the o v e r a l l 
performance of the two f o r e c a s t i n g models f o r the e i g h t t ime s e r i e s , 
each w i t h f o u r d i f f e r e n t magnitudes of e r r o r v a r i a n c e , i s g i v e n . 
F i n a l l y , conclus ions are g iven r e g a r d i n g the f o r e c a s t accuracy and 
the r a t e of response of the two models. 
S e n s i t i v i t y t o I n i t i a l Parameter Values 
To i n v e s t i g a t e the s e n s i t i v i t y of the f a c t o r i a l EVOP t o the 
i n i t i a l va lues of the smoothing c o n s t a n t s , d i f f e r e n t combinat ions of 
or, P and y are u s e d . i n s e r i e s 1 , 5 and 7. Series 1 i s a two-parameter 
t r e n d model , s e r i e s 5 i s a two-parameter seasonal model and s e r i e s 7 
i s a three-parameter model which conta ins both t r e n d and s e a s o n a l i t y . 
There fo re , one ser ies i s used t o represent each:of the three c lasses 
o f model. Each of these t ime ser ies i s run s i x t i m e s , each t ime 
u s i n g a d i f f e r e n t combinat ion of a , |3 a n d y The random component 
of a l l three t ime s e r i e s i s a r b i t r a r i l y se lec ted t o have a v a r i a n c e 
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of 5 . 0 . The r e s u l t s of t h i s experiment i s shown i n Table l i 
S i m i l a r l y , Table 2 e x h i b i t s the e f f e c t of i n i t i a l va lues of 
oi, P and y on ser ies 7, the e f f e c t of oi and |3 on ser ies 5, and 
the e f f e c t of oi and y on ser ies 1 . 
Based on the r e s u l t s of Table 1 and Table 2 , i t i s obvious 
t h a t the simplex EVOP procedure i s more s e n s i t i v e t o the i n i t i a l 
va lues of the smoothing constants than the f a c t o r i a l EVOP procedure, 
and there i s no s p e c i f i c p a t t e r n of s e n s i t i v i t y . 
S e n s i t i v i t y t o Design Size 
Another impor tant quest ion of concern i s the s e n s i t i v i t y of 
the simplex procedure t o the edge l e n g t h u t i l i z e d , and the s e n s i ­
t i v i t y of the f a c t o r i a l procedure t o the "spread" or upper and lower 
parameter l i m i t s of the exper imenta l des ign . 
To determine the proper spread f o r the f a c t o r i a l procedure, 
runs were made u s i n g spreads of 0 . 0 1 , 0 .03, 0.05 and 0.07. Here, 
spread i s de f ined as the d is tance f rom the center p o i n t of the design 
t o the face of the cube formed by the e i g h t exper imenta l p o i n t s . 
Table 3 represents the crude sum of squares of the f o r e c a s t e r r o r s 
r e s u l t i n g f rom these t r i a l s . From Table 3, i t appears t h a t s e r i e s 1 
and s e r i e s 5 are not s e n s i t i v e t o the choice of the spread l e n g t h . 
From Table 3, i t appears t h a t not a l l t ime ser ies are s e n s i t i v e 
t o the choice of the spread l e n g t h . For se r ies 1 and s e r i e s 5 the 
choice of the spread l e n g t h does not a f f e c t the crude sum of squared 
e r r o r s a t a l l . Whereas, f o r ser ies 2 , 3 , 4 and 6, a choice of 0 .01 
as a "spread v a l u e " seems t o be the most a p p r o p r i a t e . However, f o r 
Table 1 . Sum of Squares of Forecast E r r o r s Obtained from D i f f e r e n t I n i t i a l Smoothing Constants . 
Oi 0 Y 
0.15 0.15 0.15 
0.05 0.05 0.05 
0.15 0.10 0.10 
0.15 0.10 0.15 
0.20 0.10 0.10 
0.20 0.15 o...io 
Series 7 Oi 
F a c t o r i a l EVOP 
0 Series 5 Oi Y Series 1 
0.20816 x 10 
0.21293 x 10 
0.20851 x 10 
0.20864 x 10 
0.21066 x 10 
0.20929 x 10 
0.15 0.15 0.32840 x 10 0.15 0.15 
0.05 0.05 0.19420 x 10 4 0.05 0.05 
0.15 0.10 0.17217 x 10 4 0.15 0.10 
0.15 0.10 0.17217 x 10 4 0.15 0.15 
0.20 0.10 0.22869 x 10 4 0.20 0.10 
0.20 0.15 0.19607 x 10 4 0.20 0.10 
0.16046 x 10 8 
0.16046 x 10 
0.16046 x 10 
0.16042 x 10 
0.16042 x 10 
0.16043 x 10 
Table 2. Sum of Squares of Forecast Er rors Obtained from D i f f e r e n t I n i t i a l Smoothing Constants . 
Simplex EVOP 
Oi P Y Series 7 Oi P Series 5 Oi f ' Series 1 
0.15 0.15 0.15 0.23104 x 10 6 .05 .05 0.10067 x 10 5 0.5 0.05 0.70119 x 1 0 5 
0.05 0.05 0.05 0.56415 x 10 6 0.15 0.10 0.11675 x 10 7 0.15 0.10 
0.15 0.10 0.10 0.36602 x 10 6 0.15 0.05 0.55444 x 10 8 0.15 0.05 0.55416 x 10 5 
0.15 0.10 0.15 0.44029 x 10 6 0.20 0.10 0.63194 x 10 7 0.2Q 0.10 - ' 
0.20 0.10 0.10 0.51913 x 10 6 
0.20 0.15 0.10 0.27436 x 1 0 6 
* Sum of Squares of Forecast E r r o r s cannot be obta ined because the System i s C y c l i n g Around 
a Single P o i n t . 
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s e r i e s 7 and 8 a choice of 0.05 as the "spread v a l u e " i s a p p r o p r i a t e . 
A s i m i l a r approach i s used t o determine the proper edge l e n g t h 
f o r the s implex procedure. Aga in , runs u s i n g the edge l e n g t h of 
0 . 0 1 , 0 .03, 0,05 and 0.07 were made and Table 4 represents the 
crude sum of squared e r r o r s r e s u l t i n g f rom these t r i a l s . From 
Table 4 , i t appears t h a t a l l t ime ser ies are s e n s i t i v e t o the* edge 
l e n g t h . For se r ies 1 , 2 , 3 , 4 and 6, an edge l e n g t h of 0.01 i s 
the most a p p r o p r i a t e . For se r ies 5, 7 and 8 a l a r g e r va lue of the 
edge l e n g t h i s more a p p r o p r i a t e 
These va lues of edge l e n g t h and spread were chosen a r b i t r a r i l y 
f o r t e s t i n g and are by no means o p t i m a l . They were chosen p u r e l y t o 
g ive some r e l a t i v e i n d i c a t i o n o o f the s e n s i t i v i t y of the models t o 
these v a r i a b l e s . I n a c t u a l p r a c t i c e , the best va lues of edge l e n g t h 
or spread can be determined e i t h e r by s i m u l a t i o n and a n a l y s i s of 
h i s t o r i c a l data or by t r i a l and e r r o r exper imenta t ion i n r e a l t i m e . 
C l e a r l y the former method of s e t t i n g these values would be the most 
d e s i r a b l e i n an o p e r a t i n g i n d u s t r i a l p r e d i c t i o n and c o n t r o l system. 
Comparison of the F a c t o r i a l and Simplex 
EVOP Procedures 
Table 5 through 8 show the crude sums of squares of the f o r e c a s t 
e r r o r s f o r a l l e i g h t t ime s e r i e s , w i t h f o u r d i f f e r e n t magnitudes of 
e r r o r v a r i a n c e , u s i n g both the f a c t o r i a l and the simplex EVOP techn iques . 
The edge l e n g t h and the spread f o r a l l runs were both chosen t o be 
0 .05, which seems t o work reasonably w e l l f o r both methods. A l s o , 
b o t h Roberts and Reed as w e l l as Montgomery; have suggested t h i s v a l u e , 
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T a b l e 3. C r u d e Sum o f S q u a r e d E r r o r s f o r t h e E i g h t T i m e S e r i e s 
U s i n g V a r i o u s S p r e a d V a l u e s o f t h e F a c t o r i a l D e s i g n . 
T i m e . S p r e a d V a l u e s 
S e r i e s 0.01 0.03 0.05 0.07 
1 0.20961 X 10 8 0.20842 X 10 8 0.20870 X 10 8 0.21172 X 10 8 
2 0.26973 X 10 5 0.40215 X 10 5 0.49115 X 10 5 0.49277 X 10 5 
3 0.28280 X 10 5 0.30866 X 10 5 0.31166 X 10 5 0.10994 X IO6 
4 0.65702 X 10* 0.52514 X 10 6 0.64770 X 10 6 0.53834 X IO 7 
5 0.16061 X i o 8 0.16054 X i o 8 0.16051 X i o 8 0.16051 X 10 8 
6 0.13721 X 10 9 0.18435 X 10 9 0.22337 X i o 9 0.22142 X i o 9 
7 0.24161 X I O 9 0.13778 X I O 9 0 . 1 2 5 8 0 X I O 9 0 . 1 2 5 8 2 X i o 9 
8 0.29595 X i o 9 0.16723 X i o 9 0.17080 X i o 8 0.13885 X i o 9 
Table 4 . Crude Sum of Squared Er ro rs f o r the E ight Time Series 
Using Var ious Edge Lengths o f the Simplex Designo 
Time • . Edge Lengths 
Series 0 o 01 0.03 0.05 0.07 
1 0.74698 X 10 6 0.96214 X 10 6 0.10509 X 10 7 0.71795 X 10 6 
2 0.30221 X 10 5 0.61824 X 10 5 0.61212 X 10 5 0.67478 X 1 0 5 
3 0.17372 X 10 5 , 0.22372 X 10 5 0.84950 X 1 0 7 0.12191 X 10 6 
4 0.35501 X 10 4 0.19653 X 10 6 0.17618 X 1 0 8 0.32816 X 1 0 8 
5 0.75523 X 10 5 A 0.58799 X 10 5 0.58227 X 10 5 
6 0.11524 X 1 0 9 0.12876 X 10 9 0.17407 X 1 0 9 0.17455 X 10 9 
7 0.51179 X 1 0 9 0.26339 X 10 9 0.51717 X 1 0 9 0.39536 X 1 0 9 
8 0.43205 X 1 0 8 0.26454 X 10 8 0.11591 X 1 0 8 0.23889 X 1 0 8 
^Note: The crude sum of squared f o r e c a s t e r r o r s cannot be obta ined 
because the system i s c y c l i n g ! a r o u n d a s i n g l e p o i n t . 
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and i t seems t o be used i n p r a c t i c e . The i n i t i a l va lues of a , f3, y 
used were a l l a r b i t r a r i l y chosen t o be 0 . 1 . 
From Tables 5 through 8, we see t h a t the f a c t o r i a l EVOP i s 
b e t t e r f o r c e r t a i n t ime s e r i e s , w h i l e the simplex EVOP i s b e t t e r 
f o r o ther t ime s e r i e s . However, t o f u r t h e r i l l u s t r a t e f rom a 
g r a p h i c a l p o i n t of v iew the performance of these two f o r e c a s t i n g 
procedures , an i n s p e c t i o n and a n a l y s i s of F igures 12 through 21 
was madeo These graphs show p o r t i o n of both the t ime ser ies va lues 
and the pred ica ted values u s i n g the two d i f f e r e n t procedures. 
Time ser ies 1 , whose random v a r i a b l e i s d i s t r i b u t e d N ( 0 , 5 . 0 ) , 
i s shown i n F igure 12 along w i t h the r e s u l t s of the two p r e d i c t i o n 
procedures. Series 1 e x h i b i t s a l i n e a r trendo According t o the 
r e s u l t i n Table 6, the simplex procedure performs b e t t e r than the 
f a c t o r i a l EVOP procedure. Most of the d i f f e r e n c e i n the sum of 
square of f o r e c a s t e r r o r between the two procedures can be accounted 
f o r by t h e i r performances at the f i r s t s i x t e e n t ime p e r i o d s . As 
shown i n F igure 2 , the f a c t o r i a l EVOP procedure f l u c t u a t e s up and 
down r e s u l t i n g i n l a rge f o r e c a s t e r r o r at the i n i t i a l s tage , but i t 
f i n a l l y s t a b i l i z e s i t s e l f and f o l l o w s the t r e n d e q u a l l y w e l l as the 
simplex a f t e r the s i x t e e n t ime per iods have gone by . 
Time s e r i e s 2 i s t ime ser ies 1 w i t h an impulse . The ser ies 
se lec ted f o r i l l u s t r a t i o n a lso has a random v a r i a b l e d i s t r i b u t e d 
N(0 , 5 . 0 ) , F igure 13 shows the response of the two f o r e c a s t i n g 
procedures t o an impulse i n the t ime s e r i e s . As expected, the 
performances of both procedures were the same at the i n i t i a l s tages , 
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be fo re the impulse. At the p o i n t of impulse , the r a t e of response 
t o the s i g n a l i s much b e t t e r i n the case of f a c t o r i a l EVOP procedure . 
The e f f e c t of the impulse l a s t e d f o r on ly a shor t t i m e , and the 
f a c t o r i a l EVOP f o r e c a s t i n g system s t a b i l i z e d q u i c k l y . However, the 
impulse e f f e c t l a s t e d f o r a long t ime i n the simplex EVOP f o r e c a s t i n g 
system and the system s t a b i l i z e d i t s e l f g r a d u a l l y . 
Time ser ies 3 conta ins a step inc rease . For responses t o a step 
i n c r e a s e , the r e s u l t s are q u i t e d i f f e r e n t . They are i n d i c a t e d i n 
F igure 14. The simplex EVOP seemed to "overshoot" arid o s c i l l a t e 
b a d l y . The f a c t o r i a l EVOP appeared t o per form much b e t t e r than the 
simplex i n the case of a step f u n c t i o n . 
Time s e r i e s 4 a lso conta ins a step i n c r e a s e . The on ly d i f f e r e n c e 
between ser ies 3 and 4 i s t h a t the t ime s e r i e s before the s i g n a l i n p u t 
i s a t rend f o r se r ies 3 w h i l e i t i s a constant f o r s e r i e s 4 . A f t e r 
the s i g n a l i n p u t , both t ime ser ies takes on a t r e n d . The responses t o 
s e r i e s 4 are v e r y d i f f e r e n t than those of ser ies 3. M e r e , the f a c t o r i a l 
EVOP seemed t o "undershoot" f i r s t and then "overshoot" and very s low ly 
o s c i l l a t e s t o the new l e v e l and f o l l o w s the t r e n d . The simplex EVOP 
seemed t o "overshoot" f i r s t but i t reached the new l e v e l q u i c k l y 
w i t h o u t l a rge e r r o r f l u c t u a t i o n s . The r e s u l t s are i n d i c a t e d i n F igure 
15. The reason f o r t h i s may be exp la ined s imp ly . I n the simplex 
procedure , the c o n t r o l parameters adapt themselves each per iod t o 
changes i n the t ime s e r i e s . Thus, i t I s f a s t e r f o r the simplex 
procedure t o change i t s parameter and adapt t o a new l e v e l when a 
d r a s t i c change f rom a constant l e v e l t o t h a t of a t r e n d i s encountered. 
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However, i n the f a c t o r i a l EVOP procedure, when there i s a change i n 
l e v e l a f t e r the step impulse , severa l per iods are then r e q u i r e d t o 
r e - e v a l u a t e the range est imate of the standard d e v i a t i o n so t h a t an 
upward s h i f t can occur i n order to adapt t o the new t r e n d . 
Series 5 conta ins a bas ic s i n u s o i d or p e r i o d i c p a t t e r n and 
c l e a r l y demonstrated the s u p e r i o r i t y of f a c t o r i a l EVOP procedure. 
I n F igure 16, i t can be seen t h a t the simplex EVOP procedure r e s u l t e d 
i n very l a r g e p r e d i c t i o n e r r o r s because i t i s out of phase w i t h the 
s i g n a l . The f a c t o r i a l EVOP procedure, w i t h i t s s t a t i s t i c a l c o n t r o l 
l i m i t s , a l lows parameter m o d i f i c a t i o n s which r e s u l t i n a p r e d i c t e d 
s e r i e s which f o l l o w s c l o s e l y the p e r i o d i c behavior of the s e r i e s . 
Series 6 i s a s ine wave w i t h one harmonic. I n F igure 17 
t h i s harmonic ser ies has a random e r r o r component which, i s d i s t r i b u t e d 
N (0 , 2 .5 ) superimposed on i t . I t can be seen t h a t the simplex EVOP 
procedure performed s l i g h t l y b e t t e r than the f a c t o r i a l EVOP. Never­
t h e l e s s , when the random v a r i a b l e i s d i s t r i b u t e d N (0 , 1 2 . 5 ) , t h a t i s 
when the system i s n o i s y , a r e v e r s a l occur red . The f a c t o r i a l EVOP 
procedure performed b e t t e r when the var iance of the random component i s 
h i g h , and the r e s u l t i s as shown i n F igure 18. I t seems t h a t when the 
system i s n o i s y , the cont inuous parameter changes inherent i n the 
s implex EVOP procedure i n t r o d u c e a d d i t i o n a l e r r o r i n se r ies e x h i b i t i n g 
p e r i o d i c behav ior . 
Series 7 conta ins bo th t r e n d and p e r i o d i c components. As shown 
i n F igure 19, the simplex EVOP procedure performs b e t t e r than the 
f a c t o r i a l EVOP procedure. This i s another case which conf i rms the 
43 
s u p e r i o r i t y of simplex EVOP i n the presence of a t r e n d component. 
Series 8 , which i s ve ry h i g h l y a u t o - c o r r e l a t e d , i s shown i n 
F i g u r e 2 0 a long w i t h the r e s u l t s of the two p r e d i c t i o n procedures. 
As expected, the f a c t o r i a l EVOP procedure performs b e t t e r than the 
s implex EVOP since the h i g h a u t o - c o r r e l a t i o n s t r u c t u r e produces a 
t ime s e r i e s t h a t appears t o be c y c l i c . 
I n c o n c l u s i o n , we can s t a t e t h a t simplex EVOP procedure y i e l d s 
more accurate r e s u l t s i n the presence of a t rend component* On the 
o t h e r hand, f o r t ime s e r i e s t h a t shows p e r i o d i c behav io r , the f a c t o r i a l 
EVOP procedure proved s i g n i f i c a n t l y b e t t e r than the simplex EVOP 
procedure . F i n a l l y , i t can a lso be g e n e r a l l y concluded t h a t the 
f a c t o r i a l EVOP procedure gives b e t t e r .responses t o standard s i g n a l 
i n p u t s such as the impulse and the step f u n c t i o n s . However, when 
t h e r e i s a d r a s t i c change i n the l e v e l of the t ime s e r i e s be fore and 
a f t e r the s i g n a l i n p u t , the simplex EVOP procedure w i l l g ive a b e t t e r 
r a t e of response. 
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Table 5. Crude Sum of Squared E r r o r s f o r the E ight Time Series 
Having RV NID (0 , 2 . 5 ) . 
Time Simplex F a c t o r i a l 
Ser ies EVOP EVOP 
1 0.59184 x 10 5 0.62400 x 10 7 
2 0.15445 x 10 9 0.22742 x 10 9 
3 0.3677fex ! l i8 9 0.13373 x 10 9 
4 0.11589 x 10 8 0.17082 x 10 8 
5 0.35174 x 10 6 0.15630 x 10 5 
6 0.94746 x 10 4 0.13763 x 10 5 
7 0.38766 x 10 6 0.19011 x 1 0 8 
8 0.19711 x 10 8 0.63847 x 10 5 
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Table 6. Crude Sum of Squared Er rors f o r the E ight Time Series 
Having RV NID (0 , 5 . 0 ) „ 
Time Simplex F a c t o r i a l 
Series EVOP EVOP 
1 0.58799 x 10 5 0.16051 x 1 0 8 
2 0.17470 x 1 0 9 0.22337 x 1 0 9 
3 0.51717 x I O 9 0.12580 x 10 9 
4 0.11591 x 10 8 0.17086 x 1 0 8 
5 0.84950 x 10 7 0.31166 x 1 0 5 
6 0 . 6 1 2 1 2 x I O 5 0 . 4 9 1 1 5 x I O 5 
7 0.10509 x 10 7 0.20870 x 10 8 
8 0.17618 x 10 8 0.64770 x 10 6 
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Table 7. Crude Sum of Squared Er ro rs f o r the E ight Time Series 
Having RV NID (0 , 7 . 5 ) . 
Time Simplex F a c t o r i a l 
Ser ies EVOP EVOP 
1 0.58987 X 10 5 0.62509 X 10 7 
CM
 0.11534 X 10 9 0.21533 X 10 9 
CO
 0.41945 X 10 9 0.14291 X 10 9 
4 0.11594 X 10 8 0.19553 X 10 8 
5 0.17583 X 10 6 0.46579 X 10* 
6 0.39125 X 10 8 0,66577 X 10 8 
7 0.52622 X 10 6 0.19022 X 10 8 
8 0.25583 X 10 9 0.13605 X 1 0 1 1 
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Table 8. Crude Sum of Squared Er ro rs f o r the E ight Time Series 
Having RV NID (0 , 1 2 . 5 ) 0 
Time Simplex F a c t o r i a l 
Ser ies EVOP EVOP 
1 0.58612 x l O 5 0.12300 x 1 0 8 
2 0.14142 x 10 9 0.20198 x 10 9 
3 0.30577 x l O 9 0.13444 x 1 0 9 
4 0.11598 x l O 8 0.17093 x 1 0 8 
5 0 . 1 2 3 7 0 x 1 0 7 0 , 6 8 9 2 3 x 1 0 4 
6 0.35904 x 10 8 0,17658 x 10 6 
7 0.13488 x l O 6 0.12397 x 1 0 8 
8 0.41784 x 1 0 8 0.30587 x 10 5 
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CHAPTER V 
RECOMMENDATIONS FOR FURTHER RESEARCH 
Two areas of f u r t h e r research are n a t u r a l l y suggested by 
the work done i n t h i s s tudy . The f i r s t area i n v o l v e s the ex tens ion 
of the simplex EVOP procedure, w h i l e the second area i n v o l v e s a 
f u r t h e r d e t a i l e d i n v e s t i g a t i o n of the e f f e c t s of the bas ic na ture 
of the t ime ser ies t o e v o l u t i o n a r y o p e r a t i o n procedures. 
The f i r s t AREA of FURTHER RESEARCH i n v o l v e s making the SIMPLEX 
more f l e x i b l e i n i t s use. I n t h i s t h e s i s , the optimum o p e r a t i n g con­
d i t i o n s i s obta ined by e v a l u a t i n g the output f rom a system at a set 
of p o i n t s fo rming a r e g u l a r simplex i n a f a c t o r space, and c o n t i n u a l l y 
f o r m i n g new simplexes by r e f l e c t i n g one p o i n t i n the hyperplane of the 
remain ing p o i n t s . I t i s assumed t h a t the r e l a t i v e steps t o be made i n 
v a r y i n g the f a c t o r s are known, and thus makes t h e i r s t r a t e g y r a t h e r 
r i g i d f o r general use. Nelifer and Mead ( 5 ) have developed a method 
of making the simplex adapt ive t o the l o c a l shape of the response 
s u r f a c e . Comparison of t h i s m o d i f i e d simplex method can be made w i t h 
the r e g u l a r s implex t o see i f i t improves the f o r e c a s t accuracy, and 
e s p e c i a l l y the r a t e of response t o standard s i g n a l s . 
The second area of research i s an ex tens ion of the work done 
f o r t h i s t h e s i s . From t h i s s tudy , i t was shown t h a t the simplex EVOP 
procedure performs w e l l the t rend model and the f a c t o r i a l EVOP performs 
w e l l the seasonal model. I t would be of great i n t e r e s t t o i n v e s t i g a t e 
L •IN 
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the e f f e c t of the simplex EVOP procedure on t ime s e r i e s w i t h v a r y i n g 
magnitudes of the t rend component. S i m i l a r l y , i t i s p o s s i b l e t o 
determine the e f f e c t of the f a c t o r i a l EVOP procedure on t ime s e r i e s 
w i t h v a r y i n g magnitudes of the ampl i tude and the p e r i o d i c i t y of the 
c y c l e . These i n v e s t i g a t i o n s would be of va lue on f u r t h e r de te rmin ing 
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COMMON b L O C K S : 
0 0 0 3 6 L 0 K A 0 0 0 0 1 2 
0 0 0 4 b U O K Q 0 0 0 0 3 3 
E X T E R N A L R E F E R E N C E S (BLOC*» N A M E ) 
0 0 0 5 N W D U * 
0 0 0 6 N I 0 2 S 
0 u 0 7 N E K R 3 S 
S T O R A G E A S S I G N M E N T (QLOC*» T Y P t r R E | A T ^ V E L O C A T I O N , N A M E ) 
0 0 0 1 
0 0 0 3 
0 u 0 3 
0 0 0 0 
0 0 0 1 2 4 1 0 0 0 L 
0 0 0 0 0 3 A L 
0 0 0 0 0 6 C U 
0 0 0 0 0 0 X 
O 0 0 1 0 0 0 0 ^ 3 l 2 4 G 
O 0 0 3 0 0 0 0 n 2 MU 
n 0 3 4 R OOOOoO D 
n 0 0 3 I OOOOoO l i P A R 
OOOt 
0 0 0 . 1 
0 0 0 3 
0 0 0 3 
0 0 0 1 1 3 1 6 6 G 
0 0 0 0 0 5 u L 
0 0 0 0 1 0 D E L 
0 0 0 0 0 1 N P O I N T 
0 0 0 1 0 0 0 0 4 S SOI 
0 0 0 3 0 0 0 0 0 * o i l 
0 0 0 3 0 0 0 0 1 1 1 J 
o o i o i 1 * 
0 0 1 0 3 2 * 
0 0 1 0 4 3 * 
0 0 1 0 5 4 * 
O 0 1 0 5 5 * 
f 0 0 1 0 5 6 * 
0 0 1 0 6 7 * 
0 0 1 0 7 3 * 
( 00110 9 * 
O O l l l 1 0 * 
0 0 1 1 3 1 1 * 
i 0 0 1 1 4 1 2 * 
0 0 1 1 5 1 3 * 
0 0 1 1 6 1 4 » 
( 0 0 1 1 7 1 5 * 
0 0 1 2 0 1 6 * 
O 0 1 2 l 1 7 * 
V 0 0 1 2 2 1 8 * 
0 0 1 2 3 1 9 * 
0 0 1 2 6 2 0 * 
( 0 0 1 3 * 2 1 * 
0 0 1 3 5 2 2 * 
0 C 1 3 6 2 3 * 
00137 2 4 * 
0 0 1 4 0 2 5 * 
S O o R ^ u n - ' E F A C T r R I , \ » B » C » S P R E A D ) 
C O M V ^ f . ' / ^ L O K A / N P . R r N P O l r r r M U ' A L t o U r n L ' C U f C u ^ O E L r l J 
C T r i l S S J T 7 0 U T I N E F I L L S UP TmE F A C T O R I A L D E S I G N M A T R I X 0 W I T h E A C H KUW 
C R t . P R f S n ; n T l U G A r - E S l G N PPIimT. THf C E N T E R P o l U T I S A L W A Y S l !« THE F I * : »T 
D U » 1 ) = A 
D l l . ? J = R l 
D l l . M : c 
IF ( " P A R . £ 0 . 3 ) G O TO 50 
4 0 0 D « 2 « 1 > = A « - L > f > R E A D « « 1 . 0 > . . 
D t 3 » n = A » - s p R E A D » f i ; . o ) 
D ( 4 » 1 >=A«-SP!?EAO„(-1 .0) 
D ( 5 . n = A + S ^ R E A 0 « l - l * 0 ) 
D l 2 » r > ) = t v + b P ' ' E A n t ( 1 . 0 | 
D ( 3 f > J = - / ! « - S f J ~ E A D . ( - 1 . 0 ) 
D ( 4 » P ) = " * b P ^ E A 0 « ( 1 . 0 ) 
0 ( 5 r ? ) = P * S P R E A D . t - 1 . 0 ) . . . . . . 
D o 3 1 K = 1 . 9 
3 1 W K l T ^ l o . ^ f l ) D ( K , 1 > , D ( K , ? ) » 0 ( K r 3 ) 
GO TO 1 0 0 0 
5 0 . 0 l 2 f t l = A « - S P R E A 0 » ( 1 . 0 r 
D t i . U s . r f S P R E A O . C l . O ) 
D « 4 » U = , ' , « - S H R E A r > , C l . O ) 
D t S t D s A ^ S I - R E A O . t l . O ) " 
001«»1 2 b * 0 ( 6 , 1 ) = : . * S t , " F . A n . < - i . 0 t 
0 0 1 4 2 2 7 * oc; , 1 1 = A • S P R E A D * l - l . Q ) o i » i 4 3 2 8 * 0 ( 3 , 1 J =/> • S P P E A O . ( - i . O ) 
0 0 1 4 4 2 9 * 019 , U •SPREAD. ( - 1 . 0 ) 
0 0 1 4 5 3 0 * O I * ? ) = H » S l > " E A T . ( l , O l 
0 0 i < | 6 3 1 * 0 ( 3 •?)=;US( J I -1EAD»(1.0) . 
0 0 1 4 7 3 * * D< 4 ~>) =p.* iPf 'E.AD, ( - 1 . 0 ) 
0 0 1 5 0 3 i * D(5 , ? J = H f S P U E A r » . ( - 1 . 0 ) 
O O i ^ l 3 * * D(b »?)=!>. •SPREAD, 1 1 . 0 ) . 
0 0 1 5 2 3 5 * 0 ( 7 , .-»>=.3 •SPREAD. 11. .0) 
00153 3 b * O l d , ? ) = r , « - S f > r 7 E A n . - l - i . O ) 
O O 1 5 4 " 3 7 * 0 ( 9 .?)=i">*i>i"»REAn, l - i . O ) 
0 0 1 5 5 3 8 * 0 ( 2 , - * ) = C * S P R E A O , ' l l , 0 ) 
O O I 5 6 39* 0 ( 3 , U = C * S P R E A D * ( - i . O ) 
0 0 1 5 7 4 0 * 0 ( 4 , i ) = C » S H f ' E A O . ( 1 . 0 ) 
0 0 1 6 0 4 1 * 0 ( 5 » ^ ) = C » S H R E A D . ( - l . O ) 
O O l b l 4 2 * 0 ( o , 1 > = C • S P R E A D . ( 1 . 0 ) 
0 0 1 6 2 4 3 * D(7 , 3 ) = c + S P R E A O « ( - 1 . 0 ) ' 
0 0 1 6 3 4 4 * o (a , ^)=C*SPr?EAO < .( 1 , 0 ) OU164 4 5 * D(9 • 1 ) = C + S P R E A O » ( - i . O ) 
0 0 1 6 5 4 6 * DO K=1»9 
0 0 1 7 0 4 7 * 80 W K I T r ( 6 , a d ) D ( K , 1 ) , 0 ( K , ? ) , D(K»3) 
0 0 1 7 6 4 8 * 98 F O R M * T t / / » « . MATDIX BEFORE CHECK I S » » 3 F 1 5 . 3 ) 
O O I 7 7 4 9 * 1000 RETURN 
0 0 2 0 0 5 0 * END 
END OF COMPILATION: NO D T A G N O S T I C S . 
65 
QfOAt IS DEClPt ! 
FOK S l 0 A - 0 2 / 2 7 / 7 3 - 1 3 : 3 J : 4 o | » 0 | 
SUoKOUTlUF DECIDE ENTRY PoTNT 000t;21 
STORAGE U^CO: CCOEll'l OOO^OOj OATA(0i 0 o O o 7 3 l u l A N X rOMVON<2> 0 00000 
COMMON 13LOCKS; 
0u03 BLOkA 000012 
0004 01.0k3 000033 
00 05' ULOkC 013603 
0006 ULOkF 000001 





STORAGE ASSIGNMENT (ELOCXr TYPE. RE| ATjVE LCC/vTlON, NAME) 
( OuOl 0O0I76 U L no 01 OOOO"j 5 i l O L 0 0 0 1 000066 113L 0001 000103 114 
OuOl 000215 12L n o o i 0 0 0 0 u 4 124G o o o i 000235 13L o u u i 0000S7 133 
0001 onoo7<* 144G 0001 0 0 0 2 t , l 20L n o o i 000506 2UU0L 0001 00U353 21L 
( OuOl 00u4l2 23L 0001 00C4-\1 2^L OOOt 000451 2'->L 0001 0OU5C0 JO 3 
0003 000003 AL O003 0 0 0 0 n 2 a U n o o n R ( 1 0 0 0 0 0 A V G E OOOO l< 0U0026 oIG 
0o03 000004 HU «003 0 0 0 0 r . 7 c L 0001 000.006 CU 0UU4 K OOUOOO U 
c 
o o o o R OOCOll OIF n o o o H 0 0 0 0 ? 7 q M i n OOOS R C10173 L OOOO K 00U0O4 EA 
OuOO R 0O0040 E C OOOP R 0 0 0 0 ? 5 £E n o o n R P00037 ELIMN OOOO R 00U0O6 c L l 
0005 R 004563 F O 0 0 5 K 0 0 0 0 , 1 F^DGE 003n I 000023 I 0003 1 OOuOll Ivl 
OuOO 1 000031 L n003 OOOOpO r.P.A.R 0 0 0 3 I POOOOl NPOINT OOOO K U0U030 K A N 
0u05 R 004242 SE nOQO R 0 0 0 0 , } 3 SIGMA oori6 R COOOOO S P R E A D 0005 R 000000 i»SE 
0u05 R 004253 X OOOO K 0 0 0 0 ^ 4 x«- 0 0 0 s R 004241 XU 
o o i o i 1 * SU3R"UTlM£ D E C I n E « A ' B . C » J F L A G ) 
0 0 1 0 3 2 * D l M E M S l o * ' AVGE (n)»; iSE<9>» F U n G E < 2 0 » 2 0 ) »ES(9»200).DIF(9)»SE(9)»X(2a 0 0 1 0 3 3* '• lOJ »F(9 , .2^ 0 ) » E ( 9 , 2 0 U ) # D ( o » i ) o o i o « * 4* COMvnrj/pLOKA/ Nr>AK,NPOlMT,At'»AL,BU»eL» CU»CL»DELr IJ 
00105 5 * CO.^N/pLOKn/D 0 0 1 0 6 6 * COMV ,^r:/ '- i .0r;C/SSr»F u 0GE»« r S»x"»SE,X»F»£ 0 0 1 0 7 7 * C o m m ^ n / d l O k F / S P p E m ^ 
o o i i o 8 * I F l X " . G T . 1 ) Go To 1 1 0 
0 0 1 1 2 9* s u m s = o , o 0 0 1 1 3 1 0 * j f l a « o 
00H4 1 1 * GO JO 2 0 0 0 0 0 1 1 5 1 2 * 1 1 0 DO 1,11 i = liMPOI|jT 
n n i 2 0 13* 111 AVGE< I J = S S E « I » . / y N • 0 0 1 2 2 1 4 « X t . = x M - i . n 
0 0 1 2 2 1 5 * c XL=N'»«diE r >- c f p e - i « j u s s p ' C t w e c h a n g e d TO a N E * PHASE 0 0 1 2 3 1 6 * 
DO 112 1 = 1 » N P 0 I m T 
r.oi26 17* C t ^ S t i I ) - r S ( I , I J » ) / X L 
"0127 18* 112 D I f - - m = c r - E S { I » i J » • 
001.J1 1 9 * H l o n - C i F U ) 
00132 20* Ow 1 1 3 i r ^ . N P O I i J 
00135 2 1 * I F d j r r i p .LE . PIGQJGO TO 113 
10137 22* B1UU-P1FU) 
OOluO 23* 113 COnr'^UE 
00142 24* D.-!IN=CIP(H 
00143 25* DO 1 1 4 i t2 ,MP0I . ,T 
OOI46 2 6 * I F l O ' F l U ,GE. r.Ml ; j ) GO TO 114 
00150 27* 0 ! - . H I - D l F < I ) 
00151 28* 114 CONTINUE 
00153 2 9 * RA!JG c=Ai' c.(GrGO-rMlHl 
00154 ' JO* L=XU 
00155 3 1 * S=»<A>'&E»frUDGE(MpOIt,T,tJ 
00156 32* SUMS=SJv<;*S . 
00157 33* S16:>.A=SirS/XL 
00157 3 * * C CALC'LATE EFFrCfs 
o n i b O 35* IF()"OImT .Eo. <-.» (,° TO 20 
00162 3t>* EA=0.5«( >VGE(2)*AVuE{3)-AVGF('*)-AVGFC5»» 
00163 37* Eu=0.5«( iV^EJ2>>AvoE(4 »-AvGE«3)-AVG£(5) ) 
00164 38* E L . l M ° = + 3 . 0 « S l G : i A / b u R T ( X M l -
00165 39* ElIM"'=-eLIMP 
00166 40* JfLA^=0 
00167 4 1 * IF<£A . l E . ELI'M.TI qO TO 11 
00171 42* I F i D U ' l ' t . LE . n . l ) G O TO 1 1 
00173 43* A=A-SPR£AO 
00174 4 * * JFLAG=1 
00175 45* GO TO 12 
00176 46* 11 IF(E^ ,GE. EL1Mm>Go TO 12 
O0200 47* IF(D<1»1» .GE. n.*)GO TO 12 
00202 48* A= A +SP<^0 
00203 49* Ji-LAR=l 
0020* 50* 12 IF (£" . l E . E L I M p ) G 0 TO ) 3 
OO206 5 1 * IF(D«1»2> .LE . n » l | GO TO 13 
00210 52* B=b-<;PRE»0 
0 0 2 H 53* <JKlA«=1 
00212 54* GO TO U 
00213 55* 13 IF(E° .GE. ELIM,..Go TO I * 
00215 56* - IF<Dti»2» .GE. GO TO 1 * 
00217 57* B=d+«:PRE*0 
00220 58* JFLA*=1 
00221 59* 14 IK(J e LAG .EQ. 1) Go TO oOO 
00223 60* GO TO 20"0 
00224 o l * 20 EA=n.25«(AVGE(5,*AvGE(3)*AVGE«2>+AV6EC«»)-iVGE(o)-AVGE(7»-AVGE(8)-A 
0022* 62* lV0ECQ») 
00225 63* Eo=0.25«(AVGE(3,+AvGE(2>*AVGE<6)*AVGEt7>- iv&Et5)-AvGE(*»-AVGE(9)-»» 
00225 6 * * l V v , £ l f l l ) 
00226 65* EC=0.25%(AVGElb>+Av6E(2)*AVGE<4)+AVGE(A>-» lVGE{7)-AVGE(31-AVGE(5)-»» 
00226 66* 1V0EI° ) I 
00227 67* ELlM n =3.o*SIGMA»S--KTl l .P / l2 .0*XnJ) 
00230 60* ELIM^-ELIMP 
00231 69* IF (£ * . l E . ELIMp) GO TO 21 
00233 7 0 * I f ( D ' l » D . L E . p . l ) 60 TO 2 1 
00235 7 1 * A=A-^PRE»D 
00236" 72* JFLA^=1 . 






< 00246 76* 
00250 n* 00252 60* 
( 00253 d l * 
00254 ; 62* 
0 0 ^ 5 5 63* 
0 0 2 5 7 04* 
00261 65* 
•00262 66* 
< 00^63 ' 07* 
00265 <J0* 
00267 69* 
< 00270 90* 
O O 2 7 I 9 1 * 
0P272 92* 
00274 93* 
O O 2 7 6 94* 
0 0 2 7 7 95* 
( 00300 96* 
00301 97* 
00302 98* 
C 00305 99* 
00306 luO* 
00307 l o l * 
00310 l u 2 * 
00312 I j 3 * 
00313 104* 
CLI'«. )C-o TO ?2 
. G E . O.y) CO Ty 22 
ELIM r )uo TO ?3 
.LE . 0.i>GO TO 23 
2 . I M C * , G r . 
I r 1 - 1 1 , 1 1 
A z a ^ P I < E 1 U 
0yLA-"'=l 
22 IFtE<i .L^« 
IF C ^ l , ? ) 
Ji-LAfi=l 
GO Tf» 24 
23 IF {fu , ? E . ELI.-N) GO T<» 
IK(0«1»?1 ,GE. n.^jGO T« ^̂ ^ 
B=B+^F'KE^O 
d>LA^=l 
24 IK (EC ,i,c. ELIM p)Go TO ?5 
IH0C1»3> . L E . n . l jGO TO 25 
CrC-^HEAO 
OFLAr.= l 
GO Tf» In 
25 I F « r r , 5 r , E L I W . ) G O TO !«» 
I F ( 3 L I » 2 ) .GE. n» y J GO TO \t 
C=C+<Prt£*0 
J F U A « = 1 
Go TR». 1 4 
900 Xiv=6.0 
DO 9 " 1 i r l .MPOInT 
S5EtT»=0.0 
St_M>=u.n 
F l I . T J + i ) = X C I J ! 
901 E l l , T j j = n . O 
200Q RETURN 
El«D 
END OF COMPILATIONS NO DrAGuOSTirS. 
68 
KA l:._PR0«H A& ; : CO -
_C0-j>.0ii_uL0C«SS_ 
_Q003—-bLOlVA JCCJLt.02_ 
EXT.KNAL REF f̂ccT-CES OL0C*t f.ASE) 
-LCUS. -!.lfJtH4_ 
6 00 fa l-f>CHJS 
STvUftfiEASSlbtftiLriT t-.Lf'CN« TYPE. RR. rT IV t I f lVATin i i . NflMEl 
.£> 0C0- f>110iffl.J.lE_ 
U001 
. _ : c o c j — _ c o ^ c 2 J . n t i S -
CjOOlbl 175C c c o i 
nccu 
0000 C11W67. iCCtr 
• t iQS.- f t . t uit>7S ,AU 
cjcoo' '-; 
i C C C H 
..uOJZlQ'.tx • 
00C3 I CX'1'601 U 
. - 0 . 3 T i-0ioZ'«.^ i:W 
_00 01 0 (J 3 C <* 2—122'i •—-0.0 01 JQ.0.Q 1.3 J 
CO M b 3 204& 0001 P10175 213<> 0001 
.Ci l f i iS-SCUiF OX0O .Q11025 .S0fl5E O001L. 
c i 16(2 7UU1F. oooo o m o 2 vcoof oooo r oio«*/e 
-gig??? -ooq.,3 k omuGfi-UL nau3 r nnuayj 
000*2; 
j l l l J i b ] 
t-COC R 0110C5 PSUM 
J.'XUJii_k_CilClXl_Gfi 
0000 K Oi-Oiin t 
-GO 00 K - Q l L a l l - E B -
t c c o 1 011012 IL 
JL_CIGJ-Z2_liQSS_ 
OUOO R t;110O2 K 
n.?c.-«. p Qf.onifc, v 
CCCU R 0036I-C Rx 
Lnnn, ft nuncm „x ... 
0HG07 K 
0000 K Oll00«* SUM 
oooo 
_cooo. 
0000 R OllUOt 
-00OQ R Q.l.U'li 
oooo i omtfi 
-OjooQ-i-niajJi 
oooo r o i i u o ; 
00100 1» t THIS PhO»RAV USES THE RE&ULAK SIMPLE* , 
o o i o i —ax nvrNs i r .N Mi 'oru . n r t i ^ i . t , t w ? r . i >Ku>?2P) . v m > ? P f n . a X t t t 2 2 n ) r s x » 
00101 3* 1220) »F/M«*»ii2C) 
_O010 3 w» c o>i:ty; j / L LU ̂ ZOlaA'.! liEb' tALUJ? L j 2 U tB L t l 4 . 
001C3 5» • C M!v,tcrt.jUV,bEK OP TP E SERIES TO BE ANALYZED. 
-0C1CJ. . (>» REJO L5..&OU7) NT I VC!» ; : , ", - . •' . 
00107 7» 5007 f -On^-TU*) 
np f i d _ t rv.Ol5.i5ini.3i: i?T ; ! . • 
00110 9* C NPT= Tn£ r.U.vbiK Or POINTS US^D IN THE- SIMPLEX 
J30113 I v * — bXfl-i_f: i IMi . • 
0011* 1 1 * ••0=5=200 
00115 ; Ul-SWS-JiJSliJJllMES : : 
00120 13* ^£^J lh»50u l ) (X(H»I=1.NUBS) 
.QQX-ZD- : L X( l ) -V i4 .U .S OF.T-lVE SrEIES . :— — ; — . 
0012b l b * 5001 *-0h.'»»T(t>rl0.2> 
-OOX2 Z _JUv« a£»0 L5 tXLLL. ; ; , 
00132 17* 11 hCR-'ATdb) 


























I t * 
_ - l * » ^ -
2 t * 




2 7 * -
2o* 
-50CO-;- CH.V.a; (2 r ' i i . ; : . . fb .J .15 .4F5 .21 . 
->( 1 , 1)=A 
_ J t i , 2 J i i ; 
. ,=£..^S..0.9o59 
E£hLx0~2.5»a „ .-_ . _ ;, „.. 
. U ( 2 . 2 J i i f J _ 
C 0 ( 4 , 3)-T«E OciilGM MATRIX 
30* 
3 1 * -
32* 
^ i * 
34* 






. i?u:-;=o. c — : : 
•JEoI^ the •ac tua l > o r e c a s i ' • 
-bx( TJ.=ESIi:-lA.TE-C'g-J.'^LEVEL-CQy iP-»NEMLJlT_T.iaE-








C ba = s"OOT-HiNS CONSTAM ,0<6B<1 
(. oc=5'<ocrriiKe-.co.'.srA.'jr.o<oc<i .. 
t L=P£KICDC1TY 0? TitE SEASOM 





















JG 14 <il»NPT 
-L^-t-XXiCxltLJL^X 11 )^ 
13 CONTINUE 
JO—tb-Xr i i l iEL . 
52* 
- 5 * * -
1>XU'12> 








r ( < , 13') = (SXU., U ) + R X U » l 2 ) )*FX(K»13) 
-i> 0_.l U 0_1 J =12 JL2UD ; ; 
*RlTEl6»bO05> 
_5Q05 t QjjbjA.T. (• J PER I QO__A_ 5o* lOfJ UO—4-
ErtRO SG». SX(**ZJ) 
_E.ORECAST_ 
R X U , IJ> 
ACTUAL 
F X ( K , 1 J ) • ) 


























SXU» U)=o«»»-CX 11J) . /FX(K.U) . 0 - & p - } * ( S X ( K , I J - l > * R x ( R » W - l > l . 
_ txuuj *J -J .=GH». tx iJ .aJV-Sx(r l »_l j - i ) j 0 -&y i»Ex iK» . iJ i -,, 
*XU» IJJ=&C. -(SXlKt IJ ) -SXi iC, I J - 1 ) ' * ( 1 . 0 - G C ) * R X U » I J - 1 > 
_F.fX.lJ»lJ-=liiXlK..lJJ.+'HXl.<>IJ> )*FxAr»f.IJ«-iJ I _ 
4 t.RITLlb.odvi6> IJ ID IKI 1) ,D1K,2) ,F 1J> » X( I J> »E(K» I J ) , V U » 1 J | »SX»K« 








__LVJ_L-Si:-iFLa UBU _ 
»FI2.4, ' -11. , * .E16.5»E16.5»3F10,«H 
.VKlTfc.(6»700i)IL 
00267 75* 70ul H O H y A T C T h e f ^ k KOW I S = »»12) 
— 00-260 7«.» ' a U : - - = S U M r : i l l L » I J I - - r — - ; 
002&1 77* S u v . S U = S O " » i . i * » C , - ( l L » I J ) * - » 2 » . 
_00262. 7f.»- : - - O K I r t - (6»5006J , Sa v . iSUV.SO—_. . - . 
002o6 79* 50C? HOR T< » S U ' l OF E P R C K = ' » E 1 6 . 5 » 3 X , t b U " OF ERROR S Q . = SE16.S) 
00262! _ _ t W i * _ i o j - L o m t - I w j E : • : : — : — : — 
00271 d j » 9999 MUTt (o»9003! 
0027't ft;* 9003 h U K y A t t l i H l : ___ . 
0027b a a * S T O P 
^_0027b_ a c t L N U " • : 
ENO o f c o m p i l a t i o n : UC D I A O V C S T I C V , 
71 
SPOK.l'j SIMPLX 
.FOR - b l i A - d 3 / J 3 - 1 6 , * 2 2 : _ 9 _ l r 0 1 _ 
SUanOUTlNt SIMPLX tNTaY POINT 000272 
.SToaAGEaj5£l).;._t;O0Eln_Q0a302^^ 
to.sMOM . s l o c k s ; - .. • 
-0003 ,••„ £LO*A. 001602-






OCA »- T t£Ei_R£LAlXV E—LOJr AX1CN 
JLQ.0J ojiau 
00)1 OOGO/6 126G 
_0O.jl t£Ci25l_2£Lta-




000124 m i G 
_QQ022C_35L__ 
0000 (,01b3b lNJPS 
Qp : n T f-f.lftOfc MP 
C003 A 00157a AU 
-U0OU-JLJ1QHSV3. 0KE±. 
UCOO I 001611 J 
.0000, .001S72.RF. 
0001 OO0131 1*6G 
-C0G1 0«JQ225LJJ6L_ 
0000 K 001607 BIG 
JDOOQ-K-00161? <? . 
COOO I 001605 KNTR 
0003 n o u i -
_Q0Q0_I_Q_015 
0000 I 0016 













1 * 5UB30"JTH- SIMPLXlIL»N?T) 
j i l i^uSIGJL-UJiaJJ f SL1.0J.«JfJLH» 220) t XV ( W 2 0 J 
3* W»!v,UN/3wOK.^/O i V f I iEW » A'J » *L»3U » BL » I J -WRS.vEIeI — ,_ 
5* *NTR=0 
-J0-5-I=l-«N?T-
7* 5 x v ( i . i j ; = v a » U ) 
9* 
-10*-
1 1 * 
^, ,ap=«NT i<*i 
_xf t< n t . h — u * _ x : . e t * i u - w a - i£.t&K£>o.y 2j_ 
13* 
lFU^TR .*aT. 4)60 TO 111 
.60S2 J-On-uAIil.-tCt •HELPM 
' J - l 











I F I 3 I S , o £ . XV( I .1J) )G0 10 10 
-is I i - J t U i I jlX-U — 
-iO-XO.SsTlNUE-
1F(M . £ 0 . NEW) GO TO 35 
;j3 an iznup 001*3 
4)01*5-
00150 
2 i * 2C S ( I ) = 0 . 0 J0_51. 1sitMP. 
23* 00 2 l J=l»NPT 
BIBLIOGRAPHY 
1 . Box, G. E. Po, " E v o l u t i o n a r y Opera t ion: A Method f o r 
I n c r e a s i n g I n d u s t r i a l P r o d u c t i v i t y , " Appl ied S t a t i s t i c s , V o l . 6, 
No. 2 (June, 1957), pp. 81-101. 
2 . Box, Go Eo P., and Draper, N. Ro, E v o l u t i o n a r y Opera t ion , 
John Wiley & Sons, I n c . , New York , 1969. 
3. Chow, W. M«, "Adaptive C o n t r o l of the Exponent ia l Smoothing 
C o n s t a n t , " Journa l of I n d u s t r i a l Eng ineer ing , V o l . 16, No, 5 (Sept . -
Octo 1965). 
4o Montgomery, Do Co, "Adaptive C o n t r o l of Exponent ia l Smoothing 
Parameters by E v o l u t i o n a r y O p e r a t i o n , " AI IE T r a n s a c t i o n s , V o l . 1 1 , 
N o . 3 ( S e p t e m b e r , 1 9 7 0 ) . 
5. Nelder , J , Ao, and Mead, R „ , "A Simplex Method f o r Funct ion 
M i n i m i z a t i o n , " Computer J o u r n a l , V o l . 7, No c 4 (January, 1965), 
pp. 308-13. 
6. Rober ts , So D., and Reed, R», J r . , "The Development of a 
S e l f - A d a p t i v e Forecas t ing Technique," AI IE T r a n s a c t i o n s , V o l . 1 , 
No. 4 , December, 1969, 
7. Roos, Co Fo, "Survey of Economic Forecas t ing Techniques," 
Econometr ica, October, 1955, pp. 363-95. 
8o Spendley, W«, Hext , Go R», and Heiasworth, F. Ro, "Sequent ia l 
A p p l i c a t i o n of Simplex Designs i n O p t i m i z a t i o n and E v o l u t i o n a r y 
O p e r a t i o n , " Technometr ics, V o l . 4 , No. 4 (November, 1962). 
9,o T r i g g , Do No, and Leach, A. G . , "Exponent ia l Smoothing w i t h 
an Adaptive Response Ra te , " Opera t iona l Research Q u a r t e r l y , Volume 18, 
No. 1 , (March, 1967), pp. 53 -9 . 
10, W i n t e r s , P» Ro, "Forecast ing Sales by E x p o n e n t i a l l y Weighted 
Moving Averages," Management Science ( A p r i l , 1960), pp. 324-342. 
