Many phenomena in biology, chemistry, physics, and engineering are modeled by a system of possibly nonlinear ordinary differential equations that are linear in their unknown constants. Current methods to estimate these parameters are computationally extremely intensive. In this paper estimators are presented that reduce the computational burden dramatically and that have desirable statistical properties. Their √ n-consistency is proved and simulation results illustrate their finite sample performance.
Introduction
Several processes in biology, chemistry, physics and engineering are described by a system of ordinary differential equations like x ′ (t) = F (x(t); θ), t ∈ [0, 1],
where x(t) takes values in R d , ξ in Ξ ⊂ R d , and θ in Θ ⊂ R p . In this paper we focus on the special, but common class of nonlinear systems that are linear in the parameter θ, namely with F (x(t); θ) = g(x(t))θ,
where the measurable function g : R d → R d×p maps the d-dimensional column vector x into a d × p matrix. Typically d ≤ p holds, but we will not presuppose this.
By integration (1) and (2) yield the system of integral equations
g(x(s)) ds θ, t ∈ [0, 1].
Given the values of ξ and θ the solution of (1)- (3) is denoted by x(t) = x(t; θ, ξ), t ∈ [0, 1].
In practice, the values of ξ and θ are unknown and one observes x(t; θ, ξ) with noise and at certain time points only. We denote the n observations by Y (t i ) = x(t i ; θ, ξ) + ε(t i ) , i = 1, . . . , n, 0 ≤ t 1 ≤ · · · ≤ t n ≤ 1,
where ε(t i ) is the unobserved d-dimensional column vector of measurement errors at time t i . Let x n (t), t ∈ [0, 1], be an estimator of x(t; θ, ξ) based on these observations. In view of (3) it makes sense then to estimate the parameters θ and ξ by minimizing 
where · denotes the Euclidean norm. Denote
g( x n (s)) ds , t ∈ [0, 1],
Minimizing the criterion function (5) with respect to ζ and η results in the direct estimators
where I d denotes the d × d identity matrix. Note that these estimators are well defined only if the inverse matrices in (7) and (8) exist. In case the initial value ξ is known, (8) may be used with ξ n replaced by ξ.
In Section 3 we present conditions that guarantee consistency and √ n-consistency of the estimators ξ n and θ n . As we will show in Section 4, the conditions on x n (·) are satisfied by a local polynomial type of estimator. For piecewise constant estimators of x(·) the estimators ξ n and θ n are particularly simple to compute and we will study these estimators in Section 5. Their nice practical properties will be presented in Section 6. In Section 7 we discuss our results while the proofs are relegated to Section 8.
Many methods for estimating parameters in systems of ordinary differential equations have been developed. For an extensive survey of recent developments in parameter estimation and structure identification of biochemical and genomic systems, see Chou and Voit (2009) . In order to estimate the true values of the vector parameters θ and ξ, the standard, classic approach is based on the ordinary least squares estimator (OLSE) and aims at minimizing over η ∈ Θ and ζ ∈ Ξ the function 1 n n i=1 Y (t i ) − x(t i ; η, ζ) 2 .
Here, for each η ∈ Θ and ζ ∈ Ξ the solution x(t i ; η, ζ) at t i is generated via numerical integration, and the minimization of the criterion function is done by searching the parameter space for the global minimum. Statistical properties of this method are studied in Xue, Miao and Wu (2010) for the situation that ξ ∈ Ξ is known. In their analysis, the authors consider both the measurement error and the numerical error and derive asymptotic results. However, Voit and Almeida (2004) demonstrate that the need to repeat numerical integration multiple times might increase the computational time for numerical integration up to 95% of the total computational time required for a gradient based optimization method. Therefore, other methods aim at bypassing the numerical integration. For example, in Gugushvili and Klaassen (2012) the observations are first smoothed, which results in an estimator x n (·) for the solution x(·; θ, ξ) of the system, and by differentiation in the estimator x ′ n (·) for x ′ (·; θ, ξ). Then their estimator for θ is the minimizer θ n over η ∈ Θ of the smooth criterion function
with w an appropriate weight function. Related methods have been suggested by Bellman and Roth (1970) and Varah (1982) . Under regularity conditions Gugushvili and Klaassen (2012) show that this smooth and match estimator (SME) θ n has the √ n-rate of convergence to θ. This is an example of the use of nonparametric "plug-in" or substitution estimators (see Goldstein and Messer (1992) and Bickel and Ritov (2003) ).
The OLSE and SME methods described above have been devised for systems that are not necessarily linear in their parameter vector. Hence these estimation methods may be too general to deal with models of type (1)-(3). Indeed, Gugushvili and Klaassen (2012) mentioned that in case of linearity (5) can be minimized straightforwardly. A similar observation was made in Brewer et al. (2008) . However, their methods are based on estimates of derivatives, and it is well known (see Voit (2000) and Chou and Voit (2009) ) that estimating derivatives from noisy data may be rather inaccurate. Our estimators (7) and (8) take advantage of the linearity in the parameter θ by avoiding estimation of derivatives altogether. Moreover, we also pay attention to estimation of the initial value ξ.
Last, we note that models of type (1)-(3) are spread over different fields. As examples consider the Lotka-Volterra system in population dynamics (see Edelstein-Keshet (2005) for details on this system); the FitzHugh-Nagumo system in neurophysiology (FitzHugh (1961) , Nagumo, Arimoto and Yoshizawa (1962) ); models describing HIV dynamics (Nowak and May (2000) ); models for the blood coagulation process (Hockin et al. (2002) ), to mention a few.
Identifiability
A prerequisite for consistent estimation is that the parameter is identifiable. We note that several notions of identifiability exist in the literature on parameter estimation of ODE systems, cf. Bellman andÅström (1970), Ljung and Glad (1994) and Miao et al. (2011) . In the present context, identifiability means that knowledge of a solution x(t), t ∈ [0, 1], for the system (1)- (3) yields the values of the parameters ξ and θ. For ξ = x(0) this is obviously true, while identifiability for θ means that for any θ ′ = θ we have x(·; θ ′ , ξ) = x(·; θ, ξ). From (3) we see that different values of θ may yield the same solution x(t), t ∈ [0, 1], if and only if the d rows of g(x(·)) take Lebesgue almost all their values in a proper linear subspace of R p . With a slight modification this necessary and sufficient condition for identifiability is formulated precisely in the following proposition. Proposition 1. Let ξ ∈ Ξ, θ ∈ Θ, and x(t) = x(t; θ, ξ), t ∈ [0, 1], satisfy the system (1)-(3) and assume that
are well-defined and finite.
A proof of this proposition is given in Subsection 8.1. Note that B is singular if and only if there exists a p-vector η = 0 with
which implies
and hence G(t)η = 0 for all t ∈ [0, 1]. Consequently, the d rows of g(x(t)), t ∈ [0, 1], take Lebesgue almost all their values in a proper linear subspace of R p . Reversely, this linear restriction on g(x(t)), t ∈ [0, 1], implies (12) and hence the singularity of B.
To conclude this section we note that the conditions for identifiability of the parameter θ and ξ do not guarantee the uniqueness of the solution x(t; θ, ξ) as a function of t. Indeed, for the existence and uniqueness of the solution x(·; θ, ξ) in some neighborhood of 0 the map g : R d → R d ×R p needs to be twice continuously differentiable (for this and other basic theorems see (Arnold, 1977 , Chapter 2)). As an example, consider for any positive α = 1 the (one dimensional) initial value problem
One may check that
is a solution for any τ ∈ [0, 1). Hence, there are infinitely many solutions for this initial value problem. Nevertheless, the parameter θ is identifiable which may be verified by calculating
Consistency
Comparing our estimators (7) and (8) to (10) and (11) we see that they are consistent if g(·) is continuous and x n (·) is a consistent estimator of x(·) in an appropriate sense. Indeed, with the notation x ∞ = sup t∈[0,1] x(t) we have the following result. Theorem 1. Let the model be defined by (1)-(3) with the map g :
continuous. Fix ξ ∈ Ξ and θ ∈ Θ and let x(·) = x(·; θ, ξ) exist and be bounded
Assume that θ is identifiable. If x n (·) is a consistent estimator of x(·) = x(·; θ, ξ) in the supnorm, i.e.,
then estimators ξ n and θ n as defined in (7) and (8) are consistent, i.e.,
holds as n → ∞.
Consequently, we have consistency of our estimators at all values of the parameters for which the conditions are satisfied. Note that in view of (3), x(·) is bounded if the map g(·) is bounded.
Note that if the system is not linear in its parameters then the criterion function (5) cannot be solved directly and one needs to search the parameter space for the minimum. This procedure requires that the criterion function separates the parameter space well (cf. equation (3.9) in Gugushvili and Klaassen (2012) ). In our case this condition is immediately satisfied.
In order to get consistency at a certain rate we need stronger conditions on g(·) and the estimator x n (·).
Theorem 2. Let the model be defined by (1)- (3) with the map g :
twice continuously differentiable. Fix ξ ∈ Ξ and θ ∈ Θ and let x(·) = x(·; θ, ξ) exist and be bounded on [0, 1] . Assume that θ is identifiable. Let x n (·) be an estimator of x(·) = x(·; θ, ξ) with
If for every bounded measurable function f : [0, 1] → R and each component
and
hold, then estimators ξ n and θ n as defined in (7) and (8) are consistent to the following order
is twice differentiable and all second derivatives of all components of g(·) are bounded, then the condition
is not needed in order to obtain (18).
Clearly with c n + d n + v n = O(n −1/2 ) this Theorem presents sufficient conditions for √ n-consistency. In the next section we present an estimator satisfying these conditions.
Smooth estimator of solution ODE
Our estimators θ n and ξ n are defined by (6)- (8) and are based on an estimator x n (·) of the solution x(·) of the ODE system (1)- (3). Clearly the quality of the estimators θ n and ξ n depends on the properties of the estimator x n (·), as is illustrated by the conditions of Theorem 2. Since the classical kernel estimators are inconsistent at the boundaries of the interval [0, 1], they do not satisfy these conditions. Consequently, we need other estimators of x(·).
Our choice here is to use a local polynomial type of estimator. Under the assumption that all components of the solution x(·) are C α -functions for some real α ≥ 1, we will approximate them by polynomials of degree ℓ = ⌊α⌋. This works as follows; cf. (Tsybakov, 2009 , Section 1.6). For a given point t i , i = 1, . . . , n, and for t sufficiently close to t i the d-vector x(t i ) equals approximately
where b = b n > 0 is a bandwidth, the (ℓ + 1)-vector U (u) is a column vector, and ν(t) is a d × (ℓ + 1)-matrix. Let K(·) be some appropriate kernel function and define
The local polynomial estimator of order ℓ of x(t) is the first column of the d × (ℓ + 1)-matrix ν n (t), i.e., x n (t) = ν n (t)U (0). For a fixed t this estimator is just a weighted least squares estimator ( (Tsybakov, 2009 , Section 1.6)) and it may be written as the linear estimator
with
The following conditions on the kernel K will assure that the matrix B n (t) is positive definite and the estimator (19) is unique.
Condition K
(i) The kernel K is symmetric around zero and has compact support, which lies within [−1, 1].
(ii) The kernel K is Lipschitz on R, i.e., there exists a finite constant
(iii) There exist constants K min > 0, δ > 0, and
(iv) The bandwidth b = b n satisfies b n ↓ 0 and nb n → ∞ as n → ∞.
Conditions (i) and (iv) above are typical assumptions in kernel estimation. The Lipschitz property in (ii) is needed when deriving upper bounds for the risk of the estimator with respect to the supremum norm. The lower bound for the kernel function in (iii) is needed to assure that the matrix B n (t) is positive definite. Local polynomial estimators are consistent and "automatically" correct for the boundaries. We note that some types of boundary kernel estimators have bias and variance that are of the same order. However, they have usually a complicated form and are not easy to implement (see Cheng, Fan and Marron (1997) for a discussion on this problem). The following theorem assures us that estimating x(·) by a local polynomial estimator fulfills the requirements of Theorem 2. A careful choice of the bandwidth b = b n will result in a √ n-rate for the estimators θ n and ξ n .
Theorem 3. Let the model be defined by (1)- (3) with the map g :
twice differentiable. Fix ξ ∈ Ξ and θ ∈ Θ and let x(·) = x(·; θ, ξ) exist. Suppose that for any j = 1, ..., d the component x j (t; θ, ξ) is a C α -function of t on the interval [0, 1] for some real α ≥ 1. Assume that θ is identifiable.
Let the observations be given by (4) with t i = i/n, i = 1, ..., n. Assume that ε j (t i ), i = 1, ..., n, j = 1, ..., d, are i.i.d. with mean 0 and finite variance σ 2 ε . Let the estimator x n (·) for x(·) be given in (19) with ℓ = ⌊α⌋ and b = n −1/(2α) . Let the estimators ξ n and θ n be defined in (7) and (8). Under Assumption K the estimators θ n and ξ n are
holds, in the following cases:
1. α ≥ 3/2 and g(·) has continuous second derivatives, 2. α ≥ 1 and g(·) has bounded second derivatives.
Gugushvili and Klaassen (2012) study systems that are not necessarily linear in the parameters. To prove √ n-consistency of their estimator they need Gaussianity or boundedness of the measurement errors. Here just mean 0 and finite variance suffice.
Notice that for any θ ∈ Θ and ξ ∈ Ξ the component x j (t; θ, ξ) of the solution is a C α -function in t in a neighborhood of 0 provided the map g is C α in its argument( (Arnold, 1977, p. 52 , Section 7.6, Corollary 4)).
The method developed above is based on the preliminary step of smoothing the observations. As a result, the performance of this method is heavily based on the choice of the smoothing parameter. This choice is not trivial in practice (see e.g., Ramsay et al. (2007) , Qi and Zhao (2010) and Gugushvili and Klaassen (2012) ), especially if one deals with a large system and if the underlying system has "fast" and "slow" components. In that case, using different bandwidths for different components makes more sense. However, the proof of Theorem 3 will show that for α ≥ 3/2 the choice b = n −1/3 always suffices.
Step function estimator of solution ODE
The choice of smoothing parameters as needed for the estimators discussed in the preceding Section 4, may be avoided in situations like the following repeated measures model,
with t i = i/I, i = 1, . . . , I. Hence, we observe J i repeated measures of x(t i ) for each time point t i , which means that we have n = I i=1 J i observations in total. This is common practice in many fields and therefore makes a quite reasonable experimental setup.
Within this observation scheme it is natural to estimate x(t i ) by
and even to estimate x(t) by
where we complete the definition of x I (t) on [0, 1] by x I (0) = x I (t 1 ). This definition does not mean that we intend to estimate the initial value x(0; θ, ξ) = ξ by x I (0). The estimator x I (·) is a preliminary estimator of x(·; θ, ξ) that will be used to construct a more accurate estimator of ξ than x I (0). In a similar way we estimate G(t) defined in (9) by
Consider the criterion function (cf. (5))
and denote
Minimizing the criterion function (23) with respect to ζ and η results in the direct estimators
where I d denotes the d × d identity matrix. These estimators are √ n-consistent if the number of time points I is of order √ n and for most time points t i the sample size J i is of order √ n too. We formulate this accurately in the following theorem. 
If the second derivatives of each component of g(·) are continuous or bounded, then
holds.
Note that var ( x I (0)) = σ 2 ε /J 1 holds, and that estimating ξ via x I (0) would not yield the best possible rate, unless J 1 is of exact order n. Indeed, the √ nrate is achievable by ξ I using the information from all I time points.
Simulation examples
The non-smooth estimation method avoids smoothing and therefore is easy to apply. We now present numerical results for parameter estimation in several models. First we apply our method to estimation of parameters in the LotkaVolterra system (see Edelstein-Keshet (2005) for details on this system). Then we study the FitzHugh-Nagumo system (FitzHugh (1961) , Nagumo, Arimoto and Yoshizawa (1962) ) and last we consider a specific model for HIV viral fitness experiments (Nowak and May (2000) ).
The Lotka-Volterra system
The Lotka-Volterra system is a population dynamics model that describes evolution over time of the populations of two species, predators and their preys. In mathematical terms the Lotka-Volterra model is described by a system consisting of two equations and depending on the parameter θ = (θ 1 , θ 2 , θ 3 , θ 4 )
T . The system takes the form
(27) Here x 1 represents the size of the prey population and x 2 of the predator population.
We set θ 1 = 0.1, θ 2 = 0.9, θ 3 = 0.9, θ 4 = 0.5 and the initial conditions (ξ 1 , ξ 2 ) = (1, 0.5). The data consist of I = 100 noisy observations of x 1 and x 2 at 0.5 time units on the interval [0, 49.9] according to measurement error model (21). The errors are i.i.d Gaussian with zero mean and σ 1 = σ 2 = 0.5. The initial values are estimated as well. We run two experiments, one with no repeated measures, i.e., J i = 1 and another with J i = 10 repeated measures for i = 1, . . . , I. Typical results for one realization are displayed in Figure 1 and Figure 2 respectively. The difference in the quality of estimation is substantial.
The FitzHugh-Nagumo system
The FitzHugh-Nagumo model is a system with two states proposed for studying and simulating the animal nerve axon (FitzHugh (1961), Nagumo, Arimoto and Yoshizawa (1962) ). Specifically, this model is used in neurophysiology as an approximation of the observed spike potential and takes the form
The voltage x 1 (t) moving across the cell membrane depends on the recovery variable x 2 (t).
This model was studied also by Ramsay et al. (2007) and Campbell and Steele (2012) who pointed out some difficulties in estimating the parameters for this ODE system. The true signals are generated by solving the system at 0.05 time units on the interval [0, 19.95] (I = 400) based on the parameters θ 1 = 3, θ 2 = 0.2, θ 3 = 0.2 with initial values ξ 1 = −1, ξ 2 = 1. Although this system is not strictly linear in the parameters, we can still use our method. Define the extended parameter vector to be θ := (θ 1 , 1/θ 1 , θ 2 /θ 1 , θ 3 /θ 1 ) T = (3, 0.3333, 0.0667, 0.0667) T .
Estimation based on one realization from the observations model (21) (J i = 10, i = 1, . . . , I) where the errors are Gaussian with σ 1 = σ 2 = 0.5 resulted in the estimates 2.9599, 0.3367, 0.0681, 0.0466 respectively. The initial values are considered as known. Now, there are two strategies to proceed. The first one is to take the value 2.9599 as an estimate for θ 1 and adjust θ 2 and θ 3 accordingly. This resulted in the estimates 0.2016, 0.1379 for θ 2 , θ 3 respectively. The second strategy is to estimate θ 1 by 1/0.3367 and adjust θ 2 and θ 3 accordingly. This resulted in the estimates 2.9699, 0.2023, 0.1384 for θ 1 , θ 2 , θ 3 respectively. The difference between these two estimates is small. Indeed, a visual inspection verified that the resulted plots are similar. The fitted solution based on the first strategy is displayed in Figure 3 . We note that for the same experimental setup (without repeated measures) but using population MCMC techniques, Campbell and Steele (2012) illustrated that the resulting posterior for θ 1 has three modes around 0.5, 3 and 9. 
Model of HIV viral fitness experiments
We now apply our method to a model for HIV viral fitness experiments. This is a classical HIV dynamics model with both constant and time varying parameters (Nowak and May (2000) ). Different statistical aspects of it were studied in Wu et al. (2008) , Miao et al. (2008) , Miao et al. (2009) and Xue, Miao and Wu (2010) . Here we consider the three dimensions model studied in Xue, Miao and Wu (2010) . Let x 1 be the concentration of uninfected target CD4 + T cells, x 2 be the concentration of infected CD4 + T cells and x 3 be the viral load, then the model takes the form (29) where θ 1 is the proliferation rate of uninfected CD4 + T cells, θ 2 the death rate of uninfected CD4 + T cells, θ 3 the infection rate depending on antiviral drug efficacy, θ 4 the death rate of infected cells, θ 5 the clearance rate of free virions and θ 6 the number of virions produced by a single infected cell on average. In another form of this model the parameter θ 3 is time dependent. We note that Xue, Miao and Wu (2010) consider the case where x 1 and x 2 can not be measured separately while Miao et al. (2008) study a similar model for which all states are measured. Here we assume that all concentrations are measured and following Xue, Miao and Wu (2010) our goal is to estimate the parameter vector θ = (θ 1 , θ 3 , θ 5 , θ 6 ) T while treating all other parameters (and initial values) as known.
According to the papers cited above we designed the following experiment. We first generate the pure signals x 1 , x 2 , x 3 over the time interval 0(0.5)19.9 (I = 40) based on (ξ 1 , ξ 2 , ξ 3 ) T = (600, 30, 10 5 ) T and θ 1 = 36, θ 2 = 0.108, θ 3 = 9.5 * 10 −6 , θ 4 = 0.5, θ 5 = 1000, θ 6 = 3. Then we add noise to each solution according to the measurement error model (21) with J i = 10, i = 1, . . . , I and σ 1 = 43, σ 2 = 12.5, σ 3 = 2446. These noise levels correspond to approximately 20% of the average value (over the time interval) of x 1 , x 2 and x 3 respectively. Since θ 4 is considered as known there is no problem in estimating θ 5 directly. The resulting mean parameter estimators over 500 Monte Carlo simulations are θ 1 = 35.725, θ 3 = 1.167 * 10 −5 , θ 5 = 2914.919 and θ 6 = 8.575. The initial values were considered as known. In Xue, Miao and Wu (2010) better estimation results have been achieved for the same sample size. They use a method that is based on solving the system for each candidate parameter vector and minimizing an appropriate objective function. In order to study the effect of the sample size in this specific example we ran the same simulation setup for the time interval 0(0.1)19.99 (I = 200) which resulted in θ 1 = 36.032, θ 3 = 1 * 10 −5 , θ 5 = 1277.352 and θ 6 = 3.790. The improvement is clear.
Different error distributions
We close this section by presenting some simulation for the Lotka-Volterra system under two types of error distributions. The goal here is merely to have a better understanding of the finite sample behavior of the estimator in the case of repeated measures. In each simulation the data consist of I = 30 noisy observations of x 1 and x 2 with J repeated measures at each time point. The errors are i.i.d. Gaussian or Laplace with zero mean and σ 
Discussion
In this paper we have presented a parameter estimation method for systems of ODEs that are linear in their parameters. The method is based on first estimating the solution of the system and then directly estimating the parameters. It results in an estimator that is consistent at a √ n-rate and that does not need repeated numerical integration of the system, provided the estimator of the solution of the system is sufficiently accurate. We have studied two specific, sufficiently accurate estimators of the solution of the system, namely a local polynomial estimator and an estimator based on averages. This second estimation method is particularly simple to implement, but can be applied only in case of repeated measures. Since no searching algorithm is involved, both resulting parameter estimators execute extremely fast compared to the traditional estimation methods based on least squares.
Our simulation results illustrate the good finite sample properties of our estimators. All simulations were executed in Matlab. The original code for executing these simulations and for implementing the method for user data will be sent by the first author upon request. 
and hence
g(x(s)) ds η is constant and thus equals 0 for all t ∈ [0, 1]. It follows that
which contradicts the nonsingularity of B.
Equalities (10) and (11) may be verified now by substituting the right hand side of (3) for x(t).
(ii) If B would be singular, there would exist a p-vector η with
which would imply G(t)η = 0 for all t ∈ [0, 1]. Consequently, (3) yields
for all α ∈ R, and x(·) would not determine θ.
Remark 1. Interestingly, the start of the proof of Proposition 1 may also be formulated via the concept of Schur complement. Let
where the entries of the matrix M are defined in (9). If B is nonsingular, then the Schur complement of B with respect to M is Haynsworth (1968) ). Moreover, note that
Taking determinants of both sides it is immediately clear that
Consequently, if B is nonsingular and I d − AB −1 A T is singular then M is singular. This implies that we can find a vector (x, y) = 0 such that I d x + Ay = 0 and A T x + By = 0 (note that y = 0 otherwise x = 0). Solving the first equation for x and plugging into the second equation we obtain (30) with η = y.
Proof of Theorem 1
Denote the supnorm of
is bounded and uniformly continuous on B M+1 .
Fix ε > 0. There exists a δ > 0 such that for all x, y ∈ B M+1 with x−y < δ the inequality g(x) − g(y) < ε holds, with the norm · of a matrix equal to the square root of the sum of squares of the components of the matrix. Consequently, x n − x ∞ < δ implies 1 0 g( x n (t)) − g(x(t)) dt < ε, and hence we have
Together with the consistency (13) of x n (·) this implies
Since g(·) is bounded on B M+1 and x(·) is bounded on [0, 1], so is G(·). Consequently, (31) yields boundedness of G n (·) on [0, 1] in probability, and dominated convergence yields
Since the consistency (13) of x n (·) also implies P ( x n ∞ > M + 1) → 0, again by dominated convergence we obtain the consistency of (7) and (8).
Proof of Theorem 2
We start with a lemma that will be used in the sequel. 
holds, where · is the Euclidean norm of a matrix.
Proof : Denote by ∂g j,k (x)/∂x the d-dimensional row vector of first derivatives of the entry g j,k of the matrix g, and by ∂ 2 g j,k (x)/∂x 2 the d×d-matrix of second derivatives. The following Taylor expansion holds
In view of x ∞ < ∞ and the continuity of the partial derivatives of g j,k (·) the function s → ∂g j,k (x(s))/∂x is bounded on [0,1]. By (16) and (14) this implies
Similarly, in view of x ∞ < ∞, of x n ∞ = O p (1), and of the continuity of the partial second derivatives of
is bounded in probability. By (15) and (14) this implies
Combining (32), (33), and (34) we arrive at = O p (c n + d n + v n ) .
Note that x n ∞ = O p (1) is used in the argument leading up to (34) in order to obtain boundedness of s → ∂ 2 g j,k (x(s) + µ ( x n (s) − x(s))) /∂x 2 in probability. If all second partial derivatives of all g j,k (·) are bounded, x n ∞ = O p (1) is not needed for this. Moreover, continuity of the second derivatives is not needed for this either. The proof of the Lemma is complete.
Proof of Theorem 2 By Lemma 1 we have
Similarly,
Applying the Cauchy-Schwarz inequality and by the fact that 1 0 || G n (t)|| 2 dt is bounded in probability, we also have
By (14), (17), and an argument similar to the one leading to (33), we obtain
Writing θ n − θ and ξ n − ξ as telescoping sums in which sequentially deterministic elements are replaced by the corresponding random ones, and applying Lemma 1, (38), and the argument for (33) repeatedly, we obtain a proof of the theorem.
Proof of Theorem 3
The following lemma assures us that the local polynomial estimator x n satisfies the conditions as required in Theorem 2.
Lemma 2. Let the model be defined by (1)-(3). Suppose that for any j = 1, ..., d the solution x j (t; θ, ξ) is a C α -function of t on the interval [0, 1] for some positive real α ≥ 1.
Let the observations be given by (4) where we have t i = i/n, i = 1, ..., n and the estimator for x(·) be defined in (19) . Assume that the errors ε j (t i ), i = 1, ..., n, j = 1, ..., d, are i.i.d. and have mean Eε j (t i ) = 0 and variance Eε j (t i ) 2 = σ 2 ε < ∞. Under Condition K
hold, and for any j = 1, ..., d and any bounded measurable function f (·) 
hold.
To prove (39), we note that Proposition 1.12, (1.82), and (1.83) of Tsybakov (2009) yield
Choosing M = O(n 1/3 b −1 ) we see that (44) and (45) imply (39).
Applying Theorem 2, we see that Lemma 2 with b = b n = n −β implies Theorem 3, if the following choices are being made:
1. 1/(2α) ≤ β ≤ 1/3, 2. 1/(2α) ≤ β ≤ 1/2.
The optimal convergence rate for (41) is n −2α/(2α+1) , which is obtained by b = b n = n 1/(2α+1) . Compared to this, undersmoothing is needed to control the bias in (40).
Proof of Theorem 4
To prove this theorem we apply Theorem 2 with x n (·) replaced by x I (·) from (22). However, Theorem 2 is valid for the estimator based on G I (t) = t 0 g ( x I (s)) ds, 0 ≤ t ≤ 1, which differs from G I (·), albeit very little. In fact we have (cf. Lemma 1)
Indeed, 
For any bounded measurable function f (·) and the hth component x I,h (·) of
x I (·) we obtain by (25) 
