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HOMOGENEOUS 2-SHIFTS
SOMNATH HAZRA
Abstract. The classification of homogeneous scalar weighted shifts is known. Recently, Kora´nyi
obtained a large class of inequivalent irreducible homogeneous bi-lateral 2-by-2 block shifts. In this
paper, we construct two distinct classes of examples not in the list of Kora´nyi. It is then shown that
these new examples of irreducible homogeneous bi-lateral 2-by-2 block shifts, together with the
ones found earlier by Kora´nyi, account for every unitarily inequivalent irreducible homogeneous
bi-lateral 2-by-2 block shift.
1. Introduction
Let Mo¨b denote the Mo¨bius group of all biholomorphic automorphisms φ of the unit disc
D := {z ∈ C : |z| < 1}. These are of the form φ(z) = eiθ z−a1−a¯z , θ ∈ R, a ∈ D.
Definition 1.1. A bounded linear operator T on a complex separable Hilbert space H is said to
be homogeneous if the spectrum of T is contained in D, the closed unit disc and φ(T ) is unitarily
equivalent to T for every φ in Mo¨b.
These assumptions on an operator T and the Hilbert space H, namely that the operator is
linear and bounded, the Hilbert space is complex and separable will be in force throughout this
paper.
If T is an irreducible homogeneous operator, then there exists a unique (up to equivalence)
projective representation pi of Mo¨b such that φ(T ) = pi(φ)∗Tpi(φ), φ ∈ Mo¨b. It was shown in [3]
that any irreducible homogeneous operator must be a block shift. All homogeneous scalar shifts
were listed in [3]. Kora´nyi discovered the first examples of irreducible homogeneous bi-lateral
2-by-2 block shifts. All the unilateral n-by-n block shifts in the Cowen-Douglas class have been
listed in [6].
The classification result in [3] was obtained by identifying the associated representation pi of a
fixed but arbitrary homogeneous scalar shift. In this paper, we adopt this technique to the case
of homogeneous 2-by-2 block shifts. The possibilities for the associated projective representation,
in this case, are given in Section 3. Picking any one of these representation, say pi, we determine
the set
{T : φ(T ) = pi(φ)∗Tpi(φ), φ ∈ Mo¨b}.
This is achieved by dividing the list of projective representation associated with T according to
the number of irreducible components in it. There are three such possibilities which are given in
Theorem 3.2. We show that the operator T for which the associated representation is either a
direct sum of three or four irreducible representations as described in the second and the third
case of the Theorem 3.2, is reducible.
In the remaining case, where the associated representation is a direct sum of two irreducible
Continuous series representations, some of the operators T that occur were already discovered by
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Kora´nyi. We complete the list by identifying the remaining irreducible homogeneous bi-lateral
2-by-2 block shifts. The main Theorem of this paper is stated at the very end of the paper.
2. Preliminaries
The definition of homogeneous operator while ensuring the existence of a unitary operator Uφ
intertwining φ(T ) with T does not impose any additional condition on the map φ 7→ Uφ. To
investigate some of these properties, we recall some basic notions from representation theory of
locally compact second countable (lcsc) groups, in particular, the Mo¨bius group. Most of what
follows is from [3, 2].
Definition 2.1. Let G be a locally compact second countable group, H be a Hilbert space and
U(H) be the group of unitary operators on H. A Borel function pi : G → U(H) is said to be a
projective unitary representation of G on the Hilbert space H, if
pi(1) = I, pi(gh) = m(g, h)pi(g)pi(h); g, h ∈ G,
where m : G × G → T is a Borel function. (In this paper, a representation or a projective
representation will always mean a projective unitary representation.)
The function m associated with a projective representation pi is called the multiplier of pi and
satisfies the equations
m(g, 1) = m(1, g) = 1, m(g1, g2)m(g1g2, g3) = m(g1, g2g3)m(g2, g3)
for all g, g1, g2 and g3 in G. Two multipliers m and m˜ are said to be equivalent if there is a Borel
function f : G→ T such that m(g, h) = f(gh)f(g)f(h)m˜(g, h), g, h ∈ G.
Let pi1 and pi2 be two projective representations of G on Hilbert spaces H1 and H2, respectively.
The representations pi1 and pi2 are called equivalent if there exists a unitary operator U : H1 → H2
and a Borel function f : G→ T such that
pi1(g) = f(g)U
∗pi2(g)U
holds for all g in G.
Definition 2.2. Let T be a homogeneous operator on a Hilbert space H. If there is a projective
representation pi of Mo¨b on H with the property
φ(T ) = pi(φ)∗Tpi(φ), φ ∈ Mo¨b,
then pi is said to be the representation associated with the operator T.
A homogeneous operator need not possess an associated representation. However, [3, Theorem
2.2] says that for every irreducible homogeneous operator, there exists a unique (upto equivalence)
projective representation associated with it.
We fix some notation and terminology that will be used throughout this paper. For any
projective representation pi of Mo¨b, let pi# be the representation of Mo¨b defined by pi#(φ) = pi(φ∗)
where φ∗(z) = φ(z¯), z ∈ D, for every φ in Mo¨b.
Proposition 2.3. [3, Proposition 2.1] Suppose T is a homogeneous operator and pi is an asso-
ciated representation of T . Then the adjoint, T ∗, is also homogeneous and pi# is an associated
representation of T ∗. If T is invertible, then T−1 is also homogeneous and pi# is an associated
representation of T−1. In particular T and T ∗−1 have the same associated representation.
A complete list of irreducible projective representations of Mo¨b is given in [3, List 3.1]. The
Complementary series representations and the Principal series representations are together called
Continuous series representations.
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A projective representation pi of Mo¨b on a Hilbert space H, containing a dense subspace M
consisting of functions on some set X, is called a multiplier representation if(
pi(φ−1)f
)
(x) = c(φ, x)(f ◦ φ)(x), φ ∈ Mo¨b, f ∈M, x ∈ X
where c is a non-vanishing measurable function on Mo¨b×X.
Theorem 2.4. [3, Theorem 2.3] Suppose there is a multiplier representation pi of Mo¨b on a
Hilbert space H, containing a dense subspace M consisting of functions on some set X. Suppose
the operator T given on M by
(Tf)(x) = xf(x), f ∈M, x ∈ X
leaves M invariant and has a bounded extension to H. Then the extension of T is homogeneous
and pi is associated with T .
From the list of the irreducible projective representations of Mo¨b ([3, List 3.1]), we see that every
irreducible projective representation of Mo¨b is a multiplier representation. Therefore Theorem
2.4 says that if the multiplication by the coordinate function on the representation space of an
irreducible projective representation of Mo¨b is bounded, then it must be homogeneous. Indeed
this is true and a complete list of homogeneous operators is given in [3, List 4.1].
A bounded operator T on a Hilbert space H is said to be a shift if H admits a direct sum
decomposition of the form ⊕i∈IHi, where each Hi is a closed subspace of H and T maps Hi into
Hi+1, i ∈ I. The operator T is a bi-lateral, forward or backward shift according as I equals Z,
{n ∈ Z : n ≥ n0} or {n ∈ Z : n ≤ n0}. If there is a decomposition of the Hilbert space on which
the operator T acts as a shift and if T is irreducible, then this decomposition must be unique (see
[3, Lemma 2.2]).
Definition 2.5. An irreducible operator T is said to be an n-shift if dim Hi = n, for all i ∈ I
except for finitely many of them. In the paper of Kora´nyi [4], the 2 shifts were called 2-by-2 block
shifts.
All irreducible homogeneous forward (and consequently backward) n-shifts are described in [5].
First example of an irreducible homogeneous bilateral 2-shift was given by Kora´nyi in [4]. In [4], a
three parameter family of irreducible homogeneous bilateral 2-shifts was constructed by Kora´nyi
using [4, Lemma 2.1], which also follows by combining [2, Theorem 5.3] and [1, Proposition 2.4].
Recall from [4, Lemma 2.1] that if pi(φ)∗Tipi(φ) = φ(Ti), i = 1, 2, for some representation of
Mo¨b, then the operator
(
T1 α(T1−T2)
0 T2
)
, α > 0, is homogeneous. From the list of homogeneous
weighted shifts ([3, List 4.1]), we see that for 0 < a < b < 1, the bi-lateral shifts T (a, b) and T (b, a)
with weights
√
n+a
n+b and
√
n+b
n+a , respectively, are homogeneous and the associated representation
is the Complementary series pi = Cλ,σ, where λ = a+ b− 1 and σ = (b− a)/2. Consequently, the
operator
(
T (a,b) α(T (a,b)−T (b,a))
0 T (b,a)
)
, α ∈ C, is homogeneous. In [4], Kora´nyi shows that the family
C :=
{
T (a, b, α) =
[
T (a, b) α(T (a, b) − T (b, a))
0 T (b, a)
]
: 0 < a < b < 1, α > 0
}
contains all irreducible homogeneous operators, modulo unitary equivalence, whose associated
representation is Cλ,σ ⊕ Cλ,σ. In this paper, we describe all irreducible homogeneous 2-shifts up
to unitary equivalence completing the list of irreducible homogeneous 2-shifts of Kora´nyi.
3. Representation associated with an irreducible homogeneous 2-shift
In this section, we describe the associated representation of an irreducible homogeneous 2-shit.
Let K be the maximal compact subgroup consisting of those elements of Mo¨b which fix the point
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0. Recall that a subspace
Vn(pi) := {h : pi(k)h = k
−nh, k ∈ K}
of the representation space H is said to be K-isotypic. Setting I(pi) = {n ∈ Z : dim Vn(pi) 6= 0},
we note that the operator T must be a shift from Vn(pi) to Vn+1(pi), n ∈ I(pi) by virtue of [3,
Theorem 5.1]. The set I(pi) is said to be connected if for any three elements a, b, c in Z with
a < b < c and a, c ∈ I(pi), then b ∈ I(pi) (see [3, Definition 3.5]).
Theorem 3.1. Suppose T is an irreducible 2-shift homogeneous operator. Then the associated
representation pi is the direct sum of two or three or at most four irreducible representations.
Proof. Let T be an irreducible homogeneous 2 - shift and pi be the associated representation.
Since the K-isotypic subspace of an irreducible projective representation is one dimensional (cf.
[3, Theorem 5.1]), it follows that pi cannot be irreducible.
Thus we may assume without loss of generality that pi is a direct sum of two non-trivial repre-
sentations, say, pi00 ⊕ pi22. If both of them are irreducible, then we are done.
If not, one of them, say, pi00 must be reducible. Then pi00 is the direct sum of two non-trivial
representations, namely, pi00 = pi01⊕pi21. Hence pi = pi01⊕pi21⊕pi22. If all of them are irreducible,
then we are done.
If not, one of them, say pi01, is reducible. Then pi01 is the direct sum of two non-trivial
representations, namely, pi01 = pi11 ⊕ pi12. Then
pi = pi11 ⊕ pi12 ⊕ pi21 ⊕ pi22.
Now, we claim that each summand in pi must be irreducible. If not, then one of them, say, pi11
is reducible. Then pi11 = σ⊕ ρ, where σ and ρ are non-trivial representations. Therefore, we have
the decomposition
pi = σ ⊕ ρ⊕ pi12 ⊕ pi21 ⊕ pi22.
Now [3, Lemma 3.2] says that connected component of each I(σ), I(ρ), I(pi12), I(pi21) and
I(pi22) is unbounded. Therefore, each of I(σ), I(ρ), I(pi12), I(pi21) and I(pi22) contains a tail of
Z. This implies that one tail of Z must occur three times. Therefore, dimVn(pi) ≥ 3 for all those
n in that tail of Z which occurs three times in I(pi). This contradicts the assumption that the
operator T is a 2 - shift. Therefore each of pi11, pi12, pi21 and pi22 must be irreducible. 
The following theorem lists the possibilities of the associated representation for an irreducible
homogeneous 2-shift T.
Theorem 3.2. If T is an irreducible homogeneous 2-shift and pi is the associated representation,
then pi must be of the form
pi = ⊕2i=1pii : In this case, the only possibilities for pi1 and pi2 are that they must be
simultaneously one of the holomorphic Discrete series, anti-holomorphic Discrete series
or Continuous series representations.
pi = ⊕3i=1pii : In this case, one of the summands must be a Continuous series represen-
tation. Among the other two, one of them must be a holomorphic Discrete series and the
other one an anti-holomorphic Discrete series representation.
pi = ⊕4i=1pii : In this case, two of the summands must be holomorphic Discrete series
representations while the other two summands must be anti-holomorphic Discrete series
representations simultaneously.
Proof. Suppose pi is a direct sum of two irreducible representations, say, pi = pi1⊕pi2. If one of them
is a holomorphic Discrete series representation then the other one also has to be a holomorphic
Discrete series representation. Suppose not, then there is at least one tail I of Z such that the
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dimension of Vn(pi), n ∈ I, is one. Similarly, if one of them is an anti-holomorphic Discrete series
representation then the other one has to be an anti-holomorphic Discrete series representation.
It follows that if one of these representations is from the Continuous series, then the other one
cannot be either the holomorphic or the anti-holomorphic Discrete series representation. This
completes the proof of the first case.
If pi is a direct sum of three irreducible representations, then one of them must be from the
Continuous series representations. If not, all the three summands are from the Discrete series
representations. In consequence, the existence of a tail I in Z such that dimension of Vn(pi),
n ∈ I, is either one or three follows. This contradiction proves our claim. If one of the summands
is a Continuous series representation, then the other two cannot be simultaneously holomorphic
or anti-holomorphic Discrete series representations. If not, we find a tail I in Z for which the
dimension of Vn(pi), n ∈ I, is 3, which is a contradiction.
Now suppose pi is the direct sum of four irreducible representations, say pi1 ⊕ pi2 ⊕ pi3 ⊕ pi4.
If one of them is a Continuous series representation, then there exists a tail of Z for which the
dimension of Vn(pi) is greater than or equal to 3. So, none of the representations pii, 1 ≤ i ≤ 4,
are from the Continuous series representations. Thus each one of the representations pi1, pi2, pi3, pi4
must be from the Discrete series. Now if three of them are either from the holomorphic or anti-
holomorphic Discrete series representations, then the dimension of Vn(pi) must be greater than or
equal to 3 for n in some tail of Z. Therefore if pi is a direct sum of four irreducible representation,
then two of them have to be holomorphic Discrete series representations and the other two have
to be anti-holomorphic Discrete series representations. 
Each of the three cases enumerated in Theorem 3.2 is analysed in the following Sections.
4. The associated representation is the direct sum of two representations from
the Continuous series
In this section, we find all the irreducible homogeneous operators for which the associated
representation is a direct sum of two Continuous series representations. This naturally splits into
several cases. In the paper [4], the case when the associated representation pi is the direct sum
Cλ,σ ⊕ Cλ,σ, is discussed. Here we begin with the case when pi = pi1 ⊕ pi2, pi1, pi2 are form the
Principal series.
4.1. pi = Pλ,s ⊕ Pλ,s. In this subsection, we find all the irreducible homogeneous operators for
which the associated representation pi is of the form Pλ,s ⊕ Pλ,s. It is convenient to separate two
cases, namely, the case of s = 0 and that of s 6= 0.
4.1.1. The case “s 6= 0”: In what follows, we assume s 6= 0. Let B(s) be the bounded linear
transformation on L2(T) obtained by requiring that
B(s) zn =
n+ 1+λ2 + s
n+ 1+λ2 − s
zn+1, n ∈ Z.
Thus it is the weighted bilateral shift with weight sequence
{
wn =
n+ 1+λ
2
+s
n+ 1+λ
2
−s
}
. Let B be the
multiplication by the coordinate function on L2(T). The operator B is the unweighted bi-lateral
shift. Both the operators B(s) and B are known to be homogeneous [3, Theorem 5.2]. Each of
the Principal series representations may be taken to be the associated representation for both of
these operators.
Proposition 4.1. Let S be an operator on L2(T). Suppose that for all φ in Mo¨b, we have
(4.1) SPλ,s(φ)− e
iθPλ,s(φ)S = aB(s)Pλ,s(φ)S + aSPλ,s(φ)B.
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Then S = α (B(s)−B) for some α ∈ C.
Proof. Using homogeneity of B(s) and B, it is easy to see that α(B(s)−B) satisfies (4.1) for all
α ∈ C. We show that these operators are the only solutions of the equation (4.1).
For the proof, let S be any operator for which (4.1) holds. From the equation (A.3), in the
Appendix, it follows that S is a weighted shift operator with respect to the orthonormal basis
{zn} in L2(T). Let {αn} be the weight sequence of S. Now we find the value of αn. Now putting
m = n in the equation (A.4) and then comparing the coefficient of r, we get
αn−1(λ+ 2n− 1− 2s) = αn(λ+ 2n+ 1− 2s).
An easy induction argument shows that αn = α
(
n+ 1+λ
2
+s
n+ 1+λ
2
−s
− 1
)
for some α ∈ C. This shows that
S = α(B(s)−B) for some α ∈ C.

Corollary 4.2. The operator
[
B(s) α(B(s)−B)
0 B
]
is homogeneous with associate representa-
tion Pλ,s ⊕ Pλ,s.
Proof. The proof follows from [4, Lemma 2.1]. 
It is evident that
[
B(s) α(B(s)−B)
0 B
]
and
[
B(s) β(B(s)−B)
0 B
]
are unitarily equivalent when |α| = |β|.
A particular case of what is proved in [4, Lemma 1.1] is that
[
B(s) α(B(s)−B)
0 B
]
and
[
B α(B−B(s))
0 B(s)
]
are unitarily equivalent. We show that these are irreducible, which is very similar to the proof of
[4, Theorem 1.2].
Theorem 4.3. For a fixed but arbitrary α > 0, the operator T :=
[
B(s) α(B(s)−B)
0 B
]
is
irreducible.
Proof. Let H(n) be the subspace of L2(T)⊕ L2(T) spanned by the orthonormal set
Bn =
{(
zn
0
)
,
(
0
zn
)}
.
Clearly, T sends H(n) to H(n+ 1). Let Tn := T|H(n). The matrix representations of Tn, T
∗
n with
respect to Bn and Bn+1 are of the form[
wn α(wn − 1)
0 1
]
and
[
w¯n 0
α(w¯n − 1) 1
]
,
respectively. The operators An = T
∗
nTn and Bn = Tn−1T
∗
n−1 map H(n) to H(n), their matrix
representation with respect to the orthonormal basis Bn is easy to compute, namely,
An =
[
1 α(1 − w¯n)
α(1− wn) 1 + α
2|wn − 1|
2
]
and Bn =
[
1 + α2|wn−1 − 1|
2 α(wn−1 − 1)
α(w¯n−1 − 1) 1
]
.
Since determinant of An is 1 and An 6= I, it follows that the eigenvalues of An are of the form
λ2n,
1
λ2n
for some real number λn > 1. Consequently, the trace of An is λ
2
n +
1
λ2n
. Thus λ2n +
1
λ2n
=
2 + α2|wn − 1|
2 and therefore
(
λn −
1
λn
)2
= α2|wn − 1|
2.
Now suppose there exists n,m such that |wn − 1|
2 = |wm − 1|
2. Then putting the value of wn
and wm, we get |n +
1+λ
2 − s|
2 = |m + 1+λ2 − s|
2. Since s = ia, equivalently,
(
n+ 1+λ2
)2
+ a2 =(
m+ 1+λ2
)2
+ a2 and it follows that n = m or n + m + 1 + λ = 0. Consequently, if λ is not
an integer, then λn 6= λm for n 6= m. Since −1 < λ ≤ 1, the possible integer values of λ
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are either 0 or 1. If λ = 0 then λn = λ−n−1 and if λ = 1, then λn = λ−n−2. Note that
λn 6= λm if n 6= m and n,m ≥ 0. Let λ
(1)
n = λ2n, and λ
(2)
n =
1
λ2n
. Pick an orthonormal basis
{v
(1)
n , v
(2)
n } of H(n) which makes An diagonal. Then Anv
(i)
n = λ
(i)
n v
(i)
n . Let u
(i)
n = Tn−1v
(i)
n−1. Then
Bnu
(i)
n = Tn−1T
∗
n−1Tn−1v
(i)
n−1 = λ
(i)
n−1Tn−1v
(i)
n−1 = λ
(i)
n−1u
(i)
n . Also it is easily checked that u
(1)
n and
u
(2)
n are orthogonal. So, {u
(1)
n , u
(2)
n } is an orthogonal basis of H(n) which makes Bn diagonal.
Suppose u
(1)
n = cv
(1)
n for c ∈ C, then we show that u
(2)
n = dv
(2)
n for some d ∈ C. Find d1, d2 ∈ C
such that u
(2)
n = d1v
(1)
n + d2v
(2)
n . Taking inner product of v
(1)
n with u
(2)
n , we see that d1 = 0 using
the equality v
(1)
n =
1
cu
(1)
n and the orthogonality of the two vectors u
(1)
n , u
(2)
n . Thus we conclude
that u
(2)
n is a scalar multiple of v
(2)
n .
Similarly, we can show that if u
(1)
n is a scalar multiple of v
(2)
n , then u
(2)
n is a scalar multiple of
v
(1)
n . This shows that if one of {v
(1)
n , v
(2)
n } is a scalar multiple of one of {u
(1)
n , u
(2)
n }, then the same
is true of the other one. If this statement is true for all n, then we must have AnBn −BnAn = 0
for all n. But an easy computation shows that AnBn 6= BnAn for any n ≥ 1.
Now let K be a reducing subspace of T . Then K is an invariant subspace of both TT ∗ and T ∗T
and therefore, for f ∈ K, the projections of f onto any eigenspaces of TT ∗ and T ∗T are also in
K.
λ 6= 0, 1: Let An,i be the space spanned by the vector v
(i)
n . It is the eigenspace of T ∗T
with eigenvalue λ
(i)
n . Then L2(T) ⊕ L2(T) = ⊕n∈Z,i=1,2An,i. Let f ∈ K. Then f =∑
n∈Z,i=1,2
αn,iv
(i)
n . Since f is non-zero, we can find n, i such that αn,i 6= 0. Therefore, the
vector v
(i)
n is in K. This implies that K ∩H(n) 6= ∅, for some n ∈ Z.
λ = 0: Let An,i be the space spanned by the two vectors v
(i)
n , v
(i)
−n−1. It is the eigenspace of
T ∗T with eigenvalue λ
(i)
n . Then L2(T) ⊕ L2(T) = ⊕n≥0,i=1,2An,i. Now suppose f ∈ K.
Then
f =
∑
n≥0,i=1,2
αn,ihn,i,
where hn,i is in An,i. Since f 6= 0, we can find αn,i 6= 0 for some n, i. Also there exist
scalars γ, δ such that hn,i = γv
(i)
−n−1 + δv
(i)
n . Since v
(i)
−n−1 ∈ H(−n − 1) and v
(i)
n ∈ H(n),
applying T n+2 we see that T n+2hn,i = γ˜h1 + δ˜h2n+2 for some h1 ∈ H(1) and h2n+2 ∈
H(2n + 2). Therefore, there are scalars γ1, γ2, δ1, δ2, such that h1 = γ1v
(1)
1 + γ2v
(2)
1 and
h2n+2 = δ1v
(1)
2n+2 + δ2v
(2)
2n+2. So,
T n+2hn,i = γ˜γ1v
(1)
1 + γ˜γ2v
(2)
1 + δ˜δ1v
(1)
2n+2 + δ˜δ2v
(2)
2n+2.
Note that v
(1)
1 ∈ A1,1, v
(2)
1 ∈ A1,2, v
(1)
2n+2 ∈ A2n+2,1 and v
(2)
2n+2 ∈ A2n+2,2. Each of these
correspond to distinct eigenspaces of T ∗T . Since hn,i is non-zero, so is T
n+2hn,i. Therefore
one of the coefficients of this sum must be non zero. This implies that one of v
(1)
1 , v
(2)
1 , v
(1)
2n+2
or v
(2)
2n+2 is in K. It follows that H(n) ∩K 6= ∅ for some n.
λ = 1: A similar calculation as in the case of λ = 0 ensures the existence of some n with
K ∩H(n) 6= ∅.
These three cases ensure the existence of an n such that K ∩ H(n) 6= ∅. Since each Tn is
invertible, by applying T k for sufficiently large k it follows that there exists m > 0 such that
K ∩ H(m) 6= ∅. Pick a non-zero element hm from K ∩ H(m). Then hm = αv
(1)
m + βv
(2)
m =
γu
(1)
m + δu
(2)
m . We have already shown that AmBm − BmAm 6= 0, therefore either αβ 6= 0 or
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γδ 6= 0. If αβ 6= 0, then v
(1)
m , v
(2)
m ∈ K since v
(1)
m , v
(2)
m are in different eigenspaces of T ∗T. Similarly,
u
(1)
m , u
(2)
m ∈ K if γδ 6= 0. We conclude that H(m) ⊆ K. Now since Tn is invertible for all n, applying
T n and T ∗n on H(m), we find that H(k) ⊆ K for all k. This implies that K = L2(T) ⊕ L2(T)
completing the proof. 
Let B(λ, s, α) denote the operator
[
B(s) α(B(s)−B)
0 B
]
. Now we show that the unitary
equivalence class of B(λ, s, α) depends only on λ, |a|, (where s = ia) and |α|.
Theorem 4.4. The operators B(λ1, s1, α1) and B(λ2, s2, α2) are unitarily equivalent if and only
if λ1 = λ2, a1 = a2 and α1 = α2 for any choice of a pair of purely imaginary numbers s1 =
ia1, s2 = ia2, a1, a2 > 0, and α1, α2 > 0.
Proof. The operators B(λi, si, αi) are homogeneous with associated representation Pλi,si ⊕ Pλi,si
for i = 1, 2, see Corollary 4.2. If λ1 6= λ2 then the multipliers of Pλ1,s1⊕Pλ1,s1 and Pλ2,s2⊕Pλ2,s2 are
inequivalent [3, Corollary 3.2]. Therefore Pλ1,s1⊕Pλ1,s1 and Pλ2,s2⊕Pλ2,s2 are inequivalent. Since
the representation associated with an irreducible homogeneous operator is uniquely determined,
it follows that B(λ1, s1, α1) and B(λ2, s2, α2) cannot be inequivalent and consequently, λ1 = λ2.
Now, setting λ1 = λ2 = λ, we show that if B(λ, s1, α1) and B(λ, s2, α2) are equivalent, then
s1 = s2 and α1 = α2.
Since B(λ, s1, α1) and B(λ, s2, α2) are equivalent, it follows that the set of singular values of
these two operators must be the same and consequently the two sets
S1 :=
{
α21
|2s1|
2
|n+ 1+λ2 − s1|
2
: n ∈ Z
}
and S2 :=
{
α22
|2s2|
2
|n+ 1+λ2 − s2|
2
: n ∈ Z
}
must be the same.
λ < 0: In this case the maximum of the sets S1 and S2, which is achieved at n = 0 in both
cases, must be equal, that is,
(4.2)
4α21a
2
1
(1+λ2 )
2 + a21
=
4α22a
2
2
(1+λ2 )
2 + a22
.
Removing this maximum from both S1 and S2, again, the maximum in each of them is
achieved at n = −1 and they must be equal, that is,
(4.3)
4α21a
2
1
(−1 + 1+λ2 )
2 + a21
=
4α22a
2
2
(−1 + 1+λ2 )
2 + a22
.
Combining equations (4.2) and (4.3), we obtain the equation α21a
2
1 = α
2
2a
2
2. Using this
relationship in (4.2), we find that a21 = a
2
2. Since both a1 and a2 are positive, it follows
that a1 = a2. Therefore α1 = α2.
λ = 0: As before, in this case, the maximum and the second maximum value of S1 and S2
are achieved at n = 0 and n = 1, respectively. So, equating these two values, we get
4α21a
2
1
1
4 + a
2
1
=
4α22a
2
2
1
4 + a
2
2
and
4α21a
2
1
9
4 + a
2
1
=
4α22a
2
2
9
4 + a
2
2
.
A similar calculation, as in the case of λ < 0, implies that a1 = a1 and α1 = α2.
λ > 0: One last time, we note that the maximum and the second maximum of the two sets
S1 and S2 are achieved at n = −1 and n = 0, respectively. Equating these values, we
obtain a pair of equations identical to the equations we had obtained in the case of λ < 0.
Therefore we conclude that a1 = a2 and α1 = α2.
Thus B(λ1, s1, a1) and B(λ2, s2, a2) are equivalent if and only if λ1 = λ2, a1 = a2 and α1 = α2. 
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If Uλ,s : L
2(T)→ L2(T) is the operator Uλ,sz
n =
Γ(n+ 1+λ
2
−s)
Γ(n+ 1+λ
2
+s)
zn, then from [3, p. 318], it follows
that Uλ,s is unitary, Uλ,−s = U
∗
λ,s, Pλ,−sUλ,s = Uλ,sPλ,s and B(s) = U
∗
λ,sBUλ,s.
Replacing s by −s, we see that B(−s) = U∗λ,−sBUλ,−s. This is the same as B(−s) = Uλ,sBU
∗
λ,s.
Consequently, Uλ,s⊕Uλ,s intertwines
[
B(s) α(B(s)−B)
0 B
]
and
[
B α(B−B(−s))
0 B(−s)
]
. It follows, after conju-
gating with a permutation, that
[
B(s) α(B(s)−B)
0 B
]
and
[
B(−s) α(B(−s)−B)
0 B
]
are unitarily equivalent.
Hence
P :=
{[
B(s) α(B(s)−B)
0 B
]
: λ, s = ia, a > 0, α > 0
}
is a mutually unitarily inequivalent set of irreducible homogeneous operators with associated
representation Pλ,s ⊕ Pλ,s.
The associated representation of the family of irreducible homogeneous operators
C :=
{
T (a, b, α) =
[
T (a, b) α(T (a, b) − T (b, a))
0 T (b, a)
]
: 0 < a < b < 1, α > 0
}
is the direct sum of two copies of a Complementary series representation (see [4]). We now show
that these two sets of homogeneous operators are mutually unitarily inequivalent.
Theorem 4.5. The homogeneous operators in the two sets P and C are mutually unitarily in-
equivalent.
Proof. Let T (a, b, α) and B(λ1, s, β) be unitarily equivalent for some
(a, b, α) : 0 < a < b < 1, α > 0;
(λ1, β, s) : −1 < λ1 ≤ 1, β > 0 and s, k =Im(s) > 0.
The associated representation of the operator T (a, b, α) is Cλ,σ ⊕ Cλ,σ, where λ = a + b − 1,
σ = b−a2 (cf. [4, Lemma 2.1]) and the associated representation of B(λ1, s, β) is Pλ1,s ⊕ Pλ1,s, see
Corollary 4.2. Since the representation associated with an irreducible homogeneous operator is
uniquely determined, it follows that Cλ,σ ⊕ Cλ,σ and Pλ1,s ⊕ Pλ1,s must be equivalent. This, in
particular, implies that their multipliers are equivalent and, therefore, λ1 must be equal to λ. For
the remaining portion of the proof, we therefore assume that λ1 = λ without loss of generality.
From [4, Equation 2.6], it follows that if the 2-shifts T (a, b, α) and B(λ, s, β) are unitarily
equivalent, then the two sets
S1 =
{
(1 + α2)(a− b)2(
n+ 1+λ2
)2
−
(
a−b
2
)2 : n ∈ Z
}
and S2 =
{
4β2k2(
n+ 1+λ2
)2
+ k2
: n ∈ Z
}
must be equal. Suppose λ < 0. Then following the same analysis as in the proof of Theorem 4.4,
we arrive at a contradiction. Similarly, if λ > 0 or λ = 0, we arrive at a contradiction. It follows
that T (a, b, α) is not equivalent to B(λ1, s, β) for any choice of (a, b, α) and (λ1, s, β). 
4.1.2. The case of “ s = 0”: Having disposed of the case of s 6= 0, in what follows, we assume
s = 0 with one exception in the Proposition below.
Proposition 4.6. Suppose S is an operator on L2(T) such that
(4.4) SPλ,s(φ)− e
iθPλ,s(φ)S = aBPλ,s(φ)S + aSPλ,s(φ)B
for all φ in Mo¨b. Then
(a) if s 6= 0, then S = 0 and
(b) if s = 0 and λ 6= 1, then S is a weighted shift operator on L2(T) with respect to the
orthonormal basis {zn} with weight sequence
{
αn =
1
λ+2n−1
}
.
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Proof. From Appendix A(I), it follows that S is a weighted shift operator with respect to the
orthonormal basis {zn} in L2(T). Let {αn} be the weight sequence of S.
Proof of (a): Substituting m = n− 1 in the equation (A.4) and comparing the coefficient
of rk, k ≥ 1, we obtain
αn−1Ck(n− 1, n − 1)− αn−1Ck(n, n) = 2αn−1Ck(n, n− 1)
and it follows that 2sαn−1 = 0. Therefore, if s 6= 0, then αn−1 = 0 for all n ∈ Z. This
completes the proof of (a).
Proof of (b): Putting m = n in the equation (A.4) and comparing the coefficient of r, we
have
(4.5) αn−1(λ+ 2n− 1) = αn(λ+ 2n+ 1).
Evidently, αn =
1
λ+2n+1 is a solution to the recursion (4.5).
Equating the coefficient of rk in the equation (A.4) we obtain
αn−1(λ+ 2n − 1) = αm(λ+ 2m+ 1).
Thus αn =
1
λ+2n+1 is a solution of this recursion as well. This shows that if αn =
1
λ+2n+1 ,
n ∈ Z, then S satisfies equation (4.4) for any involution φa, a ∈ D. Also S satisfies
equation (4.4) for the subgroup of rotations φθ. Since any elements of Mo¨b is composition
of φθ and φa for some θ and a, it follows that S satisfies equation (4.4) for every elements
of Mo¨b. This completes the proof of part (b). 
Let S[λ] be the weighted shift operator on L2(T) with respect to the orthonormal basis {zn}
with weight sequence
{
1
λ+2n−1
}
. Also, let
B(λ, α) : L2(T)⊕ L2(T)→ L2(T)⊕ L2(T), B(λ, α) :=
[
B αS[λ]
0 B
]
, α ∈ C.
Corollary 4.7. [4, Lemma 2.1] The operator B(λ, α) is homogeneous with associated representa-
tion Pλ,0 ⊕ Pλ,0 with λ 6= 1.
The proof of the following theorem is similar to that of Theorem 4.3 and therefore omitted.
Theorem 4.8. For every fixed but arbitrary λ, α with −1 < λ < 1 and α > 0, the operator
B(λ, α) is irreducible.
Now we have another class of irreducible homogeneous operators, {B(λ, α) : −1 < λ < 1, α} ,
whose associated representation is Pλ,0⊕Pλ,0. Clearly, B(λ, α) and B(λ, |α|) are unitarily equiva-
lent. However, part (a) of the following theorem says that the irreducible homogeneous operators
in the set
P0 = {B(λ, α) : −1 < λ < 1, α > 0}
are mutually unitarily inequivalent.
Theorem 4.9. (a) Let α1, α2 > 0 and −1 < λ1, λ2 < 1. The operators B(λ1, α1) and B(λ2, α2)
are unitarily equivalent if and only if λ1 = λ2 and α1 = α2.
(b) The homogeneous operators in the two sets C,P and P0 are mutually unitarily inequivalent.
(c) The homogeneous operators in the two sets C and P0 are mutually unitary inequivalent.
Proof. The proof of the statement in (a) is similar to that of Theorem 4.4. The proof of the
statement in (b) is similar to that of Theorem 4.4 and the proof of the statement in (c) is similar
to that of Theorem 4.5. 
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4.2. Classification.
Theorem 4.10. Let pi1 = Rλ1,µ1 and pi2 = Rλ2,µ2 be two representations from the Continuous
series, excluding P1,0, acting on the Hilbert spaces H1 and H2, respectively. Assume that (λ1, µ1) 6=
(λ2, µ2). Suppose
T =
[
T1 S1
S2 T2
]
is a homogeneous operator on H = H1 ⊕H2 with associated representation pi1 ⊕ pi2. Then either
S1 = 0 or S2 = 0. Furthermore, S1 = 0 and S2 = 0 except when Rλ1,µ1 = Pλ,s and Rλ2,µ2 = Pλ,−s.
Proof. Since T is a homogeneous operator with associated representation pi1 ⊕ pi2, we have
φ(T ) = (pi1(φ)
∗ ⊕ pi2(φ)
∗)T (pi1(φ) ⊕ pi2(φ)), φ ∈ Mo¨b.
For φθ,a in Mo¨b, this is equivalent to the four equations listed below:
(4.6) eiθpi1(φθ,a)(T1 − aI) = T1pi1(φθ,a)(I − aT1)− aS1pi2(φθ,a)S2
(4.7) S1pi2(φθ,a)− e
iθpi1(φθ,a)S1 = aT1pi1(φθ,a)S1 + aS1pi2(φθ,a)T2
(4.8) S2pi1(φθ,a)− e
iθpi2(φθ,a)S2 = aS2pi1(φθ,a)T1 + aT2pi2(φθ,a)S2
(4.9) eiθpi2(φθ,a)(T2 − aI) = T2pi2(φθ,a)(I − aT2)− aS2pi1(φθ,a)S1.
Evaluating equation (4.6) on zn for φθ, we get
pi1(φθ)T1z
n = e
−i
(
n+1+
λ1
2
)
θ
T1z
n.
This proves that T1 is a weighted shift operator with respect to the orthonormal basis
{
zn
‖zn‖1
}
,
where ‖ · ‖i denote the norm of Hi. Let {un} be the weight sequence of T1.
Similarly, it may be shown that T2 is a weighted shift operator with respect to the orthonormal
basis
{
zn
‖zn‖2
}
. Let {vn} be the weight sequence of T2.
If λ1 6= λ2, then the equation (A.3) implies that S1z
n = 0, n ∈ Z. Consequently, S1 = 0.
Similarly, it can be shown that S2 = 0, whenever λ1 6= λ2. Therefore, the proof, in this case, is
complete and we may assume, without loss of generality, that λ := λ1 = λ2.
The existence of a sequence {αn : n ∈ Z} such S1e
2
n = αne
1
n+1, where e
i
n =
zn
‖zn‖i
, i = 1, 2,
follows from the equation (A.3) in the Appendix.
In the equation (A.4), putting m = n − 1, then differentiating with respect to r and finally
substituting r = 0, we get
vn−1αn−1
‖zn−1‖2
‖zn‖2
(−µ2 + n) + αn−1un−1
‖zn−1‖1
‖zn‖1
(−µ1 + n)
= αn−1[(µ2 − µ1)(λ+ µ2 + µ1 − 1) + (λ+ 2n− 1)].
It follows that if αn−1 6= 0, then
(4.10) vn−1
‖zn−1‖2
‖zn‖2
(−µ2+n)+un−1
‖zn−1‖1
‖zn‖1
(−µ1+n) = (µ2−µ1)(λ+µ2+µ1−1)+(λ+2n−1), n ∈ Z.
The existence of a sequence {βn} such that S2e
1
n = βne
2
n+1, n ∈ Z, follows from a similar compu-
tation. As before, for the sequence βn−1, we also have
vn−1βn−1
‖zn−1‖2
‖zn‖2
(−µ2 + n) + βn−1un−1
‖zn−1‖1
‖zn‖1
(−µ1 + n)
= βn−1[(µ1 − µ2)(λ+ µ2 + µ1 − 1) + (λ+ 2n− 1)].
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Thus if βn−1 6= 0, then we have
(4.11) vn−1
‖zn−1‖2
‖zn‖2
(−µ2+n)+un−1
‖zn−1‖1
‖zn‖1
(−µ1+n) = (µ1−µ2)(λ+µ2+µ1−1)+(λ+2n−1), n ∈ Z.
Equating the right hand sides of equations (4.10) and (4.11), we get µ1 = µ2, contradicting our
hypothesis that µ1 6= µ2. Therefore, we can find an integer n such that either αn−1 = 0 or
βn−1 = 0. Assume that αp = 0, for some integer p.
Now putting m = n in the equation (A.4), then differentiating with respect to r and lastly
putting r = 0, we get
αn−1
‖zn−1‖2
‖zn‖2
(−µ2 + n) = αn
‖zn‖1
‖zn+1‖1
(−µ1 + n).
In this recursion, for all n ∈ Z, the coefficients of αn−1, αn are non zero. Thus if αp = 0 for some
integer p, then αn = 0 for all n ∈ Z and consequently, S1 = 0.
Similarly, if βp = 0 for some p, then S2 = 0. This completes the proof of the first part of the
Theorem.
Now assume that S2 = 0. Then [1, Proposition 2.4] implies that Ti’s are homogeneous operators
with associated representation pii. Since all the homogeneous shifts are known, the weights of T1
and T2 are therefore known.
Suppose S1 6= 0. Then one of the weights of S1 must be non-zero. Choose, without loss of
generality, αn−1 6= 0 for some n ∈ Z. For this choice of αn−1, we have equation (4.10).
(a) Assume that both pi1 and pi2 are from the Complementary series, that is, pii = Cλ,σi , where
0 < σi <
1
2 (1− |λ|) and µi =
1−λ
2 + σi, i = 1, 2. In this case, we have
‖zn−1‖2i
‖zn‖2i
= λ+µi+n−1−µi+n ,
i = 1, 2. Since Ti are homogeneous operators with associated representation Cλ,σi , T
−1
i
∗
is also homogeneous with the same associated representation and we have the following
possibilities for the weight sequences.
(i) For n ∈ Z, assume that un−1 =
‖zn‖1
‖zn−1‖1
and vn−1 =
‖zn‖2
‖zn−1‖2
. Then from the equation
(4.10), we obtain (σ2 + σ1)(σ2 − σ1 + 1) = 0, which is a contradiction.
(ii) For all n ∈ Z, assume that un−1 =
‖zn−1‖1
‖zn‖1
and vn−1 =
‖zn‖2
‖zn−1‖2
. Then from the
equation (4.10), we obtain (µ2 − µ1)(σ1 + σ2 + 1) = 0, which is a contradiction.
(iii) For all n ∈ Z, assume that un−1 =
‖zn‖1
‖zn−1‖1
and vn−1 =
‖zn−1‖2
‖zn‖2
. Then from the
equation (4.10), we get (σ2 − σ1)(σ1 + σ2 − 1) = 0, which is a contradiction.
(iv) For all n ∈ Z, assume that un−1 =
‖zn−1‖1
‖zn‖1
and vn−1 =
‖zn−1‖2
‖zn‖2
. Now from the
equation (4.10), we get σ2 − σ1 = 1, which is a contradiction.
Combining (i) – (iv), we find that there does not exists any n for which αn−1 6= 0 and
we conclude that S1 = 0 in this case.
(b) Let pi1 = Cλ,σ for some 0 < σ <
1
2 (1−|λ|) and pi2 = Pλ,s where s is purely imaginary. Now
µ1 =
1−λ
2 + σ and µ2 =
1−λ
2 + s. Since the representation space of pi2 is L
2(T), ‖zn‖2 = 1
for all n ∈ Z.
Recall that there are two homogeneous operators whose associated representation is pi2,
one is the unweighted bilateral shift and the other one is the weighted shift with weight
sequence
{
vn−1 =
−µ2+n+2s
−µ2+n
}
. As before, we consider four different possibilities that arise
in this case. In each of these cases, a contradiction is obtained by noting that s is purely
imaginary.
(i) For all n ∈ Z, assume that vn−1 = 1 and un−1 =
‖zn‖1
‖zn−1‖1
. Substituting these values
of un−1 and vn−1 in the equation (4.10), we get s
2 − σ2 + σ + s = 0.
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(ii) For all n ∈ Z, assume that vn−1 = 1 and un−1 =
‖zn−1‖1
‖zn‖1
. Substituting these values
of un−1 and vn−1 in the equation (4.10), we get (s− σ)(s + σ + 1) = 0.
(iii) For all n ∈ Z, assume that vn−1 =
−µ2+n+2s
−µ2+n
and un−1 =
‖zn‖1
‖zn−1‖1
. Substituting these
values of un−1 and vn−1 in the equation (4.10), we get s
2 − σ2 + σ − s = 0.
(iv) For all n ∈ Z, assume that vn−1 =
−µ2+n+2s
−µ2+n
and un−1 =
‖zn−1‖1
‖zn‖1
. Substituting these
values of un−1 and vn−1 in the equation (4.10), we get s
2 − σ2 − σ − s = 0.
Combining (i) - (iv), again in this case, we see that S1 = 0.
(c) For i = 1, 2, assume that pii = Pλ,si are two Principal series representations. We have the
following four cases to consider.
(i) For all n ∈ Z, assume that un−1 =
−µ1+n+2s1
−µ1+n
and vn−1 = 1. Substituting these values
of un−1 and vn−1 in the equation (4.10), we get (s2 − s1)(s2 + s1 + 1) = 0. This is a
contradiction since s1 6= s2.
(ii) For all n ∈ Z, assume that un−1 = 1 and vn−1 =
−µ2+n+2s2
−µ2+n
. Substituting these
values of un−1 and vn−1 in the equation (4.10), we get s
2
2 − s
2
1 + s1 − s2 = 0. This is
a contradiction since s1 6= s2.
(iii) For all n ∈ Z, assume that un−1 =
−µ1+n+2s1
−µ1+n
and vn−1 =
−µ2+n+2s2
−µ2+n
. Substituting
these values of un−1 and vn−1 in the equation (4.10), we get s
2
2 − s
2
1 = s2 + s1.
Since s1 6= s2 and both of them are purely imaginary, it follows, from the preceding
equation, that s2 = −s1.
(iv) For all n ∈ Z, assume that un−1 = 1 and vn−1 = 1. Substituting these values of un−1
and vn−1 in the equation (4.10), we get s
2
2 − s
2
1 + s2 + s1 = 0. We conclude that
s2 = −s1 exactly as before.
The proof is complete by putting together the results of the three cases (a) - (c). 
Proposition 4.11. Let Pλ,s be a representation from the Principal series with s 6= 0. If S is any
operator on L2(T) such that
(4.12) SPλ,s(φ) − e
iθPλ,s(φ)S = aB(s)Pλ,s(φ)S + aSPλ,s(φ)B(s), φ ∈ Mo¨b,
then S = 0.
Proof. From the equation (A.3), it follows that S is a weighted shift with respect to the orthonor-
mal basis {zn : n ∈ Z} in L2(T). Let {αn} be the weight sequence of S. Putting m = n− 1 in the
equation (A.4), then comparing the coefficient of r, we have 2αn−1s = 0. Since s 6= 0, it follows
that αn−1 = 0. This implies that S = 0. 
Corollary 4.12. If T is a homogeneous operator with associated representation Pλ,s⊕Pλ,s, where
s 6= 0, then, upto unitary equivalence, T must be of the form[
B(s) α(B(s)−B)
0 B
]
,
[
B(s) 0
0 B(s)
]
or
[
B 0
0 B
]
.
Proof. Let T be a homogeneous operator with associated representation Pλ,s ⊕ Pλ,s. Recall
that Pλ,s and Pλ,−s are unitarily equivalent via the unitary operator Uλ,s. Clearly, the opera-
tor (I ⊕ Uλ,s)T
(
I ⊕ U∗λ,s
)
is homogeneous with associated representation Pλ,s ⊕ Pλ,−s. Then
Theorem 4.10 implies that (I ⊕ Uλ,s)T
(
I ⊕ U∗λ,s
)
is of the form
[
T˜1 S˜1
0 T˜2
]
on L2(T) ⊕ L2(T),
therefore the operator T is also of the form
[
T1 S1
0 T2
]
on L2(T) ⊕ L2(T). Now [1, Proposi-
tion 2.4] and [1, Lemma 2.5] imply that T1 and T2 are homogeneous operators with associated
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representation Pλ,s and S satisfies
Spiλ,s(φ)− e
iθpiλ,s(φ)S = aT1piλ,s(φ)S + aSpiλ,s(φ)T2.
Since B(s) and B are the only homogeneous operators with associated representation Pλ,s, the
proof is complete applying Proposition 4.1, Proposition 4.6 and Proposition 4.11. 
Now we characterize all homogeneous operators whose associated representation is Pλ,0 ⊕ Pλ,0
with λ 6= 1.
Let σ = Pλ,0⊕Pλ,0. For all i, j ∈ Z, let σi,j = Piσ|H(j) where Pi is the orthogonal projection of
L2(T)⊕L2(T) onto H(i), the K-isotypic subspace of σ as in Theorem 4.3. Then σi,j is a map from
H(j) to H(i), i, j ∈ Z. Let P i,jλ,0 be the map from the subspace of L
2(T) spanned by the vector{
zj
}
to the subspace of L2(T) spanned by the vector
{
zi
}
defined by P i,jλ,0(z
j) =
〈
P i,jλ,0z
j , zi
〉
zi.
Then
(4.13) σi,j(φ)
(
azj
bzj
)
=
〈
Pλ,0(φ)z
j , zi
〉(azi
bzi
)
,
for all a, b ∈ C. Recall that the matrix coefficient of Pλ,0 is
(4.14) 〈Pλ,0(φa)z
m, zn〉 = c(−1)n(a)n−m
∑
k≥(m−n)+
Ck(m,n)r
k,
where r = |a|2, c = φ
′
a(0)
λ/2|φ
′
a(0)|
µ and Ck(m,n) =
(
−λ− µ−m
k + n−m
)(
−µ+m
k
)
.
Definition 4.13. Let Am,n be the subset of the interval (−1, 1), which contains all zeros of the
power series
∑
k≥(m−n)+
Ck(m,n)r
k.
Since for every n,m ∈ Z, the radius of convergence of the power series
∑
k≥(m−n)+
Ck(m,n)r
k is
1, it follows Am,n is countable. Thus the set A =
⋃
m,n∈Z
Am,n is also countable. Therefore, there
exists b ∈ (0, 1) \ A such that 〈Pλ,0(φb)z
m, zn〉 6= 0, for all n,m ∈ Z. In the following, we fix this
φb and let en denote the function z
n.
Now assume that u0, v0 are two non-zero mutually orthogonal vectors in H(0). Define un =
σn,0(φb)u0, vn = σn,0(φb)v0 for all n 6= 0. Then each of the vectors un, vn are non-zero.
Lemma 4.14. The set of vectors {un, vn}n∈Z is a complete orthogonal set of L
2(T)⊕ L2(T).
Proof. As un, vn ∈ H(n) for every n ∈ Z andH(n) is orthogonal toH(m), so {un, vn} is orthogonal
to {um, vm}, if n 6= m. Now we show that un is orthogonal to vn, n ∈ Z. From the definition of
σn,0(φb) : H(0) → H(n) obtained from (4.13) and a similar one for σn,0(φb)
∗ : H(n) → H(0), we
have
σn,0(φb)
∗σn,0(φb) = | 〈Pλ,0(φb)e0, en〉 |
2Id.
Consequently,
〈un, vn〉 = 〈σn,0(φb)u0, σn,0(φb)v0〉
= 〈σn,0(φb)
∗σn,0(φb)u0, v0〉
= | 〈Pλ,0(φb)e0, en〉 |
2 〈u0, v0〉 = 0.
Since H(n) is spanned by {un, vn} and L
2(T)⊕L2(T) = ⊕n∈ZH(n), it follows that {un, vn}n∈Z is
a complete orthogonal set. 
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Now let H1 be the subspace of L
2(T) ⊕ L2(T) spanned by the set of vectors {un}n∈Z and H2
be the subspace of L2(T)⊕ L2(T) spanned by the set of vectors {vn}n∈Z.
Lemma 4.15. The subspaces H1 and H2 are invariant under σ. Moreover, σ|Hi is equivalent to
Pλ,0 for i = 1, 2.
Proof. Pick a ψ in Mo¨b. For all i, j, note that
〈
Pλ,0(φb)z
j , zi
〉
6= 0, and
σi,j(ψ) =
〈Pλ,0(ψ)ej , ei〉
〈Pλ,0(φb)ej , ei〉
σi,j(φb).
Since
σ0,j(φb)σj,0(φb) = 〈Pλ,0(φb)e0, ej〉 〈Pλ,0(φb)ej , e0〉 Id,
it follows that σ0,j(φb)uj is in the span of {u0}. Therefore,
σi,j(φb)uj =
〈Pλ,0(φb)ej , ei〉
〈Pλ,0(φb)ej , e0〉 〈Pλ,0(φb)e0, ei〉
σi,0(φb)σ0,j(φb)uj
is a scalar multiple of ui. This implies that
σi,j(ψ)uj =
〈Pλ,0(ψ)ej , ei〉
〈Pλ,0(φb)ej , ei〉
σi,j(φb)uj
is a scalar multiple of ui. We conclude that σ(ψ)uj =
∑
i∈Z σi,j(ψ)uj is in H1, proving that H1 is
invariant under σ. A similar argument shows that H2 is invariant under σ.
Let tn ∈ R be such that 〈Pλ,0(φb)e0, en〉 = e
itn | 〈Pλ,0(φb)e0, en〉 |. Now if ψ is any element in
Mo¨b, then
〈σ(ψ)uj , ui〉 = 〈σi,j(ψ)uj , ui〉 = 〈Pλ,0(ψ)ej , ei〉 〈Pλ,0(φb)e0, ej〉 〈Pλ,0(φb)e0, ei〉‖u0‖
2
= 〈Pλ,0(ψ)ej , ei〉 e
itj | 〈Pλ,0(φb)e0, ej〉 | e
−iti | 〈Pλ,0(φb)e0, ei〉 |‖u0‖
2.
Find a, b ∈ C such that u0 =
(ae0
be0
)
. Note that
un = σn,0(φb)u0 = 〈Pλ,0(φb)e0, en〉
(
aen
ben
)
and, therefore, ‖un‖ = | 〈Pλ,0(φb)e0, en〉 |‖u0‖.
The set of vectors {uˆi}, uˆi = e
−iti ui
‖ui‖
, is an orthonormal basis of H1. From the preceding
computation, we see that 〈σ(ψ)uˆj , uˆi〉 = 〈Pλ,0(ψ)ej , ei〉 . It is now evident that σ|H1 is equivalent
to Pλ,0. Similarly, it can be seen that σ|H2 is equivalent to Pλ,0. 
Suppose T is a homogeneous operator with associated representation σ. Since H(n) is a K-
isotypic subspace of σ and σ is associated with T , therefore, we have T (H(n)) ⊆ H(n + 1) ([3,
Theorem 5.1]). Let Tn := T|H(n). We first prove that each Tn is invertible.
Lemma 4.16. For every n ∈ Z, the operator Tn is invertible.
Proof. Let ψ(z) = eiθ z−a1−az . The homogeneity of T implies that
eiθσ(ψ)T − aeiθσ(ψ) = Tσ(ψ)− aTσ(ψ)T.
From this equation, using the orthogonality of the subspaces H(n), we have
(4.15) eiθσi+1,n+1(ψ)Tn − ae
iθσi+1,n(ψ) = Tiσi,n(ψ)− aTiσi,n+1(ψ)Tn
for all i, n ∈ Z.
For all i, j ∈ Z, the operator σi,j(φb) is invertible. Substituting i = n and ψ = φb in the
equation (4.15), we get
bσn+1,n(φb) + σn+1,n+1(φb)Tn = Tnσn,n(φb)− bTnσn,n+1(φb)Tn.
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If there exists hn ∈ H(n) such that Tnhn = 0, then from the equation appearing above, we have
bσn+1,n(φb)hn = 0
and consequently, hn = 0. This proves that Tn is invertible. 
Theorem 4.17. Suppose T is a homogeneous operator with associated representation σ. Then
there exists H1 and H2 such that L
2(T) ⊕ L2(T) = H1 ⊕ H2, T (H1) ⊆ H1. The subspaces Hi,
i = 1, 2, are invariant under σ and σ|Hi is unitarily equivalent to Pλ,0.
Proof. There exists λ0 ∈ C and a pair of orthonormal vectors u0, v0 in H(0) such that the vector
u0 is an eigenvector for the operator σ1,0(φb)
−1T0 with eigenvalue λ0, that is,
σ1,0(φb)
−1T0u0 = λ0u0.
Now, define
un = σn,0(φb)u0, vn = σn,0(φb)v0
for all n ∈ Z, n 6= 0. Suppose H1 and H2 are the closed subspaces spanned by {un}n∈Z and
{vn}n∈Z, respectively. Then by Lemma 4.14, L
2(T)⊕L2(T) = H1⊕H2 and by Lemma 4.15, each
Hi is invariant under σ such that σ|Hi is equivalent to Pλ,0. Now we show that T (H1) ⊆ H1.
We have T0u0 = λ0σ1,0(φb)u0, which is a scalar multiple of the vector u1. An inductive argument
given below shows that Tnun is a scalar multiple of the vector un+1 for every n ∈ Z.
Assume that Tkuk = λk+1uk+1 for some λk+1 ∈ C, k ≥ 0. Let Ak =
⋃
0≤i,j≤k+2
Ai,j, where Ai,j
are described in Definition 4.13. Since 0 is not a limit point of any Ai,j, there exists rk ∈ (0, 1)
such that
〈
Pλ,0(φa)z
j , zi
〉
6= 0, 0 ≤ i, j ≤ k + 2, for all a ∈ D with 0 < |a| < rk. Combining the
two equalities
σk+1,0(φb) =
〈Pλ,0(φb)e0, ek+1〉
〈Pλ,0(φb)e0, ek〉 〈Pλ,0(φb)ek, ek+1〉
σk+1,k(φb)σk,0(φb)
and
σk+1,k(φb) =
〈Pλ,0(φb)ek, ek+1〉
〈Pλ,0(φa)ek, ek+1〉
σk+1,k(φa), |a| < rk,
we have Tkuk = λk+1(a)σk+1,k(φa)uk, where
λk+1(a) = λk+1
〈Pλ,0(φb)e0, ek+1〉 〈Pλ,0(φb)ek, ek+1〉
〈Pλ,0(φb)e0, ek〉 〈Pλ,0(φb)ek, ek+1〉 〈Pλ,0(φa)ek, ek+1〉
.
For every φa with |a| < rk, this proves the existence of λk+1(a) ∈ C such that
Tkuk = λk+1(a)σk+1,k(φa)uk.
Now, for every φa with |a| < rk, substituting n = k, i = k + 1 in the equation (4.15), and then
evaluating on the vector uk, we get
aσk+2,k(φa)uk − λk+1(a)σk+2,k+1(φa)σk+1,k(φa)uk
= Tk+1σk+1,k(φa)uk − aλk+1(a) 〈Pλ,0(φa)ek+1, ek+1〉Tk+1σk+1,k(φa)uk.
The equality below is easily verified using the definition of the σi,j :
σk+2,k(φa) =
〈Pλ,0(φa)ek, ek+2〉
〈Pλ,0(φa)ek, ek+1〉 〈Pλ,0(φa)ek+1, ek+2〉
σk+2,k+1(φa)σk+1,k(φa).
In consequence, we have
(4.16)
(
a 〈Pλ,0(φa)ek, ek+2〉
〈Pλ,0(φa)ek, ek+1〉 〈Pλ,0(φa)ek+1, ek+2〉
− λk+1(a)
)
σk+2,k+1(φa)σk+1,k(φa)uk
= (1− aλk+1(a) 〈Pλ,0(φa)ek+1, ek+1〉)Tk+1σk+1,k(φa)uk.
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Suppose (
a 〈Pλ,0(φa)ek, ek+2〉
〈Pλ,0(φa)ek, ek+1〉 〈Pλ,0(φa)ek+1, ek+2〉
− λk+1(a)
)
= 0
and
(1− aλk+1(a) 〈Pλ,0(φa)ek+1, ek+1〉) = 0
for all φa with |a| < rk. Then we have
|a|2 〈Pλ,0(φa)ek, ek+2〉 〈Pλ,0(φa)ek+1, ek+1〉 = 〈Pλ,0(φa)ek, ek+1〉 〈Pλ,0(φa)ek+1, ek+2〉
for all |a| < rk.
Now, using the matrix coefficient for Pλ,0(φa), 0 ≤ r ≤ r
2
k, and then putting r = 0 we arrive at
a contradiction.
We can therefore find φa with 0 < |a| < rk such that(
a 〈Pλ,0(φa)ek, ek+2〉
〈Pλ,0(φa)ek, ek+1〉 〈Pλ,0(φa)ek+1, ek+2〉
− λk+1(a)
)
6= 0
and hence
(1− aλk+1(a) 〈Pλ,0(φa)ek+1, ek+1〉) 6= 0
as both σk+2,k+1(φa) and Tk+1 are invertible. Since 0 < |a| < rk, it follows from (4.16) that
Tk+1uk+1 is a scalar multiple of the vector uk+2 completing half the induction argument.
A similar but slightly different proof gives the other half of the induction argument, namely,
T−1−nu−n+1 is a scalar multiple of {u−n} for all n ∈ N. 
Corollary 4.18. If T is a homogeneous operator with associated representation Pλ,0⊕Pλ,0, λ 6= 1,
then T is unitarily equivalent to one of the following operator[
B αS[λ]
0 B
]
,
[
B 0
0 B
]
,
where S[λ] is the weighted shift on L2(T) with respect to the orthonormal basis {zn : n ∈ Z} with
weight sequence
{
1
λ+2n+1 : n ∈ Z
}
.
Proof. The proof follows form Theorem 4.17 and Proposition 4.6(b). 
5. The associated representation is the direct sum of three irreducible
representations
Now, we prove that every homogeneous operator whose associated representation is pi = pi1⊕pi2,
where pi1 is from the irreducible Continuous series representations and pi2 is the direct sum of a
holomorphic and an anti-holomorphic Discrete series representation, is reducible. Let pi1 = Rλ,µ
and H1 be the representation space of pi1. Let e
1
n =
zn
‖zn‖1
. Recall that {e1n : n ∈ Z} is an
orthonormal basis of the representation space H1. Let pi2 = D
+
λ1
⊕D−λ2 for a pair of positive real
numbers λ1, λ2. However, the multipliers of all the three representations pi1, D
+
λ1
and D−λ2 must be
the same. In consequence, λ1+λ2 is an even integer (see [3, Corollary 3.2]), therefore λ1 = λ+2m
and λ2 = 2− λ+ 2k, −1 < λ ≤ 1.
Let H(λ+2m) be the representation space of D+λ+2m and H
(2−λ+2k) be the representation space
of D−2−λ+2k. Let H2 = H
(λ+2m) ⊕H(2−λ+2k). The set of vectors {e2n : n ∈ Z} is an orthonormal
basis of H2, where e
2
n, n ∈ Z, are described in (A.5). Let φθ be a rotation in Mo¨b. Then
pi1(φθ)e
1
n = e
−i(n+λ2 )θe1n, n ∈ Z.
Also, it is easy to see that
pi2(φθ)e
2
n = e
−i(n+m+λ2 )θe2n, n ≥ 0 and pi2(φθ)e
2
−n = e
i(n+k−λ2 )θe2−n, n ≥ 1.
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Clearly, there exists a θ such that e−i(n+m+
λ
2
)θ 6= ei(p+k−
λ
2
)θ for all n ≥ 0, p ≥ 1 and if n1 6= n2,
then e−i(n1+
λ
2 )θ 6= e−i(n2+
λ
2 )θ.
Theorem 5.1. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1⊕pi2, where pi1 = Rλ,µ is from the Continuous series excluding P1,0 and pi2 = D
+
λ+2m⊕D
−
2−λ+2k.
Then S1 = 0.
Proof. Homogeneity of T implies that the operators Ti and Si satisfy equations (4.6), (4.7), (4.8)
and (4.9). Repeating an argument similar to the one in Theorem 4.10, we find that T1 and T2
are weighted shifts with respect to the orthonormal basis {e1n} and {e
2
n}, respectively. Let {un}
and {vn} be the weight sequences of T1 and T2, respectively. It is easy to see that v−1 = 0 unless
either m = 0, k = 0, λ > 0 or m = 1, k = −1, λ < 0 .
From the equation (A.6), it follows that
(a) for n ≥ 0, there exists αn ∈ C such that S1e
2
n = αne
1
n+m+1.
(b) for n ≥ 1, there exists α−n ∈ C such that S1e
2
−n = α−ne
1
−n−k+1.
Applying Algorithm 1 from the Appendix, for i = n ≥ 0 and j = −p − k + 1, p > 1, using the
matrix coefficient of pi1(φa) and finally comparing the coefficient of r
n+m+p+k, we obtain
αn‖z
−p−k+1‖1C
1
n+m+p+k(n+m+ 1,−p − k + 1) = 0
This implies that αn = 0, because ‖z
−p−k+1‖1C
1
n+m+p+k−1(n + m + 1,−p − k + 1) 6= 0. This
proves that S1e
2
n = 0 for all n ≥ 0.
To prove that S1e
2
−n = 0, n ≥ 1, we again apply Algorithm 1 for i = n ≤ −1 and j = p > 0, use
the matrix coefficients of pi1(φa) and finally equate the constant term on both sides to conclude
α−n
[
up−1
‖zp−1‖1
‖zp‖1
+
(−λ− µ− p+ 1)
(p + n+ k − 1)
]
= 0.
Now, suppose there exists a subsequence (nm) such that α−nm 6= 0. Then
up−1
‖zp−1‖1
‖zp‖1
+
(−λ− µ− p+ 1)
(p+ nm + k − 1)
= 0,
for all nm. Therefore taking m→ ∞, we see that up−1
‖zp−1‖1
‖zp‖1
= 0. Hence α−n = 0 for all n ≥ 1,
leading to a contradiction, since we have assumed that α−nm 6= 0 for all m ≥ 1. Thus there is no
subsequence {nm} such that α−nm 6= 0, or in other words, there exists a natural number N such
that α−n = 0 for all n ≥ N . One more time applying Algorithm 1 for −N < i = n ≤ −1 and
j = −n − l − k + 2 where l : l > N − n, then using the matrix coefficients of pi1(φa) and finally
comparing coefficients of rl, we have
α−n‖z
−n−l−k+1‖1C
1
l (−n− k + 1,−n− l − k + 1) = 0.
It follows that α−n = 0 for all 1 ≤ n < N . Therefore we have proved that S1 = 0. 
Theorem 5.2. Suppose T =
[
T1 0
S2 T2
]
is a homogeneous operator and pi1⊕pi2 is the associated
representation. Then S2 satisfies the equation (4.8). If pi1 = Rλ,µ is from the Continuous series
representation excluding P1,0 and pi2 = D
+
λ+2m ⊕D
−
2−λ+2k, then S2 = 0.
Proof. Case I (m ≥ 1): Assumem ≥ 1. From the equation (A.7), only the following possibilities
occur.
(a) There exists αn ∈ C such that S2e
1
n = αne
2
n+1−m, n ≥ m−1 and S2e
1
n = 0, 0 ≤ n < m−1.
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(b) There exists α−n ∈ C such that S2e
1
−n = α−ne
2
−n+k+1, n > k + 1 and S2e
1
−n = 0,
1 ≤ n ≤ k + 1.
Applying Algorithm 2 from the appendix, for i = 0 and j = −n + k + 1, n > k + 1, using the
matrix coefficient of pi1(φa) and finally comparing the coefficient of r
n, we see that α−n = 0. Thus
for every n ≥ 1, we have S2e
1
−n = 0. To complete the proof, we have to show that S2e
1
n = 0, n ≥ 0.
Now applying Algorithm 2 for i = −1 and j = n+1−m, n ≥ m−1, using the matrix coefficient
of pi1(φa) and finally comparing the constant coefficients and the coefficients of r, respectively, we
get
αn(−λ− µ+ 1)
‖z−1‖1(n+ 1)
=
αnu−1
‖z0‖1
and
αn(µ+ 1)(−λ− µ+ 1)
‖z−1‖1(n+ 2)
=
αnµu−1
‖z0‖1
.
These two equations together give
αn
[
(µ+ 1)
(n+ 2)
−
µ
(n+ 1)
]
= 0.
Since (µ+1)(n+2) 6=
µ
(n+1) for all n ≥ 0, we must have αn = 0 for all n ≥ 0. This proves that S2e
1
n = 0,
n ≥ 0.
Case II (m = 0): Assume m = 0. In this case, λ > 0. From the equation (A.7), we see that
(a) there exists αn ∈ C such that S2e
1
n = αne
2
n+1, n ≥ −1;
(b) there exists α−n ∈ C such that S2e
1
−n = α−ne
2
−n+k+1, n > k + 1 and S2e
1
−n = 0, 2 ≤ n ≤
k + 1.
Repeating a similar computation as in the case of (m ≥ 1), we conclude that αn = 0 for all n.
Therefore we have proved that S2 = 0 in this case. 
Remark 5.3. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1 ⊕ pi2, where pi1 is an irreducible Continuous series representation and pi2 = P1,0. The repre-
sentation P1,0 is a direct sum of two irreducible representations. One of the summands is the D
+
1
while the other one is equivalent to D−1 . However, P1,0 is not equivalent to D
+
1 ⊕D
−
1 , therefore this
case is not covered by the previous analysis. Fortunately, repeating the computations of Theorem
5.1 and Theorem 5.2, we obtain that S1 = S2 = 0.
6. The associated representation is the direct sum of four irreducible
representations
In this section, we prove that every homogeneous operator with associated representation pi1⊕
pi2, where pi1 = D
+
λ1
⊕ D−λ2 and pi2 = D
+
λ3
⊕ D−λ4 , is reducible. If D
+
λ1
⊕ D−λ2 ⊕ D
+
λ3
⊕ D−λ4 is a
representation, then the multipliers of all the four representations D+λ1 , D
−
λ2
, D+λ3 and D
−
λ4
must
be the same. In consequence, λ1 = λ+ 2a, λ2 = 2− λ+ 2b, λ3 = λ+ 2m and λ4 = 2− λ+ 2p for
some real λ with 0 < λ ≤ 2 and some non negative integers a, b,m, p.
Let λ ∈ (0, 2] and a, b,m, p be any non-negative integers. Let pi1 = D
+
λ+2a ⊕ D
−
2−λ+2b and
pi2 = D
+
λ+2m ⊕D
−
2−λ+2p. Then the representation space of pi1 is H1 := H
(λ+2a) ⊕H(2−λ+2b) and
the representation space of pi2 is H2 := H
(λ+2m) ⊕ H(2−λ+2p). The vectors ein, n ∈ Z form an
orthonormal basis of Hi, i = 1, 2, where e
i
n, n ∈ Z is defined in a similar fashion as in (A.5). If
φθ is a rotation in Mo¨b, then
pi1(φθ)e
1
n = e
−i(n+a+λ
2
)θe1n, n ≥ 0; pi1(φθ)e
1
−n = e
i(n+b−λ
2
)θe1−n, n ≥ 1
and
pi2(φθ)e
2
n = e
−i(n+m+λ2 )θe2n, n ≥ 0; pi2(φθ)e
2
−n = e
i(n+p−λ2 )θe2−n, n ≥ 1.
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We can, therefore, find θ such that pi1(φθ) and pi2(φθ) have distinct eigenvalues with one dimen-
sional eigenspaces described as above.
Lemma 6.1. Let T =
[
T1 S1
S2 T2
]
be a homogeneous operator with associated representation
pi1 ⊕ pi2, where pi1 = D
+
λ+2a ⊕D
−
2−λ+2b and pi2 = D
+
λ+2m ⊕D
−
2−λ+2p. Then the following holds:
(a) For n ∈ Z, there exist un ∈ C such that T1e
1
n = une
1
n+1, where u−1 = 0 unless a = 0 and
b = 0.
(b) For n ∈ Z, there exists vn ∈ C such that T2e
2
n = vne
2
n+1, where v−1 = 0 unless m = 0 and
p = 0.
(c) For n ≥ 0, S1e
2
n belongs to the span closure of the set of vectors {e
1
q : q ≥ 0} and for
n ≥ 2, S1e
2
−n belongs to the span closure of the set of vectors {e
1
−q : q ≥ 1}. The vector
S1e
2
−1 belongs to the span closure of the set {e
1
−q : q ≥ 1} unless p = 0 and a = 0.
(d) For n ≥ 0, S2e
1
n belongs to the span closure of the set of vectors {e
2
q : q ≥ 0} and for n ≥ 2,
S2e
1
−n belongs to the span closure of the set {e
2
−q : q ≥ 1}. The vector S2e
1
−1 belongs to
the span closure of the set {e2−q : q ≥ 1} unless b = 0 and m = 0.
Proof. Homogeneity of T implies that Ti and Si satisfy equations (4.6), (4.7), (4.8) and (4.9).
Substituting φ = φθ in the equation (4.6), we get
pi1(φθ)T1e
1
n = e
−i(n+1+a+λ2 )θT1e
1
n, n ≥ 0 and pi1(φθ)T1e
1
−n = e
i(n−1+b−λ2 )θT1e
1
−n, n ≥ 1.
Therefore, for each n ∈ Z, there exists un ∈ C such that T1e
1
n = une
1
n+1, u−1 = 0, unless a = 0
and b = 0.
Similarly, we can show that for all n ∈ Z, there exists vn ∈ C such that T2e
2
n = vne
2
n+1, v−1 = 0,
unless m = 0 and p = 0. Now from the equation (A.8), we obtain
(1) for each n ≥ 0, S1e
2
n belongs to the span closure of the set of vectors {e
1
q : q ≥ 0},
(2) for each n ≥ 2, S1e
2
−n belongs to the span closure of the set of vectors {e
1
−q : q ≥ 1} and
(3) except when p = 0 and a = 0, S1e
2
−1 belongs to the span closure of the set of vectors
{e1−q : q ≥ 1}.
The proof of part (d) is similar to the proof of part (c). 
Lemma 6.2. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1⊕pi2, where pi1 = D
+
λ+2a⊕D
−
2−λ and pi2 = D
+
λ ⊕D
−
2−λ+2p, for a pair a, p of positive integers. Then
T is reducible. Furthermore, T = T˜1 ⊕ T˜2 where T˜1 is a homogeneous operator with associated
representation D+λ+2a ⊕ D
+
λ and T˜2 is a homogeneous operator with associated representation
D−2−λ ⊕D
−
2−λ+2p.
Proof. Homogeneity of T implies that the operators Ti and Si satisfy equations (4.6), (4.7), (4.8)
and (4.9). Since a 6= 0 and p 6= 0, from Lemma 6.1, it follows that
(a) for n ≥ 0, Tie
i
n is in the span closure of {e
i
q : q ≥ 0}, i = 1, 2,
(b) for n ≥ 1, Tie
i
−n is in the span closure of {e
i
−q : q ≥ 1}, i = 1, 2,
(c) for n ≥ 0, S1e
2
n is in the span closure of {e
1
q : q ≥ 0} and
(d) for n ≥ 1, S1e
2
−n is in the span closure of {e
1
−q : q ≥ 1}.
From the equation (A.9), it follows that (i) for n ≥ 0, there exists αn ∈ C such that S2e
1
n =
αne
2
n+1+a, (ii) for n ≥ p + 2, there exists α−n ∈ C such that S2e
1
−n = α−ne
1
−n+p+1, (iii) for
2 ≤ n ≤ p+ 1, S2e
1
−n = 0 and (iv) there exists α−1 ∈ C such that S2e
1
−1 = α−1e
2
0.
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Now applying Algorithm 2 from the Appendix, for i = −1 and j = 0, we obtain
α−1
〈
D+2−λ(φ
∗
a)z
0, z0
〉
+ α−1
〈
D+λ (φa)z
0, z0
〉
= 0.
If a is real, then φ∗a = φa. An easy computation shows that
〈
D+2−λ(φa)z
0, z0
〉
+
〈
D+λ (φa)z
0, z0
〉
6= 0,
a ∈ (0, 1). In consequence α−1 = 0.
Let H˜1 and H˜2 be the closed subspaces of H spanned by the orthonormal set of vectors
(6.1)
{(
e1n
0
)
,
(
0
e2n
)
: n ≥ 0
}
,
{(
e1−n
0
)
,
(
0
e2−n
)
: n ≥ 1
}
,
respectively.
We have T = T˜1 ⊕ T˜2, where T˜i is an operator on H˜i, i = 1, 2. Also note that H˜i is invariant
under pi. So, T˜1 is a homogeneous operator with associated representation D
+
λ+2a ⊕D
+
λ and T˜2 is
a homogeneous operator with associated representation D−2−λ ⊕D
−
2−λ+2p. 
Lemma 6.3. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1 ⊕ pi2, where pi1 = D
+
λ ⊕D
−
2−λ and pi2 = D
+
λ ⊕D
−
2−λ+2p and p is some positive integer. Then
T is reducible. Furthermore, T = T˜1 ⊕ T˜2, where T˜1 is a homogeneous operator with associated
representation D+λ ⊕D
+
λ and T˜2 is a homogeneous operator with associated representation D
−
2−λ⊕
D−2−λ+2p or T = T1 ⊕ T2.
Proof. Homogeneity of T implies that the operators Ti and Si satisfy equations (4.6), (4.7), (4.8)
and (4.9). Recall that T1 and T2 are weighted shifs with respect to the orthonormal basis {e
1
n}
and {e2n}, respectively by virtue of Lemma 6.1. Let {un} and {vn} be the corresponding weights
for T1 and T2, respectively. Since p > 0, it follows form Lemma 6.1 that v−1 = 0.
From the equation (A.9), we obtain that (i) for all n ≥ −1 there exist βn ∈ C such that
S2e
1
n = βne
2
n+1, (ii) for all n ≥ p + 2 there exists β−n ∈ C such that S2e
1
−n = β−ne
2
−n+p+1 and
(iii) S2e
2
−n = 0, for all 1 < n < p+ 2.
Applying Algorithm 2 for i = n, n ≥ −1 and j = 0, we get
β−1
〈
pi1(φa)e
1
n, e
1
−1
〉
+ βn
〈
pi2(φa)e
2
n+1, e
2
0
〉
= 0.
Now, if n ≥ 0, then from the preceding equation, we find that βn
〈
pi2(φa)e
2
n+1, e
2
0
〉
= 0 and
therefore βn = 0 for all n ≥ 0. For n = −1, from the same equation, we have
β−1
〈
pi1(φa)e
1
−1, e
1
−1
〉
+ β−1
〈
pi2(φa)e
2
0, e
2
0
〉
= 0.
However, it is easily verified that
〈
pi1(φa)e
1
−1, e
1
−1
〉
+
〈
pi2(φa)e
2
0, e
2
0
〉
6= 0. Therefore, β−1 = 0.
Again applying Algorithm 2 for i = −1 and j = −n + p + 1, n ≥ p + 2, we observe that
β−n
〈
pi1(φa)e
1
−1, e
1
−n
〉
= 0. Consequently, we have β−n = 0, for n ≥ p + 2. This proves that
S2e
1
−n = 0, for all n ≥ 2 and therefore S2 = 0.
Form the equation (A.8), we have (i) for all n ≥ 0, there exists αn ∈ C such that S1e
2
n = αne
1
n+1
and (ii) for all n ≥ 1, there exists α−n ∈ C such that S1e
2
−n = α−ne
1
−n−p+1.
Applying Algorithm 1 for i = n ≥ 0 and j = 0, we get αn
〈
pi1(φa)e
1
n+1, e
1
0
〉
= 0. Consequently,
for all n ≥ 0, we see that αn = 0. This proves that S1e
2
n = 0, n ≥ 0 .
Again, applying Algorithm 1 for i = −n, n ≥ 1, and j = 0, we get
α−nu−1
〈
pi1(φa)e
1
−n−p+1, e
1
−1
〉
= 0.
It follows that α−nu−1 = 0, n ≥ 1. Hence if u−1 6= 0, then for all n ≥ 1, we see that α−n = 0
and therefore S1 = 0. Putting all of these together, we infer that T = T1 ⊕ T2, where T1 is a
homogeneous operator with associated representation pi1 and T2 is a homogeneous operator with
associated representation pi2.
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Let T˜1, T˜2 be the operators which were constructed in Lemma 6.2. If u−1 = 0, then we have T =
T˜1⊕T˜2. The operators T˜1 and T˜2 are homogeneous, and in this case, the associated representations
are D+λ ⊕D
+
λ and D
−
2−λ ⊕D
−
2−λ+2p, respectively. 
Lemma 6.4. Let T =
[
T1 S1
S2 T2
]
be a homogeneous operator with associated representation
pi1 ⊕ pi2 where pi1 = D
+
λ ⊕D
−
2−λ and pi2 = D
+
λ ⊕D
−
2−λ. Then S1 = 0 and S2 = 0.
Proof. In this case pi1 = pi2. Denote pi1 = pi2 = pi and e
1
n = e
2
n = en. Homogeneity of T implies
that the operators Ti and Si satisfy equations (4.6), (4.7), (4.8) and (4.9). Repeating an argument
similar to the one in Lemma 6.1, we find that T1, T2, S1 and S2 are weighted shifts with respect
to the orthonormal basis {en}. Let {un}, {vn}, {αn} and {βn} be the weights for T1, T2, S1 and
S2, respectively.
Now we prove that S1 = 0. Applying Algorithm 1 for i = n, n ≥ 0 and j = 0, we obtain
αn 〈pi(φa)en+1, e0〉 = 0. This implies that αn = 0, n ≥ 0.
Again applying Algorithm 1 for i = −1 and j = n, n ≤ −1, we get
αn 〈pi(φa)e−1, en〉+ α−1 〈pi(φa)e0, en+1〉 = 0.
This implies that αn = 0, n ≤ −1, proving that S1 = 0. A similar computation shows that
S2 = 0. 
Theorem 6.5. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1 ⊕ pi2 where pi1 = D
+
λ+2a ⊕ D
−
2−λ+2b and pi2 = D
+
λ+2m ⊕ D
−
2−λ+2p. Then either T = T˜1 ⊕ T˜2,
where T˜1 is a homogeneous operator with associated representation D
+
λ+2a ⊕ D
+
λ+2m and T˜2 is a
homogeneous operator with associated representation D−2−λ+2b ⊕ D
−
2−λ+2p or T = T1 ⊕ T2. In
particular, T is reducible.
Proof. We divide the proof into several cases and discuss each case separately. Let H˜1, H˜2 be as
in (6.1) and T˜i = T|H˜i , i = 1, 2.
(i) Assume that none of the a, b,m, p are zero. Then from Lemma 6.1, it follows that T =
T˜1 ⊕ T˜2. Also note that H˜i is invariant under pi. So, T˜1 is a homogeneous operator
with associated representation D+λ+2a ⊕ D
+
λ+2m and T˜2 is a homogeneous operator with
associated representation D−2−λ+2b ⊕D
−
2−λ+2p.
(ii) Assume that exactly one of a, b,m, p is non-zero. Then from Lemma 6.1, it follows that
T = T˜1 ⊕ T˜2.
(iii) It follows from Lemma 6.1 that T = T˜1 ⊕ T˜2 if either a = 0, b 6= 0,m = 0, p 6= 0 or
a 6= 0, b = 0,m 6= 0, p = 0.
(iv) The case of a 6= 0, b = 0, p 6= 0,m = 0 is precisely Lemma 6.2.
(v) Assume that a = 0, b 6= 0,m 6= 0, p = 0. Since T ∗ is a homogeneous operator with
associated representation pi#1 ⊕ pi
#
2 , the proof follows by applying Lemma 6.2 to T
∗.
(vi) Assume that a = 0, b = 0,m 6= 0, p 6= 0. The associated representation of the operator
T is D+λ ⊕D
−
2−λ ⊕D
+
λ+2m ⊕D
−
2−λ+2p =
(
D+λ ⊕D
−
2−λ+2p
)
⊕
(
D+λ+2m ⊕D
−
2−λ
)
. Now, the
proof follows form Lemma 6.2.
(vii) Assume that a 6= 0, b 6= 0,m = 0, p = 0. This is same as (vi).
(viii) The cases of a = 0, b = 0,m = 0, p 6= 0 and a = 0,m = 0, p = 0, b 6= 0 are covered in
Lemma 6.3.
(ix) In case, b = 0,m = 0, p = 0, a 6= 0 or a = 0, b = 0, p = 0,m 6= 0, the proof is completed by
applying the Lemma 6.3 to T ∗.
(x) Assume a = 0, b = 0,m = 0, p = 0. This case is exactly Lemma 6.4.
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This is an enumeration of all the sixteen possibilities (each of the integers a, b,m, p is either zero
or positive) completing the proof. 
Now we prove that there is no irreducible homogeneous operator with associated representation
pi := P1,0 ⊕D
+
1+2m ⊕D
−
1+2k. The representation space of pi is H := L
2(T)⊕H(1+2m) ⊕H(1+2k).
Lemma 6.6. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi1 ⊕ pi2, where pi1 = P1,0 and pi2 = D
+
1+2m ⊕D
−
1+2k, m,k ≥ 0. Then we have the following.
(a) The operators T1 and T2 are weighted shifts with respect to the orthonormal basis {e
1
n}
and {e2n} with weights {un} and {vn}, respectively. Also T2e
2
−1 = 0 except when m = 0
and k = 0.
(b) If k ≥ 1, then for all n ≥ 0, S1e
2
n = 0, and for all n ≥ 1, S1e
2
−n = α−ne
1
−n−k+1 such that
u−1α−n = 0 where α−n ∈ C. If k = 0, then S1e
2
n = 0 for all n 6= −1 and S1e
2
−1 = α−1e
1
0
for some α−1 ∈ C.
(c) If m > 1, then S2 = 0. If m = 1, then for n ≤ −1, S2e
1
n = 0 and for n ≥ 0, there exists
βn ∈ C such that S2e
1
n = βne
2
n and u−1βn = 0. If m = 0, then S2e
1
n = 0, for all n 6= −1
and S2e
1
−1 = β−1e
2
0 for some β−1 ∈ C.
Proof. (a) Homogeneity of T implies that the operators Ti and Si satisfy equations (4.6), (4.7),
(4.8) and (4.9). Using the equations (4.6) and (4.7), we find that T1 and T2 are weighted shifts
with respect to the orthonormal basis {e1n} and {e
2
n}, respectively. Let {un} and {vn} be the
weights of T1 and T2, respectively. It is easy to see that that v−1 = 0 except when m = 0 and
k = 0.
(b) From the equation (A.6), it follows that there exists a sequence {αn} such that
(6.2) S1e
2
n = αne
1
n+m+1, n ≥ 0 and S1e
2
−n = α−ne
1
−n−k+1, n ≥ 1.
Applying Algorithm 1 for i = n ≥ 0 and j = 0, we obtain
αn
〈
pi1(φa)e
1
n+m+1, e
1
0
〉
= 0.
In consequence, αn = 0 for all n ≥ 0.
k ≥ 1: Applying Algorithm 1 for i = −n, n ≥ 1, and j = 0, we get
a¯α−nu−1
〈
pi1(φa)e
1
−n−k+1, e
1
−1
〉
= 0,
which implies that α−nu−1 = 0 for all n ≥ 1.
k = 0: Applying Algorithm 1 for i = −1 and j = −n+ 1, n ≥ 1, we obtain
α−n
〈
pi2(φa)e
2
−1, e
2
−n
〉
+ α−1
〈
pi1(φa)e
1
0, e
1
−n+1
〉
= 0.
This implies that α−n = 0 for all n ≥ 2.
(c) Equation (A.7), in the Appendix, implies that
(i) for all n, n ≥ max{m− 1, 0}, there exist βn ∈ C such that S2e
1
n = βne
2
−m+n+1 and for all
n, 0 ≤ n < max{m− 1, 0}, S2e
1
n = 0,
(ii) for all n, n ≥ k + 2, there exist β−n ∈ C such that S2e
1
−n = β−ne
2
−n+k+1 and for all
n, 2 ≤ n < k + 2, S2e
1
−n = 0,
(iii) there exists β−1 ∈ C such that S2e
1
−1 = β−1e
2
0 where β−1 = 0 if m 6= 0.
Applying Algorithm 2 for i = −1 and j = n+ k + 1, n ≥ k + 2, we see that β−n = 0. Thus, we
have S2e
1
−n = 0 for all n ≥ 2.
24 SOMNATH HAZRA
m > 1: Applying Algorithm 2 for i = n ≥ m− 1 and j = 0, we obtain
βn
〈
pi2(φa)e
2
−m+n+1, e
2
0
〉
= 0.
Thus, for n ≥ m− 1, βn = 0. Consequently, S2 = 0.
m = 1: In this case also applying Algorithm 2, for i = −1 and j = n ≥ 0, we obtain
a¯βnu−1
〈
pi2(φa)e
1
0, e
1
n
〉
= 0.
Thus, for n ≥ 0, u−1βn = 0.
m = 0: Again applying Algorithm 2, for i = n ≥ −1 and j = 0, we obtain
β−1
〈
pi1(φa)e
1
n, e
1
−1
〉
+ βn
〈
pi2(φa)e
2
n+1, e
2
0
〉
= 0.
This implies that βn = 0, n ≥ 0. 
Theorem 6.7. Suppose T =
[
T1 S1
S2 T2
]
is a homogeneous operator with associated representation
pi = pi1 ⊕ pi2, where pi1 = P1,0 and pi2 = D
+
1+2m ⊕D
−
1+2k, m,k ≥ 0. Then T is reducible.
Proof. By virtue of Lemma 6.6, it is easy to see that if either k 6= 0 or m 6= 0, then T is reducible.
Thus to complete the proof, we have to show that T is reducible only when m = k = 0.
It follows from Lemma 6.6(a) that the operators T1 and T2 are weighted shifts with respect
to the orthonormal basis {e1n} and {e
2
n}, respectively. Let {un} and {vn} be the corresponding
weights. From Lemma 6.6(b), we see that for n 6= −1, S1e
2
n = 0 and S2e
1
n = 0. Clearly, H˜1 is
invariant under T . Let A := T|H˜1 and B := PT|H˜2 , where H˜2 is defined in (6.1) and P is the
projection of H onto H˜2. Since H˜1 and H˜2 are invariant under pi, it follows from [1, Proposition
2.4] that A and B are homogeneous operators with associated representations pi|H˜1 and pi|H˜2 ,
respectively. Since pi|H˜1 is equivalent to D
+
1 ⊕D
+
1 and S1e
2
n = 0, S2e
1
n = 0 for all n ≥ 0, it follows,
using homogeneity of A, that un = 1, vn = 1 for all n ≥ 0. Similarly, it follows that un = 1, vn = 1
for all n ≤ −2. Therefore T must be reducible. This completes the proof since we have shown that
the operator T is reducible in every possible combination of the associated representation. 
Since P1,0 is not equivalent to the direct sum as explained in Remark 5.3, the case where the
associated representation is pi = P1,0 ⊕ P1,0 has to be settled separately, which is given in the
Theorem below. The proof requires no new idea and is omitted.
Theorem 6.8. Suppose T is a homogeneous operator on L2(T)⊕L2(T) with associated represen-
tation pi = P1,0 ⊕ P1,0. Then T is reducible.
7. Conclusion
We have proved, in Section 5 and Section 6, that if the associated representation of a homo-
geneous bi-lateral 2-shift T is a direct sum of either three irreducible or four irreducible repre-
sentations, then the operator T must be reducible. Combining this with the analysis, in Section
4, of the remaining case, where the associated representation is the direct sum of two irreducible
Continuous series representations, we obtain the proof of our main theorem stated below.
Theorem. (a) The irreducible homogeneous bi-lateral 2-shifts in C (respectively, in P and P0)
are mutually inequivalent.
(b) The three classes of irreducible homogeneous bi-lateral 2-shifts C, P and P0 are mutually
inequivalent.
(c) Let T be an irreducible homogeneous bi-lateral 2-shift. Then, up to unitary equivalence, T
is in either C or P or P0.
HOMOGENEOUS 2-SHIFTS 25
Appendix A. Computations and an algorithm
Let pi1 and pi2 be two projective representation of Mo¨b on the Hilbert spaces H1 and H2,
respectively, such that one of the following holds:
(I) pi1 and pi2 are from the irreducible Continuous series representation.
(II) pi1 is from the Continuous series representations and pi2 = D
+
λ+2m⊕D
−
2−λ+2k, −1 < λ ≤ 1;
m,k are integers.
(III) pi1 = D
+
λ+2a ⊕D
−
2−λ+2b and pi2 = D
+
λ+2m ⊕D
−
2−λ+2p where λ ∈ (0, 2] and a, b,m, p are any
non-negative integers.
Suppose T1 and T2 are bounded operators on H1 and H2, respectively and S1 : H2 → H1 and
S2 : H1 → H2 be operators which satisfies the following relations
(A.1) S1pi2(φ)− e
iθpi1(φ)S1 = aT1pi1(φ)S1 + aS1pi2(φ)T2, φ ∈ Mo¨b
and
(A.2) S2pi1(φ) − e
iθpi2(φ)S2 = aS2pi1(φ)T1 + aT2pi2(φ)S2, φ ∈ Mo¨b.
(I). We know that {zn : n ∈ Z} is an orthogonal basis of Hi. Let e
i
n =
zn
‖zn‖i
, i = 1, 2, where ‖ · ‖i
denote the inner product of Hi. The set of vectors {e
i
n : n ∈ Z} is an orthonormal basis of Hi.
Let φθ ∈ Mo¨b be such that φθ(z) = e
iθz. Evaluating equation (A.1) on zn and putting φ = φθ,
we obtain
(A.3) pi1(φθ)S1z
n = e
−i
(
n+1+
λ2
2
)
θ
S1z
n, n ∈ Z.
Thus the existence of a sequence {αn : n ∈ Z} such S1e
2
n = αne
1
n+1 follows. Suppose Ti’s are
weighted shift with respect to the orthonormal basis {ein : n ∈ Z}. Then evaluating equation
(A.1) on the vector e2m, putting φ = φa, taking inner product with e
1
n and finally using the matrix
coefficient of pii(φa) (see [3, p. 316]), we obtain
(A.4)
αn−1
‖zn−1‖2
‖zm‖2
|φ′a(0)|
µ2
∑
k≥(m−n+1)+
C2k(m,n−1)r
k−αm
‖zn‖1
‖zm+1‖1
|φ′a(0)|
µ1
∑
k≥(m−n+1)+
C1k(m+1, n)r
k
= vmαn−1
‖zn−1‖2
‖zm+1‖2
|φ′a(0)|
µ2
∑
k≥(m−n+2)+
C2k(m+ 1, n − 1)r
k
+ αmun−1
‖zn−1‖1
‖zm+1‖1
|φ′a(0)|
µ1
∑
k≥(m−n+2)+
C1k(m+ 1, n − 1)r
k,
where Cik(m,n) =
(
−λ− µi −m
k + n−m
)(
−µi +m
k
)
, i = 1, 2 and un, vn are weights of T1, T2,
respectively. Similar conclusions are true for S2 as well. When pi1 = pi2, we denote C
i
k by Ck.
(II). Let H(λ+2m) be the representation space of D+λ+2m and H
(2−λ+2k) be the representation
space of D−2−λ+2k. Let H2 = H
(λ+2m) ⊕H(2−λ+2k). Define
(A.5) e2n :=
( zn
‖zn‖λ+2m
0
)
, n ≥ 0 and e2−n :=
(
0
zn−1
‖zn−1‖2−λ+2k
)
, n ≥ 1.
The set of vectors {e2n : n ∈ Z} is an orthonormal basis of H2. Let φθ be a rotation in Mo¨b. Then
pi2(φθ)e
2
n = e
−i(n+m+λ2 )θe2n, n ≥ 0 and pi2(φθ)e
2
−n = e
i(n+k−λ2 )θe2−n, n ≥ 1.
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Substituting φ = φθ in the equation (A.1) and (A.2), respectively, we obtain
(A.6) pi1(φθ)Se
2
n = e
−i(n+1+m+λ2 )θSe2n, n ≥ 0; pi1(φθ)Se
2
−n = e
i(n−1+k−λ2 )θSe2−n, n ≥ 1
and
(A.7) pi2(φθ)S2e
1
n = e
−i(n+1+λ2 )θS2e
1
n, n ∈ Z.
(III). Substituting φ = φθ in equation (A.1) and (A.2), respectively, we obtain
(A.8) pi1(φθ)S1e
2
n = e
−i(n+1+m+λ2 )θS1e
2
n, n ≥ 0; pi1(φθ)S1e
2
−n = e
i(n−1+p−λ2 )θS1e
2
−n, n ≥ 1
and
(A.9) pi2(φθ)S2e
1
n = e
−i(n+1+a+λ2 )θS2e
1
n, n ≥ 0; pi2(φθ)S2e
1
−n = e
i(n−1+b−λ2 )θS2e
1
−n, n ≥ 1.
where e1n and e
2
n are defined in a similar way as in (A.5).
The following two algorithms have been used in section 5 and 6 repeatedly:
Algorithm 1. Substitute φ = φa in the equation (A.1), evaluate at the vector e
2
i and take inner
product with the vector e1j .
Algorithm 2. Substitute φ = φa in the equation (A.2), evaluate at the vector e
1
i and take inner
product with the vector e2j .
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