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ОПТИМIЗАЦIЯ РЕЖИМIВ АКТИВНОЇ
IДЕНТИФIКАЦIЇ ДИНАМIЧНИХ ОБ’ЄКТIВ
Вступ
Побудова математичної моделi (iдентифiкацiя) дослiджуваного об’є-
кта (ДО) є важливою складовою системного пiдходу при вирiшеннi задач
керування, контролю параметрiв, моделювання i прогнозування стану
об’єкта. Iснує [1] два пiдходи до iдентифiкацiї: апроксимативний i па-
раметричний. Першому вiдповiдає нескiнченна множина рiшень (або ти-
пiв моделей). Другий пов’язаний з бiльш складною задачею: для заданої
структури математичної моделi (ММ), яка наближено вiдповiдає фiзицi
процесiв в ДО слiд якомога точнiше визначити всi чи частину параме-
трiв (коефiцiєнтiв) ММ. Це, наприклад, визначення коефiцiєнтiв ММ ру-
ху лiтака, ракети, електро-енерго-агрегатiв, технологiчних, економiчних
процесiв (моделi Кантаровича, Ємельянова) та багато iнших важливих
задач контролюфiзичних параметрiвДО по коефiцiєнтамММ,що визна-
чається шляхом активного експерименту на ДО. Найбiльшу складнiсть
для оптимального планування експерименту являють динамiчнi ДО.
Тут бажаний результат досягається шляхом послiдовного уточненняММ
i експерименту. Такий процес збiгається, якщо параметри апрiорної мо-
делi достатньо точнi, щоб оптимальний для них план першого експери-
менту дозволив уточнити параметри ММ вiдносно їх апрiорних значень.
Тодi, пiсля декiлькох iтерацiй, отримаємо дiйсно оптимальний для ОД
план i, як наслiдок, результат. Апрiорна невизначенiсть параметрiв ММ
ДО вимагає спрощених тестуючих впливiв на ДО. Такими впливами по
входуДОможе бути послiдовнiсть з 2–3 iмпульсiв трапецiєвидної форми.
Часовi iнтервали мiж iмпульсами є змiнними, якi оптимiзують показник
якостi експерименту.
Показник якостi експерименту.
Якщо функцiонал якостi визначення параметрiв моделi I(β) має “рив-
чаковий” характер, тобто не є строго випуклим i в окремих напрямках
має дуже малi змiни, то система, з якої визначаються вiдхилення∆β вiд
апрiорно заданих параметрiв
I ′′(β∗) ·∆βˆ = −I ′(β∗), (1)
де I ′′ – друга, а I ′ – перша похiднi вiд I по βˆ в точцi β∗, буде погано
обумовлена. Рiшення системи (1)
βˆ =
ˆ
I ′′(β∗)˜−1 · I ′(β∗), (2)
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буде надто неточним [2]. Умова “ривчаковостi” I(β) – це суттєве роздi-
лення спектра матрицi I′′(β∗) на двi групи, що вiдповiдають великим i
малим власним числам λ:
λ1 ≥ λ2 ≥ . . . ≥ λk−1 ≥ σλk ≥ . . . ≥ σλn; σ ≫ 1 (3)
Число обумовленостi матрицi I ′′(β∗) “ривчакового” функцiоналу I(β)
визначається спiввiдношенням:
cond(I ′′(β∗)) =
‚‚I ′′(β∗)‚‚ · ‚‚‚ˆI ′′(β∗)˜−1‚‚‚ = λmax
λmin
≥ σ ≫ 1.
Найбiльшу похибку рiшення (2) зосереджено в пiдпросторi, натягну-
тому на власнi вектори ξ матрицi I ′′(β∗), що вiдповiдають малим вла-
сним числам λ. Тому осi найбiльш рацiональної системи координат при
мiнiмiзацiї квадратичних функцiоналiв “ривчакової” структури повин-
нi спiвпадати з власними векторами ξ матрицi I ′′(β∗). За такої умови
квадратичний функцiонал
I(β) ∼= I(β∗) + I ′(β∗) ·∆β + 1
2
∆βT I ′′(β∗) ·∆β (4)
набирає сепарабiльного вигляду:
I(β) =
nX
i=1
I(βi), (5)
Оцiнки βˆi знаходяться незалежно, чим гарантується малiсть похибки
δβj для тих βj , якi мають великi λi. Задача планування експерименту
спрощується, якщо необхiдно забезпечити збiг тiльки одного з координа-
тних ортiв βi з власним вектором ξi. При цьому похибки δβj по iншим
напрямкам ξi (j 6= i) мало впливають на δβi.
Необхiднi властивостi I(β) забезпечимо вiдповiдним вибором керую-
чих впливiв. Задамо критерiй синтезу сигналiв, що тестують об’єкт у
виглядi матричної норми ‖·‖ рiзницi оптимiзуємої I′′(β) i бажаної D ма-
триць:
ℑ(I ′′(β)) =
‚‚I ′′(β)−D‚‚ . (6)
Функцiонал (6) з евклiдовою нормою ‖·‖ мiнiмiзує середньоквадрати-
чне вiдхилення власних чисел. Вiн випуклий, монотонний i однорiдний
на множинi матриць Гессе [4]. Якщо функцiонал ℑ зв’язати з k-им ряд-
ком матрицi I ′′(β), то замiсть (6) отримаємо функцiонал для визначення
βk
ℑ(I ′′(β)) = ‚‚j′′ki(β)− dki‚‚ , (7)
де j′′ki – i-й елемент k-ого рядка матрицi I
′′(β), dki = 0, dkk 6= 0, i 6= k.
Пiсля такої оптимiзацiї режимiв iдентифiкацiї, задача мiнiмiзацiї
функцiоналу (4) переходить в задачу покоординатної оптимiзацiї, пред-
ставленої вiдносно β в сепарабiльному виглядi:
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min
β
I(β) = min
β
nX
i=1
Ii(β). (8)
Синтез оптимальних тестуючих вхiдних впливiв на ДО.
Рис. 1 – Тестуючий iмпульс u(t) i його похiдна ω(t).
Як тестуючi впливи досить просто реалiзується на реальних ДО по-
слiдовнiсть iмпульсiв трапецiєвидної форми (рис. 1).
Послiдовнiсть з L сигналiв i-го входу ДО має вигляд:
ui(t) =
LX
l=1
(−1)l+1ui(t, tl,1, tl,2, tl,3). (9)
Похiдна одиночного iмпульсу (рис. 1) 1(t) =

0, t < 0
1, t ≥ 0
du
dt
= ω
2X
k=1
(−1)k+1
2X
j=1
(−1)j+11(t− tjk), (10)
Задача синтеза оптимальних тестуючих сигналiв формулюється як
задача оптимального управлiння: для заданих рiвняньДО (апрiорна мо-
дель)
x = Ax+Bu, (11)
класу сигналiв (рис. 1) i обмежень на взаємне розташування, знайти про-
грамне управлiння u(t), за якого функцiонал (6) чи (7) приймає мiнiмаль-
не значення. Застосування функцiоналу Красовського [5]
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I = V3 [x(tk)] +
1
2
tkZ
t0
Q(x, t)dt+
1
2
tkZ
t0
(UTKU + UTоптK
−1Uопт)dt, (12)
де Q, V3 – заданi скалярнi функцiї векторних аргументiв x та u дозволяє
вирiшити поставлену задачу. Будемо вважати моменти tij переключен-
ня в (9), як компоненти узагальненого об’єкта, отриманого об’єднанням
рiвнянь (11) i (13):
T˙p = U ; Tp = {tij} ; j = 1, l; i = 1,m. (13)
Рiвняння (13) описує перебудову моменту j-го переключення i-ої ком-
поненти вектора управлiння Тр. Оптимальне за критерiєм мiнiмуму (12)
управлiння задовольняє рiвнянню:
∂V
∂t
− ∂V
∂x
(Ax+Bu) = −Q(x, t), (14)
з граничною умовою V (tk) = V 3.
Використання прогнозуючої моделi [5]
x˙M = AxM +BuM
T˙p = 0
(15)
дозволяє знайти значення функцiї V (x, T, t) в точцi, що вiдповiдає пото-
чному стану по траєкторiї
V (x, t, τ ) = V3(xM , τK) +
τKZ
τ0
Q(xM , τ )dτ, (16)
де τК – поточний час для моделi (15).
Пiдставимо (16) в (14). З урахуваннямправилди-ференцiювання, отри-
маємо:
Uопт = −k
"
dV3(xM ,τk)
dTp
+
τkR
τ0
dQ(xM ,τ)
dTp
#
=
= −k
8><
>:
zT (τk)
∂V3(τk)
∂xM (τk)
+ ∂V3(xτk)
dTp
τkR
τ0
h
zT (τ ) ∂Q
T (τ)
∂xM (τ)
+ dQ
T (τ)
dTp
i
dτ
9>=
>; ,
(17)
де z(τ ) = ∂x
∂Tp
– матрична функцiя чутливостi розширеного об’єкта (11),
(13), яку отримано шляхом диференцiювання по вектору Тр:
∂
∂Tp
„
dx
dt
«
=
d
dt
„
∂x
∂Tp
«
= z˙ = A
∂x
∂Tp
+B
∂u
∂Tp
= Az +B
∂u
∂Tp
,
або
z˙ = Az +B
∂u
∂Tp
. (18)
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Матриця часткових похiдних ∂u
∂Tp
з урахуванням моделi (9)
∂u
∂Tp
=
‚‚‚‚‚∂u
i(t)
∂tijk
‚‚‚‚‚ , ∂u
i(t)
∂tijk
= ω(−1)k+j1(t− tijk). (19)
Вирiшуючи (18) вiдносно z i в одночас iнтегруючи (19), по закiнченню
одного циклу моделювання отримаємо вектор градiєнтiв, який дозволяє
визначити, куди вздовж часової осi змiщати моменти переключення tijk
для досягнення екстремуму функцiонала (12). Якщо прийняти амплiту-
ду сигналiв фiксованою, то розмiрнiсть Тр скоротиться удвiчi.
Якщо тестовi сигналимаютьфiксовануформу, то необхiдно визначити
лише їх взаємне розташування на часовiй осi. Побудуємо градiєнтний
алгоритм корекцiї вектора переключень Тр.
Алгоритм оптимiзацiї:
1. Для рiвнянь (15), (18) формуються початковi умови:
u(t) = u0(t, Tp), Tp = T 0p , z(t0) = 0, де Tp, T
0
p – початковi умови для
моментiв переключення i функцiї чутливостi.
2. За системою (15) моделюється рух об’єкта, водночас iнтегрується ма-
тричне рiвняння чутливостi (18).
3. За результатами моделювання за допомогою виразу (17) визнача-
ється градiєнт мiнiмiзуємого функцiоналу (12) по керованим змiнним
Tp. Пiдiбравши експериментальним шляхом в рiвняннi (14) значення К,
отримуємо алгоритм корекцiї компонент вектора Tp на j-й iтерацiї.
4. Якщо правило зупинки алгоритму не виконується, то перехiд до п.2
для чергової iтерацiї пошуку Tp.
5. Перевiряється умоваℑj ≤ ℑзад. Якщо вона не виконується, то перехiд
до п.1 з формуванням нових початкових умов.
Числове моделювання задачi активної iдентифiкацiї
параметрiв дискретних динамiчних систем
Неперервна система (11) на множинi дискрет tk часу t вiдображена
дискретною системою
X(k + 1) = AX(k) +BU(k), Y (k) = X(k) +N(k), (20)
деX(k) – трьохмiрний вектор функцiя змiнних стану, U(k) – двомiрна
функцiякеруючих впливiв k = 1, 300; N(k) –послiдовнiсть “бiлихшумiв”
з вiдношенням “шум-сигнал” 10%. Скалярний запис рiвняння (20):
xi(k + 1) =
3X
j=1
aijxj(k) +
2X
l=1
bilul(k), i = 1, 2, 3. (21)
Кожний з тестових сигналiв U1(k) i U2(k) задано послiдовнiстю з двох
рiзнополярних iмпульсiв однакової форми. Першого iмпульсу зафiксова-
но. Дискретно змiнювалось положення трьох останнiх iмпульсiв. Як по-
казали дослiдження, максимумифункцiоналiв (7) i (6) суттєво рiзняться.
Це пiдтверджує необхiднiсть використання алгоритму покоординатної
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Таблиця 1.
Точнi значення коефiцiєнтiв моделi (22).
aij bil
j=1 j=2 j=3 l=1 l=2
i=1 -1,27 0,01 0,05 -1 0,8
i=2 -0,34 -0,13 1 -0,01 -12,5
i=3 -16 -3 0,18 -1 0
оптимiзацiї, якщо треба точно визначити окремi коефiцiєнти. В таблицi
2 наведено оцiнки параметрiв aˆij , bˆil моделi (21), за результатами опти-
мального за критерiєм (6) експерименту. Суттєво вiдрiзняються оцiнки
коефiцiєнтiв a11, a12, a13, a21, a22, a23, a32, b32.
Таблиця 2.
Оцiнки коефiцiєнтiв для оптимального за критерiєм (6) плану
експерименту.
aˆij bˆil
j=1 j=2 j=3 l=1 l=2
i=1 -1,38 0,007 0,063 -0,99 0,83
i=2 -0,3 -0,17 0,93 -0,011 -12,52
i=3 -16,24 -3,63 0,179 -1,04 0,0014
В таблицi 3 наведено тi ж оцiнки, але отриманi за результатами екс-
перименту, оптимiзованого за критерiєм (7) покоординатної оптимiзацiї.
Цi оцiнки набагато ближче до точних (таблиця 1), але кiлькiсть експери-
ментiв при цьому зростає.
Таблиця 3.
Оцiнки коефiцiєнтiв для оптимального за критерiєм (7) покоординатної
оптимiзацiї плану експерименту.
aˆij bˆil
j=1 j=2 j=3 l=1 l=2
i=1 -1,28 0,008 0,052 -0,99 0,83
i=2 -0,32 -0,14 0,99 -0,011 -12,52
i=3 -15,8 -3,28 0,1804 -1,03 0,0013
Висновок
У випадку, якщо функцiонал I(β) не має „ривчакового” характеру i
немає необхiдностi в досить точному визначеннi тiєї частини параметрiв
aij , bi, яка слабо впливає на динамiку ММ (20), достатньо одного опти-
мального за критерiєм (6) експерименту.
У випадку, якщо треба якомога точнiше визначити один чи декiлька
„слабких” параметрiв, слiд скористуватися, спецiально для оцiнювання
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цих параметрiв, експериментом, оптимальним за критерiєм (7).
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