ABSTRACT Image quality that is consistent with human opinion is assessed by a perceptual image quality assessment (IQA) that defines/utilizes a computational model. A good model should take effectiveness and efficiency into consideration, but most of the previously proposed IQA models do not simultaneously consider these factors. Therefore, this paper attempts to develop an effective and efficient IQA metric. Contrast is an inherent visual attribute that indicates image quality, and visual saliency (VS) is a quality that attracts the attention of human beings. The proposed model utilized these two features to characterize the image quality. After obtaining the local contrast quality map and the global VS quality map, we added the weighted standard deviation of the previous two quality maps together to yield the final quality score. The experimental results for three benchmark databases (LIVE, TID2008, and CSIQ) demonstrated that our model performs the best in terms of a correlation with the human judgment of visual quality. Furthermore, compared with competing IQA models, this proposed model is more efficient. The MATLAB source code of the proposed method is public available online at http://www.scholat.com/vpost.html?pid=98172.
I. INTRODUCTION
Image quality assessment (IQA) plays a vital role in numerous applications, such as compression, image acquisition and transmission. The end receiver of any visual signal is a human being, but subjective IQA is often costly, slow, and difficult to integrate into real-time image-processing systems. Therefore, it is urgent to develop a perceptual method that correlates closely with the human visual system (HVS). According to whether there is a reference image, we can classify the objective IQA metrics as the following three types [1] : the fullreference (FR) metric, in which there is a pristine image for comparison; the reduced-reference (RR) metric, where only partial information concerning the pristine image is valid; and the no-reference (NR) metric, in which the pristine image is not available at all. We propose an FR-IQA method in this paper since the FR metric is widely utilized to assess imageprocessing algorithms.
FR methods have made much progress recently due to the considerable efforts being made. Traditional metrics such as the peak signal-to-noise ratio (PSNR) are the most widely used metrics in image processing. However, by failing to consider the properties of the HVS, these metrics do not correlate well with human opinion [2] . Thus, many IQA metrics have been developed based on the HVS. These kinds of representative models are [3] and [4] , which use the sensitivity of the HVS to differentiate visual signals, such as contrast, luminance, frequency, and the interactions among these signals. The other kind of IQA model that utilizes the HVS has been adapted to extract structure information. The representative model was the structural similarity model (SSIM) [5] , which has better performance than previous models. Various SSIM-induced metrics later arose [6] - [8] . Wang et al. [6] presented a multiscale SSIM that produced better performance than its previous one. Li and Bovik [7] proposed a three-component SSIM that assigned different weights to edges, textures and smooth regions. Wang et al. improved the MS-SSIM with an information content weighted (IW)-SSIM index [8] by adopting a new pooling strategy. The information fidelity criterion (IFC) [9] and visual information fidelity (VIF) [10] considered the FR-IQA issues as the infor-mation fidelity problem according to information theory, and VIF is the developmental version of the IFC. The apparent distortion index was proposed by Larson and Chardler [11] , in which HVS is regarded as operating two different strategies when evaluating the quality of high-quality images and lowquality images. The studies in [12] demonstrate that SSIM, MS-SSIM, and VIF perform better than the others. However, SSIM and MS-SSIM have the same defects that all positions are considered to have the same importance when yielding a quality score based on the local quality map. After images are composed into distinctive subbands and then assigned subbands with different weights when pooling, VIF assigns every position within each subband the same importance. It is noted that different locations of an image may have different perceptual meaning to our HVS; therefore, such pooling strategies must be improved. The so-called featuresimilarity index (FSIM) [14] , using the weighted average as the pooling strategy, was proposed based on the HVS perception of image quality according to its low-level features. The FSIM employs two features, namely, phase congruency and gradient magnitude, to produce local similarity maps, and the phase congruency map is also taken as the weightiness since it can reflect the degree of the perceptual importance of a local block to our HVS. Later, Zhang et al. proposed a visual saliency-induced metric (VSI) [15] based on the assumption that the visual saliency (VS) map of an image correlates highly with perceptual quality. Three components, namely, VS, gradient modulus and chrominance, are first computed by locally comparing the distorted image with the reference image through the similarity function. Then, the VS component is used as a weighting function to measure the importance of a local image region. The weighting strategy may improve IQA accuracy over the models with average pooling to some extent, but the process may be costly to compute the weights. Furthermore, this pooling strategy is likely to make nonlinear predictions with human judgments [16] . The image gradient is a popular feature in IQA since it can effectively capture the image local structures to which the HVS is highly sensitive. To this end, Xue et al. in his work, proposed the gradient magnitude similarity deviation (GMSD) index [16] , where image gradient magnitude maps are computed, and then the standard deviations (SDs) of these maps are treated as the overall image quality scores. Considering that the contrast can reflect the change of luminance and the HVS usually has the characteristic of multiresolution, we proposed a multiscale contrast similarity deviation in [17] . Based on the above analysis, recently developed FR-IQA metrics utilize features in relation to the HVS or adopt a good pooling strategy to design IQA models. The goals of effectiveness and efficiency should be considered when designing IQA models; however, most previous IQA models do not simultaneously reach these two goals. Therefore, in this paper, we attempt to fill this need. Accordingly, we develop a model that uses contrast and VS that are closely related to the HVS, and we adopt the summation of the deviation-based pooling strategy. The experimental results demonstrate that, in comparison with previously examined state-of-the-art models, the proposed model is efficient and promising.
II. RELATED WORK
This section presents works most related to our paper, including a brief review of the two features applied in IQA and the pooling strategy existing in FR-IQA.
A. CONTRAST AND VS APPLIED IN IQA
The use of contrast and VS to design an IQA model is not new. SSIM [5] employed contrast as a part of its features (the other two are luminance and structure). The contrast reflects the change of luminance, while the standard deviation is the range for indicating the distortion severity of an image. Therefore, contrast is a distinctive visual attribute that indicates image quality. In fact, we can define ''high quality'' as proper contrast and little distortion. Contrast masking is a phenomenon in which the flaws of an image are masked locally by the other stimulations in the image. Considering the above analysis, we have proposed the multiscale contrast similarity deviation (MCSD) [17] which showed high correlation with human opinions in the experimental results on the benchmark databases.
VS, however, is another good feature of IQA since the HVS is quite sensitive to it. The salient regions of a visual scene are very important to the HVS, since human beings pay more attention to these regions. Zhang et al. [15] thoroughly investigated VS in IQA and employed VS information as the main weighting function to pool the quality score. Efforts have been made to use the VS feature to enhance performance when designing IQA models in [18] . For these reasons, the proposed IQA model was designed by using the contrast and VS features to describe quality; it is noted that, however, VS is not used as a weighting function, similar to previous studies.
B. THE POOLING STRATEGY PRESENT IN FR-IQA
After computing the feature similarity maps, a pooling strategy is needed to yield the quality score in FR-IQA metric. The simplest is average pooling, and it is the most widely utilized pooling strategy; i.e., all elements in the local quality map (LQM) are averaged to determine the overall quality prediction. Considering that different local areas may contribute to the entire quality of an image with different impacts, weighting strategies are thus also widely adopted. In contrast to average pooling, weighted pooling may gain overall quality prediction accuracy to some extent, but it may be costly when computing the weights. In [16] , a deviationbased pooling strategy is used that achieves good prediction performance. However, this strategy may have good performance only when using one feature. Our paper utilizes a new pooling strategy-the summation of deviation-based pooling-in which the quality is computed as the summation of the standard deviation of these two features similarity maps. By this manner, it overcomes deviation-based pooling strategy errors when using only one feature, and the drawback that the VS commonly uses as a weighting function in designing the IQA models is addressed.
III. PROPOSED IMAGE QUALITY ASSESSMENT METRIC
The proposed metric has the same two-step framework as most IQA models and is operated as follows. First, two similarity maps, namely, the local contrast similarity map and the global VS map, are generated. Then, the weighted SDs of the two similarity maps are added to yield the final quality score.
A. LOCAL CONTRAST SIMILARITY MAP AND GLOBAL VS SIMILARITY MAP
Contrast has been defined by [19] and [20] , and there are three types: Weber, Michelson and RMS contrast. The first type is usually used to measure the local contrast of a single target that is seen against a uniform background, while Michelson contrast is mainly used to measure the contrast of a periodic pattern. However, in complex images, these uniformity or periodicity conditions are not always satisfied. RMS contrast is preferred for natural stimuli and efficiency calculations. The experimental results in [21] show that RMS contrast with the subjective contrast of natural images has a better correlation than other contrasts. Therefore, for natural images, we adopted RMS contrast, which is also used by SSIM [5] and MCSD [17] . RMS contrast is given as:
where u i is the mean intensity which is defined by
Contrast maps for the pristine image and the distorted one are computed by using formula (1) in a local manner. The local contrast map for the pristine image and distorted one is represented by LCr and LCd, respectively. Then, the local contrast similarity (LCS) for the two images that are being compared is defined as:
where c1 is a constant that increases stability, and LCr and LCd are calculated by local computation of the pristine image r and the distortion image d, separately. For grayscale images, the contrast can be defined as the luminance difference that distinguishes an object. Proper contrast change is very important to image quality.
In this paper, we adopt a saliency map generator called the spectral residual method (SR) [22] that extracts the SR of the input image in the spectral domain, and spatial domainbased saliency maps are then generated. This method has a prominent advantage over other methods; namely, it has low computational complexity. To make the algorithm more efficient, the VS map for the proposed model was evaluated on the reduced resolutions and not on the original image scale with a manner similar to GMSD [16] , and this generated VS map is global, not local. The VS similarity is given as:
Where c2 is another positive constant, vs r and vs d are the VS maps of the pristine image r and the corresponding distortion image d, respectively, and GVSS is the global VS similarity map.
B. SUMMATION OF DEVIATION-BASED POOLING
The pooling strategy is very important to FR-IQA. The mean and weighted mean are the two common pooling techniques in the literature. In contrast to average pooling, weighted pooling can increase overall quality prediction accuracy to a certain degree, but it may increase time complexity since the weights need more time to compute. The SD pooling that is proposed in [16] may reflect overall quality more accurately than the mean pooling for gradient magnitude similarity. When using only one feature to compute the LQM, the conclusion can be made that SD pooling could perform better than the nominal pooling method. When the LQM is obtained by using different features, the SD pooling is not suggested for application because the interactions among these features may cause the evaluation of the local image quality to deteriorate. Based on this consideration, the local contrast map and global VS map are generated, and then, the SD summation pooling is utilized to score the final quality. The proposed method is different than the VSI [15] ; in the VSI, VS is used as a weighting function. Using these methods, the proposed model yields excellent performance. The final quality score with SD pooling is computed after the generation of the local contrast similarity map and the global VS similarity map:
subject to
where w 1 and w 2 are the weights that indicate the importance of the local contrast similarity map and the global VS similarity map, respectively, and:
where
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Therefore, the procedure to calculate the proposed metric is illustrated in Figure 1 .
To show the efficacy of this pooling strategy, the performance of different pooling strategies for the local contrast similarity map and global VS similarity map is shown in Figure 2 . The ''MEAN,'' ''STD,'' and ''MAD'' are the mean, SD and mean absolute deviation [23] , respectively, for the products of the two similarity maps. Meanwhile, the ''Summation of mean-based pooling,'' the ''Summation of MAD-based pooling,'' and the ''Summation of deviationbased pooling'' signify that we add the mean, mean absolute deviations and SDs of the two similarity maps together to obtain the quality score. Figure 2 shows that the proposed pooling strategy yields the best performance for the three benchmark databases of LIVE [24] , TID2008 [25] , and CSIQ [26] . More attention has been paid to the salient areas of a scene, which is consistent with SD pooling, since the SD is an indicator of the extent of distortion severities for an image. Furthermore, contrast is in the range of image luminance, and it can also be elaborately captured by the SD.
IV. PERFORMANCE ESTIMATION A. ASSESSMENT CRITERIA AND DATABASES
To evaluate the effectiveness of our method, the three publicly available image databases were used for algorithm validation and comparison, including LIVE [24] , TID2008 [25] and CSIQ [26] . Information about these three databases is summarized in Table 1 . (RMSE) is used to measure prediction consistency. To compute the latter two indices, a logistic mapping is adopted to obtain the same scale values as subjective judgments [26] .
where α 1 is the parameter to be fitted, x represents the original IQA scores, and p(x) is the IQA score after the regression. s is the subjective score, d i is the pairwise rank difference of x and s, and n indicates the element number of the dataset. Therefore, the following are used:
where n c is the number of concordant pairs, and n d is the number of discordant pairs in the dataset. wherep ands are the mean-removed vectors of p and s, given as:
A value that approaches one for the former three indices demonstrates that the IQA metric has good performance. For the RMSE, a smaller value indicates better performance.
B. PERFORMANCE COMPARISON
In the experiment, c1 = 55, c2 = 0.00008, w 1 = 0.545, and w 2 = 0.455, similar to the implementations of the SSIM [5] , FSIM [14] , and GMSD [16] . Images r and d are first filtered by a 2×2 average filter and are then down sampled by a factor of 2.
The proposed method was compared with state-of-the-art methods, such as the SSIM [5] , MS-SSIM [6] , IW-SSIM [8] , VIF [10] , MAD [11] , FSIM [14] , GMSD [16] , VSI [15] and MCSD [17] . Table 2 tabulates the best three IQA models that are marked with boldface for the four indices.
Furthermore, according to Wang and Li's [8] suggestion, we provided the overall performance of the compared IQA models in Table 3 , where the weighted SROCC, KROCC, PLCC, and RMSE results are presented for the three databases. The weights are proportional to the total number of the distortion images each database has. The boldface font highlights the best performing model. The rankings are tabulated in Table 4 .
From the above tables, the proposed model clearly shows consistent good performance on all standard databases. Specifically, the proposed model had better performance than the other IQA metrics for the TID2008 and CSIQ databases. For LIVE, the proposed model performed only slightly worse than the best results from MAD. Notably, MAD works well for the LIVE database but fails to yield good results for the other two largest databases. The proposed model achieves the best performance in terms of the individual databases or the weighted average over the three benchmark databases. The proposed model is followed by the MCSD and GMSD and VSI. The performance of the VSI on the RMSE item is poor, whereas MCSD obtains the best performance for the RMSE.
C. PERFORMANCE COMPARISONS ON DIFFERENT DISTORTION TYPES
A good IQA model should yield good performance overall and should also predict consistently well on each distortion type. To this end, Table 5 shows the results of competing IQA models with different distortion types. Because of space limitations and because the conclusions are similar with the VOLUME 6, 2018 use of the other measures (the KROCC, PLCC and RMSE), only the SROCC scores are shown. In Table 5 , we highlighted in boldface font to mark the top three IQA models for each distortion.
The proposed model is among the top three models for 19 iterations, followed by VSI and GMSD, which are ranked among the top three models for 17 iterations and 13 iterations, respectively. Thus, the proposed model performed the best, while the VSI and GMSD demonstrated comparable performance when distortion types were specified. To visualize the competing IQA models' consistency on different distortion types, we drew scatter plots for the TID2008 database, as shown in Figure 3 . Figure 3 shows that the proposed model performs more consistently on different distortions than the competing models.
D. COMPUTATIONAL COST
Efficiency, as the other crucial factor, should also be considered when designing a good IQA model. Therefore, experiments on run times were conducted. Table 6 lists the amount of time (in seconds) needed to compute each quality measure on a color image with a resolution of 512 × 512 (taken from the CSIQ database) on a 2.66 GHz Intel Core2 Quad CPU with 5 GB of RAM, and boldface font was used to mark the top three models. All the IQA models (except the VSI because it is specially designed for color images) transformed the color image to a grayscale image. Table 6 shows that the GMSD, the SSIM and the proposed method were the top 3 most efficient IQA models and surpassed the other models by a large margin. For example, the proposed model is approximately 9 times faster than the VSI model, which can achieve state-of-the-art prediction performance.
V. CONCLUSION
A good IQA model should be both effective and efficient, but most IQA models fail to satisfy these two criteria. Thus, in this paper, following these two criteria, we propose a new FR-IQA model based on the summation of a deviation-based pooling strategy for a local contrast similarity map and a global VS similarity map. We considered that contrast is an inherent attribute that can indicate image quality and that the VS map correlates highly with perceptual quality. Moreover, the proposed pooling strategy takes full advantage of these two features. Compared with the results for other competing state-of-the-art IQA models, the experimental results show that the proposed model performs better, making it an ideal candidate for IQA real-time applications. In addition, the proposed method can be improved with the emergence of more promising VS models. However, the proposed metrics is only designed for grayscale images (or the luminance components of color images), the performance will be limited when evaluates the color-distorted since the chromatic information of an image is not considered. In the future work, we will try to incorporate the chromatic information to further advance the performance of the proposed metric. 
