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 1 
ABSTRACT 
Water energy harvesting devices operate near surfaces in natural flow settings. The 
complex flow features such as flow separation and reattachment, wake instabilities, 
turbulent structures, and vortex shedding may lead to complicated loading on the structures 
of energy harvesting devices. When these devices are mounted near free surfaces, the 
deformable free surface will influence the wake characteristics significantly. The effect of 
free surface must be taken into account in the design process of the unit.  The understanding 
of solid-liquid interactions in free-surface flows is of major importance to properly design 
and optimize energy harvesting devices. Large eddy simulations are performed on two 
types of energy harvester: the linear energy harvester and the micro hydrokinetic turbine. 
The linear energy harvester devices consisting of translating blades are typically 
attached to the large platforms. In this study, an algorithm is developed to extract three-
dimensional Lagrangian coherent structures in flows past a single and an array of tandem 
plates with the aim of characterizing the nonlinear vortex dynamics of flow past objects in 
the vicinity of a free surface. To identify the LCS inside the flow, the Finite-Time 
Lyapunov Exponent is calculated using the velocity data obtained from Large Eddy 
Simulations. The Finite-Time Lyapunov Exponent provides a better quantitative 
description for the evolution of larger scale eddies. It is demonstrated that FTLE can be 
implemented in addition to the Eulerian vortex visualization to characterize the complex 
turbulent flow field effectively. Multiphase simulations are conducted to understand the 
fluid-structure interaction in flows past a finite plate placed in the proximity of a free 
surface at fixed Reynold number of 50,000 and Froude number of 1.3, with the length to 
 2 
the height aspect ratio of the plate of 2.5, 5 and 10.  Free surface deformation was observed 
as a result of the strong nonlinear interaction between the plate shedding and the free 
surface. The free surface has a profound influence on the temporal and spatial 
characteristics of the flow. The drag and lift exerted on the finite plate are sensitive to the 
plate aspect ratio. The drag and lift coefficient is decreased as the aspect ratio is increased. 
Single and multiphase flow simulations are conducted on the pre-designed and 
optimized hydrokinetic turbine. The multiphase flow simulations are conducted at the 
subcritical flow condition with Froude number 0.65, and the supercritical flow conditions 
with Froude numbers 1.06 and 1.30. As it is compared to the predicted power by the single 
phase simulations, the power coefficient is decreased by less than 4% for Froude number 
of 1.30 while the power is nearly the same for Froude number of 0.65. The amplitude of 
the fluctuations in power and thrust signal is hardly changed with the turbine proximity to 
the free surface. The free surface is deformed and the wake flow structures are altered for 
Froude number of 1.3. It is demonstrated here that the turbine could operate in the vicinity 
of the free surface without experiencing a significant reduction in the performance and 
stability. The mathematical model and the numerical methods used in this study can be 
used effectively to design and optimize energy harvesting devices operating near a free 
surface. 
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CHAPTER 1 INTRODUCTION 
 Motivation 
Turbulent flows past bluff bodies have received significant attention. 
Understanding the complex phenomena related to fluid-structure interactions, such as 
vortex formation, flow separation, reattachment, and hydrodynamic loadings are necessary 
for the design process of structures. The complex nature of turbulent flows with the non-
linear solid-liquid interactions complicates the hydrodynamic loadings exerted on the 
structures. Off-shore constructions, submerged bridges piers, and marine-current energy 
harvesting devices are some examples of such systems. These systems usually operate in 
close proximity to free surfaces. Characterizing flow behaviors near submerged bodies 
under the free surface influence is vitally important. 
Free surface flows are of practical importance in many engineering applications. 
Marine-current energy harvesting devices and offshore structures such as platforms and 
pipelines regularly interact with free surfaces. Simulating free surface flows is a 
challenging task since the location of the free surface and the boundary layer attached 
change continuously. Interactions between the free surface and the object alter the flow 
field and the hydrodynamic loadings. Understanding the fluid-structure interaction in flows 
past objects placed in the vicinity of free surfaces is essential for designing hydraulic 
devices operating in rivers, lakes, and oceans. One primary objective of this study is to 
characterize turbulent flow structures and hydrodynamic loadings in multiphase flows past 
a finite plate in the vicinity of a free surface. Results presented in this study can be applied 
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to a potential linear energy harvesting device consisting of an array of translating blades 
operating near the free surface. Moreover, the additional goal of this study is to identify 
three-dimensional coherent structures in complex turbulent flows past a single and an array 
of plates. The Lagrangian and Eulerian coherent structure will aid in characterizing 
temporal and spatial characteristics of flow structures in flows past finite plates near a free 
surface. 
Hydrokinetic turbines (HKT) utilize the kinetic energy of free-flowing water systems 
to generate renewable and sustainable power. HKT operates inside a confined flow domain, 
in which the main flow is bounded between the river bed and the free surface. This confined 
operational environment could have a significant influence on the unit power performance 
and stability of operation. Operating in the proximity to a free surface could critically 
influence the turbine performance because the free surface interacts with the wake. The 
other goal of the present study is to quantify the effect of the free surface on the 
performance of a pre-designed and optimized HKT operating at the turbine’s best 
efficiency point. 
 Literature Review 
Turbulent flows past a single and an array of bluff bodies have drawn attention in 
a wide range of engineering applications. The complex nature of turbulent flows including 
flow separation and reattachment, wake instabilities, turbulent structures, and vortex 
shedding may lead to complicated loading on structures such as energy harvesting devices 
and off-shore structures. Energy harvesting devices have been a subject of interest for many 
centuries. A vast amount of energy is available in the ocean and rivers all over the globe. 
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These devices will utilize the kinetic energy of flowing water and expand hydropower 
resources. The marine current and energy harvesting devices eliminate the need for the 
costly civil structures associated with conventional hydropower devices [1, 2].  Basic 
understanding of solid-liquid interactions in flows past arrays of plates is of major 
importance to design and optimize marine current devices properly. The plates of interest 
here is potentially a part of an energy harvesting system that is typically attached to the 
large platforms. These devices consist of blades translating within water streams. 
Numerical simulations of these kinds of problems are essential to predict the flow behavior 
around the structures when designing the aforementioned applications.  
Several researchers have studied flow past bluff bodies both experimentally and 
numerically. These types of flow are highly dependable on the shapes, the number of 
objects involved, the distance between these bodies, the flow speed and the proximity to 
the free surface. Understanding the complex phenomena related to fluid-structure 
interactions, such as vortex formation, flow separation, reattachment, and hydrodynamic 
loadings are necessary for the design process of structures. Recently, Liu et al. [2] 
investigated the flows past a single and arrays of plates by conducting three-dimensional 
LES simulations with a Reynolds number of 50,000. They reported that the spacing and 
the spatial position of the plates influence the flow patterns and the hydrodynamic forces 
exerted on plates. In the case with a tight gap between plates, the downstream plate 
experiences a much lower drag coefficient compared to that of the upstream plate. As the 
gap between plates increases to 20 heights of the plate, the drag coefficient of the 
downstream plate is fully recovered. Liu et al. [3] conducted an experimental study to 
 6 
characterize the flow around two identical square cylinders in a tandem arrangement. The 
distance between the two cylinders varies from 1.5D to 9D, where D is the diameter of the 
cylinder. Reynolds number is ranging from 2,000 to 16,000. They reported that the flow 
characteristics around two cylinders are profoundly influenced by the length to diameter 
ratio and the spacing between the cylinders. Yen et al. [4] conducted an experimental study 
using two tandem square cylinders placed in a vertical water tank reported that multiple 
shedding modes occur depending on different spacing and spatial position of the 
downstream cylinder. Sohankar [5] studied the wake flow interaction between two square 
cylinders in a tandem arrangement by conducting Large Eddy Simulations (LES) and 
documented that highly vortical activities with distinct patterns and discontinuities occur 
corresponding to different spacing. Huang et al. [6] analyzed the flow over tandem 
cylinders near a moving wall to investigate the effect of wall presence on the wake 
dynamics. They showed that the wall affected the flow dynamics and shedding structures 
which in turn promoted higher fluctuations in the hydrodynamic loading exerted on the 
cylinders.  
Characterization of turbulent flows past bodies at high Reynolds numbers is very 
complicated. For years, interpreting data from numerical simulations and experimental 
measurements is a challenging task to scientists. The coherent structure is a concept that 
was introduced to characterize turbulent flow field. It can be defined simply as a mass of 
turbulent mixing fluid where there is a lower level of movement than the expected level 
associated with the velocity field; indicating that the mass of fluid exhibit coherent 
characteristics over a certain time window [7, 8]. Many visualization approaches are 
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developed to detect and visualize coherent structures in turbulent flows. Even though the 
vortex detection, visualization, and dynamics of flow receive considerable interest in the 
field of fluid dynamics, a clear and unambiguous definition of a vortex is still an open 
question [9]. The ambiguity is coming from the lack of a clear definition of the vortex 
edges. The definition of a vortex is described as a circulating motion resides in the flow, 
and thus based on this definition, regions can be classified as either low or high regions of 
vortical activity. However, a universal agreement about how far the vortex edges can 
extend from the vortex center of rotation is not available [10, 11]. Moreover, an accurate 
threshold that can be implemented to describe the intensity of the vorticity is also difficult 
to define [12, 13]. An objective and unambiguous definition for the vortex is crucial in the 
understanding of the vortex dynamic which includes the generation and the evolution of a 
vortex within the turbulent flows. Generally, there are two methods to identify coherent 
structures: Eulerian and Lagrangian. The most widely used is the Eulerian method, which 
directly relies on the instantaneous velocity field and its gradient [14, 15]. Although they 
have been used extensively in vortex dominated flows, they have several disadvantages 
[16]. For example, Eulerian methods are variant with respect to the time-dependent 
rotations of the reference frame, and hence they are not objective [12]. Additionally, 
Eulerian methods require a user-defined threshold to identify the regions with coherent 
structures. The Г1-criterion [15], Q-criterion [17], λ2 criterion [14] are some examples of 
the widely used Eulerian methods. 
In contrast, Lagrangian coherent structures (LCS) methods proposed by Haller [12] 
and studied by Shadden et al. [18] and several other investigators [19, 20, 21] are objective 
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in identifying a vortex compared to Eulerian methods. LCS methods identify coherent 
structures based on the flow properties along the trajectories of tracer fluid particles. The 
key advantage of such methods is that they are independent of the rotations of the reference 
frame. An additional advantage of LCSs lies within the fact that it is relatively insensitive 
to the anomalies in the velocity data as long as the anomalies remain spatially and 
temporarily localized [19, 20, 21]. LCS methods have been used successfully for 
experimental and computational studies. Shadden et al. [18] proposed an approach to 
identify LCS. They stated that LCS could be characterized as the ridges of Finite-Time 
Lyapunov Exponent (FTLE) fields. FTLE ridges represent the locations that show a 
maximum degree of separations among trajectories of several fluid particles. They reported 
that FTLE fields have a high capability to detect unsteady separation profiles in highly 
chaotic flows over structures 
Green et al. [22] employed the LCS method to investigate the formation and 
evolution of the unsteady wake behind a pitching panel for Reynolds numbers in the range 
of 4,200 – 14,000. Their experimental study illustrated that the LCS reveals and identifies 
patterns as a quantitative event in a way not dependent on the user-defined arbitrary 
threshold. Kourentis et al. [23] identified LCS associated with the results acquired from 
the turbulent wake of a circular cylinder at Reynolds number of 2,150. To identify the 
LCSs, they used the most widely used approach, FTLE method [12]. They reported that 
the LCSs provide a powerful visualization tool that can be used to reveal the vortex street 
in the cylinder’s wake.  
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Recent studies successfully implemented the Lagrangian method to investigate the 
cavitating turbulent flows around hydrofoil [24, 25, 26, 27]. Cheng et al. [24] and Long et 
al. [25] identified two and three-dimensional FTLE fields, respectively, to analyze 
turbulent flows around the Delft twisted hydrofoil. Their results showed a very good 
correlation between the FTLE and the Eulerian vortex identification techniques. The three-
dimensional LCSs [25] provides a promising visualization alternative to study the vortex 
dynamics in turbulent flows. Tseng & Liu [26] and Cheng et al. [27] implemented the 
Lagrangian approach to study the dynamics of the cavitating turbulent flows over the 
ClarkY hydrofoil. They reported that LCSs provide a better understanding of the cavitation 
evolution and the spatial and temporal characteristics of the wake flow. The present authors 
have applied the Lagrangian approach to study the turbulent wake of flows past arrays of 
tandem plates in a two-dimensional geometry [28]. It is reported that LCS provides very 
clear turbulent coherent structures within the flow domain when compared with 
instantaneous vorticity fields. 
Free surface flows are of practical importance in many engineering applications. 
Marine-current energy harvesting devices and offshore structures such as hydropower 
systems, platforms and pipelines regularly interact with free surfaces. Simulating free 
surface flows is a challenging task since the location of the free surface and the boundary 
layer attached change continuously. Interactions between the free surface and the object 
alter the flow field and the hydrodynamic loadings. Understanding the fluid-structure 
interaction in flows past objects placed in the vicinity of free surfaces is essential for 
designing hydraulic devices operating in rivers, lakes, and oceans. 
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Flows past objects placed in the proximity of a free surface have drawn increasing 
attention lately. The free surface deformation, vortex shedding, and hydrodynamic forces 
acting on a body have been investigated. Sheridan et al. [29] and Malavasi & Guadagnini 
[30] conducted experiments for flows past a circular/rectangular cylinder beneath a free 
surface at various depths. As the cylinder is placed closer to the surface, the larger surface 
distortion is observed, and the large-scale vortices are suppressed. The mean force 
coefficients and the vortex shedding frequency are strongly influenced by the asymmetric 
flow patterns at shallow depths. Liu et al. [31] numerically studied flows past a normal 
plate near a free surface in two-dimensional geometries. Asymmetric vortex shedding and 
an increase in Strouhal number are observed as the plate depth is decreased. Reichl et al.  
[32] numerically investigated flows past a cylinder close to a free surface and reported that 
the suppression of vortex shedding and substantial surface deformations occur for high 
Froude number (Fr) flows. Karim et al. [33] and Prasad et al. [34] carried out simulations 
for free surface flows over a shallowly submerged hydrofoil. They discovered that the drag 
coefficient increases as the submergence depth decreases. In their studies, a wave breaking 
phenomena is observed at small submergence depths. Flows past an object of finite length 
with free ends displays complex flow structures.  
The effect of free surface proximity on the performance and wake characteristics 
of the hydrokinetic turbine is studied.  The free surface interaction with the turbine would result 
in substantial adverse effects when hydrokinetic turbines were operating in the proximity of the 
free surface. The extent of the influence depends on multiple parameters including but not limited 
to the turbine design characteristics, tip speed ratio, the proximity of the turbine to the free surface, 
and water channel (river, stream) wall proximity [35].  Operating at high rotational speeds near a 
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free surface make HKT also susceptible to cavitation effects [36]. Several experimental and 
computational studies have been executed to characterize the free surface effect on HKT. Bahaj et 
al. [37] have conducted a numerical and experimental study to analyze the near boundary proximity 
on the wake of a small-scale mesh disk rotor. The tests were executed in a cavitation tunnel and a 
towing tank. They reported a reduction in the generated power when the turbine is in proximity to 
the boundaries. The performance improvement was observed in the experimental work done by 
Birjandi et al. [38] as the water level was reduced. The power coefficient was higher when the 
turbine was fully submerged under the free surface, while a significant reduction in the power 
coefficient was observed when the turbine was only partially submerged. The effects of free surface 
proximity were also investigated experimentally and numerically using RANS approach by 
Kolekar & Banerjee [39] on the performance of HKT. They have reported that the free surface had 
an adverse effect on power performance.  
Numerical analyses have been conducted to give an insight into the performance and flow 
characteristics of HKT near a free surface. The immersed boundary method with a free-slip free 
surface approximation was used by Bai et al. [40] to simulate a marine current turbine operation. 
The aim was to predict the losses resulting from operating at proximity to the free surface. They 
reported that a reduction of approximately 1-2% in power was predicted when the turbine operates 
at Froude number of 0.83 compared to the best efficiency point operation without the free surface 
effects. Minor free surface deformation was also reported in the study with the turbine operating 
with a blade tip immersed of 0.55D, where D denotes the turbine diameter. The free surface 
existence caused a slight increase in the turbine power coefficient. Riglin et al. [41] reported 
numerical results based on RANS approach for an HKT operates in the proximity of a free surface. 
The authors carried out numerical simulations using the k–ω SST model with the VOF model to 
capture the influence of free surface interaction with the HKT.  At flow condition with Fr higher 
than unity (critical Fr number), the HKT generated power to experience a sharp reduction up to 
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32.2 % in the power coefficient compared to single phase results. A significant interaction between 
wake and the free surface was observed at supercritical Fr numbers.  
Recently, Nishi et al. [42] conducted an experimental and numerical investigation for an 
axial flow hydraulic turbine. The study aims to explicate the dynamics of the flow field of the HKT 
while operating in a shallow open channel setting. The authors implemented the RANS turbulent 
model with the VOF method and compared the multiphase flow predictions with the single-phase 
flow results. The power output for the multiphase flow analysis was 35.1% less than the single-
phase flow prediction. Experimental and numerical analysis were qualitatively consistent for the 
free surface deformation around the HKT, but the wake velocity field predicted by RANS did not 
agree well with that observed in the experiment. 
In spite of the growing body of work focusing on the use of different computational models 
to quantify the free surface influence on HKT performance, the majority of the computational 
studies use low-fidelity turbulence models, Reynolds Averaged Navier Stokes (RANS) model, [39, 
40, 41, 42]. To the best of our knowledge, computational multiphase fluid dynamics simulations 
describing the full-scale micro-hydrokinetic turbine power performance influenced by interaction 
with the free surface using high fidelity LES turbulent and VOF multiphase model are not available 
in the literature. The main goal of this study is to characterize turbulent flow structures and quantify 
the effect of the free surface on the performance of the hydrokinetic turbine. Simulations are 
conducted with the optimized horizontal-axis hydrokinetic turbine [43] operating in the proximity 
of a free surface at the turbine’s best efficiency point. 
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CHAPTER 2    MATHEMATICAL MODEL 
 Turbulence Modeling 
LES model, which applies spatial filtering to the Navier-Stokes equations, is used 
in the current study. The large-scale eddies are resolved explicitly, while the eddies smaller 
than the grid size are modeled with a subgrid scale (SGS) model. Since the present study 
aims at identifying individual coherent structures, the large-scale turbulent structures 
should be resolved in the flow domain. Therefore, the LES model is preferred to obtain the 
flow field. The filtered form of Navier-Stokes equations with the low pass filtering is given 
by: 
𝜕?̅?𝑗
𝜕𝑥𝑗
= 0 (1) 
𝜕𝜌?̅?𝑖
𝜕𝑡
+
𝜕𝜌?̅?𝑗?̅?𝑖
𝜕𝑥𝑗
= −
𝜕?̅?
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
+ 𝜇
𝜕2?̅?𝑖
𝜕𝑥𝑗𝜕𝑥𝑗
+ 𝜌𝑔 (2) 
Here, ?̅?𝑗 = 𝑢𝑗 − ?́?𝑗 is the filtered velocity vector and the over bar stands for the filtering 
operator; ρ represents the density of the fluid; ?̅? is the resolved pressure; t represents the 
time, and the subgrid shear stress is given by 
  
𝜏𝑖𝑗 = 𝑢𝑖𝑢𝑗 − ?̅?𝑗?̅?𝑖 (3) 
which is computed through the subgrid-scale (SGS) models. By applying the Boussinesq 
hypothesis, the SGS turbulent stress is computed by: 
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𝜏𝑖𝑗 −
1
3
𝜏𝑘𝑘𝛿𝑖𝑗 = −2𝜈𝑡𝑆?̅?𝑗 (4) 
Here 𝛿𝑖𝑗 is the Kronecker delta; 𝜈𝑡 is the SGS eddy viscosity; 𝜏𝑘𝑘 subgrid-scale stresses, 
and the strain-rate tensor is   
𝑆?̅?𝑗 =
1
2
(
𝜕?̅?𝑖
𝜕𝑥𝑗
+
𝜕?̅?𝑗
𝜕𝑥𝑖
) 
 
(5) 
 
The wall-adapting local eddy-viscosity (WALE) method [44] is implemented to calculate 
the SGS eddy-viscosity: 
 
𝜈𝑡 = 𝐿𝑠
2
(𝑆𝑖𝑗
𝑑 𝑆𝑖𝑗
𝑑 )
3/2
(𝑆?̅?𝑗𝑆?̅?𝑗)
5/2
+ (𝑆𝑖𝑗
𝑑 𝑆𝑖𝑗
𝑑 )
5/4
 (6) 
𝑆𝑖𝑗
𝑑 =
1
2
((
𝜕?̅?𝑖
𝜕𝑥𝑗
)
2
+ (
𝜕?̅?𝑗
𝜕𝑥𝑖
)
2
) −
1
3
𝛿𝑖𝑗 (
𝜕?̅?𝑘
𝜕𝑥𝑘
)
2
 (7) 
𝐿𝑠 = 𝑚𝑖𝑛(𝜅𝑦, 𝐶𝑤V
1/3) (8) 
where 𝐿𝑠 represents the mixing length for subgrid scales; 𝜅 is the von Karman constant; 𝑦 
is the shortest distance to the wall; the WALE constant Cw is 0.325; and 𝑉 is the mesh cell 
volume. In the WALE model, the eddy-viscosity will be approximately zero in regions 
close to walls without applying any damping function. This is necessary to ensure proper 
near-wall scaling for the eddy-viscosity. Further details of the WALE model are 
documented by Nicoud and Ducros [44]. 
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 Multiphase Model – Volume of Fluid (VOF) 
The volume of fluid (VOF) is implemented to simulate multiphase flows. The VOF 
model is a phase-tracking approach that is suitable to tackle complex flows involving 
stratified fluids or immiscible fluids with the presence of an interface. A single set of 
momentum equations is shared by the phases, and the volume fraction of each phase in 
computational mesh cells is tracked throughout the flow domain. A scalar function defines 
the volume fraction of the gas phase 𝛼𝑔, which represents the gas volume divided by the 
local cell volume. The value of the volume fraction is bounded between 0 ≤ 𝛼𝑔 ≤ 1, 𝛼𝑔 =
0 limit corresponds to the liquid-filled cells and 𝛼𝑔 = 1 limit corresponds to the gas-filled 
cells. For 0 < 𝛼𝑔 < 1, the computational cell contains the interface between the gas and 
liquid phase. Here, 𝛼𝑔 is given by: 
𝛼𝑔  =
∀𝑔
∀𝑐𝑒𝑙𝑙
=
∀𝑔
∀𝑔 + ∀𝑙
          (9) 
where ∀𝑐𝑒𝑙𝑙 represents the cell volume, ∀𝑔  represents the volume of gas inside the cell, 
and ∀𝑙  represents the liquid volume inside the cell. The multiphase mass and momentum 
equations are written as [45, 46]: 
 
𝜕𝑢𝑖
𝜕𝑥𝑖
= 0         (10) 
𝜕
𝜕𝑡
(𝜌𝑢𝑖) +
𝜕
𝜕𝑥𝑗
(𝜌𝑢𝑗𝑢𝑖) = −
𝜕𝑃
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
[𝜇 (
𝜕𝑢𝑗
𝜕𝑥𝑖
+
𝜕𝑢𝑖
𝜕𝑥𝑗
)] + 𝜌𝑔𝑖         (11) 
 
 16 
where ui  is the phase velocity, 𝜌 is the density, 𝑃 is the pressure, and 𝑔 is the gravitational 
acceleration.  The mixture density is defined in terms of the density and volume fraction of 
phases as: 
𝜌 = 𝛼𝜌1 + (1 − 𝛼)𝜌2 
        (12) 
Here, 𝜌1 represents the gas phase density and 𝜌2 represents the liquid phase density. The 
tracking of the interface between the liquid and gas phase is achieved by solving the 
continuity equation for the volume fraction of the gas phase 
𝜕
𝜕𝑡
(𝛼1𝜌1) + 𝛻. (𝛼1𝜌1𝑢1) = ?̇?21        (13) 
where 𝑢1 is the velocity of the gas phase and ?̇?𝑙𝑔 is the mass transfer from the liquid phase 
to the gas phase. In the present study, the VOF model is used for the air-water free surface 
flows without the mass transfer between stratified air and water. Therefore, ?̇?21 in Eq.    
(13) is set to zero.  
  LCS Model – Finite Time Lyapunov Exponent (FTLE) 
The approach used to identify LCS was developed by Shadden et al. [18] . The 
method depends on revealing ridges with a high degree of separation in the FTLE domains 
to determine LCS. To obtain the FTLE fields flow particle tracers must be tracked for a 
finite time. The FTLE fields are calculated using the transient velocity data acquired from 
LES simulations. Additional details can be found in [18, 47].  
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Flow map, 𝛷𝑡0
𝑡1(𝑥0, 𝑡0)  is calculated by the integration of the passive tracers 
beginning from the initial point, 𝑥0 , at time 𝑡0 over the tracers trajectories to their advected 
point, 𝑥, at time 𝑡1:  
𝛷𝑡0
𝑡1(𝑥0, 𝑡0) = 𝑥0 + ∫ 𝑢(𝑥(𝜏), 𝜏)𝑑𝜏
𝑡1
𝑡0
   (14) 
 
The goal of this technique is to reveal the ridges where the stretching between 
particle trajectories is the highest. To obtain that, the distance between two particles, 𝛿𝑥, 
which initially separated by an infinitesimal perturbation, (𝛿𝑥0), will be calculated [47]:  
 
𝛿𝑥(𝑡1) = 𝛷𝑡0
𝑡1(𝑥0 + 𝛿(𝑥0), 𝑡0) − 𝛷𝑡0
𝑡1(𝑥0, 𝑡0)   (15) 
= 𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)𝛿(𝑥0) + 𝐻. 𝑂. 𝑇   (16) 
 
Here,  𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0) is the Jacobian of the flow map which is evaluated at the initial fluid 
particle coordinate,  𝑥0. The magnitude of the particle separation, ∥ 𝛿𝑥(𝑡1) ∥, is calculated 
by: 
 
∥ 𝛿𝑥(𝑡1) ∥ = √⟨[𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]𝛿𝑥0, [𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]𝛿𝑥0⟩   (17) 
∥ 𝛿𝑥(𝑡1) ∥ = √⟨𝛿𝑥0, [𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]𝑇 [𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]𝛿𝑥0⟩   (18) 
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where, [ ]T  represents the transpose, and ⟨. , . ⟩  indicates the Euclidean inner product. 
Employing the equation above, one can obtain Cauchy-Green deformation tensor by:  
 
𝐶𝑡0
𝑡1(𝑥0, 𝑡0) = [𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]
𝑇[𝐽𝛷𝑡0
𝑡1(𝑥0, 𝑡0)]   (19) 
 
The principal eigenvalues of the Cauchy-Green deformation tensor,𝐶𝑡0
𝑡1(𝑥0, 𝑡0), describe 
the rate of stretching for the specified period, (𝑡0, 𝑡1), of the initially adjacent path lines at 
a time 𝑡0 . Finally, this provides the definition of the FTLE field which describes the 
maximum stretching rate over the finite time interval, (𝑡0, 𝑡1) as shown: 
𝜎𝑡0
𝑡1(𝑥0, 𝑡0) =
1
|𝑡1 − 𝑡0|
𝑙𝑜𝑔 √𝜆𝑚𝑎𝑥 (𝐶𝑡0
𝑡1(𝑥0, 𝑡0))   (20) 
 
There are two types of FTLE evaluation: the forward time (𝑡1 > 𝑡0) and the backward 
time(𝑡1 < 𝑡0). The forward time integration yields a repelling LCS whereas the backward 
integration generates attracting LCS [18]. In this study, the backward time integration is 
employed to reveal the FTLE fields. The backward time integration is more suitable to 
capture the vortex shedding patterns. The LCS and Q-criterion visualizations can be 
utilized together to characterize the turbulent flow field better [9, 19, 28]. 
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CHAPTER 3    VORTEX IDENTIFICATION IN 
TURBULENT FLOWS PAST PLATES USING 
LAGRANGIAN METHOD 
 
In this chapter, vortex identifications in turbulent flows past arrays of tandem plates are 
presented by using the velocity field obtained by high fidelity large eddy simulations (LES). 
Lagrangian coherent structures (LCSs) are extracted to examine the evolution and the 
nonlinear interaction of vortices and to characterize the spatial and temporal characteristics 
of the flow. The LCSs identification method is based on the Finite-Time Lyapunov 
Exponent (FTLE) which is evaluated using the instantaneous velocity data. The 
simulations are performed in three-dimensional geometries to understand the physics of 
fluid motion and the vortex dynamics in the vicinity of plates and surfaces at Reynolds 
number of 50,000. The instantaneous vorticity fields, Eulerian Q-criterion, and LCSs are 
presented to interpret and understand complex turbulent flow structures. The three-
dimensional FTLE fields provide valuable information about the vortex generation, spatial 
location, evolution, shedding, decaying and dissipation of vortices. It is demonstrated here 
that FTLE can be used together with Eulerian vortex identifiers to characterize the turbulent 
flow field effectively.  
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 Numerical method and computational overview 
 LES turbulent model is employed to simulate flows past array of plates in three-
dimensional geometries at Reynolds number of 50,000. Reynolds number is defined as Re 
= ρU∞D /µ, where U∞ is the free stream velocity, D is the plate height, and µ is the dynamic 
viscosity. The implementation of high fidelity LES model aids in identifying coherent 
structures accurately. The numerical code used to extract LCS is generated in-house and 
presented in Appendix A. 
The simulations are performed by utilizing the open source Computational Fluid 
Dynamics (CFD) software package OpenFOAM. Transient flow solver, pimpleFoam 
combining two algorithms: Pressure-Implicit with Splitting of Operators (PISO) and Semi-
Implicit Method for Pressure-Linked Equations (SIMPLE), is used. The adjustable time 
step based on the dimensionless Courant–Friedrichs–Lewy condition (CFL) number of less 
than one is used for all simulations. The second order discretization schemes are utilized 
for the time discretization and also for convection and diffusion terms. Further descriptions 
of these discretization methods can be found in Ref. [48].  
 The schematic of the three-dimensional computational domain for flows past arrays 
of plates is depicted in Figure 1(a). The two plates positioned perpendicular to the incoming 
flow direction are arranged in a tandem array. The plate tip angle is illustrated in the side 
view (z = 0 plane) of the tandem plates in Figure 1(b). The geometry of a single plate is 
illustrated in Figure 1 (c), where, L, D, and w are the plate’s length, height, and width, 
respectively. The gap between the two tandem plates is indicated by G, the distance from 
the top of the plate to the top wall is indicated by HT, and the distance from the bottom of 
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the plate to the bottom wall is indicated by HB. Plates are labeled as P1 and P2, numbered 
in order from upstream to downstream. In all cases, the spatial distance from the inlet 
boundary to the upstream plate is chosen to be 12.5D, and the distance from the 
downstream plate to the outlet boundary is selected to be 25D. The size of the 
computational domain is selected in a manner to minimize the influence of the inlet and 
the outlet boundary conditions on the flow field near the plates. The top and bottom 
surfaces are rigid walls. Two cases are considered: (1) HB = 8D, HT = 8D – plates are placed 
away from rigid walls so that the effects of the walls on the flow near the plates are 
negligible and (2) HB = 8D, HT = 0.1D – the plates are close enough to the top wall so that 
a strong influence of the wall on the flow near plates is expected. For the configuration (1), 
the plates have a 45º corner angle (see Figure 1) and for the configuration (2), the plates 
have a 90º angle. 
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Figure 1. Schematic diagram of the arrays of plate: (a) three-dimensional illustration of 
the computational domain, (b) side view illustrated at z = 0 plane and (c) plate geometry. 
No-slip and no-penetration boundary conditions are applied at the plate surface and 
the top and bottom boundaries of the computational domain. The side boundaries of the 
computational domain are set with periodic boundary conditions. Uniform velocity is 
applied at the inlet with the velocity magnitude of 0.5 m/s in the streamwise direction. The 
outlet boundary is set to be zero-gage pressure. Geometric parameters with physical 
properties and flow parameters are tabulated in Table 1 for the configuration (1). 
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Table 1. Parameters used in the configuration (1). 
Parameter Values 
D 0.1 [ m ]  U∞ 0.5 [ m s
-1 ] 
L 1 [ m ]  w 0.01 [ m ] 
G/D 5,7,10 [  -  ]  ρ 1000 [ kg m-3 ] 
Re 50,000 [  -  ]  µ 0.001 [ kg m-1 s-1 ] 
HT 8D [ m ]     
HB 8D [ m ]     
 The mesh structure for a single plate in the side view (z = 0 plane) and for the array 
of plates in the top view (y = 0 plane) are depicted in Figure 2, respectively. Mesh 
refinement is applied in regions near surfaces to ensure that boundary layer separation and 
small eddies can be captured. The mesh element size is gradually increased away from 
surfaces. 
 
Figure 2. The mesh structure around (a) the plate in the x-y plane and (b) the array of 
plates in the x-z plane. 
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 Validation and Convergence 
3.2.1 Validation Study of the Mathematical Model and the Numerical Method 
The mathematical model and numerical methods used in the current study are validated 
by conducting a three-dimensional LES simulation for flow past a cylinder with a diameter 
of 0.06 m confined in a channel. The dimensions of the channel are 0.6 × 0.6 × 2.4 m in 
width, height, and length, respectively. Reynolds number of the flow based on the cylinder 
diameter and free stream velocity, 0.15 m/s, is calculated to be 9,000. The geometry of the 
computational domain depicted in Figure 3 and the parameters of the validation study listed 
in Table 2 match the recent experiments of Rockwood et al. [49]. The frequency of the 
vortex shedding and the evaluated FTLE fields are compared with the experimental results 
reported by Rockwood et al. [49]. 
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Figure 3. Computational domain of the validation simulation. (a) Three-dimensional 
view, (b) side view, and (c) the cylinder geometry. 
 
Table 2.  Parameters used in the validation study. 
Parameter Values 
D 0.06 [ m ]  U∞ 0.15 [ m s
-1 ] 
L 0.6 [ m ]  ρ 1000 [ kg m-3 ] 
Re 9,000 [ - ]  µ 0.001 [ kg m-1 s-1 ] 
For the validation study, the computational domain was divided using a structured mesh 
of 12 million elements, with high refinement near the cylinder with a first layer thickness 
of 1 × 10−4 m. The mesh yields the maximum value of 𝑦+ ≈ 3, the minimum value of 
𝑦+ ≈ 0.05, and the mean value of 𝑦+ ≈ 1 along the surface of the cylinder. The maximum 
value of the Courant–Friedrichs–Lewy condition (CFL) number is less than unity and the 
mean value of CFL is about 0.06. In order to describe how the turbulent kinetic energy is 
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distributed between the different sizes of vortices, the “Kolmogorov -5/3 spectrum” is 
evaluated [50, 51]. The time evolution of the pressure coefficient, 𝐶𝑝 = (𝑝 −
𝑝𝑎𝑡𝑚)/(
1
2
𝜌𝑈∞
2 ), at the location (𝑥 𝐷⁄ = 1, 𝑦 𝐷⁄ = 0, 𝑧 𝐷⁄ = 0) upstream of the cylinder is 
shown in Figure 4 (a). The power spectrum density (PSD) of the pressure coefficient signal 
is shown in Figure 4 (b). The pressure power spectrum decays with a slope of about -5/3; 
indicating that the LES model with the spatial and temporal resolution employed can 
capture the characteristics of turbulent flow structures.  
 
Figure 4. (a) The pressure coefficient versus time and (b) the power spectral density 
(PSD) of the pressure coefficient signature at the location (𝑥 𝐷,⁄ 𝑦 𝐷,⁄ 𝑧 𝐷)⁄ = (1,0,0) 
upstream of the cylinder. 
The lift and drag coefficient are defined as:  
 𝐶𝐿 =
𝐹𝐿
1
2
𝜌𝑈
∞
2 𝐴
 ,  𝐶𝐷 =
𝐹𝐷
1
2
𝜌𝑈∞
2 𝐴
 
  (21) 
where 𝐹𝐿  and 𝐹𝐷  are the lift and the drag force exerted on the cylinder, and A is the 
reference area of the cylinder.  The lift and drag forces are computed from the pressure and 
viscous forces exerted at all mesh elements on the surface of the plates. The time signature 
of drag and lift coefficients shown in in Figure 5 have fluctuations induced by the 
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alternating vortex from the cylinder. The frequency of fluctuations, 𝑓, is evaluated by 
conducting fast Fourier transform to the time signature of CL. The dimensionless 
frequency, Strouhal number, is defined by  
𝑆𝑡 = 𝑓𝐷/𝑈∞   (22) 
The predicted value of the Strouhal number of the vortex shedding agrees well with the 
measured value, as listed in Table 3. 
 
Figure 5. The time signature of (a) the drag and (b) lift coefficient as a function of the 
non-dimensional time (𝜆 =  𝑡𝑈∞/𝐷 ) obtained from the validation simulation. 
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Table 3. Comparison with experimental data 
 Rockwood et al. [49] Present Study 
St [-] 0.21 0.21 
f [Hz] 0.53 0.54 
 
Contours of the LCS evaluated based on the FTLE fields and the normalized Q-
criterion,  (𝑄 × (𝐷/𝑈∞)
2), are depicted in Figure 6. The LCS is acquired through the 
integration over two vortex shedding cycles (3.68s). The time interval for the integration 
coincides with the integration time that was used to detect the FTLE fields in the 
experiment. The Q-criterion, an Eulerian scalar, is the second invariant of the velocity 
gradient tensor, which is used to visualize the three-dimensional vortical structures [52] . 
The Q-criterion is evaluated by 
𝑄 =  −0.5(‖𝑆‖2 − ‖𝛺‖2) 
 
  (23) 
 
 
where the symmetric rate of strain, S, and the antisymmetric rate of rotation tensors, Ω, are 
𝑆 = 0.5[𝛻𝑢 + (𝛻𝑢)𝑇] and 𝛺 = 0.5[𝛻𝑢 − (𝛻𝑢)𝑇]   (24) 
∇𝑢 identifies and describes the flow regions that possess local rotational movements as 
vortex core regions [9, 17]. Figure 6 (a) shows instantaneous contours of the normalized 
Q-criterion rendered at the z=0 plane, which illustrates the spatial distribution and the 
intensity of the vortices in the near wake region. The LCS depicted in Figure 6 (b) detects 
the boundaries of the vortex and reveals the evolution of vortices. Both Q-criterion and 
FTLE fields predicted by our simulations agrees reasonably well with the results reported 
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in [49]. The agreement between predicted and measured flow images and hydrodynamic 
loadings proves that the mathematical model and the numerical methods employed can 
accurately characterize the spatial and temporal nature of the turbulent flow fields near the 
finite plate placed in the close proximity of a free surface.  
 
Figure 6. Vortex formation in the near wake region illustrated by (a) the normalized 𝑄-
criterion (𝑄 × (𝐷/𝑈∞)
2) contours evaluated at the time 𝑡𝑈∞/𝐷 = 200 and by (b) 
contours of the FTLE fields . 
 
3.2.2 Spatial Convergence of LES 
 Mesh optimization study for LES simulations is conducted using three mesh densities: 
𝑁1=1.4×10
6 cells, 𝑁2=2.8×10
6 cells and 𝑁3=5.6×10
6 cells. Flows past a tandem array of 
finite plates separated by 5D is considered for the mesh independence study. The averaged 
values of the drag coefficients are computed for each plate using 𝑁1, 𝑁2 and 𝑁3 mesh. The 
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drag coefficients predicted for the upstream plate (P1) and the downstream plate (P2) using 
𝑁2 and 𝑁3 mesh are nearly the same, as listed in Table 4. This result implies that 𝑁2 is 
sufficient to ensure the spatial convergence. Table 4 also list the averaged value of y+ with 
the mean and maximum values of CFL number obtained for 𝑁1, 𝑁2 and 𝑁3 mesh. The 
value of y+ decreases from 12.78 for 𝑁1 to 6.82 for 𝑁3 along the wall of the upstream plate 
and from 21.87 for 𝑁1 to 8.64 for 𝑁3 along with the downstream plate.  
Table 4. Results of the mesh independence study. 
Mesh Size CFLmean CFLmax 
P1 P2 
y+ ?̅?𝑫 y+ ?̅?𝑫 
N1 0.031 1.0 12.78 1.40 21.87 0.052 
N2 0.019 1.0 9.50 1.44 12.73 0.072 
N3 0.011 1.0 6.82 1.46 8.64 0.078 
 
 
3.2.3 Temporal and Spatial Convergence of LCS  
The evaluation of FTLE fields is dependent on both the integration time, ∆𝑡 =
|𝑡1 − 𝑡0|, and the size of the structured grid of particles to be tracked [20]. In order to assess 
the temporal and spatial convergence of LCS, the FTLE was evaluated for different values 
of the integration time span and two different meshes. Figure 7 shows the FTLE fields 
evaluated at an integration time of ∆t = 0.5 s, 1 s,  and 1.5 s. A first look at the images 
reveals that longer integration time will enhance the evaluation of the FTLE. The increased 
integration time can aid in evaluating the LCS with a higher extraction accuracy of the 
FTLE ridges. More coherent structures are revealed, and the topology of structures 
becomes clearer. This relation between the integration time and the level of the FTLE 
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field’s details is consistent with that reported by Green et al. [20]. However, a further 
increase in the integration time increases the population of LCS, which causes a loss of 
clarity in the flow images Figure 7 (b) and (c) show that the prevailing structures of the 
LCS for the integration times of 1 s to 1.5 s are nearly the same. Yet, a high distortion in 
the LCS images is noticed in the case of 1.5s integration time. This can be related to the 
generation of multiple vortices during a longer period of integration time. Several large 
scales dominant vortices will be overlapped, and flow images become slightly hazy for the 
longer integration time. It is shown that there is an optimal integration interval to extract 
LCS. The integration time of 1s is suggested for flows in an unbounded domain and 0.5 s 
for flows near the rigid wall. Determining the optimum integration interval will also help 
in minimizing the computational resources required for the LCS extraction. 
The effect of the number of tracer particles on the FTLE fields is shown in Figure 8. 
The FTLE fields predicted by two structured grids: one with 0.25 million grid points and 
one with 1 million grid points. The integration time was fixed at t = 0.5 s to reduce the 
need for computational resources. The two images show that the topology of the FTLE 
fields is similar for the main boundaries, but the flow image obtained with the denser grid 
is sharper. The FTLE ridges obtained with the denser grid are thinner with a greater value. 
As a result, more details of particle trajectories are revealed. However, simulations using a 
denser mesh require more computational resources to extract the FTLE fields. For a 
consideration of the spatial accuracy and the computational cost; the FTLE fields in this 
study were extracted and evaluated using 1 million structured grid points. 
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Figure 7. FTLE contours depicted at 𝑦 = 0 plane obtained using a integration time of (a) 
𝑡 = 0.5 𝑠, (b) 𝑡 = 1 𝑠, and (c) 𝑡 = 1.5 𝑠. 
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Figure 8. FTLE contours at the 𝑦 = 0 plane obtained using (a) 0.25 million grids and (b) 
1 million grids. The integration time is  𝑡 = 0.5 𝑠. 
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 Results 
3.3.1 Flows Past Arrays of Plates in an Infinite Domain  
 Simulations of flows past two plates of the 45º corner in a tandem arrangement 
(configuration 1) are conducted in three-dimensional geometries at Re =50,000. Spacing, 
G, between the plates is 5D, 7D, and 10D and the distance from the bottom and the top 
wall is HB = 8D, HT = 8D, respectively. Since the plates are far away from the rigid walls, 
the effects of the wall on the flow field near the plate are negligible, and these flows are 
referred as flows past plates in an unbounded domain. Additionally, the hydrodynamic 
loadings on the plates are investigated and presented.  
Figure 9 and Figure 10 depict the contours of the instantaneous normalized vorticity 
(𝜔𝐷/𝑈∞), Q-criterion (𝑄 × (𝐷/𝑈∞)
2), and LCSs based on the FTLE field. Images are 
rendered at y = 0 plane (see Figure 9) and z = 0 plane (see Figure 10) at λ=150. The 
predefined arbitrary user threshold which needs to be applied for the Eulerian Q-criterion 
and vorticity is selected to be the same scale with FTLE fields for a proper comparison. 
The generated vortex shedding from the upstream plate interacts with the downstream 
plate, the level of interaction is highly dependent on the spacing between the plates, as also 
reported by Liu et al. [2]. The upstream plate generates a shear layer that rolls up 
downstream and generates multiple vortices. These vortices deform and spread in all 
directions in the wake region behind the upstream plate. They interact vigorously and blend 
together with the vortices generated from the downstream plate. As a result, highly 
turbulent vortical activities are seen at the front and back face of the downstream plate for 
each geometry, as shown in Figure 9 (a, d, g). For the tighter spacing, 5D, the downstream 
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plate is engulfed by the shear layers induced by the upstream plate, as shown in Figure 10 
(a). For all cases, the vortex shedding pattern of the downstream plate is strongly influenced 
by the wake flow induced by the upstream plate, as shown in Figure 9 (d, e, g, h) and Figure 
10 (d, e, g, h). Contours of the instantaneous vorticity shown in Figure 9 and Figure 10  
reveal very little or no information about the origination and the evolution of the vortices. 
In principle, the vorticity contours show the regions with the highest vorticity magnitude 
(vortex core) with its spatial position inside the flow. Vortex core can provide a premise 
about a coherent vortex, which could be a good candidate for an identification of coherent 
vortex structures. However, identifying coherent vortical structures in complex flows such 
as the one studied here using the vortex core intensity alone is not adequate. This is due to 
the fact that the higher vortex core intensity is influenced by the user predefined threshold, 
the user judgements, and the selected reference frame [11]. Moreover, it does not provide 
any information about the vortex boundaries, regions with strong dynamics controlling the 
vortical structures’ creation, decay, and interaction. Such a deeper understanding of the 
vortex dynamics can be available with the identification of the LCS in complex turbulent 
flows.  
 The Q-criterion depicted in Figure 9 (b, e, h) and Figure 10 (b, e, h) reveals 
instantaneous structures inside the flow with  𝑄 > 0 as coherent structures, in which the 
rotation dominates over the strain [53]. In contrast; the FTLE fields depicted in Figure 9 
(c, f, i) and Figure 10 (c, f, i) shows the evolution of highly coherent vortex structures 
generated from the upstream plate tips which then spread in the streamwise direction and 
interact with the vortex structures originating from the downstream plate. Again, as in the 
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Eulerian Q-criterion, for the case with tighter spacing, 5D, the LCSs are equally 
concentrated in the front and back faces of the downstream plate. While for the larger 
spacing cases, the main concentration of LCSs is at the back of the downstream plate. In 
those cases, few coherent structures can be seen to extend all the way from the tips of the 
upstream plate until it resides at the front face of the downstream plate. LCSs show that 
the level of vortical activities between the two plates in the case of G=5D is lower than the 
cases with G=7D and 10D, this is because the two plates in the case of G=5D are acting 
as a single plate with no significant shedding from the downstream plate. The LCS also 
detected very clearly the shear layer and its separation from the upstream plate for all three 
spacing. It is evident that FTLE provides an effective tool to detect and reveal the coherent 
vortex structures and present an intriguing process for mutual vortex interactions. While 
the flow field plots generated by Lagrangian and Eulerian methods are similar, the FTLE 
fields provide higher resolution images with highly detailed flow structures. Comparing 
the output of the two approaches, FTLE fields detect coherent structures in the flow domain 
where the Q-criterion could not. Figure 9 and Figure 10 show the contrast difference 
between the two methods for the evolution and interaction of the detected vortices. The 
reason for the lack of correlation between the two approaches and the presence of 
discrepancy is the arbitrary threshold used in Q-criterion. Smaller threshold values will 
give a higher vortex intensity and will change the spatial position distribution due to the 
generation of new rotational core regions. In contrast, FTLE spatial distribution is 
independent of any arbitrary threshold. Additionally, some of the discrepancy seen in the 
results might be because Q-criterion relies on the second invariant of the velocity gradient; 
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making it highly sensitive to any abnormality in the input data. Lagrangian approach tracks 
the velocity changes of the fluid particles along the particle paths, which make it insensitive 
to the short-term abnormality in the velocity input. Thus, the Lagrangian approach of 
detecting coherent structures is better when compared to the instantaneous Q-criterion 
contours. Identification of such coherent structures is beneficial in the process of 
understanding the fluid-structure interactions, which is attempted in this study for the three-
dimensional turbulent flows past finite plates. 
 
Figure 9. Instantaneous contours of normalized vorticity (a, d, g), contours of normalized 
Eulerian Q-criterion (b, e, h) at constant value of Q =0.025, and FTLE contours (c, f, i). 
Eulerian flow images are rendered at time λ=150 for flow past two tandem plates. Plates 
are separated by 5D (a, b, c), 7D (d, e, f), and 10D (g, h, i). Images depicted at top views. 
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Figure 10. Instantaneous contours of normalized vorticity (a, d, g), contours of normalized 
Eulerian Q-criterion (b, e, h) at constant value of Q =0.025, and FTLE contours (c, f, i). 
Eulerian flow images are rendered at time λ=150 for flow past two tandem plates. Plates 
are separated by 5D (a, b, c), 7D (d, e, f), and 10D (g, h, i). Images depicted at side views. 
 
Instantaneous isosurfaces of the Eulerian Q-criterion colored by normalized vorticity 
at the user-defined threshold of Q = 0.025 and the isosurfaces of the FTLE are illustrated 
in Figure 11. Since the two tandem plates studied here have finite length, the vortices 
generated from the plate tips wrap around the end of plates, as shown in Figure 11 (a, c, e). 
However, because the length to height ratio is large, these tip vortices have a slight 
influence on the wake flow structures, as illustrated by the iso-surfaces of FTLE and the 
Q-criterion. Although the isosurfaces of the Q-criterion provide an idea about coherent 
vortex structures, they are highly sensitive to the arbitrary thresholds defined by the user. 
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In this study, the authors experimented with various threshold values and selected Q = 
0.025. The choice was merely based on the authors own judgments of what is clearer and 
more appropriate to present. The isosurfaces of the FTLE ridges reveal the same general 
patterns of Q-criterion. LCS images clearly illustrate that the flows in the vicinity of the 
plates are dictated by Karman vortex shedding from the top and bottom sides of the plate, 
as seen in Figure 11 (d and f). 
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Figure 11. (a, c, e) Instantaneous normalized isosurfaces of Q-criterion at a constant value 
of 0.025 colored with normalized vorticity, and FTLE isosurfaces (b, d, f). Eulerian Q-
criterion images are rendered at time λ=150 for flow past two tandem plates. Plates are 
separated by 5D (a, b), 7D (c, d), and 10D (e, f). 
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Figure 12 shows the time signature of the drag coefficient for the upstream and 
downstream plate. The spacing between plates has a profound influence on the drag exerted 
on the downstream plate. For 5D spacing, the drag coefficient fluctuates about nearly zero 
nominal value. The drag coefficient of the downstream plate recovers by roughly 80% for 
7D spacing and even exceed the drag of the upstream plate for 10D, as seen in Figure 12. 
The recovery of the drag coefficient with increased spacing occurs with a shorter distance 
for plates with 45º corner angle compared to those with 90º reported in Refs [2, 54]. The 
dependence of the drag coefficient of the downstream plate on the spacing can be explained 
by examining the LCS depicted in Figs. 9 and 10. The population density of LCS in regions 
near the front and back face of the downstream plate is nearly the same for 5D while the 
population density is significantly reduced in the region near the front face of the 
downstream plate for 7D. For 10D spacing, only a few LCS in the region near upstream of 
the downstream plate is identified. The population density of LCS is directly correlated 
with the pressure distribution: the lower pressure is observed in regions with a higher 
population of LCS. Contours of pressure coefficient along the front and back face of both 
plates are depicted in Figure 13 for 5D, 7D, and 10D spacing. The pressure coefficient is 
defined by 
 𝐶𝑝 = (𝑝 − 𝑝∞)/ (
1
2
𝜌𝑈∞
2 )    (25) 
 
 
The low pressure is observed along the front and rear face of the downstream plate with a 
similar level for 5D; explaining the reason for attaining a low drag coefficient for this plate. 
The drag force exerted on the plate in these flows is governed by the pressure difference 
between the front and back face of the plate. The pressure difference between the front and 
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rear face is increased greatly for 7D, as depicted in Figure 13. For 10D spacing, the pressure 
difference between the two faces of the plate is further increased. As a result, the drag 
coefficient of the downstream plate is further decreased.  
 
Figure 12.Time evolution signature of the drag coefficient for the upstream (P1) and 
downstream (P2) plates. Plates are separated by: (a) 5D, (b) 7D and (c) 
10D. 
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Figure 13. Time-mean pressure coefficient contours distributed along the front and back 
surfaces of the upstream (P1) and downstream (P2) plates. Plates are separated by: (a) 5D, 
(b) 7D and (c) 10D. 
 
3.3.2 Flows Past Arrays of Plates in the Vicinity of Surfaces 
 We next consider flows past a single plate and an array of tandem plates of 90º corner 
angle operating beneath a rigid wall, HB = 8D and HT = 0.1D, to elucidate the capability of 
the FTLE fields in detecting LCSs at another fluid-structure interaction scenario. This type 
of flow involves highly complex vortex dynamics due to the interaction between the 
boundary layer and the plate(s) [55]. The FTLE fields are calculated using the structured 
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mesh with 0.25 million grid points and the integration time of t=0.35 s for the single plate 
geometry and t=0.5 s for the arrays of two tandem plates geometry. Those parameters are 
selected to reduce the computational cost needed to compute the LCSs. The FTLE and the 
instantaneous Q-criterion contours of a single plate near a wall are illustrated in Figure 14. 
The images are rendered at the y = 0 plane (a,b) and the z = 0 plane (c,d). The vortices shed 
from the bottom side of the plate advect downstream. The FTLE field captures the 
evolution of these vortices and the instantaneous images of the Q-criterion display cores of 
these vortices, as seen in the side view of flow images in Figure 14. It is noted that the 
intense FTLE ridges concentrated in the region behind the top side of the plate. These 
ridges are not extended away from the plate; implying the presence of a stationary vortex. 
The strong vortex core in the region where the FTLE ridges are sharper and brighter as 
seen in the Eulerian Q-criterion images. The lack of LCS and the vortex core in the region 
further downstream of the plate near the wall indicates subdued turbulent activities in this 
region. The top view of flow images indicates that there are strong vortical activities in the 
region near upstream of the plate. Vortices generated by the boundary layer of the wall 
impinge on the plate, as seen in the Lagrangian and Eulerian flow images. It is 
demonstrated here that the Lagrangian and the Eulerian flow images together can be used 
effectively to characterize the flow field. Even though the Q-criterion contours may lose 
some details because of its’ instantaneous information, the contours of the Eulerian vortex 
field match well with the flow pattern revealed by LCS. 
The FTLE and the instantaneous Q-criterion contours for the two tandem plates near a 
wall are presented in Figure 15 for G = 5D. The vortices generated inside the boundary 
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layer impinge on the upstream plate and strongly interact with the plate, see Figure 15 (a 
and c). The vortex shedding from the top side of the upstream plate is suppressed by the 
wall boundary layer and the vortices generated from the bottom of the upstream plate 
expand downstream in the wake region and interact with the downstream plate. The 
shedding from the bottom side of the downstream plate becomes very irregular. 
Comparison of the spatial distribution and the intensity of the Eulerian Q-criterion depicted 
in Figure 15 (b, d) with the Lagrangian FTLE fields depicted in Figure 15 (a, c) illustrates 
that the Eulerian and Lagrangian flow images are very complimentary in characterizing the 
flow field in complex turbulent flows. It is shown that the Eulerian Q-criterion can capture 
the center of the vortex at any instant while the FTLE fields reveal the vortex boundaries 
with no user-defined threshold. 
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Figure 14. Instantaneous contours of normalized Eulerian Q-criterion (b, d) at a constant 
value of Q =0.025, and FTLE contours (a, c). Eulerian flow images are rendered at time 
λ=150 for flow past single plates.  
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Figure 15. Instantaneous contours of normalized Eulerian Q-criterion (b, d) at a constant 
value of Q =0.025, and FTLE contours (a, c). Eulerian flow images are rendered at time 
λ=150 for flow past single plates.  
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 Conclusion  
High fidelity large eddy simulations are conducted for flows past arrays of finite 
plates confined in a channel. Three-dimensional and transient flow fields are characterized 
for various array configurations of plates. The Finite-Time Lyapunov Exponent (FTLE) 
fields are used to detect the three-dimensional Lagrangian coherent structures (LCSs) using 
the velocity fields obtained by LES. A parametric study is performed to determine the 
optimum time interval for the integration to obtain the FTLE field and the grid size to 
achieve the spatial resolution. Our results showed that a longer integration time could 
enhance the accuracy of the FTLE and the resulting LCS. However, no additional structures 
were revealed with much longer integration time. A proper choice of the integration time 
varies with the turbulent characteristics of the flow, i.e., the integration time 1 s is 
appropriate for flows in an unbounded domain while less than 0.5 s is more appropriate for 
flows near the rigid surface. Increasing the number of the structured grid of tracer particles 
results in enhancing FTLE field accuracy, however, this will come with a higher 
computational cost. 
The contours and isosurfaces of the FTLE fields and the Eulerian flow fields are 
presented to better understand the vortex dynamics and the nonlinear vortex interactions in 
these complex turbulent flows. The instantaneous flow structures reveal a high level of 
vortical activities in the flow domain. However, Lagrangian methods show coherent 
structures that are not visible in the instantaneous Eulerian fields. FTLE fields reveal 
coherent structures including the information about the vortex generation, spatial location, 
evolution, shedding, decaying, stretching and dissipation of vortices. The Eulerian Q-
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criterion does provide a spatial distribution of the vortices with intensity information only. 
Even with a lower integration time and a coarser grid of tracer particle, the LCS method 
still produces a framework for the vortex dynamics in complex turbulent flows. It is 
demonstrated that the application of the LCS approach with the well-known Eulerian 
methods for vortex identification can enhance the understanding of the spatial and temporal 
structures of complex flows. Although the LCS approach is computationally expensive, it 
identifies coherent structures with a minimal user influence and can be complementary to 
the Eulerian method. 
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CHAPTER 4    LARGE EDDY SIMULATIONS OF 
MULTIPHASE FLOWS PAST A FINITE PLATE NEAR A 
FREE SURFACE 
Large eddy simulations of multiphase flows past a finite plate placed in the 
proximity of a free surface are conducted for Reynolds number of 50,000 and Froude 
number of 1.3. The simulations are conducted using the Volume of Fluid (VOF) multiphase 
model in three-dimensional geometries for the length to the height aspect ratio of the plate 
of 2.5, 5 and 10. The model validation is performed using various subgrid-scale turbulence 
models. Eulerian and Lagrangian coherent structures are employed to characterize the 
turbulent flow fields induced by the free surface–plate interactions. Strong nonlinear 
interactions among vortices shed from the free surface and the plate, and tip vortices yield 
the surface deformation and air entrainment near the plate. The hairpin-like vortices shed 
from the boundary layer of the free surface impinge on the plate and profoundly alter the 
temporal and spatial characteristics of the flow. The drag and lift coefficient decrease with 
the increases of the aspect ratio. The lift force, without the influence of hydrostatic 
pressure, pushes the plate toward the free surface in all geometries. Free surface flows 
studied here provide valuable insight into the designing of the off-shore structures, 
platforms, hydraulic and marine-current energy harvesting devices. 
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 Computational Overview 
  The schematic of the computational domain for three-dimensional flows past a 
finite plate is illustrated in Figure 16 (a). The gray plane indicates the initial location of the 
undisturbed free surface. The plane separates the air region from the water region, as shown 
in Figure 16 (a). The plate geometry, the length, width, and height, (L, w, and D), are shown 
in Figure 16 (b). The length to height ratio (L/D) of the plate used in this study is 2.5, 5 and 
10. Figure 16 (c) illustrates the side view of the computational domain. The origin of the 
computational domain is located at the center of the plate. The plate is located at 12D from 
the inlet, 23D from the outlet, 4D from the top surface, and 8D from the bottom wall. 
Simulations are conducted for the depth (d) of 0.015m, which corresponds to Fr number 
of 1.30. The Froude number is defined as 
𝐹𝑟 = 𝑈𝑤𝑎𝑡𝑒𝑟 √𝑔𝑑⁄   
  (26) 
 
 
where 𝑑 is the distance between the free surface and the plate top surface. The uniform 
streamwise component of the velocity at the inlet is set 0.5 m/s for the water and 0.01 m/s 
for the air. Reynolds number 
Re = ρUwaterD /µ 
  
  (27) 
 
 
based on the inlet water velocity, 𝑈𝑤𝑎𝑡𝑒𝑟 , and the plate height, D, is 50,000.  Here, ρ is the 
density and µ is the dynamic viscosity of the water. The zero-pressure gradient is imposed 
at the outlet and the no-slip boundary condition is imposed at the plate surface, the top and 
bottom surface of the computational domain. The periodic boundary condition is imposed 
at the side surfaces of the computational domain. The geometric and physical parameters 
used in this study are listed in Table 5. 
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Figure 16. (a) Schematic diagram of the computational domain, (b) the plate geometry, 
and (c) the side view of the computational domain. 
 
 
 
 
 53 
Table 5. Parameters used in the computational study. 
Parameter-Value-
Unit 
    
𝒘 
 
0.01 [m] 𝝆𝒘 998.2 [kg/m
3] 
𝑫 0.1 [m] 𝝆𝒂𝒊𝒓 1.225 [kg/m
3] 
𝑳 0.25, 0.5, 
1 
[m] 𝑹𝒆𝒘 50,000 [ - ] 
d  0.015 [m] 𝑼𝒘𝒂𝒕𝒆𝒓 0.5 [m/s] 
Fr 1.30 [ - ] 𝑼𝒂𝒊𝒓 0.01 [m/s] 
 
The simulations are conducted by utilizing the open source computational fluid 
dynamics (CFD) software package Open Field Operation and Manipulation (OpenFOAM). 
The interFoam VOF solver designed for two-phase incompressible, isothermal immiscible 
fluids is employed to capture the interface between the water and the air accurately. The 
main advantage of the interFoam solver is the usage of the multi-dimensional universal 
limiter for explicit solution (MULES) method, which is a very effective method to ensure 
the boundedness of each phase fraction in a way that is independent of underlying 
numerical scheme and mesh structure [56]. 
The transient solver, pimpleFoam, is used for the pressure-velocity coupling by 
utilizing Pressure-Implicit with Splitting of Operators (PISO) algorithm. The adjustable 
time step based on a specified Courant number is adopted to enhance the numerical stability 
of the simulation. The second order time discretization (Crank-Nicolson) is implemented 
for the temporal discretization. Moreover, the discretization methods used for Laplacian, 
gradient, interpolation, and divergence, are Gauss linear limited, Gauss linear, linear and 
Gauss linear, respectively. The VOF equation is discretized using the second order Gauss 
vanLeer scheme. Detailed descriptions of the discretization methods can be found in [48]. 
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The computational domain consists of subdomains discretized by the nested structured 
mesh and connected by non-conformal interfaces, as shown in Figure 17. The meshing 
approach provides more flexibility in controlling the refinement around the plate and the 
free surface. The mesh is refined in the regions near the plate and the free surface, as shown 
in Figure 17 (b).  The cell size is increased gradually away from the plate and the free 
surface. 
 
Figure 17. The mesh around the plate at (a) x-y plane and (b) y-z plane with the free surface. 
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 Validation and Spatial Convergence Study 
4.2.1 Validation 
The mathematical model and the numerical method employed are validated using 
experimental data reported by [30]. Flows past a rectangular cylinder placed beneath a free 
surface are considered for the validation study. The detailed description of the geometry 
and the computational domain are depicted in Figure 18. The cylinder is fully submerged 
in the water with a depth of h*, where h*=(h-hb)/s. Predicted results by LES-VOF models 
in the three-dimensional geometry are compared to the measured results for Re = 3.68×104, 
h*=2 and hb/s=2.33.  
 
Figure 18. (a) Schematic diagram of the computational domain, (b) rectangular cylinder 
geometry, and (c) side view of the computational domain of the validation study. 
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We tested four subgrid-scale (SGS) models in the validation study: (1) the one equation 
eddy-viscosity (kEqn), (2) the dynamic one equation eddy-viscosity (dynamicKEqn), (3) 
the Smagorinsky, and (4) the Wall-adapting local eddy-viscosity (WALE). The free surface 
deformations predicted by each LES model match well with those reported by [30] (see 
Figure. 6 of the reference). However, a noticeable discrepancy is observed in the drag and 
lift coefficient measured by the experiment and predicted by the LES-SGS models. The 
drag and lift coefficient predicted by the Smagorinsky and the one equation eddy-viscosity 
(kEqn) deviate about 19% from the experimental results. On the other hand, the WALE 
and the dynamicKEqn predicted the lift and drag coefficient within 8% and a 13% 
deviation, respectively. The WALE and the dynamicKEqn both predict hydrodynamic 
loadings on the cylinder more accurately compared to other SGS models. The WALE 
model is selected here because the CPU time used for each time step in the case of 
dynamicKEqn is higher than that for the WALE model by more than 35 percent. A larger 
number of iterations required for the convergence at each time step for the dynamicKEqn 
model [57]. 
The contours of the vorticity in the water domain and the contours of the water volume 
fraction are illustrated in Figure 19. We compared the predicted results against the 
experimental observation regarding the behavior of air entrainment into the water, the free 
surface deformations, and the location where the surface drops down at the trailing edge of 
the square cylinder (see Fig. 6 in Malavasi & Guadagnini (2007)). The free surface 
dynamics predicted agree very well with measurements.  Figure 20 depicts the time 
signature of the drag and lift coefficient. The drag and lift coefficients are defined by 
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𝐶𝐷 = 𝐹𝐷/ (
1
2
𝜌𝑈𝑤𝑎𝑡𝑒𝑟
2 𝐴) and  𝐶𝐿 = 𝐹𝐿/ (
1
2
𝜌𝑈𝑤𝑎𝑡𝑒𝑟
2 𝐴) 
  
  (28) 
 
 
where 𝐹𝐷 is the drag force , 𝐹𝐿 is the lift force, and 𝐴 is the projected area of the plate 
perpendicular to the oncoming flow. The time-averaged value and the standard deviation 
of drag and lift coefficients are predicted to be roughly 2.35±0.24 and -7.414±1.11, 
respectively. The negative value of the lift coefficient is a result of the negative suction 
pressure produced by the flow separation that mostly occurred on the lower portion of the 
square cylinder. The vortex shedding from the top portion of the cylinder is suppressed by 
the proximity of the free surface. Strouhal number calculated is 0.2, which agrees 
reasonably well with that reported in [30]. The results of the validation study demonstrate 
that the LES -VOF model and the numerical method utilized can accurately simulate the 
complex turbulent flows studied here.  
 
Figure 19. Instantaneous contours of (a) normalized vorticity and (b) air volume faction 
at the vertical -central plane at the non-dimensional time (𝑡𝑈𝑤𝑎𝑡𝑒𝑟/𝑠) = 225. Simulations 
are conducted using the WALE SGS model. 
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Figure 20. The coefficient of (a) the drag and (b) the lift as a function of time obtained 
using the WALE SGS model.  
 
4.2.2 Spatial Convergence Study 
We next present the results of the mesh independence study. Multiphase simulations 
are conducted using the VOF-LES turbulence model for flows past the plate with the length 
to height ratio (L/D) of 5. The mesh density of 𝑁1 =3×10
6 cells, 𝑁2 =7×10
6 cells and 
𝑁3=14×10
6 cells are used to calculate the drag coefficient. The time signature of the drag 
coefficient obtained by 𝑁1, 𝑁2, and 𝑁3 is shown in Figure 21 as a function of the non-
dimensional time, λ = tUwater/D. The difference in the time-averaged drag coefficient is 
3.98% between 𝑁1 and 𝑁2 and 2.2% between 𝑁2 and 𝑁3. The mean 𝑦
+ value along the 
plate surface, the first layer thickness, the mean and maximum value of the Courant 
number, and the mean value of the predicted drag coefficient for 𝑁1 and 𝑁2 and 𝑁3 are 
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tabulated in Table 6. The mean 𝑦+ value decreases from 5.16 for 𝑁1 to 1.45 for 𝑁3 along 
the wall of the plate, which corresponds to a decrease in the first layer thickness as the 
mesh density is increased. Considering the limitation of the computational resources, the 
results presented in this chapter are obtained using the mesh density of 𝑁2. 
 
Figure 21. The time signature of the drag coefficient as a function of time obtained using 
the mesh density of N1, N2, and N3. 
 
 
Table 6. Performance of the mesh independence study. 
 
 
 
Mesh Size Cmean Cmax First Layer Thickness (m) y+ ?̅?𝑫 
N1 3×10-3 0.41 8×10-4 5.16 1.72 
N2 2×10-3 0.28 5×10-4 1.81 1.79 
N3 1×10-3 0.21 3×10-4 1.45 1.84 
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The profiles of the time-averaged streamwise component of the velocity acquired at 
downstream locations of the plate (1D, 3D and 5D away from the center of the plate, see 
Figure 22 (a) using the mesh density of 𝑁1, 𝑁2  and 𝑁3 are depicted in Figure 22. The 
velocity profiles obtained using 𝑁2=7×10
6 and 𝑁3=14×10
6 cells are similar; while the 
profiles obtained using N1 differs slightly. It is demonstrated here that the mesh density N2 
ensures the spatial convergence. 
 
 
Figure 22. The profiles of the streamwise component of normalized velocity obtained by 
the mesh density of N1, N2 and N3 at x/D of (b) 1, (c) 3, and (d) 5. (a) The schematic 
illustrating the locations where profiles are acquired. 
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 Results 
Simulations are conducted for three-dimensional multiphase flows past a finite plate 
beneath a free surface with a depth of 0.15D corresponding to Fr number of 1.30 and Re = 
50,000. The plate length of 2.5D, 5D, and 10D are considered for simulations utilizing the 
VOF–LES with the WALE SGS turbulence model. 
Instantaneous contours of the water volume fraction rendered at the z = 0 and y = 0 
planes for L/D of 2.5, 5, and 10 are depicted in Figure 23. The water volume fraction of 
unity represents the cell filled with the water and of zero represents the cell filled with the 
air. For all cases, the air entrainment is observed in the near wake region of the plate. Air 
penetration behind the plate is more intense for the shortest plate; the amount of entrained 
air decreases as the length of the plate is increased, as depicted by the z = 0 plane images 
in Figure 23. Generally, the air entrainment happens as a result of the surface deformations 
induced by the free surface-plate interaction. The penetrated air convects downstream, as 
seen from flow images depicted in Figure 23. The free surface characteristics for L/D = 2.5 
differs from those for L/D = 5.0 and 10. For L/D = 2.5, the water level rises near upstream 
of the plate and dips rapidly behind the plate. At the back of the plate, the sizable amount 
of air entrains in regions where the free surface dips, as seen in Figure 23. The free surface 
dips slightly downstream of the plate, hence the plate is fully submerged. This motion 
generates small eddies immediately behind the plate. For a plate with 5D and 10D length, 
a portion of the back surface is exposed to the air. The free surface dips and air penetration 
occurs immediately behind the plate, as shown in Figure 23 (c-f). For L/D = 10, the 
downstream free surface level is lower than that of length 5D, but the amount of penetrated 
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air is much less compared to that for L/D =5. It is also noticed that there is a small amount 
of air entrainment in the front of the plate for L/D of 10; implying that the free surface 
deformation and the structure-fluid interaction is more intense upstream of the plate in this 
geometry. Air is entrained at free ends of the plate and also at further downstream of the 
plate (see the y = 0 plane image for L/D of 10 in Figure 23 (f)). The free surface in all cases 
returns to the undisturbed level far downstream of the plate. Flow images reveal that the 
spatial and temporal characteristics of the flow near the plate are strongly dependent on the 
plate length. How plate interacts with the free surface is profoundly influenced by the plate 
length as well. Hence, hydrodynamic loadings are expected to be a strong function of the 
length to height ratio. The aspect ratio of submerged structures near free surfaces should 
be an integral part of the design and optimization of these systems.  
 
Figure 23. Instantaneous contours of the water volume fraction for the plate length (a) 2.5D, 
(b) 5D, and (c) 10D. 
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Instantaneous contours of the normalized vorticity at the z = 0 and y = 0 planes are 
depicted in Figure 24 for L/D of 2.5, 5 and 10. The sliced y= 0 plane passes through the 
center of the plate. The hairpin-like vortices generated near the free surface interact 
strongly with the plate. As seen in Figure 24 (a), the plate with L/D of 2.5 is fully 
submerged in the water, the shear layer separated from the top and bottom surfaces of the 
plate is observed with higher vorticity magnitude. The vortices originating from the top 
surface are suppressed due to the presence of the free surface and shedding becomes very 
irregular. Vortices originated from the plate convect downstream as they dissipate and also 
interact with the free surface. For L/D of 2.5, in the region upstream of the plate there is a 
thin boundary layer attached to the free surface, and vortices are mainly confined inside 
the boundary layer in front of the plate. For the longer plates of 5D and 10D length, the 
back of the plate is partially submerged in some instances, see Figure 24 (c) and (e). As a 
result, the vortex shedding mainly occurs from the bottom surface of the plate. In both 
flows, the boundary layer of the free surface separates upstream of the plate, and hairpin-
like vortices erupted from the free surface impinge on the plate, as shown in flow images 
of both planes in Figure 24. For the plate with a length of 10D, the eddies are so intense 
that they cause a small amount of air entrainment in the front of the plate (see flow images 
in Figure 23). The tip vortices generated from the sides of the plate interact with the 
Karman vortex shedding generated from the top and bottom surface of the plate in all flows. 
The plate length has a strong influence on the levels of interaction between the tip vortices 
and those generated from the free surface and shed from the plate. As seen in Figure 24 
(a), for the plate length of 2.5D, the tip vortices shed regularly. Eddies smaller in size 
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generated from the top and bottom surface behave irregularly and extend further 
downstream before they dissipate. In the center region near downstream of the plate, there 
are less vortical activities since the tip vortices penetrate less into the region. The vortical 
activities in the vicinity of the plate have strong bearings on the hydrodynamic loadings. 
Nominal values and temporal characteristics of the drag and lift force will be influenced 
by the generation, evolution, and interaction of vortices in free surface flows. 
  
 
Figure 24. Instantaneous contours of the normalized vorticity for the plate length (a) 2.5D, 
(b) 5D, and (c) 10D. 
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To identify and track the evolution of the vorticity in the complex turbulence flows; 
Lagrangian coherent structures (LCS) based on the FTLE fields are evaluated and 
presented. LCSs obtained from the ridges of Finite-Time Lyapunov Exponent (FTLE) 
fields [18] have been implemented to get a deeper understanding of the complex flow 
behaviors associated with the free surface–structure interactions. The details of the 
procedure identifying LCS are described in Appendix A.  
Figure 25 depicts the Eulerian and Lagrangian flow images in flows past the plate with L/D 
of 2.5 and 5. Contours of the Q-criterion and LCS are rendered at the z = 0 plane. The 
coherent structures mainly concentrate close to the free surface and at the near wake of the 
plate. Brighter images of the FTLE fields indicate higher intensities for LCS; implying 
higher turbulent activities. The flow structures induced by the surface interactions are 
different in these geometries with L/D of 2.5 and 5, as depicted in both Eulerian Q-criterion 
and LCS flow images. For the plate length of 2.5D, the region near the front face of the 
plate lacks vortical activities. The hairpin-like vortices formed from the free surface above 
the plate and from the top side of the plate interact with each other. For the plate length of 
5D, the flow field upstream of the plate is more complicated due to the stronger free 
surface-plate interactions. In the region upstream of the plate, small-sized hairpin-like 
vortices erupted from the boundary layer impinge on the plate and extend downstream 
along with the vortices originated from the bottom of the plate. The Eulerian and 
Lagrangian vortex identification methods reveal similar flow structures, but LCS identifies 
the evolution and the interaction of vortices better, as depicted in Figure 25. The reason for 
this difference is related to the arbitrary threshold used in the Q-criterion. Users specify 
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arbitrary threshold values to detect the vortex cores, and that would change the spatial 
distribution of vortices.  
 
 
Figure 25. Instantaneous contours of (a, c) the normalized Eulerian Q-criterion and (b, d) 
the FTLE contours. Images are depicted for a plate with an aspect ratio of (a, b) 2.5 and (c, 
d) 5. 
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Figure 26 depicts the contours of the Q-criterion and the LCS for L/D of 2.5 at 
various x-z planes from the top surface (y = 0.5D) to the bottom surface (y = -0.5D) of the 
plate. Images at the left and the right column denote the Q-criterion and LCS, respectively. 
The Eulerian and Lagrangian images rendered at the top surface of the plate demonstrate 
that the flow fields near the plate are strongly influenced by the presence of the free surface. 
There are layers of rolling vortices observed in the region near upstream of the plate. These 
vortices wrap around the plate and interact with the tip vortices. As a result, high-intensity 
small eddies are generated in the near wake region of the plate. The vortex rolls generated 
from the free surface dissipate rapidly in the crossflow direction, and they disappeared at 
the y = 0.3D plane (see Figure 26 c and d). The region near upstream of the plate at the 
depth y ≤ 0.3D has little or no vortical activities, as depicted in Figure 26. The FTLE field 
is the brightest for images rendered near the surface (y = 0.5 D plane), and the intensity of 
the FTLE field is reduced gradually for images acquired further away from the free surface. 
 The flow images shown in Figure 27 for L/D = 5 reveal similar characteristics with 
an exception that there are stronger vortical activities in the region near the front face of 
the plate at any depth. At the plane, y/D = -0.5, further away from the surface, vortex 
shedding patterns are more regular in both geometries. The flow structures presented here 
will have a profound influence on the pressure coefficient at the front and back face of the 
plate, and command the drag and lift signatures of the plate, as presented below. It is 
demonstrated here that the Eulerian and the Lagrangian vortex identification tools can be 
utilized together to characterize the flow field effectively. Although the Q-criterion 
contours might lack some details due to their instantaneous nature, the flow patterns 
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revealed by the Eulerian and Lagrangian method match well. The Eulerian and Lagrangian 
flow images are complementary to each other in describing the turbulent flow fields. 
 
 
Figure 26. Instantaneous contours of the normalized Eulerian Q-criterion (left column) and 
the FTLE contours (right column) for the plate length 2.5D at various horizontal x-z planes. 
Images are rendered at: (a, b) y=0.5D, (c, d) y=0.3D, (e, f) y=0 and (g, h) y=-0.5D. 
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Figure 27. Instantaneous contours of the normalized Eulerian Q-criterion (left column) and 
the FTLE contours (right column) for the plate length 5D at various horizontal x-z planes. 
Images are rendered at: (a, b) y=0.5D, (c, d) y=0.3D, (e, f) y=0 and (g, h) y=-0.5D. 
 
Three-dimensional flow images are shown in Figure 28 as the isosurfaces of the Q-
criterion for L/D of 2.5, 5 and 10. These three-dimensional flow images underscore the 
features of the turbulent flow patterns revealed by the Eulerian and Lagrangian coherent 
structure contours (Figure 24, Figure 25 and Figure 26). The hairpin-like vortices burst 
from the free surface, upstream of the plate, impinge on the plate for L/D of 5 and 10. These 
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vortices are not present in the geometry with L/D of 2.5. It is also noticed that the near 
wake flow field is dominated by the vortices generated by the plate while the far wake flow 
field is dominated by the rolling vortices generated from the free surface. The interaction 
of the free surface and the plate creates turbulent flows with spatial and temporal 
characteristics that are strongly dependent on the plate length.  
 
 
 
Figure 28.  Instantaneous isosurfaces of the Q-criterion at a constant value of 2.0 for the 
plate length (a) 2.5D, (b) 5D, and (c) 10D. 
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The time signatures of the drag and lift coefficient (CD, CL) for L/D of 2.5, 5 and 10 are 
depicted in Figure 29. The mean drag coefficient for the plate length of 2.5D, 5D, and 10D 
is calculated to be 1.88, 1.79, and 1.73, respectively. The standard deviations of the drag 
coefficient signals are determined to be 0.058, 0.11, and 0.12, respectively; indicating that 
the amplitude of pressure fluctuation increases as the plate length is increased. This is 
because the portion of the back face of the plate is exposed to the air for the longer plates; 
creating more irregular flow dynamics as presented earlier. Note that the plate length of 
2.5D has the highest CD because of the lack of vortical activities in front of the plate. The 
higher pressure difference between the front and back surfaces of the plate results in a 
higher CD. Plate length of 10D has the lowest CD because the population of the small and 
large eddies in the region near upstream of the plate is the greatest for the longer plate. The 
pressure contours along the front and back face of the plate with L/D of 2.5, 5 and 10 
validate the predictions of the drag coefficient. The pressure acting on the front face of the 
plate is the highest for L/D of 2.5, as seen in Figure 29. With the increase of the vortical 
activities in the front of the plate as the length is increased the pressure acting the front face 
decreases; resulting in the lower drag coefficient. The time-averaged value of the lift 
coefficient is positive in all geometries, and it is greater for L/D of 2.5 than that for L/D of 
5 and 10. The positive value of the lift coefficient refers to as the plate is pulled toward the 
free surface. The non-zero values of the lift coefficient are results of the induced asymmetry 
in the flow by the presence of the free surface. The lift forces are sensitive to the free 
surface-plate interaction and the flow asymmetry as reported by Malavasi and Guadagnini  
[30].  
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Figure 29. The drag (left column) and lift (right column) coefficient as a function of time 
for the plate length (a) 2.5D, (b) 5D, and (c) 10D. 
 
 
 
Figure 30. Contours of the instantaneous pressure acting on the front and back surface of 
the plate for L/D = (a) 2.5D, (b) 5D, and (c) 10D. 
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Figure 31 depicts the time-averaged pressure coefficient, Cp, acquired at the central 
vertical plane (z=0) of the plate at the front, back, top and bottom surface. The mean 
pressure coefficient is defined as: 
 
𝐶𝑝 =
𝑃𝑚𝑒𝑎𝑛 − 𝑃𝑠
𝜌𝑔ℎ
   (29) 
  
where, 𝑃𝑠  , is the hydrostatic pressure evaluated by the simulated water level. The mean 
pressure coefficient decreases from the bottom to the top at the front and back surface of 
the plate. The pressure coefficient profiles of the shorter plates are similar while the longer 
plate has quite different pressure distribution, as shown in Figure 31. Similar trend can be 
seen in the pressure contours rendered in Figure 30. More importantly, the pressure 
difference between the front and the back surface, which mainly determines the drag 
coefficient of the plate, is lower for the longer plate compared to that for the shorter plates. 
This explains that the longer plate has a lower drag coefficient value. Once again, the 
pressure distribution over these surfaces is profoundly influenced by the vortex dynamics 
and the spatial characteristics of turbulent flow structures induced by the free surface-plate 
interaction. It is also worth mentioning that the air entrainment and the plate exposure to 
the air cause lower pressure on the rear surface of the longer plates (see Figure 23 and 
Figure 24). Figure 31 (b) shows the distribution of the pressure coefficient on the top and 
bottom surface. The flow field in the vicinity of the top and the bottom surface displays 
diverse characteristics due to the presence of the free surface. The pressure acting on the 
bottom surface is the highest for the shortest plate and it decreases monotonically as the 
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plate length is increased. In each geometry, the pressure acting on the top surface is similar, 
and the pressure difference between the bottom and the top surface is positive at any x 
location; indicating that the lift force exerted on the plate is in the direction toward the free 
surface. 
 
Figure 31. The profiles of the time-averaged pressure coefficient along the plate’s center 
plane (z=0). The profiles are acquired at (a) the front and back surface, (b) the top and 
bottom surface for L/D = 2.5, 5 and 10. 
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 Conclusions 
The Volume of Fluid (VOF) and LES turbulence model was utilized to simulate 
multiphase flows. Flows past a submerged plate in the proximity of a free surface were 
considered for L/D of 2.5, 5 and 10 at the fixed Fr number of 1.30 and Re number of 50,000. 
With the presence of a free surface, the effects of the solid-fluid interactions on the vortex 
dynamics and hydrodynamic loadings on a finite plate were examined. The Eulerian and 
Lagrangian vortex identification methods were utilized to characterize the turbulent flow 
structures near the plate and the free surface. The mathematical models and numerical 
methods employed were validated using the experimental work of Malavasi and 
Guadagnini [30]. The one equation eddy-viscosity (kEqn), the dynamic one equation eddy-
viscosity (dynamicKEqn), the Smagorinsky, and Wall-adapting local eddy-viscosity 
(WALE) subgrid scale LES models were employed in the validation study. The predictions 
obtained by the WALE model matched reasonably well with the experimental observations. 
It was also shown that the WALE model utilized less computational resources compared 
to the other SGS models tested. 
We demonstrated that the flow structures and vortex dynamics in regions near the 
plate are profoundly influenced by the aspect ratio of the plate. We observed that the 
hairpin-like vortices erupted from the free surface impinge on the plate for L/D of 5 and 
10, while there were no significant vortical activities in the region near upstream of the 
plate for L/D of 2.5. Large deformations in the free surface near upstream and downstream 
of the plate were observed for L/D of 5 and 10 geometries. For the selected Fr number of 
1.3 and Re number of 50000, the drag coefficient decreases slightly as the aspect ratio, L/D, 
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is increased. The vortical activities near the front face of the plate are likely to be the reason 
for the drag reduction in the longer plates and are important manifestations of the free 
surface–structure interaction. The lift, without the hydrostatic effects, was positive for all 
geometries considered; implying that the plate is pulled toward the free surface. The 
positive lift coefficient results from the high-speed free shear layer observed near the top 
surface of the plate. We observed that the lift coefficient was the greatest for the L/D of 
2.5. The current study demonstrates that the aspect ratio of the structures has a profound 
influence on the performance of the offshore structures, hydraulic devices when operating 
in the proximity of free surfaces. This influence needs to be addressed and taken into 
account in the design processes of such devices. 
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CHAPTER 5    COMPUTATIONAL STUDY OF THE FREE 
SURFACE FLOW EFFECT UPON THE PERFORMANCE 
AND WAKE STRUCTURE OF HYDROKINETIC TURBINE  
 
Computational fluid dynamics (CFD) simulations were conducted to study flow past 
hydrokinetic turbine in proximity to a free surface. Single-phase and multiphase flow 
simulations were performed at the turbine design point to evaluate the turbine performance 
and wake characteristics. The multiphase flow simulations were performed using the 
Volume of Fluid (VOF) and the Large Eddy Simulation (LES) model to characterize the 
free surface flow. The multiphase simulations were performed for Froude number (Fr) of 
0.65, 1.06 and 1.30. The nominal values of the power coefficient and the thrust coefficient 
underwent minimal reduction due to the presence of the free surface. As the turbine 
submerged closer to the air-water interface at Fr=1.30, the interactions between the free 
surface and the turbine were elevated, and wake alterations were observed. Flow 
acceleration was observed near and behind the turbine; the degree of acceleration depends 
on the level of free-surface deformation and the downstream distance from the turbine. It 
is demonstrated here that the proximity to the free surface had minimal influence on the 
hydrokinetic turbine performance. 
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 Numerical Method and Computational Domain  
The pressure based segregated Semi-Implicit Method for Pressure-Linked Equations 
(SIMPLE) algorithm was employed to solve the Navier-Stokes equations. Conservation 
equations were discretized using the bounded second order implicit scheme and bounded 
central differencing scheme. Pressure interpolation was achieved using the Pressure 
Staggering Option (PRESTO) scheme that is suitable for swirling flows. The sharp 
interface between air and water near the free surface was constructed using Modified High-
Resolution Interface Capturing (HRIC) scheme for volume fraction equation. Simulations 
were conducted using ANSYS-Fluent software. 
The two-bladed, propeller-based horizontal-axis hydrokinetic turbine was designed 
and optimized by Schleicher et al. [43]. The wrap angle and tip diameter of each blade was 
142.9° and 0.5334 m, respectively. The front and side view of the runner is illustrated in 
Figure 1 and related geometric details are listed in Table 7. Simulations were conducted 
for the bare turbine; the tower and nacelle have not been included with the unit to simplify 
the generation of body-fitted mesh near the blades and the wake region. The influence of 
these structures on the wake dynamics was investigated by other researchers. Numerical 
simulations carried out by Kang et al. [58] revealed that the tower and nacelle lead to wake 
meandering and the vortices generated by them interact with the blade tip vortices. The 
LES simulation of a wind turbine performed by Santoni et al. [59] emphasizes that the 
interaction between the vortices created from tower surface and the vortex rope at the blade 
tip resulted in the breakage of the turbine tip vortices. They also reported that the turbine 
performance was hardly influenced by the presence of the tower and nacelle.  
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Figure 32. Geometry of the turbine: (a) front and (b) side view [60]. 
 
 
Table 7. Turbine design variables. 
Variable Value Variable Value 
Dt (tip diameter) 0.5334 m 𝛽 (relative flow angle) 52.58° 
Dh (hub diameter) 0.0635 m 𝛽′ (blade angle) 72.26° 
Dm (mean diameter) 0.3745 m Δm (meridional length) 0.1488 m 
Δθ (wrap angle) 142.29° σ (solidity) 0.83 
 
 
The schematic of the computational domain for three-dimensional flows is 
illustrated in Figure 33. The figure shows the front and side view of the computational 
domain, the depth of the turbine, and the region occupied by air and water. The initial 
position of the air-water interface (free surface) is illustrated with a horizontal line. The 
flow domain divided into a stationary and rotatory subdomain that is connected through 
non-conformal mesh interfaces. The flow variables are interpolated and exchanged from 
one to another after each iteration. The distance between the inlet to the turbine is 6𝐷𝑡 
whilst the distance from the turbine to the outlet is 16𝐷𝑡. The side and bottom boundaries 
of the computational domain are placed far away from the turbine to hinder the influence 
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of boundary layer flows on the turbine performance and flow structures near the turbine. 
The depth of the turbine, a variable parameter of the study, is specified as a distance, d, 
from the blade tip to the free surface. 
 
Figure 33. Simplified rectangular-shaped computational domain with geometric details: (a) 
front view, and (b) side view of the domain. 
 
 
At the design point, the turbine rotation speed and the free-stream water velocity 
are 150 rpm and 2.25 m/s, respectively, with a tip-speed ratio of 1.86 [43]. Transient single-
phase and multiphase flow simulations are performed at the turbine’s design point for the 
depth of the turbine unit (d) of 1.2192m, 0.4572m, and 0.3048m corresponding to Fr 
number of 0.65, 1.06 and 1.30. The air velocity was negligible with the assigned air mass 
flow rate of 0.01 kg/s. At the outlet, the zero-pressure condition is imposed. No-slip 
boundary conditions are defined at the river top and sides surfaces of the computational 
domain and along the turbine blade surface. The bottom surface of the domain is assumed 
no-slip smooth wall and the influence of natural river topography has been neglected 
herein. The geometric irregularities of the complex river bed topology induce secondary 
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flows which interact with the turbine. These interactions can affect the performance and 
the structural integrity of the turbine system [58]. However, the influence of the river bed 
topology is not in the scope of this study. The river bed is assumed straight and uniform to 
simplify the numerical simulation. Uniform velocity profile is applied at the water and air 
inlets.  
The mesh structure depicted in Figure 34 provides details about the mesh along (a) 
the blade surface, (b) the blade trailing edge and (c) the blade root. As illustrated in the 
images, the mesh near the turbine and wake region is refined to capture the high gradients 
in the flow. Figure 3 (d) illustrates the mesh along the y-z plane in the computational 
domain. The mesh size normal to the runner surface is refined particularly to capture the 
small-sized eddies generated from the blade. The mesh normal to the free surface is refined 
to capture high-velocity gradients in the vertical direction and to resolve the air-water 
interface. 
 82 
 
Figure 34. The mesh (a)-(c) along the blade surface and (d) the mesh on the y-z plane. 
 Convergence Study 
In this section, the results of the mesh independence study are presented. The spatial 
convergence study is carried out for the supercritical Fr=1.30 by implementing the VOF-
LES turbulence model. The meshes including 𝑁1 =22×10
6 cells, 𝑁2 =42×10
6 cells and 
𝑁3=62×10
6 cells are utilized in the convergence study to calculate the torque and the thrust. 
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The mesh refinement is mainly applied near the turbine blade and the free surface regions 
to capture the turbulent flow structures accurately. The time signature of the power and 
thrust coefficient is presented in Figure 35. The power and thrust coefficient obtained by 
𝑁1  and 𝑁2  differs about 2.0% and 1.7%, respectively. The deviation is reduced to 
approximately 1.0% for both coefficients for the results obtained by 𝑁2  and 𝑁3  mesh 
density. The mean value of 𝑦+, the normalized distance between the first grid point and 
the wall, is predicted to be 8.0, 5.0 and 3.6 for 22×106 , 42×106 and 62×106 cells, 
respectively. In order to describe how the turbulent kinetic energy is distributed between 
the different sizes of vortices, the “Kolmogorov -5/3 spectrum” is evaluated for each mesh 
[50, 51].The power spectrum density (PSD) of the pressure signal obtained using 𝑁1, 𝑁2 
and 𝑁3  is depicted in Figure 36. The pressure signatures are acquired at the location 
(𝑥 𝐷⁄ = 0, 𝑦 𝐷⁄ = 0,  −𝑧 𝐷⁄ = 1)  downstream of the turbine.  The power spectrum 
obtained by 𝑁2 and 𝑁3 is similar, and it decays with a slope of about -5/3. This implies that 
the LES model employed using the proposed mesh densities can capture the temporal and 
spatial characteristics of eddies and their interactions. To minimize the computational cost; 
the numerical results obtained by the mesh density of 𝑁2 will be presented.  
The temporal convergence study is conducted by comparing the power coefficient 
predicted by time steps of 0.005s, 0.0025s, and 0.001s within single-phase simulations. 
The nominal value of the power coefficient revealed that the difference between the 
predictions from each time step was below 1%. In the present study, the time step size of 
0.001s was used. The turbine rotates 0.9° for each time step. 
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Figure 35. Comparisons of turbine performance parameters for different mesh resolution: 
(a) power coefficient as a function of turbine revolution, (b) thrust coefficient as a function 
of turbine revolution. 
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Figure 36. The power spectral density (PSD) of the pressure signatures. The pressure 
signatures are acquired at the location (𝑥 𝐷𝑡 ,⁄ 𝑦 𝐷𝑡 ,⁄ −𝑧 𝐷𝑡)⁄ = (0,0, −1) downstream of 
the turbine using a mesh density of 22, 42 and 62 million. The predicted PSD decay slope 
of -5/3 is indicated. 
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 Results and Discussion 
5.3.1 Turbine Performance 
 The generated power and thrust were acquired as a function of the turbine revolution. 
The power and thrust were normalized as follows: 
 
𝐶𝑃 =
𝑃
𝜋
8 𝜌𝐷𝑡
2𝑈∞
3
 
   (30) 
𝐶𝑇 =
𝑇
𝜋
8 𝜌𝐷𝑡
2𝑈∞2
 
     (31) 
where CP is the power coefficient, CT is the thrust coefficient, P is the power, T is the thrust, 
Dt is the turbine tip diameter, and 𝑈∞  is the free-stream velocity.  Power and thrust 
coefficient of the turbine obtained from multiphase flow simulations are depicted in Figure 
37 and Figure 38 for Fr = 0.65, 1.06 and 1.30. The power generation and thrust predicted 
by the single-phase flow simulations are also plotted in Figures 9 and 10 at the turbine 
design operating condition. The single-phase results are shown to assess the effect of free 
surface on the turbine performance at various depth. The nominal values of the power and 
thrust coefficient predicted are listed in Table 8 for Fr = 0.65, 1.06 and 1.30. For Fr = 0.65, 
the power generation is nearly the same as the power generation obtained by the turbine 
operating in an infinite domain; indicating that the free surface effect at this depth has little 
or no influence on the turbine performance (see Figure 37a). When the turbine is placed 
closer to the free surface, Fr = 1.06, the power generation decreases slightly.  A reduction 
of approximately 1.5% is observed compared to the power generation without the free 
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surface.  As the turbine submergence depth is set below the supercritical value, Fr = 1.30, 
the power reduction is increased to approximately 4%. The thrust coefficient results 
depicted in Figure 38 indicates a similar trend as the Froude number is varied. It is noticed 
form Figure 10 that the thrust coefficient is not very sensitive to the depth of the turbine. 
For Fr = 0.65, the thrust is slightly higher than the one the turbine operation without the 
free surface, while it is slightly lower for the supercritical value of Fr, as shown in Figure 
38. 
The effect of the free surface on the turbine performance can be explained from the 
fact that the free surface act as a reflection plane. It inhibits the full expansion of the turbine 
wake. Because of that, a drop in the pressure difference across the turbine will occur 
resulting in power and thrust reduction. However, as the free surface deforms, waves 
generated give rise to the thrust exerted on the turbine. The combination of these effects 
causes modest influence on the thrust compared to the relatively greater influence on the 
power coefficient. Similar behaviors were reported by the experimental works of Bahaj et 
al. [61] and Lust et al. [62]. 
 The power and thrust coefficients are higher for higher submergence depth 
associated with the lower value of the Froude number. The predicted turbine performance 
demonstrates that the horizontal-axis turbine operating at shallower depths experiences 
small adverse effects by the free surface. For horizontal-axis turbines, similar results were 
reported by the experimental study of Bahaj et al. [61] and the numerical study of Yan et 
al. [63]. The measurements by Bahaj et al. [61] revealed a reduction of approximately 10% 
and 5% for the power and thrust coefficient, respectively when the Froude number is varied 
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from 0.72 to 1.23.  Yan et al. [63] reported that a reduction in power and thrust coefficient 
was predicted to be 3% and 7%, respectively, for Fr = 1.23. 
 
 
Figure 37. Power coefficient as a function of turbine revolution for the single-phase (SP) 
and the multiphase simulations at (a) 𝐹𝑟 = 0.65, (b) 𝐹𝑟 = 1.06 and (c) 𝐹𝑟 = 1.30. 
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Figure 38. Thrust coefficient as a function of turbine revolution for the single-phase (SP) 
and the multiphase simulations at (a) 𝐹𝑟 = 0.65, (b) 𝐹𝑟 = 1.06 and (c) 𝐹𝑟 = 1.30. 
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 Table 8. Tabulated performance results. 
 
 
 
5.3.2 Single Phase and Multiphase Flow Simulations 
 The magnitude of the velocity and vorticity were normalized as: 
 
?̃? =
|𝑈|
𝑈∞
         (32) 
 
 
?̃? =
|𝜀𝑖𝑗𝑘
𝜕𝑈𝑘
𝜕×𝑗
|
𝜔
          (33) 
 
where ?̃?  is the normalized magnitude of the velocity, ?̃?  is the normalized vorticity 
magnitude, |𝜀𝑖𝑗𝑘
𝜕𝑈𝑘
𝜕×𝑗
| represents the local vorticity magnitude and |𝑈| represents the local 
velocity magnitude. The free-stream velocity (𝑈∞) is set to be 2.25 m/s and the turbine 
angular velocity (𝜔) is 15.708 rad/s. Reynolds number is defined based on turbine tip 
diameter as follows:  
𝑅𝑒 =
𝜌𝑈∞𝐷𝑡
𝜇
 
        (34) 
Cases Power Coefficient (CP ± σ) Thrust Coefficient (CT ± σ) 
SP  0.421±0.0033 0.816±0.0061 
MP (Fr=0.65) 0.421±0.0046 0.833±0.0085 
MP (Fr=1.06) 0.415±0.0036 0.802±0.0065 
MP (Fr=1.30) 0.406±0.0035 0.789±0.0059 
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where 𝜌 is the density and 𝜇 is the dynamic viscosity of the liquid. Reynolds number is 
calculated to be 1.2×106 and is kept constant for all simulations. The contours of the 
normalized velocity are depicted in Figure 39 for Fr = 0.65, 1.06 and 1.30. The wake of 
HKT is indicated by the low-velocity central region downstream of the turbine. For Fr = 
0.65, the velocity field is nearly symmetry about the centerline, and the free surface has a 
very small distortion, as shown in Figure 39(a) with images rendered at the x-z and x-y 
plane. For the shallower turbine depth (Fr = 1.06, 1.30), the wake velocity field become 
asymmetric about the centerline and the free surface bends. The entire wake region deforms 
following the contour of the free surface, see Figure 39(b) & (c). For the highest Froude 
number, the free surface is deformed significantly behind the turbine (see Figure 39(c)). A 
significant increase in the flow velocities is observed in the region closer to the free surface. 
Flow images indicate a strong interaction between the free surface and the wake flow. The 
normalized velocity contours rendered at these horizontal planes (right column in Figure 
39), as opposed to those in the vertical planes (left column in Figure 39) shows more 
symmetric turbine wake region evolution behind the unit. The wake flow dissipates away 
from the turbine as indicated by the recovered velocity field away from the turbine. 
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Figure 39. Instantaneous normalized velocity contours after 5 revolutions on vertical (x-z 
plane) and horizontal (x-y plane) centerline planes for (a) Fr = 0.65, (b) Fr = 1.06 and (c) 
Fr = 1.30. 
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Figure 40 depicts the evolution of the wake and its interaction with the free surface 
for Fr = 0.65, 1.06 and 1.30. The images of the instantaneous normalized velocity are 
rendered at planes of 𝑧 = −0.15𝐷𝑡, −𝐷𝑡, −3𝐷𝑡, and −5𝐷𝑡 after the fifth revolution of the 
turbine. At the deeper turbine depth (Fr = 0.65), the wake is not distorted and there is no 
expression of a free surface interaction with the turbine wake. However, at a shallower 
turbine depth (Fr = 1.30), a strong wake-free surface interaction is detected, see Figure 40 
(c). At this depth, the free surface deformation is large enough to alter the wake structures 
behind the turbine to the extent that the wake is significantly buckled at the downstream 
location of  𝑧 = −3𝐷𝑡 . The bending of the free surface toward the wake region leads to 
acceleration of the fluid at the edge of the wake region near the free surface. The increase 
in the flow speed and the wake formation at this depth (Fr = 1.30) could explain why the 
power and thrust coefficient reduction is not large, see Table 8. The proximity to the free 
surface accelerates the fluid, and that offsets the adverse effect that free surface has on the 
wake of the turbine. Similar findings were reported by the experimental work of Bahaj et 
al. [61] and the numerical study of  Bai et al. [40]. Both studies concluded that the 
proximity to a free surface can offset some of the wake deformation adverse effect on the 
turbine performance.  
 94 
 
Figure 40. Instantaneous normalized velocity contours after 5 revolutions at four 
downstream locations for: (a) Fr = 0.65, (b) Fr = 1.06 and (c) Fr = 1.30. 
 
 
Instantaneous contours of normalized vorticity are illustrated in Figure 41 for Fr = 
0.65, 1.06 and 1.30. High vorticity level is observed at the cross-section of the pair of vortex 
rope appearing at the edge of the wake region. The intense vortical activities are also seen 
downstream from the trailing end of the turbine hub. The strength of vortex ropes and 
vortex filaments generated from the hub decreases at downstream of the turbine as the flow 
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blends with the free stream flow field. For all three cases, vortices originated from the 
turbine blade tips form a double helix. For higher Froude numbers the pair of vortex ropes 
interacts with the deformed free surface and is pushed slightly downward, see the left 
column in Figure 41. Again, as shown in Figure 39, the extent of free surface deformation 
is more eminent for the shallowest water level and is associated with a stationary 
undulating air-water interface deformation downstream from the turbine, see Figure 41 (c). 
This behavior has been reported previously by the experimental works conducted by 
Kolekar & Bnaerjee [39] and Aghsaee & Markfort [64]. They reported that as the tip of the 
turbine blade was closer to the free surface the interaction between the free surface and the 
wake flow intensifies and causes higher deformation to the free surface. This deformation 
skewed the turbine wake and affected the turbine performance adversely. 
The instantaneous contours of the air-water interface and the isosurfaces of Q-
criterion for Fr = 0.65, 1.06 and 1.30 are depicted in Figure 42. The air-water interface is 
shown for Fr = 1.06 and 1.30.  For the deep turbine immersion (Fr = 0.65), there is no 
significant deformation in the free surface. As the turbine get closer to the surface, the 
interactions between the free surface and the turbine became more noticeable. In the two 
cases with higher Froude numbers, the vortex ropes are slightly distorted due to the 
presence of the free surface and the ropes are pushed downward. Large free-surface 
deformation is observed for the operation with the shallower turbine immersion (Fr = 1.30).  
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Figure 41.  Instantaneous normalized vorticity contours after 5 revolutions on vertical (left 
column) and horizontal (right column) centerline planes for (a) Fr = 0.65, (b) Fr = 1.06 
and (c) Fr = 1.30. 
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Figure 42. Air-water interface and the instantaneous iso-surfaces of 𝑄 -criterion at a 
constant value of 0.001colored by normalized velocity magnitude after 5 revolutions for 
(a) Fr = 0.65, (b) Fr = 1.06 and (c) Fr = 1.30. 
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The turbine wake characteristics can be further examined by considering the time-
averaged profiles of the streamwise velocity component downstream of the turbine (Figure 
43). The profiles are acquired at the downstream location of 𝑧 = −1𝐷𝑡 , −3𝐷𝑡 and−5𝐷𝑡. 
Due to the high computational cost; we conducted the time-averaging for two revolutions 
only. The velocity profiles for the single-phase flow simulation (Figure 43 (a)) and the 
multiphase flow simulation with Fr = 0.65 (Figure 43 (b)) are nearly the same, suggesting 
that at this high immersion level the effect of the free surface is marginal. The water speed 
shown a steep decrease near the free surface as a result of the slower air velocity above, 
see Figure 43 (b). Velocity profiles display irregular spatial structures near the free surface 
as the Froude number increases due to the intensified interaction between the deformed 
free surface and the turbine wake flow. The fluid accelerates in the region closer to the free 
surface. 
Another prominent feature that can be seen (for all cases) in the near wake velocity 
profiles at −𝑧 = 1𝐷𝑡, is the presence of three distinct minima. Two of these minima are at 
the edge of the wake associated with the vortex ropes issued from the blade tip, and one 
directly downstream the turbine hub that is associated with the vortex shedding from the 
hub end, see Figure 43. This behavior is consistent with the velocity minima location 
observed in the previous experimental works reported by Zhang et al. [65] and by Stallard 
et al. [66]. Similar behavior can be seen the further downstream location at −𝑧 = 3𝐷𝑡 with 
less distinct velocity minima. However, an important difference between the two is that, 
the minima locations are shifted slightly downward as the Froude number increases, see 
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Figure 43. This is a direct results of free surface influence at this location, which alters the 
wake of the turbine, see Figure 39.  
 
Figure 43. The profiles of the time-averaged streamwise component of normalized velocity 
obtained at various locations downstream (-z) of the turbine for (a) Single phase, (b) 
multiphase at Fr = 0.65, (c) multiphase at Fr = 1.06 and (d) multiphase at Fr = 1.30. The 
top and bottom turbine runner blade tips are shown by the dashed lines. 
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 Conclusions 
 Single and multiphase flow simulations were conducted to investigate the interactions 
between the free surface and the wake of the pre-designed and optimized hydrokinetic 
turbine operating at the turbine’s best efficiency point. Varying depths from turbine tip to 
free surface level with corresponding Froude numbers (Fr) of 0.65, 1.06 and 1.30 were 
studied. The LES turbulence model and the multiphase VOF model were implemented to 
study free surface flow influence on hydrokinetic turbine performance and wake 
characteristics.  
The pseudo-steady state power coefficient and thrust coefficient results showed a 
marginal reduction from the single-phase prediction based on the turbulence and 
multiphase models that been used. The presence of the free surface reduces the power 
coefficient by 4% in the case of the highest Froude number of 1.30. The thrust coefficient 
was hardly influenced by the presence of the free surface. The vortices created from the 
blade tip interact with the free surface and distorted as convected downstream. As the 
turbine get closer to the air-water interface, the intensity of interactions between the free 
surface and the turbine wake increase. Higher regions of velocity acceleration were 
predicted across the turbine plane as the water immersion level is decreased. For the 
supercritical value of Froude number (Fr = 1.06, 1.30), the flow patterns transitioned to 
asymmetric flow behavior with the vortex rope is interacting with the free surface. The 
whole wake of the turbine is pushed downward and deformed due to this interaction with 
the free surface. 
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The results of this work illustrate the importance of choosing the right turbine 
placement in relation to the free surface.  A balance must be achieved between maintaining 
the highest possible turbine performance and the proximity to the free surface. The effects 
of free surface on the turbine performance and wake characteristics presented here can 
guide in optimizing the operation of the horizontal-axis hydrokinetic turbine in close 
proximity to free surface. 
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CHAPTER 6    CONCLUSION 
 High fidelity simulations were performed for flows past arrays of finite plates to 
characterize three-dimensional transient flow fields. Lagrangian Coherent Structures 
(LCSs) extracted from the Finite-Time Lyapunov Exponents (FTLEs), Eulerian Q-criterion 
and vorticity contours are extracted to better understand the vortex dynamics and the 
nonlinear vortex interactions in turbulent flows. Vorticity fields of flow past an array of 
two tandem plates were presented by using the Eulerian method. The simulations were 
performed at Re = 50,000 employing LES to resolve the turbulent structures. The LCSs 
extracted from the FTLE fields were presented and discussed alongside the well-known 
Eulerian vorticity and Q-criterion contours. Lagrangian methods show coherent structures 
that are not visible in the instantaneous Eulerian fields. FTLE fields reveal much clearer 
coherent structures inside the flow field with a complete history of the vortex structures. 
Although the Eulerian method provides a characterization of the spatial distribution of 
vortices it does not provide information about the evolution and interaction of vortices.  
The free surface influence was studied by conducting multiphase simulations for 
flows past a single finite plate with different aspects ratios beneath a free surface. Based 
on the study for flows past arrays of finite plates, one can appreciate the advantages of 
using LCS to aid in characterizing the turbulent flow structures near the plate and the free 
surface. The multiphase VOF and LES turbulence model was used to simulate free surface 
flows. Flows past an immersed finite plate beneath the free surface were conducted for L/D 
of 2.5, 5 and 10 at the fixed Fr number of 1.30 and Re number of 50,000. The Eulerian and 
Lagrangian method was used to investigate the influence of operating near the free surface. 
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The flow structures and the nature of the vortex dynamics in areas close to the plate were 
strongly influenced by the plate aspect ratio. The hairpine-like vortices erupted from the 
free surface colliding with the plate in the case of L/D of 5 and 10. However, there were no 
large vortical structures for the plate with for L/D of 2.5 in the upstream region of the plate. 
In addition, for the cases with L/D of 5 and 10, large free surface topology deformation 
was observed near the upstream and downstream of the plate. The drag coefficient exerted 
on the plate was slightly decreased as the aspect ratio is increased. The highly vortical 
activities associated with the longer plates are probably the reason behind this reduction. 
This is a direct manifestation of the effect of free surface interaction with the plate. The 
high-speed free shear layer detected at the plate upper edge close to the free surface is 
influencing the thrust. The positive thrust indicating that the plate is pulled into the free 
surface. This study demonstrates the influence that the plate’s aspect ratio has on the 
performance of offshore structures such as linear harvester when operating close to free 
surfaces. Such influence must be taken into consideration in the design process of such 
devices. 
Single and multiphase simulations were conducted to predict the spatial and 
temporal characteristics of the turbulent flow structures near micro-hydrokinetic turbine 
operating in the proximity of a free surface. The simulations were conducted using a pre-
designed and optimized hydrokinetic turbine operating at the turbine’s best efficiency point. 
Multiple depths from turbine tip to free surface level with corresponding Froude numbers 
of 0.65, 1.06 and 1.30 were investigated. Operating at proximity to the free surface showed 
a marginal reduction in the power and thrust coefficient compared to the single-phase 
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prediction. The free surface reduces the power coefficient by approximately 4% for the 
highest Froude number of 1.30. Turbine thrust coefficient was hardly influenced by the 
free surface presence. The helical twin vortex rope created from the turbine blades tip 
interacted with the free surface, and the intensity of this infraction increases as the Froude 
number increases.  As water immersion depths became shallower (Fr = 1.06, 1.30), the 
wake flow patterns become asymmetric. At this state, the tip vortices interact with the 
deformed free surface causing the wake to be skewed downward. The predicted results of 
this study indicate the importance of selecting the appropriate turbine placement in 
reference to the free surface. The free surface effects on the operation characteristics of the 
hydrokinetic turbine and wake features presented here can aid in optimizing the operation 
of micro-hydrokinetic turbine operating close to the free surface. 
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FUTURE WORK 
Energy harvesting devices operating in natural flow environment are subjected to 
high dynamic loadings as a result of interacting with the incoming water flow. The nature 
of the incoming flow will have an influence on the operation and the flow behavior around 
such devices. In this study, a uniform inflow velocity profile is considered. The complex 
inflow patterns resulting from natural river bed topography and surface wave could have a 
profound influence on the performance of these devices. The influence exerted by these 
irregularities on the investigated systems is not included in the current study. This study 
can be further extended to include the effect of incoming flow irregularities. 
In chapter five, it was shown that proximity to the free surface will influence the 
hydrokinetic turbine performance as a result of the alterations of the flow characteristics 
around the turbine. The results indicate that the near wake flow behavior was influenced 
by the presence of the free surface. This effect might be more significant in the case of 
multiple hydrokinetic turbines working on a farm or array. The wake flow of the upstream 
turbine will impose additional effects on the downstream turbine performance with the 
presence of free surface. This study could be extended to investigate the effect of turbine 
spatial position on the turbine performance within a farm configuration at free surface flow 
scenario.  
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APPENDIX A 
  The MATLAB code implemented for computing the FTLE field: 
%-------------------------------------------------------------------------% 
           %%%%%% FTLE computation from OpenFOAM data %%%%%% 
%-------------------------------------------------------------------------% 
minframe=xxx; 
maxframe=xxx; 
df=x; 
dt=xx; 
% Backward FTLE 
h=-dt*df; 
T=maxframe-minframe; 
t=maxframe:h:minframe; 
% Grid points 
dxc=0.005;       % delta x coarse 
dyc=0.005;       % delta y coarse 
dzc=0.005;       % delta z coarse 
xc=[-0.05 1.99]; % x coarse zone 
yc=[-0.6 0.6];   % y coarse zone 
zc=[-0.6 0.6];   % z coarse zone 
dxr=0.0025;      % delta x refine 
dyr=0.0025;      % delta y refine 
dzr=0.0025;      % delta z refine 
xr=-0.025:dxr:1.5;  % x refine zone 
yr=-0.51:dyr:0.51;  % y refine zone 
zr=-0.51:dzr:0.51;  % z refine zone 
x=cat(2,xc(1):dxc:xr(1),xr(2:end-1),xr(end):dxc:xc(2));   % x non uniform 
y=cat(2,yc(1):dyc:yr(1),yr(2:end-1),yr(end):dyc:yc(2));   % y non uniform 
z=cat(2,zc(1):dzc:zr(1),zr(2:end-1),zr(end):dzc:zc(2));   % z non uniform 
[r e m]=meshgrid(x,y,z); 
% file location / read coordinates 
p='/home/...'; 
    f=fopen(p,'r'); 
    C=textscan(f,'(%f %f %f)','HeaderLines',23); 
    fclose(f); 
    xx=cell2mat(C); 
    x1=xx(:,1); 
    y1=xx(:,2); 
    z1=xx(:,3); 
% read velocity data 
list=dir('/home…/'); 
list=list(~ismember({list.name},{'.','..','0.0000','constant','postProcessing','system'})
); 
A={list([list.isdir]).name}; 
A=flip(A); 
p=['/home/...',A{1},'/U']; 
    f=fopen(p,'r'); 
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    C=textscan(f,'(%f %f %f)','HeaderLines',22); 
    fclose(f); 
    vv=cell2mat(C); 
    vx=vv(:,1); 
    vy=vv(:,2); 
    vz=vv(:,3); 
    x0=[xx(:,1)]; 
    y0=[xx(:,2)]; 
    z0=[xx(:,3)]; 
Total_time_steps=length(t) 
for i=1:length(t) 
    time_step_number=i 
    disp('read velocity data') 
    p=['/home/...',A{i},'/U'];  % filepath of the first data 
    f=fopen(p,'r');                                     % open file U 
    C=textscan(f,'(%f %f %f)','HeaderLines',22); 
    fclose(f); 
    xx=cell2mat(C); 
    vx=vv(:,1);                                         % u 
    vy=vv(:,2);                                         % v 
    vz=vv(:,3);                                         % w 
    disp('ScatteredInterp...') 
    tic 
    F=scatteredInterpolant(x0,y0,z0,vx,'linear'); 
    F.Values=vx; 
    u2=F; 
    F.Values=vy; 
    v2=F; 
    F.Values=vz; 
    w2=F; 
    disp('done interp') 
    toc 
    disp('update location') 
    tic 
    R=r+h*u2(r,e,m); 
    E=e+h*v2(r,e,m); 
    M=m+h*w2(r,e,m); 
    toc 
    disp('find NaN') 
    indx=find(isnan(R)==1); 
    R(indx)=r(indx); 
    E(indx)=e(indx); 
    M(indx)=m(indx); 
    indy=find(isnan(E)==1); 
    R(indy)=r(indy); 
    E(indy)=e(indy); 
    M(indy)=m(indy); 
    indz=find(isnan(M)==1); 
    R(indz)=r(indz); 
    E(indz)=e(indz); 
    M(indz)=m(indz); 
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    r=R; 
    e=E; 
    m=M; 
saveperiod=20; 
if mod((1:length(A)),saveperiod/i)==0 
save(['r_' num2str(A{i}) '.mat'],'R','E','M','r','e','m','x','y','z','T'); 
end 
end 
 save(['rem_' num2str(maxframe) '.mat'],'R','E','M','r','e','m','x','y','z','T'); 
tic 
for k=2:length(z)-1 
    for i=2: length(y)-1 
        for j=2: length(x)-1 
    J=[(R(i,j+1,k)-R(i,j-1,k))/(x(j+1)-x(j-1))   (R(i+1,j,k)-R(i-1,j,k))/(y(i+1)-y(i-1)) 
(R(i,j,k+1)-R(i,j,k-1))/(z(k+1)-z(k-1)); ... 
           (E(i,j+1,k)-E(i,j-1,k))/(x(j+1)-x(j-1))   (E(i+1,j,k)-E(i-1,j,k))/(y(i+1)-y(i-
1)) (E(i,j,k+1)-E(i,j,k-1))/(z(k+1)-z(k-1)); ... 
           (M(i,j+1,k)-M(i,j-1,k))/(x(j+1)-x(j-1))   (M(i+1,j,k)-M(i-1,j,k))/(y(i+1)-y(i-
1)) (M(i,j,k+1)-M(i,j,k-1))/(z(k+1)-z(k-1))]; 
          Delta=J'*J; 
    sigma(i,j,k)=log(sqrt(max(eig(Delta))))/abs(T); 
        end 
    end 
end 
toc 
sigmaplot2D=squeeze(sigma(:,:,round(length(z)/2))); % Select middle plane, change 
round(length(z)/2 to get a different plane 
% generate plots 
figure(1) 
contourf(x(2:end),y(2:end),sigmaplot2D,64,'LineColor','none') 
colormap bone 
colorbar 
%xlabel('x');zlabel('z'); 
%savefig('LCS.fig') 
axis equal 
set(gcf, 'PaperUnits', 'inches'); 
x_width=8.5 ;y_width=5; 
set(gcf, 'PaperPosition', [0 0 x_width y_width]); 
% set(gca,'visible','off') 
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