In order to ensure the stability and high accuracy on price forecasting, a novel idea is found that magnitude differences in the original data have an effect on price forecasting based on experiments. And a general data pre-processing method for the original data magnitude is put forward in this paper according to the novel idea. The new data pre-processing method that normalizes the magnitude of the original data is described in detail in this paper. The different data and models are used to verify the new idea and the generality of the proposed method. And the discrete data are the data of CNY exchange rate and agricultural product price. The different models are improved models of Back Propagation (BP) neural network and Radial Basis Function (RBF) neural network. Compared to other magnitudes, normalizing the magnitude of the original data to a smaller magnitude obtains the best result. And in this paper the smaller magnitude is the order 1. The forecasting average accuracy of the experiments done with the data of CNY exchange rate based on BP neural network and RBF neural network gets 99.14 percent and 99.27 percent. The forecasting average accuracy of the experiments completed with the data of agriculture product price based on BP neural network and RBF neural network gets 98.54 percent and 97.81 percent. Experiment demonstrates that the data pre-processing method has the great generality on discrete data and models. The data pre-processing method proposed in this paper reduces the differences between data which affect the accuracy of the prediction models to a degree. The generality of the proposed method is proved that the innovative idea and method are meaningful and useful for the price forecasting.
INTRODUCTION
In recent years, price forecasting has been a hot research and topic. Nowadays, frequent changes in prices bring an unstable market. Price forecasting has an important impact on economic development and it is meaningful and useful not only for businesses but also for consumers. Without a doubt, price forecastingon original data, but both of them do not have a significantly impact on the stability of the forecasting methods. Forecasting methods which are lack of generality cannot meet the actual needs. So a general forecasting method or a universal data pre-processing method is needed to obtain better generality and higher forecast accuracy.
In this paper, a universal data pre-processing method that normalizing the magnitude of the original data is proposed. The data of CNY exchange rate and agricultural product price are used. The data of CNY exchange rate are all extracted from the web (www.bankofchina.com/sourcedb/lswhpj/) from January 2011 to December 2011, a total of one year of data. Because there are many data on one day, the average of these data is seen as the exchange rate of this day. The orders of the data are 1, 10 and 100. And the data of agriculture product price are also all extracted from the web (http://www.95599.cn/cn/ RuralSvc/Information/RealtimePrice/Agricultural Markets_Information/) from March 2012 to April 2013, a total of 57 weeks of data. The orders of the data are 1 and 10. The magnitude of the original data is normalized to different orders. Experiments with these pre-processed data based on RBF neural network and BP neural network obtain different results. And experiments with the pre-processed data the order of which is the order 1 get the best results. The results prove that the researches on the new method are meaningful. And in addition to the models and data used in this paper, the method is also applicable to other models and data, such as steel and phone, etc.
NEURAL NETWORKS 2.1. RBF Neural Network Model
RBF neural network is a neural network model proposed by Moody and Darken. It simulates the neural network structure in the human brain which has the partial adjustment and covering with each extra accepted domain. So it has a strong biological background and the ability to approximate arbitrary nonlinear functions. It is a three-layer forward network which is based on function approximation theory as the basic structure. The first layer of the input layer is composed by the source node. The second layer is the hidden layer. The number of hidden units is depends. The RBF is the hidden unit transfer function and it is a nonlinear function of the center of radial symmetry and attenuation. The third layer is the output layer. It responds to the role of the input mode. Since the input to output mapping is nonlinear and the hidden layer space to the output layer space mapping is linear, it can greatly accelerate the learning speed and avoid local minima problems.
BP Neural Network Model
BP neural network is the network that can establish relationships between layers orderly from inputs to outputs. It has an input layer, an output layer and some hidden layers. There are some nerve cells called nodes in each layer. Its learning process is made up of two parts: One is from input to output, called forward process, and the other is from output to input, called backward process. In the onward process, the input signals are processed from the input layer to the output layer and the states of the layer's nodes can only influence the states of the next layer's nodes. In the output layer, the value of the output is compared with the anticipant value. If there is an error, the error will be returned along the quondam way, and the weight values of the nodes between layers are modified to reduce the error. So the error will be controlled in the range given in advance.
EXPERIMENTAL ENVIRONMENT
In this paper, RBF neural network and BP neural network are used. And some improvements are done based on the original model on the basis of our previous research work [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . In past research, many improved methods have been proposed based on original models which are applied to some different fields, such as frequency algorithm and its application in stock index movement prediction [32] , fast and efficient second-order method for training RBF Networks [33] , effective software fault localization using an RBF neural network [34] , optimization of neural networks using variable structure systems [35] and divide and concur and difference-map BP decoders for LDPC codes [36] etc. The simulation software is the MATLAB of Math Works. The software version is R2011b (7.13.0.564).
Improved RBF Neural Network
As the Fig. 1 shown, first of all, pre-processing the original data must be done to get the experimental data. Pretreatment data of A l are given by Eq. (1).
(1) Then, z is defined as the number of a forecast sample and D is defined as the number of the forecast value. The training function of the model is given by Eq. (2) and the forecasting function of the model is given by Eq. (3). Both of them are built-in functions of the MATLAB.
newrbe(P,T,SPREAD)
( 2 )
Training constant network: net = newrbe (P, T, Bspread)
Define the forecast value as the one of the values of the forecast samples for the next prediction: 
Then, different net will be trained to forecast the first value with the Spreads which is given by Eq. (5).
In Eq. (5), P is the training sample set and T is the test forecast value set of training. A forecasting sample Test is necessary to be built. And Test is given by Eq. (6) .
Then, the forecast values of the (n+1) day of A l can be gotten through Eq. (7). Y lj is defined as the forecast values of the (n+1) day of A l and it is given by Eq. (7).
In Y lj , the best value is selected to be the forecast value of the (n+1) day of Y lj and it is also selected to be the first forecast value y l . Three best Spreads in the Spreads are selected according to the three best forecast values in Y lj . And the best Spread is given by Eq. (8) . (8) A custom weight W is given by Eq. (9) and in this paper W = [2, 4, 2] .
Bspread is defined as the best Spread. And it is given by Eq. (10).
Then, when forecasting the rest values, a constant network is being used. And the net is given by Eq. (11) . And when forecasting the rest values, the previous forecast value will be seen as the one of the values of the forecast samples for the next prediction. And it is given by Eq. (12), (13) and (14) . (12) (13) (14) Finally, Y lv is defined as the all forecast values and it is given by Eq. (15) . (15) 3.2. Improved BP Neural Network As the Fig. 2 shown, first of all, pre-processing the original data must be done to get the experimental data. Pretreatment data of A l are given by Eq. (16). 
Then, j is defined as the number of the different Neurons of BP neural network. When forecasting the first value, many different Neurons are given. And the different Neurons are given by Eq. (19) .
Then, different net will be trained to forecast the first value with the Neurons which is given by Eq. (20) .
Define the forecast value as the one of the values of the forecast samples for the next prediction: net lj = newff(P,T,neuronj), net lj = train(netlj,P,T) (20) In Eq. (20), P is the training sample set and T is the test forecast value set of training. A forecasting sample Test is necessary to be built. And Test is given by Eq. (21) .
Then, the forecast values of the (n+1) day of A l can be gotten through Eq. (22) . Y lj is defined as the forecast values of the (n+1) day of A l and it is given by Eq. (22) .
In Y lj , the best value is selected to be the forecast value of the (n+1) day of Y lj and it is also selected to be the first forecast value y l . Three best Neurons in the Neurons are selected according to the three best forecast values in Y lj . And the best Neuron is given by Eq. (23) .
A custom weight W is given by Eq. (24) and in this paper W = [2, 4, 2].
Bneuron is defined as the best Neuron. And it is given by Eq. (25) . (25) Then, when forecasting the rest values, a trustworthy network is being used. And the net is given by Eq. (26) .
And when forecasting the rest values, the preceding forecast value will be seen as the one of the values of the forecast samples for the next prediction. And it is given by Eq. (27) , (28) and (29) .
Finally, Y lv is defined as the all forecast values and it is given by Eq. (30).
EXPERIMENTAL RESULTS
In this part, the experimental results which are gotten with the pre-processed data based on the improved algorithm are shown as follows.
Experiments Based on RBF Neural Network with the Data of CNY Exchange Rate
Firstly, the experiments are done with the pre-processed data based on improved RBF neural network. The order of magnitude of the original data is normalized to the order 1. Table 1 shows the experimental results.
In Table 1 , all experimental results are ideal and satisfactory. And the experimental results of forecasting average accuracy obtain 99.14 percent what is a meaningful result. The everyday error of exchange rate under this method is shown in Fig. 3 .
Secondly, the experiments are done with the pre-processed data based on improved RBF neural network. The order of magnitude of the original data is normalized to the order 10. In Table 2 , forecasting with the data which are reduced the magnitude of exchange rate gets good results. Most of the best average errors are ideal. Nevertheless, there has been a very bad result in a number of good results. The best average error of Euro is a matter of concern than excellent results which illustrates that the improvement is in vain. The everyday error of exchange rate under this method is shown in Fig. 4 .
Thirdly, the experiments are done with the pre-processed data based on improved RBF neural network. The order of magnitude of the original data is normalized to the order 100. Table 3 shows the experimental results. As Table 3 shown, the experimental results have no change with the data enhanced the magnitude of exchange rate. On the contrary, the best average error of the Yen is much worse than the result gotten with the original data which is shown as follows. And the experimental results of the forecasting average accuracy obtain -160444.8 percent which are unacceptable. The everyday error of exchange rate under this method is shown in Fig. 5 .
Finally, the experiments are done with the original data. Table 4 shows the experimental results. In Table 4 , it can be seen that there are good and terrible results in the best average errors of eight kinds of exchange rate. The best average error obtains 1.15 percent of Yen, however, the worst average error of the best average errors obtains 28959.17 percent of Singapore Dollar. And the experiment results of the forecasting average accuracy obtain -6299.05 percent which are unacceptable. Although there are agreeable results, it is not worthy of attention relative to the stability of the entire algorithm. The everyday error of exchange rate under this method is shown in Fig. 6 .
Compared with the results of four methods, it can be seen that method 4 which doing experiments with the data the order of which is normalized to the 
Experiments Based on BP Neural Network with the Data of CNY Exchange Rate
Firstly, the experiments are done with the pre-processed data based on improved BP neural network. The order of magnitude of the original data is normalized to the order 1. Table 5 shows the experimental results.
In Table 5 , all of experimental results are all superlative and satisfactory. And the experimental result of forecasting average accuracy obtains 99.27 percent which is a meaningful result. The everyday error of exchange rate under this method is shown in Fig. 9 . Method 4: Experiment with the data the order of which is normalized to the order 1 based on BP neural network. Secondly, the experiments are done with the pre-processed data based on improved BP neural network. The order of magnitude of the original data is normalized to the order 10. Table 6 shows the experiment results.
In Table 6 , forecasting with the data which are reduced the magnitude of exchange rate gets a good result. And the experimental result of forecasting average accuracy obtains 99.02 percent. The everyday error of exchange rate under this method is shown in Fig. 10 .
Thirdly, the experiments are done with the pre-processed data based on improved BP neural network. The order of magnitude of the original data is normalized to the order 100. Table 7 shows the experimental results.
As Table 7 shown, the experimental results have not improved greatly with the data enhanced the magnitude of exchange rate. And all of the results are still ideal. Despite the fact that the result is a bit worse than the result gotten with the original data, the experimental result of forecasting average accuracy obtains 98.76 percent which is still a satisfactory result. The everyday error of exchange rate under this method is shown in Fig. 11 .
Finally, the experiments are done with the original data. Table 8 shows the experimental results. Method 3: Experiment with the data the order of which is normalized to the order 10 based on BP neural network Figure 10 . The Error of exchange rate on Method 3. In Table 8 , it can be seen that all of the experimental results are very ideal. And the experimental results of forecasting average accuracy obtain 99.19 percent which is a quite satisfactory result. And the results prove that forecasting exchange rate with the original data using BP neural network has been very valuable. On this basis, more experiments with different methods will be more persuasive, or getting the better results. The everyday error of exchange rate under this method is shown in Fig. 12 .
Analysis results of the four methods can be drawn that all of them are ideal results. And the effect of magnitude differences in the original data on exchange rate forecasting based on BP neural network is not obvious. Certainly, the result Method 2: Experiment with the data the order of which is normalized to the order 100 based on BP neural network Figure 11 . The Error of exchange rate on Method 2. of experiments based on BP neural network is still very meaningful. Among the four excellent results, the best result is still the result of the experiment which is done with the data the magnitude of which is normalized to the order 1, the same as the experiment based on RBF neural network. Relative to the enormous changes based on the RBF neural network, the order of magnitude of the data has a bit effect on BP neural network. So little improvement proves the new method is general to BP neural network. One step further, the new idea and the new method are general to other algorithms.
Experiments Based on RBF Neural Network with the Data of Agricultural Product Price
Firstly, the experiments are done with the original data. Table 9 shows the experimental results. In Table 9 , the average error of Beef affects the forecast accuracy of the method 1. And the worst average error of Beef obtains 1157817 percent. And the experimental results of the forecasting average accuracy obtain-144628.7 percent which are unacceptable. The everyday error of agricultural product price under this method is shown in Fig. 15 . Secondly, the experiments are done with the pre-processed data based on improved RBF neural network. The order of magnitude of the original data is normalized to the order 1. Table 10 shows the experiment results.
In Table 10 , all experimental results are ideal and satisfactory. And the experimental results of forecasting average accuracy obtain 97.81 percent which is a meaningful result. The everyday error of agricultural product price under this method is shown in Fig. 16 .
Finally, the experiments are done with the pre-processed data based on improved RBF neural network. The order of magnitude of the original data is normalized to the order 10. Table 11 shows the experimental results.
In Table 11 , the average errors fluctuate considerably. And the experimental results of the forecasting average accuracy obtain -3212779 percent. The stability of the method 3 is very serious. The everyday error of agricultural product price under this method is shown in Fig. 17 .
Compared with the results of four methods, it can be seen that method 2 which doing experiments with the data that the order of which is normalized to the 1 gets the best result. And it also can be seen that there is a clear effect on improving the stability on price forecasting based on the RBF neural network with the data of which the order of magnitude are different. 
Experiments Based on BP Neural Network with the Data of Agricultural Product Price
Firstly, the experiments are done with the original data. Table 12 shows the experimental results.
In Table 12 , it can be seen that all of the experimental results are very ideal. And the experimental results of forecasting average accuracy obtain 97.3 percent which is a satisfactory result. And the results prove that forecasting agricultural product price with the original data using BP neural network has been very invaluable. The everyday error of agricultural product price under this method is shown in Fig. 20 .
Secondly, the experiments are done with the pre-processed data based on improved BP neural network. The order of magnitude of the original data is normalized to the order 1. Table 13 shows the experimental results.
In Table 13 , all of experimental results are all ideal and satisfactory. And the experimental results of forecasting average accuracy obtain 98.54 percent Name: Name of agricultural product; ABE: Average of the best errors which is a meaningful result. The everyday error of agricultural product price under this method is shown in Fig. 21 . Finally, the experiments are done with the pre-processed data based on improved BP neural network. The order of magnitude of the original data is normalized to the order 10. Table 14 shows the experimental results.
In Table 14 , the experimental results are not bad, but compared to the ideal results there is a certain gap. And the experimental results of forecasting average accuracy obtain 94.27 percent. The everyday error of agricultural product price under this method is shown in Fig. 22 .
Analysis results of the four methods can be drawn that all of them are reliable results. Nonetheless, the effect of magnitude differences in the original data on agricultural product price forecasting based on BP neural network is obvious. The method 2 gets the best results. One step further, the new method is general to other algorithms.
CONCLUSION
Our research work of data pretreatment comes from our related work. The new data pre-processing method that normalizing the magnitude of the original data based on the proposed method is verified through the experiments on different methods. The proposed data pre-processing method is practicable and beneficial for the market research. In this paper, different experimental results The everyday MAE on method 3
The everyday MAE on method 2
The everyday MAE on method 1 Figure 23 . The everyday MAE of four methods.
prove the proposed steps are helpful to increase the accuracy of price forecast. In the future, meaningful research will continue to be carried out. In the further researches, more different kinds of data will be used and the experiments will be done based on more different algorithms. 
