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Abstrat
The quantum Fisher information is a Riemannian metri, dened
on the state spae of a quantum system, whih is symmetri and de-
reasing under stohasti mappings. Contrary to the lassial ase
suh a metri is not unique. We omplete the haraterization, initi-
ated by Morozova, Chentsov and Petz, of these metris by providing
a losed and tratable formula for the set of Morozova-Chentsov fun-
tions. In addition, we provide a ontinuously inreasing bridge between
the smallest and largest symmetri monotone metris.
1 Introdution
In the geometri approah to lassial statistis the anonial Riemannian
metri is given by the Fisher information, and it measures the statistial dis-
tinguishability of probability distributions. The Fisher metri is the unique
Riemannian metri ontrating under Markov morphisms [1℄.
In quantum mehanis the probability simplex is replaed by the state
spae of density matries (positive semi-denite trae one matries), and
Markov morphisms are replaed by stohasti mappings. A linear map
T : Mn(C)→ Mm(C) is said to be stohasti if it is ompletely positive and
trae preserving. Sine stohasti mappings (like their Markovian ounter
parts) represent oarse graining or randomization, one would expet statis-
tial distinguishability of states to derease under stohasti mappings.
These onsiderations lead Chentsov and Morozova to dene a monotone
metri as a map (or rather a family of maps) ρ → Kρ from the set Mn
1
of positive denite n × n density matries to sesquilinear1 forms Kρ(A,B)
dened on Mn(C) satisfying:
(i) Kρ(A,A) ≥ 0, and equality holds if and only if A = 0.
(ii) Kρ(A,B) = Kρ(B
∗, A∗) for all ρ ∈Mn and all A,B ∈Mn(C).
(iii) ρ→ Kρ(A,A) is ontinuous on Mn for every A ∈Mn(C).
(iv) KT (ρ)(T (A), T (A)) ≤ Kρ(A,A) for every ρ ∈ Mn, every A ∈ Mn(C)
and every stohasti mapping T : Mn(C)→ Mm(C).
It is understood that these requirements should hold for all n and m. The
ondition (ii) is sometimes omitted, but we shall only onsider symmetri
metris. Sine ondition (iv) implies unitary ovariane we may in all alu-
lations assume that ρ is a diagonal matrix. Chentsov and Morozova proved
that there to eah monotone metri K is a positive funtion c(λ, µ) dened
in the rst quadrant and a positive onstant C suh that
Kρ(A,A) = C
n∑
i=1
λ−1i |Aii|2 +
∑
i 6=j
|Aij |2c(λi, λj)(1)
for eah diagonal matrix ρ ∈ Mn with diagonal (λ1, . . . , λn) and every A in
Mn(C). The metri is therefore fully desribed by the so alled Morozova-
Chentsov funtion c whih is symmetri in its two variables and satisfy
c(λ, λ) = Cλ−1 and c(tλ, tµ) = t−1c(λ, µ)
for all t, λ, µ > 0. At the time it was ompletely unsettled whih type of
funtions c would, through the formula (1), give rise to a monotone metri.
It was not even lear that there existed a single Morozova-Chentsov funtion
(and thus a monotone metri) although Morozova and Chentsov had a few
andidates.
Petz onneted the theory of monotone metris with the theory of on-
netions and means by Kubo and Ando [8℄ and was able to prove that the
set of Morozova-Chentsov funtions are given on the form
c(λ, µ) =
1
µf(λµ−1)
λ, µ > 0,(2)
where f is a positive operator monotone funtion dened on the positive
half-axis satisfying the funtional equation
f(t) = tf(t−1) t > 0.(3)
1
We use the omplexiation proposed by Petz [12℄.
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Petz was by this result able to give some examples of Morozova-Chentsov
funtions, and they inluded the andidates put forward by Morozova and
Chentsov. The existene of monotone metris was then established.
It is however a problem that the lass of operator monotone funtions
satisfying (3) is largely unknown. The aim of the present paper is to provide
a losed and tratable formula for the set of Morozova-Chentsov funtions and
in this way omplete the haraterization of (symmetri) monotone metris
given by Morozova, Chentsov and Petz. The main result is the formula given
in Theorem 2.2. In addition, we provide a ontinuously inreasing bridge (9)
between the smallest and largest (symmetri) monotone metris.
2 Statement of the main results
Let f be a positive operator monotone funtion dened on the positive half-
axis. It has a anonial representation [8℄ of the form
f(t) =
∫ ∞
0
t(1 + s)
t+ s
dµ(s) t > 0,(4)
where µ is a positive (non-vanishing) nite measure on the extended half-line
[0,∞]. The funtion f# dened by setting
f#(t) = tf(t−1) t ∈ R+
is operator monotone. This follows easily from the above integral represen-
tation, but may also be inferred by muh simpler algebrai arguments [6,
2.1. Theorem (v) and 2.5 Theorem℄ without the use of Löwner's deep theory.
Sine f## = f the operation f → f# is an involution on the set of positive
operator monotone funtions dened on the positive half-axis. The harmoni
mean is separately (operator) inreasing, hene also the funtion
f˜(t) = H(f(t), f#(t)) =
2f(t)f#(t)
f(t) + f#(t)
(5)
is operator monotone. It is an easy alulation to show that (f˜)# = f˜ .
The formula (5) therefore assoiates a positive operator monotone funtion
f˜ satisfying the funtional equation (3) to any positive operator monotone
funtion f, and f˜ = f if already f# = f. This proedure is impliitly applied
in [12, Formula (12)℄ where Petz alulates a Morozova-Chentsov funtion
from an operator monotone funtion not neessarily satisfying the funtional
equation (3).
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There are several problems with this method, although it may be useful
to alulate expliit examples. Firstly, the mapping f → f˜ is not injetive.
There are in general innitely many operator monotone funtions whih are
mapped to the same funtion. Seondly, it seems diult to speify the
indued equivalene relation on the set of positive nite measures on the
extended half-line [0,∞].
Theorem 2.1. Let f : R+ → R+ be a funtion satisfying
(i) f is operator monotone,
(ii) f(t) = tf(t−1) for all t > 0.
Then f admits a anonial representation
f(t) = eβ
1 + t√
2
exp
∫ 1
0
λ2 − 1
λ2 + 1
· 1 + t
2
(λ+ t)(1 + λt)
h(λ) dλ(6)
where h : [0, 1] → [0, 1] is a measurable funtion and β is a real onstant.
Both β and the equivalene lass ontaining h are uniquely determined by f.
Any funtion on the given form maps the positive half-axis into itself and
satisfy (i) and (ii).
Proof. The result follows by applying Lemma 4.1 and Theorem 4.4. QED
Note that exp β = f(i) exp(−ipi/4). We may adjust the onstant β suh
that f(1) = 1. This orresponds to setting the onstant C = 1 in formula
(1) and gives rise to a so alled Fisher adjusted metri. We are now able to
alulate the set of Morozova-Chentsov funtions.
Theorem 2.2. A Morozova-Chentsov funtion c admits a anonial repre-
sentation
c(x, y) =
C0
x+ y
exp
∫ 1
0
1− λ2
λ2 + 1
· x
2 + y2
(x+ λy)(λx+ y)
h(λ) dλ(7)
where h : [0, 1]→ [0, 1] is a measurable funtion and C0 is a positive onstant.
Both C0 and the equivalene lass ontaining h are uniquely determined by
c. Any funtion c on the given form is a Morozova-Chentsov funtion.
Note that c is inreasing in h and that the onstant C0 may be adjusted
suh that c(x, x) = x−1. For Morozova-Chentsov funtions ch with a xed
onstant C0 and h as in formula (7) we have csh+(1−s)g = c
s
hc
1−s
g , 0 ≤ s ≤ 1.
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Proposition 2.3. Let the exponent γ ∈ [0, 1]. The funtions
fγ(t) =
1
2
(1 + t)
(
4t
(t+ 1)2
)γ
= tγ
(
1 + t
2
)1−2γ
t > 0
are operator monotone, normalized in the sense that f(1) = 1 and satisfy the
funtional equation f(t) = tf(t−1) for t > 0.
Proof. We rst alulate the integral
∫ 1
0
λ2 − 1
λ2 + 1
· 1 + t
2
(λ+ t)(1 + λt)
dλ = log
2t
(1 + t)2
and then by setting h(λ) = γ in (6) obtain the operator monotone funtion
f(t) = eβ
1 + t√
2
(
2t
(1 + t)2
)γ
satisfying the funtional equation (3). The result now follows by setting
β = (γ − 1/2) log 2. QED
Remark 2.4. One we found the funtions fγ above, we may diretly verify
that they are operator monotone and satisfy the funtional equation (3)
without making use of Theorem 2.1. Indeed, it is trivial that they satisfy
equation (3). To see that they are operator monotone we take a omplex
number z = r exp(iθ) in the upper half plane, that is 0 < θ < pi. Sine 1 + z
is translated one unit to the right as ompared with z it is still loated in
the upper half plane, but the angle with the real axis has dereased. It an
therefore be written on the form 1 + z = r1 exp(iθ1) where 0 < θ1 < θ and
we notie that 0 < θ− θ1 < θ < pi. The analyti ontinuation of fγ to z may
thus be written on the form
fγ(z) =
4γrγr1−2γ1
2
exp
(
i(γθ + (1− 2γ)θ1)
)
.
But sine γθ + (1 − 2γ)θ1 = γ(θ − θ1) + (1 − γ)θ1 ∈ (0, pi), we derive that
the imaginary part of f(z) is positive. But this proves that fγ is operator
monotone by Löwner's theorem [9, 3℄.
A third proof is obtained by onsidering the set E of exponents γ ∈
[0, 1] suh that fγ is operator monotone. Sine f(γ+δ)/2 = (fγfδ)
1/2
and the
geometri mean is operator inreasing, we derive that E is mid-point onvex,
and sine E is losed and ontains 0 and 1, we obtain E = [0, 1].
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The set of operator monotone funtions f dened on the positive half-
axis suh that f(1) = 1 and f(t) = tf(t−1) for all t > 0 has a minimal and a
maximal element [13, 8℄. These extremal funtions are given by
f1(t) =
2t
1 + t
(min) and f0(t) =
1 + t
2
(max).
Sine 4t(t+ 1)−2 ≤ 1 for all t > 0 we dedue that
0 ≤ γ ≤ δ ≤ 1 ⇒ fγ(t) ≥ fδ(t) ∀t > 0.(8)
The family (fγ(t))γ∈[0,1] therefore provides a ontinuously dereasing bridge
between the above extremal funtions. Note also that f1/2(t) = t
1/2. The
Morozova-Chentsov funtions orresponding to the family (fγ(t))γ∈[0,1] are
given by
cγ(x, y) = x
−γy−γ
(
x+ y
2
)2γ−1
γ ∈ [0, 1],(9)
and they provide a ontinuously inreasing bridge between the smallest and
largest symmetri monotone metris. Finally, sine csγ+(1−s)δ = c
s
γc
1−s
δ for
γ, δ, s ∈ [0, 1] we realize that the mapping γ → cγ is log-ane.
3 The exponential order relation
We introdued in an earlier paper [5℄ the exponential ordering  between
linear self-adjoint operators on a Hilbert spae by setting A  B if expA ≤
expB. It is easily veried that  is an order relation, and sine the logarithm
is operator monotone it follows that A  B implies A ≤ B. This is expressed
by saying that the order relation  is stronger than ≤ .
We also introdued and studied the set E of real funtions F : R → R
whih are monotone with respet to the exponential ordering.
Proposition 3.1. The mapping Φ dened by setting
Φ(F )(t) = expF (log t) x ∈ R(10)
is a bijetion of E onto the set P of positive operator monotone funtions
dened on the positive half-axis.
Proof. Let A and B be positive invertible operators. Then
Φ(F )(A) ≤ Φ(F )(B) ⇔ expF (logA) ≤ expF (logB)
⇔ F (logA)  F (logB),
and the assertion follows sine the logarithm maps the positive half-line onto
the real line. QED
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The next result was proved in [5, Theorem 2.3℄.
Theorem 3.2. A non-onstant funtion F : R → R belongs to the lass E
if and only if it admits an analyti ontinuation into the strip {z ∈ C | 0 <
ℑz < pi} whih leaves the strip invariant.
Based on this result and by applying the theory of analyti funtions we
obtained [5, Theorem 2.4℄ the following representation theorem.
Theorem 3.3. A funtion F : R → R is in the lass E if and only if it
admits a anonial representation
F (x) = β +
∫ 0
−∞
(
1
λ− exp x −
λ
λ2 + 1
)
h(λ) dλ x ∈ R,(11)
where h : (−∞, 0] → [0, 1] is a measurable funtion and β is a real on-
stant. The onstant β and the equivalene lass ontaining h are uniquely
determined by F.
4 The funtional equation
The next result is the key observation in the present artile.
Lemma 4.1. Let F be a funtion in E . The funtion f = Φ(F ) ∈ P satises
the funtional equation (3) if and only if F (x) = x+F (−x) for every x ∈ R.
Proof. By taking the logarithm in the equation
expF (log t) = Φ(F )(t) = f(t) = tf(t−1) = t expF (log t−1),
we realize that the funtional equation (3) for f is equivalent to
F (log t) = log t+ F (− log t),
or to F (x) = x+ F (−x) by setting x = log t. QED
We need the following lemma as a preparation to the main theorem in
this setion.
Lemma 4.2.
∫ 0
−1
2 sin θ
λ2 − 2λ cos θ + 1 dλ = θ 0 < θ < pi.
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Proof. Sine the integrand an be written as 2ℑ(λ − eiθ)−1 the integral is
alulated to be
2ℑ [log(λ− eiθ)]0
−1
= 2ℑ log e
iθ
1 + eiθ
= 2ℑ log e
iθ/2
2 cos(θ/2)
= 2ℑ (− log 2 cos(θ/2) + log eiθ/2)
= θ,
where we used the omplex logarithm. QED
Theorem 4.3. A funtion F ∈ E with anonial representation as given by
(11) satises the funtional equation
F (x) = x+ F (−x) ∀x ∈ R,
if and only if h(λ−1) = 1− h(λ) for almost all λ ∈ [−1, 0).
Proof. Suppose that a funtion F ∈ E satises the given funtional equation.
Applying analyti ontinuation into the strip {z ∈ C | 0 < ℑz < pi} and
setting x = iθ, we thus obtain
F (iθ) = iθ + F (−iθ) 0 < θ < pi.(12)
Inserting the integral expression (11) we then get
F (iθ)− F (−iθ) =
∫ 0
−∞
(
1
λ− exp(iθ) −
1
λ− exp(−iθ)
)
h(λ)
=
∫ 0
−∞
2i sin θ
λ2 − 2λ cos θ + 1h(λ) dλ
= iθ,
or equivalently
∫ 0
−∞
2 sin θ
λ2 − 2λ cos θ + 1h(λ) dλ = θ 0 < θ < pi.(13)
We split the range of integration at the point λ = −1 and make the variable
hange λ→ λ−1 in the rst term and alulate
θ =
∫ 0
−∞
2 sin θ
λ2 − 2λ cos θ + 1h(λ) dλ
=
∫ −1
0
2 sin θ
λ−2 − 2λ−1 cos θ + 1h(λ
−1)
−1
λ2
dλ+
∫ 0
−1
2 sin θ
λ2 − 2λ cos θ + 1h(λ) dλ.
8
By applying Lemma 4.2 we therefore obtain∫ 0
−1
2 sin θ
λ2 − 2λ cos θ + 1
(
h(λ) + h(λ−1)− 1) dλ = 0 0 < θ < pi,
whih is simplied to∫ 0
−1
1
λ2 − 2λ cos θ + 1
(
h(λ) + h(λ−1)− 1) dλ = 0 0 < θ < pi.
We introdue the hange of variable u = 2λ(λ2+1)−1 and note that u(−1) =
−1 and u(0) = 0. Sine the derivative
u′(λ) =
2(1− λ2)
(λ2 + 1)2
> 0 − 1 < λ ≤ 0,
we may write λ = λ(u) as an inreasing funtion of u. By introduing the
funtion
g(λ) =
λ2 + 1
2(1− λ2)(h(λ) + h(λ
−1)− 1) − 1 ≤ λ < 0,
we may write the above integral on the form∫ 0
−1
1
1− 2λ(λ2 + 1)−1 cos θ g(λ)u
′(λ) dλ,
hene ∫ 0
−1
1
1− u cos θ g(λ(u)) du = 0 0 < θ < pi.
Setting t = cos θ we obtain that the funtion
ϕ(t) =
∞∑
n=0
tn
∫ 0
−1
ung(λ(u)) du = 0 − 1 < t < 1,
hene the derivatives
ϕ(n)(0) = n!
∫ 0
−1
ung(λ(u)) du = 0 n = 0, 1, 2, . . . .
We onlude that the funtion u→ g(λ(u)) vanish for almost all u, and sine
λ → u(λ) maps sets with positive Lebesgue measure to sets with positive
Lebesgue measure, we derive that g(λ) = 0 for almost all λ ∈ [−1, 0]. But
this shows that h(λ−1) = 1− h(λ) for almost all λ ∈ [−1, 0).
If on the other hand this relationship is assumed, we may alulate bak-
wards and obtain that F satises the funtional equation (12). The assertion
then follows by applying analyti ontinuation and setting θ = −ix. QED
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Theorem 4.4. A funtion F : R → R is in the lass E and satisfy the
funtional equation F (x) = x+ F (−x) for all x ∈ R if and only if it admits
a anonial representation
F (x) = β + log
1 + exp x√
2
+
∫ 1
0
λ2 − 1
λ2 + 1
· 1 + exp 2x
(λ+ exp x)(1 + λ exp x)
h(λ) dλ
where h : [0, 1]→ [0, 1] is a measurable funtion and β ∈ R. The equivalene
lass ontaining h is uniquely determined by F, and β = ℜF (ipi/2).
Proof. Take a funtion F ∈ E with anonial representation as given by (11)
and satisfying the funtional equation. Then h(λ−1) = 1 − h(λ) for almost
all λ ∈ [−1, 0) by Theorem 4.4. By splitting the integral at the point λ = −1
in the integral representation (11) and making the substitution λ → λ−1 in
the rst term, we obtain
F (x) = β −
∫ −1
0
(
1
λ−1 − exp x −
λ−1
λ−2 + 1
)
h(λ−1)
dλ
λ2
+
∫ 0
−1
(
1
λ− exp x −
λ
λ2 + 1
)
h(λ) dλ
= β +
∫ 0
−1
(
λ−1
1− λ exp x −
λ−1
1 + λ2
)
(1− h(λ)) dλ
+
∫ 0
−1
(
1
λ− exp x −
λ
λ2 + 1
)
h(λ) dλ,
where we used Theorem 4.3. Consequently
F (x) = β +
∫ 0
−1
(
λ−1
1− λ exp x −
λ−1
λ2 + 1
)
dλ
+
∫ 0
−1
(
1
λ− exp x −
λ−1
1− λ exp x −
λ
λ2 + 1
+
λ−1
1 + λ2
)
h(λ) dλ,
and sine
∫ 0
−1
λ−1
(
1
1− λ exp x −
1
1 + λ2
)
dλ =
∫ 1
0
exp x− λ
(1 + λ exp x)(1 + λ2)
dλ
=
[
log(1 + λ exp x)− 1
2
log(1 + λ2)
]λ=1
λ=0
= log(1 + exp x)− 1
2
log 2 = log
1 + exp x√
2
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we obtain
F (x) = β + log
1 + exp x√
2
+
∫ 0
−1
1− λ2
1 + λ2
· 1 + exp 2x
(λ− exp x)(1− λ exp x)h(λ) dλ.
Dening h : [0, 1]→ [0, 1] by setting h(λ) = h(−λ) we may write
F (x) = β + log
1 + exp x√
2
+
∫ 1
0
λ2 − 1
λ2 + 1
· 1 + exp 2x
(λ+ exp x)(1 + λ exp x)
h(λ) dλ
whih is the desired expression. Calulating bakwards we rst extend h to
the interval [−1, 0] by setting h(−λ) = h(λ), and then to the interval ]−∞, 0]
by setting h(λ−1) = 1−h(λ). We arrive in this way at the integral expression
(11), and the suieny thus follows by Theorem 4.3. QED
Referenes
[1℄ N.N. Censov. Statistial Deision Rules and Optimal Inferenes, Transl. Math.
Monogr., volume 53. Amer. Math. So., Providene, 1982.
[2℄ J. Dittmann. On the urvature of monotone metris and a onjeture onerning the
Kubo-Mori metri. Linear Algebra Appl., 315:83112, 2000.
[3℄ W. Donoghue. Monotone matrix funtions and analyti ontinuation. Springer,
Berlin, Heidelberg, New York, 1974.
[4℄ P. Gibiliso. Wigner-Yanase information on quantum state spae: the geometri
approah. J. Math. Phys., 44:37523762, 2003.
[5℄ F. Hansen. Selfadjoint means and operator monotone funtions. Math. Ann., 256:29
35, 1981.
[6℄ F. Hansen and G.K. Pedersen. Jensen's inequality for operators and Löwner's theo-
rem. Math. Ann., 258:229241, 1982.
[7℄ H. Hasegawa and D. Petz. Non-ommutative extension of the information geometry
ii. In O. Hirota, editor, Quantum Communiation and Measurement, pages 109118.
Plenum, New York, 1997.
[8℄ F. Kubo and T. Ando. Means of positive linear operators. Math. Ann., 246:205224,
1980.
[9℄ K. Löwner. Über monotone Matrixfunktionen. Math. Z., 38:177216, 1934.
[10℄ E.A. Morozova and N.N. Chentsov. Markov invariant geometry on state manifolds
(Russian). Itogi Nauki i Tehniki, 36:69102, 1990. Translated in J. Soviet Math.
56:2648-2669, 1991.
[11℄ D. Petz. Geometry of anonial orrelation on the state spae of a quantum system.
J. Math. Phys., 35:780795, 1994.
[12℄ D. Petz. Monotone metris on matrix spaes. Linear Algebra Appl., 244:8196, 1996.
11
[13℄ D. Petz and C. Sudár. Geometries of quantum states. J. Math. Phys., 37:26622673,
1996.
Frank Hansen: Department of Eonomis, University of Copenhagen, Studiestraede 6,
DK-1455 Copenhagen K, Denmark.
12
