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6Список обозначений
a b x R a x b; { : }( ) = О < <  — интервал;
a b x R a x b; { : }( ] = О < Ј  — полуинтервал;
a b x R a x b; :[ ] = О Ј Ј{ }  — сегмент (отрезок);
a b x R a x b; { : }[ ) = О Ј <  — полусегмент;
Здесь a b,  — действительные числа, a b< ;  множества — чис-
ловые промежутки.
" — для всех, для любого;
$  — существует, найдется;
$!  — существует (найдется) единственный;
знак Ы  заменяет выражение «тогда и только тогда, когда»;
знак Ю  заменяет выражение «следует», «следовательно»;
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ВВЕДЕНИЕ В АНАЛИЗ
1. Множества. Операции над множествами
1.1. Элементы теории множеств. Основные определения
Множество является одним из неопределяемых понятий ма-
тематики. Под множеством понимают совокупность некото-
рых объектов, объединенных общим признаком, свойством. 
Например, множество натуральных чисел, множество действи-
тельных чисел, множество функций, непрерывных на отрезке, 
множество многочленов с действительными коэффициентами 
степени, не превышающей n . Объекты, составляющие множе-
ство, называются его элементами.
Множества принято обозначать прописными буквами ла-
тинского алфавита A B C, , , …Элементы множества обозначают 
строчными буквами a, b, c, …
Утверждение «элемент a принадлежит множеству A » сим-
волически записывается как a AО , а «элемент a не принадле-
жит множеству A » символически записывается как a AП .
Определение. Множество, не содержащее ни одного элемен-
та, называется пустым и обозначается символом Ж .
Определение. Множество B �  называется подмножеством 
множества A , если все элементы множества B  принадлежат 
множеству A . Обозначение: B AН .
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Определение. Множества A и B называются равными, если 
B AН  и A BН . Обозначение: A B= .
Определение. Подмножество B � множества A  называется 
собственным, если существует элемент множества A , не при-
надлежащий множеству B . Обозначение: B AМ .
Утверждение. Пустое множество Ж  является подмножеством 
любого множества, т. е. ЖМB , а любое множество — несоб-
ственное подмножество самого себя, т. е. B BН .
Если в задаче рассматриваются подмножества одного 
и того же множества, то это множество называется универсаль-
ным и обозначается через U .
Например, числовые промежутки — подмножества множе-
ства R , в этом смысле R  — универсальное множество.
Множество можно задать либо перечислением всех его эле-
ментов, либо указанием характеристического свойства элемен-
тов множества.
Например, множество A = {a; b; c; d} — задано перечислени-
ем его четырех элементов. Множество X x N x= О <{ : }5  состо-
ит из натуральных чисел таких, что элементы множества мень-
ше 5, т. е. X ={ }1 2 3 4; ; ; .
1.2. Операции над множествами
1. Объединение (сумма) множеств A  и B  
(обозначается A BИ ) есть множество, каж-
дый элемент которого принадлежит мно-
жеству �A  или множеству B  (хотя бы од-
ному из объединяемых множеств), т. е. 
�A B x x A x BИ = О О{ }: или . Соответствую-
щая диаграмма приведена на рис. 1.1.
Пример 1. Если A ={ }1 3 5 7; ; ;  и B ={ }2 4 6 8; ; ; , то A BИ  = 
= {1; 2; 3; 4; 5; 6; 7; 8}.
Рис. 1.1
91.2. Операции над множествами
Запись x A BП И  означает, что x AП  и 
x BП  (одновременно).
2. Пересечение (произведение) множеств A  
и B  (обозначается A BЗ ) есть множество, 
каждый элемент которого принадлежит 
множеству � �A  и множеству B  одновремен-
но, т. е. A B x x AЗ = О{ : и � x BО } . Соответствующая диаграмма 
приведена на рис. 1.2.
Пример 2. Если A = ( )1 3;  и B = [ ]0 2; , то A BЗ = ( ]1 2; .
Запись x A BП З  означает, что x AП  или x BП  (хотя бы од-
ному из двух множеств).
3. Разность множеств A B\ =  {x : x О A 
и  х П В, т. е. это множество, каждый элемент 
которого принадлежит множеству A  
и не принадлежит множеству B . Соответ-
ствующая диаграмма приведена на рис. 1.3.
Пример 3. 
Если A = [ ]0 3;  и B = , то A B\ ; ; ;= [ )И ( )И ( )0 1 1 2 2 3 .
4. Иногда рассматривается симметри-
ческая разность двух множеств: А D В = 
A B A B B AD = ( )З ( ) =\ \ = И( ) З( )A B A B\ .  С о -
ответствующая диаграмма приведена 
на рис. 1.4.
5. Если U  — универсальное множество 
и A UМ , то дополнение множества A  
(до универсального множества) есть разность 
U A A\ = . Геометрически множество A  со-
ответствует всем тем точкам из � �U , которые 
не принадлежат �A : A x x U x A= О П{ }: и . Со-
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свойства операций над множествами:
1. A B B A A B B AИ = И З = З; � � � � � ;
2. A B C A B C A B C A B CИ( )И = И И( ) З( )З = З З( ); � � � ;
3. A B C A C B CИ( )З = З( )И З( ) ;
 A B C A C B CЗ( )И = И( )З И( ) ;
4. A A A A A AИ = З =; � � � ;
5. A A AИЖ = ЗЖ =Ж; � � � � ;
6. Законы де Моргана: A B A B A B A BИ = З З = И� � � � �; .
Приведем примеры числовых множеств:
 = ј ј{ }1 2 3, , , ,n  — множество натуральных чисел;
 = ј - - - ј{ }, , , , , , , ,3 2 1 0 1 2 3� � � � �  – множество целых чисел;







n Z m N, ,� �  — множество рациональных чисел;
  – множество иррациональных чисел (чисел, не являющих-
ся рациональными);
 = - +( )Ґ Ґ;  — множество действительных чисел.
Пример 4.
На плоскости Oxy  построить множества �A , �B , A BЗ , 
A BИ , A B\ , B A\ , A BD , где A x y x y= ( ) Ј + Ј{ }, :1 92 2 , 
B x y x= ( ) < <{ , : }1 2 .
Решение.
На рис. 1.6 представлено множество A . На рис. 1.7 — мно-
жество B .
На рис. 1.8 показан результат объединения множеств A  и 
B  — A BИ . На рис. 1.9 представлен результат пересечений мно-
жеств A  и B  — A BЗ .
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1.2. Операции над множествами
На рис. 1.10 и 1.11 представлены ре-
зультаты разности A B\  и B A\  соответ-
ственно.
На рис. 1.12 представлен результат сим-
метрической разности множеств A  и B  — 
A BD .
Упражнения для самостоятельной подготовки
1. Для каких множеств пустое множество является собствен-
ным (несобственным) подмножеством?
2. Для множеств A , B , C  найти множества A B C DИ( )З = , 
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а) A = [ )И{ }0 2 3 4, ; , B = ( )1 4; , C = ;
б) A = -[ )2 0; , B = - -( )И{ }3 1 1 2 3; ; ; , C =  ;
в) A = [ )И{ }1 3 4, , B = -( )И{ }1 4 1 2 3; ; ; , C = ;
г) A = -[ )И ( ]2 3 5 6; ; , B n n={ } =1
10 , C =  .
3. На плоскости Oxy  построить множества �A , �B , A BЗ , 
A BИ , A B\ , B A\ , A BD , где
а) A x y x y= ( ) + Ј{ }, : 2 24 4 , B x y x y= ( ) + >{ , : }2 1 ;
б) A x y x y= ( ) + Ј{ }, : 2 , B x y y x= ( ) і -{ }, : 1 ;
в) A x y x y= ( ) - Ј{ }, : 1 , B x y x y= ( ) + Ј{ }, : 2 2 1 ;
г) A x y x= ( ) + Ј{ }, : 2 3 4 , B x y y= ( ) Ј Ј{ }, :1 2 .
2. Функции. Элементарные функции
Определение. Функцией f , действующей из множества X  
во множество Y , называется правило, по которому каждому 
элементу множества X  ставится в соответствие единственный 
элемент множества Y : y f x= ( ) .
Множество X  называется областью определения функции 
f , множество f A y Y x X y f x( ) = О $ О = ( ){ }: �  — областью значе-
ний функции f .
Введем ряд обозначений. Если задана функция � f , которая 
определена на множестве X  и принимает значения в множе-
стве Y , то




2. Функции. Элементарные функции
·	 область определения функции f  (множество X ) обозна-
чается D f( ) ;
·	 область значений функции f �  (множество Y ) обознача-
ется R f E f( ) ( )�( ).
2.1. Способы задания функции
Наиболее часто встречаются следующие три способа задания 
функций: табличный, графический и аналитический.
При табличном способе задания функции составляется та-
блица, в которой указывается ряд значений аргумента и соот-
ветствующих значений функции.
При графическом способе задания дается график функции, 
при этом ее значения, соответствующие тем или иным значе-
ниям аргумента, непосредственно находятся из этого графика.
При аналитическом способе задания функция определяется 
с помощью аналитического выражения, т. е. с помощью фор-
мулы, указывающей, какие действия надо совершить над зна-
чением аргумента, чтобы получить соответствующее значение 
функции. Часто функция задается только с помощью аналити-
ческого выражения (формулы), без каких-либо дополнительных 
условий. В таких случаях под областью определения функции 
понимают совокупность всех тех значений аргумента, для ко-
торых это выражение имеет смысл и приводит к действитель-
ным значениям функции.
2.2. Некоторые свойства функции
Пусть дана функция y f x= ( ) . К основным свойствам функ-
ции относятся монотонность, периодичность, четность и огра-
ниченность.
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1. Монотонность
Определение. Функция y f x= ( )  называется неубывающей на 
X , если " О > Ю ( ) і ( )� � � �x x X x x f x f x1 2 1 2 1 2, : .
Определение. Функция y f x= ( )  называется возрастающей 
на X , если " О > Ю ( ) > ( )� � � � �x x X x x f x f x1 2 1 2 1 2, : .
Определение. Функция y f x= ( )  называется невозрастающей 
на X , если " О > Ю ( ) Ј ( )� � � � �x x X x x f x f x1 2 1 2 1 2, : .
Определение. Функция y f x= ( )  называется убывающей на 
X , если " О > Ю ( ) < ( )� � � � �x x X x x f x f x1 2 1 2 1 2, : .
Возрастающая или убывающая функция называется стро-
го монотонной.
2. Периодичность
Определение. Функция y f x= ( )  называется периодической 
с периодом T № 0 , если f x T f x x X+( ) = ( ) " О, � .
Наименьший положительный период, если он существует, 
называется основным периодом.
Функция, не являющаяся периодической, называется апе-
риодической.
3. Чётность
Определение. Функция y f x= ( )  называется нечётной, если 
справедливо равенство f x f x x X-( ) = - ( ) " О, � .
Определение. Функция y f x= ( )  называется чётной, если 
справедливо равенство f x f x x X-( ) = ( ) " О, � .
Если не выполняется ни одно из этих равенств, то функция 
называется функцией общего вида.
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2. Функции. Элементарные функции
4. Ограниченность
Определение. Функция y f x= ( )  называется ограниченной 
сверху в области определения X , если существует такое поло-
жительное число M , что выполняется неравенство 
f x M x X( ) Ј " О, � � .
Определение. Функция y f x= ( )  называется ограниченной 
снизу, если существует такое число M , что для всех x  из обла-
сти определения функции выполняется неравенство f x M( ) і .
Функция ограничена, если она ограничена и сверху, и снизу.
2.3. Элементарные функции
















y xn= � ,
�n  — четное 
натуральное 
число
y xn= � ,
�n  — нечетное 
натуральное 
число, n >1
y xn= � , 











y xn= � , 




























y x= sin �
y x= cos �
y x= tg �
Продолжение табл. 1.1
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y x= arcsin �
Продолжение табл. 1.1
20









y x= arcсos �
y x= arctg �
y x= arcctg �
Продолжение табл. 1.1
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y xa= log ,
0 1< <a
2.4. Построение графиков функций с помощью их свойств
При построении графика функции необходимо использовать 
свойства функции, избегая построения по точкам.
Пример 1. Построить график функции
 x y= - - -3 2 1 .
Решение. Здесь y  — аргумент, функция x y= ( )j , где 
j y y( ) = - - -3 2 1 . Область определения функции D j( )  зада-
ется неравенством 1 0- іy  или y Ј 1, т. е. yО -Ґ( ];1 . Множе-
ство значений функции X x={ }= -Ґ -( ]; .3 � То есть функция j y( )  
отображает -Ґ( ];1  на -Ґ -( ]; 3 . Функция общего вида (не явля-
ется четной, не является нечетной);
Для построения графика проводим следующие преобразо-
вания: ( )x y+ = -( )3 4 12 �  или ( )x y+ = - -( )3 4 12 � . Получаем урав-
нение параболы — носителя графика функции. Вершина пара-
Окончание табл. 1.1
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2. Функции. Элементарные функции
болы в точке -( )3 1; , ось 
симметрии есть x = -3 , ветви 
направлены вниз, точки пе-
ресечения с осями координат: 





ч5 0 1 0 0
5
4
; , ; , ;� � � .  Вы-
полняем построение графика 
с учетом области допустимых 
значений x{ }= -Ґ -( ]; 3 , т. е. 
только левую ветвь параболы (рис. 1.13).
Пример 2. Построить график функции
 y x= -( ) +2 1 2 1sin .
Решение. Функция определена на -Ґ +Ґ( );  и является пери-
одической.
Рассмотрим два способа построения графика.
Способ 1
Для построения графика функции необходимо последова-
тельно построить шесть кривых:
1) y x= sin ; �
2) y x= sin ;2


































sin ,  (см. рис. 1.14).
       	 
Рис. 1.13
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Рис. 1.14
Способ 2
Иногда построение графика тригонометрических функций 
вида y A Bx C D= +( ) +sin  или y A Bx C D= +( ) +cos  проводится 
по так называемому правилу «пяти точек»:
1. Преобразуем sin sinBx C B x C
B











ч  и выделяем зна-
чение сдвига кривой x C
B




2. Функции. Элементарные функции
2. Вычисляем период функции 2p
B
 (в примере 2
2
p
p= ) и от-
кладываем отрезок длиной 2p
B
 вправо от точки x C
B1





p  (в примере x5
1
2
= + p ).
3. Отрезок [ ; ]x x1 5  делим на четыре равные по длине части 
точками x x x2 3 4, ,� � . В каждой точке x xk= , kО{ }1 2 3 4 5, , , ,� � � � , вычис-
ляем значение функции y A Bx C Dk k= +( ) +sin . Если счет про-
веден верно, то для графика функции y A Bx C D= +( ) +sin  бу-
дем иметь y x y x y x D1 3 5( ) = ( ) = ( ) = ; y x A D2( ) = + ; y x A D4( ) = - + .
4. Соединяем плавной линией точки (x1; D), (x2; A + D), 
(x3; D), (x4; D – A), (x5; D). Получим схематичный график функ-
ции siny A Bx C D= +( ) +  на промежутке периодичности. По-
строение указанных пяти точек поможет проконтролировать 
правильность построения графика заданной функции 
(см. рис. 1.14).
Пример 3. Построить график
y x x x= - + -2 4 4 2 .
Решение. По свойствам квадратного корня y x x= - -2 2 .
Абсолютная величина x  действительного числа x  опре-















О ч е в и д н о  с л е д у ю щ е е  с о о т н о ш е н и е 
f x
f x f x
f x f x
( ) = ( ) ( ) і











 для всякой функции f x( )  на ее 
области определения. Тогда имеем:
26










































Г р а ф и к о м  ф у н к ц и и 
y x x x= - + -2 4 4 2  является ло-
маная (рис. 1.15), составленная из отрезков соответствующих 
прямых.











 есть равносторонняя гипербо-






















2. Строим горизонтальную асимптоту y y= 0 , 












2. Функции. Элементарные функции








ч , и смотрим, в каких квадрантах относительно 
асимптот расположены ветви гиперболы. Строим горизонталь-



















ч , и определяем, в каких квадрантах относительно 
асимптот расположены ветви гиперболы.
5. Схематично строим ги-
перболу, используя ее сим-
метрию.
Выполним построение 





занным четырем пунктам. 
В нашем случае асимптоты 
имеют уравнения x =1 , 
y = -1 , точка 0 0;( )  лежит 
на гиперболе. По симметрии 
устанавливаем, что точка 
2 2;-( )  тоже лежит на гиперболе (рис. 1.16). Строим схематич-
но ветви гиперболы.
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Решение. Кусочно-заданная 
функция — это функция, задан-
ная на каждом из интервалов 
своей области определения от-
дельной формулой.
Сначала строим прямую 
y x= -1  по двум точкам, напри-
мер, - -( )3 4,  и 0 1, .-( )  Выделяем 
отрезок этой прямой для проме-
жутка - Ј Ј3 0x . Затем строим па-
раболу y x= -2 1  и выделяем ее часть, соответствующую проме-
жутку 0 2< Јx . Третья часть графика была построена выше; 
выделяем часть, соответствующую промежутку �2 < <Ґx  (рис. 1.17).
2.5. Гиперболические функции


























































































Областью определения функций y x= sh , y x= ch , y x= th  
является вся числовая ось; функция y x= cth  не определена 
в точке x = 0 .
Окончание табл. 1.2
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Справедливы следующие тождества:
ch ch ch sh shx y x y x y±( ) = ±� � � � � � �· · ,
sh sh ch ch shx y x y x y±( ) = ±� � � � � �· · ,
ch sh2 2 1x x– = ,
ch2 ch shx x x= +2 2 ,
sh sh ch2 2x x x= � �· .
Упражнения для самостоятельной подготовки
1. Выполнить построение графиков функций:
а) y x x= - + +1 1 ; �   б) �y x= - - -1 2 3 .
2. Выполнить построение графиков функций:
а) y x x= - +2 3 2; �    б) y x x= - +| |2 3 2 ;
в) y x x= - +2 3 2; �    г) y x x= - +| |2 3 2 ;
д) y x x= - +2 3 2; �    е) y x x= - +2 3 2 ;
ж) � �| | ;y x x= - +2 3 2   з) y x x= - +| |2 3 2 .
3. Построить графики функций и указать их свойства:
а) y x={ } , где x{ }  — дробная часть числа;
б) y x= [ ] , где x[ ]  — целая часть числа.














































Если каждому натуральному числу n  поставлено в соответ-
ствие по определенному правилу число x XО , то говорят, что 




 -( ){ } = - - - ј{ }
=
Ґ




, , , , , ;




















, , , , , .
Определение. Суммой числовых последовательностей xn{ }  
и yn{ }  называется числовая последовательность zn{ } , такая, что 
" О = +n z x yn n nN �� �� .
Определение. Разностью числовых последовательностей xn{ }  
и yn{ }  называется числовая последовательность zn{ } , такая, что 
" О = -n z x yn n nN �� � .
Определение. Произведением числовых последовательностей 
xn{ }  и yn{ }  называется числовая последовательность zn{ } , та-
кая, что " О = Чn z x yn n nN �� � .
Определение. Частным числовой последовательности xn{ }  
и числовой последовательности yn{ } , все элементы которой от-
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Если в последовательности yn{ }  на позиции k №1  всё же име-
ется нулевой элемент, то результат деления на такую последо-

















Пусть X  — числовое множество, X М .
( X  — ограничено сверху)Ы  $ О " О Ј( )M x X x M : � � ;
( X  — ограничено снизу) �Ы  $ О " О Ј( )m x X m x : � ;
( X  — ограниченное) �Ы  $ О " О Ј Ј( )m M x X m x M, : � , т. е. 
X m MМ[ ]; . Чаще отрезок m M,[ ]  берется симметричным отно-
сительно x = 0 , т. е.
( X  — ограниченное) �Ы  $ О > " О Ј( )K K x X x KR , : .0 �
Используя отрицание высказывания, имеем















; ; ; ; ;  — ограниченное множество, т. к. 






 — неограниченное, так как для 
" >K 0  м о ж н о  у к а з а т ь  n kk = йл щы +1  т а к о е ,  ч т о 
n n k k kk k
2 2 1 2= = + + > .
Если множество X  ограничено сверху, то говорят, что мно-
жество имеет верхнюю границу, т. е. $ О " О Јb x X x b : � .
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3. Числовые последовательности
Наименьшая из верхних границ множества X  называется 
точной верхней границей множества X  или его верхней гра-





x X x b
x X b x
=( )Ы " О Ј







Пример 1. Множество X = ( ]0 1;  имеет множество верхних 
границ b{ }= Ґ[ )1; ; b =1  — наибольший элемент множества X  
и одновременно наименьшая верхняя граница множества, т. е. 
sup ;0 1 1( ] = ОX .
Пример 2. Множество X ={ }И ( )0 1 2,  имеет множество всех 
верхних границ b{ }= +Ґ[ )2; ; supX X= П2 .
Аналогично вводится понятие нижней грани для ограничен-






x X a x
x X x a
= Ы
" О Ј







Пример 3. Показать по определению:
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Упражнения для самостоятельной подготовки
1. Показать по определению inf ; .0 1 0( ] =
























; ; ; .
3. Найти supX  и inf X , если множество X  состоит из ре-
шений уравнения sin X = 12 .
4. Предел последовательности. Предел функции
4.1. Основные определения и теоремы
Пусть дано множество X М , x X0 О .
Определение. e -окрестностью конечной точки x0  называет-
ся множество O x x x xe e e0 0 0( ) = О - <{ } > : , где .
Рис. 1.22
Определение. Выколотой окрестностью конечной точки x0  
называется множество O x x x x
Ъ
( ) = О < - <{ }e e0 00 : .
Рис. 1.23
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4. Предел последовательности. Предел функции
Определение. e -окрестностью бесконечности называется 
множество :O x xe eҐ( ) = О >{ } .
Рис. 1.24
O x O x O xe e e1 20 0 0( )З ( ) = ( ) , где e e e= ( )min ,1 2 ;
O O Oe e e1 2Ґ( )З Ґ( ) = Ґ( ) , где e e e= ( )max ,1 2 .
Определение. Точка x0  называется предельной точкой мно-
жества X , �  если в любой ее окрестности содержится хотя бы 
одна точка из множества X  (отличная от x0 ), т. е. 
(" > $ О З ( )
Ъ
e e e0 0x X O x ).
Определение предела функции (по коши)
Пусть X М , функция y f x= ( )  определена на X , x0  — пре-
дельная точка множества X , A  — конечное число или Ґ .
Число A  называют пределом функции f x( )  при x x® 0  (в точ-
ке x0 ), если
 " > $ = ( ) > " О < - < Ю ( ) - <e d d e d e0 0 0 0:x X x x f x A ,
т. е. A  есть предел функции f x( )  при x x® 0  тогда и только 
тогда, когда для всякого положительного числа e  найдется чис-
ло d d e= ( ) > 0  такое, что для каждого значения x  из выколотой 
d -окрестности точки x0  соответствующее значение функции 
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Число A  называют пределом функции f x( )  при x®Ґ  (в бес-
конечности), если






Функция называется бесконечно большой при x x® 0 , если





( ) = Ґ
0
Функция называется бесконечно большой при x®Ґ , если





( ) = Ґ
Число A  называют пределом слева функции f x( )  при x x® 0 , 
если







Число A  называют пределом справа функции f x( )  при 
x x® 0 , если







Определение конечного предела последовательности
 ( lim ) ( :A x n n n n
n n
= Ы " > $ = ( ) " > ( )
®Ґ
e e e0 0 0 0 Ю - <x An e ).
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4. Предел последовательности. Предел функции
Число A  называют пределом последовательности при n®Ґ , 
если для всякого положительного числа e  можно указать номер 
n0  такой, что все члены последовательности xn  с номерами, 
большими n0 e( ) , лежат в O Ae ( ) , вне O Ae ( )  расположено лишь 
конечное множество членов последовательности.
Последовательность называется сходящаяся, если она имеет 
конечный предел, и расходящаяся в противоположном случае.
Определение бесконечно большой последовательности
( xn n{ } =
Ґ
1  — бесконечно большая) Ы
Ы " > $ = ( ) " > ( ) >( : )e e e e0 0 0 0n n n n xn
Определение предела функции (по Гейне)
Число A  называют пределом функции f x( )  при x x® 0 , если
"{ } М { } = Ю ==
Ґ
®Ґ ®Ґ
x X x x x f x An n n n n n1 0 0\ : lim lim ( ) .�
Введем понятие подпоследовательности.
Пусть xn n{ } -=
Ґ
1 произвольная числовая последовательность; 
j k nk( ) = -  функция, определенная " Оk   со значениями 
nk О , строго возрастает, т. е.
j j j j1 2 31 2 3( ) = < ( ) = < ( ) = <ј< ( ) = <јn n n k nk .
Тогда множество x x x xn n n nk1 2 3, , , , ,� � � �ј ј{ }  элементов исходной 
последовательности, выделенных с помощью закономерности 
номеров nk k{ } =
Ґ






Глава 1. ВВЕДЕНИЕ В АНАЛИЗ 
Справедливы следующие утверждения:
1. Всякая последовательность имеет бесконечное множество 
подпоследовательностей.
2. Если последовательность сходится к A , то любая ее под-
последовательность сходится к A .
3. Если последовательность бесконечно большая, то любая 
ее подпоследовательность также бесконечно большая.
4. Достаточное условие сходимости. Если подпоследователь-
ности x n n2 1{ } =
Ґ  и x n n2 1 1- =
Ґ{ }  последовательности xn n{ } =
Ґ
1  сходятся 
к одному и тому же значению A , то и xn n{ } =
Ґ
1  сходится к A .
5. Достаточное условие расходимости последовательности. По-
следовательность xn n{ } =
Ґ
1  расходится, если существуют две ее под-
последовательности, сходящиеся к различным пределам, либо 
существует ее подпоследовательность, которая расходится.
Пример 1.
Записать первые пять членов последовательности xn n{ } =
Ґ
1 , 
указать свойства последовательности (монотонность, ограни-











Задавая последовательно n n n n n= = = = =1 2 3 4 5, , , ,� � � � , полу-
чим для нее первые пять членов последовательности:











= = = = =, , , , .� � � �
Исследуем на монотонность. Рассмотрим разность:
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n n n n













2 3 2 3 2 1 2 5)
+( ) +( )
=
=
+( ) +( )
>
2 3 2 5
4





Т. к. " Оn   x xn n+ - >1 0  т. е. x xn n+ >1 , то xn n{ } =
Ґ
1  — строго воз-
растающая последовательность.
Исследуем на ограниченность:
 0 2 1
2 3



















т. е. " О { } =
Ґ
n xn n � 1  — ограничена, причем 0 1< <xn .





=1  и оценим разность.













< < Ю >e
e
.
Полагаем n0 1 1= йл
щ
ы +e . Таким образом,
 " > $ = йл
щ
ы + " О > Ю - <e e e0
1 1 10 0: .n n n n xn
Пример 2.
Последовательность xn n{ } =
Ґ






Получить ее рекуррентное задание x f xn n+ = ( )1 .
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Итак, исходная последовательность может быть задана ре-
куррентно соотношением:













Проверить корректность полученного соотношения можно 
непосредственно вычислением числовых значений членов по-
следовательности, т. е. при



















=  и т. д.,
либо сравнить значения пределов последовательности, заданной 








 и при рекуррентном задании: перейдем 





























, или 2 1 02a -( ) = , или a = 1
2
.
Замечание. При вычислении значения предела последова-
тельности, заданной рекуррентным соотношением вида 
�x f xn n+ = ( )1 , n = ј1 2 3, , , , использовали следующее правило: если
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4. Предел последовательности. Предел функции






 и $ = ( ) = ( )®Ґ ®Ґlim ( ) limn n n nf x f x f a� � , то чис-
ло a  есть корень уравнения a f a= ( )  (предполагается, что 
f x( )  — функция, непрерывная в точке x a= ).
Пример 3. Для последовательности, заданной рекуррентным 





+ = +1 1
, получить явное задание.













































 и т. д.
Предположим, что x nn =
1  и проверяем подстановкой 
x nn+ = +1
1















































Получено верное равенство для " Оn  .







1) рассматриваем произвольное eО Ґ( )0; ;
2) ищем d d e= ( ) > 0  так, чтобы " О ( )Ю ( )О
Ъ Ъ
x x f x AO Od e0 ( ) ;
42
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3) вычисляем, при каких значениях �x  выполняется соотно-
шение f x O A( )О ( )e ;
4) записываем вывод.




2 7 9x .
Решение.
1) возьмем произвольное e > 0 ;
2) найдем d d e= ( ) > 0  такое, что
 " - < Ю ( )- < " - < Ю + - <x x x f x A x x x, , ;0 1 2 7 9d e d e, т. е.
3) вычислим, при каких значениях x  верно требуемое нера-
венство:
 2 7 9 2 2 2 1 1
2
x x x x+ - = - = Ч - < Ы - <e
e .
Положим d e= 2 . Получили
 " > $ ( ) = - < Ю + - <e d e e d e0
2
1 2 7 9: ,x x






Пример 5. Доказать по определению:







1) возьмем произвольное e > 0 ;

















4. Предел последовательности. Предел функции



























по свойствам абсолютной величины " " - Ј + Ј +a b a b a b a b, � .





> < ( ) <( )d e . Положим d e e( ) = +1 1 .
Потребуем, чтобы 1
1x -
> e  и решим это неравенство отно-
сительно x -1 , получим x - <
+
























+ -( ) =Ґ 2 3 0
Решение.
1) возьмем произвольное e > 0 ;
2) требуется найти n n0 0= ( )e  так, чтобы для всякого n n> ( )0 e  
выполнялось неравенство n n2 3+ - < e ;
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3) можно решать неравенство непосредственно 



























e( ) = - >, ;
можно решать неравенство n n2 3+ -  с предварительной оцен-
кой данного выражения:
n n
n n n n
n n
n n





























( ) = ;
4) итак, �








2:n n n n
n
,




+ -( ) =Ґ 2 3 0 .
Заметим, что оба решения правильные и для вывода можно 
использовать любое из найденных значений n0 e( ) .
4.2. Вычисление пределов
















x x x x x x
f x g x f x g x
® ® ®
( ) + ( )йл щы = ( ) + ( )
0 0 0
lim lim ;
2) lim lim lim
x x x x x x
f x g x f x g x
® ® ®





































1�  (первый замечательный предел).
Следствия:










1 1 1� �
tg arctg ;



























































Решение. Числитель и знаменатель дроби неограниченно 
возрастают при x®Ґ . В таком случае говорят, что имеет ме-






. Разделив числитель и знаме-
натель дроби на x 2 , получим:
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Решение. Числитель и знаменатель дроби при x®1  обраща-







как x =1  — корень многочленов ( x x x3 2 5 3+ - + ) и 3 2 52x x+ -( ) , 
то эти многочлены делятся нацело на x -( )1 . Поделив эти мно-
гочлены на x -( )1 , можно разложить их на множители:











-( ) + -( )































4. Предел последовательности. Предел функции
Решение.
Умножим числитель и знаменатель на x + +( )6 2 , разложив 
перед этим числитель на множители:




+( ) -( ) + +( )
+ -( ) + +( )
=
2
2 1 6 2















+( ) -( )
+
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Таким образом, при x®Ґ  данная функция представляет 
собой степень, основание которой стремится к единице, а по-
казатель к бесконечности; получили неопределенность вида 1Ґ . 














































































 lim lim lim





















































4.3. Сравнение бесконечно малых функций












, то говорят, что a является бесконеч-
но малой высшего порядка по сравнению с b (обозначается 
a o b= ( ) ).
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, то говорят, что b является бесконечно 
малой высшего порядка по сравнению с a (обозначается 













, где m  — число, отличное от нуля, то го-
ворят, что a и b — бесконечно малые одного и того же поряд-











, то бесконечно малые a и b 
называются эквивалентными (обозначается a b~ ).
4. Если ak  и b бесконечно малые одного и того же порядка, 
причем k > 0 , то говорят, что бесконечно малая b имеет поря-
док k  по сравнению с a.
Некоторые свойства бесконечно малых
1. Произведение двух бесконечно малых есть бесконечно ма-
лая высшего порядка по сравнению с сомножителями, т. е. если 
g ab= , то g o a= ( )  и g o b= ( ) .
2. Бесконечно малые a и b эквивалентны тогда и только тог-
да, когда их разность a b g- =  является бесконечно малой выс-
шего порядка по сравнению с a и b т. е. если g o a= ( ) , g o b= ( ) , 
то a b~ .
3. Если отношение двух бесконечно малых имеет предел, 
то этот предел не изменится при замене каждой бесконечно ма-












, a a~ 1 , 















Глава 1. ВВЕДЕНИЕ В АНАЛИЗ 
При x® 0  можно воспользоваться следующими эквивалент-
ностями:












Решение. Заменим числитель и знаменатель дроби эквива-
лентными бесконечными малыми:
 ln sin ~ sin , ~ .1 3 3 2 2+( )x x x x x x� � �tg
Тогда:
 lim



















Упражнения для самостоятельной подготовки
1. Для последовательности xn n{ } =1
Ґ  записать первые пять чле-



























4. Предел последовательности. Предел функции
2. Последовательность xn n{ } =1
Ґ  задана в явной форме. Полу-


















3. Для последовательности, заданной рекуррентно, 
x a x f xn n1 1= = ( )+, � , получить явное задание этой же последова-
тельности.

































( ) = Ґ
Ґ
3
































Глава 1. ВВЕДЕНИЕ В АНАЛИЗ 
5. Для последовательности xn n{ } =1
Ґ  выделить подпоследова-
тельности x n n2 1{ } =
Ґ  и x n n2 1 1+ ={ }
Ґ , по их поведению установить схо-
димость или расходимость исходной последовательности.





















































































































































+ -( ) - +
+ +Ґ





















+ - +( )




























Определение. Функция f x( )  называется непрерывной в точ-
ке x0 , если
1) f x( )  определена в некоторой окрестности точки x0 ;







3) значение предела совпадает со значением функции в этой 
точке, т. е. � lim
x x
f x f x
®
( ) = ( )
0
0 .
5.1. Точки разрыва функции
Пусть f x( ) , x a b x a bО[ ] О( ); , ,� 0 . 
Тогда если точка x0  не является 
точкой непрерывности функции 
f x( ) , то она — точка разрыва функ-
ции. При x a0 =  или x b0 =  также 
возможен разрыв слева или справа 
функции (рис. 1.22), если f x( ) , 
рассматривается на a b;[ ] . Рис. 1.25
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Глава 1. ВВЕДЕНИЕ В АНАЛИЗ 
классификация точек разрыва:








f x f x
®
( ) № ( )
0
0 ; x x= 0  — точка устрани-
мого разрыва; на рисунке это точки x a= , x x= 2 ;




f x f x
0 0
0 0 ,  $ ( ) = +( )® +limx x f x f x0 0 0 0 ,  н о 
f x f x0 00 0-( ) № +( ) ; x x= 0  — точка разрыва первого рода; 
f x f x0 00 0-( ) - +( )  — скачок функции в точке x0 ; на рисунке 
это точка x x= 3 , � f x1 0 1-( ) = , f x1 0 2+( ) = ;
3) x x= 0  — точка разрыва второго рода в остальных случаях; 
на рисунке это точки x x= 1  и x b= .
свойства функции, непрерывной в точке:
1. Непрерывная в точке функция локально ограничена.
2. Сумма и произведение конечного числа непрерывных 
функций есть функция непрерывная.
3. Частное от деления двух непрерывных функций есть функ-
ция непрерывная во всех точках, где делитель не равен нулю.
4. Утверждение о сохранении знака. Если функция f x( )  
непрерывна в точке x0  и f x0 0( ) № , то существует окрестность 
O x0( ) , в каждой точке которой f x( )  сохраняет знак, при x x№ 0 .
5. Непрерывность сложной функции.
Пусть u u x= ( ) , �y f u= ( ) , где x XО , u UО , y YО , X ,Y ,U  — 
числовые множества. Тогда y x f u x( ) = ( )( ) , x XО  называется 
сложной функцией или суперпозицией функций, реализующей сле-
дующие отображения: X U Y
u x f u
® ®
( ) ( )
.
Если u x( ) �  — непрерывна в точке x0 , x X0 О  и f u( )  — непре-
рывна в точке u f x U0 0 0= ( )О , то сложная функция y x f u x( ) = ( )( ) , 
x XО  непрерывна в точке x0 .
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5. Непрерывность функции
5.2. Непрерывность функции на множестве
Функция f x( )  непрерывна на множестве X ,  если она непре-
рывна в каждой точке этого множества.
Множество функций, непрерывных на отрезке a b, ,[ ]  обо-
значается C a b,[ ] � . Соответственно запись f x C a b( )О [ ],  означает, 
что функция f x( )  непрерывна на отрезке a b, .[ ]
теорема Вейерштрасса 1 
Всякая функция, непрерывная на отрезке, ограничена 
н а  н е м ,  т .  е .  " ( )f x ,  x a bО[ ], ;  f x C K x a b f x Ka b( )О( )Ю $ > " О[ ] ( ) Ј( )[ ], : ,0 � � � 
f x C K x a b f x Ka b( )О( )Ю $ > " О[ ] ( ) Ј( )[ ], : ,0 � � � .
теорема Вейерштрасса 2
Наибольшее и наименьшее значения функции, непрерывной 
на отрезке, достигаются в некоторых точках этого отрезка, т. е.
f x C


















Лемма о нуле непрерывной функции
Если 1) � f x C a b( )О [ ], ; 2) f a f b( ) Ч ( ) < 0 , то $ ( ) ( ) =x xa b f; : 0 .
теорема коши (о промежуточном значении)
Если 1) f x C a b( )О [ ], ; 2) f a A B f b( ) = № = ( )1 1 , то " ОK A B[ ; ]� 1 1  
$ О[ ] ( ) =m ma b f K; :� .
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Рассмотрим решение некоторых задач.

















Для x < 0 �функция f x
x
x
( ) = = -1 . Если x > 0 , то функция 
f x( ) =1  также непрерывна. Рассмотрим точку x = 0 . Вычис-




( ) = -( ) = -
0 0 0





( ) = ( ) =
0 0 0
1 1 .
Односторонние пределы конечны, но не равны между со-
бой, следовательно, x = 0  — точка разрыва 1 рода (скачок функ-
ции). В остальных точках функция f x( )  непрерывна.






















При x < -1  и x > -1  функция f x( )  совпадает с непрерывны-
ми элементарными функциями, следовательно, непрерывна. 












( ) = -( ) = -
1 0 1
2 2 1 .
Таким образом, односторонние пределы существуют, ко-





f x f x
® - ®-
( ) = ( ) = -
1 0 1
1, но f f x
x




lim , и, следователь-
но, x = -1  есть точка устранимого разрыва. В остальных точ-
ках функция f x( )  непрерывна.
Пример 3. Исследовать функцию на непрерывность:
 f x
x
( ) = 1
ln
.
Решение. Функция f x
x
( ) = 1
ln
� не определена в точках x = 0 , 
x =1 , x = -1 . В точках x № 0 , x №1 , x № -1  функция f x( )  явля-
ется суперпозицией элементарных функций, непрерывных 
на своей области определения, то есть f x( )  непрерывна во всех 
точках, кроме точек x = 0 , x =1 , x = -1 .
















. Предел функции 
при x® 0  существует, но функция f x( )  в точке x = 0  не опре-
делена, поэтому x = 0 �  есть точка устранимого разрыва 1-го рода. 
Разрыв можно устранить, если f x( )  доопределить, положив 
f 0 0( ) = ; тогда функция f x( )  будет являться непрерывной 
в точке x = 0 .















. Пределы функции при x®±1  равны 
бесконечности, следовательно, x = ±1  — точки разрыва второ-
го рода.
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Пример 4. Показать, что уравнение x xЧ =2 1  имеет, по мень-
шей мере, один положительный корень, не превосходящий 1.
Решение. Функция f x x x( ) = Ч -2 1  непрерывна как элемен-
тарная функция. На концах отрезка 0 1;[ ]  эта функция прини-
мает значения разных знаков: f 0 1( ) = - , f 1 2 1 1( ) = - = . Поэ-
тому, по свойству функции, непрерывной на отрезке, 
найдется точка x0 0 1О[ ]; , в которой f x0 0( ) = , что и требова-
лось доказать.
Упражнения для самостоятельной подготовки




























в) f x x
x
x











2. Доопределить функцию f x( )  так, чтобы функция f x( )  
была непрерывной в области задания, найти неизвестные па-














































































Глава 2.  
ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИИ  
ОДНОЙ ПЕРЕМЕННОЙ
1. Производная и дифференциал функции
Рассмотрим функцию y f x= ( ) . Придадим аргументу x  
приращение Dx . Тогда функция y f x= ( )  получит прираще-
ние D Df x f x x f x( ) = +( ) - ( ) , которое характеризует изменение 
функции f x( )  на отрезке x x x; +[ ]D . Средняя скорость изме-





, а скорость изме-








. Этот предел, 
если он существует, называется производной ў ( )f x  функции 
f x( )  в точке x . Итак, по определению, 














Для функции y f x= ( )  приняты и другие обозначения про-







1. Производная и дифференциал функции
1.1. Дифференцируемость функции в точке
" ( )f x , x a bО( ), , x a b0 О( ), , ( f x( )  — дифференцируема в точ-
ке x0 ) Ы $ - ( ) = Ч + ( )( )A f x A x xconst :D D D0 o , т. е. приращение 
функции в точке x0  представимо в виде суммы линейной функ-
ции от Dx  (главная часть приращения функции) и некоторой 
функции, бесконечно малой при Dx® 0  большего порядка 
по сравнению с Dx .
теорема (о необходимом и достаточном условии 
дифференцируемости функции в точке)
" ( )f x , x a bО( ), , x a b0 О( ), , ( f x( )  — дифференцируема в точ-


















Замечание. Выражение ў ( ) Чf x x0 D  называется дифференциа-
лом (первого порядка) функции f x( )  в точке x0  и обозначается 
df x f x x0 0( ) = ў( ) ЧD  или df x f x x( ) = ( ) Чў D .
Для дифференцируемой в точке x0  функции справедливо при-
ближенное равенство D Df x f x x0 0( ) » ( ) Чў  или f x x f x f x x x0 0 0 0+( ) » ( ) + ( ) Ч -( )ўD  
f x x f x f x x x0 0 0 0+( ) » ( ) + ( ) Ч -( )ўD . Погрешность приближения указанных 
равенств равна o Dx( ) .
Эти равенства могут использоваться для приближенного вы-
числения значения функции f x( )  в точке x , расположенной 
«достаточно близко» к точке x0 .
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Геометрическая иллюстрация приближенного равенства: 
для x , «близких» к x0 , график функции y f x= ( )  может быть 
приближенно заменен отрезком касательной y f x f x x x= ( ) + ( ) -( )ў0 0 0 
y f x f x x x= ( ) + ( ) -( )ў0 0 0 , тем самым решается задача локальной линеари-
зации функции.
теорема (о связи дифференцируемости и непрерывности)
" ( )f x , x a bО( ), , x a b0 О( ), , ( f x( )  — дифференцируема в точ-
ке x0 ) � �Ю ( )-( f x  непрерывна в x0 ) .
Процесс вычисления производной функции называется диф-
ференцированием функции.
Пример 1. Показать по определению дифференцируемость 
функции f x x x( ) = -2 3  в произвольной точке x0 .
Решение. Пусть Dx  — произвольное приращение аргумента 




f x f x x f x







( ) = +( ) - ( ) =
= +( ) - +( )йл щы - -йл щы =











2 3 3 3
2 3
+ + ( ) - - - + =










т. е. f x x x( ) = -2 3  является дифференцируемой в точке x0 .
Пример 2. Вычислить приближенно 1 1 10,( ) .
Решение.  Рассмотрим вспомогательную функцию 
f x x( ) = +( )1 10 , x0 0= , Dx = 0 1, . 
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1. Производная и дифференциал функции
Тогда 1 0 1 1 10 1 0 1 210 10 9+( ) » ( ) + ( ) Ч =, , . 
Итак, x =1  с погрешностью ў ( ) =y 1 3 .
Пример 3. Исследуем функцию f x
x x
e xx


























= ( )ў =
0 0
0


























 и функция f x( )  диф-
ференцируема при x = 0. В точках x № 0  функция f x( )  диффе-
ренцируема, так как совпадает с дифференцируемыми элемен-
тарными функциями. Из дифференцируемости функции 
следует ее непрерывность на всей числовой оси.
1.2. Приложения производной к задачам геометрии и механики
Если кривая задана уравнением y f x= ( ) , то ў ( ) =f x0 tga , 
где ў ( ) = +y x x x0 02 03 6  — угол между касательной к кривой в точ-
ке x y0 0,( )  и положительным направлением оси Ox .




1 1 3 1 5 3= -( ) = -( ) + -( ) - = -
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Нормалью к кривой называется прямая, перпендикуляр-
ная касательной и проходящая через точку касания. Уравне-
ние нормали имеет вид
 y y
y x
















2  называется угол между касательными 
к этим кривым в точке M 0 . Этот угол находится по формуле
 tg .j = ( ) - ( )
+ ( ) ( )
ў ў
ў ў
f x f x
f x f x
2 0 1 0
1 0 2 01
Если при прямолинейном движении точки задан закон дви-
жения s s t= ( ) , то скорость движения в момент t0  есть произ-
водная пути по времени: v s t= ў( )0 .
1.3. Правила дифференцирования
Пусть C — постоянная, u = u(x), v v x= ( )  — дифференциру-
емые функции. Тогда:
 ў =C 0 ;
 u v u v+( )ў = +ў ў ;
 Cu Cu( )ў = ' ;
 u v u v uvЧ( )ў = + ўў ;
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2 0, если ;
 u v u u u u vv v v( )ў = Ч Ч + Ч Чў ў-1 ln .
Производная сложной функции
Пусть u x v x( ) ( )  и y x x= , тогда y f u x= ( )( )  — сложная функ-
ция с промежуточным аргументом u �  и независимым аргумен-
том x .
Если функция u u x= ( )  имеет производную ўux  в точке x , 
а функция y f u= ( )  имеет производную y x x=  в соответствую-
щей точке � �u u x= ( ) , то сложная функция y f u x= ( )( )  имеет 
производную ўyx , � � которая находится по формуле ў = ў ўy y ux xu .
1.4. Обратная функция. Производная обратной функции
Рассмотрим функцию y f x= ( ) , x XО , где X — область 
определения, а Y f x x X E f= ( ) О{ }= ( ), �  — множество значений 
функции.
Функция y f x= ( ) , x XО  называется обратимой на X , если 
" О ( ) = $ О ( ) =y E f Y x X f x y� � ! : , т. е. на множестве Y E f= ( )  
определена функция x y= ( )j , � �x XО , y YО , такая, что выпол-
нены тождества: f y yj( )( ) є  на Y  и j f x x( )( ) є  на X .
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При этом функцию x y y Y= ( ) Оj ,  называют обратной функ-
цией для y f x= ( ) , x XО .
Заметим, что графики функций y f x= ( ) , x XО  и x y y Y= ( ) Оj , 
x y y Y= ( ) Оj ,  на плоскости OXY  совпадают.
При нахождении обратной функции для y f x= ( ) , x О X, 
y О Y, следует решить (если возможно) уравнение y f x= ( )  от-
носительно x , x y= ( )j , x X y YО О, � �  а затем переобозначить 
переменные. Функции y f x= ( ) , x X y YО О, � �  и y x= ( )j , 
y X x YО О,  называются взаимно-обратными, их графики сим-
метричны относительно прямой y x= .
Пример. Для функции f x x( ) = +2 1 , D x E f( ) = ( ) =  найти 
обратную функцию; рассмотреть графики прямой и обратной 
функций.
Решение.






; замечаем, что для всякого y  существует единствен-
ное значение x , т. е. x y y= - є ( )1
2
j  — обратная функция. Гра-
фики функций y x= +2 1  и = -y 1
2
 совпадают — это прямая 








1  и x
x
=
+( ) -2 1 1
2
 
на  . Для обратной функции x y= ( )j  проводим переобозна-
чение переменных: y  заменяем на x , x  заменяем на y , полу-
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чаем y x= ( )j  — функцию, 
у которой независимая пере-
менная изображается на оси 
Ox , а значение функции — 
на оси Oy . В нашем примере 
переобозначение переменных 
приводит к функции y x= -1
2
, 
её график симметричен гра-
фику исходной функции от-





1) f x( )  — непрерывна на промежутке X ;
2) f x( )  — строго возрастает (или строго убывает) на проме-
жутке X , то на соответствующем промежутке значений функ-
ции Y f x x X= ( ) О{ }, �  существует однозначная обратная функ-
ция x y= ( )j , x X y YО О, � � , также непрерывная на Y  и строго 
монотонная на Y  (с сохранением характера монотонности).
Замечаем, что в условиях утверждения свойства «прямой» 
(исходной) функции переносятся на обратную функцию.
Дифференцируемость обратной функции
Если функция y = f x( )  строго монотонна на интервале a b;( )  
и имеет не равную нулю производную ў ( )f x  в произвольной 
точке этого интервала, то обратная ей функция x y= ( )j  так-
же имеет производную ў ( )j y  в соответствующей точке, опре-
деляемую равенством
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1.5. Техника дифференцирования
Производные элементарных функций
1. x nxn n( )ў = -1
2. a a ax x( )ў = ln





( )ў = 1
5. ln x
x
( )ў = 1
6. sin cos'x x( ) =
7. cos sinx x( )ў = -
8. tg �x
x
( )ў = 12cos
9. ctg �x
x

























14. sh chx x( )ў =
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( )ў = - 12
При решении следующих задач необходимо использовать та-
блицу производных и правила дифференцирования.
Пример 1. Применяя формулы и правила дифференцирова-
ния, найти производные следующих функций:




; �  в) y x x x= + +5 2cos ln .
Решение.
а) Воспользуемся формулой для нахождения производной 
произведения дифференцируемых функций
 ў = ( )ў = ( )ў + ( )ў = +y x e x e e x xe x ex x x x x2 2 2 22� � .


























































в) Воспользуемся формулой для нахождения производной 
суммы дифференцируемых функций:
ў = + +( )ў = ў + ў + ў = - + +y x x x x x x x x
x
5 5 5 2
12 2cos ln (cos ) ( ) (ln ) � �sin .
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Пример 2. Какой угол образует с осью абсцисс касательная 





5 3 , проведенная в точке с аб-
сциссой x =1?




4 2 ; при x = 1 
имеем yў(1) = 3, то есть tga = 3 , откуда a = » ў°arctg3 71 34 .
Пример 3. Составить уравнения нормали к графику функ-
ции y x x= + -3 23 5 , параллельной прямой 2 6 1 0x y- + = .
Решение. Записав уравнение прямой 2 6 1 0x y- + =  в виде











Уравнение нормали имеет вид:
 y y x
y x







причем искомая нормаль параллельна данной прямой, поэто-
му их угловые коэффициенты совпадают, т. е.
 k
y x
и y x= -
( )






0� �� � .
С другой стороны, ў ( ) = +y x x x0 02 03 6 . Таким образом, полу-
чили уравнение для нахождения точки (x0, y0):
 3 6 302 0x x+ = - , 3 1 00
2
x +( ) = , x0 1= - ,
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 y0 = y(–1) = (–1)3 + 3(–1)2 – 5 = –3.
Итак, уравнение нормали имеет вид:





Пример 4. Найти угол между параболами: y x= -8 2  и y = x2.











, найдем точки 
пересечения парабол 
A B2 4 2 4; ; .( ) -( )и  Продиф-
ференцируем обе функции: 
ў = -y x2 , ў =y x2 . Найдем 
угловые коэффициенты ка-
сательных к параболам 
в точке A  (т. е. значения 
производных при x = 2 ): 
k1 4= - , k2 = 4. Угол j1 меж-
ду параболами равен углу 
между их касательными 
в точке A :
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1.6. Логарифмическое дифференцирование
Для нахождения производной функции y f x= ( )  удобно ра-
венство y f x= ( )  сначала прологарифмировать, а затем про-
дифференцировать. Такой прием называют логарифмическим 
дифференцированием. Его полезно применять для дифференци-
рования произведения многих сомножителей, частного, чис-
литель и знаменатель которого содержат несколько множите-
лей, а также для дифференцирования степенно-показательных 
функций u(x)v(x).
Пример 1. Найти производную y = xx.
Решение.
Решим задачу тремя способами.
Способ 1. Воспользуемся (готовой) формулой для нахожде-
ния производной степенно-показательной функции: 
u v u u u u vv v v( )ў = Ч Ч + Ч Ч ўў-1 ln . В нашем примере u x x( ) = , v x x( ) = , 
x( )ў =1 . Получаем
 x x x x x x x x x x x xx x x x x x( )ў = Ч Ч + Ч Ч = + Ч = +( )ў ў-1 1ln ln ln .
Способ 2. Используем для нахождения производной функ-
ции y = xx логарифмическое дифференцирование, поскольку 
и основание, и показатель степени зависят от x . Логарифми-
руя, получим ln lny x x=  или, по свойству логарифмов, 
ln lny x x= Ч . Продифференцируем обе части последнего равен-
ства по x :
 ln lny x x( )ў = Ч( )ў ; 1
y
y x x x xЧ ў = ў + ўln (ln ) ; 
выражаем теперь искомую производную:









�  или ў = +y x xx (ln )1 .
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Способ 3. Воспользуемся правилом дифференцирования 
сложной функции, учитывая свойства показательной и лога-
рифмических функций: y x e ex x x x
x
= = = Чln ln � .
ў = ( )ў = Ч Ч( )ў = Ч +( ) = +Ч Ч Чy e e x x e x x xx x x x x x x xln ln lnln ln (ln )1 1 .
Пример 2. Найти производную функции
 y x x ex= Ч -� �sin 14 .
Решение. Находить ўy  как производную произведения слиш-
ком громоздко. Удобнее применить логарифмическое диффе-
ренцирование:
 ln lny x x ex= Ч - =� �sin 14
 = + + - =ln ln sin lnx x ex14






1ln ln sin ln .x x ex





















 � � � �ў = Ч - Ч + Чж
и























2 2 4 1
4
e
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Итак,

























Упражнения для самостоятельной подготовки
1. Найти угол между кривыми y = f (x) и y = g(x). Сделать ри-
сунок. Написать уравнения касательных к графикам функций 
в точке их пересечения.
а) y x x y x= + = >2 02 0, , ;� � �
б) y x y x x= = < <sin , , ;2 0 0p
p
в) y x y x x= = >2 2 0 0, , ;
г) y x y x= + = -3 3, .� �













; �  д) y x= 2
2
; �   е) y x x= +5 3sin cos .
3. Вычислить приближенно:
а) arctg 1,05; б) tg 46°; в) ln tg 47° 15ў; г) 15 84 , .
4. Найти дифференциал функции






















ln ;ch                             г) y = arctg e2x.
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5. Вычислить производную заданной функции
а) y x x x= -( )3 2ln ;  
б) �y x x= + + +( )ln ;2 1 1
в) y x x k k x x k= + + Ч + +( )2 22 2ln ; �










д) y e xx= - Ч1 3













; �  
з) y x x x x= Ч + -3 33 3sin cos cos ;
и) y e e e e ex x x x x= - Ч - Чsin cos sin cos ;3 3
к) y x x
x x






л) y x x= arcsin ;
м) y x x= -ln ln (ln ln ln );1  
н) y x x= ln ;






3 51 5 1
!
;  
п) y x= -3 5 .
76
Глава 2. ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИИ ОДНОЙ ПЕРЕМЕННОЙ 
6. Решить задачу линеаризации функции f (x) в окрестности 
O(x0). Сделать рисунок.
а) f(x) = ln x, x0 = 1;  б) f x x( ) = -4 2 , x0 1= ;
в) f x ex( ) = , x0 = 0; г) f (x) = x3 + x, x0 = 1.
7. Найти приближенное значение объема шара радиуса 
2,01 м.
8. Найти приближенное значение x  из уравнения
 13 15 0Ч - Ч =sin cosx x .
2. Дифференцирование функций,  
заданных неявно и параметрически
Правило 1. Пусть функция y y x= ( )  задана параметрически-
ми уравнениями y = y(t), где x t( ) , y t( )  — дифференцируемые 
функции, причем ў ( ) №x t 0  и функция x t( )  имеет обратную. 
Тогда функция y y x= ( )  — дифференцируема, а ее производная 









Пример 1. Найти ўyx  для функции y y x= ( ) , заданной пара-
метрическими уравнениями x t= cos3 , y t= sin3 .






















Пусть значения переменных x  и y  связаны уравнением 
F x y,( ) = 0 . Если функция y f x�� = ( ) , определенная на некотором 
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интервале a b,( ) , такая, что уравнение F x y,( ) = 0  при подстанов-
ке в него вместо y  выражения f x( )  обращается в тождество, 
то говорят, что уравнение F x y,( ) = 0 � задает функцию y f x�� = ( )  
неявно или что функция y f x�� = ( )  есть неявная функция.
Правило 2. Для нахождения производной ўyx  неявной функ-
ции нужно продифференцировать по x  обе части равенства 
F x y,( ) = 0 , учитывая, что y  есть функция от x . Затем из по-
лученного равенства выразить ўyx .
Пример 2. Вычислить ўyx .
 y xy x5 2 0+ - =�� .
Решение. Продифференцируем обе части по x .
Получим 5 2 04y y y xy xў + + ў - = .
Выразим ўy :
 ў +( )= - = -
+








�� � �, .
Упражнения для самостоятельной подготовки
Найти производные неявно заданных и параметрически за-
данных функций:
1. x a t= Чcos , y a t= Чsin ;
2. x e tt= Ч- cos , y e tt= Чsin ;
3. x a t= Чch , y b t= Чsh ;
4. x y xy3 3 3 0+ - = ;
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5. 4 2 2 4 2 26 9 5 15 100 0- + - + - =x x y y x y ;
6.   2 1 0+ - - =x y xye e ;
7. sin lny x y x y x-( ) - -( ) + - - =2 2 22 3 0 ;
8. x y y x x y2 3 2 3 1 0� � � �sin cos+ - - + = .
3. Производные и дифференциалы высших порядков
3.1. Производные высших порядков
Пусть y f x= ( )  — дифференцируемая функция. Произво-
дная ў = ў( )y f x  также является функцией от x . Ее производная 
ў ( )( )ўy x , если она существует, называется производной второ-










2 . Аналогично 
ўў ( )( )ў = ўўў( )y x y x , ўўў ( )( )ў = ( ) = ( )( )y x y x y xIV 4 . Производной n-го 
порядка функции называется производная от производной 
n -( )1 -го порядка: y x y xn n( ) -( )( ) = ( )( )ў1 .
Пример 1. Найти формулу для производной n-го порядка 
функции y = sin x.
Решение. 
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Для производных n-го порядка удобно использовать обоб-
щение формулы uv u v uv( )ў = +ў ў . Пусть функции u u x= ( ) , 
v v x= ( )  имеют производные n-го порядка.
Справедлива следующая формула Лейбница:
 uv u v nu v
n n
u v uv
n n n n n( ) = + + -( )
Ч





Пример 2. Найти производную y 100( )  для функции y x x= Чsin .
Решение. В данном примере удобно применить формулу 
Лейбница, где u x= sin , v = x.
 










x x( ) +јўў98
Воспользуемся предыдущим примером:





























Кроме того, ў =x 1 , ўў =x 0 , ўўў =x 0 .
Поэтому x x x x xЧ( ) = Ч - Ч( )sin sin cos100 100 .
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Если функции x t( ) , y (t) дважды дифференцируемы, то для 
функции y = y (x), заданной параметрическими уравнениями 

















�  и т. д.
Производную второго порядка можно вычислить также 
по формуле
 � �ўў =
ўў ў - ўў ў
ў( )
y







Пример 3. Найти ўўyxx  для функции y = y (x), заданной пара-
метрическими уравнениями: x t= cos3 , y t= sin3 .










































cos sin cos sin
.
3.2. Дифференциалы высших порядков
Пусть y y x= ( )  дифференцируемая функция независимого 
аргумента x . Тогда дифференциал функции dy x y x dx( ) = ў( ) , 
причем dx x= D  не зависит от x . Дифференциал dy x( )  при 
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3. Производные и дифференциалы высших порядков
фиксированном dx  является функцией от x . Поэтому мож-
но рассмотреть дифференциал от этой функции d dy x( )( ) , ко-
торый называется дифференциалом второго порядка функ-
ции y x( )  и обозначается d y x2 ( ) . Аналогично определяются 
дифференциалы третьего и более высоких порядков: 
d y d d y d y d d yn n3 2 1= ( ) ј = ( )( ) -( ), ,� � .
При вычислении дифференциалов высших порядков вос-
пользуемся следующими формулами:
 d y y x dx d y y x dxn n n2 2= ( )( ) ј = ( )( )ўў ( ), , .� � �
При вычислении дифференциалов высших порядков для 
сложной функций y f x= ( ) , где x x t= ( )  — зависимая перемен-
ная, обращаем внимание на то, что
 dy y dt y x dt y x dt y dxx x t x t x= ў = ў Ч ў( ) = ў Ч ў( ) = ў ,
т. е. форма дифференциала первого порядка dy x y x dx( ) = ў( )  
имеет один и тот же вид, и когда x  — независимая переменная, 
и когда x  — зависимая переменная сложной функции y f x= ( ) .
Упражнения для самостоятельной подготовки
1. Найти производные второго порядка:
а) y x x= -( )1
4
2 32 ln ;





12 2 2 arcsin ;






г) y x x a x a x= Ч + +( ) - +ln 2 2 2 2 .
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2. Найти производные второго порядка параметрически за-
данных функций:
а) x a t t y a t= -( ) = -( )sin , cos ;� 1
б) x t y t t= = -arccos , .� 2
3. Найти y n( ) :
а) y x x= + -2 2 ; �  б) y x= cos ;  в) y x= ln ;  г) y ekx= ;
д) x t y
t
= =ln , ;�
1  е) x at b y t t= + = + +, .a b g2
4. Показать, что функция y e ex x= + 2 2  удовлетворяет уравне-
нию ўўў ўў ў- + - =y y y y6 11 6 0 .
5. Показать, что функция y x= 3  удовлетворяет уравнению 
y y y y y y x x x5 4 3 23 6 6( ) ( )+ + + + + = + + +ўўў ўў ў .
6. Найти dy d y d y, ,� � � �2 3 , если y x x= -( )ln 1 .
4. Формула Тейлора
Функция f x( ) , дифференцируемая n +1�  раз в некотором 
интервале, содержащем точку x0 , может быть представлена 
в виде суммы многочлена n-й степени и остаточного члена rn :



























Остаточный член формулы Тейлора может быть записан 
в форме Пеано: r x xn
n
= -( )( )o 0 , где o x x n-( )( )0  — бесконечно 
малая функция более высокого порядка, чем x x n-( )0 .
Если в окрестности точки x x= 0  существует f x
n+( ) ( )1 , то оста-






















(т. е. x  лежит между точками x0  и x ).
Если x0 0= , то получим формулу Маклорена:










n( ) = ( ) +
( ) ( ) + ( ) ( ) +ј+ ( ) ( ) +




























Приведем разложение некоторых функций по формуле Ма-
клорена:









n= + + + +ј+ + =
+( )
+1
1 2 3 1
2 3
1
! ! ! ! !
,,
q
 0 1< <q .
 sin
! ! ! !
,x
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 cos
! ! ! !
,x




m= - + - +ј+
-( )
( )
+ +1 2 4 6
1
2
2 4 6 2
2 1























2 3+( ) = + + -( ) + -( ) -( ) +x m x m m x m m m xm
! ! !
 +ј+
-( )ј - -( )( )
( )
+











-( )ј -( )
+( )






Пример 1. Вычислить e  с точностью до 0 0001, .
Решение. По формуле Маклорена имеем:
 
! ! ! ! !
,,e









n= + + + +ј+ + =
+( )
+1




 0 1< <q .














































,  но e
1












Требуется определить n  так, чтобы выполнялось неравен-
ство rn < 0 0001, :







, ;� � �







, ;� � � � � � �





0 00015 3, , .� �
Для определения e  с точностью до 0 0001,  получаем при-
ближенное равенство






















2 3 4 5! ! ! ! !
, .
Пример 2. Представить функцию f x x( ) = 3  в виде многоч-
лена пятой степени относительно двучлена x -( )1 .
Решение.
Вычислим значения функции f x x( ) =
1
3  и ее производных 
до пятого порядка включительно при x0 1= :
 f x x f( ) = ( ) =
1
3 1 1, ;
 ў ў( ) = Ч ( ) =
-








 ўў ў( ) = - Ч ( ) = -
-








 ўўў ўўў( ) = Ч ( ) =
-
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3 , ;� � � �







3 , .� � � � � � � �
Следовательно, по формуле Тейлора получим









































-( ) = -
Ч





Пример 3. Представить функцию f x a ax( ) = >( )� 0  в виде мно-
гочлена третьей степени относительно x .
Решение.
 f x a fx( ) = ( ) =, ;0 1
 ў ( ) = ў( ) =f x a a f ax ln , ln ;0
 ўў ўў( ) = ( ) =f x a a f ax ln , ln ;2 20
 ўўў ўўў( ) = ( ) =f x a a f x ax ln , ln ;3 3
 f x a a f x a aIV x IV x( ) = ( ) = Чln , ln .4 4 q
По формуле Маклорена получаем
 a x a x a x a rx = + Ч + Ч + Ч +1
2 3


















Пример 4. Вычислить предел с помощью формулы Тейлора:









Решение. Так как знаменатель равен x3 , то достаточно най-
ти разложение числителя до o x3( ) . Поэтому для первого сла-
гаемого воспользуемся разложением





Положим n =1 , a = 1
3
, заменим x  на -( )x 2  и учтем, что 
x x xЧ ( ) = ( )o o2 3 . Тогда
















 = + ( )1
2
3 3x xo ,







































Упражнения для самостоятельной подготовки
1. Вычислить с точностью до 10 3- :
а) cos41° ; б) 1213 ; в) e3 ; г) 1297 ; д) sin36° .
88
Глава 2. ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИИ ОДНОЙ ПЕРЕМЕННОЙ 
2. Представить в виде многочлена третьей степени относи-




3. Разложить функцию f x x x x( ) = - + +3 22 3 5  по степеням 
x -( )2 .
4. Вычислить предел с помощью формулы Тейлора:















xe x x x
x®
Ч - Ч +( )
0 3
1






















Пусть в некоторой окрестности точки x0  (кроме, может быть, 
самой точки x0 ) функции f x( )  и j x( )  дифференцируемы и 
ў ( ) №j x 0 . Если
 lim lim lim lim ,
x x x x x x x x
f x x f x x
® ® ® ®
( ) = ( )= ( ) = ( )= Ґ
0 0 0 0
0j jили




( )j  в точке 






 lim lim ,









ў( )0 0j j













 и производные ў ( )f x  и ў ( )j x  удовлетво-
ряют соответствующим условиям, то следует перейти к отно-
шению вторых производных и т. д.
Пример 1. Найти







Решение. Числитель и знаменатель стремятся к нулю при 







зуемся правилом Лопиталя, то есть рассмотрим предел отно-
шения производных функций:
 lim ln lim .

























если n  — целое положительное число.
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Решение. Имеем неопределенность вида 0 ЧҐ[ ] . Преобразу-





































































Решение. Имеем неопределенность вида Ґ-Ґ[ ] . Приведем 








































































Решение. Имеем неопределенность вида 00 , обозначим дан-
ную функцию через y , т. е. y x x= ( )sin  и прологарифмируем ее:
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5. Правило Лопиталя




Вычислим предел логарифма данной функции, применяя 
правило Лопиталя (имеем неопределенность вида Ґ
Ґ
):
 lim ln ln sin ln sin
cos
sin







® ® ® ®
= Ч = =
-























Упражнения для самостоятельной подготовки























































x® +0 1 2
ln
ln sin




















































































6. Исследование функций. Построение графиков
Определение. Асимптотой графика функции y f x= ( )  назы-
вается прямая, обладающая тем свойством, что расстояние 
от точки x f x, ( )( )  графика функции до этой прямой стремит-
ся к нулю при неограниченном удалении от начала координат 
этой точки по графику функции.
Асимптота может быть вертикальной, горизонтальной и на-
клонной.
График функции имеет вертикальную асимптоту x a=  тог-













 равен +Ґ  ( -Ґ ).






 имеет вертикальную 
асимптоту x = 2 . Действительно,
 lim lim .










График функции имеет горизонтальную асимптоту y b=  тог-
да и только тогда, когда хотя бы один из пределов
 lim lim .
x x
f x f x b
®+Ґ ®-Ґ
( ) ( )или равен 
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6. Исследование функций. Построение графиков
Пример 2. График функции y x= arctg  имеет горизонталь-
ные асимптоты y = p
2
 и y = - p
2
















теорема (о необходимом и достаточном условиях существова-
ния наклонной асимптоты кривой y f x= ( )  при x®+Ґ  или при 
x®-Ґ ): Пусть функция f x( )  определена на a;+Ґ( ) . Прямая 
y kx b= +  — наклонная асимптота для y f x= ( )  при x®+Ґ  тог-









k  — конечное число;
2) $ ( ) -йл щы =®+Ґlimx f x kx b  — конечное число.
теорема (о достаточном условии строгой монотонности функ-
ции на промежутке): " ( ) О( )f x x a b, ; ,�
 � � �" О( ) ў( ) >( )Ю ( )  ( )( )x a b f x f x a b; ; ;0 на
аналогично для строгого убывания функции
 " О( ) ( ) <( )Ю ( ) Ї ( )( )ўx a b f x f x a b; ; .� 0 на
теорема (необходимое условие существования точки локаль-
ного экстремума функции): если функция f x( )  непрерывна 
в O x0( )  и имеет экстремум в точке x0 , то ў ( ) =f x0 0  или не су-
ществует ў ( )f x0 .
теорема (достаточное условие существования точки локаль-
ного экстремума функции): если
1) f x( )  — непрерывна на a b;( )  и дифференцируема в O x0( ) ; 
O x a b0( ) М ( ); , кроме, возможно, точки x0 ;
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2) ў ( ) =f x0 0  или не существует ў ( )f x0 ;
3) ў ( )f x , x O xО ( )0  меняет знак в точке x0  при переходе сле-
ва направо через x0 , то f x( )  имеет локальный экстремум в точ-
ке x0 .
теорема (о достаточном условии существования точки локаль-
ного экстремума функции): пусть функция f x( )  непрерывна 
и дважды дифференцируема на a b;( ) ; для всякого x a bО( );  
ўў ( )f x  — непрерывная функция. Тогда если
1) ў ( ) =f x0 0 ;
2) ўў ( ) №f x0 0 , то при ўў ( ) >f x0 0  точка x x= 0 �  является точкой 
локального минимума функции f x( ) ; при ўў ( ) <f x0 0  x x= 0  — 
точка локального максимума функции f x( ) .
теорема (о достаточном условии выпуклости функции на про-
межутке): для всякой дважды дифференцируемой на a b;( )  функ-
ции справедливы утверждения: ( ўў( ) >f x� � 0  на � a b; )( )  Ю ( )( f x  
вогнута на � a b; )( ) , а также ( ўў( ) >f x� � 0  на � a b; )( )  Ю ( )( f x  выпук-
ла на � a b; )( ) .
Пример 1. Построить график функции с минимальным ис-
пользованием математического аппарата:
 f x x x
x x
( ) = +






Решение. Минимальное использование математического ап-
парата предполагает построение функции, не используя про-
изводные:
1) функция определена при x № -2 ; x № ±1 .
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6. Исследование функций. Построение графиков
2) f x( )®Ґ  при x®-2 ; x®±1 . Значит прямые x = -2 ; 
x = ±1  являются вертикальными 
асимптотами графика функции.
3) нули функции: x = 0 , 
x = -3 , знаки функции найдем 
методом интервалов (рис. 2.3),
4) исследуем поведение функции при x®±Ґ :





( ) = +











( ) = +






5) для построения графика 
функции следует отметить 
на оси Ох нули функции x = 0 , 
x = -3 , построить вертикальные 
асимптоты x = -2 ; x = ±1 ; учи-




( ) = Ґ , по-
строить график (рис. 2.4).
При построении графика функ-
ции можно использовать следую-
щую схему:
1) найти область определения 
функции;
2) проверить функцию на четность и нечетность;
3) проверить функцию на периодичность;
4) найти точки пересечения с осями координат;
5) исследовать функцию на непрерывность; найти точки раз-
рыва, если они существуют, и установить характер разрыва; най-
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6) исследовать функцию на монотонность и экстремум;
7) исследовать график функции на выпуклость, вогнутость; 
найти точки перегиба;









1) область определения функции D x( ) = -Ґ( )И +Ґ( ); ;0 0 ;
2) функция общего вида (не является четной или нечетной):
 y x x
x





3) функция не является периодической;
4) найдем асимптоты











следовательно, x = �0  (ось Oy ) является вертикальной асимпто-
той графика;










































Наклонная асимптота имеет уравнение y x= .
5) найдем экстремумы функции и интервалы возрастания 
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6. Исследование функций. Построение графиков
и убывания:




















ў =y 0  при x = 2 ; при x = 0  ўy  не суще-
ствует.
Точки x = 0  и x = 2  разбивают об-
ласть определения функции на проме-
жутки -Ґ( ) ( ) +Ґ( ); , ; , ;0 0 2 2� � . Определим знак производной мето-
дом интервалов и в зависимости от него возрастание или 
убывание функции (рис. 2.5).
Результаты исследования представим в виде таблицы.
Таблица 2.1
x (–Ґ, 0) 0 (0; 2) 2 (2; + Ґ)
yў + Ґ – 0 +
y  Ґ  3min 
6) найдем интервалы выпуклости и вогнутости графика 




4 , то график 
всюду вогнут. Точек перегиба график функции не имеет;








= Ю = - .
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Рис. 2.6
Упражнения для самостоятельной подготовки














;   в) y e x x= -2
2
;













Глава 3.  
ДИФФЕРЕНЦИАЛЬНОЕ ИСЧИСЛЕНИЕ  
ФУНКЦИИ НЕСКОЛЬКИХ ПЕРЕМЕННЫХ
1. Основные понятия
При решении различных прикладных задач зачастую прихо-
дится встречаться с функциями нескольких переменных.
Приведем ряд примеров:
1) объем V  кругового цилиндра c радиусом основания R  
и высотой h , определяемый формулой V R h= p 2  — функция 
двух переменных;
2) дальность L  полета снаряда, выпущенного с начальной 
скоростью v0  из орудия, ствол которого наклонен к горизонту 
под углом a , которая равна L v g= ( )02 2sin /a  — функция двух 
переменных;
3) сила тока I , зависящая, согласно закону Ома, от двух ве-
личин: напряжения U  в цепи электрического тока и сопро-
тивления R  цепи по формуле I U R= /  — функция двух пере-
менных;
4) определение цвета в RGB-виде, зависящее от интенсив-
ности красной r , зеленой g  и синей b  составляющих цвета — 
функция трех переменных;
5) свойства материального тела (плотность, температура, на-
пряжение и т. п.) в общем случае меняются от точки к точке 
с течением времени, таким образом, зависят от четырех пере-
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менных величин — декартовых координат точки � � �x y z, ,  и вре-
мени t , и являются функциями четырех переменных.
Определение. Если каждой совокупности x x xn1 2, , ,ј( )� �  зна-
чений n  независимых друг от друга переменных из некоторо-
го множества D  точек п-мерного пространства n  поставлено 
в соответствие одно значение величины yО , то говорят, что 
задана функция нескольких переменных (функция n  переменных) 
y f x x xn= ј( )1 2, , , � � , определенная на области D nМ .
В случае функции двух переменных y f x x= ( )1 2,  можно за-
писывать z f x y= ( ), � . Геометрически паре x y, �( )  на координат-
ной плоскости Oxy  соответствует точка M  с координатами 
x y, �( ) ; области определения D  — часть плоскости Oxy . Геоме-
трическое место точек вида P x y z f x y, , ,� = ( )( )  называется гра-
фиком функции двух переменных и представляет, вообще го-
воря, некоторую поверхность.
Для обозначения функции трех переменных y f x x x= ( )1 2 3, , �  
можно использовать запись u f x y z= ( ), ,� ; здесь тройке x y z, ,� �( )  
в пространстве 3  соответствует точка M  с координатами 
x y z, ,� �( ) .
Пример 1. Найти и построить область определения и график 
функции z x y= - -4 2 2 .
Решение.
Область определения функции �z x y= - -4 2 2  — множество 
точек плоскости Oxy , координаты которых удовлетворяют 
неравенству 4 02 2- - іx y . Запишем неравенство в виде 
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x y2 2 4+ Ј . Оно задает на плоскости Oxy  круг (включая грани-
цу) радиуса 2 с центром в начале координат (рис. 3.1, а).
Графиком функции является множество точек, координаты 
которых удовлетворяют системе
 �x y z
z









т. е. «верхняя» полусфера радиуса 2 с центром в начале коорди-
нат (рис. 3.1, б).
а б
Рис. 3.1
Для характеристики множества D nМ  введем ряд терминов 
и обозначений.
Произвольную точку множества D  будем обозначать x , где 
x x x x Dn= ј( )О1 2, , , � � .
Определение. e-окрестностью точки x x x xn0 10 20 0= ј( ), , , � �  назы-
вается множество всех точек x , удаленных от x 0  менее чем 
на e, т. е. множество O x x x xne r e0 0( ) = О ( ) <{ } : , , где
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В случае 2  e-окрестность точки 
x 0  — множество всех точек, лежащих 
внутри круга (без границы) радиуса e 
с центром в точке x 0  (рис. 3.2).
Если x 0 3О , то O xe 0( )  — множе-
ство всех точек, лежащих внутри шара 
(без границы) радиуса e  с центром 
в точке x 0 .
В общем случае, если x n0 О , то O xe 0( )  — множество всех 
точек, лежащих внутри п-мерного шара (без границы) радиуса 
e  с центром в точке x 0 .
Определение. Выколотой e-окрестностью точки x 0  называ-
ется множество O x x x x x xn
Ъ
( ) = О № Щ ( ) <{ }e r e0 0 0 : , .
Введем понятие e-окрестности бесконечности:
 O x xne r eҐ( ) = О ( ) >{ } : , ,0
где e — сколь угодно большое положительное число.
Определение. Точка x 0  называется внутренней точкой мно-
жества D , если она входит в D  вместе с некоторой своей 
окреcтностью, т. е. $ > ( ) Нe e0 0:O x D .
Определение. Точка x 0  называется граничной точкой множе-
ства D , если в любой ее окрестности существует точка, при-
надлежащая множеству D , и точка, не принадлежащая множе-
ству �D , т. е. " > $ О ( ) $ О ( ) О Щ Пe e e0 0 0 :* *x O x x O x x D x D .
Множество всех граничных точек множества D  образует 




Определение. Точка x 0  называется изолированной точкой 
множества D , если можно указать окрестность этой точки, 
не содержащую других точек множества D , т. е.
 $ > ( )З =={ }e e0 0 0: .O x D x
Определение. Точка x 0  называется предельной точкой мно-
жества D , если в любой ее окрестности существует хотя бы одна 
точка (отличная от точки x 0 ), принадлежащая множеству D , 
т. е. " > $ О ( ) О { }e e0 0 0:x O x x D x , другими словами, в любой 
окрестности предельной точки содержится бесконечно много 
точек множества D .
Определение. Множество D  называется открытым, если все 
его точки внутренние.
Определение. Множество D  называется замкнутым, если 
оно содержит все свои предельные точки.
Определение. Множество D  называется ограниченным, если 
оно содержится в некотором замкнутом шаре O xR *йл щы , т. е. 
$ $ > Н йл щыx R D O xR
* *:0 .
Определение. Множество D  называется связным, если лю-
бые две его точки можно соединить непрерывной ломаной, со-
стоящей только из точек множества D . На рис. 3.3 а, б, в при-
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Определение. Связное открытое множество D  называется 
областью; область D  вместе со своей границей GD : D DИG  — 
замкнутой областью.
Пример 2. Найти и построить множество D f( )  точек обла-
сти определения функции z f x y= ( ), . Указать его свойства.
а) f x y
xy
, ;( ) = 1
б) f x y x y, ln ;( ) = +( )
в) f x y x y y x, cos sin .( ) = -3 3
Решение.
а) Множество D f( )  определяется неравенством xy № 0 , т. е. 
D f x y x y( ) = ( )О № Щ №{ }, :2 0 0� � � �  — множество точек координат-
ной плоскости Oxy  за исключением прямых x = 0  и y = 0 . Ге-
ометрически это множество представлено на рис. 3.4, а.
Свойства множества D f( ) :
— открытое, т. к. все его точки внутренние;
— незамкнутое, т. к. не содержит свои предельные точки, ле-
жащие на прямых x = 0  и y = 0 ;
— неограниченное, т. к. для круга сколь угодно большого ра-
диуса R  с центром в начале координат можно указать точ-
ку множества, например точку 2 2R R, �( ) , лежащую вне 
этого круга;
— несвязное, т. к. не всякие две его точки можно соединить 
непрерывной ломаной, состоящей из точек множества 
D f( ) , например, точки A 1 1, �( )  и B - -( )1 1, � .
б) Множество D f( )  определяется неравенством x y+ > 0 , 
т. е. D f x y y x( ) = ( )О > -{ }, :2 � � �  — множество точек координат-
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ной плоскости Oxy , лежащих выше прямой y x= - . Геометри-
чески это множество представлено на рис. 3.4, б.
Свойства множества D f( ) :
— открытое, т. к. все его точки внутренние;
— незамкнутое, т. к. не содержит свои предельные точки, ле-
жащие на прямой y x= - ;
— неограниченное, т. к. для круга сколь угодно большого ра-
диуса R  с центром в начале координат можно указать точ-
ку множества, например точку 0 2, � R( ) , лежащую вне это-
го круга;
— связное, т. к. любые две его точки можно соединить непре-
рывной ломаной, состоящей из точек множества D f( ) .
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Найдем пересечение множеств точек, координаты которых 
удовлетворяют совокупностям (1) и (2) — множество D f( ) . Ге-






Свойства множества D f( ) :
— не является открытым, т. к. не все его точки внутрен-
ние, например, точка O 0 0, �( )  принадлежит множеству, 
но не является внутренней, в данном случае она гра-
ничная;
— замкнутое, т. к. содержит все свои предельные точки 
(в данном примере множество предельных точек совпа-
дает с объединением множества внутренних точек и мно-
жества граничных точек);
— неограниченное, т. к. для круга сколь угодно большого ра-
диуса R  можно указать точку множества, лежащую вне 
этого круга;
— не связное, т. к. не всякие две его точки можно соединить 
непрерывной ломаной, состоящей из точек множества 
D f( ) , например, точки A p p, /-( )2  и B 2 3 2p p, /( ) .
Замечание. Понятия «открытое множество» и «замкнутое 
множество» не являются взаимоисключающими. Например, 
множество всех точек координатной плоскости Oxy  является 
открытым и замкнутым, а множество точек, лежащих в первом 
квадранте координатной плоскости Oxy , включая граничные 
точки (т. е. x yі і0 0и ), — не является ни открытым, ни зам-
кнутым.
Упражнения для самостоятельной подготовки
Найти и построить множество D f( )  точек области опреде-
ления функции z f x y= ( ), � . Указать его свойства.
а) f x y x y
y
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в) f x y R x y
x y r
R r, ;( ) = - - +
+ -




г) f x y y
x
, .( ) = arccos
2. Предел и непрерывность функции  
нескольких переменных
Пусть x 0  — предельная точка множества D  точек области 
определения D  функции нескольких переменных y f x= ( ) , где 
x x x xn= ј( )1 2, , , � � .
Определение. Число A  называется пределом функции f x( )  
при x x® 0  или в точке x 0 , если
 " > $ = ( ) > " О О ( )Ю ( ) - <
Ъ







В случае бесконечно большой при x x® 0  функции имеем:
 " > $ = ( ) > " О О ( )Ю ( ) >
Ъ





( ) = Ґ
0
Здесь x x® 0  означает, что координаты x  стремятся к ко-
ординатам x 0  одновременно и независимо друг от друга (говорят 
о пределе по совокупности переменных), т. е. рассматриваются 
всевозможные (по различными направлениям) пути стремле-
ния точки x  к точке x 0 .
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Если же рассматривать поочередное стремление x xk k® 0  
(k n=1 2, ,..., ) при фиксированных значениях всех остальных ко-
ординат, то получим так называемые повторные пределы. По-
вторные пределы, вообще говоря, могут оказаться различными 
либо не существовать.
Существование предела по совокупности переменных 
не связано с существованием повторных пределов, т. е. если 
существует предел по совокупности переменных, повторные 
пределы (один или несколько) могут и не существовать или 
быть различными; и наоборот, если повторные пределы суще-
ствуют (и равны), предел по совокупности переменных может 
не существовать.
Пример 1. Найти, если существуют, предел функции f (x, y). 
при x y, ,( )® ( )0 0  по совокупности переменных и повторные 
пределы:




, ;( ) = +� �sin sin1 1  в) f x y xy
x y
, ;( ) =
+2 2
б) f x y x y
x y
, ;( ) = -
+
2 2
2 2    г) f x y
x y
x y





а) Воспользуемся определением предела функции несколь-
ких переменных (в предположении, что A = 0 ) и оценим мо-
дуль функции (при любых x y№ №0 0и ) :








,( ) = + Ј + =� � � �sin sin sin sin1 1 1 1




x y x ysin sin ,
1 1
2 22 2 r
где r = +x y2 2  — расстояние между точками x y,( )  и 0 0,( ) .
110
Глава 3. ДИФФЕРЕНЦИАЛЬНОЕ ИСЧИСЛЕНИЕ ФУНКЦИИ НЕСКОЛЬКИХ ПЕРЕМЕННЫХ 
Потребуем, чтобы 2r  было меньше любого сколь угодно ма-
лого положительного e, и решим это неравенство относитель-
но r:






 " > $ = "( )О < + < Ю ( ) <e d e d e0
2
0 2 2, : , .x y D x y f x y
Показали по определению, что










Рассмотрим вопрос существования повторных пределов
 lim lim , lim lim , .
x y y x
f x y f x y
® ® ® ®
( )( ) ( )( )0 0 0 0и
Зафиксируем x № 0 . Рассмотрим предел при y® 0 :
 lim , lim ,
y y






























Аналогично при фиксированном y № 0  получаем:














1 1 1 1
� � � � � � �lim
ш
ч.
Таким образом, повторные пределы в точке (0,0) не суще-
ствуют, но существует предел по совокупности переменных.
б) Покажем, что не существует предела по совокупности пе-
ременных в точке 0 0,( ) .
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Рассмотрим величину предела при приближении к точке 
(0,0) по прямой y x= 2  и по прямой y x= 3 :

































































Так как указанные пределы различны, то предел по совокуп-
ности переменных не существует.
Найдем повторные пределы:
 lim lim , lim lim lim
x y x y x
f x y
x y
x y® ® ® ® ®











 lim lim , lim lim lim
y x y x x
f x y
x y
x y® ® ® ® ®







0 0 0 0
2 2
2 2 0
1( ) = -1.
Повторные пределы существуют, но различны; предел по со-
вокупности переменных не существует.
в) Покажем, что не существует предела по совокупности пе-
ременных в точке 0 0,( ) .
Рассмотрим величину предела при приближении к точке 
(0,0) по прямой y x=  и по параболе y x= 2 :
























































Так как указанные пределы различны, то предел по совокуп-
ности переменных не существует.
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Найдем повторные пределы:
 lim lim , lim lim lim ,
x y x y x
f x y
xy
x y® ® ® ® ®






ч = =0 0 0 0 2 2 0 0 0
 lim lim , lim lim lim .
y x y x x
f x y
xy
x y® ® ® ® ®






ч = =0 0 0 0 2 2 0 0 0
Повторные пределы существуют и равны между собой; пре-
дел по совокупности переменных не существует.















































2 2 2 0
cos sin








 lim lim , lim lim lim
x y x y x
f x y
x y
x y® ® ® ® ®











 lim lim , lim lim lim
y x y x x
f x y
x y
x y® ® ® ® ®











В этом случае совпали все три значения, и повторные пре-
делы, и предел по совокупности переменных.
Пусть x 0  — предельная точка множества D . Введем поня-
тие непрерывности в точке и на множестве функции несколь-
ких переменных.
Определение 1. Функция нескольких переменных f x( )  
непрерывна в точке x D0 О , если она определена в некоторой 
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окрестности точки x 0 , существует конечный предел функции 
в точке, совпадающий со значением функции в точке, т. е.
 lim .
x x
f x f x
®
( ) = ( )
0
0
Определение 2. Функция нескольких переменных f x( )  
непрерывна в точке x D0 О , если бесконечно малым прираще-
ниям независимых переменных соответствует бесконечно ма-
лое приращение функции, т. е.




f x x x x f x f x f x
®
( ) = = - ( ) = ( ) - ( )
0
0 0 0 00, где �
Следует различать непрерывность по совокупности пере-
менных и непрерывность по каждой из координат. Если функ-
ция f x( )  в точке x 0  непрерывна по совокупности переменных 
x x xn1 2, , ,� ј , то она непрерывна и по каждой переменной xk . 
Обратное утверждение, вообще говоря, не верно.
Пример 2. Исследовать функцию z f x y= ( ),  на непрерыв-
ность в точке (0,0):

























Функция z f x y= ( ),  определена на всей числовой плоско-
сти, в том числе и в точке (0,0). Рассмотрим вопрос о существо-
вании предела функции в этой точке.
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2 2 2 0
Так как величина предела зависит от угла j, т. е. зависит 
от направления, то предел функции в точке не существует, сле-
довательно, функция z f x y= ( ),  терпит разрыв в точке 0 0,( ) .
Заметим, что при этом функция непрерывна и по координа-
те x , и по координате y  в отдельности:
 lim , , , ,
,x
y
f x y f y f
®
" №
( ) = ( ) = = ( )
0
0
0 0 0 0
 lim , , , .
,y
x
f x y f x f
®
" №
( ) = ( ) = = ( )
0
0
0 0 0 0
Для функции, непрерывной в точке, справедливы следую-
щие утверждения:
— если f x( )  и g x( )  непрерывны в точке x 0 , то в этой точ-
ке непрерывны и следующие функции:






,  если g x( ) № 0  в некоторой O xd 0( );
— если функция f x( )  непрерывна в точке x 0 , а функция 
x t= ( )j  непрерывна в точке t 0 , где t t t tk= ј( )1 2, , , , и j t x0 0( ) = , 
то сложная функция f tj( )( )  непрерывна в точке t 0 .
Определение. Функция f x( )  непрерывна на множестве D , 
если она непрерывна в каждой точке этого множества.
Определение. Точка x D0 О  называется точкой разрыва функ-
ции f x( ) , если функция не является непрерывной в ней.
Точки разрыва могут быть как изолированными, так и за-
полнять собой линии, поверхности и т. п.
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Пример 3. Указать множество точек разрыва следующих 
функций двух и трех переменных:
а) f x y x y
x y
, ;( ) = +
-
2 2
2 2  в) f x y z
x y z
xy z
, , ;( ) = + +
-
б) f x y
x y




 г) f x y z
x y z





а) прямые y x=  и y x= -  — линии разрыва;
б) окружность x y2 2 1+ =  — линия разрыва;
в) гиперболический параболоид z xy=  — поверхность раз-
рыва;
г) конус z x y2 2 2= +  — поверхность разрыва.
Справедливы следующие утверждения:
— функция, непрерывная на ограниченном, связном, зам-
кнутом множестве, ограничена на нем;
— функция, непрерывная на ограниченном, связном, зам-
кнутом множестве, достигает на нем своих наибольшего и наи-
меньшего значений.
Упражнения для самостоятельной подготовки
1. Найти, если существуют, предел функции f x y,( )  при 
x y, ,( )® ( )0 0  по совокупности переменных и повторные пре-
делы:
а) f x y x y
x y
, ;( ) =
+
2 2
4 2  в) f x y
x y
x y














 г) f x y x
x y
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2. Изучить поведение функции f x y,( )  в окрестности точек 
(0,0), (1,2), (–2,2), если
 f x y x xy
x y
, .( ) = +
+
2 33
3. Производные и дифференциалы функций  
нескольких переменных
3.1. Частные производные первого порядка и полный дифференциал 
функции нескольких переменных
Для упрощения изложения рассмотрим случай функции двух 
переменных. Пусть функция z f x y= ( ),  определена в открытой 
области D , x y D0 0,( )О . Зафиксируем значение переменной 
y y= 0 . Придадим значению x0  приращение Dx . Получим но-
вое значение переменной x x x= +0 D . Функция �z f x y= ( ),  в точ-
ке x y0 0,( )  получит частное приращение по x :
 D D Dx xz f x y f x x y f x y= ( ) = +( ) - ( )0 0 0 0 0 0, , , .
Аналогично, частное приращение по y  равно:
 D D Dy yz f x y f x y y f x y= ( ) = +( ) - ( )0 0 0 0 0 0, , , .
Если одновременно обеим независимым переменным x  и 
y  придадим приращения Dx  и Dy  соответственно, то функция 
z f x y= ( ),  получит полное приращение:
 D D D Dz f x y f x x y y f x y= ( ) = + +( ) - ( )0 0 0 0 0 0, , , .
Вообще говоря, D D Dz z zx y№ + .
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Пример 1. Дана функция z x y= Ч . Найти ее полное и част-
ные приращения в точке x y0 0,( ) .
Решение.
Найдем частные приращения функции z x y= Ч :
 D D Dx z x x y x y x y= +( ) Ч - Ч = Ч0 0 0 0 0,
 D D Dy z x y y x y x y= Ч +( ) - Ч = Ч0 0 0 0 0 .
Полное приращение функции z x y= Ч  равно:
 D D D D D D Dz x x y y x y x y x y x y= +( ) +( ) - Ч = Ч + Ч + Ч0 0 0 0 0 0 .
Заметим, что D D D D Dx yz z x y x y z+ = Ч + Ч №0 0 .
Определение. Частной производной первого порядка функции 
z f x y= ( ),  по x  в точке x y0 0,( )  называется предел отношения 
частного приращения функции по x  в точке x y0 0,( )  к прира-

















































� � � �
0 0
0 0
 ў ў ( ) ( )z f x y D z D f x yx x x x, , ; , , .� � � � � �0 0 0 0
Аналогично определяется частная производная первого по-
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В случае функции n  переменных y f x= ( )  частные произво-

























где частное приращение функции по k-й переменной равно
 D Dk k k k k nf x f x x x x x x0 10 10 0 10 0( ) = ј + ј( ) -- +, , , , , ,
 - ј ј( )- +f x x x x xk k k n10 10 0 10 0, , , , , , .
Таким образом, при дифференцировании функции несколь-
ких переменных по k-й переменной все остальные переменные 
полагаются постоянными (константами). При этом относитель-
но k-й переменной справедливы правила дифференцирования 
и формулы производных основных элементарных функций од-
ной переменной.
Пример 2. Найти частные производные первого порядка 
от следующих функций:
а) f x y x y, ;( ) =   б) f x y x
y
, .( ) = arctg
Решение.
а) Частную производную по x  найдем как производную сте-
пенной функции от x  (при y = const ):
 ў = ( )ў = -f x yxx y x y 1.
Частную производную по y  найдем как производную пока-
зательной функции от y  (при x = const ):
 ў = ( )ў =f x x xy y y y ln .
б) Воспользуемся правилом дифференцирования сложной 
функции одной переменной:
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Пример 3. Найти частные производные первого порядка 
функции u f x y z= ( ), ,  в точке M 0 1 1 1, ,�� -( ) , если
 f x y z x
x y z
, , .( ) =
+ +2 2 2
Решение.
Для нахождения частной производной по x  (при y = const  
и z = const ) воспользуемся правилом дифференцирования 
дроби:
 ў =
( ) Ч + +( ) - Ч + +( )
+ +( )
=f




' '2 2 2 2 2 2
2 2 2 2
 =










2 2 2 2
2 2 2
2 2 2 2
2
.
Для нахождения частной производной по y  запишем функ-
цию в виде
 f x y z x
x y z
x x y z, ,( ) =
+ +
= Ч + +( )-2 2 2 2 2 2
1
и воспользуемся правилом дифференцирования сложной функ-
ции (при x = const  и z = const ):
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 f x x y z x x y zy
y y
' ' '= Ч + +( )( ) = Ч + +( )( ) =- -2 2 2 1 2 2 2 1
 = - Ч + +( ) Ч = -
+ +( )
-
x x y z y
xy
x y z
2 2 2 2




Частную производную по z  (при x = const  и y = const ) най-
дем аналогично:
 f x x y z x x y zz
z z
' ' '= Ч + +( )( ) = Ч + +( )( ) =- -2 2 2 1 2 2 2 1
 = - Ч + +( ) Ч = -
+ +( )
-
x x y z z
xz
x y z
2 2 2 2




Вычислим значения частных производных в точке M 0 :












































Механическая интерпретация частных производных первого 
порядка: аналогично производной функции одной переменной, 
частные производные первого порядка функции нескольких пе-
ременных выражают скорость изменения функции по направле-
нию соответствующих координатных осей.
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Рассмотрим геометрическую интерпретацию частных про-
изводных первого порядка на примере функции двух перемен-
ных. Пусть функция z f x y= ( ),  определена в окрестности точ-
ки x y0 0,( ) , z f x y0 0 0= ( ), , а график функции представляет 
некоторую поверхность P z f x y: ,� = ( ) , как показано на рис. 3.5.
Рис. 3.5
Зафиксируем переменную y y= 0 , получим кривую Gx  (как 
результат пересечения поверхности P  и плоскости y y= 0 ):
 Gx










Частная производная по x  в точке x y0 0,( )  равна тангенсу 
угла наклона α (угловому коэффициенту) касательной прямой, 
проведенной к кривой Gx  в точке M x y z0 0 0 0, ,( ) :
 ¶
¶
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Аналогично, зафиксировав переменную x x= 0 , получим кри-
вую Gy . Частная производная по y  в точке x y0 0,( )  равна тан-
генсу угла наклона β (угловому коэффициенту) касательной 
прямой, проведенной к кривой Gy  в точке M x y z0 0 0 0, ,( ) :
 ¶
¶











Можно показать, что уравнение касательной плоскости к по-
верхности z f x y= ( ),  в точке M x y z0 0 0 0, ,( )  имеет вид
 z z f x y x x f x y y yx y- = ў ( ) -( ) + ў ( ) -( )0 0 0 0 0 0 0, , ,






















Замечание. Если уравнение поверхности задано в неявном 




Ч -( ) + ¶
¶
Ч -( ) + ¶
¶









M M M0 0 0
0 0 0 0,
























Пример 4. Написать уравнение касательной плоскости 
и уравнения нормали к поверхности z x y= - -4 2 2  в точке 
M 0 1 1 2, ,-( )� . Сделать схематичный чертеж.
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Решение.
По условию �z x y= - -4 2 2 , x0 1= , y0 1= - , z0 2= . Найдем 












y2 2, .� �
Вычислим их значение в точке x y0 0,( ) :
 ¶
¶


























Подставим найденные значения в уравнение касательной 
плоскости, получим
 z x y- = - -( ) + +( )2 2 1 2 2  или 2 2 8x y z- + = .
Подставим значения производных в уравнение нормали:















ден на рис. 3.6.
Определение.  Функция 
нескольких переменных f x( )  
называется дифференцируемой 
в точке x 0 , если она определена 
в некоторой окрестности этой 
точки и ее полное приращение 
может быть представлено в виде
          D D Df x a x o x0( ) = Ч + ( ),
Рис. 3.6
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0( ) = +( ) - ( ) ( ) =
®
, lim ,


















Определение. Функция f x( )  называется дифференцируемой 
на множестве D , если она дифференцируема в каждой точке 
этого множества.
Пример 5. Показать, что функция z x y= 2  дифференцируе-
ма в точке M x y0 0 0,( ) .
Решение.
Радиус-вектор точки M 0  равен r x y0 0 0={ }, . Дадим ему при-
ращение D D Dr x y={ }, � . Получим точку M , радиус-вектор ко-
торой равен r r r= +� 0 D  или x y x x y y, ,{ }= + +{ }0 0D D� � . Тогда пол-
ное приращение функции Dz M z M z M0 0( ) = ( ) - ( )  равно




0( ) = +( ) +( ) - =
 = + + + +2 20 0 02 0 0 2 2x y x x y x x y y x x yD D D D D D D .
Обозначим a x y x={ }2 0 0 02, � � . Покажем, что 2 0 0 2x x y y xD D D+ +  
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 = = =



















r j r j
r j0 0




cos sin cos cos sin
r
j





2 2 3 22x y
 = + +( ) =
®
"
lim cos sin cos cos sin .
r
j
r j j r j r j j
0 0 0
2 2 22 0x y
Получаем, что D D Dz M a r o r0( ) = Ч + ( ) , т. е. функция диффе-
ренцируема в точке M x y0 0 0,( )  по определению.
Сформулируем теоремы о связи дифференцируемости 
с непрерывностью, существованием частных производных и ус-
ловия дифференцируемости в точке.
теорема. Если функция f x( )  дифференцируема в точке x 0 , 
то она непрерывна в этой точке.
теорема. Если функция f x( )  дифференцируема в точке x 0 , 
то в этой точке существуют частные производные первого по-
рядка функции f x( )  по каждой переменной.
теорема (достаточные условия дифференцируемости в точ-
ке). Если в некоторой окрестности O x 0( )  точки x 0  существу-
ют частные производные первого порядка функции f x( )  
по всем ее аргументам, непрерывные в самой точке x 0 , то функ-
ция f x( )  дифференцируема в точке x 0 .
следствие. Полное приращение дифференцируемой в точ-
ке функции можно представить в виде
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Определение. Полным дифференциалом функции нескольких 



















Под дифференциалами независимых переменных dxk  пони-
маются произвольные приращения Dxk , поэтому полный диф-


















Пример 6. Найти полный дифференциал функции z yx y= .
Решение.
Полный дифференциал функции двух переменных равен
 dz z dx z dyx y= +' ' .
Найдем частные производные заданной функции:





y y' ' ' '= ( ) = = ( ) = +-2 1, ln .� � � �
Запишем полный дифференциал:
 dz y x dx x y x dyy y= + +( )-2 1 1 ln .
Полный дифференциал функции нескольких переменных 
применяется в приближенных вычислениях: при вычислении 
приближенного значения функции и при оценке погрешностей.
Рассмотрим на примере функции двух переменных.
Полное приращение функции z f x y= ( ),  в точке x y0 0, �( )  рав-
но D D Dz f x x y y f x y= + +( ) - ( )� �0 0 0 0, , .  С другой стороны, полное 
приращение приближенно равно
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0 0 0 0, , .
Тогда формула для вычисления приближенного значения 
функции z f x y= ( ),  в точке x x y y0 0+ +( )D D, �  имеет вид:






y0 0 0 0





D D D D, ,
, ,
.
Пример 7. Вычислить приближенно 1 02 0 983 2, ,( ) Ч ( ) .
Решение.
Рассмотрим функцию двух переменных z x y= Ч3 2 . Искомое 
число можно считать значением этой функции в точке x y, �( )  
при x x x y y y= + = = + =0 01 02 0 98D D, , ,� � . Пусть x y0 01 1= =, � � . Тог-
да D Dx y z x y= = - ( ) =0 02 0 02 10 0, , , , ,� � � � .
Найдем частные производные функции в точке 1 1, �( ) :













�( ) ( )
( )
= ( ) = =Ч













�( ) ( )
( )
= Ч( ) = =
Подставим численные значения в формулу для вычисления 
приближенного значения функции, получим:
 1 02 0 98 1 3 0 02 2 0 02 1 023 2, , , , , .( ) Ч ( ) » + Ч + Ч -( ) =
Рассмотрим использование полного дифференциала для 
оценки погрешности вычислений на примере функции двух 
переменных.
Пусть Dx  и Dy  — абсолютные погрешности аргументов x  
и y :
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 D D D Dx yx yЈ Ј, .� �
Оценим полное приращение функции z f x y= ( ), :
 D D D D Dz dz z x z y z x z yx y x y» = ў + ў Ј ў + ў .
Тогда за предельную абсолютную погрешность Dz  функции 
z f x y= ( ),  можно принять D D Dz x yx yz z= ў + ў .
Пример 8. При измерении на местности треугольника ABC  
получены следующие данные: сторона a = ±200 2 м  м , сторона 
b = ±300 5 м  м , угол между ними C = ° ± °60 1 . С какой абсолют-
ной погрешностью может быть вычислена третья сторона c ?
Решение.
Для вычисления длины u  стороны c  воспользуемся теоре-
мой косинусов, получим
 u a b C a b ab C, , .( ) = + -2 2 2 cos
Найдем частные производные функции трех переменных 
в точке M 0 200 300 60, ,� �( ) :
 u a b C















 u b a C















 u ab C














Абсолютные погрешности аргументов равны
 D D Da b C= = = ° »2 5 1 0 017м м рад, , , .� � � � �
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Тогда абсолютная погрешность, с которой может быть вы-
числена третья сторона, равна
 D D D Du a a b b C Cu u u= ў + ў + ў » 7 586, .м
Упражнения для самостоятельной подготовки
1. Найти частные производные первого порядка функций:


























;    е) u xz
x
y= ( ) .�
2. Написать уравнение касательной плоскости и уравнения 
нормали к следующим поверхностям в указанных точках:
а) z x y M= - - - -( )12 4 2 1 22 2 0, , , ;� � �
б) x y z M
2 2 2
016 9 8
0 4 3 4+ - = ( ), , , ;� � � �











чч, , , .� � � � �
3. Найти полные дифференциалы следующих функций:
а) z x y= +ln ;2 2   в) z x x y= Ч +( )sin ;











а) � �4 05 2 932 2, , ;( ) + ( )  б) sin cos32 59° Ч °; � � �   в) 1 03
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При переводе градусов в радианы брать три значащие циф-
ры, последний знак округлить.
3.2. Дифференцирование сложных функций
Рассмотрим два случая дифференцирования сложной функ-
ции на примере функции двух переменных.
Если функция z f x y= ( ),  дифференцируема и каждая из пе-
ременных (так называемых промежуточных переменных) в свою 
очередь является дифференцируемой функцией независимой 
переменной t : x t y t= ( ) = ( )j y, , то производная сложной функ-


































Если функция z f x y= ( ),  дифференцируема и каждая из пе-
ременных в свою очередь является дифференцируемой функ-
цией двух независимых переменных u vи : x u v= ( )j , , y u v= ( )y , , 
то частные производные сложной функции z f u v u v= ( ) ( )( )j y, , ,  
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Формулы производных сложной функции могут быть рас-
пространены и на другие виды сложных функций нескольких 
переменных по общему правилу: производная сложной функ-
ции по независимой переменной равна сумме произведений 
частных производных внешней функции по каждой из проме-
жуточных переменных на производные этих промежуточных 
переменных по указанной независимой переменной.
Пример 1. Вычислить все производные первого порядка 
по независимым аргументам от следующих сложных функций:
а) z x y x uv y v
u
= +( ) = =ln , , ;2 2 где �
б) z x
y
x t y t= = =
1
2
2 2ln , , ;� �где tg ctg









г) u t x t
y
y t x= + = +( )2 2 22, .где cos
Решение.
а) Имеем две промежуточные переменные x  и y , каждая 
из которых в свою очередь является функцией двух независи-
мых переменных u  и v . Таким образом, требуется найти част-































































































































































































2 2 2 2
� �, где , .





















б) Здесь две промежуточные переменные x  и y , каждая 
из которых в свою очередь является функцией одной незави-
симой переменной t . Таким образом, требуется найти полную 



















































































































































tg ctg� � � � � �, , 2t.







в) В данном случае функция u  зависит от двух переменных 
x  и y , причем переменная y  в свою очередь является функ-
цией одной независимой переменной x . Таким образом, тре-












































































































� � �, .где












г) Здесь функция u  зависит от трех переменных x , y  и t , 
причем переменная y  в свою очередь является функцией двух 
независимых переменных x  и t . Таким образом, требуется най-
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Получим искомые частные производные:
 ¶
¶




























































Пример 2. Показать, что функция z y f x y= Ч -( )2 2  удовлет-
воряет уравнению
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Решение.
Обозначим u x y x y,( ) = -2 2 . Тогда z y f u x y= Ч ( )( ),  — слож-
ная функция. Найдем частные производные:
 ¶
¶
= Ч ўЧ ў = Ч ўЧ = ў
z
x
y f u y f x xyfu x u u2 2 ,
 ¶
¶
= + Ч ўЧ ў = - Ч ўЧ = - ў
z
y
f y f u f y f y f y fu y u u2 2
2 .
Подставим в уравнение:














= Ч ў+ Ч - ў( ) =









Упражнения для самостоятельной подготовки
1. Найти все производные первого порядка по независимым 
аргументам от следующих сложных функций:
а) u x
y
x t y t= = = +ln , , ;sin где 3 12 2� �
б) z x
y
x u v y u v= = Ч = Чarctg , где cos sin, ;�
в) u e x z z x yy= Ч +( ) = +cos , где3 2 �;
г) u y xz
z
x t v y
t
v




















= +tg , где2 3
1 1
2ln , .� �
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3. Производные и дифференциалы функций нескольких переменных 
2. Показать, что функция





















3.3. Дифференцирование неявно заданных функций
Сформулируем условия существования однозначной непре-
рывной неявной функции одной переменной, имеющей непре-
рывную производную.
теорема. Пусть 1) функция F x y, �( )  определена и непрерыв-
на в окрестности O M 0( )  точки M x y0 0 0, �( )  и F x y0 0 0, �( ) = ; 
2) частные производные F x yx' , �( )  и F x yy' , �( )  существуют и непре-
рывны в указанной окрестности O M 0( ) ; 3) производная 
F x yy' 0 0, �( )  отлична от нуля. Тогда существует окрестность 
x x0 0- +( )d d, , в которой уравнение F x y, �( ) = 0  определяет y  как 
однозначную непрерывную функцию от x : y f x= ( )  — так на-
зываемую неявно заданную (неявную) функцию одной перемен-
ной — такую, что F x f x, � ( )( ) є 0  на x x0 0- +( )d d,  и f x y0 0( ) = ; 
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На практике для вычисления производной ўyx  от неявной 
функции одной переменной удобнее продифференцировать 
тождество F x f x, � ( )( ) є 0  по x :
 ў ( ) + ў ( ) Ч ў =F x y F x y yx y x, ,� � 0
и выразить искомую производную ўyx  (при ў №Fy 0 ):













Пример 1. Показать, что уравнение x y xy2 2 2 1 0+ - - =  
в окрестности точки 1 2, �( )  задает неявно функцию y f x= ( )  
и найти производную первого порядка от этой функции.
Решение.
Проверим, выполнены ли условия существования неявно 
заданной функции:
1) функция F x y x y xy, �( ) = + - -2 2 2 1  непрерывна на плоско-
сти Oxy , в точке 1 2, �( )  функция F x y, �( )  равна F 1 2 0, �( ) = ;
2) частные производные от функции: ў ( ) = -F x y x yx , � 2 2  
и ў ( ) = -F x y y xy , � 2 2  также непрерывны на плоскости Oxy ;
3) ў ( ) = №Fy 1 2 2 0, .�
Условия выполнены, следовательно, рассматриваемое урав-
нение в окрестности точки 1 2, �( )  задает неявно функцию 
y f x= ( )  и ее производная равна













Пример 2. Вычислить производную ўyx  от неявной функции, 
заданной уравнением
 ln .x y y
x
2 2+ = arctg
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Решение.
Продифференцируем уравнение по x , считая y  функцией 
от x , получим
 ln ,x y y
xx x

































Упростим и выразим ўyx , получим






Аналогичные утверждения могут быть сформулированы 
и для неявных функций от нескольких переменных, в част-
ности, условия существования неявной функции двух переменных 
(и соответствующих частных производных первого порядка).
теорема. Пусть 1) функция F x y z, ,�( )  определена и непре-
рывна в некоторой окрестности O Md 0( )  точки M x y z0 0 0 0= ( ), ,�  
и обращается в этой точке в нуль: F x y z0 0 0 0, ,�( ) = ; 2) частные 
производные ў ( )F x y zx , ,� � , ў ( )F x y zy , ,�  и ў( )F x y zz , ,�  существуют 
и непрерывны в O Md 0( ) ; 3) производная ў( )F x y zz 0 0 0, �  отлична 
от нуля.
Тогда уравнение F x y z, ,�( ) = 0  в некоторой окрестности точ-
ки P x y0 0 0= ( ), �  определяет z  как однозначную непрерывную 
функцию от x  и y : z f x y= ( ),  такую, что F x y f x y, , ,� ( )( ) є 0  
в окрестности точки P0  и f x y z0 0 0,( ) = ; кроме того, функция 
z f x y= ( ),  имеет непрерывные частные производные:
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F x y z
F x y z
z
y

















На практике для вычисления частных производных от неяв-
ной функции удобнее продифференцировать тождество 
F x y f x y, , ,� ( )( ) є 0  отдельно по x  и по y :
 ў ( ) + ў( ) Ч ў =F x y z F x y z zx z x, , , , ,� � 0
 ў ( ) + ў( ) Ч ў =F x y z F x y z zy z y, , , , ,� � 0
и выразить искомые частные производные ўzx  и ўzy  (при ў №Fz 0 ):







F x y z
F x y z
z
F x y z

















Пример 3. Найти частные производные ўzx  и ўzy  от неявной 
функции, заданной уравнением x y z yz y2 2 22 3 0- + - + = .  Вы-
числить производные ўzx  и ўzy  в точке M 0 1 1 0, ,��( ) .
Решение.
Считая z  функцией переменных x  и y , продифференци-
руем уравнение по x  и по y :
 x y z yz y x z z y z
x x x
2 2 22 3 0 2 6 0- + - +( )ў = Ю + Ч ў - Ч ў =� ,
 x y z yz y
y
2 2 22 3 0- + - +( )ў = Ю
 Ю- + Ч ў - - Ч ў + =4 6 1 0y z z z y zy y .
Выразим частные производные ўzx  и ўzy  из полученных урав-
нений:

















3. Производные и дифференциалы функций нескольких переменных 
Вычислим значение производных ўzx  и ўzy  в точке M 0 1 1 0, ,��( ) :























Упражнения для самостоятельной подготовки
1. Вычислить производную ўyx  от следующих неявных функ-
ций, заданных уравнениями:
а) 1 0+ - +( ) =-xy e exy xyln ;
б) arcsin x
y










2. Найти частные производные ўzx  и ўzy  от неявных функ-
ции, заданных следующими уравнениями:
а) x y y z z xЧ + Ч + Ч =cos cos cos 1;
б) e z exy z- - + =2 0;
в) y xy y
z
2 0+ ( ) - =ln .arccos
3.4. Производная по направлению. Градиент
Введем понятие производной по направлению на примере 
функции трех переменных.
Пусть функция u f x y z= ( ), ,� �  определена в области D ; точка 
M x y z D0 0 0 0, ,� �( )О ; вектор l  задает направление оси l , прохо-
дящей через точку M 0 . Рассмотрим вектор M M0  сонаправлен-
ный с вектором l , длина которого равна M M0  (см. рис. 3.7).
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Определение. Производной функции 














Эта производная характеризует 
скорость изменения функции f M( )  
в точке M 0  по направлению l .
Предположим, что функция 
f x y z, ,� �( )  имеет в области D  непре-
рывные частные производные. Пусть 
ось l  образует с осями координат углы α, β, γ; направляющие 
косинусы вектора l  равны cos , cos , cosa b g . Полагаем t M M= 0 , 
тогда координаты точки M  можно рассматривать как функ-
ции t :
 x x t y y t z z t= + Ч = + Ч = + Ч0 0 0cos , cos , cos ,a b g
а функцию f M f x y z( ) = ( ), ,� �  — как сложную функцию 
j t f x t y t z t( ) = ( ) ( ) ( )( ), ,  переменной t , причем точке M 0  соот-






( ) - ( )
=






































Окончательно получаем формулу для вычисления произво-
дной от функции f x y z, ,� �( )  по направлению �l :
Рис. 3.7
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cos cos cos .a b g
Пример 1. Найти производную функции
 u x y z= + +( )ln 2 2 2
в точке M 0 1 2 1, ,� �( )  в направлении вектора l i j k= + +2 4 4 .
Решение.
Найдем частные производные функции u  и вычислим их 









































































Вычислим длину вектора l :
 l l l lx y z= + + = + + =2 2 2 2 2 22 4 4 6.
Определим направляющие косинусы вектора l :












Воспользуемся формулой для вычисления производной 
по направлению, получим:
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zM M M M0 0 0 0
cos cos cosa b g















С понятием производной по направлению тесно связано по-
нятие «градиент функции».
Определение. Градиентом функции u f x y z= ( ), ,� �  называется 
вектор, координаты которого равны соответствующим частным 
производным данной функции:


















Говорят, что в области D  определено векторное поле гради-
ента.
Для обозначения градиента может также использоваться опе-
ратор набла:













Тогда grad �u u= С .
Рассмотрим единичный вектор l0 , сонаправленный с l :
 l i j k0 = + +cos cos cos .a b g
Найдем скалярное произведение векторов grad �u  и l0 :






















u l ulgrad пр grad� �0 .
145
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Проекция ненулевого вектора grad �u  на направление векто-
ра l0  принимает наибольшее значение, если grad �u  сонаправ-
лен с l . Следовательно, градиент функции направлен в сторо-
ну наибольшей скорости возрастания функции в данной точке, 
а значение этой скорости равно длине вектора градиента:

































Пример 2. Найти направление и величину наибольшей ско-
рости возрастания функции u x y z= + +2 2 2  в точке M 0 2 2 1, ,� �-( ) .
Решение.
Найдем частные производные функции u x y z= + +2 2 2  и вы-


























































Градиент функции в точке M 0  равен:

















= - +4 4 2 .
Найдем длину градиента:
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 grad �u = + -( ) + =4 4 2 62 2 2 .
Получим, что наибольшая скорость возрастания функции 
будет в направлении вектора 4 4 2i j k- +  и ее величина равна 6.
Упражнения для самостоятельной подготовки







x yz= + + -
2 2 2
2
в точке M 0 1 2 1, ,� �( )  в направлении, образующем равные углы 
с осями координат.
2. Найти производную функции z x x y xy= - + +3 2 22 1  в точ-
ке M 1 2, �( )  в направлении от этой точки к точке N 4 6, �( ) .
3. Найти направление и величину наибольшей скорости воз-
растания функции u y z xy yz x= + - - +2 22 2  в точке M 1 1 1, ,� �-( ) .
4. Найти угол между градиентами функции z x y y x= +3 2  
в точках A 1 1, �( )  и B -( )1 1, � .
4. Производные и дифференциалы высших порядков
4.1. Производные высших порядков
Пусть функция z f x y= ( ),  имеет в некоторой окрестности 
точки x y0 0,( )  частные производные первого порядка по x  и по 
y . Предположим, что эти производные, в свою очередь явля-
ясь функциями от x  и y , имеют в точке x y0 0,( )  частные про-
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4. Производные и дифференциалы высших порядков
изводные по x  и по y . Последние для исходной функции бу-











































































Также для частных производных второго порядка функ-
ции двух переменных могут использоваться следующие обо-
значения:
 ўў ўў ўў ўўz z z zx xy yx y2 2, , , ;� � � � � �
 � � � � � � � �ўў ( ) ўў ( ) ўў ( ) ўў (f x y f x y f x y f x yx xy yx y2 20 0 0 0 0 0 0 0, , , , , , , ).
В случае функции n  переменных y f x= ( )  частные произ-

















2 0 0f x
x x x
f x
xi j j i
.
Аналогично вводятся понятия частных производных третье-
го, четвертого и т. д. порядков.
Частная производная высшего порядка, взятая по различ-
ным переменным, называется смешанной. Например, смешан-










Пример 1. Найти все частные производные второго поряд-
ка следующих функций:
а) f x y x y, ;( ) =   б) f x y x
y
, .( ) = arctg
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Решение.
а) Частные производные первого порядка равны:
 ў = ў =-f yx f x xx yy y1, ln .� �
Найдем частные производные второго порядка:
 ў = ў( )ў = ( )ў = -( )- -f f yx y y xx x x y x y2 1 21 , �
 ўў = ў( )ў = ( )ў = +- - -f f yx x yx xxy x y y y y y1 1 1 ln ,
 ўў = ў( )ў = ( )ў = + Ч = +- - -f f x x yx x x
x
yx x xyx y x
y
x
y y y yln ln ln ,1 1 1
1
 ўў = ў( )ў = ( )ў =f f x x x xy y y y y y2 2ln ln .











x yx y2 2 2 2
, .� �


















































































































4. Производные и дифференциалы высших порядков
Пример 2. Найти все частные производные второго порядка 
неявной функции z x y, �( ) , заданной уравнением
 e x y zz - + + =2 3 0 ,
и вычислить их значение в точке M 0 2 1 0, ,��( ) .
Решение.
Найдем частные производные первого порядка, продиффе-
ренцировав уравнение по x  и по y , полагая z  функцией пе-
ременных x  и y :





x x x z
- + +( )ў = Ю ў - + ў = Ю ў =
+









y y y z































Для поиска частных производных второго порядка восполь-
зуемся тем же правилом: продифференцируем по x  и по y  по-
лученные на предыдущем шаге уравнения, полагая z , ўzx  и ўzy  
функциями переменных x  и y :





ў - + ў( )ў = Ю ў( ) + ўў - + ўў =2 0 2 02 2 2 ,




xy xyў - + ў( )ў = Ю ў ў + ўў - + ўў =2 0 2 0,




yx yxў - + ў( )ў = Ю ў ў + ўў - + ўў =2 0 2 0,





ў - + ў( )ў = Ю ў( ) + ўў + ўў =2 20 02 2 ,
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Аналогично можно найти частные производные третьего, 
четвертого и т. д. порядков.
Заметим, что в данных примерах смешанные производные 
ўўfxy  и ўўfyx  совпадают, однако, существуют примеры, где это 
не так. Сформулируем теорему о смешанных производных 
функции двух переменных, определяющую условия, при кото-
рых они совпадают, и общую теорему о смешанных произво-
дных функции n  переменных.
теорема. Пусть 1) функция f x y,( )  определена в некоторой 
окрестности точки x y0 0,( ) ; 2) в этой окрестности существуют 
частные производные первого порядка ў ўf fx y, � �  и смешанные про-
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изводные второго порядка ўў ўўf fxy yx, � � ; 3) смешанные производные 
ўў ўўf fxy yx, � �  непрерывны в точке x y0 0,( ) . Тогда в этой точке 
ўў ( ) = ўў ( )f x y f x yxy yx0 0 0 0, ,� .
теорема. Пусть функция f x( )  определена в открытой обла-
сти D  и имеет в этой области всевозможные частные произво-
дные до k -( )1 -го порядка включительно и смешанные произ-
водные п-го порядка, причем все эти производные непрерывны 
в D . Тогда значение любой смешанной производной k-го по-
рядка не зависит от порядка последовательного дифференци-
рования.
Пример 3. Для функции z exy=  найти смешанные произво-
дные третьего порядка ўўўzxy2 , ўўўzyxy  и ўўўzy x2 .
Решение.
Найдем частные производные первого порядка:
 ў = ў =z ye z xex xy x xy, .� �
Затем найдем частные производные второго порядка:
 ўў = ў( )ў = ( )ў = +z z ye e xyexy x y xy y xy xy ,
 ўў = ў( )ў = ( )ў = +z z xe e xyeyx y x xy x xy xy ,
 ўў = ў( )ў = ( )ў =z z xe x ey y y xy y xy2 2 .
И, наконец, найдем частные производные третьего порядка:
 ўўў = ўў( )ў = +( )ў = +z z e xye xe x yexy xy y xy xy y xy xy2 2 2 ,
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 ўўў = ўў( )ў = +( )ў = +z z e xye xe x yeyxy yx y xy xy y xy xy2 2 ,
 ўўў = ўў( )ў = ( )ў = +z z x e xe x yey x y x xy x xy xy2 2 2 22 .
Они совпадают:
 ўўў = ўўў = ўўўz z zxy yxy y x2 2 .
Производные высших порядков от сложной функции нахо-
дятся аналогично.
Пример 4. Найти частную производную второго порядка по 
x  дважды от функции z f u v u ye v xex y= ( ) = =, ,, где � .
Решение.
В силу того, что по определению производная второго по-
рядка равна производной от производной первого порядка, най-











































































= ( ) = =f
x
u v x y u ye v xex yj , , , , ., где �
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yex x y y x .
Упражнения для самостоятельной подготовки






























2. Показать, что функция
 u
r
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3. Показать, что ўў ( ) № ўў ( )f fxy yx0 0 0 0, ,� � , если
 f x y
xy x y
x y
















4. Найти ўy , � ўўy , ўўўy  при x y= =0 1, � , если
 x xy y x y2 22 1 0- + + - - = .
5. Найти частные производные второго порядка от неявной 
функции, заданной уравнением z xyz a3 33- = .
4.2. Дифференциалы высших порядков
Дифференциалы высших порядков, как и производные выс-
ших порядков, определяются индуктивно.
Пусть в области D  определена и непрерывна вместе со сво-
ими частными производными первого порядка функция 
нескольких переменных y f x= ( ) , где x x x xn= ј( )1 2, , , � � . Тогда 
















и, в свою очередь, является функцией от переменных x x xn1 2, ,ј� ; 
при этом приращения переменных dx dx dxn1 2, ,ј�  полагаются 
произвольными, но фиксированными.
Предположим, что существуют непрерывные частные про-
изводные первого порядка от функции df x( ) . Тогда можно вы-
числить дифференциал от этой функции.
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4. Производные и дифференциалы высших порядков
Определение. Дифференциалом второго порядка функции 
нескольких переменных y f x= ( )  называется полный диффе-
ренциал от дифференциала первого порядка этой функции:
 d f x d df x2 ( ) = ( )( ).
В частности, дифференциал второго порядка функции двух 
переменных равен:














































































или, в операторной форме,




dy f x y2
2










ч Ч ( )
Дифференциал второго порядка функции трех переменных 
символически можно записать так:






dz f x y z2
2













ч Ч ( )
В случае функции n  переменных дифференциал второго по-
рядка записывается следующим образом:

















ч Ч ( )
=
е .
Аналогично определяется дифференциал третьего порядка, 
четвертого порядка и т. д.
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В общем случае дифференциал п-го порядка есть полный диф-
ференциал от дифференциала k -( )1 -го порядка:
 d f x d d f x
x


















Пример 1. Найти дифференциалы второго порядка от сле-
дующих функций:
а) z x y= +( )ln ;2
б) u x y z xy xz= + + - +2 2 22 3 2 4 ; �
в) z f u v u ye v xex y= ( ) = =, , ., где �
Решение.
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Воспользуемся формулой дифференциала второго порядка 
функции двух переменных:
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 d u dx dy dz dxdy dxdz2 2 2 22 4 6 4 8= + + - + .
Упражнения для самостоятельной подготовки
1. Найти дифференциалы второго порядка от следующих 
функций:
а) z e xy= - ; � �     б) z xy y= +2 2 ;









д) z t t x y= ( ) = +j , ;где 2 2
е) z u u x
y
v xyv= = =, где , .� �
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4. Производные и дифференциалы высших порядков
2. Найти d z2  и d z3  в точке M 0 1 2, �( ) , если
 z x xy y x y= + + - -2 2 4 10ln ln .
4.3. Формула Тейлора для функции нескольких переменных
теорема. Пусть функция f x( ) , где x x x xn= ј( )1 2, , , � � , имеет 
в окрестности точки x x x xn0 10 20 0= ј( ), , , � �  непрерывные частные 
производные всех порядков до m +( )1 -го включительно. Тогда 
в рассматриваемой окрестности справедлива формула Тейлора:




 + ( ) + ( )1 0
m
d f x r xm m!
,
где r x xm , � 0( )  — остаточный член формулы Тейлора.
Существуют различные формы записи остаточного члена 
формулы Тейлора. Например,
 1 0) , ;� �r x o x xm



























где x q q= + -( ) < < = -x x x dx x xk k k0 0 00 1, , .
Частный случай формулы Тейлора при x 0 0=  называется 
формулой Маклорена.
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Для функции двух переменных f x y, �( )  формула Тейлора 
в окрестности точки M x y0 0 0, �( )  при m = 2  имеет вид:




















































y r x y
M M
D D D , ,��
где Dx x x= -( )0 , Dy y y= -( )0 , r x y o2 2,( ) = ( )r , r = +D Dx y2 2 .
Пример 1. Разложить по формуле Тейлора в окрестности точ-
ки M 0 1 1, �( )  до членов 2-го порядка включительно функцию
 f x y y x, .�( ) =
Решение.
Вычислим значение функции в точке M 0 1 1, �( )  и прираще-
ния независимых переменных:
 f x y y x x y yx
M0 0 0
1 1 1, , , .� � � � �( ) = = = - = -D D
Найдем частные производные первого и второго порядка 
























































4. Производные и дифференциалы высших порядков
 �¶
¶














Подставим найденные значения в формулу Тейлора для 
функции двух переменных:
 y x y xx = + Ч -( ) + Ч -( ) + Ч -( )( +1 0 1 1 1 12 0 1
2
!
 + Ч Ч -( ) -( ) + Ч -( ) ) + -( ) + -( )( )2 1 1 1 0 1 1 12 2 2x y y o x y .
Окончательно получим
 y y x y o x yx = + -( ) + -( ) -( ) + -( ) + -( )( )1 1 1 1 1 12 2 .
Формула Тейлора применяется в приближенных вычислени-
ях: при вычислении приближенного значения функции с задан-
ной точностью, при этом погрешность устанавливается с помо-
щью оценки остаточного члена; для линеаризации функции; для 
приближенного представления неявно заданной функции. Рас-
смотрим типовые задачи на примере функции двух переменных.
Пример 2. Используя формулу Тейлора до членов 2-го по-
рядка, вычислить приближенно 0 95 2 01, ,( )  и оценить погреш-
ность вычисления.
Решение.
Применим формулу Тейлора к функции двух переменных 
f x y y x,( ) =  в окрестности точки M x y0 0 0,( ) , где x0 2= , �y0 1= , 
� f x y0 0
21 1,( ) = = ; 0 95 0 95 2 012 01, , ; ,,( ) = ( )f , т. е. x = 2 01, , �y = 0 95, ; 
Dx x x= -( ) =0 0 01, , Dy y y= -( ) = -0 0 05, .
Частные производные первого и второго порядка были най-



















, , ,� � � � �
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 y y x y y o x yx = + + + + +( )1 2 2 2 2D D D D D D .
Приближенное значение функции в точке 0 95 2 01, ; ,( )  рав-
но: 0 95 1 2 0 05 0 01 0 05 0 05 0 9022 01 2, , , , , ,,( ) » + -( ) + -( ) + -( ) =  с по-
грешностью не хуже чем D Dx y2 2 20 0026 10+ = < -, , т. е. 




Пример 3. Линеаризовать функцию z ex y= +  в окрестности 
точки M 0 1 1, �-( ) .
Решение.
Для того, чтобы линеаризовать функцию, разложим ее 
по формуле Тейлора в окрестности точки M 0 1 1,-( )  до членов 
1-го порядка. Предварительно найдем значения функции и ее 
частных производных первого порядка в точке M 0 1 1,-( ) :






1 1 1 10
0
0
, , ,-( ) = = ¶
¶














 e x y r x yx y+ = + -( ) + +( ) + ( )1 1 1 1 , ,��
где r x y o x y1
2 2
1 1, , ,( ) = ( ) = -( ) + +( )r r  т. е. с погрешностью, 
не превышающей r, в окрестности точки M 0 1 1,-( )  справед-
лива приближенная формула:
 e x yx y+ » + +1.
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4. Производные и дифференциалы высших порядков
Пример 4. Неявная функция z x y, �( )  задана уравнением
 z xz y3 2 0- + =
и принимает значение z =1  при x y= =1 1и .�  Написать несколь-
ко членов разложения функции z  по возрастающим степеням 
разностей x y-( ) -( )1 1и .
Решение.
Разложим функцию двух переменных по формуле Тейлора 
в окрестности точки M 0 1 1, �( )  до членов 2-го порядка включи-
тельно. Для этого найдем от неявно заданной функции част-
ные производные первого порядка:
 z xz y z z z xz z z
x zx x x x
3 2
2
2 0 3 2 2 0
2
2 3
- +( )ў = Ю ў - - ў = Ю ў = -
-
,
 z xz y z z xz z
x zy y y y
3 2
2
2 0 3 2 1 0
1
2 3
- +( )ў = Ю ў - ў + = Ю ў =
-
и второго порядка:
 3 2 2 02z z z xzx x xў - - ў( )
ў = Ю
 Ю ў( ) + ўў - ў - ўў = Ю ўў =
ў( ) - ў
-





2 2 2z z z z z z x z
z z z




 3 2 2 02z z z xzx yў - - ў( )
ў = Ю
 Ю ў ў + ўў - ў - ўў = Ю ўў =
ў ў - ў
-
6 3 2 2 0
6 2
2 3
2zz z z z z xz z
zz z z




 3 2 1 02z z xzy y yў - ў +( )
ў = Ю
 Ю ў( ) + ўў - ўў = Ю ўў =
ў( )
-






z z z z xz z
z z
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Вычислим их значение в точке M 0 1 1, �( ) :


































































Учтем, что D Dx x y y= -( ) = -( )1 1, .� �  Подставив в формулу Тей-
лора, получим:
 z x y x= + -( ) - -( ) - -( ) +1 2 1 1 8 1 2
 + -( ) -( ) - -( ) + ( )10 1 1 3 1 2 2x y y r x y, ,��
где r x y o x y2 2
2 2
1 1, , .( ) = ( ) = -( ) + -( )r r
Упражнения для самостоятельной подготовки
1. Функцию f x y x xy y x y, �( ) = - - + + -2 3 4 5 92 3  разложить 
по формуле Тейлора в окрестности точки M 0 2 1-( ), � .
2. Разложить по формуле Маклорена до членов 3-го поряд-
ка включительно функцию f x y e yx, .�( ) = - sin
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5. Экстремум функции нескольких переменных
3. Используя формулу Тейлора до членов 2-го порядка, вы-
числить приближенно � 1 03 0 983, ,Ч  и оценить погрешность вы-
числения.
4. Неявная функция z x y, �( )  задана уравнением
 2 2 8 8 02 2 2x y z xz z+ + - - + =
и принимает значение z =1  при x y= =2 0и .�  Написать несколь-
ко членов разложения функции z  по возрастающим степеням 
разностей x y-( )2 и .
5. Линеаризовать функцию f x y z x y z, ,� �( ) = - - -4 2 2 2  
в окрестности точки M 0 1 1 1, ,��( ) .
5. Экстремум функции нескольких переменных
5.1. Локальный экстремум функции нескольких переменных
Пусть функция y f x= ( ) , где x x x xn= ј( )1 2, , , � , определена 
в области D  и x x x xn0 10 20 0= ј( ), , , �  — внутренняя точка этой об-
ласти.
Определение. Функция f x( )  в точке x 0  имеет максимум (ми-
нимум), если существует окрестность O xd 0( )  точки x 0 , для всех 
точек x  которой ( x x№ 0 ) выполняется неравенство




т. е. приращение функции Df x 0( )  сохраняет знак, причем, если 
Df x 0 0( ) < , то имеет место максимум (max ); если Df x 0 0( ) > , 
то минимум (min ).
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Для обозначения максимума и минимума употребляется об-
щий термин — экстремум ( extr ). Понятие экстремума носит 
локальный характер.
теорема (необходимые условия экстремума). Если функ-
ция f x( )  достигает в точке x 0  экстремума, то в этой точке ее 











0 1 2или �� � � � � � � � , , , .
Если функция f x( )  дифференцируема в точке экстремума 


















Заметим, что указанные условия являются необходимыми, 
но не достаточными, т. е. если все частные производные перво-
го порядка в точке x 0  равны нулю или не существуют (точка 
в этом случае называется стационарной, критической или подо-
зрительной на экстремум), то точка может быть точкой экстре-
мума, а может и не быть таковой. Например, точка 0 0, �( )  функ-
ции z xy=  является стационарной, но не является точкой 
экстремума. Действительно, ў ( ) =zx 0 0 0, �  и ў ( ) =zy 0 0 0, , но при-
ращение функции в точке 0 0, �( ) , равное Dz xy xy0 0 0, ,� �( ) = - =  
при сколь угодно малых (но отличных от нуля) x  и y  может 
принимать как положительные, так и отрицательные значения.
Можно показать, что знак приращения функции Df x 0( )  су-

















5. Экстремум функции нескольких переменных
представляющего собой однородный многочлен второй сте-
пени или квадратичную форму переменных D D Dx x xn1 2, , ,� � �ј .
Определение. Квадратичная форма
 A x a x x a a
i j
n






от переменных x x xn1 2, , ,� � �ј  называется положительно определен-
ной (отрицательно определенной), если она принимает положи-
тельные (отрицательные) значения при всех значениях аргу-
ментов x x xn1 2, , ,� � �ј , не равных одновременно нулю.
критерий сильвестра. Пусть матрица A aij= ( )  квадратичной 













� � � � � �
� � � � � �





k kk� � � � � �
� � � �
ј
= ј, , , , .
Квадратичная форма является положительно определенной 
тогда и только тогда, когда все главные миноры её матрицы по-
ложительны, т. е. Dk k n> " = ј( )0 1 2� � � �, , , .
Квадратичная форма является отрицательно определенной 
тогда и только тогда, когда знаки всех главных миноров её ма-
трицы чередуются, причем минор первого порядка отрицате-
лен, т. е. D D D D1 2 30 0 0 1 0< <> ј -( ) >, , , ,� � � � � � �
n
n .
Сформулируем теперь достаточные условия существования 
экстремума функции нескольких переменных.
теорема (достаточные условия экстремума). Пусть функция 
f x( )  определена, непрерывна и имеет непрерывные частные 
производные первого и второго порядков в окрестности стаци-
онарной точки x 0 . Если дифференциал второго порядка
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является положительно определенной (отрицательно опреде-
ленной) квадратичной формой относительно приращений неза-
висимых переменных, то в точке x 0  функция f x( )  имеет (ло-
кальный) минимум (максимум).
Рассмотрим частный случай — достаточные условия экстре-
мума функции двух независимых переменных в стационарной 
точке M x y0 0 0, �( ) . Дифференциал второго порядка от функции 
� �f x y,( )  равен
















































, , .� � � �
Главные миноры матрицы квадратичной формы равны:
 D D D1 2 2= = = = -A
A B
B C
AC B, .� �
Тогда достаточные условия экстремума таковы: в стационар-
ной точке M x y0 0 0, �( )  функция f x y, �( )
1) имеет минимум, если D > >0 0, � � �A ;
2) имеет максимум, если D > <0 0, � � �A ;
3) не имеет экстремума, если D < 0 ;
4) требует дальнейшего исследования, если D = 0 .
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Пример 1. Исследовать на экстремум функцию
 z x y xy= + -3 3 3 .
Решение.
Воспользуемся необходимыми условиями экстремума: 
 ў = ў =z zx M y M0 00 0, .� �
Для этого найдем частные производные первого порядка:
 ў = + -( )ў = -z x y xy x yx x3 3 23 3 3 ,
 ў = + -( )ў = -z x y xy y xy y3 3 23 3 3 .
Приравняем их к нулю, получим систему













Решая систему, найдем две стационарные точки:
 M M1 20 0 1 1, , .� �( ) ( )и
Найдем частные производные второго порядка:
 ўў = -( )ў =z x y xx x2 3 3 62 ,
 ўў = -( )ў = -z x yxy y3 3 32 ,
 ўў = -( )ў =z y x yy y2 3 3 62 .
Исследуем характер точки M1 0 0, �( ) :
 A z B z C z
x M xy M y M




0 3 0, , ,� � � �
 D = - = - <AC B 2 9 0.
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Следовательно, в точке M1 0 0, �( )  экстремума нет.
Исследуем характер точки M 2 1 1, �( ) :
 A z B z C z
x M xy M y M




6 3 6, , ,� � � �
 D = - = - = > = >AC B A2 36 9 27 0 6 0и .
Следовательно, в точке M 2 1 1, �( )  функция имеет минимум:
 z x y xymin
M
= + -( ) = -3 3 3 1
2
.
Пример 2. Исследовать на экстремум функцию
 z x y= - +1 2 2 .
Решение.
Функция определена на всей числовой плоскости Oxy . Вос-
пользуемся необходимыми условиями экстремума:
 ў = ў =z zx M y M0 00 0, .� �
Для этого найдем частные производные первого порядка:
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Система не имеет решений. Частные производные ўzx  и ўzy  
не существуют в точке M 0 0 0, �( )  — это стационарная точка. Так 
как функция не дифференцируема в этой точке, то использо-
вать достаточные условия невозможно. Исследуем характер точ-
ки M 0 0 0, �( )  по определению, для этого найдем приращение 
функции в этой точке:
 Dz z x y z x y x y0 0 0 0 0 0 02 2, , , , , .� � � � � � � �( ) = ( ) - ( ) = - + < "( ) № ( )
Следовательно, в точке M 0 0 0, �( )  функция, по определению, 
имеет максимум:
 z x y
M
max .= - +( ) =1 12 2
0
Упражнения для самостоятельной подготовки
1. Исследовать на экстремум следующие функции:
а) z x xy y x y= + + - -2 2 3 6 ;
б) z x y= -( ) +1 22 2;
в) z x y= -( ) -1 22 2;











д) z x x xy x z z= - + - + -2 4 23 2 2 2 .
2. Исследовать на экстремум неявную функцию z x y, �( ) , за-
данную уравнением:
 x y z x y z2 2 2 2 2 4 10 0+ + - + - - = .
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5.2. Абсолютный экстремум функции нескольких переменных
Пусть функция y f x= ( )  определена и непрерывна в неко-
торой ограниченной замкнутой области D  и, за исключением, 
быть может, отдельных точек, имеет в этой области конечные 
частные производные, тогда она достигает в этой области сво-
его наибольшего и наименьшего значений.
Задача абсолютного экстремума ( absextr ) — задача отыска-
ния наибольшего (наименьшего) значения функции в ограни-
ченной замкнутой области D  — решается по следующему ал-
горитму:
1) найти все внутренние стационарные точки;
2) найти все стационарные точки на границе GD  области D;
3) найти точки «стыка» границы GD ;
4) вычислить во всех указанных точках значение функции;
5) выбрать наибольшее ( absmax ) и наименьшее ( absmin ) 
значение.
Пример. Найти наибольшее и наименьшее значения функ-
ции z x xy y x= - + -2 2 4  в замкнутой области, ограниченной пря-
мыми x y x y= = + - =0 0 2 3 12 0, , .� �
Решение.
Построим область D  — 
на рис. 3.8 это треугольник OAB .
Найдем все внутренние стаци-




























Решение этой системы дает ко-
















Найдем все стационарные точки на границе GD  области D . 
Граница GD  составлена из отрезков трех прямых. Исследуем 
поведение функции на каждом участке.
Отрезок OA y x: , , .� � �= О[ ]0 0 6  Значение функции на отрезке:





 x x x x2 4 2 4 0 2-( )ў = - = Ю = .
Получим вторую стационарную точку:
 M D2 2 0, .( )ОG
Отрезок OB x y: , , .� � �= О[ ]0 0 4  Значение функции на отрезке:
 z x xy y x y
x x= =
= - + -( ) =0 2 2 0
24 .
Исследуем на экстремум:
 y y y2 2 0 0( )ў = = Ю = .
Получим третью стационарную точку (она совпадает с точ-
кой O 0 0, �( ) ):
 M D3 0 0, .( )ОG
Отрезок � � � � � �AB y x x: , , .= - О[ ]4 2
3
0 6
Значение функции на отрезке:

































= - = Ю = =, .�












Точки «стыка» границы GD : A 6 0, �( ) , B 0 4, �( )  и O 0 0, �( ) .
Вычислим значения функции во всех найденных точках:
 z z zM M M1 2 35
1
3
4 0= - = - =, , ,� � � � � �
 z z zM A B4 5
1
5
12 16= - = =, , .� � � �
Выберем наибольшее и наименьшее значения:
 abs absmax , min .
D D
z z= = -16 5
1
3
Упражнения для самостоятельной подготовки
1. Найти наибольшее и наименьшее значение функций:
а) z x y x y= + + -2 23  в замкнутой области, ограниченной пря-
мыми x y x y= = + =1 1 1, , ;� �
б) z xy=  в круге x y2 2 1+ Ј ;






Ј Ј Ј Јx y
p p
, .
2. Из всех вписанных в круг треугольников найти треуголь-
ник с наибольшей площадью.
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5.3. Условный экстремум функции нескольких переменных
Определение. Условным экстремумом функции y f x= ( ) , где 
x x x xn= ј( )1 2, , , � , называется экстремум этой функции, достиг-
нутый при условии, что переменные x x xn1 2, , ,ј �  связаны урав-
нениями j j nx x x j s1 2 0 1 2, , , , , , ,ј( ) = = ј  — уравнениями связи.
Задачи на отыскание условного экстремума возникают 
во многих вопросах геометрии, механики, оптимизации и др.
В простейшем случае условный экстремум функции двух пе-
ременных z f x y= ( ), �  при условии j x y,( ) = 0  геометрически яв-
ляется аппликатой наивысшей или наинизшей (по сравнению 
с близлежащими точками) точки кривой, полученной при пе-
ресечении поверхностей z f x y= ( ), �  и j x y,( ) = 0 .
Задача отыскания условного экстремума может быть реше-
на методом неопределенных множителей Лагранжа. Для этого 
составляют так называемую функцию Лагранжа:
 F x x x f x x x x x xn n
j
s
j j n1 2 1 2
1
1 2, , , , , , , , , ,ј( ) = ј( ) + Ч ј( )
=
еl j
где l j  — неопределенные постоянные множители, и исследу-
ют ее на экстремум.




























, , , ,





п 0 1 2, , , .j s
Достаточные условия условного экстремума: функция f x( )  
в точке x 0  имеет условный максимум, если дифференциал вто-
рого порядка функции Лагранжа в этой точке является отрица-
тельно определенной квадратичной формой от дифференциа-
лов dx dx dxn1 2, , ,ј � , т. е. d F x2 0 0�( ) < , и условный минимум, если 
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дифференциал второго порядка функции Лагранжа в этой точ-
ке является положительно определенной квадратичной фор-
мой, т. е. d F x2 0 0�( ) > .
















= = ј №
1 1
20 1 2 0
j
, , , , .� � � � � � , где 
Пример 1. Найти экстремум функции
 z x y x y= - - + =6 4 3 12 2при условии .
Решение.
Составим функцию Лагранжа:
 F x y x y x y, .( ) = - - + Ч + -( )6 4 3 12 2l




= - + Ч =
¶
¶


























Система имеет два решения:







= = =, , ;x y







= - = - = -, , .x y
Найдем дифференциал второго порядка функции Лагранжа:
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d F dx dyl l l, , .
Знак дифференциала зависит только от знака множителя l . 
Поэтому в точке x y1 1, �( ) : d F2 0>  и функция имеет условный 
минимум, а в точке x y2 2, �( ) : d F2 0<  и функция имеет условный 
максимум:


























Пример 2. Найти экстремум функции
 z xy=  при условии x y+ =1.
Решение.
Составим функцию Лагранжа:
 F x y xy x y, .( ) = + Ч + -( )l 1
































Система имеет единственное решение:







= - = =, , .x y
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d F dxdy, , .� � � �
Чтобы определить, является ли дифференциал знакоопре-
деленной формой от dx  и dy , продифференцируем уравнение 
связи x y+ =1 . Получим dx dy+ = 0 , отсюда dx dy= -  и диффе-
ренциал второго порядка функции Лагранжа принимает вид:
 d F dy dx dy2 2 2 22 0 0= - < + №при .
Тогда функция в точке x y1 1, �( )  имеет условный максимум:
 z z x ymax , .= ( ) =1 1
1
4
Упражнения для самостоятельной подготовки
Найти условные экстремумы функций:
а) z x y x y= + + =2 52 2при ;
б) z x y x y= + + =2 2
4 3
1при ;




г) u xyz x y z xy yz zx= + + = + + =при и5 8.
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Глава 4.  
АЛГЕБРА И АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ
1. Векторная алгебра
1.1. Определители второго и третьего порядка




a a a a11 12
21 22
11 22 12 21= Ч - Ч .









11 22 33 12 23 31= Ч Ч + Ч Ч +
 + Ч Ч - Ч Ч - Ч Ч - Ч Чa a a a a a a a a a a a13 21 32 13 22 31 12 21 33 11 23 32.
При вычислении определи-
теля третьего порядка удобно 
пользоваться правилом треу-
гольников (или Саррюса), кото-
рое представлено схематично 
на рисунке:
На рис. 4.1 слева дано прави-
ло вычисления положительных членов определителя, справа — 
правило вычисления его отрицательных членов.
Рис. 4.1
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1 5 9 2 6 7 3 4 8 3 5 7 2 4 9= Ч Ч + Ч Ч + Ч Ч - Ч Ч - Ч Ч -
 - Ч Ч = + + - - - =1 6 8 45 84 96 105 72 48 0.
Свойства определителей второго и третьего порядков:
1) величина определителя не изменится, если все его стро-
ки заменить столбцами, причем каждую строку заменить столб-















(это свойство указывает на равноправие строк и столбцов);
2) при перестановке двух каких-либо столбцов (строк) опре-
делитель изменит знак;
3) определитель, имеющий два одинаковых столбца (стро-
ки), равен нулю;
4) если все элементы какого-либо столбца (сроки) опреде-
























5) если все элементы какого-либо столбца (строки) опреде-
лителя — нули, то определитель равен нулю;
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6) определитель, содержащий два пропорциональных столб-
ца (строки), равен нулю;
7) если все элементы j -го столбца (строки) определителя 
представлены в виде суммы двух слагаемых a b c iij ij ij= + =� � � � � �� � �, , ,1 2 3 , 
то определитель равен сумме двух определителей, у которых все 
столбцы (строки), кроме j -го, такие же, как и в заданном опре-
делителе, а j -й столбец в одном из слагаемых состоит из эле-
ментов bij ,  в другом — из cij :
 
a b c a
a b c a
a b c a
a b a
a b a
11 12 12 13
21 22 22 23















8) если к элементам некоторого столбца (строки) прибавить 
соответствующие элементы другого столбца (строки), умно-
женные на любой общий множитель, то величина определите-
ля при этом не изменится:
 
a a a a
a a a a
a a a a
a a a
a
11 12 12 13
21 22 22 23















Минором Mij  некоторого элемента aij  определителя третье-
го порядка называется определитель второго порядка, получа-
емый из данного путем вычеркивания i -й строки и j -го столб-
ца, на пересечении которых расположен этот элемент.













= , а минором элемен-
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Алгебраическое дополнение элемента aij определителя третье-
го порядка равно минору этого элемента, умноженному на 
-( ) +1 i j� � . Обозначается алгебраическое дополнение элемента aij  




= -( ) +1 .
Например, A11 � элемента �a11  равняется минору M11 , взятому 







1= -( ) = =+ , а алгебра-
ическое дополнение элемента a23 равно минору M23, взятому с про-







1= -( ) = - = -+ .
теорема разложения. Определитель равен сумме произведе-
ний элементов какого-либо столбца (строки) на их алгебраи-
ческие дополнения.









1 1 2 2 3 3= Ч + Ч + Ч ,  j = 1, 2, 3.









1 1 2 2 3 3= Ч + Ч + Ч , i = 1, 2, 3.
теорема аннулирования. Сумма произведений элементов од-
ного столбца (строки) определителя на алгебраические допол-
нения элементов другого столбца (строки) равна нулю.














11 11 12 12 13 13= Ч + Ч + Ч =a A a A a A








1 1 1 2 1 3
 = Ч -( ) - Ч -( ) + Ч -( ) =1 45 48 2 36 42 3 32 35 0 .
1.2. Векторы. Проекция вектора на ось.  
Скалярное произведение векторов
Вектор — совокупность направленных отрезков, 
имеющих общее направление и одинаковую длину. 
Направление вектора принято обозначать стрелкой. 
Вектор обозначается a  или AB
 
 ( A  — начало, B – ко-
нец вектора). Если A x y z1 1 1; ;� �( )  и B x y z2 2 2; ;� �( ) , то координаты 
вектора AB x x y y z z a a ax y z
 
= - - -( ) = ( )2 1 2 1 2 1; ; ; ;� � � � .
Расстояние между началом и концом вектора a  называется 
его длиной. Длина вектора обозначается a  или AB
 
.
Если a a a ax y z= ( ), ,� , то | |a a a ax y z

= + +2 2 2 .
Если начало и конец вектора совпадают, то вектор называ-
ется нулевым и обозначается 

0 .
Если векторы a  и 

b  параллельны одной прямой, то они на-
зываются коллинеарными ( 

a b ).
При этом векторы могут быть направлены в одну сторону 
(сонаправлены 

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Два вектора называются равными, если они имеют одинако-
вые длины, коллинеарны и сонаправлены.
Векторы называются компланарными, если они параллель-
ны некоторой плоскости.
Проекция вектора на ось
Пусть в пространстве задана ось l  (направленная прямая).
Проекцией точки M  на ось l  называется основание перпен-
дикуляра MM1 , опущенного из точки M  на ось l : прl M M� � �= 1 .
Пусть AB
 
 произвольный ненулевой вектор.
 A A B Bl l1 1�� � � � � � �= =пр пр, .
Проекцией вектора AB
 
 на ось l  называется положительное 
число A B1 1
 
,  если A B l1 1
 
 � , и отрицательное число -( )A B1 1  , 
если A B l1 1
 
Ї � .
Проекция вектора a  на ось l � выражается через его модуль 






a bЧ  векторов a  и 

b  называется 
скаляр, равный произведению длин этих векторов на косинус 
угла между ними: 
    a b a b a bЧ = Ч Ч ( )cos , � .
Для скалярного произведения наряду с обозначением 

a bЧ �  
используется также обозначение 





a b a b a b a bx x y y z zЧ = Ч + Ч + Ч ,
где a a a ax y z= ( ), ,� , 

b b b bx y z= ( ), ,� .
185
1. Векторная алгебра
Произведение  a aЧ  называют скалярным квадратом векто-
ра a  и обозначают a2 :    a a2 2= .
Свойства скалярного произведения:
1) скалярное произведение ненулевых векторов равно нулю 





a b a bЧ =( )Ы ^( )0 ,  где  a b№ №0 0, ;




a b b aЧ = Ч ;
3) скалярное произведение векторов связано с проекцией 






a b a b b aa bЧ = =пр пр� � ;





a b c a c b c+( ) Ч = Ч( ) + Ч( ).
Применения скалярного произведения:
1) вычисление длины вектора:  a a= 2 ;






( ) = Ч
Ч
;
3) вычисление направляющих косинусов вектора:








; cos cos cos2 2 2 1a b g+ + = ;
4) вычисление проекции вектора a  на ось вектора 

b :











6) вычисление работы А  силы 

F , точка приложения кото-
рой, двигаясь прямолинейно, перемещается из положения M 0  
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Пример 1. В равнобедренной трапеции OACB  (рис. 4.2) угол 
Р = °AOB 60 , OB BC CA= = = 2 , �M  и N  — середины сторон 
BC  и �AC . Выразить векторы AC OM ON MN
       
, , ,� � �  через единич-
ные векторы m  и n .
Рис. 4.2
Решение. Из DOBK  вектор OB n
  
= 2 ;  BM OK m
    
= = ;
 OM OB OK n m
       
= + = +2 ;
 AC AO OB BC m n m n m
            
= + + = + + = -4 2 2 2 2 ;
 ON OA AN OA AC m n m
             





2 2 3m n+

;
 MN ON OM m n n m m n
           
= - = +( ) - +( ) = -3 2 2 .
Пример 2. Вектор c,  перпендикулярный векторам a = -( )6 0 1; ;� �  
и 

b = - -( )2 2 1; ; ,� �  образует с осью Oy  тупой угол. Зная, что 

c = 41 , найти его координаты.






a c x zЧ = Ю - + =0 6 0� � ;  


b c x y zЧ = Ю - - =0 2 2 0� � .





















Система имеет два решения:
 x y z x y z1 1 1 2 2 21 2 6 1 2 6� �� � � � � � � � � � � � � � � � � � �= =- = =- = =-, , , ,и .
По условию вектор c  образует с осью Oy  тупой угол, т. е. 
вторая координата искомого вектора отрицательна.
Таким образом, c = -( )1 2 6, ,� � .
Пример 3. Какому условию должны удовлетворять векторы 

a  и 

b , чтобы вектор 





Решение. Так как векторы перпендикулярны, то их скаляр-



















= , следовательно 

a b= , т. е. векторы должны 
иметь одинаковую длину.
188
Глава 4. АЛГЕБРА И АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ 
Упражнения для самостоятельной подготовки
1. AD BE CF, ,� �  — медианы треугольника ABC . Доказать ра-
венство AD BE CF
      
+ + =� � 0.
2. Проверить, что четыре точки A B C D3 1 2 1 2 1 1 1 3 3 5 3; ; , ; ; , ; ; , ; ;� � � � � � �� � � �-( ) -( ) - -( ) -( ) 
A B C D3 1 2 1 2 1 1 1 3 3 5 3; ; , ; ; , ; ; , ; ;� � � � � � �� � � �-( ) -( ) - -( ) -( )  служат вершинами трапеции.
3. Даны точки A 3 4 2; ;� �- -( )  и B 2 5 2; ;� � -( ) . Найти проекцию век-
тора AB
 
 на ось, составляющую с координатными осями Ox  
и Oy  углы a = 60°, b = 120°, а с осью Oz  — тупой угол g .
4. Даны векторы 


a b c, ,� � � � , удовлетворяющие условию 






a b c= = =3 1 4, ,� � � � , вычислить 
 
  
a b b c c aЧ + Ч + Ч .
5. Вычислить внутренние углы треугольника с вершинами 
А В С1 2 1 3 1 7 7 4 2; ; , ; ; , ; ; .� � � � � � � �( ) -( ) -( )  Является ли треугольник равно-
бедренным? равносторонним?
6. Найти вектор x , зная, что он перпендикулярен векторам 

a = -( )2 3 1; ; ,�  





x i j kЧ - +( ) = -2 6 .
7. Даны точки А В С1 2 0 0 1 4 1 0 1; ; , ; ; , ; ; .� � � � � � �-( ) -( ) -( )  На оси Ox  най-
ти точку D  так, что AB CD
   
^ � .
8. Найти пр cn

,  если   с m n= +3 2 , �  m = 3, �  n = 4,  m n,( ) = p
3
.
9. Вычислить работу силы 

F = -( )3 2 5; ;  при перемещении 
из положения М 0 2 3 5; ;-( )  в положение М 3 2 1; ; .� �- -( )
10. Даны силы F1 3 4 2

= -( ); ; , F2 2 3 5
 
= -( ); ;  и F3 3 2 4

= - -( ); ; , 
приложенные к одной точке. Вычислить, какую работу произ-
водит равнодействующая этих сил, когда ее точка приложения, 
двигаясь прямолинейно, перемещается из положения 
M 0 5 3 7; ; �-( )  в положение M 4 1 4; ; .� �- -( )
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1.3. Векторное произведение векторов
Упорядоченная тройка некомпланарных векторов называет-
ся правой, если с конца третьего вектора кратчайший поворот 
от первого вектора ко второму виден против часовой стрелки.
В противном случае тройка называется левой.
Векторным произведением двух векторов a  и 

b  называется 
вектор  

c a b= ґ , удовлетворяющий следующим условиям:








a b c, ,� �  образуют правую тройку.
Для векторного произведения наряду с обозначением 

a bґ �  
















ґ = ,  где a a a ax y z= ( ), ,� , 

b b b bx y z= ( ), ,� .
Свойства векторного произведения:




a b b aґ = - ґ ;
2) свойство линейности:
 a b a bЧ + Ч( )ґ = Ч ґ( ) + Ч ґ( )      a b c a c b c ;
3) векторное произведение двух ненулевых векторов равно 
нулевому вектору тогда и только тогда, когда эти векторы кол-
линеарны: 
   
a b a bґ =( )Ы ( )0 .
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Применения векторного произведения:
1) вычисление площади параллелограмма и площади треу-
гольника, построенных на векторах 

a b, :





, ,� � D
1
2
2) отыскание вектора c , перпендикулярного заданным век-
торам a  и 

b :  

c a b= ґ( )l ;




F , приложенной к точке 
M , относительно точки O :
 m r F0
   
= ґ , где 
 
r OM= ;
4) вычисление линейной скорости v  точки М, вращающей-





= ґw , где 
 
r OM= .
Пример 1. Вектор c , перпендикулярный векторам a = -( )6 0 1; ;� �  
и 

b = - -( )2 2 1; ;� � , образует с осью Oy  тупой угол. Зная, что 

c = 41 , найти его координаты.
Решение. Так как  c a^  и 

c b^ , то  

c a b= ґ( )l .  Вычисляем 
векторное произведение a  и 





























k i j k
6 0
2 2










c i j k= Ч - + = + -( ) + =l l2 4 12 2 4 122 2 2
 = Ю =2 41 1
2
l l� � .
По условию вектор c �  образует с осью Oy  тупой угол, сле-
довательно, c  и 
















c i j k i j k= - +( ) = - +1
2
2 4 12 2 6 .
Пример 2. Найти площадь параллелограмма, построенного 
на векторах  





d a b= -3 , если 

a b= =1 2, � , а угол меж-
ду векторами a  и 

b  равен p
6
.
Решение. Площадь параллелограмма, построенного на век-
торах c  и 

d , равна Sc d , � = |


c dґ |. Используя свойство линейно-
сти и свойство антикоммутативности, выразим 














c d a b a b a a a b b aґ = +( )ґ -( ) = ґ - ґ + ґ -2 3 3 6
 - ґ = + ґ + ґ + = ґ2 0 6 0 7






b b b a b a b a.
Тогда 
 S b a b a b a a bc d 




= ґ = ґ = Ч Ч ( ) =7 7 7 7
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Упражнения для самостоятельной подготовки
1. Даны векторы a = -( )3 1 2; ;  и 

b = -( )1 2 1; ; . Найти координа-
ты векторов 

a bґ , 2 
 
a b b+( )ґ , 2 2   a b a b-( )ґ +( ).
2. Даны вершины треугольника А В1 1 2 5 6 2; ; , ; ; ,� � � � � �-( ) -( )
С 1 3 1; ;� � -( ) . Найти длину высоты, опущенной из вершины В  
на основание AC .
3. Вектор x,  ортогональный векторам a = - -( )4 2 3; ;  
и 

b = ( )0 1 3; ; , образует с Oy  тупой угол. Зная, что x = 26 , най-
ти его координаты.





a b+  и 

a b-  были коллинеарны?
5. Сила 

F = ( )2 2 9; ;  приложена к точке M 4 2 3; ; .� � -( )  Опреде-
лить величину и направляющие косинусы момента этой силы 
относительно точки N 2 4 0; ; .� �( )
1.4. Смешанное произведение векторов
Пусть вектор a  векторно умножается на вектор 

b , затем по-
лучившийся вектор 

a bґ  скалярно умножается на вектор c . В ре-




a b c, ,� �  и обозначается 


abc  или 








abc a b c= ґ( ) Ч .
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= , �  
где a a a ax y z= ( ), ,� , 

b b b bx y z= ( ), ,� , с с с сx y z= ( ), ,� .
Свойства смешанного произведения:
1) смешанное произведение трех ненулевых векторов рав-
но нулю тогда и только тогда, когда эти векторы компланарны;
2) если векторы 


a b c, ,� �  — некомпланарны и V  — объем па-
раллелепипеда, построенного на этих векторах, приведенных 



















, если правая тройка,








3) смешанное произведение не меняется при круговой пе-












abc bca cab bac acb cba= = = - = - = - ;
4) смешанное произведение не меняется при перестановке 








abc a b c a b c= ґ( ) Ч = Ч ґ( ) ;





a bc abc( ) = ( ) ;
6) свойство дистрибутивности:
 a a bc a bc a bc1 2 1 2
      
+( ) = ( ) + ( ) .
Замечание. Однородность и дистрибутивность выполняют-
ся не только относительно первого множителя произведения.
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Применения смешанного произведения:




a b c, ,� � �- компланарны) Ы 


abc =( )0 ;
2) проверка принадлежности четырех точек A, B, C, D одной 
плоскости p: (A, B, C, DОp) Ы AB AC AD
     
� � =( )0 ;
3) вычисление объемов тетраэдра и параллелепипеда, по-
строенных на векторах 












Пример 1. Вычислить длину высоты тетраэдра с вершинами 
А В С D2 3 1 4 1 2 6 3 7 7 5 3; ; , ; ; , ; ; , ; ; ,� � � � � � � � � � �( ) -( ) ( ) -( )  опущенной из вершины 
D � на грань ABC .
Решение. V S hABC Dтетр = Ч
1
3
.�  Выразим объем и площадь осно-
вания тетраэдра через смешанное и векторное произведения:
V AB AC ADтетр =
1
6
     
� � , S AB ACABC = ґ
1
2
   
. Подставляя в перво-





     
   
� �
.
Найдем координаты векторов, образующих тетраэдр:
 AB
 
= - - - -( ) = - -( )4 2 1 3 2 1 2 2 3; ; ; ; ;
 AС
 
= - - -( ) = ( )6 2 3 3 7 1 4 0 6; ; ; ; ;
 AD
 
= - - - -( ) = -( )7 2 5 3 3 1 5 2 4; ; ; ; .




   
  
  
ґ = - - = - -( ) - +( ) + +( ) =2 2 3
4 0 6
12 0 12 12 0 8 - -( )12 24 8; ; .
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 AB AC AD AB AС AD
           


















Пример 2. Объем тетраэдра V =  5, три его вершины находят-
ся в точках A B C2 1 1 3 0 1 2 1 3; ; , ; ; , ; ; .�� � � � � � �-( ) ( ) -( )  Найти координаты 
четвертой вершины D , если известно, что она лежит на оси 
Oy .
Решение. Так как точка D � лежит на оси Oy , то D y0 0; ; .� �( )
Вычислим объем тетраэдра, построенного на векторах 
AB AC AD
     
, , :
 AB AC AD y
     
= -( ) = -( ) = - -( )1 1 2 0 2 4 2 1 1; ; , ; ; , ; ;� � .
   AB AC AD
y
y









1 2 4 1 2 4 4 - +4 2y  
(определитель вычислен разложением по первому столбцу).
Так как V AB AC ADтетр =
1
6
     
� � , получаем уравнение:
 5 1
6
4 2= - +y  или - + =4 2 30y . 
Раскрывая модуль, находим два решения: y y1 28 7= = -, � .
Тогда искомыми точками будут D D1 20 8 0 0 7 0; ; , ; ;� � � � �( ) -( ) .
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a b c, ,� � , образующие правую тройку, взаимно пер-
пендикулярны. Зная, что 






2. Показать, что точки А В С3 0 8 2 1 1 4 3 5; ; , ; ; , ; ; ,� � � � � � � � �( ) -( ) -( )D 1 2 10; ;� � -( ) 
лежат в одной плоскости.
3. Показать, что точки А В С2 1 1 5 5 4 3 2 1; ; , ; ; , ; ; ,� � � � � � � � �-( ) ( ) -( ) D 4 1 3; ;��( )  
являются вершинами тетраэдра. Найти его объем и длину вы-
соты, опущенной из вершины D .
4. Объем тетраэдра V = 2 , три его вершины находятся в точ-
ках А В С0 1 1 4 3 3 2 1 1; ; , ; ; , ; ; .�� � � � � ��( ) -( ) -( )  Найти координаты четвертой 
вершины D , если известно, что она лежит на оси Oz .
2. Аналитическая геометрия
2.1. Уравнение плоскости
Пусть на плоскости задана точка M x y z0 0 0 0� � �, ,( )  и вектор 

n A B C= ( ); ; , перпендикулярный плоскости.
Вектор n  называется нормальным вектором плоскости.
Произвольная точка M x y z, ,� �( )  принадлежит плоско-
сти тогда и только тогда, когда векторы M M0
 
 и n  перпен-
дикулярны (рис. 4.3), а значит, их ска-
лярное произведение равно нулю: 
M M n0 0
  
Ч = , или, в координатной фор-
ме, A x x B y y C z z� � � � �� � � �-( )+ -( )+ -( )=0 0 0 0.









 A x B y C z A x B y C z�� � � �� �� � � � � � � �+ + + - -( ) =0 0 0 0– .
Обозначив выражение в скобках через D , получим общее 
уравнение плоскости: A x B y C z D�� � � �� �� �+ + + = 0 .
Это уравнение есть уравнение первой степени относитель-
но x y z, ,� � . Справедливо и обратное: всякое уравнение первой 
степени определяет плоскость.
Если коэффициенты уравнения плоскости удовлетворяют 














Обозначим a D A b D B c D C= - = - = -/ , / , /� � �  и получим урав-








Эта плоскость отсекает на осях Ox Oy Oz, ,� �  отрезки, равные 
a b, �  и c  соответственно.
Пусть два неколлинеарных вектора a  и 

b  параллельны пло-
скости, тогда их векторное произведение 


a b nґ =  дает нормаль-
ный вектор плоскости. Векторы a  и 

b  называются направля-
ющими векторами плоскости.
Если известны координаты трех точек M x y z1 1 1 1� � � �, , ,( )
M x y z M x y z2 2 2 2 3 3 3 3� � � � � � �, , , , ,( ) ( ) , принадлежащих плоскости, то урав-
нение этой плоскости имеет вид:
 
x x y y z z
x x y y z z






2 1 2 1 2 1
3 1 3 1 3 1
0.
198
Глава 4. АЛГЕБРА И АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ 
Пример 1. Составить уравнение плоскости, которая прохо-
дит через точку M � � �2 1 1; ;-( )  перпендикулярно двум плоскостям 
2 1 0 0�� �� � �� �� �x z y– ,+ = = .
Решение. По данным уравнениям для каждой плоскости 
определяем нормальный вектор: n1 2 0 1

= -( ; ; ), n2 0 1 0

= ( ); ; .  Так 
как искомая плоскость перпендикулярна к данным плоскостям, 




, причем эти векто-
ры не коллинеарны (в случае коллинеарности координаты век-





правляющие векторы искомой плоскости.
Находим ее вектор нормали
 n n n
i j k








1 2 0 1 2 1 0Ч -( ) + +( ) + -( ) =x y z  или x z+ - =2 4 0.
2.2. Уравнения прямой в пространстве
Пусть известна точка M x y z0 0 0 0, � �( ) , лежащая на прямой l 
и вектор s m n p= ( ); ; ,  параллельный прямой (он называется на-
правляющим вектором прямой). Точка M x y z, ,� �( )  принадлежит 
прямой l тогда и только тогда, когда векторы M M0
 
 и s  колли-











-0 0 0 .
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Полученные уравнения называются каноническими уравне-
ниями прямой в пространстве.
Обозначив коэффициент пропорциональности через t,  по-



















Прямую в пространстве можно представить как линию пе-
ресечения двух непараллельных плоскостей. Тогда координаты 
всех точек прямой удовлетворяют системе уравнений:
 
A x B y C z D
A x B y C z D
1 1 1 1
2 2 2 2
0
0
+ + + =






В этом случае получаем общие уравнения прямой.









= ґ =1 2 1 1 1
2 2 2
.
Пример 2. Составить канонические и параметрические урав-













Решение. Чтобы перейти от общих уравнений прямой к кано-








i j k= - = - - +2 3 1
1 2 2
8 3 7 .
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Для определения координат любой фиксированной точки 


















































Пусть, например, z = –6, тогда x = 8, y = 2.
Канонические уравнения данной прямой:






















































2.3. Метрические задачи аналитической геометрии в пространстве
Взаимное расположение двух плоскостей
Пусть плоскости p1 и p2 заданы уравнениями:
 A x B y C z D A x B y C z D1 1 1 1 2 2 2 20 0�� � � �� �� � � �� �� � � ��+ + + = + + + =и
соответственно в некоторой прямоугольной системе коорди-
нат Oxyz .




1) плоскости p1 и p2 совпадают:




















2) плоскости p1 и p2 параллельны, но не совпадают:





















3) плоскости p1 и p2 пересекаются по прямой тогда и только 
тогда, когда не выполняются предыдущие условия, т. е. коэффи-
циенты A B C1 1 1, ,� �  не пропорциональны A B C2 2 2, ,� �  соответственно.
Угол между плоскостями
Один из двугранных углов j между двумя плоскостями ра-


























Отсюда вытекает условие перпендикулярности двух плоско-
стей: (p1 ^ p2) Ы  (n n1 2 0
 
Ч = )  Ы  � � �� � � � � �A A B B C C1 2 1 2 1 2 0+ + =( ).
Взаимное расположение двух прямых в пространстве
Пусть заданы уравнения двух прямых:
 l x x m t y y n t z z p t1 1 1 1 1 1 1: , , ,�� � � � � �� � � � � �� ��= + = + = +
 l x x m t y y n t z z p t2 2 2 2 2 2 2: , , .�� � � � � �� �� �� � � �= + = + = +
Возможны следующие случаи взаимного расположения двух 
прямых в пространстве:
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2) l1 и l2 параллельны, но не совпадают:













1 1 2� � � �
  






где � � � � � �s m n p M x y z M x y z1 1 1 1 1 1 1 1 2 2 2 2

= ( ) ( ) ( ), , , , , , , , ;
3) l1 и l2 пересекаются в одной точке:
 l l M1 2З ={ }( )�� �  Ы 























где s m n p s m n p1 1 1 1 2 2 2 2
 
= ( ) = ( ), , , , ,� � � .
4) l1 и l2 являются скрещивающимися тогда и только тогда, 
когда 
 
x x y y z z
m n p
m n p


















За угол j между двумя прямыми l1 и l2 примем наименьший 










; � . 
Тогда величину этого угла можно выразить по формуле:
 cos .j =
+ +
+ + Ч + +
mm n n p p
m n p m n p













Из этой формулы вытекает необходимое и достаточное ус-
ловие перпендикулярности прямых l1 и l2
 mm n n p p1 2 1 2 1 2 0+ + = .
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Взаимное расположение прямой и плоскости в пространстве
Пусть заданы уравнение плоскости
 p :A x B y C z D+ + + = 0
и параметрические уравнения прямой
 l x x mt y y nt z z pt: , , .�� �� � � � �� �� �� � �� �� ��= + = + = +
Возможны следующие случаи взаимного расположения пря-
мой и плоскости в пространстве:
1) прямая принадлежит плоскости:
 lМ( )Ыp  Am Bn Cp Ax By Cz D+ + = + + + =( )0 00 0 0и ;
2) прямая параллельна плоскости:
 l Am Bn Cp Ax By Cz Dp( )Ы + + = + + + №( )0 00 0 0и ;
3) прямая пересекает плоскость:
 l M Am Bn CpЗ ={ }( )Ы + + №( )p 0 .
Угол между прямой и плоскостью
Обозначим буквой j величину угла, образованного прямой l 
с ортогональной проекцией этой прямой на плоскость π. Если 
прямая перпендикулярна к плоскости, то j p=
2





Так как вектор n A B C= ( ); ;  
перпендикулярен к плоскости π, 
то направляющий вектор 

s m n p= ( ); ;  прямой l  образует 
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 sin cos .j j= =
+ +
+ + Ч + +
Am Bn Cp
A B C m n p2 2 2 2 2 2
Расстояние от точки до плоскости
Пусть дана точка M x y z0 0 0 0� � �, ,( )  и плоскость π: 
A x B y C z D�� � � �� �� �+ + + = 0 , n A B C= ( ); ;  — нормальный вектор пло-
скости. Расстояние от точки M 0  до плоскости π:
 d








Расстояние от точки до прямой
Пусть даны точка M x y z0 0 0 0� � �, ,( )  и прямая l :
 x x mt y y n t z z pt�� �� � �� �� � � �� � � � �= + = + = +1 1 1, , ,

s m n p= ( ); ;  — направляющий вектор прямой l .







кратчайшее расстояние между скрещивающимися прямыми
Пусть даны две скрещивающиеся прямые:
 l x x m t y y n t z z p t1 1 1 1 1 1 1: , , ,�� � � � � � �� � � � � � �� � � �= + = + = +
 l x x m t y y n t z z p t2 2 2 2 2 2 2: , , .�� � � � � �� � � � � �� � � �= + = + = +
Расстояние между скрещивающимися прямыми l1 и l2:
 d





1 2 1 2
1 2







где M x y z M x y z s m n p s1 1 1 1 2 2 2 2 1 1 1 1 2� � � � � � � � � � �, , , , , , , , ,( ) ( ) = ( )
 
= ( )m n p2 2 2, , .�
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Пример 3. Составить уравнение плоскости, проходящей че-
рез ось Ox  и составляющей угол 60°  с плоскостью x y= .
Решение. Для составления уравнения плоскости необходи-
мо знать координаты какой-либо точки плоскости и нормаль-
ный вектор плоскости. Так как искомая плоскость π проходит 
через ось Ox , то OОp.
Обозначим нормальный вектор n A B C= ( ); ; .  Составим урав-
нения, связывающие координаты этого вектора:
 















 — нормальный вектор плоскости x y= , значит, 
n1 1 1 0

= -( ); ;  (косинус угла между плоскостями берем по моду-
лю, так как угол между нормальными векторами равен либо 




















 откуда A = �0 , 
2 2 2B B C= +�  Ю B C2 2=  Ю B C= ± .  
Таким образом, найдены два нормальных вектора π: 

n С C= ±( )0; ;  (плоскость определяется неоднозначно). Состав-
ляем уравнения искомых плоскостей (D = 0 , т. к. p проходит 
через начало координат): 0 0x Cy Cz± + =  или ± + =y z 0 .
Пример 4. Найти точку Q , симметричную точке P � � �3 4 6; ;- -( )  
относительно плоскости, проходящей через точки 
M M M1 2 36 1 5 7 2 1 10 7 1� � � � � � � � � � �- -( ) - -( ) -( ); ; , ; ; , ; ; .
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Решение. Составляем уравнение плоскости π по трем точкам 
 
x y z+ - +
+ - - - +
+ - - +
=
6 1 5
7 6 2 1 1 5
10 6 7 1 1 5
0.
Вычисляя определитель,  получим 
14 14 56 182 0�� � � � � �� � � �x y z– – – =  или x y z� � � � �� � � �– – –4 13 0= .
Найдем проекцию P0  точки P  на плоскость 
(рис. 4.5).
P PQ0{ }= З ( )p . Прямая PQ � �^ p,  поэтому 
 












































Решая систему, получим P0 2 3 2� � �; ;- -( )  при t �� =-1 .
Так как Q  симметрична точке P , то P0  — середина отрез-




















, ,� �  и находим 
координаты точки Q  (2 x x y y z zP P P P P P0 0 02 2- - -; ; ) . Таким обра-







Упражнения для самостоятельной подготовки
1. Составить уравнение плоскости, проходящей через дан-
ную точку M 0 1 2 7� � �- -( ); ; , перпендикулярно вектору 

n = ( )2 5 3; ; .
2. Составить уравнение плоскости, проходящей через дан-








=  и па-
раллельно вектору AB
 
, где A � � �2 2 0; ;-( )  и B � � �2 3 5; ; .- -( )
3. Найти проекцию точки P � � �-( )1 7 2; ;  на плоскость, проходя-























4. Найти точку Q , симметричную точке P � � �3 1 1; ;-( )  относи-
тельно прямой, проходящей через точки M1 1 3 4� � �; ;-( )  и 
M 2 2 7 9� � �; ;-( ) .










- + - =








6. Найти расстояние между плоскостями 3 2 5 14 0�� � � � � �� �x y z- + =–
и 6 4 10 30 0�� �� �� �� � � �x y z– + + = .
7. Составить канонические уравнения прямой, которая про-






















8. Вычислить кратчайшее расстояние между двумя прямы-








 и x t y t z t�� � �� � �� � � � �� � � �= + =- =- +6 9 2 2, , .
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9. Составить уравнение плоскости, делящей пополам тот дву-
гранный угол между двумя плоскостями 2 14 6 1�� � � �� �� �x y z– + =  
и 3 5 5 3 0�� �� �� �� ��x y z+ - + = , в котором лежит начало координат.
10. Найти уравнение проекции прямой 4 16 6 6 3�� � � �� � � ��x y z– = + =  
на плоскость x y z� � �� �� �–3 8 0- + = .
2.4. Уравнения прямой на плоскости
Рассмотрим прямую на плоскости.
Уравнение прямой на плоскости с угловым коэффициентом 
имеет вид: y y k x x� � �� � � �– –0 0( )= ( )  или y k x b�� �= + , где M x y0 0 0� � ,( )  — 
точка на прямой, k tg= a , a  — угол между прямой и положи-
тельным направлением оси Ox , b y kx�� � �= 0 0– .
Общее уравнение прямой l: A x B y C�� � � �� �+ + = 0 , где n A B= ( );  — нор-
мальный вектор прямой ( n l^ ). Любое уравнение первого по-
рядка на плоскости определяет прямую и, наоборот, любая пря-
мая на плоскости определяется уравнением первого порядка.
Уравнение прямой, проходящей через точки M x y1 1 1� � ,( )  















Обозначим x x m y y n2 1 2 1- = - =, � �  и получим каноническое 






-1 1 , где s m n= ( );  — направляю-
щий вектор прямой.
Угловые соотношения между двумя прямыми
Угол j между двумя прямыми можно определить по той же 
формуле, что и угол между прямыми в пространстве, т. е.
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m n m n









где s m n1 1 1

= ( ); , s m n2 2 2

= ( );  — направляющие векторы прямых.
Если прямые заданы уравнениями с угловым коэффициен-







Из этой формулы получается условие параллельности двух 
прямых: k k1 2�� = ; и условие перпендикулярности двух прямых:






0� � � �� � � ��
�
� � �+ = Ю =- №( ).
2.5. Кривые второго порядка
Кривые второго порядка — это линии на плоскости, кото-







 (x — x0) 2 + 
+ (y — y0) 2 = r 2
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теорема. Уравнение A x B y C x D y F� � � � �� �� � � �� ��2 2 0+ + + + =  определяет: 
либо окружность (при A C= ), либо эллипс (при AC > 0 ), либо 
гиперболу (при AC �� <0 ), либо параболу ( AC = 0 ). При этом воз-
можны случаи вырождения: для эллипса (окружности) — в точ-
ку или мнимый эллипс (окружность), для гиперболы — в пару 
пересекающихся прямых, для параболы — в пару параллель-
ных прямых.
Рассмотрим определения этих линий.
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Окружностью называется множество точек плоскости, рав-
ноудаленных от данной точки, называемой центром, на данное 
расстояние, называемое радиусом. В каноническом уравнении 
окружности: x y0 0; �( )  — центр; r  — радиус.
Эллипсом называется множество точек плоскости, сумма рас-
стояний от каждой из которых до двух данных точек, называе-
мых фокусами F1  и F2 , есть величина постоянная (ее обозна-
чают 2a ), большая, чем расстояние между фокусами (его 
обозначают 2c , a c�� > ).
В каноническом уравнении эллипса: b a c2 2 2= -  (a > b). Точ-
ка x y0 0; �( )  — центр эллипса; a b, �  — полуоси эллипса, фокусы 
F x с y1 0 0� � � �-( );  и F x с y2 0 0� � � �+( );  расположены на большей оси 2а.
В случае, когда b a�� > , a b c2 2 2= - , фокусы F x y с1 0 0� � �� �; -( )  
и F x y с2 0� � ��; +( )  расположены на большей оси 2b .
Гиперболой называется множество точек плоскости, модуль 
разности расстояний от каждой из которых до двух данных то-
чек, называемых фокусами F1  и F2 , есть величина постоянная 
(ее обозначают 2a ), меньшая, чем расстояние между фокуса-
ми (его обозначают 2c , a c�� < ).
В каноническом уравнении гиперболы: b с a2 2 2= - . Точка 
x y0 0; �( )  — центр гиперболы; a  — действительная полуось, b — 
мнимая полуось гиперболы, фокусы F x c y1 0 0� � � �-( );  и F x c y2 0 0� � �+( );  
расположены на действительной оси (горизонтальная ось). Точ-
ки x a y0 0�� �±( );  — вершины гиперболы.
В случае, когда фокусы F x c y1 0 0� � � �-( );  и F x c y2 0 0� � �+( );  располо-
жены на вертикальной оси, 2a  — мнимая ось, 2b  — действи-
тельная ось гиперболы; при этом a с b2 2 2= - , вершины гипер-
болы: ( ;x y b0 0� � ± ).
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Параболой называется множество точек плоскости, равноу-
даленных от данной точки, называемой фокусом F , и от дан-
ной прямой, называемой директрисой d  (расстояние между 
фокусом и директрисой обозначают � р ).
В каноническом уравнении параболы точка x y0 0; � �( ) – вер-
шина. Для канонических уравнений вида y y p x x-( ) = ± -( )0
2
02  








ч; ,  уравнения ди-
ректрис d : x x p= 0 2
 � .
Для канонических уравнений вида x x p y y-( ) = ± -( )0
2
2  ось 








ч , уравнения дирек-
трис d : y y p�� �= 0 2
 .
Пример 1. Установить, какие линии определяются данными 
уравнениями. Изобразить линии на чертеже:
а) 16 9 64 18 199 02 2� � �� � � � � �� � � �x y x y– –- + = ;
б) x y y=- + - - +� 5 6 402 .
Решение.
а) Выделим полные квадраты относительно каждой перемен-
ной, а свободные члены перенесем в правую часть:
 16 9 64 18 199 02 2� � �� � � � � �� � � �x y x y– –- + = ;
 16 4 9 2 1992 2� � � � �� �� ���x x y y– ;( )- +( )=-
 16 2 64 9 1 9 1992 2� � � � �� � � � � ���x y– – ;( ) - +( ) + =-
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Получаем каноническое уравнение гиперболы с центром в точ-
ке C 2 1; �-( ) , мнимой полуосью a �� =3 , действительной полуосью 
b �� =4  (рис. 4.6). Для построения гиперболы строим основной пря-
моугольник с центром C 2 1; �-( )  и сторонами �2a  и 2b , параллель-
ными соответственно осям координат Ox  и Oy , проводим пря-
мые, содержащие диагонали прямоугольника (асимптоты 











и проводим две ее ветви, приближающиеся к асимптотам.
Рис. 4.6
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б) x y y=- + - - +� 5 6 402 .
При решении данной задачи необходимо учесть неотрица-
тельность выражения x �� +5 , то есть x �� ��+ і5 0 ; возведем обе части 
исходного уравнения в квадрат и выделим полные квадраты:
 x y y�� ��� �� �� �+( ) =- - +5 6 402 2 ;
 x y y�� �� �� � � ��+( ) + + =5 6 40 02 2 – ;
 x y y�� �� �� � � ��+( ) + + =5 6 40 02 2 – ;
 x y�� �� �� � � � � �+( ) + +( ) - =5 3 9 40 02 2 – ;
 x y
x











Уравнение x y�� �� �� �+( ) + +( ) =5 3 492 2  является каноническим 
уравнением окружности с центром в точке C � �- -( )5 3;  и радиу-





Упражнения для самостоятельной подготовки
1. Точка A -( )4 5; �  является вершиной квадрата, диагональ ко-
торого лежит на прямой 7 8 0�� � � �x y– + = . Составить уравнения сто-
рон и второй диагонали этого квадрата.
2. Луч света направлен по прямой x y- + =2 5 0�� �� � . Дойдя до пря-
мой 3 2 7 0� � �� �� �x y– + = , луч от нее отразился. Составить уравнение 
прямой, на которой лежит отраженный луч.
3. Составить уравнение гиперболы с фокусами F1 2 5; �( )  
и F2 2 3( ; � ) и с равными полуосями. Выполнить построение.
4. Привести уравнения кривых к каноническому виду и по-
строить соответствующие линии:
а) 2 3 4 18 17 02 2� � �� � � �� � � �� ��x y x y+ + + =– ;
б) 4 8 8 13 02 2� � � � � � �� �� ��x y x y- + - - = ;
в) x y y= - - - +2 0 5 2 52, ;
г) y y= - + -5 1 .
2.6. Поверхности второго порядка
Поверхности второго порядка описываются уравнениями 
второго порядка относительно переменных x y z, ,� � .
Цилиндрической поверхностью называется поверхность, со-
стоящая из параллельных прямых (образующих), пересекаю-
щих некоторую линию (направляющую) (рис. 4.8).
Пусть направляющая g( )  лежит в плоскости Oxy  и задана 
уравнением F x y; � � �( )=0 .
Уравнение цилиндрической поверхности s( )  с образующи-
ми, параллельными оси Oz , и направляющей, расположенной 
в плоскости �Oxy , имеет вид: F x y; � � �( )=0 .
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Аналогично определяются цилиндрические поверхности 
с образующими, параллельными оси Ox  или Oy .
Общее уравнение поверхности 2-го порядка имеет вид:






12 13 232 2 2� � � � �� � � �� ��� �� �� � � ��+ + + + + z a x a y a z a� � �� �� � � �� ��+ + + + =1 2 3 0,
где a a a a a a112 222 332 122 132 232 0� �� �� �� �� �� ��+ + + + + № .
теорема. Общее уравнение поверхности 2-го порядка с по-
мощью симметрии относительно плоскости, поворота оси и па-
раллельного переноса прямоугольной системы координат может 
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Упражнения для самостоятельной подготовки
Привести уравнения к каноническому виду и построить со-
ответствующие поверхности:
1) 2 4 4 4 16 14 02 2 2� � � � � � �� �� �� � � � � ��x y z x y z+ + + =– – – ;
2) x y x y z2 2 2 4 2 5 0�� � � �� �� � ��� �� �+ + + + =– ;
3) 4 25 8 100 4 02 2� � � � � � �� � � �� ��x y x y- - + =– ;
4) x y z y= - + - +3 2 12 2 ;
5) z y y= - - +4 24 202 .
3. Алгебраические структуры
3.1. Понятие алгебраической структуры
Определение. Пусть дано некоторое множество Х №Ж .
Отображение w :X Xn ® , где nО , называется n-арной ал-
гебраической операцией на X .
При n = 2  операция называется бинарной, при n =1�– унар-
ной, а при n = 0  — нульарной (означает фиксирование некото-
рого элемента в X ).
Алгебраическую операцию на множестве X  обозначают спе-
циальным символом: *, , ,� � � � � �� �Ч + - и т. п.
Примеры алгебраических операций.
1.   — множество натуральных чисел. Какие действия мож-
но выполнять с натуральными числами? Складывать, вычитать, 
умножать, делить и т. д. Операции сложения, умножения — би-
нарные алгебраические операции. Операции вычитания, деле-
ния не являются алгебраическими операциями, т. к. результат 
операции может и не принадлежать множеству  .
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2. На множестве целых чисел   алгебраическими (бинарны-
ми) операциями являются операции сложения, вычитания, ум-
ножения. Операция деления не является алгебраической опе-
рацией.
3. Все арифметические операции на множестве действитель-
ных чисел   являются алгебраическими операциями.
4. На множестве геометрических векторов V  операции — 
сложение, вычитание, векторное умножение являются би-
нарными алгебраическими операциями; умножение вектора 
на число — унарной алгебраической операцией.
Операция *  на множестве �X  называется коммутативной, 
если � � � � �" О =a b X a b b a, * * .
Операция *  называется ассоциативной на множестве X , 
если " Оa b c X, , �  выполняется равенство � a b c a b c* * * *( ) = ( ) .
Например, операция сложения на множестве геометриче-
ских векторов �V  является и ассоциативной, и коммутативной; 
операция вычитания на этом же множестве — неассоциатив-
ная и некоммутативная операция.
Определение. Алгебраическая структура — система, состоя-
щая из множества элементов X  и операций f f fn1 2, ,� � �ј , опреде-
ленных на X . Употребляют обозначение: X f f fn; , ,� � � �1 2 ј( ) .
Группоид — алгебраическая структура, определяемая одной 
бинарной операцией.
Группоид называется коммутативным, если бинарная опе-
рация коммутативна.
Полугруппа — группоид, операция которого ассоциативна, 
т. е. " О ( ) = ( )a b c X a b c a b c, , * * * * .� � � � � �
Элемент e  группоида X ; � �Ч( )  называется нейтральным (еди-
ничным или единицей), если " О Ч = Ч =a X a e e a a� .
Элемент q  группоида X ; � �Ч( )  называется нулевым (нулем), 
если " О Ч = Ч =a X a a� � � � � q q q.
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Полугруппа � � �X ; Ч( )  с единицей e  называется группой, если 
" О $ О Ч = Ч =a X b X a b b a e� �: , при этом b  называется обратным 
элементом для элемента a .
Коммутативная группа называется абелевой. В абелевой 
группе операцию обычно называют сложением, нейтральный 
элемент — нулем и обратный элемент — противоположным 
элементом.
Примеры групп.
1. N ; �+( ) , N ; Ч( )  — коммутативные полугруппы.
2. Z R; , ;� � �+( ) +( )  — абелевы группы.
3. Z ; � Ч( ) — коммутативная полугруппа с единицей, но не группа.
Кольцо — алгебраическая структура K  с двумя бинарными 
операциями, одна из которых называется сложением +( ) , дру-
гая — умножением Ч( ) , при этом должны выполняться следую-
щие условия:
1. " О +( ) = +( )a b K a b b a, � � � � � � � � � �
2. " О + +( ) = + +a b c K a b c a b c, , ( )� � � � � � � � � �
3. $ О " О + = + =q q qK a K a a a� � � � � � � � � � �
4. " О $ -( )О + -( ) = -( ) + =a K a K a a a a� � � � � � � � � � � q
5. " О Ч +( ) = Ч + Чa b c K a b c a b a c, , � � � � � � � � � �
6. " О +( ) Ч = Ч + Чa b c K b c a b a c a, , � � � � � � � � � �
Заметим, что K ;+( )  — абелева группа; K ; Ч( )  — полугруппа.
Примеры колец.
1. Z Q R, , – числовые кольца.




3. Множество функций, определенных на  , с операциями 
сложения и умножения.
Кольцо называется коммутативным, если операция умно-
жения коммутативна.
Коммутативное кольцо P , в котором есть единица и любой 
ненулевой элемент имеет обратный, называется полем.
Перечислим аксиомы поля:
1. " О + = +a b P a b b a, � � � � � � � � � �
2. " О +( ) + = + +( )a b c P a b c a b c, , � � � � � � � � � �
3. $ О + =q qP a a:� �  
4. " О $ -( )О + -( ) =a P a P a a� � � �: q .
5. " О Ч = Чa b P a b b a, � � � � � � � � � �
6. " О Ч( ) Ч = Ч Ч( )a b c P a b c a b c, , � � � � � � � � � �
7. " О Ч =a P e a a� � � � � � � � � �
8. " О Ч +( ) = Ч + Чa b c P a b c a b a c, , � � � � � � � � � �
9. � � � � � � � � � � �" О +( ) Ч = Ч + Чa b c P a b c a c b c, , .
Бесконечные поля называются числовыми, а их элементы — 
числами.
Примеры числовых полей.
1.   — поле рациональных чисел;
2.   — поле действительных чисел.
3.2. Комплексные числа
Комплексным числом называется упорядоченная пара дей-
ствительных чисел, т. е. если xО , yОR , то z x y�� �=( ),  — ком-
плексное число. Множество всех комплексных чисел   — это 
  2 (определяет комплексную плоскость). Действительная часть 
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комплексного числа z  обозначается x z�� �=Re , мнимая часть чис-
ла z  обозначается y z�� �=Im .
Комплексное число z x y�� �=( ),  имеет три формы записи.
z x y j�� �= +  — алгебраическая форма, где j �� � �=( )0 1, – мнимая еди-
ница, j 2 1�� =- .
z jcos sin= +( )r j j , z �� №( )0  — тригонометрическая форма, где 
r = = +z x y2 2  — модуль числа z x y�� �=( ), , j arg= z  — аргумент 
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 если j О [0; 2π).
z e j�� � ��=r j  — показательная форма, где e j j = cos �� ��j+ j sin �j  (фор-
мула Эйлера).
Комплексные числа z x yj z x yj= + = -, � �  называются комплек-
сно сопряженными, при этом z z x yЧ = +2 2.
Возведение комплексного числа в натуральную степень:
 z n j nn n cos sin= +( )r j j  (формула Муавра).
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 и изобразить полученные 
корни на комплексной плоскости.
Решение. При использовании формулы необходима триго-
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p p . Извлекаем корень
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p p p p p
, , , ,  находятся в промежутке 0 2; p[ )  
(для того, чтобы получить значения аргумента из промежутка 
(–π; π], нужно взять �� � � �k = ± ±0 1 2, , ). Модули этих чисел равны 210 , 
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т. е. эти комплексные числа расположены на окружности ради-
уса 210  и делят ее на 5  равных частей (являются вершинами 
правильного пятиугольника, вписанного в окружность)
Строим найденные точки (комплексные числа):
Рис. 4.9
Пример 2. Построить множество точек комплексной плоско-
сти, удовлетворяющих уравнению: z j z j�� � � � � �� ��- + + =2 2 6.
Решение. На комплексной плоскости z z- 0  есть расстояние 
между точками z � и z0 , поэтому искомое множество состоит 
из точек комплексной плоскости, сумма расстояний от которых 
до точек z j1 2�� �=  и z j2 2�� ��=- есть величина постоянная, равная 
2 6�� �b= . По определению — это эллипс с фокусами в точках 
z j z j1 22 2�� � � � � � �= =-, , для которого 2 4 3 51 2 2 2�� � � � � � � �� � �c z z b a b c= - = = = - =, , , 
центр находится в начале координат (посередине между фоку-
сами).
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2. Решить системы, используя формулы Крамера:
a) 
2 2 3 3
4 3 1 5 12
-( ) + +( ) =





j x j y j




3 2 1 5
2 3 6 2
+( ) + +( ) = +





j x j y j
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;  б) - +3 4 j .
4. Решить квадратные уравнения:
a) jz j z j2 1 8 7 17 0+ -( ) - + = ;
б) z j z j2 4 2 2 4 0- -( ) + - = .
5. Построить множества точек, удовлетворяющих указан-
ным соотношениям:
a) Re Im� � �z z2 2 2+ Ј ;
б) z z- - + =3 1 2;
в) z j e j= - + + О[ )3 2 0 2j j p, ; / .� �
3.3. Кольцо многочленов
Пусть задано произвольное числовое поле P . Рассмотрим 
множество многочленов, т. е. функций вида









зависящих от аргумента z , принимающих значения из поля P  
и имеющих коэффициенты a a a Pn0 1, , , .� � � � �ј О  Будем считать мно-
гочлен p zn ( )  многочленом степени n , если an № 0 . Единствен-
ным многочленом, не имеющим определенной степени, явля-
ется многочлен, у которого все коэффициенты равны нулю. Мы 






















 p z q z k n a bn n k k( ) = ( )( )Ы " О ј{ } =( )
D
0, , � .
Если рассматривать многочлены как функции, то можно 
сформулировать эквивалентное определение:
 p z q z z P p z q zn n( ) = ( )( )Ы " О( ) =
D
0 0 0� � ( ( )).
Сумма многочленов
















 и предположим для опре-
деленности, что n mі .
Тогда

















( , ,� � � � � k kb= ).
Произведение многочленов






































, , � ).
Частным случаем произведения многочленов является про-
изведение ap z( )  многочлена p z( )  на число a , т. к. ненулевое 
число можно рассматривать как многочлен нулевой степени.
Заметим, что множество многочленов с введенными выше 
операциями представляет собой коммутативное кольцо K z[ ] .
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теорема. Для любых многочленов p zn ( )  и q zm ( ) , n m> , мож-
но найти единственные многочлены g z( )  и r z( ) , такие, что 
p z q z g z r zn m( ) = ( ) Ч ( ) + ( ),  причем степень r z( )  меньше степени 
q zm ( )  или же r z( ) = 0 ; r z( ) �  называется остатком от деления 
p zn ( )  на q zm ( ) .
Определение. Если каждый из двух многочленов p z( )  и q z( )  
делится без остатка на многочлен d z( ) , то d z( )  называется об-
щим делителем многочленов p z( )  и q z( ) .
Определение. Наибольшим общим делителем многочленов p z( )  
и q z( )  называется такой их общий делитель s z( ) , который де-
лится на все другие общие делители многочленов p z( )  и q z( ) .
теорема о наибольшем общем делителе 
Если s z НОД p z q z( ) = ( ) ( )( ), , то существуют a z( )  и b z( ) , та-
кие, что s z a z p z b z q z( ) = ( ) ( ) + ( ) ( ).
теорема Безу. При делении многочлена p z( )  степени n і( )1  
на разность z a-  получается остаток, равный p a( ).
Корнем многочлена (ненулевой степени) называется такое 
значение z , при котором многочлен обращается в ноль.
следствие из теоремы Безу:
( p z( )  делится на z a- ) Ы (a �– корень p z( ) ), т. е. имеет ме-
сто равенство p z z a q z( ) = -( ) ( ).
теорема Гаусса
Всякое алгебраическое уравнение степени n > 0  над полем 
  комплексных чисел имеет хотя бы один корень.
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теорема о разложении многочлена над полем 
Всякий многочлен степени n > 0  над полем   может быть 
разложен на линейные множители. Это разложение единствен-
ное с точностью до перестановки сомножителей местами.
Каноническое разложение многочлена p z( ) � на множители над 
полем  : p z a z z z z z zn
K K
r
Kr( ) = -( ) -( ) ј -( )1 21 2 , где z zi j№  при 
i j№ � и K K K nr1 2+ +ј+ = .
Если Ki =1  в каноническом разложении p z( ) , то корень zi  
называется простым; если же Ki >1 , то корень zi  называется 
кратным. Число Ki  называется кратностью корня zi .
Таким образом, любой многочлен степени n > 0  над полем 
  имеет n  корней, если каждый из корней считать столько раз, 
какова его кратность.
Разложение многочлена над полем 
Лемма. Если многочлен p x( )  с действительными коэффи-
циентами имеет комплексный корень z0 , то z0  является также 
корнем p x( ).
теорема о разложении многочлена над полем 
Многочлен с вещественными коэффициентами степени 
n і 2  может быть разложен на вещественные множители пер-
вой и второй степени соответствующей кратности. Это разло-
жение единственное с точностью до перестановки множителей 
местами.
Каноническое разложение многочлена p x( )  на множители над 
полем  :





Lr s( ) = -( ) ј -( ) + + ј + +1 2 1 1 21 1( () ) , 
 �K K L L nr s1 12 2+ј+ + +ј+ = .
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Пример 1. Разложить многочлены на множители над полем 
 ; над полем 
а) x x x3 26 11 6- + - ;
б) x 4 + 4.
Решение.
а) Корни многочлена x x x3 26 11 6- + - � �  x1 1= , �x2 2= , � �x3 3= . 
Тогда по теоремам о разложении многочлена над полем   и над 
полем  , имеем x x x x x x3 26 11 6 1 2 3- + - = -( ) -( ) -( ).
б) Для того чтобы разложить заданный многочлен на мно-
жители, добавим и вычтем 4 2x  и воспользуемся формулой 
разности квадратов, получим x x x x x x x x x x4 4 2 2 2
2 2 2 24 4 4 4 2 4 2 2 2 2+ = + +( ) - = +( ) - = + +( ) + -( ). 
x x x x x x x x x x4 4 2 2 2
2 2 2 24 4 4 4 2 4 2 2 2 2+ = + +( ) - = +( ) - = + +( ) + -( ).  
Получили разложение многочлена над полем  . Найдем 
корни многочленов x x2 2 2+ +  и x x2 2 2+ - , и, воспользовав-
шись теоремой о разложении многочлена над полем  , полу-
чим x 4 4+ = - -( ) - +( ) + +( ) + -( )x j x j x j x j1 1 1 1 .
Можно сразу найти корни заданного многочлена













0 1 2 3cos sin , , , , .
p p p p
Получим x j x j x j x j1 2 3 41 1 1 1= + = - = - + = - -, , , .� � � � � � �  
Тогда разложение многочлена над полем Cимеет вид: 
 x 4 4+ = - -( ) - +( ) + +( ) + -( )x j x j x j x j1 1 1 1 .  
Перемножив первые, вторые скобки и третьи, четвертые 
скобки, получим разложение многочлена над полем  .
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Пример 2. Построить многочлен наименьшей степени с ком-
плексными и вещественными коэффициентами, имеющие про-
стые корни 2 3 1; ; ,� � �+ j  1 — корень кратности два.
Решение. По теореме о разложении многочлена над полем 
 , имеем f x x x x x j( ) = -( ) -( ) -( ) - -( )1 2 3 12 . 
Раскрывая скобки, получим 
f x x j x j x j x j x j( ) = - +( ) + +( ) - +( ) + +( ) - -5 4 3 28 24 7 34 17 23 17 6 6 .
По лемме о комплексно-сопряженных корнях многочлена 
с вещественными коэффициентами и по теореме о разложении 
многочлена над полем   получим
 f x x x x x i x i( ) = -( ) -( ) -( ) - -( ) - +( ) =1 2 3 1 12
 = - + - + - +x x x x x x6 5 4 3 29 33 65 74 46 12.
Пример 3. Разделить многочлен f x x x x x( ) = - + - +4 3 22 4 6 8 �
на многочлен x -1� и найти f (1).
Решение. Разделим многочлен f x x x x x( ) = - + - +4 3 22 4 6 8� � на 
многочлен x -1� с остатком:
 x x x x x x x x4 3 2 3 22 4 6 8 1 1- + - + = -( ) - -( ) +�
 + -( ) - -( ) + = -( ) - + -( ) +�3 1 3 1 5 1 3 3 53 2x x x x x x x ,
т. е. остаток от деления равен 5  и f 1 5( ) = .  Данный пример ил-
люстрирует теорему Безу.
Пример 4. Определить кратность корня x0 2=  многочлена 
f x x x x x x( ) = - + - + -5 4 3 25 7 2 4 8 .
Решение. Разделим многочлен f x x x x x x( ) = - + - + -5 4 3 25 7 2 4 8�  
f x x x x x x( ) = - + - + -5 4 3 25 7 2 4 8�  на x - 2 . 
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Получим f x x x x x( ) = -( ) - + +( )2 3 44 3 2 .
Рассмотрим многочлен g x x x x( ) = - + +4 3 23 4.  Заметим, что 
g 2 0( ) = , �  т. е. x0 2=  — корень многочлена g x( ).  Разделим мно-
гочлен g x( )  на x - 2.  Получим g x x x x x( ) = -( ) - - -( )2 23 2 ,  тог-
да f x x x x x( ) = -( ) - - -( )2 22 3 2 .
Рассмотрим многочлен q x x x x( ) = - - -3 2 2 , x0 2=  — корень 
многочлена q x( ) . 
Тогда q x x x x( ) = -( ) + +( )2 12  и f x x x x( ) = -( ) + +( )2 13 2 .
Рассмотрим многочлен t x x x( ) = + +2 1.  Заметим, что x0 2=  
не является корнем многочлена t x( ).
Получили � f x x x x( ) = -( ) + +( )2 13 2 .  
Значит, x0 2=  является корнем кратности 3 � многочлена 
f x x x x x x( ) = - + - + -5 4 3 25 7 2 4 8 .
Данную задачу можно решить иначе. Разложим многочлен 
f x x x x x x( ) = - + - + -5 4 3 25 7 2 4 8  по формуле Тейлора в окрест-
ности точки x0 2= :
 f 2 0( ) =
 ў ( ) = - + - +f x x x x x5 20 21 4 44 3 2 , ў ( ) =f 2 0 .
 ўў ( ) = - + -f x x x x20 60 42 43 2 , ўў ( ) =f 2 0 .
 ўўў ( ) = - +f x x x60 120 422 , ўўў ( ) =f 2 42 .
 f x xIV ( ) = -120 120 , f IV 2 120( ) = .









( ) = -( ) + -( ) + -( ) = -( ) +













-( ) = -( ) + -( ) + -( )( )2 2 7 6 2 25 3 2x x x .
Таким образом, кратность корня x x= 0  многочлена f x( )  
равна порядку первой отличной от нуля производной многоч-
лена f x( )  при x x= 0 .
Пример 5. При каких значениях параметров a  и b  многоч-
лен f x ax bxn n( ) = + ++1 1  делится на многочлен x -( )1 2 ?
Решение. Требуется определить, при каких значениях пара-
метров a  и b  x =1  является корнем кратности 2  многочлена 
f x ax bxn n( ) = + ++1 1.  Найдем значение заданного многочлена 
и его первой производной при x =1 : 
 f a b f x a n x bnx f a n bnn n1 1 1 1 11( ) = + + ( ) = +( ) + ( ) = +( ) +ў ў-, ,� � � .
При a n=  и b n= - -1  f 1 0( ) =  и � ў ( ) =f 1 0 , т. е. x =1  является 
корнем кратности 2  многочлена f x ax bxn n( ) = + ++1 1 .
Упражнения для самостоятельной подготовки
1. Разложить многочлены на множители над полем  ; над 
полем  : 
а) x 4 1+ ;   б) x6 27+ .
2. Построить многочлен наименьшей степени с комплекс-
ными и вещественными коэффициентами, имеющие простые 
корни 1 1, � � �- - j  и j — корень кратности два.
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3. Разделить многочлен f x x x x x( ) = + - - -3 19 13 105 4 2 �  
на многочлен x - 2 �  и найти f (2).
4. Разделить многочлен f x x jx j x x j( ) = + - +( ) - + +4 3 22 1 3 7 � �
на многочлен x j+ � �  и найти f j( ) .
5. Определить кратность корня x0 2= -  многочлена 
f x x x x x x( ) = + + + - -5 4 3 27 16 8 16 16 .
6. Определить кратность корня x0 3=  многочлена 
f x x x x x x( ) = - + + - -5 4 3 26 2 36 27 54 .
7. При каком значении параметра a  многочлен 
x ax ax5 2 1- - + �  имеет -1  корнем не ниже второй кратности?
8. При каких значениях параметров a  и b  многочлен 
f x x ax b( ) = + +5 3  имеет корень второй кратности отличный 
от нуля?
3.4. Алгебра матриц














   
,
состоящую из m  строк и n  столбцов.
Эту таблицу назовем матрицей размера m nґ . Для такой ма-
трицы обычно употребляются следующие обозначения: табли-
ца заключается в круглые скобки ( )  или квадратные [ ] .
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Краткая запись матрицы A aij m n= ( ) ґ . Числа aij , из которых 
составлена матрица, называются ее элементами; первый индекс 
i  указывает номер строки, второй индекс j  — номер столбца, 


























 — комплексная матрица размера 2 2ґ .
Для матриц одинакового размера вводится понятие ра-
венства.
Пусть �A aij m n= ( ) ґ  и B bij m n= ( ) ґ
 A B i m j m a bij ij=( )Ы " О ј{ } " О ј{ } =( )
D
1 1, , , , ,� � � � � � �
Частные виды матриц




























 — вектор-столбец; n  — высота столбца.
3. Матрица, у которой m n= , называется квадратной. В ква-
дратной матрице элементы a a ann11 22, , ,� � �ј  составляют главную 
диагональ, а элементы a a an n n1 2 1 1, , ,� � �- ј  — побочную диагональ.
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4. Квадратная матрица, у которой все элементы, стоящие 
над или под главной диагональю, равны нулю, называется тре-
угольной.
5. Квадратная матрица, у которой все элементы, стоящие 
вне главной диагонали, равны нулю, называется диагональной.
6. Диагональная матрица, у которой все элементы aii =1, �
i n=1, , называется единичной и обозначается буквой E .
7. Матрица любых размеров, все элементы которой равны 
нулю, называется нулевой и обозначается буквой Q .
Операции над матрицами
1. сложение матриц
Операция сложения вводится только для матриц одинако-
вых размеров.
Пусть A aij m n= ( ) ґ  и B bij m n= ( ) ґ
 A B C i m j m c a bij ij ij+ =( )Ы " О ј{ } " О ј{ } = +( )
D
1 1, , , , ,� � � � � � � .
Cвойства операции сложения:
а) A B B A+ = +
б) A B C A B C+( ) + = + +( )
в) A A+ =Q
г) A A+ -( ) = Q
По сложению множество всех матриц размера m nґ  над чис-
ловым полем P  является абелевой группой.
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2. Умножение матрицы на число
Пусть A aij m n= ( ) ґ ; aОP.
 a aЧ =( )Ы " О ј{ } " О ј{ } = Ч( )A B i m j m b aij ij
D
1 1, , , , ,� � � � � � � .
Свойства операции умножения на число:
а) 1Ч =A A
б) " О ( ) = ( )a b a b ab, P A A� �
в) " О +( ) = +a a a aP A B A B� �
г) " О +( ) = +a b a b a b, P A A A�
3. Умножение матриц
Пусть A aij m p= ( ) ґ  и B bij p n= ( ) ґ .  Произведением матрицы A  
на матрицу B  называется матрица C cij m n= ( ) ґ , такая, что: 
" О ј{ } " О ј{ }i m j m1 1, , , , ,� � � � �  c a b a b a b a bij i j i j ip pj
s
p
is sj= + + =
=
е1 1 2 2
1
.
Произведение матрицы А на матрицу B  обозначается AB .
Из определения следует, что элементы матрицы C A B= Ч , 
стоящие в i-й строке и j-м столбце, равны сумме попарных про-
изведений элементов i-й строки матрицы A  на соответствую-
щие элементы j-го столбца матрицы B.
Рис. 4.11
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Если AB BA= , то матрицы A  и B  называются перестано-
вочными (или коммутативными).
б) A B C A B CЧ( ) Ч = Ч Ч( )
в) " Оa P  a aЧ Ч( ) = Ч( ) ЧA B A B
г) E A A E AЧ = Ч =
д) A B C A B B CЧ +( ) = Ч + Ч
Определение. Две ненулевые матрицы являются делителями 
нуля, если их произведение равно нулевой матрице.
Множество всех квадратичных матриц n-го порядка n і( )2  
над числовым полем P  относительно операций сложения и ум-
ножения образует некоммутативное кольцо с единицей и с де-
лителями нуля.
Определение. Целой положительной степенью � � �A kk >( )1  ква-
дратной матрицы A  называется произведение k матриц, каж-
дая из которых равна A .
Матрица Ak  имеет тот же порядок, что и A , A E0 = .
Многочленом степени k (k — целое неотрицательное число) 
от матрицы A  называется выражение вида: 
f A a E a A a A a Ak
k( ) = + + +ј+0 1 2 2 , где a a a Pk0 1, , ,� � � � � �ј О .
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Транспонированием матрицы называется замена строк этой 
матрицы ее столбцами с сохранением их номеров.
Матрица, полученная таким образом из матрицы A aij m n= ( ) ґ , 
называется транспонированной по отношению к матрице A 
и обозначается AT .
Для матрицы-строки транспонированной будет матрица-
столбец и наоборот.
Матрица A называется симметричной, если A AT = .�
Свойства операции транспонирования:
1. A AT
T( ) = .
2. a aЧ( ) = ЧA AT T .
3. A B A BT T T+( ) = + .
4. A B B AT T TЧ( ) = Ч .
Пусть A — квадратная матрица порядка n. Матрица B назы-
вается обратной к A, если AB BA E= = .
Матрица, обратная к матрице A, обозначается через A-1 .
Если матрица A имеет обратную, то A называется обратимой.
Свойства операции обращения:
1. A A-
-( ) =1 1 .
2. a a
a
aA A A( ) = = №- - - -1 1 1 11 0, .�
3. AB B A( ) =- - -1 1 1.
4. A AT
T( ) = ( )- -1 1 .
теорема обращения. Для того чтобы матрица A имела обрат-
ную, необходимо и достаточно, чтобы ее определитель был от-
личен от нуля.
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Матрица A называется невырожденной, если ее определитель 
отличен от нуля.
Элементарные преобразования матриц:
1. Перестановка любых двух строк матриц.
2. Умножение одной из строк матрицы на число l № 0 .
3. Прибавление к элементам одной из строк матрицы соот-
ветствующих элементов любой другой строки матрицы, умно-
женных на одно и то же произвольное число.
Нахождение обратной матрицы
а) Метод присоединенной матрицы: для невырожденной ма-
трицы A имеет место формула обращения A
A
AП- =1
1 , где AП  
есть транспонированная матрица алгебраических дополнений 
элементов матрицы A. Матрица AП  называется присоединенной 
к матрице A.
б) Метод Гаусса: для невырожденной матрицы A n-го поряд-
ка построим матрицу A E|( )  размера n nґ2 , приписывая к A 
справа единичную матрицу E соответствующего порядка. Да-
лее, применяя элементарные преобразования над строками ма-
трицы A E|( ) , приводим ее к виду E B|( ) . Тогда B A= -1 .
Решение матричных уравнений
а) Пусть AX B=  и XA B=  — матричные уравнения, где A — 
обратимая матрица, X  — неизвестная матрица. Тогда решени-
ем первого уравнения является матрица X A B= -1 , второго — 
матрица X BA= -1 .
б) Метод Гаусса. Для решения матричного уравнения AX B=  
составим расширенную матрицу A B|( )  и с помощью элемен-
тарных преобразований приведем ее к виду E X|( ) . Тогда X  — 
матрица, которая является решением данного матричного урав-
нения; т. е. A B E X| |( ) ( )~ .
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Для решения уравнения XA B=  можно использовать схему 
A X E XT T T| |( ) ( )~ , где X -  искомая матрица.
Пример 1. Вычислить линейную комбинацию 3 2A B+  ма-























Решение. Матрицы A  и B  одинакового размера 2 3ґ , по-























































Пример 2. Вычислить AB  и BA , где















































 = Ч + Ч + Ч + Ч + Ч( ) = ( )4 3 0 1 2 1 3 5 1 2 31 ,
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Ч( ) =4 0 2 3 1
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Решение. Матрицы A  и B  согласованные, поэтому суще-























Ч + -( ) Ч Ч -( ) + -( ) -( )
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Решение. Матрицы A  и B  несогласованные, поэтому не су-
ществует произведение AB.



































Пример 5. Найти все матрицы 2-го порядка над полем R , 





































































































2 4 1 2
4 3 4.
Решая систему 3 линейных уравнений с 4 неизвестными, 
имеем
 x x R1 4= - Оa a, ,�
 x R2 = Оb b, ,�
 x3 0= .

















ч , где a b, �  — любые веще-
ственные числа.
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Пример 6. Найти все матрицы 2-го порядка над полем R , 




















x x x x x x x
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, где a b g, ,� � �  — произвольные вещественные числа, 
удовлетворяющие соотношению a bg2 0+ = .
Пример 7. Найти значение многочлена f x x x( ) = - +3 2 52  

















































































































































































































над полем R  существует обратная матрица?
Решение. По теореме обращения матрица �A  обратима тог-
да и только тогда, когда ее определитель отличен от нуля. Вы-














- = + =
 =
+
= + -( ) = №a a b b
a a
a a b b a
2 2
2 2 02 3  Ю №a 0.


























Т. к. A № 0, �  то A  обратима.
Первый способ обращения матрицы A .
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Второй способ обращения матрицы A .
Построим A-1  методом Гаусса с помощью элементарных 
преобразований:





































































































































Решение. Это уравнение вида AX B= , его решением явля-
ется матрица X A B= -1 .
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Решение. Это уравнение вида A X B CЧ Ч = ; его решением яв-










































































































Пример 12. Решить уравнение

































Решение. Это уравнение вида XA B= , � поэтому используем 



















































































































































3.5. Определители n‑го порядка
Пусть дано n  натуральных чисел 1 2 3, , , ,� � �ј n . Перестановкой 
из n натуральных чисел называется расположение этих чисел 
в определенном порядке.
1 2 3, , , ,� � � �ј( )n — естественная перестановка,
a a a1 2, , ,ј( )n  — произвольная перестановка.
Лемма. Число всевозможных перестановок из n  чисел рав-
но n !.
Говорят, что два числа в перестановке образуют инверсию, 
если большее число стоит перед меньшим.
Например, в перестановке 1 4 3 5 2, , , ,� � � �( )  инверсии образуют 
следующие пары: 4 3 4 2 3 2 5 2, , , , , , ,� � � � � � �( ) ( ) ( ) ( )  (число инверсий в дан-
ной перестановке равно 4).
Число инверсий в перестановке a a a1 2, , ,ј( )n  будем обозна-
чать через J . Итак, J 1 4 3 5 2 4, , , , .� � � � �� �( )=
 J J J Jn na a a1 2 1 2 1, , ,ј( ) = + +ј+ - ,
где J i ni � � �� �= ј -( )1 2 1, , ,  — число чисел, стоящих перед числом �i  
в перестановке, полученной из данной вычеркиванием чисел, 
меньших числа i  (если таковы имеются).
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 J J J J J1 4 3 5 2 0 3 1 0 41 2 3 4, , , , .� � � � � � � � � � � � �� �� �� ��( ) = + + + = + + + =
Перестановка называется четной, если суммарное коли-
чество инверсий в перестановке — четное число и нечетной, 
если — нечетное число.
Пусть дана матрица A ann ij nn�� =( )  над числовым полем P .
Определителем порядка n � называется число, полученное 
из элементов данной матрицы по следующему правилу:
а) это алгебраическая сумма n! слагаемых;
б) каждое слагаемое определителя представляет собой про-
изведение n элементов матрицы A , взятых по одному из каж-
дой строки и каждого столбца;
в) каждому члену определителя приписывается знак « »+ , 
если эта перестановка нечетная, при условии, что первые ин-
дексы элементов произведения расположены в естественном 
порядке.
Обозначение определителя порядка n :



























= -( ) је ј( )1 1 2 1 21 2
a a a
a a a .
Замечание. Это определение распространяется и на опреде-
лители второго и третьего порядков.
Все свойства определителей второго и третьего порядков пе-
реносятся на определители порядка n >3 .




а) AB A B�� = ;
b) A A A- -= №( )1 1 0� � ;
c) A AT �� = .
Основные способы вычисления определителей порядка n :
1) по определению (например, вычисление определителей 
второго и третьего порядков);
2) по формуле разложения;







 (формула разложения определителя по эле-
ментам -го столбца);







 (формула разложения определителя по эле-
ментам i-й строки);
5) приведение определителя к треугольному виду, исполь-
зуя свойства:














   
.
Тогда det .A a a ann= ў Ч ў ЧјЧ ў11 22






2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2
    
.
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Решение. Прибавив к элементам первого столбца определи-
теля соответствующие элементы второго, третьего и т. д. n-го 
столбца (от этого величина определителя не изменится), полу-









1 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2
    
.
Далее, к элементам второй, третьей и т. д. n-й строк прибавим 
соответствующие элементы первой строки, предварительно ум-












1 1 1 1
1 1 0 0
0 0 1 1
0 0 0 1
1 1 1 1 1
1    
 .

















2 1 1 0
0 1 2 1
3 1 2 3






1 1 1 1
1 1 1 1
1 1 1 1

























Упражнения для самостоятельной подготовки
1. Вычислить линейную комбинацию 1 1+( ) + -( )j A j B  ма-
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4. Найти все матрицы 2-го порядка, квадрат которых равен 
единичной матрице.



























7. Методом присоединенной матрицы найти матрицу обрат-
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4. Строение линейного пространства
4.1. Определение линейного пространства
Пусть L  — непустое множество элементов, P  — числовое 
поле. L  называется линейным пространством над полем P , если 
на L  определены две операции: бинарная — сложение, т. е. ука-
зан закон (правило), по которому любой упорядоченной паре 
x y L, О �  ставится в соответствие единственный элемент из L , 
называемый суммой и обозначаемый x y+ ,  и унарная опера-
ция — умножение элемента из L  на число из P , т. е. указан за-
кон (правило), по которому каждому элементу x  из L  и любо-
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му числу a  из P  поставлен в соответствие единственный 
элемент из L , называемый произведением элемента на число 
и обозначаемый aЧ x , которые постулируются следующими ак-
сиомами:
I. По сложению L  — абелева группа:
1. " Оx y L,  x y y x+ = + ;
2. " Оx y z L, ,  � x y z x y z+( ) + = + +( ) ;
3. $ О!q L : " Оx L  �x x+ =q ;
4. " О $ -( )О + -( ) =x L x L x x� �! : .q
II. По умножению элемента на число:
5. " О " О ( ) = ( )x L P x x, ,� � � � � � � �a b a b ab ;
6. " О Ч =x L x x� � � � � � � �1  для единицы 1  поля P .
III. Указанные операции связаны законами дистрибутив-
ности:
7. " О " О +( ) = +x L P x x x, ,� � � � � � � �a b a b a b .
8. " О " О +( ) = +x y L P x y x y, , .� � � � � � � � �a a a a
Примеры линейных пространств
1. Множество V3  всех геометрических векторов (направлен-
ных отрезков) в трехмерном пространстве с общим началом 
в некоторой точке пространства с операциями сложения век-
торов и умножения вектора на число, есть линейное простран-
ство над полем R .
2. Множество Pm nґ  всех матриц размера m nґ  над P  с опе-
рациями сложения матриц и умножения матрицы на число из P  
образует линейное пространство над �P .
3. Множество f x x X( ){ } О� �  всех действительнозначных 
функций вещественного аргумента, определенных на числовом 
множестве X  с операциями сложения функций и умножения 
их на вещественные числа есть линейное пространство над R .
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Непустое подмножество M  из L  называется линейным под-
пространством в L,  если оно замкнуто относительно операций 
в L , т. е. " О + Оx y M x y M, � � � � �
 " О " О Ч Оx M P x M, � � � � � � �a a .
Пример 1. Является ли линейным подпространством соот-
ветствующего векторного пространства каждая из следующих 
совокупностей векторов:
а) все векторы плоскости, каждый из которых лежит на од-
ной из осей координат Ox  и Oy ?
б) все векторы плоскости, концы которых лежат на данной 
прямой?
в) все векторы плоскости, концы которых лежат в первой 
четверти системы координат?
Решение.
а) Данная совокупность векторов не является линейным под-
пространством, т. к. вектор, являющийся суммой векторов, мо-
жет и не лежать на одной из осей координат Ox  и Oy .
б) Данная совокупность векторов будет являться линейным 
подпространством только в том случае, если прямая проходит 
через начало координат.
в) Данная совокупность векторов не является линейным под-
пространством, т. к., например, конец вектора, являющегося 
суммой векторов, может и не лежать в первой четверти систе-
мы координат.
Пример 2. Перечислить все линейные подпространства трех-
мерного векторного пространства.
Решение. Все пространство; векторы, лежащие в любой пло-
скости, проходящей через начало координат; векторы плоско-
сти, лежащие на любой прямой, проходящей через начало ко-
ординат, и само начало координат, т. е. нулевой вектор.
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Упражнение для самостоятельной подготовки
Является ли линейным подпространством соответствующе-
го векторного пространства каждая из следующих совокупно-
стей векторов:
а) все векторы n -мерного векторного пространства, коор-
динаты которых — целые числа?
б) все векторы плоскости, начала и концы которых лежат 
на данной прямой?
в) все векторы трехмерного пространства, концы которых 
не лежат на данной прямой?
4.2. Линейная зависимость
Пусть L  — линейное пространство над полем P .
A a an= ј{ }1, � �  — система элементов из L ; a a1, ,� �ј( )n  — неко-
торый набор чисел из P .
Линейной комбинацией элементов a an1, ,� �ј  системы A  с ко-








a , то говорят, что элемент b  линейно выража-
ется через элементы a an1, ,� � � �ј  системы A,  обозначение b A .
Множество всех линейных комбинаций из элементов конеч-
ной системы A a an= ј{ }1, � �  называется линейной оболочкой систе-
мы A  и обозначается через <A> или <a1, ..., an>.
Лемма. Линейная оболочка, натянутая на конечное множе-
ство элементов a an1, ,� � � �ј  из A , является линейным подпро-
странством в L .
(Система A  эквивалентна системе B  A B~( ) ) Ы
D
(A B  
и B A )
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Свойства эквивалентных систем:
1. A A~
2. A B B A~ ~( )Ю ( )
3. A B B C A C~ ~ ~и( )Ю ( )
Определение линейно зависимой системы элементов
Пусть L  — линейное пространство над полем P,
 A a a Ln= ј{ }М1, � � .
Набор чисел a a1, ,� �ј( )n  называется нетривиальным, если 
хотя бы одно число в нем не равно нулю.
( A �– линейно зависимая система элементов) Ы
D
 ($  нетри-
виальный набор чисел a a a q1
1





i iP a .
В противном случае система A  называется линейно незави-
симой.
критерий линейной зависимости. Система A a a Ln= ј{ }М1, � �  
линейно зависима тогда и только тогда, когда хотя бы один эле-
мент из A  линейно выражается через все остальные ее элемен-
ты, т. е.
( A  — линейно зависима) Ы $ О ј{ } { }( )j n a A aj j1, , : .�  
Пример 1. Выяснить, являются ли следующие системы векто-
ров арифметического пространства R3  линейно зависимыми:
а) x1 1 1 2= -( ), , ,�  x2 2 2 2= -( ), , ,�  x3 4 0 2= ( ), , ;� �
б) x1 2 0 1= ( ), , ,� �  x2 1 1 2= -( ), , ,�  x3 0 1 1= -( ), ,� .
Решение.
а) Составим линейную комбинацию элементов заданной си-
стемы и приравняем ее к нулю. Тогда из равенства a1x1 + a2x2 + 
+ a3x3 = q или a a a1 2 31 1 2 2 2 1 4 0 2 0 0 0, , , , , , , ,� � � � � � � �-( ) + -( ) + ( ) = ( )  имеем 
систему уравнений
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 — общее решение системы.
Таким образом, существует нетривиальный набор ai{ }, удов-
летворяющих определению линейно зависимой системы. Зна-
чит, данная система линейно зависима.
б) Из равенства a a a q1 1 2 2 3 3x x x+ + =  или a1(2, 0, 1) + 




































































Получаем единственное решение системы a1 0= , � �  a2 0= ,  
a3 0= .  Значит, данная система линейно независима (по опре-
делению).
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Пример 2. Найти все значения l , при которых вектор 
b = -( )7 2, ,l  линейно выражается через векторы a1 2 3 5= ( ), , , 
a2 3 7 8= ( ), , , a3 1 6 1= -( ), , .
Решение. Пусть b a a a= + +a a a1 1 2 2 3 3 , тогда
7 2 2 3 5 3 7 8 1 6 11 2 3, , , , , , , ,-( ) = ( ) + ( ) + -( )l a a a  или
 
2 3 7







a a a l
+ + =







































































Система совместна тогда и только тогда, когда - + +( ) =30 2 0l . 
Отсюда l =15 .
























ч  является линейно независимой.
Решение. Составим линейную комбинацию данных матриц 
с некоторыми коэффициентами a a a1 2 3, ,� � � ОR , т. е.
 a a a
a a

































Потребуем, чтобы эта линейная комбинация равнялась ну-




















4. Строение линейного пространства
Данное равенство возможно тогда и только тогда, когда 
a a a1 2 30 0 0= = =, ,� � � � , что означает линейную независимость за-
данной системы матриц.
Пример 4. Пусть L  — вещественное линейное пространство 
многочленов степени не выше второй. Установить, какая из сле-
дующих систем элементов данного пространства является ли-
нейно независимой:
а) 1 2, ,� �x x ; б) 1 4 52 2, , ,� �x x x + .
Решение.
а) Система 1 2, ,� �x x{ }  линейно независима, так как линейная 
комбинация a a a1 2 3 21Ч + Ч + Чx x  тождественно равна нулю тог-
да и только тогда, когда a a a1 2 3 0= = = .
б) Система 1 4 52 2, , ,� � � � � �x x x +{ }  линейно зависима, так как мно-
гочлен 4 52x +  является линейной комбинацией остальных эле-
ментов этой системы, т. е. имеет место равенство 
4 5 4 0 5 12 2x x x+ = Ч + Ч + Ч .
Упражнения для самостоятельной подготовки
1. Доказать, что система, содержащая нулевой элемент, ли-
нейно зависима.
2. Доказать, что система векторов, содержащая два рав-
ных вектора, линейно зависима.
3. Доказать, что если система B AН  и B  линейно зависима, 
то и A  линейно зависима.
4. Выяснить, являются ли следующие системы арифметиче-
ских векторов линейно зависимыми:
а) x1 1 2 3= ( ), , ,� �  x2 2 5 7= ( ), , ,� �  x3 3 7 10= ( ), ,� � ;
б) x1 2 4 3= -( ), , ,� �  x2 1 2 2= - -( ), , ,� �  x3 3 6 5= -( ), ,� � ;
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в) � � �x1 2 3 4 1= - - -( ), , , ,  x2 1 2 4 1= - -( ), , , ,�  x3 5 1 1 0= ( ), , ,��� ,
    x4 4 5 2 1= - - -( ), , , .�
г) x j j j1 1 2 5 2= - +( ), , , ,� � �  x j j2 1 1 2 0= - +( ), , , ,� � �  x3 1 1 1 1= ( ), , ,��� .
5. Будет ли система многочленов f t1 21= + , �  f t f t t2 4 3 2 31= + = +, ,� � �  
f t t t t1
2 3 41= + + + + �  линейно зависимой?
6. Найти все значения �l , при которых вектор b  линейно вы-
ражается через векторы:
а) x1 4 4 3= ( ), , ,� �  x2 7 2 1= ( ), , ,� �  x b3 4 1 6 5 9= ( ) = ( ), , , , , ;�� � � � �l
б) x1 3 2 5= ( ), , ,� �  x2 2 4 7= ( ), , ,� �  x b3 5 6 1 3 5= ( ) = ( ), , , , , ;� � � � � �l
в) x1 3 2 6= ( ), , ,� �  x2 7 3 9= ( ), , ,� �  x b3 5 1 3 2 5= ( ) = ( ), , , , ,�� � �l .
4.3. Конечномерное линейное пространство
Пусть система элементов A LН .
Подсистема ўA  системы A  называется максимальной линей-
но независимой системой (МЛНС) или базой в A , если
1) ўA  линейно независима
2) " О ўa A A  система ўИ{ }A a  линейно зависима.
Рангом системы элементов называется количество элемен-
тов ее МЛНС. Обозначается ранг системы A  символом rang A( )  
или более кратко rA .
Ранг системы не зависит от выбора МЛНС.
Ранги эквивалентных систем элементов из L  равны.
Ранг линейной оболочки <A> множества элементов A  из L  
равен рангу множества A .
Пусть A LН , где L  — произвольное линейное пространство 
над числовым полем R .
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Система элементов A  называется системой образующих (по-
рождающих) пространства L , если <A> = L.
Линейное пространство, имеющее конечную систему обра-
зующих, называется конечномерным.
МЛНС пространства L  — это МЛНС системы порождаю-
щих L .
Все МЛНС линейного пространства состоят из одного 
и того же числа элементов и это число называется размерно-
стью линейного пространства L  (обозначается через dimL ).
Если dimL n= , то пространство L  называется n-мерным 
и обозначается Ln .
Упорядоченная МЛНС пространства L  называется бази-
сом L .
Итак, если система элементов e en1ј{ }.,  — базис Ln , то
1. e en1ј{ }.,  линейно независима;












0 0 1 0 0
1
, , , ,.., , обра-
зует базис арифметического (координатного) линейного про-
странства Pn .
Базис � e en1ј( ).,  называют естественным базисом.
свойства конечномерных линейных пространств
теорема о базисе. Любую линейно независимую систему ко-
нечномерного линейного пространства можно дополнить до его 
базиса.
следствие 1. В n-мерном пространстве любая система из 
n +( )1  элемента линейно зависима.
следствие 2. В n-мерном пространстве любую линейно неза-
висимую систему из n  элементов можно принять за базис это-
го пространства.
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теорема об единственности разложения элемента по базису. 
Если e en1, ,ј( )� �  — базис в Ln , то любой элемент из Ln  един-
ственным образом линейно выражается через элементы этого 
базиса.
теорема об арифметике координат. Если � � � � � �e en1, ,ј( )  — базис 














b , то при сложении элементов x  и y , 
их соответствующие координаты складываются, а при умноже-
нии элемента на число, его каждая координата умножается 
на это число.
изоморфизм линейных пространств
Пусть L  и ўL  — линейные пространства над одним и тем же 
числовым полем P.
Отображение j :L L® ў  называется изоморфизмом, если
1. j :L L« ў
на
 — отображение взаимно однозначное L  на ўL ;
2. " Оx y L,  � � � �j j jx y x y+( ) = ( ) + ( );
" О " Оx L P, � � l  j l l jЧ( ) = Ч ( )x x .
В этом случае пространства L  и ўL  называются изоморфны-
ми пространствами и с точки зрения свойств линейных опера-
ций не различимы.
теорема. Любое n-мерное линейное пространство над чис-
ловым полем P  изоморфно арифметическому пространству Pn .
сумма и пересечение подпространств
Рассмотрим произвольное линейное пространство L . Это 
пространство порождает множество всех своих подпро-
странств L{ } .
На множестве L{ }  можно определить две алгебраические 
операции: сумма и пересечение подпространств.
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Суммой �L L1 2+  линейных подпространств L1  и L2  называ-
ется множество всех векторов вида x a b= + , где a LО 1 , b LО 2 , 
т. е. L L x L x a b a L b L1 2 1 2+ = О = + О О{ }: , ,� � � � .
Пересечением L L1 2З  линейных подпространств L1  и L2  на-
зывается множество всех векторов, одновременно принадле-
жащих как L1 , так и L2 .
Заметим, что и сумма и пересечение подпространств всегда 
являются непустыми множествами, так как им заведомо при-
надлежит нулевой вектор пространства L .
теорема. Для произвольных двух конечномерных подпро-
странств L1  и L2  имеет место равенство
 dim dim dim dim .L L L L L L1 2 1 2 1 2+( ) = + - ( )З
Сумма L L1 2+  подпространств L1  и L2  называется прямой 
суммой и обозначается L L1 2Е , если L L1 2З ={ }q .
теорема.
(L L x L L a L b L x a b1 2 1 2 1 2Е Ы " О Е $ О $ О = +( )) ! , ! :� � � � � � � .
теорема. Для того чтобы линейное пространство Ln  было 
прямой суммой своих подпространств, необходимо и достаточ-
но, чтобы объединение базисов этих подпространств составля-
ло базис всего пространства.
Преобразование координат
Пусть e en1, ,ј( )  — базис в Ln , ў ј ў( )e en1, ,  — другой базис Ln . 
Базис e en1, ,ј( )  назовем старым, а базис ў ј ў( )e en1, ,  — новым.
Тогда
 ў ј ў( )e en1, , = ј( )e e Tn1, , ,
где T  — матрица перехода от старого базиса к новому.
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Пусть x e e Xn= ј( )1, , � , x e e Xn= ў ј ў( ) ў1, , � . Тогда формула пре-
образования координат при переходе от старого базиса к но-
вому базису:
 ў = -X T X1 .
4.4. Ранг матрицы
Пусть A aij m n= ( ) ґ  — произвольная матрица;
" О ј{ } = ј( )i m x a a ai i i in1 1 2, , , , ,� � � � � � �  — i -я вектор-строка;
" О{ } = ј( )j n y a a aj j j mj
T
1 1 2,..., , ,� � � � � � �  — j -й вектор-столбец.
Строчным рангом матрицы A  назовем ранг системы ее 
векторов-строк x x xm1 2, ,� � � �ј{ }  и обозначим через r Ac ( ) .
Столбцовым рангом матрицы A  назовем ранг системы ее век-
торов-столбцов (колонок) y y yn1 2, ,� � � �ј{ }  и обозначим через 
r Ak ( ) .
теорема об инвариантности рангов матрицы. При любых эле-
ментарных преобразованиях матрицы оба ее ранга (строчный 
и столбцовый) не меняются.
теорема о ранге матрицы. Для любой матрицы ее строчный 
и столбцовый ранги совпадают. Их общее значение называют 
рангом матрицы и обозначают r A( ) .
следствие. Если A  — квадратная матрица n-го порядка, то 
r A n( ) =  тогда и только тогда, когда A № 0 .
Базисный минор матрицы
Пусть A  — матрица ранга r . Тогда матрица имеет r  линей-
но независимых (базисных) строк и r  линейно независимых 
(базисных) столбцов.
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Минор, составленный из элементов на пересечении этих 
строк и столбцов, называется базисным.
теорема о базисном миноре. Любой базисный минор матри-
цы отличен от нуля, а все миноры более высокого порядка рав-
ны нулю.
следствие. Определитель квадратной матрицы равен нулю тог-
да и только тогда, когда ее столбцы (строки) линейно зависимы.
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� � � � � � � � , r A( ) = 2.






























l � � � �  будет наименьшим?
Решение. В матрице A  переставим строки и столбцы так, 
чтобы параметр l  оказался в нижнем правом углу матрицы, 
т. е. на месте элемента a44 .
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Полученную матрицу с помощью элементарных преобразо-
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Если l = 0 , то матрица ступенчатого вида будет состоять 
из двух ненулевых строк и r A( ) = 2 ; если l № 0 , то из трех нену-
левых строк и r A( ) = 3 .
Пример 3. Выяснить, является ли система векторов 
a1 1 1 1 1= ( ), , , , a2 2 0 2 0= ( ), , , , a3 1 1 1 1= - -( ), , , , a4 = (4, –2, –2, –8) 
из пространства 4  линейно зависимой.
Решение. Составим матрицу A , определенную векторами 
системы, и найдем ее ранг r A( )  — максимальное число ее ли-
нейно независимых строк (столбцов). Ранг матрицы не меня-
ется при элементарных преобразованиях ее строк (столбцов). 
Поэтому матрицу A  путем конечного числа элементарных пре-
образований приведем к ступенчатому виду и подсчитаем ранг:
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4. Строение линейного пространства
Ранг системы a a a a1 2 3 4, , ,{ }, состоящей из четырех элементов, 
равен 3  (меньше числа элементов!), что означает, что эта си-
стема линейно зависима.
Пример 4. Выяснить, является ли система многочленов 
3 3 3 3
2
, ,� � � �x x- -( ) +{ }  линейного пространства многочленов сте-
пени не выше двух линейно зависимой.
Решение. Разложим многочлены f x1 3( ) = , f x x2 3( ) = -  
и f x x3
2
3 3( ) = -( ) + �  по степеням x x x0 1 21= , ,� � � � , т. е.
 f x x x x1 0 1 23 1 0 0( ) = = Ч + Ч + Ч ,
 f x x x x x2 0 1 23 3 1 0( ) = - = - Ч + Ч + Ч ,
 � f x x x x x x x3
2 2 0 1 23 3 6 12 12 6 1( ) = -( ) + = - + = Ч - Ч + Ч .
Каждому многочлену системы поставим в соответствие 
арифметический вектор:
 f x a1 1 3 0 0( )« = ( ), , , f x a2 2 3 1 0( )« = -( ), , , � f x a3 3( )« =
 = -( )12 6 1, , .
















 — матрица треугольного вида и ее ранг равен 3.
С л е д о в а т е л ь н о ,  р а н г  с и с т е м ы  м н о г о ч л е н о в 
f x f x f x1 2 3( ) ( ) ( ){ }, ,� � �  равен 3. Эта система линейно независима.
Пример 5. Найти какую-нибудь базу системы векторов 
a1 1 2 3 4= -( ), , ,� � , a2 2 3 4 1= -( ), , ,� � , a3 2 5 8 3= - -( ), , ,� , a4 5 26 9 12= - -( ), , ,� , 
a5 3 4 1 2= -( ), , ,��  и векторы, не входящие в базу, линейно выразить 
через векторы базы.
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Решение. Составим матрицу A , определенную векторами 
системы, и найдем ее ранг:
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0 1 9 16 10
0 0 92 184 92
0 0 76 152 76









































Ранг данной системы равен 3. Это означает, что база этой си-
стемы состоит из трех векторов. Так как векторы a a a1 2 3, ,� � � � �  линей-
но независимы, то их можно принять за базу данной системы. 
Векторы a a4 5, � � � , не входящие в указанную базу, линейно выра-
зим через ее векторы: a a a a4 1 1 2 2 3 3= + +a a a , a a a a5 1 1 2 2 3 3= + +b b b . 
Найдем a a a b b b1 2 3 1 2 3, , , , , , продолжив преобразования матрицы 
системы.
 �
1 2 2 5 3
0 1 9 16 10
0 0 1 2 1









































































Получили a a a b b b1 2 3 1 2 35 2 2 1 1 1= = = - = - = =, , , , , ;
a a a a4 1 2 35 2 2= + - , a a a a5 1 2 3= - + + .
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Пример 6. Пусть e e e1 2 3, ,� � � �{ }  — фиксированный базис в про-
странстве �3 . Проверить, что векторы b e e e1 1 2 32 2 3= + + , 
b e e2 1 2= - , b e e e3 1 2 32= - + + , образуют базис в 3 , и найти коор-
динаты вектора y e e e= - + +1 2 37 5  в этом базисе.
Решение. Для исследования линейной зависимости системы 
векторов b b b1 2 3, ,� � � �{ }  найдем ранг системы координатных столб-
цов этих векторов относительно базиса e e e1 2 3, ,� � � �{ } .
Для этого составим матрицу A  из координат векторов 

















отличен от нуля A = -( )1 , следовательно, система b b b1 2 3, ,� � � �{ }  
линейно независима и в 3  ее можно принять за базис.




































































































Получили: y b b b= - +1 2 32 .
Задачу можно решить иначе.
Матрица перехода от базиса e e e1 2 3, ,� � � �{ }  к базису b b b1 2 3, ,� � � �{ }  
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Обращая матрицу и используя формулы преобразования ко-
ординат, имеем:













































 y b b b= - +1 2 32 .
Пример 7. Какова размерность линейного пространства сим-
метричных матриц второго порядка над полем  ? Найти один 








 в выбранном 
базисе.




























ч  образует базис данного пространства.
Для этого покажем, что
1) система E E E1 2 3, ,� �{ }  линейно независима;









ч  линейно выражается через ма-
трицы системы E E E1 2 3, ,� �{ } .
Линейная независимость системы E E E1 2 3, ,� �{ }  нами уже была 










ч  — произвольная матрица второго порядка, 
тогда A aE bE cE= + +1 2 3 .
277
4. Строение линейного пространства
Следовательно, система E E E1 2 3, ,� � �{ }  является базисом в про-
странстве симметричных матриц второго порядка и размер-
ность этого пространства равна 3 .








,  то в указанном базисе имеем 
A E E E= + +1 2 32 3 .
Пример 8. Вектор x = ( )1 1 3, ,��  задан своими координатами в ба-
зисе e e1 29 7 6 1 1 2= ( ) = ( ), , , , , ,� � � � � � �  e3 1 1 1= ( ), ,�� . Найти его координаты 
в базисе ў = -( )e1 2 3 1, , � , ў = -( )e2 4 5 2, , � , ў = -( )e3 5 7 3, , �  пространства 
3 .
Решение. Пусть X  — координатный столбец вектора x  в ба-
зисе e e e1 2 3, ,� � � �{ } , ўX  — координатный столбец вектора x  в ба-
зисе ў ў ў{ }e e e1 2 3, , � � . Тогда ўX  найдем из формулы ў = -X T X1 , а ма-
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 x e e e= - Ч ў + Ч ў + Ч ў68 26 91 2 3.
Сделаем проверку:
с одной стороны, x e e e= Ч + Ч + Ч = ( )1 1 3 13 11 111 2 3 , ,� � , с другой сто-
роны, x e e e= - Ч ў + Ч ў + Ч ў =68 26 91 2 3 ( )13 11 11, ,� � , т. е. вектор x  в том ба-
зисе, в котором заданы координаты векторов e e e1 2 3, ,� � � �  и 
ў ў ўe e e1 2 3, , � � � , имеет координаты 13 11 11, ,� �( ) .
Пример 9.  Найти матрицу перехода от базиса 
e e1 22 2 3 1 1 0= ( ) = -( ), , , , , ,� � � � � �  e3 1 2 1= -( ), ,� �  к базису ў = -( )e1 1 2 3, ,� , 
ў = ( )e2 0 1 2, ,�� , ў = ( )e3 0 0 1, ,� �  пространства 3 .
Решение. Исходя из формулы ў ў ў( ) = ( )e e e e e e T1 2 3 1 2 3, , , ,� � � � � � � , в ма-
























































































































Пример 10. Найти базисы сумм и пересечения линейных под-
пространств, натянутых на системы векторов a1 1 2 1 2= -( ), , ,� � , 
a2 2 3 1 0= ( ), , ,� � � , a3 1 2 2 3= -( ), , ,� �  и b1 1 1 1 1= ( ), , ,��� , b2 1 0 1 1= -( ), , ,� � , 
b3 1 3 0 4= -( ), , ,� � .
Решение. Пусть L a a a1 1 2 3= , ,� � � , L b b b2 1 2 3= , ,� � � . Найдем базис 
подпространства L L1 2+ . Для этого выясним, какие из векто-
ров a a a1 2 3, ,� � , b b b1 2 3, ,� �  линейно независимы:
 a a a a a a q1 1 2 2 3 3 1 1 2 2 3 3a a a b b b+ + + + + = .

































































































































































Ранг системы a a a b b b1 2 3 1 2 3, , , , ,� � � � � �{ } равен 4 . Пусть a a a b1 2 3 2, , ,� � � � �{ } — 
базис L L1 2+ .
Найдем базис L L1 2З . Подпространство L L1 2З  натянуто 
на векторы, которые являются элементами и L1 , и L2 , т. е. век-
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торы c a a a b b b= + + = + +a a a b b b1 1 2 2 3 3 1 1 2 2 3 3 . Выше матрица этой 
























































































































































Получили, что базис L L1 2З  образуют векторы b a a a1 1 2 32= - + +  
и b a a a3 1 2 35 2= + - .
Упражнения для самостоятельной подготовки








































































4. Строение линейного пространства
3. Найти какую-нибудь базу системы векторов, и векторы, 
не входящие в базу, линейно выразить через векторы базы:
а) a1 5 2 3 1= -( ), , ,� � , a2 4 1 2 3= -( ), , ,� � , � �a3 1 1 1 2= - -( ), , , ,
     � � �a4 3 4 1 2= -( ), , , ;
б) a1 2 1 3 5= -( ), , ,� � , a2 4 3 1 3= -( ), , ,�� , � � �a3 3 2 3 4= -( ), , , , 
     � � �a4 4 1 15 17= -( ), , , , a5 7 6 7 0= - -( ), , , � .
4. Найти все базы системы многочленов:
а) f t1 1 2= + , f t t t2 2 31 2 3 4= + + + , f t3 3 6= + ;
б) f t t1 21 2 3= + + , f t t2 22 3 4= + + , f t t3 23 2 3= + + , f t t4 21= + + , 
     f t t5 24 3 4= + + .
5. Найти ранг системы векторов a1 1 2 3 4= ( ), , ,� � � , a2 2 3 4 5= ( ), , ,� � � , 
� � � �a3 3 4 5 6= ( ), , , , � � � �a4 4 5 6 7= ( ), , ,  и описать линейную оболочку этой 
системы векторов.



















































7. В базисе 
 

i j k, ,� � � �{ }  заданы векторы a = ( )1 2 0, ,� � , b = ( )1 1 1, ,�� , 

с = ( )3 1 3, ,�� , 

d = - - -( )2 1 1, , . Показать, что векторы a , 

b , c  обра-
зуют базис в 3 , и найти координаты вектора 

d  в этом базисе.
8. Проверить, что система векторов e1 1 1 1 1= ( ), , ,��� , e2 1 2 1 1= ( ), , ,� � � , 
e3 1 1 2 1= ( ), , ,�� � , e4 1 3 2 3= ( ), , ,� � �  образует базис в пространстве 4 , 
и найти координаты вектора x = ( )4 4 3 2, , ,� � �  в этом базисе.
282
Глава 4. АЛГЕБРА И АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ 
9. Проверить, что многочлены f t t1 3 41 2 5= + + , f t t t2 3 43 4= + + + , 
f t t t3
2 3 44 7= + + , f t t t t4 2 3 42 3 4 11 12= - + + +  образуют базис 
пространства многочленов 5 x[ ] , и найти координаты 
f t t t t= + + + +1 2 3 4  в этом базисе.
10. Определить размерность и найти какой-либо базис ли-
нейной оболочки системы векторов:
а) a1 1 2 2 1= -( ), , ,� � , a2 2 3 2 5= ( ), , ,� � � , � � �a3 1 4 3 1= - -( ), , , , � � � �a4 2 9 3 5= ( ), , , ;
б) a1 3 1 5 3 2= -( ), , , ,� � � � , a2 2 3 0 1 0= ( ), , , ,� � �� , � � � � �a3 1 2 3 2 1= ( ), , , , , 
     �a4 3 5 1 3 1= - - - -( ), , , , , a5 3 0 1 0 0= ( ), , , ,� � � � .
11. Найти матрицу перехода от базиса e1 1 2 1= ( ), , ,� � � e2 1 2 2= ( ), , ,� � �  
e3 2 1 1= ( ), ,��  к базису ў = ( )e1 1 1 1, ,�� , ў = ( )e2 1 1 2, ,�� , ў = ( )e3 1 2 3, ,� �  простран-
ства 3 .
12. Найти координаты многочлена 
       f x a a x a x a xn n( ) = + + +ј++0 1 2 2
а) в базисе 1 2, , , ,� � � �x x xnј ;
б) в базисе 1 2, , , ,� � � �x a x a x a n- -( ) ј -( ) .
13. Найти матрицу перехода от базиса 1 2, , , ,� � � �x x xnј{ }  к бази-
су 1 2, , , ,� � � � � � � �x a x a x a n- -( ) ј -( ){ }  пространства многочленов сте-
пени, меньшей или равной n .
14. Найти базисы сумм и пересечения линейных подпро-
странств, натянутых на системы векторов
a) a1 1 2 1= ( ), ,� � , a2 1 1 1= -( ), ,� , a3 1 3 3= ( ), ,� �  и b1 2 3 1= -( ), ,� , 
     b2 1 2 2= ( ), ,� � , b3 1 1 3= -( ), ,� .
б) a1 1 1 0 0= ( ), , ,�� � , a2 0 1 1 0= ( ), , ,��� , a3 0 0 1 1= ( ), , ,� � �  и b1 1 0 1 0= ( ), , ,� � � , 
     b2 0 2 1 1= ( ), , ,� � � , b3 1 2 1 2= ( ), , ,� � � .
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4.5. Общая теория систем линейных уравнений (СЛУ)
Запишем систему m  линейных уравнений с n  неизвестны-
ми над числовым полем P  в матричной форме AX B= , где 































 — столбец свободных членов 
уравнений системы.
Если B = q , то система называется однородной, в против-
ном случае она называется неоднородной.
Система называется совместной, если у нее существует 
по крайней мере одно решение, в противном случае она назы-
вается несовместной.
Система называется определенной, если у нее существует 
единственное решение, в противном случае она называется 
неопределенной.
Решение линейных систем по формулам крамера
Пусть дана система n  линейных уравнений с n  неизвестны-
ми над произвольным числовым полем P .
A  — основная матрица системы. Если A № 0 , то система ли-
нейных уравнений называется невырожденной, если A = 0 , то — 
вырожденной.
теорема крамера. Если СЛУ �AX B=  — невырожденная си-
стема, то она совместна и ее единственное решение находится 
по формулам Крамера: " О ј{ } =j n x j j1, , � �
D
D
, где D  — определи-
тель матрицы A , D j  — определитель матрицы, полученной 
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из матрицы A  путем замены ее j-го столбца столбцом свобод-
ных членов системы.
Решение произвольных систем
Пусть дана система m  линейных уравнений с n  неизвест-
ными над произвольным числовым полем P .
Теорема Кронекера-Капелли.
 AX B r A r A B=( )Ы ( ) = ( )( )совместна | ,
где A B|( )  — расширенная матрица, отличающаяся от матрицы 
A  добавлением к ней столбца B .
следствие. Пусть система AX B= �  совместна. Тогда, если 
r A n( ) = , то СЛУ определенна (т. е. имеет единственное реше-
ние, которое можно найти, например, по формулам Крамера).
Если r A r n( ) = < , то СЛУ неопределенна. В этом случае СЛУ 
имеет r  базисных неизвестных и n r-( )  свободных неизвестных. 
Так как свободным неизвестным можно придавать любые чис-
ловые значения из поля P , то система будет иметь бесконеч-
ное множество решений, линейные выражения базисных неиз-
вестных через свободные называют общим решением СЛУ.
Общая теория однородных систем
линейных уравнений (ОсЛУ)
ОСЛУ в матричной форме имеет вид AX = q . Она всегда со-
вместна (т. к. обладает, по крайней мере, нулевым решением 
xi = 0 , i n=1, ).
Если r A n( ) =  (n  — число неизвестных), то ОСЛУ имеет 
только тривиальное (нулевое) решение. Если r A n( ) < , то ОСЛУ 
имеет бесконечное множество решений.
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свойства решений ОсЛУ
1. ( X1 , X 2  — решения ОСЛУ AX = q ) Ю ( �X X1 2+  — реше-
ние ОСЛУ).
2. ( X 0  — решение ОСЛУ AX = q ) Ю (" Оl P  l ЧX 0  — реше-
ние ОСЛУ).
теорема. Множество всех решений ОСЛУ AX = q, 0 < ( ) Јr A n, 
над полем P  образует линейное подпространство размерности 
n r A- ( )  n -мерного арифметического пространства.
Базис X Xn r1,ј{ }-  линейного пространства решений ОСЛУ 
называется фундаментальной системой решений ОСЛУ (ФСР).
теорема о структуре общего решения ОсЛУ. Общее решение 
ОСЛУ с n  неизвестными ранга r n<  есть линейная комбина-
ция векторов ее фундаментальной системы решений с n r-  
произвольными коэффициентами вида











Итак, общее решение ОСЛУ ранга r  — бесконечное мно-
жество ее решений, образующее линейное подпространство 
арифметического пространства Pn , натянутое на n r-( )  ли-
нейно независимых векторов — решений ОСЛУ.
Общая теория неоднородных систем
линейных уравнений (НсЛУ)
AX B= , B № q  — матричная запись неоднородной системы 
m  линейных уравнений с n  неизвестными.
AX = q  — ОСЛУ, приведенная для AX B= .
связь решений ОсЛУ и НсЛУ
теорема. Сумма любого решения AX B=  и любого решения 
AX = q  есть решение НСЛУ AX B= .
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теорема. Разность двух решений НСЛУ AX B=  есть реше-
ние ОСЛУ AX = q.
теорема о структуре общего решения НсЛУ
Общее решение НСЛУ AX B=  есть сумма общего решения 
ОСЛУ AX = q  и некоторого (частного) решения НСЛУ AX B= , 
т. е.




= + 0 .





























2, , .� � � � � �x y
 x yx y= =
-












2, .� � �
Пример 2. Решить систему по правилу Крамера
 
7 2 3 15
5 3 2 15
















 D D= -
-










72, ,� � � x










36, .� � � �






















1, , .� � � � �
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Пример 3. Решить систему и найти ФСР
 
6 2 2 5 7 0
9 3 4 8 9 0
6 2 6 7
1 2 3 4 5
1 2 3 4 5
1 2 3
x x x x x
x x x x x
x x x x
- + + + =





1 2 3 4 5
0
3 4 4 0
+ =









x x x x x
,
.
Решение. Решаем систему методом Гаусса
 
6 2 2 5 7
9 3 4 8 9
6 2 6 7 1
3 1 4 4 1
6 2 2 5 7
0 3 2 7 12



































6 2 2 5 7
0 3 2 7 12
0 0 2 1 3

















Ранг ОСЛУ равен трем, это означает, что в ОСЛУ три базис-
ных неизвестных, например, x x x1 2 4, ,� � � � , и два свободных неиз-
вестных — x x3 5, � � . Свободные неизвестные перенесем в правую 
часть уравнений системы и выразим базисные неизвестные че-
рез свободные. Для этого продолжим решать систему в матрич-
ном виде, применяя к ней обратный ход метода Гаусса:
 
6 2 5 2 7
0 3 7 2 12
0 0 1 2 3
6 2 0 8 22
0 3 0 12 33





























6 0 0 0 0
0 1 0 4 11

































,  — общее решение исходной системы урав-
нений.












































































































x , �  
где x x3 5, � � � � – произвольные числа из R.
Так как ранг ОСЛУ равен трем, то ее ФСР состоит из двух век-
тор- решений. За фундаментальную систему решений данной 
ОСЛУ можно принять следующую систему решений:


































































4. Строение линейного пространства
Тогда общее решение ОСЛУ будет равно



















































где с с1 2, � � � � – произвольные числа из R.
Пример 4. Решить систему и найти ФСР
 
3 5 2 0
4 7 5 0
4 0
















































































































Ранг ОСЛУ равен трем, это означает, что система имеет един-
ственное (нулевое) решение. ФСР не существует.
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Пример 5. Исследовать совместность и найти общее реше-
ние системы
 
3 2 5 3
2 3 5 3
2 4 3
4
1 2 3 4
1 2 3 4
1 2 4
1 2 3
x x x x
x x x x
x x x
x x x
- - + =
- + + = -












п 9 224x .
Решение. Решаем систему методом Гаусса
 
3 2 5 1
2 3 1 5
1 2 0 4





3 2 5 1
















































3 2 5 1
0 1 7 26
0 0 48 117












































0 1 7 26
0 0 48 117






Ранг системы равен числу неизвестных и равен четырем, это 
означает, что система имеет единственное решение.
Продолжим решать систему в матричном виде, применяя 
к ней обратный ход метода Гаусса:
 ~ ~
3 2 5 0
0 1 7 0
0 0 48 0





3 2 0 0
0 1 0 0
























1 0 0 0
0 1 0 0
0 0 1 0



































 x x x x1 2 3 41 3 2 2= - = = - =, , , .� � �
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Пример 6. Исследовать совместность и найти общее реше-
ние системы
 
2 7 3 5
3 5 2 3
5 9 8 1
4
1 2 3 4
1 2 3 4
1 2 3 4
1 2
x x x x
x x x x
x x x x
x x
+ + + =
+ + - =













Решение. Решаем систему методом Гаусса
 
2 7 3 1
1 3 5 2
1 5 9 8





2 7 3 1
0 1 7 5










































2 7 3 1
0 1 7 5
0 0 0 0



















r A r A B( ) = ( ) = Ю| 2  система совместна. r A r A B( ) = ( ) <| n = 4, 
это означает, что в системе два базисных неизвестных, напри-
мер, x x1 2, � �  и два свободных неизвестных — x x3 4, � � . Выразим 
базисные неизвестные через свободные. Для этого продолжим 
решать систему в матричном виде, применяя к ней обратный 
ход метода Гаусса:
 
2 7 3 1
0 1 7 5
0 0 0 0





2 0 52 34
































1 0 26 17




Получили x x x x x x1 3 4 2 3 46 26 17 1 7 5= - + = - + -, ,� � � � � � � � где x x3 4, � � � – 
произвольные числа из R.
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4 2 2 3 2
2 5 6 1
2 3
1 2 3 4
1 2 3 4
1 2 3 4
1 2
x x x x
x x x x
x x x x
x x
- + - =
- - + =













Решение. Решаем систему методом Гаусса
 
2 1 1 4
4 2 2 3
2 1 5 6





2 1 1 4












































2 1 1 4
0 0 4 11
0 0 0 9





2 1 1 4
0 0 4 11










































r A r A B( ) = ( ) = Ю3 4, � � |  система несовместна (по теореме Кро-
некера-Капелли).
Пример 8. Исследовать систему и найти общее решение в за-
висимости от значения параметра l
 
5 3 2 4 3
4 2 3 7 1
8 6 5 9
7 3
1 2 3 4
1 2 3 4
1 2 3 4
1
x x x x
x x x x
x x x x
x
- + + =
- + + =
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Решение. Решаем систему методом Гаусса
 
5 3 2 4
4 2 3 7
8 6 1 5




5 3 2 4















































5 3 2 4
0 2 7 19
0 0 0 0






















При l № 0 �  r A r A B( ) = ( ) = Ю2 3, � |  система несовместна.
При l = 0 �  r A r A B( ) = ( ) = Ю2 2, � |  система совместна. Найдем 
ее общее решение.
 
5 3 2 4
0 2 7 19
3
7





















































































- -, ,� � �  где 
x x3 4, � � � – произвольные числа из R.
Упражнения для самостоятельной подготовки

































2. Исследовать совместность и найти общее решение систе-
мы уравнений:
а) 
4 3 5 7
2 2 3 3
3 2 1
2 3 2
1 2 3 4
1 2 3 4
1 2 3
1 2
x x x x
x x x x
x x x
x x x
- + + =
- - - =
















8 12 9 8 3
4 6 3 2 3
2 3
1 2 3 4
1 2 3 4
1 2 3 4
1
x x x x
x x x x
x x x x
x
+ - + =
+ - + =















10 23 17 44 25
15 35 26 69 40
25 57 42
1 2 3 4
1 2 3 4
1 2
x x x x
x x x x
x x
+ + + =





x x x x
3 4
1 2 3 4
108 65
30 69 51 133 95
+ =
































- + - =
























































4. Исследовать систему и найти общее решение в зависимо-
сти от значения параметра l
3 2 5 4 3
24 3 6 8 3
6 9 20 11
4
1 2 3 4
1 2 3 4
1 2 3 4
x x x x
x x x x
x x x x
+ + + =
+ + + =
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