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Exact Controllability of the Distributed System Governed by the
Wave Equation with Memory
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Abstract
We will consider exact controllability of the distributed system governed by the wave equation
with memory. It will be proved that this mechanical system can be driven to the null state in finite
time, the absolute value of the distributed control function being bounded. In this case the memory
kernel is a linear combination of exponentials.
Keyword: Controllability to rest, equation with memory, distributed control
MSC 2010: 93C20, 35L53
1 Introduction
In this article we will consider the problem of exact controllability of a system governed by integro-
differential equation
θtt(t, x)−K(0)∆θ(t, x) −
t∫
0
K ′(t− s)∆θ(s, x)ds = u(t, x), x ∈ Ω, t > 0. (1)
θ|t=0 = ϕ0(x), θt|t=0 = ϕ1(x), (2)
θ|∂Ω = 0, (3)
here
K(t) =
N∑
j=1
cj
γj
e−γjt,
where cj , γj are given positive constant numbers, u(t, x) is a control supported (in x) on a bounded
domain Ω and |u(t, x)| 6 M , M > 0 is a given constant number. The goal of the control is to drive this
mechanical system to the null state in finite time. We say that system is controllable when for every initial
conditions ϕ0, ϕ1 we can find a control u such that the corresponding solution θ(t, x) of the problem
(1)—(3) and its first derivative with respect to t θt(t, x) achieve zero at t = T .
Similar problems for membranes and plates were studied earlier in [1]. There was proved that vi-
brations of these mechanical systems can be driven to rest by applying bounded (in absolute value) and
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volume-distributed control functions. The existence of a bounded (in absolute value) boundary control
that drives a string to rest was proved in [2]. In this case the so-called moment problem was effectively
applied. An overview of the results concerning the boundary controllability of distributed systems can
be found in [3]. Problems of controllability of systems similar to (1) were considered in [4]. There was
formulated the condition under wich a solution to the heat equation with memory can not be driven to
rest in a finite time. This condition is there are roots of some analytic function of complex variable in
the domain of holomorphism.
Problems similar to (1)—(3) for integrodifferential equations were studied earlier in many articles.
Equation (1) was firstly derivated in [5]. The solvability and asymptotic behavior for abstract equation of
this type were investigated for example in [6], [7]. In [8] was proved that the energy for some dissipative
system decays polynomially when the memory kernel decays exponentially. Problems of solvability of
system (1)—(3) were considered in [9]. There was proved that the solution belongs to some Sobolev
space on the semi-axis (in t) when the kernel K(t) is the series of exponentials, each exponential function
tending to zero when t → +∞. The explicit formulas for the solution of (1)—(2) were obtained in [10].
In this case kernel K(t) is also the series of decreasing exponentials. It follows from these formulas that
solutions tend to zero when t → +∞. In all these articles kernels in integral summands of the equation
are suggested to be noneincreasing.
In this article we consider the so-called ”null controllability”. Besides we would like to mention
controllability to rest. We say that the system in (1)—(3) is controllable to rest if for every initial
conditions ϕ0 and ϕ1, it is possible find a control u(t, x) and a time T > 0 such that u(t, x) is equal to
zero for any t > T and the corresponding solution θ(t, x, u) of problem (1)–(3) equals zero for any t > T
too. Null controllability and controllability to rest are not the same for systems with memory. In many
cases controllability to rest is impossible. Let us consider for example the one-dimensional case (Ω is an
interval (0, pi)). We prove now that the system (1) is uncontrollable to rest if u(t, x) ∈ C([0,∞), L2(0, pi))
is supported (in x), as well as in [4], on an interval [a, b] which is properly contained in [0, pi]. It means
that u(t, x) ≡ 0 outside [a, b]. It is clear that the equation (1) can be written in the following form
∂
∂t

θt(t, x)−
t∫
0
K(t− s)θxx(s, x)ds −
t∫
0
u(s, x)ds

 = 0.
Obviously function θ(t, x) is a solution of the equation (1) if and only if this function is a solution of
the following equation
θt(t, x)−
t∫
0
K(t− s)θxx(s, x)ds−
t∫
0
u(s, x)ds = f(x), (4)
where f(x) is an arbitrary function. Let t in (4) is equal to zero then we obtain
f(x) = ϕ1(x).
Let ϕ1(x) ≡ 0. We introduce
P (t, x) =
t∫
0
u(s, x)ds.
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Thus the problem (1)—(3) reduces to the problem
θt(t, x)−
t∫
0
K(t− s)θxx(s, x)ds = P (t, x), x ∈ (0;pi), t > 0. (5)
θ|t=0 = ϕ0(x), (6)
θ|x=0 = 0, θ|x=pi = 0. (7)
Note that P (t, x) ≡ 0 outside [a, b] and P (t, x) can be considered as a new control function. It is the
problem considered in [4] (in more general case). If K(t) is a linear combination of two exponentials then
the system (5)—(7) is uncontrollable to rest. It means that there is initial condition ϕ0 such that for
any control P (t, x), where P (t, x) belongs to the corresponding space, the solution of (5)—(7) can not be
driven to rest.
Using arguments similar to the above it can be proved that the system (1)—(3) is uncontrollable to
rest if K(t) is a linear combination of N exponentials, where N > 2.
2 Preliminaries
Let A := −∆ be an operator acting on a space D(A) := H2(Ω) ∩ H10 (Ω), Ω ⊂ Rs (s ∈ N) is a
bounded domain with a smooth boundary. Let also {ψn(x)}+∞n=1 be a corresponding orthonormal system
of eigenfunctions and {α2n}+∞n=1 are corresponding eigenvalues such as ∆ψn(x) + α2nψn(x) = 0.
We denote W 22,γ(R+, A) the linear space of functions f : R+ = (0,+∞) → D(A) equipped with the
norm
‖θ‖W 22,γ(R+,A) =

 +∞∫
0
e−2γt
(∥∥∥θ(2)(t)∥∥∥2
L2(Ω)
+ ‖Aθ(t)‖2L2(Ω)
)
dt


1
2
, γ ≥ 0.
For more details about W 22,γ(R+, A) see chapter 1 of the monograph [11].
Definition 1. A function θ(t, x) is called a strong solution of the problem (1)—(3) if for some γ ≥ 0
this function belongs to the space W 22,γ(R+, A), satisfies the equation (1) nearly everywhere (in t) on the
positive semiaxis R+ and satisfies the initial conditions (2).
Let us denote a function of complex variable λ
ln(λ) := λ
2 + α2nλKˆ(λ),
where
Kˆ(λ) =
N∑
k=1
ck
γk(λ + γk)
.
Now we formulate two theorems (see [10]) which are dedicated to correct solvability of the initial
boundary-value problem (1)—(3).
Theorem 1. Let u(t, x) ≡ 0 when t ∈ R+, the function θ(t, x) ∈ W 22,γ(R+, A), γ > 0, is a strong
solution of the problem (1)—(3), then for any t ∈ R+ the following representation is obtained:
θ(t, x) =
1√
2pi
∞∑
n=1
(ϕ1n + λ
+
nϕ0n)e
λ+n tψn(x)
l
(1)
n (λ
+
n )
+
1√
2pi
∞∑
n=1
(ϕ1n + λ
−
nϕ0n)e
λ−n tψn(x)
l
(1)
n (λ
−
n )
+
3
+
1√
2pi
∞∑
n=1
(
N−1∑
k=1
(ϕ1n − qk,nϕ0n)e−qk,nt
l
(1)
n (−qk,n)
)
ψn(x), (8)
where −qk,n are real zeros of the function ln(λ) (qk,n > 0), λ±n is a pair of complex conjugate zeros and
the series (8) converges in the norm of the space L2(Ω).
Theorem 2. Let u(t, x) ∈ C([0, T ], L2(Ω)) for any T > 0, θ(t, x) ∈ W 22,γ(R+, A) is a strong solution
of the problem (1)—(3) for some γ > 0, ϕ0 = ϕ1 = 0. Then for any t ∈ R+ the following representation
is obtained:
θ(t, x) =
1√
2pi
∞∑
n=1
ωn(t, λ
+
n )ψn(x) +
1√
2pi
∞∑
n=1
ωn(t, λ
−
n )ψn(x)+
+
1√
2pi
∞∑
n=1
(
N−1∑
k=1
ωn(t,−qk,n)
)
ψn(x), (9)
where
ωn(t, λ) =
t∫
0
un(s)e
λ(t−s)ds
l
(1)
n (λ)
, un(t) =
2
pi
pi∫
0
u(t, x)ψn(x)dx
and the series (9) converges in the norm of the space L2(Ω).
The following lemma should be stated.
Lemma 1. For any natural number n the equality holds
1
l
(1)
n (λ
+
n )
+
1
l
(1)
n (λ
−
n )
+
N−1∑
k=1
1
l
(1)
n (−qk,n)
= 0.
Proof. We shall deal with the solution of the problem (1)—(3) in the case of ϕ0 = ϕ1 = 0. According to
the theorem 2 this solution has the form of (9), u(t, x) being arbitrary and satisfying theorem conditions.
Taking partial derivative of θ(t, x) with respect to t we obtain
∂θ(t, x)
∂t
=
1√
2pi
∞∑
n=1
(
1
l
(1)
n (λ
+
n )
+
1
l
(1)
n (λ
−
n )
+
N−1∑
k=1
1
l
(1)
n (−qk,n)
)
un(t)ψn(x)+
+
1√
2pi
∞∑
n=1
λ+nωn(t, λ
+
n )ψn(x) +
1√
2pi
∞∑
n=1
λ−n ωn(t, λ
−
n )ψn(x)+
+
1√
2pi
∞∑
n=1
(
N−1∑
k=1
(−qk,n)ωn(t,−qk,n)
)
ψn(x). (10)
Since θt(t, x)|t=0 = 0 then for any natural number n from (10) arises(
1
l
(1)
n (λ
+
n )
+
1
l
(1)
n (λ
−
n )
+
N−1∑
k=1
1
l
(1)
n (−qk,n)
)
un(0) = 0. (11)
By virtue of the fact that u(t, x) is arbitrary, it is chosen in such a way that all its Fourier coefficients
un(t) with respect to t = 0 are nonzero. Thus, dividing by un(0) the equation (7), we obtain the required
statement. Lemma is proved.
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Let us consider the space lβ of sequences {cn}+∞n=1 such that the series
+∞∑
n=1
|cn|2α2βn
converges. Then we define the space
D(Aβ) =
{
f(x) =
+∞∑
n=1
fnψn(x) : {cn}+∞n=1 ∈ lβ
}
.
3 The main results
It is the following theorem, which presents the main result of the article.
Theorem 3 Let ϕ0 ∈ D(Aβ+1) and ϕ1 ∈ D(Aβ), where β > s2 , M > 0 is a certain constant. Then,
there are, depending on the value M , control u(t, x) ∈ C([0, T ]× Ω) and the time T > 0, such that the
solution of the problem (1)—(3) has the equalities
θ(T, x) = θ′t(T, x) = 0, (12)
and the restriction
|u(t, x)| 6M,
for any t ∈ (0, T ], x ∈ Ω is done.
Proof. Let u(t, x) be the function, satisfying the theorem conditions, T is some instant of time. According
to the theorems 1 and 2, the solution of the task (1)—(3) could be represented as (8) and (9). Hence we
obtain
θ(t, x) =
1√
2pi
∞∑
n=1
(ϕ1n + λ
+
nϕ0n)e
λ+n tψn(x)
l
(1)
n (λ
+
n )
+
1√
2pi
∞∑
n=1
(ϕ1n + λ
−
nϕ0n)e
λ−n tψn(x)
l
(1)
n (λ
−
n )
+
+
1√
2pi
∞∑
n=1
N−1∑
k=1
(
(ϕ1n − qk,nϕ0n)e−qk,nt
l
(1)
n (−qk,n)
)
ψn(x) +
1√
2pi
∞∑
n=1
t∫
0
un(s)e
λ+n (t−s)ds
l
(1)
n (λ
+
n )
ψn(x)+
+
1√
2pi
∞∑
n=1
t∫
0
un(s)e
λ−n (t−s)ds
l
(1)
n (λ
−
n )
ψn(x) +
1√
2pi
∞∑
n=1
N−1∑
k=1


t∫
0
un(s)e
−qk,n(t−s)ds
l
(1)
n (−qk,n)

ψn(x). (13)
Therefore
∂Θ(t, x)
∂t
=
1√
2pi
∞∑
n=1
λ+n (ϕ1n + λ
+
nϕ0n)e
λ+n tψn(x)
l
(1)
n (λ
+
n )
+
+
1√
2pi
∞∑
n=1
λ−n (ϕ1n + λ
−
nϕ0n)e
λ−n tψn(x)
l
(1)
n (λ
−
n )
+
+
1√
2pi
∞∑
n=1
N−1∑
k=1
(
(−qk,n)(ϕ1n − qk,nϕ0n)e−qk,nt
l
(1)
n (−qk,n)
)
ψn(x)+
5
+
1√
2pi
∞∑
n=1
(
1
l
(1)
n (λ
+
n )
+
1
l
(1)
n (λ
−
n )
+
1
l
(1)
n (−qn)
)
un(t)ψn(x)+
+
1√
2pi
∞∑
n=1
λ+n
t∫
0
un(s)e
λ+n (t−s)ds
l
(1)
n (λ
+
n )
ψn(x) +
1√
2pi
∞∑
n=1
λ−n
t∫
0
un(s)e
λ−n (t−s)ds
l
(1)
n (λ
−
n )
ψn(x)+
+
1√
2pi
∞∑
n=1
N−1∑
k=1


(−qk,n)
t∫
0
un(s)e
−qk,n(t−s)ds
l
(1)
n (−qk,n)

ψn(x). (14)
Note that the fourth summand in (14) is equal to zero, see lemma 1. Using conditions (12) and
formulas (13), (14) we obtain
−
(
(ϕ1n + λ
+
nϕ0n)e
λ+nT
l
(1)
n (λ
+
n )
+
(ϕ1n + λ
−
nϕ0n)e
λ−n T
l
(1)
n (λ
−
n )
+
N−1∑
k=1
(ϕ1n − qk,nϕ0n)e−qk,nT
l
(1)
n (−qk,n)
)
=
=
T∫
0
un(s)e
λ+n (T−s)ds
l
(1)
n (λ
+
n )
+
T∫
0
un(s)e
λ−n (T−s)ds
l
(1)
n (λ
−
n )
+
+
N−1∑
k=1
T∫
0
un(s)e
−qk,n(T−s)ds
l
(1)
n (−qk,n)
, n = 1, 2, ..., (15)
−λ
+
n (ϕ1n + λ
+
nϕ0n)e
λ+nT
l
(1)
n (λ
+
n )
− λ
−
n (ϕ1n + λ
−
nϕ0n)e
λ−n T
l
(1)
n (λ
−
n )
−
−
N−1∑
k=1
(−qk,n)(ϕ1n − qk,nϕ0n)e−qk,nT
l
(1)
n (−qk,n)
=
=
λ+n
T∫
0
un(s)e
λ+n (T−s)ds
l
(1)
n (λ
+
n )
+
λ−n
T∫
0
un(s)e
λ−n (T−s)ds
l
(1)
n (λ
−
n )
+
+
N−1∑
k=1
(−qk,n)
T∫
0
un(s)e
−qk,n(T−s)ds
l
(1)
n (−qk,n)
, n = 1, 2, ... . (16)
We introduce
an = −(ϕ1n + λ+nϕ0n), a¯n = −(ϕ1n + λ−nϕ0n),
bk,n = −(ϕ1n + (−qk,n)ϕ0n), k = 1, 2, ..., N − 1.
Let set equal coefficients preceding
1
l
(1)
n (λ
+
n )
,
1
l
(1)
n (λ
−
n )
,
1
l
(1)
n (−qk,n)
, k = 1, 2, ..., N − 1.
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in the right and left parts of equations (15), (16). Thus a new moments problem occurs:
T∫
0
un(s)e
λ+n (T−s)ds = ane
λ+nT ,
T∫
0
un(s)e
λ−n (T−s)ds = a¯ne
λ−n T , n = 1, 2, ...,
T∫
0
un(s)e
−qk,n(T−s)ds = bk,ne
−qk,nT , k = 1, 2, ..., N − 1, n = 1, 2, ... . (17)
Obviously if moments problem (17) is solvable then moments problem (15), (16) is solvable too.
Elimination of common factors in both parts (17) allows to represent this system as follows
T∫
0
un(s)e
−λ+n sds = an,
T∫
0
un(s)e
−λ−n sds = a¯n, n = 1, 2, ...,
T∫
0
un(s)e
qk,nsds = bk,n, k = 1, 2, ..., N − 1, n = 1, 2, ... . (18)
Let us replace −λ+n = λn and −λ−n = λn in (18). Notice that Reλn > 0 and qk,n > 0 (see [6]). Finally
we obtain the system of N moments for each natural number n:
T∫
0
un(s)e
λnsds = an,
T∫
0
un(s)e
λnsds = a¯n, n = 1, 2, ...,
T∫
0
un(s)e
qk,nsds = bk,n, k = 1, 2, ..., N − 1, n = 1, 2, ... . (19)
The solution of (19) is sought in the following form:
un(s) = C−1,ne
λns + C0,ne
λns +
N−1∑
j=1
Cj,ne
qj,ns, n = 1, 2, ... . (20)
Set C−1,n C0,n and Ck,n as some unknown constants. Substituting (20) in (19), we get the system of
N + 1 algebraic equations for each natural number n:
C−1,n
T∫
0
e2λnsds+ C0,n
T∫
0
e(λn+λn)sds+
N−1∑
k=1
Ck,n
T∫
0
e(λn+qk,n)sds = an,
C−1,n
T∫
0
e(λn+λn)sds+ C0,n
T∫
0
e2λnsds+
N−1∑
k=1
Ck,n
T∫
0
e(λn+qk,n)sds = an,
C−1,n
T∫
0
e(λn+qk,n)sds+C0,n
T∫
0
e(λn+qk,n)sds+
N−1∑
j=1
Cj,n
T∫
0
e(qj,n+qk,n)sds = bk,n, k = 1, 2, ..., N−1. (21)
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Let us find the determinant ∆n of the problem (21).
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
T∫
0
e
2λnsds
T∫
0
e
(λn+λn)sds
T∫
0
e
(λn+q1,n)sds . . .
T∫
0
e
(λn+qN−1,n)sds
T∫
0
e
(λn+λn)sds
T∫
0
e
2λnsds
T∫
0
e
(λn+q1,n)sds . . .
T∫
0
e
(λn+qN−1,n)sds
T∫
0
e
(q1,n+λn)sds
T∫
0
e
(q1,n+λn)sds
T∫
0
e
2q1,nsds . . .
T∫
0
e
(q1,n+qN−1,n)sds
...
...
...
. . .
...
T∫
0
e
(qN−1,n+λn)sds
T∫
0
e
(qN−1,n+λn)sds
T∫
0
e
(qN−1,n+q1,n)sds . . .
T∫
0
e
2qN−1,nsds
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
As far as
T∫
0
e(qi,n+qj,n)sds =
1
qi,n + qj,n
e(qi,n+qj,n)T − 1
qi,n + qj,n
, (22)
then using the equality (22) and well known property of determinants∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
...
bi1 + ci1 bi2 + ci2 . . . bin + cin
...
...
. . .
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
...
bi1 bi2 . . . bin
...
...
. . .
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
...
ci1 ci2 . . . cin
...
...
. . .
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (23)
we obtain that
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e2λnT
2λn
e(λn+λn)T
λn+λn
e
(λn+q1,n)T
λn+q1,n
. . .
e
(λn+qN−1,n)T
λn+qN−1,n
e(λn+λn)T
λn+λn
e2λnT
2λn
e
(λn+q1,n)T
λn+q1,n
. . .
e
(λn+qN−1,n)T
λn+qN−1,n
e
(q1,n+λn)T
q1,n+λn
e
(q1,n+λn)T
q1,n+λn
e
2q1,nT
2q1,n
. . .
e
(q1,n+qN−1,n)T
q1,n+qN−1,n
...
...
. . .
...
e
(qN−1,n+λn)T
qN−1,n+λn
e
(qN−1,n+λn)T
qN−1,n+λn
e
(qN−1,n+q1,n)T
qN−1,n+q1,n
. . .
e
2qN−1,nT
2qN−1,n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ βn(T ), (24)
where βn(T ) is a sum of all other determinants, which are the result of N + 1-fold application of the
property (23) to the each row of the determinant ∆n.
Let us factor out eλnT from the first row of the determinant in the right part of (24), and then take
out the same factor from the first column, now the similar action can be made for the second row and
column with the factor eλnT , and so on.
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Thus we get that
∆n = e
2λnT e2λnT
N−1∏
j=1
e2qj,nT
∣∣∣∣∣∣∣∣∣∣∣∣∣
1
2λn
1
λn+λn
1
λn+q1,n
. . .
1
λn+qN−1,n
1
λn+λn
1
2λn
1
λn+q1,n
. . .
1
λn+qN−1,n
1
q1,n+λn
1
q1,n+λn
1
2q1,n
. . .
1
q1,n+qN−1,n
...
...
. . .
...
1
qN−1,n+λn
1
qN−1,n+λn
1
qN−1,n+q1,n
. . .
1
2qN−1,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
+ βn(T ). (25)
Denote
∆¯n =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1
2λn
1
λn+λn
1
λn+q1,n
. . .
1
λn+qN−1,n
1
λn+λn
1
2λn
1
λn+q1,n
. . .
1
λn+qN−1,n
1
q1,n+λn
1
q1,n+λn
1
2q1,n
. . .
1
q1,n+qN−1,n
...
...
. . .
...
1
qN−1,n+λn
1
qN−1,n+λn
1
qN−1,n+q1,n
. . .
1
2qN−1,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Then
∆n = e
2λnT e2λnT
N−1∏
j=1
e2qj,nT

∆¯n + e−2λnT e−2λnT N−1∏
j=1
e−2qj,nTβn(T )

 .
In virtue of the definition of βn(T ), the following fact takes place:∣∣∣∣∣∣e−2λnT e−2λnT
N−1∏
j=1
e−2qj,nTβn(T )
∣∣∣∣∣∣→ 0, T → +∞.
Let us represent the determinant ∆¯n in following form
∆¯n =
1
(2Reλn)2
∣∣∣∣∣∣∣∣∣∣
1
2q1,n
1
q1,n+q2,n
. . .
1
q1,n+qN−1,n
1
q2,n+q1,n
1
2q2,n
. . .
1
q2,n+qN−1,n
...
...
. . .
...
1
qN−1,n+q1,n
1
qN−1,n+q2,n
. . .
1
2qN−1,n
∣∣∣∣∣∣∣∣∣∣
+ Λn, (26)
where Λn is the sum of all other determinants, occurred after the decomposition. Notice that there is λ
2
n
or λ3n in all summands in denominator after the expansion of these determinants, i.e. |Λn| ∼ 1|λn|2 .
Let us make the following notation
Pn =
∣∣∣∣∣∣∣∣∣∣
1
2q1,n
1
q1,n+q2,n
. . .
1
q1,n+qN−1,n
1
q2,n+q1,n
1
2q2,n
. . .
1
q2,n+qN−1,n
...
...
. . .
...
1
qN−1,n+q1,n
1
qN−1,n+q2,n
. . .
1
2qN−1,n
∣∣∣∣∣∣∣∣∣∣
.
Pn is the Cauchy determinant. It is a well known fact that
Pn =
∏
N−1≥i>j≥1
(qi,n − qj,n)2
N−1∏
i,j=1
(qi,n + qj,n)
.
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As far as qi,n, i = 1, 2, ..., N − 1 are pairwise different for any n (see [6]), then Pn is nonzero.
Hence,
∆n = e
2λnT e2λnT
N−1∏
j=1
e2qj,nT

 1
(2Reλn)2
Pn + Λn + e
−2λnT e−2λnT
N−1∏
j=1
e−2qj,nTβn(T )

 =
=
1
(2Reλn)2
Pne
2λnT e2λnT
N−1∏
j=1
e2qj,nT

1 + (2Reλn)2
Pn
Λn +
(2Reλn)
2
Pn
e−2λnT e−2λnT
N−1∏
j=1
e−2qj,nTβn(T )

 .
Let us denote
Λ¯n =
(2Reλn)
2
Pn
Λn, β¯n(T ) =
(2Reλn)
2
Pn
e−2λnT e−2λnT
N−1∏
j=1
e−2qj,nTβn(T ).
It leads to the following:
∆n =
1
(2Reλn)2
Pne
2λnT e2λnT
N−1∏
j=1
e2qj,nT
(
1 + Λ¯n + β¯n(T )
)
. (27)
Notice that |Λ¯n| ∼ 1|λn|2 , β¯n(T )→ 0 if T → +∞, the sequence of the modules of complex roots {|λn|}
tends to +∞ if n→ +∞, but the sequence of real numbers {qk,n}∞n=1 converges to some positive number
qk, actually qk,n = qk +O(n
−2) (see [12]). Thus due to the asymptotic properties of λn and qk,n there is
T such that all determinants ∆n are nonzero for any natural index n.
Let us determine ∆0,n by the formula:
∆−1,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an
T∫
0
e
(λn+λn)sds
T∫
0
e
(λn+q1,n)sds . . .
T∫
0
e
(λn+qN−1,n)sds
an
T∫
0
e
2λnsds
T∫
0
e
(λn+q1,n)sds . . .
T∫
0
e
(λn+qN−1,n)sds
b1,n
T∫
0
e
(q1,n+λn)sds
T∫
0
e
2q1,nsds . . .
T∫
0
e
(q1,n+qN−1,n)sds
...
...
...
. . .
...
bN−1,n
T∫
0
e
(qN−1,n+λn)sds
T∫
0
e
(qN−1,n+q1,n)sds . . .
T∫
0
e
2qN−1,nsds
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Set likewise ∆k,n, where k = 0, 1, 2, ..., N − 1:
∆k,n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
T∫
0
e
2λnsds . . . an . . .
T∫
0
e
(λn+qN−1,n)sds
T∫
0
e
(λn+λn)sds . . . an . . .
T∫
0
e
(λn+qN−1,n)sds
T∫
0
e
(q1,n+λn)sds . . . b1,n . . .
T∫
0
e
(q1,n+qN−1,n)sds
...
...
...
. . .
...
T∫
0
e
(qN−1,n+λn)sds . . . bN−1,n . . .
T∫
0
e
2qN−1,nsds
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where the column {an, an, b1,n, ..., bN−1,n} takes the k-th place.
Applying the Cramer’s rule, we obtain:
C−1,n =
∆−1,n
∆n
, C0,n =
∆0,n
∆n
, Ck,n =
∆k,n
∆n
, k = 1, 2, ..., N − 1.
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Thus the solution of (19) in the instant of time t has the following form:
un(t) =
∆−1,n
∆n
eλnt +
∆0,n
∆n
eλnt +
N−1∑
k=1
∆k,n
∆n
eqk,nt,
Let λn = µn − iνn. The article [6] proves, that µn, νn > 0 for any natural index n. The estimation of
modulus of the function un(t) for any natural n should be provided. So we have
|un(t)| 6 |∆−1,n||∆n| e
µnT +
|∆0,n|
|∆n| e
µnT +
N−1∑
k=1
|∆k,n|
|∆n| e
qk,nT . (28)
Calculating determinants ∆−1,n, ∆0,n, ∆k,n, k = 1, 2, ..., N − 1, it is clear that the part of summands
consists of the different exponential product. Notice that the exponential product with the largest number
of factors in the determinant ∆−1,n has the form
e2λnT e2q1,nT e2q2,nT · · · e2qN−1,nT or eλnT eλnT e2q1,nT e2q2,nT · · · e2qN−1,nT
or eλnT e2λnT e2q1,nT e2q2,nT · · · eqj,nT · · · e2qN−1,nT .
Similarly for ∆0,n. And in ∆k,n:
eλnT e2λnT e2q1,nT e2q2,nT · · · eqk,nT · · · e2qN−1,nT or e2λnT eλnT e2q1,nT e2q2,nT · · · eqk,nT · · · e2qN−1,nT
or e2λnT e2λnT e2q1,nT e2q2,nT · · · e2qk−1,nT e2qk+1,nT · · · e2qN−1,nT or
e2λnT e2λnT e2q1,nT e2q2,nT · · · eqk,nT · · · eqj,nT · · · e2qN−1,nT , k 6= j.
Thus, there is at least one exponent with positive index in the denominator of all summands in the
right part of the estimation (28). It means that it is possible to make the modulus of the function un(t),
and hence of the control u(t), be indefinitely small by means of increasing time control. Using (27), we
obtain
|un(t)| 6 4µ
2
n
|Pn|e4µnT
N−1∏
j=1
e2qj,nT
(
1− |Λ¯n| − |β¯n(T )|
)eµnT (|∆−1,n|+ |∆0,n|)+
+
N−1∑
k=1
4µ2n|∆k,n|
|Pn|e4µnT
N−1∏
j=1
e2qj,nT
(
1− |Λ¯n| − |β¯n(T )|
)eqk,nT , t ∈ [0, T ] (29)
Now it is obvious, that
|u(t, x)| 6
∞∑
n=1
|un(t)|. (30)
Using (28) and (29) let us prove that there is the time required to stabilize the system, providing that
the function u(t, x) satisfies the condition
|u(t, x)| 6M, (31)
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where M is an arbitrary constant.
As far as the sequences of real numbers {µn}, {νn}, {qk,n} are such that µn = µ+O(n−2), νn = Dn
and qk,n = qk +O(n
−2), where µ, D, qk are some positive numbers (see [6]), and moreover the sequences
{|an|}, {|bk,n|}, {|Λn|} tend to zero, then the following estimate takes place
|u(t, x)| 6 c
ec1T
√√√√ ∞∑
n=1
α
2β
n
(
|an|2 + |an|2 +
N−1∑
k=1
|bk,n|2
)√√√√ ∞∑
n=1
α
−2β
n ψ2n(x), (32)
where c, c1 are some constants. It is a well known fact that
∞∑
n=1
α−2βn ψ
2
n(x) 6 const if 2β > s.
Moreover
∞∑
n=1
α2β+2n ϕ
2
0n =
∫
Ω
(
Aβ+1ϕ0(x)
)2
dx,
∞∑
n=1
α2βn ϕ
2
1n =
∫
Ω
(
Aβϕ1(x)
)2
dx.
The latter series converge if Aβ+1ϕ0(x) ∈ L2(Ω) and Aβϕ1(x) ∈ L2(Ω) then it must be ϕ0(x) ∈ D(Aβ+1)
and ϕ1(x) ∈ D(Aβ). But in the theorem statement these conditions were exactly imposed on the initial
data.
Thus we obtain
|u(t, x)| 6 c2
ec1T
6M, (33)
where c1, c2 are some constants, and T is great enough.
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