Abstract. The question we consider in this paper is: "When can a combination of fine-grain execution steps be contracted into an atomic action execution"? Our answer is basically: "When no observer can see the difference." This is worked out in detail by defining a notion of coupled split/atomic simulation refinement between systems which differ in the atomicity of their actions, and proving that this collapses to Parrow and Sjödin's coupled similarity when the systems are composed with an observer.
Introduction
One of the most successful abstractions commonly used in the (formal or informal) description of reactive systems is that of an atomic action or atomic transition, representing an indivisible execution step. Having introduced this concept, for the purpose of formalisation one can proceed to model system behaviour in terms of Kripke structures or transition systems, where the system is considered always to be in one of a set of states; the time spent in transit from one state to the next is now irrelevant, by virtue of the atomicity assumption.
In most cases, however, alternate models of the same system can be given which show the behaviour in a finer grain of detail, so that the execution steps which were assumed atomic on the abstract level are actually carried out in several stages. Nor is it always possible or desirable to avoid such a level of finer detail: choosing the entities that one wishes to regard as atomic wholes is a very important early design decision, and at that point in time it can be very difficult to choose such abstractions as can be maintained throughout the design process. A prime example of this can be found in object-based design, where the methods of an object are attractive candidates for atomic actions; yet it is clear that the implementation of a method in general involves a sequence of further method invocations, which we will call lower-level -even though in object-based systems a consistent hierarchy of objects does not in general exist.
Indeed, one may be faced with the inverse case: given a fine-grain model of a system, is there an abstraction that allows one to contract sequences of small execution steps into more abstract atomic actions and thereby shrink the model to a more manageable size, without changing the behaviour described in any fundamental way? In either case, once the situation arises where the same behaviour is modelled on different levels of abstraction involving different grains of atomicity, one is forced to consider the following question:
When may a combination of (fine-grain) execution steps be contracted into an (abstract) atomic action?
This is the question we set out to answer in this paper.
Basic assumptions. In developing the theory presented in this paper, we make some rather specific assumptions concerning the execution and synchronisation of actions. These assumptions are inspired by the idea that it should be possible in principle to regard methods of an object (or, more traditionally, procedures in an imperative language) as atomic actions. This is in contrast with the more usual view in reactive systems in which actions are regarded as messages that either involve a one-way data transfer (as in CCS [21] or CSP [15] ) or a multiway data exchange (as in ACP [3] or LOTOS [4] ). In our view, synchronisation takes place between a client and a server ; data flows from the former to the latter in the form of data parameters and from the latter to the former through a return value. This gives rise to the picture in Fig. 1 . On the abstract level, synchronisation thus involves two atomic actions: an invocation by the client and an execution by the server. On a finer, non-atomic level of detail, instead we recognise four phases:
-The request by the client, which determines the actual parameter values; -The start by the server, which receives the parameter values and models the beginning of the action execution; -The termination by the server, which models the end of the action execution and determines the actual return value; -The return on the side of the client, which receives the return value and models the end of the action invocation.
In the interplay between client and server, the request and start phases are synchronised, as are the termination and return phases. (One can elaborate further on this model by distinguishing the arrival of the request at the server from the actual start of the action -which we will not do, since for our purpose it does not add much to the behavioural aspects we want to model -and also by taking a notion of abortion into account; see Sect. 4.
Virtual machines and agents. In Fig. 1 , we have deliberately depicted the interaction in a sequence diagram style. In a normal sequence diagram, the model would not be limited to these two parties only: in order to achieve its effects, a server usually calls upon other actions of other parties, and the client's invocation might itself have been part of a longer sequence, in turn triggered by some request from yet another party. In this paper, however, we are interested in those actions that are regarded as primitive at the time of modelling; that is, whose decomposition is outside of our range of vision. (It is clear that there must be such primitives, since otherwise there would be an infinite regression of ever-smaller steps.) Another way of expressing this is by saying that we regard the server as a virtual machine of which the actions we are modelling are basic statements whose implementation is not our concern.
It should be noted that, although we do not decompose the primitive actions of a virtual machine, this does not imply that those actions are in fact atomic. In fact the basic question addressed in this paper can be reformulated as:
When may the primitive actions of a virtual machine be considered atomic?
where (as discussed above) to consider an action atomic means to model its execution as a single step.
If the server is regarded as a virtual machine, the client's invocations must be part of a (possibly concurrent) program running on that machine. That program, or agent as we will call it, will usually have some structure whereby high-level actions invoke other actions, which invoke still others until we reach the level of the virtual machine's primitive actions. Of this structure, we are interested only in the bottom level, since this consists of the actions whose atomicity we are trying to establish. We therefore may disregard the agent's internal structure. This indeed leaves us with only the two parties in the interaction that were depicted in Fig. 1 ; we will henceforth often refer to the server as a virtual machine, and to the client as an agent.
In one respect Fig. 1 is a stark simplification from the scenario we will actually study: it depicts a single interaction only. Where there is a single interaction there can be no interference between interactions; it is in this (potential) interference that the problem of atomicity resides. Thus, in fact we will consider agents that are concurrent, and virtual machines that are in principle capable of serving multiple requests at a time, in whatever (interleaved or concurrent) fashion. However, for the sake of clarity we make the simplifying assumption that no action is invoked concurrently with itself ; in other words, we limit ourselves to systems that do not display so-called auto-concurrency. This assumption is made for this conference version only; the theory is developed without any restriction of this sort in the full report [25] .
As a final remark, we point out the essential asymmetry between agent and virtual machine. Virtual machines are considered black boxes; also, they are essentially passive, undertaking observable steps only in response to some invocation. (This passivity is an assumption that is not realistic in all cases, and that we will probably want to lift in the future.) Agents, on the other hand, are controlled by the programmer and hence transparent in structure; they are conceived of as taking the initiative in an interaction, which at the time of request is surrendered to the virtual machine and reinstated only at the time of return. In this paper, we are not so much interested in the properties of any given agent. Rather, we try to establish a property for a given virtual machine (to wit, the atomicity of its primitive actions) by proving that it interacts in a certain way with all possible agents.
Outline. The remainder of this paper is structured as follows: In Sect. 2 we present the basic formalisation of the concepts introduced above. Section 3 presents and discusses the main results of the paper, and provides two small examples. Section 4 concludes the paper and points to related work.
Basic Definitions
In order to model the behaviour of virtual machines and agents, we first recall on the well-known model of labelled transition systems. We model these as quadruples T = Λ, S, − →, ι where Λ is a set of labels, with special element τ ∈ Λ that stands for the internal action; S is a set of states; − → ⊆ S × Λ × S is a set of transitions; and ι ∈ S is the initial state. Λ T , S T etc. are used to denote the components of T , and Λ i , S i etc. for the components of T i . The index T is often omitted when it is clear from the context. Apart from the usual notational conventions, we use s = ⇒ s
The sets Λ we consider will be constructed from the primitive actions of a virtual machine. Throughout the paper, we will use Act, ranged over by a, b, c, to denote a predefined, countably infinite set of such primitive actions. Furthermore, we assume a uniform, countable set Val of data values, ranged over by v, w. As discussed at length in the introduction, actions are invoked by an agent and executed by a virtual machine. Invocation and execution can either be modelled in two phases (non-atomically), as depicted in Fig. 1 , or in a single step (atomically). This gives rise to labels of the following kinds:
Invocations. The following labels model the behaviour of an agent:
-a! represents a request for the execution of a, i.e., the first phase of a nonatomic invocation; -a↓v represents either the return of a non-atomic invocation of a with return value v (∈ Val ), or an atomic invocation of a, also with return value v.
Executions. The following labels model the behaviour of a virtual machine:
-a? represents the start of (a non-atomic execution of) the action a; -a↑v represents either the termination of a with return value v (if a is nonatomic) or the complete atomic execution of a, also with return value v.
It will be noted that there is an asymmetry here, since we do explicitly model the flow of data from server to client at the time of return, but ignore the parameter values flowing in the opposite direction, at the time of request. This asymmetry is in recognition of the fact that such parameter values can be treated as part of the action being invoked, in the tradition of process algebra with data (see [20, 15, 4] ); not so for the return values, which in general are not known at the time of request and hence cannot be part of the action, which is fixed at the time of request. In examples, we will omit the actual return value if it is irrelevant.
Agents
An agent is a labelled transition system T with an associated invocation alphabet A T ⊆ Act partitioned into atomic actions A atom T
and split actions A split T such that
Each state s ∈ S T has a finite set A s ⊆ A split T of pending actions. An action is pending if it has been requested but has not yet returned. The following rules guarantee that requests and returns of a given action must occur in strict alternation, starting with a request:
Furthermore, we define an incausality relation ⊆ Λ T × Λ T as the smallest relation such that a! λ for all λ = a↓v, and λ a↓v for all a ∈ A split T and λ = a!. Incausality expresses that concurrent non-atomic invocations do not influence one another. In particular, the request for one action does not influence any transition that directly follows it, except for the return of that same action; and vice versa, the return of a non-atomic action is "caused" only by the preceding request. Incausality is not symmetric: for instance, the return of an action can influence subsequent internal steps or requests of other actions.
An agent T is required to satisfy the following properties for all s ∈ S T :
This means that when an action is requested, the agent is immediately ready to receive an answer. (Incausal shuffling -see below -then implies that the agent remains ready until the action has actually returned.) Return value acceptance:
This means that no return value may be refused by the agent.
This means that the effect of a return transition (of a pending action) is completely determined by the return value.
This means that if one transition precedes another that does not causally depend on it, then they can be performed in reverse order with the same effect.
As a consequence, the only difference between atomic and non-atomic invocations is that the latter pass through an intermediate state where the action is pending. By observing what other actions may be invoked in that state, a lot of information can be deduced about the concurrency of the agent. Non-atomic execution is also known as split semantics [1, 12] ; in the absence of auto-concurrency this coincides with the ST-semantics [11] that characterises coarsest congruences for action refinement [2, 12, 27] . In Sect. 2.4, we define the contraction of an agent, which abstracts its behaviour by removing precisely these intermediate states.
Virtual Machines
A virtual machine is a labelled transition system T with an associated execution alphabet A T ⊆ Act partitioned into A atom T and A split T such that
of running actions, which are entirely analogous to the pending actions in an agent. We call s an idle state if A s = ∅, and an active state otherwise. The following is required to hold:
Furthermore, a virtual machine is required to satisfy the following for all s ∈ S T :
== ⇒ for some a ∈ A s and v ∈ Val . This implies that in a virtual machine, an idle state is reachable through termination transitions only, i.e., without starting or executing new actions. Example 1. As a running example we consider a virtual machine that represents a simple counter, whose alphabet A consists of an atomic read action rd and (possibly independent) non-atomic increment actions inc, inc ′ . Three possible behaviour fragments of the virtual machine are depicted in Fig. 2. a) Reading is blocked altogether while the increment is executed; b) Reading is not blocked; initially it keeps on returning the same value as before inc started, whereas after some internal activity, rd returns the incremented value, even before inc itself terminates. c) The inc i may be executed concurrently; reading is never blocked, and at every point returns a value that is incremented zero, one or two times. Figure 2 also includes an example agent T with non-atomic invocation alphabet rd , inc, as well as its A T -contraction (see Sect. 2.4). Both are depicted symbolically, so as to suggest that the return value of rd will be stored as the value of the variable x.
Virtual counter machines and an agent
Coupled Simulation
A behavioural model commonly includes much inessential information, which can be discarded by considering the model up to some equivalence relation. Such equivalences have been extensively studied; see, e.g, [10] . Quite popular are the equivalences based on simulation, in particular bisimulation. In this paper we use a variant called coupled simulation, due to Parrow and Sjödin [23, 24] . (Our definition actually corresponds to the weakly coupled similarity of [24] .) Definition 1. Let T i for i = 1, 2 be two transition systems.
then one of the following cases holds:
R and Q are said to be mutually coupled or just coupled if R is coupled to Q and Q is coupled to R. A coupled simulation pair is a pair of mutually coupled relations R, Q such that R is a simulation of T 1 by T 2 and Q is a simulation of T 2 by T 1 .
-Coupled similarity between T 1 and T 2 is defined as ≈ = R ∩ Q −1 , where R, Q is the largest coupled simulation pair between T 1 and T 2 . ≈ is lifted to transition systems by defining
We have deviated from the original definition by allowing internal steps in a matching move only before a visible transition; in other words, our simulations are actually delay simulations (see [13] ). However, though delay and weak simulations give rise to different notions of bisimilarity, the resulting notions of coupled Table 1 . Operational rules for contraction and synchronisation
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similarity coincide. We have chosen the above presentation because it smoothens the proofs of our results. In this light, it is interesting to recall from [13] that weak bisimilarity is not a congruence for action refinement, even in a sequential setting; the coarsest congruence for action refinement within weak bisimilarity is delay bisimilarity (see [7] ). It is straightforward to check that coupled similarity is also a congruence for action refinement (in a sequential setting).
Agent contraction and Synchronisation
We consider two operations on transition systems: the contraction of an agent's invocations and the synchronisation of an agent and a virtual machine. Let T ag and T vm denote an arbitrary agent and virtual machine, respectively. For all A ⊆ A ag , the A-contraction T ag A is essentially the same as T ag except that the actions in A are now invoked atomically. T ag A has atomic alphabet A atom ag ∪ A, non-atomic alphabet A split ag \ A, states s A for all s ∈ S ag and transitions determined by the SOS-rules in Table 1 . Due to the absence of intermediate states, T ag A may be a good deal smaller than T ag ; see, e.g., Fig. 2 .
The synchronisation of T ag and T vm is denoted T ag T vm and pronounced as "T ag running on T vm " or just "T ag on T vm ". We only consider synchronisation in cases where the invocation alphabet of T ag is a superset of the execution alphabet of T vm . No requirement, however, is imposed on the atomic and nonatomic actions of T ag and T vm , respectively: actions that are invoked atomically need not be executed atomically, nor vice versa.
T ag T vm has atomic alphabet A atom ag \ A vm , non-atomic alphabet A split ag \ A vm , states s 1 s 2 for all s 1 ∈ S ag and s 2 ∈ S vm , and transitions determined by the rules in Table 1 . The interaction between agent and virtual machine is modelled by R 3 -R 6 . Rules R 3 and R 4 deal with differences in atomicity: a ∈ A It is not difficult to show that contraction and synchronisation both yield agents, with respective invocation alphabets A ag and A ag \ A vm . Furthermore, coupled similarity is a congruence w.r.t. both operators:
Note that there are no meta-results about SOS formats concerning coupled similarity; the proof has to be done "by hand". The first more interesting result of this paper -which actually follows directly by comparing R 4 with the combination of R 1 and R 6 -is that atomic actions of a virtual machine might as well be invoked atomically. (Although we state the result only up to coupled simulation, in fact it holds up to isomorphism.)
Virtual Machine Contraction
We are now ready to formalise the main question of this paper, discussed in the introduction: When may the primitive actions of a virtual machine be considered atomic? For the purpose of formalisation, we rephrase this slightly: When does a split-action virtual machine correctly implement an atomic one? We give our answer in terms of observability: When no agent can see the difference. "Seeing the difference", in this case, means that synchronising the agent with the virtual machines in question (which should have the same alphabet but possibly different sets of atomic actions) gives rise to behaviour that is not coupled similar.
Definition 2. Two virtual machines, T 1 and T 2 , are distinguishable if there exists an agent, T ag , such that T ag T 1 ≈ T ag T 2 .
Example 2. We return to the virtual counter of Ex. 1. Consider the following possible behaviours of an atomic counter machine:
It should come as no surprise that behaviour a) in Fig. 2 is indistinguishable from the left hand system. Slightly more surprisingly, this also holds for b), where rd is not blocked and the result it returns changes during the execution of inc. As for c), despite the overlapping inc-and inc ′ -executions that terminate in the reverse starting order, and the fact that the value of rd may change from 0 to 2 in a single step, the behaviour is indistinguishable from the right hand atomic counter machine above.
What one would like, of course, is an operational characterisation of indistinguishability. As a first approximation, in this paper we develop a pre-order over virtual machines which implies indistinguishability. The search for the largest such relation is entirely open.
Coupled Split/Atomic Simulation Refinement
Coupled split/atomic simulation refinement relates virtual machines, say T 1 , T 2 , with identical execution alphabets but such that the atomic actions of T 1 form a superset of the atomic actions of T 2 (the lower-level or more concrete machine). As the name suggests, the relation is defined as a coupling of two simulations: a so-called split simulation of T 1 by T 2 and a reverse atomic simulation. If a ∈ A − → (in T 2 ) is not simulated in T 1 at all (T 1 is silent), whereas − a↑v −− → is simulated in either of the following ways:
, where c is a vector of actions atomic in T 1 but not in T 2 , whose execution had already started in T 2 (but had not been simulated yet in T 1 ). Thus, the actions in c are pre-simulated : the abstract machine has executed them completely before they are terminated in the concrete machine.
• Not at all (T 1 is silent) if a was pre-simulated by T 1 , in the above sense.
-Split and atomic simulations are coupled in a similar way as (ordinary) simulations (see Def. 1), except that the split simulation is coupled to the atomic simulation only if T 2 is in an idle state.
The precise definition is complicated by the fact that the pre-simulated actions have to be remembered somehow. Moreover, pre-simulation may also occur when T 2 executes an atomic action. The relation is formalised as follows. .
-A split simulation of T 1 by T 2 is a binary relation R ⊆ S 1 × S 2 , such for all
then one of the following holds:
is an atomic simulation of T 2 by T 1 , R is coupled to Q ⊥ and Q ⊥ is coupled to R on idle states. The largest coupled s/a simulation pair is denoted S, (A φ ) φ .
rd ↑2 Fig. 3 . An example of s/a refinement -Coupled split/atomic simulation refinement (or s/a refinement for short) between T 1 and T 2 is defined as = S ∩ A ⊥ −1 , lifted to transition systems as before.
The role of the index φ in the atomic simulation is to store which actions of the concrete machine were "pre-simulated" and with which return values. If T 1 T 2 , we say that T 1 contracts the actions of T 2 (or actually only some of them, namely those in A atom 1 ∩ A split 2 ) -hence the title of this paper. Example 3. Figure 3 demonstrates s/a refinement using behaviour c) of Fig. 2 and its atomic counterpart discussed in Ex. 2. In contrast to earlier figures, for the sake of completeness we have included return values for inc, inc ′ -which are all set to a standard value, in this case 0.
It can be seen that the start of inc and inc ′ in the concrete system is not simulated (the abstract system is silent). Furthermore, in order to match the transition 8 − It can be proved that is transitive, hence a pre-order; moreover, is implied by (ordinary) coupled similarity (however, it does not coincide with coupled similarity, even between virtual machines with the same atomic alphabets, because requires coupling only on idle states). We now come to the main result of this paper, which states that s/a refinement implies indistinguishability (up to coupled similarity). For the proof we have to refer to the report version [25] . T ag is arbitrary with A ag ⊇ A 1 .
Theorem 1 has an important side benefit: if an action a ∈ A split 2 can be contracted, for instance according to T 1 T 2 where a ∈ A atom 1 , we no longer have to consider non-atomic invocation of that action, even when T ag runs on T 2 ; for according to Th. 1, every invocation of a has the same effect in T 2 as in T 1 (where it is executed atomically). In other words, we may contract all agents under consideration with respect to A atom 1
. As remarked before, this may drastically reduce the size of agents. The formal basis for this observation is the following corollary of Prop. 2 and Th. 1:
Example: A One-Place Buffer
In order to provide some more evidence for our claim that action contraction can be usefully applied in a variety of circumstances, we treat another small example, inspired by Langerak [18] . It concerns the implementation of a buffer with operations put (which inserts an element at the end of the buffer) and get (which extracts the first element from the buffer). To be able to treat the example in the available space, we limit ourselves to the case of a one-place buffer, called Buf . Its behaviour can be described in terms of atomic actions put v1,v2 (which puts the tuple v 1 , v 2 into the buffer and always returns a standard value) and get (which returns the tuple currently in the buffer). The required behaviour of the atomic virtual machine is given by the left hand side of Fig. 4 .
The implementation carries through a design decision to transmit the two tuple elements v 1 and v 2 separately. As a consequence, the put -and get -actions are implemented non-atomically, since both consist of two buffer accesses. This results in a proposed buffer implementation, Buf ′ , depicted on the right hand side of Fig. 4 . In this implementation, get may start already before put has terminated; likewise, (the next) put may be invoked already before get has terminated. The figure indicates a coupled s/a simulation pair between Buf and Buf ′ ; hence the implementation is correct in the sense of this paper.
Concluding remarks
We have arrived at an increased understanding of the concept of atomicity in reactive systems. This was achieved by making a clear distinction between the asymmetric roles of client (or agent) and server (virtual machine). For the agent, the difference between the atomic and non-atomic invocation of an action is quite closely related to the exhaustively studied issue of action refinement (see also below). For a virtual machine, on the other hand, the situation is more complicated. In the notion of s/a refinement (Sect. 3.1), we have given a tractable characterisation of a correctness criterion for action abstraction that implies that no agent can distinguish between a given virtual machine and a correctly implemented, less atomic version of it. (It may be remarked at this point that a lot of fine-tuning was required to achieve this result; in a sense, all the aspects of the framework are put to work. For instance, the reliance on coupled similarity rather than bisimilarity appears crucial, as does the pre-simulation feature of atom simulation, the treatment of return values, the incausal shuffling in agents and the potential termination of virtual machines.) We assert that the theory presented here can form the basis of a practically useful and realistic design technique whereby actions are at first specified atomically, and later implemented non-atomically.
Although for the purpose of clarity we have ruled out auto-concurrency in this conference paper, in fact the results do not depend on this; see [25] for a full treatment (which is achieved at the price of adding identifiers to distinguish between concurrent invocations/executions of the same action).
Open ends. An extension of the current framework begging to be studied is that of refusal and abortion. In the current paper we have taken without comment the usual process algebra viewpoint that a system may refuse to perform an action (a phenomenon also known as limited service availability). When the action is non-atomic, refusal can only take place at start time; we do not allow a nonatomic action to abort after it has started. This severely limits the applicability of the technique and puts the entire, very relevant theory of transactions out of reach; see, e.g., Lynch et al. [19] .
There is a number of open questions regarding the precise properties of s/a refinement, such as:
-Can the reverse of Th. 1 be made to hold, maybe by a variation on ? -Is T 1 uniquely determined (up to ≈) by T 1 T 2 ?
Furthermore, in the introduction we already expressed our opinion that the theory of action abstraction fits very nicely in an object-based framework. There is clearly a lot of work to be done before this turns into reality.
Related work. This paper could not have been written in the absence of the past decade of research on action refinement. We have already included various references in the main text; worthwhile repeating is the legacy to the work on STsemantics, introduced in [11] and later proved to give rise to coarsest congruences w.r.t. action refinement in [2, 14] . At the same time, this paper presents some innovations w.r.t. the main body of action refinement research.
-Rather than deducing the refined behaviour from the abstract model -which mainly requires that the abstract model already contains enough information to make such deduction possible-we are more concerned with correctness criteria: what can be considered atomic once atomicity is gone? -The interplay of data with action refinement never received much attention.
Clearly it was felt that these were independent issues, and that such matters as data parameters and return values would not affect, nor be affected by, changes in the level of atomicity. At least in our framework this turns out not to be true: since the return value is not fixed at invocation time, it has to be modelled explicitly.
With much the same aim in mind as in the current paper, we previously developed a correctness notion based on vertical implementation in [26] . Another related line of research (unfortunately not followed up in recent years) is that of interface refinement as advocated in [9] and especially [6] .
We have also strongly benefited from the previous development of coupled simulation as an alternative to bisimulation; indeed, we believe that adapting our main result (Theorem 1) to weak bisimilarity will require strengthening s/a refinement to such a degree that its usefulness will be greatly diminished. The point is that, in contrast to bisimulation, coupled simulation allows the nonatomic virtual machine to have active states that do not have a direct equivalent in the atomic machine. Coupled simulation has been used before in cases where bisimulation is too strong, e.g., in [23] to establish correctness of a distributed implementation of multi-party synchronisation, and in [22] to define correctness of choice encodings.
Last but not least, approaches similar to ours have been worked out in related research areas. While of necessity remaining very incomplete, we would like to mention again the work on atomic transactions in [19] , as well as insights in atomicity to be gained from [5, 17, 16] .
