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Abstrak–- Tingkat pencemaran sungai setiap 
tahun mengalami peningkatan, hal ini menyebabkan 
kualitas air sungai semakin menurun yang disebabkan 
oleh buangan limbah industri dan limbah domestik. 
Untuk mendapatkan model estimasi Cemical Oxygen 
Demand (COD) maka perlu dilakukan analisa data di 
lingkungan sungai. Kemudian dilakukan pembentukan 
model estimasi untuk memprediksi Cemical Oxygen 
Demand (COD). Untuk menyelesaikan permasalahan 
tersebut maka diperlukan suatu algoritma untuk 
estimasi dan prediksi Cemical Oxygen Demand (COD) 
untuk mengetahui gambaran umum terhadap tingkat 
COD. Adaptif Neuro Fuzzy Inference System adalah 
suatu algoritma untuk menyelesaikan permasalahan 
tersebut. Hasil penelitian menunjukkan menggunakan 
Adaptif Neuro Fuzzy Inference System (ANFIS) dapat 
diterapkan untuk membangun model estimasi untuk 
prediksi nilai Cemical Oxygen Demand (COD. Hasil 
model estimasi yang dinilai paling baik dengan RMSE 
training 2,11993, RMSE testing 5,93532, MAE training 
1,52225, MAE testing 4,2165 dengan persentase 
keberhasilan untuk training 94,7695 % dan testing 
68,1839 %. 
Kata kunci: Adaptif Neuro Fuzzy Inference System 
(ANFIS), Cemical Oxygen Demand (COD), Estimasi, 
Model , Kualitas Air Sungai 
I. PENDAHULUAN 
Kualitas air sungai sangat bergantung pada 
jenis kegiatan yang dilakukan manusia di sekitar daerah 
aliran sungai. Berkembangnya kegiatan penduduk di 
sekitar Sungai yang memanfaatkan bantaran sungai 
untuk pemukiman, kegiatan industri rumah tangga, dan 
industrialisasi merupakan sumber pencemaran sungai. 
Sementara itu, faktor kegiatan manusia dianggap 
berperan utama dalam menyumbangkan pencemaran 
sungai. Faktor manusia atau masyarakat seperti 
perkembangan pertanian, peningkatan populasi, 
urbanisasi, industrialisasi dan juga kegagalan kebijakan 
diidentifikasi sebagai akar penyebab pencemaran air 
(UNEP, 2006). Berdasarkan sumber-sumber tersebut 
 
 
dapat disimpulkan bahwa secara umum penyebab 
terjadinya pencemaran sungai berasal dari limbah 
industri, limbah domestik, perilaku masyarakat dan 
kegagalan kebijakan.  
Menurut Keputusan Menteri Negara 
Lingkungan Hidup Nomor 112 Tahun 2013 tentang 
Baku Mutu Air Limbah Domestik, air limbah domestik 
adalah air limbah yang berasal dari usaha dan atau 
kegiatan permukiman (real estate), rumah makan 
(restauran), perkantoran, perniagaan, apatemen dan 
asrama. Limbah domestik dapat berupa sampah, air 
kakus (black water), dan air buangan dari berbagai 
aktivitas domestik lainnya. Salah satu parameter 
kualitas limbah domestik adalah kebutuhan oksigen 
kimiawi atau lebih dikenal sebagai COD (Chemical 
Oxygen Demand).  
Dalam bidang matematika, Apriliani dan 
Masduqi (2008) menggunakan algoritma Kalman Filter 
dapat dilakukan estimasi kualitas air sungai Kali 
Surabaya dengan cukup akurat dan parameter yang 
digunakan adalah Keasaman (pH), Kadar Oksigen 
Terlarut (DO), Kebutuhan Oksigen Secara Biokimia 
(BOD), Kebutuhan Oksigen Secara Kimiawi (COD), 
Padatan Tersuspensi (TSS), Kadar Nitrat, dan Kadar 
Fosfat.  
Dalam Journal of Hydrology 511, Murat Ay, 
Ozgur Kisi (2014), mengusulkan integrasi metode k-
means clustering dan multi-layer perceptron (k-means-
MLP) dalam pemodelan kebutuhan oksigen kimia 
(Chemical Oxygen Demand). Metode ini diuji dengan 
menggunakan data harian dari padatan tersuspensi, pH, 
suhu, debit dan data konsentrasi Oksigen Kimiawi di 
hulu dari sistem pengolahan air limbah kota di provinsi 
Adapazari Turki. Kinerja metode k-means-MLP 
dibandingkan dengan regresi multi-linear, multi-layer 
perceptron, jaringan syaraf berbasis radial, regresi 
jaringan saraf, dan dua adaptif yang berbeda teknik 
sistem inferensi neuro-fuzzy (pengelompokan subtraktif 
dan partisi grid). Ditemukan bahwa k-means-MLP lebih 
baik daripada teknik lain dalam memperkirakan 
Oksigen Kimiawi. Selain itu, k-means dikombinasikan 
dengan MLP dapat digunakan sebagai alat bantu dalam 
pemodelan konsentrasi Oksigen Kimiawi sehari-hari. 
Chemical Oxygen Demand (COD) termasuk 
dalam karakteristik kimia zat organik dalam air limbah. 
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Chemical Oxygen Demand (COD) adalah jumlah 
oksigen (mg O2) yang dibutuhkan untuk mengoksidasi 
zat-zat organis yang ada dalam 1 liter sampel air. 
Pengujian Chemical Oxygen Demand (COD) pada air 
limbah memiliki beberapa keunggulan dibandingkan 
pengujian Biology Oxygen Demand (BOD) yaitu : 
Sanggup menguji air limbah industri yang beracun yang 
tidak dapat diuji dengan Biology Oxygen Demand 
(BOD) karena bakteri akan mati dan waktu pengujian 
yang lebih singkat, kurang lebih hanya 3 jam. Chemical 
Oxygen Demand (COD) merupakan salah satu 
parameter untuk mengetahui adanya suatu pencemaran 
yang disebabkan oleh air limbah. Dengan parameter ini 
sebenarnya sudah cukup untuk mengetahui apakah air 
tersebut tercemar atau tidak.  
Dalam penelitian ini diharapkan dengan 
penerapan metode Adaptive Neuro Fuzzy Inference 
System (ANFIS) didapatkan model untuk prediksi nilai 
COD 
II. TINJAUAN PUSTAKA 
Adaptive Neuro Fuzzy Inference System 
(ANFIS) memiliki arsitektur yang dapat terlihat dalam 
struktur dibawah ini.  Dengan sistem inferensi fuzzy 
yang diterapkan adalah inferensi fuzzy model Takagi 
Sugeno Kang.  
 
Gambar 2.1 Arsitektur Jaringan ANFIS 
 
Fungsi dari setiap lapis adalah sebagai berikut:  
Lapisan 1.  
Semua simpul pada lapisan ini adalah simpul 
adaptif (parameter dapat berubah) tergantung pada 
fungsi keanggotaan yang digunakan. Berikut persamaan 
matematis dengan fungsi keanggotaan gbell: 
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dengan x dan y adalah masukan pada simpul i,    atau 
   adalah fungsi keanggotaan masing-masing simpul. 
Simpul O1,i berfungsi untuk menyatakan derajat 
keanggotaan tiap masukan terhadap himpunan fuzzy A 
dan B. Fungsi keanggotaan yang digunakan adalah 
gaussian dengan parameter premis dan dapat diketahui  
nilainya dari hasil pembelajaran ANFIS  
Lapisan 2.  
Semua simpul pada lapisan ini adalah 
nonadaptif (parameter tetap). Fungsi simpul : 
                                               (2.2)      (2.10) 
Tiap keluaran simpul menyatakan derajat pengaktifan 
(firing strength) tiap aturan fuzzy. Fungsi ini dapat 
diperluas apabila bagian premis memiliki lebih dari dua 
himpunan fuzzy. Banyaknya simpul pada lapisan ini 
menunjukkan banyaknya aturan yang dibentuk. Fungsi 
perkalian yang digunakan adalah interpretasi kata 
hubung and dengan menggunakan operator t-norm. 
Lapisan 3 
Setiap simpul pada lapisan ini adalah simpul 
nonadaptif yang menampilkan fungsi derajat 
pengaktifan ternomalisasi (normalized firing strength) 
yaitu rasio keluaran simpul ke-i pada lapisan 
sebelumnya terhadap seluruh keluaran lapisan 
sebelumnya, dengan bentuk fungsi simpul: 
    
  
     
                                              (2.3)  (2.11)     
Apabila dibentuk lebih dari dua aturan, fungsi dapat 
diperluas dengan membagi wi dengan jumlah total w 
untuk semua aturan. 
Lapisan 4.  
 Setiap node pada lapis ini adalah adaptif dengan 
fungsi node 
 ̅  ̅   ̅                                      (2.4) 
Dengan wi: kuat penyulutan ternormalisasi dari lapisan 
3, {pi,qi,ri}: himpunan parameter dari node ini. 
Parameter pada lapis ini disebut parameter konsekuen. 
Lapisan 5.  
Pada lapisan ini hanya ada satu simpul tetap 
yang fungsinya  untuk menjumlahkan semua masukan. 
Fungsi simpul : 
∑     ̅   
∑   ̅ 
∑  
                                                  (2.5)      (2.13) 
Jaringan adaptif dengan lima lapisan tersebut ekivalen 
dengan sistem inferensi fuzzy TSK. 
III. METODE PENELITIAN 
Data yang digunak adalah parameter TSS, pH, 
temperatur dan COD akan dibagi menjadi data training, 
testing dan validasi. Validasi model adalah proses 
dimana vektor masukan dari set data input / output yang 
FIS tidak terlatih , disajikan dengan model FIS dilatih, 
untuk melihat seberapa baik model FIS memprediksi 
data yang sesuai untuk menetapkan nilai-nilai output. 
Data yang dimasukkan harus berupa data matriks 









                       
                       
                       
                                
                               









Gambar 3.2 Matrik Data, a, b, c: Masukan, d:Target 
 
Misalkan: 
Parameter TSS={x11, x12, x13, ...}, parameter 
pH={x21, x22, x23,...}, parameter temperatur={x31, 
x32, x33, ...}, parameter COD={y1, y2, y3, ...}. 
Masing-masing variabel indikator merupakan 
variabel yang dimasukkan datanya ke dalam 
measurement model, oleh karena itu variabel indikator 
ini haruslah   jelas dan dapat diukur. 
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Penjelasan terkait definisi masing-masing 
variabel diuraikan   sebagai berikut:  
1. TSS 
Total Suspended Solids atau padatan tersuspensi 
adalah padatan yang menyebabkan kekeruhan air, 
tidak terlarut, dan tidak dapat mengendap 
langsung. Padatan tersuspensi terdiri dari partikel-
partikel yang ukuran maupun beratnya lebih kecil 
daripada sedimen, misalnya tanah liat, bahan-
bahan organik tertentu, sel-sel mikroorganisme, 
dsb. 
2. pH 
Nilai pH air yang normal antara 6 – 8, sedangkan 
pH air terpolusi misalnya air buangan, berbeda-
beda tergantung dari jenis buangannya. 
3. Temperatur 
Kenaikan suhu menimbulkan beberapa akibat 
antara lain menurunnya jumlah oksigen terlarut 
dalam air, meningkatkan kecepatan reaksi kimia 
serta terganggunya kehidupan ikan dan hewan air 
lainnya. Jika batas suhu yang mematikan 
terlampaui, ikan dan hewan air lainnya mungkin 
akan mati. 
4. COD 
Chemical Oxygen Demand atau kebutuhan oksigen 
kimia adalah jumlah oksigen yang diperlukan agar 
bahan buangan yang ada di dalam air dapat 
teroksidasi melalui reaksi kimia. 
Langkah Pemodelan Fuzzy  
Untuk melakukan proses fuzzy, dapat mengikuti 
langkah-langkah mulai dari input yang berbentuk crisp 
dirubah menjadi input yang berupa fuzzy untuk 
kemudian dimasukkan kedalam aturan-aturan yang telah 
dibuat untuk menghasilkan output yang diinginkan 
tetapi masih dalam bentuk fuzzy output yang harus 
dimasukan dalam proses defuzzifikasi untuk dirubah ke 
dalam bentuk crisp output. Diagram pemodelan fuzzy 
seperti yang terlihat pada Gambar 3.2. 
 
Gambar 3.2 Diagram Pemodelan Fuzzy 
 
Alur Proses Pembelajaran 
 Di dalam alur proses pembelajaran terdapat 
proses alur maju yang terdiri dari lapisan 1 sampai 
dengan lapisan 5. Alur proses pembelajaran dapat 
dilihat pada gambar 3.3. 
 Proses Alur Pembelajaran seperti pada Gambar 
3.3 terdiri dari lapisan 1 sampai dengan lapisan 5. 
Lapisan 1 terdapat proses fuzzyfikasi, yaitu mengubah 
masukan nilai crips (nilai aktual) menjadi nilai fuzzy 
dengan menggunakan funggsi keanggotaan bell. 
Lapisan 2 penerapan logika fuzzy AND yaitu memilih 
node yang terkecil dari node yang masuk. Lapisan 3 
bentuk normalisasi. Lapisan 4 defuzzyfikasi dengan 
menggunakan metode LSE. Lapisan terakhir tahap maju 
merupakan keluaran jaringan. 
  Jika parameter fungsi keanggotaan yang baru 
sudah diperoleh, maka iterasi dilanjutkan dengan proses 
maju seperti yang telah dijelaskan. Jika telah diperoleh 
keluaran jaringan maka sinyal kesalahannya diperiksa 
lagi. Selanjutnya sinyal kesalahan ini dipropagasi balik 
sampai lapisan ke-1 untuk diperoleh lagi parameter 
keanggotaan yang baru. Demikian seterusnya, proses ini 
berulang sampai sinyal kesalahan dapat diterima  
 
Gambar 3.3 Alur Pembelajaran 
 
Alur Proses Uji Coba 
Pada alur proses uji coba hanya terdapat proses 
maju (lapisan 1 sampai dengan lapisan 5) tetapi 
parameter premis yang digunakan adalah parameter 
premis hasil belajar.  
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IV. HASIL DAN PEMBAHASAN 
Variabel 
 Variabel yang digunakan dalam penelitian ini adalah 
variabel TSS, pH, Temperatur dan COD. Dari variabel 
tersebut data yang digunakan sebagai inputan adalah 
variabel TSS, pH, Temperatur sedangkan untuk 
outpunya adalah variabel COD. 
 Data sebagai masukan adalah data input dan target 
sekaligus yang brupa matrik. Kolom pertama, kedua dan 
ketiga dalam hal ini adalah TSS, pH, Temperatur dan 
kolom keempat sebagai target, jumlah baris menyatakan 




Tabel 4.1 Pembagian variabel Input dan Target 
Input Target 
x1 x2 x3 Y(t) 
TSS pH Temperatur COD 
 
Fungsi Keanggotaan Input 
 Setelah ditentukan variabel input yang akan 
menghasilkan output yang diinginkan maka akan dibuat 
fungsi keanggotaan dari variabel tersebut. Sebelumnya 
harus ditentukan tipe dari Fuzzy Inference System. 
Model Sugeno digunakan untuk membangun 
pendekatan sistematis untuk meng-generate aturan fuzzy 
dari dataset input – output yang diberikan. 
 
 
Gambar 4.1 Fungsi Keanggotaan Variabel  TSS 
 
Bell (x; a, b, c)  
dengan :  
x = input (TSS) 
a = lebar MF  
b = pengendalian slopes untuk titik crossover  
c = pusat MF  
















{ai, bi dan ci} adalah parameter dari fungsi keanggotaan 
atau disebut sebagai parameter premis. 
Untuk mendapatkan hasil yang terbaik maka 
dilakukan 10 kali uji coba dengan perubahan dari fungsi 
keanggotaan yang digunakan, dari hasil uji coba 
tersebut diambil nilai training dan testing terkecil dari 
RMSE, MAE dan persentase tingkat keberhasilan 
terbesar. Setiap perubahan membership fungsi maka 
nilai dari RMSE, MAE dan % juga berbeda ini 
menandakan bahwa semakin besar  membership 
fungsinya belum tentu mendapatkan hasil yang terbaik.  
Hasil  
Hasil dari tingkat keberhasilan dengan model 
ANFIS ini ditentukan oleh data yang menjadi sumber  
pembelajaran. Hasil prediksi yang diperoleh merupakan 
hasil pembelajaran dari data yang sudah melalui proses 
pembelajaran terlebih dahulu. Dari proses pembelajaran 
tersebut tentunya memiliti tingkat kesalahan, maka 
berdasarkan variasi dari jumlah fungsi keanggotaan 
diambil nilai kesalahan terkecil dan persentase 
keberhasilan terbesar. 
 Dari hasil training dan testing, file terbaik disimpan 
dalam bentuk .fis yang berisi engine fis  
 
 
Gambar 4.2 Error Training dan Testing 
 




Gambar 4.3 Grafik Hasil Training dan Testing 
 
V. KESIMPULAN DAN SARAN 
Kesimpulan 
 Kesimpulan yang dapat diambil dari penelitian ini 
adalah: 
1. Hasil dari model ANFIS dalam proses pembelajaran 
ANFIS secara keseluruhan di setiap lokasi 
pemantauan didapat bahwa: MF 7, RMSE training 
2,11993, RMSE testing 5,93532, MAE training 
1,52225, MAE testing 4,2165 dengan persentase 
keberhasilan untuk training 94,7695 % dan testing 
68,1839 %. 
2. Dari hasil pembentukan model dapat diterapkan 
untuk prediksi COD dengan menggunakan variabel 
TSS, pH dan temperatur. 




Berdasarkan penelitian ini, saran untuk penelitian 
berikutnya adalah: 
1. Model estimasi mengguakan ANFIS ini bisa 
dikembangan lagi dengan dengan menggunakan 
algoritma selain ANFIS 
2. Untuk penelitian selanjutnya, supaya membuat 
software aplikasi yang bisa diakses langsung oleh 
masyarakat sehingga jika masyarakat 
mengetahuinya diharapkan kesadaran terhadap 
lingkungan bisa meningkat. 
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