Purpose: Hybrid Photon Counting (HPC) detectors profoundly improved x-ray diffraction experiments at third generation synchrotron facilities. Enabling the simultaneous measurement of x-ray intensities in multiple energy bins, they also have many potential applications in the field of medical imaging. A prerequisite for this is a clean spectral response. To quantify how efficiently HPC detectors are able to assign photons to the correct energy bin, a quantity called Spectral Efficiency (SE) is introduced. This figure of merit measures the number of x-rays with correctly assigned energy normalized to the number of incoming photons. Methods: A prototype HPC detector has been used to perform precision measurements of x-ray spectra at the BESSY synchrotron. The detector consists of a novel ASIC with pixels of 75 9 75 lm 2 size and a 750 lm thick CdTe sensor. The experimental data are complemented by the results of a Monte-Carlo (MC) simulation, which not only includes the physical detection process but also pulse pile-up at high photon fluxes. The spectra and the measured photon flux are used to infer the Spectral Efficiency. Results: In the energy range from 10 to 60 keV, both the Quantum Efficiency and the Spectral Efficiency were precisely measured and simulated. Good agreement between simulation and experiment has been achieved. For the small pixels of the prototype detector, a SE between 15% and 77% has been determined. The MC simulation is used to predict the SE for various pixel sizes at different photon fluxes. For a typical flux of 5•10 7 photons/mm 2 /s used in human Computed Tomography (CT), the highest SE is achieved for pixel sizes in the range between 150 9 150 lm 2 and 300 9 300 lm 2 . Conclusions: The Spectral Efficiency turns out to be a useful figure of merit to quantify the spectral performance of HPC detectors. It allows a quantitative comparison of detectors with different sensor and ASIC configurations over a broad range of x-ray energies and fluxes. The maximization of the SE is a prerequisite for a successful usage of HPC detectors in the field of medical imaging.
INTRODUCTION
Hybrid photon counting (HPC) detectors have the potential to improve existing x-ray imaging applications like CT and to open novel applications such as molecular imaging. 1 Due to the combination of direct x-ray detection in the high-Z semiconductor sensor and single photon counting electronics in each pixel of the ASIC, such detectors offer high detection efficiency (above 70% up to energies of 60 keV), high spatial resolution (below 100 lm), high maximum count rate capability (up to 10 9 counts/mm 2 /s), and good energy resolution (2-5 keV in an energy range from 5 to 140 keV). In the field of x-ray diffraction, HPC detectors proved to be a disruptive technology 2 both for scientific and industrial applications. In addition to the excellent performance of the detectors, the stable and maintenance-free operation of thousands of systems around the world is a key reason for the fast spread of the technology.
In contrast to integrating detectors, photon counting systems are able to simultaneously measure the x-ray intensity in several energy bins. This capability makes them very attractive for medical applications, which in general use polychromatic x-ray sources. The discrimination of photons with different energies is achieved by the implementation of multiple energy thresholds in each pixel. To assign each photon to the correct energy bin, a very clean spectral response of the detector is required.
The energy resolution of photon counting detectors depends on the capacitance of the sensor pixel, the electronic noise of the preamplifier, shaper, and comparator and on the sensor leakage current. But the energy resolution, which measures the width of the photon peak, is not the only parameter of interest. The spectral response of the detector also depends on the amount of charge-sharing and fluorescence effects. 3, 4 It is well known that for small pixels more and more charge is shared between adjacent pixels and e207
Med. Phys. 44 (9) , September 2017 0094-2405/2017/44(9)/e207/8 fluorescence photons have a higher probability of escaping the pixel. Both effects lead to an underestimation of the photon energy. Another important factor is to minimize the threshold dispersion of the large ensemble of pixels. The accuracy of the measured photon energy is also limited by the incoming rate per pixel. At high photon fluxes, pulse pile-up can lead to an overestimation of the photon energy. It is still questioned whether photon counting detectors can cope with the very high photon fluxes in medical imaging applications. At typical operating conditions (120 kV p , 800 mA) of a clinical CT system, the flux can be as high as 1.6•10 9 photons/mm 2 /s. 5 However, many groups have shown remarkable rate performance of their systems. 6 Due to the small capacitance of the pixelated sensor element (tens of fF), the input load of the pixel amplifier is very small. Modern CMOS processes allow the design of low noise and still very fast amplifiers. The minimum shaping time s is around 20-30 ns, in order to collect the charge generated in the sensor. This allows for maximum count rates well beyond 10 7 counts/pixel/s. However, all counting circuits suffer from pile-up effects due to the stochastic arrival of the x-rays even for count rates substantially lower than the maximum count rate. Most circuits are paralyzable counters, which reach a maximum observed count rate at an incoming count rate of s À1 counts, and the detector paralyzes completely in the limit of very high incoming rates. Thus, it would make sense to make the pixels as small as possible. The pixel size of different systems varies from 55 9 55 lm 2 up to about 500 9 500 lm 2 . Larger pixels are not suitable to cope with the high incoming flux of CT systems. For detectors using CdTe as sensor material, polarization effects can also negatively affect the performance at high photon fluxes.
To quantify the fraction of photons measured with the correct energy, we define a quantity called Spectral Efficiency. In contrast to the energy resolution, this quantity takes fully into account the effects of charge sharing, fluorescence escape and pulse pile-up. We compute the Spectral Efficiency as a function of pixel size and photon flux with a Monte-Carlo simulation, which includes all relevant contributions. The simulation has been validated with detailed measurements.
MATERIALS AND METHODS

2.A. Sensor material
Thanks to their high atomic number, the II-VI semiconductor materials Cadmium Telluride (Z = 50) and Cadmium Zinc Telluride (Z%49.1) offer the unique possibility to extend the usable x-ray energy range up to levels unattainable with silicon sensors. 7 Though their wide spread has been formerly prevented by the poor material quality and in particular by the limited charge transport properties, 8 they recently regained much interest due to the constant improvement of the growing techniques that made detector-grade material available. 9 Typical CdTe sensor thicknesses for imaging detectors range from 1 mm to 3 mm and thanks to their wide bandgap and extremely high resistivity (> 10 9 Ωcm), the sensors can be operated in ohmic mode already at room temperature -with beneficial results on the polarization effect. 10, 11 Due to the higher ls-product of electrons with respect to holes, the detectors are operated in electron-collection mode and virtually all the charge is collected by the front-end electronics. The small aspect ratios bring further benefits in virtue of the small pixel effect. 12 The limit on the energy resolving capabilities is mainly set by the electronic noise. As a result of the direct photon conversion and despite the unavoidable charge sharing, the spatial resolution remains excellent.
2.B. Asic
The IBEX ASIC extends the functionality of the PILA-TUS 13, 14 and EIGER 15 detector families with new features specifically targeted to spectral x-ray imaging applications. It is fabricated in 110 nm CMOS technology in a radiation tolerant design and has dimensions of 20 9 20 mm 2 and it features 65 0 536 pixels of size 75 9 75 lm 2 . Each pixel is equipped with a charge sensitive amplifier with adjustable gain, a shaper and two independent comparators with selectable energy threshold. The possibility of a 2 9 2 pixel merging allows for a pixel size of 150 9 150 lm 2 with up to four independent thresholds. The front-end electronics is compatible with hole-collection mode required by silicon and also electron-collection mode required by high-Z sensors. Thanks to the adjustable gain the dynamic input range extends up to 140 keV. In order to cope with the very high local count rates at third generation synchrotron sources, the count rate model in the pixel was improved for monochromatic applications. The DECTRIS instant retrigger™ technology with adjustable retrigger-time 14 allows for a nonparalyzable counting mode, which achieves count rates above 1.8Á10 9 counts/mm 2 /s. However, this mode is not suitable for polychromatic spectra because it would lead to an incorrect weighting of harder x-rays. The results presented in this article were acquired in the paralyzable counting mode for polychromatic applications with a maximum count rate of 0.8Á10 9 counts/mm 2 /s. A doublebuffered counter allows for a continuous read-out with a sub-ls dead-time and frame rates in the range of kHz. Large-area detectors can be assembled by tiling single modules with minimal dead area.
2.C. Spectral efficiency
The response of a detector pixel to a continuous, monochromatic, and spatially uniform beam of x-rays can be described by a detector response function DR(E c , E). This function specifies the spectral response of the detector as a function of the energy E to incoming photons with energy E c . If N C (E t ) is the number of counts measured above an energy threshold of E t , then the detector response function is defined by
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with N c the number of photons impinging on the sensor pixel. An example of a (not normalized) detector response function is shown in Fig. 1 . The spectrum displays the characteristic fluorescence and escape peaks of the CdTe sensor material. The Quantum Efficiency QE (including possible losses due to pulse pile-up) is then given by the integral
In Fig. 1 , the counts contributing to the Quantum Efficiency are shown in blue. Typically, an energy threshold of half the photon energy is used, which avoids multiple counting of x-rays for monochromatic applications.
For spectral measurements with multiple energy bins, it is important to know, which fraction of photons are measured with the correct energy. To compare different detector concepts in this respect, the following quantity, called the Spectral Efficiency (SE), turns out to be very useful:
In Fig. 1 , the counts contributing to the Spectral Efficiency are shown in red. The choice of a meaningful energy window DE depends on the width of the energy bins used in a specific application. The closer the different energy thresholds are set, the smaller the energy window will be selected. An application independent approach is to choose an energy window based on the energy resolution of a typical HPC detector, which is of the order of a few keVs. For the results presented in this article, we use an energy window of 4 keV, which is about four times the standard deviation of the photon peak as measured with an IBEX ASIC.
For polychromatic applications, the fraction of x-rays measured with correct energies is obtained as the weighted integral of the SE over the normalized energy spectrum Φ(E c ):
The SE provides several advantages compared to the peakto-background ratio of the detector response. First, for small pixel sizes there is no identifiable peak in the detector response due to fluorescence and charge-sharing effects. This issue also precludes the usage of the intrinsic peak efficiency as defined in. 16 Second, the SE is better defined at high photon fluxes when pulse pile-up becomes significant. For low energy thresholds, the time over threshold of a shaper pulse is longer than for a higher threshold. This leads to more paralyzation at low energy thresholds and therefore to a negative detector response. As a consequence, the peak-to-background ratio diverges and finally gets negative. In contrast, the SE is not normalized by the number of background counts, but by the number of photons impinging on the sensor. This avoids the divergence and the SE stays positive up to higher fluxes. A disadvantage of using the Spectral Efficiency to characterize HPC detectors is the experimentally more involved measurement, since the incoming photon flux has to be known.
2.D. Synchrotron measurements
Synchrotron radiation has been used to measure the detector response to monochromatic x-rays at high photon fluxes. The measurements have been carried out at the BAMline of the BESSY-II Synchrotron in Berlin in collaboration with the PTB Synchrotron Radiometry department. The available photon energy at this beamline ranges from 8 to 60 keV. The incoming x-ray flux is measured with the help of two calibrated silicon PIN diodes. The investigated detector consists of a 0.75 mm thick CdTe sensor with a pixel size of 75 9 75 lm 2 bump-bonded to an IBEX ASIC. The detector module is housed in an aluminum frame thermally stabilized at the temperature of 25°C and mounted on motorized slits which allow for a fast switching between the detector and the silicon PIN diodes. The bias voltage of À500 V is directly applied to the front-side of the sensor. The x-ray beam illuminates an area of about 1.7 9 1.7 mm 2 , corresponding to roughly 500 pixels. The response of every pixel has been individually calibrated to compensate for the pixel-to-pixel mismatches and eventually averaged over the whole ensemble to minimize the statistical uncertainty. 2.E. Monte-Carlo simulation Numerical simulations play an important role in the design process of an HPC ASIC since they allow rapid evaluation of new concepts and optimization of important detector specifications like the pixel size. Analytic models can be used to investigate some aspects of spectral photon counting detectors. On the basis of geometrical and physical parameters, the amount of charge sharing between neighboring pixels on the detector performances can be calculated. 17 However, analytical models are limited to monoenergetic photons below the K-edge. To model stochastic effects like pulse pile-up in the ASIC or fluorescence effects in the sensor material, Monte-Carlo methods have to be used. 4 This article makes use of a Monte-Carlo simulation framework originally developed to study the effect of synchrotron bunch modes on pulse pile-up. 18 The response of the PILA-TUS3 detector has been successfully reproduced for seven bunch modes at different synchrotron facilities. 19 For this study, the code was extended to incorporate fluorescence effects in high-Z sensors to assess the spectral response of HPC detectors. Figure 2 gives a schematic overview of the simulated system.
The simulation consists of the following steps:
1. Generate the spatial distribution of the incoming x-rays as a function of time.
2. Determine the interactions of the photons with the sensor. 3. Decide whether an interaction leads to the creation of secondary fluorescence photons. 4. Repeat the steps 2) and 3) for fluorescence photons generated in step 3). 5. Assess the number of electron-hole pairs created by each interaction. 6. Compute the shape of all charge clouds as they arrive at the pixel electrodes. 7. Add electronic noise to the collected charge. 8. Simulate the shaper output as a function of time. 9. Increment the counter as a function of the shaper output.
The steps are detailed in the Appendix.
RESULTS AND DISCUSSIONS
3.A. Detector response function
The detector response function computed by the MonteCarlo simulation has been cross-checked and calibrated with experimental measurements. The investigated detector has a 0.75 mm thick CdTe sensor and a pixel size of 75 9 75 lm 2 . The energy resolution was measured to be 1.9 keV FWHM at a photon energy of 26 keV and 2.4 keV FWHM at 60 keV.
The Monte-Carlo simulation has three free parameters to match the results to the experimental data: The equivalent noise charge (ENC) of the ASIC, the bias voltage applied to the sensor, and the gain of the preamplifier, which determines the shaping time. The formula for the size of the charge cloud in the simulation underestimates the measured value by about 50%, which is probably due to a nonuniform electric field across the sensor thickness. To counteract this effect, a lower value was used for the bias voltage in the simulation than was actually applied for the sensor. Figures 3 and 4 show the detector response functions at a low flux of 3.6Á10 6 counts/mm 2 /s for x-ray energies of 26 and 60 keV. In the simulation, the value used for the ENC was 700 eV, the bias voltage was À200 V, while the bias voltage actually applied to the sensor was À500 V. The simulated result matches the experimental data very well.
3.B. Quantum and spectral efficiency
The Quantum Efficiency QE(E c , E th = E c /2) and the Spectral Efficiency SE(E c , DE = 4 keV) have been measured and simulated for an IBEX system with a pixel size of 75 9 75 lm 2 . The results for the Quantum Efficiency are shown in Fig. 5 . Below the K-edges of Cadmium and Tellurium, there is only a small loss due to missed photons close to the pixel corners. Above the K-edges, the Quantum Efficiency drops to about 70% due to fluorescence photons escaping the sensor. In this range, the Monte-Carlo simulation tends to underestimate the experimental values. The results for the Spectral Efficiency are shown in Fig. 6 . The energy window was chosen to be DE = 4 keV covering about four standard deviations of the photon peak at 60 keV. Below the K-edges of Cadmium and Tellurium, the values lie in the range of 0.45 to 0.77. Above the K-edges, the Spectral Efficiency drops below 0.2 due to charge-sharing and fluorescence effects. The numbers clearly show that for spectral imaging either a larger pixel or an ASIC with a charge summing mechanism 3 has to be used. The level of agreement between simulation and experimental data is high even though the case of a pixel size of 75 9 75 lm 2 represents a situation with a very high degree of charge-sharing and fluorescence effects. The good agreement suggests that the simulation results are also accurate for larger pixels.
3.C. Count rate capability
Count rate curves have been measured in the energy range from 10 to 60 keV. No particular energy dependence was noticed. Figure 7 shows the curve with disabled retrigger mode taken at 50 keV with the threshold energy set at 50% of the incoming photon energy. The measured rates saturates at a rate of~0.8•10 9 cps/mm 2 . The measurement was also compared to the results of the Monte-Carlo simulation described above. The measurement is well reproduced up to incoming rates of 1.4•10 9 cps. In the simulation, the gain of the preamplifier was set to a value resulting in a pulse width of 76 ns at the shaper output.
3.D. Simulation of system configurations with different pixel sizes and photon fluxes
The most important decision during detector design concerns the pixel size. While large pixels reduce the detrimental effects of charge sharing and fluorescence, smaller pixels are less prone to pulse pile-up. Figure 8 shows the simulated Spectral Efficiency for photons of 60 keV for a CdTe HPC detector as a function of pixel size and photon flux. A constant pulse width of 44 ns and an ENC of 700 eV are assumed. For small pixel sizes, the Spectral Efficiency decreases due to charge sharing and fluorescence, for large pixels due to pulse pile-up. For a flux of 5•10 7 photons/ mm 2 /s, which is estimated to be the typical flux in a CT system after attenuation by 20 cm of water, the best performance is achieved with a pixel size in the range of 150 lm to 300 lm. The results at the highest flux might not be accurate due to the simple pile-up model used in the simulation. But due to the good agreement achieved in Figs. 3-7 , the results at lower fluxes are expected to be accurate. The extrapolation to larger pixel sizes is assumed to be valid since the physical parameters of the detector (the charge cloud size, the ENC, and the pulse shape) do not strongly depend on the pixel size.
CONCLUSIONS AND OUTLOOK
Hybrid Photon Counting detectors offer the unique possibility to simultaneously measure the x-ray intensity in different energy windows. However, spectral x-ray imaging, especially in the context of human CT, is very demanding. The most challenging task for HPC detectors is to provide accurate spectral information at very high photon fluxes. Charge sharing, fluorescence effects in high-Z sensor materials and pulse pile-up can significantly degrade the quality of the recorded spectrum. To quantify how strongly they affect the spectral information, a quantity called Spectral Efficiency can be used. This figure of merit measures the fraction of the incident photons recorded with the correct energy.
In this article, we report on the measurement and simulation of the Spectral Efficiency for a HPC detector with 75 9 75 lm 2 pixel size and a 750 lm thick CdTe sensor. At low flux, the Spectral Efficiency is 77% for 10 keV photons and drops to 15% at 60 keV. The Monte-Carlo simulation is able to reproduce the measured spectrum with good accuracy. In addition, it is also capable to correctly compute the losses at high photon fluxes due to pulse pile-up.
The Spectral Efficiency can be used to optimize the detector parameters for high flux applications like human CT. For a flux of 5•10 7 photons/mm 2 /s and a detector pulse width of 44 ns, the Monte-Carlo simulation shows a maximal Spectral Efficiency for pixel sizes in the range from 150 9 150 lm 2 to 300 9 300 lm 2 . Future work will include measurements of the detector response with 150 9 150 lm 2 and 300 9 300 lm 2 pixels at high flux. The results will be used to refine the parameters of the Monte-Carlo simulation and to precisely predict the Spectral Efficiency as a function of pixel size and photon flux. The Spectral Efficiency will also be useful to quantify the benefits of charge summing mechanisms. Furthermore, it will be interesting to quantify the benefits of a high Spectral Efficiency for applications like material decomposition.
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Generate the space-time distributions of the incoming x-rays
The detector is implemented as a discrete-time system with a time increment of 1 ns. This increment is small enough for an accurate simulation of a detector with a shaping time of some tens of nanoseconds. For each time increment, the number of incoming photons N c is determined from a Poisson distribution of the form:
with N the average number of photons in one time increment. For all results, a spatially uniform illumination of the detector is assumed. The area of illumination is always extended by at least 400 lm beyond each edge of the pixel, based on the 128 lm attenuation length of Cd-fluorescence photons in CdTe. The photons are assumed to impinge orthogonally on the detector surface.
Determine the interactions of the photons with the sensor
The penetration depth d of the incoming photons follows the Beer-Lambert law:
depending on the linear absorption coefficient l of CdTe. The linear absorption coefficient itself depends on the energy of the photons. If the resulting penetration depth exceeds the sensor thickness, the photon is not detected, thus reducing the Quantum Efficiency of the detector. The simulation currently takes into account the photoelectric effect, neglecting coherent and incoherent scattering.
Decide whether an interaction leads to the creation of secondary fluorescence photons
After the ejection of the photoelectron, the Cd or Te atom remains in an excited state. The relaxation is accompanied by the emission of either an Auger electron or a fluorescence photon. The K-shell fluorescence yields for Cd and Te amount to 84% and 87% respectively, i.e. the emission of a secondary photon is very likely if the energy of the primary photon is above the K-edge energies of Cd and Te.
Repeat the steps previous two steps for the generated fluorescence photons
The direction of the emitted fluorescence photons created in the previous step is uniformly distributed over all solid angles. These secondary photons either escape the sensor volume or are absorbed after traveling some distance according to the Beer-Lambert law. Since the location of the absorption can take place in a different pixel than the absorption of the primary photon, additional peaks show up in the detector response with energies E fl and E c ÀE fl where E c is the energy of the primary photons and E fl is the energy of the secondary fluorescence photon. The simulation also takes into account the possibility of double fluorescence, where a fluorescence photon from a Te atom ionizes a Cd atom, which relaxes by the emission of another fluorescence photon.
Assess the number of electron-hole pairs created in each interaction
The number of electron-hole pairs created in a CdTe sensor is computed by
with E eh % 4.4 eV the average energy required to generate an electron-hole pair. Variations in the number of created electron-hole pairs are not taken into account, since this Fanonoise is negligible compared to the electronic noise of the amplifier stage of the pixel readout electronics.
Compute the shape of all charge clouds as they arrive at the pixel electrodes
The charge cloud at the bottom of the sensor is modeled by a two dimensional Gaussian distribution. GEANT simulations performed by Blevis and Levinson 20 give a rough estimate of the initial size r 0 of the charge cloud generated by the photoelectron. The values used for r 0 in our simulation are 0 lm, 2 lm, 8 lm for electron energies of 0 keV, 35 keV, 100 keV. A spline is used to interpolate between these values.
The growth of the charge cloud during the drift to the electrodes is described by This formula only considers the expansion due to thermal diffusion and tends to underestimate the actual cloud size. The discrepancy is accounted for by using a value for V B that is smaller than the actual bias voltage applied to the sensor. For pixel sizes smaller than the sensor thickness, the moving charge cloud only induces a signal close to the pixel electrodes. This effect, known as the small pixel effect, justifies the assumption, that the preamplifier only registers an input signal when the charge cloud arrives at the electrode.
The drift time is calculated as
with a drift velocity v drift = 5 9 10 4 m/s. 8 
Add electronic noise to the input charge
The electronic noise of the ASIC is simulated by multiplying the charge q 0 collected at the pixel electrode with a Medical Physics, 44 (9), September 2017
Gaussian distribution with a mean of 1 and a standard deviation equal to the equivalent noise charge ENC:
The value of the ENC is obtained by fitting the results of the simulation to experimental data of the detector response function.
Simulate the shaper output as a function of time
The output of the shaper sh out is computed as the convolution of the input charge q(t) with the time invariant response function of the shaper sh(tÀt 0 ):
where the sum is taken over all charge clouds. The response function of the shaper is taken from a transistor level simulation of the PILATUS3 pixel cell. For low gain settings, the resulting pulse has a width of 44 ns at half the maximum.
Increment the counter as a function of the shaper output
Finally, the counter is incremented by one each time the shaper output crosses the programmed threshold level from below.
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