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Kurzfassung
Eine der Hauptherausforderung photochemischer Energiekonversion besteht im De-
sign von Landungsseparations-Einheiten sowie deren effiziente Ankopplung an eine
Energiespeicher-Einheit. In Teil I dieser Arbeit wird die Energiekonversions-Effizienz
eines photochemischen, durch bakterielle Photosynthese inspirierten, Energiewand-
lungssystems untersucht. Das entwickelte Modell basiert auf mehr-stufigem, nicht-
adiabatischem Elektronentransfer, um ein Transmembranpotential zu erzeugen. Durch
die Optimierung mit multi-objective genetischen Algorithmen werden die Strategien
von photosynthetischen Reaktionszentren zur Realisierung einer hohen Quantenaus-
beute abgeleitet, wobei Verlustkana¨le wie die Ladungsrekombination unterdru¨ckt wer-
den mu¨ssen.
Die Konzepte der bakteriellen Photosynthese werden auf das Design von artifiziellen
photochemischen Energiewandlungssystemen u¨bertragen. Das verallgemeinerte Modell
besteht aus einer Ladungsseparations-Einheit und einem Energiespeicher-System, die
Kopplung zwischen beiden Einheiten wird durch thermische Besetzung gema¨ß dem
detailed balance Prinzip gewa¨hrleistet. Die gesamte photosynthetische Einheit wird
durch die Strom-Spannungs-Beziehung charakterisiert und eine obere Grenze der Ge-
samteffizient unter AM1.5-Bestrahlungsbedingungen abgeleitet. Solch ein realistisches
chemisches Energiewandlungssystem kann Effizienzen erreichen, die vergleichbar sind
mit Effizienzen von idealen Halbleiter-basierten Solarzellen mit einer Bandlu¨cke.
In Teil II dieser Arbeit wird die reaktive, umgebungskontrollierte Dynamik zwei-
er Photoreaktionen auf einer mikroskopischen Skala untersucht. Allgemein kann der
Einfluss der Umgebung in intramolekulare Anteile, also sterische und elektronische
Effekte, sowie intermolekulare Anteile wie Lo¨sungsmittel- oder Enzymumgebungen
unterteilt werden. Beide Grenzfa¨lle werden in dieser Arbeit an exemplarischen Pho-
toreaktionen untersucht. Der Dewar DNA-Schaden wird quantitativ durch UV-A/B
Bestrahlung aus dem 6-4 Schaden gebildet und stellt das stabile Endprodukt bei kon-
tinuierlicher Sonnenbestrahlung dar. Hier wird ein detaillierter Reaktionsmechanismus
der formalen 4pi-sigmatropen Umlagerung pra¨sentiert, welcher vorhersagt, dass die
Dewar-Form nur im (6-4) Dinukleotid, jedoch nicht in der freien Base 5-Methyl-2-
Pyrimidinon (5M2P) aus einem angeregten Valenzzustand gebildet wird. Der Mecha-
nismus wird durch die Analyse von konischen Durchschneidungen erla¨utert, die zeigen,
dass die photochemische Deaktivierung im T(6-4)T maßgeblich durch Einschra¨nkun-
gen im Dinukleotid beeinflusst wird. Im 5M2P hingegen gewa¨hrleistet ein Saum von
konischen Durchschneidungen eine photophysikalische Deaktivierung. Die Implemen-
tierung der ONIOM-Methode in den Formalismus der nicht-adiabatischen on-the-fly
Dynamik erlaubt es, die Bildung des T(Dewar)T Schadens sowie die konkurrierende
photophysikalische Relaxation zu verfolgen. Es werden C=O Schwingungen als ein-
deutige spektroskopische Probe der pi-sigmatropen Umlagerung identifiziert, welche es
erlauben, die Reaktion durch UV/VIS Pump - IR Probe Experimente in Echtzeit zu
verfolgen.
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Als zweite Photoreaktion wird die ultraschnelle, photogetriggerte Reaktion von Benz-
hydryl Kationen mit Methanol untersucht. Der Mechanismus der Laser-induzierten Er-
zeugung von Benzhydryl Kationen aus dem Precursor-Moleku¨l Diphenylmethylchlorid
wird durch quantenchemische und quantendynamische Methoden abgeleitet. Die Wech-
selwirkung verschiedener elektronischer Zusta¨nde fu¨hrt zum ultraschnellen Bindungs-
bruch sowie den konkurrierenden Reaktionskana¨len der Ionenpaar- und Radikalpaar-
Bildung. Die Beteiligung der freien Elektronen-Paare der Cl-Abgangsgruppe (npx,z)
macht den homolytischen Bindungsbruch als parallel auftretenden Reaktionskanal be-
reits in der FC-Region zuga¨nglich. Basierend auf ab initio Daten wird ein System-
Hamiltonian konstruiert, welcher geeignet ist, den multidimensionalen Dissoziations-
prozess in einem reduzierten Koordinatenraum zu beschreiben. Quantendynamische
Simulationen zeigen, daß der durch einen Laserpuls initiierte Bindungsbruch, trotz der
Existenz von konischen Durchschneidungen und einer ho¨heren potentiellen Energie,
zur Bildung von Ionenpaaren fu¨hrt.
Die nachfolgende bimolekulare Bindungsbildung, als zweiter Teil der SN1 Reaktion,
wird durch on-the-fly moleku¨ldynamische Simulationen in einem Mikrosolvatations-
Ansatz untersucht. Die berechnete Solvatations-Korrelationsfunktion und das zeitauf-
gelo¨ste UV/VIS Spektrum werden mit neuesten experimentellen Ergebnissen vergli-
chen. Die detaillierte mikroskopische Beschreibung ermo¨glicht die Zuordnung von spek-
tralen Merkmalen zu verschiedenen molekularen Events. Hierbei zeigen die Ergebnisse,
dass der Anstieg der spektralen Signatur des Benzhydryl Kations nicht direkt mit dem
Bindungsbruch korreliert ist, zum Versta¨ndnis des Reaktionsmechanismus muss dies
in der Signal-Interpretation beru¨cksichtigt werden.
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Abstract
One of the main challenges in photochemical energy conversion is the design of charge
separating units which are able to generate a long lived charge separated state, and to
couple efficiently to an energy storage state. In part I of this work the energy conversion
efficiency of a photochemical unit inspired by bacterial photosynthesis is investigated.
The developed model is based on non-adiabatic multi step electron transfer to gen-
erate a trans-membrane potential gradient. Upon optimization with multi objective
genetic algorithms, the biological strategies for high quantum efficiency in photosyn-
thetic reaction centers are derived, which have to suppress loss channels such as charge
recombination.
The concepts of bacterial photosynthesis are extended to the design of artificial pho-
tochemical devices. The unified model consists of a charge separation unit and an
energy storing system whereby the coupling between both units is assured by thermal
repopulation according to the principle of detailed balance. The complete photosyn-
thetic unit is characterized by the respective current-voltage relation and an upper
limit for the overall energy efficiency is derived under AM1.5 global conditions. Such
a realistic chemical solar energy conversion system can reach efficiencies, which are
comparable to the limits of an ideal single-junction solar cell.
In Part II of this work the reactive dynamics of two surrounding controlled photore-
actions is investigated on a microscopic scale. In general the effect of the surrounding
can be classified into intramolecular contributions, like steric or electronic effects, and
intermolecular contributions like the solvent or the embedding in an enzyme. Both lim-
iting cases are examined on the basis of two generic photoreactions. The Dewar DNA
lesion follows quantitatively from the 6-4 lesion by UV-A/B irradiation and constitutes
the stable end product of continuous solar irradiation. Here the detailed mechanism
of the formally 4pi-sigmatropic rearrangement is presented, which predicts that only in
the (6-4) dinucleotide the Dewar is exclusively formed from an excited valence state,
but not in the free base 5-methyl-2-pyrimidinone (5M2P) nor with a sliced backbone.
The mechanism is elucidated by the analysis of conical intersections which show, that
the photochemical deactivation of T(6-4)T is strongly influenced by the confinement
in the dinucleotide, leading to T(Dewar)T formation, whereas in 5M2P the photo-
physical protection is ensured by a conical intersection seam. The implementation of
the ONIOM-method into the non-adiabatic mixed quantum classical dynamics allows
to follow the formation of the T(Dewar)T lesion as well as the competing photophys-
ical relaxation. C=O-vibrations are identified as unambiguous spectroscopic probe
of the 4pi-sigmatropic rearrangement for highly sensitive UV/VIS pump - IR probe
experiments which were successful in following the reaction in real time.
As a second photoreaction the ultrafast phototriggered reaction of benzhydryl cations
with methanol is investigated. The mechanism of the laser induced generation of highly
reactive benzhydryl cations from the precursor molecule diphenylmethyl chloride is
derived by quantum chemical and quantum dynamical methods. For the competing
reaction channels of ion pair and radical pair formation the interaction of different
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electronic states leads to ultrafast bond cleavage. The homolytic bond cleavage as a
parallel reaction-channel is already accessible in the FC region by the participation of
lone-pairs of the Cl-leaving group (npx,z). Based on ab initio data a system Hamiltonian
is derived which is suitable to describe the multidimensional dissociation process in a
reduced reactive coordinate space. Quantum dynamical calculations show that bond
cleavage induced by a Fourier limited femtosecond laser pulse provides the ion pair
despite its higher potential energy and the existence of conical intersections.
The subsequent bimolecular bond formation, which constitutes the second part of
the SN1 reaction, is investigated by on-the fly molecular dynamics simulations in a
micro-solvation approach. The calculated solvation correlation function and time re-
solved UV/VIS spectra are compared to recent experimental findings. By the detailed
microscopic description the assignment of the spectral features to different molecular
events is possible. The results show that the rising spectral signature of the generated
benzhydryl cations is not directly correlated with the bond cleavage, a fact that has to
be considered in the interpretation of the signal for a complete understanding of the
reaction mechanism.
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Einleitung
Die Beschreibung lichtinduzierter Prozesse stellt eine Herausforderung an die moderne
theoretische Chemie dar. Diese Arbeit befasst sich mit zwei verschiedenen Aspekten
der Photochemie: Teil I untersucht die Erzeugung eines elektrochemischen Potential-
gradienten durch biologisch motivierte Energiewandlungssysteme, welche die Energie
des zur Verfu¨gung stehenden Sonnenlichtes bestmo¨glich nu¨tzen. Teil II analysiert die
Dynamik ultraschneller Photoreaktionen, sowie deren entscheidende Pra¨gung durch
die unmittelbare Mikroumgebung.
Die globale Energieversorgung durch regenerative Energiequellen stellt eine der
Hauptherausforderungen fu¨r die zuku¨nftige Entwicklung der Gesellschaft dar. Der der-
zeitige extensive Konsum von fossilen Energietra¨gern erzwingt die Verwendung aller
Formen an regenerativen Energietra¨gern, insbesondere Sonnenenergie. Zum heutigen
Zeitpunkt wird Sonnenenergie in großen Mengen durch Photosynthese in Bakterien,
Algen oder Pflanzen in landwirtschaftlichen Produkten verwendet. Vielversprechende
Kandidaten fu¨r die direkte technische Konversion von Sonnenenergie in elektrische oder
chemische Energie sind Halbleiter-basierte Photovoltaik [1, 2], Farbstoff-sensibilisierte
Solar-Zellen (die Gra¨tzel-Zelle) [3, 4] und photochemische (oder artifizielle photosyn-
thetische) Energiekonversion [5]. Die Hauptherausforderung fu¨r die photochemische
Energiekonversion besteht im Design von Lichtsammel- und Landungsseparations-
Einheiten, welche einen langlebigen, ladungsseparierten Zustand erzeugen, sowie deren
Ankopplung an eine Energiespeicher-Einheit [6].
Solare Energiewandlungssysteme mu¨ssen bei hoher Effizienz betrieben werden, was
durch die Verwendung des breiten Sonnenemissions-Spektrums, Ladungsseparation bei
hoher Quantenausbeute und die Speicherung der Ladungstra¨ger bei hinreichend hohem
chemischen Potential ermo¨glicht wird. Ziel dieser Arbeit ist es, die Energiekonversions-
Effizienz eines, durch bakterielle Photosynthese inspirierten, photochemischen Systems
unter Verwendung der thermodynamischen Randbedingungen zu beschreiben. Hierbei
sollen globale Optimierungsstrategien fu¨r alle Elektronentransfer-Schritte in bakteri-
ellen Reaktions-Zentren (RC) entwickelt werden. Abschließend wird gezeigt, dass ein
realistisches photochemisches Energiewandlungssystem Effizienzen erreichen kann, die
vergleichbar zum Effizienzlimit einer idealen, Halbleiter-basierten single-junction So-
larzelle sind.
Die in Teil II untersuchte Valenz-Isomerisierungs-Reaktion ist von zentraler Bedeu-
tung fu¨r das Versta¨ndnis von UV-Licht induzierten DNA Scha¨digungen. Monomere
Nukleinsa¨ure-Basen in wa¨ssriger Lo¨sung weisen eine extrem kurze Fluoreszenzlebens-
dauer auf [7, 8]. In ju¨ngerer Zeit konnte durch Experimente mit sub-Pikosekunden
Zeitauflo¨sung gezeigt werden, dass die ultraschnelle interne Energiekonversion aus dem
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angeregten Zustand zum Grundzustand eine intrinsische Eigenschaft von Nukleosiden,
Nukleotiden und monomeren Nukleinsa¨ure-Basen darstellt [9–13], und entscheidend
fu¨r die pra¨-evolutiona¨re Selektion von photostabilen DNA-Bausteinen ist (siehe hier-
zu die Arbeiten von Domcke et al. [14] und Serrano-Andree´s et al. [15]). Die Pho-
tostabilita¨t von Nukleinsa¨ure-Basen durch nicht-strahlende, effiziente Deaktivierungs-
Mechanismen stellt somit ein lebhaft diskutiertes Themengebiet der letzten Jahre dar.
Hierbei haben insbesondere Untersuchungen auf dem Gebiet der modernen theoreti-
schen Photochemie dazu bei getragen, dass die Effizienz der strahlungslosen Deakti-
vierung direkt mit dem barrierelosen Zugang zu einer Hyperlinie von konischen Durch-
schneidungen erkla¨rt werden kann [14–17].
Fu¨r eine genetische Codierung des Erbmaterials ist eine Verknu¨pfung von Nukleo-
tiden zu einem DNA Doppelstrang notwendig. Es stellt sich somit die Frage, ob die
Photostabilita¨t der individuellen Nukleinsa¨ure-Basen auf den DNA Strang u¨bertragen
werden kann und die DNA/RNA ebenso besta¨ndig gegenu¨ber UV Strahlung ist. In die-
sem Zusammenhang wurde gezeigt, dass schon geringfu¨gige Substitutionen und Modi-
fikationen an Pyrimidin-Basen zu einer Verla¨ngerung der Lebensdauer des angeregten
Zustands fu¨hren ko¨nnen [15, 18–21]. Die la¨ngere Lebensdauer bedeutet direkt eine
ho¨here Wahrscheinlichkeit von ungewu¨nschten Mutationen. Zusa¨tzlich wurden, neben
der ultraschnellen Deaktivierung, langlebige Komponenten des angeregten Zustands in
Polynukleodid-Ketten und im DNA Doppelstrang gefunden [22–25], welche angeregten
Excimer-Zusta¨nden von gestapelt angeordneten Basen (base-stacking) zugeordnet wer-
den. Die relative Anordnung der DNA-Basen im Doppelstrang ist daru¨berhinaus von
Bedeutung in der ultraschnellen Bildung von CPD-Scha¨den [26, 27]. Hierbei konnte
gezeigt werden, dass die Bildung des bedeutenden CPD-Dimers im Doppelstrang auf
der gleichen Zeitskala, wie die strahlungslose interne Konversion von monomeren DNA-
Basen erfolgen kann. Die zugeho¨rige konische Durchschneidung im T-T-Dimer erlaubt
einen Einblick in den Machanismus der ultraschnellen [2+2] Cycloaddition [28, 29].
Der in Kapitel 4 untersuchte Mechanismus der lichtinduzierten Isomerisierungsre-
aktion des 6-4 Photoschadens, als wichtiger prima¨rer DNA-Photoschaden, zu seinem
Dewar-Valenz-Isomer ist bis jetzt ungekla¨rt. Hier liegt der Schwerpunkt auf der Fra-
ge, ob diese Photoreaktion eine intrinsische Eigenschaft der monomeren, modifizier-
ten DNA-Base 5-Methyl-2-Pyrimidinon (5M2P) darstellt, oder ob die Verknu¨pfung im
DNA-Strang zur Schadensbildung beitra¨gt. Ausgehend von einer statischen Beschrei-
bung des Reaktionsmechanismus werden die Vorhersagen anhand nicht-adiabatscher
on-the-fly Simulationen u¨berpru¨ft sowie Carbonyl-Markerbanden fu¨r zeitaufgelo¨ste Ex-
perimente identifiziert.
Die komplexe Sequenz von molekularen Ereignissen, welche der Elektrophil-
Nukleophil Bindungsbildung von durch Licht erzeugten Diarylmethyl Kationen (=
Benzhydryl Kationen) mit einem nukleophilen Solvent zu Grunde liegen wird in in
Kapitel 5 untersucht. Diese SN1 Reaktionen stellt einen der fundamentalen Reaktions-
mechanismen in der organischen Chemie dar und wurde ausgiebig in experimentellen
und theoretischen Arbeiten untersucht (fu¨r einen U¨berblick siehe Ref. [30–32]). Benz-
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hydryl Kationen stellen hierbei die Schlu¨ssel-Intermediate einer Reaktivita¨ts-Skala von
organischen Substitutions-Reaktionen dar.[33–35]
Neueste zeitaufgelo¨ste Experimente untersuchen die Dissoziationsreaktion zur Erzeu-
gung der gewu¨nschten Benzhydryl Kationen in Echtzeit. Ein Femtosekunden-Laserpuls
initiiert hierbei den Bindungsbruch in DPMCl [36, 37], die konkurrierenden Reaktions-
kana¨le der Homolyse und Heterolyse entstehen dann aus einem gemeinsamen angereg-
ten Zustand (S1). Der Bindungsbruch in DPMCl fu¨hrt zur Ausbildung von Radikal-
Paaren innerhalb von 345 fs sowie zur initialen Ausbildung von Kontakt-Ionenpaaren
innerhalb von 833 fs [36, 38]. Solch ultraschnelle Reaktionszeiten deuten auf die Be-
teiligung von konischen Durchschneidungen hin, welche, bis jetzt, nicht charakterisiert
wurden [30]. Die theoretische Beschreibung der Dissoziationsdynamik ist Teil dieser
Arbeit (Abschnitt 5.1). Letztendlich reagiert das erzeugte elektrophile Benzhydryl Ka-
tion in einer folgenden Kombinationsreaktion mit einem Nukleophil und kompletiert
so die gesamte lichtinduzierte SN1 Reaktion.
Fu¨r Benzhydryl Kationen in Methanol wird eine gesamte Reaktionszeit beobachtet,
welche ku¨rzer ist als die Zeitskala von Diffusionsprozessen ist [39]. In dieser Arbeit wer-
den on-the-fly first principles moleku¨ldynamische (MD) Simulationen durchgefu¨hrt (fu¨r
den theoetischen Hintergrund siehe Abschnitt 3.3), welche in einem Microsolvatations-
Ansatz geeignet sind, die verschiedenen Prozesse der intramolekularen Relaxation,
der initialen (librational) Solvatation, sowie die Bindungsbildung und nachfolgenden
Protonen-Transfer zu beschreiben (Abschnitt 5.2). Der Ansatz wird durch die Bestim-
mung der Solvatations-Korrelationsfuktion CSolv(t) u¨berpru¨ft. Die mikroskopische In-
terpretation zusammen mit den abgeleiteten makroskopischen Observablen zeigt einen
zu Grunde liegenden zweistufigen Mechanismus der Bindungsbildung, welcher aus der
initialen Solvatation und Relaxation des vibronisch angeregten Benzhydyl Kations, ge-
folgt von der Bildung des gesa¨ttigten Ether-Produktes innerhalb von 4 ps besteht. Es
wird ein Simulations-Protokoll zur Berechnung von zeitaufgelo¨sten UV-VIS Signalen
von intermedia¨ren Benzhydryl Kationen dargelegt, welches auf den Daten von on-the-
fly MD Trajektorien beruht. Dies erlaubt den direkten Vergleich mit der messbaren
Observable der Reaktion aus Femtosekunden-Absorptions-Experimenten. Die optische
Signatur des Kations bei 430 nm scheint sich signifikant langsamer auszubilden als die
entsprechende Zustandspopulation. Demzufolge kann der Anstieg des optischen Signals
nur als obere Grenze der notwendigen Zeit zum Bindungsbruch interpretiert werden.
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Optimale Photochemische
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Einfu¨hrung:
Der steigende Bedarf an sauberen Energieformen stellt auf Grund der begrenzten na-
tu¨rlichen Resourcen eines der bedeutendsten Probleme der heutigen Gesellschaft dar.
Die angespannte Situation ko¨nnte durch die Verwendung regenerativer Energien ver-
bessert werden, wobei die Nutzung der Sonneneinstrahlung in diesem Zusammenhang
am Erfolg versprechendsten erscheint [4]. Die u¨berwiegende Quelle an prima¨rer Energie
basiert auf Photosynthese, entweder regenerativ durch die Erzeugung von agrarwirt-
schaftlichen Produkten oder nicht-regenerativ durch die Ausbeutung fossiler Ressour-
cen. Die initialen Energiekonversions-Schritte wurden in experimentellen [40] und theo-
retischen Arbeiten [41–43] untersucht und haben die Reaktionsdynamik von bakteriel-
len Systemen [44] und ho¨heren Pflanzen [45, 46] aufgedeckt. Hieraus entwickelten sich
Ideen zur Optimierung von einzelnen Reaktionsschritten [47–52]. Artifizielle Modellsy-
steme, welche die Funktion von Lichtsammel-Komplexen oder der Ladungsseparation
nachbilden, wurden bereits synthetisiert [53–56]. Außerdem wurden Strategien umris-
sen, um eine effiziente Ladungsseparation, bei Minimierung von Aktivierungsbarrieren,
zu gewa¨hrleisten [51].
Diese Arbeit hat zum Ziel, globale Optimierungs-Strategien fu¨r alle Ladungssepa-
rations-Schritte in photosynthetischen Reaktions-Zentren (RC) zu entwickeln. Hierbei
liegt der Schwerpunkt auf bakteriellen RC, welche als natu¨rliche Prototypen von pho-
tochemischen Energiewandlungssystemen angesehen werden ko¨nnen und nach einem
langen (Milliarden Jahre) evolutiona¨ren Optimierungs-Prozess in der Lage sind, die
Energie des absorbierten Sonnenlichts bei ho¨chster Quantenausbeute in einen elektro-
chemischen Potentialgradienten zu u¨berfu¨hren [47]. Der hier dargelegte Ansatz imitiert
die Evolution der prima¨ren Photosynthese von bakteriellen RC durch Optimierung der
Ladungsseparation mit evolutiona¨ren Algorithmen. Hierbei liegt der Schwerpunkt auf
der Entwicklung von Optimierungskriterien von photochemischer Energiekonversion
innerhalb der systemeigenen Randbedingungen.
In Kapitel 1 werden zuna¨chst die theoretischen Grundlagen, sowie die zur Optimie-
rung verwendeten evolutiona¨ren Algorithmen beschrieben. Hierauf aufbauend wird in
Kapitel 2 ein Modell des Elektronentransfers in bakteriellen RC entwickelt und der
optimale Parameterbereich fu¨r ein artifizielles Energiewandlungssystem abgeleitet. In
solchen photochemischen solaren Energiewandlungs-Einheiten ko¨nnen Analogien und
Unterschiede zu Halbleiter-basierten Solarzellen identifiziert werden. Abschließend fu¨r
Teil I dieser Arbeit wird eine gleichbedeutende Betrachtung der Hauptverlustkana¨le in
Halbleiter-basierten Systemen und photochemischen Reaktionszentren entwickelt und
das theoretische Effizienzlimit beider Systeme verglichen.
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1 Theorie
Die Optimierung von gekoppelten Elektronentransfer-Reaktionen in einem durch bak-
terielle Photosynthese inspirierten Modellsystem erfordert die Maximierung der Quan-
tenausbeute Φ sowie die Minimierung von Rekombinationsprozessen als Verlustkana¨le.
In diesem Kapitel werden die Grundlagen der verwendeten, nicht-adiabatischen Elek-
tronentransfer Theorie (Marcus Theorie) dargelegt. Daru¨berhinaus wird die Funkti-
onsweise von evolutiona¨ren Optimierungsalgorithmen beschrieben sowie deren Ver-
wendungsmo¨glichkeiten bei Fragestellungen zur solaren Energiekonversion erla¨utert.
1.1 Nicht-adiabatischer Elektronentransfer (Marcus Theorie)
Fu¨r Elektronentransfer (ET) Reaktionen zwischen einem angeregten Donor D∗ = i
und einem Akzeptor A = j kann die Rate γij (als inverses der Lebensdauer τij) nach
Fermi’s Goldener Regel (Gl. 1.1) berechnet werden
γij =
1
τij
=
2pi
~
FCijV
2
ij , (1.1)
wobei FCij die Franck-Condon Faktoren und Vij die elektronischen Kopplungs-Matrix-
Elemente zwischen Donor i und Akzeptor j darstellen. In der nicht-adiabatischen ET
Theorie (Grenzfall schwacher elektronischer Kopplungen) kann das multi-dimensionale
Problem auf eine eindimensionale Reaktionskoordinate reduziert werden, entlang der
die freie Energiedifferenz ∆Gij (= Gibbs-Energiedifferenz) minimiert und die Akti-
vierungsenergie ∆G∗ij eindeutig definiert wird (siehe Abb. 1.1, a). Dieser Zusammen-
hang wurde erstmals in den bahnbrechenden Arbeiten von R. A. Marcus herausgestellt
[57, 58], der Zusammenhang zwischen freier Energie-Funktion und 1-D Reaktionskoor-
dinate wurde von A. Warshel und W. W. Parson gezeigt [42, 59, 60].
Um ein Gleichgewicht zwischen benachbarten Zusta¨nden sicherzustellen werden die
Ru¨ckraten nach deren relativer energetischer Lage ∆Gij mit dem jeweiligen Boltzmann-
Faktor gewichtet.
γji = γij exp
(
∆Gij
kBT
)
(1.2)
1.1.1 Franck-Condon Faktoren FCHT,ij im Hochtemperatur-Limit
Werden die internen Donor- und Akzeptor- Freiheitsgrade als quantenmechanische har-
monische Oszillatoren betrachtet, wogegen die Bewegung der Umgebung als klassisch
9
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∆G
D A*
2V
D*A
D*
A
λ
V     ~ exp(−d      )
b)
Reaction Coordinate
a)
*D A *D A
∆G*
Abbildung 1.1: Franck-Condon Faktoren FCij und Kopplungs-Matrix-Elemente Vij
als entscheidende Gro¨ssen der nicht-adiabatischen Elektronentransfer Theorie
(Marcus Theorie).
10
1.1 Nicht-adiabatischer Elektronentransfer (Marcus Theorie)
angesehen wird, so ko¨nnen im Grenzfall hoher Temperaturen (T=298 K) die Franck-
Condon Faktoren FCHT,ij nach der Marcus-Gleichung
FCHT,ij =
1√
4piλijkBT
exp
(
−∆G
∗
ij
kBT
)
mit ∆G∗ij =
(∆Gij + λij)2
4λij
(1.3)
berechnet werden [57, 58]. Der FCHT,ij Faktor des ET Prozess ist demnach vollsta¨ndig
durch die freie Energiedifferenz ∆Gij und die Reorganisations-Energie λij zwischen
Donor D∗ = i und Akzeptor A = j bestimmt, wobei λij die interne Reorganisation
λin sowie die Reorganisation der Umgebung λout beinhaltet (λij = λin +λout). Hierbei
werden verschiedene Regime des ET unterschieden: ∆Gij < λij stellt das normale
Regime dar. Im Falle von ∆Gij = λij durchla¨uft die ET-Rate ein Maximum und
die Reaktion ist nicht-aktiviert. Dieses nicht-aktivierte Regime konnte fu¨r die initialen
ET-Schritte in bakteriellen RC experimentell belegt werden und setzt eine optimierte
dielektrische Umgebung voraus [61]. Fu¨r weiter ansteigende freie Energien, also stark
exotherme Reaktionen (∆Gij > λij), nimmt die Rate wieder ab, dieser Bereich wird als
inverses Marcus Regime bezeichnet, welches erst Jahrzehnte nach dessen theoretischer
Vorhersage experimentell verifiziert wurde [62].
Die Schwierigkeit in der experimentellen Besta¨tigung des inversen Marcus Regimes
liegt bei bi-molekularen Reaktionen am Diffusions-Limit, der Ankopplung weiterer Mo-
den eines (makro-)Moleku¨ls an den ET Prozess (siehe Abb. 1.2), sowie auftretenden
quanten-mechanischer Tunneleffekten. In diesen Fa¨llen nimmt die ET Rate nicht wie
vorhergesagt ab, zeigt also kein Arrhenius-Verhalten, sondern ein Sa¨ttigungsverhalten.
Zur Beru¨cksichtigung der Kopplung des ET-Prozesse an zusa¨tzliche Moden wurde von
*
A
Reaction Coordinate
High Freq.
Mode
D
Abbildung 1.2: Ankopplung einer effektiven (hochfrequenten) Mode an den 1D-
Elektronentransfer-Prozess.
Bixon und Jortner Multi-Moden-Fanck-Condon Faktoren FCMM,ij vorgestellt [63, 64],
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welche das Quasi-Kontinuum vibronischer Moden in Makro-Moleku¨len (z.B. Proteinen)
beru¨cksichtigen. Diese lauten im Grenzfall hoher Temperaturen
FCMMHT,ij =
1√
4piλi−1,ikBT
exp(−SH)
∞∑
ni=0
SniH
ni!
exp (Ω)
mit Ω = −(∆Gi,0 + λi−1,i + ni~ωH)
2
4λi−1,ikBT
.
(1.4)
In dieser Arbeit werden fu¨r Ladungsrekombinations-Reaktionen (γi0), welche stark
exotherm ablaufen, durchweg Multi-Moden Fanck-Condon Faktoren FCMMHT,ij
(Gl. 1.4) verwendet. Die effektiven Quanten-Zahlen ni werden durch die Stirling-Formel
gena¨hert. Die elektronisch-vibronische Kopplungssta¨rke SH sowie die Frequenz der
hochfrequenten Mode werden als globale Parameter fu¨r alle ET Reaktionen in polarer
Umgebungen betrachtet (SH = 2, ωH = 1500cm−1) [65].
Zur Berechnung der Reorganisations-Energie λij in intermolekularen ET Reaktionen
existieren verschieden Modelle [66–68]. In den hier dargelegten Untersuchungen wird
λij fu¨r einen spha¨risch eingebetteten Hohlraum gema¨ß
λij = λin +
e2
W
(
1
ε0
− 1
εi
)
+
e2
W
(
1
ε0
− 1
εj
)
− e
2
dij
(
1
ε0
− εi + εj
2εiεj
) (1.5)
berechnet [67, 68], wobei e die Elementar-Ladung und ε0 die optische Dielektrizita¨ts-
konstante des externen Mediums (normalerweise als Quadrat des Brechungs-Index)
darstellt. W beschreibt die ra¨umliche Ausdehnung der Elektronen-Tra¨ger und dij den
Durchmesser der Tunnelbarriere von Donor i zu Akzeptor j (siehe Abschnitt 1.1.2 und
Abb. 1.3). Dieses Modell der Reorganisations-Energie λij beru¨cksichtigt verschiedene
Werte der statischen Dielektrizita¨tskonstante εi an der Position des Elektronendonors
und in der Umgebung des Elektronenakzeptors εj und somit die dielektrische Heteroge-
nita¨t der lokalen Umgebung. Die Reorganisations-Energie der Ladungsrekombinations-
Reaktionen (λi0 << ∆Gi0) wird aus den Vorwa¨rts-ET -Reaktionen gena¨hert (λi0 =
λi−1,i).
1.1.2 Elektronische Kopplungs-Matrix-Elemente Vij
Kopplungen zwischen benachbarten Zusta¨nden beru¨cksichtigen das exponentielle Ab-
klingen der elektronischen Wellenfunktionen im Raum. Unter der Annahme einer ma-
ximalen Kopplungssta¨rke bein Van-der-Waals Kontakt der Chromophore ha¨ngt das
elektronische Kopplungs-Matrix-Element Vij exponentiell vom Da¨mpfungsparameter
β und dem Tunnelabstand dij ab [47]:
Vij = V0 · exp (−βdij) (1.6)
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Hierbei wird fu¨r ET-Reaktionen zwischen benachbarten Zusta¨nden ausschließlich
nearest-neighbor-coupling beru¨cksichtigt.
Fu¨r Ladungsrekombinations-Reaktionen, welche konzertiert durch mehrere Tunnel-
barrieren ablaufen, wird fu¨r die elektronischen Kopplungs-Matrix-Elemente Vi0 ein
erweitertes super-exchange (= SE) Modell eines Donor-Bru¨cke-Akzeptor (D-B-A) Sy-
stems verwendet (siehe Abb. 1.3). Hierbei werden Beitra¨ge bis zu Sto¨rungstheorie zwei-
E
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Abbildung 1.3: Tunnel-Barrieren im erweiterten Super-Exchange Modell der La-
dungsrekombination
ter Ordnung in der Wellenfunktion beru¨cksichtigt:
Vi0 = V (0) + V (1) + V (2) (1.7)
Der U¨berlapp nullter Ordnung V (0) beinhaltet nur Beitra¨ge von benachbarten Zusta¨n-
den (nearest-neighbor-coupling). Die ra¨umliche Ausdehnung W und Bindungsenergie
EB des transferierten Elektrons im Chromophor wird explizit beru¨cksichtigt und fu¨hrt
zu einer Korrektur des Da¨mpfungsparameters β
V
(0)
i0 =
i−1∏
j=0
Vij · exp((i− 2)βWW )
mit βW = β ·
√
∆Gij
EB + ∆Gij
.
(1.8)
Die Entwicklung des U¨berlapps der Wellenfunktion in Sto¨rungstheorie erster Ordnung
liefert die bekannte SE-Kopplung V (1)i0 = V
(SE)
i0 , welche den ET bei schwacher direkter
13
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Kopplung u¨ber virtuelle elektronische Zusta¨nde und gro¨ssere Absta¨nde vermittelt [43]
(siehe Abb. 1.3, 3 → 0).
V
(1)
i0 = V
(SE)
i0 =
∑
j 6=0,j 6=i
V
(0)
j0
Vij
∆Gij
(1.9)
Die Herleitung des SE-Matrix Elements ist nur gu¨ltig fu¨r nicht-entartete Zusta¨nde
(∆Gij > 0).
Werden mehr als drei Zusta¨nde in die Entwicklung des U¨berlapps der Wellenfunktion
mit einbezogen, so ist eine Entwicklung in Sto¨rungstheorie zweiter Ordnung mo¨glich.
Das entsprechende Kopplungs-Matrix-Elemente V (2)i0 lautet:
V
(2)
i0 = V
(ExSE)
i0 =
∑
j 6=0,j 6=i
V
(0)
j0
 ∑
j 6=k,i6=k
Vik · Vkj
∆Gij ·∆Gik −
Vij · V0
∆G2ij
 (1.10)
In die extended super-exchange (= ExSE) Kopplung V (ExSE)i0 geht die energetische
Lage aller Zusta¨nde ein (∆Gij ,∆Gik), welche bei der Ladungsrekombination zwischen
Zustand i und dem Grundzustand des anfa¨nglichen Elektronendonors 0 liegen, die
Kationen-Relaxation des Elektronendonors 0 wird vernachla¨ssigt.
1.2 Optimierungs-Algorithmen: evolutiona¨re Optimierung
Mit den im vorherigen Abschnitt dargelegten Gleichungen zur Berechnung von ET-
Raten kann ein Raten-Gleichungssystem fu¨r m gekoppelte Chromophore in einem be-
liebigen D-B-A-Modell aufgestellt werden.
dNi
dt
=
m∑
j 6=i
(γijNj − γjiNi) (1.11)
In diesem Master-Gleichungs-Ansatz gilt es nun die optimale Lo¨sung fu¨r die Zeitent-
wicklung der Populationswahrscheinlichkeit der Differential-Gleichungen erster Ord-
nung zu ermitteln, also die Quantenausbeute Φ zu maximieren sowie die Ladungsre-
kombination zu minimieren. Die Berechnung der Zeitentwicklung der Raten-Matrix
erfolgt durch Diagonalisierung der unter Umsta¨nden nicht-hermit’schen Matrix fu¨r ge-
gebene Anfangsbedingungen.
Die freien Variablen der ET-Raten sind die Tunnelabsta¨nde dij , die freien Energie-
differenzen ∆Gij der Ladungstra¨ger, sowie die jeweiligen Reorganisations-Energien λij .
Optimale Lo¨sungen werden durch evolutiona¨re Optimierungs-Algorithmen erhalten, in
Anlehnung an die Darwinistische Optimierung der Natur in natu¨rlichen photosynthe-
tischen Energiewandlungssystemen (photosynthetische Bakterien, Algen, Pflanzen).
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1.2.1 Single-objective Optimierung: CMA-ES
Die Optimierung der Quantenausbeute Φ fu¨r einen gegebenen Parameter-Satz stellt ein
single-objective (= Ziel) Optimierungs-Problem dar. Im Rahmen dieser Arbeit wurden
die Master-Gleichungen des Energiewandlungs-Modells im covariance matrix adapta-
tion evolution strategy (CMA-ES) [69] Formalismus implementiert und optimiert. Der
CMA-ES-Optimierungsalgorithmus ist geeignet, um das globale Minimum einer Funk-
tion zu lokalisieren und somit die Konvergenz der Lo¨sung in lokalen Minima zu ver-
meiden, ohne eine vorherige Kenntnis der genauen Funktionstopologie vorauszusetzen
[70]. Ein weiterer Vorteil des Algorithmus ist die Verwendung kleiner Populations-
Gro¨ssen im Vergleich zu herko¨mmlichen evolutiona¨ren Algorithmen (z.B. genetische
Algorithmen) und somit die reduzierte CPU-Rechenzeit. Der Algorithmus akkumu-
min
max
min
max
min
max
+
+
+
+
Abbildung 1.4: Schematische Darstellung einer CMA-ES Optimierung [70]: Die er-
zeugte Population der Individuen (blau) ist normalverteilt um den Mittelwert +
und wird durch die Standardabweichung charakterisiert (Kreis, links). Der op-
timale Funktionswert befindet sich in der rechten oberen Ecke. Durch elitisti-
sche Gewichtung der Fitness aller Individuen werden die besten Individuen erhal-
ten (mitte). Durch Auswertung der Kovarianzmatrix wird die Schrittweite in der
Suchrichtung dynamisch eingestellt (Ellipse, rechts), was zu optimaler Konvergenz
fu¨hrt.
liert Korrelationen zwischen verschiedenen Lo¨sungen durch das Aktualisieren der Ko-
varianzmatrix aufeinander folgender Generationen. Dies ist gleichbedeutend mit der
numerischen Approximation der Hesse-Matrix fu¨r das Problem (fu¨r die schematische
Funktionsweise siehe Abb. 1.4), setzt jedoch nicht die Existenz von Gradienten, wie
z.B. in quasi-Newton-Verfahren voraus. Die optimierten Werte der freien Variablen
(z.B. Tunnelabsta¨nde dij und freie Energiedifferenz ∆Gij), sowie die Lebenszeiten τij
der Zusta¨nde (siehe Gl. 1.1) ko¨nnen mit experimentellen Werten von modellierten
Energiewandlungssystemen (z.B. bakteriellen Reaktionszentren) verglichen werden. Im
CMA-ES-Algorithmus wird der Suchraum der Variablen nicht begrenzt, so dass die op-
timierten Ergebnisse als Referenz multi-objective Optimierungen dienen, welche dann
in einem definierten Suchraum durchgefu¨hrt werden.
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1.2.2 Multi-Objective Optimierung: NSGA-II
Herko¨mmliche genetische Algorithmen (GA) dienen wie der CMA-ES Algorithmus der
Optimierung eines Objective (= Ziel, z.B. Quantenausbeute Φ). Im folgenden wird die
Optimierungsstrategie durch einen GA kurz umrissen (fu¨r eine umfassendere U¨bersicht
zu GA siehe z.B. Ref. [71] ), sowie der Unterschied zur Optimierung von mehreren Ob-
jectives mit dem non-dominated sorting genetic algorithm II (NSGA-II) [72] dargelegt.
Zur Optimierung durch einen GA werden zuna¨chst die Variablen in Chromosomen
codiert und eine Anfangspopulation von Individuen erzeugt. Mit diesem guess wer-
deb fu¨r die gesamte Population die Funktionswerte berechnet und jedem Individuum
ein Gu¨tewert zugeordnet (Fitness). Die Erzeugung einer neuen Generation von Indi-
viduen erfolgt durch die genetischen Operatoren crossing over (= Recombination des
Chromosomen-Satzes) und Mutation. Dieses Verfahren wird bis zur Konvergenz wie-
derholt.
Optimierungen jenseits eines einzigen Objective erlauben es, einen tolerierten Para-
meterbereich der optimalen Lo¨sung zu sondieren oder zwei gegenla¨ufige Optimierungs-
Kriterien gleichzeitig zu approximieren (siehe Abb. 1.5). Im multi-objective Formalis-
Abbildung 1.5: Schematische Darstellung einer multi-objective Optimierung. Die kon-
vergierte Population stellt eine Pareto-Front (rot) dar.
mus wird jeder Lo¨sung ein Objective-Vektor zugeordnet, dessen Dimensionalita¨t durch
die Anzahl der Objectives gegeben ist. Die Entscheidung, welche Lo¨sung eine andere
dominiert, ist komplexer als in konventionellen GA‘s und wird durch den sorting-
Operator getroffen. Hierbei spielt das Konzept der Pareto-Dominanz eine entschei-
dende Rolle. Ein Objective-Vektor beherrscht alle anderen Vektoren, wenn mindestens
eine Komponente u¨berlegen und keine der anderen Komponenten unterlegen ist. Solche
Lo¨sungen werden als nicht-dominiert bezeichnet (siehe Abb. 1.5, rote Lo¨sungen). Die-
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se nicht-dominierten Lo¨sungen bilden einen Satz verschiedener Objective-Vektoren,
der als Pareto-Front bezeichnet wird. Diese stellen die wechselseitige Abha¨ngigkeit
der verschiedenen Objectives dar. Im Rahmen dieser Arbeit wird der non-dominated
sorting multi-objective genetic algorithm (NSGA-II) [72] verwendet, welcher als eli-
tistischer Algorithmus in aufeinanderfolgenden Generationen den momentan besten
Objective-Vektor-Satz nicht verwirft. Ein typisches Beispiel fu¨r eine multi-objective-
Problemstellung stellt die Minimierung von Zeit und Benzin-Verbrauch dar, wenn
die Reisegeschwindigkeit vom Verbrauch abha¨ngt. In Quantenkontroll-Experimenten
wurden multi-objective GA’s bereits zur simultanen Maximierung der zweiten Har-
monischen (SHG) und Fluoreszenz-Quantenausbeute verwendet [73]. Die erfolgreiche
Verwendung in theoretischen Arbeiten zur Quanteninformations-Verarbeitung wurde
demonstriert [74].
1.2.3 Solare Energiewandlung als Optimierungsproblem
Die Anforderungen an ein optimales solares Energiewandlungssystem sind die bestmo¨g-
liche Abdeckung des spektral breiten Sonnen-Spektrums, eine effiziente Ladungssepa-
ration mit hoher Quantenausbeute Φ und die Speicherung der erzeugten Ladungstra¨ger
bei hohem chemischen oder elektrischem Potential. Das allgemeine Design jeder solaren
Energiewandlungs-Einheit kann am Beispiel einer Halbleiter-basierten Solarzelle ver-
deutlicht werden (siehe Schema 1.1, a): Licht der Photonen-Energie hν u¨berhalb der
Bandlu¨cke Eg (hν > Eg = hνg) wir in der Sperrschicht einer p-n-junction absorbiert
und erzeugt ein Elektronen-Loch-Paar. Die Ladungen entgegengesetzten Vorzeichens
werden in der Sperrschicht separiert und den jeweiligen externen Kontakten zugefu¨hrt.
Die kontinuierliche Beleuchtung fu¨hrt zu einem Photostrom I, welcher bei einer ver-
fu¨gbaren Spannung U verwendet werden kann. Die elektrische Leistung P = U ·I steht
zum Speichern, z.B. in einer elektrochemischen Batterie, oder zum direkten Verbrauch
zur Verfu¨gung.
a) b)
Schema 1.1: Vergleich des Aufbaus von Halbleiter-basierten Solarzellen (a) und Pho-
tochemischen Zellen (b).
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Solare Energiekonversion in bakterieller und artifizieller Photosynthese entha¨lt die
gleichen grundlegenden Elemente wie sie in single-junction Photovoltaik zu finden sind
(siehe Schema 1.1, b). Die Lichtabsorption im Reaktionszentrum oder von Chromopho-
ren fu¨hrt zur Besetzung eines elektronisch angeregten Zustands, gefolgt von Ladungs-
Trennung und -Transfer entlang einer molekularen Kette mit ada¨quaten Redoxpoten-
tialen. Diese Ladungstra¨ger erzeugen in biologischen Systemen einen Konzentrations-
gradienten quer durch eine isolierende Membran. Dieser elektrochemische Gradient
dient zur Erzeugung energiereicher Verbindungen.
In (artifiziellen) molekularen Energiewandlungssystemen erfolgt die Ladungssepara-
tion auf der Nanometer-Skala und folglich ist direkte Ladungsrekombination unver-
meidbar. Diese muss durch (ultra-) schnelle Ladungsseparation umgangen werden, so-
mit werden angepasste freie Energiedifferenzen ∆Gij und Tunnelabsta¨nde dij beno¨tigt,
um hohe Quantenausbeuten Φ entlang der ET-Kaskade zu gewa¨hrleisten. Die optima-
le Konfiguration der Chromophore kann durch evolutiona¨re Optimierungsalgorithmen
(z.B. CMA-ES) ermittelt werden (siehe Abschnitt 2.1).
Die Stabilita¨t, also der tolerierbare Parameterraum fu¨r hohe Quantenausbeuten Φ,
der optimierten Lo¨sung kann durch multi-objective Optimierungen u¨berpru¨ft werden.
Hierfu¨r eignet sich z.B. die Aktivierungsenergie ∆G∗ij (siehe Gl. 1.3) als weiteres, kon-
kurrierendes Objective, welches Sto¨rungen in der optimalen (nicht-aktivierten) ET-
Kaskade hervorruft. Die konvergierte multi-objective Optimierung fu¨r n ET-Schritte
liefert eine (n+ 1)-dimensionale Pareto-Front, welche die maximale Quantenausbeute
Φ fu¨r spezifische Aktivierungsenergien ∆G∗ij offenlegt (siehe Abschnitt 2.2).
Ein optimiertes solares Energiewandungs-System muss zusa¨tzlich zur hohen Quan-
tenausbeute Φ der Ladungstrennung zusa¨tzlich eine hohe Energie-Effizienz η aufweisen,
welche als Verha¨ltniss aus eingestrahlter und abgegebener Leistung (Pinc/Pout) defi-
niert ist. Da nur Photonen der Energie hν > hνg in der photochemischen Zelle kon-
vertiert werden ko¨nnen, ermo¨glichen multi-objective Optimierungen das Auffinden der
optimalen Bandlu¨cke bei gleichzeitiger Optimierung der abgegebenen Leistung Pout.
Fu¨r die Implementierung der verschiedenen Objectives siehe Abschnitt 2.3.
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In diesem Kapitel wird die Simulation und Optimierung der initialen Ladungsse-
parations-Schritte in solaren Energiewandlungssystemen diskutiert. Die Zeitskala er-
streckt sich hierbei von Pikosekunden (ps) hin zu hunderten von Nanosekunden (ns).
Wa¨hrend der ersten Transferschritte muss die direkte Ladungsrekombination zwischen
Radikalpaar-Zusta¨nden verhindert werden. Zusa¨tzlich muss die Energiedissipation mi-
nimiert werden, um hohe Energieeffizienz des Energiewandlungssystems zu gewa¨hrlei-
sten. Ausgehend von bakteriellen Reaktionszentren werden Design-Kriterien fu¨r artifi-
zielle photochemische Einheiten entwickelt. Hierauf aufbauend wird das Effizienzlimit
eines photochemischen solaren Energiewandlungssystems im detailed balance Limit ab-
geleitet und ein Vergleich zu Halbleiter-basierten Solarzellen gegeben.
2.1 Elektronentransfer in bakteriellen Reaktionszentren
Bakterielle Reaktionszentren (RC) sind natu¨rliche Energiewandlungssysteme, welche
nach einem evolutiona¨ren Optimierungs-Prozess u¨ber Milliarden von Jahren in der
Lage sind, die Energie des absorbierten Sonnenlichts bei ho¨chster Quantenausbeute in
einen elektrochemischen Potentialgradienten zu u¨berfu¨hren [47]. Der hier dargelegte
Ansatz imitiert die Evolution der prima¨ren Photosynthese von bakteriellen RC durch
Optimierung der Ladungsseparation mit evolutiona¨ren Algorithmen.
2.1.1 Modell des Elektronentransfers in bakteriellen Reaktionszentren
Die ET-Prozesse im entwickelten coarse-grained -Modell werden durch eine Konfigu-
ration von Elektronen-Tra¨gern vermittelt, die sich am Aufbau von bakteriellen RC
orientiert (siehe Abb. 2.1). Im natu¨rlichen RC besitzen die Elektronen-Tra¨ger delokali-
sierte pi-Systeme und sind in einer isolierenden Umgebung (Protein) eingebettet (siehe
Abb. 2.1, a). Die aktive Gro¨sse des Proteins ist durch die La¨nge L der Ladungssepa-
ration gegeben und ist in der Gro¨ssenordnung einer typischen Bilipid-Membran (2-3
nm). Der ET wird durch optische Anregung eines Chromophores (P ) initiiert, gefolgt
von Ladungsseparation und Transfer durch die Moleku¨l-Kette (siehe Abb. 2.1, b).
Im Modell werden n Chromophore (= Elektronen-Tra¨ger) durch ein Energie-Niveau
eines delokalisierten pi-Zustandes dargestellt (siehe Abb. 2.1, c). Diese Energie-Niveaus
sind durch Vor- und Ru¨ck-ET-Raten verbunden (γij ; γji), sowie zum anfa¨nglichen Elek-
tronendonor 0 durch die Rate γi0 der Ladungsrekombination. Die Beschreibung der
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Abbildung 2.1: Struktur des trans-Membranproteins [75] (a), Elektronen-
Transfer-Kaskade der redox-aktiven Chromophore (b) und Modell des Raten-
Gleichungssystems im bakteriellen RC (c)
Transfer-Raten durch nicht-adiabatische ET (Marcus) Theorie [57, 58] ist bei Raum-
temperatur durch experimentelle Ergebnisse gerechtfertigt [60, 76] (fu¨r die Beschrei-
bung der ET-Raten siehe Abschnitt 1.1). Wie in bakteriellen RC [60, 77–79] werden
zuna¨chst nicht-aktivierte ET-Reaktionen angenommen (∆Gij = λij).
In natu¨rlichen RC ko¨nnen die ET-Raten wie folgt zugeordnet werden: die Rate γ121
beschreibt den ET im aktiven Zweig vom Special Pair P , als initialer Elektronendo-
nor, zum benachbarten Bacteriochlorophyl BA. Die Rate γ23 entspricht dem Ladungs-
Transfer von BA zum Bacteriopheophytin HA und γ34 ist dem Transfer von HA zum
1Zur besseren Lesbarkeit wird die Vorwa¨rts-Notation und nicht Einstein-Notation verwendet, die
Rate γ12 beschreibt also den Transfer 1→2.
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Quinon QA zugeordnet (siehe Abb. 2.1,b). Wa¨hrend des Ladungsseparations-Prozesses
werden n intermedia¨re Radikalpaar-Zusta¨nde gebildet und ein Energiebetrag ∆GRC
dissipiert. Die Reaktion ist beendet, wenn ein Radikal-Ionen-Paar gebildet ist, des-
sen Ladungen u¨ber die gesamte La¨nge L getrennt sind. Die Energie wird stabilisiert,
wenn mindestens eines der Radikale durch sekunda¨ren Ladungstransfer durch externe
Kontakte neutralisiert wird. Hierfu¨r wird eine irreversible, abschliessende Rate γchem
definiert, welche im RC der Neutralisierung durch Cytochrome entspricht [49]. Die
Effizienz des Ladungsseparations-Prozesses ist durch die Quantenausbeute Φ und die
dissipierte Energie ∆GRC definiert. Das gesamte gekoppelte Gleichungs-System aller
ET-Prozesse wird als Ratenmatrix (siehe Abschnitt 1.2, Gl. 1.11) implementiert und
die Quantenausbeute Φ als Funktion der freien Variablen dij und ∆Gij unter Verwen-
dung des CMA-ES-Algorithmus [69] optimiert.
Die bakterielle Photosynthese arbeitet bei charakteristischen Parametern, welche
durch die o¨kologische Nische sowie die physikalischen Anforderungen gegeben sind.
Hierzu geho¨ren die kleinst mo¨gliche absorbierbare Photonenenergie hνg, die intrinsische
Lebensdauer des angeregten Zustands τP ∗ = 1/γP ∗ des prima¨ren Elektronendonors P ,
die abschliessende Rate γchem der reduktiven Neutralisierung des Radikal-Kations P+
durch Cytochrom c, sowie die Nutzenergie ∆Gchem = ∆Ghνg −∆GRC welche fu¨r die
Dunkelreaktion zur Verfu¨gung steht (siehe Tabelle 2.1).
Die globalen Parameter zur Charakterisierung der ET-Raten (Gl. 1.3 - 1.10) um-
fassen in Bezug auf die elektronischen Kopplungen Vij die maximale Kopplung V0
bei Van-der-Waals Kontakt, den Da¨mpfungsparameter β sowie den Chromophoren-
durchmesser W . Die FCHT,ij sind vollsta¨ndig durch die Frequenz der hochfrequenten
Mode ωH , die elektronisch-vibronische Kopplungssta¨rke SH sowie die intramolekulare
Reorganisationsenergie λin beschrieben.
Die Parameter der verwendeten evolutiona¨ren Algorithmen (Populationsgro¨sse, Mu-
tationswahrscheinlichkeit u.a.) sind im Anhang dargestellt (Tab. A.1)
2.1.2 Optimierter Elektronentransfer in bakteriellen Reaktionszentren
Die Modell-Parameter sind auf die Organismen Blastochloris viridis (B.viridis) und
Rhodobacter sphaeroides (Rb. sphaeroides) mit n = 5 Elektronen-Tra¨gern angepasst
(Special Pair P∗ - 1, Bacteriochlorophyl BA - 2, Bacteriopheophytin HA - 3, Quinon QA
- 4 und Cytochrom c als sekunda¨rer Elektron-Donor - 5). Die Ergebnisse der CMA-ES-
Optimierung sind in Tabelle 2.1 und Abb. 2.2 dargestellt. Hierbei werden Quantenaus-
beuten Φ von 95 % (B. viridis) und 98 % (Rb. sphaeroides) in guter U¨bereinstimmung
mit den experimentellen Werten erreicht [91, 92]. Eine ebenso gute U¨bereinstimmung
wird fu¨r die schnellen ET Lebenszeiten gefunden. Wie in der Natur ist der zweite
ET-Schritt in beiden Arten von RC der schnellste (ca. 0.7 ps) und eine Konsequenz
der angepassten und ku¨rzeren Tunnel-Absta¨nde dij sowie optimaler Energiegradienten
∆Gij . Der dritte Schritt ist der langsamste, der theoretische Wert ist um den Faktor
3-4 schneller als im Experiment beobachtet. Durch multi-objective Simulationen kann
jedoch gezeigt werden, dass die Quantenausbeuten Φ nicht sensitiv auf Variationen in
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Tabelle 2.1: CMA-ES optimierte Quantenausbeute Φ
∗ Daten aus Tieftemperatur-Experimenten, keine verla¨sslichen Daten verfu¨gbar
bei Raumtemperatur.
∗∗ Summe der ersten beiden Elektronentransfer-Schritte -160meV [47].
∗∗∗ berechnet aus ∆G23 = ∆G13 −∆G12 =-160 meV - (-56 meV) [47, 80].
† die minimalen inter-Chromophor Absta¨nde geben nicht direkt die Tunnelabsta¨n-
de wieder (dij = Absta¨nde zwischen pi- Systemen benachbarter Chromophore). Die
minimalen inter-Chromophor Absta¨nde sind den Kristallstrukturen von B. viridis
[75] und Rb. sphaeroides [81] entnommen.
‡ V0 wird gema¨ß Gl. 1.1-1.3 berechnet; Fu¨r den ersten ET-Schritt wird ein Tun-
nelabstand von d12 =3.33 A˚, ∆G12 = -223 cm−1 (≈ −250 meV [43]), λ12= 800
cm−1 [82] und τ12 = 3 ps [82] angenommen.
B. viridis Rb. sphaeroides
simulation observation simulation observation reference
model parameters
τchem = 1/γchem [ns] 190 1000 [49, 83]
∆Ghν [eV] 1.30 (957 nm) 1.44 (861 nm) [84, 85]
∆Gchem [eV] -0.88 -0.70 [86, 87]
τP∗ = 1/γP∗ [ ps] 80 ∗ 190 ∗ [50, 88]
global parameters
β [A˚] 0.7 [47, 89, 90]
V0 [cm−1] 457.0 ‡ [43, 82]
SH 2 [65]
ωH [cm−1] 1500 [65]
free parameters
quantum yield Φ 0.95 0.97 0.98 0.98 [91, 92]
energies
∆G12 [meV] -2 − -2 -56 [80]
∆G23 [meV] -158 -160 ∗∗ -178 -104 ∗∗∗ [47]
∆G34 [meV] -253 -280 -519 -490 [86, 87]
distances
d12 [A˚] 4.47 3.58 † 4.65 3.66 † [75, 81]
d23 [A˚] 2.34 3.83 † 2.43 3.75 † [75, 81]
d34 [A˚] 5.36 6.46 † 5.46 6.91 † [75, 81]
time constants
τ12 = 1/γ12 [ps] 1.65 2.2 1.90 2.3 [44, 50]
τ23 = 1/γ23 [ps] 0.61 0.65 0.74 0.9 [44, 50]
τ34 = 1/γ34 [ps] 53.1 220 88.2 220 [44, 50]
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diesem ET Schritt reagiert (die entsprechende Pareto-Front ist Abb. A.1 und Ref. [93]
dargestellt).
Cyt c 190 ns LHC 957 nmParameter:
exp.
∆ chem
~97 %
calculated
P* 80.0 ps
G          = −0.88 eV95.4 %
1.7 ps
(2.2 ps)
0.6 ps(0.7 ps)
53 ps(220 ps)
Abbildung 2.2: Vergleich der optimierten berechneten Lebenszeiten τij = 1/γij (rot)
sowie der experimentell beobachtetet Lebensdauern (schwarz) [44, 50]; Parameter-
Regime: B. viridis.
Einen kritischen Einfluss auf die Quantenausbeuten Φ hat jedoch die Anzahl der
Redox-Zentren n. Eine Verminderung auf n = 4 verringert Φ um mehr als 17 %
(Φ = 80 %). Ein zusa¨tzliches Chromophor (n = 6) erho¨ht Φ geringfu¨gig um ≈ 1%.
Die Anzahl von fu¨nf Redox-Zentren genu¨gt jedoch vollkommen um Φ nahe 100 % im
Parameterregime der natu¨rlichen RC aufrecht zu erhalten.
In Abb. 2.3 ist die Optimierungs-Historie des besten Individuums im Parameterre-
gime von B.viridis (siehe Tabelle 2.1) dargestellt. Die ideale Lo¨sung von Φ = 95.4%
wird asymptotisch wa¨hrend der Generationen 24-100 erreicht. Aus der Optimierungs-
Historie wird deutlich, dass Φ = 80% fu¨r mehrere Konfigurationen der Chromophore
erreichbar ist. Hierfu¨r muss hauptsa¨chlich eine genu¨gend grosse ra¨umliche Trennung
des initialen Elektronendonors und der darauf folgenden Akzeptoren gewa¨hrleistet sein
(siehe Abb. 2.3, Generation 1-17). Andererseits nimmt Φ ab, wenn die Summe aller
Tunnel-Absta¨nde einen Grenzwert u¨berschreitet (Abb. 2.3, Generation 18). Die Stei-
gerung von Φ auf 91 % wird durch schnelle Ladungsseparation im ersten und zweiten
Transfer-Schritt erreicht, zusammen mit der Optimierung des dritten Schrittes hin zu
gro¨sseren Absta¨nden (Abb. 2.3, Generation 19-23). Diese Strategie liefert langsame
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Abbildung 2.3: Optimierunsstrategie des CMA-ES - Algorithmus.
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Ru¨ckreaktionen, erlaubt aber die schnelle, initiale Ladungsseparation, um vor allem
die anfa¨ngliche Ladungsrekombination zu vermeiden (γP ∗ und γ20).
2.2 Ku¨nstliche Energiewandlung: Anforderungen an artifizielle
Systeme
Bei Optimierung der Quantenausbeute Φ wurde, wie in der bakteriellen Photosynthese,
ein schnellerer sekunda¨rer ET Schritt auf der sub-ps Zeitskale ermittelt (siehe Tabelle
2.1 und Abb. 2.2). Sto¨rungen dieses optimalen Szenarios, z. B. durch Mutationen im
natu¨rlichen RC oder begrenzte technische Mo¨glichkeiten, ko¨nnen durch multi-objective
Optimierungen (NSGA-II [72]) simuliert, sowie der tolerierte Parameterraum erkundet
werden. Hiefu¨r werden die Transferlebenszeiten τ12 und τ23 als zusa¨tzliche Objectives
definiert. Die erhaltene 3D-Pareto-Front fu¨r optimale Quantenausbeute Φ ist in Abb.
2.4 dargestellt (Modell-Parameter: B. viridis, siehe Tabelle 2.1; die Parameter des
NSGA-II Algorithmus sind in Tabelle A.1 angegeben).
Abbildung 2.4: Zusammenhang zwischen Elektronentransfer-Raten kij = 1/τij und
Quantenausbeute Φ .
Hohe Quantenausbeuten Φ ≈ 94.5 % ko¨nnen fu¨r Lebenszeiten τ12 im Bereich von
0.9-3 ps und fu¨r τ23 im Bereich von 0.5-2.5 ps erreicht werden. Die maximale Quan-
tenausbeute liegt in einem Bereich unterhalb der Diagonalen der Pareto-Front, was
implizit bedeutet, dass die besten Lo¨sungen einen schnelleren zweiten ET Schritt bein-
halten. Die Form der 3D-Pareto-Front gleicht einem Dreieck, dessen Seiten durch die
dominanten Verlust-Kana¨le vorgegeben werden: fu¨r grosse Zeitkonstanten τ12 wird die
Lebensdauer τP ∗ des elektronisch angeregten prima¨ren Elektronendonors dominant.
Eine grosse Lebensdauer τ23 fu¨hrt zu zunehmender Ladungsrekombination vom Redox-
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Zentrums 2 (BA) mit dem Grundzustand 0 (P ). Diese Rekombinationsrate τ20 wird
zusa¨tzlich versta¨rkt fu¨r abnehmende τ12. Im Falle sehr kurzer Lebensdauern in beiden
ET Schritten dominiert die Rekombination vom Zentrum 3 (HA).
Die konvexe Form der Pareto-Front zeigt, dass durch graduelle Optimierung, also
systematische Variation der freien Parameter (dij bzw. ∆Gij zwischen den Redox-
Zentren) sowohl im biologischen System, als auch im simulierten evolutiona¨ren Prozess
das Optimum der Quantenausbeute Φ erreicht werden kann.
Das zentrale ET Motiv (erster und zweiter ET Schritt) spiegelt die in natu¨rlichen RC
gefundenen Lebenszeiten eindeutig wieder, Abweichungen bestehen jedoch in der ET
Lebensdauer vom Bacteriopheophytin HA zum Quinon QA (exp. 200 ps [94] verglichen
mit τ34 = 53-88 ps, siehe Tabelle 2.1) und somit in der Lebensdauer des Ladungs-
separierten Zustandes P+Q−A (τ40). Um den Einfluss des letzten (dritten) Schrittes
auf die ET Kaskade zu untersuchen wird eine multi-objective Optimierung (NSGA-II
[72], Parameter-Regime: Rb. shaeroides, siehe Tabelle 2.1) durchgefu¨hrt, die resultie-
rende 2D-Pareto-Front ist in Abbildung A.1 dargestellt. Die Simulationen zeigen, daß
Quantenausbeuten Φ > 94.5% unter den experimentellen Bedingungen aufrecht erhal-
ten werden ko¨nnen, die Pareto-Front weist nur eine geringe Abha¨ngigkeit von der ET
Lebensdauer τ34 auf (fu¨r Lebenszeiten τ34 = 1 ns sind Quantenausbeuten Φ > 93%
mo¨glich). Die im Modell gezeigte moderate Abha¨ngigkeit wurde experimentell durch
gezielte Mutation der Quinone QA und somit der Variation der Triebkraft ∆G34, ge-
zeigt [87]. Entscheidend fu¨r eine optimierte ET Kaskade ist somit optimale Ladungsse-
paration in den ersten beiden ET Schritten (P∗ BA HA → P+ B−A HA → P+ BA H−A).
Alle bisherigen Optimierungen wurden im Parameter-Bereich der natu¨rlichen RC
B. viridis und Rb. sphaeroides durchgefu¨hrt, die Quantenausbeute Φ ist somit para-
metrisch (bei konstanter Anregungs-Energie ∆Ghν) von der intrinsischen Lebensdauer
τP ∗ des initialen Elektronendonors, der dissipierten Energie ∆GRC , sowie der Re-
Reduktionsrate γchem abha¨ngig (siehe Tabelle 2.1 und Abb. 2.1). Systematische Varia-
tionen dieser System-spezifischen Parameter zeigen, dass fu¨r große Dissipationsenergien
(∆GRC > 0.4 eV) die tolerierten Lebensdauern des initial angeregten Zustands (P*)
im Bereich von τP ∗ ≈ 100-300 ps liegen muss, eine typische Lebensdauer des angereg-
ten Zustands von Phtalocyaninen [95]. Die reduktive Deaktivierung von P+ (vermittelt
durch γchem) muss auf der ns-µs Zeitskala erfolgen, eine Vorgabe die in bakteriellen
RC durch ET von Cytochromen erfu¨llt wird [49, 83]. In ku¨nstlichen Systemen kann die
Re-Reduktion durch einen organischen Lochleiter (wie z.B. OMeTAD in der Gra¨tzel-
Zelle) [96] innerhalb von 40 ns erfolgen, was die Anforderungen des hier entwickelten
Modell-RC vollsta¨ndig erfu¨llt. Die parametrische Abha¨ngigkeiten sind quantitativ in
Abb. A.2 in Form von Iso-Konturfla¨chen dargestellt.
Aktivierte ET Reaktionen: Die bisher dargestellte Realisierung einer optimalen ET-
Kaskade unterlag der Bedingung, dass die einzelnen ET-Schritte nicht-aktiviert ablau-
fen (∆Gij = λij , siehe Gl. 1.3). Diese Anforderung an artifizielle Energiewandlungs-
systeme stellt eine anspruchsvolle, wenn nicht unlo¨sbare Aufgabe der Synthese dar.
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Sto¨rungen u¨ber dieses Szenario hinaus (z.B. durch eine nicht optimale lokale dielektri-
sche Umgebung (Gl. 1.5) und somit ∆Gij 6= λij) haben entscheidenden Einfluss auf die
Qunatenausbeute Φ der Ladungsseparation [51, 61]. Diese nicht-optimalen Bedingun-
gen ko¨nnen durch die Kombination von multi-objective Optimierungen und ET-Theorie
untersucht werden.
Im folgenden werden zwei Sto¨rungen des optimalen ET Szenarios diskutiert, der
Einfluss der Aktivierungs-Energie ∆G∗ij (definiert in Gl. 1.3), sowie die dielektrische
lokale Umgebung εi der verschiedenen Ladungstra¨ger (definiert in Gl. 1.5). Zu diesem
Zweck wird eine 3D-Pareto-Front fu¨r die gegenla¨ufigen Objectives Quantenausbeute Φ
und maximale Aktivierungs-Energie ∆G∗ij im ersten und zweiten ET Schritt berechnet
(P∗ BA HA → P+ B−A HA → P+ BA H−A), siehe Abb. 2.5; Parameter-Regime: B. viridis,
siehe Tabelle 2.1).
Die maximale Quantenausbeute Φ wird fu¨r ∆G∗12 = ∆G∗23 ≈ 0 meV erreicht, die
Pareto-Front erreicht hier ihr Maximum (siehe Abb. 2.5). Die Reorganisations-Energie
λij als zusa¨tzlicher Freiheitsgrad der Optimierung ist nicht in der Lage, die Quanten-
ausbeute Φ weiter zu erho¨hen. Aus der Asymmetrie der Pareto-Front (man beachte die
verschiedenen Achsen in Abb. 2.5) ist ersichtlich, dass der erste ET Schritt nahezu opti-
mal (nicht-aktiviert) ablaufen muss, um effiziente Ladungsseparation u¨ber die gesamte
ET Kaskade zu gewa¨hrleisten. Nur geringe Aktivierungs-Energien ∆G∗12 = 40 meV
werden fu¨r Φ > 90% toleriert, der sekunda¨re ET Schritt toleriert hierbei ∆G∗23 = 120
meV. Diese Sensitivita¨t der prima¨ren Ladungsseparation wurde von Williams et al.
experimentell im natu¨rlichen RC demonstriert, wobei gezeigt wurde, dass mit zuneh-
mender Polarita¨t der Aminosa¨uren in der direkten Umgebung des prima¨ren Elektro-
nendonors die Quantenausbeute Φ drastisch reduziert wird [97].
Ein qualitatives Versta¨ndniss dieses Verhaltens ergibt sich aus der Kru¨mmung der
Marcus-Parabeln. Der erste, nahezu iso-energetische ET Schritt (∆G12 = −20 −
−50meV , siehe Abb. 2.3, gru¨ne Linie und Tabelle 2.1) erfordert kleine Reorganisa-
tionsenergien λ12 fu¨r eine optimale ET Reaktion. Kleine λ12 fu¨hren zu einer großen
Kru¨mmung der entsprechenden Marcus Parabel. Die resultierende ET Rate zeigt so-
mit eine starke Abnahme mit steigender Reorganisationsenergie (log(kij) ∼ 1/λij).
Hieraus kann die Schlussfolgerung gezogen werden, dass die initiale ET Reaktion im
Hinblick auf die A¨nderung der freien Energie ∆G12 sowie die Reorganisationsenergie
λ12 fein ausbalanciert sein muss. Im aktivierten ET Szenario bei Raumtemperatur sind
die tolerierten Differenzen |∆Gij + λij | = 40 meV fu¨r i = 1 and j = 2, sowie 86 meV
fu¨r i = 2 and j = 3 um Quantenausbeuten Φ > 90% zu erreichen. Die tolerierten
Reorganisationsenergien fu¨r λ12 und λ23 betragen 90 bzw. 225 meV.
Der tolerierte Wertebereich fu¨r ∆G∗ij und λij hat weitreichende Konsequenzen fu¨r
das Design von artifiziellen photochemischen Energiewandlungssystemen (= photche-
mical unit PU ), insbesondere im Hinblick auf die beno¨tigte dielektrische Umgebung
der einzelnen Chromophore. In artifiziellen und natu¨rlichen Systemen in wa¨ssriger Um-
gebung muss eine finale dielektrische Umgebung final = 40− 80 erreicht werden. Der
erste Ladungsseparationsschritt muss jedoch bei einer niedrigen lokalen Dielektrizi-
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Abbildung 2.5: 3D-Pareto-Front der Objectives Quantenausbeute Φ und maximale
Aktivierungs-Energie ∆G∗ij fu¨r ij = 12 und ij = 23 zur Darstellung des Zusam-
menhangs zwischen Aktivierungs-Energien ∆G∗ij und Quantenausbeute Φ.
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ta¨tskonstante 1 = 2 = 2.5 erfolgen, um die Reorganisationsenergie λ12 zu minimieren
(siehe vorheriger Absatz, sowie Gl. 1.5). Demzufolge ist ein Gradient in der lokalen
Dielektrizita¨tskonstante des zweiten ET Schrittes no¨tig, um final na¨her zu kommen.
Die mo¨gliche Lo¨sung (1 = 2.5, 2 = 4.0, 3 = 19.98) erlaubt Quantenausbeuten Φ bis
zu 90 %. Eine vergleichbare Progression wurde in natu¨rlichen RC berichtet [68]. Die
Mikroumgebung der ET-Zentren in einem optimierten Photosystem muss also durch
polare/unpolare Gruppen der umgebenden Aminosa¨uren justiert werden.
2.3 Thermodynamisches Effizienz-Limit in ku¨nstlicher
Photosynthese
Die bis zu diesem Punkt dargelegten Optimierungen beschreiben die Konversion der
Energie eines Photons (hνg) in einer ET-Kaskade in eine Nutzenergie ∆Gchem, welche
bei einer bestimmten Quantenausbeute operiert. Fu¨r die Herleitung des thermody-
namischen Effizienz-Limits eines photochemischen Energiewandlungssystems muss die
Energiekonversion unter Gleichgewichtsbedingungen bei stetiger Beleuchtung ablau-
fen (steady state solution). Daru¨ber hinaus muss sich das Energiewandlungssystem im
thermischen Gleichgewicht mit seiner Umgebung befinden (Wa¨rmebad der Temperatur
T = 298K), und das principle of detailed balance erfu¨llt wird [98]. Dieses besagt, dass
die Wahrscheinlichkeit aller Vorwa¨rts- und Ru¨ck-Prozesse gleichbedeutend ist und so
das Prinzip der mikroskopischen Reversibilita¨t erfu¨llt [99].2
Das thermodynamische Effizienz-Limit in Photosynthese wurde bereits in den fru¨-
hen Arbeiten von Knox und Parson fu¨r monochromatische Energiekonversion diskutiert
[100, 101]. Der Fokus dieser Arbeit liegt auf dem Design von multi-step ET-Einheiten,
die durch synthetische Fortschritte zunehmend realisierbar werden [53–56]. Ziel die-
ses Abschnittes ist es, die Energie-efficienz eines realistischen photochemischen Ener-
giewandlungssystems im detailed balance Limit abzuleiten. Hierfu¨r wird zuna¨chst die
energetische Beschra¨nkung zur Aufrechterhaltung einer ET-Kaskade diskutiert. An-
schließend wird ein Vergleich von photochemischen Energiewandlungssystemen und
Halbleiter-basierten Solarzellen gegeben und deren Energiekonversions-Effizienz η ver-
glichen. Hierfu¨r wird das bisher abgeleitete Modell eines RC auf eine gesamte photo-
chemische Zelle (photochemical unit PU ) erweitert, welche aus einer reaktiven Einheit
(reactive unit RU, das bisher betrachtete RC) besteht, die an einen Energiespeicher-
Zustand (energy storage state ESS ) gekoppelt ist. Die Energie-Effizienz der RU wird
durch ηtotal charakterisiert, die Effizienz der gesamten PU durch η.
2Diese mikroskopische Reversibilita¨t ist eine direkte Konsequenz der Zeitinvarianz der klassischen
Bewegungsgleichungen bei Zeitumkehr.
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2.3.1 Energetik der Ladungsseparation
Die relevanten Gro¨ssen eines solar betriebenen Energiewandlungssystems sind die
Quantenausbeute Φ, die Energiekonversions-Effizienz fu¨r monochromatisches Licht
ηmono, sowie die totale Energiekonversions-Effizienz ηtotal. ηmono ist definiert durch
ηmono = Φ · ∆Gchem∆Ghν . (2.1)
ηtotal stellt die relevante Gro¨ße fu¨r photosynthetische Systeme dar, in welchen hoch-
energetische Photonen durch das Antennensystem auf ∆Ghν herab konvertiert wer-
den. Die totale Energiekonversions-Effizienz ηtotal kann aus ηmono durch Multipli-
kation mit der ultimativen Effizienz u(xg) des Sonnenemissions Spektrums bei der
Emissions-Temperatur Ts (siehe Gl. 2.3 und Abb. 2.6 C, inlay) berechnet werden, wo-
bei xg = hνg/kBTs die Energie der Bandlu¨cke darstellt.
Natu¨rliche RC nutzen Licht im nah-Infrarot Bereich bis hinab zu Energien von 1.2 eV
(λ = 1µm). In dieser Arbeit wurde die Anregungs-Energie ∆Ghν im Bereich von 1.1-
1.6 eV, sowie die Nutzenergie ∆Gchem im Bereich 0.7-1.4 eV variiert. In Abb. 2.6 sind
die optimierten Effizienzen Φ, ηmono und ηtotal als Funktion von ∆Gchem und ∆Ghν dar-
gestellt. Niedrige Quantenausbeuten Φ werden im Bereich von großen ∆Gchem-Werten
Abbildung 2.6: Variation der Anregungsenergie ∆Ghν sowie der nutzbaren Energie
∆Gchem der reaktiven Einheit RU im Parameter Bereich von B. viridis (siehe Ta-
belle 2.1 ). A) Quantenausbeute Φ. B) monochromatische Energie-Effizienz ηmono.
C, inlay) absolute Konversions-Effizienz (Gl. 2.3) bei 300 K, berechnet fu¨r einen
schwarzen Strahler bei 6000 K [1]. C) totale Effizienz ηtotal. Die Quadrate ent-
sprechen B. viridis, die Kreise Rb. sphaeroides, die Dreiecke einem artifiziellen
Energiewandlungssystem.
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gefunden (Abb. 2.6, A). Der U¨bergang von niedrigen zu hohen Φ wird durch eine
scharfe Grenze charakterisiert, welche als Diagonale bei ∆Gchem = ∆Ghν - ∆GRC,min
auftritt. Jenseits diese Grenzwertes erreicht Φ Werte nahe Eins (Abb. 2.6, A). Es wird
eine minimale dissipierte Energie ∆GRC,min = 0.25 eV beno¨tigt, um die effiziente
Ladungsseparation zu gewa¨hrleisten. Ein geringfu¨gig ho¨herer Grenzwert von 0.35 eV
wurde in experimentellen Studien ermittelt [87]. Oberhalb der Diagonale dominiert die
Ladungsrekombination u¨ber die thermische Wiederbesetzung von P∗, unterhalb der
Diagonale ist zwar Φ hoch, die verfu¨gbare Nutzenergie ∆Gchem jedoch gering.
Die beiden natu¨rlichen RC sind auf dem Plateau hoher Quantenausbeute Φ angesie-
delt. Der Organismus B. viridis ist auf geringe Anregungsenergien ∆Ghν angewiesen
und na¨hert sich somit der Grenze zu niedriger Quantenausbeute Φ an, um eine ho¨chst-
mo¨gliche Nutzenergie ∆Gchem aufrecht zu erhalten (siehe Abb. 2.6 A, Quadrat).
Die monochromatische Energiekonversions-Effizienz ηmono (Gl. 2.1) definiert die Nut-
zenergie ∆Gchem und ist in Abb. 2.6 B dargestellt. Hierbei wird hohe ηmono nur fu¨r
große Photonen-Energie und angemessen große ∆Gchem erreicht.
Da photosynthetische Systeme auf dem solaren Emissions-Spektrum (angena¨hert als
thermische Emissionsquelle bei 6000 K, Gl. 2.3) beruhen, ist der Bereich an ∆Ghν end-
lich. Fu¨r den Betrieb wird ein minimales ∆Ghν beno¨tigt, da alle niederenergetischen
Photonen ungenutzt verloren gehen. Photonen mit ho¨herer Energie ko¨nnen genutzt
werden, wenn eine Herabkonvertierung z.B. durch Antennen-Systeme erfolgt. Dies li-
mitiert die ultimative Effizienz u(xg) der Sonnenlichtnutzung auf einen Maximalwert
von 44 % bei ∆Ghν = 1.1 eV [1] (siehe Abb. 2.6 C, rote Linie). Die resultierende totale
Energiekonversions-Effizienz ηtotal ist in Abb. 2.6 C dargestellt. Der Bereich effizienter
Energiekonversion ist nun begrenzt und weist ein Maximum ηtotal,max = 33.5 % bei
∆Ghν = 1.34 eV (925 nm) auf. Die dissipierte Energie ∆GRC betra¨gt 0.28 eV. Die bei-
den betrachteten natu¨rlichen Organismen (Abb. 2.6 Quadrat und Kreis) befinden sich
nicht im Bereich ho¨chster Energiekonversion-Effizienz, sie sind fu¨r ho¨chste Quanten-
ausbeuten Φ optimiert um die nachfolgende Dunkelreaktion bei definiertem ∆Gchem
zu betreiben (siehe Tabelle 2.1)
2.3.2 Detailed balance Limit von single-junction Solarzellen
Die von Shockley und Queisser entwickelte detailed balance-Theorie der maximalen
photovoltaischen Energieeffizienz [1] stellt einen Ansatz dar, welcher fu¨r alle Arten
von single-junction Solarzellen die idealisierte Situation beschreibt. Diese allgemeine
Gu¨ltigkeit resultiert aus der Tatsache, dass ausschließlich die u¨ber das Prinzip der de-
tailed balance verknu¨pfte Absorption, sowie Emission von Licht beru¨cksichtigt werden.
Die Herleitung basiert auf der Annahme, dass die Details der Anregung, der Ladungs-
trennung, sowie des Transports innerhalb der Photovoltaik-Einheit vernachla¨ssigt wer-
den (die Zelle wird als black box betrachtet). Dem liegt das Postulat zugrunde, dass
die gesamte Lichtabsorption zur Erzeugung von Ladungstra¨gern fu¨hrt, welche unter
Kurzschluss- (= short-circuit) Bedingungen vollsta¨ndig von den elektrischen Kontak-
ten der Einheit gesammelt werden [102]. Das Prinzip der detailed balance garantiert
31
2 Optimaler Elektronentransfer in solaren Energiewandlungssystemen
dass solch eine perfekt absorbierende Zelle zugleich eine perfekte Licht emittierende
Diode (LED) darstellt. Das Gleichgewicht aus Lichtabsorption und Emission definiert
hierbei das strahlende Effizienz-Limit. Folglich wird die Solarzelle in der Shockley-
Queisser Theorie von ausserhalb betrachtet. Dieser Ansatz ist in erster Na¨herung ele-
gant, die Vernachla¨ssigung interner Details fu¨hrt jedoch zu einer Entkopplung von allen
Modellen, welche die interne Funktionsweise einer Solarzelle beru¨cksichtigen.
Annahmen der Shockley-Queisser Theorie: Das idealisierte Zellendesign von Shock-
ley und Queisser erlaubt die Berechnung der Effizienz im thermodynamischen detailed
balance Limit und beruht auf mehreren Annahmen [1]:
1. Die Absorption eines Photons erzeugt ein Elektron-Loch-Paar, die Quantenaus-
beute der Ladungsseparation betra¨gt also Φ = 1
2. Nur Photonen der Energie hν > Eg werden absorbiert.
3. Strahlende (radiative) Rekombination stellt den einzigen Rekombinations-
Mechanismus dar.
4. Heiße Elektronen-Loch-Paare relaxieren instantan bis zur Bandkante.
5. Die Separation auf der Energie des quasi-Fermi Niveaus ist konstant innerhalb der
gesamten Zelle, die Elektronen-Loch-Paare besitzen also unendliche Mobilita¨t.
Mit diesen Annahmen kann die Effizienz η als Funktion von vier Variablen xg, xc, ts, f
ausgedru¨ckt werden
η(xg, xc, ts, f) =
I[Umax]Umax
Pinc
= ts · u(xg) · v(f, xg, xc) ·m(v, xg/xc). (2.2)
Hierbei beru¨cksichtigt xc = (Tc = 298K)/Ts die Temperatur der Zelle und ts = 1
stellt die Wahrscheinlichkeit dar, dass ein auf die Oberfla¨che auftreffendes Photon der
Energie hν > Eg ein Elektronen-Loch-Paar erzeugt (siehe Annahme 1, oben). Die
ultimative Effizienz u(xg) ist gegeben durch
u(xg) =
[
xg
∫ ∞
xg
[ex − 1]−1 x2dx
]
/
∫ ∞
0
[ex − 1]−1 x3dx
mit xg = hνg/kBTs
(2.3)
und der Gap-Energie Eg = hνg. Der Term u(xg) beschreibt das Verha¨ltniss der theore-
tisch nutzbaren Leistung zur einfallenden Leistung Pinc, wobei nur Photonen der Ener-
gie hν > Eg von der Solarzelle absorbiert und konvertiert werden ko¨nnen (Annahme 2).
In dieser Arbeit wird, um die Vergleichbarkeit mit der Originalarbeit von Shockley et
al. zu gewa¨hleisten, das globale AM1.5 Spektrum durch die Planck-Verteilung (Emmi-
sionsspektrum) eines schwarzen Strahlers bei bei Ts = 6000K gena¨hert. u(xg) erreicht
32
2.3 Thermodynamisches Effizienz-Limit in ku¨nstlicher Photosynthese
einen maximalen Funktionswert von 44% bei einer Bandlu¨ckenenergie von 1.09 eV
(siehe Abb. 2.6 C, rote Linie und Abb. 2.8, schwarze Linie)
Weitere Zellenparameter wie die Geometrie, unter welcher die Zelle bestrahlt wird,
sowie die Transmission der strahlenden Rekombinationsstrahlung aus der Zelle sind in
der Variable f = 0.5 · fω ·Cmat enthalten. Im detailed balance Limit wird fu¨r f nur der
geometrische Faktor fω = 2.19 · 10−5 beru¨cksichtigt, alle anderen Gro¨ssen, welche von
Materialeigenschaften abha¨ngen, werden auf den Maximalwert Cmat = 1 gesetzt (fu¨r
eine Diskussion hierzu siehe Abschnitt 2.3.4). Die Funktion v(xg, xc, f) beru¨cksichtigt
die maximale Leerspannung Spannung Uoc der Zelle bei endlicher Temperatur Tc:
v(xg, xc, f) ≡ Uoce
Eg
=
(
kBTc
Eg
)
ln(f
Qs
Qc
)
mit
Qs
Qc
= x−3c
∫ ∞
xg
x2dx
(ex − 1)/
∫ ∞
xg/xc
x2dx
(ex − 1)
(2.4)
Der Impedanz-Anpassungsfaktor m(v, xg/xc), gegeben als
m(v, xg/xc) =
I[Umax]Umax
Ish · Uoc = z
2
m/(1 + zm − e−zm)[zm + ln(1 + zm)]
mit zoc =
Uoce
kBTc
=
v(xg, xc, f)xg
xc
und zm =
Umaxe
kBTc
,
(2.5)
erreicht Werte zwischen 0.25 fu¨r kleine und 1.0 fu¨r große Werte von zoc. Umax stellt hier-
bei die Spannung am maximum power point der Zelle dar, Ish ist als Kurzschlussstrom
definiert.
a) b)
Schema 2.1: Vergleich des Aufbaus von Halbleiter-basierten Solarzellen (a) und Pho-
tochemischen Zellen (b).
Fu¨r diesen idealisierten Zellenaufbau mit nur einer Bandlu¨cke (siehe Gl. 2.2 - 2.5
und Schema 2.1, a) kann die solare Energiekonversions-Effizienz η berechnet wer-
den [1], auch bekannt als Shockley-Queisser-Limit. Die temperaturabha¨ngige Strom-
Spannungs-(I-U) Beziehung der Diode erlaubt eine ideale Energieeffizient von 31.8% bei
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einer optimalen Absorptionsenergie von hνg = 1.3 eV bei voller Sonneneinstrahlung.
Der limitierende Hauptprozess ist hierbei der Verlust der Photonen-U¨berschussenergie
fu¨r hν > hνg. Auf Grund des von Shockley und Queisser verwendeten, idealisierten
Zellendesigns ist eine Verbesserung der Effizienz nur durch Vera¨nderung des prinzipi-
ellen Aufbaus der quantisierten Energiekonversions-Einheit mo¨glich. In Solarzellen der
dritten Generation wird die Photonen-U¨berschuss-Energie durch Auger-Erzeugung von
Ladungstra¨gern genu¨tzt [103, 104], die Minimierung der U¨berschuss-Energie in multi-
junction Solarzellen erlaubt ebenfalls eine Intensita¨tserho¨hung [105]. Weitere Solar-
zellen der dritten Generation profitieren von konzentrierter Sonnenlicht-Einstrahlung
[106] und Thermophotonik [2] . Ein U¨berblick u¨ber die Effizienzlimits von Solarzellen
der dritten Generation ist in Ref. [107] dargestellt. Die limitierenden Faktoren von
Farbstoff sensibilisierten Solarzellen (dye-sensitized solar cells = DSC oder Gra¨tzel
Zellen) wurden in Ref. [108] herausgearbeitet.
Analogien und Unterschiede zwischen Halbleiter-basierten und photochemischen
Solarzellen: In photochemischen Energiewandlungssystemen ko¨nnen Analogien und
Unterschiede zu Halbleiter-basierten Solarzellen identifiziert werden. In letzteren stellt
eine pn-junction das Schlu¨sselelement dar, wodurch eine Inversionsschicht mit einer
Dicke von einigen Mikrometern gebildet wird. Die Absortion eines ku¨rzerwelligen Pho-
tons als die Bandlu¨ckenenergie erzeugt in der Inversionsschicht ein Elektron-Loch-Paar,
deren hohe Mobilita¨t fu¨hrt zu schneller Ladungstrennung u¨ber große Absta¨nde und so-
mit zu kleinen Rekombinationsverlusten.
Die photochemische Energiekonversion beruht auf a¨hnlichen Prinzipien, jedoch mit
unterschiedlicher Realisierung (siehe Schema 2.1, b). Die exzitonische Anregung ist auf
eine molekulare Einheit lokalisiert (Gro¨ßenordnung <1 nm). Der Energieverlust durch
interne Konversion und Ladungsrekombination wird durch schnelle Ladungstrennung
u¨ber benachbarte Moleku¨le mit angepassten Redox-Potentialen vermieden [48].
Im Unterschied zu Halbleitern deckt das Absorptionsspektrum des anfa¨nglich popu-
lierten angeregten Zustands nicht das gesamte Sonnenspektrum ab. Deshalb werden
Lichtsammel-Einheiten (=Antennen) beno¨tigt, um die Herabkonvertierung von Pho-
tonen mit ho¨herer Energie als die Energielu¨cke hνg zu gewa¨hrleisten und einen großen
Bereich des Sonnenspektrums zur Verfu¨gung zu stellen. Zusa¨tzlich erfu¨llen Antennen-
Systeme die Aufgabe, den Photonenfluss zum Reaktionszentrum RC zu kontrollieren.
Eine optimierte Lichtsammeleinheit muss in der Lage sein, den Energiefluss zum Re-
aktionszentrum auszugleichen. Unter Bestrahlungsbedingungen mit geringer Energie-
dichte (z. B. Schatten) fu¨hrt das ausgedehnte Antennensystem zu einer Erho¨hung des
gesamten Absorptionsquerschnitts und kann in erster Na¨herung als ein Versta¨rkungs-
Faktor Θ betrachtet werden. Unter Bestrahlungsbedingungen mit hoher Energiedichte
(z.B. Mittagszeit ohne Schatten) mu¨ssen Regulationsmechanismen das RC als nicht-
photochemischer Quencher abschirmen, eine Funktion, die durch Carotinoide vermit-
telt wird [109, 110].
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Es ist Ziel des folgenden Abschnitts, die Energiekonversions-Effizienz von, durch
bakterielle Photosynthese inspirierte, photochemischen Systemen herzuleiten und un-
ter Beru¨cksichtigung der molekularen Funktionalita¨t einen Vergleich mit den thermo-
dynamischen Rahmenbedingungen der Shockley-Queisser Theorie darzustellen.
2.3.3 Strom-Spannungs-(I-U) Beziehung von photochemischen
Energiewandlungssystemen im detailed balance Limit
Zur Herleitung der Strom-Spannungs-(I-U) Beziehung in photochemischen solaren
Energiewandlungssystemen wird eine photochemische Einheit (PU ) betrachtet, welche
aus einer reaktiven Einheit (RU ) und einem Energie-Speicher System (ESS ) besteht
(siehe Abb. 2.7). Innerhalb der RU wird initialer Ladungs-Transfer und Separation
gewa¨hrleistet, nachfolgender Ladungs-Transport und die Energiespeicherung erfolgen
im ESS. Die Designkriterien der RU sind in Abschnitt 2.2 und 2.3.1 dargelegt. Fu¨r die
Beschreibung des gesamten PU wird die reaktive Einheit RU mit dem Energiespeicher-
System ESS gema¨ss dem Prinzip der detailed balance gekoppelt.
Abbildung 2.7: Modell des Aufbaus einer photochemischen Zelle mit Ankopplung
von thermischen Wiederbesetzungs-Prozessen.
Die ET-Kaskade innerhalb der RU erzeugt eine reduzierte molekulare Spezies bei ei-
ner Nutzenergie ∆Gchem. Demzufolge ist die thermische Repopulierung von intermedi-
a¨ren Radikalpaar-Zusta¨nden und die daran gekoppelte Ladungsrekombination bei einer
Rate Γm0 mo¨glich. Die Beru¨cksichtigung von Γm0 liefert eine korrekte Beschreibung der
Population der reaktiven Spezies m und gewa¨hrleistet ein thermisches Gleichgewicht
zwischen der RU und dem ESS. Fu¨r diese stationa¨ren Bedingungen ko¨nnen photoche-
mische Energiewandlungssysteme mit single-junction Solarzellen verglichen werden.
Im folgenden wird die Strom-Spannungs-(I-U) Beziehung solch eines photochemischen
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Energiewandlungssystems unter Bestrahlungsbedingungen abgeleitet, sowie der Ein-
fluss unterschiedlicher Beleuchtungsbedingungen beru¨cksichtigt.
Zur Berechnung der Generationsrate Γgen wird ein Gleichgewicht zwischen erzeugten
und verwendeten (bzw. rekombinierten) Ladungstra¨gern mit den jeweiligen Raten ΓUtil
bzw. Γm0 angenommen (steady state Bedingung, die thermische Selbsterzeugung von
Elektronen-Loch-Paaren am initialen Donor 0 wird hierbei vernachla¨ssigt). Die RU als
das front-end der Energiekonversions-Einheit PU ist in der Lage, Elektronen-Loch-
Paare bei einer Generationsrate Γgen pro Zeiteinheit zu erzeugen:
Γgen = ΓEx · 1
1 + ΓExγchem
· Φ (2.6)
Hierbei wird beru¨cksichtigt, dass die RU nur in der Lage ist, einen ladungsseparierten
Zustand zu erzeugen, wenn die vorhergehende Ladungsseparation mit der entsprechen-
den Rate γchem abgeschlossen ist. Die sekunda¨re Anregung des prima¨ren Elektronendo-
nors muss durch nicht-photochemische Regulationsmechanismen innerhalb des Anten-
nensystems unterbunden werden. Folglich resultiert eine Sa¨ttigung der Generationsrate
Γgen. Die Anregungsrate ΓEx durch eingestrahlte Photonen ist gegeben durch:
ΓEx = PPhoton · σRU ·Θ (2.7)
Hierbei entspricht PPhoton dem nutzbaren Photonenfluss (hν > hνg) in m−2s−1, welcher
aus der eingestrahlten Leistung des globalen AM1.5 Spektrums (Pinc = 1000 Wm−2)
berechnet werden kann. Der effektive Absorptionsquerschnitt σRU des Reaktionszen-
trums RU (in m2) wird durch den initial angeregten Farbstoff festgelegt (z.B. Chloro-
phylle). Der Versta¨rkungs-Faktor Θ wird eingefu¨hrt, um den Anstieg des Absorptions-
querschnitts durch ein Antennensystem, sowie eine Variation der Sonnenbestrahlung
relativ zur AM1.5 Situation zu beru¨cksichtigen. Die entscheidende Gro¨ße der Berech-
nungen ist die effektive Anregungsrate ΓEx in der Gro¨ßenordnung von ' 101− 105 s−1
(fu¨r Details siehe Abschnitt 2.3.4).
Die Elektronen-Loch-Rekombination zwischen dem Zustand m hohen chemischen
Potentials und dem initialen Donor 0 erfolgt durch thermische Wiederbesetzung von
intermedia¨ren Radikalpaar-Zusta¨nden gema¨ß dem Prinzip des detailed balance bei einer
Rate Γm0. Im Halbleiterfall mit nur einer definierten Bandlu¨cke wird der Rekombinati-
onsprozess durch die Diodengleichung beschrieben [1]. Die thermische Rekombinatios-
rate Γm0 eines photochemischen Systems a¨hnelt einem System von mehreren parallel
geschalteten Dioden. Alle intermedia¨ren Radikalpaar-Zusta¨nde n tragen unabha¨ngig
voneinander zum Rekombinationsprozess bei:
Γm0 =
n∑
i
(
γi0 · [i
−m]
[i m−]
· [0
+ESS−]
[0 ESS]
)
=
n∑
i
γi0 · exp
(
(∆Gmi + Uloss · e)
kBT
) (2.8)
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Die Rate Γm0 beru¨cksichtigt die Ru¨ckreaktion u¨ber das gesamte RU auf der ms- bis
s- Zeitskala. Hierbei stellen [i−m]/[im−] und [0+ESS−]/[0ESS] die Wahrscheinlichkei-
ten der Elektronen-Loch-Paar Erzeugung von intermedia¨ren Ladungstra¨ger-Zusta¨nden
bei der Temperatur T dar. Die freien Energieunterschiede folgen der Beziehung
∆Gmi+Ulosse = ∆Gi0−Ue. In einer optimierten photochemischen Energiekonversions-
Einheit PU stellt γ10 den dominanten Verlustkanal dar, das System weist somit a¨hn-
liche Eigenschaften wie Halbleiter-basierte Solarzellen auf (fu¨r Einzelheiten siehe Ab-
schnitt 2.3.4). Die nutzbare Spannung U steht fu¨r nachfolgende Prozesse, wie die Dun-
kelreaktion, Redox-Reaktionen zur Erzeugung energiereicher Verbindungen oder zur
Erzeugung eines elektrischen Stromes zur Verfu¨gung. Das dissipierte Potential Uloss
beschreibt die beno¨tigte Triebkraft innerhalb des Energiespeicher-Prozesses, die hier-
fu¨r verfu¨gbare Rate ΓUtil ist gegeben durch
ΓUtil = Γgen − Γm0, (2.9)
mit dem resultierenden Strom IUtil = ΓUtile. Die open-circuit Spannung Uoc wird
durch die Nebenbedingung ΓUtil = 0 definiert. Die resultierende Strom-Spannungs-(I-
U) Beziehung eines photochemischen Energiewandlungssystems hat folglich die Form
IUtil = ΓEx · 1
1 + ΓExγchem
· Φ · e−
n∑
i
γi0 · exp
(
(∆Gi0 − U · e)
kBT
)
· e, (2.10)
und ha¨ngt von der Fa¨higkeit des Antennen/RU Komplexes ab, Elektronen-Loch-Paare
bei einer Quantenausbeute Φ zu erzeugen. Die gesamt Quantenausbeute ΦPU des
Energiekonversions-Systems PU ist gegeben durch:
ΦPU = Inorm =
ΓUtile
ΓExe
(2.11)
und entspricht dem normierten Strom Inorm. Die Gesamteffizienz ist definiert als:
η =
Pout
Pinc
=
IUtil[Umax]Umax
Pinc
(2.12)
mit der Leistung des einfallenden Lichts Pinc. Mit der dargestellten Herleitung sind die
charakteristischen elektrochemischen Gro¨ßen des photochemischen Energiewandlungs-
systems definiert, womit eine direkter Vergleich mit Halbleiter-basierten Solarzellen
ermo¨glicht wird.
Implementierung der Strom-Spannungs-(I-U) Beziehung fu¨r multi-objective
Optimierungen: Es ist Ziel der multi-objective Optimierungen, die maximale
Energiekonversions-Effizienz η einer photochemischen Energiekonversions-Einheit zu
ermitteln. Die Gesamteffizienz η ist hierbei eine Funktion der gesamten Quantenaus-
beute ΦPU (definiert in Gl. 2.11), der verfu¨gbaren Spannung U (siehe Gl. 2.8 und
2.10), der Bandlu¨cken-Energie hνg des initialen Elektronendonors 0 (siehe Abb. 2.7),
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sowie der ultimativen Effizienz u(hνg/kBT ) (definiert in Gl. 2.3). Die Effizienz η wird
berechnet als:
η =
Pout
Pinc
= ΦPU · Ue
hνg
· u(hνg/kBT ). (2.13)
Analysiert man die monochroatische Effizienz ηmono der gesamten photochemischen
Einheit PU (=RU + ESS, siehe Abb. 2.7), so kann diese als Verha¨ltniss der nutzbaren
Leistung Pout zur monochromatischen Leistung, welche durch den anfa¨nglichen Donor
0 (=P*) zur Verfu¨gung gestellt wird, betrachtet werden.
ηmono = ΦPU · Ue
hνg
=
IU
ΓEx · hνg = Pnorm (2.14)
Um die Strom-Spannungs-(I-U) Beziehung der PU im Beleuchtungszustand zu ermit-
teln, wird der normierte Strom Inorm = ΦPU (siehe Gl. 2.11) als zusa¨tzliches Objective
optimiert. Diese drei Objectives ermo¨glichen es, die zugeho¨rige Strom-Spannungs-(I-
U) Beziehung zusammen mit der spektralen Effizienz η (siehe Gl. 2.13) der PU in
nur einem Optimierungslauf zu ermitteln. Zusa¨tzlich zu den frei optimierbaren Varia-
blen dij und ∆Gij (siehe Kapitel 1.1 und Tabelle 2.1) werden die Anregungsenergie
∆Ghν , die innerhalb des reaktiven Zentrums RU dissipierte Energie ∆GRU , sowie der
Spannungsverlust Uloss innerhalb der Energiespeicher- und Transport-Einheit ESS als
optimierbare Variablen kodiert. Es wird also die optimale Anregungsenergie hνg der
PU wa¨hrend des Optimierungsverfahrens angepasst, um die gro¨ßtmo¨gliche Effizienz
η zu gewa¨hrleisten. Die Parameter des NSGA-II Algorithmus [72] sind in Tabelle A.1
angegeben.
2.3.4 Optimierte Strom-Spannungs-(I-U) Beziehung im detailed balance
Limit
Eine optimierte Ladungsseparation innerhalb der reaktiven Einheit RU ist eine Grund-
voraussetzung fu¨r ein hocheffizientes ku¨nstliches Energiewandlungssystem und muss
gema¨ss den in Abschnitt 2.2 abgeleiteten Designkriterien eine Quantenausbeute der
Ladungsseparation Φ > 90% gewa¨hrleisten. Wa¨hrend der multi-objective Optimierung
(NSGA-II) [72] wird die ideale Anregungsenergie hνg angepasst, sowie der Einfluss
verschiedener Antennengro¨ßen durch Verwendung unterschiedlicher gain-Faktoren Θ
untersucht (siehe Gl. 2.7). Hierfu¨r wird der einfallende Photonenfluss des globalen
AM1.5 Spektrums angenommen. Bei einer Gap-Energy von hνg = 1.3 eV entspricht
dies einem gena¨herten Photonenfluss PPhoton = 3.01 · 1021 m−2s−1. Die berichteten
molaren Extinktionskoeffizienten des initialen Elektronendonors in bakteriellen Reak-
tionszentren sind im Bereich von 26400 - 142600 M−1cm−1. [111, 112]. Dies entspricht
einem Streuquerschnitt der Gro¨ßenordnung σRU = 1.01− 5.45 · 10−21m2, mit einer re-
sultierenden Rate ΓEx,Ru = 3− 16 s−1. In den Berechnungen wird eine Anregungsrate
des RU ΓEx,RU = PPhotonσRU = 10 s−1 angenommen. Verschiedene gain-Faktoren Θ
im Bereich von 1 − 104 werden getestet. Die Ergebnisse aller drei Objectives (siehe
Gl. 2.11, 2.13 und 2.14), optimiert durch multi-objective Optimierungen, sind in den
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Abb. 2.8 und 2.9 dargestellt. Die Energie-Effizienz η als Funktion der Anregungsenergie
hνg stellt fu¨r jeden gain-Faktor Θ eine Pareto-Front dar (Abb. 2.8).
Abbildung 2.8: NSGA-II optimierte Ergebnisse: detailed balance Effizienz-Limit
von Photochemischen Zellen verglichen mit dem Shockley-Queisser-Limit in
Halbleiter-basierten Solarzellen.
Das Effizienzlimit der Ladungsseparations-Einheit (RU ) betra¨gt 33.5% bei einer op-
timalen Anregungsenergie hνg = 1.45 eV (8.55 nm) (Abb. 2.8, magenta Linie und
Abb. 2.6, C). Fu¨r Antennensysteme mit einem gain-Faktor Θ = 102 ist eine maximale
Energieeffizienz η = 24.4 % mo¨glich (Abb. 2.8, rote Linie), die optimale Anregungs-
energie hνg des prima¨ren Elektronendonors 0 betra¨gt 1.55 eV (800 nm). Diese Effizienz
η eines PU kann mit der einer hypothetischen, idealen Halbleiter-basierten single-
junction Photodiode mit 100% Quanteneffizienz der Photonen-zu-Ladungs Konversion
im detailed balance Limit verglichen werden (Abb. 2.8, cyanfarbene Linie, ηpn,max =
31.8 %) [1]. Die maximale publizierte Energieeffizienz von Silizium-basierten Solarzellen
betra¨gt 25 % [2].
Falls keine Versta¨rkung durch ein Antennensystem mo¨glich ist, wird die optimale
Anregungsenergie hνg um 0.1 eV zu ho¨heren Energien verschoben (Abb. 2.8, gru¨ne
Linie, hνg,max = 1.65 eV), die PU ist in der Lage, eine Energieeffizienz η = 21.7 %
zu liefern. Der Effizienzabfall wird durch den Anstieg des dissipierten Potentials Uloss
verursacht, welches beno¨tigt wird um die thermischen Rekombinationsverluste effek-
tiv zu unterdru¨cken. Im Regime von geringen Anregungsraten (geringe Beleuchtung
und/oder kleine Antennengro¨ße) unterliegen die Ladungstra¨ger im ESS einer anteilig
ho¨heren thermischen Rekombination u¨ber die RU. Diese Rekombination muss durch
ein erho¨htes Uloss kompensiert werden. Die Ergebnisse fu¨r kleine Generationsraten Γgen
verdeutlichen den Einfluß von Antennensystemen in der photochemischen Energiekon-
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version: die U¨berho¨hung der effektiven Anregungsrate ΓEx des RU durch große Werte
fu¨r Θ verbessert die Effizienz der Energiekonversions-Einheit. Fu¨r große Antennensys-
teme mit Versta¨rkungsfaktoren in der Gro¨ßenordnung von Θ = 104 (Abb. 2.8) kann
ein Effizienz-Limit η = 26.8% erreicht werden. Ein weiterer Anstieg in Θ fu¨hrt zu ei-
ner Sa¨ttigung in der Generationsrate Γgen (siehe Gl. 2.6 und 2.10) und somit zu einer
Verringerung der Effizienz η.
Aus den in Abb. 2.8 dargestellten Ergebnissen kann, fu¨r gegebene Werte von Θ, die
optimale Gap-Energie ermittelt werden. Dies legt die beno¨tigte elektronische Struktur
des initialen Elektronendonors fest und hat somit Auswirkungen auf die elektrischen
Parameter der gesamten PU. Fu¨r die angepassten Gap-Energien (hνg = 1.45-1.64 eV,
855-751 nm) ko¨nnen nun die normierte Leistung Pnorm, sowie der normierte Strom
Inorm = ΦPU als Funktion der nutzbaren Spannung U ermittelt werden (siehe Abb.
2.9). Dies legt den optimalen Betriebspunkt der gesamten PU fest. Die normierte Lei-
stung Pnorm der PU ist in Abb. 2.9, oben als Funktion der nutzbaren Spannung U fu¨r
die verwendeten gain-Faktoren Θ dargestellt. Die jeweiligen optimalen Betriebspunk-
te sind Pmax = 67.2% (Θ = 104) bei einer Spannung U = 1.08 eV, Pmax = 61.9%
(Θ = 102) bei einer Spannung U = 1.05 eV und Pmax = 57.4% (Θ = 1) bei einer
Spannung U = 1.01 eV. Die zugeho¨rigen Strom-Spannungs-(I-U) Beziehungen der PU
sind in Abb. 2.9, unten abgebildet. Die PU liefert im stationa¨ren Zustand einen nor-
mierten Strom Inorm = 92− 95%. Bei großer U¨berho¨hung durch das Antennensystem
(Abb. 2.9, blaue Symbole) beginnt die Sa¨ttigung gema¨ß Gl. 2.6 und somit eine Ver-
ringerung des Stroms Inorm, sichtbar fu¨r kleine Spannungen U . Die Leerlaufspannung
Uoc erreicht Werte von 1.07 - 1.19 V und ist somit signifikant ho¨her als in Silizium
basierten Solarzellen (0.9 V) [1].
Die verwendeten Versta¨rkungsfaktoren Θ des Antennensystems stellen Grenzfa¨lle
mit verschiedenen dominierenden Verlustkana¨len dar. Im Falle großer U¨berho¨hung ist
die Ladungsrekombination innerhalb der RU der einzige dominierende Verlustkanal,
welcher durch eine optimale Konfiguration des RU (siehe Abschnitt 2.2) unterdru¨ckt
werden muss. In diesem Grenzfall kann das nutzbare Potential U gena¨hert werden als
Ue = hνg − ∆GRU , allerdings unterliegt der Strom einer Sa¨ttigung (Inorm = 92%).
Das Fehlen eines Antennensystems muss durch eine erho¨hte Quanteneffizienz kom-
pensiert werden (Inorm = 95%), da nun eine optimale Gesamtquantenausbeute ΦPU
fu¨r ein effizientes PU unerla¨sslich ist. Die effektive Unterdru¨ckung der thermischen
Wiederbesetzung von intermedia¨ren Radikalpaar-Zusta¨nden (siehe Gl. 2.8 und 2.10)
beno¨tigt jedoch einen zusa¨tzlichen Potentialgradienten Uloss = 260 meV , welcher die
Gesamteffizienz der PU verringert.
Abschließender Vergleich: Abschließend ist ein Vergleich der Hauptverlustkana¨le in
Halbleiter-basierten Systemen und Photochemischen Reaktionszentren von Interesse.
Das detailed balance Limit von Halbleitern wurde fu¨r einen idealen Zellenaufbau, also
fu¨r eine perfekt absobierende Zelle mit 100% Photonen-zu-Ladungs Konversionseffi-
zienz abgeleitet [1]. Eine angemessene Abscha¨tzung der unvermeidbaren zusa¨tzlichen
40
2.3 Thermodynamisches Effizienz-Limit in ku¨nstlicher Photosynthese
Abbildung 2.9: NSGA-II optimierte Ergebnisse: Normierte Leistung Pnorm als Funk-
tion der verfu¨gbaren Spannung (oben). Strom-Spannungs-(I-U) Beziehung der
photochemischen Energiekonversions-Einheit (unten).
41
2 Optimaler Elektronentransfer in solaren Energiewandlungssystemen
Verluste (insbesondere der Betrieb bei ' 90% Photonen-zu-Ladungs Konversionsef-
fizienz) vermindert die Effizienz auf 26–27%. Die Beru¨cksichtigung von zusta¨tzlichen
Rekombinationsprozessen fu¨hrt zu einer weiteren Effizienzminderung, nahezu identisch
zur besten technisch realisierten Effizienz von 25% [2]. Dies deutet an, dass das theore-
tische Effizienz-Limit einer single-junction Solarzelle bereits nahezu erreicht wird und
dass Ladungsrekombination nur einen geringfu¨gigen Verlustkanal darstellt. Die ra¨um-
liche Trennung der mobilen Elektronen-Loch-Paare in der Inversionsschicht erfolgt auf
der µm-Skala, die hohe dielektrische Konstante des Halbleitermaterials ( > 12) fu¨hrt
zu einer effektiven Abschirmung des attraktiven Coulombpotentials.
In artifiziellen PU erfolgt die Ladungsseparation auf der molekularen Skala, also in-
nerhalb weniger nm, und Ladungsrekombination zwischen intermedia¨ren Radikalpaar-
Zusta¨nden ist somit unvermeidbar. Diese muss durch schnelle Ladungsseparation, rea-
lisiert durch geeignete Energiedifferenzen und Tunnelabsta¨nde, minimiert werden. Die
in dieser Arbeit vorgestellten, quantitativen Berechnungen im detailed balance Limit
von ku¨nstlichen PU beru¨cksichtigen die Verlustkana¨le der Ladungsrekombination, so-
wie der thermischen Wiederbesetzung aller intermedia¨ren Radikalpaar-Zusta¨nde und
zeigen Strategien auf, diese zu minimieren. Die Ladungsseparation auf der nm-Skala er-
laubt es die Lichtabsorption durch einen vergro¨ßerten Wirkungsquerschnitt in speziell
angepassten Farbstoffen und Antennensystemen zu verbessern. Speziell im Grenzfall
niedriger Sonneneinstrahlung sind Antennensysteme fu¨r hohe Energieeffizienz von es-
sentieller Bedeutung.
Zusammenfassung:
Natu¨rliche photosynthetische Reaktionszentren sind auf eine hohe Quantenausbeute
Φ der Ladungsseparation optimiert und arbeiten bei einem definierten elektrochemi-
schen Potential ∆Gchem, welches durch die nachfolgende Dunkelreaktion vorgegeben
wird. Sie sind nicht auf ho¨chste Energiekonversion optimiert. Die verwendeten evolutio-
na¨ren Algorithmen erlauben es Designkriterien fu¨r die initialen Reaktionsschritte einer
photochemischen Energiekonversions-Einheit zu entwickeln, welche als front-end einer
chemischen Solarzelle agiert und bei ho¨chster Energiekonversions-Effizienz operiert.
Unter Verwendung typischer biologischer oder chemischer Rahmenbedingungen, wel-
che die Neutralisationszeit τchem der RU durch externe Kontakte innerhalb von 1 µs
erlauben, wurden die folgenden Anforderungen entwickelt: Das RU muss aus einer
Kette von mindestens fu¨nf Redox-Zentren bestehen, deren prima¨re Elektronen-Tra¨ger
in naher ra¨umlicher Umgebung (unter 5 A˚) und sorgfa¨ltig ausbalanzierte freie Energie-
differenzen ∆Gij aufweisen sollten. Der lichtabsorbierende prima¨re Elektronendonor
muss fu¨r effizienten ET mit geringen Verlustraten konstruiert sein (γP ∗ < 1/500 ps).
Die optimierte photochemische RU, welches das Sonnenemissions-Spektrum durch
eine ideale Lichtsammel-Antenne abdeckt, besitzt eine optimale Gap-Energy ∆Ghν =
1.34-1.65 eV und liefert eine Nutzenergie ∆Gchem von 1.07-1.19 eV. Photochemische
Energiekonversions-Einheiten, welche diese Kriterien erfu¨llen, arbeiten bei einer mono-
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chromatischen Energie-Effizienz von bis zu ηmono = 76 % und einer Quantenausbeute
Φ= 92-95 %.
Die gesamte artifizielle PU besitzt das Potential, die Sonnenenergie direkt in ener-
giereichen Verbindungen zu speichern. Der Ansatz der photochemischen Energiekon-
version durch optimierte Reaktionszentren ermo¨glicht es, vergleichbare Energieeffizien-
zen wie photovoltaische Solarzellen zu erzielen. Die Simulationen sollen hierbei einen
Entwurf fu¨r zuku¨nftige artifizielle Systeme darstellen und die direkte Verbesserung be-
stehender experimenteller Ansa¨tze [56, 113, 114] inspirieren. In dieser Arbeit wurde
das theoretische Effizienzlimit photochemischer Energiekonversion unter detailed ba-
lance Bedingungen durch eine Kombination von evolutiona¨rer Optimierung und ET-
Theorie abgeleitet. Das realistische Modell gibt die ET-Lebenszeiten und Quantenaus-
beuten von bakteriellen RC mit hoher Genauigkeit wieder und bildet die Grundlage
Designstrategien fu¨r artifizielle Ladungsseparations-Einheiten zu entwickeln. Die Si-
mulationen legen nahe, dass insbesondere die initialen ET Schritte durch eine niedrige
dielektrische Umgebung, und somit geringe Reorganizationsenergien, besonderer Op-
timierung erfordern. Erst dies gewa¨hrleistet die Funktionsweise einer effizienten PU.
Fu¨r einen optimierte Ladungsseparations-Prozess wurde der Einfluss des Antennensy-
stems auf die Energiekonversions-Effizient η gezeigt. Die optimierte PU erlaubt eine
theoretische Obergrenze der Energiekonversions-Effizient η im Bereich von 21.7-26.8 %.
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Teil II
Umgebungseffekte in reaktiver
Moleku¨ldynamik:
T(6-4)T → T(Dew)T
Valenz-Isomerisierung und
photogetriggerte SN1 Reaktion
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Einfu¨hrung:
Die dynamische Beschreibung ultraschneller, also auf der Femtosekunden-Zeitskala ab-
laufender Prozesse, stellt eine Herausforderung an die theoretische Chemie dar. Insbe-
sondere der Einfluss der unmittelbaren Umgebung auf die Reaktionsdynamik kann die
intrinsischen Eigenschaften molekularer Systeme beeinflussen und sogar kontrollieren
[32, 115, 116]. Allgemein kann diese Umgebung in intramolekulare Anteile, also steri-
sche und elektronische Effekte, sowie intermolekulare Anteile wie Lo¨sungsmittel- oder
Enzymumgebungen unterteilt werden. In Teil II dieser Arbeit werden anhand zweier
exemplarischer Photoreaktion die intra- und intermolekulare Wirkung auf ein Zentral-
moleku¨l untersucht. In beiden Reaktionen sollen Strategien entwickelt werden um die
ablaufende Dynamik im elektronisch angeregten Zustand und im Grundzustand zu
erfassen, wobei unmittelbare, kontrollierende Umgebungseffekt beru¨cksichtigt werden
sollen.
Hierbei wird zuna¨chst der Mechanismus der lichtinduzierten Isomerisierungsreakti-
on vom 6-4 Photoschaden zu seinem Dewar-Valenz-Isomer untersucht (Kapitel 4). Der
Schwerpunkt liegt dabei auf der Kla¨rung, ob die Photoreaktion eine intrinsische Ei-
genschaft der monomeren, modifizierten DNA-Base 5-Methyl-2-Pyrimidinon (5M2P)
darstellt und inwiefern die Verknu¨pfung im DNA-Strang zur Schadensbildung bei-
tra¨gt. Ausgehend von einer statischen Beschreibung des Reaktionsmechanismus wird
der vorhergesagte Mechanismus anhand von in der Arbeitsgruppe von Prof. Zinth rea-
lisierten zeitaufgelo¨sten Experimenten und nicht-adiabatschen on-the-fly Simulationen
u¨berpru¨ft.
Die lichtinduzierte SN1 Reaktion, deren Reaktionsdynamik, trotz der fundamenta-
len Bedeutung in der organischen Chemie, auf einer mikroskopischen Skala bis jetzt
ungekla¨rt ist, wird als weiteres System von theoretischer Seite untersucht (Kapi-
tel 5). Hierbei wird der Einfluss der Lo¨sungsmittelumgebung auf die spektrale Si-
gnatur des naszierenden Benzhydryl Kations analysiert. Ein weiterer Fokus liegt auf
dem photochemisch induzierten Bindungsbruch von Diphenylmethychlorid (DPMCl)
als Precursor-Moleku¨l zur Erzeugung der Benzhydryl Kationen. Letztendlich reagiert
das intermedia¨re, elektrophile Kation in einer folgenden Kombinationsreaktion mit
einem nukleophilen Lo¨sungsmittel-Moleku¨l und komplettiert so die gesamte SN1 Re-
aktion. In dieser Arbeit werden hierzu on-the-fly first principles moleku¨ldynamische
(MD) Simulationen durchgefu¨hrt, welche in einem Mikrosolvatations-Ansatz die in-
termolekulare Dispersions-Wechselwirkung beru¨cksichtigen und geeignet sind, die ver-
schiedenen parallelen Prozesse zu beschreiben (i.e. intramolekulare Relaxation, initia-
le (libronische) Solvatation, Bindungsbildung sowie nachfolgender Protonen-Transfer).
Der Ansatz wird durch die Bestimmung der Solvatations-Korrelationsfuktion CSolv(t)
47
Umgebungseffekte in reaktiver Moleku¨ldynamik
mit Ergebnissen der transienten optischen Spektroskopie u¨berpru¨ft. Insbesondere die-
ses wechselseitige Zusammenspiel von Simulationen und Pump-Probe Experimenten
mit ultrakurzer Zeitauflo¨sung (UV-Pump - IR-Probe bzw. UV-Pump - VIS-Probe) er-
laubt es, die experimentellen Beobachtungen zu erkla¨ren und den Mechanismus von
chemischen Reaktionen auf molekularer Ebene aufzudecken. Demzufolge stellt die Ana-
lyse von experimentellen Observablen, sowie deren mikroskopischer Ursprung fu¨r beide
Photoreaktionen einen wichtigen Gesichtspunkt dieser Arbeit dar.
Im folgenden Kapitel 3 werden zuna¨chst die theoretischen Grundlagen zur quan-
tenchemischen Beschreibung angeregter Zusa¨nde dargelegt, sowie die Konzepte der
reaktiven Moleku¨ldynamik auf der Femtosekunden-Zeitskala entwickelt.
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In der dynamischen Beschreibung molekularer Prozesse existiert eine wohldefinierte
Hierarchie an Na¨herungen, welche sich von der klassischen bis hin zur vollkommen
quantenmechanischen Beschreibung von Systemen erstreckt. Im klassischen Grenzfall
(Moleku¨ldynamik = MD) wird die Wechselwirkung der Elektronen vollsta¨ndig parame-
trisiert. Diese Parametrisierung wird durch die quantenmechanische Beschreibung der
Elektronen in der ab-initio (on-the-fly) MD eliminiert, wobei die Kernbewegungen nach
wie vor durch die Bewegungsgleichungen der klassischen Mechanik beschrieben wer-
den. Durch die zusa¨tzliche Definition quantenmechanischer Freiheitsgrade ko¨nnen in
diesem Formalismus jedoch auch quantenmechanische Pha¨nomene erfasst werden (z.B.
nicht-adiabatische Relaxation von elektronischen Zusta¨nden und Tunneleffekte) [117].
Quantendynamische (QD) Simulationen beru¨cksichtigen auch das quantenmechanische
Verhalten der Atomkerne, sind jedoch in der Regel auf Grund des Rechenaufwands auf
einige wenige Freiheitsgrade beschra¨nkt. Approxmiative QD-Methoden (z.B. full mul-
tiple spawning (FMS) [118] und multi-configuration time dependet Hartree (MC-TDH)
[119]) vergo¨ßern die Zahl der mo¨glichen beru¨cksichtigten Freiheitsgrade und seien der
Vollsta¨ndigkeit halber erwa¨hnt.
Im folgenden Abschnitt werden zua¨chst die theoretischen Grundlagen fu¨r eine quan-
tenmechanische Beschreibung der Elektronen in molekularen Systemen gegeben. Ein
Schwerpunkt liegt auf der Beschreibung von elektronisch angeregten Zusta¨nden. Hier-
auf basierend werden Konzepte der semi-klassischen on-the-fly Moleku¨ldynamik be-
handelt.
3.1 Schro¨dingergleichung und die
Born-Oppenheimer-Na¨herung
Die Zeitentwicklung eines quantenmechanischen Systems ist vollsta¨ndig durch die zeita-
ba¨ngige Schro¨dingergleichung gegeben
i~
∂
∂t
Ψ(t) = HˆΨ(t). (3.1)
Diese beschreibt die zeitliche Entwicklung der Wellenfunktion Ψ unter dem Einfluss
des Hamiltonoperators Hˆ. Durch Integration der Differentialgleichung 1. Ordnung im
Zeitintervall ∆t erha¨lt man
Ψ(t+ ∆t) = e−iHˆ∆tΨ(t) = Uˆ(t, t+ ∆t)Ψ(t), (3.2)
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mit dem Propagator Uˆ(t, t+∆t) = e−iHˆ∆t. Dieser beschreibt die zeitliche Entwicklung
der Wellenfunktion Ψ. Fu¨r einen zeitabha¨ngigen Hamiltonoperator Hˆ(t) (z.B. durch
den Einflus eines Laserfeldes) muss ein genu¨gend kleiner Zeitschritt ∆t verwendet wer-
den, so dass im Zeitintervall ∆t der Hamiltonoperator als konstant angesehen werden
kann.
Die stationa¨re Schro¨dingergleichnug wird durch einen Separationsansatz erhalten:
HˆΨ = EΨ mit Hˆ = Tˆnuc + Tˆel + Vˆel,el + Vˆnuc,nuc + Vˆnuc,el︸ ︷︷ ︸
Hˆel
(3.3)
Hierbei stellen Tˆnuc und Tˆel die Operatoren der kinetischen Energie der Atomkerne
bzw. Elektronen dar. Die Operatoren Vˆel,el, Vˆnuc,nuc und Vˆnuc,el beschreiben die at-
traktiven und repulsiven Coulombwechselwirkungen der Elektronen und Kerne. Diese
ko¨nnen zusammen mit Tˆel zum elektronischen Hamiltonoperator Hˆel in der vollsta¨ndi-
gen, zeitunabha¨ngigen Basis aller elektronischen Zusta¨nde {Φi(xel;xnuc)} zusammen-
gefasst werden. Die Wellenfunktion Ψ der stationa¨ren Schro¨dingergleichung (Gl. 3.3)
ist von den Koordinaten aller Kerne xnuc und Elektronen xel abha¨ngig, was zu einer
Kopplung der Bewegung aller Teilchen fu¨hrt. Dies wird als nicht-adiabatisches Bild
bezeichnet. Es ist mo¨glich die Gesamtwellenfunktion als Produktansatz in der Basis
der elektronischen Eigenfunktionen {Φi(xel;xnuc)} zu entwickeln:
Ψ(xnuc, xel) =
n∑
i=1
ψi(xnuc)Φi(xel;xnuc), (3.4)
wobei ψi(xnuc) den Kernanteil und Φi(xel;xnuc) den elektronischen Anteil der Wellen-
funktion des n-ten elektronischen Zustands dar stellt. Letzterer ha¨ngt parametrisch
von den Kernkoordinaten xnuc ab. Wendet man den Hamiltonoperator auf diese Pro-
duktwellenfunktion an, so fu¨hrt dies zu einer exakten Beschreibung des Systems mit
vollsta¨ndig gekoppelter Kern- und Elektronenbewegung. Nachfolgende Multiplikation
mit
∑n
j=1 Φ
∗
j (xel;xnuc) =
〈
Φj
∣∣1 und Integration u¨ber alle Koordinaten der Elektro-
nen xel ergibt ∑
i
∑
j
{
Hi,j
∣∣ψi〉+ 〈Φj∣∣Tˆnuc∣∣Φiψi〉 = E∑
i
∣∣ψi〉}
mit Hi,j =
〈
Φj
∣∣Hel∣∣Φi〉. (3.5)
Hierbei entspricht die Matrix Hij der Lo¨sung der elektronischen Schro¨dingergleichung.
Auf Grund der Orthonormalita¨t der elektronischen Zusta¨nde (
〈
Φi
∣∣Φj〉 = δij) ist Hij
diagonal, die Lo¨sungen konstruieren die adiabatischen Born-Oppenheimer Potential-
fla¨chen Vi(xnuc) (s.u.). Das Integral
〈
Φj
∣∣Tˆnuc∣∣Φiψi〉 beru¨cksichtigt die Wirkung des ki-
netischen Anteils des Kernhamiltonians Tˆnuc sowohl auf die Kernwellenfunktion
∣∣ψi〉,
1 Parallel zur Formulierung in Wellenfunktionen Φ(xel) wird in dieser Arbeit auch der Bra-Ket-
Formalismus eingesetzt.
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als auch auf die elektronische Wellenfunktion
∣∣Φi〉 und koppelt die elektronischen Zu-
sta¨nde
∣∣Φi〉 und ∣∣Φj〉. Es kann ein Kopplungsoperator definiert werden, der diese nicht-
adiabatischen Kopplungen Cˆji beinhaltet. Die gekoppelte Kern-Schro¨dingergleichung
stellt sich dar als: Tˆnuc + Vi +∑
j
Cˆji
∣∣ψi〉 = E∣∣ψi〉 (3.6)
Bis hier ist die Beschreibung des Systems exakt, es wurden keine Na¨herungen in der
Wellenfunktion oder im Hamiltonoperator angenommen, sofern eine vollsta¨ndige elek-
tronische Basis zu Grunde gelegt wird. Der Kopplungsoperator
∑
j Cˆji kann in Matrix-
Form dargestellt werden, welche in der adiabatischen Basis (Gl. 3.4) in der Regel nicht
diagonal ist.
Cˆji = 2T
(1)
ij · ∇+ T (2)ij = 2
〈
Φi
∣∣∇Φj〉∇+ 〈Φi∣∣∇2Φj〉 (3.7)
Hierbei stellt ∇ die mehr-dimensionale Ableitung nach den massegewichteten Kernko-
ordinaten q dar. Der erste Term T (1)ij in Gl. 3.7 stellt einen Vektor im n-dimensionalen
Koordinatenraum dar und wird als derivative coupling Vektor bezeichnet. Die Matrix
T
(1)
ij ist anti-Hermitesch (T
(1)
ij = −T (1)∗ij ). Der zweite skalare Term T (2)ij kann aus T (1)ij
gena¨hert werden [120].
Vernachla¨ssigt man die Außerdiagonalenelemente von Cˆji so entspricht dies der adia-
batischen Na¨herung und liefert ein ungekoppeltes Gleichungssystem. Eine vollsta¨ndi-
ge Vernachla¨ssigung des Kopplungsoperarors Cˆji entspricht der in der Moleku¨lphy-
sik und Quantenchemie ha¨ufig verwendeten Born-Oppenheimer-Na¨herung, welche fu¨r
energetisch deutlich getrennte Zusta¨nde (d.h. eine Energieseparation gro¨ßer als die
vibronischen Energiedifferenzen) gerechtfertigt ist. An Entartungspunkten zwischen
elektronischen Zusta¨nden (= konische Durchschneidung, siehe Abschnitt 3.2.3) ver-
liert die Born-Oppenheimer-Na¨herung ihre Gu¨ltigkeit. Hier weisen insbesondere die
derivative coupling Vektoren T (1)ij (Gl. 3.7) ein divergierendes Verhalten auf. Die der
Born-Oppenheimer-Na¨herung zu Grunde liegende physikalische Vorstellung ist, dass
die gegenu¨ber den Kernen sehr viel leichteren Elektronen der Bewegung der schweren
Kerne instantan folgen. Die Schro¨dingergleichung in der Born-Oppenheimer-Na¨herung
ergibt sich somit als
HˆΨ =
n∑
i=1
{
Φi(xel;xnuc)Tˆnucψi(xnuc)
}
+
n∑
i=1
{
ψi(xnuc)HˆelΦi(xel;xnuc)
}
(3.8)
Dies ermo¨glicht eine getrennte Betrachtung der Elektronen- und Kernbewegung, wor-
aus sich die elektronische Schro¨dingergleichung ergibt:
HˆelΦi(xel;xnuc) = Vi(xnuc)Φi(xel;xnuc) (3.9)
Diese beinhaltet die Kern-Kern-Abstoßung und ist parametrisch von den Kernkoordi-
naten abha¨ngig. Durch Lo¨sung der elektronischen Schro¨dingergleichung fu¨r verschie-
dene Kernanordnungen werden die Eigenwerte Vi(xnuc) als Potentialfla¨che des i-ten
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elektronischen Zustands berechnet. Diese dienen als Grundlage von quantendynami-
schen Simulationen (siehe Abschnitt 5.1). Da on-the-fly dynamischen Simulationen
(siehe Abschnitt 3.3) nur lokale Informationen der Potentialfla¨che beno¨tigen, kann de-
ren vorherige Konstruktion umgangen werden. Dies erfordert jedoch die Lo¨sung der
elektronischen Schro¨dingergleichung zu jedem Zeitschritt.
3.2 Quantenchemische Methoden fu¨r elektronisch angeregte
Zusta¨nde
Das zentrale Thema der Quantenchemie ist die Lo¨sung der elektronischen Schro¨din-
gergleichung im Feld fester Kerngeometrien (Gl. 3.9), ihre Lo¨sungen fu¨r verschiede-
ne Kerngeometrien liefern die Potentialfa¨chen des i-ten Zustandes. Hierbei spielt das
Hartree-Fock-Verfahren und post-Hartree-Fock-Verfahren eine zentrale Rolle.
3.2.1 Hartree-Fock-Theorie
Die elektronische Wellenfunktion wird in der Hartree-Fock -Theorie als eine Sla-
ter -Determinante aus den Einteilchen-Wellenfunktionen χµ (bestehend aus Orts-
wellenfunktion φµ(xel) und einer Spinwellenfunktion σµ) aufgestellt, welche das
Antisymmetrie-Prinzip bezu¨glich Vertauschung zweier Teilchen erfu¨llt:
Φ(xel) = ΦHF (x1, x2, . . . , xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣
χ1(1) . . . χ1(N)
χ2(1) . . . χ2(N)
...
...
χN (1) . . . χN (N)
∣∣∣∣∣∣∣∣∣ (3.10)
Die Wellenfunktion ΦHF beinhaltet die Austausch-Korrelation zweier Elektronen mit
parallelem Spin, die Korrelation von Elektronen mit anti-parallelem Spin wird jedoch
nicht beru¨cksichtigt. Daher stellt sie die exakte Wellenfunktion eines Systems nicht-
wechselwirkender Fermionen dar und ist keine Eigenfunktion des Hamiltonoperators
Hˆel, die Eigenwertgleichung 3.9 ist somit nicht direkt lo¨sbar. Der Energieerwartungs-
wert der Hartree-Fock -Theorie ist gegeben durch
EHF =
〈
ΦHF
∣∣Hel∣∣ΦHF 〉. (3.11)
Durch Funktionalvariation von Gl. 3.11 bezu¨glich der verschiedenen Spinorbitalen χµ
im Formalismus der Lagrange-Multiplikatoren erha¨lt man einen Satz von Gleichungen,
die nicht-kanonischen Hartree-Fock -Gleichungen:
fˆ
∣∣χµ〉 = ∑
ν
θν,µ
∣∣χν〉 (3.12)
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Die Eigenwerte dieses Gleichungssystems θν,µ stellen die Einteilchen-Energien dar. Der
Fock -Operator fˆ besteht aus dem Einteilchen-Operator hˆ0 als Hamiltonoperator eines
Elektrons im Feld der Kerne, und einem effektiven Potential Veff :
fˆ = hˆ0 + Vˆeff = hˆ0 +
N∑
µ=1
(Jˆµ − Kˆµ) (3.13)
Dieses beschreibt das Feld, welches das i-te Elektron im gemittelten Feld aller anderen
Elektronen erfa¨hrt (mean field Theorie). Der lokale Coulomb-Operator Jˆµ beschreibt
die elektrostatische Wechselwirkung des i-ten Elektrons im gemittelten Feld aller an-
deren Elektronen. Der nicht-lokale, rein quantenmechanische Austausch-Operator Kˆµ
resultiert aus der Antisymmetrie der Wellenfunktion ΦHF .
Die Eigenwerte θν,µ stellen eine hermitesche Matrix dar, welche durch eine unita¨re
Transformation diagonalisiert werden kann. Man erha¨lt ein neues Gleichungssystem
mit transformierten Orbitalen
∣∣χ′µ〉 und dem invarianten Fock-Operator:
fˆ
∣∣χ′µ〉 = µ∣∣χ′µ〉. (3.14)
Diese werden als kanonische Hartree-Fock -Gleichungen bezeichnet und stellen ein
Pseudo-Eigenwert-Problem dar. Da der Fock-Operator selbst von den Orbitalenergien
abha¨ngt, werden diese Gleichungen iterativ bis zur Selbstkonsistenz (nicht garantiert)
gelo¨st (Self-Consistent-Field-Methode). Die Eigenwerte µ werden als Orbitalenergi-
en interpretiert. Die Spinorbitale χ
′
µ ko¨nnen als Linearkombination in der Basis von
Atomorbitalen {ϕn} konstruiert werden (LCAO-Ansatz), in der Praxis werden jedoch
meist quadratisch integrierbare Funktionen (z.B. Gaußfunktionen) gewa¨hlt.
χµ(x) =
N∑
n=1
cn,µϕn(x). (3.15)
Da die Basis nicht beliebig groß gewa¨hlt werden kann, ist die Auswahl einer ausrei-
chenden Basis in der Quantenchemie von entscheidender Bedeutung.
Verwendet man die Einteilchenorbitale in den kanonischen Hartree-Fock -
Gleichungen, erha¨lt man ein spinunabha¨ngiges Matrixeigenwertproblem, die Roothan-
Gleichungen
F˜C = SC, (3.16)
mit der Fockmatrix F˜ und der U¨berlapp-Matrix S. Die Roothan-Gleichungen wer-
den iterativ gelo¨st und so die Hartee-Fock-Wellenfunktion ΦHF , sowie die minimale
Grundzustandsenergie berechnet.
Durch die in der Hartree-Fock -Theorie durchgefu¨hrte Eindeterminaten-Na¨herung der
Wellenfunktion wird nur die Korrelation zweier Teilchen mit parallelem Spin beru¨ck-
sichtigt (siehe oben). Der systematische Fehler als Differenz zwischen der niedrigsten
Hartree-Fock -Energie EHF und der exakten (nicht-relativistischen) Energie Eel wird
als Korrelationsenergie Ecorr definiert [121].
Ecorr = Eel − EHF (3.17)
53
3 Theoretische Grundlagen
Diese betra¨gt im Normalfall etwa 1 % der Gesamtenergie und liegt somit in der
Gro¨ßenordnung von Bindungsenergien. Grundsa¨tzlich wird bei der Berechnung von
Ecorr zwischen statischer Elektronenkorrelation und dynamischer Elektronenkorrela-
tion unterschieden. Hierbei ist der statische Anteil auf die begrenzte Gu¨ltigkeit der
Eindeterminaten-Na¨herung der Wellenfunktion ΦHF , z.B. in Dissoziationsproblemen
oder in der Na¨he von Entartungspunkten verschiedener Potentialfa¨chen, zuru¨ck zu fu¨h-
ren. Der dynamische Anteil resultiert aus der kurzreichweitigen, abstoßenden Wech-
selwirkungen der Elektronen, wenn sich diese in lokalisierten Orbitalen nahe kommen.
Die folgenden Abschnitte 3.2.2 und 3.2.4 zeigen Mo¨glichkeiten auf, beide Arten von
Ecorr zu erfassen.
3.2.2 Multi-Konfigurations-Methoden
Zur Beru¨cksichtigung der Korrelationsenergie Ecorr kann die elektronische Wellenfunk-
tion durch eine Linearkombination mehrerer Slater -Determinaten mit verschiedener
Konfigurationen entwickelt werden, diese Methoden werden auch als Configuration
Interaction- (=CI-) Methoden bezeichnet.
∣∣ΦCI〉 = c0∣∣ΦHF 〉+∑
a,r
cra
∣∣Φra〉+ ∑
a,b,r,s
cr,sa,b
∣∣Φr,sa,b〉+ · · · = N∑
i=1
ci
∣∣Φi〉 (3.18)
Die Gesamtenergie des Systems wird durch den Variationsansatz
Eexakt ≤
〈
ΦCI
∣∣Hˆel∣∣ΦCI〉〈
ΦCI
∣∣ΦCI〉 = ECI (3.19)
beschrieben und durch Variation der Koeffizienten ci minimiert. Eine full-CI -
Entwicklung der Wellenfunktion beru¨cksichtigt alle mo¨glichen Konfigurationen in der
Basis der Spinorbitale und liefert fu¨r eine unendlich große Basis die exakte atoma-
re oder molekulare (nicht-relativistische) Wellenfunktion. Das große Problem stellt die
schnell anwachsende Zahl der mo¨glichen Determinanten einer full-CI -Entwicklung dar,
wodurch der Rechenaufwand fu¨r n Elektronen und m-fache Anregungen in etwa mit
nm+2 skaliert [122]. Es ist zwar mo¨glich, die Anzahl der relevanten Matrixelemente
Hi,j =
〈
Φi
∣∣H∣∣Φj〉 auf Grund des Brillouin-Theorems sowie der Slater-Condon-Regeln
zu reduzieren, trotz allem ist eine full-CI -Entwicklung der Wellenfunktion
∣∣ΦCI〉 nur
fu¨r sehr kleine molekulare Systeme mo¨glich.
Zur Behandlung gro¨ßerer Systeme wurden Abwandlungen der CI-Verfahren ent-
wickelt, wozu als wichtige Variante das MCSCF-Verfahren (multi-configuration self
consistent field) za¨hlt. Die am ha¨ufigsten, und in dieser Arbeit ausschließlich verwen-
dete MCSCF-Methode ist die complete active space SCF- (CASSCF-) Methode [123].
Hier werden die Einelektronenorbitale χµ in besetzte, aktive und unbesetzte Orbitale
unterteilt. Die besetzten Orbitale bleiben wa¨hrend des gesamten SCF-Verfahrens dop-
pelt besetzt und tragen somit nicht zur Konfigurationsentwicklung bei. Die Elektronen
54
3.2 Quantenchemische Methoden fu¨r elektronisch angeregte Zusta¨nde
der aktiven Orbitale bilden alle mo¨glichen Konfigurationen durch Anregungen inner-
halb der aktiven Orbitale, und somit eine full-CI -Entwicklung in einem Unterraum der
Orbitale, dem aktiven Raum:
∣∣ΦCAS〉 = c0∣∣ΦHF 〉+ N∑
i
ci
∣∣Φi〉. (3.20)
Zur Optimierung des Energieerwartungswertes nach dem Variationsprinzip (Gl. 3.19)
werden sowohl die Koeffizienten ci der CI-Entwicklung (Gl. 3.20), als auch die Koeffizi-
enten cn,µ der besetzten und aktiven Spinorbitale in einem iterativen Prozess simultan
variiert, wobei ein Konvergenzverhalten zweiter Ordnung erreicht wird [124, 125].2
Hierbei werden die CI-Koeffizienten direkt minimiert, wogegen die A¨nderung der MO-
Koeffizienten cn,µ durch eine unita¨re Transformation beschrieben wird:
∣∣Φ′i〉 = N∑
r
∣∣Φr〉Uri, (3.21)
wobei U in Exponentialform dargestellt wird
U(R) = exp(R) = 1+R+
1
2
RR+... mit R = −R†. (3.22)
Die Matrixelemente Rri(r > i) der antisymmetrischen Matrix R stellen einen Satz an
unabha¨ngigen, variationellen Parametern dar, welche Orbitalrotationen beschreiben.
Durch die Nachoptimierung der Orbitale genu¨gt eine Entwicklung der Wellenfunktion
mit relativ wenigen Konfigurationen zur guten Beschreibung der statischen Elektronen-
korrelation. MCSCF-Methoden eignen sich besonders, wenn die Wellenfunktion nicht
durch eine Konfiguration dominiert wird, sondern mehrere Konfigurationen wichtige
Beitra¨ge zur Wellenfunktion liefern. Dies ist z.B. im Bereich kreuzender Potentialkur-
ven und im Dissoziationsbereich molekularer Systeme der Fall [126].
Ein Problem von CASSCF-Berechnungen ist, dass die Anzahl der Konfigurationen
(CSF = configuration state functions) mit zunehmender Systemgro¨ße schnell ansteigt.
Es besteht eine faktorielle Abha¨ngigkeit von der Anzahl N der beru¨cksichtigten akti-
ven Elektronen und insbesondere von der Anzahl M der aktiven Orbitale des aktiven
Raumes. Die Anzahl der CSF ist gegeben durch die Weyl-Robinson Formel [127]
nCSF =
2S + 1
M + 1
(
M + 1
M − (N/2)− S
)(
M + 1
(N/2)− S
)
(3.23)
wobei S den Gesamtspin darstellt. So ergeben sich fu¨r einen aktiven Raum aus 12 Elek-
tronen in 12 aktiven Orbitalen (=CAS(12,12)) einer Singulett-Wellenfunktion bereits
2Die unbesetzten Orbitale werden im CASSCF Verfahren nicht nachoptimiert und tragen nicht zur
CI-Entwicklung bei.
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226512 CSF’s, die praktische Limitierung fu¨r Energieberechnungen liegt mit heuti-
gen Computern etwa bei CAS(16,16).3 Aus diesem Grund erfordert die Beschreibung
elektronisch angeregter Zusta¨nde großer Moleku¨le (≈ 12 Schweratome) weiterfu¨hrende
Na¨herungsstrategien (siehe Abschnitt 3.2.5).
3.2.3 Konische Durchschneidungen als Entartungspunkte zwischen
Potentialfla¨chen
In molekularen Systemen mit n internen Freiheitsgraden ko¨nnen sich elektronische
Zusta¨nde gleicher Symmetrie entlang einer (n−2)-dimensionalen Hyperlinie schneiden
[130, 131] (das Kreuzungsverbot gilt hierbei nur fu¨r 2-atomige Moleku¨le [132, 133]).
Am energetisch niedrigsten Punkt der Hyperlinie, der konischen Durchschneidung (=
CoIn), ist die Energie des angeregten (bzw. energetisch ho¨heren) Zustands in allen (n-2)
Feiheitsgraden minimal, der Gradient der Potentialfla¨che im (n-2) dimensionalen Raum
ist Null. Am Punkt der CoIn ko¨nnen zwei Koordinaten x1 und x2 definiert werden,
die den branching space aufspannen [131, 134]. Auslenkungen in der x1 − x2 -Ebene
heben die Entartung auf, die resultierende potentielle Energie besitzt die Gestalt eines
Doppelkonus. Fu¨r Auslenkungen entlang aller verbleibender (n-2) Freiheitsgrade (der
intersection space) bleibt die potentielle Energie der beiden elektronischen Zusta¨nde
entartet. Die orthogonalen Vektoren x1 und x2 sind Parallelen des gradienten difference
Vektors
x1 = ∇(E1 − E2), (3.24)
sowie des bereits in Gl. 3.7 definierten derivative coupling Vektors
x2 =
〈
Φ1
∣∣∇∣∣Φ2〉 = (E2 − E1)−1〈Φ1∣∣∇Hˆel∣∣Φ2〉. (3.25)
mit den Eigenvektoren Φ1 und Φ2 einer MCSCF bzw. CASSCF Berechnung (siehe
Gl. 3.20) und der mehr-dimensionalen Ableitung nach den massegewichteten Kernko-
ordinaten ∇ = ∂/∂q.
Optimierung von konischen Durchschneidungen (CoIn): Die Optimierung des ener-
getisch niedrigsten Punktes der Kreuzungs-Hyperlinie erfordert eine Energieminimie-
rung im (n − 2)-dimensionalen Raum, welcher orthogonal zur x1 - x2 - Ebene ist.
Hierfu¨r kann entweder eine Nebenbedingung in Form eines Lagrange-Multiplikators
eingefu¨hrt werden [135], oder direkt die Energiedifferenz E2−E1 in der x1 - x2 - Ebe-
ne, sowie die Projektion der Energie E2 im verbleibenden (n−2)-dimensionalen Raum
minimiert werden [136]. Eine hinreichende Bedingung zur Minimierung von E2 − E1
in der x1 - x2 - Ebene stellt
∇(E2 − E1)2 = 2(E2 − E1)x1 = 0 (3.26)
3Mit den Programmpaketen GAUSSIAN03 [128] und MOLPRO2006.1 [129] kann ein aktiver Raum
von bis zu 14 bzw. 32 Orbitalen behandelt werden.
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dar. Da der Term (E2−E1)2 in der Umgebung der CoIn ein gleichma¨ßigeres Verhalten
zeigt ist die Bedingung in Gl. 3.26 geeignet fu¨r eine quasi-Newton Minimierung. Da
der La¨nge des gradienten difference Vektors x1 keine Bedeutung zukommt, muss dieser
renormiert werden
f = 2(E2 − E1) x1√x1 · x1 . (3.27)
Das in der Optimierung verwendete Funktional besitzt die Form
g˜ = g + f mit g = P∇E2 (3.28)
wobei P einen Projektionsoperator des n-dimensionalen Gesamtgradienten ∇E2 auf
den (n − 2)-dimensionalen intersection space darstellt. Der Optimierungsalgorithmus
zur Lokalisierung einer CoIn erfordert die Berechnung von x1 und x2, sowie des in-
tersection space Gradienten g. Diese stellen Ableitungen erster Ordnung der Wellen-
funktion nach den Kernkoordinaten dar, dem beschriebenen Algorithmus liegt somit
die erste Ordnung einer Taylor-Entwicklung um den Punkt der CoIn zu Grunde.
Eine daru¨ber hinaus gehende Beschreibung zweiter Ordnung erlaubt es, einen Saum
von konischen Durchschneidungen, also die minimale (n − 2)-dimensionalen Hyperli-
nie, zu lokalisieren [137–140], die zwei lokale Minima im intersection space verbinden.
Durch eine approximative Beschreibung zweiter Ordnung, welche die explizite Berech-
nung der Hessematrix (=Ableitung der zweiten Ordnung der Wellenfunktion nach den
Kernkoordinaten) umgeht, ist das Auffinden von CoIn-Sa¨umen recheneffizient mo¨glich
[141].
Die konsequente Weiterentwicklung des Konzeptes von CoIn-Sa¨umen auf drei elek-
tronische Zusta¨nde hat die Existenz von 3-Zustands-CoIn zu Folge [142]. Diese energe-
tisch minimalen Entartungspunkte dreier elektronischer Zusta¨nde konnten in aktuellen
Arbeiten lokalisiert [143, 144], sowie ihre Beteiligung in strahlungslosen Relaxations-
prozessen gezeigt werden [145]. Die in dieser Arbeit optimierte 3-Zustands-CoIn (sie-
he Abschnitt 4.1) wurde mit dem Programmpaket COLUMBUS [146] basierend auf
Funktionalvariation unter Verwendung von Nebenbedingungen im Formalismus der
Lagrange-Multiplikatoren durchgefu¨hrt [142]. Hierbei werden die Anforderungen
∆E12(q) + x112(q) · ∂q = 0
x212(q) · ∂q = 0
∆E23(q) + x123(q) · ∂q = 0
x223(q) · ∂q = 0
x213(q) · ∂q = 0
∇E3 = 0 (3.29)
als Nebenbedingungen eingefu¨hrt, die beiden ersten sind relevant zum Auffinden einer
CoIn zwischen zwei Zusta¨nden.
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3.2.4 Dynamische Elektronenkorrelation
Die multi-Konfigurations-Methode CASSCF ist in der Lage, die statische Elektronen-
korrelation zu erfassen und erlaubt es, die Form von Potentialfla¨chen sehr genau zu be-
schreiben. Die akkurate Berechnung von quantitativen Werten, wie Anregungsenergien
oder Barrierenho¨hen wird jedoch maßgeblich durch die dynamische Elektronenkorrela-
tion beeinflußt, welche als Differenz des exakten (nicht-relativistischen) Eigenwerts des
elektronischen Hamilton-Operators und der CASSCF-Energie definiert ist [147]. Die
dynamische Elektronenkorrelation im Grundzustand la¨sst sich effizient mit Hilfe der
Møller-Plesset Sto¨rungstheorie bestimmen. Eine Mo¨glichkeit, die dynamische Elektro-
nenkorrelation von elektronisch angeregten Zusta¨nden zu beru¨cksichtigen, liefert die
Multi-Referenz Rayleigh-Schro¨dinger Sto¨rungstheorie. Hiebei werden die Vorteile des
CASSCF-Verfahrens und der Møller-Plesset Sto¨rungstheorie zweiter Ordnung (MP2)
zur MRPT2 Methode vereint [148].
In der Møller-Plesset Sto¨rungstheorie zweiter Ordnung (MP2) wird der elektronische
Hamiltonoperator Hˆel aus einem Hamiltonoperator Hˆ0 nicht-wechselwirkender Teil-
chen als Summe von Ein-Teilchen Fock -Operatoren konstruiert, die Wechselwirkung
der fermionischen Elektronen ist im Sto¨roperator Hˆ1 enthalten.
Hˆel = Hˆ0 + Hˆ1 (3.30)
=
∑
i
[
hˆ0(i) + Vˆeff (i)
]
+ Hˆ1
Hierbei stellt die HF-Energie (siehe Gl. 3.11 und 3.13) die Sto¨rungsenergie erster Ord-
nung dar. Die Beru¨cksichtigung der Sto¨rungsenergie zweiter Ordnung E(2)0 ermo¨glicht
die Verbesserung der Gesamtenergie u¨ber das HF-Limt hinaus:
E
(2)
0 =
〈
ΦHF
∣∣Hˆ1∣∣Φ(1)〉. (3.31)
Die gesto¨rte Wellenfunktion erster Ordnung
∣∣Φ(1)〉 wird in der Basis der ungesto¨rten
Wellenfunktionen durch Anregungen aus
∣∣ΦHF 〉 in alle virtuellen Orbitale entwickelt.
Aufgrund des Brillouin-Theorems reduzieren sich die zu beru¨cksichtigenden Anregun-
gen auf die zweifach angeregten Konfigurationen
∣∣Φrsab〉. Es ergibt sich fu¨r die Sto¨rungs-
energie zweiter Ordnung:
E
(2)
0 =
∑
a<b,r<s
∣∣∣〈ΦHF ∣∣∑i<j r−1ij ∣∣Φrsab〉∣∣∣2
a + b − r − s . (3.32)
Die Berechnung von E(2)0 erfordet die Auswertung von Matrixelementen zwischen der
Hartree-Fock -Wellenfunktion
∣∣ΦHF 〉 und allen zweifach angeregten Konfigurationen∣∣Φrsab〉, wobei nun, im Gegensatz zum CASSCF-Ansatz, alle virtuellen Orbitale beru¨ck-
sichtigt werden. Deren anti-bindender und delokalisierter Charakter erlaubt die verbes-
serte Delokalisierung der sich abstoßenden Elektronen und erfasst somit einen Großteil
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der dynamischen Elektronenkorrelation. Stellt die Hartree-Fock -Wellenfunktion
∣∣ΦHF 〉
auf Grund der Ein-Determinanten-Na¨herung eine unzureichende Beschreibung der Re-
ferenzwellenfunktion dar (wie z.B. an Kreuzungspunkten von Potentialfla¨chen), so muss
ein Multi-Konfigurationsansatz verwendet werden.
Der Formalismus der Multi-Referenz Rayleigh-Schro¨dinger Sto¨rungstheorie zweiter
Ordnung (MRPT2) leitet sich aus der MP2-Theorie ab. Als ungesto¨rte Referenzwel-
lenfunktion dient eine MCSCF oder CASSCF Wellenfunktion
∣∣ΦCAS〉 (Gl. 3.20), wel-
che bereits die statische Elektronenkorrelation beru¨cksichtigt. Die Berechnung der
MRPT2-Energie erfordert in Analogie zu Gl. 3.30 und 3.31 die Konstruktion eines
Hamilton-Operators nullter Ordnung Hˆ0, des Sto¨roperators Hˆ1 sowie der gesto¨rten
Wellenfunktion erster Ordnung
∣∣Φ(1)〉. Der Hamilton-Operator nullter Ordnung Hˆ0
wird als eine Summe Fock-artiger Einelektronen-Operatoren aufgestellt und soll die
Bedingung erfu¨llen, dass im Grenzfall einer einzigen Determinante als Referenzfunkti-
on Hˆ0 der Møller-Plesset-Form erhalten wird. Durch Ein- und Zweifachanregung der
CASSCF-Wellenfunktion in virtuelle Orbitale außerhalb des aktiven Raums wird der
first order interaction space (FOI) VSD erzeugt, welcher den Sto¨roperator Hˆ1 defi-
niert. VSD kann als Analogon der zweifach-angeregten Konfigurationen
∣∣φrsab〉 der MP2-
Theorie betrachtet werden. Die Wellenfunktion erster Ordnung
∣∣Φ(1)〉 = ∑
j
Cj
∣∣j〉, ∣∣j〉 ∈ VSD (3.33)
wird durch die iterative Optimierung der Koeffizienten Cj im linearen Gleichungssy-
stem
M∑
j=1
Cj
〈
i
∣∣Hˆ0 − E0∣∣j〉 = −〈i∣∣Hˆel∣∣ΦCAS〉 mit ∣∣i〉, ∣∣j〉 ∈ VSD (3.34)
bestimmt, da
∣∣j〉 nicht notwendigerweise orthogonal in Hˆ0 sind [148].
Die MRPT2-Methode erlaubt eine quantitative Berechnung molekularer Gro¨ßen
(z.B. Anregungsenergien), wenn die statische Elektronenkorrelation durch die Refe-
renzwellenfunktion
∣∣ΦCAS〉 gut beschrieben wird. Hierbei kann es jedoch, z.B. bei
diffusen Orbitalen im Basissatz oder energetisch nahe liegenden Zusta¨nden, zu zwei
verschiedenen Arten von unphysikalischem Verhalten kommen. Zum einen ko¨nnen in-
truder states auftreten. Diese werden durch FOI-Zusta¨nde verursacht, die eine a¨hnli-
che Energie wie der Referenzzustand aufweisen und somit Singularita¨ten in der Matrix〈
i
∣∣Hˆ0−E0∣∣j〉; ∣∣i〉, ∣∣j〉 ∈ VSD verursachen. Effektive Abhilfe schafft in diesen Fa¨llen ein
Shift-Parameter in Hˆ0 (= level shift) [149], der die Energie des gewu¨nschten Zustands
verschiebt und in der Sto¨rungsrechnung systematisch beru¨cksichtigt werden kann.
Daru¨berhinaus kann ein unphysikalischer Verlauf von nahezu entarteten elektroni-
schen Zusta¨nden auftreten, welche auf MRPT2 Niveau ein doppeltes Kreuzungsverhal-
ten aufweisen ko¨nnen (double crossing Problem). Hierbei schafft die Verwendung der
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multi-state (= MS)-MRPT2 Methode Abhilfe [150]. Die MS-MRPT2 Wellenfunktion
ist hierbei definiert als
∣∣ΦMS−MRPT2I 〉 = M∑
p=1
CIp
∣∣ΦSS−MRPT2p 〉 = M∑
p=1
CIp
∣∣Φ(1)p 〉 (3.35)
wobei
∣∣ΦSS−MRPT2p 〉 single-state (= SS)-MRPT2 Wellenfunktionen darstellen, deren
Linearkombination die MS-MRPT2 Wellenfunktion
∣∣ΦMS−PT2I 〉 bilden. M stellt die
Gesamtzahl der beru¨cksichtigten elektronischen Zusta¨nde dar und CIp sind die Misch-
Koeffizienten der gebildeten Linearkombination. Zur Berechnung der MS-MRPT2 Ei-
genwerte wird eine effektive Hamilton-Matrix HMS−MRPT2 sowie die U¨berlappmatrix
SMS−MRPT2 im Raum der SS-MRPT Wellenfunktionen konstruiert und durch Lo¨-
sung des verallgemeinerten Eigenwert Problems die Misch-Koeffizienten CIp bestimmt
[150, 151]. Die MS-MRPT2 Eigenwerte weisen einen energetischen Verlauf parallel zum
entsprechenden full-CI Verlauf auf.
Neben der hohen Genauigkeit der MRPT2 Methode liegt ein großer Vorteil in der
Verfu¨gbarkeit von analytischen Gradienten [152, 153]. Dies erlaubt die Optimierung
stationa¨rer Punkte in elektronisch angeregten Zusta¨nden. Daru¨berhinaus existieren
Algorithmen, welche eine Lokalisierung von CoIn auf MS-MRPT2 Niveau erlauben
[145, 151].
3.2.5 ONIOM
Die Methode ONIOM (= our own N-layered integrated molecular orbital + molecular
mechanics) [154] stellt eine Hybridmethode dar, welche die Beschreibung großer Syste-
me durch Kombination verschiedener Rechenmethoden erlaubt. Hiebei wird das gesam-
te System in Schalen unterteilt, welche jeweils auf einem angemessenen theoretischen
Niveau behandelt werden. Dem liegt die Philosophie zu Grunde, dass verschiedene
Regionen des Systems eine unterschiedliche Rolle im ablaufenden chemischen Prozess
spielen (z.B. elektronische und sterische Einflu¨sse). So sind hierfu¨r Reaktionen geeignet,
welche in einer lokalisierten Region eines Moleku¨ls ablaufen, die Beru¨cksichtigung des
verbleibenden Restes jedoch eine Verbesserung der Genauigkeit oder eine Vera¨nderung
im Reaktionsmechanismus verursacht. Ein bekanntes Beispiel hierfu¨r stellen reaktive
Zentren von Enzymen dar, in welchen die Reaktion lokalisiert erfolgt, die Tertia¨rstruk-
tur des Proteins die katalytische Reaktivita¨t jedoch entscheidend beeinflusst.
Die Aufteilung des Moleku¨ls in ein reaktives Modellsystem, welches auf einem hohen
theoretischen Niveau behandelt wird (high level Region), sowie ein Restbestandteil,
welcher auf niedrigerem Niveau behandelt wird (low level Region), gewa¨hrleistet ei-
ne angemessene Genauigkeit fu¨r die verschieden Regionen des Gesamtsystems (siehe
Abb. 3.1) bei u¨berschaubarem Rechenaufwand. Die meisten Hybridmethoden kombi-
nieren quantenmechanische und klassische Methoden (QM:MM, z.B. MMVB [155]),
die Grundidee der ONIOM-Methode erlaubt jedoch allgemeinere Kombinationen von
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Abbildung 3.1: Beispiel einer ONIOM-Partitionierung: Das delokalisierte pi-System
wird auf hohem quantenchemischen Niveau beschrieben, wa¨hrend der Einfluss des
Restmoleku¨s auf niedrigerem quantenchemischen Niveau erfasst wird.
theoretischen Methoden (z.B. QM:QM oder QM:QM:MM) [156]. Somit ko¨nnen ver-
schiedenen Ansa¨tze zur Beschreibung elektronisch angeregter Zusta¨nde kombiniert wer-
den [157]. Dieser ganzheitliche Charakter der ONIOM-Methode erlaubt es, dass eine
delokalisierte Anregung im elektronischen pi-System aus der high-level Region in die
low-level Region hinausreicht, und somit die Grenze der Regionen u¨berschreitet [158].
Ein weiterer Vorteil im Gegensatz zu QM/MM-Methoden ist, dass Energiegradienten
der verschiedenen Methodenkombinationen eindeutig definiert sind (siehe unten).
Die Energie einer two-layer ONIOM Rechnung wird durch eine Extrapolation erhal-
ten und ist gegeben durch (die Erweiterung auf z.B. drei Layers ist straight-forward)
E(ONIOM) = E(high,model) + E(low, real)− E(low,model). (3.36)
Fu¨r die ONIOM-Energie sind somit insgesamt drei Rechnungen no¨tig, eine Berech-
nung fu¨r das Model-System auf hohem theoretischen Niveau (E(high,model)), sowie
eine Berechnung fu¨r das gesamte System und das Modellsystem auf niedrigem theo-
retischem Niveau (E(low, real) bzw. E(low,model), fu¨r ein Beispiel einer mo¨glichen
Partitionierung siehe Abb. 3.1). Ziel der ONIOM-Berechnung ist es, das Gesamtsystem
auf einem hohen theoretischen Niveau (E(high, real)) zu reproduzieren. Hierbei wird
die absolute Energie E(high, real) nicht erreicht, fu¨r relative Energien besteht jedoch
eine gute Reproduzierbarkeit
∆E(high, real) ≈ ∆E(ONIOM). (3.37)
Die Wirkungsweise von ONIOM-Berechnungen la¨sst zwei Interpretationen zu: zum
einen werden durch den Term (E(low, real)−E(low,model)) Substituenten-Effekte im
Modellsystem beru¨cksichtigt. Desweiteren kann eine Berechnung auf niedrigem theo-
rethischen Niveau fu¨r das reale Gesamtsystem in der Modellregion systematisch ver-
bessert werden (E(high,model)− E(low,model)).
61
3 Theoretische Grundlagen
Elektronisch angeregte Zusta¨nde und Gradienten: Elektronisch angeregte Zusta¨nde
ko¨nnen mit der ONIOM-Methode als relative Energiedifferenzen berechnet werden
[157, 159], die Anregungsenergie einer two-layer ONIOM Rechnung ist somit gegeben
durch
∆E(ONIOM) = ES1(ONIOM)− ES0(ONIOM)
= ∆E(high,model) + ∆E(low, real)−∆E(low,model) (3.38)
Dies beinhaltet die Polarisation der Wellenfunktion des angeregten Zustands im Mo-
dell durch das umgebende Gesamtsystem (z.B. ONIOM(CAS:CIS)). Im Falle einer
lokalisierten Anregung auf ausschließlich das Modellsystem kann die Anregungsenergie
gena¨hert werden als [159]
∆E(ONIOM) = ES1(ONIOM)− ES0(ONIOM) ≈ ∆E(high,model). (3.39)
Die constrained low-level state (=CLS) Na¨herung beinhaltet nur die Polarisation der
Wellenfunktion im Modellsystem durch den Grundzustand des Gesamtsystems.
Die Energiegradienten ∇E(ONIOM) sind eindeutig definiert als:
∇E(ONIOM) = ∇E(high,model) +∇E(low, real)−∇E(low,model) (3.40)
Dieses ONIOM Potential kann fu¨r Geometrie-Optimierungen oder andere Verfahren
zur Erkundung der Potentialhyperfla¨che verwendet werden. Da die individuellen Wel-
lenfunktionen nicht direkt gekoppelt sind, beru¨cksichtigt Gl. 3.40 drei unabha¨ngige Ter-
me. Die Wellenfunktionen beeinflussen sich jedoch indirekt u¨ber die vom Gesamtsystem
vorgegebene Geometrie. Wendet man die CLS Na¨herung an, so ko¨nnen Energiegradi-
enten von elektronisch angeregten Zusta¨nden (∇ESi(ONIOM)) berechnet werden.
∇ESi(ONIOM) ≈ ∇ESi(high,model) +∇E(low, real)−∇E(low,model) (3.41)
In dieser CLS Na¨herung ko¨nnen konische Durchschneidungen ebenfalls effizient
durch den in Abschnitt 3.2.3 beschriebenen Algorithmus lokalisiert werden. Der modi-
fizierte Gradient g˜ des Suchalgorithmus lautet
g˜ONIOM,CLS = 2
(
ES1(model, high)− ES0(model, high)) · xhigh1,model
|xhigh1,model|
−P∇ES1(ONIOM),
(3.42)
mit dem bereits definierten Projektionsoperator P (Gl. 3.28) und dem auf das Modell-
system lokalisierten gradienten difference Vektor xhigh1,model. Der Unterschied zur CoIn-
Suche im isolierten Modell-System besteht im zweiten Term von Gl. 3.42, welcher
durch ∇ES1(ONIOM) den Gradienten des angeregten Zustands im Gesamtsystem
beru¨cksichtigt (vs. ∇ES1(model, high)).
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3.3 On-the-fly Moleku¨ldynamik
On-the-fly Moleku¨ldynamik basiert auf der Annahme, dass sich die Kerne vollkom-
men klassisch auf einer Potentialhyperfla¨che bewegen. Ausgehend von der Zeitent-
wicklung eines quantenmechanischen Systems, definiert durch den Hamilton-Operator
Hˆ (Gl. 3.3), wird im klassischen Grenzfall die Bewegungsgleichung der Kerne er-
halten, indem der Impulsoperator durch eine klassische Impuls-Variable ersetzt wird
(−i~∇ → p). Somit ist die Zeitentwicklung in der Hamilton Mechanik gegeben durch
R˙ =
∂H
∂p
=
p
M
p˙ = −∂H
∂R
= −∂V
∂R
, (3.43)
Die gleichbedeutenden Newton’schen Bewegungsgleichungen der Kerne lauten:
R¨ = − 1
M
∂V (R)
∂R
(3.44)
On-the-fly MD Simulationen erfordern somit eine Energie- und Gradienten-
Berechnung auf dem jeweiligen theoretischen Niveau in jedem Zeitschritt ∆t. Die
Konstruktion globaler Potentialhyperfla¨chen wird dabei umgangen, die Dynamik der
Moleku¨le wird im gesamten Koordinatenraum verfolgt. Die Zeitintegration der New-
ton‘schen Bewegungsgleichungen erfolgt in dieser Arbeit mit dem Programm Newton-X
[160] unter Verwendung des Velocity-Verlet Algorithmus [161]. Alternative Verfahren
beruhen auf der Zeitintegration der Hamilton‘schen Bewegungsgleichungen (Gl. 3.43)
[162].
Die quantenmechanische Natur von elektronischen (nicht-strahlenden) U¨berga¨ngen,
wie sie in Relaxationsprozessen in der Na¨he von konischen Durchschneidungen auf-
treten wird durch die klassische Moleku¨ldynamik nicht erfasst. Die Beschreibung die-
ser nicht-adiabatischen Effekte innerhalb von MD-Simulationen wird durch surface-
hopping Methoden ermo¨glicht, welche die gekoppelten elektronischen Zusta¨nde als
quantenmechanische Freiheitsgrade beschreiben, wa¨hrend sich die Atome klassisch be-
wegen.
3.3.1 Nicht-adiabatische Dynamik in der Na¨he des Kreuzungssaums
Der in dieser Arbeit verwendete fewest switches surface hopping Algorithmus [117,
163] basiert auf dem in Gl. 3.3 abgeleiteten Gesamthamiltonian Hˆ des Systems aus
Elektronen- und Kernbewegung
Hˆ = Tˆnuc + Hˆel(r;R). (3.45)
Hierbei beschreibt r die Elektronenkoordinaten, oder allgemeiner quantenmechanisch
quantisierte Koordinaten, und R stellt die klassischen (Kern-) Koordinaten dar (zur
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Lo¨sung von Hˆel(r;R) bei festen Koordinaten R siehe Abschnitt 3.2.1 - 3.2.5). Tˆnuc be-
schreibt die kinetische Energie der Kernbewegung (siehe Gl. 3.3). Die Wahl eines ortho-
normalen Satzes an elektronischen Basisfunktion {Φi(r;R)}, welche parametrisch von
den Atompositionen abha¨ngen (z.B. adiabatische Born-Oppenheimer Wellenfunktion),
erlaubt die Definition der elektronischen Matrixelemente des Hamiltonian Hˆel(r;R)
Vij(R) =
〈
Φi(r;R)
∣∣Hˆel(r;R)∣∣Φj(r;R)〉. (3.46)
Die nicht-adiabatischen Kopplungsvektoren dij(R) sind definiert als (vgl. Gl. 3.25 und
3.7)
dij(R) = x2 =
〈
Φi(r;R)
∣∣∇∣∣Φj(r;R)〉, (3.47)
wobei ∇ den Gradienten nach den Atomkoordinaten R darstellt. Nimmt man nun an,
dass die Atombewegung durch eine Trajektorie R(t), also eine kontinuierliche Funktion
der Zeit beschrieben werden kann (siehe oben), so wird der elektronische Hamiltoni-
an Hˆel(r;R) zu einem zeitabha¨ngigen Operator. Die Entwicklung der Wellenfunktion
Ψ(r,R, t) des elektronischen Zustands zum Zeitpunkt t in elektronischen Basisfunktio-
nen {Φj(r;R, t)} ergibt
Ψ(r,R, t) =
∑
j
cj(t)Φj(r;R, t) (3.48)
mit den komplexen Entwicklungskoeffizienten cj(t). Das Einsetzen von Gl. 3.48 in die
zeitabha¨ngige elektonische Schro¨dingergleichung
i~
∂Ψ(r,R, t)
∂t
= HˆelΨ(r,R, t), (3.49)
Multiplikation von links mit Φi(r;R) und Integration u¨ber r liefert unter Beru¨cksich-
tigung der Kettenregel
〈
Φi
∣∣∂Φj
∂t
〉
= R˙ · dij(R)
i~c˙i =
∑
j
cj(Vij − i~R˙ · dij(R)). (3.50)
Diese gekoppelte Differentialgleichung kann fu¨r beliebige Trajektorien R(t) numerisch
integriert werden um die Amplituden cj der verschiedenen elektronischen Zusta¨nde zu
ermitteln. Die Terme, welche U¨berga¨nge zwischen elektronischen Zusta¨nden bewirken,
sind die Außerdiagonalelemente Vij des elektronischen Hamiltonians ( Vij = 0 fu¨r
elektronische Basisfunktionen in adiabatischer Darstellung), sowie das Skalarprodukt
aus Geschwindigkeits- und nicht-adiabatischem Kopplungs-Vektor R˙ · dij . Die Gl. 3.50
kann mit der Definition
aij = cic∗j (3.51)
in der gleichbedeutenden Dichtematrix-Formulierung dargestellt werden
i~a˙ij =
∑
l
[
alj(Vil − i~R˙ · dil(R))− ail(Vlj − i~R˙ · dlj(R))
]
, (3.52)
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welche auch nicht-reine (Superpositions-) Zusta¨nde als Anfangszustand beru¨cksichtigt.
Hierfu¨r wurden folgende Eigenschaften eines Satzes orthonormaler Basisfunktionen
{Φj(r;R)} verwendet:
d∗ij = −dij und djj = 0. (3.53)
Die Diagonalelemente ajj stellen die Populationen der elektronischen Zusta¨nde dar, die
Außerdiagonalelemente aij definieren die Koha¨renzen. Die Populationen ajj erfu¨llen die
Bedingung
a˙jj =
∑
i 6=j
bji mit bji = 2~−1Im(a∗jiVji)− 2Re(a∗jiR˙ · dji(R)). (3.54)
Eine Grundannahme des Algorithmus ist, dass sich jede Trajektorie auf nur einer ein-
zelnen Potantialhyperfla¨che bewegt, unterbrochen durch abprupte Spru¨nge von einer
Fla¨che auf eine andere. Der Algorithmus reproduziert fu¨r niederdimensionale Modellsy-
steme die quantenmechanischen Wahrscheinlichkeiten |cj(t)|2 unter Verwendung einer
minimalen Anzahl quantisierter U¨berga¨nge [117]. Die Hopping-Wahrscheinlichkeit gij
ist gegeben durch:
gij =
∆tbji
aii
. (3.55)
Wenn gij negativ ist, wird die Wahrscheinlichkeit auf Null gesetzt. Die Entscheidung, ob
ein Zustandswechsel stattfindet erfolgt u¨ber eine Zufallszahl ζ ∈ [0; 1]. Ist die Hopping-
Wahrscheinlichkeit gi2 gro¨sser ζ findet ein Zustandswechsel in den Zustand 2 statt, der
Wechsel in weitere Zusta¨nde wird durch das Kriterium gi2 < ζ < gi2 + gi3 u¨berpru¨ft.
Die numerische Integration der semi-klassischen zeitabha¨ngigen Schro¨dingergleichung
(Gl. 3.50) erfolgt mit Integrationsverfahren ho¨herer Ordnung, in dieser Arbeit wird der
in Newton-X implementierte Butcher Algorithmus 5ter Ordnung [164] verwendet.
Zur effizienten numerischen Behandlung wird ein zweiter Zeitschritt δt = 1/20∆t
eingefu¨hrt, welcher in der Integration der elektronischen Schro¨dingergleichung verwen-
det wird [163]
gij =
∫ ∆t
t dtbji(t)
aii(t)
. (3.56)
Dies erlaubt die Verwendung eines gro¨ßeren Zeitschrittes ∆t = 0.5 fs, wodurch der
Rechenaufwand der quantenchemischen Auswertung von Vij(R),∇Vij(R) und dij(R)
verringert wird.
Um die Energieerhaltung nach einem Zustandswechsel zu gewa¨hrleisten (nur am
Punkt der CoIn ist Vii(R) = Vjj(R)), muss der Geschwindigkeitsvektor R˙ angepasst
werden. Die Geschwindigkeits-Reskalierung erfolgt in Richtung des nicht-adiabatischen
Kopplungs-Vektors dij(R) (Gl. 3.47) [165], alternative Skalierungs-Richtungenen ko¨n-
nen der Impuls-Vektor, der gradient difference Vektor oder ein definierter Winkel in
der x1−x2 -Ebene (Gl. 3.25) sein [166]. Der Zustandswechsel wird unterdru¨ckt, wenn
Vjj(R) > Vii(R) und die Geschwindigkeitsreduktion die Komponente der angepassten
Geschwindigkeit u¨bersteigt (’virtueller U¨bergang’).
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Verbesserte surface-hopping Algorithmen zur Reproduzierbarkeit von quantenme-
chanischen Wahrscheinlichkeiten beru¨cksichtigen die Dephasierung nach dem Zu-
standswechsel [167] oder beruhen auf der Berechnung der U¨bergangswahrscheinlichkeit
im Phasenraum [162].
Implementierung von nicht-adiabatischer on-the-fly ONIOM Dynamik: Zur Be-
schreibung der Dynamik großer Moleku¨le (insbesondere eines Dinukleotids, siehe Ka-
pitel 4) u¨ber meherere elektronische Zusta¨nde hinweg, wurde im Rahmen dieser Arbeit
ein flexibles Linker-Programm entwickelt, welches als Interface zwischen verschiedenen
quantenchemischen Programmen (Gaussian03 und MOLPRO) fungiert und die Einga-
be des Programms zur Berechnung der Kerndynamik (Newton-X ) liefert. Die Struk-
tur der verwendeten Programmabla¨ufe ist in Schema 3.1 dargestellt. Die Lo¨sung der
elektronischen Schro¨dingergleichung (Gl. 3.9) basiert auf der ONIOM-Methode (siehe
Abschnitt 3.2.5), wobei die Partitionierung in verschiedene Layers, sowie alle low-Level
Berechnungen durch das Programm Gaussian03 erfu¨llt werden. Alle high-Level Berech-
nungen basieren auf dem Programm MOLPRO und erlauben so den flexiblen Zugriff
auf die gesamte Hierarchie von Korrelationsmethoden (CASSCF, MS-MRPT2), so-
wie die Beru¨cksichtigung mehrerer elektronischer Zusta¨nde in der unmittelbaren Na¨he
von konischen Durchschneidungen. Gema¨ß der CLS-Na¨herung werden die Gradienten
der elektronisch angeregten Zusta¨nde, sowie die derivative coupling Vektoren dij(R)
(Gl. 3.41 und 3.42) lokalisiert im Modell-System berechnet. Alle beno¨tigten Infor-
Newton X 
ONIOM-linker 
Gaussian03 MOLPRO2006 
Schema 3.1: Schmatische Darstellung des Zusammenspiels verschiedener quantenche-
mischer Programme in der ONIOM-Dynamik
mationen werden anschließend an das Programm Newton-X u¨bergeben, so dass die
Kerndynamik und nicht-adiabatische U¨berga¨nge evaluiert werden. Wird in der Dyna-
66
3.3 On-the-fly Moleku¨ldynamik
mik das gesamte System auf high-level Niveau betrachtet , so kann der entwickelte
Linker als Implementierung des Programms MOLPRO in den Newton-X -Formalismus
verstanden werden.
Kombination von multi-state Multi-Referenz Sto¨rungstheorie (MS-MRPT2)
und nicht-adiabatische on-the-fly Dynamik: Die multi-state Multi-Referenz Sto¨-
rungstheorie (MS-MRPT2) basiert auf den multi-Konfigurations Eigenschaften der
CASSCF-Wellenfunktion und erlaubt durch die Beru¨cksichtigung der dynamischen
Elektronenkorrelation eine akkurate Beschreibung von elektronisch angeregten Zusta¨n-
den (siehe Abschnitt 3.2.4). Die fu¨r on-the-fly MD beno¨tigten analytischen Gradienten
sind im Programm MOLPRO verfu¨gbar, jedoch wurde eine analytische Berechnung von
dij(R) auf MS-MRPT2-Niveau bisher nicht implementiert, so dass deren Verwendung
in on-the-fly Simulationen bisher nicht mo¨glich ist.
In Arbeiten von Tao et al. wurde erstmals MS-MRPT2 in ab initio multiple spaw-
ning dynamischen Simulationen verwendet [168], welchen eine Projektion des nicht-
adiabatischen Kopplungs-Vektors dij(R) und dessen numerische Berechnung zu Grun-
de liegt. Eine analoge Projektionstechnik wurde in dieser Arbeit fu¨r nicht-adiabatische
on-the-fly Dynamik implementiert. Mit der Definition der MS-MRPT2 Wellenfunktion
∣∣ΦMS−MRPT2I 〉 = M∑
p=1
CIp
∣∣ΦSS−MRPT2p 〉 (3.35)
kann der nicht-adiabatische Kopplungs-Vektor dMS−PT2ij (R) der MS-MRPT2 Wellen-
funktion abgeleitet werden als
dMS−MRPT2ij (R) =
〈
ΦMS−MRPT2I
∣∣∇∣∣ΦMS−MRPT2J 〉
=
M∑
p,q
(∇CJq)CIp
〈
ΦSS−MRPT2p
∣∣ΦSS−MRPT2q 〉+
CIpCJq
〈
ΦSS−MRPT2p
∣∣∇∣∣ΦSS−MRPT2q 〉.
(3.57)
Das Integral des zweiten Termes in Gl. 3.57 kann umgeschrieben werden zu〈
ΦSS−MRPT2p
∣∣∇∣∣ΦSS−MRPT2q 〉 =〈
ΦCASSCFp + δΦ
SS−MRPT2
p
∣∣∇∣∣ΦCASSCFq + δΦSS−MRPT2q 〉 =〈
ΦCASSCFp
∣∣∇∣∣ΦCASSCFq 〉+ 〈δΦSS−MRPT2p ∣∣∇∣∣ΦCASSCFq 〉+〈
ΦCASSCFp
∣∣∇∣∣δΦSS−MRPT2q 〉+ 〈δΦSS−MRPT2p ∣∣∇∣∣δΦSS−MRPT2q 〉 (3.58)
Auf Grund des divergierenden Verhaltens des CASSCF nicht-adiabatischen Kopplungs-
Vektors
〈
ΦCASSCFp
∣∣∇∣∣ΦCASSCFq 〉 (siehe Gl. 3.25 in Abschnitt 3.2.3) in der unmittel-
baren Na¨he von CASSCF-konischen Durchschneidungen ist die Implementierung von
Gl. 3.58 problematisch. Falls eine CASSCF-CoIn und MS-MRPT2-CoIn geometrisch
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nicht identisch sind, mu¨ssen sich die verschiedenen Terme in Gl. 3.58 aufheben. Diese
Bedingung kann durch Verwendung einer diabatischen Basis an CASSCF-Zusta¨nden
umgangen werden, in welcher sich die CASSCF-Orbitale und CASSCF-Konfigurations-
Wechselwirkungs-Koeffizienten sanft mit der Moleku¨lgeometrie vera¨ndern [169]. Diese
Diabatisierung gewa¨hrleistet bei geringer Sto¨rung δΦSS−MRPT2p , dass alle Terme in Gl.
3.58 minimiert, und somit vernachla¨ssigt werden ko¨nnen. Der dominante nichtadiabati-
sche Beitrag zum nicht-adiabatischen Kopplungs-Vektor dMS−MRPT2ij (R) erfolgt somit
durch die Misch-Koeffizienten und kann gena¨hert werden als
dMS−MRPT2ij (R) =
〈
ΦMS−MRPT2I
∣∣∇∣∣ΦMS−MRPT2J 〉
≈
M∑
p,q
(∇CJq)CIp
〈
ΦSS−MRPT2p
∣∣ΦSS−MRPT2q 〉
=
M∑
p,q
(∇CJq)CIpSMS−MRPT2pq .
(3.59)
Da in der nicht-adiabatischen on-the-fly Dynamik die Wirkung von dMS−PT2ij (R) durch
Projektion auf den Geschwindigkeits-Vektor R˙ berechnet wird (siehe Gl. 3.50) ist
eine effiziente numerische Berechnung durch infinitesimale Auslenkung entlang des
Geschwindigkeits-Vektors R˙ (anstatt insgesamt 3N Koordinaten) mo¨glich. Die im-
plementierte, projizierte Form von dMS−PT2ij (R)proj mit den numerisch abgeleiteten
Misch-Koeffizienten lautet
dMS−MRPT2ij (R)proj =
M∑
p,q
∆CJq
∆R
CIpSMS−MRPT2pq
=
M∑
p,q
CJq(R+ ∆R)− CJq(R)
∆R
CIpSMS−MRPT2pq
=
M∑
p,q
CJq(R+ eR˙)− CJq(R)

CIpSMS−MRPT2pq ,
(3.60)
wobei eR˙ als Einheitsvektor des Geschwindigkeits-Vektors R˙ definiert ist
eR˙ =
R˙
|R˙| . (3.61)
In allen Berechnungen wird eine endliche Schrittweite  = 0.01 Bohr verwendet.
Nach einem erfolgten Zustandswechsel muss der Geschwindigkeitsvektor R˙ zur Ener-
gieerhaltung skaliert werden, was in der Regel entlang des derivative coupling Vektors
x2 erfolgt [165]. Da dessen vollsta¨ndige Richtung im dargestellten MS-MRPT2 Verfah-
ren unbekannt ist, erfolgt die Reskalierung entlang des gradienten difference Vektors x1
(siehe Gl. 3.24) [166]. Ergebnisse der entwickelten nicht-adiabatische on-the-fly Dyna-
mik unter Verwendung von multi-state Multi-Referenz Sto¨rungstheorie (MS-MRPT2)
sind in der Masterarbeit von Sven Oesterling dargestellt.
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3.3.2 Anfangsbedingungen
Die Anfangsbedingungen von (semi-) klassischen MD-Simulationen mu¨ssen das En-
semble eines Experiments bestmo¨glich reproduzieren [170]. Hiefu¨r wird ein Ensemble
von Startbedingungen erzeugt. Daru¨berhinaus ist die Verwendung einer Schar von An-
fangsbedingungen inha¨rent no¨tig, da ein quantenmechanisches System (z.B. Moleku¨l)
auf Grund der Heisenberg’schen Unscha¨rferelation nicht vollsta¨ndig in Impuls und Ort
definiert sein kann. Da in klassichen Tajektorien (Gl. 3.43 bzw. 3.44) beide Gro¨ßen
eindeutig definiert sind, muss zur Berechnung quantenmechanischer Observablen fu¨r
eine definierte Geometrie eine Impulsverteilung in Betracht gezogen werden. Der quan-
tenmechanische Charakter des Systems wird somit imitiert.
Unkorrelierte Wigner Verteilung P (q0, q0): Zur Generierung von Startgeometrien
um eine Gleichgewichtsgeometrie werden die Geometrien q und Impulse p gema¨ß der
Wigner Verteilung bei T=300 K erzeugt :
P (q,p) =
N∏
i=1
αi
pi~
exp− αi
~ωi
(
p2i + ω
2
i q
2
i
)
mit αi = tanh (~ωi/2kbT )
(3.62)
wobei ωi die Frequenz der i-ten Normalmode darstellt. Die so erzeugte Schar von
Anfangsbedingungen stellt im Grenzwert von limn→∞ Trajektorien ein kanonisches
Ensemble dar.
Statistische Verteilung: Fu¨r on-the-fly MD Simulationen mit Startgeometrien fern-
ab der Gleichgewichtsgeometrie, wie z.B. von naszierenden Benzhydryl Kationen (sie-
he Abschnitt 5.2) werden die Anfangsbedingungen durch eine statistische Verteilung
erzeugt. Diese werden erzeugt, indem die Anregungsenergie eines hypothetischen An-
regepulses Ehν = 258 nm (= 4.8 eV) als kinetische Energie gleichberechtigt in allen
internen Freiheitsgraden deponiert wird [171]. Eine Gauss-verteilte Zufallszahl wird
der Anfangsgeschwindigkeit vi eines jeden Atoms i zugeordnet. Nach Eliminierung
der Schwerpunkts-Bewegung und -Rotation wird die kinetische Energie aller Atome i
reskaliert.
vinii =
√
2EKin∑
kMkv
2
k
vi, for k 6= i, (3.63)
wobei Mk die Masse aller anderen Atome k darstellt. Die Gauss-verteilten Anfangs-
geschwindigkeiten vinii beschreiben approximativ ein Ensemble fernab des Gleichge-
wichtes direkt nach der Photolyse. Diese Geschwindigkeitsverteilung ist durch den
ultraschnellen Bindungsbruch in einem Lo¨sungsmittelka¨fig motiviert. Durch den dis-
soziativen Charakter des angeregten elektronischen Zustands wird der Großteil der
Anregungsenergie direkt innerhalb von 200 fs in die kinetische Energie der Fragmente
umgewandelt [172]. In einem Lo¨sungsmittel sind die Fragmente ra¨umlich durch die
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erste Solvathu¨lle begrenzt und die kinetische Energie wird durch elastische Sto¨ße vom
Solute auf die Solventmoleku¨le u¨bertragen. In dieser Arbeit (siehe Abschnitt 5.2) wird
die nachfolgende A¨quilibrierung innerhalb der Solute- und Solventmoden untersucht.
3.3.3 Charakterisierung des Solvatationsprozesses
Fu¨r eine quantitative Analyse von MD Trajektorien werden passende Korrelations-
funktionen beno¨tigt. Durch die System-Bad-Korreltionsfunktion CE/SB(t) besteht ei-
ne direkte Verbindung zu experimentellen Observablen des Solvatationsprozesses. Dies
erlaubt eine U¨berpru¨fung des verwendeten Mikrosolvatations-Ansatzes durch den Ver-
gleich zur charakteristischen libronischen Solvatationszeit.
Aus on-the-fly MD Simulationen kann die System-Bad-Korrelationsfunktion
CE/SB(t) direkt berechnet werden
CE/SB(t) =
〈E(t)− E(∞)〉
〈E(0)− E(∞)〉 , (3.64)
wobei E(t) die potentielle Energie des Modellsystems zum Zeitpunkt t und E(∞) die
gemittelte Energie am Ende der Simulationsdauer darstellt. Durch 〈〉 wird die Mit-
telung u¨ber alle individuellen Trajektorien beru¨cksichtigt. Die Fouriertransformierte
von CE/SB(t) stellt die totale spektrale Dichte CE/SB(ω) dar. Zur Ermittlung der
experimentell zuga¨nglichen Solvatations-Korrelationsfunktion CSolv(t) mu¨ssen die in
CE/SB(ω) enthaltenen intra-molekularen, hochfrequenten Komponenten des Chromo-
phores und des Lo¨sungsmittels durch einen low-pass Frequenzfilter (also eine Heavyside
Stufenfunktion) im Frequenzraum eliminiert werden. Die resultierende spektrale Dich-
te CSolv(ω) des Solvatationsprozesses ist durch inverse Fouriertransformation mit der
Solvatations-Korrelationsfuntion CSolv(t) verknu¨pft, welche die makroskopische Solute-
Solvent Reorganisation beschreibt.
CSolv(t) kann durch die spektrale Response-Funktion verschiedener Experimente ab-
gebildet werden. Beispiele hierfu¨r sind der zeitaufgelo¨ste Stokes-Shift komplexer Mole-
ku¨le [173–175]. In der spektralen Responsefunktion von elektronischen Photonen-Echo
Experimenten [176–178] sind noch detailliertere Informationen u¨ber den Solvatations-
prozess enthalten, da diese direkt die Fluktuation des elektronischen U¨berganges abbil-
den. Die Dynamik des Lo¨sungsmittels wird so direkt erfasst und kann von der internen
Dynamik des Systems unterschieden werden. In weiterentwickelten time gated photon
echo Experimenten [179] ist es mo¨glich die System-Bad-Korrelationsfunktion CE/SB(t)
mit analytischen Modellen zu extrahieren [180].
Die Solvatations-Korrelationsfunktion CSolv(t) wird meist durch zwei Komponen-
ten dominiert [176, 181], eine ultraschnelle, Gauss-fo¨rmige Komponente auf der sub-
Pikosekunden Zeitskala, sowie eine langsamere Komponente auf der Piko- bis Nano-
sekunden Zeitskala. Alle in dieser Arbeit durchgefu¨hrten Untersuchungen (siehe Ab-
schnitt 5.2) beschra¨nken sich auf die ultra-schnelle Komponente, welche u¨berwiegend
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durch die erste Lo¨sungsmittelschicht vermittelt wird [181, 182]. Deshalb wird die Fit-
Funktion
G(t) = A · 1√
2piσ
exp
(
−1
2
(
t− t0
σ
)2)
+B, (3.65)
an die Solvatations-Korrelationsfunktion CSolv(t) angepasst. Der Parameter B beru¨ck-
sichtigt einen Versatz von CSolv(t) welcher durch die untersuchte chemische Reaktion
verursacht wird, t0 stellt einen zeitlichen Schift dar, welche initiale, intramolekulare
Prozesse modelliert.
Die ultra-schnelle Komponente des Solvatations-Prozesses wird durch die Solvatati-
onszeit tfast =
√
2ln2σ charakterisiert. Der Vergleich der Zeit tfast mit experimentellen
Daten [183, 184] und klassischen, nicht-reaktien MD Simulationen [181, 185, 186] er-
laubt es, die Genauigkeit des verwendeten Mikro-Solvatations-Ansatzes zu u¨berpru¨fen.
71

4 6-4-Photoschaden: Bildung des
Dewar-Valenz-Isomers
In diesem Kapitel wird der Mechanismus der lichtinduzierten Dewar-Valenz-
Isomerisierung des 6-4 DNA-Schadens untersucht. Der Schwerpunkt liegt auf dem me-
chanistischen Vergleich zwischen der monomeren, modifizierten DNA-Base 5-Methyl-2-
Pyrimidinon (5M2P) und dem im Dinukleotid verbru¨ckten 6-4 Photoschaden. Hierbei
wird ein Rekationsmechnismus vorgeschlagen, welcher mehrerer elektronisch angereg-
ter Zusta¨nde umfasst und entscheidend durch die sterischen Beschra¨nkungen im Dinu-
kleotid beeinflusst wird. Der Abschnitt endet mit der dynamischen Beschreibung der
elektrozyklischen Dewar-Valenz-Isomerisierung, sowie spektroskopischen Vorhersagen,
welche eine U¨berpru¨fung des Reaktionsmechanismus erlauben.
Biologische Relevanz des Dewar-(Dew)-Valenz-Isomes: Die Bildung von dimeren
Pyrimidin-Photoprodukten innerhalb der DNA durch UV-Strahlung (insbesondere
UV-C und UV-B) ist der u¨berwiegende Auslo¨ser von Karzinogenen durch Sonnen-
licht [188]. Die ha¨uftgsten prima¨r gebildeten La¨sionen sind hierbei Cyclobutan-Dimere
(CPD-Scha¨den, Schema 4.1, links), sowie Pyrimidin (6-4) Pyrimidon Adukte ((6-4)-
Scha¨den, Schema 4.1, mitte) an Dipyrimidin Sequenzen. In intakten Zellkulturen und
in menschlicher Haut stellen CPD-Scha¨den, bedingt durch die DNA Sequenz, die am
ha¨ufigsten gebildeten DNA-La¨sionen dar [189]. Der in der Ha¨ufigkeit folgende (6-4)-
Schaden kann durch die UV-A/B-Komponente des Sonnenlichts in einer sekunda¨ren
Photoreaktion zum Dewar-(Dew)-Valenz-Isomer weiter reagieren (Schema 4.1, rechts,
roter Pfeil). Diese formale 4pi-Elektrozyklisierung (Schema 4.1, Inlay) fu¨hrt zur Aus-
bildung zweier verbundener Vierringe innerhalb der DNA und stellt ein selten beob-
achtetes Strukturmotiv in der organischen Chemie dar.
Es wurde gezeigt, dass das Verha¨ltniss von gebildeten (6-4) und (Dew)-La¨sionen
durch die Bestrahlung mit ’ku¨nstlichem’ Sonnenlicht invertiert wird, so dass das
(Dew)-Valenz-Isomer unter realistischen Beleuchtungsbedingungen in zellularer DNA
dominiert [190, 191]. Diese Umkehr der Produktverteilung kann durch die jeweiligen
Absorptionsspektren von Dipyrimidin Sequenzen (TT), (6-4)-Scha¨den (T(6-4)T) und
(Dew)-Valenz-Isomeren (T(Dew)T), sowie der spektralen Verteilung des einfallenden
Sonnenlichtes erla¨utert werden (Schema 4.1, oben). Die Prima¨rreaktion der (6-4)-
Schadensbildung wird durch die hochenergetische UV-C Komponente des Sonnenlich-
tes in der (TT)-Sequenz initiiert (λmax = 260 nm fu¨r TT, Schema 4.1, oben, blaue
Linie), welche jedoch effektiv durch die Ozon-Schicht gefiltert wird. Die Sekunda¨rreak-
tion zum T(Dew)T erfolgt nach Anregung mit UV-B/A-Photonen (λmax = 320 nm fu¨r
73
4 6-4-Photoschaden: Bildung des Dewar-Valenz-Isomers
Schema 4.1: Unten: schematischer U¨berblick u¨ber die gebildeten dimeren Pyrimidin-
Photoprodukte in DNA: Neben dem CPD- und dem 6-4-Photoschaden stellt das
Dewar-Valenz-Isomer eine wichtige Scha¨digung in der DNA dar. Oben: Vergleich
der Absorptionsspektren von Dithymin Sequenzen (TT), (6-4)-Scha¨den (T(6-4)T)
und (Dew)-Valenz-Isomeren (T(Dew)T). Zusa¨tzlich ist die spektrale Verteilung
des einfallenden Sonnenlichtes unter AM1.5-Bedingungen [187] dargestellt.
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T(6-4)T, Schema 4.1, oben, rote Linie) welche die Ozon-Schicht durchdringen ko¨nnen
und in großer Zahl an der Erdoberfla¨che zur Verfu¨gung stehen [187]. Die u¨berwiegende
Mehrheit experimenteller Studien zur Untersuchung der prima¨ren DNA-Scha¨digung
verwenden monochromatisches UV-B Licht, wodurch, im Unterschied zu natu¨rlicher
Sonnenbestrahlung, die sekunda¨re Photoreaktion zu (Dew)-Valenz-Isomeren nur un-
zureichend beru¨cksichtigt sind [190, 192, 193].
Insgesamt stellt das (Dew)-Valenz-Isomer den am wenigsten untersuchten DNA-
Photoschaden dar. Der molekulare Mechanismus der (Dew)-La¨sionenbildung ist bis
jetzt nicht untersucht worden. Die hohe Mutagenita¨t (insbesondere 3’T → C Muta-
tionen) von (Dew)-Scha¨den [194–196] kann teilweise durch starke Deformationen der
DNA-Doppelhelix-Struktur erkla¨rt werden [197] (siehe Abb. 4.1). Diese Deformationen
Abbildung 4.1: Induzierte geometrische A¨nderungen im DNA Doppelstrang:
Dickerson-Dodecamer (links) [198], T(6-4)T (mitte) [199], T(DewT) (rechts) [197].
stellen eine physikalische Blockade der Replikations- und Transkriptions- Maschinerie
dar [200], was bis zum direkten Zelltod durch Apoptosis fu¨hren kann [201].
Ein Vergleich der verschiedenen Scha¨den bezu¨glich ihrer Reparatureffizienz zeigt,
dass die Reparatur von (6-4)-Dinukleotiden weitaus effizienter erfolgt, als von CPD-
Scha¨den [202, 203], wobei letztere ho¨chst selektiv repariert werden [204]. (Dew)-
La¨sionen hingegen weden nur langsam [194, 205], in Photolyasen unter Ru¨ckbildung des
(6-4)-Schadens [206], repariert. Im Gegensatz hierzu erfolgt die Reparatur von (6-4)-
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Scha¨den mit hoher Effizenz und ist weitestgehend verstanden [207, 208]. Die hohe
Affinita¨t [209] der verschiedenen Reparaturmechanismen bezu¨glich des (6-4)-Schadens
kann auf eine notwendige Unterdru¨ckung von (Dew)-La¨sionen in Organismen hindeu-
ten. Im folgenden wird der molekulare Mechanismus der lichtinduzierten Dewar-Valenz-
Isomerisierung des 6-4 DNA-Schadens untersucht.
Modellsystem T(6-4)CT An Dinukleotiden und isolierten DNA-Doppelhelices konn-
te durch Bestrahlung mit UV-B/A Licht demonstriert werden, dass (6-4)-Verbindungen
quantitativ zu den jeweiligen Dewar-Valenz-Isomeren reagieren [210]. In menschlichen
Zellen wurden (Dew)-Valenz-Isomerausbeuten von 80 % erreicht [211]. Hierbei weist
die Photoisomerisierung von T(6-4)T eine ho¨here Quantenausbeute als die T(6-4)C-
Isomerisierung auf [212]. Basierend auf diesen Ergebnissen wird in dieser Arbeit ein
Modell-Dinukleotid T(6-4)CT verwendet, welches vom T(6-4)T-Schaden abgeleitet ist,
jedoch anstelle der Phosphordiester-Verbru¨ckung (O − PO2 −O) eine bio-isosterische
Formacetal-Verbru¨ckung (O − CH2 − O) im Desoxiribose-Ru¨ckrad aufweist (siehe
Abb. 4.2, links).
Abbildung 4.2: Optimierte Geometrie des T(6-4)CT Dinukleotids (links) sowie op-
timierte Geometrie von 5-Methyl-2-Pyrimidinon (5M2P) (rechts). 5M2P weist
Cs-Symmetrie auf.
Das experimentelle Absorptionsspektren von T(6-4)CT und monomerem 5M2P ist
nahezu identisch (vergleiche Abb. B.1, blaue und schwarze Linie), es wird somit eine
lokalisierte Anregung im 5M2P-Fragment angenommen. Die CLS-Na¨herung (Gl. 3.39
in 3.2.5) zur theoretischen Behandlung von elektronisch angeregten Zusta¨nden im Di-
nukleotids T(6-4)CT ist somit gerechtfertigt.
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4.1 5-Methyl-2-Pyrimidinon (5M2P)
Im Folgenden werden zuna¨chst die photophysikalischen und photochemischen Eigen-
schaften des Monomeren 5-Methyl-2-Pyrimidinon (5M2P) untersucht, welches das
Chromophor des prima¨ren 6-4 Photoproduktes von UV-gescha¨digter DNA darstellt
(siehe Abb. 4.2, rechts). Hierbei steht die Valenz-Isomerisierungs-Reaktion von 5M2P
zum Dewar-Isomer im Vordergrund. Wa¨hrend eine Vielzahl an theoretischen Arbei-
ten zur Photostabilita¨t von monomeren Nukleinsa¨ure-Basen und modifizierten Basen
existiert (fu¨r einen U¨berblick hierzu siehe [15]) ist die photochemische Bildung von
Dewar-Isomeren lediglich fu¨r substituierte 4-Pyrimidinone bei tiefer Temperatur expe-
rimentell belegt [213, 214], das Vorhandensein einer entsprechenden konischen Durch-
schneidunge (CoIn) wurde theoretisch gezeigt [215].
In theoretischen Arbeiten von Kistler et al. wurden die photophysikalischen Eigen-
schaften von 5M2P bereits eingehend unter Verwendung der MRCI -Methode unter-
sucht [19, 20, 216]. Hierbei wurden CoIn Sa¨ume lokalisiert, welche den optisch zuga¨ngli-
chen S2 (= 21A
′
) mit dem S1 (=11A
′′
) Zustand, sowie den S1 mit dem elektronischen
Grundzustand S0 verbinden. Der Ursprung der Fluoreszenz des Moleku¨ls im DNA-
Doppelstrang [217, 218], was die Existenz eines Minimums im angeregten Zustand
erfordert, konnte jedoch nicht zweifelsfrei gekla¨rt werden, da das lokalisierte Minimum
im angeregten Zustand einen zu rot verschobenen U¨bergang aufweist.
Vertikale Anregungsenergien: Zur Behandlung der ersten drei elektronisch angereg-
ten Zusta¨nde werden sechs besetzte und drei unbesetzte Orbitale auf CASSCF-Niveau
im aktiven Raum beru¨cksichtigt (alle Berechnungen werden mit fu¨nf gleichgewichte-
ten Zusta¨nden durchgefu¨hrt - state average sa5- CAS(12/9)- Basissatz: split valence
double ζ - 6-31G∗). Der multi-Konfigurations-Charakter von CASSCF erlaubt es, den
Charakter verschiedener elektronisch angeregter Zusta¨nde richtig zu beschreiben (sie-
he Kapitel 3.2.2). Alle sieben im aktiven Raum enthaltenen pi - Orbitale weisen A
′′
Symmetrie auf, die n - Orbitale der freien Elektronenpaare besitzen A
′
Symmetrie be-
zu¨glich der vorhandenen Spiegelebene (siehe Abb. 4.3). Der optisch zuga¨ngliche S2 (=
21A
′
) Zustand wird u¨berwiegend durch die HOMO → LUMO Anregung beschrieben
(pi−pi∗), die symmetrieverbotenen U¨berga¨nge in S1 (= 11A′′) und S3 (= 21A′′) werden
durch Anregungen aus den freien Elektronenpaaren charakterisiert (nN−pi∗ - HOMO-1
bzw. nO−pi∗ - HOMO-4). Eine Aufstellung der berechneten Anregungsenergien findet
sich in Tabelle 4.1 und B.1. Ein Vergleich mit den experimentellen Anregungsenergi-
en [219] zeigt, dass sa5 - CAS(12/9)/6-31G∗ Berechnungen die Anregungsenergie um
≈ 1 eV u¨berscha¨tzen.
Fu¨r akkurate absolute Anregungsenergien wird die Multi-Referenz Rayleigh-
Schro¨dinger Sto¨rungstheorie (MRPT2) verwendet (in allen Berechnungen wird ein
level-shift s = 0.3 verwendet). Fu¨r eine systematische Berechnung der Anregungsener-
gie werden verschiedene Varianten der MRPT2-Methode verglichen, sowie die Ver-
wendung verschiedener CASSCF-Referenzwellenfunktionen untersucht (siehe Tabelle
4.1 und B.1). Die MRPT2 Varianten MRPT2-rs2c und NEVPT2 beru¨cksichtigen die
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Abbildung 4.3: Im aktiven Raum beru¨cksichtigte Moleku¨lorbitale von 5-Methyl-2-
Pyrimidinon (5M2P). Das Moleku¨l weist Cs-Symmetrie auf.
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dynamische Elektronenkorrelation im single-state Formalismus, wa¨hrend MS-MRPT2
ein multi-state Formalismus zu Grund liegt (fu¨r die theoretischen Grundlagen siehe
Abschnitt 3.2.4). In allen MRPT2 Varianten wird der optisch zuga¨ngliche S2 (= 2
1A
′
) Zustand deutlich sta¨rker als der S1 (= 11A
′′
) Zustand stabilisiert, so dass die
energetische Abfolge der beiden Zusta¨nde vertauscht wird (21A
′
= S1; 11A
′′
= S2).
In den Untersuchungen von Kistler et al. hat die Beru¨cksichtigung der dynamischen
Elektronenkorrelation ebenfalls einen dominanten, stabilisierenden Effekt auf den 21A
′
Zustand, es wird jedoch kein Vertauschen, aber eine quasi-Entartung der Zusta¨nde
berichtet (∆ E(11A
′′
- 21A
′
) = 0.05 eV) [216].
Die durch single-state Varianten ermittelten vertikalen Anregungsenergien liegen
unter den mit der multi-state Variante berechneten Werten (Abweichung ∆∆E =
0.26 − 0.56 eV), wobei die Methode MRPT2-rs2c sta¨rkere Abweichungen aufweist.
Auf Grund der endlichen Gro¨ße des verwendeten Basissatzes wird die u¨beraus gute
U¨bereinstimmung der mit single-state Varianten berechneten Anregungsenergien mit
den experimentellen Werten bezweifelt und auf einen systematischen Fehler zuru¨ck
gefu¨hrt. Dieser resultiert aus der unausgewogenen Betrachtung und vernachla¨ssigten
Wechselwirkung [150] der verschiedenen elektronischen Zusta¨nde Si. Insbesondere die
dynamische Elektronenkorrelation des elektronische Grundzustands wird unterscha¨tzt,
was sich in ’zu kleinen’ vertikalen Anregungsenergien a¨ußert. Erst die Verwendung sehr
großer Expansionen fu¨r die CASSCF-Referenzwellenfunktion garantiert im single-state
Formalismus eine ausgewogene Behandlung aller elektronischer Zusta¨nde [151, 220,
221].
Im multi-state MRPT2 - Formalismus wird die Wechselwirkung der sa-CASSCF -
Zusta¨nde in der effektiven Hamilton-Matrix HMS−MRPT2 beru¨cksichtigt. Dies garan-
tiert, dass die Qualita¨t der vertikalen Anregungsenergien eine geringere Abha¨ngigkeit
von der Expansionsla¨nge der CASSCF-Wellenfunktion aufweisen [222] (unter der Ein-
scha¨nkung, dass die relevanten Referenzkonfigurationen enthalten sind!). Die Beru¨ck-
sichtigung der dynamischen Elektronenkorrelation in MS-MRPT2 und eine systema-
tische Verbesserung des Basissatzes durch die Einbeziehung diffuser Basisfunktionen
(aug-cc-pvdz ) fu¨hrt zu einer exzellenten U¨bereinstimmung mit den experimentell er-
mittelten Anregungsenergien. Die Zusta¨nde 11A
′′
und 21A
′
a¨ndern ihre Abfolge im
Vergleich zu den sa-CASSCF Zusta¨nden und sind nahezu entartet (∆E(11A
′′
- 21A
′
)
= 0.12 bzw. 0.25 eV), der optisch zuga¨ngliche pi − pi∗ Zustand stellt somit wie im
Cytosin [222] den ersten angeregten Zustand dar. Fu¨r eine verla¨ssliche und genaue Be-
rechnung der Abfolge der elektronischen Zusta¨nde in 5M2P stellen multi-state (MS)-
MRPT2 Berechnungen die Methode der Wahl dar.
Die Berechnungen mit einer geringen Expansionsla¨nge der CASSCF-Referenz-
Wellenfunktion (sa4 -CAS(4,3)) beru¨cksichtigen den minimalen Satz an Referenzkonfi-
gurationen, erlauben jedoch keine quantitative Berechnung von vertikalen Anregungs-
energien [222]. Nach Beru¨cksichtigung der dynamischen Elektronenkorrelation MS-
MRPT2/ sa4 -CAS(4/3) kann die korrekte energetische Abfolge der Zusta¨nde 11A
′′
und
21A
′
ermittelt werden, der Fehler in der Anregungsenergie (relativ zu MS-MRPT2/sa5 -
CAS(12/9)) ist < 0.1 eV. Die betra¨chtliche Verringerung der beno¨tigten Rechenkapa-
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Tabelle 4.1: Vertikale Anregungsenergien (in [eV]) von 5M2P auf CASSCF und
MRPT2 theoretischem Niveau sowie absoluter Energiewert des Grundzustands
S0 (in [a.u.]). Grundzustandsgeometrie: HF Minimum
electronic state 11A
′
11A
′′
21A
′
21A
′′
31A
′
Charakter pi nN − pi∗ pi − pi∗ nO − pi∗ pi − pi2∗
Basis:
6-31G∗
CAS(4/3)
CASSCF -376.58860 4.91 6.10 - 11.10
MS-MRPT2 -377.71813 4.43 4.23 - 7.01
MS-MRPT2S1 -377.69568 4.22 2.95 - 5.90
MRPT2-rs2c -377.69640 3.84 3.67 - 7.85
NEVPT2 -377.71226 4.24 3.97 - 6.28
CAS(8/8)
CASSCF -376.62983 4.66 5.20 5.10 7.67
MS-MRPT2 -377.71313 4.23 4.03 4.98 7.07
CAS(12/9)
CASSCF -376.66290 4.51 4.79 5.01 6.51
MS-MRPT2 -377.71952 4.39 4.34 5.05 6.60
MRPT2-rs2c -377.69840 4.03 3.82 4.62 6.13
NEVPT2 -377.70782 4.51 4.06 5.17 6.75
MRCIσpi2 [19, 20, 216] -377.01369 4.37 4.42 5.07 -
Exp. [218, 219] 4.09-3.85
zita¨ten erlaubt die Optimierung eines A
′
symmetrischen, planaren Minimums, welches
ein U¨bergangsmoment mit dem Grundzustand aufweist, und in seiner energetischen
Lage (∆E(21A
′
- 11A
′
) = 2.95 eV) gute U¨bereinstimmung mit der auftretenden Fluo-
reszenz in 5M2P aufweist (λmax = 380 nm). Die dargestellte Strategie zur Minimierung
des Rechenaufwand von MS-MRPT2 Berechnungen erlaubt prinzipiell deren Verwen-
dung in on-the-fly dynamischen Simulationen.
Nicht-adiabatische photophysikalische Relaxationswege: Die Relaxation des elek-
tronisch angeregten Zustands von 5M2P kann am besten anhand der Symmetrieeigen-
schaften des Moleku¨ls verdeutlicht werden [223]. Durch Anregung in den photoaktiven
21A
′
Zustand werden total-symmetrische Normalmoden der A
′
Symmetrie angeregt.
Diese agieren als tuning-Moden und fu¨hren direkt zum Saum der CoIn zwischen 21A
′
und 11A
′′
Zustand. Alle Normalmoden der A
′′
Symmetrie agieren als coupling-Moden
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und reduzieren die Symmetrieeigenschaften des Moleku¨ls. Dieser Symmetriebruch hebt
die Entartung auf und vermittelt die Relaxation in den dunklen 11A
′′
Zustand. Die
niedrigste CoIn(S1/S2) ist demnach vollsta¨ndig planar [216].
Die minimale CoIn(S0/S1,min) fu¨rt zur Entartung des nN − pi∗-Zustands mit dem
pi-Grundzustand und wurde bereits von Kistler et al. beschrieben [19, 216] (Abb. 4.4,
links). Diese CoIn ist vom FC-Punkt energetisch zuga¨nglich (∆E(FC-CoIn(S0/S1,min)
= 0.15 eV ), im Gegensatz zu den CoIn(S0/S1) in monomeren DNA-Basen [15], aber
nicht barrierelos erreichbar. Die starke out-of-plane Bewegung des N3 Atoms charakte-
risiert diese CoIn(S0/S1,min). Eine weitere charakteristische Geometriea¨nderung stellt
die out-of-plane, abgewinkelte Stellung des H10 Atoms und die damit verbundene na¨-
herungsweise sp3-Rehybridisierung an C4 (∠(N3- C4 - H10 - C5 = 132.1 ◦). Fu¨r ein
idealisiertes sp3 -C-Atom betra¨gt der entsprechende Diederwinkel 120 ◦.
Abbildung 4.4: Minimale konische Durchschneidung CoIn(S0/S1,min) (links), sowie
konische Durchschneidung CoIn(S0/S1/S2,min) von drei elektronischen Zusta¨n-
den (rechts) in 5M2P. Die Dreizustands-CoIn wurde mit dem Programm COLUM-
BUS [146] optimiert.
Ein geometrischer Vergleich der minimalen CoIn(S0/S1,min) in 5M2P mit den be-
kannten CoIn in Cytosin [19, 222, 224, 225] zeigt, dass das out-of-plane Strukturelement
zusammen mit der Pyramidalisierung des benachbarten C4-Atoms in beiden Moleku¨-
len erhalten bleibt. An den Geometrien der CoIn erfolgt eine biradikalische, partielle
Entkopplung des pi-Systems.
CoIn(S0/S1,min) ist der energetisch niedrigste Punkt eines CoIn(S0/S1) Saumes,
welcher in CoIn(S0/S1/S2,min) (siehe Abb. 4.4, rechts) seinen Ursprung hat [20]. Ener-
getisch liegt CoIn(S0/S1/S2,min) u¨ber dem FC-Punkt und ist somit durch (pi − pi∗)-
Valenzanregung nicht erreichbar. Elektronisch zeichnet sich CoIn(S0/S1/S2,min)
durch eine bi-radikalische Struktur aus, verursacht durch die out-of-plane Stellung der
Atome N3 und C6, und weist somit geometrische A¨hnlichkeit zum 5M2P-Dewar-Valenz-
Isomer ((Dew)5M2P ) auf. Entlang des CoIn(S0/S1)-Saumes zu CoIn(S0/S1,min) pla-
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narisiert der Ring an C6, wobei gleichzeitig eine Abwinkelung des H10 Atoms mit
partieller sp3-Rehybridisierung an C4 erfolgt.
Obwohl CoIn(S0/S1/S2,min) geometrisch bereits dem Dewar-Valenz-Isomer von
5M2P a¨hnelt, erfolgt keine photochemische Valenz-Isomerisierung im monomeren
5M2P. Dies kann aus der relativen energetischen Lage zwischen CoIn(S0/S1,min) und
dem U¨bergangszustands TS der Photoreaktion erkla¨rt werden. Durch out-of-plane Mo-
den ist ein Bereich des CoIn(S0/S1) Saums zuga¨nglicher, welcher energetisch deutlich
unterhalb des TS liegt. Die optimierten Strukturen des CoIn(S0/S1) Saums weisen
einen Grundzustands-Gradienten in Richtung von 5M2P auf, so dass neben der beob-
achteten Fluoreszenz (siehe oben und Ref. [19]) ausschließlich photophysikalische Deak-
tivierung durch interne Konversion erfolgt. Als einzige Ausnahme wurde ein hochener-
getischer Punkt des CoIn(S0/S1)-Saums lokalisiert, welche große strukturelle A¨hnlich-
keiten zu CoIn(S0/S1/S2,min) aufweist, energetisch jedoch oberhalb des FC-Punktes
liegt. Dieser reaktive Teil des CoIn(S0/S1)-Saums erlaubt durch den Grundzustands-
Gradienten die Bildung von (Dew)5M2P , ist aber durch Population des 21A
′
Zustands
(λmax = 323 nm) nicht erreichbar. Die experimentell beobachtete Bildung von substi-
tuierten, unverbru¨ckten (Dew)5M2P -Verbindungen erfolgt nach Langzeitbestrahlung
mit Quecksilber-Dampf-Lampen [226, 227], welche Emissionslinien bei 254 und 185
nm besitzen. Die beobachtete photochemische Valenz-Isomerisierung erfolgt unter der
Beteiligung ho¨her angeregter Zusta¨nde.
4.2 T(6-4)CT-Photoschaden und Bildung des T(Dew)CT
Dewar-Valenz-Isomers
Im Monomer 5M2P erfolgt eine vollsta¨ndige photophysikalische Deaktivierung des elek-
tronisch angeregten 21A
′
Zustands durch Fluoreszenz und interne Konversion. Die Bil-
dung des Dewar-Valenz-Isomers (Dew)5M2P wird durch einen energetisch tief liegenden
CoIn Saum effektiv verhindert (siehe Abschnitt 4.1). In zellula¨rer und isolierter DNA
wird durch UV-A/B- und Sonnenlicht-Bestrahlung der (Dew)-Schaden in substanzi-
ellen Mengen gebildet [190, 206], so dass ein Wechsel von einem photophysikalischen
Deaktivierungs- zu einem photochemischen Reaktions-Mechanismus vorliegen muss.
Dieser Unterschied wird in folgendem Abschnitt am Modellsystem des T(6-4)CT Di-
nukleotids (siehe Abb. 4.2) dargelegt.
Geometrische und thermodynamische Betrachtung der Valenz-Isomerisierungs-
Reaktion: Ein Vergleich der Gleichgewichtsgeometrien von T(6-4)CT und 5M2P (sie-
he Abb. 4.2), zeigt, dass nur minimale geometrische A¨nderungen durch den Einbau in
das Dinukleotid auftreten (in allen Berechnungen am T(6-4)CT wird die in Abschnitt
3.2.5 dargelegte ONIOM(CAS(12/9):HF / 6-31G*) Methode verwendet). Durch die
Ringspannung der bio-isosterischen Formacetal-Verbru¨ckung wird die Cs Symmetrie
des zentralen 5M2P Fragmentes im T(6-4)CT gebrochen, es liegt eine geringfu¨gige
Sto¨rung der Planarita¨t vor (Diederwinkel ∠(N1- C6 - N3 - C4) = 174.5◦). Im natu¨rlich
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auftretenden Dinukleotid T(6-4)CT bewirkt die Zucker-Phosphatdiester-Verbru¨ckung
eine identische Deformation (∠(N1- C6 - N3 - C4) = 175.3◦).
Eine Analyse der Grundzustands-Energetik der Valenz-Isomerisierungs-Reaktion
zeigt, dass der Einbau des 5M2P-Fragmentes in das Dinukleotid sowohl die freie Ener-
giedifferenz ∆G, als auch die Aktivierungsenergie ∆G# der Reaktion beeinflusst (siehe
Tabelle 4.2). Fu¨r die freie Base 5M2P ist die Valenz-Isomerisierungs-Reaktion mit ∆G
= 2.41 eV stark endotherm, die Isomerisierungs-Barriere ∆G# betra¨gt in der Gaspha-
senreaktion 3.87 eV. Die Simulation einer polaren Umgebung durch ein Kontinuums-
Modell [228, 229] ( = 80.35 fu¨r Wasser) stabilisiert die Reaktanden-Struktur besser, so
dass sowohl ∆G, als auch ∆G# ansteigen (∆∆GSolv = 0.18 eV, ∆∆G
#
Solv = 0.07 eV).
Tabelle 4.2: Relativer Vergleich der freien Energiedifferenz ∆G, sowie der Aktivie-
rungsenergie ∆G# der Dewar-Valenz-Isomerisierungs-Reaktion fu¨r 5M2P, T(6-
4)CT und T(6-4)T auf B3LYP / 6-31G* Niveau. Alle Energiedifferenzen sind in
[eV] angegeben.
∗ Dewar-Valenz-Isomer im Inneren gebildet, fu¨r eine Zuordnung der Struktur siehe
Abb. B.1 und Abb. B.3
∗∗ Dewar-Valenz-Isomer und T(6-4)CT besitzen verschiedene Ausgangs-
Konformationen, fu¨r eine Zuordnung der Struktur siehe Abb. B.1 und Abb. B.3
compound educt TS Dewar
gas phase
5M2P 0.0 3.87 2.41
T(6-4)CT 0.0 3.11 1.66
T(6-4)CT∗ 0.0 3.42 2.16
T(6-4)CT∗∗ 0.05 3.27 1.77
T(6-4)T 0.0 3.19 1.73
Im Dinukleotid T(6-4)CT verringert sich die beno¨tigte freie Energiedifferenz ∆G auf
1.66 eV (∆G# = 3.11 eV), die Reaktand-Struktur wird in polarer Umgebung ebenfalls
besser stabilisiert als dessen Dewar-Valenz-Isomer (∆∆GSolv = 0.26 eV). Den gro¨ssten
Einfluss besitzt die Formacetal-Verbru¨ckung auf die Ho¨he der Isomerisierungs-Barriere,
diese wird im Vergleich zum Monomeren 5M2P um 0.76 eV reduziert. Eine Zusammen-
fassung der Energetik der Valenz-Isomerisierung ist in Schema 4.2 dargestellt.
Durch den Bruch der Planarita¨t destabilisiert das Formacetal-Ru¨ckrad die Edukt-
struktur und verringert so die Reaktionsbarriere ∆G#. Die relative energetische Lage
von U¨bergangszustand TS und Dewar-Valenz-Isomer ist im Vergleich von Dinukleotid
und freier Base 5M2P nahezu unvera¨ndert.
Die Thermodynamik der Isomerisierungs-Reaktion ist im ku¨nstlichen T(6-4)CT und
im natu¨rlichen Dinukleotid T(6-4)T unvera¨ndert. Die Abweichungen betragen 0.09 eV
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(Dew)5M2P
T(6−4)  T C
T(Dew)  T   C
3.11 eV
5M2P
TS
3.87 eV
1.66 eV
2.41 eV
Schema 4.2: Energetischer Vergleich der Valenz-Isomerisierungs-Reaktion der freien
Base 5M2P, sowie des Dinukleotids T(6-4)CT.
in der Barrierenho¨he ∆G# und 0.06 eV in der freien Energiedifferenz ∆G der Re-
aktion (siehe Tabelle 4.2). Der Einfluss der vera¨nderten bio-isosterischen Formacetal-
Verbru¨ckung auf die Themodynamik der Valenz-Isomerisierung kann somit vernach-
la¨ssigt werden.
Elektronisch angeregte Zusta¨nde in der T(6-4)CT → T(Dew)CT Valenz-
Isomerisierung: Durch die bio-isosterische Formacetal-Verbru¨ckung im T(6-4)CT
wird die Cs Symmetrie des 5M2P Fragmentes gebrochen. Diese Sto¨rung der Plana-
rita¨t bewirkt dass die Zusta¨nde S1, S2 und S3 bereits am FC-Punkt einen deutlichen
Mischcharakter aufweisen und das U¨bergangsmoment mit dem Grundzustand auf alle
drei Zuta¨nde verteilt wird (vgl. Abschnitt 4.1, out-of-plane Moden dienen in der Cs
Symmetrie als Kopplungsmoden). Die energetische Lage der Zusta¨nde S2 und S3 ist
im Vergleich zum Monomeren 5M2P nur geringfu¨gig vera¨ndert (∆E = 0.15 eV auf
MS-MRPT2-Niveau, siehe Tabelle 4.3 und B.1). Der S1 Zustand mit u¨berwiegendem
nN − pi∗ Charakter wird jedoch im Vergleich zum Monomer um 0.43 eV stabilisiert
und stellt auch auf MS-MRPT2 Niveau den ersten elektronisch angeregten Zustand S1
dar.
Um den Verlauf der elektronisch angeregten Zusta¨nde entlang der Reaktionskoordi-
nate T(6-4)CT - T(Dew)CT zu ermitteln, werden die stationa¨ren Punkte der Valenz-
Isomerisierungs-Reaktion (T(6-4)CT , TS, T(Dew)CT, siehe Tabelle 4.2) entlang der
intrinsischen Reaktions-Koordinate (=IRC) zu einem Reaktionspfad verbunden. Die
berechneten Anregungsenergien entlang des IRC (ONIOM(CAS(12/9):HF)) sind in
Abb. 4.5 dargestellt. Zusa¨tzlich werden zwei Triplett-Zusta¨nde T1/2 beru¨cksichtigt.
Der energetische Verlauf zeigt, dass der elektronische Grundzustand S0 mit dem
ersten angeregten Zustand S1 entlang dem IRC nahezu entartet (∆E = 0.16 eV,
IRC = 0.58, Abb. 4.5, rot und schwarz). Dieser Entartungspunkt (Abstand N3
- C6 = 2.24 A˚) ist geometrisch nahezu identisch zum U¨bergangszustand TS der
84
4.2 T(6-4)CT-Photoschaden und Bildung des T(Dew)CT Dewar-Valenz-Isomers
Tabelle 4.3: Vertikalen Anregungsenergien (in [eV]) von 5M2P und T(6-4)CT auf
CASSCF und MRPT2 theoretischem Niveau, U¨bergangsmomente
∣∣〈Si∣∣µx,y,z∣∣S0〉∣∣2
(in [a.u.]), sowie absoluter Energiewert des Grundzustands S0 (in [a.u.]). Grund-
zustandgeometrie - HF optimierte Geometrie, Basis: 6-31G∗;
electronic state S0 S1 S2 S3 S4
Charakter pi nN − pi∗ pi − pi∗ nO − pi∗ pi − pi2∗
CAS(12/9)
5M2P
CASSCF -376.66290 4.51 4.79 5.01 6.51
MS-MRPT2 -377.71952 4.39 4.34 5.05 6.60∣∣〈Si∣∣µx,y,z∣∣S0〉∣∣2 0.0 0.66 0.0 0.08
T(6-4)CT
CASSCF -1778.01310 4.56 5.74 4.86 6.69
MS-MRPT2 -1779.05028 3.95 4.48 5.02 6.18∣∣〈Si∣∣µx,y,z∣∣S0〉∣∣2 0.10 0.53 0.08 0.02
Exp. [230] 4.09-3.85
(λmax = 323 nm)
Valenz-Isomerisierung. Die lokalisierte minimale CoInT (6−4)CT (S0/S1) des Dinukleo-
tids ist lediglich um 0.23 eV stabiler (Abb. 4.5, cyan). Beide Geometrien sind ener-
getisch vom Franck-Condon Bereich erreichbar. Ein geometrischer Vergleich zwischen
CoInT (6−4)CT (S0/S1) und TS ist in Abb. 4.6 dargestellt.
Die stationa¨ren Punkte CoInT (6−4)CT (S0/S1) und TS weisen eine ausgepra¨gte out-
of-plane Stellung der Atome N3 und C6 im 5M2P Fragment auf und besitzen bi-
radikalischen Charakter. Der zur Dewar-Valenz-Isomerisierung entscheidende N3-C6
Abstand betra¨gt am TS 2.07 A˚, bzw. 2.33 A˚ an der CoIn(S0/S1) und ist somit stark
verku¨rzt im Vergleich zur CoIn5M2P (S0/S1,min) des monomeren 5M2P (N3-C6 =
2.61 A˚). Ein weiterer geometrischer Unterschied zwischen der CoIn5M2P (S0/S1) und
CoInT (6−4)CT (S0/S1) existiert im Diederwinkel ∠(N3- C4 - H10/C6′ - C5) welcher die
Hybridisierung des C4 Atoms beschreibt. Dieser betra¨gt in CoIn5M2P (S0/S1) 132.10,
wa¨hrend an CoInT (6−4)CT (S0/S1) ein Wert von 171.6 0 vorliegt. Die Idealwerte eines
sp3 hybridisierten C Atoms sind 1200, sowie 1800 fu¨r ein sp2 hybridisiertes C Atom.
Das Zucker-Formacetal-Ru¨ckrad im Dinukleotid T(6-4)CT verhindert durch die Ring-
spannung die zur Ausbildung von CoIn5M2P (S0/S1) erforderliche sp2 → sp3 Rehybri-
disierung. Als Konsequenz weist CoInT (6−4)CT (S0/S1) einen sta¨rkeren bi-radikalischen
Charakter mit out-of-plane Stellung der Atome N3 und C6 auf (vergleiche hierzu den
von CoIn5M2P (S0/S1/S2) ausgehenden CoIn5M2P (S0/S1) - Saum in Abschnitt 4.1 und
Abb. 4.4)
Der Wechsel des Reaktionsmechanismus von der photophysikalischen Deaktivierung
im 5M2P zu einer photochemischen Dewar-Valenz-Isomerisierung im T(6-4)CT Di-
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Abbildung 4.5: Intrinsische Reaktions-Koordinate (=IRC) des Grundzustands S0
(schwarz) sowie relative Energien von S1 (rot), S2 (gru¨n), T1 (blau) und T2 (magen-
ta) im T(6-4)CT Dinukleotid auf ONIOM(CAS(12/9):HF) - Niveau. Zusa¨tzlich ist
die energetische Lage der minimalen CoInT (6−4)CT (S0/S1) (cyan), sowie eines Mi-
nimums im angeregten Zustand dargestellt. Der optisch zuga¨ngliche S2 (pi − pi∗)
Zustand (gru¨n) wird erst durch die Beru¨cksichtigung der dynamischen Elektro-
nenkorrelation (ONIOM(MRPT2 - CAS(12/9):HF)) stabilisiert, fu¨r akkurate An-
regungsenergien siehe Tabelle 4.3 und B.1.
Abbildung 4.6: Struktur des U¨bergangszustandes TS (links) sowie der minimalen ko-
nischen Durchschneidung CoInT (6−4)CT (S0/S1) (rechts) im T(6-4)CT Dinukleotid.
Zum Vergleich ist die minimale konischen Durchschneidung CoIn5M2P (S0/S1) von
5M2P transparent dargestellt.
86
4.3 Dynamik im T(6-4)CT -Photoschaden
nukleotid ist eine Folge der Ringspannung der Zucker-Formacetal-Verbru¨ckung. Die
begrenzende Mikroumgebung verhindert die freie Beweglichkeit von C ′6 und somit
die partielle sp2 → sp3 Rehybridisierung. Die niedrigste Deaktivierungs-Struktur
CoInT (6−4)CT (S0/S1) des elektronisch angeregten Zustands besitzt als Konsequenz im
Vergleich zu 5M2P eine sta¨rkere out-of-plane Stellung der Atome N3 und C6 und weist
strukturelle U¨bereinstimmung mit dem TS der Isomerisierungs-Reaktion auf. Die so
ermo¨glichte Dewar-Valenz-Isomerisierungs-Reaktion zum T(Dew)CT ist somit keine
Eigenschaft der modifizierten monomeren DNA-Base 5M2P, sondern ein Nachteil der
Verbru¨ckung und somit definierter ra¨umlicher Anordnung im (6-4)-Photoschaden. Das
Versta¨ndnis der T(6-4)T- Reaktivita¨t und des mikroskopischen Reaktionsmechanismus
wird erst durch die Betrachtung von verbru¨ckten Dinukleotiden mo¨glich. Die Untersu-
chung von isolierten Basen [15, 19, 20, 215, 216] stellt in der komplexen Photochemie
der DNA-Schadensbildung einen unzureichenden Ansatz dar.
4.3 Dynamik im T(6-4)CT -Photoschaden
In diesem Abschnitt wird der vorgeschlagene Reaktionsmechanismus der lichtinduzier-
ten Dewar-Valenz-Isomerisierung des T(6-4)CT -Photoschaden in dynamischen Simula-
tionen u¨berpru¨ft. Hierzu wird die Kerndynamik im gesamten Koordinatenraum, unter
Beru¨cksichtigung mehrerer elektronischer Zusta¨nde verfolgt. Die dynamische Beschrei-
bung der Dewar-Valenz-Isomerisierung basiert auf on-the-fly ONIOM(CAS(12/9):HF)
Moleku¨ldynamik (Basis:6-31G∗), deren theoretische Grundlagen in Abschnitt 3.3 dar-
gelegt sind. On-the-fly MD Simulationen wurden bereits an den isolierten Basen Cy-
stein und Thymin in mehreren Arbeitsgruppen durchgefu¨rt [222, 231–233]. Hierbei
konnte ein komplexes, auf der Femtosekunden Zeitskala ablaufendes Relaxationsver-
halten festgestellt werden, welches im Einklang mit den experimentell beobachteten,
ultrakurzen Fluoreszenz-Lebensdauern ist [7, 8]. Dynamische Simulationen an der mo-
difizierten Base Pyridone [234] zeigen die Beteiligung einer CoIn an photophysikali-
schen Relxationskana¨len, welche große A¨hnlichkeit zum monomeren 5M2P aufweisen.
In allen bisher berichteten dynamischen Untersuchungen steht die Photostabilita¨t der
Verbindungen im Vordergrund.
Um die Kerndynamik der Dewar-Valenz-Isomerisierung nach Photoanregung zu ver-
folgen wird ein Ensemble von 74 zufa¨llig gewa¨hlten Startbedingungen einer unkorrelier-
ten Wigner-Verteilung P (q,q) (Gl. 3.62) bei T=300 K erzeugt, wobei die Nullpunkts-
Schwingungsenergie (15.07 eV) gleichma¨ßig auf alle 183 Normalmoden des T(6-4)CT
Dinukleotids verteilt wird. Als elektronischer Startzustand wird der Zustand mit dem
ho¨chsten U¨bergangsmoment zum Grundzustand
〈
Si
∣∣µx,y,z∣∣S0〉 gewa¨hlt. Die Mehrheit
der Startbedingungen weist durch geometrische Auslenkungen den dritten elektronisch
angeregten Zustand S3 als Startzustand auf. Im Fokus der hier durchgefu¨hrten Analyse
steht die dynamische U¨berpru¨fung des in Abschnitt 4.2 beschriebenen photochemischen
Reaktionsmechanismus der Valenz-Isomerisierung zum T(Dew)CT. Auf die explizite
Analyse der zeitlichen Populationsentwicklung innerhalb der Zusta¨nde S1 − S3 wird
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Tabelle 4.4: Gleichgewichtswerte der Reaktionskoordinaten R,φ, θ und ϕ in bei-
den T(6-4)CT und T(Dew)CT), sowie an der konischen Durchschneidung
CoInT (6−4)CT (S0/S1).
Koordinate T(6-4)CT CoInT (6−4)
CT (S0/S1) T(Dew)CT
R [A˚] 2.71 2.33 1.49
φ [ ◦] 174.8 171.6 -174.9
θ [ ◦] 174.0 147.0 98.5
ϕ [ ◦] 177.0 125.8 96.0
hier verzichtet. Auf Grund der photophysikalischen A¨hnlichkeiten zwischen 5M2P und
T(6-4)CT ko¨nnen bereits durch Simulationen an monomeren Basen, wie dem elektro-
nisch a¨hnlichen Cystein, weitreichende mechanistische Einblicke erhalten werden [222].
Daru¨berhinaus ist die Beru¨cksichtigung der dynamischen Elektronenkorrelation (MS-
MRPT2) zur Analyse von Minima in der FC-Region unerla¨sslich, da nur Betrach-
tungen auf ho¨chstem theoretischem Niveau die Zustandsabfolge verla¨sslich ermittelt
ko¨nnen (siehe Tabelle 4.1 und 4.3). Die photochemische Valenz-Isomerisierung zum
T(Dew)CT erfolgt hingegen unter Beteiligung und Entartung des nN − pi∗-Zustands
mit dem elektronischen Grundzustand. Diese Wechselwirkung wird durch Beru¨cksich-
tigung der statischen Elektronenkorrelation in ONIOM(CAS(12/9):HF) Berechnungen
bereits zufriedenstellend beschrieben.
Zur dynamischen Beschreibung der Dewar-Valenz-Isomerisierung wird die Zeitent-
wicklung relevanter Koordinaten verfolgt, wobei der Abstand R = d(N3-C6) (siehe
Abb. 4.7) sowie der sp2 → sp3-Rehybridisierungswinkel φ = ∠(N3- C4 - C6′ - C5) re-
levante Reaktionskoordinaten darstellen. Zusa¨tzlich wird die zeitliche Entwicklung der
Diederwinkel θ = ∠(C2- C5 - N1 - C6) und ϕ = ∠(C5- C2 - C4 - N3) analysiert, welche
die out-of-plane Stellung der Atome C6 und N3 beschreiben. Ein U¨berblick u¨ber die
Gleichgewichtswerte der ReaktionskoordinatenR,φ, θ und ϕ in beiden Valenz-Isomeren
T(6-4)CT und T(Dew)CT ist in Tabelle 4.4 gegeben.
Abbildung 4.8 stellt die gemittelte elektronische Population der Zusta¨nde S0-S3
(oben, 74 Trajektorien), sowie die Mittelwerte der Reaktionskoordinaten R (mitte) und
φ (unten), zusammen mit den jeweiligen Standardabweichung (grau) dar. Innerhalb der
ersten 25 fs erfolgt u¨ber eine intermedia¨re Besetzung von S2 die Population von S1 zu
≈ 90 %, welcher als nO − pi∗ Zustand charakterisiert ist. In den nachfolgenden 50 fs
bleibt die Population weitestgehend konstant (±5%), erst ab ≈ 75 fs erfolgt ein Po-
pulationstransfer von 20 % zwischen den Zusta¨nden S1 und S2. Der S0 Grundzustand
wird in diesem Zeitraum nur geringf¨ıgig bevo¨lkert (< 5 % ). Dies zeigt deutlich, dass
CoInT (6−4)CT (S0/S1) nicht barrierelos erreichbar ist.1 Wa¨hrend der ersten 125 fs oszil-
1Ein geringfu¨igiger Anteil der Population wird bereits wa¨hrend der ersten 30 fs in den S0 Zustand
transferiert. Der Populationstransfer erfolgt an planaren Geometrien zwischen dem nO − pi∗ Zu-
stand (S1) und dem Grundzustand S0. Dieser photophysikalische Relaxationsweg wurde bereits
von Hudock et al. am Cystein indentifiziert [222], ist jedoch fu¨r die photochemische Valenz-
Isomerisierung von untergeordeter Bedeutung.
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Abbildung 4.7: Definition der an der Dynamik beteiligten, relevanten Koordinaten
R = d(N3-C6), φ = ∠(N3- C4 - C6′ - C5), θ = ∠(C2- C5 - N1 - C6) und ϕ = ∠(C5-
C2 - C4 - N3)
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Abbildung 4.8: Gemittelte Dynamik im T(6-4)CT-Photoschaden. Oben: Population
der elektronischen Zusta¨nde S0 - S3, sowie Gesamtanteil der beteiligten Trajek-
torien (cyan); Mitte: Mittelwert des sp2 → sp3-Rehybridisierungswinkels φ sowie
Standardabweichung (grau); Unten: Mittelwert der Abstandskoordinate R, so-
wie Standardabweichung (grau); Die 74 Anfangsbedingungen sind einer Wigner-
Verteilung am FC-Punkt bei 300 K entnommen.
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lieren die ReaktionskoordinatenR und φ um ihren Mittelwert von 2.75 A˚ bzw. 180 ◦ und
weisen konstante Standardabweichungen auf, die na¨herugsweise planare Geometrie des
T(6-4)CT bleibt erhalten.
Erst ab einer Simulationsdauer von 150 fs nimmt die Standardabweichung der R
Koordinate deutlich zu, was auf einen unterschiedlich Ablauf und somit eine gro¨ßere
Heterogenita¨t innerhalb der Trajektorien hin deutet. Der Mittelwert in R entwickelt
sich zu ku¨rzeren Absta¨nden (R = 2.65 A˚ ± 0.15). Diese Verku¨rzung in R folgen zeitlich
verzo¨gert einer partiellen Besetzung und nachfolgender Entvo¨lkerung des S2 Zustands
im Zeitintervall [100- 150] fs. Die angeregten Zusta¨nde der an diesem Populationstrans-
fer beteiligten Trajektorien weisen einen starken Mischcharakter von nO−pi∗, pi−pi∗und
nN − pi∗ Zustand auf.
Trajektorien mit nN − pi∗ Charakter stellen den relevanten Relaxationskanal ab
≈ 200 fs zum elektronischen Grundzustand S0 dar,2 ein Befund welcher Parallelen
zur photophysikalischen Relaxation von Cystein aufweist [222]. Die Lebensdauer aller
angeregten Zusta¨nde wird durch einen intermedia¨ren Populationstransfer nO−pi∗ bzw,
pi − pi∗ → nN − pi∗ limitiert (siehe die intermedia¨re S2-Population bei t=[75-125] fs in
Abb. 4.8).
Eine detailliertere Analyse zweier exemplarischen Trajektorien mit nN − pi∗ Cha-
rakter ist in Abb. 4.9 dargestellt, wobei der besetzte elektronische Zustand in Cyan
hervorgehoben ist. Beide Trajektorien weisen sowohl in der elektronischen Population,
als auch in den Reaktionskoordinaten ein sehr a¨hnliches Verhalten auf. Nach anfa¨ngli-
cher S3 → S2 → S1 Relaxation (t<25 fs) wird nach etwa 100 fs der S2 Zustand besetzt
(obere Trajektorie: t = 95 fs; untere Trajektorie: 112 fs). Dieser besitzt nN − pi∗ Cha-
rakter, was eine out-of-plane Bewegung des N3 Atoms initiiert (siehe die Verku¨rzung
in R sowie die die parallele Abnahme in ϕ ab 120 fs bzw. 150 fs). Durch die sterische
Hinderung der bio-isosterischen Formacetal-Verbru¨ckung wird jedoch die zur Rehybri-
disierung notwendige A¨nderung in φ unterdru¨ckt (φ = 180 ± 20 ◦ im Zeitintervall
[0:250] fs). Der Populationstransfer zum Grundzustand erfolgt erst, wenn auch in der
Koordinate θ eine deutliche Auslenkung, und somit die out-of-plane Stellung des C6
Atoms initiiert wird (t = 200-225 fs oben, bzw. t = 175-200 fs unten). Die out-of-plane
Stellung von N3 und C6 erlaubt das Erreichen des CoInT (6−4)
CT (S0/S1) Saums,3 so
dass in einer Region mit starker nicht-adiabatischer Kopplung ein effektiver Popula-
tionstransfer zum Grundzustand S0 erfolgt (t = 231 fs bzw. t= 208 fs). In beiden
2Die experimentell beobachtete Lebensdauer des angeregten Zustands auf der Pikosekunden-Zeitskala
(siehe Abschnitt 4.4) la¨sst sich durch Trajektorien mit reinem nO −pi∗ erkla¨ren. Diese weisen auch
in den Simulationen Lebensdauern bis in den Pikosekundenbereich auf, fu¨r zwei Trajektorien gelang
eine Berechnung im angeregten nO−pi∗ Zustand bis t = 1800 fs. Zusa¨tzlich kann ein Minimum des
pi− pi∗ Zustandes, welches erst durch MS-MRPT2 Simulationen zuga¨nglich ist, Beitra¨ge zu langen
Lebensdauern aufweisen.
3In einer Trajektorie erfolgt die Relaxation S1 → S0 an einem hoch-energetischen Teil des
CoInT (6−4)
CT (S0/S1) Saums, welcher nur durch die Auslenkung von N3 charakterisiert ist. Der
limitierende Faktor der Relaxation ist dann die sp2 → sp3 Rehybridisierung des C4 Atoms. 5M2P-
artige CoIn existieren also als Teil des Saums, werden aber auf Grund ihrer ho¨heren energetischen
Lage und der begrenzenden Mikroumgebung der Formacetal-Verbru¨ckung nur selten erreicht.
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Abbildung 4.9: Zeitverlauf zweier exemplarischer Trajektorien mit intermedia¨rem
nN −pi∗ Charakter: jeweils oben - Verlauf der potentiellen Energie, gegeben durch
E+E0 mit der Minimums-Energie E0 = 48112.91 eV, der in Cyan hervorgehobene
Zustand gibt den besetzten elektronischen Zustand an, die Hopping-Events zum
Grundzustand erfolgen bei t = 231 fs bzw. t = 208 fs; Mitte: Zeitentwicklung der
Winkelkoordinaten φ, θ und ϕ; Unten: Zeitentwicklung der Abstandskoordinate
R.
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Trajektorien erfolgt jedoch, trotz des intermedia¨r stark verku¨rzten Abstands R (Rmin
= 2.32 bzw. 2.4 A˚), nicht die Bildung von T(Dew)CT sondern die photophysikalische
Deaktivierung zum T(6-4)CT.
Die direkte photochemische Bildung von T(Dew)CT aus dem angeregten nN − pi∗
wird in Abb. 4.10 verdeutlicht. Hierbei zeigt sich, dass nach der Relaxation S1 → S0
 1.4
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Abbildung 4.10: Zeitverlauf einer exemplarischen Trajektorie, welche die Bildung des
Dewar-Valenz-Isomers T(Dew)CT aus dem angeregten Zustand S1 verdeutlicht.
Der Verlauf der potentiellen Energie (oben) ist in E + E0 mit der Minimums-
Energie E0 = 48112.91 eV gegeben, der in Cyan hervorgehobene Zustand gibt den
besetzten elektronischen Zustand an (S0 - rot, S1 - gru¨n, S2 - blau). Zusa¨tzlich ist
die im System enthaltene Gesamtenergie (grau) dargestellt. Die Geometrien des
T(6-4)CT Dinukleotids sind zu ausgewa¨hlten Zeitpunkten dargestellt. Unten: Die
Zeitentwicklung der Abstandskoordinate R.
(Abb. 4.10, Schnappschuss 2) eine passende Geschwindigkeitskomponente zur Bildung
von T(Dew)CT im Grundzustand S0 vorhanden sein muss. Erst durch die u¨berschu¨ssige
kinetische Energie wird eine kleine Barriere im Grundzustand S0 u¨berwunden und das
T(Dew)CT endgu¨ltig ausgebildet. Da nach dem hopping Ereignis die kinetische Ener-
gie zur Energie-Erhaltung reskaliert wird (siehe Abschnitt 3.3), ist die Richtung der
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Reskalierung in der x1−x2 - Ebene (Gl. 3.24 und 3.25) von entscheidender Bedeutung.
Durch systematische Variation der branching-space-Reskalierungs-Richtung
vbs = sin(α)
x1
|x1| + cos(α)
x2
|x2| (4.1)
kann zwischen den Produkten T(6-4)CT und T(Dew)CT unterschieden werden. Diese
Produktkontrolle wird in der Masterarbeit von Sven Oesterling weitergehend unter-
sucht, um Erkenntnisse u¨ber die Quantenausbeute der Dewar-Valenz-Isomerisierungs-
Reaktion zu erhalten.
Ein Vergleich von erreichten CoIn-Geometrien in on-the-fly dynamischen Simula-
tionen ist in Abb. 4.11 dargestellt (a) CoIn5M2P (S0/S1) , b) CoInT (6−4)
CT (S0/S1)).
Wa¨hrend die CoIn(S0/S1)5M2P eine out-of-plane Stellung des N3 Atoms aufweisen,
(a)
(b)
Abbildung 4.11: Vergleich der erreichten konischen Durchschneidungen im 5M2P (a)
sowie im T(6-4)CT Dinukleotid (b)
zeigen alle CoIn(S0/S1)T (6−4)
CT Geometrien die charakteristische out-of-plane Stel-
lung von N3 und C6. Insbesondere die große Varianz der H-Atom-Anordnungen im
5M2P verdeutlicht deren freie Beweglichkeit. Wa¨hrend den dynamischen on-the-fly
Simulationen kann somit sowohl an N1 als auch an C4 die diskutierte sp2 → sp3 Rehy-
bridisierung ungehindert erfolgen, was den CoIn(S0/S1)5M2P Saum zuga¨nglich macht.
Im T(6-4)CT weisen die N1- bzw. C4- gebundenen C- Atome in allen CoIn- Geometri-
en eine durch die Formacetal-Verbru¨ckung definierte Anordnung auf, so dass am CoIn
-Saum sowohl N1, als auch C4 als sp2 hybridisierte Atome vorliegen. Nur das an C6
gebundene H-Atom weist durch seine Beweglichkeit eine Vielzahl von Anordnungen
auf.
Abschließende Diskussion des photochemischen T(6-4)CT → T(Dew)CT
Reaktionsmechanismus:
Die abschließende Diskussion des Reaktionsmechanismus der Dewar-Valenz-
Isomerisierung im T(6-4)CT Dinukleotid soll Gemeinsamkeiten und Unterschiede zur
freien Base 5M2P aufzeigen. In beiden Verbindungen erfolgt die elektronische Anregung
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in einen optisch zuga¨nglichen pi−pi∗ Zustand. Dieser stellt auf MS-MRPT2-Niveau im
5M2P den ersten elektronisch angeregten Zustand S1 dar, dicht gefolgt von nN − pi∗
und nO − pi∗ Zusta¨nden (siehe Tabelle 4.1). Im Dinukleotid T(6-4)CT besitzen die
Zusta¨nde S1-S3 auf Grund der reduzierten Symmetrieegenschaften einen erheblichen
Mischcharakter, der S2 weist hierbei das gro¨ßte U¨bergangsmoment
〈
S2
∣∣µx,y,z∣∣S0〉 mit
dem Grundzustand auf (siehe Tabelle 4.3).
Die Deaktivierung der elektronischen Anregung unterliegt in beiden Systemen par-
tiellen Gemeinsamkeiten. Die experimentell beobachtete Fluoreszenz erfolgt aus dem
relaxierten pi − pi∗ Zustand, welcher an seiner Gleichgewichtsgeometrie ein erhebli-
ches U¨bergangmoment
〈
S0
∣∣µx,y,z∣∣S1〉 = 1.1 a.u. mit dem Grundzustand besitzt. Die
berechnete Emissionsenergie im 5M2P von 2.95 eV (λ = 420 nm) weist gute U¨ber-
einstimmung zum experimentellen Emissionsspektrum auf (λmax = 380 nm). Einen
weiteren Deaktivierungs-Kanal stellt in beiden Verbindungen eine partielle Triplett-
Bildung durch Inter-System-Crossing (ISC) dar. Hierfu¨r wurden an den lokalisierten
Minimumsgeometrien im angeregten Zustand von 5M2P und T(6-4)CT Spin-Bahn-
Kopplungselemente SOCME von ≈ 25 cm−1 ermittelt (siehe Tabelle B.3). Beide Ver-
bindungen weisen somit eine große A¨hnlichkeit im langlebigen, photophysikalischen
Deaktivierungs-Verhalten auf.
Der entscheidende Unterschied von T(6-4)CT und 5M2P besteht in ihrer pho-
tochemischen Reaktivita¨t der Valenz-Zusta¨nde. Hierbei zeigt sich 5M2P als photo-
chemisch inert und weist keine Reaktion zum Dewar-Valenz-Isomer (Dew)5M2P aus
dem ersten optisch zuga¨nglichen Zustand auf. Die photophysikalische Stabilita¨t re-
sultiert aus einem niederenergetischen Saum konischer Durchschneidungen, welche
eine photophysikalische Deaktivierung zum 5M2P gewa¨hrleisten. Die Geometrie der
CoIn5M2P (S0/S1,min) zeichnet sich durch eine out-of-plane Stellung des N3 Atoms,
zusammen mit einer sp2 → sp3-Rehybridisierung des C4 Atoms aus. Als Folge der Re-
hybridisierung an C4 nimmt das frei bewegliche H10 Atom eine out-of-plane Stellung
ein (siehe Abb. 4.4). Die Auslenkung entlang dieser Torsions-Mode ist no¨tig um die
Geometrie von CoIn5M2P (S0/S1,min) zu erreichen, und ist schematisch in Schema 4.3
dargestellt.
Eine Analyse der niedrigsten lokalisierten konischen Durchschneidung des Dinukleo-
tids T(6-4)CT (CoInT (6−4)CT (S0/S1,min)) zeigt eine vera¨nderte geometrische Struk-
tur. Sowohl N3, als auch C6 zeichnen sich durch eine ausgepra¨gte out-of-plane Stel-
lung aus. Die Geometrie von CoInT (6−4)CT (S0/S1,min) weist somit bereits eine große
U¨bereinstimmung zum TS der Isomerisierungs-Reaktion auf (siehe Abb. 4.6) und
ist um 0.23 eV stabiler als letzterer. Hierbei ist der Einfluß der Zucker-Formacetal-
Verbru¨ckung zur Ausbildung der CoInT (6−4)CT (S0/S1,min) entscheidend. Die Rehy-
bridisierung an C4 ist durch die Verknu¨pfung im Dinukleotid und dem hieraus resul-
tierenden sterischen Einschra¨nkungen nicht mehr barrierelos mo¨glich. Die on-the-fly
dynamischen Simulationen zeigen, dass die sp2 → sp3-Rehybridisierung an C4 ein stati-
stisch a¨ußerst seltenes Ereignis darstellt, wogegen CoInT (6−4)CT (S0/S1) ha¨ufig erreicht
wird. Zur Relaxation in den Grundzustand S0 stellt ein pi−pi∗ bzw. nO−pi∗ → nN−pi∗
Populationstransfer den limitierenden Faktor dar.
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Schema 4.3: Schema der photochemischen Isomerisierung zum Dewar-Schaden, sowie
photohysikalische Deaktivierung im T(6-4)CT Dinukleotid. Zum Vergleich ist die
notwendige Torsion φ in CoInmin des 5M2P dargestellt, welche die photophysika-
lische Relaxation ermo¨glicht.
95
4 6-4-Photoschaden: Bildung des Dewar-Valenz-Isomers
Durch die vera¨nderte Geomerie von CoInT (6−4)CT (S0/S1,min) erfolgt ein Wech-
sel des Reaktionsmechanismus im Dinukleotid (fu¨r eine schematische Darstellung sie-
he Schema 4.3). Neben den diskutierten photophysikalischen Deaktivierungskana¨len
wird ein weiterer photochemischer Reaktionskanal ero¨ffnet, welcher die elektrozyklische
Valenz-Isomerisierung zum mutagenen T(Dew)CT ermo¨glicht. Dieser Reaktivita¨ts kon-
trollierende Effekt der Zucker-Formacetal-Verbru¨ckung wurde durch die in dieser Ar-
beit dargelegten Untersuchungen vorhergesagt und konnte durch Kontrollexperimente
in der Arbeitsgruppe Carell besta¨tigt werden. Hierbei wurden T(6-4)SiT-Dinukleotide
verwendet wobei die Zucker-Silyl-Verbru¨ckung selektiv gespalten werden kann. Die
Verbindungen weisen dann keine Ringspannung und eine flexible Mikroumgebung auf.
Demzufolge ist eine Rehybridisierung an C4 mo¨glich, durch Belichtung wurde keine
Dewar-Valenz-Isomerisierung erzielt.
Neben der vera¨nderten CoIn-Topologie des elektronisch angeregten Zustands im
T(6-4)CT beeinflußt das Zucker-Formacetal-Ru¨ckrad bereits die Thermodynamik der
Dewar-Valenz-Isomerisierung im Grundzustand. Durch die Verbru¨ckung im T(6-4)CT
erfolgt eine energetische Aktivierung des 5M2P Fragmentes, so dass die Barrieren-Ho¨he
der Isomerisierungsreaktion im Vegleich zum Monomeren 5M2P herabgesetzt wird. Die
Dewar-Valenz-Isomerisierung im T(6-4)CT ist somit weniger endotherm (siehe Tab. 4.2
und Schema 4.2).
Zusammenfassend wurde in diesem Kapitel ein struktureller Nachteil der Verknu¨p-
fung von DNA-Basen durch ein Zucker-Formacetal-Ru¨ckrad gezeigt. Die strukturel-
le und energetische U¨bereinstimmung von T(6-4)CT und T(6-4)T Dinukleotiden mit
Zucker-Phosphatdiester-Verbru¨ckung (siehe Tab. 4.2) erlaubt die U¨bertragung der Er-
gebnisse auf das natu¨rlich vorkommende Dinukleotid. Der Mechanismus der Dewar-
Valenz-Isomerisierung ist nur durch die Beru¨cksichtigung des gesamten T(6-4)CT zu
erkla¨ren, wohingegen die photochemischen Eigenschaften des monomeren 5M2P kei-
ne Erkla¨rung der T(Dew)CT Bildung liefern. Hierbei ermo¨glicht erst die theoretische
Beschreibung durch multi-Layer Methoden, wie z.B. QM:MM oder QM:QM (ONI-
OM) Methoden, die Betrachtung der relevanten elektronisch angeregten Zusta¨nde im
gesamten Makromoleku¨l. Die Betrachtung isolierter DNA-Basen scheint fu¨r die pra¨-
evolutiona¨re Selektion von photostabilen DNA-Bausteinen eine geeignete Strategie (sie-
he hierzu die Arbeiten von Domcke et al. [14] und Serrano-Andres et al. [15]), der
Bildungsmechanismus von Photoscha¨den im DNA-Duplex kann durch diese isolierte
Betrachtung nicht erkla¨rt werden. Demzufolge sind fu¨r ein Versta¨ndniss der evolutio-
na¨ren Entwicklung photoresistenten Lebens und der damit verbundenen Reparatur-
Mechanismen die in dieser Arbeit dargelegten Methoden und Strategien richtungswei-
send.
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4.4 Experimenteller Nachweis des T(Dew)CT
Dewar-Valenz-Isomers
Bei Bestrahlung von T(6-4)CT Dinukleotiden mit UV-A/B Licht verschwindet die in-
tensive Absorptionsbande (λmax = 323 nm, siehe Abb. B.1). Durch die Dewar-Valenz-
Isomerisierung wird das konjugierte pi-System gebrochen, der sekunda¨re Photoscha-
den T(Dew)CT besitzt keine eindeutige Absorption im UV-VIS Spektralbereich. So-
mit stellt das Ausbleichen der Absorptionsbande nur einen indirekten Nachweis der
Isomerisierungs-Reaktion dar. Um die Produkt-Bildung T(Dew)CT direkt nachzuwei-
sen, werden im folgenden Abschnitt die stationa¨ren IR-Spektren von T(6-4)CT und
T(Dew)CT, unter Beru¨cksichtigung eines Lo¨sungsmittel-Kontinuum Modells [228, 229]
berechnet, sowie das zugeho¨rige Differenzspektrum simuliert. Durch den Vergleich mit
experimentellen IR-Spektren werden die enthaltenen spektralen Informationen abge-
leitet. Alle in diesem Abschnitt beschriebenen Experimente wurden von Karin Haiser
in der Arbeitsgruppe von Prof. Zinth realisiert.
Stationa¨res IR-Spektrum: Der selektive Nachweis der Dewar-Form T(Dew)CT ba-
siert auf Arbeiten von Lapinsky et al., welche das Dewarprodukt von 3-Methyl-4(3H)-
Pyrimidinone durch IR-Spektroskopie nach UV-Bestrahlung in einer Tieftemperatur
Argon Matrix nachweisen [227, 235]. Das IR-Spektrum von T(Dew)T [236] zeichnet
sich durch eine charakteristische IR-Bande bei ν˜ = 1780 cm−1 (mit ν˜ = ν/c) aus, diese
wurde bisher, neben chromatografischen und massenspektrometrischen Nachweisme-
thoden, nur zum stationa¨ren Nachweis der Valenz-Isomerisierungs-Reaktion verwen-
det.
Die in dieser Arbeit simulierten IR-Spektren bilden die Grundlage der selektiven De-
tektion von T(Dew)CT im Makromoleku¨l. Dieses beinhaltet drei intensive Carbonyl-
IR-Banden (C=O-Banden), die Bildung von T(Dew)CT induziert eine Entkopplung
und selektive Verschiebung einer C=O-Bande um 120 cm−1 zu ho¨herer Frequenz. Dies
bewirkt im IR-Spektrum (siehe Abb. 4.12, links) die Umwandlung einer gekoppel-
ten Triplett-Bande (rot) zu einer Dublett-Bande, sowie das Erscheinen einer spektral
isolierten Bande bei ν˜ = 1780 cm−1 (schwarz). Der Vergleich mit dem stationa¨ren, ex-
perimentellen IR-Spektrum (Abb. 4.12, rechts) weist eine sehr gute U¨bereinstimmung
im Spektralbereich der C=O-Banden auf (ν˜ = 1600 -1900 cm−1). Das zugeho¨rige Dif-
ferenzspektrum (Abb. 4.12, blau) zeigt in Experiment und Theorie eine starke Signal-
Abnahme im Bereich ν˜ = 1650 -1750 cm−1, sowie Signal-Zunahme bei ν˜ = 1780 cm−1.
Die im simulierten Spektrum fehlende Bande (ν˜ = 1550 cm−1) ist dem Lo¨sungsmittel
D2O zugeordnet, welches in den Simulationen nicht beru¨cksichtigt wird. Die u¨ber-
einstimmende Signal-Abnahme bei ν˜ = 1480 cm−1 wird dem Ausbleichen der C = C
Schwingungen durch den Bruch des konjugierten pi Systems im T(Dew)CT zugeordnet.
Die lichtinduzierte Bildung von T(Dew)CT kann somit durch die theoretisch vor-
hergesagte Marker-Bande bei ν˜ = 1780 cm−1 in Echtzeit verfolgt werden. Hierfu¨r ist
ein experimenteller Aufbau no¨tig, welcher die Reaktion durch einen fs-UV-Pump Puls
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Abbildung 4.12: Simuliertes IR-Spektrum (links) und experimentelles IR-Spektrum
(rechts): vor (rot) und nach (schwarz) Bestrahlung sowie Differenzspektrum (blau).
In allen Berechnungen wird ein B3LYP Skalierungsfaktor (0.9614) und eine
Lorentz-Linienverbreiterung (9.5 cm−1) verwendet.
initiiert und das Entstehen von T(Dew)CT im diskutierten IR-Spektralbereich de-
tektiert (fs-UV-Pump - IR-Probe). Die Technologie zur Realisierung des skizzierten
Experimentes stellt state-of-the-art Anforderungen an bestehende Lasersysteme dar
[26, 237–242].
Vergleich zu zeitaufgelo¨sten fs-UV-Pump - IR-Probe Experimenten: Die direk-
te Bildung der Dewar-Markerbande bei ν˜ = 1780 cm−1 wird im Experiment durch
den Ausla¨ufer der Wasser-Bande (ν˜ = 1550 cm−1, siehe Abb. 4.12) maskiert. Erst
nach durchgefu¨hrter Temperatur-Korrektur ist die Ausbildung der Marker-Bande
ν˜ = 1780 cm−1 im Differenzspektrum deutlich ausgepra¨gt (siehe Abb. 4.13, oben: rote
Mess-Kurve als korrigiertes Signal und gru¨ne Kurve der Rohdaten), die experimentell
ermittelte Zeitkonstante der T(Dew)CT Bildung betra¨gt τDewar = 150 ps. Die eindeu-
tige Ausbilung der Dewar-Markerbande bei ν˜ = 1780 cm−1 auf einer ultraschnellen
Zeitskala stellt somit eine Besta¨tigung des in Abschnitt 4.2 vorgestellten photoche-
mischen Reaktionsmechanismus dar. Die zeitliche Verzo¨gerung auf eine Zeitkonstante
τDewar = 150 ps zeigt, dass die Reaktion im elektronisch angeregten Zustand nicht
barrierelos abla¨uft.
Ein Vergleich zum stationa¨ren Differenzspektrum des T(Dew)CT zeigt deutliche
Abweichungen im Spektral-Bereich ν˜ = 1600 -1730 cm−1, welcher der Intensita¨tsab-
nahme durch Entkopplung der C=O-Banden zugeordnet ist (siehe Abb. 4.13, mitte).
Hierbei zeigt sich nach 500 ps eine Inversion der Intensita¨tsabnahme, welche bei la¨n-
geren Probe-Puls-Verzo¨gerungen eine deutliche Dynamik mit einer Zeitkonstante von
τT = 1ns offenbart. Die gebildete Dewar-Markerbande bei ν˜ = 1780 cm−1 zeigt auf die-
ser ns-Zeitskala ein stationa¨res Verhalten, die Valenz-Isomerisierung wird somit nicht
beeinflusst.
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Eine Interpretation der Amplituden-Modulation im Spektralbereich ν˜ = 1600 -
1730 cm−1 ist durch eine Beru¨cksichtigung von partieller Triplett-Bildung mo¨glich
(fu¨r eine Analyse der Spin-Bahn-Kopplungselemente siehe Tabelle B.3). Der Einfluß
der Triplett-Beteiligung auf das simulierte Differenzspektrum ist in Abb. 4.13, un-
ten dargestellt. Es zeigt sich, dass durch partielle Triplett-Beteiligung zum Differenz-
spektrum die beobachtete Amplituden-Modulation simuliert werden kann. Eine Bei-
mischung von 50 % Triplett (relativ zur T(Dew)CT - Bildung) fu¨hrt zu negativen
Differenz-Intensita¨ten mit gleichem Amplitudenverha¨ltnis (Abb. 4.13, unten - rote Li-
nie), ein Triplett-U¨berschuß invertiert die Differenz-Intensita¨ten (Abb. 4.13, unten -
gru¨ne Linie).
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Abbildung 4.13: Oben und Mitte: Experimentelle, zeitaufgelo¨ste Differenzspektren
der T(Dew)CT Bildung: Die Abbildung der Messdaten erfolgt mit freundlicher
Genehmigung von Prof. Zinth und K. Haiser; Unten: Simuliertes Differenzspek-
trum unter Beru¨cksichtigung von T(6-4)CT ,T(Dew)CT und T(6-4T )CT als nied-
rigster Triplett-Zustand, die Intensita¨tsmodulation im Spektralbereich ν˜ = 1600
-1730 cm−1 wird durch verschiedene Anteile an T(6-4T )CT simuliert.
Der untersuchte Spektralbereich der C=O-Banden erlaubt daru¨ber hinaus die
eindeutige Identifizierung des gebildeten Dewar-Valenz-Isomers. Die C=O-Dublett-
Ausbildung und -Modulation (ν˜ = 1600 -1730 cm−1) im simulierten Differenzspektrum
kann nur durch das energetisch gu¨nstigste Dewar-Valenz-Isomer (Abb. 4.7 und Sche-
ma 4.3) der T(6-4)CT→ T(Dew)CT Photoreaktionen erreicht werden (fu¨r die Simula-
tion der Differenzspektren weiterer Isomere siehe Anhang, Schema B.1 und Abb. B.3).
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Das gebildete T(Dew)CT Isomer weist eine strukturelle U¨bereinstimmung mit der pu-
blizierten Kristallstruktur des T(Dew)C∗-Photoschadens im aktiven Zentrum der 6-4-
Photolyase auf [206], welche von A. Glas et al. in der Arbeitsgruppe von Prof. Carell
ermittelt werden konnte (Abb. 4.14, oben).
Zusammenfassend sind folgende Informationen im Spektralbereich der C=O-Banden
(ν˜ = 1600 -1850 cm−1) im transienten IR-Spektrum enthalten:
• Nachweis und Zeitskala der T(Dew)CT Bildung (ν˜ = 1780 cm−1)
• selektive Zuordnung von Reaktand- und Produkt- Isomeren: C=O-Dublett im
Differenzspektrum (ν˜ = 1600 -1730 cm−1)
• Lebensdauer des Triplett-Zustands durch Dynamik der Amplituden-Modulation
(ν˜ = 1600 -1730 cm−1)
• relatives Verha¨ltniss von T(Dew)CT zu Triplett Bildung: Die Inversion der
Differenz-Intensita¨ten im Bereich ν˜ = 1600 -1730 cm−1 ha¨ngt vom gebil-
deten Triplett-Anteil ab. Das Amplitudenverha¨ltnis ν˜ = 1780 cm−1 / ν˜ =
1600 -1730 cm−1 erlaubt die Ableitung eines relativen T(Dew)CT zu Triplett-
Verha¨ltnisses von ≈ 1:2. Mit der gemessenen Quantenausbeute der T(Dew)CT
Bildung von 5% kann somit der gesamte Triplett Anteil auf ≈10 % abgescha¨tzt
werden
Transiente IR-Spektroskopie, erga¨nzt durch die hier dargestellten theoretischen Un-
tersuchungen, stellt somit eine hochselektive Spektroskopiemethode zur dynamischen
Untersuchung von Photoreaktionen in DNA, sowie von photophysikalischen Nebenpro-
zessen dar. Die Schadensbildung kann hierbei in Echtzeit verfolgt werden.
Zusammenfassung
In diesem Abschnitt wurden Unterschiede und Gemeinsamkeiten der Deaktivierung
des elektronisch angeregten Zustands nach Photoanregung im Monomer 5M2P und
dem Dinukleotid T(6-4)CT untersucht. Es erfolgt ein Wechsel des Reaktionsmechanis-
mus von einer photophysikalischen Deaktivierung im 5M2P zu einer photochemischen
Dewar-Valenz-Isomerisierung im T(6-4)CT. Dies ist eine Folge der begrenzende Umge-
bung durch die Zucker-Formacetal-Verbru¨ckung im Dinukletid. Diese Mikroumgebung
verhindert die freie Beweglichkeit von C ′6 und somit die partielle sp2 → sp3 Rehybridi-
sierung und ermo¨glicht so die elektrozyklische Valenz-Isomerisierung zum mutagenen
T(Dew)CT.
Dieser reaktivita¨ts-kontrollierende Effekt der Zucker-Formacetal-Verbru¨ckung wur-
de durch on-the-fly dynamische Simulationen eingehend u¨berpru¨ft. Diese zeigen, dass
die sp2 → sp3-Rehybridisierung an C4 prinzipiell mo¨glich ist, jedoch ein statistisch a¨u-
ßerst seltenes Ereignis darstellt. Der biradadikalische CoInT (6−4)CT (S0/S1) wird hinge-
gen ha¨ufig erreicht und erlaubt die Dewar-Valenz-Isomerisierung zum T(Dew)CT. Zur
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Abbildung 4.14: Vorgeschlagene Dewar-Photoprodukte: oben- Struktur des gebilde-
ten T(Dew)C∗-Photoschadens im aktiven Zentrum der 6-4-Photolyase [206]; Un-
ten: aus NMR-Daten erhaltene Struktur von T(Dew)T im DNA-Doppelstrang aus
Ref. [197].
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Relaxation in den Grundzustand S0 stellt ein pi − pi∗/nO − pi∗ → nN − pi∗ Populati-
onstransfer den limitierenden Faktor dar.
Der vorhergesagte photochemische Reaktionsmechanismus konnte durch Kontrollex-
perimente in der Arbeitsgruppe Carell besta¨tigt werden. Die verwendeten T(6-4)SiT-
Dinukleotide erlauben die selektive Spaltung der Zucker-Silyl-Verbru¨ckung. Die gespal-
tenen Verbindungen weisen keine Ringspannung und eine flexible Mikroumgebung auf,
wodurch die Rehybridisierung an C4 wieder ermo¨glich wird. In Belichtungsexperimen-
ten wurde keine Dewar-Valenz-Isomerisierung beobachtet.
Um die photochemische Dewar-Valenz-Isomerisierung in Echtzeit zu verfolgen
wurde ein Dewar-Markerbande bei ν˜ = 1780 cm−1 identifiziert. Das dargestellte
IR-Nachweisverfahren erlaubt eine hoch-selektive Strukturzuordnung des gebildeten
T(Dew)CT, sowie die Zuordnung einer Zeitkonstante τDewar = 150 ps in zeitaufgelo¨-
sten UV-Pump IR-Probe Experimenten.
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Erzeugung und Reaktion
Die SN1 Reaktion ist einer der fundamentalen Reaktionsmechanismen der organischen
Chemie und wurde intensiv in experimentellen und theoretischen Arbeiten untersucht
(fu¨r einen U¨berblick siehe Ref. [30–32]). Diarylmethyl Kationen (= Benzhydryl Ka-
tionen) stellen hierbei Schlu¨ssel-Intermediate einer Reaktivita¨ts-Skala von organischen
Substitutions-Reaktionen dar [33–35]. In SN1 Reaktionen (also Reaktionen, welche
auf makroskopischer Skala durch eine Kinetik erster Ordnung der Form k ∝ c(educt)
beschrieben werden) folgt die makroskopische Reaktivita¨t der empirischen Korrelati-
onsbeziehung log k(200C) = s(E+N), wobei Elektrophile durch den Parameter E und
Nukleophile durch die beiden Parameter s und N charakterisiert werden [243]. Substi-
tuierte Benzhydryl Kationen dienen hierbei als Referenz-Elektrophile und bestimmen
den Standard von E. Zusa¨tzlich erlauben sie die spektroskopische Identifikation der
Intermediate [244–246]. Trotz dieser Vielzahl von Bemu¨hungen ist die lichtinduzierte
Reaktionsdynamik auf einer mikroskopischen Skala bis jetzt ungekla¨rt [247]. Weiterfu¨h-
rende theoretische und zeitaufgelo¨ste experimentelle Untersuchungen sind somit no¨tig,
um die molekularen Parameter zu bestimmen, welche die Reaktivita¨t kontrollieren.
Die Reaktionsgeschwindigkeit bi-molekularer Reaktionen von hoch reaktiven Benz-
hydryl Kationen kann das Diffusionslimit erreichen, wobei effektive Reaktionsraten
erster Ordnung in der Gro¨ssenordnung von kobs > 1010 s−1 beobachtet werden. Um
diese schnelle Kinetik der pseudo ersten Ordnung zu erfassen ist es no¨tig, die inter-
media¨ren Benzhydryl Kationen ultraschnell zu erzeugen. Eine Mo¨glichkeit besteht in
der Photolyse von Diarylmethylhalogeniden [244], wobei die Bindungsspaltung auf der
Femto- bis Pikosekunden Zeitskala erfolgt [30, 38, 172, 248]. Eine Alternative besteht in
der photochemischen Erzeugung u¨ber Singulett-Diarylcarbene [39]. Die hier dargeleg-
ten Arbeiten (Abschnitt 5.1) legen den Fokus auf den lichtinduzierten Bindungsbruch
von Diphenylmethychlorid (DPMCl). Nach der Anregung durch einen Femtosekun-
den Laserpuls werden die Benzhydryl-Kationen in einem konkurrierendem Prozess aus
homolytischem und heterolytischem Bindungsbruch erzeugt. U¨ber das akademische
Intersesse am initialen Bindungsbruch hinaus ist das synthetische Potential der pho-
tochemischen Arylmethyl - Bindungsspaltungs-Reaktion in der Schutzgruppenchemie
von funktionellen Gruppen von Bedeutung [249].
Neueste zeitaufgelo¨ste Experimente untersuchen die Dissoziation, initiiert durch
einen Femtosekunden Laserpuls, von DPMCl in Acetonitril [36, 37]. Hierbei entste-
hen die konkurrierenden Reaktionskana¨le aus einem gemeinsamen angeregten Zustand
(S1). Der Bindungsbruch in DPMCl fu¨hrt zur Ausbildung von Radikalpaaren inner-
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halb von 345 fs und zur initialen Ausbildung von Kontakt-Ionenpaaren innerhalb von
833 fs. Solch ultraschnelle Reaktionszeiten deuten auf die Beteiligung von konischen
Durchschneidungen hin, welche bis jetzt nicht charakterisiert wurden [30]. Letztendlich
reagiert das erzeugte elektrophile Benzhydryl Kation in einer folgenden Kombinations-
reaktion mit einem Nukleophil und komplettiert so die gesamte lichtinduzierte SN1
Reaktion.
Die schnellsten SN1 Reaktionen dieser Spezies ko¨nnen durch das Umgehen des Diffu-
sionslimits bei direkter Reaktion mit nukleophilen Solvent Moleku¨len realisiert werden.
Diese sub-diffusiven Reaktionen weisen transiente Signale auf der Pikosekunden Zeits-
kala auf, welche den kurzlebigen intermedia¨r gebildeten Benzhydryl Kationen zugeord-
net werden [39]. Abgescha¨tzte Lebenszeiten von intermedia¨ren Benzhydryl Kationen
wurden in einer aktuellen Arbeit von Phan et al. [250] verwendet, um den gradu-
ellen U¨bergang von SN1 zu SN2 Reaktionen zu klassifizieren. Weitere sub-diffusive
Reaktionen, welche transiente Intermediate aufweisen, sind die Laser-induzierte ul-
traschnelle bi-molekulare Reaktion von trans-Stilben [251], Anthracen [252], Biphenyl
[253] und p-Terpenyl [254] mit Tetrachlormethan. In Abschnitt 5.2 dieser Arbeit wird
die sub-diffusive Reaktion von Benzhydryl Kationen (Tetrafluoro-Benzhydryl Kationen
- DPMF+4 ) mit dem nukleophilen Solvent Methanol (MeOH) durch first principles on-
the-fly moleku¨ldynamische (on-the-fly MD) Simulationen untersucht. Ausgehend von
einer atomistischen Beschreibung der Bindungsbildung wird gezeigt, wie sich die mikro-
skopischen Ereignisse in makroskopische, beobachtbare Observablen, wie die optische
Absorption von transienten intermedia¨ren Kationen in zeitaufgelo¨sten Experimenten,
u¨bersetzen. Es wird erla¨utert, wie verschiedene interferierende Prozesse zur Gesamtki-
netik der photochemisch erzeugten Benzhydryl Kationen beitragen. Die Simulationen
starten nach der Photolyse [38, 248], wobei die intramolekulare Relaxation auf einer
a¨hnlichen, ultraschnellen Zeitskala wie der initiale Solvatationsprozess abla¨uft [255].
5.1 Laser-induzierte Dissoziationsdynamik im
Diphenylmethylchlorid
In diesem Abschnitt werden Ergebnisse auf der Basis von ab initio Berechnungen zum
Verlauf verschiedener, am Dissoziationsprozess beteiligter, elektronisch angeregter Zu-
sta¨nde dargelegt. Der zum Bindungsbruch no¨tige Ladungstransfer kann durch die ver-
wendeten, hoch-korrelierten quantenchemischen Methoden anhand der beteiligten Or-
bitale erkla¨rt werden. Erstmals werden konische Durchschneidungen lokalisiert, welche
die konkurrierenden Reaktionskana¨le verbinden. Fu¨r einen tieferen Einblick in den Re-
aktionsmechanismus werden quantendynamische Simulationen in einem reduzierten,
reaktiven Koordinatenraum durchgefu¨hrt, welche den initialen Bindungsbruch auf der
Femtosekunden Zeitskala, unter expliziter Beru¨cksichtigung der Anregung durch einen
ultrakurzen Laserpuls, beschreiben.
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5.1.1 Potentialverlauf entlang der Dissoziationskoordinate
Eine Beru¨cksichtigung verschiedener, am Bindungsbruch von DPMCl beteiligter, an-
geregter Zusta¨nde erfolgt mit der complete active space self consistent field Methode
CASSCF(14,12) [123–125], unter Verwendung des 6-31G* Basissatzes. Fu¨r die Berech-
nung akkurater Anregungsenergien wird die dynamische Elektronenkorrelation durch
MRPT2-Methoden [152, 153] beru¨cksichtigt (fu¨r eine Einfu¨hrung der theoretischen
Methode siehe Abschnitt 3.2.2).
Die Grundzustandsgeometrie von DPMCl wurde auf CASSCF-Niveau optimiert und
durch Frequenzanalyse besta¨tigt (siehe Abb. 5.1). Relevante Bindungsla¨ngen, Win-
kel und Diederwinkel des Precursor-Moleku¨ls DPMCl, des Diphenylmethyl-Kations
(DPM+) sowie des Diphenylmethy-Radikals (DPM•) sind in Tabelle C.1 zusammen-
gestellt. Das Cl Atom ist an das zentrale C1 Atom gebunden (Bindungsla¨nge 1.86 A˚),
welches die typische tetraedrische Umgebung eines sp3 hybridisierten Kohlenstoffatoms
aufweist. Der Winkel zwischen den Phenylringen des DPMCl betra¨gt 79.49 ◦, was die
Annahme besta¨tigt, dass ihre pi-Systeme, wie aus der Literatur von Triarylmethan-
Derivaten berichtet [256, 257], ungekoppelt vorliegen. Grundsa¨tzlich existieren zwei
a¨quivalente Strukturen, die durch eine niederfrequente Torsion der Phenylringe inein-
ander u¨berfu¨hrt werden ko¨nnen. Diese Entartung kann durch das Einfu¨hren verschie-
dener Substituenden an einem der beiden Ringe aufgehoben werden. Experimente mit
solchen asymmetrischen DPMCl-Derivaten zeigen, dass diese chemische Modifikation
den prima¨ren Dissoziationsprozess nicht beeintra¨chtigt [258].
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Abbildung 5.1: Optimierte Geometrie des Grundzustands von Diphenylmethylchlo-
rid DPMCl.
Wa¨hrend des Dissoziationsprozesses a¨ndert sich die Hybridisierung des zentralen
C1 Atoms zu einer trigonalen sp2 Geometrie. Die sterische Abstoßung verhindert eine
vollkommene Planarisierung der beiden Produkte (Diederwinkel zwischen den Phenyl-
ringen ^(C6,C2,C3,C7) = 46.85 ◦in DPM• bzw. 31.27 ◦in DPM+). Die Differenz der
Diederwinkel resultiert aus der Besetzung des anti-bindenden HOMO durch ein unge-
paartes Elektron in DPM•, die pi-Bindungsordnung zwischen dem zentralen C1 Atom
und den Phenylringen wird somit reduziert.
Die berechnete Anregungsenergie zum S1 Zustand betra¨gt 4.90 eV (253 nm), in gu-
ter U¨bereinstimmung zum experimentell ermittelten Wert der ersten Absorptionsban-
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de (270 nm) [36]. Auf Grund der quasi-Entartung der beiden Phenylringe existiert ein
energetisch nahe liegender S2 Zustand. Die Anregungsenergie des S3 Zustandes betra¨gt
6.53 eV (190 nm) (siehe Abb. 5.2), dieser weist ein deutlich ho¨heres U¨bergangsmoment
auf (vgl.
∣∣〈S3∣∣µx,y,z∣∣S0〉∣∣2 = 0.37 a.u. vs. ∣∣〈S1∣∣µx,y,z∣∣S0〉∣∣2 = 0.01 a.u.). Der S1 Zu-
stand besitzt ein Minimum in unmittelbarer Na¨he der FC-Region, dessen Geometrie
nur geringfu¨gig von der Grundzustands-Minimumsgeometrie abweicht. Der C1–Cl Bin-
dungsabstand ist mit 1.93 A˚ geringfu¨gig la¨nger, die C1–Phenyl Bindung wird durch
den partiellen pi-Charakter des besetzten LUMO kontrahiert (1.47 A˚). Die verla¨ngerte
C1–Cl Bindung weist auf einen Gradienten in Richtung der Dissoziationskoordinate
hin.
Abbildung 5.2: 1D-Potentialkurve: An der Dissoziation beteiligte Zusta¨nde im
DPMCl.
Basierend auf einem Pfad minimaler Energie fu¨r ansteigende C1–Cl Absta¨nde im
Grundzustand (minimum energy path = MEP) wurden die potentiellen Energien der
sechs niedrigsten elektronischen Zusta¨nde berechnet (siehe Abb. 5.2). In der FC-Region
wird der erste angeregte Zustand S1 durch eine pi − pi∗-Anregung beschrieben.
Der nahezu entartete Zustand S2 wird ebenfalls durch eine pi − pi∗-Anregung cha-
rakterisiert, gefolgt von zwei dissoziativen Zusta¨nden (S3,S4), welche durch Anre-
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gungen aus den freien Elektronenpaaren der Abgangsgruppe Cl beschrieben werden
(npx − σ∗, npz − σ∗) und bereits am FC-Punkt dissoziativen Charakter besitzen.1 Der
fu¨nfte angeregte Zustand S5 stellt einen gemischten Zustand aus pi − pi∗- und pi − σ∗-
Anregung dar, und besitzt somit anti-bindenden Charakter in Bezug auf die C1–Cl
Bindung. Mit zunehmendem C1–Cl Abstand wird S5 stabilisiert und vermittelt so den
Bindungsbruch. Da die dominierende Konfiguration des S1 Zustands nahezu unabha¨n-
gig vom C1–Cl Abstand ist, tritt bei 2.3 A˚ ein Konfigurations-Austausch zwischen
dem S1 und S5 Zustand auf, begleitet von einer minimalen Barriere von 193.6 cm−1
auf dem S1 Zustand.
Im Bereich 3.0 - 4.0 A˚ existiert eine vermiedene Kreuzung zwischen S0 und S1, die
Zusta¨nde na¨hern sich bis auf 0.77 eV (R = 3.6 A˚) aneinander an, kreuzen jedoch nicht
entlang der eindimensionalen Reaktionskoordinate.
Fu¨r die Beschreibung des Bindungsbruchs werden die vier niedrigsten Reaktions-
kana¨le beru¨cksichtigt, welche sich nach ansteigender potentieller Energie wie folgt dar-
stellen: der homolytische Dissoziationskanal im Grundzustand (Abb. 5.2, schwarz),
zwei entartete homolytische Dissoziationskana¨le resultierend aus den angeregten Zu-
sta¨nden S3 und S4 (Abb. 5.2, gru¨n und rot), sowie der heterolytische, ionische Kanal
(Abb. 5.2, blau).
Dissoziative Konfigurationswechsel
Die Bestrahlung von DPMCl mit einem Femtosekunden Laserpuls regt das System
vom Grundzustand S0 in den ersten elektronisch angeregten Zustand S1 an. In der FC-
Region besitzt der S1 Zustand bindenden Charakter in Bezug auf die C1–Cl Bindung,
dieser Charakter wechselt abrupt durch Konfigurationswechsel mit den anti-bindenden
Zusta¨nden S3, S4 und S5 bei C1–Cl Absta¨nden im Bereich 2.1 - 2.4 A˚.1 Ein U¨berblick
aller dissoziativer Konfigurationswechsel ist im Schema 5.1 gegeben.
pi∗−σ∗ - , σ−pi- und npx/z−pi- Konfigurationswechsel: Der zum ionischen Bindungs-
bruch no¨tige Konfigurationswechsel umfasst zwei gekoppelte Ladungstransferprozesse:
einen pi∗−σ∗ - Ladungstransfer innerhalb der anti-bindenden Orbitale, sowie einen σ−pi
Ladungstransfer innerhalb der bindenden Orbitale. Beide Transfer-Prozesse sind durch
den Orbitalu¨berlapp von σ- und pi-System kontrolliert und entsprechen einem gekop-
pelten Elektronen- und Loch-Transfer (Schema 5.1, 2©). Wird das Loch im bindenden
pi-System durch eines der freien Elektronenpaare npx/z des Cl Atoms befu¨llt, so erfolgt
der direkte homolytische Bindungsbruch u¨ber die Zusta¨nde S3 und S4 (Schema 5.1,
1©).
1Der in Abb. 5.2 dargestellte, pseudo-diabatische Verlauf der Zusta¨nde S3, S4 (rot, gru¨n) sugge-
riert ein wechselwirkungsfreies Durchkreuzen von S1 und S2. Dieses Verhalten ist als Artefakt des
MRPT2 - CAS(14/12) Simulationsprotokolls anzusehen, da erst die Beru¨cksichtigung der dynami-
schen Elektronenkorrelation S1 und S2 energetisch unter das Niveau von S3 und S4 stabilisiert. Die
paarweise Wechselwirkung kann hierbei nicht erfasst werden.
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Schema 5.1: Dissoziative Konfigurationswechsel im DPMCl: zur direkten ionischen
Dissoziation ist die Abfolge verschiedener Konfigurationswechsel no¨tig ( 2©, 3©).
Die radiakalische Dissoziation in den Zusta¨nden S3, S4 erfolgt u¨ber die als 1©
gekennzeichneten Konfigurationswechsel. Fu¨r Details siehe Text.
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Eine detaillierte Analyse im Raum der anti-bindenden Orbitale ist in Abb. 5.3 dar-
gestellt. Als Startpunkt der Analyse dient die Geometrie minimaler energetischer Se-
paration zwischen S1 und S5 Zustand (∆ E = 0.19 eV, C1–Cl Abstand R = 2.4 A˚)
entlang der MEP Koordinate. Diese Energiedifferenz konnte unter Verwendung des
gradienten difference und derivative coupling Vektors [136] bis auf 25 cm−1 minimiert
werden. Die resultierende Geometrie zeichnet sich durch eine senkrechte Anordnung
und somit einen optimierten Orbitalu¨berlapp von σ- und pi-System, vermittelt von ei-
ner Biegebewegung des Cl Atoms zu einem der beiden Phenylringe, aus (^(Cl5,C1,C3)
= 98.3 ◦). Ausgehend von dieser Geometrie wird ein Reaktionspfad (quadratic steepest
descent = QSD [259]), sowohl in Richtung der FC-Region, als auch zu la¨ngeren C1–Cl
Bindungsla¨ngen im S1 berechnet, um den Pfad minimaler Energie des Ladungstrans-
ferprozesses zu ermitteln. Wie durch die Beteiligung des ionischen Dissoziationskanals
zu erwarten ist, vera¨ndert sich das molekulare Dipolmoment entlang dieses Pfades von
2.6 Debye in der FC-Region bis auf 8.7 Debye bei einem C1–Cl Abstand von 2.55 A˚.
Abbildung 5.3: Zur ionischen Dissoziation no¨tiger Konfigurationswechsel im DPM-
Cl: Energie und Gestalt der anti-bindenden Moleku¨lorbitale entlang des Reakti-
onspfads (quadratic steepest descent = QSD [259]) im angeregten S1 Zustand.
Auf Grund der Orbitalsymmetrie kann nur die Linearkombination von 3pi∗- und
1pi∗-Orbital mit dem 1σ∗-Orbital ausgebildet werden. Die zum Bindungsbruch
relevante Linearkombination (1pi∗ ± 1σ∗) ist in der Mitte dargestellt.
Die Analyse der anti-bindenden Moleku¨lorbitale erlaubt die weitergehende Einsicht
in den dissoziativen pi∗ − σ∗- Konfigurationswechsel (siehe Abb. 5.3). Im S1 Zustand
werden die Orbitale 1pi∗ (LUMO) und 2pi∗ gleichma¨ßig mit insgesamt einem Elek-
tron besetzt. Auf Grund der Orbitalsymmetrie kann nur das 1pi∗-Orbital mit dem
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1σ∗-Orbital wechselwirken. Am Entartungspunkt dieser beiden Orbitale wird die Li-
nearkombination 1pi∗ ± 1σ∗ ausgebildet, welche den Transfer von Elektronendichte ins
anti-bindende σ∗-Orbital ermo¨glicht. Im Dissoziationsbereich entwickelt sich die po-
sitive Linearkombination zu einem Moleku¨lorbital mit dominantem p-Character am
zentralen C1 Atom und vermittelt den Bruch der C1–Cl Bindung. Das ungesto¨rte
2pi∗-Orbital bleibt nahezu konstant in seiner Energie. Neben dem hier dargestellten
pi∗ − σ∗- Konfigurationswechsel erfolgt ein analoger σ − pi- Konfigurationswechsel im
Raum der bindenden Moleku¨lorbitale, welcher das durch Laseranregung erzeugte Loch
im pi-System auffu¨llt. Die beiden gekoppelten Konfigurationswechsel fu¨hren somit zur
dissoziativen Gesamt-Elektronenkonfiguration (1e−)σ − (1e−)σ∗ von DPMCl
σ∗−σ Konfigurationswechsel Die zuvor beschriebenen pi∗−σ∗- und σ−pi- Konfigu-
rationswechsel leiten den Bindungsbruch ein und sind unerla¨sslich fu¨r die ultraschnelle
Bildung von Benzhydryl-Kationen. Der gesamte Prozess findet auf dem S1 Potential
statt, welches fu¨r wachsende C1–Cl Abtsta¨nde allma¨hlich ionischen Charakter erlangt.
Entscheidend fu¨r den heterolytischen Bindungsbruch ist ein weiterer Konfigurations-
wechsel, welcher bei einer ra¨umlichen Trennung von ≈ 3.25 A˚ erfolgt. In Analogie zum
Dissoziationsproblem in H2 entkoppelt die Linearkombination zwischen σ- und σ∗- Or-
bital am zentralen C1- und dem Cl- Atom und transformiert in atomare p-Orbitale.
Wenn beide Orbitale gleichbesetzt bleiben erfolgt ein nicht-adiabatischer U¨bergang in
den radikalischen S0 Zustand, das DPM-Radikal sowie ein Chlor-Atom werden gebil-
det. Im Gegensatz hierzu erfordert die Bildung der gewu¨nschten DPM Kationen und
Cl Anionen einen σ∗ − σ -Konfigurationswechsel (Schema 5.1, 3©), wodurch das py-Cl
Orbital doppelt besetzt wird. Obwohl dieses Orbital eine geringere Energie besitzt, ist
der zugeho¨rige S1 Zustand in der Gasphase durch die Coulombabstoßung der gepaarten
Elektronen in Gas-Phase energetisch ungu¨nstiger (siehe Abb.5.2, blauer S1 Zustand).
Diskussion der konischen Durchschneidungen Entlang der eindimensionalen Reak-
tionskoordinate (Abb. 5.2) tritt bei einem C1–Cl Abstand von ≈ 3.25 A˚ eine vermie-
dene Kreuzung zwischen dem ionischen Reaktionskanal S1 und dem Grundzustand
S0 auf. Um konische Durchschneidungen (CoIn) zwischen den beiden Dissoziations-
kana¨len zu lokalisieren wird der in Abschnitt 3.2.3 beschriebene Algorithmus verwen-
det [136]. Insgesamt konnten drei CoIn lokalisiert werden, welche die konkurrierenden
Reaktionskana¨le der Ionenpaar- und Radikalpaar-Bildung verbinden. Die optimierten
Geometrien sind in Abb. 5.4 dargestellt, relevante Geometrie-Parameter in Tabelle 5.1
zusammengefasst. Alle drei CoIn weisen eine a¨hnliche Geometrie auf, in der das Cl
Atom zentral u¨ber einer C3 Untereinheit positioniert ist. Diese Untereinheit wird je-
weils aus dem C1 sowie zwei benachbarten C Atomen eines Phenylrings gebildet (die
jeweiligen C Atome sind als 2, 3 in der oberen Reihe von Abb. 5.4 markiert).
Um zu zeigen, dass diese Untereinheit eine hinreichende Bedingung fu¨r die Exi-
stenz einer CoIn darstellt, wurden equivalente CoIn im kleineren 1-Phenylethylchlorid
(PECl, Abb. 5.4, zweite Reihe) optimiert, zusa¨tzlich konnte gezeigt werden, dass die
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Abbildung 5.4: Konische Durchschneidungen von DPMCl, PECl and Allyl-Cl: In
allen Geometrien ist das Cl Atom zentral u¨ber einer C3-Untereinheit positioniert.
essentielle Untereinheit auf das Allyl C3–Cl-Fragment reduziert werden kann (siehe
Abb. 5.4, unten und Tabelle 5.1) Eine Kernaussage ist somit, dass eine sp3-C–Cl Bin-
dung in α-Position zu einem pi-System eine hinreichende Bedingung fu¨r die Existenz
einer CoIn darstellt. Demzufolge sollten vergleichbare CoIn im Photodissoziationspro-
zess verwandter Systeme auffindbar sein.
Der U¨bergang von ionischem zu radikalischem Charakter am Punkt der CoIn
wird durch die Besetzung der Moleku¨lorbitale (MO) verdeutlicht. Das atomare pC1-
Orbital am zentralen C1 Atom ist mit einem halben Elektron (0.55 e−), das freie py-
Elektronenpaar des Cl Atoms mit 1.5 Elektronen (1.50 e−) besetzt (vergleiche hierzu
die Elektronenkonfiguration von (1e−)σ−(1e−)σ∗ nach dem initialen Bindungsbruch).
Daru¨berhinaus tragen die beiden energetisch ho¨chsten besetzten pi-MO’s (HOMO-1,
HOMO-2) zur Bindung innerhalb der Vierzentren-Untereinheit bei (fu¨r eine Abbil-
dung der MO’s sowie der Lage der CoIn’s in einem reduzierten Koordinatenraum siehe
Abb. C.1). Die energetisch tiefer liegenden MO’s weisen eine Expansion des pi-Systems
auf das zentrale C1 Atom auf, die ho¨her liegenden vermitteln eine bindende Wechselwir-
kung zwischen dem pi-System und dem py-Cl Orbital. Insgesamt wird Elektronendichte
vom pi-System in das σ System transferiert, so dass die beiden pi Orbitale (HOMO-1,
HOMO-2) mit 1.90 e− nicht voll besetzt sind.
In ihrer energetischen Lage sind CoIn1 und CoIn2 sehr a¨hnlich (∆E = 110 cm−1),
CoIn3 liegt um 517 cm−1 ho¨her als CoIn1. Diese Energiedifferenzen sind ausseror-
dentlich klein im Vergleich zur gesamten potentiellen Energiedifferenz zwischen dem
FC-Punkt auf S1 und CoIn1 von 3.08 eV (24 874 cm−1). Deshalb ha¨ngt die Effizi-
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Tabelle 5.1: Relevante Geometrieparameter der optimierten konischen Durchschnei-
dungen von DPMCl, PECl and Allyl-Cl.
DPMCl DPMCl DPMCl PECl PECl Allyl-Cl
CoIn1 CoIn2 CoIn3 CoIn1 CoIn2
bond length [A˚]
C1–Cl 3.34 3.42 3.28 3.36 3.35 3.03
C2–Cl 3.38 3.50 3.20 3.42 3.30 3.21
C3–Cl 3.14 3.28 3.16 3.21 3.29 3.03
C1–C2 1.41 1.41 1.40 1.40 1.40 1.40
C2–C3 1.43 1.43 1.42 1.43 1.43 1.40
C3–C7 1.39 1.39 1.39 1.39 1.38 -
C7–C8 1.40 1.40 1.40 1.40 1.40 -
C1–C9 1.47 1.47 1.46 1.50 1.49 -
angle [ ◦]
C1–C2–C3 117.88 118.11 122.46 118.43 123.16 118.96
dihedral angle [ ◦]
H6–C1–C3–H5 7.26 8.78 14.02a -1.18 -2.68 a 0.00
C3–C2–C9–C10 65.48 59.59 63.66 - - -
energy [Eh]
S0 -958.166200 -958.166713 -958.163825 -767.652978 -767.652173 -575.993507
S1 -958.166174 -958.166678 -958.163816 -767.652951 -767.652170 -575.993492
∆ E [cm−1] 5.71 7.68 1.98 5.92 0.66 3.29
aDiederwinkel definiert als C9–C1–C3–H5
enz der verschiedenen CoIn von ihrer direkten Erreichbarkeit und der Ausdehnung
der nicht-adiabatischen Kopplungselemente (non-adiabatic coupling matrix elements
= NACME), aber nicht von der energetischen Lage der CoIn ab.
5.1.2 Quantendynamik des homolytischen und heterolytischen
Bindungsbruchs
Die quantenchemische Beschreibung des homolytischen und heterolytischen Bindungs-
bruchs im DPMCl erlaubt einen grundsa¨tzlichen Einblick in den photochemischen
Dissoziationsmechanismus. Die daru¨ber hinausgehende dynamische Beschreibung be-
ru¨cksichtigt das quantenmechanische Verhalten der Kerne auf der Femtosekunden-
Zeitskala sowie die Materie-Laser-Wechselwirkung. Hierfu¨r wird im folgenden ein
Modell-Hamiltonian abgeleitet, welcher die Dynamik des Bindungsbruchs in einem
reduziert-dimensionalen, reaktiven Koordinatenraum beschreibt und, im Gegensatz zur
on-the-fly MD, die Konstruktion von Potentialfla¨chen und den relevanten Kopplungs-
elementen erfordert.
Modell-Hamiltonian - Reaktive Koordinaten des Bindungsbruchs Eine volle quan-
tenmechanische Beschreibung von DPMCl erfordert die Beru¨cksichtigung von 69 inter-
nen Freiheitsgraden, was bis zum heutigen Zeitpunkt nicht mo¨glich und auch nicht er-
forderlich ist, wenn die betrachtete Dynamik auf der Femtosekunden-Zeitskala abla¨uft.
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Um die relavanten strukturellen Vera¨nderungen auf dieser Zeitskala zu beschreiben,
werden 2D- Potentialfla¨chen (potential energy surface = PES) aus quantenchemisch
berechneten Daten konstruiert [260]. Um die relevanten, reaktiven Koordinaten abzu-
leiten, werden die geometrischen A¨nderungen zwischen mehreren stationa¨ren Punkten
(Minima, CoIn und die Produktfragmente) auf der multi-dimensionalen PES ausgewer-
tet. Die resultierenden Koordinaten sind in Abb. 5.5 dargestellt. Zusa¨tzlich zum C1–Cl
Abstand wird eine Biegebewegung des Cl Atoms zu den Phenylringen beru¨cksichtigt.
Diese Mode ist essentiell zum Erreichen der CoIn (vgl. Abb 5.4 und Abb. C.1). In
einem ra¨umlich fixierten Koordinatensystem induziert diese Biegebewegung ein Dreh-
moment im Moleku¨l. Dieses Problem kann durch die Verwendung von reaktiven Jacobi-
Koordinaten in einem body fixed frame (BF), also Schwerpunkt-zentrierten Koordina-
tensystem [261], eliminiert werden.
Zur Konstruktion des BF wird das DPM Fragment als eine Einheit mit einem defi-
nierten Schwerpunkt betrachtet. Von diesem ausgehend zeigt der Jacobi-Vektor R auf
das Cl Atom. Der Ursprung des BF liegt im Schwerpunkt des gesamten, dissoziieren-
den Moleku¨ls, die reaktiven Koordinaten R, θ und φ beschreiben dann die Dynamik des
Bindungsbruchs und die relative ra¨umliche Lage der beiden Fragmente (siehe Abb. 5.5).
Um die CoIn zu erreichen sind vor allem A¨nderungen in den Koordinaten R und φ
no¨tig, die dritte Koordinate θ wird in erster Na¨herung als konstant angesehen. Die
Auswirkungen von geometrischen A¨nderungen im DPM-Fragment, welche in der reak-
tiven Dynamik nicht direkt beru¨cksichtigt werden, sind teilweise statisch in der Gestalt
der PES enthalten.
R
?
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z
x?
Abbildung 5.5: Reaktive Jacobi-Koordinaten von DPMCl: der Vektor R wird durch
den Schwerpunkt des DPM Fragments (grau) und dem Cl Atom (schwarz) de-
finiert. Der Ursprung des Koordinatensystems liegt im Gesamtschwerpunkt des
Moleku¨ls (hellgrau). Die drei reaktiven Koordinaten sind die Polarwinkel θ und φ,
sowie die La¨nge des Vektors R.
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Der kinetische Anteil Tˆnuc des Hamiltonians Hˆ (Gl. 3.6) in Jacobi-Koordinaten (in
atomaren Einheiten) hat die Form
Tˆnuc = −12
{
1
µR
∂2
∂R2
R +
1
µR2
(
1
sin2 θ
∂2
∂φ2
+
∂2
∂θ2
+ cot θ
∂
∂θ
)}
(5.1)
mit
µ =
m1m2
m1 +m2
=
mCl(13 mC + 11 mH)
mCl + 13 mC + 11 mH
= 53 952.77 me.
Die in den quantendynamischen Simulationen verwendeten Potentialfa¨chen werden
durch Projektion von ab initio Daten auf die reaktiven Koordinaten R und φ und an-
schließender Interpolation durch den thin-plate-spline-interpolation Algorithmus [262]
konstruiert. Als Interpolationspunkte werden quantenchemisch optimierte kritische
Punkte, die QSD-Ergebnisse (siehe Abschnitt 5.1.1), sowie weitere Punkte der PES ver-
wendet. Die QSD-Ergebnisse definieren den steilsten Gradienten des S1 Zustands. Der
von der FC-Region ausgehende QSD-Pfad fu¨hrt auf die energetisch niedrigste CoIn1
hin (siehe Abb. 5.4 und Abb. C.1), deshalb wird nur die Region der PES verwendet,
welche durch den Gradienten aus der FC-Region direkt zuga¨nglich ist. Die verwende-
te CoIn1 stellt auf der konstruierten PES des S1 Zustands das Minimum dar (siehe
Abb. 5.6,a). Die konstruierte adiabatische 2D-PES beru¨cksichtigt den Grundzustand
S0 sowie den zur direkten ionischen Dissoziation relevanten S1 Zustand (vgl. Abb. 5.2).
Fu¨r die dritte reaktive Koordinate θ wird in den quantendynamischen Simulationen
ein Durchschnittswert von θ = 76.93 ◦ verwendet.
Die in Abb. 5.6 (b) und (c) dargestellten nicht-adiabatischen Kopplungselemente
werden numerisch durch infinitesimale Auslenkungen entlang der reaktiven Koordina-
ten R und φ ermittelt [263, 264].
T
(1)
12 =
〈
Φ1
∣∣∇∣∣Φ2〉 = 〈Φ1∣∣ ∂
∂ζ
∣∣Φ2〉 ≈ 〈Φ1(ζ − δζ)∣∣Φ2(ζ + δζ)〉/2δζ mit ζ = R,φ
(5.2)
Bei der quantenchemischen Berechnung der nicht-adiabatischen Kopplungselemente
muss eine konsistente Phasendefinition der elektronischen Wellenfunktion
∣∣Φi〉 gewa¨hr-
leistet werden. Hierfu¨r wird zusa¨tzlich eine quasi-Diabatisierung in den Rechnungen
durchgefu¨hrt [169, 264]. Der Mischungswinkel Θ transformiert in einem Zweizustands-
Modell die adiabatischen und diabatischen Potentiale. Die Ableitung ∂Θ/∂ζ erlaubt
eine alternative Berechnung der Nicht-adiabatischen Kopplungselemente, sowie deren
phasensensitive Bestimmung.
Anschließend kann der Gesamthamiltonian Hˆ (Gl. 3.6) konstruiert und die zeitab-
ha¨ngige Schro¨dinger-Gleichung (Gl. 3.1) fu¨r das Modell-System gelo¨st werden:
i
∂
∂t
ψ (t) =
{(
Tˆnuc Cˆ12 − µ12(t)
−Cˆ12 − µ12(t) Tˆnuc
)
+
(
V1 0
0 V2
)}
︸ ︷︷ ︸
Hˆ
(
ψ1 (t)
ψ2 (t)
)
(5.3)
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Abbildung 5.6: a) adiabatische Potentialfla¨chen V1 und V2 der elektronischen Zu-
sta¨nde S0 und S1. Die enthaltene CoIn1 als Bru¨hrungspunkt der Zusta¨nde ist
hervorgehoben. b) Nich-adiabatisches Kopplungs-Element
〈
Φ1
∣∣ ∂
∂R
∣∣Φ2〉 c) Nich-
adiabatisches Kopplungs-Element
〈
Φ1
∣∣ ∂
∂φ
∣∣Φ2〉. Der in (a) und (b) dargestellt Aus-
schnitt betra¨gt 0.3 A˚ bzw. 1.6 ◦.
Um die Hermitizita¨t von Hˆ zu gewa¨hrleisten werden im Kopplungsoperator Cˆ12 die
anti-hermit’schen Anteile von T (2)12 beru¨cksichtigt [120]
Cˆ12 = 2T
(1)
12 · ∇+ T (2)12 ≈ 2
〈
Φ1
∣∣∇∣∣Φ2〉∇+∇〈Φ1∣∣∇∣∣Φ2〉. (5.4)
Die Berechnung der Zeitentwicklung der gekoppelten Schro¨dinger-Gleichung (Gl. 5.3)
erfolgt numerisch unter Verwendung des Chebyshev -Propagators [265, 266] (Zeitschritt
∆t = 1a.u = 1/41.34 fs; R-φ- Gittergro¨sse: 512 x 256). Als Startwellenfunktion wird
die niedrigste Grundzustands-Eigenfunktion verwendet [267].
Initialdynamik des Bindungsbruchs in reaktiven Koordinaten: Um die Initialdyna-
mik des C1–Cl Bindungsbruchs auf der Femtosekunden-Zeitskala zu untersuchen, wer-
den quantendynamische Simulationen durchgefu¨hrt, welche die durch Laseranregung
initiierte Entwicklung auf dem S1 Zustand sowie die durch die NACME vermittelte
Kopplung zum Grundzustand beinhalten. Nach der Anregung durch einen linear pola-
risierten, gaussfo¨rmigen Laserpuls der La¨nge 48 fs (FWHM) und einer Wellenla¨nge von
253 nm (Feldsta¨rke: 2.57 ·10−2 GV/cm) entwickelt sich das Wellenpaket hauptsa¨chlich
entlang der φ Koordinate und bleibt zuna¨chst gebunden in der FC-Region. Erst nach
einer Propagationszeit von 110 fs u¨berquert der Hauptanteil des Wellenpakets die klei-
ne Potentialbarriere zum dissoziativen Bereich der S1 PES (siehe Abb. 5.7, a). Erst ab
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diesem Zeitpunkt steigt der Ortserwartungswert 〈R〉 betra¨chtlich an. Das Wellenpaket
entwickelt sich von nun an hauptsa¨chlich entlang der R Koordinate. Ein kleiner, in der
FC-Region verbliebener Anteil des Wellenpaketes erreicht den dissoziativen Bereich
der S1 PES mit einer Verzo¨gerung von 110 fs.
Die Beschreibung der S1-PES beinhaltet die Energetik der QSD-Berechnungen (sie-
he Abschnitt 5.1.1) im reduzierten, zwei-dimensionalen Modell. Nach dem U¨berqueren
der S1 Potentialbarriere wird das Wellenpaket entlang des Gradienten stark beschleu-
nigt, nach 155 fs passiert der Hauptteil CoIn1 auf der Abstandskoordinate R (siehe
Schnappschuss in Abb. 5.7, unten). Verglichen mit dem in Abb. 5.2 dargestellten 1D-
MEP (siehe auch gepunktete Linie in Abb. 5.7, unten) na¨hert sich das Wellenpaket
CoIn1 an, erreicht diese aber nicht. Demzufolge erfolgt nahezu kein Populationstrans-
fer in den Grundzustand S0, nach 210 fs betra¨gt der Abstand R der ionischen Fragmente
4.8 A˚.
In U¨bereinstimmung mit 1D-quantendynamischen Simulationen [172, 268] stellt das
U¨berwinden der Potentialbarriere, induziert durch den pi∗ − σ∗ Konfigurationswechsel
in der elektronischen Wellenfunktion (s.o. Abschnitt 5.1.1), den Geschwindigkeitsbe-
stimmenden Schritt dar (siehe Pfeil in Abb. 5.7, unten). Trotz der Beru¨cksichtigung des
Entartungspunktes CoIn1 zeigen die quantendynamischen Simulationen eine Dominanz
der ionischen Produktfragmente. Hierbei ist fu¨r eine Produktumverteilung zwischen io-
nischem und radikalischem Bindungsbruch das Erreichen des Wellenpaketes von CoIn1
auf der Winkelkoordinate φ von entscheidender Bedeutung. Auch die in den dynami-
schen Simulationen nicht beru¨cksichtigten Entartungspunkte CoIn2 und CoIn3 (siehe
Abb. 5.4 und C.1) erfordern erhebliche Auslenkungen entlang dieser Koordinate und
sollten wie CoIn1 nicht zur einer Populationsumverteilung in der initialen Dynamik
des Bindungsbruches beitragen. Zusammenfassend ist somit in der untersuchten Ini-
tialdynamik des C1–Cl Bindungsbruches, abgesehen vom parallel auftretenden homo-
lytischen Bindungsbruch bereits in der FC-Region, nicht von einer effektiven Kopplung
in den Radikal-Kanal auszugehen, die Dissoziation erfolgt adiabatisch entlang des io-
nischen Produktkanals.
Einfluss von polarer Solvatation auf die Dynamik des Bindungsbruchs: Die bisher
diskutierten Ergebnisse des Laser-induzierten C1–Cl Bindungsbruch in DPMCl basie-
ren auf Gasphasen-Berechnungen. Im Gegensatz hierzu wurden die experimentellen
Studien [36, 37, 244] in polaren Lo¨sungsmitteln wie z.B. Acetonitril (ACN) durchge-
fu¨hrt. Entlang der Reaktionskoordinate R wird erst wa¨hrend der ultraschnellen Dis-
soziationsdynamik in den ionischen Produktkanal ein Dipolmoment aufgebaut. Dies
initiiert eine ausgepra¨gte Solvatationsdynamik, so dass unter Gleichgewichtsbedingun-
gen eine Invertierung der energetischen Zustandsabfolge erfolgt und der ionische Pro-
duktkanal den energetischen Grundzustand darstellt.
Der Einfluss der Solventstabilisierung auf die Dissoziationsdynamik, sowie die Pro-
duktverteilung kann hier nicht abschließend gekla¨rt werden. Einen entscheidenden
Faktor stellt hierbei die Zeitskala der Soventstabilisierung dar, welche durch die
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Abbildung 5.7: Initialdynamik des C1–Cl Bindungsbruchs im DPMCl: a) Projektion
der 2D-Dynamik im angeregten S1 Zustand auf die Abstandkkoordinate R. Das
zuna¨chst gebundenen Wellenpaket u¨berquert nach 110 fs die Potentialbarriere im
angeregten Zustand. Anschließend steigt der Ortserwartungswert 〈R〉 schnell an.
Ein kleinerer Anteil das Wellenpakets folgt mit einer Zeitverzo¨geung von 110 fs.
b) Schnappschuss der Wellenpaketdynamik nach t=155 fs. Auf Grund des großen
Gradienten in der Radialkoordinate R wird CoIn1 nicht erreicht.
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Solvatations-Korrelationsfunktion CSolv definiert wird. Diese wird in Abschnitt 5.2.1
in einem atomistischen Mikrosolvatations-Ansatz abgeleitet. Daru¨ber hinaus zeigt die
Analyse der adiabatischen Gasphasen-Potentiale (Abb. 5.2), dass die konkurrieren-
den Produktkana¨le der Ionenpaar- und Radikalpaar-Bildung im FC-Bereich des ge-
bundenen S1 Zustands zuga¨nglich sind. Dies erlaubt bereits eine Verzweigung in die
verschiedenen Produktkana¨le, bevor die Dissoziationsdynamik entscheidend durch die
Soventstabilisierung beeinflusst werden kann. In diesem Modell sollte die initiale Pro-
duktveteilung in Pump-Probe Experimenten mit ho¨chster Zeitauflo¨sung weitestgehend
unabha¨ngig von der Zeitskala der Soventstabilisierung verschiedener polarer Lo¨sungs-
mitteln sein. Eine zuku¨nftige, umfassende Betrachtung muss diese verschiedenen Pro-
duktkana¨le mit der dynamischen Soventstabilisierung verbinden, wobei (empirische)
valence bond Potentiale [32, 269, 270] die Grundlage einer Diabatisierung darstellen
ko¨nnten.
5.2 Reaktionen jenseits des Diffusionslimits: Ultraschnelle
Solvolyse-Reaktion von Benzhydryl Kationen
In diesem Abschnitt wird das Wechselspiel der ultraschnellen mikroskopischen Dyna-
mik und makroskopischen Observablen in photogetriggerten Solvolysereaktionen be-
schrieben. Als exemplarisches Beispiel dient die Solvolysereaktion von Tetrafluoro-
Benzhydryl Kationen (DPMF+4 ) mit dem nukleophilen Solvent Methanol (MeOH)
(siehe Abb. 5.2). Ausgehend von einer atomistischen Beschreibung der Bindungsbil-
dung wird durch first principles on-the-fly moleku¨ldynamische (on-the-fly MD) Simu-
lationen gezeigt, wie sich mikroskopische Ereignisse in makroskopische Observablen,
wie die optische Absorption von transienten intermedia¨ren Kationen in zeitaufgelo¨-
sten Experimenten, u¨bersetzen. Die Simulationen starten nach der Photolyse (siehe
Abschnitt 5.1) [172], die anschließende intramolekulare Relaxation erfolgt auf einer
a¨hnlichen, ultraschnellen Zeitskala wie der initiale Solvatationsprozess [255].
Fu¨r die Simulation der Reaktionsdynamik des hoch reaktiven Kationen DPMF+4
(siehe Abb. 5.2) ergeben sich spezielle Herausforderungen: Insbesondere die Ausbil-
dung einer neuen chemischen Bindung zwischen Solute- und Solvent-Moleku¨l erfordert
eine ab initio oder first principle Beschreibung der Reaktanden. Das verwendete Simu-
lationsprotokoll basiert auf volldimensionalen on-the-fly MD Simulationen eines Solute-
Moleku¨ls, welches sich in der Mikrosolvatations Umgebung einer ersten Lo¨sungsmittel-
Schicht befindet. Dieser Ansatz ist durch Arbeiten von da Silva et al. motiviert, welche
eine nahezu quantitative Beschreibung von Lo¨sungsmitteleffekten durch eine Kombi-
nation von Mikrosolvatation und Kontinuumsmodellen erreichen [271]. Nur die explizi-
te Beru¨cksichtigung von Lo¨sungsmittel-Moleku¨len erlaubt auch die Beschreibung von
Wasserstoffbru¨ckenbindungen (H-Bindungen) im polaren Lo¨sungsmittel MeOH. Stu-
dien zum Solvatationsprozess angeregter Moleku¨le in polaren Lo¨sungsmitteln zeigen,
dass die erste Lo¨sungsmittel-Schicht den Hauptbeitrag zum Fluoreszenz-Shift im ini-
tialen Solvatationsprozess liefert [181, 272]. Nicht beru¨cksichtigt ist der Austausch von
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Schema 5.2: Schema der photogetriggerten SN1 Reaktion jenseits des Diffusionslimits.
Solventmoleku¨len. Aus experimentellen und theoretischen Arbeiten ist jedoch bekannt,
dass dieser erst auf einer Zeitskala von einigen Pikosekunden stattfindet [273, 274], und
fu¨r die hier untersuchte Reaktion mit MeOH vernachla¨ssigt werden kann.
Der verwendete Ansatz wird durch die Solvatations-Korrelationsfunktion quantifi-
ziert, welche mit MD Simulationen zum isolierten Solvatationsprozess [181, 186, 275]
oder Messungen wie time-gated Fluoreszenz-Upkonversion [255, 276] und time-gated
Photon-Echo Experimenten [174, 179] verglichen werden kann. Innerhalb des ver-
wendeten Mikrosolvatations-Ansatzes ist die Simulation von intermolekularer Bin-
dungsbildung, intramolekularer Relaxation, sowie Solventstabilisierung durch die er-
ste Lo¨sungsmittelschicht inha¨rent enthalten. Die Genauigkeit von Mikrosolvatations-
Ansa¨tzen wurde bereits fu¨r die Thermodnamik von chemischen Reaktionen u¨berpru¨ft
[277]. Erste Arbeiten u¨ber die Dynamik mikrosolvatisierter Cluster wurden bereits im
elektronischen Grundzustand [278], sowie in elektronisch angeregten Zusta¨nden [279]
publiziert. Die Wasserstoff-Transferreaktion innerhalb von Ammoniak-Clustern wurde
experimentell studiert [280].
In dieser Arbeit wird die Dispersions-Wechselwirkung in den on-the-fly dynamischen
Simulationen der reaktiven Cluster beru¨cksichtigt, um eine ausgewogene Beschreibung
der nicht-polaren Wechselwirkungen wa¨hrend der Solvolyse zu gewa¨hrleisten. Basie-
rend auf einer Schar von Trajektorien werden die intra- und intermolekularen Be-
wegungen des Solutes sowie des Solvents durch Verwendung der Geschwindigkeits-
Korrelationsfunktion analysiert, welche grundsa¨tzlich durch zeitaufgelo¨ste Schwin-
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gungsspektroskopie verfolgt werden ko¨nnen [237, 281–284]. Zusa¨tzlich wird ein Schema
zur Berechnung von zeitaufgelo¨sten UV-VIS Spektren von intermedia¨ren, mikrosol-
vatisierten Benzhydryl Kationen abgeleitet, welches den Vergleich mit neuesten ul-
traschnellen transienten Absorptionssignalen erlaubt [30, 285]. Die Beitra¨ge der in-
tramolekularen Relaxation und der Reorganisation des Solvents werden identifiziert.
Hierbei zeigt sich eine nahezu quantitative U¨bereinstimmung zwischen der Vorhersage
und der Messung.
Quantenchemische Methoden: Das Simulationsprotokoll der subdiffusiven, Elek-
trophil-Nukleophil Bindungsbildungs-Reaktion basiert auf on-the-fly Dynamik, wel-
che die Berechnung der Elektronenstruktur sowie die Auswertung von Gradienten in
jedem Zeitschritt ∆t erfordert (siehe Abschnitt 3.3). Die elektronische Schro¨dingerglei-
chung wird hierbei auf DFT Niveau [286, 287], unter Verwendung der resolution of the
identity Na¨herung [288], gelo¨st. Die Beru¨cksichtigung der Dispersionswechselwirkung
erfolgt durch eine empirische Korrektur (RI-DFT-D) [289, 290]. Eine Beschreibung der
verwendeten Funktionale, sowie Vergleichsrechnungen, zur Quantifizierung der Disper-
sionswechselwirkung, sind im Anhang A dargestellt.
Als Startgeometrien der on-the-fly Dynamik werden zwei Precursor Cluster (PC),
bestehend aus dem Precursor Moleku¨l DPMF4−P+(CH3)3 und einer ersten Solvent-
Hu¨lle, konstruiert. Hierbei zeigt sich, dass acht bis neun MeOH Moleku¨le zum Aufbau
einer Solvent-Hu¨lle beno¨tigt werden. Die Dynamik im Modell-System (MSstart)wird
durch einen instantanen Bruch der C−P Bindung initiiert, die Energie des Laserpulses
(4.8 eV) wird als kinetische Energie in den internen Freiheitsgraden deponiert (fu¨r die
Erzeugung der Anfangsbedingungen siehe Abschnitt 3.3.2).
5.2.1 Mikroskopische und makroskopische Betrachtung der
Solvolysereaktion:
Mikroskopische Merkmale der Solvolyse:
Die u¨berwiegende Mehrheit der 45 Trajektorien weist eine Bindungsbildung zwischen
dem Solute DPMF+4 und einem Solvent-Moleku¨l MeOH auf, wodurch das Ether-
Produkt gebildet wird (siehe Abb. 5.2). Das Beispiel einer typischen Trajektorie ist an-
hand von Schnappschu¨ssen des sich entwickelnden Model Systems MSstart in Abb. 5.8
dargestellt. Hierbei ko¨nnen verschiedene Zeitintervalle identifiziert werden: die Reak-
tion startet mit der intramolekularen Relaxation innerhalb des Benzhydryl Kations,
wobei die sp2 Hybridisierung des zentralen C1-Atoms die wichtigste Relaxationskoor-
dinate darstellt. Weitere geometrische A¨nderungen erfolgen vor allem in der niederfre-
quenten Torsionsmode der substituierten Phenylringe hin zu einer planaren Benzhydryl
Geometrie (vergleiche Schnappschuss 1© und 2© in Abb. 5.8). Die sp2 Hybridisierung
wird nach 200 fs erreicht, wobei starke Oszillationen in der Re-Hybridisierungs Mode
durch die vorhandene U¨berschussenergie erhalten bleiben. Die niederfrequente Torsi-
on der substituierten Phenylringe beno¨tigt hingegen ≈ 500 fs, um die Planarita¨t zu
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erreichen. Auch in dieser Koordinate bleibt die oszillatorische Bewegung erhalten. Die
Ausbildung des konjugierten Benzhydryl Kations stellt hierbei einen ersten Hinweis
fu¨r eine Solvolysereaktion des SN1 Typs dar.
Inter-Solvent Radiale Korrelationsfunktion CijkISR(t): Die nicht-gleichgewichts-
Geometrie des MSstart induziert strukturelle Reorganisationsprozesse innerhalb des
Lo¨sungsmittels. Ein qualitatives Versta¨ndnis dieser Prozesse kann durch die Visuali-
sierung der Solute- und Solvent-Dynamik erhalten werden. Die quantitative Beschrei-
bung basiert auf der Inter-Solvent Radialen Korrelationsfunktion CijkISR(t), welche die
strukturellen A¨nderungen innerhalb der ersten Lo¨sungsmittelschicht darstellt. CijkISR(t)
ist definiert als
CijkISR(t) =
rij(t) · rik(t)
rij(0) · rik(0) for i 6= j 6= k (5.5)
mit den Absta¨nden rij(t) und rik(t) zwischen einem speziellen Solvent-Moleku¨l i und
zwei anderen Solvent-Moleku¨len j und k, welche als Absta¨nde zwischen Sauerstoff-
Atomen zum Zeitpunkt t bestimmt werden. Die Vektoren rij(0), beziehungswei-
se rik(0) stellen die Gleichgewichtsabsta¨nde in den MS dar. Da die Lo¨sungsmittel-
Wechselwirkung hauptsa¨chlich durch die dipolaren H-Bindungen bestimmt werden,
dienen die Sauerstoff-Sauerstoff-, und nicht die CMeOH − CMeOH -Absta¨nde zur
Definition von CijkISR(t). Die erste Lo¨sungsmittelschicht bildet ein Netzwerk von
1D-H-Bindungen aus, somit wird CijkISR(t) vollsta¨ndig durch drei Indizes i, j, k charak-
terisiert. A¨nderungen in CijkISR(t) spiegeln Reorganisationen innerhalb der H-Bindungen
wider. Ein vollsta¨ndiger Verlust der Korrelation zeigt die Umordnung des Netzwerkes
von H-Bindungen an.
Parallel zur intramolekularen Relaxation des Solutes beginnt die Solvent-
Reorganisation, welche durch die Korrelationsfunktion CijkISR(t) (Gl. 5.5) quantifiziert
werden kann und in Abb 5.9 dargestellt ist. Beginnend vom Zeitnullpunkt t = 0 fs
(Schnappschuss 1©) bis t = 550 fs (Schnappschusss 2©) erfolgt die Antwort der Solvent-
moleku¨le auf die neue Ladungsverteilung nach dem Bindungsbruch. Die resultierende
unterdru¨ckte Rotation (= Librationsbewegung) fu¨hrt zu einer Umordnung innerhalb
des Netzwerkes von H-Bindungen und somit zu einer Abnahme in der Korrelationsfunk-
tion CijkISR(t) zwischen den Solvent Moleku¨len (siehe die starke Abnahme in C
ijk
ISR(t) bis
zum Zeitpunkt t = 550 fs in Abb. 5.9). Nach etwa 1 ps reagiert das freie Elektronenpaar
eines Sauerstoff Atoms des Solvents als Nukleophil, was zur Ausbildung einer neuen
kovalenten Bindung mit dem zentralen C1−Atoms des Benzhydryl-Kations fu¨hrt. Die
Ausbildung der Bindung ist indirekt in der Abnahme von CijkISR(t) des zugeho¨rigen
Solventmoleku¨ls erkennbar (siehe C123ISR(t) bei t = 1082 fs, rote Linie). Die versta¨rk-
te Wechselwirkung zwischen dem angreifenden Solvent und dem Solute Moleku¨l fu¨hrt
zu einer Abnahme der inter-Solvent Wechselwirkung. Der Ausbildung der Bindung
zwischen Nukleophil und Elektrophil nachgelagert erfolgt ein Protonentransfer zu be-
nachbarten Solvent Moleku¨len (siehe Schnappschuss 4©, t = 2000 - 2500 fs). Dieser
wiederum induziert eine Reorganisation im Netzwerk der H-Bindungen und somit eine
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Abbildung 5.8: Schnappschu¨sse zu charakteristischen Zeitpunkten des sich ent-
wickelnden Modellsystems MSstart. Die P (CH3)3 Abgangsgruppe kann durch das
gelb farbene Phosphor Atom identifiziert werden, die Fluor Atome sind in gru¨n
dargestellt. Die Ausbildung der kovalenten Bindung kann eindeutig zum Zeitpunkt
t = 1082 fs erkannt werden (siehe untere linke Ecke.)
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Abbildung 5.9: Inter-Solvent Radiale Korrelationsfunktion CijkISR(t) der vektoriellen
inter-Solvent Sauerstoff-Sauerstoff Absta¨nde der in Abb. 5.8 dargestellten Trajek-
torie. Die Indizes ijk beschreiben das jeweilige Moleku¨l der ersten Lo¨sungsmittel-
schicht (siehe Gl. 5.5). Charakteristische Zeitpunkte der Solvolyse sind mit Pfeilen
hervorgehoben.
Abnahme der Korrelationsfunktion CijkISR(t) der beiden teilnehmenden Solventmoleku¨-
le (hier C125ISR(t) und C
126
ISR(t)). Letztendlich passen sich die Lo¨sungsmittelmoleku¨le an
die neue Ladungsverteilung des gebildeten Ethermoleku¨ls an.
Zum Zeitnullpunkt (t = 0 fs) ist die gesamte kinetische Energie EKin = 4.8 eV stati-
stisch u¨ber alle internen Freiheitsgrade verteilt (siehe Kapitel 3.3.2). Durch die sich un-
terscheidenden Anfangsbedingungen treten A¨hnlichkeiten und Unterschiede zwischen
den einzelnen Trajektorien auf. Hierbei zeigen alle Trajektorien eine kovalente Bin-
dungsbildung zwischen Elektrophilen und Nukleophilen, wodurch ein gesa¨ttigtes Dia-
rylmethan Produkt inneralb t= 4 ps gebildet wird. Die u¨berwiegende Mehrzahl der Tra-
jektorien generiert das neue Etherprodukt, die Rekombination mit der Abgangsgruppe
P (CH3)3 (geminate Rekombination) regeneriert die Reaktanden als Nebenprodukt. In
allen Trajektorien wird die kinetische Energie in die internen Freiheitsgrade verteilt und
nicht in die kinetische Energie der gebildeten Fragmente, eine quantitative Analyse der
Rekombinationsreaktion mit der Abgangsgruppe ist deshalb nicht mo¨glich. Fu¨r eine
systematische Studie der geminaten Rekombination mu¨sste zusa¨tzlich die Diffusion in
einem gro¨sseren Lo¨sungsmittelvolumen beru¨cksichtigt werden. In dieser Arbeit liegt der
Schwerpunkt auf der initialen ultraschnellen Solvatation, sowie Relaxationsprozessen
innerhalb der ersten Lo¨sungsmittelschicht, zusammen mit der sub-diffusiven Ausbil-
dung neuer kovalenter Bindungen des hochreaktiven Benzhydryl Kations DPMF+4 .
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Aus der Analyse der einzelnen Trajektorien kann abgeleitet werden, dass die intramo-
lekulare Relaxation des Solutes, die Librationsbewegung und die Reorganisation von
H-Bindungen innerhalb von 4 ps zum untersuchten Mikrosolvatations-Prozess beitra-
gen. Der Zeitpunkt der Bindungsbildung variiert zwischen den einzelnen Trajektorien
genauso wie das angreifende Lo¨sungsmittelmoleku¨l (Zeitskala: 700 fs - 2.2 ps).
Verhalten des Ensembles: Librationsbewegung
Aus den individuellen Trajektorien ko¨nnen Informationen u¨ber reaktive Moden ex-
trahiert werden, welche ein mechanistisches Versta¨ndnis erlauben. Um den Bezug zu
den makroskopischen Experimenten herzustellen muss die Dynamik des Ensembles als
Mittel u¨ber alle Trajektorien betrachtet werden. Dies ermo¨glicht auch eine Quanti-
fizierung des Mikrosolvatations-Ansatzes. Aus den on-the-fly MD Simulationen kann
die System-Bad-Korrelationsfunktion CE/SB(t) (Gl. 3.64) direkt extrahiert werden.
Die in Abb. 5.10 (graue Linie) dargestellten Ergebnisse stellen das Mittel u¨ber 30
Trajektorien dar.2 Das Abklingen der Korrelation wird durch hoch-frequente Kompo-
nenten u¨berlagert, die ausschließlich aus intramolekularen Beitra¨gen resultieren. Die
schwach modulierte Solvatations-Korrelationsfunktion CSolv(t) (Abb. 5.10, rote Linie)
wird durch die Anwendung eines Hochfrequenz-Filters (low-pass Filter) auf CE/SB(t)
erhalten.
Wie bereits fu¨r polare Lo¨sungsmittel berichtet [176, 177, 179, 182, 183], beschreibt
die Form von CSolv(t) einen gaussfo¨rmigen Abfall. U¨berlagert sind niederfrequente Os-
zillationen in der Gro¨ßenordnung von 30 cm−1, welche der Torsion der Phenylringe des
Benzhydryl Kations entsprechen [255]. Der ultraschnelle initiale Anstieg (bis 100 fs) ist
ein intramolekulares Artefakt, welches immer noch in CSolv(t) enthalten ist. Dieses spie-
gelt die Relaxation der MSstart Geometrie wider, da die deponierte kinetische Energie
(EKin = 4.8 eV) zu Beginn in potentielle Energie umgewandelt wird. In diesem Sin-
ne findet sich in on-the-fly Dynamischen Simulationen eine Situation gegensa¨tzlich zu
time-gated Photon-Echo Experimenten [180], welche in der Lage sind, die initiale Kom-
ponente von CSolv(t) aufzulo¨sen. Hier wird in der Solvatations-Korrelationsfunktion
eine induzierte Da¨mpfung nach der Anregung durch einen spektral breiten Puls beob-
achtet, die u¨berschu¨ssige potentielle Energie wird in kinetische Energie umgewandelt.
Die Fitfunktion G(t) (Gl. 3.65) modeliert die initiale Librationsbewegung des Solvents
(Abb. 5.10) und ermo¨glicht die Berechnung der charakteristischen libronischen Solvat-
ationszeit tfast. Der ermittelte Wert fu¨r tfast = 296 fs (σ = 252 fs) weist eine gute
U¨bereinstimmung mit experimentellen Daten fu¨r tfast,Exp = 330 - 271 fs von zwei
verschiedenen Farbstoffmoleku¨len in MeOH auf [180, 183].
Die Solvatations-Dynamik, sowie nachfolgende chemische Vera¨nderungen der Pro-
be ko¨nnen durch transiente optische Spektroskopie verfolgt werden, insbesondere die
zeitliche Verschiebung von Absorptionsbanden (peak shifts) ist sensitiv auf den Solvat-
ationsprozess. Ein Femtosekunden Probe-Puls, der ein spektrales Kontinuum abdeckt
2 Von den insgesamt 45 Trajektorien zeigen alle die Bindungsbildung, bis zu Zeitpunkten T > 3 ps
konvergieren jedoch nur 30.
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Abbildung 5.10: Initiale Response der Lo¨sungsmittels: gezeigt ist die System-
Bad-Korrelationsfunktion CE/SB(t) aus Gl. 3.64 (graue Linie), die Solvatations-
Korrelationsfunktion CSolv(t) (rote Linie) sowie die angepasste Gausfunktion G(t)
gema¨ß Gl. 3.65. G(t) modelliert ausschließlich den libronischen Solvatationspro-
zess. Der schrittweise Abfall in CSolv(t) und CE/SB(t) wird durch die Reaktion
mit Lo¨sungsmittelmoleku¨len verursacht.
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erlaubt die Beobachtung in einem extrem breiten Spektralbereich [285]. Dies erlaubt
die simultane Auflo¨sung verschiedener Spezies im Reaktionsprozess. Um die beschrie-
benen Vorhersagen der experimentell mo¨glichen Beobachtungen zu u¨berpru¨fen, wur-
den in der Arbeitsgruppe von Prof. Riedle Messungen realisiert, deren Aufbau im
Detail in Ref. [285] beschrieben ist. Hierbei werden die Absorptionsa¨nderungen durch
einen sub-50 fs Anregepuls im UV (λ = 270 nm) initiiert und durch einen Weisslicht-
Probepuls (290 - 700 nm) detektiert. Die ausgepra¨gte Absorptionsbande bei 430 nm
(siehe Abb. 5.11) kann dem Benzhydryl Kation zugeordnet werden [244]. Die Dynamik
der Solvatation kann dann aus der Verschiebung des Absorptionsmaximums im tran-
sienten Spektrum ermittelt werden. Der genaue Wert des Maximums zu verschiedenen
Verzo¨gerungszeiten wird durch einen parabolischen Fit der Kationen Absorption in
einem dynamisch angepassten Wellenla¨ngenbereich ermittelt.
Da das DPMF+4 Kation extrem schnell mit Methanol reagiert (siehe Abschnitt
5.2.2) und die beobachtbare Absorption demzufolge klein und kurzlebig ist, wur-
de die Verschiebung der Absorption am verwandten, weniger reaktiven Monofluoro-
Benzhydryl Kation DPMF+ analysiert. Der Precursor Monofluoro-Benzhydrylchlorid
wurde hierzu in Methanol gelo¨st und in den ersten elektronisch angeregten pi − pi∗
Zustand (vgl. Abschnitt 5.1, λmax = 270 nm) angeregt. Innerhalb der ersten Pikose-
kunde ist ein Anstieg der Absorptionsbande des Kations beobachtbar. Dieses Signal
verschwindet anschließend innerhalb von 20 ps durch die Bildung des Etherproduktes.
Die experimentellen Gegebenheiten sind also geeignet die verschiedenen Zeitskalen und
Prozesse durch eine geeignet Wahl der Moleku¨le aufzulo¨sen, genauso wie die detaillierte
Analyse der theoretischen Simulationen.
Die Ergebnisse der solvatations-induzierten Verschiebung des Absorptionsmaximums
sind in Abb. 5.11 dargestellt. Es wird eine ausgepra¨gte Verschiebung von 16 nm er-
mittelt, das Anpassen der Fitfunktion G(t) (Gl. 3.65) liefert eine charakteristische
Zeitkonstante der Solvatation tfast = 507 fs (σ = 430 fs).3 Die gute U¨bereinstimmung
zwischen dem experimentell ermittelten Wert fu¨r tfast und dem gaussfo¨migen abklingen
von CSolv(t) in Experiment und Theorie besta¨tigt das verwendete Modell der ersten
Lo¨sungsmittelschicht [181], bestehend aus 8 - 9 Solventmoleku¨len.
Zum Zeitpunkt t ≈ 1100 fs ist ein ausgepra¨gter Abfall in CE/SB(t) und CSolv(t) zu
erkennen (siehe Abb. 5.10). Zu diesem Zeitpunkt erfolgt in einem Großteil der Trajek-
torien die Ausbildung der neuen kovalenten Bindung zwischen Lo¨sungsmittelmoleku¨l
und dem Benzhydryl Kation (siehe auch Schnappschuss 3© in Abb. 5.8). Nach t =
1100 fs werden die Modulation in CSolv(t) durch die niederfrequente Torsion der Phe-
nylringe innerhalb der erzeugten Ethermoleku¨le versta¨rkt. Die Reaktion fu¨hrt herbei zu
einer Stabilisierung von 0.43 eV, die initiale Solventstabilisierung innerhalb der ersten
Pikosekunde ist in der Gro¨ßenordnung von 0.84 eV.
3 der Offset von G(t) ist auf den theoretisch ermittelten Wert t0 = 84 fs fixiert und kein freier
Fitparameter
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Abbildung 5.11: a) Experimentell gemessene, solvatations-induzierte Verschiebung
des Absorptionsmaximums von DPMF+ in Methanol. Die Abbildung der Messda-
ten erfolgt mit freundlicher Genehmigung von Prof. Riedle und C. Sailer; Das Ab-
sorptionsmaximum (schwarze Kreise) wird zu kleineren Wellenla¨ngen verschoben.
Die zeitliche Entwicklung kann durch eine Gaussfunktion gema¨ß Gl. 3.65 angepasst
werden. b) Transientes Spektrum des DPMF+ Kations in Methanol nach Anre-
gung bei 270 nm. Die Absorption weist eine ausgepa¨gte Blauverschiebung auf. Die
Intensita¨tsabnahme wird der Reaktion der Kations mit dem Alkohol zugeordnet.
5.2.2 Zeitaufgelo¨ste Spektren
Die bisher diskutierte Solvatations-Korrelationsfunktion CSolv(t) spiegelt die durch Li-
brationsbewegungen vermittelte initiale Solvatationszeit tfast, sowie den Zeitpunkt des
nukleophilen Angriffs wider. Im folgenden Abschnitt wird diskutiert, welche Informa-
tionen u¨ber die bimolekularen Reaktion aus transienten Infrarot (IR) Spektren erhalten
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werden ko¨nnen. Daru¨berhinaus wird das UV-VIS Signal des Kations wa¨hrend seiner
Bildung und Reaktion aus den on-the-fly MD Simulationen extrahiert. Dies ermo¨glicht
das Erfassen von intermedia¨rern Strukturen im Verlauf von SN Reaktionen.
Zeitaufgelo¨ste Spektren S(t, ω) der Relaxationsdynamik im elektronischen
Grundzustand
Das zeitaufgelo¨ste Relaxationsspektrum S(t, ω) wird unter Verwendung der normier-
ten Geschwindigkeits-Autokorrelationsfunktion Cv(t) berechnet, wobei Cv(t) mathe-
matisch gleichbedeutend mit CE/SB(t) ist [181] und eine elegante Formulierung dar-
stellt, um die beobachtbare Moleku¨ldynamik des Ensembles zu extrahieren. Fu¨r ein
System bestehend aus N Atomen wird Cv(t) fu¨r jede Trajektorie gema¨ß
Cv(t) =
1
N
N∑
i=1
vi(0) · vi(t) (5.6)
berechnet. Hierbei stellt vi(0) ·vi(t) das Skalarprodukt der beiden kartesischen Vekto-
ren dar, deren Komponenten die Geschwindigkeiten vi jedes Atoms i sind. Die Summa-
tion erfolgt u¨ber alle Atome des Benzhydryl Kations, sowie der Lo¨sungsmittelschicht.
Um die vibronische Relaxationsdynamik der gesamten Probe zu ermitteln, wird Cv(t)
fu¨r alle verschiedenen Trajektorien berechnet. Die Eigenschaften des Ensembles, also
die gemittelten Eigenschaften, werden dann aus 〈Cv(t)〉 abgeleitet, wobei 〈〉 die Mit-
telung u¨ber n Trajektorien darstellt. Hierbei bleiben nur dominante Bewegungen der
Relaxationsdynamik im oszillatorischen Verhalten von 〈Cv(t)〉 erhalten. Das zugeho¨ri-
ge Relaxationsspektrum wird durch die inverse Cosinus-Transformation [180, 182, 291]
berechnet (siehe Abb. 5.12 (a)).
S(ω) =
∣∣∣∣∫ ∞
0
〈Cv(t)〉 cos(ωt)dt
∣∣∣∣2 (5.7)
Im Gegensatz zu stationa¨ren IR Spektren wird S(ω) durch Frequenzen dominiert, die
aktiv an der Solvolyse teilnehmen.4
Die kombinierte zeitliche und spektrale Information kann mittels einer sliding
window Fourier -Transformation als joint time frequency (JTF) Darstellung der
Geschwindigkeits-Autokorrelationsfunktion Cv(t) erhalten werden:
S(t, ω) =
1
n
n∑
i=1
∣∣∣∣ 12pi
∫ ∞
0
Cv(τ) ·G(t, τ) · e−iωτdτ
∣∣∣∣2 (5.8)
mit der Gaussfunktion
G(t, τ) =
1√
2piσ
exp
(
−1
2
(
t− τ
σ
)2)
.
4Das stationa¨re IR Spektren kann aus der Fourier-Transformation der Dipol-Korrelationsfunktion
erhalten werden.
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Der verwendete Window -Puls der Breite σ = 125 fs wird so gewa¨hlt, dass er die Ge-
gebenheiten eines modernen IR-Experimentes widerspiegelt [239]. Das entsprechende
zeitaufgelo¨ste Spektrum S(t, ω) ist in Abb. 5.12 (b) dargestellt.
Beginnnend mit niederfrequenten Moden kann eine ausgepra¨gte Librationsbande
der Lo¨sungsmittelmoleku¨le bei ν˜ << 500 cm−1 (mit ν˜ = ν/c) identifiziert werden
(Abb. 5.12 (a)), in U¨bereinstimmnung mit den experimentell berichteten spektralen
Dichten fu¨r die Solvatation des Cyanin-Farbstoffs DTTCI in Methanol [180]. Weitere
wichtige Moden sind die sp2-Hybridisierung des Benzhydryl Kations (schwache Bande
bei ν˜ = 850 cm−1) und eine sta¨rkere Bande bei ν˜ = 1120 cm−1, die der intensiven
C-O Streck-Schwingung des Lo¨sungsmittels MeOH zugeordnet wird. Die intensivste
Bande ist die breite O-H Biege-Schwingung von MeOH bei ν˜ = 1418 cm−1, vergleich-
bar mit der intensiven, fu¨r Wasser beobachteten Biege-Schwingung [292]. In der C-
H-Streck Region bei ν˜ ≈ 3000 cm−1 tragen Solvent und Solute Moleku¨le zum Spek-
trum bei. Die O-H Streck-Schwingung von MeOH, welche im Spektrum von flu¨ssigem
MeOH bei 3300 cm−1 erscheint [293] ist in den Simulationen nur schwach ausgepra¨gt.
Um diese starke Bande zu reproduzieren, ist ein weit verzweigtes Netzwerk von H-
Bindungen einer klassischen MD Simulation no¨tig [294], welches im hier verwendeten
Mikrosolvatations-Ansatz nicht enthalten ist. Zusammenfassend kann festgestellt wer-
den, dass das berechnete Spektrum durch Schwingungen des Lo¨sungsmittels dominiert
wird, nur die sp2-Hybridisierungs-Schwingung des Kations ist klar erkennbar. Die In-
tensita¨t der OH-Biege-Schwingung spiegelt deren ungesto¨rtes oszillatorisches Verhalten
wa¨hrend der Reaktion wider. Alle anderen Schwingungen weisen sta¨rkere Fluktuatio-
nen auf.
Zusa¨tzliche Informationen u¨ber die zeitliche Abfolge der Schwingungen, welche die
Nukleophil-Elektrophil Bindungs-Bildung von DPMF+4 und MeOH treiben, ist in der
JTF Darstellung enthalten (Abb. 5.12 (b)). Innerhalb von 500 fs klingen alle Spek-
tralen Amplituden ab, was die ultraschnelle intramolekulare Schwingungsumvertei-
lung der initialen kinetischen Energie zu potentieller Energie widerspiegelt. Ein spe-
zielles Augenmerk gilt der ausgepra¨gten Reorganisation der Librationsbewegung bei
ν˜ < 500 cm−1. Nach der initialen Relaxation (t = 0-700 fs) erfolgt die Ausbildung
der kovalenten Bindung zwischen Elektrophil und Nukleophil (≈ 1000 - 1500 fs). Die
vera¨nderte Ladungsdichteverteilung im Etherprodukt induziert wiederum eine Reor-
ganisation innerhalb der Lo¨sungsmittelschicht (t = 1000 - 2300 fs). Zu spa¨teren Zeiten
equilibrieren die Librationsbewegungen.
Dem schnellen Abfall innerhalb von 500 fs nachgelagert konserviert die sp2-
Hybridisierungs-Schwingung des zentralen C1 Atoms im entstehenden Benzhydryl Ka-
tion ein schwaches oszillatorisches Verhalten bei ν˜ = 850 cm−1. Die bimolekulare Bil-
dung des Etherproduktes kann nicht eindeutig unterschieden werden, das versta¨rkte
Signal bei S(t > 2000 fs, ν˜ = 1120 cm−1) ist ein Anzeichen fu¨r die Ausbildung des
Etherprduktes (C-O Streck-Schwingung), jedoch tragen auch Lo¨sungsmittelmoleku¨le
in dieser spektralen Region ( ν˜ = 1120 cm−1 - C-O Streck-Schwingung von MeOH)
zum Spektrum bei. Die O-H Biege-Schwingung des Lo¨sungsmittels wird nach der bi-
molekularen Reaktion wieder angeregt (t> 2000 fs, ν˜ =1418 cm−1).
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Abbildung 5.12: Vorhergesagte zeitaufgelo¨ste spektrale Signatur der Relaxationsdy-
namik im elektronischen Grundzustand: a) Solvatationsrelaxationsspektrum S(ω)
und b) joint time frequency (JTF) Darstellung S(t, ω) der Geschwindigkeits-
Autokorrelationsfunktion Cv(t). S(t, ω) wird unter Verwendung eines gaussfo¨r-
migen Window-Pulses der Breite σ = 125 fs berechnet. Die Intensita¨t wurde auf
die maximale Peakintensita¨t normiert. Fu¨r eine Zuordnung der einzelnen Moden
siehe Text.
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Zusammen mit der Solvatations-Korrelationsfunktion CSolv (siehe Abb. 5.10) zeigt
die berechnete JTF Darstellung S(t, ω) zusa¨tzlich zu den aktiven Schwingungen einen
zweistufigen Reaktionsmechanismus innerhalb von 4ps. Das hoch reaktive DPMF+4
wird zuna¨chst innerhalb von 700 fs durch Solvatation stabilisiert, nachfolgend erfolgt
die Ausbildung der kovalenten Bindung auf einer ps Zeitskala.
Zeitaufgelo¨stes UV-VIS Spektrum SUV−VIS(t, λ)
Die markante Observable der behandelten Bindungsbildung zwischen Elektrophil und
Nukleophil ist die Absorption von intermedia¨ren Benzhydryl Kationen, welche durch
Pump-Probe Experimente (UV-Pump, VIS oder Weisslicht Probe) erfasst werden kann
[30, 37, 39, 285]. Das Probe Signal bildet hierbei das intermedia¨re Kation ab und sollte
in der Lage sein den graduellen U¨bergang von SN1 zu SN2 Reaktionsmechanismen
[250] darzustellen. Das hier dargestellte Modell beginnt bereits nach dem photoly-
tischen Bindungsbruch, deshalb ist die Analyse auf den ultraschnellen Mechanismus
eines SN1 Reaktionsmechanismus beschra¨nkt. Es kann jedoch eine Antwort auf die
Frage gegeben werden, ob und auf welcher Zeitskala die Stabilisierung eines gebildeten
Kations mo¨glich ist.
Das zeitaufglo¨ste UV-VIS Spektrum SUV−V IS(t, λ) kann aus den on-the-fly MD
Ergebnissen berechnet werden und erlaubt den direkten Vergleich zum Experiment.
Dazu wird aus jeder individuellen Trajekorie i aus einer Gesamtzahl von n Trajek-
torien zu Zeitschritten ∆tsample die aktuelle Geometrie extrahiert.5 Diese Geometri-
en werden zur Berechnung der Anregungsenergie λ0(i, t) und des zugeho¨rigen U¨ber-
gangsmoments I(λ0, i, t) auf TD-DFT [295–297] Niveau verwendet. Jeder elektronische
U¨bergang wird anschließend durch eine Gaussfo¨rmige Linienbreite ∆λ(= 800 cm−1)
modelliert, welche die inhomogene Linienverbreiterung durch intermolekulare Sto¨ße
beru¨cksichtigt. An dieser Stelle soll betont werden, dass die Linienbreite ∆λ der ein-
zige empirische Parameter des Simulationsprotokolls ist. Alle anderen Gro¨ßen sind
aus first principles Berechnungen abgeleitet. Die erhaltenen Absorptionsspektren zum
Zeitpunkt t werden u¨ber alle n Trajektorien gemittelt. Das endgu¨ltige zeitaufgelo¨ste
Spektrum SUV−V IS(t, λ) kann ausgedru¨ckt werden durch
SUV−V IS(t, λ) =
1
n
n∑
i=1
∫ λ′max
λ′=0
I(λ0, i, t) ·G(λ′, λ0(i, t)) · dλ′
mit G(λ′, λ0(i, t)) =
1√
2pi∆λ
exp
(
−1
2
(
λ′ − λ0(i, t)
∆λ
))2 (5.9)
Gl. 5.9 erlaubt es die Zeitentwicklung der elektronischen Absorption des Benzhydryl
Kations in einem Ensemble jenseits des Gleichgewichts und direkt nach der photolyti-
schen Bindungsspaltung zu verfolgen.
Das vorhergesagte zeitaufgelo¨ste UV-VIS Spektrum SUV−V IS(t, λ) (Gl. 5.9) des mi-
krosolvatisierten DPMF+4 ist in Abb. 5.13 (a) zusammen mit ausgewa¨hlten Zeitschnit-
5Es wird ein Zeitintervall ∆tsample = 100 fs verwendet.
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ten des Signals in Abb. 5.13 (b) dargestellt. Zu fru¨hen Zeitpunkten ist bereits eine
breite, aber schwache Bande vorhanden (t=100 fs, 370 - 460 nm, siehe Abb. 5.13). In-
nerhalb von 600 fs engt sich die Bande ein und gewinnt an Intensita¨t, zum Zeitpunkt
t = 700 fs erreicht die Kationenbande ihre maximale Intensita¨t (siehe Zeitschnitt 4 in
Abb. 5.13). Der Anstieg der Signalintensita¨t korreliert mit den intra- und intermole-
kularen Relaxationsprozessen, welche zur Ausbildung eines planaren und stabilisierten
Kations fu¨hren (siehe hierzu den vorhergehenden Abschnitt 5.2.1). Der Anstieg des
beobachtbaren Kationen-Signals wird somit durch die Reorganisation des Lo¨sungs-
mittels und die Relaxation des Solutes kontrolliert, welche das anfa¨nglich, durch den
Bindungsbruch, heisse Kation stabilisieren. Es zeigt sich, dass die Stabilisierung 700 fs
beno¨tigt, was la¨nger ist als der photogetriggerte Bindungsbruch. Letzterer erfolgt auf
einer Zeitskala von 200 fs (siehe Abschnitt 5.1)[172]. Zusa¨tzlich wird im simulierten
Spektrum eine Blauverschiebung der Absorptionsbande von 20 nm durch die Solvata-
tion beobachtet (t=100 fs: λedge = 460 nm; t=1300 fs: λedge = 440 nm).
Tabelle 5.2 gibt einen Vergleich der berechneten und experimentellen Absorptions-
spektren des mikrosolvatisierten DPMF+4 -Kations. Bereits in den Gas-Phasen Berech-
nungen zu DPMF+4 wird ein gute U¨bereinstimmung mit den experimentellen Anre-
gungsenergien gefunden. Wird das Lo¨sungsmittel als ein elektrostatisches Kontinuum
Tabelle 5.2: Berechnete Anregungsenergien von DPMF+4 in Gasphase und des mikro-
solvatisierten DPMF+4 (MS1 and MS2) zum Zeitpunkt t = 700 fs.
method λmax [nm] Osc. strength [a.u.]
TDDFT-BLYP 433.3 0.53
TDDFT-BLYP - COSMO 416.9 0.57
TDDFT-BLYB
MS1: (8MeOH) 426 0.19
MS2: (9MeOH) 424 0.23
Exp. 433 [258]
beru¨cksichtigt (DFT-BLYP-COSMO) [298], wird die Anregungsenergie um 16.4 nm
blauverschoben. Dieser Effekt resultiert wahrscheinlich aus einer besseren Stabilisie-
rung des elektronischen Grundzustands (vergleiche Tabelle 5.2, erste und zweite Zeile),
die Anregungen sind durch pi−pi∗ U¨berga¨nge charakterisiert. Das berechnete Spektrum
der mikrosolvatisierten MS (Tabelle 5.2, dritte und vierte Zeile) stellt das maximale
Signal zum Zeitpunkt t = 700 fs dar. Die Absorptionswellenla¨nge zeigt hierbei eine
exzellente U¨bereinstimmung mit den experimentellen Daten (λmax,Exp= 433nm vs.
λmax,Theo = 426nm).
Nach 700 fs nimmt das Kationensignal durch die Ausbildung der kovalenten Bindung
mit Lo¨sungsmittelmoleku¨len ab. Das Auftauchen einer neuen Absorption im Bereich
λ ≈ 270 nm wird der Bildung des Etherproduktes zugeordnet [35]. Die mittlere Le-
bensdauer der DPMF+4 -Kationen ist in der Gro¨ßenordnung von 1.2 ps.
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Abbildung 5.13: Berechnetes transientes Signal (Oszillatorsta¨rke) des mikrosol-
vatisierten DPMF+4 -Kations. a) berechnetes zeitaufgelo¨stes UV-VIS Spektrum
SUV−V IS(t, λ). b) Zeitschnitte des Signals zu den als rote Linien markierten Zeit-
punkten in der linken Abbildung. Die Oszillatorsta¨rke ist in atomaren Einheiten
·10−1 [a.u. ·10−1] angegeben.
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Zusammenfassung
Das hochreaktive Kation DPMF+4 kann durch Photolyse erzeugt werden [30, 38, 172,
244]. Nachfolgend kann in nukleophilen Lo¨sungsmitteln wie MeOH die Ausbildung einer
kovalenten Bindung zwischen Elektropil und Nukeophil erfolgen, wobei die gesamte
chemische Reaktion jenseits des Diffusionslimits abla¨uft [39]. Beide Teilprozesse dieser
lichtinduzierten SN1-Reaktion wurden in der vorliegenden Arbeit untersucht.
In Abschnitt 5.1 wird der Prima¨rprozess des Bindungsbruches auf einer mikroskopi-
schen Skala unter Verwendung von quantenchemischen und quantendynamischen Me-
thoden am Precursor-Moleku¨l Diphenylmethylchlorid (DPMCl) untersucht. Um Ein-
blick in das Zusammenspiel der konkurrierenden Reaktionskana¨le der Homolyse und
Heterolyse zu erhalten, werden ab initio Berechnungen des Grundzustands sowie der
elektronisch angeregten Zusta¨nde durchgeu¨hrt (Gas-Phase). Die Wechselwirkung ver-
schiedener elektronischer Zusta¨nde fu¨hrt zu einem initialen Ladungstransfer zwischen
dem pi-System der Phenylringe und der σ-Bindung der Abgangsgruppe. Dieser La-
dungstransfer ist unerla¨sslich fu¨r den ultraschnellen, ionischen Bindungsbruch und
wird durch eine Analyse der beteiligten Orbitale erkla¨rt. Die Beteiligung der freien
Elektronen-Paare der Cl-Abgangsgruppe (npx,z) am Ladungstransfer-Prozess macht
den homolytischen Bindungsbruch als alternativ auftretenden Reaktionskanal zuga¨ng-
lich. Das beobachtete Verha¨ltnis der gebildeten Radikal- bzw. Ionen-Fragmente [30, 38]
kann also der Beteiligung verschiedener elektronischer Zusta¨nde schon in der FC-
Region zugeordnet werden. Daru¨ber hinaus kann die parallele Bildung von ionischen
und radikalischen Fragmenten der Existenz von konischen Durchschneidungen zuge-
ordnet werden, welche in der vorliegenden Arbeit charakterisiert werden.
Quantendynamische Simulationen legen den Schluß nahe, dass Ionenpaare, trotz ih-
rer ho¨heren potentiellen Energie, das Hauptprodukt des direkten ionischen Bindungs-
bruches darstellen. Die konischen Durchschneidungen werden im initialen Dissozia-
tionsprozess nicht erreicht, so dass der ionische Produktkanal bevo¨lkert bleibt. Als
geschwindigkeits-bestimmender Schritt des Bindungsbruches wird eine kleine Barrie-
re im angeregten Zustand identifiziert, welche den gebundenen, optisch zuga¨nglichen
pi−pi∗ Zustand mit dem dissoziativen Bereich der Potentialfla¨che verbindet, und in den
dynamischen Simulationen nach 110 fs passiert wird. Die Beobachtung dieser geringfu¨-
gigen Verzo¨gerung im Dissoziationsprozess stellt eine Herausforderung an Pump-Probe
Experimente mit ho¨chster Zeitauflo¨sung dar.
Durch den ultraschnellen, lichtinduzierten Bindungsbruch dient die transiente Ab-
sorption des intermedia¨ren Benzhydryl Kations als Sonde um zwischen SN1 und SN2
Reaktionsmechanismen zu unterscheiden [250]. In dieser Arbeit (Abschnitt 5.2) wird
eine Verbindung zwischen der mikroskopischen Reaktionsdynamik und dem beobacht-
baren UV-VIS Signal der Solvolyse-Reaktion von Benzhydryl Kationen hergestellt.
Hierfu¨r wurde das zeitaufgelo¨ste UV-VIS Signal SUV−V IS(t, λ) aus on-the-fly MD Si-
mulationen berechnet, welche die verschiedenen Prozesse der intramolekularen Rela-
xation, die Librationsbewegung von Lo¨sungsmittelmoleku¨len, die Ausbildung von ko-
valenten Bindungen und nachfolgende Protonentransfer-Reaktionen beinhalten. Das
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Lo¨sungsmittel wird in einem Mikrosolvatations-Ansatz simuliert, welcher durch die
Solvatations-Korrelationsfunktion CSolv(t) verifiziert wird. Die ermittelte, charakteri-
stische libronische Solvavationszeit weist gute U¨bereinstimmung zu Literaturdaten der
initialen Solvatation auf [180, 181, 183] und wird durch aktuelle peak-shift Messungen
der Benzhydryl-Kationen Absortion u¨berpru¨ft.
In dieser Arbeit wird gezeigt, dass die bimolekulare Reaktion des DPMF+4 Kations
mit MeOH innerhalb von 4 ps abgeschlossen ist, eine Zeitskale weit jenseits des Dif-
fusionslimits. Die Auswahl bestimmter Trajektorien erlaubt die mikroskopische Inter-
pretation der Solvolyse-Reaktion und zeigt ein Zeitskala von 300 fs der intramolekula-
ren Solute-Relaxation. Die Dynamik des Ensembles sowie die gesamte Reaktionsdauer
werden durch die Solvatations-Korrelationsfunktion CSolv(t), die joint time frequen-
cy (JTF) Darstellung S(t, λ) der Geschwindigkeits-Korrelationsfunktion Cv(t), sowie
das zeitaufgelo¨ste UV-VIS Signal SUV−V IS(t, λ) erfasst. Alle weisen einen zweistufigen
Reaktionsmechanismus auf.
Wa¨hrend der ersten hundert Femtosekunden erfolgt die interne Relaxation des hoch
reaktiven DPMF+4 , dieses wird weiter durch Solvatation stabilisiert, was zur Ausbil-
dung eines equilibrierten Benzhydryl Kations mit seiner bekannten spektroskopischen
Signatur fu¨hrt. Anschließend fu¨hrt die Bildung der neuen kovalenten Bindung zwischen
Elektrophil und Nukleophil zur Erzeugung des Etherproduktes, was die Lebenszeit des
Kations auf τ = 1.2 ps begrenzt. Aus den Rechnungen zeigen sich keine Anzeichen fu¨r
einen SN2-artigen Mechanismus. Die makroskopische Observable SUV−V IS(t, λ) bildet
die Entstehung und den Abfall des transienten Kationensignals ab. Der verzo¨gerte An-
stieg, im Vergeich zur intramolekularen Relaxationszeit, zeigt, dass die Solvatation das
nachweisbare Kationensignal kontrolliert.
Die Messung der transienten Absorption (vergleiche Abb. 5.14) weist einen Anstieg
der Signalintensita¨t der gesamten Kationenbande mit einer effektiven Zeitkonstante
von 200 fs auf. Zusa¨tzlich wird eine Verzo¨gerung von 150 fs gefunden, die vorla¨ufig mit
molekularen Deformationen korreliert werden kann, wie sie zur Initiierung des Bin-
dungsbruchs no¨tig sind (siehe oben). In den Berechnungen wird angenommen, dass
der Bindungsbruch zum Zeitnullpunkt t = 0 fs abgeschlossen ist, das naszierende, mi-
krosolvatisierte Benzhydryl Kation befindet sich jedoch noch immer in seiner Gleich-
gewichtsgeometrie des Precursor-Systems. Die Kationenpopulation beginnt dann mit
einer initialen Verzo¨gerung durch die statistische Reaktion mit benachbarten Methanol-
Moleku¨len abzufallen (siehe schwarze Linie in Abb. 5.14). Zur selben Zeit steigt das
vorhergesagte optische Signal nur langsam durch die im Detail beschriebene Solvata-
tion und Planarisierung an (rote Linie am Absorptionsmximum bzw. blaue Linie fu¨r
das integrierte Signal in Abb. 5.14). Es kann zufa¨llig sein, aber die Verzo¨gerung sowie
der beobachtete Anstieg des Signals stimmen in Theorie und Experiment u¨berein.
Diese Befunde legen die Vermutung nahe, dass die beobachtete Verzo¨gerung des
optischen Signals relativ zur Population eine generelle Erscheinung von praktisch bar-
rierelosen chemischen Transformationen ist. Die A¨nderung der elektronischen Konfigu-
ration, also im speziellen Fall der Bindungsbruch, erfolgt schneller als die geometrische
Relaxation der sperrigen molekularen Bestandteile und die Relaxation des Lo¨sungsmit-
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Abbildung 5.14: a) Berechneter Abfall der DPMF+4 -Kationen Population (schwarze
Linie), sowie des zugeho¨rigen Signals der transienten Absorption SUV−V IS(t), aus-
gewertet am Bandenmaximum (426 nm, rote Linie) und durch Integration u¨ber die
gesamte Bande (blaue Linie). b) gemessene , normiert transiente Absorption des
DPMF+-Kations in Methanol wa¨hrend der ersten Pikosekunde. Das Signal am
Maximum der Bande (431 nm, rote Linie) steigt a¨hnlich wie das integrierte Signal
der gesamten Bande (blaue Linie) an. Das koha¨rente Artefakt zum Zeitnullpunkt
wurde weg gelassen.
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tels. Die optische U¨bergangssta¨rke, auf welcher die Identifikation der Produkte beruht,
ha¨ngt jedoch entscheidend von der Geometrie ab. Da spektroskopische Signaturen von
transienten Spezies in der Regel fu¨r relaxierte Stukturen berichtet werden, ko¨nnen die-
se nur begrenzt zur Interpretation von experimentellen Beobachtungen zu sehr fru¨hen
Zeitpunkten verwendet werden. Als Konsequenz ko¨nnte die beobachtete Zeitkonstante
der Kationenerzeugung nicht die eigentliche Erzeugung der Spezies widerspiegeln.
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Das in Teil I entwickelte Modell der Ladungsseparation in bakteriellen Reaktionszen-
tren (RC) erlaubt es, durch mehrdimensionale evolutiona¨re Optimierung die Grund-
voraussetzungen fu¨r ho¨chste Quantenausbeute Φ abzuleiten. Hierbei konnte gezeigt
werden, dass natu¨rliche photosynthetische Reaktionszentren auf eine hohe Quanten-
ausbeute Φ, jedoch nicht auf optimale Energiekonversions-Effizienz optimiert sind.
Ausgehend von der optimalen Realisierung der ET-Kaskade unter den Rahmenbe-
dingungen biologischer Systeme, welche die experimentell gefundenen Lebensdauern
mit hoher Pra¨zision widerspiegelt, ko¨nnen Designkriterien fu¨r die initialen Reakti-
onsschritte in einer artifiziellen photochemischen Energiewandlungseinheit entwickelt
werden. Diese agiert als front-end einer chemischen Solarzelle und muss bei ho¨chster
Energiekonversions-Effizienz operieren. Unter realisierbaren chemischen Rahmenbedin-
gungen wurden die folgenden Anforderungen identifiziert: Die gesamte reaktive Einheit
(reactive unit = RU ) muss aus einer Kette von mindestens fu¨nf Redox-Zentren beste-
hen, deren prima¨re Elektronen-Tra¨ger in naher ra¨umlicher Umgebung (unter 5 A˚)
mit sorgfa¨ltig ausbalancierten freien Energiedifferenzen ∆Gij angeordnet sein sollten.
Als ideal erweist sich ein nahezu isoenergetischer erster ET Schritt, gefolgt von einem
schnelleren zweiten Schritt mit ku¨rzerem Tunnelabstand. Die Simulationen legen nahe,
dass insbesondere diese initialen ET Schritte eine angepasste dielektrische Umgebung
beno¨tigen um geringe Reorganizationsenergien zu gewa¨hrleisten. Die Lebensdauer des
angeregten prima¨ren Elektronendonors muss fu¨r effizienten Elektronentransfer mit ge-
ringen Verlustraten konstruiert sein (γP ∗ < 1/500 ps), eine Anforderung die z.B. durch
Phtalocyanine erfu¨llt wird.
Die gesamte artifizielle photochemische Einheit (photochemical unit = PU ) besteht
aus der reaktiven Einheit RU, welche gema¨ß dem Prinzip des detailed balance an einen
Energiespeicher-Zustand (energy storage state = ESS ) gekoppelt ist. In multi-objective
Optimierungen muss dann die thermische Wiederbesetzung von intermedia¨ren Radikal-
paar Zusta¨nden, neben der direkten Ladungsrekombination minimiert werden. Die op-
timierte PU nutzt das Sonnen-Emissionsspektrum durch eine idealisierte Lichtsammel-
Antenne und besitzt eine optimale Gap-Energy ∆Ghν = 1.45-1.64 eV. Fu¨r optimierte
Systeme stellt die Lebensdauer des angeregten prima¨ren Elektronendonors den domi-
nanten Verlustkanal dar, das System weist somit a¨hnliche Eigenschaften wie Halbleiter-
basierte Solarzellen auf. Die nutzbare Spannung U kann 1.07-1.19 V bei einer Gesamt-
quantenausbeute ΦPU = 92-95 % erreichen. Optimierte PU besitzen das Potential,
die Sonnenenergie direkt in energiereichen Verbindungen zu speichern. Dieser Ansatz
der photochemischen Energiekonversion durch optimierte Reaktionszentren ermo¨glicht
es, Energiekonversions-Effizienzen η im Bereich von 21.7-26.8 % zu erreichen, ein ver-
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gleichbarer Wert, wie er in idealisierten Halbleiter-basierten single-junction Solarzellen
mo¨glich ist. Die hier pra¨sentierten Simulationen sollen einen Entwurf fu¨r zuku¨nftige
artifizielle Systeme darstellen und die zielgerichtete Verbesserung bestehender expe-
rimenteller Ansa¨tze [56, 113, 114] ermo¨glichen. Weiterfu¨hrende Modell-Entwicklungen
sollten die exzitonische Anregung in Lichtsammelkomplexen und deren mo¨glichst effizi-
enten Energietransfer zum Reaktionszentrum umfassen. Gemeinsamkeiten und Unter-
schiede der Initialprozesse in bakterieller und pflanzlicher Photosynthese ko¨nnen auf
Grundlage des abgeleiteten Modell-RC untersucht werden. Die limitierenden Fakto-
ren der Energiekonversions-Effizienz in Farbstoff-sensibilisierten Solarzellen (Gra¨tzel-
Zellen) und bulk-hetero juntions mu¨ssen die Ladungsseparation an Grenzfla¨chen so-
wie Exzitonen-Diffusion und Ladungstransport beru¨cksichtigen. Somit ergeben sich
vielfa¨lltige Erweiterungsmo¨glichkeiten des in dieser Arbeit entwickelten Modells aus
Elektronentransfer-Theorie und evolutiona¨rer Optimierung.
In Teil II dieser Arbeit wird der Einfluss der unmittelbaren Umgebung auf ul-
traschnelle Photoreaktionen untersucht. Hierbei werden an zwei unterschiedlichen Bei-
spielen Methoden entwickelt um die prototypischen intra- und intermolekularen Umge-
bungen in on-the-fly moleku¨ldynamischen Simulationen zu beru¨cksichtigen und deren
Einfluss auf den Mechanismus der Gesamtreaktion zu untersuchen. Als exemplari-
sche Photoreaktion, welche die unmittelbare intramolekularer Umgebung beru¨cksich-
tigt dient die UV-A/B-induzierte Dewar-Valenz-Isomerisierung im T(6-4)CT Dinukleo-
tid. In Kapitel 4 werden Unterschiede und Gemeinsamkeiten der Deaktivierung des
elektronisch angeregten Valenzzustands im Monomer 5M2P und im Dinukleotid T(6-
4)CT untersucht. Es zeigt sich, dass ein Wechsel des Reaktionsmechanismus von einer
photophysikalischen Deaktivierung im 5M2P zu einer photochemischen Dewar-Valenz-
Isomerisierung im T(6-4)CT durch die begrenzende Umgebung der Zucker-Formacetal-
Verbru¨ckung erfolgt. Diese Mikroumgebung verhindert die freie Beweglichkeit von
Bru¨ckenatomen und somit eine partielle sp2 → sp3 Rehybridisierung. Erst dies er-
mo¨glicht die elektrozyklische Valenz-Isomerisierung zum mutagenen T(Dew)CT.
Dieser reaktivita¨ts-kontrollierende Effekt der Zucker-Formacetal-Verbru¨ckung wur-
de durch on-the-fly dynamische Simulationen eingehend u¨berpru¨ft. Hierbei wurde ge-
zeigt, dass zur Relaxation in den Grundzustand S0 ein pi − pi∗ bzw. nO − pi∗ →
nN − pi∗ Populationstransfer den limitierenden Faktor der Deaktivierung darstellt.
Die sp2 → sp3-Rehybridisierungen von Bru¨ckenatomen sind prinzipiell auch im Di-
nukleotid mo¨glich, stellen jedoch ein statistisch a¨ußerst seltenes Ereignis dar. Der
biradadikalische CoInT (6−4)CT (S0/S1) wird hingegen ha¨ufig erreicht und erlaubt die
Dewar-Valenz-Isomerisierung zum T(Dew)CT direkt aus dem elektronisch angereg-
ten Singulett-Zustand. Durch simulierte IR-Differenzspektren wurde eine eindeutige
Dewar-Markerbande (ω = 1780 cm−1) identifiziert, welche es erlaubt die Photoreakti-
on experimentell zu verfolgen. Die Genauigkeit der Simulationen stellt zusa¨tzlich eine
Mo¨glichkeit dar den Einfluss der intermolekularen Umgebung (z.B. H-Bru¨cken) zu
quantifizieren.
Der vorhergesagte photochemische Reaktionsmechanismus konnte durch Experimen-
te in den Arbeitsgruppen von Prof. Carell und Prof. Zinth besta¨tigt werden. Die
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Verwendung Zucker-Silyl-verbru¨ckter T(6-4)SiT-Dinukleotide erlaubt deren selektive
Spaltung und Vera¨nderung der intramolekularen Mikroumgebung. Die gespaltenen
Verbindungen weisen keine Ringspannung und somit eine ho¨here Flexibilita¨t auf, dies
ermo¨glicht eine barrierelose Rehybridisierung, in Belichtungsexperimenten wurde folg-
lich keine Dewar-Valenz-Isomerisierung beobachtet. Zusa¨tzlich konnte die photoche-
mische Dewar-Valenz-Isomerisierung in Echtzeit durch eine C=O Dewar-Markerbande
bei ω = 1780 cm−1 verfolgt werden. Das dargestellte IR-Nachweisverfahren erlaubt
eine selektive Strukturzuordnung des gebildeten T(Dew)CT, sowie einer Zeitkonstante
τDewar = 150 ps der Dewar-Valenz Isomerisierung durch modernste UV-Pump IR-
Probe Experimente zuzuweisen.
Die intermolekulare Umgebung spielt in der photogetriggerten SN1 Solvolysereak-
tion von Benzhydryl Kationen eine entscheidende Rolle und wurde in Kapitel 5 un-
tersucht. Diese Reaktion kann in die Teilprozesse des photolytischen Bindungsbruches
sowie der nachfolgenden Ausbildung einer kovalenten Bindung zwischen Elektrophil
und nukeophilen Methanol (MeOH) unterteilt werden, wobei die gesamte chemische
Reaktion jenseits des Diffusionslimits abla¨uft [39]. Der Fokus dieser Arbeit liegt hier-
bei auf dem intramolekularen Dissoziationsmechanismus von Diphenylmethylchlorid
(DPMCl), welcher die konkurrierenden Produktkana¨le der Homolyse und Heteroly-
se beinhaltet sowie der spektralen Signatur des naszierenden Benzhydryl Kations in
direktem Kontakt mit einer ersten Lo¨sungsmittelschicht.
Auf Basis von ab initio Berechnungen des Grundzustands sowie der elektronisch
angeregten Zusta¨nde wurden die relevanten Konfigurationswechsel zwischen dem
pi-System der Phenylringe und der σ-Bindung der Abgangsgruppe identifiziert, wel-
che unerla¨sslich fu¨r den ultraschnellen, ionischen Bindungsbruch sind. Die Beteiligung
der freien Elektronen-Paare der Cl-Abgangsgruppe (npx,z) macht den homolytischen
Bindungsbruch als parallel auftretenden Reaktionskanal in der FC-Region zuga¨nglich.
Das beobachtete Verha¨ltnis der gebildeten Radikal- bzw. Ionen-Fragmente [30, 38] kann
also zum einen aus der Kreuzung elektronischer Zusta¨nde im FC-Bereich erkla¨rt wer-
den. Daru¨ber hinaus kann die Bildung von ionischen und radikalischen Fragmenten
der Existenz von konischen Durchschneidungen wa¨hrend des Dissoziationsprozesses
zugeordnet werden. Diese werden in der vorliegenden Arbeit erstmals charakterisiert.
Quantendynamische Simulationen legen den Schluß nahe, dass Ionenpaare, trotz ihrer
ho¨heren potentiellen Energie, in einem adiabatischen Dissoziationsmechanismus direkt
gebildet werden, da ein effektiver Transfer durch die konische Durchschneidung in der
Initialdynamik nicht erreicht wird. Als geschwindigkeitsbestimmender Schritt des Bin-
dungsbruchs wird der U¨bergang vom gebundenen, optisch zuga¨nglichen pi−pi∗ Zustand
in den dissoziativen Bereich der Potentialfla¨che identifiziert, welcher in den dynami-
schen Simulationen eine Zeitverzo¨gerung von 110 fs verursacht. Die Beobachtung dieser
Verzo¨gerung im Dissoziationsprozess stellt eine Herausforderung an Pump-Probe Ex-
periment mit ho¨chster Zeitauflo¨sung dar.
Durch den ultraschnellen, lichtinduzierten Bindungsbruch erlaubt die transiente Ab-
sorption des intermedia¨ren Benzhydryl Kations ultraschnelle, subdiffusive Solvolysere-
aktionen in Echtzeit zu verfolgen. In dieser Arbeit (Abschnitt 5.2) konnte eine Verbin-
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dung zwischen der mikroskopischen Reaktionsdynamik und dem beobachtbaren UV-
VIS Signal der Benzhydryl Kationen hergestellt werden, indem das zeitaufgelo¨ste Spek-
trum SUV−V IS(t, λ) direkt aus on-the-fly MD Simulationen berechnet wurde. Hierbei
wurde gezeigt, dass sowohl die intramolekulare Relaxation, als auch die Librationsbe-
wegung von Lo¨sungsmittelmoleku¨len entscheidend zur Signal-Intensita¨t beitragen. Die
berechnete Solvatations-Korrelationsfunktion CSolv(t) erlaubt es, die Genauigkeit des
verwendeten Mikrosolvatations-Ansatzes zu verifizieren und die Zeitskala fu¨r intra- und
intermolekulare Dynamik festzulegen. Hierbei zeigt sich, dass die rein intramolekulare
Betrachtung des initialen Bindungsbruches in erster Na¨herung in MeOH gerechtfertigt
ist, da das Lo¨sungsmittel erst mit einer Zeitverzo¨gerung von≈ 200 fs (FWHM = 296 fs),
und somit langsamer als der Dissoziationsprozess, auf die gebildete Ladungsverteilung
reagiert.
Die bimolekulare Reaktion von DPMF+4 Kationen mit MeOH erfolgt innerhalb von
4 ps und verursacht durch die Ausbildung der kovalenten Bindung die Abnahme der
Signal-Intensita¨t. Der Bindungsbildung liegt ein zweistufiger Mechanismus zu Grun-
de, welcher es erlaubt die Zeitskala der Stabilisierung des Benzhydryl-Kations von der
des nukleophilen Angriffs zu separieren. Erst dies erlaubt die spektroskopische Be-
obachtung der Solvolysereaktion in Echtzeit. Der verzo¨gerte Anstieg, im Vergeich zur
Zeitskala des Bindungsbruchs, zeigt, dass Solvatation und Relaxation das nachweisbare
Kationensignal kontrollieren. Hierbei wird eine nahezu quantitative U¨bereinstimmung
zu neuesten, in der Arbeitsgruppe von Prof. Riedle realisierten Experimenten zum
Signal-Anstieg erzielt. Daraus la¨sst sich schließen, dass die Intensita¨t des optischen
Signals durch die geometrische Relaxation der sperrigen molekularen Bestandteile und
die Relaxation des Lo¨sungsmittels kontrolliert wird. Als Konsequenz kann das beob-
achtete Zeitverhalten nicht mit der initialen Kationenerzeugung korreliert werden, eine
Tatsache die in der Auswertung und Interpretation der experimentellen Beobachtungen
beru¨cksichtigt werden muss.
Als abschließender Vergleich der beiden exemplarischen Photoreaktionen ko¨nnen fol-
gende Schlussfolgerungen gezogen werden. Die Dewar-Valenz-Isomerisierung stellt eine
Reaktion dar, welche durch die intramolekulare Mikroumgebung kontrolliert wird und
aus dem Valenzzustand erst im Dinukleotid ermo¨glicht wird. Die inter-molekulare Um-
gebung des Lo¨sungsmittels D2O scheint nur eine untergeordnete Rolle zu spielen, der
reaktive Teil des Moleku¨ls wird im Dinukleotid abgeschirmt. Insbesondere der Ver-
gleich der simulierten und experimentellen Differenzspektren weist in der Region der
reaktiven C=O-Bande eine nahezu quantitative U¨bereinstimmung auf. Differenzierter
stellt sich die Situation in der photogetriggerten SN1 Solvolysereaktion von Benzhydyl
Kationen dar. Wa¨hrend der Initialmechanismus des Bindungsbruches in Precursor-
Moleku¨len schon auf intramolekularer Ebene durch die relevanten Zustandswechsel
erkla¨rt werden kann, weist das Absorptionssignal des intermedia¨ren Kations eine star-
ke Abha¨ngigkeit von der Solvatations-Stabiliserung auf. Erst die expliziete Beru¨ck-
sichtigung von Lo¨sungsmittelmoleku¨len erlaubt es die Zeitentwicklung der Benzhydryl
Kationen zu simulieren und die nachfolgende chemische Reaktion auf der Femto- bis
Pikosekunden Zeitskala zu beschreiben.
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Zuku¨nftige Arbeiten sollten sich der dynamischen Solventstabilisierung der initial
gebildeten ionischen Fragmente widmen, welche fu¨r schnelle Lo¨sungsmittel, wie z.B.
Acetonitril, auf einer a¨hnlichen Zeitskala wie der Initialprozess des Bindungsbruchs
abla¨uft. Auch die zusa¨tzliche Beru¨cksichtigung nachfolgender ET Prozesse zwischen
Radikalpaaren und Ionenpaaren, welche die thermodynamische Ausbeute auf der ns-
Zeitskala definieren, ko¨nnen in einem gekoppelten Diffusions- und ET-Modell beschrie-
ben werden. ET-Reaktionen stellen auch einen Schlu¨ssel zum Versta¨ndniss der Radikal-
Anionischen Dewar-Schaden-Reversion dar, deren Enzym-unterstu¨tzter Mechanismus
[206] bis jetzt unbekannt ist. Daru¨berhinaus kann die in dieser Arbeit dargelegte ONI-
OM on-the-fly Dynamik die Grundlage bilden die Dewar-Valenz-Isomerisierung ein-
gebettet im DNA-Doppelstrangs durch multi-layer Methoden (z.B. QM:QM:MM) zu
beschreiben.
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A Anhang zum Kapitel: Optimaler
Elektronentransfer in solaren
Energiewandlungssystemen
Parameter der Evolutiona¨ren Algorithmen
Tabelle A.1: Parameter der Evolutiona¨ren Algorithmen (EA)
EA parameters (µ, λ)-CMA-ES NSGA-II
no. of individuals λ 8 10000
reproducing ind. µ 4 10000
no. of generations ∆Φ < 1 · 10−12 500
mutation probability - 0.01
crossover probability - 0.9
no. of restarts 4 -
increase of pop. size 3 -
time [s] 10−3 1
Einfluss des letzten Ladungsseparations-Schrittes τ34 auf die
Quantenausbeute der ET Kaskade:
Um den Einfluss des letzten (dritten) Schrittes auf die ET Kaskade zu untersuchen,
wird eine multi-objective Optimierung (NSGA-II [72], Parameter-Regime: Rb. shae-
roides, siehe Tabelle 2.1) durchgefu¨hrt, die Resultierende 2D-Pareto-Front ist in Ab-
bildung A.1 dargestellt. Die Simulationen zeigen, das Quantenausbeuten Φ > 94.5%
unter den experimentellen Bedingungen aufrecht erhalten werden ko¨nnen, die Pareto-
Front weist nur eine geringe Abha¨ngigkeit von der ET Lebensdauer τ34 auf (sogar fu¨r
Lebenszeiten τ34 = 1 ns sind Quantenausbeuten Φ > 93% mo¨glich). Die im Modell ge-
zeigte moderate Abha¨ngigkeit wurde experimentell ebenfalls durch gezielte Mutation
der Quinone QA und somit der Variation der Triebkraft ∆G34, gezeigt [87]. Eine ver-
gleichbare Situation besteht, wenn τ40 als zusa¨zliches Objective eingefu¨hrt wird (Abb.
A.1, unten). Die kurze Lebensdauer des Ladungsseparierten Zustandes τ40 = 35.3 µs
entspricht der optimalen Lo¨sung, ermittelt durch CMA-ES Optimierungen. Diese Le-
bensdauer τ40 kann auf Kosten der Quantenausbeuten ∆Φ < 2% auf mehrere ms
verla¨ngert werden. Entscheidend fu¨r eine optimierte ET Kaskade ist somit optimale
Ladungsseparation in der ersten beiden ET Schritten (P∗ BA HA → P+ B−A HA →
P+ BA H−A).
147
A Anhang zu Elektronentransfer in solaren Energiewandlungssystemen
Abbildung A.1: Zusammenhang zwischen Elektronentransfer-Raten τ34 (oben), sowie
Lebensdauer der ladungsseparierten Zustands τ40 ( unten) und Quantenausbeute
Φ im Parameter-Bereich von Rb. sphaeroides.
Abbildung A.2: Variation der special pair Lebensdauer τP ∗ und der Deaktivierungs-
rate γchem = 1/τchem im Parameter-Regime von Rb. shaeroides. Gezeigt sind Iso-
Konturfla¨chen der Quantenausbeute Φ >93 % fu¨r verschiedene Dissipationsener-
gien ∆GRC : hellgrau - ∆GRC = 0.40 eV, grau - ∆GRC = 0.35 eV, dunkelgrau -
∆GRC = 0.30 eV, schwarz-weiz - ∆GRC = 0.25 eV.
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- Bildung des Dewar-Valenz-Isomers
Vergleich der Absorptionsspektren von T(6-4)CT und 5M2P:
Abbildung B.1: Experimentelles UV-VIS Spektrum des T(6-4)CT Dinukleotids [230].
Blau: vor Bestrahlung, rot: nach 110 Minuten Bestrahlzeit. Inlay: Absorptions-
spektrum von 5-Methyl-2-Pyrimidinon (5M2P) in Wasser (schwarze Linie) sowie
in 1M HCl (gestrichelte Linie), u¨bernommen aus Ref. [219].
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5M2P: Basissatzabha¨ngigkeit der Anregungsenergie
Tabelle B.1: Vertikale Anregungsenergien (in [eV]) von 5M2P und T(6-4)CT auf
CASSCF und MRPT2 theoretischem Niveau (Basis - aug-cc-pvdz) sowie absolu-
ter Energiewert des Grundzustands S0 (in [a.u.]). Grundzustandsgeometrie - HF
Minimum
electronic state 11A
′
11A
′′
21A
′
21A
′′
31A
′
Charakter pi nN − pi∗ pi − pi∗ nO − pi∗ pi − pi2∗
Basis:
aug-cc-pvdz
CAS(4/3)
CASSCF -376.64274 4.93 5.80 - 10.62
MS-MRPT2 -377.86860 4.26 3.94 - 6.76
MRPT2-rs2c -377.84610 3.65 3.35 - 7.45
NEVPT2 -377.86376 3.91 3.69 - 6.40
CAS(12/9)
5M2P
CASSCF -376.71370 4.46 4.68 4.98 6.45
MS-MRPT2 -377.86242 4.28 4.16 4.95 6.44
MRPT2-rs2c -377.84658 3.87 3.55 4.45 5.89
NEVPT2 -377.85599 4.41 3.82 5.07 6.67
T(6-4)CT
CASSCF -1778.06336 4.50 5.63 4.81 6.66
MS-MRPT2 -1779.19855 3.78 4.28 4.93 -
MRCIσpi2 [19, 20, 216] -377.01369 4.37 4.42 5.07 -
Exp. [218, 219] 3.85-4.09
Charakterisierung der branching space Topographie im 5M2P und
T(6-4)CT Dinukleotid:
Die geringe beobachtete Quantenausbeute der Dewar-Valenz-Isomerisierung T(6-4)CT
→ T(Dew)CT von 5% kann durch die Topographie des branching space in unmittelbarer
Umgebung der jeweiligen CoIn erkla¨rt werden. Die branching space Topographie ist
charakterisiert durch [299]
E1/2 = dx1x2
[
σx1x+ σx2y ±
(
1
2
(
x2 + y2
)
+
∆x1x2
2
(
x2 − y2))1/2] (B.1)
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Abbildung B.2: Topologie des branching space im 5M2P (links) sowie im T(6-4)CT
Dinukleotid (rechts). Der relative Energienullpunkt ist die CoIn mit out-of-plane-
Stellung von N3 und C6. Fu¨r Details siehe Text.
mit den vier Parametern
σx1 =
(x1 + x2) · x1
dx1x2
σx2 =
(x1 + x2) · x2
dx1x2
∆x1x2 =
x12 − x22
dx1x22
dx1x2 = (x1
2 + x22)1/2 (B.2)
und den orthogo-normierten gradient difference und derivative coupling Vektoren x1
und x2. Hierbei ist die Verkippung des Doppelkonus aus der Vertikalen durch σi ge-
geben, ∆x1x2 beschreibt die Abweichung aus der zylindrischen Symmetrie und dx1x2
charakterisiert die Steigung des Konus.
Tabelle B.2: Topographische Parameter der S0/S1 konischen Durchschneidungen in
5M2P und im T(6-4)CT Dinukleotid
Struktur σx1 σx2 ∆x1x2 dx1x2
5M2P -0.121 -0.574 0.000 0.141
T(6-4)CT -0.574 -0.915 -0.240 0.104
Die CoIn im Monomeren 5M2P kann als spitz (peaked) charakterisiert werden, woge-
gen im T(6-4)CT Dinukleotid eine abgeschra¨gte (sloped) CoIn vorliegt (siehe Abb. B.2
und Tabelle B.2). Nur entlang des derivative coupling Vektors x2 erfolgt eine geome-
trische Auslenkung im Grundzustand zum T(Dew)CT (Abb. B.2, rechts, roter Pfeil).
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Tabelle B.3: Charakter der Singulett und Triplett Zusta¨nde am lokalisierten S1 Mi-
nimum und berechnete Spin-Bahn U¨bergangsmomente (|SOCME|2)
.
El-Sayed rules |〈Ti∣∣LSx,y,z∣∣S1〉|2
character allowed forbidden [cm−1]2
state
S0 (pi) T2 T1 1024.6 895.0
S1 (nO, pi∗) T1 T2 1240.7 1180.7
S2 (pi, pi∗) T2 T1 388.0 348.1
Partielle Triplett Bildung im T(6-4)CT Dinukleotid:
In unmittelbarer energetischer Na¨he des S1- Minimums (siehe Abb. 4.5, roter Kreis)
sind sowohl der T1 Zustand, als auch der T2 Zustand lokalisiert. Nach den El-
Sayed Auswahlregeln [300] stellen sich als 1(n, pi∗) ↔ 3(pi, pi∗), 3(n, pi∗) ↔ 1(pi, pi∗)
als erlaubte U¨berga¨nge dar. Somit wa¨re der S11(nO, pi
∗) ↔ T 31 (pi, pi∗) U¨bergang El-
Sayed erlaubt. Die explizite Berechnung der Spin-Bahn-Kopplungselemente (SOCME
=
〈
Ti
∣∣LSx,y,z∣∣S1〉) liefert u¨ber die gesamte IRC- Koordinate Kopplungselemente von ≈
7-10 cm−1, welche ein Maximum am S1- Minimum (max(SOCME) ≈ 26 cm−1) durch-
laufen. Eine U¨bersicht der U¨bergangsmomente am S1- Minimum ist in Tabelle B.3 ge-
geben. Die strikte Trennung in verbotene und erlaubte U¨berga¨nge gema¨ß der El-Sayed
Auswahlregeln [300] ist auf Grund des starken multi-Konfigurations-Mischcharakters
der elektronischen Zusta¨nde nicht gegeben. El-Sayed erlaubte U¨berga¨nge besitzen je-
doch die sta¨rkeren U¨bergangsmomente |〈Ti∣∣LSx,y,z∣∣S1〉|2. Hierbei ist die Ringstruktur
des 5M2P Fragments am S1- Minimum entscheidend fu¨r die Zunahme des SOCME.
Der partielle Orbitalu¨berlapp von nO- und pi- Orbitalen ist ausschlaggebend fu¨r einen
Anstieg. Die Spin-Dichte des T1 Zustands ist vollsta¨ndig auf das 5M2P Fragment lo-
kalisiert.
Fu¨r SOCMEs vergleichbarer Gro¨ssenordnung wurden unter Beru¨cksichtigung der
FC-Faktoren S→T-Lebenszeiten in der Gro¨ssenordung 50-500 ps in den Pyrimidin-
Nukleobasen Uracil und Thymine berechnet [301]. In Cytosin wurde ebenfalls der Bei-
trag von partieller Triplett Bildung demonstriert [302]. Fu¨r die tautomere Form 5M2HP
des 5M2P wurde der S11(nO, pi
∗) ↔ T 31 (pi, pi∗) U¨bergang durch resonante 2-Farben-2-
Photonen-Ionisation gezeigt [303]. Die hier berechneten Spin-Bahn-Kopplungssta¨rken
zusammen mit den berichteten experimentellen Befunden am 5M2HP [303] lassen die
Bildung eines photophysikalischen Triplett-Zustands im T(6-4)CT Dinukleotid plausi-
bel erscheinen.
Selektive Isomerenbestimmung des gebildeten T(Dew)CT Photoschadens:
Die in Abb. 4.2 dargestellte Struktur des T(6-4)CT Photoschadens stellt das energetisch
gu¨nstigste Edukt-Konformer dar (∆G = 0.05 eV, siehe Tab. 4.2). Aus den zwei lokali-
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sierten Edukt-Konformeren ko¨nnen insgesamt vier verschiedene Dewar-Valenz-Isomere
erzeugt werden (siehe Schema B.1), welche sich um etwa 0.5 eV in ihrer potentiellen
Energie unterscheiden. Der folgende Abschnitt erla¨utert die selektive Zuordnung des
gebildeten Dewar-Valenz-Isomers durch den Vergleich von simulierten und experimen-
tellen Differenzspektren.
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Schema B.1: Mo¨gliche Dewar-Valenz-Isomere die aus den beiden Rotationskonforme-
ren 1 und 2 des T(6-4)CT Photoschadens gebildet werden ko¨nnen.
Durch den Vergleich mit experimentell ermittelten IR- Spektren und Differenz-
spektren ist eine eindeutige Zuordnung des gebildeten Dewar-Valenz-Isomers mo¨glich.
Hierbei zeigt sich, dass die Intensita¨ts-Modulation des C=O-Dublett ( ω = 1600 -
1730 cm−1) im Differenzspektrum nur durch die Isomerisierungs-Reaktion 1 → 1a
simuliert werden kann (siehe Abb. B.3). Die Modulation des C=O-Dublett Signals
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durch den transienten Beitrag eines Triplett-Zustands (siehe Abb. 4.13) kann ebenfalls
nur fu¨r diese Isomerisierungs-Reaktion erreicht werden.
Die simulierten Differenzspektrum der Dewar-Valenz-Isomerisierungsreaktionen 1→
1b und 2→ 2a zeigen nur ein ausgepra¨gtes Signal der Intensita¨tsabnahme, eine C=O-
Dublett Modulation kann im Differenzspektrum nicht erzielt werden. Die Differenz-
spektren der Reaktion 2 → 2b werden hier auf Grund der energetischen Destabilisie-
rung des Dewar-Produktes 2b nicht gezeigt (∆∆G = 0.9 eV).
Das dargestellte Detektionsverfahren des Dewar-Valenz-Isomers erlaubt zum einen
den zeitaufgelo¨sten Nachweis der Photoreaktion, sowie daru¨ber hinaus die Identifizie-
rung des gebildeten Dewar-Valenz-Isomers. Diese Genauigkeit in der Zuordnung von
chemischen Strukturen wird in der Regel nur durch Analyse-Methoden erreicht, wel-
che keine oder sehr begrenzte Zeitauflo¨sung erlauben (NMR, MS, Ro¨ntgenstruktur-
analyse). Die in der Literatur aufgefu¨hreten Strukturen von Dewar-Valenz-Isomeren
beruhen zum einen auf NMR-Daten [197] (siehe Abb. 4.14, unten) oder sind durch
Ro¨ntgenstrukturanalyse ermittelt [206] (siehe Abb. 4.14, oben). Beide vorgeschlage-
nen Strukturen zeigen verschiedene Dewar-Valenz-Isomere, wobei erstere das Dewar-
Isomer im DNA-Doppelstrang zeigt und dem Dewar-Produkt 1b entspricht. Abb. 4.14,
oben zeigt die Geometrie des gebildeten T(Dew)C∗ Schadens im aktiven Zentrum der
6-4-Photolyase. Die in dieser Arbeit dargestellten IR-Nachweisverfahren der Dewar-
Valenz-Isomerisierungs-Reaktion besta¨tigen die publizierte Kristallstruktur von Glas
et al. und die strukturelle Zuordnung des T(Dew)T von Taylor et al. [236] als energe-
tisch gu¨nstigstes Dewar-Produkt 1a.
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Abbildung B.3: Simulierte IR-Spektren sowie Differenzspektren der Isomerisierungs-
Reaktionen 1 → 1a (oben), 2 → 2a (mitte) und 1 → 1b (unten): berechneten
Spektren des T(6-4)CT (rot), des T(Dew)CT (schwarz) sowie das zugeho¨riges
Differenzspektrum (blau). Das cyan-farbene Differenzspektrum entspricht in al-
len Abbildungen der Reaktion 1 → 1a, welches die beste U¨bereinstimmung zum
experimentellen IR-Spektrum zeigt. rechts: Geometrie der jeweiligen T(Dew)CT
Dinukleotid-Konformere
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C Anhang zum Kapitel: Benzhydryl
Kationen - Ultraschnelle Erzeugung und
Reaktion
Stationa¨re Punkte im DPMCl:
Tabelle C.1: Optimierte stationa¨re Punkte DPMCl im S0 und S1 Zustand, sowie des
DPM Kations und Radikals, berechnet auf CASSCF-Niveau.
DPMCl (S0) DPMCl (S1) DPM+ DPM•
bond length [A˚]
C1–Cl5 1.86 1.93 – –
C1–C2 1.52 1.47 1.41 1.43
C1–C3 1.52 1.52 1.41 1.47
angle [ ◦]
C2–C1–C3 115.10 116.33 131.99 127.86
Cl5–C1–H4 102.53 100.39 – –
C2–C1–H4 108.75 109.81 114.06 116.42
dihedral angle [ ◦]
C6–C2–C3–C7 49.17 67.44 43.18 65.91
C2–C3–C1–H4 122.01 125.15 179.94 178.27
angle between
phenyl rings [ ◦] 79.49 65.56 31.27 46.85
energy [Eh]
HF -958.180114 – -498.464669 -498.704550
B3LYP -962.206667 – -501.754116 -501.978859
CASSCF -958.240684 -958.032607 -498.511657 -498.711826
157
C Anhang zu Benzhydryl Kationen: Ultraschnelle Erzeugung und Reaktion
CoIn3 CoIn2
CoIn2
CoIn1
CoIn1
FC
CoIn3
FC
CoIn3
CoIn2
[°]φ120110100908070
4.0
3.6
3.2
R A[   ]°
86
82
78
74
θ[°] [°]φ120110100908070
CoIn1
Abbildung C.1: Relative Energien und geometrische Lage der drei konischen Durch-
schneidungen (CoIn) in reaktiven Koordinaten. Die zur Ausbildung der CoIn re-
levanten Moleku¨lorbitale HOMO-1 und HOMO-2 sind ebenfalls dargestellt.
Quantenchemische Methoden fu¨r reaktive on-the-fly Moleku¨ldynamik von
Benzhydryl Kationen
Reaktive on-the-fly Moleku¨ldynamik erfordert die Berechnung von Eigenenergien und
Gradienten zu jedem Zeitschritt (siehe Abschnitt 3.3). Die elektronische Schro¨dinger-
Gleichung wird auf DFT-Niveau [286, 287], unter Verwendung der resolution of the
identity Na¨herung [288] gelo¨st. Die langreichweitige Dispersions-Wechselwirkung wird
durch eine empirische Korrektur des Dichtefunktionals beru¨cksichtigt (RI-DFT-D)
[289, 290]. Alle Berechnungen werden mit dem Turbomole Programm [304], unter
Verwendung eines split valence double zeta Basissatzes (def-SV(P))durchgefu¨hrt. Die
Approximation der 2-Elektronen-Coulombintegrale erfolgt unter Verwendung einer zu-
sa¨tzlichen def-TZVP basis [305]. Zur Berechnung verla¨sslicher Gleichgewichtsgeometri-
en wird das B-LYP Funktional verwendet [306, 307].
Die moderate Gro¨ße des Referenz Clusters (RefC, siehe unten) erlaubt es, die Genau-
igkeit der quantenchemischen Methode gegenu¨ber weiteren Funktionalen (RI-BLYP-D
[286–290, 306, 307] vs. RI-BLYP [286–288, 306, 307] und tpss [308, 309]) zu u¨ber-
pru¨fen, sowie die Wichtigkeit der Dipersions-Korrektur abzuscha¨tzen (siehe Tabel-
le C.2). Weitere Referenzberechnungen mit der Wellenfunktions-basierten Methode
(RI-MP2) [310–312], welche inha¨rent intermolekularer Wechselwirkungen beinhaltet,
wurden ebenfalls durchgefu¨hrt. Basierend auf diesen Vergleichsrechnungen wurde die
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RI-BLYP-D Methode zur Berechnung der gro¨ßeren Precursor Clusters (PC) gewa¨hlt.
Diese Verbessern die Mikrosolvatation des Precursor Moleku¨ls DPMP − P+(CH3)3
sowie des Benzhydryl Kations.
Der CPU-Bedarf einer kombinierten Energie- und Gradienten-Berechnung der PC’s
zu jedem Zeitschritt ist in der Gro¨ßenordnung von zwei Minuten auf acht Prozes-
soren eines modernen Linux-Clusers. Dies erlaubt eine dynamische Beschreibung der
Elektrophil-Nukleophil Reaktion in on-the-fly MD Simulationen bis zu einer Pikosekun-
den Zeitskala. Entlang der on-the-fly MD Trajektorien werden die angeregten Zusta¨nde
zur Simulation von zeitaufgelo¨sten UV-VIS Spektren SUV−V IS(t, λ) beno¨tigt. Die An-
regungsenergeie und U¨bergangsmomente der pi − pi∗ Valenz-Zusta¨nde werden durch
TD-DFT Berechnungen [295–297, 313] an den ausgewerteten Geometrien ermittelt.
Modell-Verbindungen fu¨r die Mikrosolvatation: Um die Wichtigkeit der Dipersions-
Korrektur abzuscha¨tzen, wurde ein Reference Cluster (RefC), bestehend aus dem Pre-
cursor Molecu¨l DPM − P+(CH3)3 und vier Methanol Moleku¨len optimiert ((RefC:
DPM − P+(CH3)3 · 4MeOH, 57 Atome). Dieser dient als benchmark der ab initio
Mehoden fu¨r die gro¨ßeren Precursor Cluster PC1 und PC2. Fu¨r diese wurde das re-
aktivere Tetra-Fluor Derivat DPMF4 − P+(CH3)3, anstatt DPM − P+(CH3)3, als
Precursor Moleku¨l verwendet, um die MD Simulationszeit zu reduzieren. Die Reaktand-
Struktur der beiden verschiedenen PC’s werden als Referenz-Geometrie fu¨r die MD-
Simulationen optimiert. Der erste Precursor Cluster (PC1) besteht aus dem Precur-
sor Moleku¨l DPMF4 − P+(CH3)3, umgeben von acht Methanol Moleku¨len (PC1:
DPMF4 −P+(CH3)3 · 8MeOH, 85 atoms), im zweiten Precursor Cluster (PC2) wer-
den neun Lo¨sungsmittelmoleku¨le verwendet (PC2: DPMF4 − P+(CH3)3 · 9MeOH,
90 atoms). Alle Gleichgewichts-Geometrien werden durch eine Normalmoden-Analyse
besta¨tigt und sind in Tabelle C.2 zusammengefasst.
Das Wasserstoff-Bru¨cken-Bindungsnetzwerk (H-Bindungen, oberer Block in Tabel-
le. C.2) ist in allen DFT-basierten Methoden von a¨hnlicher Sta¨rke, die H-Bindungen
sind jedoch etwas ku¨rzer als am RI-MP2 optimierten Minimum. Die intermolekularen
Lo¨sungsmittel-Absta¨nde (CMeOHCMeOH , mittlerer Block in Tabelle. C.2) in traditio-
nellen DFT-Rechnungen weichen deutlich von den RI-MP2 Ergebnissen ab, hier treten
deutlich ku¨rzere CMeOHCMeOH - Absta¨nde auf (∆r = 0.2 A˚ der minimalen Ansta¨n-
de). Dieser Fehler der DFT-Methoden kann durch das Dispersion-korregierte Funktio-
nal RI-BLYP-D eliminiert werden, was darauf hin deutet, dass traditionelle DFT-
Methoden die unpolaren C-C-Wechselwirkungen des H-Bru¨cken-Bindungsnetzwerks
unterscha¨tzen. Die Wechselwirkung zwischen Solute und Solvent wird durch RI-MP2
und RI-BLYP-D Berechnungen gut beschrieben, was durch die a¨hnlichen Mittelwerte
der C1OMeOH zum Ausdruck kommt (unterer Block in Tabelle. C.2). Die traditionellen
DFT-Methoden unterscha¨tzen wiederum die Solute-Solvent Wechselwirkung. Als Kon-
sequenz wird deshalb die RI-BLYP-D Methode als bester Kompromiss aus Genauigkeit
und Recheneffizienz fu¨r die PC’s verwendet.
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Der PC wird aus einem Pecursor Moleku¨l konstruiert, welches durch eine erste Lo¨-
sungsmittelschicht umgeben ist. Es stellt sich heraus, dass acht bis neun MeOH Mo-
leku¨le zum Schließen der ersten Schicht beno¨tigt werden. Die grossen Abweichungen
der C1OMeOH Solute-Solvent Absta¨nde sind ein Resultat des Zusmmandra¨ngens an
der Oberfla¨che, durch sterische Abstoßung ko¨nnen sich nicht alle Lo¨sungsmittelmole-
ku¨le dem Solute gleichma¨ßig na¨hern. Die Lo¨sungsmittelmoleku¨le bilden untereinander
ein ausgepra¨gtes Wasserstoff-Bru¨cken-Bindungsnetzwerk aus, die Koordination zu den
F-Atomen ist nur schwach ausgepra¨gt. Die Berechnungen zeigen, dass schon zur Simu-
lation des geladenen Solutes im polaren Lo¨sungsmittel MeOH ( = 32.63, Dipolmoment
= 1.77 debye), neben der dipolaren Wechselwirkung, die Dipersions-Wechselwirkung
beru¨cksichtigt werden muss. Andernfalls erfolgt eine zu starke Bindung im Wasserstoff-
Bru¨cken-Bindungsnetzwerk, auf Kosten der Solute-Solvent Wechselwirkung.
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Tabelle C.2: Berechnete Wasserstoff-Bru¨cken-Bindungen (r(O · · ·H)), intermole-
kulare Lo¨sungsmittel-Absta¨nde (CMeOHCMeOH) und Solute-Solvent Absta¨nde
(C1OMeOH) im optimierten Referenz Cluster (RefC: DPM−P+(CH3)3 ·4MeOH)
und in den optimierten Precursor Clustern (PC1 =DPMF4−P+(CH3)3·8MeOH,
PC2 = DPMF4 − P+(CH3)3 · 9MeOH). Basis: def-SV(P), aug:def-TZVP; Die
optimierten Geometrien der Precursor Cluster dienen als Start fu¨r die on-the-fly
MD Tajektorien. Alle Bindungsla¨ngen sind in [A˚] angegeben.
method r(O · · ·H) r(O · · ·H) mean
max min
RefC:
tpss 1.677 1.628 1.654
BLYP 1.702 1.647 1.675
RI-BLYP-D 1.688 1.617 1.650
RI-MP2 1.743 1.654 1.705
PC:
RI-BLYP-D (PC1) 1.745 1.699 1.717
RI-BLYP-D (PC2) 1.736 1.601 1.660
r(CMeOHCMeOH) r(CMeOHCMeOH) mean
max min
RefC:
tpss 4.247 4.141 4.210
BLYP 4.277 4.237 4.254
RI-BLYP-D 4.286 3.810 4.029
RI-MP2 4.184 3.970 4.100
PC:
RI-BLYP-D (PC1) 4.264 3.442 3.955
RI-BLYP-D (PC2) 4.337 3.563 4.101
r(C1OMeOH) r(C1OMeOH) mean
max min
RefC:
tpss 4.251 3.566 3.988
BLYP 4.351 3.383 4.026
RI-BLYP-D 4.035 3.188 3.549
RI-MP2 4.010 3.312 3.555
PC:
RI-BLYP-D (PC1) 5.458 3.090 4.607
RI-BLYP-D (PC2) 5.327 3.096 4.450
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Abku¨rzungsverzeichnis
Abku¨rzungsverzeichnis
(6-4) Pyrimidin (6-4) Pyrimidon Adukt
(Dew) Dewar-Form des Pyrimidin (6-4) Pyrimidon Adukts
5M2P 5-Methyl-2-Pyrimidinon
AM1.5 Air Mass (solar zenith angle 48.19 ◦)
BF Body fixed Frame
CE/SB(t) System-Bad-Korreltionsfunktion
CijkISR(t) Inter-Solvent Radiale Korrelations-Funktion
CSolv(t) Solvatations-Korrelationsfunktion
CAS Complete Active Space
CI Configuration Interaction
CLS Constrained Low-level State
CMA-ES Covariance Matrix Adaptation Evolution Strategy
CoIn Konische Durchschneidung
CPD Cyclobutan-Dimer
D-B-A Donor-Bru¨cke-Akzeptor
DPM Benzhydryl
DPMCL Diphenylmethychlorid
DPMF+4 Tetrafluoro-Benzhydryl
DSC Dye-sensitized Solar Cell
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Abku¨rzungsverzeichnis
EA Evolutiona¨rer Algorithmus
ESS Energy Storage State
ET Elektronentransfer
FOI First Order Interaction space
FWHM Full Width at Half Maximum
GA Genetischer Algorithmus
H-Bindung Wasserstoffbru¨ckenbindung
IRC Intrinsischen Reaction Coordinate
JTF Joint Time Frequency
LCAO Linear Combination of Atomic Orbitals
LED Licht Emittierende Diode
MCSCF Multi-Configuration Self Consistent Field
MD Moleku¨ldynamik
MEP Minimum Energy Path
MP2 Møller-Plesset Sto¨rungstheorie zweiter Ordnung
MRPT2 Multi-Referenz Rayleigh-Schro¨dinger Sto¨rungstheorie zweiter Ordnung
MS Modell-System
NACME Non-Adiabatic Coupling Matrix Element
NSGA-II Non-dominated Sorting Genetic Algorithm II
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