Abstract. For solving the non-linear equations governing force-free fields, an iterative methodology based on the splitting of the problem is described. On the basis of this splitting, three families of subproblems have to be solved numerically. The first problem consists to find a potential field. A mixed hybrid method is used to solve it. The second problem, which is a curl-div system, is solved by means of a mixed method. The last problem is a transport equation which is approximated using a streamline diffusion technique. Numerical 3D experiences and results are given to illustrate the efficiency of the method.
The non-linear equation (1.1) means that B and its curl are everywhere colinear. In astrophysics and in plasma fusion Beltrami fields are known as force-free fields. They describe the equilibrium of a perfectly conducting pressureless plasma in the presence of a strong magnetic field. In that case, B corresponds to the magnetic field, while j = curl B is nothing but the current density. Equation (1.1) means that the only significant force acting on the plasma, say the Lorentz force, vanishes in equilibrium. It corresponds to the pressureless (p = 0) case of the magnetostatic equations j × B = ∇p, j = curl B, div B = 0.
The magnetostatic equations appears for example in magnetized thermonuclear fusion in toroidal geometries. They describe the balance between the magnetic pressure and the kinematic pressure of a magnetized confined plasma.
In the astrophysical context, Beltrami fields are often encountered to describe magnetic models of outer atmospheres above accretion disks or the low solar corona. It is indeed well known that a large part of the solar atmosphere (low corona below three solar radius) is dominated by the magnetic field which is created inside the sun by a dynamo process, and then emerges in the above atmosphere. This magnetic field is responsible for most of the structures and phenomena observed in various wavelengths in the corona such as : prominences, small scale and large scale eruptive events which may release large amount of energy and whose consequences may propagate up to the earth environment, as well as probably heating of the solar corona. Unfortunately, the magnetic field is difficult to measure locally in the hot and tenuous corona, whereas it is important to understand its three dimensional properties to elaborate models of such structures and phenomena, at the basis of any theoretical model. However, the magnetic field is measurable in the cooler and denser plasma that represent the "surface" of the sun (called the photosphere). Therefore astrophysicists have developed an approach which consists in Reconstructing the three-dimensional coronal magnetic field above the photosphere, from boundary data given on the photosphere. The problem then consists in solving equations (1.1-1.2) for given boundary conditions. As we will discuss later, although the three components of the magnetic fields are known on the sun surface, in order to have a well set problem for the mixed elliptic-hyperbolic problem above, only part of this information can be imposed on the boundary. The reader can refer to [2, 17] and references therein for more details about Beltrami fields in solar physics.
In fluid dynamics, experience shows that flows in which vorticity is roughly aligned to velocity, as the case of a Beltrami fields, could develop some instabilities. Moreover, Beltrami flows are solutions of the steady Euler equations describing a 3D steady inviscid and incompressible flows u.∇u + ∇p = f , div u = 0 in Ω.
(1.3)
Indeed, the last system can be written as In that case, we have curl B = ω(x, y) ψ(x, y) B,
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where ω(x, y) is the 2D vorticity defined by ω(x, y) = ∂u 2 ∂x − ∂u 1 ∂y .
The interested reader can refer to Bruno and Laurence [22] and Alber [1] for the proof of existence of smooth solutions to 3D steady Euler's equations (see also Glass [29] for some consideration concerning the two dimensional case).
From a mathematical viewpoint, equation (1.1) can be roughly rewritten in the form curl B = λ(x)B, (1.5) where λ(x) is a scalar function which varies in general with position. It turned out to be more convenient to work with (1.5) than (1.1). A common way to study (1.5) is to distinguish three categories of Beltrami' flows.
• Potential fields. It corresponds to λ ≡ 0. In that case, B is irrotational and derives from a potential. Namely, B is of the form B = ∇ϕ with ∆ϕ = 0 (when Ω is simply-connected). This is the simplest and most popular model. • Linear Beltrami fields: they are characterized by a constant λ. The existence of linear force-free fields when λ and B.n |∂Ω are prescribed was treated in the literature in several geometries (simply or multiply connected bounded or unbounded domains). The reader can refer to [36, 37] , [38] , [17] and references therein.
• Non-linear Beltrami fields: they corresponds to a variable function λ(.). It is much less obvious whether non-linear Beltrami field with prescribed data on the boundary of Ω exists. Bineau [13] gives a proof of the existence of non-linear force-free fields under some restrictive assumptions including the requierements that the vector field is regular and has a simple topology and that λ is small. In [15] Boulmezaoud and Amari have proven under few assumptions the existence of H 1 Beltrami fields with λ ∈ L ∞ (Ω) and in bounded but not necessarily simply-connected domains (see also [14] and Section 2 hereafter). There are several explicit examples in the literature of linear Beltrami fields. Among these examples, let us quote the celebrated ABC flows (after V. Arnold, E. Beltrami and S. Childress) and for which Arnold [7] , and independently Childress [23] , conjuctured the existence of chaotic paths. ABC flows were studied by Dombre and al. [26] and are today a classical example of 3D chaotic phenomena and lagrangian turbulence (see also Hénon [33] ). They are defined in the cartezian coordinates as follows
(1.6) On the contrary, there are few analytical examples of Beltrami fields are available with a non-constant proportionality factor λ. Examples of Beltrami fields in cylindrical geometry can be found in [45, 46] . In spherical geometry, the reader can refer to Low (1982 Low ( -1988 for an explicit Beltrami flow. Without breaking down the corresponding calculus, we give here two great families of non-linear Beltrami fields. Example 1 (spherical force-free fields). Let f : C → C be an holomorphic function and let χ : ]0, +∞[→ R be a real function of class C 1 . Let (r = |x|, θ, ϕ) be the classical spherical coordinates and set
Then, the vector field
is Beltrami and satisfies
Observe that
We call these fields "spherical force-free fields" since their fieldlines are inscribed on the spheres |x| = constant. Notice that the well known solution due to Low [41] corresponds to particular case f (z) = −iz. Example 2 (cylindrical force-free fields). Let (ρ, θ, z) be the cylindrical coordinates and let η a positive real function such that 0 ≤ η ′ (t) ≤ 1 for each t ∈ R. Then, the vector field
The fieldlines of such cylindrical force-free fields are inscribed on cylinders ρ = constant.
Computation of non-linear Beltrami fields is among the most difficult stages in their studying. Existing methods proposed for solving the problem (1.5)+(1.2) can be distinguished mainly into four kinds: MHD or CFD relaxation methods, vertical integration methods and iterative methods. The idea of MHD relaxation approaches consists to start with an adequate vector field and to relax it into a force-free state by means of magnetohydrodynamic equations (see, e.g., Priest [46] and Friedberg [27] ). Among CFD relaxation methods one can notice the artificial compression method which was proposed by Chorin [25] and improved by some other authors (see [40] for its use in computing Beltrami fields). Vertical integration methods consists to rewrite the problem (1.5)+(1.2) as an evolution problem in the z-direction and then integrating in the direction of increasing z (see [3] ). Iteratives method are often based on a fixed point scheme.
The purpose of this paper is to propose an iterative algorithm and a finite element method for computing Beltrami flows. The emphasis is put on the accuracy of the approximation and also on some properties of Beltrami fields, like their energy and their helicity.
The remaining of this paper is organized as follows
• Section 2 is devoted to a review of the functional framework we use here. We recall some results concerning the existence of linear and non-linear Beltrami flows.
• In Section 3 we expose a fixed-point strategy for computing Beltrami flows in bounded domains.
• In Section 4, we deal with discretization of the three subproblems involved in the fixed point algorithm. An appropriate finite element method is used for solving each one of these problems. After exposing the features of the method, we analyze carefully its convergence.
• In Section 5, we present some 3D computational results obtained by a 3D code based on the iterative algorithm exposed in Section 2 and on the discretization methods developed in Section 4. Some global properties (energy, helicity,...etc) are emphasized by the way.
2. Notations. Mathematical statement of the problem. Let Ω be a bounded open set of R 3 , not necessarily simply connected, with a C 1,1 boundary or is convex polyhedron. We shall denote by Γ 0 , ..., Γ p the components of ∂Ω, with Γ 0 the exterior boundary of Ω, say the boundary of the unbounded component of R 3 \Ω. If Ω is not simply-connected (for example if Ω is a torus), then we assume that there exists a m manifolds (m ≥ 1) of dimension 2, Σ 1 , ..., Σ m , such that
•
Σ i is smooth and simply-connected,
The integer m describes the connectedness of Ω. When Ω is simply-connected, we set m = 0. When Ω is the torus, m = 1 and Σ 1 can be chosen as a cross-section (see figure 2.1). In the sequel, we use bold characters for vector functions or distributions. For any k ∈ N, P k stands for the space of polynomial of degree lower than k, and H k is the space of the homogeneous polynomials of degree equal to k. If k is a non positive integer, we set by convention P k = H k = {0}. Let D(Ω) be the well-known space of C ∞ functions with a compact support on Ω, and let D ′ (Ω) be its dual space, namely the space of distributions. We denote by ., . the duality. For 1 ≤ p ≤ +∞, L p (Ω) stands for the space of (equivalence classes of) all measurable functions that are p th power integrable on Ω . This space is equipped with its usual norm u L p (Ω) = Ω |u| p dx 1/p (with the usual modification when p = +∞). For each v ∈ L 1 (Ω), we writev =
1
|Ω| Ω v(x)dx, and we denote by
Given an integer m ≥ 0, H m (Ω) refers to classical Sobolev space of all the functions u whose generalized derivatives satisfy: 
equipped respectively with the norms
Finally, consider the space
equipped with the norm :
Notice that
since Ω has a C 1,1 -boundary or is a convex polyhedron (see, e. g., [28] and references therein). It is well known that the subspace H = {u ∈ U | curl u = 0 and div u = 0 in Ω}, is finite dimensional and dim H = m. Moreover, the semi-norm
is a norm on U , equivalent to the norm . U (see, e. g., [28] and references therein).
Here P H denotes the orthogonal projection form U on H. If Ω is simply-connected, then H = {0} and P H = 0. In the sequel, we set
We have the following estimate (see [17] )
where λ 1,N is the first non-vanishing eigenvalue of −∆ with an homogeneous Neumann condition.
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Now, let us consider the system
This system of equations must be completed with some boundary conditions on the vector field B and on the scalar function λ(x). As for potential fields (for which λ vanishes everywhere), we prescribe the normal component of B on whole the boundary ∂Ω
When the domain is multiply-connected (m ≥ 1), the flux of B throughout the cuts
The function g in (2.3) must satisfy the compatibility condition
To see what boundary conditions should be imposed on λ, observe that applying the divergence operator to (2.2) yields
(2.6) Equation (2.6) can be viewed as a first order hyperbolic equation the characteristics of which are the field lines of B (see Section 3 hereafter). In other words, (2.6) means that λ is constant along those fieldlines. Hence, it is a natural idea to prescribe λ on the inflow boundary, namely
where
Condition (2.7) can also be viewed as a boundary condition on the curl of B, that is
When Ω is multiply-connected (m ≥ 1), it could be useful to add another condition on fluxes of curl B throughout the cuts
Remark 2.1. In the case of a linear force-free field (see, e. g., [17] ), a constant value of λ (or the helicity) is given and conditions (2.7) and (2.9) are dropped.
In the following, B 0 will be the irrotational field having the same boundary conditions as B, that is, B 0 is the unique vector field in 10) and, when Ω is multiply-connected,
When Ω is simply-connected, B 0 is of the form B 0 = ∇ϕ, with ϕ solution of the Neumann problem ∆ϕ = 0, and ∂ϕ ∂n = g on ∂Ω.
When Ω is multiply-connected, B 0 writes B 0 = ∇ϕ + h, with h an element of H (see [17] for more details). At this stage, two situations are distinguished (A) Linear Beltrami fields
In this case, λ is a known constant. The boundary condition (2.7) is dropped since λ is given and one can consider the typical problem:
(2.12)
When λ = 0, the boundary function g must satisfy the compatibility conditions (see Lemma 4.5 hereafter)
Problem (2.12) was treated in [17] . The following result is stated Theorem 2.1. There exists a countable sequence of reals
• lim i →+∞ |µ i | = +∞, and such that
• If λ ∈ {µ 0 , µ 1 , ...}, then the problem (2.12) admits one and only one solution B ∈ H 1 (Ω) 3 for each g ∈ H 1/2 (∂Ω) satisfying (2.13).
• If λ ∈ {µ 0 , µ 1 , ...}, the problem (2.12) has at least one solution if and only if g satisfies some additional compatibility conditions (see [17] ). In that case, the solution is unique, up to elements of a finite dimensional space. Moreover, if |λ| < µ 0 , then
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(B) Non-linear Beltrami fields As underlined before, non-linear Beltrami fields correspond to a variable function λ. The boundary value problem we consider is
Find a pair (B, λ) such as:
This BVP is completed with conditions (2.4) and (2.9) when the domain is multiply-connected. In [15] and [14] the authors proved the following existence results in a regular bounded domain with a connected boundary (p = 0) Theorem 2.2. Assume that g is of class C 1 and that α 0 ∈ L ∞ (Σ − ) with
Then the problem (2.15) has at least one solution
. This solution satisfies the estimate
17)
)
Moreover, this solution satisfies also the estimates (2.17) and (2.18) . The existence of non-linear force-free fields domains with a non connected boundary (p ≥ 1) remains an open question. In the rest of this paper, we will be mainly concerned by the numerical solving of the system (2.15).
3. An iterative strategy. Our aim in this section is to propose a fixed point strategy for computing solutions of problem (2.15). The main idea consists to split this problem into two subproblems: a first order hyperbolic equation on λ and a first order elliptic problem on B. Let (B, λ(x)) be solution of (2.15) and set ω = curl B. Suppose that B is well known and is force-free. Then, another manner for computing ω consists to set ω = λ(x)B and then to calculate λ(x) by solving the transport equation
Conversely, if ω(x) is a given vector field satisfying div ω = 0 and ω.n, 1 Γi = 0, 0 ≤ i ≤ p, then B can be obtained by solving the curl-div system
(completed with suitable conditions when Ω is multiply-connected). Combining these remarks leads to consider a first fixed point scheme: starting from an initial guess B 0 , the sequence (B n , λ n ) is constructed as follows
• For n ≥ 0, λ n is solution to the transport equation
(3.4)
(completed with suitable conditions on cuts when Ω is not simply-connected). At each iteration of this process, one should therefore solve a usual vector potential problem (3.4) and a hyperbolic first order problem (3.3). The initial guess B 0 can be taken as the curl-free and divergence free vector field associated to g, that is B 0 is solution of (2.10).
Here, we consider a more general algorithm. This algorithm is based on a perturbation of the transport equation (3.3) by adding an artificial reaction term in the iterative process. More precisely, we consider the singularly perturbed algorithm: starting from B 0 , we construct a sequence (B n , λ n ) as follows
• For n ≥ 0, λ n is solution of the system
where f n−1 = σ n λ n−1 if n ≥ 1 and f −1 = 0. Here (σ n ) n≥0 is a sequence of parameters chosen such that, σ n > 0, for all n.
• For n ≥ 1, B n is solution of the second order vectorial problem
where j n−1 = λ n−1 B n−1 . The starting guess B 0 is still chosen as the irrotational field associated to g defined by the system (2.10).
This algorithm is more general than the first one since we shall prove in section 4.1 that (3.6) is equivalent to the vector potential problem
where j * n−1 = j n−1 + ∇q n−1 , with j n−1 = λ n−1 B n−1 . Here q n−1 is chosen such that the right hand side is a curl. The first algorithm corresponds to the case σ n = 0 and q n = 0 for n ≥ 0.
On the other hand, setting b n = B n − B 0 , the system (3.6) is reduced to
In summary, at each iteration of the algorithm one should solve two problems: (a) A reaction-convection problem of the form: find λ solution of
(b) A vector potential problem: find a vector field b such that
We shall prove that this problem is equivalent to the first-order mixed problem: find a pair (b, ǫ) satisfying
The system (3.9) is a first order hyperbolic system. A general approach to that kind of problems can be found in [10] or in [4] where the existence of a solution to (3.9) when σ > 0 and div B = 0 is proved. The convergence of this iterative process is not an easy matter. We conjecture that it converges if |α 0 | ∞ < µ 0 . Nevertheless, in the case of linear Beltrami flows (λ is fixed and known), Boulmezaoud and Amari [16] proved that this process is superconvergent: the distance between B (n) and the solution B is exponentially decreasing with n. It is worth noting that the convergence could be lost if |α 0 | ∞ ≥ µ 0 . Notice that at convergence we get 
In other words, there exists a function ǫ belonging to the space
When ∂Ω is connected (p = 0), the space G is reduced to {0}. Thus ǫ = 0 and B is force-free. When p ≥ 1, one can prove easily the identities (see Lemma 4.5)
On the other hand, the space G is finite dimensional and dim G = p. More precisely, G is spanned by the functions
According to the identity,
and (3.14) one deduces that ǫ = 0 (and curl B = λB) if and only if
This condition obviously valid when λ is a non zero constant and g satisfying (2.13).
In the other cases, namely when p ≥ 1 and λ is non-constant, it is not sure whether the function λ obtained after convergence satisfies (3.15) or not. The only information we get is that λg,
is not fulfilled and B is not Beltrami. Roughly speaking, condition (3.15) seems to be satisfied if for each i ≤ p, the fieldlines starting from Σ − ∩ Γ i return to Γ i . The existence of fieldlines linking two different components of the boundary compromises the vanishing residual function ǫ. In particular, it is not clear whether condition (2.13) is sufficient or not to get a Beltrami field at convergence.
4. The finite elements discretization. The calculation of a force free field by this algorithm needs to handle with three issues: (1) computation of the starting guess B 0 (2) solving the hyperbolic problem (3.5) at each iteration (3) solving the elliptic problem (3.11) at each iteration. Our task line here is to go into details of the numerical methods we propose for solving these problems.
Throughout this paragraph, we assume that Ω is a bounded polyhedron in R 3 . We consider a family of triangulations (T h ) where each (T h ) is a set of tetrahedron
The intersection of two different tetrahedra is either empty or a corner or a face or an edge of both of them. Here h stands for the usual discretization parameter defined as the largest diameter of all the tetrahedra K ∈ T h . We assume in addition that all the tringulations (T h ) satisfies the usual regularity assumptions (see [24] ).
4.1. The discretization of the potential field problem. Our intention in this section is to focus on the approximation of the potential field B 0 , solution of problem (2.10). A first idea consists to rewrite B 0 as a gradient B 0 = ∇Φ (when Ω is simply connected). One is lead to solve the celebrated Laplace equation
with f = 0 in our case. In our context, several constraints must be taken into account. For example, we need an accurate approximation of ∆Φ since it represents the divergence of B 0 . In particular, the normal traces of the discretized potential field B 0h = ∇Φ h must be continuous at the interfaces between any two adjoining elements. In summary, emphasis must be put not only on the approximation of Φ, but also on the approximation of B 0 = ∇Φ. We also need to keep the boundary condition B 0 .n = g after discretisation: in other word, we would like to have div B 0h = 0 in Ω and B 0h .n = g h on ∂Ω
where g h is the interpolated boundary function g. Lastly, one must keep in mind that the used method has to be efficient and practical, since we are dealing with a 3D problem. For all these reasons, the used standard finite element approximation of problem (4.1) (called the primal formulation) is not adequate, unless that high order methods, with a huger number of degrees of freedom are used. At the contrary, mixed methods could be prefered precisely because of their emphasis on the approximation of both of Φ and its gradient. Define
We set p = ∇Φ. Since the map
is onto, we can find p g ∈ H(div ; Ω) such that p g .n = g in H −1/2 (∂Ω). We can write p in the form p = p g + p 0 with p 0 ∈ W 0 (Ω). Problem (4.1) can be reformulated into the mixed form
We have the following lemma Lemma 4.1. Problem (4.2) has one and only one solution
(Ω) and p = ∇φ. The proof can be found in [47] or in Appendix A Now, we interest in the discretization of the problem (4.2). Consider W (Ω) respectively, and RT k the polynomial space defined for each integer k ≥ 0 by
and
The discrete form of (4.2) writes
In [47] , Roberts and Thomas prove that the discrete inf-sup condition is uniformly statisfied and that the problem (4.3) has one and only one solution. However, the matrix arising from (4.3) is not positive definite although it is invertible.
Here, we propose to use a mixed hybrid finite element method (see [47] , [20] ). The main idea of this method is to remove the stress on the inter-element continuity by introduicing a Lagrange multiplier. Denote by ∂T h the set of all faces of the mesh, and consider the spaces
where k ≥ 0 in an integer. We note by T ′ ∈ K the four faces of a tetrahedron K. Consider the problem
The inter-element stress is imposed by the last equation of (4.4), and we have the following lemma Lemma 4.2. The problem (4.4) has one and only one solution
Proof.
Choosing f = 0 and g = 0 in the square system (4.4), and taking tests function in the space W 0 h ⊂ W * h lead to formulation (4.3). Since (4.3) has one and only one solution, we deduce that p h = 0 and Φ h = 0, and, using the first equation of (4.4), we get λ h = 0. From a practical point of view, we follow the ideas proposed in [11] to reformulate the problem into a reduced form. The authors prove that
Consider the space RT 0 k = {p ∈ RT k (K); div p = 0}. According to [44] , we have
We consider now the particular case where k = 0. Choosing the test functions in RT 0 0 (K), the system (4.4) writes
Taking p h|K = α K x + β K , and using the equality
The first equation of (4.5) becomes
Denote by q K , λ K and µ K the vector column corresponding to q ∈ RT 0 0 (K), {λ h|T ′ } T ′ ⊂∂K , and {µ h|T ′ } T ′ ⊂∂K respectively. The equation (4.6) writes
Here C K denotes the matrix of size 3 × 4 defined by
where n ij is the j th component of the unit exterior normal to the i th face of the tetrahedron K (where the four faces a K are denoted by {T 1 , T 2 , T 3 , T 4 }). The RHS is given by
We deduce that
The last equation of (4.5) writes
For any µ ∈ Λ * h ,
Multiplying (4.7) by µ T K C T K , and summing on each element K of T h gives
In the end, problem (4.4) is reduced to the smaller system (4.8). The original problem (2.10) corresponds to the case f = 0.
4.2.
The discretization of the vector potential problem. Our purpose here is to discuss in details the finite elements discretization of the vector-potential problem (3.10). We shall only consider the case of a simply-connected geometry. We start by proving that problem (3.10) has a simple mixed formulation in terms of b and a fictitious unknown θ = 0. On the other hand, we prove that it equivalent to a first order system in which an auxiliary unknown function q appears.
In the remaining, M denotes the following space
We consider the mixed problem:
The problem (Q) admits one and only one solution (b, θ) ∈ H(curl ; Ω) × M . Moreover, θ = 0, div b = 0 and
Proof. We set
v.∇θdx for w ∈ H(curl ; Ω) and θ ∈ M.
On one hand, notice that a(., .) is a positive semi-definite symmetric and continuous bilinear form on H(curl ; Ω) × H(curl ; Ω). Notice also that the bilinear form c(., .) is continuous on H(curl ; Ω) × M . On the other hand, consider the space
According to Green' formula
one can prove easily that
Next, we have
,Ω . Thus, according to the celebrated Babuska-Brezzi theorem (see [9] and [18] . See also [28] ), the problem (Q) has a single solution (b, θ). Taking w = ∇θ as a test function implies that θ = 0.
Proposition 4.4. Let j ∈ L 2 (Ω) 3 and b ∈ H(curl ; Ω). The following assertions are equivalent (i) (b, 0) is solution of (Q).
(ii) b is solution of (3.10).
is solution of (3.11). When these assertions hold, the function ǫ is the unique solution in
ǫ is constant on Γ i , for i = 0, ..., p, (∇ǫ + j).n, 1 Γi = 0, for i = 0, ..., p. (notice that curl w ∈ H(div , Ω)).
Then, there exists one and only one w ∈ L 2 (Ω) 3 such that curl w = v, div w = 0, w.n = 0 on ∂Ω.
(the domain is supposed simply-connected). The equivalence (i) ⇐⇒ (ii) in Proposition 4.4 is a simple exercice. Let us prove the equivalence of (i) and (iii).
(iii) =⇒(i) Let (b, ǫ) be solution of (3.11) and w an arbitrary element of H(curl , Ω). Then,
According to Lemma 4.5 we deduce that Multiplying the first equation of (3.11) by curl w and using (4.11) gives the first identity of (Q). The second identity of (Q) is obtained after multiplying the equation div b = 0 by an arbitrary µ ∈ M . (i) =⇒(iii) Conversely, let (b, 0) be solution of (Q) and consider the space
For each ϕ ∈ V , there exists a vector potential A in H 1 (Ω) 3 (see [28] ) such that ϕ = curl A. Replacing w by A in (Q) gives
Hence, there exists a unique function ǫ ∈ L 2 0 (Ω) such that ∇ǫ = curl b − j. Moreover, ǫ is in H 1 (Ω). The first part of (Q) becomes ∀w ∈ H(curl ; Ω), (∇ǫ, curl w) = 0.
According to Green's formula, we get
For each i ≤ p, define the constant
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where |Γ i | is the measure of Γ i . According to Lemma 4.5 we deduce that ∀w ∈ H(curl ; Ω), Since div z = 0 and z.n, 1 Γi = 0 for 0 ≤ i ≤ p, there exists a vector function w 0 in H(curl ; Ω) such that curl w 0 = z. Replacing in (4.13) w by w 0 gives
In other words, ǫ =q i almost everywhere on Γ i . It follows that ǫ is constant on each component
We conclude that ǫ is solution of (4.10). It remains to prove that this solution is unique. Let ǫ ′ ∈ L 2 0 (Ω) be another solution of (4.10) and set v = j + ∇ǫ ′ . Then, div v = 0, v.n, 1 Γi = 0 for i = 0, ..., p.
According to Lemma 4.5, there exists one and only one
The pair (b ′ , ǫ ′ ) is solution of (3.11). This implies that (b ′ , 0) is solution of (Q). Since b is the unique solution of (Q), one deduces that b ′ = b and
A substantial advantage of formulation (Q) in comparaison with the first order system (3.11) is that problem (Q) does not involve the artificial function ǫ. In other words, the computation of the function ǫ, introduced here for clarification, is useless for the unrolling of the algorithm. Hence, we only deal with the approximation of problem (Q) the statement of which suggests clearly the use of H(curl ; Ω) elements.
Let X h be a finite-dimensional subspace of H(curl ; Ω), M h a finite-dimensional subspace of M and define the space
Assume also that there exists a constant C > 0, independent of h such as :
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Next, consider the problem
The reader can refer to Amrouche and al. [6] for a proof of the following assertion. Proposition 4.6. The problem (Q h ) has a single solution (b h , θ h ). Furthermore, θ h = 0 and,
where the constant C 1 does not depend on h. A simple manner for constructing the finite-dimensional spaces X h and M h satisfying the assumptions (H 1 ) and (H 2 ) is the use of H(curl ) conforming elements developed by Nédelec [44] (see, e. g., [28] ). More precisely, let ℓ ≥ 1 be an integer and consider the subspace of (P ℓ )
Then, the spaces X h and M h can be defined as
and Ω µ h = 0}.
In that case, the following estimate on the upper bound of the interpolation error holds
Combining the latter with (4.15) yields an estimate of the error between b and u h
An important feature of the discrete system (Q h ) is that only the discrete vector field u h is really unknown. Actually, the discrete function θ h is a priori known since θ h = 0. As we will see hereafter, this property can be exploited from a practical viewpoint; we will prove that the linear system obtained from (Q h ) can be reduced to a smaller positive definite symmetric linear system in which θ h is eliminated.
where A = (a ij ) 1≤i,j≤N1 and B = (b ij ) 1≤i≤N2,1≤j≤N1 are the matrices defined as
T is the vector whose components are
and X = (α 1 , ..., α N1 ) T and Y = (β 1 , ..., β N2 ) T are the unknowns. The approach of replacing (4.17) by (4.18) can be viewed as an augmented Lagrangian method. In our context, the main advantage of this approach is that number of unknowns is reduced. The choice of the matrix so as to minimize computational costs is beyond the scope of this paper. The interested reader can consult [30, 31] and references therein. In the numerical tests given below, Λ is of the form ρI, with ρ properly chosen. Roughly speaking, the larger the coefficient ρ the faster is the inversion and the larger the condition number of the matrix A + ρB T B. In other terms, ρ must be chosen in intermediate range such that both the spectral properties and the conditioning of the matrix A + ρB T B are satisfactory. Remark 4.1. It is possible to break up the composition of the matrices A, B and C. Let L h be a finite dimensional subspace of
be a basis of L h and consider the matrix K = (k i,j ) 1≤i,j≤ℓ h where k ij = Ω z i .z j dx. Let R and G be the matrices of the operators curl : X h −→ L h and ∇ : M h −→ X h respectively. We have RG = 0, thanks to assumption (H 1 ). Let I * be the matrix of the injection X h ֒→ L h . One can easily prove that A = R T KR, B = G T I T * KI * , C = R T KJ where J is the coordinate vector of j h ∈ L h . Notice that G T A = 0, AG = 0 and G T C = 0. Remark 4.2. Notice that div u h = 0 in general since we use an H(curl ; Ω) approximation. However, it is possible to construct a divergence-free approximation of b by projecting b h on the space H 00 (div ; Ω) = {v ∈ L 2 (Ω) 3 ; div v = 0, v.n, 1 Γi = 0 i = 0, ..., p}. This projection can be constructed as follows; let T be the operator which associates to each function j ∈ L 2 (Ω) 3 the function b ∈ H(curl ; Ω) solution of (Q). Consider also the operator
Notice that Πj = j if j ∈ H 00 (div ; Ω), thanks to Proposition 4.4. Moreover, for all j ∈ L 2 (Ω) 3 and all v ∈ H 00 (div ; Ω) one has
Thus,
It follows that Π is the projection operator from L 2 (Ω) 3 into H 00 (div ; Ω). Moreover, according to Proposition 4.4, there exists a function q ∈ H 1 (Ω) such that Πj = j +∇q.
An approximation of the projector Π can be deduced easily from the discretization of the operator T exposed above. From a practical viewpoint the matrix of the projection Π h which approximates Π is given by
Here R and K are the matrices introduced in Remark 4.1, while Λ is an arbitrary symmetric positive definite matrix. It is worth noting that P does not depend on Λ, thanks to Lemma 4.7.
4.3.
A streamline diffusion method for the hyperbolic problem on λ. Our task in this paragraph is to approximate the first order hyperbolic system
When σ = 0, equation (4.19) means that the stream derivative of λ vanishes, and λ is constant along the fieldlines of B. Such an equation could be solved by computing those filed lines. Namely, suppose that B is sufficiently smooth, and let x an arbitrary point in Ω. Define the fieldline (X(s, x)) s≥0 by
The minus sign before B(X(s, x)) means that we are going back the fieldline toward the inflow boundary. Let s 0 (x) be the maximum time of existence of X(s, x) in Ω. If s 0 (x) is finite, i. e. if the fieldline (X(s, x)) s≥0 is not confined in Ω but encounters the boundary, then necessarly X(s 0 (x), x) belongs to Σ − and one can write
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In other words, λ(x) is computed by going back the fieldlines of B originating from x until the boundary. In [2, 5] , Amari and al. used this method for solving the problem on λ(x) and a finite difference method for solving (3.1). Since the fact that the obtained numerical results are quite accurate, this algorithm has drawbacks. The first drawback is the high cost of computation which is mainly due to the integration of the fieldlines at all the nodes of the mesh and at each iteration of the algorithm. Secondly, the method rests on the assumption that the vector field B is sufficiently smooth (unless the concept of fieldlines is meaningless) and that all its fields lines encounter the boundary; namely s 0 (x) < +∞ for all x ∈ Ω. From a theorical viewpoint, the last assumption is not always valid since lines of force may have be never ending, or close on themselves or have a finite length and point to a neutral point where B = 0. Remark 4.3. If a vector field B satisfies a condition of the form
where k is constant vector and β is a real, then necessarily almost its fieldlines encounter the boundary. Indeed, in that case, one can prove that the set {x ∈ Ω; s 0 (x) = +∞} is a null set (see, e. g., [8] ).
It is well known that the direct application of a Galerkin finite elements method to the singularly perturbed problem (4.19) may lead to the appearance of spurious oscillations and instabilities. In the two last decades, several methods were proposed to remove this drawback (especially when a diffusion term −ǫ∆λ is added). Most of the proposed methods concern the 2D case and are based on adding a stabilization term to the discrete problem. Among these methods, one can recall the SUPG method (Streamline Upwind Galerkin Stabilization), called also the streamline diffusion method (see Brookes and Hughes [21] ), the discontinuous Galerkin method (see Lesaint [39] ) and the finite elements methods enriched with so-called bubble functions (see, e. g., Brezzi and al. [19] ).
Here we shall use the method of streamline diffusion due to Brookes and Hughes [21] (see also, e. g., Johnson et al. [35] ) which is based on a modification of the usual Galerkin. The discrete problem we consider is
Here W h stands for the finite elements space
where for each K ∈ T h , P k (K) denotes the space of polynomials of degree less or equal k.
After few calculation, one can prove that
We have clearly
Hence,
. The reader can refer to Appendix B for the proof of the following lemma:
5. Computational results.. Our purpose in this section is to display some three-dimensional computational results, obtained with a three-dimensional code TETRAFFF containing a force-free fields solver in an arbitrary simply-connected domain. This solver uses the iterative algorithm of Section 3 and the finite elements methods exposed in Sections 4.2 and Section 4.3 respectively. Nédelec' edge elements of degree ℓ = 1 are used for solving the div-curl problem on B. The hyperbolic problem on λ is solved by means of P 1 conforming elements. The tests we made are divided into five categories. The objective of the first experiences is to check seperately the convergence of the finite elements methods used for solving the vector-potential problem on B and the hyperbolic problem on λ. The second family of tests concerns the convergence of the iterative fixed-point algorithm. In the third tests, the emphasis is put on some particular properties of Beltrami flows. More precisely, we investigate the behavior of the the energy and the relative helicity of a Beltrami flow when it moves away from the irrotational one. In the fourth tests, we propose to compute force-free fields in a cylindrical geometries,
and to compare the non-linear solution with linear and irrotationnal solutions computed with the same boundary data. In the last tests, we compare results obtained with our 3D code with the one obtained with the 2D axisymmetric code for toroidal magnetohydrodynamic equilibria (CHEASE) (see [43] ) in toroidal geometry.
5.1. Preliminary experiences on convergence of the finite element methods. Here we test separately the convergence of the three problems involved in our algorithm : the mixed hybrid finite element method for solving the potential field problem, the H(curl ) elements method used to solve the div-curl problem solutions (3.10) and the streamline diffusion method used to approximate the hyperbolic problem (4.19).
Preliminary test 1: Computation of the potential field. We assume here that Ω is a box [−1, 2] × [−1, 2] × [0, 1] and we consider the potential field created by a dipole situated under the plan {z = 0} at z = −z 0 . The following magnetic field B 0 , introduced by Jackson (see [34] ), will be used as an exact solution
,
We choose a = b = 5 and z 0 = 1. We compute numerically the field B h 0 using B ex 0 .n as a boundary condition on ∂Ω. In Table 5 .1, we display the Table 5 .1 L 2 relative error between the exact potential field and the numerical one obtained with the mixed hybrid finite element method.
In figure Fig.5 .1, we display on the same figure some fieldlines of the magnetic field for the exact and a numerical solution obtained for h = 0.0866025. The two solutions are in good agreement.
Preliminary test 2: the discretized curl-div system.. In all this second experience, Ω = B 2 −B 1 , where B 2 (resp. B 1 ) is the 3D sphere of radius 2 (resp. 1) and center (0, 0, 0). In Table 5 .2, we display L 2 and H(curl ) errors between a known exact solution b of (3.10) and the approximated one. The exact solution (b, q) of (3.10) is given by and corresponds to the current density
Here r = (x One can observe that the L 2 -error on the curl b decreases linearly with h, while the L 2 error on b decreases as h 1.8 . 
We choose in this test σ = 0.0001 and δ h = 0.1h. Table 5 .3 The hyperbolic problem on λ: the relative L 2 and L ∞ errors obtained by the use of streamline diffusion method and P 1 conforming elements.
Notice that both the errors are decreasing with h. Nevertheless, a simple investigation of these numerical results shows that L 2 error decreases as h 2.06 while the L ∞ error is decreasing as h 1.5 .
5.2.
The convergence of the iterative algorithm. Our task now is to check convergence of the iterative algorithm exposed in Section 3. The experience is realized in the domain Ω = B 2 −B 1 . We also compare the approximated pair (B h , λ h ) obtained after convergence of the process with the exact solution (B, λ). The latter is given by:
This is a cylindrical Beltrami flow obtained by choosing η(t) = t/2 (see Example 2 in the introduction). Here (ρ, θ, z) denote the cylindrical coordinates with respect to the point (−3, −2, 0) (ρ = 0 means the vertical axis (−3, −2, z), z ∈ R). Table 5 .4 shows the rates of convergence of the sequence (B
versus n, the number of iterations. In Table 5 .5, the error between the computed Beltrami flow (B h , λ h ), obtained after convergence of the process, and the exact one is displayed. Observe the following points. On one hand, the iterative algorithm seems to be super-convergent since the sequence (B (n) h , λ (n) h ) reaches the approximated solution (B h , λ h ) after few iterations. On the other hand, this example shows that the convergence seems to be indeed achieved also for a domain with a non-connected boundary, even if the theory is not assuring this fact. Notice also that the error between the approximated pair (B h , λ h ) and the exact one decreases strongly with h. Indeed, Table 5 .5 shows that the errors B h −B H(curl ) , B h −B L 2 and λ − λ ∞ decrease as h, h 2 and h 1.5 respectively. All these observations indicate the efficiency of the method and its actual performance.
Let us remark that the field B h obtained after convergence remains force-free when the function λ 0 is slightly modified while g is maintained.
5.3. Numerical properties of force-free fields. In this paragraph, the emphasis is on some properties of non linear Beltrami flows. Ω is again chosen as the domain Ω = B 2 − B 1 . We are in particular interested in the behavior of the energy and the relative helicity when the flow moves away from the irrotational one. Both of these quantities are computed numerically. Recall that the energy of a vector field B Table 5 .4
h |∞ versus the number of iterations n. The strong decay of the residue indicates that the iterative process is super-convergent. Table 5 .5 The H(curl ) and L 2 errors on B and the L ∞ error on λ versus the discretization h.
is defined as
We have The relative helicity of B is defined as
where A is a vector potential of B (i. e., curl A = B), B 0 is the potential field associated to B (i. e. curl B 0 = 0, div B 0 = 0 and B 0 .n = B.n on ∂Ω) and A 0 is solution to the system
where Γ 0 , ..., Γ p are the connected components of ∂Ω. The relative helicity H is gauge invariant and describes the linkage of the fieldlines of B with one another (see [12] ).
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It is also an invariant of any perfect MHD motion of the plasma (see, e. g., [49] and [48] ). Observe that the relative helicity of an irrotational field is zero. Another point worth noting is that curl A 0 = B 0 since
Moreover, choosing A such that A.n = 0 on ∂Ω and introducing the vector function A * 0 defined as the unique element of U satisfying curl A * 0 = B 0 and div A * 0 = 0, we get
Actually,
and (5.3) is easily obtained after using Stokes formula. Now, let us give some estimates of E(B) and H(B) in terms of the E 0 , the energy of the potential field B 0 . Firstly, observe that
Combining with identity (5.2) gives
On the other hand, choosing A ∈ U and using (5.3) yields
Combining with the inequality
gives
. Using (5.4) and (5.5) leads to
Finally, we get
with
Estimates (5.7) suggests that energy and relative helicity of a Beltrami field B increase with λ. This fact will be confirmed by the forthcoming numerical results.
For the numerical tests, the normal component B.n = g is fixed and is given by g = B dip .n, where B dip is the dipolar field defined as B dip = B 0 r 3 (2 cos(θ)e r + sin(θ)e θ ). Here (r, θ, φ) denotes the spherical coordinates. The function α 0 (x) is taken into the form α 0 (x) = βλ 00 (x), where β ∈ R is a free parameter which describes the strength of λ(x), and λ 00 (x) is such that
More precisely, we choose λ 00 (x) = exp
Note that α 0 is equal to β on the equator of the interior sphere and is minimal at the poles.
We are also interested in comparing the non-linear Beltrami field B with the linear force-free field B l solution of
This problem is also solved using the iterative algorithm of Section 3 and H(curl ) elements. The reaction-convection problem on λ is dropped since λ is known in this last case. Table 5 .6 contains the values of the quantities H(B), E(B), H(B l ), E(B l ) for several values of β.
A lesson can be drawn from Table 5 .6: the energy, the helicity and the complexity of the topology of a Beltrami field increase with the amplitude of its parameter λ. Table 5 .6 The helicity and the energy of the linear and non-linear force-free fields B and B l for several values. Notice that these quantities increase in both cases with β.
Cylindrical test.
Here we propose to compute force free fields in cylindrical geometries. Denote (ρ, θ, z) the cylindrical coordinates (relative to the origin). We consider the force free field B defined by
where η 0 (ρ) is a given function depending only on ρ, and c(ρ) is defined by
Magnetic fieldlines live on isosurfaces of λ which are nothing else than cylinders. Here, we choose η 0 (ρ) of the form
In that case,
We show numerical solution obtained in the cylinder of diameter equal to ρ max = 1.6 and of height Z max = 4. The size of the mesh is h = 0.120343 with 124416 elements. We propose also to compare this non-linear FFF with some linear ones, satisfying the same boundary conditions. In Fig 5. 5, we display a potential field (or a linear force-free field with λ = 0) and a linear force-free field with λ = 1. In Fig 5. given above. One can observe the influence of the value of λ on the topology of magnetic fieldlines comparing the cases λ = 0, 1, 3. The complexity of topology of fieldlines increase with lambda. 5.5. Beltrami field in a half torus. In termonuclear fusion, equilibrium are described by the full magnetostatic system. The β number referring to the ratio of the plasma pressure over the magnetic pressure is generally small. In order to show the efficiency of the method on more complicated cases and in view to extend our method to the full magnetostatic system, we propose to test our 3D code on force-free configurations comparing partially our results with pressureless solutions obtained by the 2D axisymmetric code CHEASE developed by H. Lütjens. and al. (see [43] ). In this test, the domain Ω corresponds to a half torus and is subdivided into 428064 elements with a mesh size equal to h = 0.0389541. The normal component g of the magnetic field is given at the two poloidal sections S i , i = 1, 2 of this half-torus and on the lateral boundary ∂Ω\S 1 ∪ S 2 , with g < 0 on S 1 , g > 0 on S 2 and g = 0 on ∂Ω\S 1 ∪ S 2 .
The function α 0 is given on the inflow section S 1 . These quantities g and α 0 are computed by the code CHEASE in the whole torus and then used as data for TETRAFFF.
The relative difference on B between the CHEASE solution and our numerical solution in norm L 2 is equal to 0.00918812. In Figure 5 .7 we display fieldlines obtained with the CHEASE code and with our code. Figure 5 .8 shows an isosurface (λ = 1.25) on which lie magnetic fieldlines. In Tokamak, those surfaces are called magnetic surfaces. In Figure 5 .9, we present a cut magnetic surfaces corresponding to constant values of λ. This illustrate the well known property of Tokamak plasmas whose magnetic surfaces form stacked toric surfaces.
6. Comments. The numerous numerical tests we have done show the quick convergence of the algorithm, although the proof of this convergence from a theorical view point remains an unsolved question. However, as conjectured in section 3, we can verify numerically that convergence can be lost for boundary data on λ too large. In spite of these limits, the algorithm allows to test a very great number of interesting cases. Our next objective consists to extend our software to multiply-connected geometries. Another perspective of this work is to extend this method to solve the full magnetostatic equations in order to apply the algorithm in fusion problem, and particularly in tokamaks. This will be done in a forthcoming paper. 
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Appendix B. Existence and uniqueness are straightforward consequences of (4.21). It remains to prove the error estimate. We set ξ = λ − λ h . Then, a h (ξ, ξ) = a h (ξ, λ − w h ) for all w h ∈ W h .
Let w h ∈ W h and set ϕ = λ − w h . Then,
where we used the inequality (see, e. g., Grisvard [32] , Th. 1.5.1.10)
which is valid when 0 < δ h < 1. The constant K 0 depends neither on δ h nor on v. Thus, since δ h σ < 1, we get
The proof is ended by using usual estimate on the interpolation error for conforming finite elements.
