Abstract
sophisticated Riemann solvers to treat systems of partial differential equations; in this work the equations of 114 interest are the 2D shallow water equations that describe how river and flood water will move in space and in an inundation event, and preserves depth non-negativity (George, 2008) .
119
The shallow water equations for two spatial dimensions, x and y, can be written as (e.g.LeVeque (2002)) 120 ∂q ∂t + ∂F(q) ∂x + ∂G(q) ∂y = R(q),
where R(q) is a source term and q is a vector of conserved quantities
h represents depth of the fluid, and u and v represent velocity in the x and y directions respectively.
122
In equation (1), F(q) and G(q) represent fluxes of the conserved quantities in the x and y directions respectively. For the shallow water equations these are 
where g is acceleration due to gravity.
123
The effect of friction is modelled as a source term in Clawpack, since the friction force acts to reduce the 124 momentum of the water. In data assimilation, a state vector is used to represent the state of a physical system. In this work the state vector,
145
x ∈ R N , comprises water depths in each of N computational cells. Sequential data assimilation algorithms 146 comprise two steps: a forecast (or prediction) step and an update (or analysis) step. In the prediction step, an 147 estimate of the state, x is evolved forward in time using the forecast model
where M is the forecast model, in this case the non-linear numerical shallow water equation model described 149 in section 2.1. In the update step the forecast is updated to take account of observations of the state. We assume 150 that the observations can be described by
where y ∈ R p is a vector of observations and x is the true state of the system. Since the observations may be 152 indirect and not located at model cell centres, an observation operator, H : R N → R p is required, which maps 153 the state vector into observation space. For this work, H is assumed to be a linear operator. The observation 154 noise, is assumed to be unbiased stochastic noise with covariance R ∈ R p×p . The ensemble Kalman filter 155 used here is based on the Kalman filter. In the Kalman filter, whenever observations are available the state and 156 error covariance matrix are updated Kalman (1960) according to
and 158 P a = (I − KH)P f ,
where forecast and analysis quantities are denoted by f and a superscripts respectively, I ∈ R N ×N is the 159 identity matrix and P ∈ R N ×N is the state error covariance matrix. The matrix K ∈ R N ×p is the Kalman gain,
160
given by
and R ∈ R p×p is the observation error covariance matrix.
162
In the ensemble Kalman filter (Evensen, 1994) , an ensemble of state vectors is used to represent a statistical 
The mean of the ensemble, x, represents an estimate of the true state of the system.
167
For any ensemble, an ensemble perturbation matrix X ∈ R N ×M can be defined as
The ensemble error covariance matrix, P ∈ R N ×N can then be calculated from
The forecast step for an ensemble system requires each state vector in the ensemble to be evolved by the 170 forecast model according to equation (4). In the update step the forecast ensemble is combined with observa- repeated many times and an analysis ensemble calculated whenever observations of the system are available.
174
The ensemble update equations separately update the ensemble mean and the ensemble perturbations according
The vector x a is the analysis state (the mean of the analysis ensemble), x f is the mean of the forecast ensemble 178 and K ∈ R N ×p is an ensemble version of the Kalman gain (as shown in equation (16) 
183
In this approach we define a forecast observation ensemble comprising M forecast observation vectors, y f i ,
The forecast observation ensemble has a mean, and a perturbation matrix Y f , defined in the same way as for 186 the state ensemble matrix.
187
We define a matrix D as
the Kalman gain K can then be written in terms of the forecast perturbation matrices X f and Y f ,
Substituting equation (16) for K on the right hand side of equation (7), and using equations (13) and (11) on
190 the left hand side shows that the matrix T in equation (13) then needs to satisfy
Using the Sherman-Woodbury-Morisson identity for the right hand side of equation (17), as in equation (15) 
A scaled forecast observation ensemble perturbation matrix can then be introduced,
Performing a singular value decomposition (Golub and Van Loan, 1996) of ( Y f ) T gives a factorisation such
where U and V are orthogonal matrices with dimensions (M by M ) and (p by p) respectively. 
and a solution for T is therefore
This is the solution used in this work. 
where b ∈ R m is a vector of m parameters and x aug ∈ R N +m . In this work, we are interested in updating just 208 one parameter, the Manning's friction coefficient in the river channel, n ch . This means that b is scalar in this
209
case.
210
We assume that the value of n ch does not change with time over the course of a particular flood. This means 211 that the value of n ch is constant during the forecast step and only updates at assimilation times. The forecast 212 equation for the augmented state vector is then given by
where M is the forecast model as in equation (4).
214
The ETKF update equations (12) and (13) can be applied to the augmented state vector in the same way 215 as described in section 2.2.1. The ensemble assimilation scheme then takes into account covariances between 216 errors in the state vectors and the parameter(s). These covariances act to correct the parameter value according 217 to information from observations as part of the same process that corrects water levels in the domain.
218
Estimating parameter values in this way has a number of advantages over a more traditional offline cal-219 ibration approach. Firstly, the updating of the parameter values is performed with information from current 220 observations. Calibrating parameters with data from previous events risks using out of date information which 221 does not take into account changes to the river bed due to, for example, erosion or sediment transport. Calcu-
222
lating parameters using data assimilation also allows the value to change on shorter timescales during a flood 223 event as the value is assumed to be constant during forecast steps, but updates each time new observational 224 information is available. Additionally, off-line calibration and tuning of parameters can be computationally 225 costly and needs to be performed ahead of a flooding event which may occur with little warning.
226
In our synthetic experiments we have assumed that the channel friction parameter, n ch is the same value
227
for the whole channel. In a real setting, it would be necessary to take an approach like that in Garcia-Pintado are measured over the whole domain and defined as
where h r i is the forecast water depth after reinitilaisation in the ith cell and h c i is forecast water depth in the 248 same cell without reinitialisation. The number of cells in the domain is N , as before.
249
The open circles in figure 1 show RMSEs between the reinitialised forecast and the continuous forecast.
250 Figure 1 shows that the consequence of using a hydrostatic assumption is that the error between the continuous 251 and restarted cases is large at times less than approximately four hours in this system. This means that forecast-
252
ing the behaviour of flood water at these times is problematic. The error becomes negligible by approximately 253 four hours after the assimilation time.
254
In order to correct for this without adding flow information to the state vector, we assume that the water in We performed a simple comparison of the values of hu and hv obtained using our approach ('simple 266 calculation value') with those calculated during an assimilation in which hu and hv were included in the state 267 vector ('analysis value'). We compared values at each assimilation time in an identical twin experiment in 268 which we update both the water levels and the channel friction parameter. Figure 2 shows some typical results
269
(from the assimilation at 28h in the SPL experiment as described in section 3.2). water levels. We observed no instabilities in the solution at initialisation times using our technique. 
Identical Twin Experiments

290
In this study, we use an ETKF in identical twin experiments. Identical twin experiments are commonly carried 291 out in order to test a data assimilation system as well as to generate information about the model to which data 292 assimilation is applied, e.g. Evensen (1994) . In such experiments, a numerical model is used to generate a and here we use a value of n f p = 0.05.
302
The inundation model is also used to generate a 100 member ensemble of flood realisations. This ensemble Ensemble channel friction parameters were generated by selecting from a Gaussian distribution centered on 322 a 'wrong' initial value to reflect the fact that this parameter varies between catchments and will not generally 323 be known before the start of a flood event. 
340
Twelve hourly assimilation intervals were chosen as this represents the smallest likely return time for SAR-341 equipped satellites at present.
342
Since we are running identical twin experiments, we know the true water levels everywhere in the domain, distributed about an incorrect 'first guess' as described in section 3.1.1.
366
• Case SOL: State-only estimation in the long domain; all other details as for case SOR.
367
• Case SPR: State and channel friction parameter estimation in the regular domain with the initial channel 368 friction parameter distributed about an incorrect 'first guess' as described in section 3.1.1 .
369
• Case SPL: State and channel friction parameter estimation in the long domain; all other details as for 370 case SPR.
371
• Case OR: Open loop ensemble forecast in the regular domain; this is a free running ensemble forecast
372
with the same initial conditions as cases SOR and SPR but without assimilation of observations.
373
• Case OL: Open loop ensemble forecast for the long domain.
374
The positions of the observations are the same for both the long and regular domains. This corresponds to intervals from the time of the first assimilation at 16h. Here, RMSE is defined as
where h longer-lived impact on the forecast when a longer stretch of river and floodplain is considered.
395
In order to further understand why the observation impact is longer-lived in the long domain, the evolution 396 of the error during the forecast step can be investigated. Figure 6 shows the long domain in plan view with the 397 error between the forecast ensemble mean and the true water levels in each cell. The errors are shown at several 398 times during the forecast after assimilation at t = 52h and before assimilation at t = 64h. In this particular 399 forecast period the inflow is increasing steadily, but similar patterns are seen for forecast periods in which the 400 inflow is varying in other ways. During the forecast step, figure 6 shows that the error in the forecast resulting from incorrect specification 420 of the n ch parameter starts at the upstream end of the domain, and propagates downstream with time. This 421 pattern of error growth is the same as that which would be expected from a bias in inflow, as noted in e.g. 
424
shown in figure 6 therefore indicate that errors due to incorrect inflow specification and those due to incorrect 425 specification of the channel friction parameter may be difficult to separate out in a real flood event.
426
The low RMSEs between the analysis and the truth in the long domain highlight the fact that the ETKF is 427 able to correct the water levels in areas for which there are no observations. The state error covariance matrix 428 generated by the ensemble perturbations is such that information from the observations is spread throughout the between the forecast ensemble mean water depths and the true water depths at the observation/assimilation time.
464
As in the SOL experiment, the error between the forecast ensemble mean and true water depths is small at all 465 points in the domain at this time. Figure 10b shows the error between the forecast and the truth 1 hour after 466 the assimilation; figures 10c (2 hours after assimilation), 10d (5 hours after assimilation), 10e (8 hours after Figure 11a shows the central part of the domain from 65 ≤ x ≥ 185m. Figure 11b shows the forecast water levels and resulting forecast mean in the cell centred at 75m in greater detail. 
492
It is notable that the convergence of the estimated channel friction parameter value to the truth is achieved with 493 water depth observations only taken on the floodplain. demonstrates that correction of the channel friction parameter allows the forecast to predict accurate water 526 levels, even with a biased inflow. The correction to the value of n ch is therefore compensating for inflow bias. 
556
We have shown that in the forecast period following an assimilation, the difference between the forecast 557 and the truth when the channel friction parameter is incorrectly specified and not updated grows faster in 
568
In summary, we have shown that in the case where there is no inflow bias but channel friction is incor- parameter value. Our results suggest that it may be difficult to separate out errors due to incorrect specification 576 of inflow and incorrect specification of channel friction when carrying out ensemble data assimilation for inun-577 dation modelling. This is because the character of the errors in the forecast resulting from these two sources of 578 uncertainty are similar; this interdependence explains our finding that updating the value of the channel friction 579 parameter can compensate for a bias in inflow. Further study is required to see how well each of these conclu-
580
sions are applicable to more complex and realistic topography, and for real satellite derived observations. In 581 this way, the work here may serve to enhance operational flood forecasting potential. h is water depth and u and v are velocities in the x and y directions. Acceleration due to gravity is denoted g 600 and n is Manning's friction coefficient. This coefficient describes the roughness of the channel bed in which 601 the water is flowing and in practical applications its value is usually determined empirically. The value of n is 602 specified by the user in the Clawpack code, and can vary over the domain if specified in the simulation setup.
603
The units of n are sm −1/3 .
604
In Clawpack, inhomogeneous sets of equations are solved using the method of fractional stepping described with R(q) f riction as in A.1 and q a vector of conserved quantities (see equation (2) information regarding this source term may be available from an upstream gauge as a mass flow rate, Q, 620 measured in m 3 s −1 . In an ungauged catchment, the same information could be generated using a rainfall run- extra water height, and is assumed here to arrive without any momentum; the water is subject only to hydrostatic 630 momentum effects. This inflow source term has been implemented in the code in the following way
631
• determine in which grid cells the source term will be applied. This is reasonably arbitrary but must be 632 such that the solution remains stable (we used trial and error in this experiment);
• for a given mass flow rate Q, calculate S for each value of Q by dividing by A;
635
• at the relevant grid points extract depth , h * , as calculated from equation (A.3);
636
• calculate the change to h * due to incoming water from a discretisation of equation (A.6) using a Crank-
637
Nicholson scheme (Crank and Nicolson, 1996) 638 h = h * + ∆t S(t) + S(t + ∆t) 2 ; (A.7)
• use the new value of h from equation (A.7) to solve for the next time step. 
