Конструирование негладкого решения задачи управления по быстродействию при низком порядке гладкости границы целевого множества by Lebedev, P. D. & Uspenskii, A. A.
ТРУДЫ ИНСТИТУТА МАТЕМАТИКИ И МЕХАНИКИ УрО РАН
Том 25 № 1 2019
УДК 517.977
КОНСТРУИРОВАНИЕ НЕГЛАДКОГО РЕШЕНИЯ ЗАДАЧИ УПРАВЛЕНИЯ
ПО БЫСТРОДЕЙСТВИЮ ПРИ НИЗКОМ ПОРЯДКЕ ГЛАДКОСТИ
ГРАНИЦЫ ЦЕЛЕВОГО МНОЖЕСТВА1
П. Д.Лебедев, А. А.Успенский
Для плоской задачи управления по быстродействию с круговой вектограммой скоростей и невыпуклым
компактным целевым множеством, имеющим границу с порядком гладкости 1 или 2, разработаны про-
цедуры построения функции оптимального результата. Изучены псевдовершины — характеристические
точки границы целевого множества, определяющие характер сингулярности этой функции. Выявлены
дифференциальные зависимости для гладких сегментов сингулярного множества, что позволяет их рас-
сматривать и строить в виде дуг интегральных кривых. Найдены необходимые условия существования
псевдовершин и получены формулы проекций точек сингулярного множества в окрестности псевдовер-
шин. Предложенные процедуры реализованы в виде вычислительных алгоритмов. Их эффективность
проиллюстрирована на примерах численного решения задач управления по быстродействию с различным
порядком гладкости границ целевых множеств. Выполнена визуализация результатов.
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1. Постановка задачи
Рассмотрим задачу управления по быстродействию, заключающуюся в приведении точки
евклидовой плоскости на заданное целевое множество M ⊂ R2 за минимально возможное
время [1]. Полагаем, что движение точки x = (x, y) задается уравнением
ẋ = v, (1.1)




2 ≤ 1. Вектограмма
скоростей рассматриваемой динамической системы есть круг единичного радиуса с центром в
начале координат. В данной постановке задача ранее изучалась авторами с позиции выявления
1Работа выполнена при финансовой поддержке постановления № 211 Правительства Российской
Федерации, контракт № 02.A03.21.0006.
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особенностей и построения линий уровня с заданным шагом [2; 3]. Ранее в качестве целевого
множества рассматривались в основном подграфики непрерывных функций [4;5]. Однако для
практических задач важнее изучать задачи о сближении с компактом, граница которого имеет
невыпуклые особенности [6].
В случае x /∈ M оптимальным управлением v является вектор единичной нормы, направ-
ленный от x к ближайшей к ней в евклидовой метрике точке y границы множества M. Функция
оптимального результата u(x) = u(x, y) (равная минимальному времени, за которое движуща-
яся точка может достичь M) совпадет с евклидовым расстоянием ρ(x,M) = min{‖x−y‖ : y ∈
M} от точки x = (x, y) ∈ R2 до множества M.
В дальнейшем будем рассматривать случай компактного односвязного множества M , гра-
ница которого Γ есть плоская кривая, заданная параметрическим уравнением
Γ = {y ∈ R2 : y = y(t), t ∈ [0, T ]}. (1.2)
Здесь T > 0, а отображение y : [0, T ] → R2 является непрерывным на отрезке [0, T ], диф-
ференцируемым во всех точках интервала (0, T ) и дважды дифференцируемым на (0, T ) за
исключением, может быть, конечного числа точек. Считаем, что (1.2) есть замкнутая регуляр-
ная кривая без точек самопересечения, y(0) = y(T ). При этом производные первого и второго
порядка совпадают на концах отрезка [0, T ].
Рассматриваемой задаче быстродействия можно поставить в соответствие уравнение Гамиль-
тона — Якоби [7]
min
v : ‖v‖≤1
〈Du(x),v〉 + 1 = 0, (1.3)
где Du(x) есть градиент функции u(x) в точке x; 〈·, ·〉 означает скалярное произведение век-
торов. Минимаксное решение [8] задачи Дирихле для уравнения (1.3) с краевым условием
u|Γ = 0 (1.4)
совпадает с функцией оптимального результата u(x, y) на множестве G = R2\M (см. [2, c. 67]).









которое описывает распространение света в изотропной среде. Задача Дирихле для уравне-
ния (1.5) с краевым условием (1.4) имеет обобщенное (фундаментальное) решение, равное
uk(x) = −ρ(x,M) (подробнее см. [9]). Его смысл — это величина оптического пути между
точкой x и множеством M, имеющим границу Γ.
В рамках данной статьи описывается решение указанных задач на базе построения син-
гулярных множеств, на которых функция u(x, y) теряет гладкость. Их отыскание позволяет
конструировать как линии уровня функции u(x, y), так и ее график в виде поверхности в трех-
мерном пространстве. Показано, что сингулярные множества могут быть найдены посредством
решения краевых задач Коши для дифференциального уравнения, связывающего координаты
точек границы множества M.
2. Сингулярные множества в задаче быстродействия
В случае выпуклого множества M функция u(x) = ρ(x,M) выпукла на всей плоскости R2
и дифференцируема на множестве G (см. [10, гл. II, § 8]). Если же множество M не выпукло,
то у u(x) возникают сингулярные множества, на которых u(x) теряет гладкость.
О п р е д е л е н и е 1. Множеством ΩM (x) проекций точки x на множество M назовем
объединение всех точек y ∈ M , ближайших в евклидовой метрике к x.
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О п р е д е л е н и е 2. Биссектрисой L(M) замкнутого множества M ⊂ R2 назовем [3]
множество всех точек, для которых множество ΩM (x) состоит из двух или более элементов:
L(M) =
{
x ∈ R2 : ∃y1 ∈ ΩM(x),y2 ∈ ΩM (x)(y1 6= y2)
}
. (2.1)
Биссектриса множества является частным случаем множеств симметрии [11;12], использу-
емых, например, при описании волновых фронтов и каустик [13]. Современные исследования
в данных областях часто привлекают к рассмотрению фигуры с границей Γ, имеющей особен-
ности (особые точки, разрывы кривизны), при этом выявляется связь между геометрией Γ и
структурой множеств симметрии (см. [14; 15]).
В качестве другого представителя множеств симметрии (лежащего не вовне множества M ,
а внутри него) можно указать так называемый скелет множества, активно используемый
Л.М.Местецким в задачах распознавания образов [16, c. 32]. По определению скелет S(M)
множества M ⊂ R2 есть геометрическое место центров кругов O(x, r) радиуса r ∈ [0,+∞) с
центром в точке x, для которых выполняются следующие включения:
O(x, r) ⊆ M ;







связывающее его с биссектрисой множества. Здесь и далее clX означает замыкание множе-
ства X.
Согласно классификации Р. Айзекса L(M) — рассеивающая линия в задаче быстродей-
ствия для динамической системы (1.1): из каждой ее точки исходит более одной оптимальной
траектории [7, c. 196]. Этим вызвано нарушение на L(M) гладкости функции оптимального
результата, характерное для сингулярных кривых.
О п р е д е л е н и е 3. Точка x ∈ L(M) биссектрисы L(M) называется порожденной па-
рой точек {y1,y2} ∈ ∂M , если {y1,y2} ⊆ ΩM (x) и y1 6= y2. При этом y1 и y2 называются
α-симметричными точками [6].
При практической реализации построения гладких участков L(M) естественно найти за-
висимость t2 = t2(t1), t1 ∈ R, связывающую параметры, задающие α-симметричные точки.
Однако на практике это трудно реализовать в виде численного алгоритма.
При построении рассеивающих линий в задаче быстродействия лучше всего получить фор-
мулы, которые в наименьшей степени зависят от параметризации кривой Γ. Одной из основ-
ных характеристик плоской кривой является ее кривизна. Для плоской кривой (1.2) значение





Здесь (a1, a2) ∧ (b1, b2) = a1b2 − a2b1. Полагаем без ограничения общности, что при изменении
параметра t от 0 до T вектор y(t) делает оборот вокруг внутренних точек множества M против
часовой стрелки. С кривизной тесно связаны понятия радиуса кривизны r(t) = 1/k(t) и центра
кривизны c(t) — точки, расположенной на нормали к Γ в точке y(t) на расстоянии r(t) от нее
в направлении, противоположном локальной выпуклости (см. [17, гл. III, § 25]).
Теорема 1 (О структуре гладкого участка биссектрисы). Пусть точка биссектрисы x ∈
L(M) имеет ровно две проекции y1 = y(t1) и y2 = y(t2) на компактное односвязное мно-
жество M, при этом x 6= (y1 + y2)/2. Тогда для параметров t1, t2, задающих координаты










где r = ρ(x,M).
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Доказательство теоремы приведено в [6, c. 186]. Заметим, что под условия теоремы попада-
ют только те проекции точек биссектрисы, в которых определены и касательная, и кривизна
границы множества M. Из теоремы 1 вытекает, что если множество проекций точки x∗ ∈ L(M)
состоит ровно из двух элементов, ΩM (x
∗) = {y1,y2}, то к L(M) в x
∗ определена касательная Π,
совпадающая со срединным перпендикуляром к отрезку [y1,y2] (что было ранее доказано в
[4, c. 192]).
Важную роль при построении сингулярного множества M играют некоторые характери-
стические точки — псевдовершины.
О п р е д е л е н и е 4. Будем называть точку y0 = y(t0) псевдовершиной [3] множе-
ства M, если существует последовательность {(yn, ỹn)}
∞
n=1 пар α-симметричных точек, для
которой имеет место предел:
lim
n→∞
(yn, ỹn) = (y0,y0).
О п р е д е л е н и е 5. Пусть y0 — псевдовершина множества M с биссектрисой L(M).
Будем говорить, что точка x̂ есть крайняя точка биссектрисы [8], соответствующая псевдо-
вершине y0, если существуют последовательности {(yn, ỹn)}
∞
n=1 ⊂ ∂M и {xn}
∞








3)∀n ∈ N (yn, ỹn) ⊂ ΩM (xn).
Легко показать, что отображение x 7→ ΩM (x) является полунепрерывным сверху по вклю-
чению. Рассмотрим сходящиеся последовательности точек {xn}
∞






xn = x0, lim
n→∞
yn = y0, ∀n ∈ N yn ∈ ΩM (xn).
Покажем, что имеет место
y0 ∈ ΩM (x0). (2.4)
Допустим, (2.4) не выполняется. Тогда найдется точка y∗ ∈ M, такая что ‖x0−y
∗‖ < ‖x0−y0‖.
Рассмотрим круг O(x0,∆r), где ∆r = (‖x0−y0‖−‖x0−y
∗‖)/4. В нем должны находиться все
точки xn, начиная с некоторого номера n
∗. При этом согласно неравенству треугольника для
них выполняются неравенства
‖xn − y
∗‖ 6 ‖xn − y0‖+ 4∆r − 2∆r = ‖xn − y0‖+ 2∆r.
Значит, начиная с некоторого номера, точки yn не могут лежать в окрестности точки yn
радиуса 2∆r > 0. Получилось противоречие.
Следовательно, справедливо включение относительно псевдовершины и соответствующей
ей крайней точки биссектрисы
y0 ∈ ΩM(x̂). (2.5)
Теорема 2 (О характере псевдовершины второго порядка гладкости). Пусть точка y0 =
y(t0) ∈ Γ, в которой определена кривизна k(t0), является псевдовершиной множества M и ей
соответствует крайняя точка x̂ биссектрисы L(M). Тогда справедливы три утверждения.
1) Модуль |k(t)| кривизны Γ достигает локального максимума при t = t0.
2) Точка x̂ есть центр кривизны c(t0) кривой Γ в y(t0).






для параметров t1, t2, задающих координаты α-симметричных точек (в окрестности t0).
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Доказательства утверждений 1) и 2) вытекают из теоремы 1 работы [3] (в ней не введено
определение крайней точки биссектрисы, но по сути ее роль играет точка V — предел пе-
ресечения нормалей к Γ в α-симметричных точках при стремлении их к псевдовершине), а
утверждения 3) — из [5, лемма 1].
Теоремы 1 и 2 позволяют находить координаты α-симметричных точек как решение задачи













k(t1)r(t1, t2) + 1




, t1 < t0 < t2;
−1, t1 = t2 = t0;




есть расстояние от точек y(t1) и y(t1) до точки пересечения перпендикуляров, построенных к
ним к кривой Γ, ∠(a,b) — угол между векторами a и b. При этом параметр t1 меняется на
некотором отрезке [t0 − ε1, t0], ε1 > 0, а параметр t2 — на некотором отрезке [t0 + ε2, t0], ε2 > 0,
т. е. t2 > t1 (за исключением точки t1 = t2 = t0, которая входит в решение задачи (2.7), но
задает координаты псевдовершины, а не проекций точек биссектрисы).
Теорема 3 (О характере псевдовершины при разрыве гладкости по второму порядку).
Пусть точка y0 = y(t0) ∈ Γ является псевдовершиной множества M и ей соответ-
ствует крайняя точка x̂ биссектрисы L(M), при этом определены односторонние значения
кривизны k(t0 − 0) и k(t0 + 0) одного знака и k(t0 − 0) 6= k(t0 + 0).
Тогда если |k(t0 − 0)| > |k(t0 + 0)|, то справедливы следующие утверждения:
A1) Модуль кривизны |k(t)| возрастает на некоторой левой полуокрестности (t0 − ε, t0),
ε > 0 точки t = t0.
A2) Точка x̂ есть предел c(t0−0) центров кривизны кривой Γ в точках y(t) при t → t0−0.






Если |k(t0 − 0)| < |k(t0 + 0)|, то справедливы следующие утверждения:
B1) Норма кривизны |k(t)| возрастает на некоторой правой полуокрестности (t0, t0 +
ε), ε > 0, точки t = t0.
B2) Точка x̂ есть предел c(t0+0) центров кривизны кривой Γ в точках y(t) при t → t0+0.






Д о к а з а т е л ь с т в о. Рассмотрим случай |k(t0 − 0)| > |k(t0 + 0)|. Без ограничения
общности полагаем, что точка y0 совпадает с началом координат, касательная к кривой Γ в
ней совпадает с осью абсцисс, а направление выпуклости Γ в ней совпадает с положительным
направлением оси ординат. Условия на границу Γ (1.2) множества M позволяют представить ее
в некоторой окрестности псевдовершины в виде графика gr y(x) функции y = f(x) с областью
определения (−ε, ε), ε > 0.
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Рассмотрим абсциссы x1 и x2 проекций точек биссектрисы, лежащих в окрестности псевдо-
вершины, и точку (x∗, y∗) пересечения нормалей к gr y(x) в них. По построению для значений
имеет место
f(0) = 0, (2.10)
f ′(0) = 0, (2.11)
f ′′(−0) = |k(t0 − 0)|, f
′′(+0) = |k(t0 + 0)|. (2.12)
Обозначим ординаты точек как yi = f(xi), i = 1, 2, а значения производных функции y =






























В некоторой окрестности точки 0 можно считать x2 функцией от x1, поскольку между абс-
циссами проекций точек биссектрисы в ней существует взаимно однозначное соответствие.






Допустим, что (2.15) не выполняется. Тогда найдутся такие последовательности {x(i)}∞i=1
и {x̃(i)}∞i=1, что










= c∗ < 0. (2.18)
Условия (2.16)–(2.18) означают, что элементы последовательностей могут быть представ-
лены в виде
x(i) = κ1t
(i) + o(t(i)), x̃(i) = κ2t
(i) + o(t(i)), (2.19)
где
∀i ∈ N t(i) > 0, lim
i→∞
t(i) = 0, κ1 ≤ 0, κ2 > 0,
o(t) — бесконечно малая функция более высокого порядка, чем t (т. е. lim
t→0
t−1o(t) = 0).
Представим разложение значений функции f(x) и ее производной f ′(x) по формуле Тей-
лора в окрестности точки x = 0 с учетом равенств (2.10)–(2.12):
f(x(i)) = f(0) + f ′(0)x(i) + o(x(i)) = o(x(i)) = o(t(i)),
f(x̃(i)) = f(0) + f ′(0)x̃(i) + o(x̃(i)) = o(x̃(i)) = o(t(i)),
f ′(x(i)) = f ′(0) + f ′′(−0)x(i) + o(x(i)) = f ′′(−0)(κ1t
(i) + o(t(i))) + o(t(i)) = f ′′(−0)κ1t
(i) + o(t(i)),
f ′(x̃(i)) = f ′(0) + f ′′(+0)x̃(i) + o(x̃(i)) = f ′′(+0)(κ2t
(i) + o(t(i))) + o(t(i)) = f ′′(+0)κ2t
(i) + o(t(i)).
Тогда, подставив значения (2.19) в формулы 2.13, (2.14), можно получить выражения, задаю-




x(i) + f(x(i))f ′(x(i))
)
f ′(x̃(i))
f ′(x̃(i))− f ′(x(i))
−
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x(i) + f(x(i))f ′(x(i))
)
+ (x̃(i) + f(x̃(i))f ′(x̃(i)))





(f ′′(+0)κ2 − f ′′(−0)κ1) t(i) + o(t(i))
=
κ2 − κ1
f ′′(+0)κ2 − f ′′(−0)κ1
. (2.21)






























= |k(t0 − 0)|
−1,
т. е. ордината крайней точки биссектрисы больше, чем предельное значение радиуса кривизны
слева в псевдовершине. С учетом (2.20) это означает, что крайняя точка (x̂, ŷ) лежит на нор-
мали к биссектрисе в псевдовершине на расстоянии, равном (2.21), превышающем предельное
значение радиуса кривизны r(t0−0) слева, с той же стороны от y0, что и предельное положение
центра кривизны. Однако если рассмотреть предельную соприкасающуюся окружность [17]
слева в точке x = 0, то она будет иметь радиус 1/f ′′(−0), следовательно, она будет заходить
внутрь круга O(x̂, ‖y0− x̂‖) (здесь и далее будем обозначать O(x, r) , {y ∈ R
2 : ‖y−x‖ 6 r} —
круг радиуса r с центром в точке x). Поскольку кривая имеет с соприкасающейся окружно-
стью касание второго порядка, то в некоторой малой окрестности псевдовершины найдутся
точки кривой Γ, которые лежат ближе к крайней точке x̂, чем y0. Получилось противоречие
со свойством (2.5) псевдовершины и соответствующей ей крайней точки. Таким образом, (2.15)
выполняется.
Для приращений длин s1(t), s2(t) дуги кривой Γ, отсчитываемой от псевдовершины y0 до























































, из которого с учетом (2.15) вытекает
предельное соотношение (2.8).

































o(x1)− y′′(−0)x1 + o(x1)









Значит, точка (x̂, ŷ) совпадает с предельным положением (0, y′′(−0)−1) центра кривизны гра-
фика функции f(x) слева в точке x = 0.
Отсюда следует, что выполняется и утверждение A1. Если кривизна графика функции
f(x) убывает на некотором конечном отрезке [−ε, 0], то график заходит внутрь предельного
положения соприкасающейся окружности ∂O(x̂, ‖y0− x̂‖). В этом случае на Γ также найдутся
точки на расстоянии, меньшем ‖y0−x̂‖, от крайней точки биссектрисы, что противоречит (2.5).
Доказательство утверждений B1–B3 аналогично доказательству A1–A3. 
Заметим, что в данной статье не рассматриваются псевдовершины, в которой предельные
значения кривизны Γ слева и справа имеют различный знак. Данный случай требует отдель-
ного рассмотрения, поскольку в нем возможны ситуации, когда одной псевдовершине y0 соот-
ветствуют две различные крайние точки бисссектрисы, находящиеся на разных направлениях
нормали к кривой Γ в y0.
Теоремы 1 и 3 дают возможность находить координаты α-симметричных в окрестности
псевдовершин с разрывом кривизны посредством решения задачи Коши.
В случае если выполняется |k(t0−0)| > |k(t0+0)|, то задача Коши для дифференциального












k(t1)r(t1, t2) + 1




, t1 < t0 < t2,
0, t1 = t2 = t0,
Если же выполняется |k(t0 − 0)| < |k(t0 + 0)|, то задача принимает вид, несколько отлича-













k(t2)r(t1, t2) + 1




, t1 < t0 < t2,
0, t1 = t2 = t0.
Ее особенностью служит то, что рассматривается производная переменной t1 по t2. Это по-
зволяет доопределить производную конечным односторонним пределом при t1 = t2 = t0.
Пределы изменения переменных в задачах (2.22) и (2.23) такие же, как и в задаче (2.7).
Заметим, что биссектриса не является всюду гладкой кривой в общем случае, а значит,
и зависимости между t1 и t2 могут описываться как решения задач Коши только локально.
Если у L(M) найдена точка бифуркации x, то для каждой из сходящихся в ней веток надо
выписывать свое уравнение и начальные условия. Если одна из гладких ветвей L∗ ⊂ L(M)
начинается в x и не содержит крайнюю точку, то для координат ее проекций начальное условие
можно найти, исходя из предельного положения проекций точек x ∈ L∗ при их стремлении
к x.
3. Примеры решения задач
Авторами разработан программный комплекс [19] средствами пакета MATLAB. Он позво-
ляет выполнять построение сингулярных множеств, волновых фронтов и функции оптималь-
ного результата в задаче быстродействия с круговой вектограммой скоростей и невыпуклым
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Рис. 2. Линии уровня решения задачи (1.3), (1.4)
в примере 2.
целевым множеством. Его основу составляют разрабатываемые теоретические подходы для
выявления сингулярностей, а также методы дифференциальной [17] (отыскание радиуса и
центра кривизны) и вычислительной геометрии [20] (нахождение пересечения отрезков и лу-
чей). В первом из рассматриваемых ниже примеров в псевдовершинах целевого множества
определен радиус кривизны, а во втором примере классическая кривизна не определена, но
существуют односторонние ее пределы слева и справа. Уравнения, задающее кривую Γ, имеют
в качестве параметра угол радиус-вектора точки, образованный с положительным направле-
нием оси абсцисс. Это позволяет записать выражения (1.2) в наиболее удобном и компактном
виде, в нем используются в основном функции синуса и косинуса и их комбинации.
П р и м е р 1. Пусть в задаче (1.3), (1.4) краевое условие задано на границе множества M ,
ограниченного кривой Γ, описываемой уравнениями
{
x = (1.5 sin2 t+ 0.5 cos 2t) cos t,
y = (1.5 sin2 t+ 0.5 cos 2t) sin t,
(3.1)
где параметр t принимает значения из отрезка [0, T ] = [0, 2π].
Множество M имеет 4 псевдовершины, в которых кривизна определена и достигает ло-
кального максимума. В них выполняются условия теоремы 2, а значит, имеет место предель-
ное соотношение (2.6). Координаты псевдовершин y1 ≈ (0.4312, 0.1921), y2 ≈ (−0.4312, 0.1921),
y3 ≈ (−0.4312,−0.1921), y4 ≈ (0.4312,−0.1921) находятся путем отыскания точек максимума
выражения (2.2) как функции от параметра t при его заданных ограничениях, а затем вы-
числения в них значений (3.1). Координаты соответствующих им крайних точек биссектрисы
x̂1 ≈ (0.5587, 0.2138), x̂2 ≈ (−0.5587, 0.2138), x̂3 ≈ (−0.5587,−0.2138), x̂4 ≈ (0.5587,−0.2138).
Построение ветвей сингулярного множество осуществлялось посредством решения задачи Ко-
ши (2.7). Биссектриса L(M) состоит из 2 компонент связности, каждая из которых есть объ-
единение 3 одномерных и 1 нульмерного многообразия. Координаты этих нульмерных многооб-
разий (точек бифуркации биссектрисы) — x1 ≈ (5.636, 0) и x2 ≈ (−5.636, 0). Линии уровня Φ
решения задачи с краевым условием (3.1), сингулярное множество L и граница Γ целевого
множества представлены на рис. 1.
П р и м е р 2. Пусть в задаче (1.3), (1.4) краевое условие определено на границе множе-









cos t, t ∈ (π/2, 3π/2),
(3.2)





sin t, t ∈ [0, π/2] ∪ [3π/2, 2π],
(
1.5− 0.5 sin2 t
)
sin t, t ∈ (π/2, 3π/2),
(3.3)
где параметр t принимает значения из отрезка [0, T ] = [0, 2π].
Множество M имеет 2 псевдовершины, в которых кривизна кривой (3.2), (3.3) не опре-
делена, но существуют ее односторонние пределы. В них выполняются условия теоремы 3,
координаты крайних точек кривой (2.1) вычисляются в первом случае по формуле (2.8), а
во втором случае по формуле (2.9). Координаты псевдовершин определим как y1 = (0, 1)
и y2 = (0,−1). Построение ветвей сингулярного множество осуществлялось посредством ре-
шения задач Коши (2.22) и (2.23). Биссектриса L(M) состоит из 2 компонентов связности.
Крайние точки биссектрисы имеют координаты x̂1 = (0, 2) и x̂2 = (0,−2). Линии уровня Φ ре-
шения задачи с краевым условием (3.2), (3.3), сингулярное множество L и граница Γ целевого
множества представлены на рис. 2.
Заключение
В статье изучены свойства сингулярных множеств в одном классе задач управления по
быстродействию с круговой вектограммой скоростей. Систематизированы различные типы
характеристических точек границы множества (псевдовершин), найдены выражения для ко-
ординат крайних точек сингулярных кривых (биссектрис). Получены предельные соотношения
для параметров, задающих координаты точек границы целевого множества, в которые прихо-
дят оптимальные траектории, исходящие из одной точки. На основе этих соотношений предло-
жены и реализованы процедуры построения рассеивающих линий с помощью решения задач
Коши для дифференциального уравнения первого порядка, связывающего параметры точек,
порождающих биссектрису множества. Выполнено моделирование решений задач управления
для целевых множеств с различными дифференциальными свойствами границы — для случая,
когда в точках границы классическая кривизна определена, и для случая, когда существуют
точки границы, в которых кривизна разрывна.
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