We introduce a new sampling algorithm, the equi-energy sampler, for efficient statistical sampling and estimation. Complementary to the widely used temperature-domain methods, the equi-energy sampler, utilizing the temperature-energy duality, targets the energy directly. The focus on the energy function not only facilitates efficient sampling, but also provides a powerful means for statistical estimation, for example, the calculation of the density of states and microcanonical averages in statistical mechanics. The equi-energy sampler is applied to a variety of problems, including exponential regression in statistics, motif sampling in computational biology, and protein folding in biophysics.
Introduction
Since the arrival of modern computers during World War II, Monte Carlo method has greatly expanded the scientific horizon to study complicated systems ranging from the early development in computational physics to modern biology. At the heart of Monte Carlo method lies the difficult problem of sampling and estimation: Given a target distribution, usually multidimensional and mutimodal, how to draw samples from it and estimate the statistical quantities of interest? In this article, we attempt to introduce a new sampling algorithm, the equi-energy sampler, to address the problem. Since Monte Carlo method began from calculations in statistical physics and mechanics, to introduce the equi-energy sampler, we begin from statistical mechanics.
The starting point of a statistical mechanical computation is the energy function or Hamiltonian h(x). According to Boltzmann and Gibbs, the distribution of a system in thermal equilibrium at temperature T is described by the Boltzmann distribution:
where Z(T ) = x exp(−h(x)/T ) is referred to as the partition function. For any state function g(x), its expectation µ g (T ) with respect to the Boltzmann distribution is called its Boltzmann average, also known as the thermal average in the physics literature,
To study the system, in many cases we are interested in using Monte Carlo simulation to obtain estimates of Boltzmann averages as functions of temperature for various state functions. In addition to Boltzmann averages, estimating the partition function Z(T ), which represents the dependency of the normalization factor in (1) as a function of temperature, is also of significant interest, as it is well known that many important thermodynamic quantities, such as free energy, specific heat, internal energy etc., can be computed directly from the partition function (see Section 4) . The fundamental algorithm for computing Boltzmann averages was due to Metropolis et. al. (1953) , where they proposed the use of a reversible Markov chain constructed in such a way so as to guarantee that its stationary distribution is the Boltzmann distribution (1) . Later, this algorithm is generalized by Hastings (1970) to allow the use of an asymmetric transition kernel. (Tierney 1994) , the time average n −1 n i=1 g(X i ) provides a consistent estimate of the Boltzmann average (2) . The Metropolis algorithm, however, can perform poorly if the energy function has many local minima separated by high barriers that cannot be crossed by the proposal moves. In this situation the chain will be trapped in local energy wells and will fail to sample the Boltzmann distribution correctly. To overcome this problem one can design specific moves that have a higher chance to cut across the energy barrier (e.g. the conditional sampling moves in Gibbs sampling) or to add auxiliary variables so that the energy wells become connected by the added dimension (eg. the group Ising updating by Swendsen and Wang, 1987, or the data-augmentation technique by Tanner and Wong, 1987) . However, these remedies are problem-specific and may or may not work for any given problem. A breakthrough occurred with the development of the parallel tempering algorithm by Geyer (1991) (also called exchanged Monte Carlo, Hukushima and Nemoto, 1996) . The idea is to perform parallel Metropolis sampling at different temperatures. Occasionally one proposes to exchange the states of two neighboring chains (i.e. chains with adjacent temperature levels). The acceptance probability for the exchange is designed to ensure that the joint states of all the parallel chains evolve according to the Metropolis-Hastings rule with the product distribution (i.e., the product of the Boltzmann distributions at the different temperatures) as the target distribution.
Geyer's initial objective is to use the (hopefully) faster mixing of the high temperature chains to drive the mixing of the whole system, thereby to achieve faster mixing at the low temperature chain as well. It is clear that parallel tempering can provide estimates of Boltzmann averages at the temperatures used in the simulation. Marinari and Parisi (1992) developed simulated tempering that uses just a single chain but augments the state by a temperature variable that is dynamically moved up or down the temperature ladder. These authors further developed the theory of using the samples in the multiple temperatures to construct estimates of the partition function, and to investigate phase transition. In the meantime, Geyer (1994) also proposed a maximum likelihood approach to estimate the ratios of normalization constants and hence obtain information on the partition function at the selected temperatures.
Compared with the statistical mechanical computations, the starting point in statistical inference is usually one given distribution, e.g. the distribution on a high-dimensional parameter space. If we take the energy to be the negative log-density function in this case, we are then interested in obtaining the Boltzmann average only at T = 1. The Metropolis and related algorithms have been developed and applied to solve many statistical computation problems, and have greatly enhanced our ability to analyze problems ranging from image analysis to missing value problems to biological sequence analysis to single-molecule chemistry (Geman and Geman 1984 , Tanner and Wong 1987 , Li 1988 , Gelfand and Smith 1990 , Lawrence et. al. 1993 Xie and Liu 2005) . However, as Geyer, Marinari, Parisi and others had pointed out, even if the immediate interest is at T = 1, simulation at temperatures other than T = 1 is often necessary in order to achieve efficient sampling. Furthermore, computing the normalization constants (i.e. partition function) is also important in statistical tasks such as the determination of likelihood ratios and Bayes factors (Geyer 1994 , Geyer and Thompson 1995 , Meng and Wong 1996 .
It is thus seen that historically dynamic Monte Carlo methods were developed to simulate from the Boltzmann distribution at fixed temperatures. These methods aim to provide direct estimates of parameters such as Boltzmann averages and partition functions, which are functions of temperature. We hence refer to these methods as temperature-domain methods. The purpose of this article is to develop an alternative sampling and estimation approach based on energy domain considerations. We will construct algorithms for the direct estimation of parameters such as microcanonical averages and density of states (see Section 2) that are functions of energy. We will see in Section 2 that there is a duality between temperature domain functions and energy domain functions, so that once we have obtained estimates of the density of states and microcanonical averages (both are energy-domain functions), we can easily transfer to the temperature domain to obtain the partition function and the Boltzmann averages. In Section 3, we introduce the equienergy sampler (EE sampler), which, targeting energy directly, is a new Monte Carlo algorithm for the efficient sampling from multiple energy intervals. In Sections 4 and 5 we explain how to use these samples to obtain estimates of density of states and microcanonical averages, and how to extend the energy domain method to estimate statistical quantities in general. In Section 6, we illustrate the wide applicability of this method by applying the equi-energy sampler and the estimation methods to a variety of problems, including an exponential regression problem, the analysis of regulatory DNA motifs, and the study of a simplified model for protein folding. Section 7 concludes the article with discussion and further remarks.
Energy-temperature duality
The Boltzmann law (1) implies that the conditional distribution of the system given its energy h(x) = u, is the uniform distribution on the equi-energy surface {x : h(x) = u}. In statistical mechanics, this conditional distribution is referred to as the microcanonical distribution given energy u. Accordingly, the conditional expectation of a state function g(x) given an energy level u is called its microcanonical average:
Note that (3) is independent of the temperature T used in the Boltzmann distribution for X.
Suppose that the infinitesimal volume of the energy slice {x : h(x) ∈ (u, u + du)} is approximately equal to Ω(u)du. This function Ω(u) is then called the density of states function. If the state space is discrete then we replace the volume by counts, in which case Ω(u) is simply the number of states with the energy equal to u. Without loss of generality, we assume that the minimum energy of the system u min = 0. The following result follows easily from these definitions.
Lemma 1. Let β = 1/T denote the inverse temperature so that the Boltzmann averages and partition function are indexed by β as well as by T , then
In particular, the partition function Z(β −1 ) and the density of states Ω(u) form a Laplace transform pair.
This lemma suggests that the Boltzmann averages and the partition function can be obtained through Monte Carlo algorithms designed to compute the density of states and microcanonical averages. We hence refer to such algorithms as energy domain algorithms.
The earliest energy domain Monte Carlo algorithm is the multicanonical algorithm due to Berg and Neuhaus (1991) , which aims to sample from a distribution flat in the energy domain through an iterative estimation updating scheme. Later, the idea of iteratively updating the target distribution was generalized to histogram methods (see Landau and Binder 2000, and Wang and Landau 2001 for a review). The main purpose of these algorithms is to obtain the density of states and related functions such as the specific heat. They did not directly address the estimation of Boltzmann averages.
In this article we present a different method that combines the use of multiple energy ranges, multiple temperatures and step sizes, to produce an efficient sampling scheme capable of providing direct estimates of all microcanonical averages as well as the density of states. We do not use iterative estimation of density of states as in the multicanonical approach; instead, the key of our algorithm is a new type of move called the equi-energy jump that aims to move directly between states with similar energy (see the next section). The relationship between the multicanonical algorithm and the equi-energy sampler will be discussed further in Section 7.
3 The equi-energy sampler
The algorithm
In Monte Carlo statistical inference one crucial task is to obtain samples from a given distribution, often known up to a normalizing constant. Let π(x) denote the target distribution and h(x) be the associated energy function. Then π(x) ∝ exp(−h(x)). For simple problems, the famous Metropolis-Hastings (MH) algorithm, which employs a local Markov chain move, could work.
However, if π(x) is multimodal and the modes are far away from each other, which is often the case for practical multidimensional distributions, algorithms relying on local moves like the MH algorithm or the Gibbs sampler can be easily trapped in a local mode indefinitely, resulting in inefficient and even unreliable samples.
The EE sampler aims to overcome this difficulty by working on the energy function directly.
First, a sequence of energy levels is introduced
such that H 0 is below the minimum energy H 0 ≤ inf x h(x). Associated with the energy levels is a sequence of temperatures
The EE sampler considers K + 1 distributions, each indexed by a temperature and an energy truncation. The energy function of the i-th distribution
). For each i, a sampling chain targeting π i is constructed. Clearly π 0 is the initial distribution of interest. The EE sampler employs the other K chains to overcome local trapping, because for large i the energy truncation and the high temperature on h i (x) flattens the distribution π i (x), making it easier to move between local modes. The quick mixing of chains with large i is utilized by the EE sampler, through a step termed the equi-energy jump, to help sampling from π i with small i, where the landscape is more rugged.
The equi-energy jump, illustrated in Figure 1 , aims to directly move between states with similar energy levels. Intuitively, if it can be implemented properly in a sampling algorithm, it will effectively eliminate the problem of local trap. The fact that the i-th energy function h i (x)
is monotone in h(x) implies that the equi-energy sets S i (H) = {x : h i (x) = H} are mutually consistent across i. Thus once we have constructed an empirical version of the equi-energy sets at high order π i (i.e. π i with large i), these high order empirical sets will remain valid at low order π i . Therefore, after the empirical equi-energy sets are first constructed at high order π i , the local trapping at low order π i can be largely evaded by performing an equi-energy jump that allows the current state to jump to another state drawn from the already constructed high order empirical equi-energy set that has energy level close to the current state. This is the basic idea behind the EE sampler. We will refer to the empirical equi-energy sets as energy rings hereafter.
To construct the energy rings, the state space X is partitioned according to the energy levels,
are the energy sets, determined by the energy sequence (4) . For any x ∈ X , let I(x) denote the partition index such that
The EE sampler begins from a MH chain X (K) targeting the highest order distribution π K .
After an initial burn-in period, the EE sampler starts constructing the K-th order energy ringŝ D (K) j by grouping the samples according to their energy levels, i.e.D (K) j consists of all the samples X (K) n such that I(X (K) n ) = j. After the chain X (K) has been running for N steps, the EE sampler starts the second highest order chain X (K−1) targeting π K−1 , while keeps on running X (K) and updatingD (K) j (0 ≤ j ≤ K). The chain X (K−1) is updated through two operations: the local move and the equi-energy jump. At each update a coin is flipped; with probability 1 − p ee the current state X (K−1) n undergoes a MH local move to give the next state X (K−1) n+1 , and with probability p ee , X (K−1) n goes through an equi-energy jump. In the equi-energy jump, a state y is chosen uniformly from the highest order energy ringD (K) j indexed by j = I(X (K−1) n ) that corresponds to the energy level of X (K−1) n (note that y and X (K−1) n have similar energy level, since I(y) = I(X (K−1) n ) by construction); the chosen y is accepted to be the next state X (K−1) n+1 with probability min(1,
); if y is not accepted, X (K−1) n+1 keeps the old value X
After a burn-in period on X (K−1) , the EE sampler starts the construction of the second highest order (i.e. (K − 1)-th order) energy ringsD (K−1) j in much the same way as the construction of D (K) j , i.e. collecting the samples according to their energy levels. Once the chain X (K−1) has been running for N steps, the EE sampler starts X (K−2) targeting π K−2 while keep on running X (K−1) and X (K) . Like X (K−1) , the chain X (K−2) is updated by the local MH move and the equi-energy jump with probabilities 1 − p ee and p ee respectively. In the equi-energy jump, a state y uniformly chosen fromD
is the current state, is accepted to be the next state X
with probability min(1,
). The EE sampler thus successively moves down the energy and temperature ladder until the distribution π 0 is reached. Each chain X (i) , 0 ≤ i < K, is updated by the equi-energy jump and the local MH move; the equi-energy move proposes a state y uniformly chosen from the energy ringD and accepts the proposal with probability
). At each chain X (i) , the energy ringsD (i) j are constructed after a burn-in period, and will be used for chain X (i−1) in the equi-energy jump. The basic sampling scheme can be summarized as follows.
The algorithm of the EE sampler Assign X = ∅ do perform a MH step on X (i) n−1 with target distribution π i to obtain X (i) n else with probability 1 − p ee , perform a MH step on X (i) n−1 targeting π i to obtain X (i) n with probability p ee , uniformly pick a state y fromD (i+1)
and let
n } (* add the sample to the energy rings after the burn-in period *) endif endif endfor endfor
The idea of moving along the equi-energy surface bears a resemblance of the auxiliary variable approach, where to sample from a target distribution π(x), one can iteratively first sample an auxiliary variable U ∼ U nif [0, π(X)], and then sample X ∼ U nif {x : π(x) ≥ U }. This approach has been used by Edwards and Sokal (1988) to explain the Swendsen-Wang (1987) clustering algorithm for Ising model simulation, and by Besag and Green (1993) and Higdon (1998) on spatial Bayesian computation and image analysis. Roberts and Rosenthal (1999) , Mira, Moller and Roberts (2001) and Neal (2003) provide further discussion under the name of slice sampler. Under our setting, this auxiliary variable (slice sampler) approach amounts to sample from the lowerenergy sets. In comparison, the EE sampler's focus on the equi-energy set is motivated directly from the concept of microcanonical distribution in statistical mechanics. More importantly, the equi-energy jump step in the EE sampler offers a practical means to carry out the idea of moving along the energy sets (or moving horizontally along the density contours), and thus provides an effective way to study not only systems in statistical mechanics, but also general statistical inference problems (see Sections 4, 5 and 6).
The steady-state distribution
With the help from the equi-energy jump to address the local trapping, the EE sampler aims to efficiently draw samples from the given distribution π (which is identical to π 0 ). A natural question is then: In the long run, will the EE samples follow the correct distribution?
The following theorem shows that the steady-state distribution of chain X (i) is indeed π i ; in particular, the steady-state distribution of X (0) is π 0 = π. Theorem 2. Suppose (i) the highest order chain X (K) is irreducible and aperiodic, (ii) for i = 0, 1, . . . , K − 1, the MH transition kernel T (i) M H of X (i) connects adjacent energy sets in the sense that for any j there exist sets A 1 ⊂ D j , A 2 ⊂ D j , B 1 ⊂ D j−1 and B 2 ⊂ D j+1 with positive measure such that the transition probabilities
and (iii) the energy set probabilities p (i) j = P π i (X ∈ D j ) > 0 for all i and j. Then X (i) is ergodic with π i as its steady-state distribution.
Proof. We use backward induction to prove the theorem.
For i = K, X (K) simply follows the standard MH scheme. The desired conclusion thus follows from the fact that X (K) is aperiodic and irreducible. Now assume the conclusion holds for the (i + 1)-th order chain, i.e. assume X (i+1) is ergodic with steady-state distribution π i+1 . We want to show that the conclusion also holds for X (i) .
According to the construction of the EE sampler, if at the nth step X (i) n = x, then at the next step with probability 1 − p ee X (i) n+1 will be drawn from the transition kernel T (i) M H (x, ·), and with probability p ee X (i) n+1 will be equal to a y fromD (i+1)
Therefore for any measurable set A, the conditional probability
Using the induction assumption of the ergodicity of X (i+1) and also the fact that the lower order chain X (i) does not affect the higher order chain X (i+1) , we have as n → ∞
Similarly, as n → ∞, the difference
Now let us define a new transition kernel S
M H (x, ·) with probability 1 − p ee , and with probability p ee undergoes a MH transition with the proposal
π i+1 (y)I(y ∈ D I(x) ), i.e. π i+1 (y) confined on the energy set D I(x) . We then note that the right hand side of (5) corresponds exactly to the transition kernel S (i) (x, ·).
Therefore, under the induction assumption, X (i) is asymptotically equivalent to a Markovian sequence governed by S (i) (x, ·).
Since the kernel T (i) M H (x, ·) connects adjacent energy sets and the proposal q(x, y) connects points in the same equi-energy set, it follows from Chapman-Kolmogorov and 0 < p ee < 1 that S (i) (x, ·) is irreducible. S (i) (x, ·) is also aperiodic because the proposal q(x, y) has positive probability to leave the configuration x staying the same.
Since S (i) (x, ·) keeps π i as the steady-state distribution, it finally follows from the standard Markov chain convergence theorem and the asymptotic equivalence (5) that X (i) is ergodic with π i as its steady-state distribution. The proof is thus terminated.
The assumption (ii) is weaker than assuming that T (i) M H is irreducible for i = 0, 1, . . . , K − 1, because we can see that essentially the function of the MH local move is to bridge adjacent energy sets, while the equi-energy jump allows jumps within an equi-energy set.
Practical implementation
There are some flexibilities in the practical implementation of the EE sampler. We provide some suggestions based on our own experience.
The choice of the temperature and energy ladder.
Given the lowest and second highest energy levels H 0 and H K , we found that setting the other energy levels by a geometric progression, or equivalently setting log(H i+1 − H i ) to be evenly spaced often works quite well. The temperature could be chosen such that (H i+1 − H i )/T i ≈ c, and we found that c ∈ [1, 5] often works well.
2. The choice of K, the number of temperature and energy levels.
The choice of K depends on the complexity of the problem. More chains and energy levels are usually needed if the target distribution is high-dimensional and multi-modal. In our experience K could be roughly proportional to the dimensionality of the target distribution.
3. The equi-energy jump probability p ee .
In our experience taking p ee ∈ [5%, 30%] often works quite well. See Section 3.4 for more discussion.
Self-adaptation of the MH-proposal step size
As the order i increases, the distribution π i becomes more and more flat. Intuitively, to efficiently explore a flat distribution, one should use a large step size in the MH proposal, whereas for a rough distribution, the step size has to be small. Therefore, in the EE sampler each chain X (i) should have its own step size in the local MH exploration. In practice, however, it is often difficult to choose the right step sizes in the very beginning. One can hence let the sampler tune by itself the step sizes. For each chain, the sampler can from time to time monitor the acceptance rate in the MH local move, and increase (decrease) the step size by a fixed factor, if the acceptance rate is too high (low). Note that in this self-adaptation the energy-ring structure remain unchanged.
Adjusting the energy and temperature ladder
In many problems, finding a close lower bound H 0 for the energy function h(x) is not very difficult. But in some cases, especially when h(x) is difficult to optimize, one might find during the sampling that the energy value at some state is actually smaller than the preassumed lower bound H 0 . If this happens, we need to adjust the energy ladder and the temperatures, because otherwise the energy sets D j would not have the proper sizes to cover the state space, which could affect the sampling efficiency. The adjustment can be done by dynamically monitoring the sampler. Suppose after the ith chain X (i) is started but before the (i−1)th chain gets started, we find that the lowest energy value H min reached so far is smaller than H 0 . Then first we reset H 0 = H min − β, where the constant β > 0, say β = 2. Next given H i and the new H 0 we reset the in-between energy levels by a geometric progression, and if necessary add in more energy levels between H 0 and H i (and thus adding more chains) so that the sequence H j+1 − H j is still monotone increasing in j.
The temperatures between T 0 = 1 and T i are reset by (H j+1 − H j )/T j ≈ c. With the energy ladder adjusted, the samples are regrouped to new energy rings. Note that since the chains X (K) , X (K−1) , . . . , X (i) have already started, we do not change the values of H K , . . . , H i and T K , . . . , T i so that the target distributions π K , . . . , π i are not altered.
A multimodal illustration
As an illustration, we consider sampling from a two-dimensional normal mixture model taken from Liang and Wong (2001) ,
where σ 1 = · · · = σ 20 = 0.1, w 1 = · · · = w 20 = 0.05, and the 20 mean vectors Since most local modes are more than 15 standard deviations away from the nearest ones (see Figures 2(a)), this mixture distribution poses a serious challenge for sampling algorithms, and thus serves as a good test. We applied the EE sampler to this problem. Since the minimum value of the energy function h(x) = − log(f (x)) is around − log( 5 2π ) = 0.228, we took H 0 = 0.2. K was set to 4, so only 5 chains were employed. The energy levels H 1 , . . . , H 4 were set by a geometric progression in the interval [0, 200]. The settings for energy levels and temperature ladders are tabulated in Table 1 . The equi-energy jump probability p ee was taken to be 0.1. The initial states of the chains X (i) were drawn uniformly from [0, 1] 2 , a region far from the centers µ 1 , µ 2 , . . . , µ 20 , so as to make the sampling challenging. The MH proposal is taken to be bivariate Gaussian:
, where the initial MH proposal step size τ i for the i-th order chain X (i) was taken to be 0.25 √ T i . The step size was finely tuned later in the algorithm such that the acceptance ratio was in the range of (0.22, 0.32). After a burn-in period, each chain was run for 50,000 iterations. Figure 2 shows the samples generated in each chain: With the help of the higher order chains, where the distributions are more flat, all the modes of the target distribution were successfully visited by X (0) . The number of samples in each energy ring is reported in Table   1 . One can see that for low order chains the samples are mostly concentrated in the low energy rings, while for high order chains more samples are distributed in the high energy rings. As a comparison, we also applied parallel tempering (Geyer 1991) (PT) to this problem. The PT also adopts a temperature ladder; it uses a swap between neighboring temperature chains to help the low temperature chain move. We ran the PT to sample from (6) with the same parameter and initialization setting. The step size of PT was tuned to make the acceptance ratio of the MH move between 0.22 and 0.32. The exchange (swap) probability of PT was taken to be 0.1 to make it comparable with p ee = 0.1 in the EE sampler, and in each PT exchange operation, K = 4 swaps were proposed to exchange samples in neighboring chains. The overall acceptance rates for the MH move in the EE sampler and parallel tempering were 0.27 and 0.29, respectively. In the EE sampler, the acceptance rate for the equi-energy jump was 0.82, while the acceptance rate for the exchange operation in PT was 0.59. Figure 3 (a) shows the path of the last 2,000 samples in X (0) for the EE sampler, which visited all the 20 components frequently; in comparison PT only visited 14 components in the same number of samples (Figure 3(b) ). As a further test, we ran the EE sampler and the PT 20 times independently, and sought to estimate the mean vector (EX 1 , EX 2 ) and the second moment (EX 2 1 , EX 2 2 ) using the samples generated from the target chain X (0) . The results are shown in Table 2 (the upper half). It is clear that the EE sampler provided more accurate estimates with smaller mean squared errors.
To compare the mixing speed for the two sampling algorithms, we counted in each of the 20 runs how many times the samples visited each mode in the last 2,000 iterations. We then calculated the absolute frequency error for each mode, err i = |f i − 0.05|, wheref i is the sample frequency of the ith mode (i = 1, · · · , 20) being visited. For each mode i, we calculated the median and the maximum of err i over the 20 runs. Table 3 reports, for each mode, the ratio R1 of the median frequency error of PT over that of EE, and the ratio R2 of the maximum frequency error of PT over the corresponding value of EE. A two to four fold improvement by EE was observed. We also noted that EE did not miss a single mode in all runs, whereas PT missed some modes in each run. Table 3 also shows, out of the 20 runs, how many times each mode was missed by PT; for example, mode 1 was missed twice by PT over the 20 runs. The better global exploration ability of the EE sampler is thus evident. To further compare the two algorithms of their convergence speed, we tuned the temperature ladder for PT to achieve the best performance of PT; for example, we tuned the highest temperature T 4 of PT in the range of [5, 100] . We observe that the best performance of PT such that it is not trapped to some local modes in 50,000 samples and that it achieves minimal sample autocorrelation is the setting associated with T 4 = 10. The sample autocorrelations of the target chain X (0) from the EE sampler and the optimal PT were shown in Figure 3 (c) and (d), respectively; evidently the autocorrelation of the EE sampler decays much faster even compared with a well-tuned PT.
We also use this example to study the choice of p ee . We took p ee = 0.1, 0.2, 0.3, and 0.4 respectively, and ran the EE sampler 20 times independently for each value of p ee . From the average mean squared errors for estimating (EX 1 , EX 2 ) and (EX 2 1 , EX 2 2 ) we find that the EE sampler behaves well when p ee is between 0.1 to 0.3. When p ee is increased to 0.4, the performance of the EE sampler worsens. In addition, we also noticed that the performance of the EE sampler is not sensitive to the value of p ee , as long as it is in the range of [0.05, 0.3].
Next, we changed the weight and variance for each component in (6) 
The distributions closer to (5, 5) have larger weights and lower energy. We used this example to test our strategy of dynamically updating the energy and temperature ladders (Section 3.3). We set the initial energy lower bound H 0 = 3, which was higher than the energy at any of the 20 modes (in practice, we could try to get a better initial value of H 0 by some local optimization). The highest energy level and temperature were set at 100 and 20, respectively. We started with 5 chains and dynamically added more chains if necessary. The strategy for automatically updating the proposal step size was applied as well.
After drawing the samples we also calculated the first two sample moments from the target chain X (0) as simple estimates for the theoretical moments. The mean and standard deviation of the estimates based on 20 independent EE runs, each consisting of 10,000 iterations, were shown in Table 2 (the bottom half). The sample path for the last 1,000 iteration and the autocorrelation plots are shown in Figure 4 .
For comparison, the PT was applied to this unequal weight case as well. The PT used the same total number of chains as the EE sampler. The MH step size of PT was tuned to achieve the same acceptance rate. The temperature ladder of PT was also tuned so that the exchange operator in PT has the same acceptance rate as the equi-energy jump in EE does, similar to what we have done in the previous comparison. With these well tuned parameters, we ran PT for the same number of iterations and calculated the first two sample moments as we did for the EE samples. The results are reported in Table 2 . It is seen that the EE sampler with the selfadaptation strategies provided more precise estimates (both smaller bias and smaller variance) in all the cases. Similar improvements in the mixing speed and the autocorrelation decay were also observed ( Figure 4 ).
Calculating the density of states and the Boltzmann averages
The previous section illustrated the benefit of constructing the energy rings: It allows more efficient sampling through the equi-energy jump. By enabling one to look at the states within a given energy range, the energy rings also provide a direct means to study the microscopic structure of the state space on an energy by energy basis, i.e. the microcanonical distribution. The EE sampler and the energy rings are thus well suited to study problems in statistical mechanics.
Starting from the Boltzmann distribution (1) one wants to study various aspects of the system.
The density of states Ω(u), whose logarithm is referred to as the microcanonical entropy, plays an important role in the study, because in addition to the temperature-energy duality depicted in Section 2, many thermodynamic quantities can be directly calculated from the density of states, for example, the partition function Z(T ), the internal energy U (T ), the specific heat C(T ), and the free energy F (T ) can be calculated via
Since the construction of the energy rings is an integral part of the EE sampler, it leads to a simple way to estimate the density of states. Suppose we have a discrete system to study, and after performing the EE sampling on the distributions
we obtain the energy ringsD
j corresponding to an apriori energy range [H j , H j+1 ). To calculate the density of states for the discrete system we can further divide the energy rings to subsets such that each subset corresponds to one energy level. Let m iu denote the total number of samples in the ith chain X (i) that have energy u.
Since the density of states Ω(u) is common for each π i , we can combine the sample chains X (i) ,
the MLE of Ω(u) is then
Since Ω(u) is specified up to a scale change (see (7) ), to estimate the relative value we can set without loss of generality Ω(u 0 ) = 1 for some u 0 . The first order condition of (9) gives
which can be used to computeΩ(u) through a simple iteration
A careful reader might question the independent multinomial assumption (8) . But it is only used to motivate equation (10), which itself can be viewed as a moment equation and is valid irrespective of the multinomial assumption.
With the density of states estimated, suppose one wants to investigate how the Boltzmann To estimate the microcanonical average ν g (u) = E(g(X)|h(X) = u), we can simply calculate the sample average over the energy slice {x : h(x) = u} for each chain X (0) , . . . , X (K) and combine them using weights proportional to the energy slice sample size m iu for i = 0, 1, . . . , K.
So far we have focused on discrete systems. In continuous systems to estimate Ω(u) and ν g (u) = E(g(X)|h(X) = u) we can simply discretize the energy space with an acceptable resolution and follow the preceding approach to use the EE sampler and the energy rings.
To illustrate our method to calculate the density of states and the Boltzmann averages, let us i . This corresponds to a system of n uncoupled harmonic oscillators. Since the analytical result is known in this case, we can check our numerical calculation with the exact values. Suppose we are interested in estimating E(X 2 1 ; T ) and the ratio of normalizing constant Z(T )/Z(1) for T in [1, 5] . The theoretical density of states (from the χ 2 result in this case) is Ω(u) ∝ u n/2−1 and the micro-canonical average ν g (u) = E(X 2 1 |h(X) = u) = 2u/n. Our goal is to estimate Ω(u) and ν g (u) and then combine them to estimate both E(X 2 1 ; T ) and Z(T )/Z(1) as functions of the temperature T .
We took n = 4 and applied the EE sampler with 5 chains to sample from the four dimensional distribution. The energy levels H 0 , H 1 , . . . , H 4 was assigned by a geometric progression along the interval [0, 50]. The temperatures were accordingly set between 1 and 20. The equi-energy jump probability p ee was taken to be 0.05. Each chain was run for 150,000 iterations (the first 50,000 iterations were the burn-in period); the sampling was repeated 10 times to calculate the standard error of our estimates. Since the underlying distribution is continuous, to estimate Ω(u) and ν g (u) each energy ring was further evenly divided into 20 small intervals. The estimatesΩ(u) andν g (u) were calculated from the recursion (11) and the combined energy slice sample average, respectively. Figure 5 UsingΩ(u) andν g (u), we estimated E(X 2 1 ; T ) and Z(T )/Z(1) by
.
Letting T vary in [1, 5] results in the estimated curves in Figure 5 (c) and (d). One can see from the figure that our estimations are very precise compared with the theoretical values. In addition, our method has the advantage that we are able to construct estimates for a wide temperature range using one simulation that involves only 5 temperatures.
We further tested our method on a 4-dimensional normal mixture distribution with the energy function
where µ 1 = (3, 0, 0, 0) ′ and µ 2 = (−3, 0, 0, 0) ′ . For the Boltzmann distribution 1 Z(T ) exp(−h(x)/T ), we are interested in estimating the probability P (X 1 > 0; T ), and studying how it varies as T changes. It is easy to see if T = 1 this probability will be 0.8 = 1/1.25, the mixture proportion, and it decreases as T becomes larger. We applied the EE sampler to this problem with the same parameter setting as in the preceding 4-D normal example. Using the energy rings we calculated the estimatesΩ(u) andν g (u) and then combined them to estimate P (X 1 > 0; T ). Figure 6 plots the estimates. It is interesting to note from the figure that the density of states for the mixture model has a change point at energy u = 1.4. This is due to the fact that the energy at the mode µ 2 is about 1.4(≈ − log 0.25), and hence for u < 1.4 all the samples are from the first mode µ 1 , and for u > 1.4 the samples come from both modes, whence a discontinuity appears. A similar phenomenon occurs in the plot for ν g (u) = P (X 1 > 0 | h(X) = u). The combined estimate of P (X 1 > 0; T ) in Figure 6 was checked and agreed very well with the exact values from numerical integration.
Statistical Estimation with the EE sampler
In statistical inference, usually after obtaining the Monte Carlo samples, the next goal is to estimate some statistical quantities. Unlike statistical mechanical considerations, in statistical inference problems often one is only interested in one target distribution (i.e. only one temperature). Suppose the expected value E π 0 g(X) under the target distribution π 0 = π is of interest. A simple estimate is the sample mean under the chain X (0) (T = 1). This, however, does not use the samples optimally in that it essentially throws away all the other sampling chains X (1) , . . . X (K) .
With the help of the energy rings, in fact all the chains can be combined together to provide a more efficient estimate. One way is to use the energy-temperature duality as discussed above.
Here we present an alternative, more direct method: We directly work with the (finite number of) expectations within each energy set. For continuous problem, this allows us to avoid dealing with infinitesimal energy intervals, which are needed in the calculation of microcanonical averages.
The starting point is the identity
where p j = P π 0 (X ∈ D j ), which suggests that we can first estimate p j and G j = E π 0 {g(X)|X ∈ D j }, and then conjoin them. A naive estimate of G j is the sample average of g(x) within the energy ringD (0) j . But a better way is to use the energy ringsD (i) j for i = 0, 1, . . . , K together, because for each i the importance-weighted
where w (i) (x) = exp{h i (x)−h(x)}, is a consistent estimate of G j . We can thus put proper weights on them to combine them.
Since it is quite often that a number of different estimands g are of interest, a conceptually simple and effective method is to weighĜ (i) j , i = 0, 1, . . . K, proportionally to their effective sample size (Kong, Liu and Wong, 1994 )
which measures the effectiveness of a given importance-sampling scheme, and does not involve the specific estimand. ESS (i) j can be easily estimated by using the sample mean and variance of w (i) (X) for X in the energy ringD
To estimate the energy ring probability p j = P π 0 (X ∈ D j ), one can use the sample size
. But again it is better to use all the chains, because for any i,
is a consistent estimate of p j . To combine them properly, we can weigh them inversely proportional to their variances. A simple delta method calculation (disregarding the dependence) gives the asymptotic variance ofp
where n i is the total number of samples under the ith chain X (i) . V (i) j can be estimated bŷ
wherep j is a consistent estimate of p j . SinceV j | is reasonably large, say more than 50. When we get our estimates for p j , we need to normalize them before plug in equation (13) to calculate our combined estimates.
Since our energy ring estimate of E π 0 g(X) employs all the sampling chains, one expects it to increase the estimation efficiency by a large margin compared with the naive method.
The two-dimensional normal mixture model (continued). To illustrate our estimation strategy, consider again the 2-D mixture model (6) in Section 3.4 with equal weights and variances σ 1 = · · · = σ 20 = 0.1, w 1 = · · · = w 20 = 0.05.
Suppose we want to estimate the following functions: EX 2 1 , EX 2 2 , Ee −10X 1 , Ee −10X 2 , and the tail probabilities
After obtaining the EE samples (as described in Section 3.4), we calculated our energy ring estimates. For comparison, we also calculated the naive estimates based on the target chain X (0)
only. The calculation was repeated for the 20 independent runs of the EE sampler under the same parameter settings. Table 4 reports the result. Evidently, the energy ring estimates with both smaller bias and smaller variance are much more precise than the naive estimates. The mean squared error has been reduced by at least 28% in all cases. The improvement over the naive method is particularly dramatic in the tail probability estimation, where the MSE's experienced a more than 9 fold reduction. 
Applications of the EE sampler
We will apply the EE sampler and the estimation strategy to a variety of problems in this section to illustrate its effectiveness. The first example is a mixture regression problem. The second example involves motif discovery in computational biology. In the third one we study the thermodynamic property of a protein folding model.
Mixture exponential regression
Suppose we observe data pairs (Y, X) = {(y 1 , x 1 ), · · · , (y n , x n )} from the mixture model
where θ j (x i ) = exp[β T j x i ] (j = 1, 2), Exp(θ) denotes an exponential distribution with mean θ, and β 1 , β 2 , and x i (i = 1, 2, · · · , n) are p dimensional vectors. Given the covariates x i and the response variable y i , one wants to infer the regression coefficients β 1 and β 2 and the mixture probability α. The likelihood of the observed data is
If we put a Beta(1, 1) prior on α, and a multivariate normal N (0, σ 2 I) on β j (j = 1, 2), the energy function, defined as the negative log-posterior density, is
where C is a constant. Since h(α, β 1 , β 2 ) = h(1 − α, β 2 , β 1 ) (i.e. non-identifiable), the posterior distribution has multiple modes in the 2p + 1 dimensional parameter space. This example thus serves as a good model to test the performance of the EE sampler in high dimensional multimodal problems.
We simulated 200 data pairs with the following parameter setting: α = 0.3, β 1 = (1, 2) ′ , β 2 = (4, 5) ′ , and x i = (1, u i ) ′ , with the u i 's independently drawn from U nif (0, 2). We took σ 2 = 100 in the prior normal distributions for the regression coefficients. After a local minimization of the energy function (16) from several randomly chosen states in the parameter space, the minimum energy H min is found to be around H min ≈ −1740.8 (this value is not crucial in the EE sampler, since it can adaptively adjust the energy and temperature ladder; see Section 3.3). We then applied EE sampler with eight chains to sample from the posterior distribution. The energy ladder was set between H min and H min + 100 in a geometric progression, and the temperatures were between 1 and 30. The equi-energy jump probability p ee was taken to be 0.1. Each chain was run for 15,000 iterations with the first 5,000 iterations serving as a burn-in period. The overall acceptance rates for the MH move and the equi-energy jump were 0.27 and 0.80, respectively. For comparison, we also applied PT with eight chains to this problem under the same parameter setting, where the acceptance rates for the MH move and the exchange operator were 0.23 and 0.53 respectively. To compare their ability to escape local traps, we calculated the frequency that the samples stayed at one particular mode in the lowest temperature chain (T 0 = 1). This frequency was 0.55 for the EE samplers and 0.89 for PT, indicating that the EE sampler visited the two modes symmetrically, while PT tended to be trapped at one mode for a long time. We further tuned the temperature ladder for PT with the highest temperature varying from 10 to 50. For each value of the highest temperature, the temperature ladder was set to decrease with a geometric rate. We observed that the sample autocorrelations decrease with the decrease of the highest temperature, i.e. the denser the temperature ladder, the smaller the sample autocorrelation. However, the payoff is that with smaller temperature, PT tends to get trapped in one local mode. For instance, PT was totally trapped to one particular mode if we set the highest temperature to be 10 although with this temperature ladder PT showed the comparable autocorrelation with that of EE. On the other hand, if we increased the temperatures, PT would be able to jump between the two modes but the autocorrelation also increased since the exchange rates became lower. But even with the highest temperature raised to 50, 80% of the PT samples were trapped to one mode and the posterior distributions were severely asymmetric. The autocorrelation plots for β 11 is compared in Figure 7 (d) and (e), where one sees that autocorrelation of the EE sampler decays faster than PT. We also plot the autocorrelation for PT with highest temperature T 7 = 10
in Figure 7 (f), which corresponded to the minimal autocorrelation reached by PT among our tuning values, but the local trapping of PT with this parameter setting is severely pronounced.
Motif sampling in biological sequences
A central problem in biology is to understand how gene expression is regulated in different cellular processes. One important means for gene regulation is through the interaction between transcription factors (TFs) and their binding sites (namely the sites that the TF recognizes and binds to in the regulatory regions of the gene). The common pattern of the recognition sites of a TF is called a binding motif, whose identification is the first step for understanding gene regulation. It is very time-consuming to determine these binding sites experimentally, and thus computational methods have been developed in the past two decades for discovering novel motif patterns and TF binding sites. From a sampling point of view motif discovery poses a great challenge, because it is essentially a combinatorial problem, which makes the samplers very vulnerable for being trapped in numerous local modes. We apply the EE sampler to this problem under a complete Bayesian formulation to test its capability.
Bayesian formulation of motif sampling
The goal of motif discovery is to find the binding sites of a common TF (i.e. positions in the sequences that correspond to a common pattern). Let S denote a set of M (promoter region) sequences, each sequence being a string of four nucleotides A, C, G, or T. The lengths of the sequences are L 1 , L 2 , . . . , and L M , respectively. For notational ease, let A = {A ij , i = 1, 2, ..., M, j = 1, 2, ..., L i } be the indicator array such that A ij = 1 if the jth position on the ith sequence is the starting point for a motif site and A ij = 0 otherwise. In the motif sampling problem, a first-order
Markov chain is used to model the background sequences; its parameters θ 0 (i.e., the transition probabilities) are estimated from the entire sequence data prior to the motif search. We thus effectively assume that θ 0 is known a priori. Given A, we further denote the aligned motif sites by S(A), the non-site background sequences by S(A c ), and the total number of motif sites by |A|. The motif width w is treated as known. The common pattern of the motif is modeled by a product multinomial distribution Θ = (θ 1 , θ 2 , · · · , θ w ), where each θ i is a probability vector of length 4 for the preference of the nucleotides (A, C, G, T ) in the motif column i. See Figure 8 for an illustration of the motif model.
To write down the joint distribution of the complete data and all the parameters, it is assumed a priori that a randomly selected segment of width w has probability p 0 to be a motif site (p 0 is called the "site abundance" parameter). The joint distribution function has the form
where we put a product Dirichlet prior π(Θ) with parameter (β 1 , · · · , β w ) on Θ (each β i is a length 4 vector corresponding to A, C, G, T ), and a Beta(a, b) prior π(p 0 ) on p 0 . In (17), c i (i = 1, 2, · · · , w) is the count vector for the ith position of the motif sites S(A) (eg. c 1 = (c 1A , c 1C , c 1G , c 1T ) counts the total number of A, C, G, T in the first position of the motif in all the sequences), the notation θ
Since the main goal is to find the motif binding sites given the sequence, P (A | S) is of primary interest.
The parameters (Θ and p 0 ) can thus be integrated out resulting in the following "collapsed" posterior distribution (Liu 1994 , Jensen et. al. 2004 ,
where Γ(c i + β i ) = j Γ(c ij + β ij ) (j = A, C, G, T ), and |β i | = j β ij .
The equi-energy motif sampler
Our target is to sample from P (A | S). The EE sampler starts from a set of modified distributions:
where h(A) = − log P (A | S) is the energy function for this problem. At the target chain (i = 0, T 0 = 1), we simply implement the Gibbs sampler, i.e. sequentially sample the indicator array A one position at a time with the rest positions fixed. To update other sampling chain at i = 1, 2, · · · , K, given the current sample A we first estimate the motif patternΘ by a simple frequency counting with some extra pseudo-counts, where the number of pseudo-counts increases linearly with the chain index so that at higher order chainsΘ is stretched more towards uniform weight matrix. Next, we fixp 0 = 1/L, whereL is the average sequence length. GivenΘ and p 0 , we sample each position in the sequences independently to obtain a new indicator array A * according to the Bayes rule: Suppose the nucleotides at positions j to j + w − 1 in sequence k are
x 1 x 2 · · · x w . We propose A * kj = 1 with probability
where P (x 1 · · · x w | θ 0 ) denotes the probability of generating these nucleotides from the background model. Then A * is accepted to be the new indicator array according to the Metropolis-
where P (A * |Θ) = k,j q kj denotes the proposal probability of generating the sample A * given current A. In addition to the above updating, the EE motif sampler performs the equi-energy jump in each iteration with probability p ee to help the sampler move freely between different local modes.
Sampling motifs in "low complexity" sequences
In the genomes of higher organisms, the presence of long stretches of simple repeats, such as AAAA... or CGCGCG... often makes the motif discovery more difficult, because these repeated patterns are local traps for the algorithms -even the most popular motif finding algorithms based on Gibbs sampler, such as BioProspector (Liu et. al., 2001) and AlignACE (Roth et. al., 1998) , are often trapped to the repeats and miss the true motif pattern. To test whether the EE motif sampler is capable to find out the motifs surrounded by simple repeats, we constructed a set of sequences with the following transition matrix for the background model:
where α = 0.12. The data set contained 10 sequences, each of length 200 base pairs (i.e. L 1 = L 2 = · · · = L 10 = 200). Then we independently generated 20 motif sites from the weight matrix whose logo plot (Schneider and Stephens, 1990 ) is shown in Figure 9 (a) and inserted them into the sequences randomly.
The EE motif sampler was applied to this data set with w = 12. To set up the energy and temperature ladder, we randomly picked 15 segments of length w in the sequences, treated them as motif sites, and used the corresponding energy value as the upper bound of the energy H K .
For the lower bound H 0 , a rough value was estimated by calculating the energy function (18) for typical motif strength with reasonable number of true sites. Note that since the EE sampler can adaptively adjust the energy and temperature ladder (see Section 3.3), the bound H 0 does not need to be very precise. After some trials H 0 was set to be −50. We utilized K + 1 = 5 chains.
The energy ladder H j was set by a geometric progression between H 0 and H K . The temperatures were set by (H j+1 − H j )/T j = 5. The equi-energy jump probability p ee was taken to be 0.1. We ran each chain for 1,000 iterations. Our algorithm predicted 18.4 true sites (out of 20) with 1.0 false site on average over 10 independent simulations -the EE sampler successfully found the true motif pattern to a large extent. The sequence logo plots of the predicted sites are shown in Figure 9 (b), which is very close to the true pattern in Figure 9 (a) that generates the motif sites.
The performance of the EE motif sampler was compared with BioProspector and AlignACE,
where we set the maximum number of motifs to be detected to 3 and each algorithm was repeated 10 times for the data set. The motif width was set to be w = 12. Both algorithms, however, tend to be trapped in some local modes and output repeats like those shown in Figure 9 (c) and (d).
One sees from this simple example that the EE sampler, capable of escaping from the numerous local modes, could increase the global searching ability of the sampling algorithm.
Sampling mixture motif patterns
If we suspect there are multiple distinct motif patterns in the same set of sequences, one strategy is to introduce more motif matrices, one for each motif type (Liu, et. al. 1995) . Alternatively, if we view the different motif patterns as distinct local modes in the sample space, our task is then to design a motif sampler that frequently switches between different modes. This task is almost impossible for Gibbs sampler, since it is easy to get stuck in one local mode (one motif pattern) and has no chance to jump to other patterns in practice. We thus test if the EE sampler can achieve this goal.
In our simulation, we generated 20 sites from each of two different motif models with logo plots in Figure 10 (a) and (b) respectively and inserted them randomly into 20 generated background sequences, each of length 100. We thus have 40 motif sites in 20 sequences. The energy ladder in the EE sampler was set by a geometric progression in the range [0, 110] (this is obtained similar to the previous example). The equi-energy jump probability p ee was set to 0.1. The EE motif sampler used 10 chains; each had 1,000 iterations. We recorded the frequency of each position in the sequences being the start of a motif site. Figure 10(c) shows the frequency for the starting positions of the 40 true motif sites (i.e. the probability that each individual motif site was visited by the EE motif sampler). It can be seen that the EE sampler visited both motif patterns with a ratio of 0.4 : 0.6; as a contrast, the Gibbs motif sampler can only visit one pattern in a single run. We further sorted all the positions according to their frequencies of being a motif-site-start in descending order. For any q between 0 and 1, one could accept the positions with frequency greater than q as the predicted motif sites of the sampler. Thus by decreasing q from 1 to 0, the numbers of both true and false discovered sites increase, which gives the so called ROC curve (Receiver Operating Characteristic curve) that plots the number of false positive sites versus the number of true positive sites as q varies. Figure 10(d) shows the ROC curves for both the EE motif sampler and the Gibbs motif sampler.
It can be seen from the figure that for the first 20 true sites, the two samplers showed roughly the same performance. But since Gibbs sampler missed one mode, the false positive error rate increased dramatically if we further decreased q to include more true sites. By being able to visit both modes (motif patterns), the EE motif sampler, on the other hand, had very small number of false positive sites until we included 38 true sites, which illustrates that the EE motif sampler successfully distinguished both types of motif patterns from the background sequences. Figure 11b ). All other neighbor pairs are neutral (i.e. having a energy contribution E(x i , x j ) = 0, see Figure 11a ). The energy of the conformation is given by
Since its introduction by Lau and Dill (1989) , the HP model has been extensively studied and found to provide valuable insights (Dill and Chan, 1997) . We have applied equi-energy sampling
to study the HP model in 2-dimension. Here we present some summary results to illustrate how our method can provide information that is not accessible to standard MC methods, such as the relative contribution of the entropy to the conformational distribution, and the phase transition from disorder to order. The detailed implementation of the algorithm, the full description and the physical interpretations of the results, are available in a separate paper (Kou, Oh and Wong, 2004 ). of proposing an equi-energy move is set to be p ee = 0.1. It is clear that the method yielded very accurate estimates of the density of states at each energy level even though we have sampled only a small proportion of the population of conformations. The equi-energy move is important for the success of the method: if we eliminate these moves, then the algorithm performed very poorly in estimating the entropy at the low energy end; for example, the estimated density of state at E = −9 becomes (1.545 ± 4.539) × 10 −12 , which is 4 orders of magnitude away from the exact value. We also use the equi-energy sampler to study phase transition from a disordered state, where the conformational distribution is dominated by the entropy term and the protein is likely to be in a unfolded state with high energy, to an ordered state where the conformation is likely to be compactly folded structures with low energy. We use the "minimum box size" (BOXSIZE) as a parameter to measure the extent the protein has folded. BOXSIZE is defined as the size of the smallest possible rectangular region containing all the amino-acid positions in the conformation.
For the 20-length protein, Figure 12 gives a plot of estimated Boltzmann averages of BOXSIZE at 10 different temperatures, which are available from a single run of the equi-energy sampler using 5 energy ranges. We see that there is a rather sharp transition from order (folded state) to disorder at the temperature range T = 0.25 to T = 1, with an inversion point around T = 0.5.
In our energy scale, room temperature corresponds to T = 0.6 (Kou, Oh and Wong, 2004 ).
Thus at room temperature, this length-20 protein will not always assume the minimum energy conformation, rather, it still has a significant probability of being in high-energy, unfolded states.
It is clear from this example that the equi-energy sampler is capable of providing estimates of many parameters that are important for the understanding of the protein-folding problem from a statistical mechanics and thermodynamics perspective.
Discussion
We have presented a new Monte Carlo method that is capable of sampling from multiple energy ranges. By using energy truncation and matching temperature and step sizes to the energy range, the algorithm can explore the energy landscape with great flexibility. Most importantly, the algorithm relies on a new type of move-the equi-energy jumps, to reach regions of the sample space that have similar energy with the current state but may be separated by steep energy barriers. The equi-energy jumps provide direct access to these regions that are not reachable with classic Metropolis moves.
We have also explained how to obtain estimates of the density of states and the microcanonical averages from the samples generated by the equi-energy sampler. Because of the duality between temperature-dependent parameters and energy-dependent parameters, the equi-energy sampler thus also provides estimates of expectations under any fixed temperature.
Our method has connections with two of the most powerful Monte Carlo methods currently in use, namely parallel tempering and multicanonical sampling. In our numerical examples, equienergy sampling is seen to be more efficient than parallel tempering and it provides estimates of quantities (e.g. entropy) not accessible by parallel tempering. In this paper we have not provided direct numerical comparison of our method with multicanonical sampling. One potential advantage over multicanonical sampling is that the equi-energy jumps allow us to make use of conformations generated in the higher energy ranges to make movement across energy barriers efficiently. Thus equi-energy sampling "remembers" energy-favorable configurations and makes use of them in later sampling steps. In contrast, multicanonical sampling makes use of previous configurations only in terms of the estimated density of states function. In this sense our method have better memory than multicanonical sampling. It is our belief that equi-energy sampling holds promise for improved sampling efficiency as an all-purpose Monte Carlo method, but definitive comparison with both parallel tempering and multicanonical sampling must await future studies.
In addition to its obvious use in statistical physics, our method will also be useful to statistical inference. It offers an effective means to compute posterior expectations and marginal distributions. Furthermore, the method provides direct estimates of conditional expectations given fixed energy levels (the microcanonical averages). Important information on the nature of the likelihood or the posterior distribution, such as multi-modality, can be extracted by careful analysis of these conditional averages. For instance, in Section 4 we see that the equi-energy sampler running on (12) reveals that there is a change point in the density of states as well as the microcanonical averages (see Figure 6 (c) and (d)), which clearly indicates the multi-modality of the underlying distribution. We believe that the design of methods for inferring the properties of the likelihood surface or the posterior density, based on the output of the equi-energy sampler, will be a fruitful topic for future investigations. 
