ABSTRACT
INTRODUCTION
The sequential pattern mining problem is an important problem in the data-mining field with numerous practical applications, including consumer shopping transaction analysis, mining web logs, mining DNA sequences, and so on. For example, consider the sales database of a bookstore, where the objects represent customers and the attributes represent authors or books. Let's say that the database records the books bought by each customer over a period of time. The discovered patterns are the sequences of books most frequently bought by the customers.
An example could be that, " 70% of the people who buy introduction to visual Basic and introduction to C++ also buy introduction to Perl within a month." Stores can use these patterns for promotions, shelf placement, etc.
The sequential pattern mining problem was first introduced by Agrawal and Srikant in [2] : Given a set of sequences, where each sequence consists of a list of elements and each element consists of set of items, and given a user-specified min_support threshold, sequential pattern mining is to find all of the frequent subsequences. i.e., the subsequences whose occurrence frequency in the set of sequences in no less than min_support.
In this paper, we consider the problem of sequential patterns in dense databases. We show on dense databases, a typical sequential pattern mining algorithm like Spade algorithm [10] tends to lose its efficiency. Spade is based on the use of lists containing the localization of the occurrences of pattern in the sequences and these lists are not appropriated in the case of dense databases and lead to increase extraction operation. For example, Figure 1 shows the behaviour of the Spade algorithm on dense datasets. The results of the experiments presented in Figure 1 correspond to extractions on two datasets: data1 and data2. data1 contain the same sequences in data2 but we increase only the average item per element in each sequence. This convert data1 to be dense dataset. The curves of Figure 1 represent the costs (in term of execution time) for the extraction of different amounts of frequent patterns on each dataset, i.e, for different support thresholds. From Figure 1 , Spade execution time is much more importantly on data1 (dense dataset).
Figure 1. Evolution of SPADE execution time on dense dataset
The main contribution of this paper is to show that this extra extraction cost can be reduced drastically using a more compact information representation. We propose such a representation and represent an extension of Spade, called dSpade, that operates directly on it. dSpade uses diffseqs lists to find all frequent sequences. We show that in practice it can be used to mine efficiently the complete set of frequent sequences in dense databases. The rest of this paper is organized as follows. In section 2 we present the problem definition of mining sequential patterns and in section 3 we discuss the related work. Section 4 presents in a synthetic way the Spade-based algorithm before to introduce in section 5 our contribution which is a novel data representation called diffseq . Section 6 presents experimental results that illustrate how dSpade gains in efficiency compared to Spade in the case of dense database. We conclude in section 7 by a summary and directions for future work. 
PROBLEM DEFINITION

RELATED WORK
In data mining community the computation of the sequential patterns has been studied since 1995, e.g. [2, 9, 6, 10, 8, 3] . It has lead to several algorithms that can process huge sets of sequences. These algorithms use three different types of algorithms approaches according to the way they evaluate the support of sequential pattern candidates.
Horizontal Approach: These are exemplified by GSP (Generalized Sequential Pattern) algorithm [9] . GSP is a bottom-up, breadth first search. The structure of the GSP algorithm for finding sequential patterns is very similar to the Apriori Algorithm [1] , that is, it is Aprioribased algorithm for sequential pattern mining. The algorithm makes multiple passes over the data. In the first pass it determines the support of each item. Frequent items (items with support greater than or equal to min_sup) compose a 1-element frequent sequences. Each subsequent pass starts with a seed set "the frequent sequences found in the previous pass". The seed set is used to generate new potentially frequent sequences, called candidate sequences. The support for these candidate sequences is found during the pass over the data. At the end of the pass, the algorithm determines which of the candidate sequences are actually frequent. These frequent sequences become the seed for the next pass. The algorithm terminates when there are no frequent sequences at the end of a pass, or when there are no candidate sequences generated. The algoritms in [2, 6] also follow a horizontal approach.
Vertical Approach: Zaki proposed another approach for mining frequent sequential patterns, called Spade (Sequential PAttern Discovery using Equivalence Classes) [10] . The main idea in this approach is a clustering of the frequent sequences based on their common prefixes and the enumeration of the candidate sequences, thanks to a rewriting of the database (loaded in main memory). Spade needs only three database scans in order to extract the sequential patterns. The first scan aims at finding the frequent items, the second at finding the frequent sequences of length two and the last one associate to frequent sequences of length two, a table of the corresponding sequence_id and itemset_id (or transaction_id) in the database (called id-lists). Based on this representation in main memory, the support of the candidate of length k is the result of join operations on the tables related to the frequent sequences of length k-1 to generate this candidate (so, every operation after the discovery of frequent sequences having length two is done in memory). The detail of spade will descried in Section 4. Spam (Sequential PAttern Mining) [3] is also a vertical approach uses bit-vectors to represent the id-lists.
Projection Approach: PrefixSpan (PREFIX-project Sequential PAtterN Mining) [8] follows a database projection approach, which is a hybrid between the horizontal and vertical approachs. Given any prefix sequence P, the main idea is to project the horizontal database, so that the projected (or conditional) database contains only those sequences that have prefix P. The frequency of extensions of P can be directly counted in the projected database. Via recursive projections all frequent sequences can be enumerated. PrefixSpan is a hybrid method, since the projected database is equivalent to a horizontal representation of the id-lists of sequences that share a given prefix P.
THE SPADE ALGORITHM [10]
In this section, we recall the principle of the Spade algorithm. Spade is an algorithm proposed to find frequent sequences using efficient lattice search techniques and simple joins. All the sequences are discovered with only three passes over the database, it also decomposes the mining problem into smaller subproblems, which can be fitted in main memory. In this approach, the sequence database is transformed into a vertical id-list database format, in which each item is associated with a list of all sequence identifer ( Sid ) and transaction identifer ( Tid ). The vertical database of Table 1 is shown in Table 2 . From Table 2 , the support count of item e is 2 since it occured in sequences 10 and 30. By scanning the vertical database, frequent 1-sequences can be generated with the minimum support. For 2-sequence, the original database is scanned again and the new vertical to horizontal database is created by grouping those items with Sid and in increase order of Tid [10] . By scanning the vertical to horizontal database, 2-sequences are generated. All the 2-sequence found are used to construct the lattice, which is quite large to fitted in main memory. However the lattice can be decomposed to different classes, sequences that have the same prefix items belong to the same class. By decomposing, the lattice is partitioned into small parts that can be fitted in main memory. During the third scanning of the database all those longer sequences are enumerated by using joining over relevant id-lists. 10  1  10  1  10  1  10  3  10  4  10  2  10  2  10  2  20  3  30  1  10  3  10  3  20  1  ---30  2  10  4  20  1  20  2  ---30  3  20  1  20  2  20 
Frequency Counting
Given prefix class or subclass, one performs joining of the id-lists of all pairs of class elements, and checks if minimum support is met . There are two major operations : Merge and Join (resp. a sequence pattern) the join is made using a procedure called Equality Join (resp. Temporal Join). We first present the generation cases (merge operations) and then describe the join operations.
• That is, id-list( R ) should only maintain the information needed to compute the support of R and the id-lists of the patterns that will be generated using R .
Here we explain each of the joining functions.
• 
DIFFSEQ DATA REPRESENTATION
In this section, we present an adaptation of the well-known diffset data representation [12] to be used in sequence mining. To the best of our knowledge, this is the first time one adjusts diffset data structure to be used in mining sequential patterns. Our new structure is referred to as diffseq .
Introducing Diffseq
To explain the idea we first consider the database as consisting of only one database sequence S . Let P be a sequential pattern, define a diffseq vertical data representation associated with P with respect to S as follows: 
Joining Diffseqs
Now we discuss how to get the diffseqs of longer patterns that constructed in sequenceextension or Itemset extension steps. 
The diffseqs of longer patterns that constructed using
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Method II:
The following equations define the two terms: 
The diffseqs of longer patterns that constructed using Itemset-Extension
Consider the database D that consists of more than one sequence. Define diffseq of the pattern P as: Table 4 . Also let us consider the diffseq of items a and b represented in Table 4 , the diffseq of patterns < ab > (Equality-Join) and < b a, > (Temporal-Join) is represented in Table 5   Table 4 . The Diffseqs of Database Items of D in Table 1 diffseq Tables 2  and 3 ). This example shows that diffseq reprsentation is 2 times better in space than the id-list reprsentation. The less space of diffseq reprsentation will lead to faster joning also. 
dSpade Algorithm
To illustrate the power of diffseqs-based mining, we have integrated diffseqs with the vertical mining algorithm Spade [10] , which mines frequent sequences. Our enhancement is called dSpade. In dSpade frequent sequences are generated by computing diffseqs for all distinct pairs of sequences in a given equivalence class and checking the support of the resulting sequences. The dSpade algorithm is presented as follows: 
EXPERIMENTAL EVALUATION
In this section, we present the results of our experiments on the performance of dSpade and Spade [10] . The source code of Spade is avariable (http://www.cs.rpi.edu/zaki/software/). All the experiments were performed on a 2.4GHz Intel Celern Pentium 4 PC machine with 512MB of RAM and running RetHat Linux 8.0 operating system. The algorithms were coded in C++. Furthermore, the times for all the vertical methods involved in the experiments include all costs, including the conversion of the original database from a horizontal to a vertical format required for the vertical algorithms. The peak memory usage was measured with the memusage program. The output of the algorithms was turned off to make the comparison fare. Also to make the time measurements more reliable, no other applications were running on the machine while doing the experiments.
All the experiments were performed on a sysnthetic dataset generated with the IBM AssocGen program [2] .The synthetic datasets were widely used in the domains of frequent sequence and item mining [2, 10, 3] . Therefore they became suitable for algorithms comparison. The parameters used to generat the dataset are summarized in Table 6 . N Number of items in 000's 10k Figure 6 (in Section 8 (Appendix)) reports the total execution time obtained by running dSpade and Spade on one sparse dataset, C10T10S4I4N0.1kD1k, and on three dense datasets, C10T30S4I4N0.1kD1k, C10T50S4I4N0.1kD1k, and C10T60S4I4N0.1kD1k as a function of the support threshold. The figure shows that dSpade outperforms Spade on the three dense datasets by more than 2 factors. The reason of this behavior is that the diffset (the origin of diffseq) is proved to be suitable for mining dense data sets in previous research. Thus on dense datasets, the size of diffseqs is small compared with the size of id-lists and this will lead to faster joning. while Spade outperforms dSpade on sparse dataset, C10T10S4I4N0.1kD1k.
In terms of memory usage we compared the memory consumption between dSpade and Spade on the above four datasets as shown in Figure 7 in Section 8 (Appendix). This figure shows that dSapde is efficient in memory usage compared with Spade on both sparse and dense datasets by more than 3 factors. Since for dense datasets, the size of diffseqs is small compared with the size of id-lists and for sparse dataset, as we mentioned before, we use negative numbers ( sid − ) instead of sid . The negative sign works as separator between sequence blocks in ) (P diffseq D for any for any sequence P . That frees memory that used previously for maintaining sid with tid in elements of each sequence block (as in id-lists).
CONCLUSION
In this paper we have presented an adaptation of the well-known diffset data representation [12] with Spade algorithm called diffseqs. To illustrate the power of diffseqs-based mining, we have integrated diffseqs with the vertical mining algorithm Spade [10] , which mines frequent sequences. Our enhancement is called dSpade. Since diffset shows high performance for mining frequent itemsets in dense transactional databases, experimental evaluation shows that dSpade is suitable for mining dense sequence databases in terms of time and memory.
In real life applications, one needs to extract sequential patterns under specific time constraints like Time-windows, minimum and maximum gap between consecutive transactions of a sequence. Such constraints have been introuced in [11] , but very little work has been done in this field [9, 6, 11, 5, 7] . We are currently investigating on incorporating time constraints into dSpade.
APPENDIX
In this section, we provide pseudo code of the dSpade algorithm, see Figures (2-5) and Comparison between dSpade and Spade (Time at Figure 6 and Memory Usage at Figure 7) . 
