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Multiplication Semigroups on Banach
Function Spaces
H. Hudzik, R. Kumar and H Sani
Abstract
In this paper we characterize multiplication operators induced by operator val-
ued maps on Banach function spaces. We also study multiplication semigroups
and stability of these operators.
1 Introduction
Multiplication operator is an important example of operators in Operator Theory and
they appear naturally in many non-trivial situations like spectral theorem, semigroups
etc. These operators have been studied by many authors see [2], [9], [11], [16], [23], [29]
and references therein.
In general, semigroups can be used to solve evolution equations. These types of
equations appear in many disciplines including physics, chemistry, biology, engineering
and economics. They are usually described by an initial value problem(IVP) for a differ-
ential equation. To motivate the results about semigroups, consider the physical state
of a system which is evolving with time (according to some physical law) as given by the
following IVP (or abstract Cauchy problem):
d
dt
u(t) = A[u(t)], (t ≥ 0), (1.1)
u(0) = f,
where u(t) describes the state at time t which changes in time at a rate given by the
function A. The solution of (1.1) is given by :
u(t) = eAtf.
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A natural question arises to ask is, “Is (1.1) well posed?” A well posed problem is one
whose solution exists and is unique. For theory of semigroups, one can refer to [1], [7],
[9], [10], [24], [25] and references therein.
In section 2, we study the properties of operators on vector lattices. In section 3, the
boundedness of operator valued multiplication operators on Banach function spaces have
been studied, where as in section 4 we study operator valued unbounded multiplication
operators on Banach function spaces. In section 5, we establish a relation between
multipication operators and the correspoding pointwise semigroups. Using this relation,
we transfer some of the stabilty properties of multipication operators to the corresponding
pointwise semigroups and vice versa.
2 Operators in Vector Lattices
In this section, we investigate the properties of operators on vector lattices. The results
that hold for Lp spaces have been generalized to Banach function spaces. See [3], [20],
[27], and [29] for related results on Lp spaces.
Definition 2.1 A set X 6= φ endowed with a relation ‘≤’ is said to be an ordered set if
for each x, y, z ∈ X, the following properties hold:
(i) x ≤ x,
(ii) x ≤ y and y ≤ x implies x = y, and
(iii) x ≤ y and y ≤ z implies x ≤ z.
Definition 2.2 Let (X,≤) be an ordered set. A subset Y of X is called ma-
jorized(minimized) if there exists x0 ∈ X such that y ≤ x0, ∀y ∈ Y ( respectively
x0 ≤ y, ∀y ∈ Y ).
Definition 2.3 A real vector space X which is also an oredered set is said to be an
ordered vector space if for each x, y, z ∈ X and λ ≥ 0, the following properties hold:
(i) x ≤ y ⇒ x+ z ≤ y + z,
(ii) x ≤ y ⇒ λx ≤ λy.
If (X,≤) is an ordered vector space, the subset X+ = {x ∈ X| x ≥ 0} is called the
positive cone of X, and the elements x ∈ X+ are called positive.
Definition 2.4 An ordered vector space X is said to be a vector lattice if any two ele-
ments x, y in X have a supremum denoted by x∨ y = sup(x, y) and an infimum denoted
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by x ∧ y = inf(x, y).
A vector lattice X is said to be order complete (or Dedekind complete) if for each non-
void majorized set B ⊂ X, supB exists in X.
A vector lattice X is is said to be countable order complete (or σ - Dedekind complete)
if for each non-void countable majorized set B ⊂ X, supB exists in X.
A vector lattice X is is said to be Archimedian vector lattice if x, y ∈ X, and nx ≤
y, ∀ n ∈ N⇒ x ≤ 0.
A vector subspace Y of a vector lattice X is called a vector sub-lattice of X if x, y ∈ Y ⇒
sup(x, y) ∈ Y, where supremum is formed in X.
Definition 2.5 Let X be a vector lattice. For all x ∈ X, we define x+ = sup(x, 0),
x− = sup(−x, 0), |x| = sup(x,−x). x+, x−, |x| are called the positive part, the negative
part, and the modulus (or absolute value) of x respectively. One can easily verify that
for any x ∈ X, x = x+−x−, and |x| = x++x−. Two elements x, y are called orthogonal
(disjoint, or lattice disjoint) if inf(|x|, |y|) = 0, and we denote this by x ⊥ y.
Let A,B be two subsets of X. Then A,B are said to be orthogonal (lattice disjoint) if
x ⊥ y for each pair (x, y) ∈ A×B.
For A ⊂ X, A⊥ denotes the set of all x ∈ X disjoint from each y ∈ A. That is,
A⊥ = {x ∈ X| inf(|x|, |y|) = 0, ∀y ∈ A}.
Definition 2.6 A linear subspace I of a vector lattice X is called an ideal if x ∈ X, |y| ≤
|x| ⇒ y ∈ I.
An ideal I of a vector lattice X is called a band if A ⊂ I and supA ∈ X ⇒ supA ∈ I.
For any subset B in X, the disjoint complement
B⊥ = {x ∈ X | inf(|x|, |y|) = 0, ∀ y ∈ B}
is a band in X.
A band B is called a projection band if it does have a complemented ideal, i.e., E =
B ⊕ B⊥, and the projection of X onto B with kernel B⊥ is called the band projection
belonging to B.
The smallest band containing a subset B is called the band generated by B. A band
generated by a singleton {x} is called principal band.
A lattice is said to have principal projection property, if each principal band of X is a
projection band.
A vector lattice X is said to be an Archimedian vector lattice if x, y ∈ X and nx ≤
y, ∀n ∈ N implies x ≤ 0.
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In Archimedian lattices, the band generated by a subset B is given by Bdd = B⊥⊥. It
then follows that if X is Archimedian, then every band B is of this form, B = B⊥⊥.
Moreover, the property that B ⊂ X is a band iff B = B⊥⊥, characterizes Archimedian
vector lattices. One can see that an ideal is a vector sublattice and conversely a vector
sublattice is an ideal if 0 ≤ y ≤ x, x ∈ I ⇒ y ∈ I.
Definition 2.7 A norm on a vector lattice X is called a lattice norm, if for each x, y ∈ X
it satisfies
|x| ≤ |y| ⇒ ‖x‖ ≤ ‖y‖.
Then X is called a normed vector lattice. A Banach lattice is a Banach space E endowed
with an order ≤ such that (E,≤) is a vector lattice and the norm on E is a lattice norm.
Definition 2.8 Let (Ω,Σ.µ) be a σ-finite measure space with finite subset property, M be
the collection of all µ-measurable functions from Ω to E, where E is a separable Banach
space. Then the collection X(Ω, E) of all functions f ∈ M for which ‖f‖ < ∞, where
‖ · ‖ denotes the Banach function norm, is called a Banach function space. That is,
X(Ω, E) = {f | f : Ω −→ E is µ-measurable and ‖f‖ <∞}.
In case E = R, we denote the Banach function space X(Ω, E) by X(Ω). Throughout
this section, we assume that (Ω,Σ, µ) is a σ-finite measure space and E is a separable
Banach space.
Examples of Banach function spaces are Lp spaces, Orlicz spaces, Lorentz spaces, Orlicz-
Lorentz spaces, rearrangement invariant spaces etc.
It can be easily seen that a Banach function space X(Ω) is an Archimedian Banach
lattice. Two elements f, g ∈ X(Ω) are disjoint if and only if f = 0 a.e. on {y | g(y) 6= 0}
and we denote this by f ⊥ g. We have the following characterization of ideals in X(Ω).
Lemma 2.9 Let X(Ω) be a Banach function space. Then for any subset I ⊂ X(Ω), the
following conditions are equivalent:
(i) I is an ideal of X(Ω).
(ii) L∞I ⊂ I, where L∞I = {φf | φ ∈ L∞(Ω), f ∈ I}.
Proof. (i) ⇒ (ii): Let φ ∈ L∞(Ω) and f ∈ I. Then αf ∈ I for any α ∈ R. Thus
|φf | ≤ |φ||f | ≤ ‖φ‖∞|f | = |‖φ‖∞f |. Therefore φf ∈ I.
4
(i)⇒ (ii): Let f ∈ I and g ∈ X(Ω) such that 0 ≤ g ≤ f . Define
φ(y) =
{
g(y)
f(y)
∀y : f(y) 6= 0
0 otherwise.
Then φ ∈ L∞(Ω) and hence g = φf ∈ I.
Lemma 2.10 Let B be a subspace of a separable Banach function space X(Ω). Then
the following conditions are equivalent:
(i) B is a band in X(Ω).
(ii) B = X(A) for some measurable subset A of Ω.
Proof. (ii)⇒ (i) is obvious.
(i) ⇒ (ii): Suppose B is a band in X(Ω). Then X(Ω) = B ⊕ B⊥. If B⊥ = {0}, then
B = X(Ω) and A = Ω. If 0 6= g ∈ B⊥, then for all f ∈ B = B⊥⊥, f = 0 a.e. on
{y | g(y) 6= 0}. Since X(Ω) is separable, there exists {gn | n ∈ N} dense in B⊥. Then
Ac = ∪∞n=1{y | gn(y) 6= 0} is measurable and for all f ∈ B, f = 0 a.e. on A
c. Thus
B ⊂ X(A). Now for g ∈ B⊥, there exists a subsequence {gnk} ⊂ {gn} such that gnk → g
as k →∞. Thus if f ∈ X(A), then f(y)gnk = 0 a.e., and therefore f(y)gn(y) = 0 which
yields f ∈ B⊥⊥ = B. Hence X(A) ⊂ B.
Lemma 2.11 Suppose that T : X(Ω) → X(Ω) is a linear operator. Then the following
conditions are equivalent.
(i) Tf ⊥ g for all f, g ∈ X(Ω) satisfying f ⊥ g
(ii) Tf = 0 a.e., on {ω | g(ω) 6= 0} for all f, g ∈ X(Ω) with f = 0 a.e., on {ω | g(ω) 6= 0}
(iii) Tf = 0 a.e., on {ω | f(ω) = 0}.
Proof. (i)⇔ (ii) is obvious.
(ii) ⇒ (iii) Let f ∈ X(Ω). Let us first consider the case that µ({ω | f(ω = 0}) < ∞.
Let g = χ{f=0}. Then g ∈ X(Ω) and f = 0 a.e., on {g 6= 0}. Hence Tf = 0 a.e., on
{g 6= 0} = {f = 0}. Now, let us consider the case when µ({ω | f(ω) = 0}) = ∞. Set
gn = χ{f=0}∩Ωn ∈ X(Ω). Then f = 0 a.e., on {gn 6= 0} for all n ∈ N , hence Tf = 0 a.e.,
on
⋃
n{gn 6= 0} = {f = 0}.
(iii) ⇒ (ii) Let f, g ∈ X(Ω) with f = 0 a.e., on {ω | g(ω) 6= 0}, i.e., f ⊥ g. Then
µ({g 6= 0} \ {f = 0}) = µ({g 6= 0} ∩ {f 6= 0}) = 0. Therefore, {g 6= 0} = ({g 6=
0} ∩ {f 6= 0}) ∪ ({g 6= 0} ∩ {f = 0}), where the first set has measure 0 and the second
is a subset of {f = 0}. Hence Tf = 0 a.e., on {f = 0} implies Tf = 0 a.e., on {g 6= 0}.
Thus Tf ⊥ g.
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Theorem 2.12 Suppose that (Ω,Σ, µ) is a non atomic measure space and E a separable
Banach space. If T : X(Ω, E)→ X(Ω, E) is a linear operator satisfying Tf = 0 a.e., on
the set {ω ∈ Ω | f(ω) = 0} for every f ∈ X(Ω, E), then T is bounded.
Proof. Since Tf = 0 a.e., on the set {ω ∈ Ω | f(ω) = 0} we have TX(Ω, E) ⊂ X(Ω, E)
for every measurable A ⊂ Ω. In particular, ‖T‖ ≤ 2max{‖T|X(A,E)‖, ‖T|X(Ac,E)‖}.
Assume that T is unbounded. Then for every M ∈ N there exist two disjoint measurable
sets Ω1,Ω2 ⊂ Ω such that µ(Ωi) > 0 for i = 1, 2, and ‖T|X(Ω1,E)‖ > M and T|X(Ω2,E) is
unbounded. Indeed, if this is not true, then there exists an M ∈ N such that for every
two disjoint sets Ω1,Ω2 ⊂ Ω with µ(Ωi) > 0 for i = 1, 2, if T|X(Ω2,E) is unbounded, then
‖T|X(Ω1,E)‖ ≤M . Let Ω1 ⊂ Ω be measurable and Ω2 = Ω
c
1. Then T|X(Ωi,E) is unbounded
for one i = 1, 2, otherwise T were bounded. Suppose T|X(Ω2,E) is unbounded. Then
‖T|X(Ω1,E)‖ ≤ M . Further if Ω3 ⊂ Ω2 and Ω4 = Ω2 \ Ω3 , then again T|X(Ωi,E) is un-
bounded for one i = 3, 4. Suppose T|X(Ω4,E) is unbounded, then ‖T|X(Ω3,E)‖ ≤M . In the
same way as above, we get ‖T|X(Ω2n−1,E)‖ ≤M for all n ∈ N and T|X(Ω2n,E) is unbounded
for all n ∈ N. Further one obtains Ω2n = Ω \
⋃n
k=1Ω2n−1. Therefore Ω =
⋃
n∈NΩ2n−1,
where the Ω2n−1 are disjoint. Thus ‖T‖ ≤ maxn∈N ‖T|X(Ω2n−1,E)‖ ≤M , which contradicts
that T is unbounded. Now for n = 1, let M = 2n = 2. Then there exist Ω1,Ω
′
1 ⊂ Ω
disjoint of positive measure such that ‖T|X(Ω1,E)‖ > M = 2 and T|X(Ω′
1
,E)is unbounded.
Then T|X(Ω′
1
,E) : X(Ω
′
1, E)→ X(Ω
′
1, E) is linear, unbounded and satisfies T|X(Ω′
1
,E)f = 0
a.e., on the set {f = 0} for every f ∈ X(Ω
′
1, E). Hence with the same argument as
above, for n = 2 and M = 2n = 4, there exist Ω2,Ω
′
2 ⊂ Ω1 disjoint and of positive
measure such that ‖T|X(Ω2,E)‖ > M = 4 and T|X(Ω′
2
,E) is unbounded. In the same way
as above, we obtain Ωn,Ω
′
n ⊂ Ω disjoint, such that ‖T|X(Ωn,E)‖ > 2
n and T|X(Ω′n,E) is
unbounded, where Ω
′
n is disjoint to Ωk for k = 1, 2, , ...., n.
Then for all n ∈ N , as ‖T|X(Ωn,E)‖ > 2
n, there exists fn ∈ X(Ωn, E) such that
‖fn‖X(Ωn,E) = 1 and ‖T|X(Ωn,E)fn‖ > 2
n . If we set fn = 0 on Ω
c
n, we can regard fn
as an element of X(Ω, E).
Let f =
∑
n=
fn
2n
χΩn . Then
‖f‖X(Ω,E) =
∑
n
1
2n
‖fn‖X(Ω,E) = 1.
Thus f ∈ X(Ω, E). But
‖Tf‖X(Ω,E) =
∑
n
1
2n
‖T|X(Ωn,E)fn‖X(Ωn,E) >
∑
n
2n
2n
=∞.
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This contradicts the fact that T : X(Ω, E)→ X(Ω, E). Thus our supposition is wrong,
and hence T is bounded.
Corollary 2.13 Suppose that (Ω,Σ, µ) is a measure space and E a separable Banach
space. If T : X(Ω, E)→ X(Ω, E) is a linear operator satisfying Tf = 0 a.e., on the set
{ω ∈ Ω | f(ω) = 0} for every f ∈ X(Ω, E), then there exists Ω1 ⊂ Ω measurable, such
that T|B(Ω1,E) : X(Ω, E)→ X(Ω, E) is bounded and Ω \ Ω1 is purely atomic.
3 Operator Valued Multiplication Operators
In this section, we explore the boundedness of operator valued multiplication operators.
We give equivalent conditions under which such operators become bounded. For operator
valued multiplication operators on Lp spaces, one can refer to [9], [20], [29] and references
therein. For multiplication operators on Banach function spaces, we refer to [5],[16] and
[23]. Throughout this section, we assume that (Ω,Σ, µ) is a σ-finite measure space and
E is a separable Banach space.
Definition 3.1 Let L(E) denote the space of all bounded linear operators on E and
Ls(E) denote the space of all bounded linear operators on E with the strong operator
topology. Consider M : Ω→ L(E). For each x ∈ E, define
Tx : Ω→ E
by
Tx(ω) =M(ω)x, ∀ ω ∈ Ω.
Then we define L∞(Ω,Ls(E)) to be the space of all M : Ω→ L(E) such that Tx : Ω→ E
defined above belongs to L∞(Ω, E) for each x ∈ E. That is,
L∞(Ω,Ls(E)) = {M | M : Ω −→ L(E) and Tx ∈ L
∞(Ω, E), ∀ x ∈ E}.
We state the following results without proof.
Lemma 3.2 Let M ∈ L∞(Ω,Ls(E)) and f : Ω −→ E be measurable. Then Mf : Ω −→
E defined by
Mf(ω) =M(ω)f(ω),
is measurable.
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Proposition 3.3 L∞(Ω,Ls(E)) with the essential supremum norm ‖M‖∞ =
ess supω∈Ω ‖M(ω)‖E→E is a Banach algebra under pointwise multiplication.
Lemma 3.4 Let M ∈ L∞(Ω,Ls(E)) and f ∈ X(Ω, E). Then Mf : Ω −→ E defined by
Mf(ω) =M(ω)f(ω)
belongs to X(Ω, E).
Corollary 3.5 For M ∈ L∞(Ω,Ls(E)),MM : f −→ M(·)f(·) defines a bounded linear
operator on X(Ω, E).
Definition 3.6 Let M : Ω −→ L(E) such that for each x ∈ E, the function
Tx : Ω→ E
given by
Tx(ω) =M(ω)x, ∀ ω ∈ Ω.
is Bochner measurable. The multiplication operator MM on X(Ω, E) is defined by
MMf(ω) =M(ω)f(ω) for all ω ∈ Ω
with
D(MM) = {f ∈ X(Ω, E)| M(·)f(·) ∈ X(Ω, E)}.
Theorem 3.7 The multiplication operator MM on X(Ω, E) is bounded if and only if
M ∈ L∞(Ω,Ls(E)). In this case, we have
‖MM‖ = ess sup
ω∈Ω
‖M(ω)‖E→E
= ‖M‖∞.
Proof. Suppose ess supω∈Ω ‖M(ω)‖ > K. Then there exists a set N ⊂ Ω such that
µ(N) > 0 and ‖M(ω)‖ > K for all ω ∈ N . Without loss of generality, we can assume
that µ(N) <∞. Let {xn} be a dense sequence in the unit sphere of the separable Banach
space E. For every ω ∈ N , we can find an xn such that ‖M(ω)xn‖ > K. For each n ∈ N,
define
Nn = {ω ∈ Ω | ‖M(ω)xn‖ > K}.
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Then
N =
⋃
n∈N
Nn.
Because µ(N) > 0 and N is the countable unioun of the sets Nn, there exists k ∈ N
such that
0 < µ(Nk) = {ω ∈ Ω | ‖M(ω)xk‖ > K} <∞.
Define the function fx ∈ X(Ω, E) by
fx(ω) = 1Nk(ω)xk, ∀ω ∈ Ω,
where 1Nk :−→ {0, 1} is the charecteristic function of the set Nk. Clearly,
‖MMfx‖ > K‖fx‖.
It then follows that that ‖MM‖ > K. This shows that ess supω∈Ω ‖M(ω)‖ is bounded,
if MM is bounded.
One can easily see that , if ess supω∈Ω ‖M(ω)‖ < K, then ‖M‖ < K. Thus, we conclude
that MM is bounded if and only if M(ω) is essentially bounded and in this case, we
have ‖MM‖ = ess supω∈Ω ‖M(ω)‖. This completes the proof.
Theorem 3.8 The map Φ : L∞(Ω,Ls(E)) −→ L(X(Ω, E)) defined by
Φ(M) =MM
is an isometric algebra homomorphism.
Proof. We have already proved that that ‖MM‖ = ‖M‖∞. Clearly Φ is linear. We
only need to show that Φ is multiplicative.
For this, let M1,M2 ∈ L∞(Ω,Ls(E)). Then
Φ(M1M2)f = MM1M2f
= (M1(·) ◦M2(·))f(·)
= M1(·)(M2(·)f(·))
= MM1(MM2f)
= (MM1 ◦MM2)f
= (Φ(M1) ◦ Φ(M2))f.
This shows that Φ is multiplicative.
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Definition 3.9 An operator M ∈ L(X(Ω, E)) is said to be a bounded operator val-
ued multiplicative operator if M = MM for some M ∈ L∞(Ω,Ls(E)) i.e., M ∈
Φ(L∞(Ω,Ls(E))).
Theorem 3.10 Let T ∈ L(X(Ω, E)). Then the following conditions are equivalent.
(i) T is a bounded operator valued multiplication operator.
(ii) T (φf) = φ(Tf), for all f ∈ X(Ω, E) and φ ∈ L∞(Ω).
(iii) Tf = 0 a.e. on the set {ω ∈ Ω|f(ω) = 0} for all f ∈ X(Ω, E) and T is bounded for
every purely atomic subset Ω˜ ⊂ Ω.
Proof. (i) =⇒ (ii).
Suppose T =MM for someM ∈ L∞(Ω,Ls(E)). Let f ∈ X(Ω, E) and φ ∈ L∞(Ω). Then
(T (φf))(ω) = MM(φf)(ω)
= M(ω)(φf)(ω)
= φ(ω)M(ω)f(ω)
= φ(ω)MM(f)(ω)
= (φ(Tf))(ω)
a.e., on Ω. This proves that T (φf) = φ(Tf), for all f ∈ X(Ω, E) and φ ∈ L∞(Ω).
(ii) =⇒ (iii). Let A = {ω ∈ Ω : f(ω) 6= 0}. Then T (χAf) = χA(Tf) = 0 a.e., on
Ac = {f = 0}.
(iii) =⇒ (i). Let Tf = 0 a.e., on the set {f = 0} and T|X(Ω˜,E) is bounded for every
purely atomic subset Ω˜ of Ω. From Corollary 2.13, we conclude that T ∈ L(X(Ω, E)).
Now for each measurable subset A ⊂ Ω, χAcT (χAf) = 0, because Ac ⊂ {χAf = 0} and
so T (χAf) = 0 on A
c. Thus
T (χAf) = χAT (χAf) + χAcT (χAf)
= χAT (χAf) + χAT (χAcf) = χATf.
Now, let us assume that 0 6= f ∈ X(Ω, E) and c > 0. Define A = {ω ∈ Ω : ‖(Tf)(ω)‖ >
c‖f(ω)‖}. Suppose, that µ(A) > 0, and g = χA. Then g 6= 0 and g ∈ f ∈ X(Ω, E). Also
c‖g(ω)‖ =
{
c‖g(ω)‖ < ‖(Tf)(ω)‖ = ‖(Tg)(ω)‖, if ω ∈ A
0 < ‖(Tg)(ω)‖, if ω ∈ Ac
and consequently c‖g‖X(Ω,E) < ‖Tg‖X(Ω,E) ≤ ‖T‖‖g‖X(Ω,E). Since g 6= 0, we see that
c < ‖T‖, which shows that
‖(Tf)(ω)‖E ≤ ‖T‖‖f()ω‖E a.e. for all f ∈ X(Ω, E). (3.1)
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Let us first assume that µ(Ω) <∞. Then for all x ∈ E, we have χΩ ·x ∈ X(Ω, E). Thus,
we can define Mx = T (χΩ · x), which is an element of L∞(Ω, E), because T (χΩ · x) ∈
X(Ω, E) is measurable and ‖Mx‖ ≤ ‖T‖‖x‖ by (3.1). Since
Mλx1+x2 = T (χΩ · (λx1 + x2)) = T (λχΩ · x1 + χΩ · x2)
= λT (χΩ · x1) + T (χΩ · x2) = λMx1 +Mx2
for all λ ∈ C and x1, x2 ∈ E, the map E → L
∞(Ω, E) is linear. In particular, we
have ‖Mx1 −Mx2‖∞ = ‖Mx1−x2‖∞ ≤ ‖T‖‖x1 − x2‖. Since E is separable, there exists
{xn : n ∈ N} dense in E. Then there exists a null set N ⊂ Ω such that for all ω ∈ Ω\N
and all n,m ∈ N
‖Mxn(ω)‖ ≤ ‖T‖‖xn‖ (3.2)
and
‖Mxn(ω)−Mxm(ω)‖ ≤ ‖T‖‖xn − xm‖, (3.3)
Mxn(ω) +Mxm(ω) =Mxn+xm(ω), (3.4)
M−xn(ω) = −Mxn(ω), (3.5)
and
Mιxn(ω) = ιMxn(ω). (3.6)
Now for ω ∈ Ω \N define Mx(ω) := limn→∞Mx(ω), where xn → x. Then Mx(ω) is well
defined, because for xn → x and x˜n → x, by the linearity of x 7→ Mx and (3.3), we have
‖Mxn(ω)−Mx˜n(ω)‖ ≤ ‖T‖‖xn − x˜n‖ → 0.
We now show that x 7→ Mx˜(ω) ∈ L(E). From (3.2) we obtain
‖Mx˜‖ = lim
n→∞
‖Mxn(ω)‖ ≤ lim
n→∞
‖T‖‖xn‖ = ‖T‖‖x‖ (3.7)
for all ω ∈ Ω \ N . Hence x 7→Mx(ω) is bounded. Thus from (3.3), we have
‖Mx(ω)−M x˜(ω)‖ ≤ ‖T‖‖x− x˜‖
for all ω ∈ Ω \ N .
Let xn → x and x˜n → x˜. Then by (3.4) and (3.5)
Mx±x˜(ω) = lim
n→∞
Mxn±x˜n(ω) = lim
n→∞
(Mxn(ω)±Mx˜n(ω))
= Mx(ω)±M x˜(ω).
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Also M zx(ω) = zMx(ω) for all z ∈ Z. Then for all rational numbers q =
z
n
with
z ∈ Z and n ∈ N we obtain that nM qx(ω) = Mnqx(ω) = Mzx(ω) = zMx(ω). Thus
M qx(ω) =
z
n
Mx(ω) = qMx(ω). Further every real number r is the limit of some sequence
of rational numbers qn. Since ‖M qnx(ω) − M rx(ω)‖ ≤ ‖T‖|qn − r|‖x‖ → 0, we get
M rx(ω) = limn→∞ qnMx(ω) = rMx(ω). Using (3.6), we get for xn → x, Mιx(ω) =
limn→∞Mιxn(ω) = limn→∞ ιMxn(ω) = ιMιx(ω). Hence for all λ ∈ C,
Mλx(ω) =M (Reλ)x+ι(Imλ)x(ω) = ReλMx(ω) + ιImλMx(ω) = λMx(ω).
Therefore x 7→ Mx(ω) ∈ L(E) for all ω ∈ Ω \ N . Set Mx(ω) = 0 for ω ∈ N . Then
x 7→Mx(ω) ∈ L(E) for all ω ∈ Ω.
We now show that x 7→ Mx(ω) ∈ L∞(Ω, E) for all x ∈ E. Let x ∈ E be fixed, and
let xn → x for n → ∞. Then Mx(ω) = limn→∞ χΩ\NMxn(ω), which is measurble being
the pointwise limit of measurable functions. To obtain that the mapping x 7→Mx(ω) ∈
L∞(Ω, E), it suffices to show that Mx(ω) =Mx(ω) a.e.
For the moment assume that µ(Ω) <∞ and let xn → x in E. Then χΩ · xn → χΩ · x in
X(Ω, E).
Since T ∈ L(X(Ω, E)) is continuous, we have T (χΩ · xn) → T (χΩ · x) in X(Ω, E)
and therefore for a subsequence T (χΩ · xn)(ω) → T (χΩ · x)(ω) = Mx(ω) a.e. But
T (χΩ · xn)(ω) =Mxn(ω)→Mx(ω) for all ω ∈ Ω \ N . Hence Mx(ω) =Mx(ω) a.e.
Define for all ω ∈ Ω, M(ω) = [x 7→ Mx(ω) ∈ L(E)]. Then M : Ω → L(E) defined
by w 7→ M(ω) is an element of L∞(Ω,Ls(E)), because we have that w 7→ M(ω)x =
Mx(ω) ∈ L∞(Ω, E) for all x ∈ E.
We now show that Tf(ω) =M(ω)f(ω) a.e., for every f ∈ X(Ω, E). We find that
T (χΩ · x)(ω) =Mx(ω) =Mx(ω) =M(ω)x,
where each equality holds for almost all ω ∈ Ω. Since T (χAf) = χATf for all A ⊂ Ω
measurable and all f ∈ X(Ω, E), we deduce
T (χA · x)(ω) = T (χAχΩ · x)(ω) = (χAT (χΩ · x))(ω)
= χA(ω)T (χΩ · x)(ω) = χA(ω)Mx(ω) = χA(ω)Mx(ω)
= χA(ω)M(ω)x =M(ω)(χA(ω) · x).
Thus for all simple functions f ∈ X(Ω, E), Tf(ω) = M(ω)f(ω) a.e. Since simple
functions are dense inX(Ω, E), by continuity of operators, we obtain Tf(ω) =M(ω)f(ω)
a.e., for all f ∈ X(Ω, E). Finally, if µ(Ω) = ∞, choose measurable Ωk ⊂ Ω, such that
Ωk ∩Ωj = φ for k 6= j, µ(Ωk) <∞ for all k ∈ N and Ω =
⋃
k Ωk. Then T ∈ L(X(Ωk, E))
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for all k ∈ N and satisfies (iii). Hence for ω ∈ Ωk we can define Mk(ω) as before, such
that w 7→ Mk(ω) ∈ L∞(Ωk,Ls(E)) and Tf(ω) = M(ω)f(ω) a.e., on Ωk and for all
f ∈ X(Ωk, E). Now let M(ω) =Mk(ω) if ω ∈ Ωk, then w 7→M(ω) ∈ L∞(Ω,Ls(E)) and
Tf(ω) =M(ω)f(ω) a.e., on Ω and for all f ∈ X(Ω, E).
4 Unbounded Multiplication Operators
The operators which arise naturally in models of the physical, biological or economic
world are almost always unbounded operators, that is, they do not act continuously
from one Banach space X to itself. In this section we study operator valued unbounded
multiplication operators on Banach function spaces. For operator valued unbouded mul-
tiplication operators on Lp spaces, we refer to [9], [20], [29] and references therein.
Definition 4.1 An unbounded linear operator (A, D(A)) on X(Ω, E) is said to
be an unbounded operator valued multiplication operator if there exists a family
(A(ω), D(A(ω)))ω∈Ω of linear operators on E, such that
(Af)(ω) = A(ω)f(ω) for all f ∈ D(A) and ω ∈ Ω,
where D(A) = {f ∈ X(Ω, E) | f(ω) ∈ D(A(ω)) for almost all ω ∈ Ω and ω → X(Ω, E)}
The operators (A(ω), D(A(ω)))ω∈Ω are called fibre operators of A
Lemma 4.2 Suppose (A, D(A)) is an unbounded operator valued multiplication operator
on X(Ω, E). Then the following conditions hold:
(i) for all f ∈ D(A) and all φ ∈ L∞(Ω), φf ∈ D(A) and A(φf) = φ(Af),
(ii) for all f ∈ D(A),Af = 0 a.e., on the set {ω ∈ Ω | f(ω) = 0}.
Proof. (i) Let (A(ω), D(A(ω)))ω∈Ω be the fiber operators of A. Let f ∈ D(A) and
φ ∈ L∞(Ω). Then f(ω) ∈ D(A(ω)) for almost all ω ∈ Ω and the mapping ω →
A(ω)f(ω) ∈ X(Ω, E). Also since φ(ω) is a bounded scalar for almost all ω ∈ Ω, it
follows that φ(ω)f(ω) ∈ D(A(ω)) for almost all ω ∈ Ω and
ω → A(ω)φ(ω)f(ω) = φ(ω)A(ω)f(ω) ∈ X(Ω, E),
i.e., φf ∈ D(A). In particular, A(φf) = φ(Af).
(ii) Let φ = χ{f 6=0} ∈ L
∞(Ω). Then f = φf and by (i), we obtain the equality Af =
A(φf) = φ(Af) = χ{f 6=0}(Af) = 0 a.e., on {ω ∈ Ω | f(ω) = 0}.
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Lemma 4.3 Suppose that A(ω) is closed for almost every ω ∈ Ω. Then A is also closed.
Proof. Let us consider a sequence of functions {fn} ⊂ D(A) such that fn → f and
Afn → g in X(Ω, E). Then for a subsequence fn(ω) → f(ω) a.e., and A(ω)fn(ω) =
(Afn)(ω)→ g(ω) a.e. Since A(ω) is closed for almost every ω ∈ Ω, f(ω) ∈ D(A(ω)) and
A(ω)f(ω) = g(ω) a.e. It follows that f ∈ D(A) and Af = g.
Lemma 4.4 Suppose that A is a multiplication operator, and λ ∈ ρ(A). Then the
operator R(λ,A) is a bounded multiplication operator.
Proof. For all f ∈ X(Ω, E), we have R(λ,A) ∈ D(A). Then since A is a multiplication
operator, φR(λ,A)f ∈ D(A) for all φ ∈ L∞(Ω). Further (λ − A) is a multiplication
operator with fiber operators (λ− A(ω)) and also we have
(λ−A)(φR(λ,A)f) = φ(λ−A)(R(λ,A)f) = φf.
Therefore R(λ,A)φf = R(λ,A)(λ − A)(φR(λ,A)f) = φR(λ,A)f , which implies that
R(λ,A) is a bounded operator valued multiplication operator, i.e., there exists an M ∈
L∞(Ω,Ls(E)) such that R(λ,A) =MM .
Theorem 4.5 Suppose A is a densely defined closed operator on X(Ω, E) and
there exists an unbounded sequence (λk)k∈N ⊂ ρ(A) such that for all f ∈
X(Ω, E), limk→∞ λkR(λk,A)f = f , where R(λk,A) is bounded for every k ∈ N. Then
there exists a family (A(ω))ω∈Ω of densely defined closed operators on E, such that
(A, D(A)) is a multiplication operator with fiber operators (A(ω), D(A(ω))). Further
there exists a null-set N such that λk ∈ ρ(A(ω)) for every ω ∈ Ω \ N and for every
k ∈ N.
Proof. Let Mλk : Ω → L(E), ω → Mλk(ω) ∈ L
∞(Ω,Ls(E)) be determined by the
bounded multiplication operator R(λk,A) i.e., for all f ∈ X(Ω, E), (R(λk,A)f)(ω) =
Mλk(ω)f(ω) for almost all ω ∈ Ω.
1. Step : For almost all ω ∈ Ω, (Mλk(ω))k∈N is pseudo resolvent.
The resolvent equation
(λl − λk)(R(λl,A)R(λk,A)f)(ω) = (R(λk,A)f)(ω)− (R(λl,A)f)(ω)
holds for all f ∈ X(Ω, E) and almost all ω ∈ Ω, where the exceptional null-set depends
on f .
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Since Ω is σ-finite, there exist disjoint sets Ωn, such that Ω = ∪nΩn and µ(Ωn) < ∞.
Also since E is separable, there exists a dense set {xm : m ∈ N} in E. Define fn,m =
χΩn · xm ∈ X(Ω, E).
As the countable union of null-sets is again a null-set, there exists a null-set N1, such
that for all m ∈ N and for all ω ∈ Ω \ N1, there exist an n ∈ N such that ω ∈ Ωn \ N1
and
(λl − λk)(R(λl,A)R(λk,A)fn,m)(ω) = (R(λk,A)fn,m)(ω)− (R(λl,A)fn,m)(ω)
and
(R(λk,A)f)(ω) =Mλk(ω)fn,m(ω) =Mλk(ω)xm
and
(R(λl,A)R(λk,A)fn,m)(ω) =Mλl(ω)Mλk(ω)xm.
Therefore, for all m ∈ N and for all ω ∈ Ω \ N1, if we choose n such that ω ∈ Ωn \ N1,
(λl − λk)Mλl(ω)Mλk(ω)xm = (λl − λk)(R(λl,A)R(λk,A)fn,m)(ω)
= (R(λk,A)fn,m)(ω)− (R(λl,A)fn,m)(ω)
= Mλk(ω)xm −Mλl(ω)xm.
Since {xm : m ∈ N} is dense in E we obtain by continuous extension, that (λl −
λk)Mλl(ω)Mλk(ω)xm =Mλk(ω)xm−Mλl(ω)xm for all x ∈ E and all ω ∈ Ω \N1, i.e., for
almost all ω ∈ Ω, (Mλk(ω))k∈N is pseudo resolvent.
2. Step : For almost every ω ∈ Ω, limk→∞ λkMλk(ω)x = x for all x ∈ E.
Since λkR(λk,A)f → f, for all f ∈ X(Ω, E), ‖λkR(λk,A)f‖ is bounded. By the principle
of uniform boundedness, ‖λkR(λk,A)‖ ≤ C for some constant C .
Let N2 be a null set such that
sup
ω∈Ω\N2
‖λkMλk(ω)‖ = ‖λkMλk(·)‖L∞(Ω,Ls(E))
Using ‖λkR(λk,A)‖ = ‖Mλk(·)‖L∞(Ω,Ls(E)), for all ω ∈ Ω \ N2 and for all k ∈ N, we
obtain
‖λkMλk(ω)‖E→E = ‖λkMλk(·)‖L∞(Ω,Ls(E)) = |λ|‖R(λk,A)‖ ≤ C.
Further λkR(λk,A)f(ω)→ f(ω), for a subsequence, which we shall again denote by λk,
and almost all ω ∈ Ω, where the subsequence and the exceptional null-set depend on f .
Again for the countable fn,m we obtain a subsequence and a null-set N3, such that for
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all m ∈ N and all ω ∈ Ω \ (N1 ∪ N3), there exists n ∈ N such that ω ∈ Ωn \ (N1 ∪ N3)
and
lim
k→∞
λkMλk(ω)xm = lim
k→∞
λkR(λk,A)fn,m(ω) = fn,m(ω) = xm.
Let N = N1 ∪N2 ∪N3, then for all ω ∈ Ω \ N and all x ∈ E
‖λkMλk(ω)x− x‖ ≤ ‖λkMλk(ω)‖‖x− xm‖+ ‖λkMλk(ω)xm − xm‖+ ‖xm − x‖.
Since {xm : m ∈ N} is dense in E, limk→∞ λkMλk(ω)x = x for all x ∈ E.
3. Step : Construction of fiber operators.
Combining Step 1 and 2, for almost all ω ∈ Ω, namely all ω ∈ Ω \ N , (Mλk(ω))k∈N is
pseudo resolvent satisfying limk→∞ λkMλk(ω)x = x for all x ∈ E. By [9], Cor. 4.7, Pg.
209, there exist densely defined closed operators (A(ω), D(A(ω)) such that λk ∈ ρ(A(ω))
and (Mλk(ω)) = R(λk, A(ω)) for all k ∈ N. Let A(ω) = 0 for ω ∈ N .
Define an operator B by
B(f)(ω) = A(ω)f(ω),
whereD(B) = {f ∈ X(Ω, E) | f(ω) ∈ D(A(ω)) for almost all ω ∈ Ω and ω −→ X(Ω, E)}.
4. Step : B = A.
Let λ ∈ {λk : k ∈ N} be arbitrary, but fixed. Then
D(A) = R(λ,A)X(Ω, E)
= {f ∈ X(Ω, E) | ∃ φ ∈ X(Ω, E), f = R(λ,A)φ}
⊂ D(B).
Indeed, if f ∈ X(Ω, E) such that there exists φ ∈ X(Ω, E) and f = R(λ,A)φ, then for
almost all ω ∈ Ω,
f(ω) = R(λ,A)φ(ω) =Mλ(ω)φ(ω)
= R(λ,A(ω))φ(ω) ∈ D(A(ω))
and
A(·)f(·) = A(·)R(λ,A(·))φ(·)
= λR(λ,A(·))φ(·)− φ(·)
= λf(·)− φ(·) ∈ X(Ω, E).
Further for f ∈ D(A) and almost all ω ∈ Ω,
Af(ω) = AR(λ,A)φ(ω) = λf(ω)− φ(ω) = (λR(λ,A(ω))− I)φ(ω)
= A(ω)R(λ,A(ω))φ(ω) = A(ω)f(ω) = Bf(ω).
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Hence A ⊂ B.
Conversely,
D(B) = {f ∈ X(Ω, E) | f(ω) ∈ D(A(ω)) for almost all ω ∈ Ω
and ω −→ X(Ω, E)}
⊂ {f ∈ X(Ω, E) | ∃ φ ∈ X(Ω, E), f = R(λ,A)φ}
= D(A).
Indeed, if f(ω)X(Ω, E) ∈ D(A(ω)) for almost all ω ∈ Ω and A(·)f(·) ∈ X(Ω, E), then
φ = λf − A(·)f(·) ∈ X(Ω, E). Moreover, for almost all ω ∈ Ω, we have f(ω) =
R(λ,A(ω))φ(ω) =Mλ(ω)φ(ω) = R(λ,A)φ(ω). Thus B = A.
Proposition 4.6 Suppose (A, D(A)) is a closed multiplication operator with closed fiber
operators A(ω,D(A(ω)))ω∈Ω.Then the following conditions hold:
(i) if λ ∈ ρ(A(ω)) for almost all ω ∈ Ω and R(λ,A(·)) : Ω ∋ ω 7→ R(λ,A(ω)) is in
L∞(Ω,Ls(E)), then λ ∈ ρ(A) and R(λ,A).
(ii) if there exists an unbounded sequence (λk)k∈N such that for all f ∈ L
p(Ω, E), one
has λkR(λk,A)f → f as k →∞, then for almost all ω ∈ Ω and all k ∈ N, λk ∈ ρ(A(ω))
and MR(λk ,A(·)) = R(λk,A).
Proof. (i) Since (λ − A)MR(λk,A(·)) = I = MR(λk ,A(·))(λ − A), one has (λ − A) is
invertible with bounded inverse MR(λk ,A(·)).
(ii) From λkR(λk,A)f → f , we conclude that A is densely defined. Further by Lemma
4.4 , R(λk,A) is a bounded multiplication operator for each k ∈ N. Hence the conditions
of Theorem 4.5 are satisfied and the proof follows.
5 Multiplication Semigroups
In this section we discuss semigroups generated by operator valued multiplication oper-
ators on Banach function spaces. For semigroups on Lp spaces, one can refer to [9], [10],
[11], [12], [13], [14], [15], [29] and references therein.
Definition 5.1 A family (T (t))t≥0 of bounded linear operators on a Banach space E is
called strongly continuous semigroup or C0-semigroup if it satisfies the functional
equation {
T (t+ s) = T (t)T (s)
T (0) = I
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and for every x ∈ E, the maps
T (·)x : R+ → E, t→ T (t)x
are continuous.
Definition 5.2 The generator A : D(A) ⊂ E → E of a C0 semigroup (T (t))t≥0 on a
Banach space E is the operator
Ax = lim
t↓0
1
t
(T (t)x− x)
defined for every x in its domain
D(A) = {x ∈ E | lim
t↓0
1
t
(T (t)x− x) exists}.
Definition 5.3 A C0- semigroup (T (t))t≥0 is said to be a multiplication semigroup if
T (t) is a bounded multiplication operator for each t ≥ 0, i.e., for every t ≥ 0 there exists
T(·)(t) : Ω → L(E), ω → Tω(t) ∈ L
∞(Ω,Ls(E)) such that (T (t)f)(ω) = Tω(t)f(ω) for
almost all ω ∈ Ω.
Lemma 5.4 Suppose (T (t))t≥0 is a C0- semigroup with generator (A, D(A)) on
X(Ω, E), such that ‖T (t)‖ ≤ Mewt for some constants M ≥ 1 and w ∈ R. Then
the following conditions are equivalent.
(i) (T (t))t≥0 is a multiplication semigroup.
(ii) R(λ,A) is a bounded multiplication operator, whenever Re λ > w.
Proof. (i) ⇒ (ii) Since T (t) is a bounded operator valued multiplication operator, by
Theorem 3.10, T (t)f = 0 a.e., on the set {ω ∈ Ω : f(ω) = 0} for all t ≥ 0. It follows that
for all Re λ > w, R(λ,A)f =
∫∞
0
e−λtT (t)fdt = 0 a.e., on the set {ω ∈ Ω : f(ω) = 0}.
Hence R(λ,A) is a bounded operator valued multiplication operator.
(ii) ⇒ (i) Since R(λ,A) is a bounded operator valued multiplication operator for all
Re λ > w, T (t)f = limn→∞(
n
t
(n
t
,A))nf = 0 a.e., on the set {ω ∈ Ω : f(ω) = 0}. Hence
T (t) is a bounded operator valued multiplication operator for all t ≥ 0, i.e., (T (t))t≥0
is a multiplication semigroup.
Lemma 5.5 Suppose that A(ω,D(A(ω)))ω∈Ω is a family of operators on E that generate
C0-semigroups (Tω(t))t≥0 such that ‖Tω(t)‖ ≤ Mewt for some constants M ≥ 1 and
w ∈ R. Then the following conditions are equivalent.
(i) For every t ≥ 0 the map ω → Tω(t) belongs to L∞(Ω,Ls(E)).
(ii) For every λ > w the map ω → R(λ,A(ω)) belongs to L∞(Ω,Ls(E)).
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Proof. (i)⇒ (ii) We see that
R(λ,A(ω)) =
∫ ∞
0
e−λtTω(t)dt
holds for all ω ∈ Ω. Since ω → Tω(t) ∈ L∞(Ω,Ls(E)), we deduce that for all x ∈ E, the
mapping ω → R(λ,A(ω))x =
∫∞
0
e−λtTω(t)xdt is measurable. Further
‖R(λ,A(ω))x‖ = ‖
∫ ∞
0
e−λtTω(t)xdt‖
≤
∫ ∞
0
e−λt‖Tω(t)‖‖x‖dt
≤
∫ ∞
0
Me(w−λ)t‖x‖dt
= M(λ− w)−1‖x‖,
which shows that ω → R(λ,A(ω)) ∈ L∞(Ω,Ls(E))
(ii)⇒ (i) For all x ∈ E, we have
Tω(t)x = lim
n→∞
[n
t
(n
t
, A(ω)
)]n
x.
It follows that ω → Tω(t)x is measurable and since ‖Tω(t)x‖ ≤ Mewt‖x‖, we obtain
ω → Tω(t) ∈ L∞(Ω,Ls(E)).
Proposition 5.6 Let (A, D(A)) be a densely defined closed multiplication operator with
densely defined closed fiber operators (A(ω), D(A(ω)))ω∈Ω. Suppose there exists a null set
N ⊂ Ω such that for all ω ∈ Ω\N , the operator A(ω) is the generator of a C0-semigroup
(Tω(t))t≥0, satisfying ‖Tω(t)‖ ≤Mewt, whereM ≥ 1 and w ∈ R are some constants inde-
pendent of t and ω. If for every t ≥ 0, the map ω 7→ χΩ\NTω(t) is in L∞(Ω,Ls(E)), then
A is the generator of the multiplication semigroup given by (T (t)f)(ω) = χΩ\NTω(t)f(ω)
for almost all ω ∈ Ω. Further ‖T (t)‖ ≤Mewt.
Proof. As ω 7→ χΩ\NTω(t) ∈ L∞(Ω,Ls(E)),
(T (t)f)(ω) = χΩ\NTω(t)f(ω)
defines a bounded linear operator from X(Ω, E) into itself for all t ≥ 0. By Proposition
3.10 we have
‖T (t)‖ = ‖χΩ\NT(·)(t)‖L∞(Ω,Ls(E)) ≤ sup
ω∈Ω\N
‖Tω(t)‖ ≤Me
wt. (5.1)
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We first show that (T (t))t≥0 is a C0-semigroup with generator A. For this let f ∈
X(Ω, E).
Then, we have
(T (0)f)(ω) = χΩ\NTω(0)f(ω) = χΩ\N f(ω).
Thus T (0)f = f , which shows that T (0) = I. Further
(T (t)T (s)f)(ω) = χΩ\NTω(t)(T (s)f)(ω) = χΩ\NTω(t)Tω(s)f(ω)
= χΩ\NTω(t+ s)f(ω) = (T (t + s)f)(ω),
which shows that T (t + s) = T (t)T (s).
Finally, as t → 0, (T (t)f)(ω) = χΩ\NTω(t)f(ω) → f(ω) a.e., and ‖(T (t)f)(ω) −
f(ω)‖E ≤ ‖Tω(t)f(ω)‖E + ‖f(ω)‖E ≤ C‖f(ω)‖E , almost everywhere, where C is some
constant. Thus by the Dominated Convergence Theorem ‖T (t)f−f‖X(Ω,E) → 0, as t→
0.. Hence for every f ∈ X(Ω, E), the map t → T (t)f is continuous in 0, and by the
functional equation, it is continuous in t ≥ 0.
The generator G of (T (t))t≥0 is defined by
Gf = lim
t↓0
1
t
(T (t)f − f)
with D(G) = {f ∈ X(Ω, E) | lim
t↓0
1
t
(T (t)f − f) exists in X(Ω, E)}.
We claim that A = G. Let f ∈ D(A). To obtain that f ∈ D(G) and Af = Gf , we only
need to show that T (t)f − f =
∫ t
0
T (s)Afds. For almost every ω ∈ Ω \ N , we have
f(ω) ∈ D(A(ω)) and therefore
(T (t)f)(ω)− f(ω) = Tω(t)f(ω) =
∫ t
0
Tω(s)A(ω)f(ω)ds
=
∫ t
0
(T (s)Af)(ω)ds.
Thus, f ∈ D(G) and Af = Gf . We now have to show that D(G) ⊂ D(A). The estimate
‖Tω(t)‖ ≤Mewt implies that λ ∈ ρ(A(ω)) for all λ > w and almost all ω ∈ Ω. By Lemma
5.5, ω → R(λ,A(ω)) ∈ L∞(Ω,Ls(E)), hence by Proposition 4.6, we obtain λ ∈ ρ(A). On
the other hand G is the generator of a semigroup satisfying the inequality (5.1), which
implies λ ∈ ρ(A). Then from the surjectivity of the operators, there exist for every
f ∈ D(G), g ∈ X(Ω, E) and h ∈ D(A) such that
f = R(λ,G)g = R(λ,G)(λ−A)h = R(λ,G)(λ− G)h = h ∈ D(A).
Hence A = G.
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Theorem 5.7 Let (A, D(A)) be a densely defined closed multiplication operator with
densely defined closed fiber operators (A(ω), D(A(ω)))ω∈Ω. If A is the generator of C0-
semigroup (T (t))t≥0 satisfying ‖T (t)‖ ≤ Mewt for some constants M ≥ 1 and w ∈ R,
then (T (t))t≥0 is a multiplication semigroup given by some T(·)(t) ∈ L
∞(Ω,Ls(E)) for all
t ≥ 0. Further for almost all ω ∈ Ω, (Tω(t))t≥0 is a C0-semigroup with generator A(ω)
satisfying ‖Tω(t)‖ ≤ Mewt.
Proof. Since A is the generator of a strongly continuous semigroup T satisfying
‖T (t)‖ ≤Mewt for all λ > w, λ ∈ ρ(A) and for all f ∈ X(Ω, E), limλ→∞ λR(λ,A)f = f .
Hence by Proposition 4.6, R(λ,A) is a bounded multiplication operator given by
R(λ,A) =MR(λ,A(·)), and therefore satisfies R(λ,A)(φf) = φR(λ,A)f for all φ ∈ L∞(Ω)
and for all f ∈ X(Ω, E) see Theorem 3.10. Hence for every t ≥ 0,
T (t)(φf) = lim
n→∞
[n
t
R
(n
t
,A
)]n
(φf) = φ lim
n→∞
[n
t
R
(n
t
,A
)]n
f = φT (t)f,
which implies again by Theorem 3.10, that T (t) is a bounded multiplication operator.
Then for every t ≥ 0 there exists ω → Tω(t) ∈ L∞(Ω,Ls(E)). Since Ω is a σ-finite
measure space, there exist disjoint Ωn’s of finite measure such that Ω = ∪n∈NΩn . From
the separability of E we get {xm : m ∈ N} dense in E. Now define fn,m = χΩn · xm.
Then
(T (t)fn,m)(ω) = Tω(t)(χΩn · xm)(ω) = χΩn(ω)Tω(t)xm,
for almost all ω ∈ Ω. Therefore there exists a null set N ⊂ Ω, such that for all ω /∈ N
there exists n ∈ N such that ω ∈ Ωn and for all m ∈ N
Tω(t)xm = (T (t)fn,m)(ω)
Tω(0)xm = xm
Tω(t + s)xm = Tω(t)Tω(s)xm,
and Tω(t)xm → xm (t→ 0).
By the density of {xm : m ∈ N} in E and the continuity of the Tω(t), we conclude that
(Tω(t))t≥0 is a C0-semigroup for all ω ∈ Ω \ N . Further we have
(R(λ,A)fn,m)(ω) = R(λ,A(ω))(χΩn · xm)(ω) = χΩn(ω)R(λ,A(ω))xm.
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Hence there exists a nullset N˜ ⊃ N , such that for all ω /∈ N there exists n ∈ N such
that ω ∈ Ωn and for all m ∈ N
R(λ,A(ω))xm = (R(λ,A)fn,m)(ω)
=
∫ ∞
0
e−λt(T (t)fn,m)(ω)dt
=
∫ ∞
0
e−λtTω(t)xmdt.
By the density of {xm : m ∈ N} in E, continuity of the R(λ,A(ω)) and the Dominated
Convergence Theorem, we conclude that
R(λ,A(ω))x =
∫ ∞
0
e−λtTω(t)xdt,
for all x ∈ E. Thus A(ω) is the generator of (Tω(t))t≥0.
Moreover, for almost all ω ∈ Ω, ‖Tω(t)‖ ≤ ‖T(·)(t)‖∞ = ‖T (t)‖ ≤ Mewt.
Remark 5.8 Theorem 5.7 says that if (A, D(A)) is the generator of C0-semigroup
(T (t))t≥0, then there is a family of operators (A(ω), D(A(ω)))ω∈Ω such that A(ω) is
the generator of a C0-semigroup (Tω(t))t≥0 on E for all ω ∈ Ω \N for some null set N .
We call these semigroups on E the pointwise semigroups.
6 Stability
The stability properties of multiplication semigroups and the corresponding pointwise
semigroups on Banach valued Lp spaces have been studied in [13]. In this section we
extend some of the results of [13] to Banach valued Banach function spaces. Throughout
this section, we assume that (Ω,Σ, µ) is a σ-measure finite space.
Definition 6.1 A C0-semigroup (T (t))t≥o of operators on a Banach space is called uni-
formly stable if ‖T (t)‖ → 0 as t→∞.
The following theorem follows from Lemma 3.7.
Theorem 6.2 Suppose (T (t))t≥o is a multiplication semigroup on X(Ω, E). Then the
following conditions are equivalent.
(i) The semigroup (T (t))t≥o is uniformly stable.
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(ii) The ponitwise semigroups converge to 0 in norm, uniformly in ω, i.e.,
ess supω∈Ω ‖Tω(t)‖ → 0 as t→∞.
(iii) At some t0 > 0, the spectral radii r(Tω(t0)) of the pointwise semigroups satisfy
ess supω∈Ω r(Tω(t0)) < 1.
(iv) There exists constants M > 1 and ε > 0 such that ‖Tω(t)‖ ≤ Me
−tε for all t ≥ 0
and almost all ω.
Definition 6.3 A C0-semigroup (T (t))t≥0 of operators on a Banach space X is called
strongly stable if ‖T (t)x‖ → 0 as t→∞ for all x ∈ X.
Theorem 6.4 Suppose that the multiplication operator A generates a C0-semigroup of
multiplication operators (T (t))t≥o on a reflexive Banach space X(Ω, E). Suppose there
is a constant M > 0 such that ‖T (t)‖ ≤ M for all t ≥ 0. Then the following conditions
are equivalent.
(i) The semigroup (T (t))t≥o is strongly stable.
(ii) The ponitwise semigroups (Tω(t))t≥0 on E are strongly stable for almost all ω ∈ Ω.
Proof. By Lemma 3.7, we have ‖T (t)‖ ≤ M , for all t ≥ 0 if and only if ‖etA(ω)‖ ≤ M
for almost all t ≥ 0.
(i) =⇒ (ii): Suppose ‖T (t)‖ → 0 at t→∞ for all f ∈ X(Ω, E). Fix x ∈ E. Define
the function fx : Ω −→ E by
fx(ω) = x, ∀ ω ∈ Ω.
Since Ω is σ-finite, we can write Ω = ∪n∈NΩn where µ(Ωn) < ∞ for every n ∈ N. Then
fx|Ωn ∈ X(Ω, E) for every n ∈ N. Therefore
‖T (t)fx‖ → 0 as t→∞.
Thus, for each n ∈ N, there exists a sequence {tk} ∈ R+ tending to ∞ as k → ∞ such
that the functions T (t)fx|Ωn converge pointwise to 0, a.e. That is,
‖Tω(tk)fx|Ωn(ω)‖E = ‖Tω(tk)x‖E → 0 as k →∞,
for all ω ∈ Ω \N(x,n), where N(x,n) is a null set in E.
We now show that ‖Tω(t)x‖E → 0 as t → ∞ for all ω ∈ Ω \ N(x,n). For this, let
ε > 0. Then there exists kε ∈ N such that ‖Tω(tk)x‖E <
1
M
ε for all k ≥ kε. For each
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t > tkε , we can write t = tkε + r where r ∈ R
+. Then
‖Tω(t)x‖E = ‖Tω(r + tkε)x‖E
= ‖(Tω(r))(Tω(tkε)x)‖E
≤ ‖Tω(r)‖‖Tω(tkε)x‖E
≤ M ·
1
M
ε
= ε.
Hence,
‖Tω(t)x‖E → 0 as t→∞, (6.1)
for all ω ∈ Ωn \ N(x,n). It follows that (6.1) holds for all ω ∈ Ω \ (∪n∈NN(x,n)). Since
∪n∈NN(x,n) is a null set, we have the convergence (6.1) a.e. For each x ∈ E, we can find
a null set Nx = ∪n∈NN(x,n) such that (6.1) holds for all ω ∈ Ω \Nx. Let S ⊂ E be any
countable dense subset. Then (6.1) holds for each x ∈ S and for all ω ∈ Ω \ (∪x∈SNx).
Since ∪x∈SNx is a null set, it follows that (6.1) holds for all x in a countable dense suset
of E, a.e. Now, since the semigroups (Tω(t))t≥0 are bounded, it follows that (6.1) holds
for all x ∈ E, a.e.
(ii) ⇒ (i): Suppose that
‖Tω(t)x‖E → 0 as t→∞, (6.2)
for all x ∈ E and almost all ω ∈ Ω.
Now for any f ∈ X(Ω, E),
‖Tω(t)f(ω)‖E ≤M‖f(ω)|,
for all ω ∈ Ω. From (6.2), we have that ‖Tω(t)f(ω)‖E → 0 as t → ∞ for almost all
ω ∈ Ω. It thus follows from Lebesgue Dominated Convergence Theorem that
‖ T (t)f‖ → 0 as t→∞.
Definition 6.5 A C0-semigroup (T (t))t≥0 of operators on a Banach space X is called
weakly stable if φ(T (t)x)→ 0 as t→∞ for all x ∈ X and φ ∈ X ′.
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Theorem 6.6 Suppose (T (t))t≥o is a multiplication semigroup on a reflexive Banach
space X(Ω, E) where E is a reflexive Banach space. Suppose that there is a constant
M > 0 such that ‖T (t)‖ ≤ M for all t ≥ 0. If the pointwise semigroups (Tω(t))t≥0 are
weakly stable for almost all ω ∈ Ω, then the multiplication semigroup (T (t))t≥o is weakly
stable.
Proof. Since the pointwise semigroups (Tω(t))t≥0 are weakly stable for almost all ω ∈ Ω,
there exists a null set N ⊂ Ω such that
ψ(Tω(t)x)→ 0 as t→∞
for all x ∈ E, ψ ∈ E ′ for all ω ∈ Ω \N, where E ′ denotes the dual space of E. Denote
by X ′(Ω, E ′) the dual space of X(Ω, E). Then for any f ∈ X(Ω, E) and g ∈ X ′(Ω, E ′)
|g(ω) (Tω(t)f(ω)) | ≤ ‖g(ω)‖E′‖Tω(t)f(ω)‖E
≤ M‖g(ω)‖E′‖f(ω)‖E
a.e.
The functions g(·)T(·)(t)f(·) converge pointwise almost evereywhere to 0 as t →
∞ and are bounded by M‖g(·)‖E′‖f(·)‖E. Using Lebesgue Dominated Convergence
Theorem one concludes that
g(T (t)f)→ 0 as t→∞.
This shows that the multiplication semigroup (T (t))t≥o is weakly stable.
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