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СКЛАДНІСТЬ АЛГОРИТМУ ОЦІНЮВАННЯ ФУНКЦІОНАЛЬНОЇ 
БЕЗПЕКИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ ДЛЯ СТВОРЕННЯ 
ГАРАНТОЗДАТНИХ АВТОМАТИЗОВАНИХ СИСТЕМ 
Анотація. Досліджуються складність алгоритму розв’язання систем лінійних рівнянь із 
спотвореними правими частинами шляхом списочного декодування “вкорочених” кодів 
ріда-маллера першого порядку, що призначений для використання у методі оцінки 
функціональної безпеки криптографічних алгоритмів криптографічних підсистем 
гарантоздатних автоматизованих систем, що використовуються для обробки інформації та 
управління на об’єктах критичної інфраструктури та суспільно важливих об’єктах . В даної 
роботі запропоновано розв’язок задачі для оцінювання складності запропонованого 
алгоритму. Зокрема, отримані верхні оцінки середньої трудомісткості для загального 
випадку та максимальної трудомісткості запропонованого алгоритму для множин 
спеціального вигляду, що пов’язані з відновленням спотворених лінійних рекурент 
максимального періоду над полем з двох елементів. Наведено також досяжну верхню межу 
обсягу списку, який формується з використанням запропонованого алгоритму. Отримані 
результати свідчать про те, що при визначених співвідношеннях між параметрами 
запропонований раніше алгоритм має меншу часову складність у порівнянні з раніше 
відомим детермінованим алгоритмом аналогічного призначення, який базується на 
швидкому перетворенні Адамара. Це означає можливість застосування більш ефективного 
інструменту для оцінки вразливості криптографічних підсистем щодо потужних кібератак, 
конче забезпечувати більш достовірну оцінку їх функціональної безпеки 
 
Ключові слова: гарантоздатність, достовірність, функціональна безпека, функціональна 
безпека криптографічної підсистеми, криптографічна атака, стійкість криптографічного 
перетворення, списочне декодування, відстань Геммінга, швидке перетворення Адамара, 
перетворення Уолша-Адамара, код Ріда-Маллера. 
1. ВСТУП 
У роботі [1] відмічено, що гарантоздатність автоматизованих систем переробки та 
управління, які використовуються на об’єктах критичної інфраструктури суттєво 
залежить від функціональної безпеки криптографічної підсистеми, та в першу чергу від 
практичної криптографічної стійкості застосованих алгоритмів. За визначенням, 
практична стійкість криптосистеми оцінюється як середній обсяг роботи яку необхідно 
виконати для розв’язання задачі дешифрування [2,3] або, інакше, як середня складність 
найкращого алгоритму розв’язання вказаної задачі [4]. Однією з поширених атак на 
криптосистеми є атака на основі методів лінеаризації вихідних криптографічних 
перетворень [5,6]. 
Для розв’язання систем лінійних рівнянь із спотвореними правими частинами в 
роботі [1] запропоновано модифікований детермінований алгоритм списочного 
декодування “вкорочених” кодів Ріда-Маллера (РМ) першого порядку, що є 
безпосереднім узагальненням відомого алгоритму И. Думера, Г. Кабатянского та С. 
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алгоритм [1] формує для даних множини 
m
mVM }1,0{ , функції }1,0{: Mb  і 
числа T  таких, що 
mMtm 2||  , mT 21  , список усіх лінійних булевих 
функцій m  змінних, які знаходяться від функції b  на відстані не більше за T . Він 
може бути застосований до розв’язання систем булевих лінійних рівнянь із 
спотвореними правими частинами, а також повністю випадкових систем лінійних 
рівнянь (з довільною правою частиною b ) від помірної кількості змінних ( 28m ). 
В [1] зазначено, що оцінювання часової складності запропонованого алгоритму є 
досить складню задачею. У даної роботі запропоновано її розв’язок. Зокрема, отримані 
верхні оцінки середньої та максимальної трудомісткості запропонованого алгоритму, 
остання – для множин M  спеціального вигляду, що пов’язані з відновленням 
спотворених лінійних рекурентних послідовностей максимального періоду над полем з 
двох елементів. Наведено також досяжну верхню межу обсягу списку, який формується 
з використанням запропонованого алгоритму.  
Отримані результати свідчать про те, що при певних співвідношеннях між 
параметрами m , t  і T  алгоритм [1] має меншу часову складність у порівнянні з раніше 
відомим детермінованим алгоритмом аналогічного призначення [8], який базується на 
швидкому перетворенні Адамара (ШПА) [9]. 
2. ОСНОВНІ ПОНЯТТЯ, ДОПОМІЖНІ ВІДОМОСТІ ТА 
ФОРМУЛЮВАННЯ ОТРИМАНИХ РЕЗУЛЬТАТІВ  
Наведемо стислі відомості про алгоритм списочного декодування “вкорочених” 
кодів РМ першого порядку, що запропоновано в [1].  
Зауважимо, що зазначений алгоритм застосовується до вхідних даних ),,( TbM
, де mVM  , }1,0{: Mb , 
mMtm 2||  , 
mT 21  . Елементи множини 
M  записуються в деякому фіксованому порядку один за одним у вигляді матриці A  
розміру mt  , а частково визначена функція b  ототожнюється з двійковим вектором 
довжини t  її значень, що є правою частиною системи лінійних рівнянь 
bAxT  .                                   (1) 
Алгоритм формує за вхідними даними ),,( TbM  список, який складається з 
усіх лінійних булевих функцій m  змінних, що знаходяться від функції b  на відстані не 
більше за T  (або, що теж саме, список усіх векторів mVx , які задовольняють умові 
TbAxd T ),( , де ),( vud  – відстань Геммінга між векторами u  та v ).  
Далі вважатимемо, що значення T  є менше за 2t , тобто  
ttT )1(21  , )1,0( .                       (2) 
Введемо також наступні позначення:  
- M  – множина усіх часткових БФ, області визначення яких містять множину 
M ;  
- ),1( mRM  – код РМ першого порядку довжини 
m2 , що складається з векторів 
значень усіх афінних булевих функцій, тобто функцій вигляду  
1111 ),,()(  mmmm cxcxcxxcxc  , mm Vxxx  ),,( 1  , 
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- }0)0...,,0(:),1({),1(0  cmRMcmRM  – код Адамара [10] довжини 
m2 .  





xgxfMgfd ))(),(()|,( , 
де 1),(  vu , якщо vu  ; 0),(  vu  – у протилежному випадку. Нарешті, введемо 
до розгляду множини  
})|,(:),1({),( TMbcdmRMcbMLT                  (3)  
та 
),1(),(),( 0,0 mRMbMLbML TT  ,               (4) 
де T  визначається за формулою (2). Зрозуміло, що множина (3) (множина (4)) являє 
собою сукупність усіх афінних (лінійних) БФ, які знаходяться на відстані не більше за 
T  від часткової функції Mb  . Отже, алгоритм розв’язання СЛР (1) шляхом 
списочного декодування “вкороченого” коду РМ [1] полягає у побудові множини (4) за 
вхідними даними ),,( TbM .  
Наведемо стислий опис цього алгоритму, що необхідно для подальшого аналізу 
його часової складності.  
Для будь-яких 1,0  mj , jmmj Vaaa   ),,( 1  , Mgf ,  позначимо  
},, :),,{( 111 mmjjma axaxMxxM    ,  






j Mgfgf )|,(),()( . 
Покладемо  
}),(:),1({),(ˆ )()(0
)()( TbcjRMcbML jjjjT  , 1,0  mj .     (5) 
 
Алгоритм побудови множини (4), що представлено в [1], складається з m  кроків, 







T  ,                        (6) 
для кожного елемента 









jj VaacdcD  , де 
 )|(
)( acd j )|,( )( a
j Mbcd  , jmVa  , }1,0{ .       (7) 
На останньому, m-му, кроці алгоритму формується шуканий список, що складається з 
усіх функцій ),(,0 bMLc T  поряд із відповідними їм відстанями Геммінга 
)|,( Mbcd . 
Покладемо  
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acd                   (9) 
де )(ab  – значення часткової БФ b  на двійковому наборі Ma , }1,0{ .  
Нехай 1,1  mj  і вже побудовані множина ),()1( bMjT




 jj cDcD , де ),(
)1()1( bMc jT
j   . Тоді на j-му кроці алгоритму 
розглядаються усі функції вигляду jjj
jj xcxxcc  
 ),,( 11
)1()(  , де 
),()1()1( bMc jT
j   , }1,0{jc . Для кожної з них  
1) за відомими наборами )(
)1(
0
jcD  та )(
)1(
1
jcD  обчислюються значення (7):  
 )|(






  , jmVa  , }1,0{ ;    (10) 





j  , jmVa  ;      (11) 






)|,(),( )()()( ,                (12) 
за виконанням якої функція 
)( jc  включається до множини ),()( bMjT , що 
формується, та відбраковується – у протилежному випадку.  
На останньому кроці алгоритму розглядаються усі функції вигляду 
mmm
mm xcxxcc  
 ),,( 11
)1()(  , де ),()1()1( bMc mT
m   , }1,0{mc , для 





 mm cDcD  обчислюються значення 




.          (13) 
Далі формується множина ),(
)( bMmT , що складається з усіх функцій 
)(mc , які 
задовольняють умові TMbcd
m )|,( )( .  




T  . Отже, елементи множини 
),()( bMmT  складають шуканий список усіх лінійних функцій, які знаходяться на 
відстані не більше за T  від часткової функції b .  
Для будь-яких mVM  , Mb   і T  вигляду (2) позначимо ),( bMT  часову 
складність викладеного алгоритму, яка дорівнює числу двійкових операцій, що 






















tm               (14) 
середню часову складність алгоритму (зауважимо, що підсумування у формулі (14) 
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t 22 ). Нарешті, позначимо jC1  та jC2  
відповідно складності алгоритмів додавання та порівняння (більше-менше) двох j -
розрядних двійкових цілих чисел. Покладемо },2max{ 13 CC  , 
 
32 32 CCC  .                          (15) 
 
Наступна теорема встановлює верхню межу параметра (14).  
Теорема 1. Якщо виконується умова (2),  
1))(1(2   ht m ,                       (16) 
де )1log()1(log)( xxxxxh  , ]1,0[x , N ,  
mm log1 ,                          (17) 
 
тоді середня часова складність алгоритму задовольняє нерівності 
))3)(2(2(),( 12  mT mCttm ,              (18) 
де C  визначається за формулою (15).  
Наслідок 1. В умовах теореми 1 за виконанням нерівності ))(1(41  htm  
справедливо таке співвідношення:  
  2))(1(log2),(  htmOtm mT , m .         (19) 
Зауважимо, що при 
mt 2  викладений алгоритм фактично співпадає (з точністю 
до останнього кроку) з алгоритмом ДКТ [7]. В цьому випадку за виконанням нерівності 
3loglog 2  mm  середню трудомісткість обох алгоритмів можна оцінити за 
формулою (19):  
 12 ))(1(log2)2,(  hOm mmT , 
а максимальну трудомісткість – за формулою [2] 
 )(log2),( 22ДКТ   mOTm . 
У таблиці 1 наведено чисельні значення верхньої межі (18) параметра (14), які 
розраховані для низки значень  , m ,   та t  при 51 C , 12 C . В двох останніх 
колонках таблиці показані значення двійкової складності алгоритму [8], що базується 
на швидкому перетворенні Адамара:  
  )1log(2),( 1ШПА  tmCmt
m , 







  , який досягається при застосуванні алгоритму 
[1] у порівнянні з алгоритмом ШПА.  
Як видно з таблиці, при 24m , 
6104 t  складання списку усіх лінійних БФ, 
що знаходяться на відстані не більше за tT 40,0  від даної часткової функції b , з 
використанням викладеного вище алгоритму потребує, в середньому, майже в 3 рази 
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Таблиця 1 
Результати порівняння середньої часової складності алгоритму [1]  
зі складністю алгоритму ШПА [8] 
  m  t    ),( mtT  ),(ØÏÀ mt    
3,0  16  20000  5  81031221,0   8108015,0   6,2  
4,0  16  20000  7  8105015,0   8108015,0   6,1  
3,0  18  100000  7  9101248,0   9104154,0   3,3  
4,0  18  100000  7  9102006,0   9104154,0   1,2  
3,0  24  4000000  6  11101027,0   11104616,0   5,4  
4,0  24  4000000  8  11101569,0   11104616,0   9,2  
 
Надалі розглянемо окремий випадок, коли множина M  має такий вигляд: 
 }1,0:))1(,...),1(),({(  timisisisM ,         (20) 
де )...),1(),0(( ss  – ненульова лінійна рекурентна послідовність з примітивним 
характеристичним поліномом ])[2()( xxh GF  степеня 1m . Позначимо ),(* tmT  
максимальне значення трудомісткості ),( bMT  за всіма множинами M  вигляду (20) 















tm h ,                      (21) 
де максимум береться за всіма ненульовими лінійними рекурентними послідовностями 
)...),1(),0(( sss   з характеристичним поліномом )(xh .  
Теорема 2. Нехай виконується умова (2): 
2
,
2)( ˆ2   Tm
mt ,                        (22) 
де Z , 20  m  та )(ˆ ,, htmTm  , тоді справедлива нерівність  
))3)(2(2)ˆ(2(),( 11,
12)(2*   mtm
m
T tmCttm ,      (23) 
де C  визначається за формулою (15).  
Нерівність (23), поряд з відомими оцінками Tm,̂  параметра (21) [11–13], 
дозволяє отримати вираз для верхньої межі трудомісткості ),(
* tmT , що явно залежить 
від m , t ,  . Відзначимо наступне твердження, що випливає з теореми 2 та нерівності 
)1(2)( 2,  mh
m
tm  [11].  
Наслідок 2. Нехай  
 )1(2 mt m , 
2)1(4)2( )1(2   mm , 
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  ))1((log2),( 122*   mOtm mT , m . 
На завершення наведемо верхню оцінку обсягу списку, що формується з 
використанням алгоритму [1], тобто потужність множини (3): 
12
,0 2|),(||),(|
 tbMLbML mTT .                 (24) 





xcxbcb )()()1()(ˆ , ),1(0 mRMc , 
коефіцієнти Фур’є функції, яка дорівнює 
)()1( xb  при Mx  та 0 – при MVx m \ . 
З формули tMbcdcb  )|,(2)(ˆ , ),1(0 mRMc , випливає, що множина 
),( bMLT  складається з усіх афінних БФ 11 ),,(
~
 mm cxxcc  , де 
),1(),,( 01 mRMxxcc m   , }1,0{1 mc , які задовольняють умові  
))(ˆ,0( 1 tcbcm   або ))(
ˆ,1( 1 tcbcm  . 
Отже,  


























де останнє співвідношення випливає з рівності Парсеваля [14]. Таким чином, 
справедлива формула (24), що і треба було довести.  
Зауважимо, що при mVM   оцінка (24) не залежить від m : для будь-якої 
функції }1,0{: mVb  число афінних БФ m  змінних, які знаходяться від b  на 
відстані не більше за )1(2
1 m , не перевищує 
2  (наприклад, число афінних БФ, 
що співпадають з функцією b  з імовірністю 51,0p , не перевищує 
2500)12( 2 p ). Отже, для помірних значень   список вигляду (3) не може бути 
надто великим. Відзначимо також, що оцінку (24), взагалі кажучи, не можна підсилити: 
при mVM   вона досягається, якщо b  є бент-функцією (і тільки в цьому випадку) 
[7,[15]. 
3. ДОВЕДЕННЯ ТЕОРЕМИ 1 
Доведемо ряд допоміжних тверджень. 
Лема 1. Нехай mVM  , Mb  , 
mtMm 2||   і T  має вигляд (2). Тоді 



















  є списком, що формується на )1( j -му кроці алгоритму, mj ,1 , а 




№ 1 (9), 2020 






T  двійкову часову складність j -го кроку 
алгоритму, mj ,1 . Помітимо, що обчислення чисел (9) на початку алгоритму 











),(),( .                     (26) 
Зафіксуємо число 1,1  mj . Помітимо, перед усім, що, згідно формулам (9) та 
(10), числа (7) мають розрядність 1j  (доведення – індукція по j ). Далі, на j -му 
кроці алгоритму для кожної функції jjj
jj xcxxcc  
 ),,( 11
)1()(  , де 
),()1()1( bMc jT
j   , }1,0{jc ,  
1) обчислення значень (10) потребує )1(22 1 
 jCjm  двійкових операцій; 
2) знаходження чисел (11) вимагає )1(2 2 
 jCjm  двійкових операцій; 
3) перевірка умови (12) потребує додавання 
jm2  чисел розрядності )1( j  та 
одного порівняння двох чисел, що мають розрядність не більше за )1( m , тобто 
)1()2(2 21 
 mCjCjm  двійкових операцій. 
Додаючи наведені значення та приймаючи до уваги, що функція 


















 mCjCjm , 1,1  mj .                (27) 
Помітимо зараз, що для будь-якого 1,1  mj  справедлива нерівність 
)1(21   jm jm . (Доведення: функція 











 при 1,1  mj ). Звідси випливає, що 
)1(22)1()1(2 222 
 jCmCjC jmjm , 1,1  mj .       (28) 
Далі, за визначенням константи 3C  (див. формулу (15)) справедливі нерівності 
 )2())1((2)2()1(2 3311 jCjCjCjC  
)1(3)1(23 333  jCCjC , 1,1  mj .              (29) 









T , 1,1  mj .        (30) 














№ 1 (9), 2020 
ISSN 2663 - 4023 
 Отже, на підставі нерівності (26) та нерівності (30) отримаємо остаточну оцінку 
параметра ),( bMT , яка співпадає з нерівністю (25). Лему доведено. 












































mtl .                (31) 








mtl , 1,1  mj .               (32) 





































mtl ,          (33) 
після чого оцінимо внутрішню суму в правій частині формули (33).  
Назвемо функцію Mu   для кожної множини mVM   потужності t  M-
припустимою, якщо виконується умова 


















j   рівносильне співвідношенню )()()( Mbc jT
































.            (35) 








Mp .                         (36) 
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 що співпадає з формулою (32). Таким чином, для завершення доведення леми 
залишається переконатися в справедливості нерівності (36). 
Нехай mVM  , tM ||  та 
)()1( ,..., kMM  – усі різні непорожні множини 
вигляду aM , де jmVa  . Відмітимо, що 
jmk  2 .                                  (37) 
Позначимо || )(ii Mt  , ki ,1 ; для будь-якого Mu   позначимо )(usi  
мінімум з кількостей одиниць та нулів у векторі значень функції, яка дорівнює 
обмеженню функції u  на множину iM , ki ,1 . Іншими словами,  
)|0,()( )(ii Muus  , ki ,1 .                      (38) 
Зазначимо, що u  є M-припустимою функцією тоді і тільки тоді, коли сума усіх 
чисел (38) не перевищує T .  
Нехай kss ...,,1  є невід‘ємні цілі числа, 20 ii ts  , ki ,1 . Помітимо, що для 
кожного ki ,1  число двійкових векторів 
)(iu  довжини it  таких, що мінімум з 
кількостей одиниць та нулів у векторі 










i )(2 , де 
1)( ise , якщо 20 ii ts  ; 0)( ise , якщо 2ii ts   (тобто it  є парним числом). 
Звідси випливає, що число функцій Mu  , що задовольняють умовам 





















1)(...)( 1  










































.           (39) 










































































































де остання нерівність випливає з формули (2) та відомої оцінки Чернова. 
Таким чином, справедлива нерівність (36), що і треба було довести. Лему 
доведено. 
Перейдемо безпосередньо до доведення теореми 1: переконаємося в тому, що за 
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T mtl , 



















1 122)1(222)1(22),( . 
(40) 









mm CjC ,                 (41) 



















,               (42) 
де остання нерівність випливає з формули (17). 
Отже, на підставі співвідношень (40)–(42) виконується нерівність (18). Теорему 
доведено. 
 
4. ДОВЕДЕННЯ ТЕОРЕМИ 2 
 
Зафіксуємо множину M  вигляду (20) та функцію Mb  . Спочатку отримаємо 
верхню межу потужності множини (5).  
Скористаємося методом, що запропоновано в [7] для випадку, коли mVM  . А 
саме, кожній функції ),1(0 jRMf   поставимо у відповідність функцію 
}1,0{:  Mf , вважаючи для будь-якого jmVa   такого, що aM ,  
afxfxf  )()( , aMx ,                     (43) 
 
де 0af , якщо )|,1()|,( aa MbfdMbfd  ; 1af  – в протилежному 
випадку. Розглянемо код 
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що складається не більше ніж з 
j2  слів довжини t , які дорівнюють векторам значень 
функцій f . Оцінімо знизу мінімальну відстань коду (44) та застосуємо до нього межу 
Джонсона.  
Нагадаємо формулювання цього результату (див., наприклад, [16], с. 266). 
Лема 3. Нехай C  – двійковий код довжини t  з мінімальною відстанню 
)1(2 1 TtTd , де 21 tT  , 




 dTtTbL CT . 
Позначимо )(hL  векторний простір усіх лінійних рекурент з характеристичним 
поліномом )(xh . Зауважимо, що оскільки )(xh  є примітивним поліномом над полем 
(2)GF , то кожна лінійна рекурентна послідовність }0{\)(hLs  має максимально 
можливий період 12 
m
. 
Наступне твердження є ключовим для оцінювання потужності множини (5). 
Лема 4. Нехай 1,1  mj , tm,̂  – довільна верхня межа параметра (21). Тоді для 









.                 (46) 
Доведення. Нехай jj xcxc 11  – поліном Жегалкіна функції 0 gf . 
Згідно означенню функцій f , g  (див. формулу (43)), обмеження функції   gf  на 
кожну непорожню множину aM , де jmVa  , має вигляд ajj uxcxc 11 , 
де }1,0{au . Позначимо символом u  продовження функції aua  , що задана на 
множині }:{   ajm MVa , на весь простір jmV  , визначивши її довільним чином 
на доповненні до цієї множини. Збережемо позначення au  для значення функції u  в 
довільній точці jmVa  . 
Розглянемо матрицю, що складається з елементів множини M , тобто векторів 
,1,0)),1(,...),1(),((  timisisis  які записані один під одним. Помітимо, що 
стовбці цієї матриці є початковими відрізками довжини t  лінійних рекурент m ...,,1
, де )()( kisik  , ...,1,0i , mk ,1 , які утворюють базис векторного простору 
)(hL . Задаємо ЛРП 121 ...,,,  jmsss , вважаючи для будь-якого ...,1,0i  
)()()( 111 icicis jj , )()(...,),()( 112 iiiis mjmj   .  (47) 
Зауважимо, що в силу умови 0)...,,( 1 jcc  лінійні рекурентні послідовності (47) 
є лінійно незалежними над полем (2)GF .  
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})(...,,)(,)({ ,   (48) 
де 11  aa uua , jmjm Vaaa   )...,,( 12 , I  – індикатор зазначеної події. 











































































xaxaxu 11221 ...)1( .                 (49) 
Помітимо, що для будь-якого }0{\)...,,,0( 112   jmjm Vxxx  сума за всіма 
jmVa   у правій частині формули (49) дорівнює нулю. Отже, 
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є коефіцієнт Уолша-Адамара функції }1,0{:  jmVu  в точці ),...,(
~
12  jmxxx , 
11221~ )()()()(  jmjmx xisxisisis , ...,1,0i . 
Помітимо зараз, що на підставі лінійної незалежності рекурент (47) та означення 














~ .               (51) 
 










































.  (52) 
З формули (52) випливає нижня оцінка (46). Лему доведено. 
Лема 5. Нехай 1,1  mj  і T  має вигляд (2). Тоді за виконанням умови 
1
,
2)(2 ˆ2   ttm
jm




2)(2)( )ˆ2(|),(ˆ|   tbML tm
jmj
T .              (54) 
Доведення. Позначимо )(, bL CT   множину вигляду (45), що відповідає коду (44). 
Помітимо, що на підставі формули (43) для будь-якої функції ),1(0 jRMf   
виконуються рівності 













T  тоді і тільки тоді, коли )(,
bLf
CT 
 . Далі, 
згідно співвідношенням (46) та (53), для будь-яких різних функцій ),1(, 0 jRMgf   
справедливі нерівності 
0)1(2)1(2)ˆ21(2),( 21,
2)(   Ttttgfd tm
jm
, 
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Отже, справедлива нерівність (54), що й треба було довести. 
Перейдемо до доведення нерівності (23).  
На підставі формули (25) та нерівності 
1)( 2|),(ˆ|  j
j






























)1(21 |),(ˆ|2)1(2)3)(2(2 .      (55) 








































T tbML , mj ,2 .          (56) 














mm tmCCt  
1
,
2)(21 ˆ22)3)(2(2   tm
mm tCmCt . 
Отже, справедлива нерівність (23). Теорему доведено. 
 5. ВИСНОВКИ ТА ПЕРСПЕКТИВИ ПОДАЛЬШИХ ДОСЛІДЖЕНЬ 
У роботі отримані та обґрунтовані аналітичні оцінки складності детермінованого 
алгоритму списочного декодування “вкорочених” кодів Ріда-Маллера першого 
порядку, який запропоновано в [1]. Зазначений алгоритм формує для даної системи 
рівнянь вигляду (1) список усіх векторів 
mx }1,0{ , що належать множині (4); він 
може бути застосований до побудови списків лінійних наближень (статистичних 
аналогів) частково визначених булевих функцій, розв’язання систем лінійних рівнянь із 
спотвореними правими частинами, а також повністю випадкових систем лінійних 
рівнянь від помірної кількості змінних ( 28m ).  
Головними результатами є теореми 1 та 2, які визначають верхні межі середньої 
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 оцінку отримано для окремого випадку, що пов’язано з відновленням спотворених 
лінійних рекурент максимального періоду над полем з двох елементів). Наведено також 
досяжну верхню межу обсягу списку, який формується з використанням 
запропонованого алгоритму (див. формулу (24)).  
За виконанням певних умов, які зазначені у формулюваннях теорем 1, 2 та 
наслідків з них, часова складність алгоритму [1] є величиною порядку 
 ))21(2(log2 212   ptO mm  двійкових операцій, де m , t  і p  є відповідно числом 
змінних, числом рівнянь та ймовірністю спотворень у правій частині системи (1). 
Зауважимо, що складність раніше відомого детермінованого алгоритму аналогічного 
призначення, який базується на швидкому перетворенні Адамара [8], дорівнює 
 tmO m log2  двійкових операцій, що, взагалі кажучи, перевищує складність 
алгоритму [1]. Так, при 24m , 
6104 t , 40,0p  середня складність алгоритму 
[1] є майже в 3 рази менше складності алгоритму [8] (див. табл. 1).  
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THE COMPLEXITY OF THE FUNCTIONAL SECURITY ASSESSMENT 
ALGORITHM FOR INFORMATION TECHNOLOGIES FOR THE 
CREATION OF WARRANTY AUTOMATED SYSTEMS 
Abstract. The complexity of the algorithm of communication of the system of linear levels with 
open regular parts by means of list decoding of "shortened" codes of reed painters which are 
intended for use in methods of an estimation of functional safety of cryptographic algorithms of 
cryptographic subsystems of the guaranteed automated systems creating on objects of critical 
infrastructure and socially important objects. This paper proposes solving problems to assess the 
complexity of the proposed algorithm. As a result, the upper estimates of the average labor 
productivity for the general case and the maximum complexity of the proposed algorithm for many 
special reviews related to the restoration of the formed linear results of the maximum period over a 
field of two elements. The achievable upper part of the list, which is formed using the proposed 
algorithm, is also indicated. The obtained results indicate that with certain collaborations between 
the parameters of the previously proposed algorithm, the time complexity was changed in 
comparison with the previously known deterministic algorithm for a similar purpose, which is 
based on the fast Hadamara transformation. This means that a more effective tool can be used to 
assess the impact of cryptographic subsystems on powerful cyberattacks to obtain a more accurate 
assessment of their functional security. 
 
Keywords: guarantee capacity, reliability, functional security, functional security of cryptographic 
subsystem, cryptographic attack, stability of cryptographic transformation, basic decoding, 
Hamming distance, fast Hadamard transformation, Walsh-Hadamard transformation, Reed-Muller 
code. 
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