Abstract. We study a model of growing population that competes for resources. At each time step, all existing particles reproduce and the offspring randomly move to neighboring sites. Then at any site with more than one offspring the particles are annihilated. This is a non-monotone model, which makes the analysis more difficult.
To make matters more interesting, one might add some geometry, by having the particles not only branch (reproduce) but also move in some underlying graph. This is the Branching Random Walk model, which is described as follows: Start with one particle at some origin vertex o in graph G. At each time step, all existing particles reproduce an independent number of offspring and die out. All offspring now independently choose a random neighbor of their parent's vertex, and move to that new position. Thus, a specific lineage of particles performs a random walk on G. A different way to view this model is as a tree-indexed random walk (see [2, 3] for more on tree-indexed random walks) where the domain tree is the tree of lineage formed by a Galton-Watson process.
See the pioneering work of Biggins [4] and the survey by Shi [10] .
Both models mentioned above exhibit some sort of monotonicity, enabling coupling arguments. For example, put in an imprecise way, if one has more particles, the branching random walk is more likely to be recurrent. The additional particles only help it return to the origin.
Let us now introduce the model we work with, which we dub Branching-Annihilating Random Walk, or BARW for short. Start with a single particle at some origin vertex o of a graph G. At each time step, all particles independently reproduce (or branch) into a random number of offspring. These offspring then each choose independently a random neighbor of their parent's vertex and move to that neighbor. (So far, everything is identical to the branching random walk.) Finally, at every vertex at which there is more than one particle, these particles are eliminated (this is the annihilation phase).
BARW is a model for population reproduction in some geometry, with a competition for resources. The annihilation phase can be viewed as there being only enough resources for one particle at every vertex of the underlying graph.
Let us stress that the difficulty in analyzing BARW stems mainly from the lack of monotonicity. Adding particles may on the one hand assist in the ultimate survival of the system, but may also hinder the survival, as these additional particles may compete for resources and annihilate others, resulting in too few particles to survive.
It is most convenient to work with Poisson distributed offspring, so for simplicity we will restrict to this distribution. Definition 1. Let λ > 1 be a real number. Let G be a graph, and let o ∈ G be some vertex. We define Branching-Annihilating Random Walk on G, starting at o, with parameter λ, or BARW G,o (λ), as the following Markov process on subsets of G.
Let (L t,j ) ∞ t,j=1 be i.i.d. Poisson-λ random variables. Start with B 0 = {o}. For every t ≥ 0, given B t = ∅, define B t+1 as follows.
Suppose that B t = {x 1 , . . . , x m }. For every 1 ≤ j ≤ m, let y j,1 , . . . , y j,L t,j be independent vertices chosen uniformly from the set {y : y ∼ x j } (the neighbors of x j in G).
=x} . This is the number of offspring that have moved to x.
Finally, let B t+1 = {x : Z t+1 (x) = 1}. In the case that B t = ∅ then B t+1 = ∅ as well.
1.2. Main questions and results. As remarked above, BARW lacks monotonicity, and thus it is not easy to analyze. However, it seems reasonable to ask the following immediate questions regarding the long term behavior. Some of these questions are being studied by the authors in a separate work, for the case of G being the infinite d-regular tree.
Suppose G is an infinite transitive graph. If λ is either too big or too small, one may dominate BARW by a sub-critical Galton-Watson process. Thus, we are guaranteed extinction in either case. (This is not surprising, as too little offspring do not give a good enough chance of survival, and too many offspring create too much annihilation, thus again ruining the chance of survival.)
The immediate questions that arise regard a super-critical interval of survival: 
In this paper we consider BARW in the finite graph setting, and specifically on the complete graph. Of course, there is always a positive probability of extinction in one step on a finite graph, so on a finite graph BARW will a.s. die out at some finite time.
However, we may consider BARW on a sequence of finite graphs with size tending to infinity, and try to understand asymptotic properties of the process for large graphs.
In this work we consider the mean-field case, where the sequence under consideration is the complete graph on n vertices as n → ∞.
Our first result states that BARW on the complete graph has an exponentially large expected lifetime.
Theorem 2. For every λ > 1 there exists c = c(λ) > 0 such that the following holds for all n ∈ N. Consider BARW on the complete graph on n vertices. Let T 0 be the extinction time of the process (the first time there are no particles). Then, for each 0 < x < n,
Our main result regards the "window" of extinction. It is not difficult to see that for BARW on the complete graph on n vertices, the number of particles will oscillate for a long time around the value eq := log λ λ n. Our next result considers how long it takes the process to go extinct, once it has been conditioned to do so; that is, how many steps did it take the process to reach 0 particles, at the last excursion it made below the equilibrium point log λ λ n. Consider BARW on the complete graph on n vertices and let X t = |B t | be the number of particles at time t. Let
Then for each 0 ≤ x < log λ λ n − εn,
Remark 4. Though the above theorem holds for any λ > 1, the conditioned chain (X t ) t≥0 |T 0 < T + eq−εn exhibits remarkably different behaviors in two distinct regimes of the parameter λ -(i) λ is close to 1 and (ii) λ is large (see Figure 1 and Figure 2 ). Our proof is general enough to tackle both regimes simultaneously.
It would be interesting to find out whether, for a fixed n, the expected extinction time of the conditioned chain E[T 0 | X 0 = x , T 0 < T + eq−εn ] is decreasing with respect to λ. On the other hand, recently there has been considerable interest among the physicists to study the behavior of a finite population evolving under some stochastic dynamics near its extinction time and particularly to find 'most probable or optimal path to extinction' [7, 9] .
To best of our knowledge this is the first work to study the "extinction window" for BARW; that is, the length of the last path to extinction. As our results show, at least in the mean-field case, this window is much smaller than the lifetime of the system, indicating that extinction is a "catastrophic" phenomenon -it occurs abruptly in a very short time frame.
Our analysis makes heavy use of the fact that on the complete graph the geometry plays no role, so that BARW can actually be seen as a Markov chain on {0, 1, . . . , n}, making the model simpler. It would be very interesting to understand the expected lifetime and extinction window in other finite graph settings.
Question 5. Let (G n ) n be a sequence of finite graphs with bounded degree and size growing to ∞. Consider BARW on G n with Poisson-λ offspring.
• Is it true that there exist critical λ − c ≤ λ + c such that if λ ∈ (λ − c , λ + c ) then the expected lifetime is exponentially large in |G n |, and if λ ∈ [λ − c , λ + c ] the expected lifetime is much smaller (perhaps logarithmic)?
• For which λ does BARW on G n have a logarithmically small extinction window?
That is, for which λ does there exist small enough η > 0 so that conditioned on extinction before reaching above η|G n | particles, the conditioned process has logarithmically small expected lifetime? This work was initiated when the second and third authors were in the Statistical Laboratory, University of Cambridge. Thanks goes to Nathanaël Berestycki for making this possible.
1.5. Preliminaries and Notation. It will be much simpler to use the following equivalent form of BARW on the complete graph on n vertices. (Here is where the mean-field structure makes the analysis much simpler.) Given that |B t | = x, i.e. there are x particles at time t, every particle branches into Poisson-λ particles, and each of these chooses a new vertex, independently, and uniformly among all n vertices. Thus, due to the summability of the Poisson distribution, at the branching phase every vertex receives an independent Poissonλx n number of particles. In the annihilation phase only those vertices with exactly one particle survive to the next step, which happens at a given vertex with probability b(x) := λx n e −λx/n . Thus, we have just shown that if (X t ) t is the number of existing particles in BARW on the complete graph on n vertices, then (X t ) t is a Markov chain with transitions given by
This observation will be central it what follows.
We use the notation P x and E x to denote the probability measure and expectation of BARW on the complete graph on n vertices with (Poissonian) offspring mean λ and
Let λ > 1. Consider the Galton-Watson process with offspring distribution L ∼ Poi(λ). It is well known that there exists a number q = q(λ) ∈ (0, 1) such that the process dies out with probability q, and that q is the unique fixed point of
. Also, since q is the probability of extinction, it is clear that q(λ) is a continuous strictly decreasing function of λ (see e.g. [8] ).
Throughout, we make extensive use of the following inequalities, which are easy to verify.
• For any t ∈ (0, 1) and n ∈ N, e −nt ≥ (1 − t) n .
• For any 0 ≤ t ≤ 1 2 , we have Figure 1 . Plot of log h(x) vs x where h(x) = P x [T 0 < T + eq−εn ] for n = 1200, ε = 0.05 and λ = 1.5 (left) and λ = 6 (right). Note that for λ = 1.5, h is monotonically decreasing but log h is not linear, so h can not be expressed as C exp(−cx). On the other hand, for λ = 6, the function h is not even monotone -it first decreases and then it increases near eq − εn.
• For any 0 ≤ t ≤ • The last two inequalities can be combined to deduce 1 − t ≥ e −t(1+2t) .
x ∧ y denotes the minimum of x, y and x ∨ y denotes the maximum of x, y.
We also make use of the stopping times
Since (X t ) t is non-negative, it is reasonable to write T 0 = T − 0 . Note that the −, + signs are used to denote the hitting of below or above the corresponding subscript.
Another tool we will use is the following standard large deviations result concerning binomial random variables. For 0 < ξ < 1,
.
The extinction time for unconditional chain
In this section we prove Theorem 2. For some x, the tilted chain goes up with high probability. For some x, it goes down with high probability. For a few x's, the transition distribution is bimodal! Let τ + εn be the return time to one of the sites in [εn, n],
For the proof of Theorem 2 we do not require the full strength of the following lemma, but it will also be required in the sequel.
Lemma 6. Let 0 < ε < 1 2λ and small enough such that λe −λε > 1. Let λ 1 = λe −λε , λ 2 = λ(1 + 2λε), and define q 1 = q(λ 1 ), q 2 = q(λ 2 ). Then
where the last inequality follows by the definition of q 1 . This implies that (q
t=0 is a supermartingale. We may apply the optional stopping theorem,
We obtain the lower bound similarly:
, so a short calculation gives
This implies that (q
t=0 is a submartingale. As before, by the optional stopping theorem,
and therefore
Proof of Theorem 2. Fix ε = ε(λ) > 0 small enough so that:
• It meets the requirements of Lemma 6.
• It satisfies b(εn) ≤ b(n), or equivalently, ε ≤ e λ(1−ε) . It follows that b(εn) ≤ b(x)
for all x ≥ εn.
• It satisfies εn √ λ ≤ nb(εn), or equivalently, e λε ≤ √ λ.
Keeping in mind that P y [T 0 < T + εn ] = 0 for any y ≥ εn, by the Markov property we have that
Next, we bound the term P x [X 1 < εn] using standard large deviations for the binomial distribution. Note that by our choice of ε, for any x ≥ εn we have that
Therefore, for any x ≥ εn,
Note that by Lemma 6 we have that for all x > 0,
So it remains to consider x ≥ εn.
By (1) and the strong Markov property, on the event X 0 ≥ εn, the random time T 0 dominates a geometric random variable with success probability e −cεn . Thus, for all x,
which proves the theorem.
3. Bounds on hitting probabilities 3.1. Probability of extinction before going above level εn. Throughout this subsection we denote g(x) := P x [T 0 < T + εn ]. Let α = α(λ) ∈ (0, 1) such that the following inequalities hold: (1−α)λ > 1, λe −αλ < 1. This is equivalent to log λ λ < α < 1 − λ −1 which is possible since λ > 1. Next, let p(x, y) be the transition function of our Markov chain. Explicitly, for any
Lemma 7. For any 0 < ε < 1 λ , 0 ≤ x < εn − 1 and 0 ≤ y ≤ m 0 (x), we have that
where γ = γ ε,α := e −αλe −λε (1−λε) < 1.
Proof. Recall that b(x) = λx n e λx n . The function te −t is increasing for 0 ≤ t < 1, which implies that b(x) is increasing while λx n < 1, and thus increasing as long as x < εn. It now follows that p(x+1,y) p(x,y) is increasing in y:
n−y and since b(x + 1) > b(x), this expression is indeed increasing in y. It follows that
So we want to bound from above the expression
p(x,m 0 (x)) with a bound that is independent of x.
It can be simply checked that for
we have
So we want to bound f (t + 1) − f (t). By the mean value theorem, it will be sufficient to bound f (t).
Recall that x + 1 < εn, and ε < λ −1 , so b(·) is monotone increasing for t ≤ x + 1.
Upon differentiation, we get for all t ∈ [x, x + 1],
Thus,
Lemma 8. There exist constants η = η(λ, α) > 0 and 0 < β = β(λ, α) < 1 λ such that for any 0 < ε ≤ η there exists n 0 = n 0 (ε) such that for all n > n 0 , we have that
. It follows immediately that g(x) = 0 for x ≥ εn. Therefore, we only consider 0 ≤ x < εn.
We have by the Markov property, for x + 1 < εn,
We bound the first term in (2) using Lemma 7.
For the second term, we use the upper bound of Lemma 6 to obtain
Also by Lemma 6,
Note that as ε → 0 we have that q 1 → q(λ), q 2 → q(λ) and e −λε → 1. Combined with the assumption that (1 − α)λ > 1, we can deduce that there exists η > 0 such that q
(1−α)λe −λε 1 /q 2 is bounded away from 1 uniformly in 0 < ε ≤ η . Moreover, since γ ε,α = e −αλe −λε (1−λε) , and since we assume that λe −αλ < 1, we may take η small enough so that for all 0 < ε ≤ η we have λγ ε,α < 1. Consequently, we can find K large enough (that depends only on η ) such that
Plugging all this into (2), we conclude that there exist η and K ≥ 1 and β < λ −1
such that for all 0 < ε ≤ η and for every K ≤ x < εn − 1, we have h(x + 1) ≤ β h(x).
This proves the lemma for x ≥ K.
As for 0 ≤ x < K, by Lemma 6 we have
Recall that q 1 > q 2 so (q 1 /q 2 ) x ≤ (q 1 /q 2 ) K → 1 as ε → 0. Also,
→ 1 as n → ∞ and λq 1 → λq(λ) < 1 as ε → 0.
Therefore, we may choose η such that for all 0 < ε ≤ η ,
Thus, there exists n 0 = n 0 (ε) such that if n ≥ n 0 we have
So we can take
) to obtain that λβ < 1 and for all 0 < ε ≤ η , sufficiently large n and 0 ≤ x < K, we have g(x + 1) ≤ β g(x). Wrap up by setting η = min{η , η } and β = max{β , β }.
3.2.
Probability of extinction before going above level u εn.
Lemma 9. (Uniform Lower Bound). Fix λ > 1. There exists κ = κ(λ) > 0 such that for all 0 < u < n and 0 < x + 1 < u,
x + 1 respectively and with Markov transition kernel p(·, ·). Consider the following coupling:
, and given X 1 ,
, and given Y 1 ,
, and otherwise let
By the mean value theorem,
and since b(z) ≤ e −1 we get that
Similarly when b(x) > b(x + 1),
We may take κ := inf n P[Bin(n, eλ (e−1)n ) = 0] to complete the proof.
Lemma 10. (Geometric Upper Bound)
. Fix λ > 1 and ε > 0 small. Then there exists θ = θ(λ, ε) ∈ (0, 1) such that for all 0 ≤ x < u ≤ eq − εn,
Proof. Consider the probability generating function of a Poi(e λε ) random variable. Since e λε > 1, this function has a unique nontrivial fixed point 0 < θ < 1, satisfying θ = e −e λε (1−θ) (here θ = q(e λε ) is the probability of extinction of a Galton-Watson process with Poisson-e λε offspring distribution).
Note that for any 0 ≤ x < u ≤ eq − εn, we have λe −λx/n ≥ e λε , so
This implies (θ
k=0 is a supermartingale. Since it is bounded, and T 0 ∧T + u is a.s. finite, we may apply the optional stopping theorem to this supermartingale with X 0 = x for some 0 ≤ x < u. We obtain
3.3. Coupling with subcritical branching process. We want to investigate what our process behaves like when conditioned on T 0 < T + u for u = εn and u = eq − εn.
We denote the transition matrix of the tilted chain as p ϕ (·, ·) which is obtained by applying Doob's h-transform to the original transition matrix p(·, ·) w.r.t. the harmonic function ϕ. The matrix p ϕ is given by
Lemma 11. Let 0 < u < n and ϕ(x) = P x [T 0 < T + u ]. Suppose ϕ(y + 1) ≤ βϕ(y) for some β > 0 and for all y ≥ 0. Then for any 0 ≤ x < u, the probability measure p ϕ (x, ·) is stochastically dominated by the probability measure µ x , where
We need to show that for any 0 ≤ x < u and k ≥ 0,
is harmonic with respect to p(·, ·), this is equivalent to showing that
Note that for 0 ≤ y < z, by the assumption,
which implies that each term of the above sum is non-negative.
Lemma 12. Let 0 < u < n and ϕ(x) = P x [T 0 < T + u ]. Suppose ϕ(y) ≥ κϕ(y − 1) for some κ > 0 and for all 0 < y < u. Then for any 0 ≤ x < u, the probability measure p ϕ (x, ·) stochastically dominates the probability measure ν x , where
Proof. The proof is exactly similar to that of Lemma 11 where we replace '∞' in the bounds of the summands by u − 1. We omit the details. 
, which, in turn, is implied by
Upon rearrangement of terms, the above is equivalent to
which is obviously true. Lemma 14. Denote the Markov chain conditioned on T 0 < T + εn by (X m ) m≥0 . There exists ε 0 > 0 and 0 <γ < 1 such that for all ε < ε 0 there exists n 0 = n 0 (ε) such that for all n > n 0 the following holds. For any 0 ≤ x 0 < εn, we can couple (X m ) m≥0 with a sub-critical Galton-Watson process (W m ) m≥0 having offspring distribution Poi(γ), such
Proof. Recall that the transition matrix of the conditioned chain X is given by p ϕ (·, ·)
. It suffices to show that for any non-negative integers x ≤ w, p ϕ (x, ·) is stochastically dominated by a Poi(wγ) random variable.
By Lemmas 8 and 11, we know that for small enough ε > 0 and large enough n,
which implies that µ x (·) is binomially distributed with n trials and success probability θ(x) that satisfies
Further, by Lemma 13(a), µ x (·) is stochastically dominated by a Poisson random variable with mean g(x) = −n log(1 − θ(x)). Note that b(x) ≤ e −1 < 1 2 . So βb(x) < 1 − b(x) and thus θ < 1 2 . Also, one easily checks that − log(1 − t) ≤ t + 2t 2 for t ∈ [0, 
Note that for ε → 0 we have thatγ → λβ < 1 by Lemma 8. So choose ε 0 small enough so thatγ < 1. Putting all the ingredients together, we get that for all 0 ≤ x < εn,
and keeping in mind that for any two non-negative integers x ≤ w we have Poi(xγ) ≤ st Poi(wγ), the proof is complete.
Corollary 15. Fix λ > 1. There exist ε 0 > 0 such that for all ε < ε 0 there exists C > 0 such that the following holds for all n ≥ 1
Lemma 16. Denote the Markov chain conditioned on T 0 < T + eq−εn by (X m ) m≥0 . Given λ > 1 and 0 < ε < log λ λ , there exists 0 < γ < 1 such that the following holds. For any 0 ≤ x 0 < eq − εn, we can couple (X m ) m≥0 with a subcritical Galton-Watson process (V m ) m≥0 having offspring distribution Ber(γ), such that with probability at least 1 −
where κ ∈ (0, 1) is as given in Lemma 9 with u = eq − εn.
Proof. By Lemma 9 and Lemma 12, for any 0 < x < eq − εn, the transition distribution
y 1 {y<eq−εn} . In other words,
where Y is distributed as Bin(n, θ(x)), where θ(x) = κb(x) 1−b(x)(1−κ) . By Lemma 13(b) and from the simple inequality θ(x) ≥ κx n , we further have Z|{Z < eq − εn} ≤ st p ϕ (x, ·), where Z is distributed as Bin(n, κx n ). Clearly,
We can find γ < 1 such that for any n ≥ 1 and any 0 < x < eq − εn,
Consequently, Z i stochastically dominates Ber(γ) and hence Bin(x, γ) ≤ st Z.
On the other hand, by Hoeffding's inequality,
Thus, on the event {Z < eq−εn}, which happens with probability at least 1−exp(−2(1− κ) 2 (λ −1 log λ − ε) 2 n), the distribution p ϕ (x, ·) stochastically dominates Bin(x, γ). So, a simple union bound allows us to couple the conditioned chain X with a subcritical Galton-Watson process having offspring distribution Ber(γ) so that with probability at least 1 − exp(−(1 − κ) 2 (λ −1 log λ − ε) 2 n), the subcritical Galton-Watson process is dominated by X for the first exp((1 − κ) 2 (λ −1 log λ − ε) 2 n) steps. This finishes the proof.
Corollary 17 (Lower bound on transition window). Given λ > 1 and 0 < ε < log λ λ , there exists C > 0 such that the following holds for all n ≥ 1,
Proof. By Lemma 16, the conditioned chain X can be coupled with the sub-critical
Galton-Watson process V with mean offspring γ such that X 0 = V 0 = x and X t ≥ V t for all 1 ≤ t ≤ e cn with probability at least 1 − e −cn . Let S be the time of extinction for the process V . It follows from the standard theory of branching process that E x [S] ≥ c log(1 + x) for all x ≥ 0. On the other hand,
By choosing t = D log n with a sufficiently large constant D = D(γ) > 0, we obtain that
By the above coupling,
which completes the proof.
Upper bound on extinction window
Throughout this section we set ε > 0 and h(x) = P x [T 0 < T + eq−εn ]. The next Lemma bootstraps the result from Corollary 15.
Lemma 18. Given λ > 1 and ε > 0, there exist C > 0 and η > 0 such that for all 0 ≤ x < ηn,
Proof. By Lemmas 9 and 10, there exist κ < 1 and θ < 1 such that for all 0 ≤ x < eq−εn, κ x ≤ h(x) ≤ θ x . We choose r > 1 so that θ r/2 < κ 2 . By Corollary 15, there exist C > 0, η > 0 small enough such that for all x < η n,
Then, taking η = η /r, by the strong Markov property, for any 0 ≤ x < ηn,
Note that since for x ≤ eq − εn,
we have that if
By standard large deviations of binomial random variables,
Let m > 1 be an integer such that A m ≥ e. Then,
This holds for any x. Thus inductively, for k = log n ,
Again this holds for all x > 0. Thus,
is dominated by a geometric random variable of mean (1 − p) −m log n . So we conclude that
which is polynomial in n as n → ∞.
Let E(u) denote the event {T 0 < T + u }. Putting everything together, we obtain that for 0 < x < ηn, 1 {δn<X k <eq−εn} is the total time spent by X in the interval (δn, eq − εn).
Proof. We start with the observation that for 0 < x < eq − εn, since λe −λeq/n = 1, . Since nb(X k ) ≥ e λε X k , the probability of step k being unusual is bounded by P[Bin(n, b(X k )) < e −λε/2 nb(X k ) | δn < X k < eq − εn] ≤ exp −(e λε/2 − 1) 2 · δn 4
Note that if δn < X j < u − εn and for all k = j, j + 1, . . . , j + m − 1 the step k is not unusual, then by our choice of m, X j+m ≥ e λε 2 m X j > eq−εn δn · δn = eq − εn.
That is, if all steps j, j + 1, . . . , j + m − 1 are not unusual then T 0 > T + eq−εn . Thus, T 0 < T + eq−εn implies that every time j that δn < X j < eq − εn, we must have that there exists j ≤ k ≤ j + m − 1 such that k is an unusual step. In conclusion, for any 0 < x < eq − εn, On the other hand, by Lemma 9, h(x) ≥ κ n . Combining the above two observations, we obtain that for any 0 < x < eq − εn, 
