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Abstract
Asymptotic statistical theory for estimating functions is reviewed in a generality
suitable for stochastic processes. Conditions concerning existence of a consistent es-
timator, uniqueness, rate of convergence, and the asymptotic distribution are treated
separately. Our conditions are not minimal, but can be verified for many interesting
stochastic process models. Several examples illustrate the wide applicability of the
theory and why the generality is needed.
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1 Introduction
Estimating functions provide a general framework for finding estimators and studying their
properties in many different kinds of statistical models and asymptotic scenarios. We present
the main results of the asymptotic theory of estimating functions in a generality that is
suitable for statistical inference for stochastic processes. Typically, we have observations
of n random variables, X1, . . . , Xn, whose joint law depends on a parameter θ. Also, for
instance, the sampling frequency or the diffusion coefficient of a diffusion process may depend
on n. An estimating function is a function of the data as well as the parameter, Gn(θ) =
Gn(θ,X1, . . . , Xn), and estimators are obtained by solving the estimating equation Gn(θ) =
0. We present simple conditions for existence, uniqueness, consistency, rate of convergence
and asymptotic distribution of such estimator as n tends to infinity. Our conditions are
not minimal, but can be verified for many interesting stochastic process models. This is
illustrated by several examples, which also demonstrate why the generality of our conditions
is needed.
The theory covers consistent estimators obtained by maximising (or minimising), with re-
spect to θ, a function Hn(θ,X1, . . . , Xn) of the data and the parameter. If Hn is continuously
differentiable, and if the true parameter value belongs to the interior of the parameter space,
then eventually the estimator will solve the estimating equation ∂θHn(θ) = 0. This includes,
of course, maximum likelihood estimation. It is often the case for stochastic process models
that the likelihood function is not explicitly available, is not tractable, or requires heavy
computations. In such cases other estimating functions provides a tractable alternative.
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The idea of using estimating equations is an old one and goes back at least to Karl Pear-
son’s introduction of the method of moments. The term estimating function may have been
coined by Kimball (1946). In the statistics literature, the modern theory of optimal esti-
mating functions dates back to the papers by Godambe (1960) and Durbin (1960), however
the basic idea was in a sense already used in Fisher (1935). The theory was extended to
stochastic processes by Godambe (1985), Godambe and Heyde (1987), and several others;
see the references in Heyde (1997). In the econometrics literature the foundation was laid
by Hansen (1982). This paper treats a general class of models including time series models.
Asymptotic theory was developed in, e.g., Hansen (1982, 1985), Chamberlain (1987), and
Kuersteiner (2002). The theory was extended by several authors, see the discussion and the
discussion and references in Hall (2005). A discussion of links between the econometrics and
statistics literature can be found in Hansen (2001).
The classical approach to asymptotic statistical theory for estimating functions is based
on the seminal work of Crame´r (1946). To prove asymptotic existence of an estimator, one
approach, originally due to Aitchison and Silvey (1958), is based on Brouwer’s fixed-point
theorem. This idea is used in, e.g., Sweeting (1980), Barndorff-Nielsen and Sørensen (1994),
and Sørensen (1999). In the present paper, we follow instead an approach based on the
fixed-point theorem for contractions, which was also used by, e.g., Yuan and Jennrich (1998).
The latter approach gives relatively simple conditions and a straightforward identifyability
condition that implies a uniqueness result for estimators. A comprehensive introduction to
asymptotic statistics can be found in van der Vaart (1998).
The paper is organised as follows. In Section 2 we present the general asymptotic theory,
while theory for ergodic processes is presented in Section 3. Longitudinal data are briefly
considered in Section 4, and high frequency data, both with a fixed and an infinite time
horizon, are discussed in Section 5. All proofs are collected in Section 6.
2 Asymptotics for estimating functions
The general set-up is as follows. We have a measurable space (Ω,F) with a probability
measure P, the true measure, and a family (P(θ))θ∈Θ of probability measures indexed by
Θ ⊆ Rp, the statistical model. Often it is assumed that there exists a θ0 ∈ Θ (called the true
parameter value) such that P = P(θ0), but this need not be the case.
At stage n, we have a set of observations which generates a P–complete σ–field Fn (that
is, Fn is the P–completion of the σ–field F0n generated by those observations.) Taking
the completion simplifies the mathematical formulation of the results below, and it has no
negative consequences from a practical viewpoint since all statements about estimators are
always up to a P-null set. To be consistent, we also suppose that F is P–complete. If
we observe a continuous time stochastic process Xt, then Fn could, for instance, be the
(complete) σ-field generated by the variables Xs for s ∈ [0, tn] for some increasing sequence
tn, or by the variables Xi∆n for i = 0, . . . , n and some ∆n > 0.
An estimating function at stage n is a function (θ, ω) 7→ Gn(θ, ω) that takes its values
in Rp and depends on the statistical parameter θ ∈ Θ and on the observation at this stage,
that is (θ, ω) 7→ Gn(θ, ω) is measurable w.r.t. the product of the Borel σ-field of Θ with Fn.
For convenience, we usually suppress the argument ω in the notation. We get an estimator
θ̂n by solving the estimating equation
Gn(θ) = 0. (2.1)
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For any given ω, this equation may have a unique solution, several solutions, or none, so
we have to be a bit careful. Therefore we give the following formal definition, where δ
denotes a “special” point, which we take to be outside Θ because this is most convenient,
and Θδ = Θ ∪ {δ}.
Definition 2.1 a) The domain of definition of Gn-estimators (for a given n) is the set Dn
of all ω for which Gn(θ, ω) = 0 for at least one θ ∈ Θ.
b) A Gn-estimator, θ̂n, is any Fn–measurable map from Ω into Θδ, such that θ̂n ∈ Θ and
Gn(θ̂n) = 0 on the set Dn and θ̂n = δ on its complement (Dn)
c.
Because Fn is P-complete, the measurable selection theorem implies that An ∈ Fn and
that a Gn–estimator always exists.
In the rest of this paper, Mp denotes the set of all p× p matrices, and Minvp the subset
of all A ∈Mp that are invertible (non–singular). A Gn–estimator is also a BnGn–estimator
for any Bn ∈Minvp , where Bn can depend on the data as well as the parameter. We call the
family of estimating functions of the form BnGn versions of Gn. Since Bn depends on n, the
assumptions about the asymptotic behavior of Gn made in the following can obviously fail
for some versions of Gn, but it is sufficient that a version exists, for which the conditions are
satisfied. All limits below are taken as n→∞.
2.1 Existence and uniqueness of a consistent estimator
The following condition ensures that for n large enough the estimating equation has a solution
that converges to a particular parameter value θ¯. When the statistical model contains the
true model, the estimating function should preferably be chosen such that θ¯ = θ0. It is,
however, useful to include the more general case in the theory. A couple of exemples below
will illustrate why.
Condition 2.2 There exists a parameter value θ¯ ∈ int Θ (the interior of Θ), a neighbour-
hood M of θ¯, and a (possibly random) Rp–valued function G on M , such that the following
holds:
(i) Gn(θ¯)
P→ 0 (convergence in probability under the true measure P) and G(θ¯) = 0.
(ii) For P-almost all ω, G(·, ω) and all Gn(·, ω) are C1 (i.e., continuously differentiable)
on M , and
sup
θ∈M
‖ ∂θGn(θ)− ∂θG(θ) ‖ P→ 0. (2.2)
(iii) The matrix ∂θG(θ¯) is non-singular with P–probability one.
In (2.2) ‖ · ‖ could be any norm on Mp, since any two norms on a finite-dimensional
space are equivalent. However, in the following we will use the operator norm
‖A‖2 = max{|λj| : λj is an eigenvalue of A∗A},
or equivalently ‖A‖ = sup|x|=1 |Ax|. Here and below | · | denotes the Euclidian norm, and A∗
is the transpose of A. The vector θ¯ and the function G(θ) depend on the true probability
measure P. Note that when M is a bounded set, (2.2) implies
sup
θ∈M
|Gn(θ)−G(θ)| P→ 0. (2.3)
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It is not a restriction to assume in Condition 2.2 that M is convex, or even an open or
closed ball centered at θ¯, since M always contains such a ball. Since Gn and G are C
1 on
M outside a P-null set, whereas F is P-complete, the left side of (2.2) is F–measurable.
Moreover, it is not necessary to assume the existence of the function G in the condition,
where ∂θG(θ) can be replaced by a function W (θ) ∈ Mp such that W (θ¯) ∈Minvp . Then the
existence of a G such that ∂θG(θ) = W (θ) and G(θ¯) = 0 follows.
At this point it is not obvious why we do not simply take θ¯ to be equal to the true
parameter value θ0. Before presenting the asymptotic theory, let us therefore present two
simple examples showing that there are situations where quite naturally θ¯ 6= θ0. Note that
the theory below would in no way be simplified by assuming that θ¯ = θ0.
Example 2.3 Suppose we model observations X0, X1, . . . , Xn by the autoregression of order
one
Xi = θXi−1 + ǫi, (2.4)
where the ǫi’s are i.i.d. random variables with mean zero and finite variance, and θ ∈ (−1, 1)
so that X is ergodic. It is natural to estimate θ by minimizing
Hn(θ) = n
−1
n∑
i=1
(Xi − θXi−1)2,
which is minus the logarithm of a Gaussion pseudo-likelihood. This least squares estimator
can be found by solving the estimating equation Gn(θ) = 0, where
Gn(θ) = n
−1
n∑
i=1
Xi−1(Xi − θXi−1).
If our observations are in fact generated by (2.4) with θ = θ0, then Gn(θ0) = n
−1
∑n
i=1Xi−1ǫi
P→ 0 by the law of large numbers for martingales. It is not difficult to see that θ0 is the only
parameter value for which Gn(θ)
P→ 0, so necessarily θ¯ = θ0.
Now assume that our data are actually observations from an autoregression of order two,
i.e. that
Xi = θ1Xi−1 + θ2Xi−2 + ǫi,
where the ǫi’s are as before, and where θ1 and θ2 are such that the observed process X is
ergodic. Thus if θ2 6= 0, our statistical model is misspecified. When this is the case,
Gn(θ) = (θ1 − θ)n−1
n∑
i=1
X2i−1 + θ2n
−1
n∑
i=1
Xi−1Xi−2 + n
−1
n∑
i=1
Xi−1ǫi,
implying that
Gn(θ)
P→ (θ1 − θ)σ2 + θ2ν,
where σ2 and ν are the expectations of X2i and Xi−1Xi under the stationary distribution for
X . We see that necessarily θ¯ = θ1 + θ2ν/σ
2. The least squares estimator converges to θ¯ as
n→∞ when the observed process X is an autoregression of order two. ✷
Example 2.4 As another closely related example, consider the Ornstein-Uhlenbeck process
given by
dXt = −θXtdt+ dWt, θ > 0. (2.5)
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Suppose we have observations X0, X∆, . . . , Xn∆ from (2.5) with θ = θ0. The parameter θ is
often estimated by the least squares estimator obtained by minimizing the function
Hn(θ) = n
−1
n∑
i=1
(Xi∆ − (1− θ∆)X(i−1)∆)2
This is motivated by an Euler discretization and is the same as using the estimating function
Gn(θ) = n
−1
n∑
i=1
X(i−1)∆[Xi∆ − (1− θ∆)X(i−1)∆].
Since Xi∆ = e
−θ0∆X(i−1)∆ + ǫi, where the ǫi’s satisfy the assumptions in Example 2.3, it
follows from this example that (1 − θ¯∆) = e−θ0∆ or θ¯ = (1 − e−θ0∆)/∆. The mean squares
estimator θˆn obtained by solving Gn(θ) = 0 converges to θ¯ as n → ∞. When θ0∆ is small,
θ¯ is close to θ0, but if θ0∆ is large, θ¯ will be very far from θ0. ✷
Condition 2.2 implies that θ¯ is a.s. an isolated zero of G. In view of (2.3), it is intuitively
clear that Gn must have a unique zero near θ¯ when n is sufficiently large. That is the
content of the following theorem. When θ is one-dimensional, it is easy to turn the intuitive
argument into a rigorous proof. When p > 1, this is most easily done using a fixed point
theorem as we shall do in the proof of Theorem 2.5.
A sequence of estimators that converges to a parameter value different from the true
value is usually not called consistent, but to facilitate the discussion, we call a sequence (θ̂n)
of estimators weakly θ¯-consistent if θ̂n
P−→ θ¯ as n→ ∞. If the convergence is almost sure
w.r.t. P, the estimator is called strongly θ¯-consistent.
Since θ̂n takes its values in the “extended” space Θδ, one has to define a metric on this
set in order that the previous convergence makes sense. In Θ it is of course the restriction of
the usual metric on Rp; and we will say that the distance between the extra point δ and any
point in Θ equals 1. Therefore weak θ¯-consistency implies in particular that P(θ̂n = δ)→ 0,
or otherwise formulated: θ̂n solves the estimating equation (2.1) with a probability tending
to one.
Theorem 2.5 Under Condition 2.2 we can find a sequence (θ̂n) of Gn-estimators which is
weakly θ¯-consistent. Moreover this sequence is eventually unique, that is if (θ̂′n) is any other
weakly θ¯–consistent sequence of Gn–estimators, then P(θ̂n 6= θ̂′n)→ 0 as n→∞.
This theorem is proved in Section 6, and a similar proof gives the following result.
Theorem 2.6 Suppose Condition 2.2 holds with almost sure convergence instead of con-
vergence in probability. Then a sequence (θ̂n) of Gn–estimators exists which is strongly
θ¯–consistent.
It is important to observe that so far we have made no assumption about identifiability.
Consequently, although there is a sequence of Gn–estimators that is (weakly or strongly)
θ¯–consistent, there might be other sequences that are not. For example, if G vanishes for
another value θ¯′ and ∂θG(θ¯
′) ∈ Minvp , then there is another sequence of Gn–estimators that
converges to θ¯′. An estimating function with such a property is obviously not of much
practical use. Also, the reader can observe that the construction of θ̂n in the proof of the
previous theorems made use of the value θ¯. Thus this result is a mathematical existence
5
result, and the method can obviously not be used in statistical practice to choose a good
Gn–estimator among several solutions to Gn(θ) = 0 since θ¯ is unknown.
Thus the previous two theorems are powerful technical tools, but to obtain practically
useful results, global properties of the estimating function are needed. Essentially, θ¯ must be
the only root to G(θ) = 0. Global uniqueness results can be obtained when Θ is compact and
when Θ is homeomorphic to Rp (and hence is open). These two cases cover most practical
situations. Recall that Θ is homeomorphic to Rd if there is a bijective bicontinuous mapping
ψ : Θ→ Rp.
When Θ is homeomorphic to Rp, to obtain a global uniqueness result, we must restrict
attention to a class of estimators that are prevented from going to the boundary of Θ.
We define such a class as follows. Pick an arbitrary point ρ ∈ Θ, and define a ρ–centered
Gn–estimator as any Fn–measurable and Θδ-valued variable θ̂ρn such that
θ̂ρn =
{
argmin (d(θ, ρ) : θ ∈ Θ, Gn(θ) = 0) on the set Dn
δ on (Dn)
c,
(2.6)
where d(θ, θ′) = |ψ(θ)−ψ(θ′)| (ψ is the bijection Θ→ Rp), and δ and Dn are as in Definition
2.1. By the measurable selection theorem and the continuity of Gn, such estimators always
exist.
Theorem 2.7 1) If for some neighbourhood M ⊆ Θ of θ¯ we have both (2.3) and that for all
ε > 0, P
(
infM,|θ−θ¯|>ε |G(θ)| > 0
)
= 1, then any sequence θ̂n of Gn–estimators satisfies
P(θ̂n ∈M, |θ̂n − θ¯| > ε)→ 0 for all ε > 0. (2.7)
2) Assume that Condition 2.2 holds for all compact subsets M ⊆ Θ, and that θ¯ ∈ intΘ is
the unique root of the equation G(θ) = 0. Then the conditions in 1) hold for any compact
neighbourhood of θ¯.
(a) Suppose Θ is compact. Then any sequence of Gn–estimators is weakly θ¯–consistent,
and this sequence is eventually unique.
(b) Suppose Θ is homeomorphic to Rp, and choose any ρ ∈ Θ. Then any sequence of ρ–
centered Gn–estimators is weakly θ¯–consistent, and this sequence is eventually unique, in the
sense that if θ̂ρn and θ̂
′ρ′
n are two sequences of, respectively, ρ and ρ
′–centered Gn–estimators,
then P(θ̂ρn 6= θ̂′ρ′n )→ 1.
Note that the asymptotic behavior of θ̂ρn in (b) does not depend on the choice of ρ.
2.2 Rate of convergence and asymptotic distribution
The results in the previous subsection ensure only the existence of a solution converging to
θ¯, but say nothing about the rate of the convergence. To obtain results about the rate, we
need a stronger condition like, for instance, the following.
Condition 2.8 There exists a sequence of positive real numbers an increasing to infinity,
such that the sequence of random variables anGn(θ¯) is stochastically bounded, i.e. such that
for every ε > 0 there exists a K > 0 such that P
(|anGn(θ¯)| > K) < ε for all n.
If the sequence anGn(θ¯) converges in distribution, it is stochastically bounded. The
sequence an can obviously be chosen in many ways. As appears from the following theorem,
the most interesting choice is a sequence that goes to infinity as fast as possible.
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Theorem 2.9 Under Conditions 2.2 and 2.8 there is a sequence (θ̂n) of Gn–estimators such
that
lim
c→∞
sup
n
P
(
|an(θˆn − θ¯)| ≤ c
)
= 1 (2.8)
or in other words the sequence (an|θ̂n− θ¯|) is stochastically bounded. Moreover, any sequence
(θ̂n) of Gn–estimators which is weakly θ¯–consistent satisfies (2.8).
In some cases the coordinates of the estimator θˆn do not all converge to θ¯ at the same rate,
see Section 5. When this happens, rates of convergence follow from the result below on the
asymptotic distribution of Gn–estimators, which can usually be derived from the asymptotic
distribution of the functions Gn and their derivatives, as stated in the next condition.
In that condition we have a p-dimensional variable Z, defined on an extension of the space
(Ω,F ,P). By an extension we mean a triple (Ω¯, F¯ , P¯) with Ω¯ = Ω×Ω′ and F¯ = F ⊗F ′ with
(Ω′,F ′) another measurable space, and P¯ is a probability measure satisfying P¯(A×Ω′) = P(A)
for all A ∈ F . Any variable on Ω or Ω′ is extended in a trivial way as a variable on Ω¯. Then
we say that a sequence Zn of p-dimensional random variables on Ω converges stably in law
to Z if E(Y h(Zn)) → E¯(Y h(Z)) for any bounded variable Y on (Ω,F) and any continuous
bounded function h on Rp, and we write Zn
Lst−→ Z. This automatically implies Zn L−→ Z.
Condition 2.10 There exist a sequence An ∈ Minvp with each entry of A−1n tending to zero,
a random vector Z on an extension of the space, and a randomMp–valued function W , with
W (θ¯) almost surely in Minvp , such that for a neighbourhood M of θ¯ we have the following
two properties:
AnGn(θ¯)
Lst−→ Z, (2.9)
sup
θ∈M
‖An∂θGn(θ)A−1n −W (θ)‖ P→ 0. (2.10)
In particular, this condition implies that(
AnGn(θ¯)
An ∂θGn(θ¯)A
−1
n
)
L−→
(
Z
W (θ¯)
)
. (2.11)
When W (θ¯) is non-random, this is implied by (2.10), plus AnGn(θ¯)
L−→ Z instead of (2.9).
Theorem 2.11 Assume Conditions 2.2 and 2.10 holds, and let θ̂n be a weakly θ¯–consistent
sequence of Gn–estimators. Then
An(θ̂n − θ¯) Lst−→ −W (θ¯)−1Z (2.12)
and
An∂θGn(θˆn)(θ̂n − θ¯) Lst−→ −Z. (2.13)
If the sequence A−1n does not go fast enough to 0, Condition 2.10 may hold with Z = 0,
and (2.12) only gives a rate of convergence which is not sharp. So, this result becomes really
interesting when Condition 2.10 holds with a variable Z that is strongly non-degenerate, in
the sense that the support of its law is not included in any proper linear subspace of Rp.
Quite often Z is, conditionally on F , centered Gaussian with an invertible covariance
matrix V = V (ω). If V is non-random this amounts to having Z independent of F and Gaus-
sian. In the general conditionally Gaussian case, the limit distribution in (2.12) is the normal
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variance-mixture with characteristic function s 7→ E (exp [−12s∗W (θ¯)−1VW (θ¯)∗−1s]) , which
is Gaussian if both V and W (θ¯) are non-random. If one can construct weakly consistent
estimators V̂n for V , in the sense that V̂n
P−→ V and each V̂n is positive definite, then (2.13)
implies that (Ip is the p× p identity matrix):
V̂ −1/2n An ∂θGn(θˆn) (θ̂n − θ¯) L−→ Np(0, Ip),
from which one can easily find confidence regions for the parameter θ¯. This may be difficult
using the non-standard distribution in (2.12).
3 Ergodic processes
In this subsection we consider the case where the observed process is ergodic and present
simple conditions that imply the previous general assumptions. We assume that we have
a sequence of random variables X1, X2, . . . with a measurable state space (D,D), which is
ergodic under the true measure P. By ergodic we here mean that, for every integer r ≥ 1,
there is a probability measure Qr on D
r, such that for any function f : Dr 7→ R that is
Qr–integrable,
1
n
n∑
i=r
f(Xi−r+1, . . . , Xi)
P−→ Qr(f), (3.1)
where Qr(f) denotes the integral of f with respect to Qr. It is a weak form of ergodic-
ity, which encompasses the case where we observe a continuous time Markov process Y at
equidistant time points, i.e. Xn = Yn∆, ∆ > 0. Suppose the state space of Y is a do-
main D ⊆ Rd, and the transition kernels of Y have positive Lebesgue-densities pt(x, y),
so P(Yt ∈ A | Y0 = x) =
∫
A
pt(x, y) dy for all t > 0 and x ∈ D. If Y has a unique in-
variant probability measure µ, and if pt(x, y) is a continuous function of x for all t > 0
and y ∈ D, then (3.1) holds for any initial measure η on D. In this case, as an example,
Q2(dx, dy) = p∆(x, y)µ(dx)dy.
We assume that at stage n we observe the n first variables X1, . . . , Xn, and we consider
estimating functions of the form
Gn(θ) =
1
n
n∑
i=r
g(Xi−r+1, . . . , Xi; θ), (3.2)
where g : Dr ×Θ 7→ Rp is jointly measurable and satisfies the following assumption.
Condition 3.1 There is parameter value θ¯ ∈ intΘ and a neighbourhood N of θ¯ in Θ, such
that:
(1) The function g(θ) : (x1, . . . , xr) 7→ g(x1, . . . , xr; θ) is Qr–integrable for all θ ∈ N , and
Qr
(
g(θ¯)
)
= 0.
(2) The function θ 7→ g(x1, . . . , xr; θ) is C1 on N for all (x1, . . . , xr) in Dr.
(3) For all compact subsets M of N there is a Qr–integrable function g¯M on D
r such that
|∂θg(θ)| ≤ g¯M for all θ ∈ M .
(4) The p× p matrix Qr(∂θg(θ¯)) is invertible.
Note that Condition 3.1 (3) is the property that the function ∂θg(θ) is locally dominated
Qr–integrable for θ ∈ N . This is a traditional condition in the statistical literature.
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Theorem 3.2 Under Condition 3.1, the estimating functions Gn satisfy Condition 2.2 for
any compact subset M ⊆ N and the (non-random) Rp-valued function G(θ) = Qr(g(θ)).
Hence there exists an eventually unique sequence of weakly θ¯–consistent Gn–estimators.
If further N = Θ and θ¯ is the unique root of the function G(θ), then any sequence
θ̂n of Gn–estimators satisfies (2.7) for all compact neighbourhoods M of θ¯. Moreover, if
Θ is compact, then any sequence θ̂n of Gn–estimators is weakly θ¯-consistent, and if Θ is
homeomorphic to Rp, then for any ρ ∈ Θ, any sequence θ̂ρn of ρ-centered Gn–estimators is
weakly θ¯-consistent.
Suppose that we assumed ergodicity in a slightly stronger sense, namely that in (3.1)
the convergence takes place P–almost surely. This is, for instance, the case for a discretely
observed continuous time Markov process that satisfies the conditions given above. Then in
Condition 2.2 we obtain almost sure convergence as well, and by Theorem 2.6 we see that
there exists a sequence of strongly θ¯–consistent Gn–estimators.
Finally, let us assume that the estimating functionsGn also satisfy a central limit theorem:
√
nGn(θ¯) =
1√
n
n∑
i=r
g(Xi−r+1, . . . , Xi; θ¯)
L−→ N(0, V (θ¯)) (3.3)
for some (necessarily non–random) p× p–matrix V (θ¯). Then it follows from Theorem 2.11
that any sequence θ̂n of weakly θ¯–consistent Gn–estimators satisfies
√
n (θ̂n − θ¯) L−→ Np(0, Qr(∂θg(θ¯))−1 V (θ¯)Qr(∂θg(θ¯))∗−1).
4 Longitudinal data
The previous section applies, in particular, when the observations Xi are i.i.d., the situation
for which estimating functions were initially introduced. In this case one naturally takes
r = 1, (3.1) is the usual LLN (with a.s. convergence) and (3.3) the usual CLT. However,
each observation Xi may have a complex structure. An interesting example is longitudinal
data, where each Xi consists of observations of a stochastic process. This kind of data,
that are also referred to as panel data, have received a lot of attention in the statistical
and econometric literature. In this branch of statistics, estimating functions have frequently
been applied. A classical text is Diggle et al. (2002). For applications of diffusion processes
in a longitudinal data context, see Pedersen (2000) and Bibbona and Ditlevsen (2012).
As an example, we consider the case where the Xi’s are n independent copies of a dis-
cretely observed stationary Markov process Y . More specifically, we have a state space
D, and for each θ a stationary Markov process Y θ with transition semi-group (P θt )t≥0 and
stationary initial distribution µθ. The ith longitudinal observation is Xi = (Y
i
j∆ : j =
0, 1, . . . , m), where ∆ > 0, m is a fixed integer, and Y 1, . . . , Y n are i.i.d. copies of Y θ0 , where
θ0 is the true parameter value.
We consider the estimating function
Gn(θ) =
1
n
n∑
i=1
m∑
j=1
h(Y i(j−1)∆, Y
i
j∆; θ),
where h is a measurable function on D2 ×Θ which satisfies∫
D
h(x1, x2; θ)P
θ
∆(x1, dx2) = 0 (4.1)
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for all θ ∈ Θ and all x1 ∈ D. This means that the inner sum defines a martingale estimating
function for the ith Markov process. In contrast to the previous section, m is here fixed,
and we exploit the martingale property only to compute the limiting variance. Below,
Q(dx1, dx2) = µ
θ0(dx1)P
θ0(x1, dx2) is the law of (Y
1
0 , Y
1
∆) under the true measure. Besides
(4.1), we impose the following condition on h:
Condition 4.1
(1) The function h(θ) : (x1, x2) 7→ h(x1, x2; θ) is square–integrable with respect to Q for all
θ ∈ Θ.
(2) The function θ 7→ h(x1, x2; θ) is C1 for all (x1, x2) ∈ D2.
(3) For all compact subsets M of Θ there is a Q–integrable function h¯M on D
2 such that
|∂θh(θ)| ≤ h¯M for all θ ∈M .
(4) The p× p matrix Q(∂θh(θ0)) is invertible.
This seems identical to Condition 3.1 with r = 2 and θ¯ = θ0 (Q(h(θ0)) = 0 follows from
(4.1)), but the meaning of Q here is quite different from the meaning of Q2 in that condition.
Theorem 4.2 Under Condition 4.1 there exists a sequence θ̂n of strongly consistent Gn–
estimators, eventually unique and satisfying (as n→∞)
√
n (θ̂n − θ0) L−→ Np(0, m−1 V (θ0)), (4.2)
where V (θ0) = (Q(∂θh(θ0)))
−1Q(h(θ0) h(θ0)
∗) (Q(∂θh(θ0)))
⋆−1.
If further Q(g(θ)) 6= 0 for all θ 6= θ0, then any sequence θ̂n of Gn–estimators satisfies
(2.7) with θ¯ = θ0 for all compact neighbourhoods K of θ0. Moreover, if Θ is compact, then
any sequence θ̂n of Gn–estimators satisfies (4.2), and if Θ is homeomorphic to R
p, then for
any ρ ∈ Θ and any sequence θ̂ρn of ρ–centered Gn–estimators satisfies (4.2).
5 High frequency observation of a diffusion
In this section we present examples which illustrate that it is necessary to allow the limiting
functions in Conditions 2.2 and 2.10 to be random, and that it is necessary to allow different
rates of convergence for the coordinates of the estimators.
For each value θ = (α, β) in a subset Θ = A×B of R2, we consider the one–dimensional
diffusion process given by the stochastic differential equation
dXθt = a(X
θ
t , α) dt+ b(X
θ
t ; β) dWt, X
θ
0 = x0, (5.1)
with W a standard Wiener process on a filtered probability space (Ω,F , (Ft)t≥0,P), where
F is the P–completion of ∨t>0 Ft and (Ft) the filtration generated by W .
We observe X = Xθ0 at the times i∆n, i = 0, 1, . . . , n, for the true parameter value
θ0 = (α0, β0), and we assume that ∆n → 0 as n→∞. Thus we have observation in the time
interval [0, Tn] only, where the total time span is Tn = n∆n. Since X0 is observed, it is no
restriction to assume that the starting point is a non-random number x0, independent of θ.
We make the following smoothness assumptions on the coefficients. These could be
substantially weakened, at the price of more complex proofs. That the state space is the
entire set R could also be relaxed.
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Assumption 5.1
(1) The function b is C3 on R × B, and all its derivatives are of polynomial growth in x,
uniformly in β ∈ K for all compact subsets K ⊆ B.
(2) The function a is C2 on R × A, and all its derivatives are of polynomial growth in x,
uniformly in α ∈ K for all compact subsets K ⊆ A.
(3) The functions a(·;α) and b(·; β) are globally Lipschitz for all θ = (α, β).
(4) infx∈R, β∈K b(x; β) > 0 for all compact subsets K ⊆ B.
This implies in particular that (5.1) has a unique strong solution, which is Markov, and
also that for any m ≥ 0, t ≥ 0 and any compact subset K ⊆ Θ:
sup
θ∈K, 0≤∆≤1
∆−m/2 E( sups∈[0,∆] |Xθt+s −Xθt |m | Ft) <∞. (5.2)
The situation is quite different when Tn ≡ T for some fixed T > 0 and when Tn →∞ as
n→∞. Below, we consider these two cases.
5.1 Fixed time span
When Tn ≡ T , it is well known that the drift cannot be estimated consistently, so we consider
only estimation of the second component β of the parameter θ. In other words, the set A
consists of a single point, or a(x, α) = a(x) does not depend on a parameter. The drift
coefficient still satisfies the relevant conditions in Assumption 5.1, but it may be unknown
(the estimating functions (5.3) does not depend on a), so we are solving a semi-parametric
problem.
With the notation c(x, β) = b(x, β)2 and ∆niX = Xi∆n − X(i−1)∆n , a simple estimating
function for β, which yields the estimator proposed by Genon-Catalot and Jacod (1993), is
given by
Gn(β) =
n∑
i=1
∂βc(X(i−1)∆n ; β)
c(X(i−1)∆n ; β)
2
(
(∆niX)
2 −∆n c(X(i−1)∆n ; β)
)
. (5.3)
Theorem 5.2 Suppose Tn ≡ T and that Assumption 5.1 and the identifiability condition∫ T
0
|∂θb(Xt, β0)| dt > 0 outside a P-null set hold. Then the estimating function Gn satisfies
the Conditions 2.2 and 2.10 with θ¯ = θ0 = β0, any compact subset M ⊆ B and the random
functions
G(β) =
∫ T
0
∂βc(Xt; β)
c(Xt; β)2
(c(Xt; β0)− c(Xt; β)) dt, (5.4)
W (β) = ∂βG(β) =
∫ T
0
[
∂β
(∂βc(Xt; β)
c(Xt; β)2
)
(c(Xt; β0)− c(Xt; β))− (∂βc(Xt; β))
2
c(Xt; β)2
]
dt. (5.5)
Moreover, An =
√
n and Z is a random variable which conditionally on F is centered
Gaussian with variance −2T W (β0).
Suppose further that G(β) 6= 0 for all β 6= β0, then any sequence β̂n of Gn–estimators
satisfies (2.7) with θ̂n = β̂n and θ¯ = β0 for all compact neighbourhoods K of β0. Moreover,
if B is compact, then any sequence β̂n of Gn–estimators satisfies (2.12) and (2.13), and if
B is an open (finite or infinite) interval, then for all ρ ∈ B, any sequence β̂ρn of ρ–centered
Gn–estimators satisfies (2.12) and (2.13).
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The estimator studied here is efficient and has the optimal rate of convergence, see Gobet
(2001). A general theory for approximate martingale estimating functions when Tn ≡ T
can be found in Jakobsen and Sørensen (2017). Another general class of estimators was
investigated in Genon-Catalot and Jacod (1993).
5.2 Time span going to infinity
Now, we assume that Tn → ∞, so drift parameters can be consistently estimated, and we
consider the full parameter space Θ = A×B. We need the following ergodicity assumption.
Assumption 5.3 Under the true parameter value θ0 the solution of (5.1) is ergodic, in the
sense that there is a probability measure µθ0 on R (necessarily an invariant measure for the
Markov process Xθ0) such that any µθ0–integrable function f satisfies
1
n
n∑
i=0
f(Xθ0i∆n)
P−→ µθ0(f). (5.6)
Moreover, supt>0 E(|Xθ0t |m) <∞ for all m ≥ 0, and hence
∫ |x|m µθ0(dx) <∞ as well.
Let us also state an identifiability assumption.
Assumption 5.4 We have
∫
R
|∂βb(x, β0)|µθ0(dx) > 0 and
∫
R
|∂αa(x, α0)|µθ0(dx) > 0.
We use the two-dimensional estimation function Gn = (G
1
n, G
2
n) given for θ = (α, β) by
G1n(θ) =
1
Tn
n∑
i=1
∂αa(X(i−1)∆n ;α)
c(X(i−1)∆n ;β)
(
∆niX −∆n a(X(i−1)∆n ;α)
)
G2n(θ) =
1
Tn
n∑
i=1
∂βc(X(i−1)∆n ;β)
c(X(i−1)∆n ;β)
2
(
(∆niX)
2 −∆n c(X(i−1)∆n ; β)
)
.
(5.7)
Note that G2n equals the estimating functions (5.3).
Theorem 5.5 Suppose Tn → ∞ and n∆2n → 0, and that Assumptions 5.1, 5.3 and 5.4
hold. Then the estimating function Gn given by (5.7) satisfies Conditions 2.2 and 2.10 for
any compact subset M ⊆ Θ and with θ¯ = θ0, An = diag(
√
Tn,
√
n), and the non-random
functions
G1(θ) =
∫
R
∂αa(x;α)
c(x; β)
(a(x;α0)− a(x;α))µθ0(dx),
G2(θ) =
∫
R
∂βc(x; β)
c(x; β)2
(c(x; β0)− c(x; β))µθ0(dx)
W 11(θ) = ∂αG
1(θ) =
∫
R
[
∂α
(∂αa(x;α)
c(x; β)
)
(a(x;α0)− a(x;α))− (∂αa(x;α))
2
c(x; β)
]
µθ0(dx)
W 22(θ) = ∂βG
2(θ) =
∫
R
[
∂β
(∂βc(x; β)
c(x; β)2
)
(c(x; β0)− c(x; β))− (∂βc(x; β))
2
c(x; β)2
]
µθ0(dx)
W 12(θ) = ∂βG
1(θ) = −
∫
R
∂αa(x;α) ∂βc(x; β)
c(x; β)2
(a(x;α0)− a(x;α))µθ0(dx)
W 21(θ) = ∂αG
2(θ) = 0,
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and with Z = (Z1, Z2) a two-dimensional variable independent of F , where Z1 and Z2 are
independent centered Gaussian with variances −W 11(θ0) and −W 22(θ0).
Suppose further that G(θ) 6= 0 for all θ 6= θ0, then any sequence θ̂n of Gn–estimators
satisfies (2.7) with θ¯ = θ0 for all compact neighbourhoods K of θ0. Moreover, if Θ is compact,
then any sequence θ̂n of Gn–estimators satisfies (2.12) and (2.13), and if Θ is homeomorphic
to R2, then for all ρ ∈ Θ, any sequence θ̂ρn of ρ–centered Gn–estimators satisfies (2.12) and
(2.13).
The estimator studied here is efficient and has an optimal rate of convergence, see Gobet
(2002). A general theory for approximate martingale estimating functions for diffusion pro-
cesses under the asymptotic scenario considered in this subsection can be found in Sørensen
(2017).
6 Proofs
The proof of Theorem 2.5 is based on the fixed point theorem for contractions. A mapping
f from a subset M of Rp into Rp is called a contraction if there exists a constant C ∈ (0, 1),
called a contraction constant, such that |f(x)−f(y)| ≤ C|x−y| for all x, y ∈M . A proof of
the following lemma can for instance be found at page 229 in Loomis and Sternberg (1968).
Below, B¯r(x) is the closed ball of R
p with radius r and center x.
Lemma 6.1 Let f : B¯r(x0) 7→ Rp be a contraction such that |f(x0) − x0| ≤ (1 − C)r,
where C is the contraction constant. Then f has a unique fixed point x (i.e., f(x) = x) in
B¯r(x0), which is the limit of the sequence xn started at x0 and defined by induction through
xn+1 = f(xn).
Specifically, the fixed point theorem is used to prove the following lemma.
Lemma 6.2 Let f be a differentiable mapping from a closed subset M of Rp into Rp, and
let A ∈Minvp . Define λ = 12‖A−1‖−1. If
‖∂xf(x)− A‖ ≤ λ
on a ball B¯r(x0) ⊆ M , then any point y in B¯λr(f(x0)) is the image y = f(x) of a unique
point x in B¯r(x0).
Proof. Choose y ∈ B¯λr(f(x0)) and define the function φ(x) = x + A−1(y − f(x)). It is
sufficient to prove that φ has a unique fixed point in B¯r(x0). Since ∂xφ(x) = I −A−1∂xf(x)
for all x ∈ B¯r(x0), it follows that
‖∂xφ(x)‖ ≤ ‖A−1‖‖A− ∂xf(x)‖ ≤ 12 .
Thus φ is a contraction on B¯r(x0) with contraction constant 1/2. Since
|φ(x0)− x0| = |A−1(y − f(x0))| ≤ ‖A−1‖λr = r/2,
the result follows from the previous lemma. ✷
Proof of Theorem 2.5. 1) Let us introduce the random variables
Λ = 12‖∂θG(θ¯)−1‖−1,
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Y (ε) = sup
θ:|θ−θ¯|≤ε
‖∂θG(θ)− ∂θG(θ¯)‖,
Zn = sup
θ∈M
‖∂θGn(θ)− ∂θG(θ)‖,
which are F–measurable (because F is P-complete), and also the F–measurable sets
Cn,ε =
{
Y (ε) ≤ 12Λ
} ∩ {Zn ≤ 12Λ} ∩ {|Gn(θ¯)| ≤ Λε} .
On the set Cn,ε we have Y (ε) + Zn ≤ Λ, hence ‖∂θGn(θ) − ∂θG(θ¯)‖ ≤ Λ whenever
|θ − θ¯| ≤ ε, and also |Gn(θ¯)| ≤ Λε. Thus for any given ω in Cn,ε we can apply Lemma 6.2
with f = Gn and λ = Λ and A = ∂θG(θ¯) and r = ε, to get
ω ∈ Cn,ε ⇒ there is a unique θn,ε(ω) ∈ B¯ε(θ¯) with Gn(θn,ε(ω), ω) = 0. (6.1)
Moreover by Lemma 6.1 and the proof of Lemma 6.2, for each ω ∈ Cn,ω we have θn,ε = limp zp
for the sequence defined inductively by z0 = θ¯ and zp+1 = zp − ∂θG(θ¯)Gn(zp). Hence θn,ω
(restricted to Cn,ε) is Fn–measurable.
2) Let us now prove the existence of a sequence εn ↓ 0 which satisfies
P(Cn,εn) → 1. (6.2)
For this, we first recall the well known fact that a sequence of real–valued variables Vn goes
to 0 in probability if and only if there is a sequence εn ↓ 0 such that P(|Vn| ≥ εn)→ 0.
Condition 2.2 yields P(Λ > 0) = 1 and Gn(θ¯)
P→ 0 and Zn P→ 0 and lim supε→0 Y (ε) = 0
almost surely. Hence Gn(θ¯)/Λ
P→ 0 and Zn/Λ P→ 0 and lim supε→0 Y (ε)/Λ = 0 almost
surely, and we deduce that, for some sequence εn ↓ 0,
P(Cn,εn) ≥ 1− P
(
Y (εn)/Λ >
1
2
)− P (Zn/Λ > 12)− P (|Gn(θ¯)|/Λ > εn) → 1, (6.3)
which yields (6.2).
3) Now we are ready to prove the existence of a weakly θ¯–consistent sequence θ̂n of Gn–
estimators. First, we choose arbitrary Gn–estimators θ̂
′
n, which are known to exist. Then,
with εn as above, we define θ̂n to be equal to θn,εn on the set Cn,εn and to θ̂
′
n on the complement
of this set. This gives us an Fn-measurable variable θ̂n, whose weak θ¯–consistency readily
follows from the fact that |θn,εn − θ¯| ≤ εn, plus εn → 0 and (6.2).
4) It remains to prove the last claim. We assume that we have two sequences (θ̂n) and (θ̂
′
n)
of Gn–estimators, both of them weakly θ¯-consistent, and we want to prove P(θ̂n 6= θ̂′n)→ 0.
Since θ̂n − θ¯ and θ̂′n − θ¯ go to 0 in probability, we can find a sequence εn ↓ 0 such that (6.2)
holds, together with
P(|θ̂n − θ¯| ≥ εn) → 0, P(|θ̂′n − θ¯| ≥ εn) → 0. (6.4)
Since both θ̂n and θ̂
′
n solve the estimating equation Gn(θ) = 0 when this equation has
a solution, we readily deduce from (6.1) that on the set Cn,εn and if |θ̂n − θ¯| ≤ εn and
|θ̂′n − θ¯| ≤ εn, then necessarily θ̂n = θ̂′n. Hence P(θ̂n 6= θ̂′n)→ 0 follows from (6.2) and (6.4).
✷
Proof of Theorem 2.7. By d we denote the Euclidean distance, except in case 2 (b) where d
denotes the distance used in (2.6). In both cases d(θ, δ) = 1 for all θ ∈ Θ by convention. For
14
any neighbourhoodM ⊆ Θ of θ¯ and ε ∈ (0, 1), we define Z(M)n = supθ∈M |Gn(θ)−G(θ)| and
Y (M, ε) = infθ∈M,d(θ,θ¯)>ε |G(θ)|. Under the assumptions in 1), Y (M, ε) > 0 and Z(M)n P−→
0, so as n→∞:
P(Z(M)n < Y (M, ε)) → 1. (6.5)
Because {θ̂n ∈M} ⊆ {Z(M)n ≥ |G(θ̂n)|}, then any sequence θ̂n of Gn–estimators satisfies
d(θ̂n, θ¯) ≤ ε on the set {θ̂n ∈M} ∩ {Z(M)n < Y (M, ε)}. (6.6)
This implies the conclusion in 1).
The conditions in 2) obviously implies that the conditions in 1) hold for any compact
neighbourhood of θ¯. In case (a), (6.5) and (6.6) with M = Θ, plus the facts that {θ̂n ∈
Θ} = Dn and P(Dn) → 1 by Theorem 2.5, yield the weak θ¯-consistency of θ̂n. In case (b),
choose a weakly θ¯–consistent sequence θ̂n of Gn–estimators (which exists by Theorem 2.5),
thus P(Bε,n) → 1, where Bε,n = Dn ∩ {d(θ̂n, θ¯) ≤ ε}. Moreover d(θ̂ρn, ρ) ≤ d(θ̂n, ρ) by (2.6),
hence θ̂ρn ∈Mε on the set Bε,n, where Mε is the compact set {θ ∈ Θ : d(θ, ρ) ≤ d(θ¯, ρ) + ε}.
Then (6.5) and (6.6) with M = Mε and θ̂
ρ
n imply P(d(θ̂
ρ
n, θ¯) > ε) → 0, hence the weak
θ¯–consistency of θ̂ρn. Finally, in both cases, the eventual uniqueness follows from Theorem
2.5. ✷
Proof of Theorem 2.9. Since each variable an|θ̂n− θ¯| is finite–valued (recall the convention
that |θ̂n − θ¯| = 1 when θ̂n = δ), it is well known that (2.8) is in fact equivalent to the
apparently weaker requirement that
lim
c→∞
lim sup
n
P
(
|an(θˆn − θ¯)| ≤ c
)
= 1. (6.7)
We take for θ̂n the estimator constructed in Theorem 2.5, and in the following we use
the notation of the proof of this theorem. Condition 2.8 yields that for any ε > 0 there is a
K > 0 such that P(|Gn(θ¯)| > KΛ/an) ≤ ε for all n. Then (6.3) and the fact that Y (η)→ 0
as η → 0 and that Zn → 0 as n→∞, in probability, yield that
lim inf
n
P(Cn,K/an) ≥ 1− ε. (6.8)
Moreover, with the sequence εn constructed in part 3 of the proof of Theorem 2.5, we know
that on Cn,εn we have |θ̂n − θ¯| ≤ εn. Hence by (6.1) we necessarily have |θ̂n − θ¯| ≤ K/an as
well on the intersection Cn,εn ∩ Cn,K/an. Then, combining (6.2) and (6.8), we deduce that
lim inf
n
P(|θ̂n − θ¯| ≤ K/an) ≥ 1− ε
and, since ε > 0 is arbitrary, (6.7) readily follows.
Finally, the last claim follows from the eventual uniqueness proved in Theorem 2.5. ✷
Proof of Theorem 2.11. By shrinking M if necessary, we may suppose that M is convex.
Define Cn = {θ̂n ∈M}. By the weak θ¯-consistency we have P(Cn)→ 1, and the mean value
theorem yields that on Cn
Gn(θ̂n)−Gn(θ¯) = ∂θG˜n(θ̂n − θ¯).
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Here ∂θG˜n is the p×p–matrix whose jkth entry is ∂θGn(θ(j)n )jk, where each θ(j)n is a (random)
convex combination of θ̂n and θ¯. Observe that
‖An ∂θG˜nA−1n −W (θ¯)‖ ≤ p
(
sup
θ∈M
‖An ∂θGn(θ)A−1n −W (θ)‖+ sup
θ: |θ−θ¯|≤|θ̂n−θ¯|
‖W (θ)−W (θ¯)‖
)
on Cn. Hence An ∂θG˜nA
−1
n
P−→ W (θ¯) because W is a.s. continuous and θ̂n is weakly θ¯-
consistent. Therefore, on the set Cn ∩ {An ∂θG˜nA−1n is invertible} (the probability of which
goes to 1) we have Gn(θ̂n) = 0 and thus
An(θ̂n − θ¯) = −(An ∂θG˜nA−1n )−1AnGn(θ¯)
= −W (θ¯)−1AnGn(θ¯) + UnAnGn(θ¯),
where Un
P−→ 0. In view of (2.9), this yields (2.12), and since the convergence is stable and
An ∂θGn(θ̂n)A
−1
n
P−→W (θ¯), (2.13) also follows. ✷
Proof of Theorem 3.2. Define G(θ) = Qr(g(θ)). Our hypotheses on g, the dominated
convergence theorem (implying in particular ∂θG(θ)) = Qr(∂θg) when θ ∈ N) and (3.1)
clearly yield all requirements of Condition 2.2, except (2.2).
For proving (2.2), we first deduce from (3.1) and ∂θG(θ) = Qr(∂θg) that, for any θ ∈ N ,
∂θGn(θ)
P−→ ∂θG(θ). (6.9)
Next, we define for η > 0 a function kη on D
r and a real number αη by
kη(x1, . . . , xr) = sup
θ,θ′∈M :|θ′−θ|≤η
‖∂θg(x1, . . . , xr; θ′)− ∂θg(x1, . . . , xr; θ)‖
αη = sup
θ,θ′∈M :|θ′−θ|≤η
‖∂θG(θ′)− ∂θG(θ)‖.
By (2) of Condition 3.1 the functions θ 7→ ∂θg(s1, . . . , xr; θ) are uniformly continuous on the
compact set M , hence (3) of this Condition and the dominated convergence theorem yield
Qr(kη)→ 0 as η → 0. The function ∂θG(θ) is continuous on the compact set M , so αη → 0.
By the finite covering property of the compact set M , for any η > 0, we have a partition
of l(η) nonempty subsets Mj of M with diameters less than η. For each j = 1, . . . , l(η) we
choose a point θj ∈Mj , and we set
Bnη =
l(η)∑
j=1
‖∂θGn(θj)− ∂θG(θj)‖, Znη =
1
n
n∑
i=r
kη(Xi−r+1, . . . , Xi).
Recalling that ∂θGn(θ) equals
1
n
∑n
i=r ∂θg(Xi−r+1, . . . , Xi; θ), we see that
θ ∈Mj ⇒ ‖∂θGn(θ)− ∂θG(θ)‖ ≤ ‖∂θGn(θj)− ∂θG(θj)‖+ Znη + αη,
hence
sup
θ∈M
‖∂θGn(θ)− ∂θG(θ)‖ ≤ Bnη + Znη + αη, (6.10)
By (3.1) and (6.9) we have Znη
P−→ Qr(kη) and Bnη P−→ 0, both as n→∞ and for any fixed
η. Thus, for any ε > 0 we can choose first η > 0 and secondly n0 large enough to have
αη ≤ ε, Qr(kη) ≤ ε, n ≥ n0 ⇒ P(Bnη > ε) + P(Znη > Qr(kη) + ε) ≤ ε.
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From this and (6.10), we readily deduce the following, which gives us (2.2):
P( sup
θ∈M
‖∂θGn(θ)− ∂θG(θ)‖ > 4ε) ≤ ε.
The second part of the theorem follows readily from Theorem 2.7.
✷
Proof of Theorem 4.2. Let Q˜ denote the law of (Y θ00 , . . . , Y
θ0
m∆) on D
m+1. With
g(x; θ) =
m∑
j=1
h(y(j−1), xj ; θ) for x = (y0, . . . , ym) ∈ Dm+1
we have Gn(θ) =
1
n
∑n
i=1 g(Xi; θ). Our hypotheses readily imply that g satisfies Condition
3.1 with N = Θ, θ¯ = θ0, r = 1 and Q1 = Q˜. The Xi’s are i.i.d. and hence satisfy (3.1)
with almost sure convergence. Thus the existence of strongly consistent, eventually unique
Gn–estimators and the last part of the theorem follow from Theorem 3.2 and the comments
which follow it. Note that (2.2) for a compact neighbourhood M of θ0 also follows, with
G(θ) = Q˜(g(θ)) = mQ(h(θ)).
The central limit theorem for i.i.d. variables yields (2.9) with θ¯ = θ0 and An =
√
n Ip (Ip
is the identity matrix), where Z is independent of F and centered Gaussian with covariance
matrix V (θ0) = Q˜(g(X1; θ0)g(X1; θ
∗
0)), which by (4.1) is equal tomQ(h(θ0)h(θ0)
∗). Moreover
(2.2) and An =
√
n Ip imply (2.10) with W (θ) = ∂θG(θ) = mQ(∂θh(θ)). Now (4.2) follows
from Theorem 2.11, and the last statements follow from Theorem 2.7. ✷
Proof of Theorem 5.2. 1) Below, M ⊆ B is a fixed compact subset, and C is a generic
constant. In view of Assumption 5.1 and of (5.2), the following estimates are classical (and
easy to derive: use Itoˆ’s formula applied to X2W and to c(X ; β0) for the third one).
|E((∆niX)2 | F(i−1)∆n)−∆nc(X(i−1)∆n ; β0)| ≤ C∆2n(1 + |X(i−1)∆n |C)
E(|∆niX|2m | F(i−1)∆n) ≤ Cm∆mn (1 + |X(i−1)∆n |Cm)
|E((∆niX)2∆niW | F(i−1)∆n)| ≤ C∆2n(1 + |X(i−1)∆n |C).
Then, setting
f(x, β) =
∂βc(x; β)
c(x; β)2
(c(x; β0)− c(x; β))
ζ(β)ni =
∂βc(X(i−1)∆n ; β)
c(X(i−1)∆n ; β)
2
((∆niX)
2 −∆nc(X(i−1)∆n ; β)),
(ζ(β)ni is the ith summand in (5.3)), we deduce for all β ∈M and m = 0, 1:∣∣∣E(∂mβ ζ(β)ni | F(i−1)∆n)−∆n∂mβ f(X(i−1)∆n ; β)∣∣∣ ≤ C∆2n(1 + |X(i−1)∆n |C) (6.11)
E(|∂mβ ζ(β)ni |2 | F(i−1)∆n) ≤ C∆2n(1 + |X(i−1)∆n |C) (6.12)
E( supβ∈M |∂2βζ(β)ni | | F(i−1)∆n) ≤ C∆n(1 + |X(i−1)∆n |C) (6.13)∣∣∣E((ζ(β0)ni )2 | F(i−1)∆n)− 2∆2n (∂βc(X(i−1)∆n ; β0))2c(X(i−1)∆n ; β0)2
∣∣∣ ≤ C∆3n(1 + |X(i−1)∆n |C) (6.14)
E(|ζ(β0)ni |4 | F(i−1)∆n) ≤ C∆4n(1 + |X(i−1)∆n |C) (6.15)∣∣∣E(ζ(β0)ni∆niW | F(i−1)∆n)∣∣∣ ≤ C∆2n(1 + |X(i−1)∆n |C) (6.16)
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2) Define G and W by (5.4) and (5.5). Then G(β0) = 0, the C
1 property of Gn and G are
obvious, W (β) = ∂βG(β), and the identifiability condition implies W (β0) < 0 a.s. We have
∆n = T/n, hence (6.11) and (6.12) for m = 0, 1 plus Riemann integration yield Gn(β0)
P−→ 0
and ∂βGn(β)
P−→ W (β). Inequality (6.13) implies that β 7→ ∂βGn(β)) is Lipschitz on M
with a (random) Lipschitz coefficient that is integrable. This together with the pointwise in
β convergence in probability implies by standard tightness arguments that (2.2) and (2.10)
with An =
√
n hold.
By Theorem IX.7.28 of Jacod and Shiryaev (2003) plus again Riemann integration, (2.9)
is a straightforward consequence of (6.11) with m = 0 and β = β0, plus (6.14)–(6.16). Hence,
we have proved that Conditions 2.2 and 2.10 hold, and the last claim follows from Theorem
2.7. ✷
Proof of Theorem 5.5. Let us denote by ζ ′j(θ)ni the ith summands in the definition (5.7)
of Gjn(θ), j = 1, 2. We also define for θ = (α, β)
f˜(x, θ) =
∂αa(x;α)
c(x, β)
(a(x;α0)− a(x;α))
and observe that
|E(∆niX | F(i−1)∆n)−∆na(X(i−1)∆n ;α)| ≤ C∆2n(1 + |X(i−1)∆n |C).
Then for all θ ∈M (with M a compact subset of Θ) and m = 0, 1 we have∣∣∣E(∂mθ ζ ′1(θ)ni | F(i−1)∆n)− ∆nTn ∂mθ f˜(X(i−1)∆n ; θ)
∣∣∣ ≤ C∆2n
Tn
(1 + |X(i−1)∆n |C)
E(|∂mθ ζ ′1(θ)ni |2 | F(i−1)∆n) ≤ C
∆n
T 2n
(1 + |X(i−1)∆n |C)
E( supθ∈M |∂2θζ ′1(θ)ni | | F(i−1)∆n) ≤ C
∆n
Tn
(1 + |X(i−1)∆n |C)∣∣∣E((ζ ′2(θ0)ni )2 | F(i−1)∆n)− ∆nT 2n (∂αa(X(i−1)∆n ;α))
2
c(X(i−1)∆n ; β)
∣∣∣ ≤ C∆2n
T 2n
(1 + |X(i−1)∆n |C)
E(|ζ ′1(θ0)ni |4 | F(i−1)∆n) ≤ C
∆2n
T 4n
(1 + |X(i−1)∆n |C)
|E((ζ ′1(θ0)ni ζ ′2(θ0)ni | F(i−1)∆n)| ≤ C
∆2n
T 2n
(1 + |X(i−1)∆n |C).
Since ζ ′2(θ)ni = ζ(β)
n
i /Tn, the variables ζ
′1(θ)ni satisfy (6.11)–(6.16), after normalization by
an appropriate power of Tn.
At this stage, the proof follows the scheme of the previous proof, except that we use
the law of large numbers (5.6) instead of the convergence of Riemann sums (we leave the –
tedious – details to the reader). In particular, (2.9) is a consequence of classical convergence
results, for which we do not need the analogue of (6.16) because in the ergodic case the limit
Z in (2.9) is automatically independent of F . Hence, Conditions 2.2 and 2.10 hold, and the
last claim follows from Theorem 2.7. ✷
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