Abstract -A method for the correction of electroluminescence (EL) images of PV devices is presented. This includes a camera calibration based on focus, dark current, flat field and lens distortion as well as artefact removal, including single-timeeffects and erroneous pixels. Image correction allows EL images taken with different systems or perspectives to be normalized and used for quantitative analysis. Results include an image correction of a 4x9 cell module, imaged in different perspective positions. After correction, intensity difference and positional error were found to be less than 1%, respective 2%.
I. INTRODUCTION
Spatial resolved electroluminescence (EL) imaging of PV devices is a fast and easy applicable measurement method. It was first proposed by Fuyuki et al. [1] . Since then it has become a standard measurement tool for industry and academia. Is was found suitable for qualitative analysis including identification of shunts, pre-breakdown sites, cracks, broken fingers and interconnectors. Quantitative analysis is also possible for effects such as diffusion length, local voltage and series resistance mapping for cells [2] [3] [4] [5] as well as modules [6, 7] .
The analysis of EL images and similarly photoluminescence images requires dedicated and specialized software. For common image processing problems such as geometric measurements, filtering and edge detection a Java based open source program, imageJ, is used frequently [8] [9] [10] . Others have created own routines based on MATLAB [11] or LabView [12, 13] . These software tools are very useful but common imaging artefacts are often not corrected, limiting comparability between different setups and even different relative positions of the sample and the camera.
The scope of image processing on EL/PL images can be separated into the following problems:
Images correction Automated detection of material/electrical defects (e.g. cracks) [14] [15] [16] [17] Prediction of electrical properties e.g. localized series resistance and saturation current [11, 18, 19] Programs incorporating these features can be also used to evaluate the state/quality of the PV device. Only few programs have their own graphical user interface (GUI) [15] and are commercially available [16, 19, 20] .
However, for EL applications no software tool could be found dedicated to camera calibration and the removal of EL signal distortions, essential for quantitative analysis and interlab comparison. This was the motivation for creating an individual software solution, called dataArtist.
II. IMAGE CORRECTION OVERVIEW
To correct EL images, related distortions have to be removed. For this an image correction routine was implemented (Fig. 1) . It uses two EL images as well as a dedicated camera calibration file. The routine sequence is chosen in order for distortions not to impair following steps. 
III. BEST FOCUS DETERMINATION
Many EL camera systems use a manual focus where the best sharpness is estimated through subjective comparison of images at different focus levels. In order to find the optimum focus, a parameter qualifying the focus level can be helpful. Pertuz et al. compares various focus measure operators towards their robustness to noise, image contrast, saturation and window size for 3d reconstruction from a single image [21] . He concludes that Laplacian based operators have the best all over performance but also that the operator performance depends strongly on the imaging setup. A selection of four promising parameters was chosen from this source for application on EL images. Two different CCD cameras (A, B) and four different PV technologies were compared. The focus level was manually changed to obtain 9-13 focal points before and behind the image plane. A sharp image was expected to be at position 5-7. Lower or higher positions should blur the image increasingly. The comparison ( The trend of the absolute Tenengrad for all different focus levels ( Fig. 2a) is exemplary shown in Fig. 3 . The value range differs for the examined images and the chosen focus parameter. Therefore, these parameters cannot be used to calculate the absolute image sharpness. For this the point spread function (PSF) has to be measured as detailed in Section VIII. IV. SINGLE-TIME-EFFECT REMOVAL Single time effects (STE) are caused by cosmic high energy radiation interacting with the cameras CCD array. They can be seen as small spots or straight to curvy lines within an EL image. Their visibility increases with increasing exposure time and decreasing junction voltage of the device. Depending on their occurrence in EL or background image the spots will be brighter or darker than the EL signal. Especially in the latter case, they can be easily confused with cell defects such as shunts. Because of their random occurrence and distribution within images, their probability to occur twice at the same position is negligible. STE statistics and removal using a conditional minimum is detailed in [23] . 
V. DARK CURRENT REMOVAL
Removal of environmental stray light and dark current (thermal noise and defective pixels) is often done through subtracting an EL image by an image of the same setup and exposure time under open circuit. [7, 13, [24] [25] [26] These background images are prone to noise and STE decreasing the quality of EL images after subtraction. For consistent light conditions, both problems can be significantly reduced by taking at least two background images for different exposure times as input to solve ( ) = • + . The resulting maps for the intercept a and the offset b ( 
VI. FLAT FIELD REMOVAL
Spatial non-uniformity in the camera sensor sensitivity originates from the inhomogeneous illumination of the sensor (vignetting) [10] , sensitivity of the individual pixels and contamination of the optical system. It can be removed by dividing every taken EL image by a flat field image . The methods to obtain vary. A correction without an additional calibration image is proposed by Köntges et.al. [25] . Here a named 'angle-of-view' calibration matrix is calculated from only the known aperture angle of the camera. This approach idealizes the actual flat field and ignores the individual pixel deviation. Other methods image a 'homogenous' light source at short distance and out of focus of the camera [7, 26] . It was reported that even a high resolution LCD flat panel emitting red light at 612 nm can be sufficient for measuring CdTe solar cells with a recombination peak at around 850 nm [28] . This method ignores that LED flat panels or LCD displays by no means are homogeneous light sources. This is overcome in this paper, where a simple, yet effective method to measure the flat field image is described:
Similar to [28] this method images a red screen (Fig. 6 ), but takes at minimum 15 images of the screen at various positions and different rotation angles relative to the optical axis of the lens. a) Red screen using mobile phone b) Screen placed on camera lens For the bare eye the used screen looks homogenous. However, an intensity difference up to ±10% was shown in a difference image from two identical looking images (Fig. 7b ). An unintentionally introduced gap between screen and lens can also alter the result (Fig. 7c) . (Fig. 6) To take screen inhomogeneity and failed measurements into account to proposed method uses a conditional average of all taken images as follows:
1. Remove dark current for the respective exposure time:
2. To exclude faulty image areas, create mask for every , selecting only areas higher than the successive created image average , reduced by local noise level, defined by the noise level function (NLF) [27] :
3. Scale image average (0-1):
This method is suitable to remove flat field deviations as shown in Section XI. However, due to the limitations of the flat field being measured in a different waveband (red vs. near infra-red) and also not in measurement plane, a residual error remains. Additional methods to bypass these limitations will be covered in another publication.
VII. ARTEFACT REMOVAL
Although dark current and flat field removal corrects most defective pixels, depending on the calibration date new pixel defects may remain. Their selection using a spatial standard deviation is described in [24, 25] . Depending on the kernel size, artefacts influence this Gaussian mean-based method to a certain extend. However, a higher stability towards these outliers can be reached using a threshold median [13] . For this purpose a median filtered image is created. All pixels with a relative deviation to the given image higher than a threshold are set to the median filtered value:
A pure median filter is sensitive to image features. For high T however only high gradient deviations are filtered without deceiving the image quality. The filtered result is shown in Fig. 8 . 
VIII. IMAGE DECONVOLUTION USING A POINT SPREAD FUNCTION
EL and PL images occur blurred due to the focal mismatch, diffraction, chromatic aberration, photon scattering within the CCD sensor, light trapping and electrical smearing. Image deconvolution using a point spread function (PSF) can be used to increase the image contrast.
The PSF can be measured directly through imaging a point light source (e.g. gas lamp behind aperture in a dark room) [29] . However, due to the wavelength dependency of the PSF, its measurement should be within the luminescence waveband.
Walter, Teal and Breitenstein et al. determine the PSF as a transformation of a measured edge spread function, taken from a wafer edge or a masked area on top of a wafer [30] [31] [32] . This measurement neglects radial variation of the PSF but calculates the point spread even for higher distances (up to 500 pixels) from the edge. A method for direct PSF measurement is suggested for module scale EL images. It detects multiple pinholes of the size smaller than the image resolution. A Gaussian distribution is fitted in order to determine the center of each PSF used to average all PSF over each other. Fig. 9 (left) shows the detected pinholes. In this example 147 detected light spots where used to create the PSF (right). The pinholes were created with a needle piercing into black flocked self-adhesive paper which was then taped on a glass plate. 
IX. LENS DISTORTION REMOVAL
Camera lens distortion can be described as a combination of radial ('barrel') and tangential distortion. These distortions can be extracted from the deviation of detected corner positions of a calibration (e.g. chessboard) pattern (Fig. 10) to an ideal grid. The implemented image correction uses the camera calibration of the C++ framework OpenCV [33] . To reduce the influence of corner detection errors and inhomogeneity in the pattern, it is recommended to create at least 15 
X. PERSPECTIVE CORRECTION
The alignment of corners of PV device and image is essential for image comparison within and across different institutions. The needed transformation-and shear matrix (homography) can be either obtained using a template image (pattern recognition), or through manual or automated corner detection. Both can also be used to estimate the cameras orientation relative to the imaged object. Assuming the PV device being a pure Lambertian surface, the image intensity varies due to different view angles as a function of focal length, rotation-and tilt angle [34] . Therefore, the image has to be multiplied by a tilt factor map before perspective warp. For automated corner detection the following approach was found to be reliable:
1. Create binary image using the statistical EL signal minimum : = > 2. Filter small features 3. From each side: detect position of first non-zero pixel 4. From all detected positions: remove outlier and execute linear regression (Fig. 11 ) 5. Refine line position via
6. Set device edges as intersection of fitted lines Fig. 12 shows EL images with identical colour scheme and scale of all four positions before (left) and after image correction (right). Looking and e.g. the cells (1,5) or (2,3) (row, column) it is clear that the intensity differs, due to vignetting and tilt factor. However, after image correction, differences in position and intensity are invisible. For position (c) and (d) corners of the image are missing because they were not imaged in the first place. A red arrow points on the reddish region below a crack in the image detail. It indicates that even transient EL instabilities can be recovered although the imaged position is different. The blue colouring around some cells indicates a positional error of ~2 pixel for position (d). This could be due a small bending or the module at a higher angle or due to a lens calibration being conducted under visible light resulting in a positional offset in some areas of the image. 
XII. CONCLUSIONS
This paper proposes an extensive image and perspective correction and demonstrates that EL images of modules, taken at different positions and angles can be normalized. Image correction is an essential step before quantitative analysis. If omitted, remaining artefacts can be mistaken for device defects (e.g. shunts) and spatial inhomogeneity (e.g. vignetting) can be confused with device performance [6] . For the examined case of a 4x9 cell PV module at different positions and angles a positional error up to 2% and intensity difference about 1% was reached. This allows quantitative comparison of EL images taken in different perspectives or in different institutions. It builds the foundation for feature extraction from differently aged devices and for EL image comparison of the first EL round robin ongoing. Here a direct image subtraction will highlight extrinsic defects introduced during transport or module handling. All procedures are released under open source and are embedded in dataArtist, a software for scientific data processing, dedicated to EL imaging. The program and further instructions on the calibration and correction routine can be found at https://github.com/radjkarl/dataArtist. 
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