Depression is a common mental disorder and one of the main causes of disease burden worldwide. Several studies in depression address the relation between non-verbal cues and different levels of depression. Manual coding of non-verbal cues is the common practice for running such studies, which is time consuming and non-objective. Recent research has looked into automatic detection of cues associated with depression. However, most of the work has focussed on facial cues such as facial expressions, gaze and head pose. Few studies have looked into multimodal features for analysis of depression, mainly focusing on facial movements, head movements and vocal prosody. Body gestures are an understudied modality in that field. We propose to investigate assessment of depression using automatic detection of nonverbal signals of body gestures. Moreover, we propose the use of multimodal fusion of features to incorporate body as well as face and head for better inference of depression level. Automatic analysis of such body cues can serve as a tool for experimental psychologists. Also, it can assist physicians in diagnosing by providing quantitative measures after or during face to face sessions or telemedicine sessions or even in systems like a virtual coach.
INTRODUCTION
Nonverbal communication plays a central role in how humans communicate and empathize with each other. The ability to read nonverbal cues is essential to understanding, analyzing, and predicting the actions and intentions of others. Nonverbal cues include facial expressions, hand gestures, body posture and tone of voice. These nonverbal cues may indicate expression of emotions and mental states or even some medical conditions such as pain, depression and anxiety. As technology becomes more widespread and personalised, fields like 'affective computing' and 'socially aware computing' have emerged to investigate the possibility of building machines and intelligent virtual agents that can sense non-verbal signals and respond to natural human behaviour.
NON-VERBAL CUES IN DEPRESSION
Depression is a common mental disorder and one of the leading causes of disease burden worldwide [15] . Moreover, psychological disorders, such as depression and anxiety, are common conditions that are frequently experienced by people with dementia and their carers. Several studies in depression address the relation between non-verbal cues and different levels of depression. Manual coding of non-verbal cues is the common practice for running such studies, which is time consuming and non-objective. Recent research has looked into automatic detection of cues associated with psychological disorders, like depression [18] . Most of this work has focussed on facial cues such as facial expressions, gaze and head pose [1] or on physiology measurements [17, 16] . Few studies have looked into multimodal features, especially for analysing depression, mainly focusing on facial movements, head movements and vocal prosody [6, 9, 20] .
Body gestures are an understudied modality in that field. Joshi et al [10] looked into relative body parts movements in assessment of depression, but they did not consider any specific hand gestures or body expressions. Several studies in affective computing show that body expressions and gestures are significant visual cues that can complement facial expressions [5] and they can be utilised in automatic detection of human internal states [3, 2] .
PROPOSED APPROACH
We propose to investigate assessment of depression using automatic detection of non-verbal signals of gestures and body expressions as novel cues that can help in automatic assessment of psychological distress. Moreover, we propose the use of multimodal fusion of features to incorporate body expressions as well as the face and head features for better inference of depression level. For example, depressed patients often exhibit more 'self-touches' or self-adaptors [18] . Fidgeting -which includes gestures such as tapping or rhythmically shaking hands or feet -is often seen and reported in both anxiety and depression [8] . Depressed patients also often engage in "self-adaptors" [7] , such as rhythmically touching, hugging or stroking parts of the body or self-grooming, such as repeatedly stroking their hair [8] . Scherer et al. [18] studied indicators of psychological distress, including Depression, Anxiety and PTSD. They demonstrated that subjects with psychological conditions exhibit on average longer self-touches and fidget with both hands (e.g. rubbing, stroking) and legs (e.g. tapping, shaking).
To that end, our proposed approach is to build on our previous work on automatic detection of self-touches, especially on the face area [14] , and the work on automatic detection of multimodal descriptors of rhythmic body movements associated with psychological distress [13] . Proposed features include: self-touch, hand shape, hand action, fidgeting behaviour and overall body/joints movements. We propose using spatiotemporal features -such as Space-time interest points [11, 12, 19, 14] and Histograms of Oriented gradients [4, 21] -that proved to be successful in automatic classification of challenging behaviour descriptors.
CONCLUSION
We have presented briefly our motivation and proposed approach in investigating automatic analysis of gestures and body expressions in assessment of depression. Body expressions are an understudies modality in this emerging field. This might be due to the many challenges involved in this area of research, such as availability of datasets, annotations, building the appropriate gesture taxonomy and evaluation. Recent studies have looked into automatic detection of facial expressions and head gestures in assessment of psychological disorders. However, we argue that analysis of gesture and body expressions is an additional modality that is worth exploring.
