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Abstract In this paper, a three-dimensional smooth particle hydrodynamics
(SPH) simulator for modeling grain scale uid ow in porous rock is presented.
The versatility of the SPH method has driven its use in increasingly com-
plex areas of ow analysis, including ows related to permeable rock for both
groundwater and petroleum reservoir research. While previous approaches to
such problems using SPH have involved the use of idealized pore geometries
(cylinder/sphere packs etc), in this paper we detail the characterization of
ow in models with geometries taken from 3D X-ray microtomographic imag-
ing of actual porous rock; specically 25.12% porosity Dolomite. This partic-
ular rock type has been well characterized experimentally and described in
the literature, thus providing a practical `real world' means of verication of
SPH that will be key to its acceptance by industry as a viable alternative to
traditional reservoir modeling tools. The true advantages of SPH are realized
when adding the complexity of multiple uid phases, however, the accuracy
of SPH for single phase ow is, as yet, under developed in the literature and
will be the primary focus of this paper. Flow in reservoir rock will typically
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occur in the range of low Reynolds numbers, making the enforcement of no-
slip boundary conditions an important factor in simulation. To this end, we
detail the development of a new, robust, and numerically ecient method for
implementing no-slip boundary conditions in SPH that can handle the degree
of complexity of boundary surfaces, characteristic of an actual permeable rock
sample. A study of the eect of particle density is carried out and simulation
results for absolute permeability are presented and compared to those from
experimentation showing good agreement and validating the method for such
applications.
Keywords Smooth Particle Hydrodynamics  X-Ray CT  No-Slip
Boundary Conditions  Absolute Permeability
1 Introduction
Understanding the behavior of uids as they ow through systems of porous
rock is important to a variety of contemporary problems in earth science and
engineering. Oil recovery is among the most important of these, and estimation
of porous media properties to characterize the reservoir such as absolute and
relative permeability, are key to managing oil and gas recovery [87]. While
signicant investment on the part of the oil industry has made great advances
in this area, there remains much to be understood, particularly in regard to
multi-phase ow (oil, water, CO2, natural gas) and multi-physical phenomena
(electrochemical, NMR, etc). It is this, which has formed the base motivation
for this work.
To complement traditional displacement type experiments on rock core
samples [37,77,39,42,86], numerical techniques are used widely for both ex-
plicit parameter determination, and as research tools to probe complex phys-
ical phenomena, not easily observed in experiments. Early works involved nu-
merical tests on idealized and statistical reconstructions of reservoir rock [66,
72,1,2,25,92,93], but later, application of X-ray micro-computed tomography
(also called microtomography or CT) on core samples (see [22,17,76,15]) has
provided researchers with voxelated representations of actual rock geometries
on which to base more highly accurate and case specic models. Examples of
numerical techniques used to determine properties from X-ray CT images
include the random walk method (determining permeability from its relation-
ship to diusion [71,7,6,8,68]), the nite dierence method (both uid ow
and electrical diusion [94]), the nite element method (both uid ow and
electrical diusion [4,45,44]) pore network models developed with realistic di-
mensions and connectivity (single-phase [68,95], two-phase [10,75]), and the
lattice-Boltzmann method (single-phase [21,7,6,40,68], multi-phase [21,27,26,
13]). Due to its ability to explicitly represent multi-phase wettability and cap-
illary forces, the lattice-Boltzmann method (see also [96,35]) provides the most
detail on grain scale ow of conventional numerical methods. There are, how-
ever, limitations to lattice-Boltzmann regarding solution robustness (related
to statistical `tuning' parameters) and the method's inability to account for
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electrical and chemical phenomena that can have important cross-relationships
with ow. Instead, we favor an alternative particle based method.
Smooth particle hydrodynamics (SPH) is a mesh-free Lagrangian particle
method rst proposed for astrophysical problems by Lucy [54] and Gingold
and Monaghan [23] and now widely applied to uid mechanics problems [55,
56,98,57,83,50] and continuum problems involving large deformation [50,12]
or brittle fracture [65]. As a Lagrangian particle method (see also dissipative
particle dynamics (DPD) [20,51,52]), uid mass in SPH is advected with each
particle. In multi-phase problems, phase interfaces are addressed intrinsically
by this mass advection and properties like surface tension, wettability and
capillary forces can be included using pair-wise inter-particle forces, analogous
to the molecular forces driving such phenomena in reality (see [81,80,83,34,
85]). In our experience, SPH is less sensitive to small corrections in model
parameters than lattice-Boltzmann, in-part due to the inherent robustness of
a method with direct analogy to molecular physics. Additionally, it has been
shown that the generality of the SPH formulation accommodates the inclusion
of a variety of physical phenomena with a minimum of eort (miscible ows,
chemical transport and precipitation [82{85], thermal problems [55,58,14,57,
36,67,64] and electrical/magnetic elds [55,16,11]). There is a computational
price for managing free particles when compared to grid based alternatives,
however, in many circumstances this expense can be justied by the versa-
tility with which such a variety of multi-physics phenomena can be included.
Additionally, new parallel hardware architectures such as multi-core [30] are
removing many of the barriers which have traditionally limited the practicality
of high resolution numerical techniques like SPH.
Being an emerging numerical technology, much of the literature on SPH
has focused on developing and demonstrating the method's versatility and ca-
pabilities. Comparatively little has been devoted to actual verication of result
accuracy, and certainly nothing to the degree required of a commercially vi-
able tool for industry. For SPH simulation of uid ow in porous media, the
method has been veried for single phase ow through idealized media; namely
one-dimensional channel ow (Takeda et al [78], Morris et al [60], Sigalotti et
al [73]), two-dimensional ows past periodic arrays of cylinders (Morris et al
[60], Zhu et al [98], Zhu and Fox [97]), ow past conned periodic linear ar-
rays of cylinders (Newtonian liquids: Ellero and Adams [19], and viscoelastic
liquids: Vazquez-Quesada and Ellero [88] and Grilli et al [24]), and more com-
plex two-dimensional ow obstructions (Zhu and Fox [97]). Additionally, in
earlier work (Holmes et al [31]) we have shown the method to produce high
accuracy for three-dimensional ow through cubic sphere packs with porosi-
ties down to 10%. Using the parallel framework developed elsewhere [30], it is
computationally possible to execute models of the size necessary to character-
ize ow in pore geometries taken from X-ray CT images of actual reservoir
rock using SPH. In this work we will detail results for single-phase ow tests
though such media (absolute permeability), while future work will extend to
the cases of multi-phase (relative permeability) and multi-physics (simulation
of diusion and NMR). It is our intent that such practical verication work
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should demonstrate SPH is a viable and powerful alternative to traditional
reservoir modeling tools.
In what follows, initially the fundamentals of the exact form of SPH used
in this work are presented. A critical component for the low Reynolds num-
ber ows addressed here is the enforcement of no-slip boundary conditions,
so the development of an accurate method for enforcing such conditions in
SPH is then detailed. Following this, model generation from X-ray CT im-
ages is described and results are presented for ow simulations though 3D
blocks of 25.12% porosity Dolomite. The eect of relative particle density on
result accuracy is analyzed, results for absolute permeability are provided and
comparison is made to results from permeability experiments to verify the
approach.
2 Smooth Particle Hydrodynamics
In what follows we outline the formulation of the specic form of SPH used in
this work. For further on the theory of SPH, the reader is referred to reviews
by Benz [9], Monaghan [55,57], Hoover [33], Liu and Liu [50] and Li and Liu
[47].
2.1 Fundamentals
In SPH, a uid volume is discretized into a set of disordered particles i 2
[1; 2; 3; :::; N ] with position vectors ri. The SPH integral approximation to
some continuous function A(r) at position r is given as
AI (r) =
Z
A (r0)W (r   r0; h) dr0 (1)
whereW (r   r0; h) is referred to as an interpolation kernel or smoothing func-
tion with a scale of interaction dened by h, the smoothing length. As h  ! 0,
W becomes the Dirac delta function of the exact integral interpolant of a eld.
W must satisfy the conditionZ
W (r   r0; h) dr0 = 1 (2)
and generally approximates a Gaussian.
To implement (1) numerically, it is approximated by a summation inter-
polant over the N particles of the model following
A (ri) =
NX
j=1
mj
j
(rj)W (ri   rj ; h) (3)
where smoothing length h is generally set as the initial particle spacing, mj
and j are the mass and density of particle j at position rj , and the fraction
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mj=j accounts for the approximate volume of space each particle represents
to maintain consistency between the continuous and the discrete forms of the
eld expression. It follows that the gradient of A is then
rA (ri) =
NX
j=1
mj
j
A (rj)riW (ri   rj ; h) (4)
Authors such as Espa~nol and Revenga [20], Tartakovsky and Meakin [82,
83] and Hu and Adams[34] have suggested a variation to (3) and (4) where a
particle number density term, ni is used in place of i=mi where
ni =
i
mi
(5)
and now
A (ri) =
NX
j=0
A (rj)
nj
W (ri   rj ; h) (6)
rA (ri) =
NX
j=0
A (rj)
nj
riW (ri   rj ; h) (7)
Applying (6) to the particle number density itself, ni can be given in terms of
the smoothing function as
ni =
NX
j=0
W (ri   rj ; h) (8)
and similarly, mass density of each particle can be given
i = mini
= mi
NX
j=0
W (ri   rj ; h) (9)
This expression conserves mass exactly, much like the summation density ap-
proach of conventional SPH [50].
Use of a particle number density variant of the SPH formulation is typically
motivated by the need to accommodate multiple uid phases of signicantly
diering densities [82,83,34]. Use of (6) and (7) eliminates the articial sur-
face tension eects observed by Hoover [32] and removes density discrepancies
which would otherwise manifest at phase interfaces. While we have left consid-
eration of multi-phase ow to future publication, the particle number density
formulation has been retained because its advantages for enforcing no-slip
boundary conditions as outlined in [31] and later in Section 2.2.
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Determination of particle velocity is achieved through discretization of the
Navier-Stokes conservation of linear momentum equation. In this work, a mod-
ied version of the expression provided by Morris et al [60] and used by Tar-
takovsky and Meakin [82] has been used, where
dvi
dt
=   1
mi
NX
j=1
 
Pi
n2i
+
Pj
n2j
!
@Wij
@ri
+
1
mi
NX
j=1
(i + j)
ninj
 
vi   vj
 ri   rjri   rj 2 
@Wij
@ri
+Fi
(10)
where Pi is the pressure, i is the dynamic viscosity, vi is the particle velocity
and F i is the body force applied on the i
th particle. Indices  and  refer
to vector components and,  corresponds to an Einstein's summation on the
right of the expression.
An equation of state proposed by Morris and co-workers [60,61,59] has
been used to determine particle pressure at each time step via
Pi = c
2 (i   0) (11)
where 0 is the uid reference density while c is the articial sound speed.
It is noted that this form of equation of state has, in some cases, been ob-
served to cause articial cavitation due to the possibility of localised negative
pressure. Ellero and Adams [19] recognised this issue and implemented a form
of state equation incorporating a constant positive background pressure to
overcome such problems. Here, a similar correction could be incorporated via
Pi = c
2 (i   0 + b), where b is a small constant that ensures Pi is positive
for some range of density. In this particular investigation, however, such mod-
ication has been found to be unwarranted, and so the original form of Morris
(Equation 11) has been used. Also, following Morris et al [60], the articial
sound speed term, c, should be chosen according to
c2 ' Max

0V
2
0

;
0V0
L0
;
0 jF jL0


(12)
where  is the kinematic viscosity ( = =0), V0 and L0 are the velocity and
length scales and jF j is the magnitude of body force per unit mass.  is the
maximum allowed amount of density uctuation (generally chosen as being
around 1%) meaning that c will scale with the degree of incompressibility of
the system.
In this work, we integrate the dierential rate equation (10) using a con-
ventional Leapfrog [28] numerical integration scheme. A stable solution can be
achieved by enforcing the following conditions on the time step length [50,98,
84]
t  0:125h
2

(13a)
t  0:25 h
3c
(13b)
t  0:25 min
i
(h=3 jF ij)1=2 (13c)
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Here, jF ij is the magnitude of force on a particle.
A quadratic smoothing function has been used, following Johnson et al [38]
where, given R = jri   rj j=h, then
W (R; h) = d

3
16
R2   3
4
R+
3
4

0  R  2 (14)
and where d = 1=h, d = 2=(h
2), d = 5=(4h
3) in 1, 2 and 3 dimensions
respectively. Because the derivative of (14) always increases as particles move
closer, and always decreases as they move apart, this function is reported to
relieve the problem of compressible instability. We have observed it to pro-
duce the most stable results at long time simulations where particles become
completely disordered.
2.2 Boundary Treatment
Fluid ow in the range of low Reynolds numbers experiences a no-slip ow
condition at solid boundary surfaces. For the permeable rock applications of
interest here, ow will occur in this low Reynolds number range and so no-slip
boundary conditions must be enforced to accurately reproduce the appropriate
ow proles. A variety of approaches have been proposed to reproduce no-slip
conditions at solid surfaces in SPH (see for example [48,78,73,60,98]), each
with varying levels of robustness and accuracy. In this work we implement the
method developed in our previous work (Holmes et al [31]) that uses imposed
articial velocities at boundary particles to create antisymmetry in the velocity
eld at boundary surfaces. The method uses velocity scaling based on the
particle number density term (Section 2.1), allowing its use in the presence of
arbitrarily complex boundaries.
The approach of [31] uses a state specic form of the particle number
density ni, to approximate a particle's proximity to a boundary surface, given
by
ni; =
X
j
W (ri;   rj;; h) (15)
where  and  indicate the state of respective particles (i.e. uid or boundary).
 is the Kronecker delta where
 =
(
1  = 
0  6=  (16)
In (15) and (16) only kernel values corresponding to particles of the same
state as particle i will contribute to ni. The particle's closeness to a boundary
surface can then be established by taking the ratio of (15) to (8), i.e.
i =
ni
ni
(17)
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Fig. 1: Relationship between proximity ratio and particle distance from the boundary
surface.
For the ideal case of a straight boundary surface, i will range between 0.5
and 1 following
i =
8><>:
0:5 di = 0
2 (0:5; 1) 0 < di < h
1 di  h
(18)
where di is the distance of particle i from the boundary surface and h repre-
sents the compact support of the smoothing function (for the quadratic kernel
of (14), h = 2h), see Fig. 1.
Based on (18), a relationship can be developed between uid and bound-
ary proximity ratios, i, that produces a boundary particle velocity scaling,
shifting the velocity eld to zero at boundary surfaces
vB =  
h
0:5 (B   0:5)
max

h
0:5 (A   0:5) ;
p
3
4 h
vA (19)
where the denominator has been limited to
p
3h=4 to avoid overly large bound-
ary velocities. Also, if the boundary has actual motion, vA in equation (19)
should be replaced with the uid velocity relative to the boundary, i.e. vA vB .
Boundary particles do not have a single value of vB , but rather, a value for
each corresponding uid particle calculated from equation (19) as the uid
particle velocity update is carried out.
Equation (19) has been shown to produce accurate no-slip conditions for
a variety of boundary surface shapes in [31]. The key advantage of the state
specic particle number density approach used is the generality with which
any arbitrary boundary conguration can be addressed. This is particularly
important for the digital rock geometries used in this paper that have been gen-
erated from X-ray CT images of actual reservoir rocks. Here, with negligible
numerical expense, no-slip boundary conditions can be enforced for extremely
complex model geometries to ensure result accuracy.
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2.3 Parallel Implementation
The SPH code developed in this work has been implemented within the multi-
core simulation framework outlined in [30], to make numerically ecient three-
dimensional simulation viable. Using the developed H-Dispatch programming
model, scaling results were achieved exceeding 90% eciency on a 24-core
Dell Server PER900 with Intel Xeon CPU, E7450 @ 2.40 GHz, running 64-
bit Windows Server Enterprise 2007. All simulation results detailed in what
follows were executed in parallel on the aforementioned 24-core server.
3 Flow Simulations Using Microtomographic Data
The developed SPH simulator has been used to analyze ow though model
geometries derived from X-ray CT images of 25:12% porosity Dolomite. The
scope of this work is limited to the investigation of absolute permeability and,
as such, the model parameters arbitrarily chosen for the single uid phase
were that of water, i.e. 0 = 10
3kgm 3,  = 10 6m2s 1. Where traditional
idealized porous media are given repeating structures that lend themselves to
approximation by unit cells and bounding by recirculating periodic bound-
aries [60,98,97,31], real rock grain structures are highly anisotropic and so
no such simplications can be used. As such, an alternate approach must be
established.
3.1 Model Geometry
The X-ray CT images used to generate model geometry were kindly provided
by Schlumberger-Doll research. These images were taken from a 4:95mm di-
ameter cylindrical core sample of West Texas Dolomite. Imaging of a 5:43mm
length of the sample with a resolution of 1:0m produced a voxelated image
set 5210  5210  5430 in size. Thresholding on the raw grayscale data (see
[62,49,3,5]) identied respective regions of rock and pore space. A 2D sec-
tion of the segmented image is shown in Fig. 2 (a), while a 3D pore cast of a
300 300 300 sub-block of the data is given in Fig. 2 (b).
The initialization of SPH particle placement for each ow simulation in-
volved initially lling a given 3D computational domain with unassigned par-
ticles in a hexagonal close packing (HCP) arrangement. The voxel grid from
the X-ray CT imagery was then superimposed on the space and any par-
ticles whose center points fell within rock voxels were assigned as boundary
particles, while any whose centers fell in void pore space were assigned as
uid particles. Additionally, boundary particles located further than 6h from
a boundary surface were deleted for eciency.
Note, if multiple mineral phases are present, dierent corresponding boundary phases
could be assigned if the eect of each on ow characteristics were expected to be distin-
guishably dierent.
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(a) (b)
Fig. 2: (a) 2D 500 500 section of the segmented X-ray CT imaging of Dolomite showing
regions rock (white) and pore space (black), and (b) 3D pore cast of a 300  300  300
sub-block of the data.
Establishing bounding conditions on a computational domain of this type
presents a challenge due to the anisotropy of the grain structure. It is not pos-
sible to apply recirculating periodic boundary conditions directly to the rock
geometry due to the inherent incompatibility of opposing sections through the
pore structurey. Further, the use of independent in-ow and out-ow bound-
aries as might be used in a grid based method is fraught with challenges for
particle based methods related to mass conservation and the inevitable vari-
ability of inow velocity. Instead, the most practical solution is to reproduce
the experimental set-up used in laboratory displacement tests on rock core
samples (see for example Taber [77] and Teige et al [86]). Thus, in each ow
simulation, a certain sized sub-block of rock (as in Fig. 2 (b)) was tested,
bound on the 4 lateral surfaces by no-ow conditions, while having a narrow
volume of supply water at the top and bottom of the domain facilitating the
application of recirculating periodic boundary conditions, see Fig. 3. Supply
volume thicknesses of O(h101) have been observed to perform adequately in
our testing. In all simulations, ow was driven from rest by a constant body
force equivalent to an applied pressure dierential across the sample.
3.2 Characterization of Flow
As noted, a key characteristic of a porous medium is its absolute permeability,
k. Absolute permeability is a metric of how easily a single saturated uid can
yi.e. the positioning of in-ow and out-ow pore throats would need to match one another
perfectly as in a unit cell (see [60,98,97,31]) for such conditions to be applicable.
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Fig. 3: 2D representation of boundary conditions imposed on the computational domain
(Note, no-ow boundary conditions are repeated on the surfaces of the third dimension not
shown).
ow though a porous medium and is typically given in units of length squared
[m2], or millidarcies [mD], where 1mD = 9:869233 10 16m2.
Absolute permeability can be determined from Darcy's law following
U =  krp (20)
where  is dynamic viscosity, U is the supercial uid velocity and rp is the
mean pressure gradient driving ow. U and rp must be determined from the
numerical ow experiments to establish k having rearranged (20).
The supercial uid velocity, U , is determined from the mean uid velocity,
u, via
U = (1  )u (21)
where  is the solid volume fraction of the porous media [29].  can be estab-
lished from the volume ratio  = Vgrain= (Vgrain + Vpore) and is the conjugate
of porosity following, n = (1  ). As such, (21) could be rewritten as U = nu.
To determine mean uid velocity, a simple section sampling method has
been used. At any time of interest, a 2D grid was used to determine an ar-
bitrary section though the digital rock sample (with normal coincident with
ow direction). Velocity values at each grid point were assigned as equal to
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Fig. 4: Horizontal section though numerical porous media ow test showing velocity contours
as interpolated onto a regular grid.
that of the nearest neighboring model particle (Fig. 4), with the mean velocity
determined as the average across all grid points. With grid spacing dimensions
in the range of initial particle spacing, h, this method has been observed to
produce highly accurate results for average velocity.
Calculation of the mean pressure gradient follows Larson and Higdon [46],
where rp is related to the drag force exerted on the rock matrix such that
rp =  Fd
(Vgrain + Vpore)
(22)
Drag force, Fd, can be determined directly during ow simulations as the net
force exerted by uid particles on solid boundary particlesz.
Using equations (20) to (22), the absolute permeability of a digital rock
sample can now be determined from numerical ow experiments on that sam-
ple.
4 Testing
Numerical ow experiments were carried out on the Dolomite digital rock
geometries outlined in Section 3. While determination of the absolute perme-
ability of the sampled rock was the primary objective, investigations relating
to particle density, its relationship to grain size, and the convergence rates of
the simulations have also been carried out.
zNote, given the model geometry used in the numerical tests, i.e. Fig. 3, Fd was deter-
mined as the force from any particle within the bounds of the rock sample only, to avoid any
disparities that may otherwise arise from the inclusion of additional supply volume particle
forces.
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Table 1: Experimental testing carried out on West Texas Dolomite core sample (results
kindly provided by Schlumberger-Doll Research).
Porosity
(Boyle's
Law) (%)
Porosity
(Buoyancy)
(%)
Porosity
(NMR)
(%)
Grain
Density
(g=cm3)
Permeability
(Gas) (mD)
Surface
Area
(m2=g)
25.20 25.18 25.12 2.8332 3463 0.0504
4.1 Sample Characterization and Experimental Benchmarks
The digital rock data used in this work was taken from CT images of a core
sample of West Texas Dolomite. Experimental evaluation of the core sample
produced the results summarized in Table 1. From the table it is seen that
average core porosity was calculated at 25:12%, with the sample experiencing
a net gas permeability of 3463mD.
Gas permeability tests of this type (generally using nitrogen as pore uid)
are common due to the ease of experimental measurement (see [79]), however,
it is well documented that results from such testing can vary from calculated
absolute permeability values (eg. as might be found using water/brine as the
pore uid) because of dierences in pore wall interaction, most signicant at
low test ow rates. During gas permeability testing, gas particles slip at solid
grain boundaries [43,91,79], resulting in a dependence of measured permeabil-
ity on pressure. This phenomena is referred to as the Klinkenberg eect.
Because of boundary slip, common gas permeability testing generally over-
estimates absolute permeability by between several times, to one order of
magnitude [79]. Experimental results for absolute permeability of West Texas
Dolomite of similar grain density (2:81   2:87g=cm2) have been recorded by
Saller and Henderson [70] and Saller et al [69] with trends suggesting an abso-
lute permeability range of 100   1000mD at 25% porosity. This aligns quali-
tatively with what might be expected for absolute permeability of the current
Dolomite sample, taking Klinkenberg eects into consideration.
Crystal size can also aect the permeability of a Dolomite rock. While
dolomitized carbonates show little direct dependence between crystal size and
permeability (Westphal et al [89], Woody et al [90]), there have been well char-
acterized relationships identied for pure Dolomites (Lucia [53], Sneider and
Sneider [74]). Sneider and Sneider provide a clear categorization of Dolomites
for crystal sizes II: < 0:02mm, II/III: 0:02   0:05mm and III: > 0:05mm.
Approximating crystal size from the segmented CT images of the present
Dolomite sample, crystals are seen to range from 0:05   0:1mm, Fig. 5. As
such, the present Dolomite classies in the upper category of Sneider and Snei-
der with their experimental results again suggesting an absolute permeability
range of 100   1000mD at 25% porosity. Further conrmation is provided in
the work of Katz et al [41], achieving similar results having tested Dolomite
crystal sizes ranging from 0:005mm to 0:2mm.
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Fig. 5: Crystal size analysis of a section of the segmented Dolomite data showing crystal
sizes ranging between 0:05mm and 0:1mm.
The numerical experimentation carried out in this work aims to determine
the absolute permeability of a core sample of pure Dolomite using idealized
water as the pore uid. As such, the experimental results for absolute perme-
ability outlined above provide a means of quantitative comparison to verify
and benchmark the SPH results against.
4.2 Result Sensitivity to Particle Density
In simulating ow though porous media, the density of SPH particles relative
to pore (and throat) size has been shown to greatly inuence solution accu-
racy [98,31,19]. Correspondingly, investigation into the relationship between
particle density and solution accuracy must be carried out before a more de-
tailed permeability analysis can be performed. It is noted that the compact
support domain for a particle (i.e. number of neighbours for each particle in
the calculation) also aects accuracy (see [19]). However, with a suciently
large number of neighbour particles used in each calculation, any improvement
in accuracy resulting from further increasing this is small compared to that
relating to overall particle resolution. As such, we restrict investigation to par-
ticle resolution in what follows and refer to Ellero and Adams [19] for further
discussion on the inuence of neighbouring particle count.
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Table 2: Resolution information on the 5 samples used to analyze the eect of particle
density on accuracy.
Sample Total Model
Particles
Particle Spacing,
h (mm)
Particle resolution
(particles/throat)
1 275,482 0.00415452 6.02
2 1,517,974 0.00224492 11.14
3 2,760,108 0.00178180 14.03
4 6,493,378 0.00129091 19.37
5 9,202,615 0.00112246 22.27
A 2003 voxel sub-sample of the CT data was used for resolution testing.
The sample had a local porosity of 33:71%. 5 dierent particle densities were
tested and permeability was recorded throughout the tests until equilibrium
of the ow eld was achieved. In this work, we dene particle resolution as
the approximate number of particles spanning a pore throat. Given average
crystal size of 0:1mm (Fig. 5) and an average sample porosity of 25%x, then
average throat dimension can be approximated via
Lthroat = Lcrystal  n = 0:1 0:25 = 0:025mm (23)
For initial particle spacing of h, particle resolution can then be calculated
Particle Resolution =
Lthroat
h
(24)
with the result being in units of particles/throat.
Table 2 provides information on the 5 particle densities chosen for the
study, while convergence of permeability for each is plotted in Fig. 6. It is
observed that the higher particle density samples converged more smoothly
and in a shorter physical time{. The converged permeability values from each
test are plotted against particle resolution in Fig. 7.
From Fig. 7, an obvious trend towards an asymptotic value of perme-
ability is achieved as particle resolution is increased; improved accuracy with
increased resolution. Of interest is the nature of lower resolutions to over-
predict permeability, i.e. result in decreased resistance to ow. In a recent
paper, Ovaysi and Piri [63] also observe this phenomena for particle methods,
and attribute it to `false connectivity' of particles though narrow rock bound-
aries. Where sections of rock are narrower than a particles' range of inuence
(here h), one particle may interact with another though the boundary un-
naturally, see Fig. 8 (a). The result is a decrease in viscous resistance to ow.
xNote, local sub-block porosity of 33:71% could have been used, however, global porosity
is more useful given that multiple sub-blocks of dierent local porosity will be used in the
next section.
{Note, increasing particle density, increases numerical expense so, while model (or phys-
ical) time to convergence was reduced, actual execution (or wall clock) time was still greater.
Note: sample 5 corresponds to approximately 1 particle per voxel, i.e. the maximum
resolution possible given the quality of CT images.
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Fig. 6: Convergence of permeability for ve dierent particle resolutions of 6:02, 11:14,
14:03, 19:37 and 22:27 particles/throat.
Fig. 7: Converged values of permeability for the ve dierence tests plotted against corre-
sponding particle resolution.
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(a) (b)
Fig. 8: (a) Coarse particle resolution producing false connectivity though a narrow section
of rock, (b) ner particle resolution removing the area of false connectivity for improved
accuracy.
As particle resolution increases, the proportion of regions where this false con-
nectivity occurs will decrease (as in Fig. 8 (b)), thus explaining the trend of
Fig. 7.
In addition to false connectivity, the no-slip boundary conditions of Section
2.2 require boundary regions to be approximately 6h wide to fully enforce
a zero ow eld at the boundary surface. Boundary slip will increase with
boundary widths less than this value, further decreasing ow resistance. We
note that, while the `shade' algorithm developed in [63] may eliminate false
connectivity regardless of particle resolution, this boundary treatment issue
remains. Because of this, we have opted for the simpler approach of increasing
particle density to negate such resolution issues.
The selection of an appropriate particle density to use in permeability
analysis necessitates a compromise between accuracy and numerical expense
(ideally, as low a particle density as possible should be used to minimize so-
lution time). From Fig. 6, it can be observed that the resolution of 14:03
particles/throat was the rst test that produced a smooth convergence, and
Fig. 7 shows the converged permeability value from this test to be within
10% of the projected asymptote. In this work, this degree of accuracy has
been deemed acceptable and so resolutions of 14:03 particles/throat will be
used in the remainder of the paperyy.
For completeness, it is important to discuss the upper bound of particle
density used in resolution testing. The value of 22:27 particles/thoat dened
the upper limit of particle densities tested, with this value corresponding to
approximately 1 particle per raw CT voxel. While greater particle densities
were tested, it was found that using particle resolutions greater than that of
the image from which model geometry was generated, introduced problem-
atic numerical instabilities. This was mainly attributed to unrealistic feature
yyNote, Zhu et al [98] suggest that  15 particles/throat are necessary to achieve accurate
ow proles though porous media, consistent with the ndings here.
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extrapolation, i.e. overly jagged boundary edges. We note that any further
improvements in resolution over that used here, should be accompanied by
higher resolution CT data to avoid such issues.
4.3 Results for Absolute Permeability of Dolomite
To characterize absolute permeability of the digital Dolomite rock sample, four
dierent 2003 voxel sub-samples were taken and simulated using the SPH ow
testing outlined in Section 3. This provided permeability results at a range
of local porosities producing several points on the porosity-permeability plot.
Similar sub-sampling approaches have been used by authors such as Arns et
al [3,5], Zhan et al [94] and Dvorkin et al [18] when employing a variety of
alternate numerical techniques to characterize CT imaged porous media, and
have been shown to produce accurate porosity-permeability trends, even down
to sub-samples of 1003 voxels or less. In this work, we have determined that
sub-sample side dimensions of the order of 3  4 times the average crystal
dimension are necessary for accuracy.
Permeability results for sub-sampled porosity of 23:42%, 25:89%, 29:04%
and 33:71% were obtained. Permeability was calculated during the numerical
experiment until equilibrium was reached. Equilibrium was identied for each
case after 22; 050 timesteps or after 0:006s of real time. Permeability conver-
gence plots are shown against physical time in Fig. 9 for each of the porosities
chosen. Converged values are plotted against corresponding porosity in Fig. 10
along with 3D pore cast images of the associated sub-samples.
From Fig. 10, it can be seen that the converged values for permeability all
fall inside the range observed experimentally for such Dolomite rock by Saller
and Henderson [70], Sneider and Sneider [74], Saller et al [69] and Katz et al
[41] (Section 4.1). The net absolute permeability of the whole Dolomite core
sample (25:12% average porosity) can be inferred from these results as being
approximately 500mD.
5 Conclusions
A numerical approach based on SPH has been presented enabling the measure-
ment of absolute permeability of porous reservoir rock from X-ray CT images.
The method incorporates newly developed no-slip boundary conditions for low
Reynolds number ows and has been shown to produce permeability measure-
ments for Dolomite rock that agree well with results from direct experimental
ow tests, verifying the methods accuracy.
A study has been conducted on the relationship between particle density
and result accuracy and it was found that results for absolute permeability
were independent of particle resolution for problems with greater than approx-
imately 15 particle per pore throat. Resolution independence is an important
feature for any numerical method. Specic numerical permeability measure-
ments were taken for an imaged core sample of 25:12% porosity West Texas
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Fig. 9: Plots of permeability convergence against physical time for the 4 Dolomite sub-
samples with sample porosities of 23:42%, 25:89%, 29:04% and 33:71% respectively.
Dolomite, and it was found that the net absolute permeability of the sample
was 500mD. A permeability-porosity trend was also established.
Work in the immediate future will extend the developed SPH simulator to
the case of relative permeability measurement of porous reservoir rock. Rock
properties such as absolute and relative permeability are critical to the char-
acterization of oil and gas reservoirs and are key to managing, and enhancing,
resource recovery.
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