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En el ojuste de un modelo a uno serie de observociones
se presento el interesonte problema de decidir sobre 10 ode-
cuodo del modelo para describir tales observociones .• Uno prue
bo para esto close de decision se denomino •• Error de ojus-
te", No cono c iorno s uno tal pruebo para el coso de un modelo
multivorionte (coda o b s er v c c io n es un vectorl, por 10 que es
te articulo hocemos uno extension de 10 t e cn ic o de •• error de
ojuste" utilizodo en el ono l i s i s univorionte 01 coso multi v o-
rionte, y se produce uno prueba de h i po te s i s bosodo en el ma.
ximo valor propio de uno motriz oleotorio.
§ 1. In trodu ccion. Cuando se ajus ta un modelo a una serie de datos, es posible
comparar los valores observados con aque llos calculados mediante el uso del mode-
10 que se ajusta; 10 anterior produce una serie de diferencj as (y .. - y . .)
1J 1J
el valor observado para el j-esimo (j =1, ... r b) dato corre.spond iente al
entre
i-esimo
(;=1, .. " t) trata mien to, y el valor :Yij' de este dato calculado mediante el mode-
10, Sea nR el niimero total de tales diferencias menos el niimero p de parame tros
en el mode lo ajustado, Entonces la cantidad 2, 2,(y ... yA.. y2, se llama la sum a re-
i j 1J 1J
s idual de cuadrados (SHC), Esta suma de cuadrados se halla compue sta por dos fac-
tores, a saber: la s uma de cuadrados de error puro (SEPl, caus ado por la varj acion
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Yij de las observaciones con re lac ion a su media, y la suma de error de ajuste (SEA),
causado por el efecto del modelo que se ajusta, En el casu de lIevar a cabo un sub-
muestreo para unidades sometidas a un mismo tratamie nto, la hipote s is referente a la
significacion de SEA puede someterse a prueba mediante el cociente entre el error
puro y e I error de aj uste , 0 sea :
(1.1)
~ ~ (y .. -YI'y2 I "eI ' IJ--- ------f-.-c-------------------- ---
[~ ~ (y .. -y~ .. )2 I n - ~ ~ (y .. _y, i 1I(n -n )
i j IJ IJ i j IJ IRE
don de "e = t ib c l ), 10 cual conduce a una prueba de hipotes is que utiliza la dtstri-
bucion F de Snedecor para la region critica [11
Para el casu del ana l is is multivariante, s i el submuestreo se ha lIevado a cabo,
e sta prueba no puede efectuarse con una e stad ist ica similar a (I.1), puesto que aho-
ra se trata de ajustar no un un ico modelo sino mas bien un modelo para cada una de
las componentes del vector observado. La hipote.s is para el error de ajuste e st ara
compuesta de tantas subhipotes is como modelos se ajusten, Para reducir el proble-
rna multivariante a una forma tratable se puede u-i lizar la tecnica de prueba de hipo-
te s is conocida como el principia de union - inters e cc idn debida a Roy [2] .
§ 2. Metoda de prueba de bipdtes is, La s ituac ion del casu multivariante puede








el vector (1 x p) cuya k-esima componente es la observac ion hecha en la j-esima
unidad de la i-esima .. pohlac ion'",
Sea A una matr iz cuya i-esima fila e s el vector il',. Entonces el modelo mul-
I
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tivariante puede ser representado aai :
(2.2) *Y=A 2 +E
*donde Y es una matriz de observaciones (bt x p) .. A e s una matriz de diseiio
* 4 4
A '" (A ~ j) donde y = (1,1, ... r 1) ..el rango de A es m < bt .. -.....- es una
matriz (, x p ) de parametros , donde r e s el niimero de para metros en el modelo; y
E e s una matriz (bt x p) de errore s aleatorios con valor esperado 0 y matriz de
covar ianz a ~ .
Asumiendo que todas las unidades proven iente s de una misma poblac ion tienen
el mismo modelo (entiendase por .. poblac inn'" el conjunto de observaciones corre s-









donde cada uno de los vectores
4
y .. se distribuye como una normal multivariante1/
con media ;;'i 2 y matriz de covarianza ~,es decir, ;ii - MVN (aj 2,~) y
ademas son independ iente s por razon del muestreo. La hipo te s is para el error de




donde D e s una matr iz (b x p) de parame tros bajo la hipotes is alternativa, ~
es el producto dire cto de matrices, ie., A 0 B == (Ab .. ) .
1/
EI principio de un ion-iutereece icn de Roy [21 , puede entonce s ser aplicado y
da como resulu do las siguientes hipote s is. equivalentes a (2.4) :





donde el vector I i a .. la union y la inter secc ion se con sideran con respecto a
7 . Es claro que de ser aceptada la hipotee is -+Hot de (2.5) para todo I, tamhien
-+
10 sera H 0 de (2.4). 5i aquella no es aceptada para algiin I entonces H 0 de
(2.4) se rechaza.
-+. -+
TEOREMA 2.1. Sea I SEI, una forma cuadrdtica que corres ponde a la matrix
-+. -+
de couarian za de error puro. Sea I SCI; una forma cuadrdti ca que corresponde a
-+ -+
la matrix de couarian za de errores re siduale s, Entonc e s t'SHI • la forma cuadrdti-
ca de la matri z de couarian zas debida a error e s de ajus te, se puede expresar como:
don de A' denota el inuers o de Penrose de la matriz A y J tuna matri z cuyos
elementos son todos iguale s a uno.
TEOREMA 2.2. SH Y SE ' se dis tribuyen independientes como di stribucione s
Wishart c entrale s, con grados de libertad re spe ct iuam ente (b-m) y b [t-L},
Una prueba de estos dos teoremas se halla en [31.
-+
Como qui era que la h ipote sj s nula de (2.5) es aceptada si para todo I i a es
aceptada, en tonces el principio de un ion-Intersecc ion de Roy [21 perm ite establecer




Sup :::;;--:.- = C1 = valor propio maximo de la matriz SH SE . Tablas de la dis-
I / SE I
tribuc ion del maximo valor propio de una matriz aleatoria se encuentran en Heck [4] .
3. Conc lus ione s. En el ana ltsts multivarianLe de la prueba de error de ajuste
de un modelo, el principio de un ion-Intereec cion de Roy permite transformar la hipo-
tesis original en forma tal que la estadistica para lIevar a cabo la prueba de hipote-
sis correspondiente es el maximo valor propio de una matr iz aleatoria. La distribu-
cion de est a estadist ica es conocida y ha sido tabulada por varios autore s, Aunque
los resultados expue stos en e ste articulo son validos para todo modelo que re una
Ills condiciones establecidas, la experiencia personal del autor Ie indica que el ca-
so de mayor apl icac ion de esta prueba estii en los casos de regre s ion multiple, en
donde el submuestreo a que se hace referencia es mas uti Iizado.
BIBLlOGRAPfA
1. Draper, N. R. ana Smith, H., Applied Regression Analysis, John Wiley & Son Inc.
New York, 1966.
2. Roy, S. N., On a heuristic method of test construction and its use in multivaria-
te analysis, Ann. Math. Statist., 24 (1953), 220 _ 238.
3. Rodriguez, L. n., Moment generating function and moments of a l'Jishart matrix
with related problems in Manova, Ph.D. Dissertation, Kansas State University,
1973.
4. Heck, D. L., Chart of some upper percentage points of the distribution of the
largest characteristic root, Ann. Math. Statist., 31(1960), 625-642.
Departamento de Matematicas y Es tadis tica
Universidad Nacional de Colombia
Bogota, D. E., Colombia, S. A.
(Recibido en oc tubr e de 1973)
33
