In this paper we analyze the problem ofthe joint channel-data estimation in fast fading channels. We propose a hybrid structure which respectively associates the Kalman filter and particle filtering for the channel and data estimation. We compare this solution with the classical reduced complexity methods. We show that the application of particle filtering to the discrete state space of the data leads to an approach similar to the T algorithm. Hence, this method cannot improve the trade-off between performance and computational complexity of the classical solutions. We conclude that it is preferable to use particle filtering for the joint estimation of discrete and continuous parameters.
INTRODUCTION Particle Filtering (PF) or Sequential Monte Carlo (SMC) methods
[ 1 I represent the most powerful approach for the sequential estimation ofthe hidden state of a nonlinear dynamic model. The solution to this problem depends on the knowledge of the Posterior Probability Density (PPD) of the hidden state given the observations. Except in a few special cases, it is impossible to calculate analyticdlty a sequential expression of this PPD. It is necessary to adopt numerical approximations. The SMC methods allow to approximate iteratively the PPD of the hidden state by weighted points or particles which evolve in the state space. Therefore, these methods provide a discrete approximation of the continuous space of the hidden state.
The first main applications of the SMC methods was target tracking. More recently, these techniques have been applied to solve different communication problems. In this paper, we will focus on the joint data-channel estimation in multipath fading channels. We will propose to use the SMC techniques for the estimation of the information sequence and the Kalman Filter (KF) for the estimation of the channel coefficients along each estimated data sequence. In this case, the state space is discrete and unlike the Viterbi Algorithm (VA), the SMC methods can reduce the computational complexity of the detector exploring only a subset of possible data sequences with a fixed number of particles. Hence, we will compare the SMC methods with the classical reduced complexity algorithms of the VA, such as the Per-Survivor Processing (PSP) algorithm 13, 21, the M algorithm 141 and the T algorithm PI.
This paper is organized as follows. In Section 2, we will introduce the system model. Then in Section 3, we will describe the detector based on the SMC methods. In Section 4, we will review the classical reduced complexity algorithms of the VA. Finally, simulation results are given in Section 5. Discrete-time equivalent lowpass transmission system 2. SYSTEM MODEL Fig. 1 shows the discrete-time equivalent lowpass transmission model considered in this paper. Let us assume that the transmitted information is carried by a binary antipodal signal. The generalization to more complex modulations is straightforward. The data sequence is composed of independent and identically distributed (i.i.d.) bits. The information bits are organized into frames composed of a preamble of known bits used in the estimation of the Channel Impulse Response (CIR), a block of information bits and a tail of known bits for properly terminating the trellis. The discrete-time channel model is represented by a symbol-spaced Finite Impulse Response (FIR) filter. The CIR coefficients { f k , L } f = , where L indicates the overall channel memory, are unknown at the reception stage. We assume that the time variations of the CIR coefficients during the data frame are important and therefore, the channel estimation provided using the preamble is insufficient. It represents only an initialization of the CIR coefficient estimates, which must be tracked even in the data frame. The matrix model of the received signal at the input of the detector is given by:
where:
The vector nk is a discrete-time complex AWGN with zero mean, scalar variance 0 : and independent real and imaginary components. 
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The detection of a data sequence in fading conditions presented in Section 2 can be interpreted as a Bayesian filtering problem, where the hidden state is represented by the sequence of information bits B~: K
the sequence of the time-varying CIR coefficients F = {Fk; k = 1,. . . , K } . The observation model is described hy (I). We consider that the CIR coefficients are represented by a first-order Autolegressive (AR) process, which corresponds to a Rayleigh uncorrelated scattering model:
Wk is a complex discrete-time AWGN with zero-mean and covariance represented by the ( L + 1) x (L+ 1) matrix 9. Since we have no a priori information on the speed of the time variations of the CIR coefficients, we will assume that A is an identity matrix. We can note that the state model (2) and the observation model (I) are linear and Gaussian for the channel. Hence, the optimal solution for the estimation of the CIR coefficients is the KF. For the detection of the data sequence, we can use a Maximum Likelihood (ML) detector 181. Given the sequence of received samples
the M L detector selects, conditionally to the knowledge of the CIR coefficients, the sequence through the trellis that maximizes the 
is the sequence of the CIR coefficients estimates and Fklk-, the estimate of the CIR coefficients at time k knowing the received samples until time k -1. The main drawback of the ML detector is that its computational complexity increases exponentially with the channel memory. In order to reduce the computational complexity of the detector, we propose in this paper to use the SIS algorithm. This algorithm, applied to a discrete state space, belongs to the family of tree-search algorithms. We will see that the leaves of the tree are simply groups of paRicles, as depicted in Fig. 2 . We describe the derivation of the SIS algorithm for a discrete state space. The aim of this method is to approximate recursively in time the PPD in (4) with weighted particles:
where N is the number of particles, 62) is the normalized importance weight at time K associated with the panicle i and 6(bkb t ) ) denotes the Dirac delta centered in bk = b t ) fork = 1 , . . . , K . Initially, the particles are in the same state, composed of the L last hits of the preamble. This state is the root of the tree. The state space is already discretized and then, the particles can only be moved towards the possible states of the system. The particles explore the state space in groups, which represent the leaves of a tree.
In fact, for each group at a time k -1 two values are possible for the current bit b k : + 1 and -1. Hence, the panicles will be divided in two groups. In the conventional SIS algorithm, the time evolution of the particles is achieved with an importance sampling distribution. For the transition from time k -1 to time k , the particles are drawn according to the importance function r ( b : ) l B F i -l , R l : k ) . We choose the optimal importance function which minimizes the variance of the importance weights of the particles [7] :
is the term of InterSymhol Interference (ISI) due to the channel memory. In this case, the panicles cannot be drawn because the states are discrete. However, the particles of a group at time k -1 are divided proportionally to the importance function in two groups at time k. Owing to the indivisibility of the panicles, it can occur that some groups are empty, The path associated to an empty group is eliminated. We calculate (6), assuming that the current hit bk = 1. The calculation for br; = -1 is similar. Applying the Bayes theorem, the importance function assumes the form: (9) We observe that the probability densities p(r*IBY), Fr;k-l) and At the end of the frame, we decide that the best path is the transmitted data sequence. The best path is the path associated with the group of particles with maximum weight, The weight of a group is given by the sum of the weights of the particles in the group.
The SIS algorithm applied to a continuous state space presents a degeneracy phenomenon when the time increases. After a few iterations of the algorithm, only one panicle has a normalized weight almost equal to 1 and the other weights are very close to zero. Therefore, a large computational effort is devotzd to updating paths wilhout almost no contribution to the final estimate. In order to avoid this behavior, different strategies of resampling of the panicles have been developed [I]. When we apply the SIS algorithm to a discrete state space, we can observe the same degeneracy phenomenon: due to the indivisibility of the particles, the SIS algorithm cannot find the most likely path in the complete tree.
At low Signal-to-Noise Ratio (SNR) the particle tree grows until each group contains only one particle, as shown In Fig. 2 . From this time, each panicle can only explore the most likely of the two new paths. However, if the rejected path was the correct one, the Particle Detector (PD) definitely loses it. In consequence, in order to avoid the case where each group contains only one panicle, u e should apply a so called resampling phase. There exist different resampling solutions. A first solution is the bootstrap filter [SI, where the particles are resampled at each time according to their importance weights. Another solution is to introduce a threshold that determines the time of resampling. This threshold parameter can be fixed or adapted according to the SNR. A last solution is a deterministic resampling which redistributes periodically the particles according to a predefined low.
CLASSICAL REDUCED COMPLEXITY ALGORITHMS
The classical reduced complexity algorithms are based either on the selection of a subset of the states in the code trellis, as in the PSP methods 13, 21 or on the selection of a subset of the paths in the code trellis, as in the M algorithm [4] aod in the T algorithm 151. The PSP methods are a family of algorithms that compensate the uncertainties in the detector by correcting the transition metr i c~ of the VA in a per-survivor way. In this paper, we will use the PSP algorithms in order to reduce the computational complexity of In general, the M algorithm is described on a trellis and the T algorithm on a tree. From one iteration to the next one, the M algorithm keeps the M best paths, where A4 is less than the total number of states. On the other hand, the T algorithm keeps a variable number of paths depending on the threshold parameter T. If the relative likelihood of the considered paths with respect to the likelihood of the best path is greater than T, the path is eliminated. Unlike the M algorithm which has a fixed complexity, the number of analyzed paths in the T algorithm depends on the time variations of the observation noise and changes during the data frame. Moreover, the computational complexity of the T algorithm is adapted according to the SNR. Generally, we also limit the number of survivor paths in order to avoid that at low SNR this number increases indefinitely. So when the number of survivor paths becomes greater than S, we will keep the S best paths. For the three methods described above, we will estimate the channel along each path with the KF in a per survivor way [IO].
SIMULATION RESULTS
In this section, we will compare the performance of PF with different resampling methods and the classical reduced complexity algorithms. The simulation results are given for the Global System for Mobile communications (GSM), where each frame is processed independently. The preamble is composed of 26 known bits, followed by a data block of 58 information bits. We assume that the received samples are described by the model (I). and the sampling period T, is equal to the symbol interval T = 3.69~s. As explained in Section 3, we observe that it is necessary IO resample the particles at low S N R in order to avoid that each group contains only one particle. We cannot resample the panicles at each time, as in the bootstrap filter solution, because we prevent the panicles to explore more than two paths and the tree cannot grow. We have considered two other methods of resampling: deterministic and activated by a threshold parameter. For the first method, we have found that the best solution is to redistribute the particles with a period equal to the channel memory. At each period, the particles are moved into the group with maximum weight. At low SNR, the periodic resampling gives better performance than the solution without resampling. However, at high SNR the particles remain grouped, because the transition probabilities are very close to zero or one. Hence, in this case it is better not to resample the particles which explore only the more probable zones of the state space without loss of the best path. For the second method, we have considered the resampling procedure of the SIS algorithm 171. If the particles are redistributed uniformly according to their importance weights. If we increase NLhreeh from N / 3 to N/7, the performance at low SNR approaches the one with periodic resampling and at high SNR it is closer to the one without resampling. However, the computational complexity of this resampling technique is always higher than that of the periodic solution. In order to take the advantages of the previous resampling methods, we have chosen a threshold No,, allowing to adapt the performance to the SNR.
When the number of groups with one particle is greater than N,,,, the particles are moved into the group with maximum weight. We conclude that this solution represents the best trade-off between performance and computational complexity. Fig. 5 performance, except at low EalNo, the complexity of the PD is always lower than the PSP detector. Hence, in long memory channel the PD presents a better trade-off between performance and computational complexity than the PSP detector. In Fig. 7 and 8 we compare the PD with the M and T algorithms for a HT240 channel. The performance of the T algorithm coincides with that of the M algorithm. However the first one presents a lower complexity. The PD is similar to the T algorithm. Both algorithms have a computational complexity which changes during the data frame and which is adapted to the SNR. We have observed that the PF cannot improve the trade-off between performance and computational complexity provided by the T algorithm. The main difference between these solutions is the exploration of the state space. For the T algorithm, the rejection of the explored paths is related to a continuous variable: the difference between the likelihood of the best path and the likelihood of the analyzed path. For the PD, the rejection depends on a discrete quantity: the number of particles in a group. The particles represent a quantization of the likelihood of the T algorithm. Hence, by using indivisible entities (the particles), we lose some information contained in the likelihood. As a consequence, the PD cannot give better performance than that of the T algorithm.
CONCLUSIONS
In this paper, we have proposed a hybrid solution for the joint estimation of the data and the channel in fast fading conditions, based on PF for the detection of the information sequences and on the KF for the estimation of the CIR coefficients. While generally used for continuous state spaces, we have applied PF to the discrete state space of data. Then, we have compared this detector with the classical reduced complexity methods. To some extend, we have discovered a close version of the T algorithm when applying PF on a discrete state space. However, we have shown that, because of the indivisibility of the particles, PF cannot reaches the performance of the T algorithm for the same computational complexity. Therefore, when the hidden state takes its values in a finite set, it is better to use the classical methods. Field of future researches will be the application of PF to digital communication problems where the unknown parameters consist not only of data but also of some continuous-valued parameters, such as for the joint delaychannel-data estimation in DS-CDMA systems. In this case, PF can improve the performance obtained with the classical methods.
