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INTRODUCTION
The nonlinear conjugate gradient method is modeled to solve the following unconstrained optimization problem:
where R R f n : is continuously differentiable function, there are different methods for solving (1), but conjugate gradient methods are known method, the iterative formula of the conjugate gradient methods is expressed as
where k x is current iterate point and k the step size, which is computed by carrying line search, and k d is the search direction given by
where k and k g are parameter and the gradient respectively of f at k x . Some common formulas for k , are given below [1] with exact line search was proved to be globally convergent on general function by Zoutendijk [3] . After which, Al-baali [9] extended this result to the strong Wolfe-Powell line search [7] . He also proved that the sequence of gradient norm k g could be bounded away from zero when
Some current reviews on nonlinear conjugate gradient methods can be found in Hager and Zhang [10] , Nazareth [11] , Nocedal [5] , Wei et al [4] .Since the exact line search is usually costly and impractical, and the strong Wolfe line search is always considered for the implementation of non-linear conjugate gradient methods. It focus on find a step size satisfying the strong conditions
where 1 0 .
In this study, we propose a new CG method with a simple formula for k . Section 2; is for our algorithm that contain new parameter. Section 3; the sufficient descent conditions is proved. Section 4; some exciting numerical result is presented by comparing our new method with other CG method. Finally, our discussion and conclusion are presented in Section 5 and Section 6 respectively.
The Algorithm and New Proposed Method
Not quite long, M. Rivaie et al [6] proposed a new non-linear conjugate gradient formula such as
Using the above formula, we propose a new modified k is defined by
Algorithm 2.1
Step 1: Given
Step 2: Compute k by applying strong Wolfe line search.
Step 3:
Step 4: Compute k based on FR, PRP, RMIL and AMRI and generated k d by (3).
Step 5: Set 1 k k go to Step 2.
Sufficient Descent Condition
For this section, we defined sufficient descent condition of 
In the First instances, we can prove 
Then
The following lemma, we need to prove sufficient descent condition 
It follows from (6) and properties of the absolute, we get
Since 0 1 AMRI k , we get
By substituting (11) and using Cauchy inequality, we get (2), (3) and (8), and step size k determined by strong Wolfe line search (5) 
From the strong Wolfe line search, we have 
By applying the induction hypothesis (19) we get 
Substituting (11) 
NUMERICAL RESULTS AND DISCUSSION
As for this section, we did some numerical experiments to test Algorithm 2.1; we utilize some of the test problem considered in Andrei [8] 
