The concept of a λ-lattice was introduced by V. Snášel ([3]) in order to generalize some lattice concepts for directed posets whose elements need not have suprema or infima. We extend the concept of semimodularity from lattices to λ-lattices and show connections to the lower covering condition and its generalizations. We further show that, contrary to the case of lattices, for λ-lattices semimodularity and the (weak) lower covering condition are independent properties. However, under some additional conditions semimodularity implies the (weak) lower covering condition. Examples of corresponding λ-lattices are presented.
Introduction
Posets are among the most frequently used relational structures in mathematics. In particular, lattices play an important role, i.e. posets where every two elements have a supremum and an infimum. Unfortunately, not every poset can be converted into a lattice. In Fig. 1 below there is depicted such a poset which is, moreover, bounded. Here all elements of R + are under both elements a and b, and these elements are under all elements of R − . (Here R + and R − denote the chains isomorphic to the poset of positive and negative reals, respectively.) It is evident that if x, y ∈ R + ∪ R − then sup(x, y) = max(x, y) and inf(x, y) = min(x, y) in this ordering. On the other hand, there do not exist sup(a, b) and inf(a, b). Thus this poset is not a lattice. However, if we use a choice function λ which picks up some c ∈ R then we obtain an algebra similar to a lattice, a so-called λ-lattice. This notion was introduced in [3] . For an overview see [1] .
In a similar way, every directed poset (in particular, every bounded poset) can be organized into a λ-lattice. Surprisingly, λ-lattices can be described by relatively simple identities. These axioms are similar to those of lattices, only associativity of the operations is substituted by so-called weak associativity. However, the operations of λ-lattices need not be monotone. In fact, they are monotone if and only if the corresponding λ-lattice is a lattice. Namely, as pointed out above, for every two elements a,
and hence L is a lattice if both operations are monotone.
It turns out that λ-lattices are useful in some investigations concerning bounded posets since λ-lattices form a variety and thus the whole machinery of Universal Algebra can be applied.
Semimodularity and lower covering conditions
As mentioned above, the concept of a λ-lattice was introduced by V. Snášel in [3] as a non-associative generalization of a lattice. For the reader's convenience, we repeat this definition.
Definition 2.1. A λ-lattice is an algebra (L, ∨, ∧) of type (2, 2) satisfying the following identities:
Idempotency of ∨ and ∧ follow easily by (iii):
If we define x ≤ y if x ∨ y = y then x ≤ y if and only if x ∧ y = x, and (L, ≤) is a poset where x ∨ y ∈ U(x, y) and x ∧ y ∈ L(x, y) for all x, y ∈ L. Here
for all x, y ∈ L and one puts
such that ∨ and ∧ are commutative then the resulting algebra (L, ∨, ∧) is a λ-lattice, see [1] and [3] for details.
If a λ-lattice satisfies one of the distributivity or modularity laws then it is a lattice, see [3] . Hence we are interested in weaker conditions which may be satisfied in λ-lattices which are not lattices. For this, we adopt the following concepts from [5] (cf. also [4] ).
We call L semimodular if for all x, y, z ∈ L with x y and x ∧ y < z < x there exists some u ∈ L with x ∧ y < u ≤ y and
We say that L satisfies the weak lower covering condition and the lower covering condition if
It is clear that (1) holds whenever x y and that x ∧ y ≺ x ≺ x ∨ y implies x y. Therefore (1) and (2) are equivalent to
It is well-known (see e.g. [5] ) that every semimodular lattice satisfies the lower covering condition. Moreover, if a lattice is finite then it is semimodular if and only if it satisfies the lower covering condition. We are going to show that these relations do not hold for λ-lattices.
Now let us demonstrate the mentioned concepts by the following examples. 
Proof. According to semimodularity there exist e, f ∈ L with a∧b < e ≤ b, (c∨e)∧a = c, a 
This shows that the weak lower covering condition is strictly weaker than the lower covering condition. 
Fig . 3 and with a∨b = c and c∧d = a is semimodular and satisfies the lower covering condition.
and with 
However, if we add an appropriate condition then semimodularity implies the weak lower covering condition. 
Let us note that condition (3) does not imply monotonicity of ∧. Namely the λ-lattice from Example 2.3 satisfies (3), but ∧ is not monotone since
The situation described in Theorem 2.11 was considered for so-called χ-lattices in [2] where instead of the weak lower covering condition the lower covering condition was considered. However, in contrast to λ-lattices in χ-lattices joins and meets are minimal upper and maximal lower bounds, respectively.
It is elementary that a sublattice of a semimodular lattice need not be semimodular. This also holds for λ-lattices. However we can prove the following. The question when a semimodular λ-lattice satisfies even the lower covering condition is answered in the following theorem.
Theorem 2.13. Let L = (L, ∨, ∧) be a semimodular λ-lattice satisfying the following conditions: 
Heights of elements of λ-lattices
For lattices (see [4] and [5] ) as well as for χ-lattices ( [2] ) of finite length certain equalities and inequalities concerning the heights of elements of the form a, b, a ∨ b and a ∧ b were derived. Analogous results are not possible for λ-lattices because the heights of a ∨ b and a ∧ b do not depend on the heights of a and b. However, we can prove the following result. 
4 Maximal chains in λ-lattices of finite length Definition 4.1. A poset (P, ≤) is said to satisfy the LU-covering property if for every x, y, z ∈ P with x ≺ y, x ≺ z and y z there exists some u ∈ P with y ≺ u and z ≺ u.
Under the condition mentioned in Definition 4.1 we can prove a result analogous to that for lattices, see e.g. [4] and [5] . 
Proof. We prove the following statement by induction on n: If a ∈ P and there exists some maximal chain from a to 1 of length n then any maximal chain from a to 1 has length n. For n ≤ 1 the statement is clear. Now assume n > 1 and the statement to hold for all maximal chains from some fixed element of P to 1 of length < n. Let a ∈ P , m ≥ 0 and
be maximal chains from a to 1 of length n and m, respectively. Since n > 1 we have m > 1. First assume a 1 = b 1 . Then
are maximal chains from a 1 to 1 of length n − 1 and m − 1, respectively. Because of the induction hypothesis we conclude n − 1 = m − 1 and hence n = m. Now assume a 1 = b 1 . Then a 1 b 1 . Because of the LU-covering property there exists some c 0 ∈ P with a 1 ≺ c 0 and b 1 ≺ c 0 . Since P is of finite length, there exists some maximal chain
from c 0 to 1 of length k ≥ 0. We then conclude that
are maximal chains from a 1 to 1 of length n − 1 and k + 1, respectively. According to the induction hypothesis, n − 1 = k + 1. Analogously, one can show m − 1 = k + 1. Together we obtain n = k + 2 = m.
The following example shows that LU-covering condition does not imply that the involved λ-lattice is a lattice. 
Acute λ-lattices
The previous examples and reasoning lead us to introduce the following concept of an acute λ-lattice.
For every bounded poset P = (P, ≤, 0, 1) let L(P) denote the λ-lattice (P, ∨, ∧) with x ∨ y = 1 and x ∧ y = 0 for all x, y ∈ P with x y. The λ-lattice arising in this way will be called the acute λ-lattice corresponding to P.
In the following for every cardinal k > 1 let M k denote the bounded lattice of length 2 consisting of 0 and 1 and an antichain of cardinality k.
Theorem 5.1. Let P = (P, ≤, 0, 1) be a bounded poset and A and C denote the set of all atoms and coatoms of (P, ≤), respectively. Then the following are equivalent:
The acute λ-lattice L(P) corresponding to P satisfies the lower covering condition,
(ii) if x ∈ A, y ∈ P and x y then y ∈ C.
(iii) One of the following is true:
(b) |A| = 1, and x ≤ y for all x ∈ A and y ∈ P \ {0}, We can summarize some of our examples as follows. We use the following abbreviations: SM := semimodularity, WLCC := weak lower covering condition, LCC := lower covering condition. 
