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Abstract
Let G be a simple and connected graph with vertex set V (G). A vertex
w ∈ V (G) strongly resolves two vertices u, v ∈ V (G) if v belongs to a shortest
u − w path or u belongs to a shortest v − w path. A set W ⊆ V (G) is a strong
resolving set for G if every pair of vertices of G is strongly resolved by some
vertex of W . A strong metric basis of G is a strong resolving set for G with
minimum cardinality. The strong metric dimension of G, denoted by sdim(G), is
the cardinality of a strong metric basis of G. In this paper we compute the strong
metric dimension of generalized Jahangir graph J(n,m), where m ≥ 3 and n ≥ 2.
Keywords: Strong metric dimension, Strong resolving set, Mutually max-
imally distant vertices, Jahangir graph.
AMS Classification: 05C12
1 Introduction
Let G be a simple and connected graph with vertex set V (G) and edge set E(G). If
two vertices u, v ∈ V (G) are endpoints of an edge then we represent the edge by uv.
The distance between two vertices u, v ∈ V (G), denoted by dG(u, v), is the length of a
shortest u− v path in G. The diameter d(G) of G is defined by d(G) = max{dG(u, v) |
u, v ∈ V (G)}. The set of all vertices that are adjacent to u in G is called neighborhood
of u and is denoted by N(u). The degree dG(v) of a vertex v in G is the number of
edges incident to v. If there is no risk of confusion, we write distance between vertices
∗Corresponding author.
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u, v ∈ V (G) by d(u, v). Similarly, the degree of v in G is written by d(v) for short. A
cycle of length n is denoted by Cn and a path of length n − 1 is denoted by Pn. A
complete graph of order n is denoted by Kn.
A vertex w ∈ V (G) resolves two vertices u, v ∈ V (G) if d(u,w) 6= d(v, w). Suppose
W = {w1, w2, . . . , wk} ⊆ V (G) is an ordered set of vertices. The representation of a
vertex v ∈ V (G) with respect to W , denoted by rG(v|W ), is the k-vector rG(v|W ) =
(d(v, w1), . . . , d(v, wk)). ThenW is a resolving set of G if rG(v|W ) 6= rG(u|W ) for every
two distinct vertices u, v ∈ V (G). That is,W is a resolving set of G if every two distinct
vertices of G are resolved by some vertex of W . A resolving set of G with minimum
cardinality over all resolving sets of G is called a basis of G. The cardinality of a basis
of G is called the metric dimension of G and is denoted by dim(G). The concept of
metric dimension was introduced by Slater [20,21]. Harary and Melter [8] independently
studied the metric dimension. For further study and applications of metric dimension,
we refer [1, 3–6,9, 10,12,16,17,22,24] to the reader.
In 2004, Sebő and Tannier [19] introduced the concept of strong metric dimension of
graphs which is more restricted invariant than the metric dimension of graphs. A vertex
w ∈ V (G) strongly resolves two vertices u, v ∈ V (G) if either d(u,w) = d(u, v)+d(v, w)
or d(v, w) = d(v, u) + d(u,w). Alternatively, w strongly resolves u and v if either v
belongs to a shortest u − w path or u belongs to a shortest v − w path. A vertex set
W ⊆ V (G) is a strong resolving set of G if every two distinct vertices of G are strongly
resolved by some vertex of W . A strong resolving set of G with minimum cardinality
over all strong resolving sets of G is called a strong metric basis of G. The strong metric
dimension of G, denoted by sdim(G), is the cardinality of a strong metric basis of G.
A vertex cover of G is a set of vertices S ⊆ V (G) such that every edge of G is
incident to at-least one vertex of S. The minimum cardinality of a vertex cover of G
is called the vertex covering number of G and is denoted by α(G). An independent
set of G is a set of vertices of G such that no two of which are adjacent in G. The
largest cardinality of an independent set of G is called the independence number of
G and is denoted by β(G). For an n-vertex graph G, it is known that S ⊆ V (G) is
an independent set if and only if its complement S is a vertex cover of G and hence
α(G) + β(G) = n.
Let u, v ∈ V (G). We say that u is maximally distant from v, denoted by uMDv,
if d(v, w) ≤ d(u, v) for every w ∈ N(u). If uMDv and vMDu then u and v are called
mutually maximally distant and we denote it by uMMDv. The strong resolving graph
GSR of G is a graph with vertex set V (GSR) = V (G) and uv ∈ E(GSR) if and only if
uMMDv.
Oellermann and Peters-Fransen [18] further investigated the strong metric dimension
and showed that the problem of finding strong metric dimension can be transformed
into a more well-known problem. Furthermore, the authors extended the strong metric
dimension of graphs to directed graphs. We refer [7, 11, 13–15] for further study on
strong metric dimension of graphs. The relationship between strong metric dimension
of G and vertex covering number of GSR is given in the following theorem.
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Theorem 1.1 (Oellermann and Peters-Fransen [18]). For any connected graphs G,
sdim(G) = α(GSR).
A generalized Jahangir graph J(n,m) for m ≥ 3 and n ≥ 2, is a graph on nm + 1
vertices consisting of a cycle Cnm with one additional vertex which is adjacent to m
vertices of Cnm at distance n to each other on Cnm ( [2]). For simplicity, the generalized
Jahangir graph hereinafter referred to as Jahangir graph. Tomescu and Javaid [23]
determined the formula for the metric dimension of Jahangir graph J(2,m). In this
paper, we determine the formula for strong metric dimension of Jahangir graph J(n,m)
for m ≥ 4 and n ≥ 5. We find strong resolving graph of J(n,m) and use Theorem 1.1
to determine the formula for strong metric dimension of J(n,m).
2 Strong metric dimension of J(n,m)
Let ui, where i = 1, . . . , nm, be the vertices of the cycle Cnm in the graph J(n,m) and
c be the vertex of J(n,m) which is adjacent to m vertices {unk+1 | k = 0, 1, . . . ,m− 1}
of the cycle Cnm. Thus, the cycle Cnm in J(n,m) has two types of vertices: those
that are adjacent to c and those that are not adjacent to c. Let U1 = {unk+1 | k =
0, 1, . . . ,m− 1} ∪ {c} and U2 = V (J(n,m))\U1. Then d(c) = m and d(x) = 3 for each
x ∈ U1 \ {c} and d(x) = 2 for each x ∈ U2. For each k ∈ {0, 1, . . . ,m − 1}, the cycle
cunk+1unk+2 . . . un(k+1)+1c is called an internal cycle of J(n,m). Any two internal cycles
in a Jahangir graph J(n,m) have at-most one edge in common. It is easy to see that
d(J(n,m)) = 2(bn
2
c+ 1). A Jahangir graph J(2, 8) is depicted in Figure 1.
Figure 1: Jahangir graph J(2, 8)
Lemma 2.1. If m = 3 and n ∈ {2, 3, 4} then sdim(J(n,m)) = 3.
Proof. We first consider J(2, 3). Then u2MMDu5, u4MMDu1 and u6MMDu3. Any
other pair of vertices of J(2, 3) does not contain mutually maximally distant vertices.
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Therefore, the strong resolving graph of J(2, 3) consists of three copies of K2 and an
isolated vertex c and thus α(J(2, 3)SR) = 3.
Secondly, we consider J(3, 3). Then u2MMDu6, u3MMDu8 and u5MMDu9. Any
other pair of vertices of J(3, 3) does not contain mutually maximally distant vertices.
Therefore, the strong resolving graph of J(3, 3) consists of three copies of K2 and four
isolated vertices given by u1, u4, u7 and c. Thus α(J(3, 3)SR) = 3.
Finally, we consider J(4, 3). Then u3MMDu8, u3MMDu10, u7MMDu2, u7MMDu12,
u11MMDu4 and u11MMDu6. Any other pair of vertices of J(4, 3) does not contain
mutually maximally distant vertices. Therefore, the strong resolving graph of J(4, 3)
consists of three copies of P3 and four isolated vertices given by u1, u5, u9 and c. Thus
α(J(4, 3)SR) = 3.
By Theorem 1.1, we have sdim(J(n, 3)) = 3 for n ∈ {2, 3, 4}.
In rest of the paper, we consider the graph J(n,m) with n ≥ 5 and m ≥ 4. Lem-
mas 2.2 and 2.3 are easy to prove by looking at the structure of Jahangir graph J(n,m).
Lemma 2.2. Assume that n > 5 is even and m ≥ 4. For k, k′ ∈ {0, 1, . . . ,m − 1},
let C = cunk+1unk+2 . . . un(k+1)+1c and C ′ = cunk′+1unk′+2 . . . un(k′+1)+1c be two internal
cycles of J(n,m). Then we have the following:
(a). Let C and C ′ share exactly one edge in common and take x ∈ V (C) and y ∈ V (C ′).
Set k′ = k + 1, where k + 1 is an the integer modulo m. Then d(x, y) = n + 1 if
and only if {x, y} = {unk+n
2
+1, un(k+1)+n
2
+2} or {x, y} = {unk+n
2
, un(k+1)+n
2
+1}.
(b). Let C and C ′ share no edge in common and take x ∈ V (C) and y ∈ V (C ′). Then
d(x, y) = n+ 2 if and only if {x, y} = {unk+n
2
+1, unk′+n
2
+1}.
(c). Let unk+i, unk+j ∈ V (C)∩U2. Then d(unk+i, unk+j) = n2 +1 if and only if |i− j| =
n
2
+ 1 .
Lemma 2.3. Assume that n ≥ 5 is odd and m ≥ 4. For k, k′ ∈ {0, 1, . . . ,m − 1},
let C = cunk+1unk+2 . . . un(k+1)+1c and C ′ = cunk′+1unk′+2 . . . un(k′+1)+1c be two internal
cycles of J(n,m). Then we have the following:
(a). Let C and C ′ share exactly one edge in common and take x ∈ V (C) and y ∈ V (C ′).
Then d(x, y) = n + 1 if and only if {x, y} = {unk+bn
2
c+1, un(k+1)+bn
2
c+2}. Also,
d(x, y) = n and both x and y do not belong to a diametrical path in J(n,m) if and
only if {x, y} = {unk+bn
2
c, un(k+1)+bn
2
c+1} or {x, y} = {unk+bn
2
c+2, un(k+1)+bn
2
c+3}.
(b). Let C and C ′ share no edge in common and take x ∈ V (C) and y ∈ V (C ′). Then
d(x, y) = n + 1 if and only if x ∈ {unk+bn
2
c+1, unk+bn
2
c+2} and y ∈ {unk′+bn
2
c+1,
unk′+bn
2
c+2}.
(c). Let x, y ∈ V (C)∩U2. Then d(x, y) = bn2 c+1 if and only if {x, y} = {unk+i, unk+j}
with |i− j| ∈ {n
2
+ 1, n
2
+ 2}.
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The mutually maximally distant vertices of Jahangir graph J(n,m) depend on the
parity of n. In next two theorems, we find the mutually maximally distant vertices in
the graph J(n,m) when n is even and when n is odd.
Theorem 2.1. Assume that n > 5 is even and m ≥ 4. For k, k′ ∈ {0, 1, . . . ,m − 1},
let C = cunk+1unk+2 . . . un(k+1)+1c and C ′ = cunk′+1unk′+2 . . . un(k′+1)+1c be two internal
cycles of J(n,m). Then we have the following:
(a). Let C and C ′ share exactly one edge in common and take x ∈ V (C) and y ∈ V (C ′).
Then xMMDy if and only if d(x, y) = n+ 1.
(b). Let C and C ′ share no edge in common and take x ∈ V (C) and y ∈ V (C ′). Then
xMMDy if and only if d(x, y) = n+ 2.
(c). Let x, y ∈ V (C). Then xMMDy if and only if x, y ∈ U2 with d(x, y) = n2 + 1.
Proof. (a). By symmetry, we assume that k′ = k+1, where k+1 is the integer modulo
m. It is readily seen that d(unk+n
2
+1, un(k+1)+n
2
+2) = n+1 = d(unk+n
2
, un(k+1)+n
2
+1) and
it is the largest distance between any two vertices of C and C ′. All possible shortest
paths from unk+n
2
+1 to un(k+1)+n
2
+2 are given by:
unk+n
2
+1unk+n
2
+2 . . . un(k+1)un(k+1)+1 . . . un(k+1)+n
2
+1un(k+1)+n
2
+2, (2.1)
unk+n
2
+1unk+n
2
+2 . . . un(k+1)+1cun(k+2)+1un(k+2) . . . un(k+1)+n
2
+3un(k+1)+n
2
+2, (2.2)
unk+n
2
+1unk+n
2
. . . unk+1cun(k+2)+1un(k+2) . . . un(k+1)+n
2
+3un(k+1)+n
2
+2. (2.3)
Also, all possible shortest paths from unk+n
2
to un(k+1)+n
2
+1 are given by:
unk+n
2
unk+n
2
+1 . . . un(k+1)un(k+1)+1 . . . un(k+1)+n
2
un(k+1)+n
2
+1, (2.4)
unk+n
2
unk+n
2
−1 . . . unk+1cun(k+1)+1un(k+1)+2 . . . un(k+1)+n
2
un(k+1)+n
2
+1, (2.5)
unk+n
2
unk+n
2
−1 . . . unk+1cun(k+2)+1un(k+2) . . . un(k+1)+n
2
+2un(k+1)+n
2
+1. (2.6)
If d(x, y) < n + 1 then x and y belong to one of the shortest paths given in
(2.1)∼(2.6). Thus x and y are not mutually maximally distant.
Conversely, let d(x, y) = n + 1. Then by Lemma 2.2 (a), we have {x, y} =
{unk+n
2
+1, un(k+1)+n
2
+2} or {x, y} = {unk+n
2
, un(k+1)+n
2
+1}. In either case, x, y ∈ U2
and thus the neighbors of x and y in J(n,m) belong to V (C)∪V (C ′). This proves that
xMMDy.
(b). Note that d(unk+n
2
+1, unk′+n
2
+1) = n+ 2 = d(J(n,m)) and all possible shortest
paths from unk+n
2
+1 to unk′+n
2
+1 are given by:
unk+n
2
+1unk+n
2
+2 . . . un(k+1)+1cunk′+1unk′+2 . . . unk′+n
2
unk′+n
2
+1, (2.7)
unk+n
2
+1unk+n
2
+2 . . . un(k+1)+1cun(k′+1)+1un(k′+1) . . . unk′+n
2
unk′+n
2
+1, (2.8)
unk+n
2
+1unk+n
2
. . . unk+1cun(k′+1)+1un(k′+1) . . . unk′+n
2
unk′+n
2
+1, (2.9)
unk+n
2
+1unk+n
2
. . . unk+1cun(k′+1)+1un(k′+1) . . . unk′+n
2
unk′+n
2
+1. (2.10)
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If d(x, y) < n + 2 then x and y belong to one of the shortest paths given in
(2.7)∼(2.10). Thus x and y are not mutually maximally distant.
Conversely, assume that d(x, y) = n + 2. Since d(J(n,m)) = n + 2, obviously
xMMDy.
(c). If d(x, y) < n
2
+ 1 then one of the neighbors of x on C, say z, does not belong
to the shortest path from x to y and thus d(z, y) = 1 + d(x, y). This shows that x and
y are not mutually maximally distant. Also if x /∈ U2 then one of the neighbors of x,
say w, does not belong to C and d(w, y) = 1+ d(x, y). This shows that x and y are not
mutually maximally distant.
Now we prove the converse. Since C is an even cycle of length n + 2, the largest
distance between any two vertices of C is n
2
+1. Let x, y ∈ U2 with d(x, y) = n2+1. Then
all neighbors of x and y in J(n,m) belong to V (C) which implies that xMMDy.
For each k ∈ {0, 1, . . . ,m− 1}, Lemma 2.2 (a) and Theorem 2.1 (a) imply that
unk+n
2
+1un(k+1)+n
2
+2, unk+n
2
+1un(k−1)+n
2
∈ E(J(n,m)SR), (2.11)
where k − 1 and k + 1 are integers modulo m. We denote by A1 the set of all edges
given in (2.11) for each k ∈ {0, 1, . . . ,m− 1}.
Similarly, for each k, k′ ∈ {0, 1, . . . ,m − 1} with |k − k′| /∈ {1,m − 1}, Lemma 2.2
(b) and Theorem 2.1 (b) give
unk+n
2
+1unk′+n
2
+1 ∈ E(J(n,m)SR). (2.12)
Denote by B1 the set of all edges given in (2.12) for each k, k′ ∈ {0, 1, . . . ,m− 1} with
|k − k′| /∈ {1,m− 1}.
Moreover, for each k ∈ {0, 1, . . . ,m− 1}, Lemma 2.2 (c) and Theorem 2.1 (c) give
unk+iunk+j ∈ E(J(n,m)SR), (2.13)
where i ∈ {2, . . . , n
2
−1}, j ∈ {n
2
+3, . . . , n} with j−i = n
2
+1. We denote by C1 the set of
all edges given in (2.13) for each k ∈ {0, 1, . . . ,m−1}. Thus, E(J(n,m)) = A1∪B1∪C1
when n is even and m ≥ 4.
Lemma 2.4. Assume that n > 5 is even and m ≥ 4. Then α(J(n,m)SR) = m(n−22 ).
Proof. We construct a vertex cover of J(n,m)SR with minimum cardinality. From
(2.11)∼(2.13), we see that two pendent vertices un(k+1)+n
2
+2 and un(k−1)+n
2
are incident
to unk+n
2
+1 in J(n,m)SR, for each k ∈ {0, 1, . . . ,m−1}. Thus, them vertices {unk+n
2
+1 |
k = 0, 1, . . . ,m − 1} are minimum number of vertices to cover the edges of A1. Let
S = {unk+n
2
+1 | k = 0, 1, . . . ,m − 1}. Then S also covers the edges of B1. Moreover,
the edges of C1 are m(n2 − 2) copies of K2. Therefore, minimum m(n2 − 2) vertices
are required to cover the edges of C1. To cover the edges of C1, we augment S by
taking S := S ∪ {unk+i | k = 0, 1, . . . ,m − 1 and i = 2, . . . , n2 − 1}. Thus S is a
vertex cover of J(n,m)SR with minimum cardinality. The cardinality of S is given by
m+m(n
2
− 2) = m(n−2
2
).
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We have the following main result when n is even.
Theorem 2.2. Assume that n > 5 is even and m ≥ 4. Then sdim(J(n,m)) = m(n−2
2
).
Proof. The proof follows from Theorem 1.1 and Lemma 2.4.
In the following theorem, we find mutually maximally distant vertices in J(n,m)
when n is odd. The proof is similar to the proof of Theorem 2.1 and is omitted.
Theorem 2.3. Assume that n ≥ 5 is odd and m ≥ 4. For k, k′ ∈ {0, 1, . . . ,m − 1},
let C = cunk+1unk+2 . . . un(k+1)+1c and C ′ = cunk′+1unk′+2 . . . un(k′+1)+1c be two internal
cycles of J(n,m). Then we have the following:
(a). Let C and C ′ share exactly one edge in common and take x ∈ V (C) and y ∈ V (C ′).
If d(x, y) = n + 1 then xMMDy. Let d(x, y) < n + 1. Then xMMDy if and only
if d(x, y) = n and both x and y do not belong to a diametrical path in J(n,m).
(b). Let C and C ′ share no edge in common and take x ∈ V (C) and y ∈ V (C ′). Then
xMMDy if and only if d(x, y) = n+ 1.
(c). Let x, y ∈ V (C). Then xMMDy if and only if x, y ∈ U2 with d(x, y) = bn2 c+ 1.
For each k ∈ {0, 1, . . . ,m− 1}, Lemma 2.3 (a) and Theorem 2.3 (a) imply that the
following edges belong to E(J(n,m)SR):
unk+bn
2
cun(k+1)+bn
2
c+1, unk+bn
2
c+1un(k−1)+bn
2
c,
unk+bn
2
c+1un(k+1)+bn
2
c+2, unk+bn
2
c+2un(k−1)+bn
2
c+1,
unk+bn
2
c+2un(k+1)+bn
2
c+3, unk+bn
2
c+3un(k−1)+bn
2
c+2,
(2.14)
where k − 1 and k + 1 are integers modulo m. Denote by A2 the set of all edges given
in (2.14) for each k ∈ {0, 1, . . . ,m− 1}.
Similarly, for each k, k′ ∈ {0, 1, . . . ,m − 1} with |k − k′| /∈ {1,m − 1}, Lemma 2.3
(b) and Theorem 2.3 (b) imply that the following edges belong to E(J(n,m)SR):
unk+bn
2
c+1unk′+bn
2
c+1, unk+bn
2
c+1unk′+bn
2
c+2,
unk+bn
2
c+2unk′+bn
2
c+1, unk+bn
2
c+2unk′+bn
2
c+2.
(2.15)
Denote by B2 the set of all edges given in (2.15) for each k, k′ ∈ {0, 1, . . . ,m− 1} with
|k − k′| /∈ {1,m− 1}.
Moreover, for each k ∈ {0, 1, . . . ,m− 1}, Lemma 2.3 (c) and Theorem 2.3 (c) imply
that the following edge belongs to E(J(n,m)SR):
unk+iunk+j, (2.16)
where i ∈ {2, . . . , bn
2
c}, j ∈ {bn
2
c+3, . . . , n} with j−i ∈ {bn
2
c+1, bn
2
c+2}. Denote by C2
the set of all edges given in (2.16) for each k ∈ {0, 1, . . . ,m−1}. Thus E(J(n,m)SR) =
A2 ∪ B2 ∪ C2 when n ≥ 5 is odd and m ≥ 4.
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Lemma 2.5. Assume that n ≥ 5 is odd and m ≥ 4. Then α(J(n,m)SR) = m(n−12 ) +
m− 3.
Proof. We construct a vertex cover of J(n,m)SR with minimum cardinality. For any
k, k′ ∈ {0, 1, . . . ,m − 1} with |k − k′| /∈ {1,m − 1}, the vertices unk+bn
2
c+1, unk+bn
2
c+2,
unk′+bn
2
c+1 and unk′+bn
2
c+2 form a cycle C4 in J(n,m)SR, where unk+bn
2
c+1 is not adjacent
to unk+bn
2
c+2 and unk′+bn
2
c+1 is not adjacent to unk′+bn
2
c+2 in J(n,m)SR (See (2.15)).
Thus, to cover the edges of C4, either the pair of vertices unk+bn
2
c+1, unk+bn
2
c+2 or the
the pair of vertices unk′+bn
2
c+1, unk′+bn
2
c+2 must be in any vertex cover of J(n,m)SR.
Thus, for any k ∈ {0, 1, . . . ,m − 1}, the 2(m − 2) vertices given by {un(k+l)+bn
2
c+1,
un(k+l)+bn
2
c+2 | l = 0, 1, . . . ,m − 3} are the minimum number of vertices required to
cover all edges of B2. By symmetry, we take k = 0 and let S = {unl+bn
2
c+1, unl+bn
2
c+2 |
l = 0, 1, . . . ,m− 3}.
We notice that all edges of A2 are also covered by S except the following edges:
un(m−2)+bn
2
c+1un(m−1)+bn
2
c+2, un(m−1)+bn
2
c+2ubn
2
c+3, (2.17)
un(m−2)+bn
2
c+1un(m−3)+bn
2
c, un(m−2)+bn
2
c+2un(m−1)+bn
2
c+3, (2.18)
un(m−1)+bn
2
c+1un(m−2)+bn
2
c. (2.19)
To cover the edge un(m−2)+bn
2
c+1un(m−1)+bn
2
c+2 given in (2.17), we augment the set S
by taking S := S ∪ {un(m−1)+bn
2
c+2}. Then the modified set S also covers the edge
un(m−1)+bn
2
c+2ubn
2
c+3 given in (2.17).
Next, we find the minimum number of vertices which cover the edges of C2 and the
leftover edges given in (2.18) and (2.19). For each k ∈ {0, 1, . . . ,m−1}, the edges given
in (2.16) form the path unk+bn
2
c+3unk+2unk+bn
2
c+4unk+3 . . . unk+n−1unk+bn
2
c−1unk+nunk+bn
2
c
of length n− 4. To cover all edges of this path, we need minimum bn−4
2
c + 1 vertices.
We further augment the set S by taking S := S ∪ {unk+i | i ∈ {2, . . . , bn2 c}, k ∈{0, 1, . . . ,m − 2}} ∪ {un(m−1)+i | i ∈ {bn2 c + 3, . . . , n}}. Then the modified set S also
covers the edges of C2 and the three leftover edges given in (2.18) and (2.19). Thus S
is a vertex cover of J(n,m)SR with minimum cardinality. The cardinality of S is given
by m(n−1
2
) +m− 3.
Now we have the following main result when n is odd.
Theorem 2.4. Assume that n ≥ 5 is odd and m ≥ 4. Then sdim(J(n,m)) = m(n−1
2
)+
m− 3.
Proof. The proof follows from Theorem 1.1 and Lemma 2.5.
In the following example, we first find strong resolving graph of J(6, 5) using The-
orem 2.1 and then construct a vertex cover of J(6, 5)SR with minimum cardinality
using the technique shown in the proof of Lemma 2.4. This further gives strong metric
dimension of J(6, 5).
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Example 2.5. Consider the graph J(6, 5) shown in Figure 2(a). Using Theorem 2.1,
we have E(J(6, 5)SR) = A1 ∪ B1 ∪ C1, where A1, B1 and C1 are given by:
A1 = {u4u11, u4u27, u10u3, u10u17, u16u9, u16u23, u22u15, u22u19,
u28u21, u28u5},
B1 = {u4u16, u4u22, u10u22, u10u28, u16u28},
C1 = {u2u6, u8u12, u14u18, u20u24, u26u30}.
The graph J(6, 5)SR is shown in Figure 2(b). Using the technique shown in the proof
of Lemma 2.4 the vertex cover of J(6, 5)SR with minimum cardinality is the set S given
by:
S = {u4, u10, u16, u22, u28, u2, u8, u14, u20, u26}. (2.20)
Hence sdim(J(6, 5)) = 10.
Figure 2: (a) The graph J(6, 5), (b) The graph J(6, 5)SR
In next example, we find strong resolving graph of J(5, 5) using Theorem 2.3 and
then construct a vertex cover of J(5, 5)SR with minimum cardinality using the technique
shown in the proof of Lemma 2.5. This further gives strong metric dimension of J(5, 5).
Example 2.6. Consider the graph J(5, 5) shown in Figure 3(a). Using Theorem 2.3,
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we have E(J(5, 5)SR) = A2 ∪ B2 ∪ C2, where A2, B2 and C2 are given by:
A2 = {u2u8, u3u22, u3u9, u4u23, u4u10, u5u24, u7u13, u8u14, u9u15, u12u18,
u13u19, u14u20, u17u23, u18u24, u19u25},
B2 = {u3u13, u3u14, u4u13, u4u14, u3u18, u3u19, u4u18, u4u19, u8u18, u8u19,
u9u18, u9u19, u8u23, u8u24, u9u23, u9u24, u13u23, u13u24, u14u23, u14u24},
C2 = {u2u5, u7u10, u12u15, u17u20, u22u25}.
The graph J(5, 5)SR is shown in Figure 3(b). Using the technique shown in the proof
of Lemma 2.5 the vertex cover of J(5, 5)SR with minimum cardinality is the set S given
by:
S = {u3, u4, u8, u9, u13, u14, u12, u17, u24, u25, u2, u7.}
Hence sdim(J(5, 5)) = 12.
Figure 3: (a) The graph J(5, 5), (b) The graph J(5, 5)SR
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