Abstract Introduction: It has been reported that inhibitory control at the superficial dorsal horn (SDH) can act in a regionally distinct manner, which suggests that regionally specific subpopulations of SDH inhibitory neurons may prevent one specific neuropathic condition. Methods: In an attempt to address this issue, we provide an alternative approach by integrating neuroanatomical information provided by different studies to construct a network-model of the SDH. We use Neuroids to simulate each neuron included in that model by adapting available experimental evidence. Results: Simulations suggest that the maintenance of the proper level of pain sensitivity may be attributed to lamina II inhibitory neurons and, therefore, hyperalgesia may be elicited by suppression of the inhibitory tone at that lamina. In contrast, lamina III inhibitory neurons are more likely to be responsible for keeping the nociceptive pathway from the mechanoreceptive pathway, so loss of inhibitory control in that region may result in allodynia. The SDH network-model is also able to replicate non-linearities associated to pain processing, such as Aβ-fiber mediated analgesia and frequency-dependent increase of the neural response. Discussion: By incorporating biophysical accuracy and newer experimental evidence, the SDH network-model may become a valuable tool for assessing the contribution of specific SDH connectivity patterns to noxious transmission in both physiological and pathological conditions.
Introduction
Over the last two decades, multiple approaches have been used in an effort to delineate the neural circuitry of the superficial dorsal horn (SDH), given its importance as the first node in the pain pathway (Millán, 1999; Todd, 2010) . Lu and co-workers identified an inhibitory (Lu and Perl, 2003) , an excitatory (Lu and Perl, 2005 ) and a normally silent pathway (Lu et al., 2013) by performing "paired" patch clamp recordings on SDH neurons in a slice preparation. Zheng et al. (2010) reported the presence of a subset of inhibitory central cells which interact reciprocally with islet cells in transgenic mice where the green fluorescent protein (GFP) gene was inserted, such that the GFP expression was restricted to that subpopulation of neurons (Tamamaki et al., 2003 ). An alternative technique in which whole-cell patch-clamp recording in the slice preparation is used to record postsynaptic responses to brief light pulses (< 1 ms), capable of activating a caged (i.e., molecularly inactive and light sensitive) form of glutamate (Callaway and Katz, 1993) , has been recently used to map the locations of neurons that project locally to a single identified neuron in the SDH (Kato et al., 2009; Kosugi et al., 2013) . This fragmentary evidence has been summarized by several authors (Graham et al., 2007; Todd, 2010; Zeilhofer et al., 2012) , but the precise contribution of those interactions to noxious processing, especially in pathological conditions, remains unclear.
Neuropathic pain is a neural disease state developed by a series of functional and structural alterations of the somatosensory nervous system, mostly maladaptive (Costigan et al., 2009) . These alterations involve plastic changes that may result in abnormal pain sensations, such as hyperalgesia (increased pain sensitivity) and allodynia (pain as a response to non-nociceptive stimuli) (Sandkühler, 2009) . A phenotypic change from nociceptive specific to multimodal responsiveness of lamina I projection neurons has been proposed as an explanation for tactile allodynia (Keller et al., 2007) . Nevertheless, the activation via disinhibition of preexisting connections between the low-threshold (LT) mechanoreceptive pathway and the nociceptive pathway appears to be one of the most consolidated hypotheses. Indeed, several studies based on pharmacological blockade of gamma-aminobutiryc acid-ergic (GABAergic) and/or glycinergic (Gly) synaptic transmission in the spinal dorsal horn (DH) have revealed a normally Volume 31, Number 2, p. 133-147, 2015 silent (i.e., under strong inhibitory control) linkage that allows the Aβ-fiber inputs to activate the lamina I projection neurons after nerve injury (Baba et al., 2003; Lu et al., 2013; Miraucourt et al., 2007) . Inhibitory neurons constitute approximately 28-46% and 24-38% of the neurons in laminae I-III of rat (Todd and Sullivan, 1990 ) and mouse (Polgár et al., 2013) spinal cord, respectively. These cells are mainly GABA-immunoreactive and many of them exhibit also high levels of glycine-immunoreactivity, thereby suggesting that a significant proportion of inhibitory neurons co-release GABA and glycine. On the other hand, there is evidence demonstrating that inhibition can act in a regionally distinct manner in the spinal cord of some rodents (Takazawa and MacDermott, 2010a) , which in turn suggests that regionally specific loss of inhibition (local disinhibition) may lead to different neuropathic manifestations. In order to address this issue, the present study aims: (1) to construct a network-model of the SDH that acknowledges and integrates neuroanatomical information provided by different experimental studies, (2) to evaluate how useful is the Neuroid (Prada et al., 2012) in modeling each neuron included in the model, (3) to analyze the response of the model after simulating regionally specific changes in inhibitory control, and (4) to stimulate further research in this direction. Table 1 summarizes some of the SDH connectivity patterns that several authors have elucidated by using the aforementioned techniques. Several assumptions have also been made to ease the design. First, since the population of neurons in lamina I receiving input from lamina II vertical cells included some that contribute to rostrally directed pathways (Lu and Perl, 2005) , the neuron in lamina I could be viewed as a projection neuron. Second, although it was suggested that a subset of inhibitory central cells in lamina II that reciprocally interacts with islet cells also receives input from unmyelinated fibers particularly sensitive to cooling, such that cooling stimulation usually suppresses noxious transmission (Zheng et al., 2010) , we arranged that the inhibitory central cell receives input from the Aβ-fiber in agreement with a previous study Table 1 . Neuron connectivity at the superficial dorsal horn. GFP: green fluorescent protein; SG: substantia gelatinosa.
Methods

A network-model of the SDH
Identified synaptic connections Technical approach Physiological implications
Simultaneous "paired" patch-clamp recordings.
Innocuous stimuli may suppress nociceptive inputs via the linkage between islet and central cells.
Both specificity and convergence are present during the integration of signals from different peripheral organs.
Selective labeling of SG cells in transgenic mice where the GFP gene was inserted and whole-cell recordings.
Innocuous stimuli may mediate the inhibitory tone responsible for maintaining the proper response level to noxious stimulation.
Different sensory modalities (e.g., pain and cold) may interact reciprocally to modulate the resulting sensation.
Disruption of this glycinergic feed-forward inhibitory circuit may provide tactile information with access to the nociceptive pathway, thereby turning touch into pain. (Daniele and MacDermott, 2009) . Third, inhibitory neurons of lamina II receive input from both LT and high-threshold (HT) primary afferents (Daniele and MacDermott, 2009 ), but we considered only the LT drive from Aβ-fibers. Fourth, the excitatory central cell reported by Lu and Perl (2005) was assumed to be tonic instead of transient (it actually fires rapidly but briefly to sustained depolarizations). The schematic representation of the network-model of the SDH circuitry, which henceforth will be referred to as the SDH network-model, is depicted in Figure 1 .
Single-cell modeling
By assuming that information transmitted across the nervous system is encoded in the neurons' firing frequency, similarities between Pulse Frequency Modulation (PFM) and the action potential generation process have been pointed out by several authors (Bayly, 1968; Horch and Dhillon, 2004; Rieke et al., 1997) . With that in mind, the neuron's output y(t) can be modeled as a train of equally spaced impulses given by:
In the equation above, δ(·) represents a single spike, T is the time between two consecutive spikes and denotes the absolute refractory period of the axon, umbr is the activation threshold and β is a proportionality constant that controls the slope of the Neuroid's frequency-intensity (FI) curve Figure 1 . Fragmentary neuroanatomical evidence (black bordered panels) is combined to elaborate an alternative representation of the superficial dorsal horn circuitry (bottom panel). DRG, dorsal root ganglion; EC, excitatory central cell; Gly, glycinergic neuron; HTC-fiber, high-threshold C-fiber; I, islet cell; IC, inhibitory central cell; LTC-fiber, low-threshold C-fiber; P, lamina I projection neuron; PKCγ, neuron expressing the gamma-isoform of protein kinase C; V, vertical cell; •, excitatory synapse; ○, inhibitory synapse.
(i.e., the firing frequency as a function of the stimulus intensity). The triggering event, designated by s(t), can be written as:
where x 1 , x 2 , …, x m are the input signals (often assumed as normalized and dimensionless) and w 1 , w 2 , …, w m are their corresponding synaptic weights. The terms umbr, β and s(t) are dimensionless, whereas T is given in ms. As can be seen from Equation 1, the division by zero is avoided because s(t) exceeds the activation threshold (umbr). The Neuroid is able to represent normally silent and tonically active neurons, and it also provides an amplitude-discrete version of the triggering signal s(t), named nt_out(t). The latter is possible by adjusting two additional parameters: K r , a dimensionless proportionality constant to control the amplitude of the output, and maxcount, a time parameter to extend the output signal by several milliseconds after the last spike before dropping to the resting value. Several studies have quantified the response properties of different types of neurons to depolarizing/ hyperpolarizing current injections as well as to mechanical/thermal stimuli using both in vitro and in vivo preparations (Baba et al., 1999; Cain et al., 2001; Graham et al., 2004; Ruscheweyh and Sandkühler, 2002; Schoffnegger et al., 2008; Slugg et al., 2000; 2004) . Based on the available experimental evidence, functional features of primary afferent fibers and dorsal horn neurons have been pointed out as follows:
1. Aβ-fibers and C-fibers exhibit the lowest and the highest median activation thresholds, respectively, in response to both current injections (Baba et al., 1999; Schoffnegger et al., 2008) and mechanical stimuli (Cain et al., 2001 ) (i.e., threshold Aβ < threshold Aδ < threshold C ); however, some studies have reported that threshold C < threshold Aδ when forced-controlled stimulation protocols were used (Slugg et al., 2000; 2004) .
2. The slope of the FI curve for the A-fibers was significantly steeper than that for the C-fibers, and the total response was also greater, although this characterization was restricted to nociceptive primary afferents (Slugg et al., 2000; 2004) .
3. The responses of tonic firing neurons in lamina I express smoother slopes and, therefore, lower firing frequencies than those for tonic firing neurons in deeper laminae (Ruscheweyh and Sandkühler, 2002) .
4. It has been difficult to find direct relations between the current-induced firing patterns and peripherally evoked responses in SDH neurons, probably because current injections have more impact on somatic than dendritic conductances whereas dendritic connections may be the major source of depolarizing drive evoked by primary afferent activation (Graham et al., 2004) .
As performed in an earlier study , we reconstructed the FI curves (f(i)) of primary afferent and DH neurons from experimental data after normalizing stimulation ranges (0-200 mN for primary afferents; 0-350 pA for DH neurons), and then, we found the linear equation that best fitted to those results. Thus, for each type of neuron, one can approximate the FI curve to:
( )
where m denotes the slope of that curve. The corresponding value of β will be given by:
607.65m
To model primary afferents it was assumed that β Aβ < β Aδ < β C since, in agreement with experimental observations (Slugg et al., 2000; 2004) , m Aβ > m Aδ > m C . For DH neurons, the deeper the location of the cell, the steeper the slope of its FI curve (Ruscheweyh and Sandkühler, 2002) and, therefore, the lower its corresponding value of β. Thus, we chose β Lamina_I > β Lamina_II > β Deeper_Laminae . From the results obtained by the groups of Baba et al. (1999) , Cain et al. (2001) and Schoffnegger et al. (2008) , it can be seen that threshold Aδ ≈ 2 threshold Aβ and threshold C ≈ 10 threshold Aβ . We selected threshold Aβ = 2.1 mN (Cain et al., 2001 ) to find threshold Aδ and threshold C and the corresponding normalized values were used to set the parameter umbr for each Neuroid representing a specific primary afferent type. The low-threshold C-fiber (LTC-fiber) was built by combining the Aβ-fiber median threshold and the high-threshold C-fiber (HTC-fiber) FI curve slope (see Table 2 ). For Neuroids representing DH neurons, threshold values were assumed lower than those for primary afferents. Each element of the SDH network-model was simulated in LabView 2013 (running on Acer Travelmate portable PC) with T = 2 ms and maxcount = 32 ms. The values of K r for each Neuroid were chosen such that we could obtain an output signal as similar as possible to the input signal, as done in previous implementations .
Putting the pieces together
We chose w j = 1 and -1 to represent respectively postsynaptic facilitation and inhibition (Equation 2). Multiple slide controls were included to reduce the inhibitory influence exerted by the Neuroids representing SDH inhibitory neurons (labeled as I: islet cell; IC: inhibitory central cell; and Gly: glycinergic neuron). Waveform charts were added to visualize the input signal as well as the response of the Neuroids used for modeling primary afferents and the lamina I projection neuron.
Network-model inputs
Several waveforms were used as inputs and they ranged from rectangular pulses with progressive increases (from 0 to 400 mN; 0.175-s steps of 40 mN) to cosine shaped curves of order 8, which have been used as the wind-up impulse train by several authors (Britton et al., 1996; Farajidavar et al., 2008; Prince et al., 2004) . We plotted the response of the lamina I projection-Neuroid (P-Neuroid) while two sets of three 2-s rectangular pulses with different amplitudes were simultaneously applied to all Neuroids representing primary afferents: a first set of pulses whose amplitudes lied in the range able to activate the P-Neuroid (180, 240 and 320 mN), and a second set of pulses with amplitudes able to activate only the Aβ-and LTC-Neuroids (3.5, 6 and 9 mN). With slide controls, it was possible to simulate local disinhibition during "noxious" and "non-noxious" sustained stimulation by increasing (doubling) the value of β for each inhibitory Neuroid, one at a time. Separate stimulation of Aβ-and HTC-labeled Neuroids included constant HTC-fiber input with variable Aβ-fiber input:
and wind-up stimulation:
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as done several years ago by Britton et al. (1996) (see experiments (i) and (iii)). The frequency (f) of the wind-up impulse train was adjusted to 1, 2, 5 and 10 Hz, in order to observe any change in the response of the P-Neuroid as a function of the frequency stimulation.
Results
The Neuroid provides a good representation of some, but not all, neurons included in the SDH network-model
The response of the Aδ-, HTC-, P-, and Glylabeled Neuroids were compared to available data from nociceptive primary afferents (Slugg et al., 2000) and DH neurons (Ruscheweyh and Sandkühler, 2002) . Upper panels show the number of action potentials fired by an Aδ-fiber (Figure 2a) , a C-fiber (Figure 2d ), and their corresponding models ( Figures  2b, e) , as a response to 3-s stimuli ranging from 20 to 100 mN. The FI curve of the Aδ-labeled Neuroid matched the experimental curve (see Figure 2c) . On the other hand, the FI curve of the HTC-labeled Neuroid increased monotonically (Figure 2f ) instead of reaching a plateau as observed in experiments, and the total response of the model was lower than that for the C-fiber. We also show the number of action potentials fired by a tonic-firing neuron from lamina I (Figure 2g ), a tonic-firing neuron from deeper laminae (Figure 2i ), and their corresponding models (P-and Gly-labeled Neuroids, respectively) (Figures 2h, j) , as a response to 1-s current injection pulses ranging from 0 to 350 pA. Figures 2k, l show the FI curves of DH tonic-firing neurons from lamina I and deeper laminae, respectively, and their computational counterparts (superimposed).
The response of the SDH network-model to gradual increases of the stimulus amplitude
Figures 3a, b depict respectively the schematic representation of the simulation (co-stimulation regime) and the response of the Neuroids used for modeling primary afferents and the lamina I projection neuron to progressive increases of the input signal, which ranged (Cain et al, 2001) . ‡: Normalized threshold value from 0-350 pA (Ruscheweyh and Sandkühler, 2002) . For all Neuroids, T and maxcount were set at 2 and 32 ms, respectively. The values of β were obtained from 607.65m-1.055, where m is the slope of the line that best fits the experimental results reported by Slugg et al. (2000) (primary afferents) and Ruscheweyh and Sandkühler (2002) (DH neurons). from 0 to 400 mN (40 mN step; 0.175-s duration). The P-Neuroid activated when the circuit input reached 160 mN, its firing frequency raised quickly at higher input values and it also continued firing after the cessation of stimulus. As shown in Figure 3c , the total response of the P-Neuroid as a function of the stimulus intensity increased monotonically.
A selective diminishing of the inhibitory control yields different responses Figure 4 illustrates how regionally specific reduction of the inhibitory tone evokes different responses on the P-Neuroid to sustained stimulation. As can be seen in Figure 4a , the P-Neuroid increased its firing frequency during "noxious" sustained stimulation (180 mN) when the influence exerted by IC-and Gly-Neuroids was decreased by approximately 50% (7 th and 9 th panels from the top). On the contrary, the response of the P-Neuroid decreased as a result of reduced inhibitory tone provided by the I-Neuroid (8 th panel). Similar results were observed at 240 and 320 mN (see Figure 4c) .
While all the Neuroids representing DH inhibitory neurons were operating at 100% and even after reducing the inhibitory tone provided by the I-and IC-Neuroids, one at a time, no response was noted on the P-Neuroid to "non-noxious" sustained stimulation (6 mN) (6 th to 8 th panels from Figure 4b ). Only by reducing the influence exerted by the Gly-Neuroid it was possible to activate the P-Neuroid (9 th panel). Similar results were obtained at 3.5 and 9 mN (see Figure 4d) . Figure 5a depicts a schematic representation of selective stimulation. As shown in Figure 5b , the firing frequency of the P-Neuroid decreased slightly (4 th panel) as a response to gradual increases of the Aβ-Neuroid input, which ranged from 0 to 120 mN (0.8-s steps of 40 mN), with constant HTC-Neuroid input (a 3.2-s pulse of 100mN). However, the response of the P-Neuroid ceased to decrease for Aβ-Neuroid inputs greater than 80 mN (Figure 5c ), which suggests that the Aβ-mediated analgesia only occurs for a limited range of mechanical intensities.
The SDH network model captured some non-linearities involved in noxious processing
Finally, a frequency varying cosine shaped curve of order 8 was used at four different frequencies with 5-s intervals of no stimulation between two frequency values. As the frequency of stimulation increased, the number of pulses fired by the P-Neuroid increased vigorously (see 4 th panel of Figure 6a ), thereby resembling a frequency-dependent response potentiation. On the other hand, our results differ from those experimentally obtained by Schouenborg (1984) (see Figure 6b) . 
Discussion
The aims of this study were, essentially, to quantify the response of lamina I projection neurons to peripheral mechanical stimuli and to assess how different is that response after simulating regionally specific reduction of the inhibitory tone. We developed a computational model of the SDH circuitry by integrating fragmentary experimental evidence and we used Neuroids to simulate each neuron included in that model. Results suggest that lamina-specific disinhibition may lead to different abnormal pain sensations. In addition, the SDH network-model was able to capture non-linearities involved in pain processes, such as Aβ-fiber mediated analgesia and frequency-dependent increase of the neural response.
The Neuroid as the main building block for the modeling of pain circuits
At the single-cell level, we compared the individual response of some Neuroids with experimental observations. The comparison was subject to the Regionally specific changes of the inhibitory tone may lead to different abnormal pain sensations. Reducing of the influence exerted by a specific Neuroid is represented by a downwards arrow (↓). (a) The response of the lamina I projection neuron-Neuroid (P-Neuroid) to "noxious" sustained stimulation increases when the inhibitory influence of the inhibitory central-Neuroid (IC-Neuroid; lamina II) and the glycinergic-Neuroid (Gly-Neuroid; lamina III) was diminished (7 th and 9 th panels from the top), but it decreases as a result of reduced inhibitory tone provided by the islet-Neuroid (I-Neuroid; lamina II) (8 th panel). (b) The P-Neuroid responds to "non-noxious" sustained stimulation only when the inhibitory influence of the Gly-Neuroid (lamina III) is diminished (9 th panel). (c) and (d) The responsiveness of the P-Neuroid to "noxious" and "non-noxious" stimuli, respectively, with 100% of inhibitory control (dark gray circles) and after diminishing the inhibitory control exerted by the IC-Neuroid (dark gray squares), the I-Neuroid (light gray triangles) and the Gly-Neuroid (dark gray diamonds). The results suggest that inhibitory neurons from lamina III prevent innocuous stimuli access to nociceptive pathways, whereas inhibitory neurons from lamina II may be responsible for maintaining the proper level of pain sensitivity. availability of data, which is why we did not compare the response of the Aβ-Neuroid with that exhibited by its biological counterpart (several groups (Cain et al., 2001; Slugg et al., 2000; 2004) have totalized the number of action potentials evoked as a function of mechanical stimulus intensity, but this characterization was restricted to thinly-myelinated/unmyelinated afferent neurons and no recent studies seem to be available to compare the FI curves of nociceptive and non-nociceptive primary afferents). It can be seen that the FI curve of the Aδ-Neuroid matched the experimental curve (Figure 2c) , whereas the FI curve of the HTC-Neuroid increased monotonically (Figure 2f ) instead of reaching a plateau as reported previously by Slugg et al. (2000) . However, in a subsequent study (Slugg et al., 2004) , it was demonstrated that the average response of C-fiber nociceptors across the receptive field does not reach a plateau, but increases monotonically with mechanical stimulus intensity. This suggests that the Neuroid might be used to predict the "average" response of a specific subpopulation of nociceptive primary afferents as long as the variability of experimental data is taken into account.
As stated before, the Neuroid is able to represent tonic-firing neurons. Interestingly, the majority of DH neurons fall into this class (Ruscheweyh and Sandkühler, 2002) . On the other hand, experimental FI (Melzack and Wall, 1965) . (c) For Aβ-Neuroid inputs greater than 80 mN, the firing frequency of the P-Neuroid ceases to decrease, which suggests that the Aβ-mediated analgesia it is possible only within a limited range of mechanical (tactile) stimuli.
curves of DH neurons tend to be pseudo-logarithmic rather than linear (Figures 2k, l) , thereby suggesting that the Neuroid may fail to capture some important features of biological neurons and more detailed neuron models should be used as the main building block for the computational modeling of pain circuits, as done by several authors (Agi et al., 2010; Farajidavar et al., 2008; Xu et al., 2008) . Nevertheless, it has been shown that computational properties of networks composed of simple (e.g. digital) neuron models are preserved in networks composed of more realistic building blocks (Hopfield, 1982; . Hence, the Neuroid, a neuron model that reproduces the frequency modulationdemodulation process carried out by biological neurons (Bayly, 1968; Horch and Dhillon, 2004; Rieke et al., 1997) , may be used in elucidating how biological neural networks perform their computations without expending time and energy on modeling a phenomenon The response of the P-Neuroid (dark gray line, closed squares) seems to increase monotonically with the frequency of stimulation rather than describing an inverted "U" (light gray line), as has been previously reported (Schouenborg, 1984) .
(i.e. the generation of action potentials) that is already well understood. Furthermore, it was possible to reduce the inhibitory tone provided by a specific cell by manipulating just one parameter of that Neuroid (β), thereby allowing us to focus both intellectual and computational resources on how the proposed circuit carries out its computations and how different is that result after simulating regionally specific reduction of the inhibitory tone. Computations carried out by sensory circuits (especially those located at spinal cord) have recently gained more attention (Prescott and Ratté, 2012; Prescott et al., 2014) in the light of new evidence pointing out that simultaneous activation of different primary afferent subpopulations may determine the resulting sensation (Ma, 2012) , which in turns demands both definitive identification of the cells composing those circuits and a wiring diagram depicting how they are synaptically connected.
An overview of the input-output relationship at the SDH
As shown in Figure 3c , the response of the P-Neuroid to gradual increases of stimulus amplitude increased monotonically above ~130 mN. This is consistent with experimental results (Andrew and Craig, 2002; Craig et al., 2001) , although a more recent study points out that the response of nociceptive specific projection neurons resembles a sigmoid curve (Lavertu et al., 2014) . On the other hand, the maximum firing frequency and thresholds predicted by the SDH network-model (~70 Hz and ~130 mN = 13.26 g) were respectively much greater and much lower than experimental values (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) Hz and 60-100 g) (Craig et al., 2001; Lavertu et al., 2014) . Discrepancies may be attributed to differences in the experimental protocol used to quantify the response properties of primary afferent and dorsal horn neurons (current injection vs. peripheral stimuli; in vivo vs. in vitro). While Neuroids representing primary afferent neurons were configured according to the response of these cells to peripheral mechanical stimuli (Cain et al., 2001; Slugg et al., 2000 Slugg et al., , 2004 , Neuroids representing dorsal horn neurons were configured according to the response of these cells to current injections (Ruscheweyh and Sandkühler, 2002) , since no recent studies seem to be available to extract relevant features of the dorsal horn neurons responses to peripheral mechanical stimuli (e.g. the frequencyintensity curve). The problem arises from the fact that there is no direct relation between current-evoked and peripherally evoked responses of dorsal horn neurons (Graham et al., 2004) . Furthermore, we did not consider the contribution of supraspinal structures (e.g. the rostral ventromedial medulla -RVM) to noxious spinal processing. So far, it is known that Onand Off-cells originating from the RVM act together, putatively, to facilitate the withdrawal response by amplifying the gain of the nociceptive spinal circuit (Mendell, 2011) , but the question of whether On-and Off-cells target the same or different spinal neurons populations (e.g. vertical, islet, central) remains unanswered. Still, all these issues do not dismiss the fact that the network-model was able to capture the essential features of spinal processing; by contrast, they should encourage researchers to perform further research in this direction.
While pressure is important in determining pain response (Craig et al., 2001; Lavertu et al., 2014) , force has also proved useful (Andrew and Craig, 2002) . Pressure stimuli, by definition, distribute force over an area and, therefore, they are likely to activate different subpopulations of cutaneous receptors (Ma, 2012) , an aspect that was modeled in this study by simultaneously activating afferent Neuroids (Figure 3a) . On the contrary, previous work on the computational modeling of pain (Agi et al., 2010; Britton et al., 1996; Prince et al., 2004) has focused on using different inputs designed for each type of afferent fiber instead of co-activation. This may seriously limit our understanding on how sensory information conveyed by different populations of primary afferents is processed by spinal circuits, given that interactions between different pathways may be overlooked unless multiple inputs are co-activated, as done in the present study.
Regionally specific subpopulations of SDH neurons may prevent one specific neuropathic condition
In order to provide a valuable tool for mapping inhibitory tone in pain pathways, we simulated lamina-specific reduction of inhibitory control during "noxious" and "non-noxious" sustained stimulation (Figures 4a, b) . As a result, the response of the P-Neuroid to "noxious" stimulation had an increase of ~17 and ~78% when the inhibitory influence exerted by the IC-(lamina II) and Gly-Neuroids (lamina III), respectively, was significantly reduced (50%), but it had a decrease of ~14% when the inhibitory tone provided by the I-Neuroid (lamina II) was reduced in the same proportion (Figure 4c ). The latter apparently contradicts previous studies arguing that loss of inhibitory control at lamina II may lead to abnormal pain sensations (Meisner et al., 2010; Takazawa and MacDermott, 2010b) . However, it can be seen from Figure 1 that inhibition of the I-Neuroid (which represents the islet cell reported by Lu and Perl (2003) ) "disinhibits" the IC-Neuroid (the inhibitory central cell reported by Zheng et al. (2010)), which in turn inhibits the afferent input from the Aδ-Neuroid to the vertical cell-Neuroid (V-Neuroid), thereby resulting in a diminished response of the P-Neuroid. It suggests that reciprocal inhibitory linkages at lamina II may regulate not only cross-modal interactions between inputs from different subpopulations of primary afferents, but also the proper level of pain sensitivity by a very fine tuning mechanism.
Conversely, the P-Neuroid responded to "nonnoxious" stimulation only after reducing by 50% the inhibitory tone provided by the Gly-Neuroid (which represents a glycinergic neuron in lamina III, in agreement with previous studies (Inquimbert et al., 2007; Takazawa and MacDermott, 2010a) (Figure 4d ). This result together with the aforementioned increase of the P-Neuroid response to "noxious" stimuli when the inhibitory influence of the Gly-Neuroid was diminished in the same proportion, suggests that inhibitory neurons in lamina III are responsible for keeping the nociceptive pathway separated from the mechanoreceptive pathway. This is consistent with the statement that Aβ-fiber endings innervate exclusively the deeper laminae (III-V) (Millán, 1999; Todd, 2010) and information conveyed by this fibers can only gain access to nociceptive specific projection neurons in lamina I through polysynaptic pathways (Lu et al., 2013; Miraucourt et al., 2007) . There is some evidence supporting the existence of a monosynaptic excitatory linkage between Aβ-fibers and lamina II vertical cells that project their dendrites toward deeper laminae (Kato et al., 2009; Kosugi et al., 2013) , but a more recent study argues that distal input could be insufficient to activate vertical cells (Yasaka et al., 2014) .
The idea of a regionally specific inhibitory control at spinal level has been proposed before (Takazawa and MacDermott, 2010a; 2010b) . Unfortunately, there is little evidence to support this theory. An experimental study performed by Cronin et al. (2004) showed that pharmacological blockade of tonic GABAergic inhibition in the SDH (simulated by reducing the inhibitory tone provided by the I-and IC-Neuroids) may underlie hypersensitivity to noxious stimuli (hyperalgesia), whereas pharmacological blockade of glycinergic inhibition (simulated by reducing the inhibitory tone provided by the Gly-Neuroid), which is more dominant at deeper laminae, is able to provoke hypersensitivity to low intensity stimuli (allodynia). Our results are consistent with those observations, but further work is needed to prove that a regionally specific subpopulation of SDH neurons may prevent one specific neuropathic condition. If this is so, lamina-specific therapeutic alternatives could be designed for effective treatment of different abnormal pain sensations.
Non-linearities in noxious stimuli processing
As originally predicted by the Gate Control Theory (GCT), tactile stimuli are able to suppress nociceptive transmission at spinal level via a gating mechanism provided by lamina II inhibitory neurons (Melzack and Wall, 1965) . This Aβ-fiber mediated analgesic effect has been replicated by computational models, all of them based on the GCT (Agi et al., 2010; Britton et al., 1996; Prince et al., 2004) . But the architecture of our SDH network-model is quite different. Nevertheless, the model was able to preserve one of the most important postulates of the GCT, since the firing frequency of the P-Neuroid decreased by 50% after the Aβ-fiber input reached 80 mN, as shown in Figure 5b (4 th panel). Above this value, the response of the P-Neuroid remained unaffected, thereby suggesting that the Aβ-mediated analgesia it is possible only within a limited range of mechanical (tactile) stimuli as we hypothesized in a previous work . Moreover, the P-Neuroid responded to amplitudes lower than 130 mN (the predicted threshold under co-stimulation regime) when no stimulus was applied to the Aβ-Neuroid (Figure 5b ; first 800 ms). As depicted in Figure 1 , the Aβ-fiber mediated analgesia is provided by the IC-Neuroid, representing an inhibitory central cell (Zheng et al., 2010) , which can be found throughout the lamina II and whose branches often extend to lamina I or III (Yasaka et al., 2010) , so it is likely to receive input from Aβ-fibers. However, those inhibitory neurons may also receive inputs from HT primary afferents (Daniele and MacDermott, 2009) . Likewise, some of these neurons are more likely to receive inputs from unmyelinated fibers particularly associated to cooling receptors (Zheng et al., 2010) . This information can be included in future versions of the SDH network-model to elucidate how crossmodal interactions contribute to pain processing and, ultimately, perception.
The vigorous increase of the number of action potentials fired by the P-Neuroid as a response to repetitive stimulation at frequencies greater than 2 Hz (Figure 6a ), resembled a potentiation that can be assumed as wind-up, a frequency-dependent increase of the DH neurons excitability evoked by recurrent stimulation of nociceptive primary afferents (Herrero et al., 2000) which has been successfully reproduced by computational models at the level of artificial neural networks (Haeri et al., 2003) as well as at the cellular and molecular level (Britton et al., 1996; Farajidavar et al., 2008) . Nevertheless, wind-up only occurs within a narrow band of frequencies of stimulation and it reaches its maximum around 1-2 Hz (Schouenborg, 1984 ) (see Figure 6b) . In addition, experimental data usually exhibit a slower increase in firing over several stimuli. On the contrary, the response of the P-Neuroid was highest after the second stimulus and it appeared to increase monotonically with the frequency of stimulation. Finally, since our main building block does not take into account N-methyl-D-aspartate (NMDA) receptor-mediated transmission and/or intrinsic mechanisms like calcium activated currents, the frequency-dependent potentiation of the P-Neuroid response is not consistent with the current definition of wind-up. Still, this leaves open the question of whether stimulation frequency may determine the response properties of Neuroid-based networks.
Given the importance of the SDH as the first node of the pain pathway, several efforts have been made to unravel the underlying neural circuitry. Due to the extremely complex cytoarchitecture of that region as well as the technical difficulties of performing electrophysiological recordings from those neurons, delineating the SDH connectivity patterns has proven to be a challenging task. Results provided by this study suggest that by integrating the fragments of neuroanatomical information provided by different work groups, it would be possible to aid in understanding how those patterns contribute to noxious transmission in either physiological or pathological conditions. Both the Neuroid and the SDH network-model have their limits, either because the main building block cannot capture all features of biological neurons or because the network does not include most recent neuroanatomical findings. Still, this work can be extended by incorporating biophysical accuracy and newer experimental evidence, which is, certainly, the ultimate goal of the present study.
