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We are concerned with the design of Model Predictive Control (MPC)
schemes such that asymptotic stability of the resulting closed loop is guaran-
teed – even if the linearization at the desired set point fails to be stabilizable.
Therefore, we propose to construct the stage cost based on the homogeneous
approximation and rigorously show that applying MPC yields an asymp-
totically stable closed-loop behavior if the homogeneous approximation is
asymptotically null controllable. To this end, we verify cost controllability
– a condition relating the current state, the stage cost, and the growth of
the value function w.r.t. time – for this class of systems in order to provide
stability and performance guarantees for the proposed MPC scheme without
stabilizing terminal costs or constraints.
1 Introduction
Model Predictive Control (MPC) is nowadays a well-established and widely applied
control technique for linear and nonlinear systems, see, e.g. the textbooks [15, 21, 27] and
the survey papers [12, 22]. One of the main reasons for its success is the simplicity of the
underlying idea: measure the current state of the system in consideration, optimize its
behaviour on a finite prediction window, and implement the first piece of the computed
control function before repeating the procedure ad infinitum. However, the stability
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analysis (or the construction of stabilizing terminal costs and constraints) is often based
on the (explicit or implicit) assumption that the linearization at the desired set point is
stabilizable [8]. Otherwise, the origin may not be asymptotically stable w.r.t. the MPC
closed loop if, e.g. a quadratic stage cost is used – independently of the length of the
optimization horizon as rigorously shown in [26] for the mobile robot example, i.e. a
finite-time controllable system.
We propose to design the stage cost based on the homogeneous approximation [18, 2]
and [10, Section 12.3]. Homogeneity – which is a generalization of linearity to nonlinear
systems – is a property, which was extensively used to construct stabilizing (homoge-
neous) control laws [19, 11, 17, 25, 24]. We show that, if the homogeneous approximation
is stabilizable, the desired set point is asymptotically stable w.r.t. the MPC closed-loop
without terminal costs or constraints. Here, asymptotic stability is understood in a
global (homogeneous system with degree zero), semi-global (negative degree of homo-
geneity), or local (homogeneous approximation) sense. All results are motivated and
illustrated by examples.
To this end, we verify cost controllability – a condition relating the growth of the value
function w.r.t. time with the stage cost. Then, stability guarantees or a desired perfor-
mance bound for the proposed MPC scheme can be deduced if the prediction horizon
is sufficiently large using techniques originally developed in a discrete-time setting, see
[14, 16], adopted to the cost-controllability condition [31, 32], and transferred to the
continuous-time setting [28, 35]. While we first show our results for homogeneous sys-
tems, we make use of homogeneous Lyapunov functions (see, in particular, [29, 11, 13, 4]
and [10, Section 12.3]) in order to show that our results are locally preserved for (gen-
eral) nonlinear systems, i.e. that cost controllability and local asymptotic stability of the
origin for the MPC closed loop hold if the homogeneous approximation at the origin is
stabilizable.
The paper is organized as follows: In Section 2, cost controllability and its relationship
with MPC are recalled and adapted to our setting. Then, we introduce homogeneous
control systems in accordance to [13] and [5] and give an example that MPC with
quadratic costs may fail for finite-time stabilizable systems with zero degree of homo-
geneity. In Section 3, we establish cost controllability and asymptotic stability of the
origin for the MPC closed loop for control systems with zero degree of homogeneity and
the local counterparts of these results if the degree of homogeneity is negative. Then, in
Section 4, we extend our results to systems with globally asymptotically null controllable
homogeneous approximation before conclusions are drawn in Section 5.
Notation: We call a continuous function ρ : [0,∞) → [0,∞) of class K∞ if it maps
zero to zero, is strictly monotonically increasing, and unbounded. For further details on
comparison functions, we refer to the compendium [20] and the references therein. The
set coK denotes the convex hull of the set K.
2
2 Problem Formulation
We consider the control system governed by the autonomous ordinary differential equa-
tion
ẋ(t) = f(x(t), u(t)) (1)
with state x(t) ∈ Rn and control u(t) ∈ Rm at time t ≥ 0. We assume continuity of the
map f : Rn×Rm → Rn and local Lipschitz continuity w.r.t. its first argument on Rn\{0}
such that, for each initial value x0 and each control function u ∈ L∞loc([0,∞),Rm), the
solution trajectory x(·;x0, u) uniquely exists (on its maximal interval Ix0 of existence).
2.1 Model Predictive Control
Let f(0, 0) = 0 hold, i.e. the origin 0 ∈ Rn is a (controlled) equilibrium. Our goal is the
stabilization of system (1) at the origin. As a preliminary condition, we require a stage
cost ℓ : Rn × Rm → R≥0 satisfying
ρ(‖x‖) ≤ ℓ⋆(x) := inf
u∈Rm
ℓ(x, u) ≤ ̺(‖x‖) ∀x ∈ Rn, (2)
for K∞-functions ρ and ̺.
We briefly introduce model predictive control. The basic idea is simple: For the
current state x̂ ∈ Rn, optimize a cost functional on a finite prediction horizon [0, T ]
w.r.t. the system dynamics (1), the initial condition x(0) = x̂, and, if present, state and
control constraints. Then, the first portion u⋆(t), t ∈ [0, δ), of the computed optimal
control function u⋆ = u⋆(·; x̂) ∈ L∞([0, T ],Rm) is implemented before the prediction
window is shifted forward in time. The procedure is repeated ad infinitum. Assuming
existence of a minimizer for simplicity of exposition, the MPC scheme reads as displayed
in Algorithm 1.
Algorithm 1 Model Predictive Control
Set t = 0 and let the prediction horizon T and the time shift δ ∈ (0, T ) be given.
1. Measure the current state x̂ := x(t)





ℓ(x(s; x̂, u), u(s)) ds subject to x(0; x̂, u) = x̂ and (1)
and denote its solution by u⋆ = u⋆(·; x̂).
3. Implement u⋆(s)|s∈[0,δ) at the plant, increment t by δ, and goto Step 1.
We define the value function Vt : R





ℓ(x(s; x̂, u), u(s)) ds subject to x(0; x̂, u) = x̂ and (1),
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with the convention that Vt(x̂) = ∞ if there exists no u ∈ L∞([0, t],Rm) such that
x(t; x̂, u), t ∈ [0, T ], is defined. This definition allows us to state the following condition
relating the stage cost ℓ at the current state x̂ and the value function.
Assumption 1 (Cost controllability on a set K). Consider a set K ⊆ Rn containing 0
in its interior. We assume that there exists a monotonically increasing, bounded function
BK : [0,∞) → R≥0, which satisfies the inequality
Vt(x) ≤ BK(t) ℓ⋆(x) ∀ (t, x) ∈ R≥0 ×K. (3)
For the formulation of the following theorem, which is an extension of a result from
[28], we moreover need the sublevel set
V −1T ([0, L]) := {x ∈ Rn |VT (x) ≤ L}.
Theorem 1. Consider the MPC scheme given in Algorithm 1 and let condition (2)
and Assumption 1 for a set K ⊆ Rn be satisfied for the stage cost ℓ and the system
dynamics (1). Then, for given δ > 0, there exists a sufficiently large prediction horizon
T > δ such that the origin is locally asymptotically stable for the MPC closed loop.
Moreover, the domain of attraction contains all level sets V −1T ([0, L]) ⊆ K.
If K = Rn, the origin is globally asymptotically stable for the MPC closed loop. More-
over, if the assumptions hold for each compact set K ⊂ Rn containing 0 in its interior
(with BK possibly depending on K), then the origin is semiglobally asymptotically stable
for the MPC closed loop, i.e., for each compact set K̂ ⊂ Rn and each δ > 0 there is
T > 0, such that the origin is locally asymptotically stable for the MPC closed loop and
K̂ is contained in the domain of attraction.
Proof. The assertion for K = Rn was already shown in [28]. To prove the non-global
version, i.e. K ( Rn, we proceed similarly to the discrete time counterpart given in [15,
Theorem 6.35] (see also [6] for related results). Hence we only give a sketch.
First one shows using the same techniques as in [28] that for sufficiently large T the
optimal value function VT decreases along solutions in K. This implies that each level
set V −1([0, L]) ⊂ K is forward invariant. On this level set asymptotic stability with
domain of attraction V −1([0, L]) follows with usual Lyapunov function arguments. The
second statement follows by estimating the size of the level sets V −1T ([0, L]) exactly as
in the proof of [15, Theorem 6.35].
Assumption 1 is a sufficient condition for stability that is particularly suitable for the
class of systems and cost functions that we will investigate in this paper. Of course, for
other systems and cost functions other sufficient conditions may be better suited. Two
examples will be discussed in Remark 2 at the end of Section 3.
Monotonicity of the (growth) function BK in Assumption 1 can be assumed w.l.o.g.
since the left hand side of inequality (3) is monotonically increasing due to the absence of
a terminal cost. Furthermore, the condition lim supt→∞BK(t)/t < 1 suffices to ensure
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the existence of a bounded (growth) function BK , see [26, Proposition 6]. Using the







≤ γ ∀ t ≥ 0.
In particular, this implies that the value function Vt cannot contain terms of lower order
than the minimized stage cost ℓ⋆(x̂) = infu∈Rm ℓ(x̂, u). Otherwise Assumption 1 cannot
hold in a neighbourhood of the origin and, thus, on the set K.
2.2 Homogeneous Systems and quadratic stage costs
The following definition of homogeneity is taken from [13] with a slightly adapted nota-
tion.
Definition 1 (Homogeneous System). For given r = (r1, . . . , rn) ∈ (0,+∞)n, s =
(s1, . . . , sm) ∈ (0,+∞)m, and τ ∈ (−mini ri,∞), System (1) is said to be (r, s, τ)-
homogeneous if
f(Λαx,∆αu) = α
τΛαf(x, u) ∀ (x, u) ∈ Rn × Rm and α ≥ 0 (4)
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Homogeneity can be considered as a generalization of linearity. For linear systems, i.e.
ẋ(t) = Ax(t) + Bu(t), homogeneity is trivially satisfied with τ = 0 and ri = 1 = sj for
(i, j) ∈ {1, . . . , n} × {1, . . . ,m}. Using Definition 1, one easily obtains the identity
x(t; Λαx
0,∆αu(α
τ ·)) = Λαx(ατ t;x0, u) (5)
for all t ∈ Ix0 ∩ [0,∞). For τ = 0, the identity (5) simplifies to x(t; Λαx0,∆αu) =
Λαx(t;x
0, u).
We consider the following example in order to show that the design of stage cost in
MPC matters.
Example 1. Let the system dynamics (1) be given be























Example 1 is governed by homogeneous system dynamics since Condition (4) holds with
τ = 0, r2 = 2, and r1 = r3 = s1 = s2 = 1. Moreover, the system is null controllable
in finite time, which means that starting from any given state one can steer the control
system to 0 ∈ R3 in finite time (even in arbitrary small positive time). This property
follows from the Rashevski-Chow Theorem [10, Theorem 3.18]. It can also be checked
directly as follows. Ensure that the x3-component is not equal to 0 by using u2. Then
take u2 = 0 (so x3 does not change) and use u1 to steer the x2-component to 0. Then
take u1 = 0 (so x2 remains equal to 0) and set the x3-component equal to 0 using u2.
Finally, take u2 = 0 (so both x2 and x3 remain equal to 0) and use u1 to steer the
x1-component to 0. It follows from this method to steer the control system (6) to 0 ∈ R3
that the value function Vt is uniformly bounded w.r.t. t ∈ R≥0 on compact sets of R3.
Nevertheless, one can show that there does not exist a (finite) prediction horizon such
that the origin is asymptotically stable w.r.t. the MPC closed loop.
Proposition 1. We consider the MPC scheme presented in Algorithm 1 for the combi-
nation of system (6) and the quadratic stage cost ℓ(x, u) = x⊤Qx+ u⊤Ru with positive
definite matrices Q ∈ R3×3 and R ∈ R2×2. Then, for arbitrary but fixed prediction
horizon T , the origin is not (locally) asymptotically for the MPC closed loop.
Proof. Firstly, it can be shown that, for every ε > 0, there exists an initial value x0 ∈
{x ∈ R3 | ‖x‖ ≤ ε} such that u⋆ ≡ 0 is the unique optimal control. The proof is
almost literally the same as its analogon for the nonholonomic robot presented in [26,




of the slightly different adjoint equation. Hence, the closed-loop trajectory emanating
at x0 stays at x0 forever and does, thus, not converge to the origin, which shows the
assertion.
We note that this implies that Assumption 1 must be violated. In the following,
our goal is to construct a stage cost such that asymptotic stability of the origin w.r.t.
the MPC closed loop is ensured for a sufficiently long prediction horizon T for a class
of systems including both Example 1 and the mentioned nonholonomic robot example
provided that the homogeneous (approximation of the) system is globally asymptotically
null controllable. Moreover, we want to keep the construction simple by solely replacing































i = αN(x) ∀ (α, x) ∈ R≥0 × Rn (8)
and that it is positive on Rn \ {0}. However it is not a norm unless Λα = αI.
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3 Cost Controllability for Homogeneous Systems
We consider homogeneous systems and propose to define the stage cost ℓ : Rn × Rm →
R≥0 by



















The stage cost is based on the dilated norm and the coefficients ri, i ∈ {1, . . . , n}, and sj,
j ∈ {1, . . . ,m}, from Definition 1. Note that the definition of ℓ in (9) leads to quadratic
stage cost for linear systems ẋ(t) = Ax(t)+Bu(t). Moreover, the definition is compatible
with homogeneity analogously to (8).
Proposition 2. The stage costs ℓ are homogeneous, i.e.
ℓ(x(s; Λαx
0,∆αu(α
τ ·)),∆αu(ατs)) = αdℓ(x(ατs;x0, u), u(ατ s)) (10)
holds for α ≥ 0. For τ = 0, equality (10) simplifies to
ℓ(x(s; Λαx
0,∆αu),∆αu(s)) = α
dℓ(x(s;x0, u), u(s)). (11)
Proof. A direct calculation shows
ℓ(x(s; Λαx
0,∆αu(α
















= αd ℓ(x(ατs;x0, u), u(t)),
i.e. the assertion if t is replaced by ατs.
Our goal in this section is to verify cost controllability for homogeneous, globally asymp-
totically null controllable systems.
Definition 2. The system (1) is said to be globally asymptotically null controllable
if, for each x0 ∈ Rn, there exists a control function u0 ∈ L∞loc([0,∞),Rm) such that
limt→∞ ‖x(t;x0, u0)‖ = 0 holds.
Note that a locally asymptotically null controllable homogeneous system is always glob-
ally asymptotically null controllable.
Inequality (3) is equivalent to
V (t) ≤ BK(t)N(x0)d ∀ (t, x0) ∈ R≥0 ×K, (12)
using the stage cost (9). Under this condition, asymptotic stability of the origin w.r.t. the
MPC closed loop is ensured for a sufficiently large prediction horizon T using Theorem 1
since Condition (2) is satisfied.
Before we proceed, we consider a simple example in order to illustrate and motivate
our results.
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Example 2. Let the system dynamics (1) be given by
ẋ(t) = |x(t)|ksign(x) + u with k ∈ (0,+∞). (13)
Since we have
f(Λαx,∆αu) = |αrx|ksign(x) + αsu,
ατΛαf(x, u) = α
τ+r(|x|ksign(x) + u),
we get the (r, s, τ)-homogeneity of (13) if and only if τ + r = rk and τ + r = s. This
leads to the following three cases:
• k = 1: Degree of homogeneity zero, i.e. τ = 0 with coefficients r = s
• k ∈ (0, 1): Negative degree of homogeneity, i.e. τ < 0 with coefficients r = s/k
• k > 1: Positive degree of homogeneity, i.e. τ > 0 with r = s/k





〈∇V (x), f(x, u)〉 + ℓ(x, u)
)
= 0 (14)
with m = 1. To this end, we quadratically penalize the control effort to simplify the
following calculations by using the stage cost ℓ : Rn×Rm, n = m = 1, defined by ℓ(x, u) =





+ ℓ(x, u⋆) = 0, leads to V ′(x)|x|ksign(x)− 14V ′(x)2 + (x2)d = 0,
or (only the root having the sign of x has to be taken into account since V is increasing
on [0,+∞) and decreasing on (−∞, 0])
V ′(x) = 2|x|ksign(x) + sign(x)
√
4|x|2k + 4(x2)d d=k= 2(1 +
√
2)|x|ksign(x).














In conclusion, we get for
• k = 1: The growth bound is uniformly upper bounded by 1 +
√
2, i.e. cost control-
lability in the sense of Assumption 1 with K = Rn = R.








, i.e. cost controllability in the sense of Assumption 1.
• k > 1: the quotient V (x)/ℓ⋆(x) is uniformly upper bounded on R \ (−ε, ε) for









Moreover, note that the choice d = 1, i.e. purely quadratic costs, implies for k ∈ (0, 1)
that the value function still exhibits a term of order 1 + k but ℓ⋆(x) = x2 holds. Hence,
there does not exist a uniform bound for the quotient V (x)/ℓ⋆(x) for x → 0, x 6= 0.
Remark 1. In general, the degree of homogeneity (τ < 0, τ = 0, and τ > 0) is not
unique, which can be seen from the (driftless) system Example 1. Here, Condition (4)
is also satisfied for the combinations
τ = 0.5, r1 = r3 = 1, r2 = 2, and s1 = s2 = 1.5
and
τ = −0.5, r1 = r3 = 1, r2 = 2, and s1 = s2 = 0.5.
We emphasize that the relative weighting of the control in comparison to the penalization
of deviations w.r.t. the state depends on the choice, which explains the different behavior
of the MPC closed loop. For control affine systems, we set sj = 2 whenever possible in
view of the Hamilton-Jacobi-Equation.
3.1 Degree of homogeneity zero
In this subsection, we derive cost controllability and, then, conclude asymptotic stability
for globally asymptotically null controllable systems with degree of homogeneity τ = 0.
Theorem 2 (Cost Controllability). Let the system (1) be globally asymptotically null
controllable and (r, s, τ = 0)-homogeneous. In addition, let the stage cost be defined
by (9). Then, cost controllability, i.e. inequality (12), holds. In particular, given δ > 0,
for any sufficiently large T > 0 the origin is globally asymptotically stable for the MPC
closed loop.
Proof. First, we show inequality (12) only for initial values x0 contained in the compact
set
Nc1,c2 := {x ∈ Rn | c1 ≤ N(x)d ≤ c2}
with 0 < c1 < c2 < ∞. Later on, we show that the same growth function B can be used
for arbitrary initial values x0 ∈ Rn.
Global asymptotical null controllability implies that, for each x0 ∈ Nc1,c2 , there exists
a control function u0 ∈ L∞loc([0,∞),Rm) such that limt→∞ x(t;x0, u0) = 0 holds. Hence,
continuity of the solution trajectory x(·;x0, u0) implies the existence of a time instant
T 0 ∈ (0,∞) (depending on x0) such that
N(x(T 0;x0, u0))d = α
c1 + c2
2
where α ∈ (0, 1) is chosen such that α(c1+c2)/2 < c1 holds, i.e. x(T 0;x0, u0) is contained
in the sublevel set {x ∈ Rn | N(x)d < c1}. Due to continuity and compactness of the
time interval [0, T 0], there exists δ0 > 0 sufficiently small (depending on x0) such that
the chain of inequalities
αc1 < N(x(T
0; x̄, u0))d < αc2 (15)
9
holds for all x̄ ∈ Bδ0(x0). Since
⋃
x0∈Nc1,c2 Bδ0(x
0) is an open cover of the compact set
Nc1,c2 , there exists a finite subcover and, thus, there exist finitely many initial values





Let us set T ⋆ := mini=1,...,k T
i ∈ (0,∞). Then, the following function is obviously a










ℓ(x(s; x̄, ui), ui(s)) ds ∀ t ∈ [0, T ⋆),









ℓ(x(s; x̄, ui), ui(s)) ds. (16)
Note that the preceding line of argumentation implicitly implies well-posedness and
boundedness of B on [0, T ⋆] in view of the fact that N(x̄) is uniformly bounded from
below by c1.
1 This construction is quite conservative and does not rely on homogeneity.
But it is essential to have a bounded B on a compact time interval of positive length for
the following line of argumentation.
Before we proceed, let us present some preliminary considerations. Let x̃0 /∈ Nc1,c2
be arbitrary but fixed. Then, if x̃0 6= 0, there exists a scaling factor c ∈ (0,∞) such
that Λcx̃
0 ∈ Nc1,c2 . This implies the existence of an index j ∈ {1, 2, . . . , k}, such that
Λcx̃






0, uj), uj(s)) (17)
and, for ℓ⋆(x̃0) := infu∈Rm ℓ(x̃0, u),
ℓ⋆(x̃0) = N(x̃0)d = N(Λc−1Λcx̃
0)d
(8)
= c−dN(Λcx̃0)d = c−dℓ⋆(Λcx̃0). (18)
Hence, showing the desired inequality (see Assumption 1) for x0 ∈ Nc1,c2 suffices.
The identity (17) is also the key ingredient to show the assertion for t > T ⋆ based
on the following contraction argument. For each x0 ∈ Nc1,c2 , there exists an index q ∈
{1, . . . , k}, and a time instant t0 ∈ [T ⋆,max{i=1,...,k} T i] such that x(t0;x0, uq) ∈ αNc1,c2
and ∫ t
0
ℓ(x(s;x0, uq), uq(s)) ds ≤ B(min{t, T ⋆})N(x0)d ∀ t ∈ [0, t0]
hold. Next, using the identity (17) for x̃0 = x(t0;x0, uq) with c = α−1 > 1 allows us to
repeat the presented line of reasoning to show that the stage cost are scaled with αd. In
1Every trajectory x(·;xi, ui) is bounded on [0, T ⋆]. In addition, ui is essentially bounded. Hence, the
stage costs are also bounded. Then, continuity of the solution w.r.t. the initial value and continuity
of the stage cost imply the assertion.
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addition,
x(T j ; x̃0,∆αu
j) = Λα x(T
j ; Λα−1 x̃
0, uj)︸ ︷︷ ︸
∈αNc1,c2
∈ α2Nc1,c2 .
Hence, we get the desired growth condition if we periodically extend the growth func-




αidB(T ⋆) + αd⌊t/T
⋆⌋B(t− T ⋆⌊t/T ⋆⌋) ∀ t > T ⋆,
which is bounded by
∑∞
i=0 α
idB(T ⋆) = (1 − αd)−1B(T ⋆) ∈ (0,∞). This completes the
proof of the first statement. Asymptotic stability then follows from Theorem 1.
3.2 Degree of homogeneity not equal to zero
We begin with globally asymptotically null controllable systems with negative degree of
homogeneity, i.e. τ < 0. Here, we show semiglobal asymptotic stability of the origin w.r.t.
the MPC closed loop, i.e. local asymptotic stability of the origin with an arbitrary but
fixed compact set being the domain of attraction, cf. Theorem 1. We refer to Example 2,
which shows the necessity of this restriction for the derivation of cost controllability.
In Proposition 3 we extend Theorem 2 to homogeneous systems with negative degree.
Proposition 3 (Cost Controllability for τ < 0). Let the system (1) be globally asymp-
totically null controllable and (r, s, τ)-homogeneous with τ < 0. In addition, let the stage
cost be defined by (9). Then, (3), i.e. cost controllability, holds on any compact set
K ⊂ Rn with 0 ∈ intK. In particular, given δ > 0, for any sufficiently large T > 0 the
origin is semiglobally asymptotically stable for the MPC closed loop.
Proof. Since the set K is compact there exists c2 ∈ (0,∞) such that
K ⊆ {x0 ∈ Rn | N(x0)d ≤ c2}
holds. We show that inequality (12) holds for all x0 contained in this sublevel set. To this
end, we start analogously to the verification of Theorem 2 with c1 ∈ (0, c2) but define the
growth function B : R≥0 → R≥0 differently. Let B̃ denote the growth function defined
analogously as in the proof of Theorem 2 and α, α ∈ (0, 1), be an arbitrarily chosen but
fixed contraction parameter. Then, the adapted growth function B is given by
B(t) := B̃(ατ t) for all t ≥ 0. (19)
Note that ατ > 1 holds since α ∈ (0, 1) and τ < 0. Since B̃ is monotonically increasing,
B(t) ≥ B̃(t) holds for all t ≥ 0.2
Next, we show that inequality (12) holds for all t ≥ 0 for x0 ∈ Nc1,c2. We choose
x1, . . . , xk with corresponding ui, T i and δi, i = 1, . . . , k, as in the proof of Theorem 2.
2This preliminary step is important to uniformly (independent of the initial value) reparametrize the
time argument in the former growth bound by the factor ατ
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For given initial state x0 ∈ Nc1,c2 there exists an index q ∈ {1, 2, . . . , k} such that
x̃0 := x(T q;x0, uq) ∈ αNc1,c2 holds. In addition, there exits an index j ∈ {1, 2, . . . , k}
such that Λα−1 x̃




= c−dℓ(x(c−τs; Λcx̃0, uj), uj(c−τs)).
Next, we use the scaling factor c := α−1 > 1 for x̃0. Note that equation (18) yields
ℓ⋆(x̃0) = αdℓ⋆(Λα−1 x̃























0 ℓ(x(s̃; Λα−1 x̃
0, uj), uj(s̃)) ds̃
ℓ⋆(Λα−1 x̃
0)
≤ α−dα−τ B(min{t, α−τT ⋆}) ≤ α−dB(min{t, α−τT ⋆})
where we have used that ατ > 1 and α−τ < 1 hold. Furthermore, for a scaling factor
c > 1 (e.g. c = α−1), we get
x(cτT j; x̃0,∆c−1u




0, uj)︸ ︷︷ ︸
∈αNc1,c2
where cτ < 1 and c−1 < 1. This shows that a contraction is attained already at time
α−τT j (c = α−1). For general initial value, the index j has to be suitably chosen. Hence,
an iterative application of this line of reasoning shows the claimed inequality not only
for x0 ∈ αiNc1,c2 , i ∈ N ∪ {0}, but indeed for all x0 ∈ K.
Semiglobal asymptotic stability then follows from Theorem 1.
Remark 2. As already mentioned after the proof of Theorem 1, Assumption 1 is a
sufficient condition for stability that is particularly suited for the class of homogeneous
problems we investigated in this section. However, there are other types of conditions
that may be advantageous for other settings. In this remark we discuss two of them that
apply when Assumption 1 is violated.
(i) In discrete time, [15, Theorem 6.37] states that if there is a function ρ ∈ K∞ such
that the inequality
Vt(x) ≤ ρ(ℓ⋆(x)) (20)
holds for all (t, x) ∈ R≥0 × Rn, then the MPC closed loop is semiglobally practically
asymptotically stable. If this result were also available in continuous time, then we expect
that it provides a way to handle homogeneous systems and running costs with positive
degree. In fact, for such systems we would even expect ρ to be bounded from above by
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an affinely linear function, due to which we conjecture that global practical asymptotic
stability can be concluded. Unfortunately, the derivation of these results in continuous
time is a nontrivial task and beyond the scope of this paper. It will thus be addressed in
future research.
(ii) Both Assumption 1 and inequality (20) require that supt≥0 Vt(x) < ∞ for all x ∈
Rn. However, stability of the closed loop may also hold if Vt(x) grows unboundedly for t
tending to infinity. A sufficient condition for asymptotic stability that applies in this case
is the following: we assume the existence of a continuous function C : R≥0×Rn → [0, 1]
that is nonincreasing in t with C(t, x) < 1 for all x ∈ Rn and t > 0, such that
Vt(x) ≤ tC(t, x)ℓ⋆(x) (21)
holds for all (t, x) ∈ R≥0 × Rn. One easily checks that this condition is satisfied, e.g.,
for the 1d example
ẋ(t) = −|x(t)|(x(t) + u(t)), ℓ(x, u) = |x|+ |u|.
Abbreviating the optimal trajectory by x⋆(t) := x(t;x0, u⋆), condition (21) implies
ℓ⋆(x⋆(T )) = inf
t∈[0,T ]
ℓ⋆(x⋆(t)). (22)
To see this, assume that (22) does not hold. Then there is ε > 0 and a τ ∈ [0, T )
with ℓ⋆(x⋆(τ)) ≤ ℓ⋆(x⋆(T )) − ε. Chosing τ maximal with this property, it follows that
ℓ⋆(x⋆(t)) ≥ ℓ⋆(x⋆(T )) − ε ≥ ℓ⋆(x⋆(τ)) for all t ∈ [τ, T ]. By the optimality principle we
obtain VT−τ (x⋆(τ)) =
∫ T
τ ℓ(x
⋆(t), u⋆(t))dt ≥ (T − τ)ℓ⋆(x⋆(τ)), which contradicts (21)
and thus proves (22).
Now consider the value Jδ(x) :=
∫ δ
0 ℓ(x
⋆(t), u⋆(t)) dt. Since ℓ ≥ 0 holds, there exists
τ⋆ ∈ [0, δ] with ℓ⋆(x⋆(τ⋆)) ≤ Jδ(x)/δ. Using (21) and (22), this implies Vδ(x⋆(T )) ≤
C(δ, x⋆(T ))δℓ⋆(x⋆(T )) ≤ C(δ, x⋆(T ))Jδ(x). From this we can conclude
VT (x
⋆(δ)) ≤ VT−δ(x⋆(δ)) + Vδ(x⋆(T ))
= VT (x)− Jδ(x) + Vδ(x⋆(T ))
≤ VT (x)− (1− C(δ, x⋆(T )))Jδ(x) < VT (x)
for x 6= 0. Thus, VT is a Lyapunov function for the closed loop and asymptotic stability
of the closed loop follows.
4 Systems with globally asymptotically null controllable
homogeneous approximation
In this section, we consider systems with homogeneous approximation at the origin in
the following sense [2].
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Definition 3. Consider two controlled vector fields f, h : Rn × Rm → Rn, where h is
homogeneous with parameters ri > 0, sj > 0 and τ ∈ (−mini ri,∞). Then h is called a
homogeneous approximation of f near the origin, if the relation
f(x, u) = h(x, u) +R(x, u)
holds with
|Ri(Λαx,∆αu)| ≤ Mαri+τ+η (23)
for all x, u with ‖x‖ ≤ ρ, ‖u‖ ≤ ρ and all α ∈ (0, 1], where ρ,M, η are positive constants.
In case the approximation h is globally asymptotically null controllable, we will estab-
lish cost controllability for the system governed by f if the stage cost (9) are employed in
the sense of Assumption 1, where K is a neighborhood of the origin. As a consequence,
by means of Theorem 1 we obtain local asymptotic stability of the origin for the MPC
closed loop.
Our main tool for deriving these results are homogeneous control Lyapunov functions,
whose existence was established in [13]. We first show preliminary results in Section 4.1,
i.e. in particular robustness of homogeneous Lyapunov functions. Then, we generalize
Theorem 2 (τ = 0) and its extension Proposition 3 (τ < 0) before our findings are
illustrated by means of the nonholonomic robot example, a variant of Brockett’s famous
nonholonomic integrator.
4.1 Properties of Homogeneous Lyapunov Functions
In this section we assume that approximation h is globally asymptotically null con-
trollable. Then [13, Theorem 3.5] establishes the existence of a homogeneous control
Lyapunov function V : Rn → R≥0, which
1) is continuous on Rn and Lipschitz on Rn \ {0},
2) obeys the equality V (Λαx) = α
2kV (x), and
3) satisfies the inequality minv∈co h(x,Wx)DV (x; v) ≤ −µN(x)τV (x),
where k := mini=1,...,n ri, µ > 0, Wx = ∆N(x)U for a suitable compact set U ⊂ Rm, and
DV (x; v) denotes the lower Dini derivative





V (x+ tv′)− V (x)
)
.
Next, we show an auxiliary result. Namely, that a suitably scaled version of the homo-
geneous Lyapunov function V is locally Lipschitz.
Lemma 1. Let p be defined by maxi=1,...,n ri and let the homogeneous Lyapunov function
V : Rn → R≥0 satisfy Properties 1) and 2). Then, for each compact set K ⊂ Rn, there
is L > 0 such that V̂ := V p/(2k) is Lipschitz continuous on K with Lipschitz constant L.
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Proof. A straightforward computation yields that V̂ satisfies the (in)equalities





DV̂ (x; v) ≤ −σN(x)τ V̂ (x) (25)
with σ := pµ/(2k) > 0. Moreover, Property 1) is preserved. Based on this observation,
we can prove the improved Lipschitz property of V̂ .
Throughout the proof we use the 1-norm ‖ · ‖ = ‖ · ‖1. Because of the homogeneity, it
suffices to show that V̂ is Lipschitz on the compact set K := {x ∈ Rn |N(x) ≤ 1}. To
this end, first observe that the Lipschitz continuity on Rn \ {0} implies the existence of
a Lipschitz constant L1 > 0 on the set K1 := {x ∈ Rn | 1/2 ≤ N(x) ≤ 1}. Moreover, by
continuity of V̂ there exists a constant C1 > 0 such that for all x̂ ∈ Rn with N(x̂) = 1
and all ŷ ∈ Rn with N(ŷ) ≤ 1/2 the inequality |V̂ (x̂)− V̂ (ŷ)| ≤ C1 holds. Together with
the fact that there is a constant C2 > 0 with ‖x̂ − ŷ‖ ≥ C2 for all such x̂ and ŷ, for
L2 = C1/C2 we obtain |V̂ (x̂) − V̂ (ŷ)| ≤ C1 ≤ C1/C2‖x̂ − ŷ‖ = L2‖x̂ − ŷ‖. This yields
that, for all x̂ ∈ Rn with N(x̂) = 1 and all ŷ ∈ K, the inequality
|V̂ (x̂)− V̂ (ŷ)| ≤ L‖x̂− ŷ‖ (26)
holds with L := max{L1, L2}.
Now consider two arbitrary points x, y ∈ K. Without loss of generality assumeN(x) ≥




|x̂i − ŷi| =
n∑
i=1
α−ri |xi − yi| ≤ α−p
n∑
i=1
|xi − yi| = α−p‖x− y‖.
Observing that N(x̂) = 1 and N(ŷ) ≤ 1, we can apply (26) in order to conclude
|V̂ (x)− V̂ (y)| = |V̂ (Λαx̂)− V̂ (Λαŷ)| = αp|V̂ (x̂)− V̂ (ŷ)|
≤ αpL‖x̂− ŷ‖ ≤ αpLα−p‖x− y‖ = L‖x− y‖,
which shows the claim.
Based on the Lipschitz continuity of the suitably scaled homogeneous Lyapunov func-
tion, we can now derive a robustness statement for the Dini derivative of the Lyapunov
function along the vector field f that is homogeneously approximated by h.
Proposition 4. Consider a vector field f with homogeneous approximation h according
to Definition 3 and a homogeneous control Lyapunov function V : Rn → R≥0 satisfying
Properties 2) and 3). Then, for each δ ∈ (0, 1), there exists ε > 0 such that the inequality
min
v∈co f(x,Wx)
DV (x; v) ≤ −δσN(x)τV (x). (27)
holds for all x ∈ Rn with N(x) ≤ ε.
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Proof. At the beginning of the proof of Lemma 1 we made the observation that scaling of
the homogeneous Lyapunov function does not change Properties 2) and 3). Analogously,
it can be seen that once inequality (27) is established for V̂ := V p/(2k), a straightforward
computation shows that it also holds (with δσ replaced by δσq) for V̂ q, q > 0, and, thus,
in particular for V . Hence, it is sufficient to prove inequality (27) for V̂ . In what follows,
we again write V instead of V̂ in order to simplify the notation within the remainder of
the proof.
From the form of f it follows that for all α ∈ (0, 1] and each vh ∈ coh(Λαx,WΛαx)
there exists v ∈ co f(Λαx,WΛαx) with v = vh + vR(vh, x, α), where
|[vR(vh, x, α)]i| ≤ Mαri+τ+η, (28)
provided x is sufficiently close to 0. We choose ν > 0 small enough such that (28) holds
whenever N(x) ≤ ν. inequality (28) implies that vR(vh, x, α) can be written as
vR(vh, x, α) = α
τ+ηΛαv̂R
for a vector v̂R = v̂R(vh, x, α) ∈ Rn with |[v̂R]i| ≤ M . Any sequence v′ → v can thus be
written as v′ = v′h + α
τ+ηΛαv̂R with v
′
h → vh. From the Lipschitz continuity of V we
obtain
|V (Λαx+ tv′)− V (Λαx+ tv′h)| ≤ αp|V (x+ tΛ−1α v′)− V (x+ tΛ−1α v′h)|
≤ αptL‖Λ−1α ατ+ηΛαv̂R‖ = αp+τ+ηtL‖v̂R‖.
For the Dini-derivative this implies
min
v∈co f(Λαx,WΛαx)
DV (Λαx; v) ≤ min
vh∈co h(Λαx,WΛαx)
DV (Λαx; v) + α
p+τ+ηMR.
with MR being a bound on ‖v̂R‖.
Now let mV := min{V (x) |N(x) = ν}. Then (24) implies
αp+τ+ηMR ≤ (1− δ)σαp+τV (x)ντ
for all x ∈ Rn with N(x) = ν, whenever α ≤ αδ := ((1 − δ)σmV ντ/MR)1/η . Given
x ∈ Rn with N(x) ≤ ν, setting α := N(x)/ν ∈ (0, 1] and x̂ := Λ−1α (x) we obtain
N(x̂) = ν. Hence, for ε = αδν and N(x) ≤ ε (implying α ≤ αδ) we obtain
min
v∈co f(x,Wx)





DV (Λαx; v) + α
p+τ+ηMR
≤ −σN(Λαx̂)τ︸ ︷︷ ︸
=ατντ
V (Λαx̂)︸ ︷︷ ︸
=αpV (x̂)
+ αp+τ+ηMR︸ ︷︷ ︸
≤(1−δ)σαp+τV (x̂)ντ
≤ −δσαp+τντV (x̂) = −δσN(Λαx̂)τV (Λαx̂) = −δσN(x)τV (x).
This shows the claim.
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4.2 Cost controllability via homogeneous control Lyapunov functions
We now show that cost controllability can be concluded from the existence of a homo-
geneous control Lyapunov function for the homogeneous approximation. To this end,
we use the observation made in the proof of [30, Theorem 1] (based on a similar state-
ment for differential inclusions from [3]), that inequality (27) implies the existence of a
measurable control function u : [0, t] → Rm for which the integral inequality
V (x(t, x0, u)) − V (x0) ≤
∫ t
0
−qδσN(x(s;x0, u))τV (x(s, x0, u)) ds (29)
and the inclusion u(s) ∈ Wx(s,x0,u) hold for all almost all s ≥ 0. While the construction
in [30] is for global control Lyapunov functions, standard Lyapunov function arguments
show that it remains valid if the control Lyapunov function is only defined in a neigh-
bourhood of the origin. Of course, in this case (29) will only hold for x0 from a (possibly
different) neighbourhood of the origin.
Theorem 3. Consider a vector field f with homogeneous approximation h of degree
τ ≤ 0 according to Definition 3. Assume that the homogeneous system with vector field h
is globally asymptotically null controllable to the origin. Then there exists a neighborhood
N of the origin such that (3) is satisfied with K = N , i.e. the cost controllability is
satisfied for the vector field f and BK(t) is uniformly bounded. In particular, given
δ > 0, for any sufficiently large T > 0 the origin is locally asymptotically stable for the
MPC closed loop.
Proof. By [13, Theorem 3.5] and Proposition 4 there exists a control Lyapunov function
V satisfying inequality (27) and, by suitably scaling, we have





DV (x; v) ≤ −γN(x)τV (x) (31)
for γ > 0 in a neighbourhood N of the origin. From equation (30) it follows that there
exists C1 > 0 with
V (x) ≤ C1 inf
u∈Rm
ℓ(x, u) (32)
for all x ∈ Rn. Now pick an initial condition x0 from the neighbourhood N of the origin
on which (29) with q = d/p holds. Then V decreases along the solution which implies
that V (x(t, x0, u)) and thus N(x(t, x0, u)) are bounded uniformly in t and x0. As a
consequence, there exists C2 > 0, independent of x
0, such that N(x(t, x0, u))τ ≥ C2 for
all t ≥ 0 using τ ≤ 0.
Then, along the solution in (29), again (30) and the inclusion u(s) ∈ Wx(s,x0,u) (which
implies N(u(s)) ≤ DN(x(s, x0, u)) for an appropriate constant D > 0) yield the exis-
tence of C3 > 0 with
ℓ(x(s, x0, u), u(s)) ≤ C3V (x(s, x0, u), u(s))
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This shows the first claim for C = C1C3/(C2γ). Asymptotic stability of the origin for
the MPC closed loop then follows from Theorem 1.
4.3 Example: Nonholonomic Robot
We illustrate our findings by means of the following example.
Example 3. We consider the nonholonomic mobile robot given by















which is a control affine system, i.e. f(x, u) = f0(x) +
∑m
i=1 uifi(x) with mappings
f0, f1, . . . , fm : R
n → Rn. The system dynamics (33) describe a driftless system since
f0(x) ≡ 0.
Let us recall that, as shown by Brockett in [7] (see also [9] and [10, Theorem 11.1]), the
control system (33) cannot be locally asymptotically stabilizable by means of continuous
feedback laws. We show that the proposed MPC method allows to locally asymptotically
stabilize the control system (33). To this end, we firstly state the homogeneous approxi-
mation and show that the approximation property, i.e. Inequality (23), is satisfied. Note
that the parameters ri and sj are not unique because the homogeneity condition (4)
remains satisfied if they are multiplied by an arbitrary positive scalar.
Proposition 5. Inequality (23) holds for the homogeneous approximation of Example 3
at the origin, which is given by















with τ = 0, r1 = r3 = s1 = s2 = 1, and r2 = 2.
Proof. For i = 3, the approximation error is zero. For i = 1, we have to show the
inequality |(cos(αr3x3)−1)αr1u1| ≤ M1αr1+τ+η1 . Using r1 = r3 = 1, we have | cos(αx3)−
1| ≤ α2x23/2. Hence, |(cos(αr3x3) − 1)αr1u1| is smaller than α3ρ3/2, which shows the
assertion for M1 := ρ
3/2 and η1 ∈ [0, 2]. For i = 2, we analogously derive the estimate
| sin(αr3x3)− αr3x3|αr1 |u1| ≤ α4|x3|3|u1|/6 ≤ α4ρ4/6
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and, thus, get the estimate for M2 := ρ
4/6 and η2 ∈ [0, 2]. Overall, the desired property
holds with M := max{ρ3/2, ρ4/6} and η ∈ (0, 2].
For the nonholonomic mobile robot, i.e. Example 3, MPC does not work if (purely)
quadratic stage cost are used, i.e. ℓ(x, u) := x⊤Qx+u⊤Ru with matrices Q ∈ Rn×n and
R ∈ Rm×m as rigorously shown in [26]. Using the proposed stage cost (9) reads for the
nonholonomic robot (and its homogeneous approximation at the origin) as









i.e. precisely the stage costs used in [33], for which asymptotic stability of the origin
w.r.t. the MPC closed loop holds if a sufficiently large prediction horizon T is employed,
cf. [34]. Using the results derived in this paper, local asymptotic stability of the origin
is a direct corollary of the simple calculations presented in Proposition 5. Moreover, we
conjecture that the observations w.r.t. essentially using the homogeneous approximation
may significantly facilitate (and improve) the quantitative estimates on the length of the
prediction horizon.
Remark 3. Note that the particular definition of d has not been used so far. This








with arbitrary d ∈ (0,∞) where qxi, i ∈ {1, 2, . . . , n}, and quj , j ∈ {1, 2, . . . ,m} are
positive weighting factors, see [35, Subsection 2.2] for an example.3
Remark 4. Other homogeneous approximations can also been used to locally stabilize
in small-time the control system (33) by means of periodic time-varying feedback laws as
shown in [1].
5 Conclusions
For nonlinear systems with stabilizable linearization at the origin, MPC works (with
quadratic stage cost) for sufficiently large prediction horizon (without adding stabilizing
terminal costs and/or constraints). We have generalized this methodology to nonlinear
systems with globally asymptotically null controllable homogeneous approximation at
the desired set point. To this end, we have set up a general framework for rigorously
showing cost controllability and, thus, local asymptotic stability of the origin w.r.t. the
MPC closed loop for systems by designing the stage cost based on the homogeneous
approximation.
A major advantage of the presented approach is its simplicity from the user’s perspec-
tive: calculating the homogeneous approximation, checking (local) asymptotic stabiliz-
ability using the already existing results from the literature, and finally running MPC
with the stage costs based on the coefficients from the homogeneity definition.
3In this reference, Brockett’s nonholonomic integrator example was considered. However, this example
is (locally) equivalent to the nonholonomic robot (unicycle), see [23, pp. 83-89].
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