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A technique for implementing Dijkstra’s shortest paths algorithm is proposed. This method 
runs in O(m log log D) time in the worst case, where m is the number of edges and D the length 
of the longest edge in the graph. 
1. Introduction 
Let G=( V, E) be a directed graph, with n = 1 VI, m = lEl. With each edge 
(D;, Uj) EE is associated a length dU. The single source shortest path problem is the 
problem of finding paths of minimum length between a vertex ui E V and all the 
others. 
When all the dij are non-negative, Dijkstra’s algorithm [l] can be used to 
compute the lengths of all shortest paths as follows: 
L[l]+-0 









for each k such that (uj, ok) E T do 
if L[ j] + dj~<L[k] then 
Ud+Wl +d’,c 
The final values of the L[k] are the lengths of the shortest paths. 
There are several ways to implement this algorithm, differing in how the L[k] are 
organized and how the minimum is found. One natural implementation of such a 
priority queue is to use a heap. This gives a run time of O(m log n) and uses space 
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O(n) (all space requirements will be expressed as the storage required in addition to 
that needed to represent the graph). 
If all d,j are in the range [0, D] it is easy to see that, in each iteration of the 
algorithm, 
When the do are integers and D is known this bound can be used to produce 
implementations that run in time linear in the size of the graph, using O(n) storage. 
For further references see [2]. 
A naive implementation would run in time O(max(nD, m) and space O(D + n), 
including the requirement for linking the vertices presently having the same labels. 
Hansen [2] has shown that this can be improved to time O(m log D), which is com- 
paratively efficient for large D, and space O(min(D,n 1ogD)). The purpose of this 
note is to show that the time can be further improved to O(m log log D). The space 
required by this new method is O(D + n). We assume D = O(n) (i.e., D is bounded 
above by CIZ for some constant c) as the heap implementation seems appropriate 
otherwise. 
2. A dynamic version of O(loglogu) priority queues 
Van Emde Boas [4,5], has shown that, when n keys are taken from the restricted 
universe, (0, . . . , u - l} , the usual priority queue operations, insert value and extract 
minimum, can be implemented in time O(log log U) using O(u + n) storage. In fact 
the structure supports the operation ‘successor of k’ which extracts the smallest 
element greater than or equal to k in O(log log u) steps. This generalization of a 
priority queue simplifies our implementation. Van Emde Boas’ method decomposes 
a binary tree of size u in top and bottom trees of sizes 6, and so on recursively. 
We will not describe the mechanisms in detail, but will only show that they can be 
modified to meet the demands of Dijkstra’s algorithm. 
We are interested primarily in the mathematical aspects of the algorithm and refer 
to asymptotic measures. For example, the amount of coding needed for our 
implementation is greater than that of [2]; and so to make our suggestion superior 
u has to be large. Still, the extra overhead is not farfetched, as indicated by the 
Pascal implementation included in [4]. As D is O(n) the space required by our 
method is no worse than Hansen’s [2]. We also direct the reader to the ongoing 
research of Johnson [3] on the practicality of the idea. Among other contributions 
he gives a nonrecursive version of the structure. 
In implementing Dijkstra’s algorithm we observe that the range of values in the 
priority queue is [0, (n - l)D]. However, the difference between the maximum and 
the minimum values in the priority queue is never more than D. 
Therefore we can retain a priority queue by using the Van Emde Boas structure 
and storing the active points modulo D + 1. The standard priority queue operation 
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of extract minimum is replaced by the ‘successor of k’ operation where k is the 
previous value removed. An offset (initially 0) is maintained so that the actual value 
of this minimum (as opposed to the stored residue) can be determined. If the 
successor operation returns the value nil, indicating there is no larger value in the 
interval, then the offset is incremented by D+ 1, and the current minimum is 
obtained by applying the operation ‘successor of 0’ and adding the offset. 
In this way we have an O(m log log D) implementation for Dijkstra’s algorithm. 
Our method is advisable if D=O(n). If D is much larger than n, then the heap im- 
plementation should be used. In hindsight, we can view Hansen’s implementation 
as lying between ours and the simple heap one. His method may be quite practical 
for certain values of D relative to n. However, asymptotically, it is enough to choose 
between our method and the heap implementation. 
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