We classify the time complexities of three important decoding problems for quantum stabilizer codes. First, regardless of the channel model, quantum bounded distance decoding is shown to be NP-hard, like what Berlekamp, McEliece and Tilborg did for classical binary linear codes in 1978. Then over the depolarizing channel, the decoding problems for finding a most likely error and for minimizing the decoding error probability are also shown to be NP-hard. Our results indicate that finding a polynomial-time decoding algorithm for general stabilizer codes may be impossible, but this, on the other hand, strengthens the foundation of quantum code-based cryptography.
I. INTRODUCTION
For classical binary linear codes, Berlekamp, McEliece and Tilborg [1] considered the classical bounded distance decoding (CBDD), and asked a simpler decision problem Coset Weights. They proved that Coset Weights is NP-complete so that CBDD is NP-hard. In the theory of computation [2] , a decision (yes-or-no) problem is NP-complete if it is in NP and all NP problems are reducible to it in polynomial time. A computational problem (not necessary a decision problem) is NP-hard if an NP-complete problem is reducible to it in polynomial time. The fact that CBDD is NP-hard indicates that it may be impossible to find a polynomial-time decoding algorithm for general classical binary linear codes. But McEliece then pointed out that the result actually provides a foundation of code-based cryptography [3] . The importance of code-based cryptography has grown recently because code-based cryptosystems appear to have strong resistance against the attacks performed by quantum computers [4] , [5] .
It is known that quantum stabilizer codes can be related to classical self-orthogonal codes [6] , [7] , [8] . But Poulin and Chung [9] pointed out that decoding stabilizer codes could be very different from decoding classical codes, since rather than finding a most likely error, finding a most likely error coset is desired. Later, Hsieh and Gall [10] showed that, over a special Pauli channel regarding Hamming weight as the weight metric, the quantum decoding problems are NP-hard, no matter whether a most likely error or a most likely error coset is desired. More recently, Fujita [11] showed that, regarding the generalized weight as the weight metric, a bounded distance decoding for stabilizer codes, as a decision problem, is NP-complete. The generalized weight is an important * Part of this paper was presented in the 2012 International Symposium on Information Theory and its Applications (ISITA 2012), Hawaii, USA, October 28-31, 2012. † d9761808@oz.nthu.edu.tw ‡ cclu@ee.nthu.edu.tw; Chung-Chin Lu is the person to correspond with.
metric since it is usually used to define the minimum distance of stabilizer codes [7] , [8] , [13] to directly reflect the error-correction capability in number of qubits. And when stabilizer codes are used over the depolarizing channel, a direct extension of the classical binary-symmetric channel [12] , the generalized weight can be used to determine the probability of an error (as in Eq. (8), Sec. IV). However, the complexity (hardness) of an optimal decoding over the depolarizing channel, i.e., finding a most likely error coset under the generalized weight, is still unknown in the literature. In this paper, we classify the hardnesses of several quantum decoding problems including the aforementioned optimal decoding problem. In the beginning, regarding the generalized weight but regardless of any specific channel model, quantum bounded distance decoding (QBDD) is considered. Fujita considered a similar problem (see Lemma 2 of [11] ) without restricting the check matrix to be of full row rank. We will take this restriction and show that QBDD is NP-hard. Then over the depolarizing channel, quantum maximum likelihood decoding (QMLD) and quantum minimum-error-probability decoding (QMEPD) are considered, where the first is to find a most likely error and the second is to find a most likely error coset. Assisted by the NP-hardness of QBDD, we will show that both QMLD and QMPED are also NPhard.
The paper is organized as follows. In Section II, the foundation of stabilizer codes is reviewed and the required notations are defined. In Section III, QBDD is considered and shown to be NP-hard. In Section IV, QMLD and QMEPD over the depolarizing channel are considered and both shown to be NP-hard. In Section V, a conclusion is given.
II. STABILIZER CODES
In this section, we define the state space we work with and stabilizer codes. The stabilizer codes will be related to even-length classical binary codes under the symplectic inner product and the generalized weight [6] , [7] , [8] , [13] , [14] , [15] .
Let V 1 be the state space of one qubit, which is a 2-dimensional complex inner product space spanned by an orthonormal computational basis {|0 , |1 }. Let G 1 {±I, ±iI, ±X, ±iX, ±Y, ±iY, ±Z, ±iZ} be the Pauli Goup on V 1 , where
is the Pauli group on the state space V V ⊗n 1 of n qubits. It is known that two elements in G n either commute or anti-commute. For each g ∈ G n , it has a tensor product representation
where m 0 ∈ {0, 1, 2, 3} and σ j ∈ {I, X, Y, Z} for all j. Let w(g) be the weight of g, which is defined as the number of non-identity terms in the tensor product representation of g. For example, [7] , [8] .
Stabilizer codes are defined in the following manner. Let S be a subgroup of G n such that −I / ∈ S. Then S is abelian and can be generated by a set of n−k independent generators as
for some integer k ∈ [0, n]. The subgroup S has a fixed subspace C(S) in V defined as
which has dimension 2 k . The subspace C(S) is called an [[n, k] ] stabilizer code with a stabilizer group S. Most properties of C(S) can be studied through S. The normalizer N (S) of S in G n is defined as
Let K {±I, ±iI} and SK S ∨K = {±g, ±ig | g ∈ S}.
Then it is known that the minimum distance d of the stabilizer code C(S) can be defined as
Now we relate stabilizer codes to classical binary linear codes. Let ϕ : G n → Z 2n 2 be a group epimorphism defined by
for all g ∈ G n under the mapping:
Let g, h be any two elements in G n . The epimorphism ϕ gives us the relation ϕ(gh) = ϕ(g) + ϕ(h) of group operations. Define
Then we have gh = hg iff ϕ(g)Λϕ(h) T = 0, i.e., ϕ(g) and ϕ(h) are orthogonal with respect to (w.r.t.) the symplectic inner product [7] . Use the n − k generators of S in (1) to define an (n − k) × 2n binary matrix
. . .
Since g i 's are independent generators of S, the rows ϕ(g i )'s in H are linear independent so that H is of full row rank. Also since S is abelian, we have
which is selforthogonal w.r.t. the symplectic inner product. H is called a check matrix of the stabilizer code C(S). Now for each (x|z) ∈ Z 2n 2 , define the generalized weight of (x|z) as
where w H (x) is the Hamming weight of x, and xz is the bitwise AND of x and z. A property of the generalized weight is
and note that
, and the minimum distance d of C(S) in (2) can be evaluated by
III. QUANTUM BOUNDED DISTANCE DECODING
In this section, we will review the syndrome measurement of stabilizer codes, and then define the quantum bounded distance decoding (QBDD) problem. We will consider the constraint that the check matrix in QBDD is of full row rank. Without this constraint, Fujita [11] considered this problem as a decision problem, and proved that it is NP-complete. Then he used this fact as a foundation to propose stabilizer code-based cryptosystems. To further strengthen this foundation, we will prove that QBDD is NP-hard in this section. The NP-hardness of QBDD will then help us to classify the hardnesses of the decoding problems in the next section. Now we briefly review the syndrome measurement of stabilizer codes (see Section 10.5 of [14] for details). Consider an [[n, k]] stabilizer code C(S) as in Sec. II. Assume that an uncoded state of k qubits is encoded to a coded state |ψ ∈ C(S) of n qubits. Let ρ |ψ ψ| be the channel input and E(ρ) = EρE † be the channel output, provided that the error is some E ∈ G n . To perform the error detection, the n−k generators of S are used to form n − k syndrome measurements
For each generator g i of S, we have either Eg i = g i E with measurement output being +1 or Eg i = −g i E with measurement output being −1, while the postmeasurement state remains unchanged as EρE † with probability one. Assume that the measurements are performed and the results form an n − k tuple β = (
defined as in (3). Then we have s = ϕ(E)ΛH
T , i.e., s can be regarded as a classical binary syndrome vector generated by the error vector ϕ(E) and the check matrix H under the symplectic inner product.
The above discussion suggests a bounded distance decoding problem that, given a check matrix H (n−k)×2n and a syndrome vector s ∈ Z n−k 2 , we need to find an error vector e ∈ Z 2n 2 such that eΛH T = s and gw(e) ≤ t for some integer t ≥ 0. This is a classical computational problem. Once a solution e is found, up to a global phase, anyÊ ∈ ϕ −1 (e) can be an error-correction operator applying to the post-measurement state EρE † . Now we define the decoding problem of finding such an e as Quantum Bounded Distance Decoding (QBDD) Input: A full row-rank m × 2n binary matrix H satisfying HΛH T = O, a binary vector s ∈ Z m 2 , and an integer t ≥ 0. Output: A binary vector e ∈ Z 2n 2 satisfying gw(e) ≤ t and eΛH T = s, or a failure indication if such an e does not exist.
We remark that even if the channel error E ∈ G n has a weight w(E) ≤ t and the check matrix H corresponds to a stabilizer code with a minimum distance d ≥ 2t + 1, there may still exist more than one solution e to QBDD. This phenomenon is different from the classical decoding due to the evaluation of d in (5) . However, all these solutions will correspond to the same error-correction effect. To see that, first recall d = min{gw(u) | u ∈ C ⊥ \ C}, where C = Row(H) = ϕ(SK). And consider the stabilizer property that for all g ∈ G n ,
where
and e 2 will satisfy e 2 = e 1 +v for some v ∈ C = ϕ(SK), i.e., e 1 and e 2 correspond to two errors E 1 ∈ ϕ −1 (e 1 ) and
by (6) 
}. In this case, a stabilizer code C(S) is degenerate if its mini-
The hardness of QBDD reflects the hardness of attacking a quantum code-based cryptosystem like the one in [11] when this kind of system is protected through bounded artificial noise like McEliece's suggestion [3] . To classify the hardness of QBDD, we at first deal with a decision (yes-or-no) problem:
Coset Generalized Weights (CGW) Input: An m × 2n binary matrix H satisfying HΛH T = O, a binary vector s ∈ Z m 2 , and an integer t ≥ 0. Question: There exists a binary vector e ∈ Z 2n 2 satisfying gw(e) ≤ t and eΛH T = s.
Fujita also considered this decision problem and showed that it is NP-complete in Lemma 2 of [11] . For convenience, we restate the result as
In order to know the hardness of QBDD, we need the constraint that the check matrix is of full row rank. So we restrict CGW as follows. If H = [O|H Z ] is assumed in CGW, we say that CGW becomes a restricted problem CGW Z . If H = [O|H Z ] is further assumed to have full row rank, we say that CGW Z becomes a further restricted problem CGW ZF . We define the two problems for clarity: We have shown that QBDD is NP-hard by considering the practical constraint that the check matrix is of full row rank, which makes the foundation of stabilizer code-based cryptography more concrete. This will also be helpful when we classify of the hardnesses of the decoding problems in the next section.
IV. DECODING OVER THE DEPOLARIZING CHANNEL
The depolarizing channel is one of the most important channel models in quantum communication and quantum cryptography [12] , [14] , [16] . In this section, we will consider the decoding problems for finding a most likely error and for finding a most likely error coset over the depolarizing channel. Like classical decoding, it is very intuitive to consider the decoding problem for finding a most likely error, called quantum maximum likelihood decoding (QMLD). But a further analysis shows that the optimal decoding to minimize the decoding error probability is to find a most likely error coset, for which we call it quantum minimum-error-probability decoding (QMEPD). We will show that these two problems are NP-hard.
We assume the memoryless model that the depolarizing channel affects each qubit independently such that for some p ∈ [0, 1], a qubit is depolarized to be a completely mixed state I/2 with probability p, and remains intact with probability 1 − p. If ρ 1 is a density operator of one-qubit depolarizing channel input, then it is known that the channel output can be expressed as
stabilizer code C(S) with d ≥ 2t + 1 as in Sec. II. Again the stabilizer group S = g 1 , g 2 , · · · , g n−k has a check matrix H as in (3) . Given a coded state |ψ ∈ C(S), let ρ = |ψ ψ| be the channel input of the depolarizing channel. Then the channel output is
since different uses of the channel are independent. The channel output E(ρ) is a mixed state with ensemble
Notice that a smaller gw(u) = w(E u ) results in a larger λ u since 0 ≤ ε = . We first consider the decoding problem for finding a most likely error. Suppose that E(ρ) is received and the n − k syndrome measurements by operators defined by the generators g i 's of S are performed, as in Sec. III. Likewise, map the measurement results to a binary syndrome vector s ∈ Z n−k 2
. Let E be the unknown channel error operator. Given the syndrome s ∈ Z n−k 2 , the event (E = E u ) occurs with probability
where q s P (syndrome is s)
is a constant given s. Since a smaller gw(u) results in a larger λ u , to find a most likely error, we have Obviously, there is a polynomial-time reduction from QBDD to QMLD. So by Corollary 3, we have
Since QMLD does not limit the search scope of gw(e), QMLD has better decoding performance than that of QBDD in practice. But it is known that a decoding rule based on QMLD does not minimize the decoding error probability [9] , [10] . To see this, again let E be the unknown channel error operator. If we select E † v as the error-correction operator for some v ∈ Z 2n 2 , then a successful correction will be performed iff
P ( · | syndrome is s). In order to minimize the decoding error probability given s, we have to find a v ∈ Z 2n 2 maximizing 
Note that the optimal decoding problem can be formulated in another way by assigning each coset v + Row(H) a unique representative and limiting the output to be one of those representatives (see DQMLD in [10] or Sec. IV of [9] ). But our formulation for QMEPD is an important step to classify the complexity of QMEPD. Now we show . Let the ε in QMEPD be sufficiently small such that ε/3 1−ε < 1 2 m , and then use the polynomial-time algorithm to solve QMEPD. By our selection of ε, the algorithm must output a vector v such that the coset v + Row(H) contains a solution e to the problem QMLD. Suppose not, i.e., there exists an e 1 / ∈ v + Row(H) such that e 1 ΛH T = s and gw(e 1 ) < gw(e) with an e ∈ v + Row(H) having a minimum generalized weight among all vectors in the coset v + Row(H). Then we have
a contradiction to the maximality of α v . However, we only have v = (x|z) for some x, z ∈ Z n 2 . To obtain a solution to QMLD from v, let e
That means gw(e ′ ) ≥ gw(e) by the minimum of the gw(e) in QMLD. But e ∈ v + Row(H) implies e = (x + h|z) for some h ∈ Row(H X ), so gw(e) ≥ w H (z) = gw(e ′ ) by (4) . We have shown that e ′ ΛH T = s and gw(e ′ ) = gw(e), i.e, the vector e ′ constructed from v is also a solution to QMLD. Thus QMLD is polynomial-time reducible to QMEPD, as H = [H X |O] is assumed. By Corollary 4, QMEPD is NP-hard.
A trick of the proof is to set a sufficiently small ε such that ε/3 1−ε < 1 2 m . One may argue that, in practice, the channel may have a larger ε, which may make the decoding easier. But if there exists a decoder that can work efficiently over a depolarizing channel with some channel parameter ε 1 , then the decoder is expected to work efficiently over a depolarizing channel with a smaller channel parameter ε 2 < ε 1 . Then the proof above suggests that the decoder should have huge complexity unless P=NP. Also note that in order to perform QMEPD practically, an auxiliary channel estimation may be needed to estimate the actual ε of the channel, and to compute α v , the exponential function needs large space complexity [17] , [18] . However, for the time complexity, the NP-hardness of QMEPD in Theorem 5 answers the dangling problem of how hard an optimal decoding over the depolarizing channel is.
In quantum cryptography, the hardnesses of QMLD and QMEPD reflect the hardness of eavesdropping on a stabilizer code-based cryptosystem over the depolarizing channel model, i.e., the artificial noise used to protect the system is generated in some way like the depolarizing channel. Corollary 4 and Theorem 5 indicate that such a system can effectively resist the attacks based on QMLD or QMEPD.
V. CONCLUSION
The complexities of QBDD, QMLD and QMEPD are classified in this paper. The weight metric used is the generalized weight and the check matrices in the decoding problems are of full row rank. In this paper, QBDD is shown to be NP-hard, regardless of any specific channel model considered. Then over the depolarizing channel, both QMLD and QMEPD are shown to be NP-hard by showing that there are polynomial-time reductions from QBDD to QMLD and from QMLD to QMEPD. The NP-hardnesses of these decoding problems suggest that decoding general stabilizer codes is extremely difficult. But this decoding difficulty strengthens the foundation of quantum code-based cryptography.
