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PETERSSON SCALAR PRODUCTS AND L-FUNCTIONS
ARISING FROM MODULAR FORMS
SHIGEAKI TSUYUMINE
The Rankin-Selberg method developed by Rankin [8] and by Selberg [10] gives
us L-functions from cuspidal automorphic forms by taking the scalar products of
them with real analytic Eisenstein series of weight 0. Some of analytic properties of
Eisenstein series inherit to the L-functions such as functional equations or positions
of possible poles. In Zagier [11], he shows that this important method can be applied
to the automorphic forms on SL2(Z) which are not cuspidal. The researches in this
direction are made also by Gupta [4], Chiera [2].
In the present paper we consider mainly modular forms on Γ0(N) := {
(
a b
c d
)
∈
SL2(Z) | c ≡ 0 (mod N)}. Let z = x +
√−1y ∈ H where H denotes the complex
upper half plane. Instead of Eisenstein series of weight 0 we employ Eisenstein
series of integral weight k
ysEk,χ(z, s) := 2
−1ys
∑
c,d
χ(d)(cz + d)−k|cz + d|−2s (s ∈ C)
with a Dirichlet character χ modulo N where c, d runs over the set of second rows
of matrices in Γ0(N), or Eisenstein series of half integral weight (see Sect. 3). We
show that the analytic properties of these Eisenstein series inherit to the following
L-functions. Let f(z) =
∑∞
n=0 ane(nz), g(z) =
∑∞
n=0 ane(nz) with e(z) = e
2pi
√−1z
be modular forms for Γ0(N) of integral or half integral weight so that their weights
are not necessarily equal to each other as well as characters. Define
L(s; f, g) :=
∞∑
n=1
anbn
ns
, (1)
which converges for s with sufficiently large ℜs. Let f, g be of weight l, l′ respec-
tively, and suppose that l ≥ l′. We show that L(s; f, g) extends meromorphically to
the whole complex plane, and has the functional equation under s 7−→ −(l−l′)+1−s
(Corollary 6.5, Corollary 7.3). If l = l′ and f, g have a same character, then
〈f, g〉Γ0(N) = cRess=lL(s; f, g)
for a suitable constant c where 〈f, g〉Γ0(N) denotes the Petersson scalar product (see
Sect. 1), and Ress=l implies the residue at s = l. This was proved in Petersson [6],
Satz 6 for cusps forms f, g of integral weight. If either wights of f, g or charcters
are distinct, then L(l − 1; f, g) is written in terms of the scalar product involving
f, g and a suitable Eisenstein series (Corollary 6.5, Corollary 7.3).
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2 Shigeaki Tsuyumine
A Dirichlet character χ is called even or odd according as χ(−1) is 1 or −1. Let
θ(z) :=
∞∑
n=−∞
e(n2z) = 1 + 2
∞∑
n=1
e(n2z)
be the theta series, and let θχ(z) :=
∑∞
n=−∞ χ(n)e(n
2z) be its twist by an even
Dirichlet character χ. For an odd χ, put Θχ(z) :=
∑∞
n=−∞ χ(n)ne(n
2z), which
is a cusp form of weight 3/2. Then the Riemann zeta function and the Dirich-
let L-functions appear as L(s; θ, θ) = 4ζ(2s), L(s; θχ, θ) = 4L(2s, χ) for χ even,
L(s; Θχ, θ) = 4L(2s − 1, χ) for χ odd, and we may expect that many other inter-
esting L-functions appear by this method. We have the following application. Let
Q,Q′ be positive definite integral quadratic with 2l, 2l′ variables (l, l′ ∈ 12N, l ≥ l′).
Let rQ(n), rQ′ (n) be the numbers of integral representations of n by Q,Q
′ respec-
tively. Then the Dirichlet series
∑∞
n=1 rQ(n)rQ′ (n)n
−s extends meromorphically to
the whole s plane. Indeed if f(z), g(z) are the theta series associated with Q,Q′ re-
spectively, then L(s; f, g) =
∑∞
n=1 rQ(n)rQ′ (n)n
−s. Then it satisfies the functional
equation under l − 1 + s 7−→ l′ − s such as (65) or (70). Further the asymptotic
value of X−l−l
′+1∑
0<n≤X rQ(n)rQ′ (n) as X −→ ∞ is obtained in terms of the
0-th Fourier coefficients of f, g at cusps and the constant terms of Eisenstein series
appropriately taken (Section 9).
Let us fix our notation. LetN ∈ N. We denote by (Z/N)∗, the group of Dirichlet
characters modulo N . The identity element of (Z/N)∗ is denoted by 1N , where
1N(n) is 1 or 0 according as n is coprime to N or not. In particular 11 always
takes the value 1, which we denote simply by 1. We denote by fχ the conductor of
χ, and denote by χ˜ the primitive character associated with χ. For a prime p, vp(n)
denotes the p-adic valuation of n ∈ Z, 6= 0. We put
eχ := fχ
∏
p∤fχ,χ(p)=0
p, e′χ := fχ
∏
p∤fχ,χ(p)=0
p2.
For a prime p|N , {χ}p ∈ (Z/pvp(N))∗ denotes the p-part of χ, and there holds an
equality χ =
∏
p|N{χ}p.
For D a discriminant of a quadratic number field, χD is defined to be the
Kronecker-Jacobi-Legendre symbol, and for D = 1, χ1 is defined to be 1. We
extend this notation as follows. Let a ∈ Z, 6= 0. Then we define χa = χD(a)1a for
the discriminant D(a) of the quadratic number field Q(
√
a). When a is odd, χa∨
denotes χa if a ≡ 1 (mod 4), χ−a if a ≡ −1 (mod 4). Let µ(n), ϕ(n) for n ∈ N
denote as usual, the Mo¨bius function, the Euler function respectively.
Let F be the fundamental domain of the group SL2(Z); {z = x+
√−1y ∈ C |
|x| ≤ 1/2, |z| ≥ 1}. Let Γ be a congruence subgroup. The fundamental domain of
Γ is obtained by F(Γ) :=
⋃
AAF where A runs over the set of left representatives
of SL2(Z) modulo Γ. We denote by F(N), the fundamental domain F(Γ0(N)) of
Γ0(N). We denote byMs1,s2(Γ) for s1, s2 ∈ C, the space of real analytic functions
on H which satisfy
f(Az) = (cz + d)s1(cz + d)s2f(z) (A =
(
a b
c d
)
∈ Γ)
L-functions arising from modular forms 3
with −pi < arg(cz + d) ≤ pi and arg(cz + d) = − arg(cz + d). The imaginary part y
of z is in M−1,−1(Γ). We define
f |A(z) := (cz + d)−s1(cz + d)−s2f(Az) (A =
(
a b
c d
)
)
with a, b, c, d ∈ Q, ad− bc > 0. For two congruence subgroups Γ1,Γ2 with Γ1 ⊃ Γ2,
the trace of f ∈ Ms1,s2(Γ2) is defined by trΓ1/Γ2(f) :=
∑
A f |A where A runs over
the set of left representatives of Γ1 modulo Γ2. The trace of f is in Ms1,s2(Γ1).
For k ∈ Z, s ∈ C and for a Dirichlet character χ modulo N with the same parity
as k, Mk+s,s(N,χ) denotes the space of elements f ∈Mk+s,s(Γ1(N)) satisfying
f(Az) = χ(d)(cz + d)k|cz + d|2sf(z) (A ∈ Γ0(N)).
Let j(A, z) := θ(Az)/θ(z) (A ∈ SL2(Z)). For A =
(
a b
c d
)
∈ Γ0(4), j(A, z) = 1 if
c = 0, and j(A, z) = χc(d)ι
−1
d (cz+ d)
1/2 if c > 0 where ιd is 1 or
√−1 according as
d ≡ 1 modulo 4 or d ≡ 3 and where −pi/2 < arg(cz + d)1/2 ≤ pi/2. On the group
Γ0(4), j(A, z) gives the automorphy factor.
Let 4|N . For a Dirichlet character χ modulo N with the same parity as k,
Mk+1/2+s,s(N,χ) denotes the space of elements f ∈Mk+1/2+s,s(Γ1(N)) satisfying
f(Az) = χ(d)j(A, z)(cz + d)k|cz + d|2sf(z) (A =
(
a b
c d
)
∈ Γ0(N)).
We denote Ml(N,χ) for l ∈ (1/2)N, the space of holomorphic modular forms in
Ml,0(N,χ). If χ = 1N , we drop χ from the notations Ml(N,χ) or Ml,0(N,χ).
1. Petersson scalar product
In the section, we define the Petersson scalar product of modular forms which
are not necessarily holomorphic. Further we obtain a formula between the scalar
product and a special value of the L-function (1) of holomorphic modular forms of
same weight and with same character.
Let Γ be a congruence subgroup of SL2(Z). Let r be a cusp of Γ, and let Ar be
a matrix so that
Ar(
√−1∞) = r (Ar ∈ SL2(Z)). (2)
Let w(r) = w
(r)
Γ be the width of a cusp r of Γ, namely, w
(r) is the least natural
number so that Ar
(
±1 w(r)
0 ±1
)
A−1r ∈ Γ. Let f, g be real analytic modular forms for
Γ of wight l ∈ 12Z,≥ 0 with same character so that ylfg has the Fourier expansions
at each cusp r in the form
(ylfg)|Ar (z) = P (r)ylfg(y) +
∞∑
n=−∞
u(r)n (y)e(nx/w
(r)), P
(r)
ylfg
(y) =
∑
j
c
(r)
ν
(r)
j
yν
(r)
j (3)
where u
(r)
n (y) is a rapidly decreasing function as y −→ ∞ and where the constant
term P
(r)
ylfg
(y) with respect to x, is a finite linear combination of powers of y with
ν
(r)
j , c
(r)
ν
(r)
j
∈ C. For T > 1, we put
Q
(r)
ylfg
(T ) : = w(r){c(r)1 logT +
∫ T
0
∑
ℜν(r)j ≥1,ν(r)j 6=1
c
(r)
ν
(r)
j
yν
(r)
j −2dy}
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= w(r){c(r)1 logT +
∑
ℜν(r)j ≥1,ν(r)j 6=1
c
(r)
ν
(r)
j
T
ν
(r)
j
−1
ν
(r)
j −1
}. (4)
For T > 1, let FT (Γ) denote the domain obtained from F(Γ) by cutting off neigh-
borhoods of all cusps r along the lines ℑ(A−1r z) = T (see Figure 1) where ℑ means
the imaginary part. Then we define the Petersson scalar product of f and g by
0− 12 12
F(Γ)
√−1
0− 12 12
y = T
FT (Γ)
√−1
Fig. 1.
〈f, g〉Γ := lim
T→∞
( ∫
FT (Γ)
ylf(z)g(z)dxdyy2 −
∑
r
Q
(r)
ylfg
(T )
)
, (5)
r running over the set of the representatives of cusps of Γ, or equivalently,
〈f, g〉Γ =
∫
FT (Γ)
ylf(z)g(z)dxdyy2
+
∑
r
(∫ ∞
T
∫ w(r)
0
{(ylfg)|Ar(z)− P (r)ylfg(y)}dxdyy2 −Q
(r)
ylfg
(T )
)
,
where the right hand side is independent of T > 1.
Suppose that f, g are holomorphic with l ∈ 12Z, > 0. Let a
(r)
0 , b
(r)
0 be the 0-
th Fourier coefficients at a cusp r, of f, g respectively. Then Pylfg(y) is equal to
a
(r)
0 b
(r)
0 y
l, and an equality (5) turns out to be 〈f, g〉Γ = limT→∞
( ∫
FT (Γ)
ylf(z)g(z)dxdyy2 −∑
r a
(r)
0 b
(r)
0 w
(r) T l−1
l−1
)
(l 6= 1), 〈f, g〉Γ = limT→∞
( ∫
FT (Γ)
yf(z)g(z)dxdyy2 −
∑
r a
(r)
0 b
(r)
0
×w(r) logT ) (l = 1). In Zagier [11] the definition is found in the case Γ = SL2(Z).
If at least one of f, g is a cusp form, then the definition coincide with the common
definition of the scalar product (Petersson[6]). For l = 1/2, T
l−1
l−1 tends to 0 as
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T −→ ∞, and so the equality 〈f, g〉Γ =
∫
FT (Γ)
y1/2f(z)g(z)dxdyy2 holds. The con-
vergence of the integral has been pointed out in Serre and Stark [9] Appendix by
Deligne.
Let f(z) =
∑∞
n=0 ane(nz/w), g(z) =
∑∞
n=0 bne(nz/w) be the Fourier expansions
with w = w(
√−1∞) the width of the cusp
√−1∞. We define the Dirichlet series
associated with them by L(s; f, g) :=
∑∞
n=1 anbnn
−s, namely we make the same
definition as (1) ignoring w.
Replacing Γ by ±Γ if necessary, we may assume that ±12 ∈ Γ where 12 denotes
the identity matrix. We define the Eisenstein seriesEΓ,r(z, s) := y
s
∑
(c,d) |cz+d|−2s
where (c, d) runs over the set of the second rows of matrices in A−1r Γ with c > 0,
or with c = 0, d > 0. It converges absolutely and uniformly on any compact subset
of H for ℜs > 1, and gives a function in M0,0(Γ). As functions of s, it extends
meromorphically to the whole plane, and satisfies a functional equations under
s 7−→ 1 − s (cf. Kubota [5]). We denote EΓ,r(z, s) by EΓ(z, s) when r =
√−1∞.
The constant term of the Fourier expansion of EΓ,r(z, s) with respect to x, at the
cusp r is in the form ys + ξ(s; r)y1−s, and at a cusp r′ not equivalent to r, in the
form ξ(r
′)(s; r)y1−s. Here both ξ(s; r) and ξ(r
′)(s; r) are involving the Riemann
zeta function or partial zeta functions, and they are meromorphic functions on the
s-plane and holomorphic on the domain ℜs > 1. They have poles of order 1 at
s = 1, and Ress=1EΓ,r(z, s) = Ress=1ξ(s; r) = Ress=1ξ
(r′)(s; r).
Let l ∈ 12Z,≥ 3/2. An alternative definition of the scalar product is
〈f, g〉Γ :=
∫
F(Γ)
{ylf(z)g(z)−
∑
r
a
(r)
0 b
(r)
0 EΓ,r(z, l)}
dxdy
y2
where the integral is well-defined since the integrand is decreasing at all the cusps,
indeed it is O(y−l−1) as y −→∞ at each cusp (cf Zagier [11], Sect. 5).
We denote the Laplacian by
∆ := y2
(
∂2
∂x2 +
∂2
∂y2
)
= 4y2 ∂∂z
∂
∂z
where ∂∂z = 2
−1( ∂∂x −
√−1 ∂∂y ), ∂∂z = 2−1( ∂∂x +
√−1 ∂∂y ). It is an SL2(R) invariant
differential operator on H. As is well known, the Eisenstein series EΓ,r(z, s) is an
eigenfunction of ∆, in fact, we have ∆(EΓ,r(z, s)) = s(s− 1)EΓ,r(z, s).
Theorem 1.1. Let Γ be a congruence subgroup of SL2(Z) with the width wΓ of the
cusp
√−1∞. Let f, g be holomorphic modulars forms for Γ of weight l ∈ 12Z,≥ 3/2
or l = 1/2 with the same character. Then L(s; f, g) extends meromorphically to the
whole s-plane, and satisfies a functional equation under l − 1 + s 7−→ l − s which
comes from the functional equation of EΓ(z, s) under s 7−→ 1− s, and
〈f, g〉Γ = (4pi)−lwl+1Γ Γ(l)C−1Ress=lL(s; f, g) (6)
where C = Ress=1EΓ(z, s) = Ress=1ξ(s), ξ(s) being so that the constant term with
respect to x, of EΓ(z, s) is y
s + ξ(s)y1−s.
Remark 1.2. The method used in the following proof is found in Chiera [2] in
which Theorem1.1 in the case l = 1/2 is proved. He also uses the method to
compute the scalar products of Eisenstein series of integral weight.
Proof. Let l ≥ 3/2. Let F (z) be an automorphic form so that F and ∆(F ) are both
integrable on F(Γ). We compute the integration of ∆(F ) over the fundamental
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domain as Kubota [5] Section 2.3. Then∫
F(Γ)
∆(F )dxdyy2 =
∫
F(Γ)
( ∂
2
∂x2 +
∂2
∂y2 )F (z)dxdy =
∫
∂(F(Γ))
y ∂∂nF (z)
dl
y
by Green’s theorem where ∂(F(Γ)) is the boundary of F(Γ), ∂/∂n is the outer
normal derivative, and dl is the euclidean arc length. We note that y∂/∂n and dl/y
are the invariant under SL2(R). But on the lines of the boundary, arcs or pieces of
arcs which are paired under Γ, the integral cancels, and
∫
F(Γ)
∆(F )dxdyy2 vanishes.
We apply this to F (z) := ylf(z)g(z)−∑r a(r)0 b(r)0 EΓ,r(z, l), and employ the method
developed by Chiera [2].
We have equality ∆(ylfg) = Q(f, g) + l(l − 1)ylfg with
Q(f, g) := 4yl+2 ∂f∂z
∂g
∂z + 2
√−1lyl+1(∂f∂z g − f ∂g∂z ) (7)
([2] Proposition 2.1). Then ∆(F ) = Q(f, g) + l(l− 1)F , and hence
〈f, g〉Γ = − 1
l(l− 1)
∫
F(Γ)
Q(f, g)dxdyy2 (8)
by the above result. Since Q(f, g) is an automorphic function rapidly decreasing at
each cusp, to evaluate the integral we follows the argument due to Petersson [6] in
which the Rankin-Selberg method (Rankin [8], Selberg [10]) is made use of.
By a standard unfolding trick, we have for ℜs > 1,∫
F(Γ)
Q(f, g)EΓ(z, s)
dxdy
y2 =
∫ ∞
0
ys−2
∫ wΓ
0
Q(f, g)dxdy
=wΓ
∫ ∞
0
[ ∞∑
n=1
anbne
−4piny/wΓ{(4pi/wΓ)2n2yl+s − (8pil/wΓ)nyl−1+s}
]
dy
=− (4pi)−l+1−swl+sΓ (l − s)Γ(l + s)L(l− 1 + s; f, g).
The extreme left hand side has a meromorphic continuation to whole the s-plane
since EΓ(z, s) has a meromorphic continuation and Q(f, g) is rapidly decreasing at
cusps. Hence L(l − 1 + s; f, g) has also, and the functional equation of EΓ(z, s)
gives that of L(l − 1 + s; f, g). We note that this part holds true also for l = 1.
Evaluating the residues at s = 1, we have −Cl(l − 1)〈f, g〉Γ = −(4pi)−lwl+1Γ (l −
1)Γ(l+ 1)Ress=1L(l− 1 + s; f, g), which gives (6) since l 6= 1. 
When l = 1, the equality (8) does not make sense, and (6) does not hold in
general (see Remark 6.6 later).
2. Eisenstein series of integral weight
To the end we concentrate ourselves to modular forms on Γ0(N). In this section
we study analytic property of real analytic Eisenstein series for Γ0(N) of weight
(k + s, s) with k ∈ Z,≥ 0, where ys times they are of integral weight k. Some
generalization of Theorem 1.1 is given by using Eisenstein series of weight 0.
Let l ∈ 12Z,≥ 0. For a real number m and for s ∈ C with l + 2ℜs > 1 we put
w−m(y, l, s) := e(mx)
∫ ∞
−∞
e(mt)
(z + t)l|z + t|2s dt
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with z = x +
√−1y ∈ H, which satisfies wm(ny, l, s) = n−l+1−2swnm(y, l, s) (n ∈
N). Then w−m(y, l, s) is equal to
e(− l4 ) · 2pi · (2y)−l+1−2sΓ(l − 1 + 2s)Γ(s)−1Γ(l + s)−1 (m = 0),
e(− l4 )m−1(mpiy−1)l/2+sΓ(s)−1W− l2 ,− l2+ 12−s(4pimy) (m > 0),
e(− l4 )|m|−1(|m|piy−1)l/2+sΓ(l + s)−1W l2 ,− l2+ 12−s(4pi|m|y) (m < 0)
which meromorphically extend to the whole complex s-plane, whereW± l2 ,− l2+ 12−s(y)
denote the Whittaker functions of y. We have w−m(y, l, 0) = 0 for m ≥ 0 ex-
cept for (l,m) = (1, 0). If m < 0, then w−m(y, 0, 0) = 0, and w−m(y, l, 0) =
(2pi)le(− l4 )Γ(l)−1|m|l−1e2pimy for l > 0. By the Poisson summation formula, we
have the Fourier expansion
∞∑
m=−∞
(z +m)−l|z +m|−2s =
∞∑
n=−∞
wn(y, l, s)e(nx). (9)
The right hand side extends meromorphically to the whole complex s-plane.
Let k ∈ N, N ≥ 3 and 0 ≤ c0, d0 < N . Put gk(z; c0, d0;N ; s) =
∑
c≡c0(N)
d≡d0(N)
(cz +
d)−k|cz + d|−2s. This series converges if k + 2ℜs > 2 and has Fourier expansion
δc0,0
∑
d≡d0(N)
d−k|d|−2s +N−1
∑
c≡c0(N), 6=0
c−k|c|1−2sw0(y, k, s)
+N−1
∑
n∈Z, 6=0
( ∑
c≡c0(N),6=0
c|n
c−k|c|1−2se(nd0Nc )
)
wn/N (y, k, s)e(
nx
N ), (10)
δ denoting the Kronecker delta. The infinite series appearing in the constant term
with respect to x are essentially the Hurwitz zeta functions, which extend meromor-
phically to the whole s plane. Hence gk(z; c0, d0;N ; s) is a meromorphic function
on the whole complex plane as a function of s.
Let χ be a Dirichlet character, and let χ˜ be the primitive character associated
with χ. Let IZ denote the characteristic function of Z on Q. The Gauss sum τ(χ˜)
is defined to be
∑
i:Z/fχ
χ˜(i)e(i/fχ) where i : Z/fχ implies that i runs the set of
representatives of Z modulo fχ. Then for m ∈ Z, we have the formula for the Gauss
sum of a Dirichlet character not necessarily primitive,∑
i:Z/N
χ(i)e(im/N) = τ(χ˜)
∑
0<R|eχf−1χ
µ(R)ϕ(N)
ϕ(fχR)
χ˜(R)(χ˜1RIZ)(mfχRN−1),
with eχ as in the introduction where in the summation of the right hand side, at
most one term survives for each m in Z.
As a set of representatives of cusps of Γ0(N), we take
C0(N) := {i/M | 0 < M ≤ N, M |N, (i,M) = 1, 0 ≤ i ≤ (M,N/M)}, (11)
where 0 ∈ C0(N) is considered to be 0/1. Each rational number r is equivalent only
one element of C0(N) under the action of Γ0(N). We note that 1/N is equivalent
to
√−1∞, and we denote it also by √−1∞ as a cusp. The width of a cusp i/M in
C0(N) is given by
w(i/M) = N/(M2, N). (12)
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Let k ∈ Z,≥ 0. We assume that N ≥ 3 if k is odd. Let M be a fixed positive
divisor of N , and let c0, d0 ∈ Z with (c0, N/M) = 1, (d0,M) = 1. For s ∈ C, we
define Eisenstein series for k + 2ℜs > 2, by
Gk(z; c0, d0;M,N ; s) :=
∑′
c≡c0 (N/M)
d∈M−1d0+Z
(cz + d)−k|cz + d|−2s,
Ek(z; c0, d0;M,N ; s) :=M
−k−2s ∑′
c≡c0 (N/M)
d∈M−1d0+Z
(Mc,Md)=1
(cz + d)−k|cz + d|−2s
where
∑′
implies that the term corresponding to c = d = 0 is omitted in the
summation.
Let ρ ∈ (Z/M)∗, ρ′ ∈ (Z/(N/M))∗ with N/M = eρ′ so that ρρ′ has the same
parity as k. We define Eisenstein series
Gρ
′
k,ρ,M (z, s) :=
Γ(k+s)
(−2√−1pi)kτ(ρ˜)
∑
c0:(Z/(N/M))×
∑
d0:(Z/M)×
ρ(d0)ρ
′(c0)Gk(z; c0, d0;M,N ; s),
Eρ
′
k,ρ,M (z, s) := 2
−1M−k−2s
∑
c0:(Z/(N/M))×
∑
d0:(Z/M)×
ρ(d0)ρ
′(c0)Ek(z; c0, d0;M,N ; s)
= 2−1
∑
(c,d)=1
c≡0(modM)
ρ(d)ρ′(c/M)(cz + d)−k|cz + d|−2s
for Γ0(N) with character ρρ
′, where (Z/M)× denotes the reduced residue class
modulo M and d0 : (Z/M)
× implies that d0 runs over the complete set of repre-
sentatives. We omit M from Gρ
′
k,ρ,M and E
ρ′
k,ρ,M when M = eρ. We also omit ρ or
ρ′ if ρ = 1 or ρ′ = 1. There holds equalities.
Gρ
′
k,ρ,M (z, s)
=(
√−1pi)−kρ′(−1)2−k+1Mk+2sf−1ρ τ(ρ˜)Γ(k+s)L(k+2s, ρρ′)Eρ
′
k,ρ,M (z, s), (13)
and if M = eρ, then M
k+2sEρ
′
k,ρ(z, s)|( 0 −1N 0 ) = ρ
′(−1)(N/M)k+2sEρk,ρ′(z, s).
Lemma 2.1. (i) The Eisenstein series Gρ
′
k,ρ,M (z, s), E
ρ′
k,ρ,M (z, s) as functions of s
extend meromorphically to the whole complex plane.
(ii) We fix s so that the Eisenstein series are holomorphic at s. The constant
terms of Gρ
′
k,ρ,M (z, s), E
ρ′
k,ρ,M (z, s) with respect to x at each cusp are linear combi-
nation of 1 and y−k+1−2s, and the Eisenstein series minus the constant terms are
rapidly decreasing as y −→∞.
Proof. (i) The Eisenstein series are written as finite linear combinations of functions
in the form gk(c0, d0; s). This shows the assertion.
(ii) Let r be a cusp, and Ar be as in (2). Then G
ρ′
k,ρ,M (z, s)|Ar , Eρ
′
k,ρ,M (z, s)|Ar
are also written as combinations of functions in the form gk(c0, d0; s). Then our
assertion follows from the Fourier expansion (10). 
The Fourier expansion of Gρ
′
k,ρ,M (z, s) is given by
Gρ
′
k,ρ,M (z, s)
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=δM,N(
√−1pi)−k2−k+1Nk+2sf−1ρ τ(ρ˜)Γ(k + s)L(k + 2s, ρ)
+ δfρ,1pi
−k+12−2k+3−2sϕ(M)Γ(k−1+2s)Γ(s) L(k−1+2s, ρ′)y−k+1−2s
+ 2Γ(k+s)
(−2√−1pi)k
∑
−∞<n<∞
n 6=0
n−k|n|1−2s
∑
0<R|eρf−1ρ
µ(R)ϕ(M)
ϕ(fρR)
×
∑
0<d|n
ρ˜(R)(ρ˜1RIZ)(dfρRM−1)ρ′(n/d)dk−1+2swn(y, k, s)e(nx) (14)
where δM,N , δfρ,1 denote the Kronecker delta. The Fourier expansion of E
ρ′
k,ρ,M (z, s)
is obtained from (13) and (14).
For later use we write down the constant term of the Fourier expansion with
respect to x, of ysEk,1N ,N (z, s) for even k at each cusp i/M ∈ C0(N). If we denote
the constant term at
√−1∞ by ys + ξ(1/N)(s)y−k+1−s, and the constant term at
i/M (M 6= N) by ξ(i/M)(s)y−k+1−s, then
ξ(i/M)(s) = (−1)
k/2piΓ(k−1+2s)
2k−2+2sΓ(s)Γ(k+s)
ϕ(N)
NMk−1+2sϕ(N/M)
ζ(k−1+2s)∏p|(N/M)(1−p−k+1−2s)
ζ(k+2s)
∏
p|N (1−p−k−2s) . (15)
In particular if k = 0, then
ξ(i/M)(s) = pi
1/2Γ(s−1/2)
Γ(s)
M1−2sϕ(N)
Nϕ(N/M)
ζ(−1+2s)∏p|(N/M)(1−p1−2s)
ζ(2s)
∏
p|N (1−p−2s) , (16)
all of which have poles of order 1 at s = 1 with same residue 3pi−1[Γ0(1) :
Γ0(N)]
−1 where [Γ0(1) : Γ0(N)] = N−1
∏
p|N (1 + p
−1)−1. There holds an equality
trΓ0(1)/Γ0(N)(y
sE0,1N ,N(z, s)) = y
sE0(z, s) = EΓ0(1)(z, s).
For a square free S ∈ N and for a character χ, let us define an operator on the
function on H by
ΛS,s,χf(z) :=
∑
0<R|S
µ(S/R)χ(S/R)Rsf(Rz).
Then
Gρ
′
k,ρ,M (z, s) = (
M
eρ
)k+2sΛ
eρf
−1
ρ ,k+2s,ρ˜
Gρ
′
k,ρ˜(
M
eρ
z, s). (17)
Now we assume that ρ′ is primitive and N/M = fρ′ . If ρ is also primitive,
then it follows from (14), the functional equation y−k+1−sGρ
′
k,ρ(z,−k+1−s) =
pi−k+1−2sysGρk,ρ′ (z, s). Then for ρ not necessarily primitive, we have the functional
equations by (17) as
y−k+1−sGρ
′
k,ρ,M (z,−k+1−s) = pi−k+1−2s Meρ y
sΛ
eρf
−1
ρ ,1,ρ˜
Gρ˜k,ρ′ (
M
eρ
z, s),
y−k+1−sEρ
′
k,ρ,M (z,−k+1−s)
=(−1)kpi−k+1−2s (Mfρ′ )
k−1+2sτ(ρ′)Γ(k+s)L(k+2s,ρ˜ρ′)
eρf
−1
ρ τ(ρ˜)Γ(1−s)L(−k+2−2s,ρρ′) y
sΛ
eρf
−1
ρ ,1,ρ˜
Eρ˜k,ρ′ (
M
eρ
z, s). (18)
In particular for ρ′ = 1 we obtain form (18),
y−k+1−sEk,ρ,N (z,−k+1−s)
=(−1)kpi−k+1−2s Nk−1+2sΓ(k+s)L(k+2s,ρ˜)
eρf
−1
ρ τ(ρ˜)Γ(1−s)L(−k+2−2s,ρ)y
sΛ
eρf
−1
ρ ,1,ρ˜
Eρ˜k(
N
eρ
z, s)
=pi−1/2z−kUk,ρ(s)
∑
0<P |eρf−1ρ
Uk,ρ,P (s)(ℑ(− 1Nz )sEk,ρ˜1P ,fρP (− 1Nz , s) (19)
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for ρ ∈ (Z/N)∗ with the same parity as k and with
Uk,ρ(s) :=
(
√−1)kN−1+se−1ρ f2ρΓ(s)Γ(k+s)L(k+2s,ρ˜)
Γ((k−1)/2+s)Γ(k/2+s)L(k−1+2s,ρ˜)∏
p|eρf−1ρ
(1−ρ˜(p)p−k+2−2s) , (20)
Uk,ρ,P (s) :=
∏
p|P
(1−ρ˜(p)pk+2s)ϕ(eρf−1ρ P−1). (21)
Since EΓ0(N)(z, s) = y
sE0,1N ,N (z, s), we have EΓ0(N)(z, 1−s) = pi−1/2U0(s)×∑
0<P |e1N
U0,P (s)EΓ0(P )(− 1Nz , s) with e1N =
∏
p|N p and with
U0(s) :=
N−1+se−1
1N
Γ(s)ζ(2s)
Γ(−1/2+s)ζ(−1+2s)∏p|e1N (1−p2−2s) , U0,P (s) :=
∏
p|P
(1−p2s)ϕ(e1NP−1). (22)
We use these result in the later sections. The Eisenstein series ysE0,ρ,N (z, s) of
weight 0 is an eigenfunction of the Laplacian ∆ unlike the Eisenstein series with
k > 0. By the similar argument as in Section 1, we obtain the following two
theorems, making use of the Eisenstein series of weight 0.
Theorem 2.2. Let f, g be holomorphic modulars forms for Γ0(N) of weight l ∈
1
2Z, l ≥ 1/2 with the same character. Then L(s; f, g) extends meromorphically to
the whole s-plane, and
〈f, g〉Γ0(N) = 3−14−lpi−l+1Γ(l)N
∏
p|N
(1 + p−1)Ress=lL(s; f, g). (23)
except for l = 1. Let f˜ g(z) := (fg)|SN (z) = |N1/2z|−2l(fg)(−1/(Nz)) ∈ Ml.l(N)
with SN =
(
0 −1/
√
N√
N 0
)
. If trΓ0(N)/Γ0(M)(f˜ g) for M |N has
∑∞
n=0 c
(M)
n e−4piny as the
constant term of its Fourier expansion with respect to x, then we put
L(s; trΓ0(N)/Γ0(M)(f˜ g)) :=
∑∞
n=1 c
(M)
n n−s. Then we have a functional equation
L(l− s; f, g) =2
2−4spi1/2−2sΓ(l−1+s)U0(s)
Γ(l−s)
∑
P |e1N
U0,P (s)L(l−1+s; trΓ0(N)/Γ0(P )(f˜ g))
with U0(s), U0,P (s) as in (22).
Proof. We prove only the functional equation. Let Q(f, g) be as in the proof of
Theorem 1.1. Then
− (4pi)−l+s(l − 1 + s)Γ(l + 1− s)L(l− s; f, g)
=
∫
F(N)
Q(f, g)(z)EΓ0(N)(z, 1− s)dxdyy2
=pi−1/2U0(s)
∑
P |e1N
∏
p|P
(1−p2s)ϕ(eρP−1)
∫
F(N)
Q(f, g)(z)EΓ0(P )(− 1Nz , s)dxdyy2
=pi−1/2U0(s)
∑
P |e1N
∏
p|P
(1−p2s)ϕ(eρP−1)
∫
F(N)
Q(f |SN , g|SN (z)EΓ0(P )(z, s)dxdyy2
=− pi−1/2U0(s)
∑
P |e1N
∏
p|P
(1−p2s)ϕ(eρP−1)
× (4pi)−l+1−s(l − s)Γ(l + s)L(l−1+s; trΓ0(N)/Γ0(P )(f˜ g)),
which shows the functional equation. 
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Theorem 2.3. Let f, g be holomorphic modulars forms for Γ0(N) of weight l ∈
1
2Z, l ≥ 1/2 with characters. We assume that fg ∈ Ml,l(N, ρ) with ρ ∈ (Z/N)∗, 6=
1N . Then L(s; f, g) converges for s with ℜs > max{2l−1, 1/2}, and extends mero-
morphically to the whole s-plane. Let f˜ g(z) := (fg)|SN (z) ∈ Ml.l(N, ρ) with SN :=(
0 −N−1/2
N1/2 0
)
. ForM ∈ N with fρ|M |N , let trΓ0(N)/Γ0(M),ρ(f˜ g) :=
∑
A:Γ0(N)/Γ0(M)
ρ(d)f˜ g|A(z), d being the (2, 2) entry of A. Then we have a functional equation
L(l − s; f, g)
=
22−4spi1/2−2sN−1+se−1ρ f
2
ρΓ(l−1+s)Γ(s)L(2s, ρ˜)
Γ(l − s)Γ(−1/2+s)L(−1+2s, ρ˜)∏p|eρf−1ρ (1−ρ˜(p)p2−2s)
×
∑
P |eρf−1ρ
∏
p|P
(1−ρ˜(p)p2s)ϕ(eρf−1ρ P−1)L(l−1+s; trΓ0(N)/Γ0(P fρ),ρ(f˜ g)).
Proof. Let Q(f, g) be as in (7). Then Q(f, g) is a real analytic automorphic form
with character ρ, and Q(f, g)ysE0,ρ,N (z, s) is an automorphic form with trivial
character. Then
∫
F(Γ)
Q(f, g)ysE0,ρ,N(z, s)
dxdy
y2 is well-defined, and it has a mero-
morphic continuation to whole the s-plane since Q(f, g) is rapidly decreasing at
cusps. As in the proof of Theorem 1.1, it is shown to be equal to −(4pi)−l+1−s(l−
s)Γ(l + s)L(l − 1 + s; f, g) by a standard unfolding trick. The functional equation
is proved in the same manner as in the proof of Theorem 2.2. 
We note that the function E0,ρ,N (z, s) of s is holomorphic on the real axis with
s ≥ 1 for even ρ 6= 1N . So the formula of type (23) is not obtained in this case.
Theorem 2.2 and Theorem 2.3 are generalized in Corollary 6.5 and in Corollary
7.3.
The scalar product defined in Petersson [6] satisfies the equality 〈f, g〉Γ0(N) =
〈f |SN , g|SN 〉Γ0(N) for holomorphic cusp forms f, g for Γ0(N) of same weight and
with same character where SN is as in Theorem 2.3. Let f, g be real analytic
modular forms satisfying (3). If Q
(r)
ylfg
(T ) for all cusps r have only terms given by
the definite integrals form 0 to ∞, namely, no Q(r)
ylfg
(T ) have a term containing
logT , then the equality also holds for the scalar product (5). However it does not
hold in general.
Lemma 2.4. Let f, g be as above. Then 〈f |SN , g|SN 〉Γ0(N) = 〈f, g〉Γ0(N)−
∑
i/M∈C0(N)
w(i/M)c
(i/M)
1 log(N/M
2) with w(i/M) in (12) and with c
(i/M)
1 in (3).
Proof. Let T = (T (r))r∈C0(N) with T
(r) > N , and let FT(N) denote the do-
main obtained from F(N) by cutting off neighborhoods of cusps r along the lines
ℑ(A−1r z) = T (r) (r ∈ C0(N)). As easily seen, the equality
〈f, g〉Γ = lim
T(r)→∞
r∈C0(N)
( ∫
FT(N)
ylf(z)g(z)dxdyy2 −
∑
r
Q
(r)
ylfg
(T (r))
)
holds in the notation of (5).
The matrix SN maps F(N) onto the fundamental domain of Γ0(N), and hence
SNF(N) can be decomposed into a finite number of pieces so that the union of their
suitable translations by matrices in Γ0(N), is equal to F(N). Let φSN denote the
map of F(N) onto itself obtained in this manner. Then φ2SN is the identity map of
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F(N). The map φSN can be naturally extended to F(N) ∪ C0(N), and then a cusp
in the form i/M (M |N) in C0(N) is mapped to a cusp in the form j/(N/M) and
vice versa. If we take T so that T (i/M) = (N/M2)T , then φSN (FT (N)) = FT(N).
Hence
∫
FT (N)
(ylfg)|SN (z)dxdyy2 =
∫
FT(N)
(ylfg)(z)dxdyy2 for sufficiently large T .
Since ((ylfg)|SN )|Aj/(N/M )(z) = ((ylfg)|SN )|Ai/M ((N/M2)z), there is an equality
P
(j/(N/M))
(ylfg)|SN
(y) = P
(i/M)
ylfg
((N/M2)y). Let P˜
(i/M)
ylfg
(y) :=
∑
ℜν(i/M)j ≥1,ν(i/M)j 6=1
c
(i/M)
ν
(i/M)
j
×yν(i/M)j . Then, noticing that (N/M2)w(j/(N/M) = w(i/M), we have
Q
(j/(N/M))
(ylfg)|SN
(T ) = w(j/(N/M))
{
c
(i/M)
1 (N/M
2) logT +
∫ T
0
P˜
(i/M)
ylfg
((N/M2)y)y−2dy
}
= w(i/M)
{
c
(i/M)
1 logT +
∫ (N/M2)T
0
P˜
(i/M)
ylfg
(y)y−2dy
}
= Q
(i/M)
ylfg
((N/M2)T )− w(i/M)c(i/M)1 log(N/M2).
It follows an equality∫
FT (N)
(ylfg)SN (z)
dxdy
y2 −
∑
r
Q
(r)
ylfg
(T (r))
=
∫
FT(N)
(ylfg)(z)dxdyy2 −
∑
r
Q
(r)
ylfg
(T (r))−
∑
i/M∈C0(N)
w(i/M)c
(i/M)
1 log(N/M
2),
which shows the lemma. 
3. Eisenstein series of half integral weight
In this section, we study analytic property of real analytic Eisenstein series for
Γ0(N) of weight (k+ 1/2+ s, s) with k ∈ Z,≥ 0, or equivalently ys times it of half
integral weight k + 1/2. The main purpose is to obtain the Fourier expansion of
some specific Eisenstein series which is necessary to investigate the L-function (1)
through the unfolding trick.
For k ∈ Z,≥ 0, 8|N and 0 ≤ c0, d0 < N, (N, c0, d0) = 1, we put gk+1/2(z; c0, d0;N ; s)
:=
∑
0≤c≡c0(N)
d≡d0(N)
(c,d)=1
χc(d)(cz+d)
−k−1/2|cz+d|−2s with 2|c0, and put g′k+1/2(z; c0, d0;N ; s) :=∑
0<c≡c0(N)
d≡d0(N)
(c,d)=1
χc∨(d)(cz + d)
−k−1/2|cz + d|−2s with 2 ∤ c0, where we mean χ0(±1) as
1. These series converge if k + 1/2 + 2ℜs > 2, and have a Fourier expansion in the
form
a0 + a
′
0(s)w0(y, k + 1/2, s) +
∑
n6=0
an/N (s)wn/N (y, k + 1/2, s)e(nx/N).
Lemma 3.1. The Eisenstein series gk+1/2(z; c0, d0;N ; s), g
′
k+1/2(z; c0, d0;N ; s) as
functions of s extend meromorphically to the whole complex plane.
Proof. At first we note that∑
m≡a(N),>0
(m,Q)=1
ϕ(m)
ms
,
∑
m≡a(N)
(n,Q)=1
m:square free
ρ(m)
ms
(24)
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for (a,N) = 1, Q ∈ N, ρ ∈ (Z/N)∗ extend meromorphically to the whole complex
plane. Indeed the first one is equal to 1ϕ(N)
∑
χ∈(Z/N)∗ χ(a)
L(s−1,χ1Q)
L(s,χ1Q)
, and the
second is equal to 1ϕ(N)
∑
χ∈(Z/N)∗
χ(a)
L(s,χρ1Q)
.
Let P :=
∏
p|N,(p,N/(c0,N))=1 p. Let ep (p|P ) be the order of p modulo N/(c0, N).
As for gk+1/2(z; c0, d0;N ; s), we have a0 = δc0,0δd0,1 and a
′
0(s) = (c0, N)
−k−1/2−2s
×ϕ((c0, N))
∏
p|P (1−p−2ep(k+1/2+2s))−1
∑
p|P,0≤jp<2ep χ(
∏
p p
jp )(c0,N)(d0)
×∏p|P p−jp(k+1/2+2s)∑ n>0,(m,N)=1
(
∏
p p
jp )n2≡c0/(c0,N)(modN/(c0,N))
ϕ(m)m−2k−4s. The last sum-
mation is 0 or a finite linear combination of Dirichlet series in the form of the
first series in (24). As for g′k+1/2(z; c0, d0;N ; s), we have we have a0 = 0 and
a′0(s) = (c0, N)
−k−1/2−2sϕ((c0, N))
∏
p|P (1 − p−2ep(k+1/2+2s))−1
∑
p|P, 0≤jp<2ep
χ{(∏p pjp )(c0,N)}∨(d0)∏p|P p−jp(k+1/2+2s)∑ m>0,(m,N)=1
(
∏
p p
jp )n2≡c0/(c0,N)(modN/(c0,N))
ϕ(m)
×m−2k−4s. In either case, the constant term extends meromorphically to the whole
s plane.
For n 6= 0, we consider an/N (s) of gk+1/2(z; c0, d0;N ; s). Let n = (c0, N)nPn′ ∈
Z where |n′| is the maximal divisor of n coprime to N , and nP > 0 is the di-
visor of n with rad(nP )|P . Then it is checked that an/N (s) is 0 if n is not in
this form. Put tn′(p
i) := ϕ(pi)p−i(k+1/2+2s) if 2|i ≥ 0, i ≤ vp(n′), tn′(pi) :=
−p−(vp(n′)+1)(k+1/2+2s) if 2|i ≥ 0, i = vp(n) + 1, tn′(pi) := p1/2+i−1 if 2 ∤ i ≥ 0, i =
vp(n) + 1, and tn′(p
i) := 0 if otherwise. Then an/N (s) =
∑
M|nP χ(c0,N)M (d0)
((c0, N)M)
−k+1/2−2s∑
M ′|n′
∏
p|M ′ tn′(p
vp(M
′))
∑
(m,Nn)=1
m≡MM′c0/(c0,N)(modN/(c0,N))
m:square free
ιM ′m
×χ−4(m)(d0−1)/2e( nd0c
′
N(c0,N)M
)χ(c0,N)M (m)m
−k−1/2−2s whereM,M
′
are inverses of
M,M ′ modulo N/(c0, N) respectively, and c′ is an inverse of c′ modulo N . The
summations and the product of the right hand side of this equation are all finite
except for the last summation, and the last summation is written as a finite linear
combination of the series in the form of the second series in (24). Then an/N (s)
extends meromorphically to the whole s plane.
The coefficient an/N (s) of g
′
k+1/2(z; c0, d0;N ; s) also vanishes if n is not in the
form n = (c0, N)nPn
′. For such n, an/N (s) =
∑
M|nP χ{(c0,N)M}∨(d0)
×((c0, N)M)−k+1/2−2s
∑
M ′|n′
∏
p|M ′ tn′(p
vp(M
′))
∑
(m,Nn)=1
m≡MM′c0/(c0,N)(modN/(c0,N))
m:square free
ιM ′m
×e( nd0c′N(c0,N)M )χ{(c0,N)M}∨(m)m−k−1/2−2s, which extends meromorphically to the
whole complex plane. 
Let N,M ∈ N with 4|N,M |N so that 4|M or 4|(N/M). Let ρ ∈ (Z/M)∗, ρ′ ∈
(Z/(N/M))∗ where
2|vp(M f−1ρ ) (p|M for which {ρ}p is trivial or real), (25)
N/M = e′ρ′ .
e′ρ′ being as in the introduction. For k ∈ Z,≥ 0 with the same parity as ρρ′, we
define an Eisenstein series of weight (k + 1/2 + s, s) for Γ0(N) with character ρρ
′
as follows. If 4|M , then
Eρ
′
k+1/2,ρ,M (z, s) :=
∑
c,d
ρ(d)ρ′(c/M)χc(d)ιd(cz + d)−k−1/2|cz + d|−2s, (26)
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and if 2 ∤M , then
Eρ
′
k+1/2,ρ,M (z, s) :=
∑
c,d
ρ(d)ρ′(c/M)χc∨(d)ι−1c (cz + d)
−k−1/2|cz + d|−2s (27)
where c, d run over the set of the second rows of matrices in A−11/MΓ0(N) with
c > 0, or with c = 0 and d > 0, A1/M being as in (2). More precisely c, d satisfy
the condition that c > 0,M |c, (c/M,N/M) = 1, d ∈ Z, (d,M) = 1, (c, d) = 1 where
c = 0, d = 1 is added if M = N . We drop the notation M from Eρ
′
k+1/2,ρ,M (z, s) if
M = e′ρ, and drop ρ or ρ
′ if ρ = 1 or ρ′ = 1.
Lemma 3.2. (i) The Eisenstein series Eρ
′
k+1/2,ρ,M (z, s) as functions of s extends
meromorphically to the whole complex plane.
(ii) We fix s so that the Eisenstein series is holomorphic at s. Then constant
term of Eρ
′
k+1/2,ρ,M (z, s) with respect to x at each cusp is a linear combination
of 1 and y−k+1−2s, and the Eisenstein series minus the constant term is rapidly
decreasing as y −→∞.
Proof. The Eisenstein series Eρ
′
k+1/2,ρ,M (z, s) is written as a linear combination of
Eisenstein series of the form gk+1/2(z; c0, d0;N ; s) or g
′
k+1/2(z; c0, d0;N ; s). The
rest of the proof is parallel to that of Lemma 2.1 
Let ρ˜ be a primitive Dirichlet character. We put
ρ := ρ˜12, N := lcm(4, fρ) (28)
and we consider ρ as a character in (Z/N)∗. If 2|fρ˜, then the equality ρ = ρ˜ holds.
Obviously ρ,N such as (28) satisfy the condition (25) with M = N . We closely
compute the Fourier expansion of Eisenstein series
Ek+1/2,ρ(z, s) := 1 +
∑
c≡0(modN),c>0
(c,d)=1
(ρχc)(d)ιd(cz + d)
−k−1/2|cz + d|−2s. (29)
For k ≥ 2, Ek+1/2,ρ(z, 0) is a holomorphic in z and, it is in Mk+1/2(N, ρ). The
Eisenstein series has the Fourier expansion for s ∈ C with 2ℜs+ k + 1/2 > 2,
1 + ck,s,ρ,N (0)w0(y, k+1/2, s) +
∑
n6=0
ck,s,ρ,N (n)wn(y, k+1/2, s)e(nx) (30)
with ck,s,ρ,N (n) :=
∑
m≡0(N),m>0 m
−k−1/2−2s∑
i:(Z/m)×(ρχm)(i)ιie(ni/m) (n ∈
Z) by (9). Let ρ2 := {ρ}2, and let ρc be the product of complex {ρ}p (2 6= p|N),
and ρr be the product of real {ρ}p (2 6= p|N), so that
ρ = ρ2ρcρr. (31)
By definition, fρr is an odd natural number. We put ρ2c := ρ2ρc, ρ2r := ρ2ρr, ρcr :=
ρcρr. The primitive character ρ˜2 is equal to ρ
2
2c or ρ
2
c
according as ρ2 is complex
or not. Put c′k,s,ρ,N (n) :=
∑
2∤m≡0(2−v2(N)N),m>0 ρ2(m)m
−k−1/2−2sι−1m
∑
i:(Z/m)×
(ρcrχm∨)(i)e(ni/m) (n ∈ Z), and
c
(2)
k,s,ρ,N (n) : = 2
−1(1+
√−1)
∞∑
l=v2(N)
ρcr(2
l)2−l(k+1/2+2s)×
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{
∑
i:(Z/2l)×
(ρ2χ2l)(i)e(ni/2
l)−√−1
∑
i:(Z/2l)×
(ρ2χ−2l)(i)e(ni/2
l)},
where the summation of l = v2(N) ≥ 2 to ∞ is actually finite for n 6= 0. We have
the decomposition
ck,s,ρ,N (n) = c
(2)
k,s,ρ,N (n)c
′
k,s,ρ,N (n). (32)
for n ∈ Z. Put c′′k,s,ρ,N (n) :=
∑
(m,N)=1,m>0 ρ(m)m
−k−1/2−2sι−1m
∑
i:(Z/m)× χm∨(i)
×e(ni/m) (n ∈ Z), and c(c)k,s,ρ,N (n) :=
∑
m ρ2r(m)m
−k−1/2−2sι−1m
∑
i:(Z/m)×
(ρcχm∨)(i)e(ni/m) where m runs over the set of all multiples of fρc whose radicals
equal that of fρc , and c
(r)
k,s,ρ,N (n) :=
∑
m ρ2c(m)m
−k−1/2−2sι−1m
∑
i:(Z/m)×(ρrχm∨)(i)
×e(ni/m) where m runs the set of all positive integers whose radicals are fρr . Then
there holds the decomposition
c′k,s,ρ,N (n) = c
(c)
k,s,ρ,N (n)c
(r)
k,s,ρ,N (n)c
′′
k,s,ρ,N (n) (n ∈ Z). (33)
Let n = 0. Then
c′′k,s,ρ,N (0) =
L(2k−1+4s,ρ2)
L(2k+4s,ρ2)
= L(2k−1+4s,ρ˜
2)
L(2k+4s,ρ˜2)
∏
p|2fρr
1−ρ˜2(p)p−2k+1−4s
1−ρ˜2(p)p−2k−4s
. (34)
If ρ2 is complex, then c
(2)
k,s,ρ,N (0) vanishes since ρ2χ±2l is nontrivial for any l and∑
i:(Z/2l)×(ρ2χ2l)(i) = 0 (l ≥ 4). If ρc is nontrivial, then c′k,s,ρ,N (0) vanishes by
the same reason. Hence ck,s,ρ,N (0) = 0 if ρ is complex. If ρ is real, then putting
tρ2 = 1 or 2
−k+1/2−2s according as fρ2 ≤ 4 or fρ2 = 8, we have
c
(2)
k,s,ρ,N (0) = (1+ρ2(−1)
√−1)2
−2k−1−4stρ2
1−2−2k+1−4s , c
(r)
k,s,ρ,N (0) = ρ2(fρr)ι
−1
fρr
∏
p|fρr
(p−1)p−k−1/2−2s
1−p−2k+1−4s ,
c′k,s,ρ,N (0) = ρ2(fρr)ι
−1
fρr
ζ(2k−1+4s)
ζ(2k+4s)
1−2−2k+1−4s
1−2−2k−4s
∏
p|fρr
(p−1)p−k−1/2−2s
1−p−2k−4s ,
ck,s,ρ,N (0) = (1+(−1)k
√−1) ζ(2k−1+4s)ζ(2k+4s)
2−2k−1−4stρ2
1−2−2k−4s
∏
p|fρr
(p−1)p−k−1/2−2s
1−p−2k−4s .
Let n ∈ Z, 6= 0. We put nc :=
∏
p|fρc p
vp(n), nr :=
∏
p|N,p∤2fρc p
vp(n), n′ =∏
p∤N p
vp(n), so that n = sgn(n)2v2(n)ncnrn
′. Then there holds an equality
c
(c)
k,s,ρ,N (n) = ι
−1
ncfρc
ρ2r(ncfρc)(ρcχ(ncfρc )∨)(n/nc)τ(ρcχ(ncfρc )∨)f
−k−1/2−2s
ρc n
−k+1/2−2s
c
,
and if ρ2 is complex, then c
(2)
k,s,ρ,N (n) = 2
−1(1+
√−1) ρcr(2v2(n) fρ2)(ρ2χ2v2(n)fρ2 )(n2
−v2(n))
{1−χ−4(n2−v2(n))(ρ2χ2v2(n))(1+2−2fρ2)} τ(ρ2χ2v2(n)fρ2 ) f
−k−1/2−2s
ρ2 2
−v2(n)(k−1/2+2s).
We put
ψn := (ρχn)
∼ = (ρχ2v2(n)χ(2−v2(n))|n|)∨χ
(2−v2(n))|n|−sgn(n))/2
−4 )
∼. (35)
Then ψ˜2n = ρ
2
c if ρ2 is real, and ψ˜
2
n = ρ
2
2c if ρ2 is complex. The conductors fρc and
fρ2c have the same prime factors. We define fk,s,ρ(n, p) to be
fk,s,ρ(n, p)
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:=

∑
0≤l≤vp(n)/2
ρ˜2(p)lp−2l(k−1/2+2s)
−ψn(p)p−k−2s
∑
0≤l≤(vp(n)−2)/2
ρ˜2(p)lp−2l(k−1/2+2s) (2|vp(n)),∑
0≤l≤(vp(n)−1)/2
ρ˜2(p)lp−2l(k−1/2+2s) (2 ∤ vp(n)),
(36)
where in the case 2|vp(n), the second summation is 0 if vp(n) = 0. As a function
of s, fk,s,ρ(n, p) is holomorphic.
Let ρ2 be real. If {ψn}2 = 12, then we put f (r)k,s,ρ(n, 2) := 2−1(1+ρ2(−1)
√−1){−(1+
ψn(2)2
−k−2s)−1+fk,s,ρ(4n, 2)} for v2(n) even, and f (r)k,s,ρ(n, 2) := ρcr(2)2−k−1/2−2s(1+
ρ2(−1)
√−1){−(1 + ψn(2)2−k−2s)−1 + fk,s,ρ(2n, 2)} for v2(n) odd. If {ψn}2 =
χ−4, then we put f
(r)
k,s,ρ(n, 2) := 2
−1(1+ρ2(−1)
√−1){−(1 − ρ˜2(2)2−2k−4s)−1 +
fk,s,ρ(2n, 2)} for v2(n) even, and f (r)k,s,ρ(n, 2) := ρcr(2)2−k−1/2−2s(1+ρ2(−1)
√−1){−(1−
ρ˜2(2)2−2k−4s)−1+fk,s,ρ(n, 2)} for v2(n) odd. If {ψn}2 = χ±8, then we put f (r)k,s,ρ(n, 2) :=
−ρcr(2)2−k−1/2−2s(1+ρ2(−1)
√−1)(1−ρ˜2(2)2−2k−4s)−1 for v2(n) = 0, f (r)k,s,ρ(n, 2) :=
ρcr(2)2
−k−1/2−2s(1+ρ2(−1)
√−1){−(1−ρ˜2(2)2−2k−4s)−1+fk,s,ρ(n/2, 2) for v2(n) >
0 even, and f
(r)
k,s,ρ(n, 2) := 2
−1(1+ρ2(−1)
√−1){−(1−ρ˜2(2)2−2k−4s)−1+fk,s,ρ(n, 2)}
for v2(n) odd. Then c
(2)
k,s,ρ,N (n) = (1 + ψn(2)2
−k−2s)f (r)k,s,ρ(n, 2) if {ψn}2 = 12, and
c
(2)
k,s,ρ,N (n) = (1− ρ˜2(2)2−2k−4s)f (r)k,s,ρ(n, 2) if otherwise. The factor c(2)k,s,ρ,N (n) (n 6=
0) is holomorphic in s at least if k + 2s 6= 0.
For an odd p|fρr , the p-factor of c(r)k,s,ρ,N (n), namely
∑∞
l=1(ρ2cχ(frp−1)∨)(p)
l
×p−l(k+1/2+2s)ι−1
pl
∑
i:(Z/pl)×(χpl−1∨)(i)e(ni/p
l) is given by (1 + ψn(p)p
−k−2s)
×f (r)k,s,ρ(n, p) for vp(n) odd, or (1 − ρ(p)2p−2k−4s)f (r)k,s,ρ(n, p) for vp(n) even where
f
(r)
k,s,ρ(n, p) denotes
ιpρ˜χ4p(p)p
k−1/2+2s{−(1 + ψn(p)p−k−2s)−1 + fk,s,ρ(pn, p)} (2 ∤ vp(n)),
ιpρ˜χ4p(p)p
k−1/2+2s{−(1− ρ˜2(p)p−2k−4s)−1 + fk,s,ρ(pn, p)} (2|vp(n)).
We have c
(r)
k,s,ρ,N (n) =
∏
p|fρr ,2∤vp(n)(1+ψn(p)p
−k−2s)
∏
p|fρr ,2|vp(n)(1−ρ˜
2(p)p−2k−4s)
×∏p|fρr f (r)k,s,ρ(n, p).
For p ∤ N , the p-factor of c′′k,s,ρ,N (n), namely
∑∞
l=0 ρ(p)
lp−l(k+1/2+2s)ι−1
pl
∑
i:(Z/pl)×
χpl∨(i)e(ni/p
l), is equal to (1 + ψn(p)p
−k−2s)fk,s,ρ(n, p) if 2|vp(n), and to (1 −
ρ˜2(p)p−k−2s)fk,s,ρ(n, p) if 2 ∤ vp(n). Then we have for n 6= 0,
c′′k,s,ρ,N (n) =
L(k+2s,ψn)
L(2k+4s,ρ˜2)
∏
p|2fρr
1−ψn(p)p−k−2s
1−ρ˜2(p)p−2k−4s
∏
p∤N,p|n
fk,s,ρ(n, p). (37)
Then
ck,s,ρ,N (n) = c
(2)
k,s,ρ,N (n)c
(c)
k,s,ρ,N (n)
L(k+2s,ψn)
L(2k+4s,ρ˜2)
∏
p|fρr
f
(r)
k,s,ρ(n, p)
∏
p∤N,p|n
fk,s,ρ(n, p)
and in particular if ρ2 is real, then
ck,s,ρ,N (n) = c
(c)
k,s,ρ,N (n)
L(k+2s,ψn)
L(2k+4s,ρ˜2)
∏
p|2fρr
f
(r)
k,s,ρ(n, p)
∏
p∤N,p|n
fk,s,ρ(n, p).
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Thus the Fourier coefficients of (29) is obtained.
4. Constant terms of Eisenstein series of half integral weight
We compute the constant terms of Fourier expansions with respect to x at cusps
in C0(N) of (11), of some specific Eisenstein series of half integral weight. They are
useful to investigate the functional equations of Eisenstein series.
Let 4|N, ρ ∈ (Z/N)∗ be as in (25) with M = N . Then
Ek+1/2,ρ,22mN (z, s) = Ek+1/2,ρ,N (2
2mz, s) (m ≥ 0),
Ek+1/2,ρχ8,22m+1N (z, s) = Ek+1/2,ρ,N (2
2m+1z, s) (m ≥ 0),
Ek+1/2,ρ1p,p2N (z, s) = Ek+1/2,ρχp,pN (pz, s) (p ∤ N),
Ek+1/2,ρ,p2N (z, s) = Ek+1/2,ρ,N (p
2z, s) (p|N).
For ρ′ ∈ (Z/N ′) satisfying (25) with ρ = ρ′ andM = N ′, the above equalities imply
that Eisenstein series Ek+1/2,ρ′,N ′(z, s) is written in the form Ek+1/2,ρ′,N ′(z, s) =
Ek+1/2,ρ,N (mz, s) for some natural number m and for ρ,N so that
ρ = ρ˜12, N = lcm(4, fρ), and ρ2 = 12, χ−4 or ρ2 is complex (38)
where ρ˜ is a primitive character and where ρ2 is as in (31).
The constant terms of Eisenstein series (26),(27) at cusps are in the form
c0 + ξ0(s)y
−k−1/2−2s (39)
with constants c0 and with functions ξ0(s) of s by (9), where c0 and ξ0(s) could be
0.
Lemma 4.1. Let ρ, ρ˜, N be as in (38), and let ρ = ρ2ρcρr = ρ2cρr be as in (31).
Let k be a nonnegative integer with the same parity as ρ.
(i) Suppose that ρ2 is real. Then N = 4fρcfρr , and Ek+1/2,ρ(z, s) vanishes at a
cusp i/(2m) ((i, 2m) = 1) for any odd m.
(ii) Suppose that ρ2 is complex, which is irreducible by our assumption. Then
Ek+1/2,ρ(z, s) vanishes at a cusp i/(2
−1fρ2m) ((i, 2fρ2m) = 1) for any odd m.
(iii) Let M |N . Suppose that M has a prime divisor p so that {ρ}p is complex.
Then Ek+1/2,ρ(z, s) has the constant term (39) at a cusp i/M ((i,M) = 1) with
ξ0(s) = 0.
Proof. (i) Put Bn =
(
−1+2imn −i2n
4m2n −1−2imn
)
∈ SL2(Z), which stabilizes the cusp
i/(2m). It is checked that the automorphy factor of Ek+1/2,ρ(z, s) has the value in
±√−1 at z = i/(2m) for Bfρc fρr ∈ Γ0(N) noting that −1−2imfρcfρr ≡ 1 (mod 4),
namely ι(−1−2imfρc fρr ) = 1, and lim z→i/(2m)z∈H
(4m2fρc fρrz−1−2imfρcfρr)1/2 =
√−1.
Then the constant term of the Fourier expansion of Ek+1/2,ρ(z, s) at the cusp i/(2m)
vanishes.
(ii) We note that 16|fρ2 . Put Bn =
(
−1+2−1fρ2 imn −i
2n
2−2f2ρ2m
2n −1−2−1fρ2 imn
)
∈ SL2(Z),
which stabilizes the cusp i/(2−1fρ2m). Take fρc fρr(> 0) as n. Then lim z→i/(2m)
z∈H
(4m2nz−1−2imn)k+1/2 = (−1)k√−1, χ(2−2f2ρ2m2n)(−1−2
−1fρ2 imn) =
χn(−1−2−1fρ2 imn) = χn(−1) = 1, and −1−2−1fρ2 imn ≡ 3 (mod 4). Hence the
automorphy factor of Ek+1/2,ρ(z, s) has the value (−1)kρ(−1−2−1fρ2 imn) at z =
i/(2−2f2ρ2m
2n) for Bn ∈ Γ0(N). Then (−1)kρ(−1−2−1fρ2 imn) = ρ2(1+2−1fρ2 imn)
18 Shigeaki Tsuyumine
= −1. Then the constant term of the Fourier expansion at the cusp i/(2−1fρ2m)
vanishes. Though Lemma makes no mention of the case ρ2 = χ±8, this proof is
effective.
(iii) At first we assume that there is a prime divisor p0 of M with 1 ≤ vp0(M) <
vp0(N) so that {ρ}p0 is complex. When p0 = 2, we may assume by the assertion
(ii), that v2(M) ≤ v2(N) − 2. Put Bn =
(
−1+2iMn −i2n
M2n −1−iMn
)
∈ SL2(Z), which
stabilizes the cusp i/M . We take n > 0 so that N |M2n, vp(Mn) ≥ vp(N) (p|N, p 6=
p0) and that vp0(Mn) < vp0(N) if p0 6= 2, and v2(Mn) < v2(N)−1 if p0 = 2. Then
the automorphy factor of Ek+1/2,ρ(z, s) does not takes a real value at i/M for
Bn ∈ Γ0(N), in particular it does not take the value 1 and hence the constant term
of the Fourier expansion at i/M vanishes.
Now we may assume that (N,N/M) = 1 and the cusp i/M is 1/M (see (11)).
Let A1/M =
(
1 b0
M d0
)
∈ SL2(Z). Put u(c, d) := (cz + d)k−1/2|cz + d|−2s for short.
Then
Ek+1/2,χ(z, s)|Ai/M
=u(M,d0) +
∑
N|c>0,(c,d)=1
c+dM>0
(ρχc)(d)ιdu(c+ dM, cb0 + dd0)
− (−1)k√−1
∑
N|c>0,(c,d)=1
c+dM<0
(ρχc)(d)ιdu((−(c+ dM),−cb0 − dd0)
=
∑
N|c>0,(c,d)=1
c+dM>0
(ρχc)(d)ιdu(c+ dM, cb0 + dd0). (40)
We fix c+dM > 0. Then (40) has the partial sum
∑∞
n=−∞ ρ(d− NM n)χc+Nn(d− NM n)
×ι
d−NM n
u(c+ dM, cb0+ dd0− NM n), whose constant term containing y−k−1/2−2s is
equal to
2−1(1 +
√−1)
M∑
n=0
{(ρχc+Md)(d− NM n)− (ρχ(c+Md)χ−4)(d− NM n)
√−1}
× w(N−1(c+ dM), k + 1/2, s).
This is 0, and hence the Fourier expansion of (40) does not have the constant term
containing y−k−1/2−2s. 
The nonzero constant term of the Fourier expansion at each cusp , of the Eisen-
stein series (29) is obtained similarly as in the preceding section. We state them as
a lemma.
Lemma 4.2. Let ρ, ρ˜, N be as in (38), and let ρ = ρ2ρcρr = ρ2cρr be as in (31).
Let k ∈ Z,≥ 0 be so that k and ρ have the same parity. Put
Uk+1/2,ρ(s) := e(−k+1/24 )2−k−1/2−2s(fρc fρr)−1pi Γ(k−1/2+2s)Γ(s)Γ(k+1/2+s) L(2k−1+4s,ρ
2
12)
L(2k+4s,ρ212)
, (41)
and put for R|4fρr ,
Uk+1/2,ρ,R(s) := R
−k+1/2−2s∏
p|R
{(p− 1)(1− ρc(p)2p−2k+1−4s)−1}. (42)
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(i) Suppose that ρ2 is real. Then N = 4fρc fρr , and Ek+1/2,ρ(z, s) ∈Mk+1/2+s,s(N, ρ)
has 0 as the constant terms of the Fourier expansion with respect to x at cusps in
C0(N) except 1/N, 1/P, 1/(4P ) with P |fρr . The constant term of Ek+1/2,ρ(z, s) at
a cusp 1/P is Uk+1/2,ρ(s)Uk+1/2,ρ,P (s)y
−k+1/2−2s, and the constant term at a cusp
1/(4P ) is {1+ρ2(−1)χ−4(P )
√−1}Uk+1/2,ρ(s)Uk+1/2,ρ,4P (s) y−k+1/2−2s where there
is the additional term 1 if fρc = 1 and P = fρr . If fρc > 1, then the constant term
at a cusp 1/N is 1.
(ii) Suppose that ρ2 is complex. Then N = fρ2c fρr , and Ek+1/2,ρ(z, s) has 0 as
the constant terms at cusps in C0(N) except 1/N, 1/P with P |fρr . The constant
term at a cusp 1/N of Ek+1/2,ρ(z, s) is 1, and the constant term at a cusp 1/P is
22f−1ρ2 Uk+1/2,ρ(s)Uk+1/2,ρ,P (s)y
−k+1/2−2s .
For ρ,N as in (38), the Eisenstein seriesEρk+1/2(z, s) =
∑
c>0,(c,N)=1
(c,d)=1
ρ(c)χc∨(d)ι
−1
c
×(cz + d)−k−1/2|cz + d|−2s has the Fourier expansion
∞∑
n=−∞
c′′k,s,ρ,N(n)wn(y, k + 1/2, s)e(nx) (43)
where c′′k,s,ρ,N (0) is as in (34), and where c
′′
k,s,ρ,N (n) is as in (37) for n 6= 0. We
have Ek+1/2,ρ(z, s)|(0−1/N
1 0
) = z−k−1/2|z|−2sEk+1/2,ρ(− 1Nz , s) = Eρk+1/2(z, s), and
Eρk+1/2(z, s)|(0−1/N
1 0
) = (−1)k−1√−1Ek+1/2,ρ(z, s).
Lemma 4.3. Let ρ,N, k be as in Lemma 4.2.
(i) Let P |fρr and let ε ∈ {±1} be so that ρ = ρ2cχP∨χ(ε4fρr/P ), namely ε =
χ−4(fρr/P ). Then the constant term of E
ρ2cχ(ε4fρr /P)
k+1/2,χP∨
(z, s) ∈ Mk+1/2+s,s(N, ρ) at
a cusp 1/P is in the form (39) with c0 = (−1)k−1
√−1χ−4(P )ιP , and the constant
terms at other cusps in C0(N) are in the form (39) with c0 = 0. The the constant
terms (39) with ξ0(s) 6= 0 possibly appear only at cusps i/M ∈ C0(N) ((i,M) = 1)
where fρc |M if ρ2 is real, and fρ2c |M if ρ2 is complex.
(ii) Suppose that ρ2 = 12, χ−4. Let ρ = ρ2cχε4Pχ(fρr/P )∨ , namely ε = χ−4(P ).
Then the constant term of E
ρcχ(fρr /P)∨
k+1/2,ρ2χε4P
(z, s) ∈Mk+1/2+s,s(N, ρ) at a cusp 1/(4P )
is in the form (39) with c0 = (−1)kρ2(−1)χ−4(P ), and the constant terms at other
cusps in C0(N) are in the form (39) with c0 = 0. The the constant terms (39) with
ξ0(s) 6= 0 possibly appear only at cusps i/M ∈ C0(N) ((i,M) = 1) with fρc |M .
Proof. (i) Let b0, d0 be so that A1/P =
(
1 b0
P d0
)
∈ SL2(Z). Put Q := fρc/P . Then
E
ρ2cχε4Q
k+1/2,χP∨
(z, s)|A1/P = (Pz + d0)−k−1/2|Pz + d0|−2sEρ2cχε4Qk+1/2,χP∨ (
z+b0
Pz+d0
, s)
=(−1)k−1ι−P +
∑
P |c∈Z,(c/P,N/P )=1
d∈Z,(c,d)=1
c+dP>0
χP∨(d)(ρ2cχε4Q)(c/P )
(
d
|c|
)
ι−1c
× ((c+ dP )z + cb0 + dd0)−k−1/2|(c+ dP )z + cb0 + dd0|−2s, (44)
which implies that c0 = (−1)k−1ι−P in (39) at the cusp 1/P . In the series
E
ρ2cχε4Q
k+1/2,χP∨
(z, s)|Ai/M corresponding to (44) at all other cusps i/M ∈ C0(N), the
coefficients c of z in (cz + d)−k−1/2 are always nonzero, and hence c0 = 0.
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The similar argument as in the proof of Lemma 4.1 (iii) shows that ξ0(s) in the
constant term (39) of the Fourier expansion at i/M is 0 unless M does not satisfy
the condition of the lemma.
The assertion (ii) is proved similarly. 
5. Theta series as Eisenstein series
In this section, we mainly consider Eisenstein series of weight less than 3/2 with
character ρ. Their relations between theta series are given when N = 4, ρ = χk−4.
Proposition 5.1. Assume that k ∈ Z,≥ 1, ρ ∈ (Z/N)∗ have the same parity.
If k ≥ 2, or if k = 1 and ρ is a complex character, then Ek+1/2,ρ,N (z, 0) is in
Mk+1/2(N, ρ).
Proof. If k ≥ 2, then the series Ek+1/2,ρ,N (z, 0) converges absolutely and uniformly
on any compact subset of H, and hence it is holomorphic and it is in Mk+1/2(N, ρ).
Let k = 1, and ρ be complex. We may assume that ρ,N satisfy (28), since for
ρ′ ∈ (Z/N ′)∗ satisfying (25) with ρ = ρ′ and M = N ′, Ek+1/2,ρ′,N ′(z, 0) is written
as Ek+1/2,ρ,N (mz, 0) for some m ∈ N as stated in the beginning of Section 4. Then
c1,s,ρ,N (0) = 0, and hence the constant term of the Fourier expansion (30) is 1.
Since ρ is complex, the character ψn of (35) is nontrivial for any n ∈ Z, 6= 0. Then
L(1+ 2s, ψn) appearing in (37), is finite at s = 0, and hence c1,s,ρ,N (n) is finite for
all n ∈ Z. As s −→ 0, wn(y, k + 1/2, s) tends to 0 for n ≤ 0, the expansion (30)
gives a holomorphic function in z at s = 0. 
In the rest of this section, we consider the Eisenstein series with N of (28)
exclusively in the case that ρ is real. Then N = e′ρ. Though our main objective
here is the case k ≤ 1, we do not restrict k to be ≤ 1. When k ≤ 1, Ek+1/2,ρ(z, s)
does not give a holomorphic Eisenstein series at s = 0. Let us put
Ek+1/2,ρ(z, s) := Ek+1/2,ρ(z, s)− c(2)k,0,ρ,N (0)c(r)k,0,ρ,N (0)Eρk+1/2(z, s).
Then
Ek+1/2,ρ(z, s)
=1 +
∞∑
n=−∞
{c(2)k,s,ρ,N (n)c(r)k,s,ρ,N (n)− c(2)k,0,ρ,N (0)c(r)k,0,ρ,N (0)}c′′k,s,ρ,N (n)wn(y, k, s)e(nx).
Let k = 1. If n is so that the character ψn of (35) is not trivial, then c
′′
1,s,ρ,N (n),
c1,s,ρ,N (n) are finite at s = 0 by (37) , (33) and (32). The terms c
′′
1,s,ρ,N (n), c1,s,ρ,N (n)
have a pole at s = 0 only for n in the form n = −fρm2 (m ∈ Z). The pole
is of order one. It is check that c
(2)
1,0,ρ,N (0) = c
(2)
1,0,ρ,N(−fρm2) for any m ∈ Z,
and that f
(r)
1,0,ρ,N (−fρm2, p) = (ρ2χ(fr/p)∨)(p)ι−1p p−1/2 = f (r)1,0,ρ,N(0, p) for p|fρr .
Hence c
(r)
1,0,ρ,N(−fρm2) = c(r)1,0,ρ,N (0). On the other hand, c(2)1,s,ρ,N (n)c(r)1,s,ρ,N (n) −
c
(2)
1,0,ρ,N(0)c
(r)
1,0,ρ,N (0) has zero at s = 0 for such n. Thus E3/2,ρ(z, 0) is holomorphic
since w−m(y, 3/2, 0) = 0 for m ≥ 0, and gives a modular form in M3/2(N, ρ). The
computation of the case k = 1 and ρ is real, is found in Pei [7].
We take 4 as N , and χk−4 as ρ. Then ρr = ρc = 1. From Section 3 and from
(43), we have
Ek+1/2,χk−4 (z, s)
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=1 + (−1)
k(k+1)/22−k+1−2s
22k+4s−1
piΓ(k−1/2+2s)
Γ(s)Γ(k+1/2+s)
ζ(2k−1+4s)
ζ(2k+4s) y
−k+1/2−2s
+
∑
n6=0
L(k+2s,χ˜
(−1)kn)
ζ(2k+4s) f
(r)
k,s,ρ(n, 2)
∏
26=p|n
fk,s,ρ(n, p)wn(y, k + 1/2, s)e(nx), (45)
E
χk−4
k+1/2(z, s)
= (−
√−1)k(1−√−1)(22k−1+4s−1)
2k−2+2s(22k+4s−1)
piΓ(k−1/2+2s)
Γ(s)Γ(k+1/2+s)
ζ(2k−1+4s)
ζ(2k+4s) y
−k+1/2−2s +
∑
n6=0
L(k+2s,χ˜
(−1)kn)
ζ(2k+4s)
× 1−χ˜(−1)kn(2)2
−k−2s
1−2−2k−4s
∏
26=p|n
fk,s,ρ(n, p)wn(y, k + 1/2, s)e(nx), (46)
where fk,s,ρ is as in (36) and f
(r)
k,s,ρ is defined below (36). EquationsEk+1/2,χk−4 (z, s)|( 0 −11 0 ) =
2−2k−1−4sE
χk−4
k+1/2(z/4, s), E
χk−4
k+1/2(z, s)|( 0 −11 0 ) = (−1)
k−1√−1Ek+1/2,χk−4 (z/4, s) hold.
By (45), a simple computation gives the following lemma.
Lemma 5.2. Let αk(n, 2) := −(1+ χ˜n(2)2−k)−1+(1− 2−2k+1)−1{1− χ˜n(2)2−k+
2(v2(n)/2+1)(−2k+1)−k(1 − χ˜n(2)2−k+1)}, or −(1 − 2−2k)−1 + (1 − 2−2k+1)−1
×(1−2(v2(n)/2+1)(−2k+1)), or −(1−2−2k)−1+(1−2−2k+1)−1(1−2(v2(n)−1)(−2k+1)/2)
according as 2|v2(n) and 2−v2(n)n ≡ (−1)k (mod 4), or 2|v2(n) and 2−v2(n)n ≡
(−1)k3 (mod 4), or 2 ∤ v2(n). Then we have for k ≥ 1
Ek+1/2,χk−4 (z, 0) =1 +
(−1)k22k−1pi2k+1/2
(k−1)!Γ(k+1/2)ζ(2k)
∑
n>0
αk(n, 2)L(1−k, χ˜(−1)kn)
× (f−1χ
(−1)kn
n)k−1/2
∏
26=p|n
fk,0,χk−4(n, p)e(nz), (47)
where there is the additional term −pi−1y−1/2 − 2pi−1/2∑∞m=1m(4pim2y)−3/4
×W−3/4,1/4(4pim2y)e(−m2x) when k = 1. For k = 0, we have
E1/2,12(z, 0)
=− pi6 log 2y1/2 + 1 + 2
∞∑
m=1
(1−2−v2(m)−2)e(m2z)
+ (2 log 2)−1
∑
n>0
(1−χ˜n(2))L(1, χ˜n)(fχnn−1)1/2
∏
26=p|n
f0,0,12(n, p)e(nz)
+ (2 log 2)−1pi1/2
∑
n<0
(1−χ˜n(2))L(0, χ˜n)|n|−1/2
∏
26=p|n
f0,0,12(n, p)
× (4pi|n|y)−1/4W−1/4,1/4(4pi|n|y)e(nx). (48)
We describe theta series θ(z), θ(z)3, θ(z)5, θ(z)7 as Eisenstein series. We have
Ek+1/2,χk−4
(z, s) = 1 +
∑∞
n=−∞{c(2)k,s,χk−4,4(n) − c
(2)
k,0,χk−4,4
(0)}c′′
k,s,χk−4,4
(n)wn(y, k, s)
×e(nx). Let k = 0. Then the direct computation shows that E1/2,12(z, 0) is equal to
θ(z). As is shown, Ek+1/2,χk−4(z, s) is a holomorphic modular form for k ≥ 1, and it
is in Mk+1/2(4, χ
k
−4) with the value 1 at
√−1∞ and with the value 2−k−1/2e(6k−18 )
at 1. Since the subspaces of Mk+1/2(4, χ
k
−4) consisting of the such modular forms
are one dimensional for k = 0, 1, 2, 3 and since θ(z)2k+1’s satisfy the same condition,
we have the following proposition.
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Proposition 5.3. (1) Let N, ρ be as in (28). Then Ek+1/2,ρ,N (z, 0) is a holomor-
phic modular form in Mk+1/2(N, ρ) for k ≥ 1 with the same parity as ρ.
(2) If k = 0, 1, 2, 3, then
θ(z)2k+1 = Ek+1/2,χk−4(z, 0). (49)
Remark 5.4. The equality (49) holds for any k ≥ 0 up to cusp forms. As for even
powers of θ(z), the following equalities holds up to cusp forms; θ(z)2 = E1,χ−4(z, 0),
and θ(z)2k = Ek,χ−4 (z, 0) + 2
−k√−1kEχ−4k (z, 0) for k > 1 odd. For k ≥ 2, even,
θ(z)2k = {(−1)k/22−kEk(z, 0) − (−1)k/22−kEk,12,2(z, 0) + Ek,12,4(z, 0)}. These
equalities are exact if the weight is less than or equal to 4.
Corollary 5.5. All the holomorphic Eisenstein series of weight 1/2 on Γ1(N) are
linear combinations of
∑
i:(Z/fω)× ω(i)E1/2,12,4(tz + i/fω, 0) where ω are primitive
complex characters whose squares are also primitive, and where t are natural num-
bers with 4(fω2)
2t|N .
Proof. Let χ be a square of ω. If both of ω and χ are primitive, then an equal-
ity fχ = fω/(2, fω) holds. By Serre and Stark [9] Corollary 1 to Theorem A, the
subspace in M1/2(Γ1(N)) consisting of Eisenstein series is spanned by θχ(tz) :=∑∞
n=−∞ χ(n)e(nz) with primitive characters χ which are squares, and with 4f
2
χt|N .
From (49) we see that θχ(z) = τ(ω)
−1∑
i:(Z/fω)× ω(i)θ(z+i/fω) = τ(ω)
−1∑
i:(Z/fω)×
ω(i)E1/2,12,4(z + i/fω, 0), which shows our assertion. 
6. Rankin Selberg method
We show that the functions of s obtained from the constant terms of some real
analytic modular forms inMl,l′(N, ρ) with l, l′ ∈ 12Z,≥ 0 with ρ ∈ (Z/N)∗ together
with a real analytic Eisenstein series, have analytic continuation to the whole com-
plex s-plane by using the unfolding trick. From this, the analytic continuation of
L-function (1) is proved in the case l − l′ ∈ Z. Further some special value of the
L-function is written in terms of the scalar product, and the functional equation
between the L-function (1) and the L-function defined similarly is derived.
Let l ≥ l′ ≥ 0. Let N ∈ N be so that 4|N if at least one of l, l′ is not integral.
Put k := l − l′ if l − l′ ∈ Z, and put k := l − l′ − 1/2 if otherwise, and let ρ be
a Dirichlet character modulo N with the same parity as k. We assume that ρ,N
satisfy (25) withM = N if l− l′ is not integral. We consider a real analytic modular
form F (z) inMl,l′(Γ1(N)) which satisfies F (Az) = ρ(d)(cz+d)l(cz + d)l−kF (z) for
A =
(
a b
c d
)
∈ Γ0(N) if l− l′ ∈ Z, or F (Az) = ρ(d)(cz+d)l(cz + d)l−kj(A, z)−1F (z)
if l− l′ 6∈ Z, j(A, z) being the automorphy factor of θ(z) defined in the introduction.
We assume that F (z) has the Fourier expansion in the form
F |Ar (z) = P (r)F (y) +
∞∑
n=−∞
u(r)n (y)e(nx/w
(r)) with P
(r)
F (y) =
∑
j
a
(r)
j y
q
(r)
j (50)
at each cusp r ∈ C0(N), Ar being as in (2), where the summation P (r)F (y) is a finite
sum with a
(r)
j , q
(r)
j ∈ C and all u(r)n (y) are rapidly decreasing as y −→∞. We drop
the notation (r) from P
(r)
F , a
(r)
j , q
(r)
j , u
(r)
n when r = 1/N or equivalently r =
√−1∞.
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We define the Rankin-Selberg transform
R(F, s) :=
∫ ∞
0
yl+s−2u0(y)dy, (51)
following Zagier [11]. In Theorem 6.2, we show that the integral converges for s
with sufficiently large ℜs.
0− 12 12
F(N)
√−1
0− 12 1213− 13 14−14
y = T
FT (N)
√−1
0− 12 1213− 13 14−14
DT
BT (1)
D
Fig. 2.
We denote by Q(i/M), the set of rational numbers in (−1/2, 1/2] equivalent to
i/M under Γ0(N).
Lemma 6.1. Let q be the maximum of 0,ℜq(r)j (r ∈ C0(N)). Then |F (z)| =
O(y−q−(l+l
′)/2) as y −→ +0.
Proof. The function ψ(z) := y(l+l
′)/2trΓ0(N)/SL2(Z)(|F (z)|) is SL2(Z) invariant func-
tion. Then y−q−(l+l
′)/2ψ(z) is bounded on the fundamental domain F of SL2(Z),
and hence
( max
A∈SL2(Z)
ℑ(Az))−q−(l+l′)/2ψ(z)
is bounded on H. Since maxA∈SL2(Z) ℑ(Az) ≤ max{y, y−1}, we have |F (z)| =
O(y−q−(l+l
′)/2) as y −→ +0. 
We fix the notation for the rest of the section. We denote by ys + ξ(
√−1∞)(s)
×y−(l−l′)+1−s and ξ(r)(s)y−(l−l′)+1−s, the constant terms of Fourier expansions
with respect to x, of ysEl−l′,ρ,N (z, s) at
√−1∞ and at r ∈ C0(N), 6= 1/N respec-
tively. The function ξ(
√−1∞)(s) is also denoted by ξ(1/N)(s). For T > 0,
h+(T, s) = h
(
√−1∞)
+ (T, s) :=
∑
j
ajT
qj+l−1+s
qj+l−1+s
(
=
∫ T
0
yl+sP
(
√−1∞)
F (y)dy (ℜs≫ 0)
)
,
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h−(T, s) = h
(
√−1∞)
− (T, s) :=
∑
j
ajT
qj+l
′−s
qj+l′−s
(
= −
∫ ∞
T
yl
′+1−sP (
√−1∞)
F (y)dy (ℜs≫ 0)
)
,
h(r)(T, s) := w(r)
∑
j
a
(r)
j T
q
(r)
j
+l′−s
q
(r)
j +l
′−s
(
= −w(r)
∫ ∞
T
yl
′+1−sP (r)F (y)dy (ℜs≫ 0)
)
(r 6= 1N ),
h(T, s) = h+(T, s) + ξ(1/N)(s)h−(T, s) +
∑
r∈C0(N)−{1/N}
ξ(r)(s)h(r)(T, s) (52)
where ℜs ≫ 0 implies that ℜs is sufficiently large. If ℜs ≪ 0 (sufficiently small),
then h+(T, s) = −
∫∞
T
yl+sP
(1/N)
F (y)dy, h−(T, s) =
∫ T
0
yl
′+1−sP (1/N)F (y)dy, h
(r)(T, s) =
w(r)
∫ T
0 y
l′+1−sP (r)F (y)dy.
Theorem 6.2. Let l, l′, k, , ξ(r), h+, h−, h(r), F,R(F, s) be as above. Then for s
with ℜs sufficiently large, the integral (51) converges and R(F, s) is defined. Further
R(F, s) extends meromorphically to the whole s plane, and its possible poles are poles
of the Eisenstein series El−l′,ρ,N (z, s) and s = q
(r)
j + l
′ (r ∈ C0(N)), s = −qj− l+1.
We have
R(F, s) = lim
T→∞
( ∫
FT (N)
yl+sF (z)El−l′,ρ,N (z, s)dxdyy2 − h+(T, s)
)
(53)
for s with sufficiently large ℜs. For s with sufficiently small ℜs at which El−l′,ρ,N (z, s)
is holomorphic, we have
R(F, s) = lim
T→∞
( ∫
FT (N)
yl+sF (z)El−l′,ρ,N(z, s)dxdyy2
− ξ(1/N)(s)h−(T, s)−
∑
r∈C0(N)−{1/N}
ξ(r)(s)h(r)(T, s)
)
. (54)
Proof. Let
D := {z ∈ H | |x| ≤ 1/2}. (55)
We denote by FT (T > 1), the truncated fundamental domain {z ∈ D | |z| ≥ 1, y ≤
T }, and by FT (N), the union
⋃
AAFT (⊂ D) where A runs over the representatives
of SL2(Z) modulo Γ0(N).
Let a/c be a rational number with −1/2 < a/c ≤ 1/2, c > 0, (a, c) = 1. For
T > 1, let Sa/c,T be the open disk of radius (2c
2T )−1 tangent to the real axis at a/c
(Fig. 2) where S1/2,T is exceptionally the union of the left half of the disk tangent
to the real axis at 1/2 and the right half of the disk tangent to the real axis at
−1/2. The domain {z ∈ H | y > T } and all Sa/c,T but S1/2,T are mapped onto
each other by matrices of SL2(Z).
Put BT (n) := {z ∈ H | −1/2 ≤ x ≤ n− 1/2, y > T } for n ∈ N. For r ∈ C0(N),
let Ar be as in (2) so that it sends BT (w
(r)) onto Sr,T ∩ F(N). By Lemma 6.1,
the integral
∫ T
0
∫ 1/2
−1/2 y
l+sF (z)dxdyy2 converges absolutely and uniformly for s with
ℜs ≫ 0. Let DT = {z ∈ D | ℑz ≤ T } − ∪r∈C0(N) ∪a/c∈Q(r) Sa/b,T . Then by
taking suitable representatives of Γ0(N) modulo Γ∞ = {±
(
1 n
0 1
) | n ∈ Z}, we have
D = ∪A:Γ∞\Γ0(N)AF(N) and DT = ∪A:Γ∞\Γ0(N)AFT (N). Then∫
FT (N)
yl+sF (z)El−l′,ρ,N (z, s)
dxdy
y2
=
∫
DT
yl+sF (z)
dxdy
y2
. (56)
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Indeed if l− l′ is integral, then the left hand side of (56) is equal to∫
FT (N)
yl+sF (z){1 +
∑
(c,d)=1,c>0
c≡0(modN)
ρ(d)(cz + d)−k|cz + d|−2s}dxdy
y2
=
∫
FT (N)
[yl+sF (z) +
∑
(c,d)=1,c>0
c≡0(modN)
{ρ(d)(cz + d)k|cz + d|2s}−1yl+sF (z)]dxdy
y2
=
∫
∪A:Γ∞\Γ0(N)AFT (N)
yl+sF (z)
dxdy
y2
=
∫
DT
yl+sF (z)
dxdy
y2
.
The similar argument holds also in the case that l − l′ is a half integer. Since
h+(T, s) =
∫ T
0
∫ 1/2
−1/2 y
l+sPF (y)
dxdy
y2 , from (56) we obtain∫
FT (N)
yl+sF (z)El−l′,ρ,N (z, s)dxdyy2
=
∫
D−BT (1)
yl+sF (z)dxdyy2 −
∫
∪r∈C0(N)∪a/c∈Q(r)Sa/b,T
yl+sF (z)dxdyy2
=
∫ T
0
yl+s−2u0(y)dy + h+(T, s)−
∑
r∈C0(N)
∑
a/c∈Q(r)
∫
Sa/b,T
yl+sF (z)dxdyy2 , (57)
and for r ∈ C0(N), 6= 1/N ,∫
F(N)∩Sr,T
yl+sF (z)El−l′,ρ,N (z, s)dxdyy2 =
∫
∪a/c∈Q(r)Sa/b,T
yl+sF (z)dxdyy2
=
∑
a/c∈Q(r)
∫
Sa/b,T
yl+sF (z)dxdyy2 . (58)
We have El−l′,ρ,N(z, s)|Ar = O(y1−2s) as y −→ ∞ for r ∈ C0(N), 6= 1/N , and
El−l′,ρ,N (z, s) − 1 = O(y1−2s). We take s so that ℜs > max{q + l′ + 1, q +
l}. Then yl+sF |Ar(z)El−l′,ρ,N (z, s)|Ar is integrable on BT (w(r)), and yl+sF (z)
×{El−l′,ρ,N (z, s) − 1} is integrable on BT (1). Then the integral (58) is equal to∫
BT (w(r))
yl+sF |Ar (z)El−l′,ρ,N (z, s)|Ar dxdyy2 . Since there holds an equality
∪A:Γ∞\(Γ0(N)−Γ∞)ABT (1) = ∪a/c∈Q(1/N)Sa/c,T for a suitable choice of represen-
tatives, we have∫
BT (1)
yl+sF (z){El−l′,ρ,N (z, s)− 1} dxdyy2
=
∫
BT (1)
yl+sF (z)
∑
(c,d)=1,c>0
c≡0(modN)
ρ(d)(cz + d)−k|cz + d|−2s dxdy
y2
=
∑
a/c∈Q(1/N)
∫
Sa/c,T
yl+sF (z)dxdyy2 .
If ℜs≫ 0, then we obtain from (57),
R(F, s)−
∫ ∞
T
yl+s−2u0(y)dy =
∫ T
0
yl+s−2u0(y)dy
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=
∫
FT (N)
yl+sF (z)El−l′,ρ,N (z, s)dxdyy2 +
∫
BT (1)
yl+sF (z){El−l′,ρ,N (z, s)− 1} dxdyy2
+
∑
r∈C0(N)−{1/N}
∫
BT (w(r))
yl+sF |Ar (z)El−l′,ρ,N (z, s)|Ar dxdyy2 − h+(T, s). (59)
Thus integral
∫ T
0
yl+s−2u0(y)dy converges, and since yl+s−2u0(y) is rapidly decreas-
ing as y −→∞ by our assumption, the integral (51) converges for ℜs≫ 0.
Noting that
∫∞
T
yl+s−2u0(y)dy +
∫
BT (1)
yl+sF (z){El−l′,ρ,N (z, s) − 1} dxdyy2 =∫
BT (1)
{yl+sF (z)El−l′,ρ,N (z, s) − (yl+s + ξ(1/N)(s)yl′+1−s)PF (y)} dxdyy2 , we obtain
from (59),
R(F, s) =
∫
FT (N)
yl+sF (z)El−l′,ρ,N (z, s)dxdyy2
+
∫ ∞
T
∫ 1/2
−1/2
{yl+sF (z)El−l′,ρ,N (z, s)− (yl+s + ξ(1/N)(s)yl
′+1−s)PF (y)} dxdyy2
+
∑
r∈C0(N)−{1/N}
∫ ∞
T
∫ w(r)−1/2
−1/2
{yl+sF |Ar(z)El−l′,ρ,N(z, s)|Ar
− ξ(r)(s)yl′+1−sP (r)F (y)} dxdyy2 − h(T, s) (60)
with h(T, s) of (52) since h(T, s) = h+(T, s)−
∫∞
T
∫ 1/2
−1/2 ξ
(1/N)(s)yl
′+1−sPF (y)dxdyy2 −∑
r∈C0(N)−{1/N}
∫∞
T
∫ w(r)−1/2
−1/2 ξ
(r)(s)yl
′+1−sP (r)F (y)
dxdy
y2 .
By our assumption that the second term of (50) is rapidly decreasing as y −→∞,
and by Lemma 2.1 and Lemma 3.2, the integrands of the second and third terms
of (60) are rapidly decreasing. The equality (60) is proved for s with ℜs ≫ 0.
However the right hand side is a meromorphic function on the whole s plane since
the first integral is over a compact set, and the integrands of other integrals are
rapidly decreasing, and h(T, s) is a meromorphic function on the s plane. Thus
R(F, s) is a meromorphic on the s plane, and R(F, s) is holomorphic at s if both of
El−l′,ρ,N (z, s) and h(T, s) are holomorphic at s. This shows the second statement
of the theorem.
In the right hand side of (60), the second and the third terms tend to 0 as
T −→ ∞, and h(T, s) − h+(T, s) also tend to 0 as T −→ ∞ for s with ℜs ≫ 0.
This shows (53). The equality (54) is proved similarly. 
Corollary 6.3. (i) For s with sufficient large ℜs, there holds equalities
R(F, s) =
∫
F(N)
{yl+sF (z)El−l′,ρ,N (z, s)−E0(z, s)} dxdyy2 (61)
for E0(z, s) :=
∑
j ajEΓ0(N)(z, l+ qj + s) ∈M0,0(N).
(ii) Let the notations be the same as in the theorem. For s with ℜs≪ 0 at which
El−l′,ρ,N (z, s) is holomorphic, there holds
R(F, s) =
∫
F(N)
{yl+sF (z)El−l′,ρ,N (z, s) dxdyy2 −E0(z, s)} dxdyy2
for E0(z, s) := ξ(1/N)(s)
∑
j ajEΓ0(N)(z, qj+l
′+3−s) + ∑r∈C0(N)−{1/N} ξ(r)(s)
×EΓ0(N),r(z, q(r)j +l′+3−s) ∈ M0,0(N).
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(iii) Assume that El−l′,ρ,N (z, s) is holomorphic in s at s = s0. Let h˜(T, s) denote
the sum of terms of (52) so that for s = s0 the powers of T are nonzero and their
real parts are nonnegative. Let C0s−s0 T
s−s0 − α(s)s−s0T−s+s0 be the sum of terms of
(52) so that the powers of T for s = s0 are 0, where C0 is a constant. Then(
R(F, s)+
C0−α(s0)
s− s0 −
d
ds
α(s0)
)
|s=s0
= lim
T→∞
( ∫
FT (N)
yl+sF (z)El−l′,ρ,N(z, s)dxdyy2 − (C0+α(s0)) log T−h˜(T, s0)
)
. (62)
If C0 = α(s) = 0, then R(F, s) is holomorphic at s = s0.
Proof. (i) We put H(z, s) := yl+sF (z)El−l′,ρ,N (z, s) −
∑
j ajEΓ0(N)(z, l + qj + s).
Then H(z, s) = O(yl
′+1+q−s), H(z, s)|Ar = O(yl′+1+q−s) as y −→ ∞ where q is
as in Lemma 6.1. Hence the integral of the right hand side of (61) converges for
ℜs≫ 0. We apply the argument in the theorem to EΓ0(N)(z, l+ qj + s). Since the
term u0(y) of EΓ0(N)(z, l+ qj + s) is 0, we obtain from (59),
0 =
∫
FT (N)
EΓ0(N)(z, l+qj+s)
dxdy
y2 +
∫
BT (1)
{EΓ0(N)(z, l+qj+s)− yl+qj+s} dxdyy2
+
∑
r∈C0(N)−{1/N}
∫
BT (w(r))
EΓ0(N)(z, l+qj+s)|Ar dxdyy2 − T
qj+l−1+s
qj+l−1+s .
Then by this and by the equality (59), R(F, s) is equal to∫
FT (N)
H(z, s)dxdyy2 +
∫ ∞
T
∫ 1/2
−1/2
{H(z, s) +Q(y, s)} dxdyy2
+
∑
r∈C0(N)−{1/N}
∫ ∞
T
∫ w(r)−1/2
−1/2
H(z, s)|Ar dxdyy2 +Q′(T, s) (63)
where Q(y, s) is a linear combination of powers of y, and Q′(T, s) is a linear com-
bination of powers of T . It is easily checked that the real parts of powers of terms
in Q(y, s) or in Q′(T, s) are all negative if ℜs≫ 0. The first term of (63) tends to
the right hand side of (61) as T −→ ∞ and the other terms tend to 0. This shows
the equality (61).
The assertion (ii) is proved similarly.
(iii) In (60), the first integral is holomorphic in s at s = s0 since it is over the
compact set, and the other integrals are also since integrands are rapidly decreasing.
The coefficients of h(T, s) of (60) in T as well as α(s) are holomorphic at s =
s0 from our assumption that El−l′,ρ,N (z, s) is holomorphic at s = s0. If C0 =
α(s) = 0, then R(F, s) is obviously holomorphic at s = s0. By (60), we can
write R(F, s) as R(F, s) =
∫
FT (N)
yl+sF (z)El−l′,ρ,N(z, s)dxdyy2 + gT (z, s) − h(T, s)
for a holomorphic function gT (z, s) of s rapidly decreasing as T −→ ∞ which is
a sum of integrals in (60) other than the first one. If we put n(T, s) := h(T, s) −
C0T
s−s0
s−s0 +
α(s)T−s+s0
s−s0 − h˜(T, s), then limT→∞ n(T, s0) = 0 since the powers of T
of terms in n(T, s0) have negative real parts. By the Taylor expansions T
s−s0 =
1+(s−s0) logT+O((s−s0)2), T−s+s0 = 1−(s−s0) logT+O((s−s0)2) at s = s0, we
have {R(F, s)+C0−α(s0)s−s0 − ddsα(s0)}|s=s0 =
∫
FT (N)
yl+s0F (z)El−l′,ρ,N (z, s0) dxdyy2 +
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gT (z, s0)− (C0+α(s0)) log T − h˜(T, s0)− n(T, s0). Taking the limit as T −→∞ of
the right hand side, the equality (62) follows. 
Theorem 6.4. Assume that F (z) of Theorem 6.2 is in Ml,l−k(N, ρ) with k ∈ Z,≥
0 and with ρ ∈ (Z/N)∗ where ρ and k have the same parity. Put F˜ (z) := F |SN (z) =
(N1/2z)−k|N1/2z|−2(l−k)F (−1/(Nz)) ∈ Ml,l−k(N, ρ) with SN :=
(
0 −N−1/2
N1/2 0
)
.
Then R(F, s) defined in (51) has the meromorphic continuation to the whole com-
plex plane, and satisfies the functional equation
R(F,−k + 1− s) = pi−1/2Uk,ρ(s)
∑
0<P |eρf−1ρ
Uk,ρ,P (s)R(trΓ0(N)/Γ0(fρP ),ρ(F˜ ), s),
where trΓ0(N)/Γ0(M),ρ(F˜ ) denotes
∑
A:Γ0(N)/Γ0(M)
ρ(d)F˜ |A(z), d being the (2, 2) entry
of A, and where Uk,ρ(s) and Uk,ρ,P (s) are as in (20) and (21) respectively.
Proof. By (19) and by Corollary 6.3 (ii), we have
(−1)kpi1/2Uk,ρ(s)−1R(F,−k + 1− s)
=
∫
F(N)
{ylF (z)z−k
∑
0<P |eρf−1ρ
∏
p|P
(1 − ρ˜(p)pk+2s)ϕ(eρf−1ρ P−1)
×ℑ(− 1Nz )sEk,ρ˜1P ,fρP (− 1Nz , s)−E0(z, s)}
dxdy
y2 (64)
for a linear combination E0(z, s) of Eisenstein series of weight (0, 0) if ℜs≫ 0 and
Ek,ρ,N (z, s) is holomorphic at s. The integrand of (64) takes the value 0 at each
cusp, and hence its transformation by the matrix SN also takes the value 0 at each
cusp. Then (64) is equal to∫
F(N)
{(−1)kyl+sF˜ (z)
∑
0<P |eρf−1ρ
∏
p|P
(1− ρ˜(p)pk+2s)
× ϕ(eρf−1ρ P−1)Ek,ρ˜1P ,fρP (z, s)− E˜0(z, s)(z, s)}
dxdy
y2
where E˜0(z, s) = E0(− 1Nz , s). Hence
(−1)kpi1/2Uk,ρ(s)−1R(F,−k + 1− s)
=(−1)k
∑
0<P |eρf−1ρ
∏
p|P
(1− ρ˜(p)pk+2s)ϕ(eρf−1ρ P−1)R(trΓ0(N)/Γ0(fρP )(F˜ ), s),
which shows our assertion. 
Corollary 6.5. Let k ∈ Z,≥ 0 and let l ∈ 12Z, l > 0, l ≥ k. Let f, g be holomorphic
modulars forms for Γ0(N) of weight l and of weight l−k with characters respectively.
We assume that fg ∈Ml,l−k(N, ρ) for ρ ∈ (Z/N)∗ with the same parity as k.
(i) Then L(s; f, g) defined in (1) converges at least if ℜs > max{2l−k− 1, 1/2},
and extends meromorphically to the whole s-plane. Let f˜ g(z) := (fg)|SN (z) ∈
Ml,l−k(N, ρ) with SN :=
(
0 −N−1/2
N1/2 0
)
. For M ∈ N with fρ|M |N , put
trΓ0(N)/Γ0(M),ρ(f˜ g) :=
∑
A:Γ0(N)/Γ0(M)
ρ(d)f˜ g|A(z), d being the (2, 2) entry of A.
Let L(s; trΓ0(N)/Γ0(M),ρ(f˜ g)) :=
∑∞
n=1
c(M)n
ns if trΓ0(N)/Γ0(M),ρ(f˜ g) has
∑∞
n=0 c
(M)
n ×
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e−4piny as the constant term of its Fourier expansion with respect to x. Then we
have a functional equation
L(l − k − s; f, g) =2−2k+2−4spi−k+1/2−2sΓ(l−1+s)Γ(l−k−s) Uk,ρ(s)
×
∑
0<P |eρf−1ρ
Uk,ρ,P (s)L(l − 1 + s; trΓ0(N)/Γ0(M),ρ(f˜ g)). (65)
(ii) Assume that ρ is primitive with N = fρ, or k ≥ 1. Let P (r)ylfg(y) be as in (3).
If P
(
√−1∞)
ylfg
(y) does not have a term containing y to the power of 1, and if P
(r)
ylfg
(y)
does not have a term containing yk for any r ∈ C0(N), then there holds
〈f(z), g(z)Ek,ρ,N (z, 0)〉Γ0(N) = (4pi)−l+1Γ(l − 1)L(l − 1; f, g) (66)
with the scalar product defined in (5). (Note that the right hand side is the value
of the analytic continuation of Γ(l − 1 + s)L(l − 1 + s; f, g) at s = 0.) Suppose
otherwise. If C0 is a coefficient of y in P
(
√−1∞)
ylfg
(y), and if α(s) is the coefficient of
yk in
∑
r∈C0(N) ξ
(r)(s)w(r)P
(r)
ylfg
(y), then the equation (66) holds replacing the right
hand side by {(4pi)−l+1−sΓ(l−1+s)L(l−1+s; f, g) + s−1(C0−α(0))− ddsα(0)}|s=0.
(iii) Let k = 0, ρ = 1N . If P
(
√−1∞)
ylfg
(y) does not have a nonzero constant
term, and if P
(r)
ylfg
(y) does not have a term containing y to the power of 1 for any
r ∈ C0(N), then the equality (23) holds.
If C0 is a constant term of P
(
√−1∞)
ylfg
(y), and if α(s) is the coefficient of y in∑
r∈C0(N) ξ
(r)(s)w(r)P
(r)
ylfg
(y), then an equality
〈f, g〉Γ0(N) − C0 + 12 d
2
ds2 (s−1)α(s)|s=1 = Ress=l
Γ(s)N
∏
p|N (1+
1
p )
3·4spis−1 L(s; f, g)
holds.
Proof. (i) We take f(z)g(z) as F (z) in the theorem and then R(F, s) = (4pi)−l+1−sΓ(l−
1 + s)L(l− 1 + s; f, g). The other assertion follows from the theorem.
(ii) Our assumption implies that the Eisenstein series Ek,ρ(z, s) is holomor-
phic in s at s = 0. Then the assertion follows from the identity (62) for s0 =
0. Indeed (C0 + α(0)) log T + h˜(T, 0) of the right hand side of (62) is equal to∑
r∈C0(N)Q
(r)
ylfgEk,ρ(z,0)
(T ), and by (5), the right hand side of (62) equals
〈f(z), g(z)Ek,ρ,N(z, 0)〉Γ0(N).
(iii) The Eisenstein series ysE0,1N ,N (z, s) has a simple pole at s = 1 with residue
C = 3(piN
∏
p|N (1 + p
−1))−1, and C = Ress=1ξ(r)(s) for all cusps r ∈ C0(N). So
(s− 1)ξ(r)(s) tends to C as s −→ 1. By (60),
(s− 1)R(fg, s)
=
∫
FT (N)
yl+sf(z)g(z)(s− 1)E0,1N ,N (z, s) dxdyy2 + gT (z, s)− (s− 1)h(T, s) (67)
where gT (z, s) is s−1 times the sum of all integrals but the first one in (60) . Then
gT (z, s) is holomorphic in s at s = 1 and gT (z, 1) is rapidly decreasing as T −→∞.
The integral of the right side of (67) tends to C
∫
FT (N)
yl(fg)(z)dxdyy2 as s −→ 1 since
(s−1)E0,1N ,N (z, s) uniformly convergent to C on the compact set FT (N). If C0 = 0
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and α(s) = 0, then we see from (52) that (s− 1)h(T, s) tends to C∑r Q(r)ylfg(T ) +
n(T ) where the powers of T of terms in n(T ) have only negative real parts. Then the
right hand side of (67) turns out to be C{∫
FT (N)
yl(fg)(z)dxdyy2 −
∑
rQ
(r)
ylfg
(T )} +
gT (z, 1) + n(T ). Taking the limit as T −→ ∞, we obtain (23).
Suppose that C0 6= 0 or α(s) 6= 0. Then (s − 1)h(T, s) has a term C0T−1+s −
α(s)T 1−s additionally. Let a be the coefficient of y in
∑
r P
(r)
ylfg
(y). Then α(s) has
aC as the residue at s = 1, since all ξ(r)(s) have the common residues C. Let α(s) =
aC
s−1+c0+O(s−1) be the Laurent expansion at s = 1 with c0 = 12 d
2
ds2 (s−1)α(s)|s=1.
Then C0T
−1+s − α(s)T 1−s = − aCs−1 + C0 + aC logT − c0 + O(s − 1). Hence (s −
1)h(T, s)+ aCs−1 −C0 + c0 tends to C
∑
r Q
(r)
ylfg
(T ) + n(T ) as s −→ 1, and the same
argument as above leads to an equality
Γ(l−1+s)N∏p|N (1+1p )
3·4l−1+spil−2+s L(l−1+s; f, g) = a(s−1)2 +
〈f,g〉Γ0(N)−C0+ 12 d
2
ds2
(s−1)α(s)|s=1
s−1 +O(1)
which holds near s = 1. The last assertion of (iii) follows from this. 
Remark 6.6. Let f, g ∈ M1(N, ρ), and let a(r)0 , b(r)0 be the 0-th Fourier co-
efficients of f, g at a cusp r respectively. Let a :=
∑
r∈C0(N) a
(r)
0 b
(r)
0 w
(r) and
α(s) :=
∑
r∈C0(N) a
(r)
0 b
(r)
0 w
(r)ξ(r)(s) where w(r) is as in (12), and ξ(r)(s) is as in
(16). Corollary 6.5 (iii) and its proof imply that
Γ(s)N
∏
p|N (1+
1
p )
3·4spi−1+s L(s; f, g) =
a
(s−1)2 +
〈f,g〉Γ0(N)+ 12 d
2
ds2
(s−1)α(s)|s=1
s−1 +O(1)
near s = 1. Hence if a 6= 0, then L(s; f, g) has a pole of order 2 at s = 1. If a = 0,
then (23) holds by adding 12
d2
ds2 (s−1)α(s)|s=1 to the left hand side, and if a product
fg is a cusp form, then α(s) = 0 and (23) holds.
7. The case of half integral weight
In this section, the analytic continuation of L-function (1) is proved in the case
l − l′ ∈ 12Z. The properties of L-function (1) shown in the preceding section are
proved also in the half integral weight case. At first we need to obtain the functional
equations of Eisenstein series of half integral weight, and then we make the similar
argument as the proof of Theorem 6.4.
Proposition 7.1. Let ρ, ρ˜, N be as in (38) with a decomposition ρ = ρ2ρcρr
as in (31). Let k be a nonnegative integer with the same parity as ρ, and let
Uk+1/2,ρ(s), Uk+1/2,ρ,R(s) be as in (41),(42) respectively. Then Uk+1/2,ρ(−k+1/2−s)−1
×y−k+1/2−2sEk+1/2,ρ(z,−k+1/2−s) is equal to∑
P |fρr
[(−1)k√−1ιPUk+1/2,ρ,P (−k+1/2−s)E
ρ2cχ(εP 4fρr/P)
k+1/2,χP∨
(z, s)
+ (−1)k{ρ2(−1)χ−4(P )+
√−1}Uk+1/2,ρ,4P (−k+1/2−s)E
ρcχ(fρr /P)∨
k+1/2,ρ2χε′
P
4P
(z, s)]
if ρ2 is real, or to∑
P |fρr
(−1)k√−1ιP 22f−1ρ2 Uk+1/2,ρ,P (−k+1/2−s)E
ρ2cχ(εP 4fρr/P )
k+1/2,χP∨
(z, s)
if ρ2 is complex where εP := χ−4(fρr/P ), ε
′
P := χ−4(P ) ∈ {±1}.
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Proof. We prove the assertion in the case ρ2 is complex. In other cases the proof
is similar. Lemma 4.2 gives the constant terms of Fourier expansions with respect
to x, of y−k+1/2−2sEk+1/2,ρ(z,−k+1/2− s) at cusps, that is, Uk+1/2,ρ(−k+1/2−
s)−1y−k+1/2−2sEk+1/2,ρ(z,−k+1/2−s) has the constant term 22f−1ρ2 Uk+1/2,ρ,P (−k+
1/2−s) at 1/P for P |fρr , and the constant term y−k+1/2−2s at 1/N , and 0 at other
cusps. We put G0(z; ρ, s) := Uk+1/2,ρ(−k+1/2−s)−1y−k+1/2−2sEk+1/2,ρ(z,−k +
1/2−s)−∑P |fρr (−1)k√−1ιP 22f−1ρ2 Uk+1/2,ρ,P (−k+1/2−s)E2ρcχ(εP 4fρr /P)k+1/2,χP∨ (z, s). Our
purpose is to show G0(z; ρ, s) = 0. It has the constant terms in the form (39) with
c0 = 0 at all the cusps by Lemma 4.3. By the construction of G0(z; ρ, s) and by
Lemma 4.2 and Lemma 4.3, G0(z; ρ, s) has the constant term (39) with ξ0(s) 6= 0
at cusp 1/M ∈ C0(N) only if fρ2c |M .
Assume that ℜs > 3/4. Then ysG0(z; ρ, s) ∈ Mk+1/2,0(N, ρ) and its absolute
value has the order O(y−k+1/2−ℜs) as y −→ ∞ at all cusps. Since y(k+1/2)/2|ys
×G0(z; ρ, s)| is Γ0(N)-invariant, and vanishes at each cusp, in particular we have
(|ysG0(z; ρ, s)|)|Ar = o(y−(k+1/2)/2) as y −→ 0+ for any cusp r, Ar being as in (2).
Let ξ0(s)y
−k+1/2−s be the constant term of the Fourier expansion of ysG0(z; ρ, s) ∈
Mk+1/2,0(N, ρ) at the cusp
√−1∞. At first we show that ξ0(s) vanishes. We take a
complex variable t so that −k/2+ 3/4 < ℜt < ℜs. The series Ek+1/2,ρ(z, t) of (29)
converges absolutely and locally uniformly on H since k+1/2+2ℜt > 2, and the un-
folding trick is available to Ek+1/2,ρ(z, t). A product y
k+1/2ysG0(z; ρ, s)ytEk+1/2,ρ(z, t)
∈M0,0(N) has the order O(y1−ℜs+ℜt) as y −→∞ for all cusps. Since 1−ℜs+ℜt <
1, its integral over the fundamental domain converges. Then by using the unfolding
trick, there holds∫
F(N)
yk+1/2ysG0(z; ρ, s)ytEk+1/2,ρ(z, t)
dxdy
y2 =
∫
D
yk−3/2+s+tG0(z; ρ, s)dxdy
withD as in (55), where the right hand side has meaning since |yk−3/2+s+tG0(z; ρ, s)| =
o(k/2−7/4+ℜt) as y −→ 0+ and k/2− 7/4 + ℜt > −1. However∫
D
yk−3/2+s+tG0(z; ρ, s)dxdy =
∫ ∞
0
ξ0(s)y
−1+t−sdy,
and ξ0(s) must be 0 to converge the integral. Since the function ξ0(s) is meromor-
phic on the entire plane and since ξ0(s) = 0 for s with ℜs > ℜt, ξ0(s) vanishes
identically.
Next we prove that the constant term of ysG0(z; ρ, s) at a cusp 1/(N/P ) with
P |fρr vanishes. An Eisenstein series EχP∨k+1/2,ρ2cχ(εP 4fρr/P)(z, s) has a constant term
(39) with c0 6= 0 at the cusp 1/(N/P ). Since yk+t+1/2ysG0(z; ρ, s)
×EχP∨k+1/2,ρ2cχ(εP 4fρr/P )(z, t) is in M0,0(N), (y
k+t+1/2ysG0(z; ρ, s)×
E
χP∨
k+1/2,ρ2cχ(εP 4fρr /P)
(z, t))|A1/(N/P) is in M0,0(A−11/(N/P )Γ0(N)A1/(N/P )). Here
E
χP∨
k+1/2,ρ2cχ(εP 4fρr /P)
(z, t)|A1/(N/P) is in the form
∑
c,d ηc,d(cz + d)
−k−1/2|cz + d|−2t
with constants ηc,d of absolute value 1 or 0 where c, d runs over the set of the second
rows of matrices in A−11/(N/P )Γ0(N)A1/(N/P ) with c > 0, or with c = 0, d > 0. Then
we can apply the unfolding trick, and we have∫
(A−1
1/(N/P)
Γ0(N)A1/(N/P))\H
yk+1/2ysG0(z; ρ, s)ytE
χP∨
k+1/2,ρ2cχ(εP 4fρr/P )
(z, t)dxdyy2
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=
∫ ∞
0
∫ w1/(N/P)
0
yk−3/2+s+tG0(z; ρ, s)|A1/(N/P)dxdy,
w1/(N/P ) denoting the width of the cusp 1/(N/P ) of Γ0(N). Then by the same
argument as in the case of the cusp 1/N , it follows that the constant term of
G0(z; ρ, s) at the cusp 1/(N/P ) vanishes.
Now the constant terms of Fourier expansions of G0(z; ρ, s) at all the cusps in
C0(N) is 0, and hence G0(z; ρ, s) is rapidly decreasing at all the cusp, namely, it is
a cuspidal. Then integrals∫
F(N)
yk+1/2ysG0(z; ρ, s)ysE
ρ2cχ(εP 4fρr /P)
k+1/2,χP∨
(z, s)dxdyy2 (P |fρr),∫
F(N)
yk+1/2ysG0(z; ρ, s)y−k+1/2−2sEk+1/2,ρ(z,−k+1/2−s)dxdyy2
make sense for s ∈ C. Applying the unfolding trick to the first integral at a cusp
1/P for ℜs≫ 0, and to the second integral at 1/N for ℜs≪ 0, it follows that they
are 0. This implies that
∫
F(N) y
k+1/2ysG0(z; ρ, s)ysE(z, s)
dxdy
y2 = 0. For s real, the
integrand turns out to be yk+1/2|ysG0(z; ρ, s)|2(≥ 0), and since the integral is 0,
G0(z; ρ, s) must be 0 for s ∈ R and hence for s ∈ C. 
For example, we have functional equations
(1+(−1)k√−1)1−22k−2+4s22k−1+4s ζ(2k−1+4s)ζ(2k+4s) ysw0(y, k+1/2, s)Ek+1/2,χk−4(z,−k+1/2−s)
=ysEk+1/2,χk−4 (z, s) + (1+(−1)
k
√−1)1−22k−1+4s
22k+4s
ysE
χk−4
k+1/2(z, s), (68)
(1+(−1)k√−1)(1−22k−2+4s) ζ(2k−1+4s)ζ(2k+4s) ysw0(y, k+1/2, s)E
χk−4
k+1/2(z,−k+1/2−s)
=(1−(−1)k√−1)2(1−22k−1+4s)ysEk+1/2,χk−4 (z, s) + y
sE
χk−4
k+1/2(z, s).
As is stated in the beginning of Section 4, an Eisenstein series Ek+1/2,ρ′,N ′(z, s)
for ρ′, N ′ satisfying (25) with ρ = ρ′,M = N ′, but not satisfying (38), is written
as Ek+1/2,ρ(mz, s) for some m ∈ N and for ρ satisfying (38). Then the functional
equation of Ek+1/2,ρ′ (z, s) under s 7−→ −k + 1/2 − s is obtained from that of
Ek+1/2,ρ(z, s). We note that if Γ0(N) ⊃ Γ0(N ′), then an Eisenstein series on
Γ0(N) is written as a finite sum of Eisenstein series on Γ0(N
′) because A−1r Γ0(N)
is a finite union of cosets A−1r′ Γ0(N
′) for suitable Ar′ . For example, replacing z by
2z in (68), we have a functional equation
(1+(−1)k√−1)1−22k−2+4s
23k−3/2+6s
ζ(2k−1+4s)
ζ(2k+4s) y
sw0(y, k+1/2, s)Ek+1/2,χ
(−1)k8
(z,−k+1/2−s)
=ysEk+1/2,χ
(−1)k8
(z, s) + (1+(−1)k√−1)1−22k−1+4s
23k−1/2+6s y
sE
χ
(−1)k8
k+1/2 (z, s)
+ (1+(−1)k√−1)1−22k−1+4s
22k+4s
ys
∑
2c,d
χ−4(c)kχc∨(d)ι−1c (2cz + d)
k−1/2|2cz + d|−2s
where in the summation 2c, d runs over the set of second rows of A−11/2Γ0(8) with
2c > 0, and the sum is in M2k+1+s,s(8, χ(−1)k8).
Theorem 7.2. Assume that F (z) of Theorem 6.2 is in Ml,l−k−1/2(N, ρ) with
k ∈ Z,≥ 0 and with ρ ∈ (Z/N)∗ where ρ and k have the same parity and where
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ρ,N satisfy (25) with M = N . Put
Rr(F, s) := w
(r)
∫ ∞
0
yl+s−2u(r)0 (y)dy
for u
(r)
0 (y) in (50). Let U(−k+1/2−s)−1y−k+1/2−sEk+1/2,ρ,N (z,−k+1/2−s) =∑
r∈C0(N) U
(r)
k+1/2,ρ(−k+1/2−s))ysE
(r)
k+1/2(z, ρ, s) be the functional equation where
E
(r)
k+1/2(z, ρ, s) ∈ Mk+1/2+s,s(N, ρ) is the Eisenstein series which is a sum on sec-
ond rows (c, d) of A−1r Γ0(N) with c > 0 or with c = 0, d > 0, and it is normalized to
have the constant term (39) with c0 = 1 at a cusp r. Then R(F, s)(= R1/N (F, s))
defined in (51) has the meromorphic continuation to the whole complex plane, and
satisfies the functional equation
R(F,−k+1/2−s) = U(−k+1/2−s)
∑
r∈C0(N)
U
(r)
k+1/2,ρ(−k+1/2−s)Rr(F, s). (69)
Suppose that ρ,N satisfy (38), and let Uk+1/2,ρ, Uk+1/2,ρ,R be as in Proposition
7.1. Then there holds the functional equation
R(F,−k + 1/2− s)
=Uk+1/2,ρ(−k+1/2−s)
∑
P |fρr
[Uk+1/2,ρ,P (−k+1/2−s)R1/P (F, s)
+ {1 + ρ2(−1)χ−4(P )
√−1}Uk+1/2,ρ,4P (−k+1/2−s)R1/(4P )(F, s)]
if ρ2 is real, and
R(F,−k+1/2−s) = 22f−1ρ2 Uk+1/2,ρ(−k+1/2−s)
∑
P |fρr
Uk+1/2,ρ,P (−k+1/2−s)R1/P (F, s)
if ρ2 is complex.
Proof. By Corollary 6.3 (ii), we have
Uk+1/2,ρ(−k+1/2−s)−1R(F,−k+1/2−s)
=
∫
F(N)
{yl+sF (z)
∑
r∈C0(N)
U
(r)
k+1/2,ρ(−k+1/2−s)E
(r)
k+1/2(z, ρ, s)−E0(z, s)} dxdyy2
for ℜs≫ 0, E0(z, s) being a linear combination of Eisenstein series of weight (0, 0).
Let E0(z, s) =
∑
r∈C0(N)E
(r)
0 (z, s) where E
(r)
0 (z, s) are the sums of Eisenstein series
vanishing at all the cusps in C0(N) but r. Then Uk+1/2,ρ(−k+1/2−s)−1R(F,−k+
1/2− s) is equal to∑
r∈C0(N)
∫
F(N)
{U (r)k+1/2,ρ(−k+1/2−s)yl+sF (z)E
(r)
k+1/2(z, ρ, s)− E
(r)
0 (z, s)} dxdyy2
=
∑
r∈C0(N)
∫
(A−1r Γ0(N)Ar)\H
{U (r)k+1/2,ρ(−k+1/2−s)yl+sF (z)|ArE
(r)
k+1/2(z, ρ, s)|Ar
− E(r)0 (z, s)|Ar} dxdyy2 ,
where yl+sF (z)|ArE(r)k+1/2(z, ρ, s)|Ar is in M0,0(A−1r Γ0(N)Ar). In the summation
of Eisenstein series E
(r)
k+1/2(z, ρ, s)|Ar , (c, d) runs over the set of the second rows of
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matrices in A−11/(N/P )Γ0(N)A1/(N/P ) with c > 0, or with c = 0, d > 0. Then we can
apply the unfolding trick to the integration, and we obtain (69). 
Corollary 7.3. Let k ∈ Z,≥ 0 and let l ∈ 12Z, l ≥ k+1/2. Let f, g be holomorphic
modulars forms for Γ0(N) of weight l and of weight l − k − 1/2 with characters
respectively. We assume that fg ∈Ml,l−k−1/2(N, ρ) for ρ ∈ (Z/N)∗ with the same
parity as k and where ρ,N satisfy (25) with M = N .
(i) Then L(s; f, g) defined in (1) converges at least if ℜs > max{2l−k−1/2, 1/2},
and extends meromorphically to the whole s-plane. Under the notation of the the-
orem there holds the functional equation
L(l−k−1/2−s; f, g)
= (4pi)
−k+1/2−2sΓ(l−1+s)U(−k+1/2−s)
Γ(l−k−1/2−s)
×
∑
r∈C0(N)
w(r)
l+s
U
(r)
k+1/2,ρ(−k+1/2−s)L(l−1+s; f |Ar , g|Ar), (70)
w(r) being the width of a cusp r in C0(N). Let ρ,N be as in (38). Then there holds
the functional equation
L(l−k−1/2−s; f, g)
=
(4pi)−k+1/2−2sΓ(l−1+s)Uk+1/2,ρ(−k+1/2−s)
Γ(l−k−1/2−s)
∑
p|fρr
[(N/P )l+sUk+1/2,ρ,P (−k+1/2−s)
× L(l−1+s; f |A1/P , g|A1/P ) + {1+ρ2(−1)χ−4(P )
√−1}(N/(4P ))l+s
× Uk+1/2,ρ,4P (−k+1/2−s)L(l−1+s; f |A1/(4P) , g|A1/(4P ))]
if ρ2 = 12, χ−4, and
L(l−k−1/2−s; f, g)
=
22f−1ρ2 (4pi)
−k+1/2−2sΓ(l−1+s)Uk+1/2,ρ(−k+1/2−s)
Γ(l−k−1/2−s)
×
∑
P |fρr
(N/P )l+sUk+1/2,ρ,P (−k+1/2−s)L(l−1+s; f |Ar , g|Ar)
if ρ2 is complex.
(ii) If ρ,N are as in (28) with ρr = 1, or k ≥ 1, Let P (r)ylfg(y) be as in (3). If
P
(
√−1∞)
ylfg
(y) does not have a term containing y to the power of 1, and if P
(r)
ylfg
(y)
does not have a term containing yk+1/2 for any r ∈ C0(N), then there holds
〈f(z), g(z)Ek+1/2,ρ(z, 0)〉Γ0(N) = (4pi)−l+1Γ(l−1)L(l − 1; f, g) (71)
with the scalar product defined in (5). Suppose otherwise. Let ys+ξ(1/N)(s)y−k+1/2−s
be the constant term of the Fourier expansion of ysEk+1/2,ρ(z, s) at a cusp
√−1∞,
and let ξ(r)(s)y−k+1/2−s be the constant term at a cusp r ∈ C0(N), 6= 1/N . If
C0 is a coefficient of y in P
(
√−1∞)
ylfg
(y), and if α(s) is the coefficient of yk in∑
r∈C0(N) ξ
(r)(s)w(r)P
(r)
ylfg
(y), then the equation (71) holds replacing the right hand
side by {(4pi)−l+1−sΓ(l−1+s)L(l−1+s; f, g) + s−1(C0−α(0))− ddsα(0)}|s=0.
Proof. (i) We take f(z)g(z) as F (z) in the theorem. Then R(F, s) = (4pi)−l+1−sΓ(l−
1 + s)L(l− 1 + s; f, g), and the assertion follows from the theorem.
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(ii) The Eisenstein series Ek+1/2,ρ(z, s) is holomorphic in s at s = 0 under our
assumption. Then the proof is the same as in the proof of Corollary 6.5 (ii). 
8. Applications — Scalar products
Proposition 8.1. Let l ∈ 12Z,≥ 0, N ∈ N where N ≥ 3 if l is odd, and 4|N if l is
not integral. Let ρ ∈ (Z/N)∗ be so that ρ has the same parity as l if l ∈ Z, and that
ρ has the same parity as l−1/2 and ρ,N satisfy (25) with M = N if l 6∈ Z. Assume
that El,ρ,N (z, s) is holomorphic in s at s = 0. Denote by y
s + ξ(1/N)(s)y−l+1−s,
the constant term of Fourier expansion with respect to x, of the Eisenstein series
ysEl,ρ,N (z, s) at a cusp
√−1∞, and by ξ(r)(s)y−l+1−s, the constant term at a cusp
r ∈ C0(N).
Let F (z) be in Ml,0(N, ρ) which has the Fourier expansion (50) at each cusp r
with u0(y) = 0. Denote by b, the coefficient of y
−l+1 in P (1/N)F (y), and by c
(r), the
(absolutely) constant term in P
(r)
F (y) for r ∈ C0(N). Then b =
∑
r∈C0(N) c
(r)w(r)ξ
(r)
(0),
and
〈F (z), El,ρ,N (z, 0)〉Γ0(N) = −
∑
r∈C0(N)
c(r)w(r) ddsξ
(r)
(0). (72)
Proof. Since u0(y) = 0, the equality (60) turns out to be∫
FT (N)
yl+sF (z)El,ρ,N (z, s)
dxdy
y2 = −gT (z, s) + h(T, s) (73)
where gT (z, s) is the sum of the integrals of the right hand side of (60) except the
first one, and h(T, s) is as in (52) with l′ = l. The function gT (z, s) is holomorphic
in s at s = 0.
For ℜs≫ 0, we have ∫ T0 ylby−l+1·ys dyy2 = bs−1T s, and ∫∞T ylc(r)·ξ(r)(s)y−l+1−s dyy2 =
c(r)ξ(r)(s)s−1T−s. Since near s = 0 there holds bs−1T s = bs + b logT + O(s) and
c(r)ξ(r)(s)s−1T−s = c
(r)ξ
(r)
(0)
s + c
(r) d
dsξ
(r)
(0)− c(r)ξ(r)(0) logT +O(s), we have
h(T, s) =
b−∑r∈C0(N) c(r)w(r)ξ(r)(0)
s +
∑
r∈C0(N)
Q
(r)
ylFEl,ρ,N (z,0)
(T )
−
∑
r∈C0(N)
c(r)w(r) ddsξ
(r)
(0) + n(T ) +O(s)
near s = 0 where Q
(r)
ylFEl,ρ,N (z,0)
(T ) is as in (4) and n(T ) is a finite sum of terms
in which the real parts of powers of T are all negative. In (73), the right hand
side is holomorphic in s at s = 0 since it is the integral over a compact set, and
gT (z, s) is also holomorphic in s. Then hT (s) is holomorphic, and in particular
b−∑r∈C0(N) c(r)w(r)ξ(r)(0) = 0. Then∫
FT (N)
yl+sF (z)El,ρ,N (z, s)
dxdy
y2 −
∑
r∈C0(N)
Q
(r)
ylFEl,ρ,N (z,0)
(T )
=− gT (z, s)−
∑
r∈C0(N)
c(r)w(r) ddsξ
(r)
(0) + n(T ) + o(s).
At s = 0 taking the limit as T −→∞, the left hand side tends to 〈F (z), El,ρ,N (z, 0)〉Γ0(N)
by (5) and we obtain the equality (72). 
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Let ρ be a character with N = eρ and with the same parity as k. From (14) and
(13), we have
Ek,ρ(z, s) =1 + δfρ,1
(−√−1)kpiϕ(eρ)
2k−2+2sek+2sρ
Γ(k−1+2s)
Γ(s)Γ(k+s)
ζ(k−1+2s)
ζ(k+2s)
∏
p|eρ (1−p−k−2s)
y−k+1−2s
+
τ(ρ˜)µ(eρf
−1
ρ )ρ˜(eρf
−1
ρ )
e
k+2s
ρ L(k+2s,ρ)
∑
−∞<n<∞
n 6=0
n−k|n|1−2s
∑
0<d|n
∏
p|(d,eρf−1ρ )
(1− p)
× ρ˜(d)dk−1+2swn(y, k, s)e(nx), (74)
Eρk(z, s) =δeρ,1 +
(−√−1)kpi
2k−2+2s
Γ(k−1+2s)
Γ(s)Γ(k+s)
L(k−1+2s,ρ)
L(k+2s,ρ) y
−k+1−2s + 1L(k+2s,ρ)
×
∑
−∞<n<∞
n 6=0
n−k|n|1−2s
∑
0<d|n
ρ(n/d)dk−1+2swn(y, k, s)e(nx), (75)
and {ysEk,ρ(z, s)}|( 0 −11 0 ) = e
−k−s
ρ {ysEρk(z, s)}|z→z/eρ , {ysEρk(z, s)}|( 0 −11 0 ) = (−1)
k
×esρ{ysEk,ρ(z, s)}|z→z/eρ .
We compute some scalar products by using Proposition 8.1.
(I) The case of integral weight and fρ = 1.
Then k is even. Using the notation of Proposition 8.1, ysEk,ρ(z, s) has ξ
(1/eρ)(s) =
(−1)k/2piϕ(eρ)
2k−2+2sek+2sρ
Γ(k−1+2s)
Γ(s)Γ(k+s)
ζ(k−1+2s)
ζ(k+2s)
∏
p|eρ (1−p−k−2s)
by (74), and ξ(0)(s) = (−1)
k/2pi
2k−2+2seρ
Γ(k−1+2s)
Γ(s)Γ(k+s)
× ζ(k−1+2s)
∏
p|eρ (1−p
−k+1−2s)
ζ(k+2s)
∏
p|eρ (1−p−k−2s)
by (75) and by the transformation law written be-
low (75). In the case eρ = 1, namely, ρ = 1, we have
d
dsξ(0) = −pi3 (k = 0),
3pi−1{−1+4 log 2+ 2 log pi +24 ddsζ(s)|s=−1} (k = 2), (−1)
k/2piζ(k−1)
2k−2(k−1)ζ(k) (k ≥ 4). Then
by Proposition 8.1,
〈Ek(z, 0), Ek(z, 0)〉Γ0(1) = − ddsξ(0)
=

pi/3 (k = 0),
−3pi−1{−1+4 log 2+2 logpi+24 ddsζ(s)|s=−1} (k = 2),
− (−1)k/2piζ(k−1)2k−2(k−1)ζ(k) (2|k ≥ 4).
The Eisenstein series E0(z, 0) is a constant 1, and the above formula shows pi/3 =
〈Ek(z, 0), Ek(z, 0)〉Γ0(1) =
∫
Γ0(1)\H 1
dxdy
y2 , namely, the volume of the fundamental
domain of SL2(Z) is pi/3, which is a well-known fact. The values of the scalar
products 〈Ek(z, 0), Ek(z, 0)〉Γ0(1) for k ≥ 4 are already obtained in Chiera [2], and
our result coincides with his.
Let eρ > 1. When k = 0, y
sE0,ρ(z, s) is holomorphic in s at s = 0 only if eρ is
a prime, say eρ = p. Then 〈E0,ρ(z, 0), E0,ρ(z, 0)〉Γ0(p) = − ddsξ
(1/p)
(0) = −6−1pi(p−
1) + pi(p − 1)(3 log p)−1{1 − 2 log 2 − log pi − 12 ddsζ(s)|s=−1}. An Eisenstein series
Eρ0 (z, 0) has c
(0) = 1 and c(r) = 0 (r ∈ C0(p), 6= 0) in the notation of Proposition
8.1. Then 〈Eρ0 (z, 0), E0,ρ(z, 0)〉Γ0(p) = −eρ ddsξ(0)(0) = 6−1(1+ p)pi+(3 log p)−1(1−
p)pi{1 − 2 log 2 − log pi − 12 ddsζ(s)|s=−1}. Let eρ > 1 be square free, and let k =
2. Then 〈E2,ρ(z, 0), E2,ρ(z, 0)〉Γ0(eρ) = 3e−2ρ ϕ(eρ)pi−1[ dds
∏
p|eρ(1−p−2−2s)−1|s=−1+∏
p|eρ(1−p−2)−1{1−4 log 2−2 log(pieρ)−24 ddsζ(s)|s=0}] and 〈E
ρ
2 (z, 0), E2,ρ(z, 0)〉Γ0(eρ)
= 3e2ρpi
−1[ dds
∏
p|eρ
1−p−2−2s
1−p−1−2s+
∏
p|eρ(1+p
−1){1−4 log 2−2 logpi+log eρ−24 ddsζ(s)|s=−1}].
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For k ≥ 4 even,
〈Ek,ρ(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) = − (−1)
k/2piϕ(eρ)ζ(k−1)
2k−2(k−1)∏p|eρ (pk−1)ζ(k) ,
〈Eρk(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) = −
(−1)k/2piζ(k−1)∏p|eρ (1−p−k+1)
2k−2(k−1)ζ(k)∏p|eρ (1−p−k) .
(II) The case of integral weight and fρ > 1.
Using the notation of Proposition 8.1, ysEk,ρ(z, s) has 0 as ξ
(1/eρ)(s) by (74) if
fρ 6= 1. Hence if F (z) ∈ Ml,0(eρ, ρ) satisfies c(r) = 0 (r ∈ C0(eρ), 6= 1/eρ), then
〈F (z), Ek,ρ(z, 0)〉Γ0(eρ) = 0. For example,
〈Ek,ρ(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) = 0 (k 6= 1).
If k = 1, then E1,ρ(z, 0) has nonzero c
(r) other than c(1/eρ). Suppose that ρ is
primitive. Then c(1/fρ) = 1, c(0) = −
√−1piL(0,ρ)
fρL(1,ρ)
, c(r) = 0 (r ∈ C0(fρ), 6= 1/fρ, 0),
and ysE1,ρ(z, s) has ξ
(1/fρ)(s) = 0 and ξ(0)(s) = (−
√−1)pi
2−1+2sfρ
Γ(2s)
Γ(s)Γ(1+s)
L(2s,ρ)
L(1+2s,ρ) in the
notation of Proposition 8.1. Then
〈E1,ρ(z, 0), E1,ρ(z, 0)〉Γ0(fρ) = −c(0)fρ ddsξ
(0)
(0)
={2 log 2 + 2 dds log L(1+s,ρ)L(s,ρ) |s=0} (k = 1, ρ is primitive). (76)
For primitive ρ, the equality E1,ρ(z, 0) =
τ(ρ)L(1,ρ)
fρ L(1,ρ)
Eρ1 (z, 0) holds, and the scalar
product 〈Eρ1 (z, 0), E1,ρ(z, 0)〉Γ0(fρ) can be obtained from (76).
We compute 〈Eρk(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) for k ≥ 2 and for ρ not necessarily prim-
itive. We take Eρk(z, 0) as F (z) in Proposition 8.1. Then c
(0) = (−1)k and
c(r) = 0 (r ∈ C0(eρ), 6= 0), and 〈Eρk(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) = −(−1)keρ ddsξ
(0)
(0)
where ysEk,ρ(z, s) has
(−√−1)kpiΓ(k−1+2s)L(k−1+2s,ρ)
2k−2+2seρΓ(s)Γ(k+s)L(k+2s,ρ)
as ξ(0)(s). Then
〈Eρk(z, 0), Ek,ρ(z, 0)〉Γ0(eρ) = − (−
√−1)kpiL(k−1,ρ)
2k−2(k−1)L(k,ρ) (k ≥ 2).
If k = 0 and ρ is primitive, then the same computation leads to 〈Eρ0 (z, 0), E0,ρ(z, 0)〉Γ0(fρ)
= 4piτ(ρ)−1L(−1, ρ)L(1, ρ)−1{−1 − log(pi/fρ) + dds log Γ(s)|s=1/2 + L(−1, ρ)−1
× ddsL(s, ρ)|s=−1 + L(1, ρ)−1 ddsL(s, ρ)|s=1}.
(III) The case of half integral weight.
By (45),(46) and by Lemma 4.1, ysEk+1/2,χk−4 (z, s) ∈ Mk+1/2,0(4, χk−4) has
ξ(1/4)(s) = (−1)
k(k+1)/2
2k−1+2s(22k+4s−1)
piΓ(k−1/2+2s)
Γ(s)Γ(k+1/2+s)
ζ(2k−1+4s)
ζ(2k+4s) , ξ
(1/2)(s) = 0, ξ(0)(s) =
(−√−1)k(1−√−1)(22k−1+4s−1)
2k+2s(22k+4s−1)
piΓ(k−1/2+2s)
Γ(s)Γ(k+1/2+s)
ζ(2k−1+4s)
ζ(2k+4s) . The Fourier expansion of
Ek+1/2,χk−4(z, 0) is obtained from (47),(48). Then by Proposition 8.1,
〈Ek+1/2,χk−4 (z, 0), Ek+1/2,χk−4(z, 0)〉Γ0(4) = −
d
dsξ
(1/4)
(0)
=

− pi3 log 2{−2 + 5 log 2 + 2 log pi + 24 ddsζ(s)|s=−1} (k = 0),
2
3pi{3− 20 log 2− 6 logpi − 72ζ(s)|s=−1} (k = 1),
− (−1)k(k+1)/22−k+2piζ(2k−1)
(22k−1)(2k−1)ζ(2k) (k ≥ 2).
(77)
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Since Ek+1/2,χk−4 (z, 0)|( 0 −1/22 0 ) = 2
−k−1/2E
χk−4
k+1/2(z, 0), 2
−2k−1〈Eχ
k
−4
k+1/2(z, 0),
E
χk−4,4
k+1/2(z, 0)〉Γ0(N) is equal to (77) where there is the additional term 2pi/3 (k = 0),
(4 log 2)/pi (k = 1) by Lemma 2.4. Again by Proposition 8.1,
〈Eχ
k
−4
k+1/2(z, 0), Ek+1/2,χk−4(z, 0)〉Γ0(4) = −(−1)
k−1√−1 · 4 · ddsξ
(0)
(0)
=

(1−√−1)pi
3 log 2 {−2 + 7 log 2 + 2 logpi + 24 ddsζ(s)|s=−1} (k = 0)
4(1+
√−1)
3pi {3− 8 log 2− 6 logpi − 72 ddsζ(s)|s=−1} (k = 1)
− (−
√−1)k(1−√−1)2−k+3(22k−1−1)piζ(2k−1)
(22k−1)(2k−1)ζ(2k) (k ≥ 2)
and
〈Ek+1/2,χk−4 (z, 0), Ek+1/2,χk−4(z, 0)〉Γ0(4) =

2pi (k = 0),
−12(log 2)/pi (k = 1),
(−1)k(k+1)/2(22k−2−1)piζ(2k−1)
2k−2(22k−1−1)2(2k−1)ζ(2k) (k ≥ 2).
In particular 〈θ, θ〉Γ0(4) = 2pi, 〈θ3, θ3〉Γ0(4) = −(12 log 2)/pi, 〈θ5, θ5〉Γ0(4) = − 2·3
25ζ(3)
72pi3 ,
〈θ7, θ7〉Γ0(4) = 3
45·7ζ(5)
2·312pi5 . From 〈θ, θ〉Γ0(4) = 2pi, we see that L(s; θ, θ) has the residue
2 at s = 1/2 by (23), however this is obvious because L(s; θ, θ) = 4ζ(2s− 1).
9. Applications — L-functions
Proposition 9.1. Let f, g be holomorphic modulars forms for Γ0(N) of weight
l, l′ ∈ 12N (l ≥ l′, l + l′ > 1) respectively with fg ∈ Ml,l′(N, ρ) for ρ ∈ (Z/N)∗. If
l−l′ is odd, then N ≥ 3, and if l−l′ 6∈ Z, then 4|N . If l−l′ is integral, then ρ has the
same parity as l− l′, and if otherwise, then ρ has the same parity as l− l′−1/2, and
ρ,N satisfy (25) with M = N . Let a
(r)
0 , b
(r)
0 be the 0-th Fourier coefficients of f, g
respectively at a cusp r ∈ C0(N). Denote by ys + ξ(1/N)(s)y−l+l′+1−s, the constant
term of Fourier expansion with respect to x, of the Eisenstein series ysEl−l′,ρ,N (z, s)
at a cusp
√−1∞, and by ξ(r)(s)y−l+l′+1−s, the constant term at a cusp r ∈ C0(N).
Let m ∈ Z be the order of a pole of El−l′,ρ,N (z, s) at s = l′. Let ξ(r)(s) = c(r)−m(s−
l′)−m +O((s − l′)−m+1). Then
lim
s→0
sm+1L(l+l′−1+s; f, g) = (4pi)l+l′−1Γ(l+l′−1)−1
∑
r∈C0(N)
w(r)a
(r)
0 b
(r)
0 c
(r)
−m. (78)
In particular if El−l′,ρ,N (z, s) is holomorphic at s = l′, then
Ress=l+l′−1L(s; f, g) = (4pi)l+l
′−1Γ(l+l′−1)−1
∑
r∈C0(N)
w(r)a
(r)
0 b
(r)
0 ξ
(r)
(l′). (79)
If El−l′,ρ,N (z, s) is holomorphic on a domain ℜs ≥ l′, then L(s; f, g) has the only
possible pole on the domain at s = l′.
Proof. By (60), we have
(4pi)−l+1−sΓ(l − 1 + s)(s− l′)mL(l− 1 + s; f, g) = (s− l′)mR(fg, s)
=
∫
FT (N)
yl+sf(z)g(z)(s−l′)mE0,1N ,N (z, s) dxdyy2 +gT (z, s)−(s−l′)mh(T, s) (80)
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where gT (z, s) is (s − l′)m times the sum of all integrals but the first one in (60).
Then gT (z, s) is holomorphic in s at s = l
′, and
h(T, s) =
a
(1/N)
0 b
(1/N)
0
l−1+s T
l−1+s +
∑
r∈C0(N)
w(r)a
(r)
0 b
(r)
0
ξ(r)(s)
l′−s T
l′−s.
Then integral of (80) is holomorphic in s at s = l′, and h(T, s) = −∑r w(r)a(r)0 b(r)0 c(r)−m
×(s− l′)−m−1+O((s− l′)−m) around s = l′. Then replacing l′+ s by s, we obtain
(78). 
The L-series L(s; f, g) for f, g in Proposition 9.1 converges for s > l + l′ − 1.
Hence if L(s; f, g) has a pole at s = l + l′ − 1, then it is the rightmost pole.
Theorem 9.2. Let f, g be as in Proposition 9.1. Let f(z) =
∑∞
n=0 ane(nz), g(z) =∑∞
n=0 bne(nz) be the Fourier expansions. Assume that (i) there is a nonzero con-
stant c for which c anbn (n ≥ 1) are all real and non-negative, (ii) El−l′,ρ,N (z, s) is
holomorphic at s = l′, and (iii) the right hand side of (79), which we denote by C,
is not zero. Then
∑
0<n≤X anbn ∼ CX
l+l′−1
l+l′−1 as X −→∞.
Proof. We just apply the Wiener-Ikehara theorem to the L-function L(s; f, g) at
the rightmost pole s = l + l′ − 1. 
Corollary 9.3. (i) Let k ≥ 0 be even and let l ∈ 12N with l > max{k, 1/2}. Let f, g
be holomorphic modular forms for Γ0(N) of wight l, l−k respectively and with same
character. Let a
(r)
0 , b
(r)
0 denote the 0-th Fourier coefficients at a cusp r ∈ C0(N),
of f, g respectively. Then for l = 1 and k = 0, an equality lims→0 s2L(1+s; f, g) =
12∏
p|N (1+p−1)
∑
i/M∈C0(N)
a
(i/M)
0 b
(i/M)
0
(M2,N) holds. If l ≥ 3/2, then L(s; f, g) has a possible
pole of order 1 at s = 2l− k − 1 with the residue
Ress=2l−k−1L(s; f, g) =
(−1)k/222l−kpi2l−kϕ(N)ζ(2l−k−1)
Γ(l−k)Γ(l)ζ(2l−k)∏p|N (1−p−2l+k)
×
∑
i/M∈C0(N)
a
(i/M)
0 b
(i/M)
0
∏
p|(N/M)(1−p−2l+k+1)
(M2,N)ϕ(N/M)M2l−k−1 . (81)
(ii) Let f(z) =
∑∞
n=0 ane(nz) be a holomorphic modular form for Γ0(N) of
weight l ∈ 12N,≥ 3/2 with any character. Let a
(r)
0 be the 0-th Fourier coefficients
at cusps r ∈ C0(N) where a(1/N)0 = a0. We assume that at least one of a(r)0 is not
zero. Then∑
0<n≤X
|an|2 ∼ 2
2lpi2lϕ(N)ζ(2l−1)
Γ(l)2ζ(2l)
∏
p|N (1−p−2l)
∑
i/M∈C0(N)
|a(i/M)0 |2
∏
p|(N/M)(1−p−2l+1)
(M2,N)ϕ(N/M)M2l−1
X2l−1
2l−1 .
(iii) Let Q,Q′ be positive definite integral quadratic forms of 2l, 2l− 2k variables
respectively with l ∈ 12N,≥ 3/2, 2|k ≥ 0. Let N be the maximum of the levels of
Q,Q′. Let a(r)0 , b
(r)
0 be the 0-th Fourier coefficients at r ∈ C0(N), of theta series
associated with Q,Q′ respectively. Then if the discriminants dQ, dQ′ are equal to
each other up to square factors, then
∑
0<n≤X rQ(n)rQ′ (n) ∼ CX2l−k−1/(2l−k−1)
where C denotes the right hand side of (81).
Proof. (i) The assertion follows form (79), (78) where w(i/M) is given in (12), and
ξ(i/M)(s) is given in (15).
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As for (ii) and (iii), the assertions follow from Theorem, since |an|2 ≥ 0 in the
case (ii), and since rQ(n)rQ′ (n) ≥ 0 in the case (iii). 
For k > 0, let rk(n) denote the number of representations of n as a sum of k
squares. Then θ(z)k = 1 +
∑∞
n=1 rk(n)e(nz), which is a modular form for Γ0(4)
with the value 1 at
√−1∞, the value 2−k/2e(−k/8) at 0, the value 0 at 1/2. We
have L(s; θkθk
′
) =
∑∞
n=1 rk(n)rk′ (n)n
−s. Then by applying Corollary 9.3 (ii) to
L(s; θkθk), we obtain ∑
0<n≤X
rk(n)
2 ∼ pikζ(k−1)
Γ(k/2)2ζ(k)(1−2−k)
Xk−1
k−1
for k ≥ 3, which is known as Wagon’s conjecture proved by R. Crandall and
S. Wagon (for the detail see Borwein and Choi [1], Choi, Kumchev and Osburn
[3]). More generally we obtain from Corollary 9.3 (iii),∑
0<n≤X
rk(n)rk−4m(n) ∼ {1−(1−(−1)
m)2−k+2m+1}pik−2mζ(k−2m−1)
Γ(k/2−2m)Γ(k/2)ζ(k−2m)(1−2−k+2m)
Xk−2m−1
k−2m−1
for k ∈ N,m ∈ Z,≥ 0, k > max{4m, 2}. The estimate of this kind is obtained for
many other quadratic forms.
For modular forms on Γ0(4), we have the following;
Corollary 9.4. (i) Let f(z) =
∑∞
n=0 ane(nz), g(z) =
∑∞
n=0 bne(nz) be holomor-
phic modular forms for Γ0(4) of weight l ∈ 12N and l − k > 0 respectively with odd
k ≥ 1. Let a(r)0 , b(r)0 denote the 0-th Fourier coefficients at a cusp r ∈ C0(4), of f, g
respectively. If a
(0)
0 b
(0)
0 6= 0, then L(s; f, g) has a simple pole at s = 2l− k − 1 with
residue
Ress=2l−k−1L(s; f, g) =
√−1k22l−kpi2l−ka(0)0 b
(0)
0
Γ(l−k)Γ(l)
L(2l−k−1,χ−4)
L(2l−k,χ−4) . (82)
Further we suppose that there is a nonzero constant c so that c anbn (n ≥ 1) are
all non-negative. Then
∑
0<n≤x anbn ∼ CX2l−k−1/(2l− k − 1) where C is the left
hand side of (82).
(ii) Let k ∈ Z,≥ 0, and let l ∈ 12N with l > k + 1/2. Let f, g be holomorphic
modular forms for Γ0(4) with automorphy factors j(∗, z)2l, j(∗, z)2l−2k−1 respec-
tively where j denotes the automorphy factor of θ as in Introduction. Then if
l ≥ 3/2, then L(s; f, g) has a possible pole of order 1 at s = 2l − k − 3/2 with the
residue
Ress=2l−k−3/2L(s; f, g) =
(−1)k(k+1)/222l−k−3pi2l−k−1/2ζ(4l−2k−3)
(24l−2k−2−1)Γ(l−k−1/2)Γ(l)ζ(4l−2k−2) {a
(1/4)
0 b
(1/4)
0
+ (1+(−1)k√−1)23(24l−2k−3−1)a(0)0 b
(0)
0 }. (83)
If L(s; f, g) has the pole and if there is a nonzero constant c so that c anbn (n ≥ 1)
are all non-negative, then
∑
0<n≤x anbn ∼ CX2l−k−3/2/(2l − k − 3/2) where C is
the left hand side of (83).
Proof. (i) Any modular form for Γ0(4) of odd weight has character χ−4. We apply
Theorem to f, g and ysEk,χ−4(z, s) where y
sEk,χ−4 (z, s) has ξ
(1/4)(s) = ξ(1/2)(s) =
0, ξ(0)(s) = (−
√−1)kpi
2k+2s
Γ(k−1+2s)
Γ(s)Γ(k+s)
L(k−1+2s,χ−4)
L(k+2s,χ−4)
. Then the assertion follows from
Proposition 9.1 and Theorem.
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(ii) We apply Proposition 9.1 and Theorem to f, g and Ek+1/2,χk−4(z, s) where
ξ(i/M)(s) is written down in Section 8, (III). 
By Corollary 9.4 we have∑
0<n≤X
rk(n)rk−2m(n) ∼ pi
k−mL(k−m−1,χ−4)
Γ(k/2−m)Γ(k/2)L(k−m,χ−4)
Xk−m−1
k−m−1
for m ≡ 1 (mod 2), k > 2m, and∑
0<n≤X
rk(n)rk−m(n) ∼ {1+χ8(m)2
−k+(m−3)/2−2−2k+m+2}pik−m/2ζ(2k−m−2)
Γ((k−m)/2)Γ(k/2)ζ(2k−m−1)(1−2−2k+m+1)
Xk−m/2−1
k−m/2−1
for m ≡ 1 (mod 2) and k ≥ 3/2, k > m.
The L-function L(s; θkθk) =
∑∞
n=1 rk(n)
2n−s has a pole also at s = k/2.
Their residues up to 8 are 2 (k = 1), 22{log 2 + dds log L(1+s,χ−4)L(s,χ−4) |s=0} (k = 2),
−253pi−1 log 2 (k = 3), 2−1{3 − 86 log 2 − 6 log pi − 72 ddsζ(s)|s=−1} (k = 4), −273 ·
7−2pi−2ζ(3) (k = 5), 2pi−2L(2, χ−4) (k = 6), 28337 · 31−2pi−3ζ(5) (k = 7) and
2−53−1 · 2153ζ(3) (k = 8).
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