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ABSTRACT 
 
The fingerprint of human activities on the composition of Earth’s atmosphere is manifest. 
It is now well recognized that the changes in the atmospheric composition due to human 
activities have resulted in changes in several aspects of the environment, e.g., attenuation of the 
ozone layer due to emissions of ozone-depleting substances, climate change due to greenhouse 
gas emissions, and air pollution due to fossil fuel combustion. This research analyzes the impacts 
of two potential future policy options, (1) hydrogen economy and (2) low-GWP (Global 
Warming Potential) alternatives to hydrofluorocarbons (HFCs) and hydrochlorofluorocarbons 
(HCFCs), on the composition of the atmosphere, on environment, on climate and on 
stratospheric ozone. 
This research is accomplished by using state-of-the-art numerical models that represents 
detailed physical and chemical processes of the atmosphere with cutting-edge knowledge, 
together with specifically developed scenarios. This methodology can provide policymakers with 
prospective and insightful knowledge essential to effectively tackling the environmental issues 
caused by human activities.  
This research gives a comprehensive analysis of the impacts of a future (2050) hydrogen 
economy on atmospheric environment. The uncertainties in the evolution paths of the world are 
bounded by the IPCC SRES high emission A1FI and low emission B1 scenarios. The 
atmospheric impacts of an internal combustion engine type hydrogen economy are analyzed for 
the first time in this research, as well as a fuel cell type hydrogen economy. The impacts of a 
future hydrogen economy analyzed based on global model simulations in this research include: 
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changes in atmospheric hydrogen budget, effectiveness in improving air quality in different 
regions of the world, changes in the oxidative power of the atmosphere and the climate 
implication, and stability of the ozone layer. Air quality improvement in a hydrogen economy for 
the contiguous United States is analyzed based on regional air quality model simulations with 
finer resolution. It is found that hydrogen economy can improve air quality, provide 
opportunities to mitigate climate change without significantly harming stability of the ozone 
layer. 
This research evaluates atmospheric lifetimes and GWP values for six unsaturated 
halogenated hydrocarbons, which are potential low-GWP alternatives to HFCs and HCFCs, 
using a three-dimensional global climate-chemistry model and a radiative transfer model. It is 
found that the alternative compounds have lifetimes less than a month and GWPs less than 5, 
orders of magnitude smaller than the long-lived HFCs. This research also analyzes the 
inadequacies of the simple estimation approach, which is used in several prior published studies, 
for very short-lived substances (VSLS). A rationale of evaluating GWPs for VSLS using three-
dimensional atmospheric models is presented.  
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CHAPTER 1: INTRODUCTION 
 
1.1. Motivation 
The fingerprint of human activities on the composition of Earth’s atmosphere is manifest. 
It is now well recognized that the changes in the atmospheric composition due to human 
activities have resulted in changes in several aspects of the environment. The increased 
greenhouse gases in the atmosphere have altered the radiative balance of this planet, leading to 
rapid changes in climate. Tailpipe exhaust of on-road vehicles has led to issues of deteriorated air 
quality, raising human and plant health and visibility concerns. The introduction of 
chlorofluorocarbons (CFCs), a family of chemical compounds that are completely manmade, 
into the atmosphere has led to unexpected depletion of ozone in the stratosphere. 
This doctoral dissertation focuses on the impacts of two potential future policy options, 
(1) hydrogen economy and (2) low-GWP (Global Warming Potential) alternatives to 
hydrofluorocarbons (HFCs) and hydrochlorofluorocarbons (HCFCs), on the composition of the 
atmosphere, on environment, on climate and on stratospheric ozone. State-of-the-art numerical 
models representing detailed physical and chemical processes of the atmosphere will be used as 
key tools, together with carefully designed emission scenarios. Numerical modeling studies of 
the future atmosphere with specifically developed scenarios can provide policymakers with 
prospective and insightful information that cannot be obtained in other ways. In this research, a 
number of state-of-the-art three-dimensional global atmospheric chemistry-transport and climate-
chemistry models, as well as a radiative transfer model, will be used as key research tools to 
address the science questions in the present thesis. 
2 

 
1.2. Hydrogen Economy  
1.2.1. Research Background 
A hydrogen economy is an infrastructure system using molecular hydrogen (H2) as 
energy carrier. In practice, H2 is most likely to substitute currently used fossil fuels to provide 
on-road vehicles with motive power. Fossil fuel combustion in on-road vehicles emits a number 
of pollutants directly into the surrounding air. The exhaust air contains nitrogen oxides 
(NOx=NO+NO2), carbon monoxide (CO), volatile organic compounds (VOCs), and particulate 
matter. These byproducts can have adverse impacts on human health. For example, sustained 
high levels of NO2 have an adverse impact on the respiratory system; elevated CO concentrations 
degrade the ability of blood to transport oxygen (e.g. WHO/Europe, 2003). In addition, NOx, CO 
and VOCs are precursors to the formation of ground-level ozone (O3), which adversely impacts 
human health and ecosystems in a number of ways. Particulate matter, which raises concern of 
physiological hazard, is either directly released in the form of soot (black carbon) or formed 
indirectly from gaseous pollutants through a series of photochemical and physical processes 
(sulfate and secondary organics). In the United States on-road vehicles rank first in NOx and CO 
emissions and second in VOCs emissions among all source sectors (U.S. EPA, 2009). In the 
future the on-road vehicle fleet is expected to become an increasingly important contributor to 
ambient air pollution.  
On-road vehicles using H2 as energy carrier offers opportunities to avoid the negative 
effects of using fossil fuels, as H2 has higher energy efficiency and much cleaner oxidation 
products. H2 fuel cells emit only water vapor (H2O) and eliminate emissions of NOx, CO, VOCs 
(volatile organic compounds), and soot associated with fossil fuel combustions. Given these 
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reductions in tailpipe pollutant emissions it is reasonably foreseeable that transitioning the 
world’s road traffic from fossil fuel powered vehicles to H2 powered vehicles could substantially 
improve air quality and climate provided that the H2 is produced by non-polluting methods, e.g. 
wind, solar, nuclear power, hydroelectricity or, promisingly, photocatalytic and 
photoelectrochemical dissociation of water (Abe, 2010) and microbial reverse-electrodialysis 
electrolysis cells (Kim and Logan, 2011). Even if H2 is generated conventionally from fossil fuel, 
it would be easier to control the pollutant emissions from H2 production since the emissions 
would occur at a few concentrated locations (H2 production plants); the produced CO2 could be 
sequestered in this case.  
1.2.2. Current Understanding and Remaining Issues 
There are a few modeling experiments in previously published literature on potential 
impact of a hydrogen economy (Derwent et al., 2006; Jacobson et al., 2005; Jacobson, 2008; 
Schultz et al., 2003; Tromp et al., 2003; Warwick et al., 2004); however, the current 
understanding about H2 does not constitute a holistic picture with detailed scientific knowledge. 
The inadequacies of the previous studies are summarized in the following discussion. 
First, the extent to which a hydrogen economy would change the H2 budget in the 
atmosphere is not yet clear from the previous studies, despite that this question is of importance. 
There are several reasons why H2 abundance in the atmosphere is important. To name a few, it 
has impacts on the climate (indirect), on stratospheric ozone and on metal structure. H2 itself is 
not a direct greenhouse gas, as H2 does not absorb infrared radiation. However, H2 in the 
atmosphere reacts with the hydroxyl radical (OH); increase in atmospheric H2 concentration may 
decrease OH abundance, leading to slower removal of methane (CH4), a powerful greenhouse 
gas, from the atmosphere. In addition, it was speculated that increase in atmospheric H2 
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concentration can significantly reduce ozone concentrations in the atmosphere in the polar 
regions (Tromp et al., 2003), although later studies found relatively modest changes (Warwick et 
al., 2004; Jacobson, 2008). Furthermore, increased ambient H2 concentrations raise concerns of 
hydrogen embrittlement (e.g. Johnson, 1973). 
Tropospheric H2 concentrations are currently around 530 ppbv (Novelli et al., 1999), 
making it second to CH4 as the most abundant oxidizable gas in the atmosphere (Constant et al., 
2009). The primary sources of H2 are fossil fuel and biofuel combustion, biomass burning, ocean 
emissions, and photolysis of formaldehyde. Bottom-up inventories estimate its source as ~75 
TgH2/yr (Ehhalt and Rohrer, 2009). Its largest sink (~80%) is microbial uptake in soils, with 
oxidation by OH in the atmosphere making up the remainder of its loss (Constant et al., 2009). 
Its uptake by microbes in soil, despite its importance, is not well understood and is subject to 
large uncertainties. Observations show a correlation between the H2 and CO deposition velocities 
(Conrad and Seiler, 1985; Liebl and Seiler, 1976; Yonemura et al., 1999; Yonemura et al., 2000). 
In this study, H2 soil sink will be modeled based on its correlation with CO deposition velocities. 
H2’s total atmospheric lifetime is estimated to be 1 to 2 years (Constant et al., 2009; 
Ehhalt and Rohrer, 2009; Novelli et al., 1999; Price et al., 2007) and its lifetime with respect to 
OH loss is ~8 years (Ehhalt and Rohrer, 2009). The latitudinal gradient of H2 concentrations is 
unique from many other trace gases with ~3% higher average concentrations in the Southern 
Hemisphere than in the Northern Hemisphere. This is thought to be due to the greater soil 
microbial uptake over land in the Northern Hemisphere (Ehhalt and Rohrer, 2009).  
No clear long term trend of atmospheric H2 concentration has been revealed in the 
literature (Constant et al., 2009; Ehhalt and Rohrer, 2009). However, a conversion to a H2-based 
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road transportation sector can elevate atmospheric H2 concentrations to values not previously 
experienced, as a result of fugitive emissions of H2 during its production, transportation and 
storage processes; there is large uncertainty in estimating this increase in the literature.  
Second, because of the inhomogeneity of transportation activities around the world, it is 
imperative to find out how significant a hydrogen economy improves air quality for each specific 
region. There are a limited number of studies on the impacts of a hydrogen economy on 
tropospheric chemistry and air quality. A 3-D global modeling study by Schultz et al. (2003) 
suggested a H2 fuel cell road traffic fleet in ca. 2000 would reduce human emissions of NOx and 
CO by half, resulting in 3%,  5% and 29% decrease in tropospheric CO, O3 and NOx, 
respectively. Warwick et al. (2004) reported a 2.2% decrease in tropospheric O3 in a H2 economy 
based on a 2-D global modeling study. These global studies lack detailed analysis of air quality 
improvement in terms of how much change in concentrations of each key species will take place 
in each region. Jacobson et al. (2005) compared the environmental impact of a 1999 hydrogen 
on-road vehicle fleet in the United States by means of steam reforming of natural gas, wind 
electrolysis, and coal gasification; they found the wind and natural gas options have the best 
desired environmental improvement. This study only focused on the United States, whereas in 
developing countries like China and India concerns of air quality is increasing.  
Third, it is not yet clear by how much a hydrogen economy changes the oxidative power 
of the atmosphere. Even though utilization of H2 could provide opportunities to offset CO2 
emissions, climate concerns have arisen due to its indirect greenhouse potential by affecting OH 
abundance in the atmosphere (e.g. Prather, 2003). A hydrogen economy can affect OH 
abundance via the reaction of H2 and OH, through changes in concentration of ozone, whose 
photolysis initiates the reactions producing OH in the troposphere, and through changes in 
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concentrations of VOCs, which react with OH and are ozone precursors. Changes in OH 
abundance can affect CH4 lifetime in the atmosphere. CH4 is an ozone precursor and a 
greenhouse gas that is 25 times more powerful than CO2 in terms of integrated radiative forcing 
over a 100-year time horizon. Currently its radiative forcing is second only to that of CO2 (IPCC, 
2007). The removal rate of CH4 depends critically on the oxidative power of the atmosphere. 
Taking all effects associated with emission changes in a hydrogen economy into account, 
the decrease in tropospheric OH abundance ranges from 0% to 12%, and the increase in CH4 
lifetime ranges from 0% to 26%, depending on the specific scenario assumed (Jacobson, 2008; 
Schultz et al., 2003; Warwick et al., 2004). In this study, the combined effect of all emission 
changes associated with a hydrogen economy will be examined using a 3-D global climate-
chemistry model that have included cutting-edge knowledge of the related physical and chemical 
processes in the atmosphere. 
Fourth, there is not a consensus on whether a H2 economy poses a threat to the ozone 
layer. There are a few papers on a hydrogen economy containing discussion over the impact of a 
hydrogen economy on stratospheric ozone. Under an assumption of more than quadrupled 
surface H2 concentration (2.3 ppmv) in a hydrogen society due to a somewhat unrealistically 
high H2 leakage rate (~12%), and without considering any changes in fossil fuel combustion 
related emissions, a 2-D model study by Tromp et al. (2003) found spatial and temporal 
enhancement of polar ozone holes, leading to ozone depletion of 3%~8%, due to lowered 
stratospheric temperature, resulting from increased stratospheric water vapor from oxidized H2. 
Warwick et al. (2004) found a slight increase of 0.1% in stratospheric ozone, considering 
associated changes in CO, NOx, VOCs emissions with H2 fuel cells in a 2-D model, with an 
assumed H2 concentration of 1.4 ppmv. Jacobson (2008) reported a 0.4% increase in column 
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ozone assuming H2 fuel cell vehicles with their associated decrease in fossil fuel combustion 
related emissions and a 3% H2 leakage rate. There exists large uncertainty in the impact on 
stratospheric ozone; even the sign of changes in stratospheric ozone concentration is not 
unanimous in previous studies.  
Local ozone concentration in the stratosphere is affected by atmospheric transport, 
photochemical production and catalytic loss. In the case of a hydrogen economy, the catalytic 
cycles are likely to be significantly perturbed as a result of changes in surface emission. Previous 
studies, however, did not explain in a detailed manner how these catalytic cycles will change in a 
hydrogen economy. To address the question as how will stratospheric ozone change, detailed 
analyses of the perturbations of a hydrogen economy to all the catalytic ozone destruction cycles 
are carried out in this research. 
In addition, H2 can also be burned in internal combustion engines, as well as being 
oxidized in fuel cells. Vehicles powered by H2 internal combustion engines emit no CO, VOCs, 
or soot but do emit NOx (Deboer, 1976). NOx plays an important role in tropospheric chemistry; 
changes in NOx emissions may lead to much different effects on air quality, especially near 
surface ozone. To date, there is no published research on environmental impacts of this technical 
option; the impact of the H2 internal combustion engines option will be investigated for the first 
time in this research. 
Furthermore, it should also be pointed out that all the previous studies were based on the 
near 2000 background atmosphere, assuming an immediate transition to hydrogen technology. 
The transition to hydrogen based energy delivery will, in real-world practice nevertheless, 
require the development of a massive industrial H2 production capacity and substantial changes 
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to the energy delivery infrastructure. To date, there are still a number of technological barriers 
yet to overcome. Considering the time needed to make the current infrastructure compatible with 
a hydrogen economy, the impacts of such a transition will be evaluated for the future to allow 
reasonable time for the infrastructure changes to occur. In this research, it is assumed that in the 
coming decades road transportation will gradually convert to H2 powered such that the transition 
will be complete by 2050. That is, all on-road vehicles operating in 2050 will be powered by H2. 
1.2.3. Research Objectives 
This research aims at quantitatively answering the following major research questions 
regarding a future hydrogen economy: 
a) To what extent does a hydrogen economy change the H2 budget in the 
atmosphere? 
b) How effective does a hydrogen economy improve air quality? 
c) To what extent does a hydrogen economy change the oxidative power of the 
atmosphere? 
d) Does a hydrogen economy significantly perturb ozone in the stratosphere? 
State-of-the-art atmospheric model simulations based on specifically developed emission 
scenarios are performed. The numerical models and the scenarios are described in Chapter 2. 
 
1.3. Low-GWP Alternatives to Ozone-Depleting Substances 
1.3.1. Research Background 
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The Montreal Protocol is a multilateral agreement that has been successfully protecting 
ozone in the atmosphere. The protocol has phase-out management plans for CFCs and HCFCs, 
whose role is being and expected to be replaced in a large part with HFCs. However, concerns of 
significant radiative forcing arise as HFCs are potent greenhouse gases. HFCs are ~100 to 
~15,000 times more powerful than CO2 in terms of radiative forcing integrated over a 100-year 
horizon after emission on a per-mass basis (IPCC, 2007). Their use is expected to increase, 
especially in developing countries in Asia. It projected that the radiative forcing caused by HFCs 
will be of that due to the CO2 emitted between now and then, should the trend of increasing 
usage of HFCs continue (Velders et al., 2009; UNEP, 2011).  
It is well established that the C=C bonds are more prone than C-C or C-H bonds to react 
with the hydroxyl radical (OH) in the atmosphere (Atkinson et al., 2005). Recently, various 
unsaturated (molecules containing double bond) halogenated hydrocarbons with very short 
atmospheric lifetimes have been proposed as substitutes for HCFCs and longer-lived HFCs. 
These short-lived substances are expected to have small, if not negligible, effects on atmospheric 
ozone and on climate. The chemical compounds include trans-1-chloro-3,3,3-trifluoropropylene 
(trans-CF3CH=CHCl, or tCFP for short), and five hydrofluoro-olefins (HFOs): 2,3,3,3-
tetrafluoropropene (CF3-CF=CH2, or HFO-1234yf), trans-1,3,3,3-tetrafluoropropene (trans-
CHF=CH-CF3, or HFO-1234ze(E)), cis-1,3,3,3-tetrafluoropropene (cis-CHF=CH-CF3, or HFO-
1234ze(Z)), cis-1,2,3,3,3-pentafluoropropene (cis-CF3-CF=CHF, or HFO-1225ye(Z)), and trans-
1,2,3,3,3-pentafluoropropene (trans-CF3-CF=CHF, or HFO-1225ye(E)). HFO-1234yf can serve 
as a mobile air conditioning refrigerant. HFO-1234ze(E) can work as a blowing agent and 
propellant; tCFP can serve as a blowing agent. HFO-1234ze(Z) has been suggested as a 
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refrigerant (Brown et al., 2009). HFO-1225ye(Z) and -1225ye(E) also have potential refrigerant 
use (Hruley et al., 2007).  
1.3.2. Current Understanding and Remaining Issues 
The prospect of HFO-1234yf and HFO-1234ze(E) as low-GWP alternatives to ODSs has 
been recently discussed in the literature (UNEP, 2011; Velders et al., 2012). The discussions are 
based on atmospheric lifetimes and GWP values (Nielsen et al., 2007; Sondergaard et al., 2007) 
estimated using a simple estimation approach (Pinnock et al., 1995). Nevertheless, it should be 
pointed out that, as will be discussed below and in Chapter 5, the simple approach is inadequate 
to accurately estimate lifetimes and GWPs for short-lived gases, and has led to significantly 
inaccuracies in lifetime and GWP evaluations. Accurate lifetime and GWP estimation is 
important in comparing cost and benefit among alternatives to ODSs and, furthermore, shaping 
policy decisions that direct future production and consumption of chemical compounds that have 
impacts on the ozone layer and/or on climate. 
The first inadequacy of the estimation approach is that it uses the reaction rate of the gas 
of interest and OH obtained in laboratory experiments and a global weighted-average 
atmospheric OH concentration, which does not actually exist for short-lived gases, as OH 
concentrations vary significantly in the atmosphere. The second inadequacy is that the relative 
efficiencies of these gases in changing Earth’s radiative forcing are calculated in models 
assuming constant mixing ratio profiles throughout the atmosphere (troposphere and 
stratosphere).  
1.3.3. Research Objectives 
This research has the following objectives: 
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a) Derive atmospheric lifetimes for these alternative compounds to ODSs using a 
state-of-the-art three-dimensional climate-chemistry model and realistic emission 
geographical distribution. Compare the lifetimes derived from 3-D modeling 
method with the lifetimes derived from the simple estimation approach. Identify 
the inadequacy of the estimation approach. 
b) Using the concentration profiles for these alternative compounds derived from 3-
D models, evaluate the radiative effects of these compounds in a radiative transfer 
model, and calculate their GWP values. Compare the derived GWP values with 
those estimated by the simple approach, and identify the inadequacy of the simple 
approach. 
c) Formulate a rationale of evaluating GWPs for very short-lived substances.  
  
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CHAPTER 2: RESEARCH METHODOLOGY 
 
This chapter describes the research methodology essential to tackling research questions 
discussed in Chapter 1. This chapter gives brief descriptions of the numerical atmospheric 
models that are used in this research, and then describes a set of emission scenarios developed 
for hydrogen economy studies. 
2.1. Model Descriptions 
2.1.1. CAM-Chem 
The Community Atmosphere Model with Chemistry (CAM-Chem) (Lamarque et al., 
2005 and 2011; Pfister et al., 2008) is a three-dimensional global climate-chemistry model. 
CAM-Chem’s chemistry module is based on the chemical component of the Model for OZone 
And Related chemical Tracers (MOZART). MOZART was described and extensively evaluated 
by Horowitz et al. (2003), and has been employed in a number of studies (e.g. Huang et al., 
2008; Lin et al., 2008a; Lin et al., 2008b; Tie et al., 2005). CAM-Chem contains a 
comprehensive tropospheric gas phase and aerosol chemical mechanism and includes 119 
species and 300 reactions. CAM-Chem uses a bulk aerosol method and includes organic carbon, 
black carbon, sulfate, and ammonium nitrate aerosols. Based on the observed correlation 
between H2 and CO deposition velocities (Conrad and Seiler, 1985; Liebl and Seiler, 1976; 
Yonemura et al., 1999; Yonemura et al., 2000), a H2 deposition velocity equal to twice the CO 
deposition velocity is adopted and used in this research.  
CAM-Chem is used in this research to evaluate the impact of a hydrogen economy on 
global troposphere chemistry. For this research, the global atmosphere is divided into grids with 
a horizontal resolution of 1.9º latitude by 2.5º longitude and 26 vertical layers extending from the 
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surface to 3-millibar level (~40 km altitude). The meteorology is prescribed by climate model 
output data from Community Climate System Model (CCSM) which corresponds to the climate 
state of the mid-1990s. The reason of doing so is that the focus of this research is on air quality 
and photochemistry influenced impacts due to changes in emissions. Previous studies (e.g. Lin et 
al., 2008a; Wu et al., 2008) have shown that future climate changes will likely have less effect on 
air quality than the future changes in emissions. The model is integrated with a time step of 30 
minutes. After completion of one year’s calculation, the meteorology field is repeated for the 
next year. This method allows the impact of changes in emissions to be investigated excluding 
the possible influences of changes in meteorology. The 2050 monthly mean lower boundary CH4 
concentrations are scaled from the 2000 value (annual mean 1776 ppbv) to the concentrations 
projected by IPCC (2001) in 2050, 2668 ppbv for the A1FI scenario and 1881 ppbv for the B1 
scenario. The model is run for eight years and has reached steady state, that is, year-to-year 
relative difference of key species is less than 1%. The analyses of the simulation results, which 
are described and discussed in Chapter 3, are based on model output data of the last year of 
simulation.  
2.1.2. CMAQ 
The Community Multiscale Air Quality Modeling System (CMAQ) is a high-resolution 
regional air quality model. The CMAQ model was initially released to the public by the United 
States Environmental Protection Agency (U.S. EPA) in 1998 and has undergone many revisions 
and improvements since (e.g. Appel et al., 2007; Appel et al., 2008). The CMAQ modeling 
system was designed to approach air quality as a whole by including state-of-the-science 
capabilities for modeling multiple air quality issues, including tropospheric ozone, fine particles, 
toxics, acid deposition, and visibility degradation.  
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In this research, the CMAQ model version 4.6 is used to assess the regional air quality 
impacts of a H2-based road transportation sector on the contiguous United States with finer 
resolution. The resolution is 30 km by 30 km horizontally with 22 vertical layers from the 
surface to 13 km, with a relatively finer resolution in the boundary layer with 5 layers in the first 
km. The meteorological data driving CMAQ is from a climate version of the MM5 model 
(CMM5; e.g. Liang et al., 2001) for the year 1995. For this study CMAQ uses the Carbon Bond 
5 gas phase photochemistry package (Luecken, et al., 2008; Sarwar, et al., 2008) with 56 species 
and 156 reactions. The aerosol chemistry package is coupled to the gas phase chemistry package 
and contains 34 transported aerosol modes. The aerosol package represents the particle size 
distribution as the superposition of three lognormal modes. The processes of coagulation, particle 
growth by the addition of new mass, and particle formation are included. Time stepping is done 
utilizing an analytical solution to the differential equations for the conservation of number and 
species mass conservation. The simulation was carried out with a 12 minute dynamical timestep 
and the chemistry package using a 2.5 min sub-timestep. Detailed descriptions of the 
mechanisms, algorithms, and implementation are available in the CMAQ scientific 
documentation (Byun and Schere, 2006). Boundary conditions for the CMAQ model simulations 
are taken from the corresponding global tropospheric model simulations. The CMAQ 
simulations are performed for the BL, H2-FC, and H2-ICE scenarios for each IPCC scenario, 
which are described in details in Section 2.2.  
2.1.3. MOZART 
The Model for OZone And Related chemical Tracers (MOZART) is a three-dimensional 
global chemistry transport model. MOZART has been evaluated and used in a number of studies 
on stratospheric chemistry (e.g. Gettelman et al., 2004; Kinnison et al., 2007; Kulawik et al., 
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2006; Liu et al., 2009; Liu et al., 2011; Pan et al., 2007; Park et al., 2004). It simulates in a 
detailed fashion the physical and chemical processes of the troposphere and stratosphere. It has 
108 species, 71 photochemical reactions, 218 gas phase reactions and 18 heterogeneous reactions 
including heterogeneous chemistry in the stratosphere and polar stratospheric cloud processes.  
MOZART version 3.1 is used in this research to evaluate the atmospheric impacts of a 
hydrogen economy on stratospheric ozone. The model simulates the atmosphere from the surface 
to 0.001 Pa level (~115km) by dividing it vertically into 60 layers. Horizontally the globe is 
partitioned into 96 grids on latitude and 144 grids on longitude, corresponding to a resolution of 
1.9º x 2.5º (latitude x longitude). The model is driven with meteorology from a year of 
simulation of the Whole-Atmosphere Community Climate Model version 3 (WACCM-3) (Sassi 
et al., 2004), which represents the mid-1990s atmosphere. This meteorology is repeated for each 
year for multiyear simulations. The reason of doing this is described in Section 2.1.1, as for the 
CAM-Chem tropospheric chemistry simulations.  
2.1.4. WACCM 
The Whole Atmosphere Community Climate Model (WACCM) is an atmospheric 
climate-chemistry model developed by the National Center for Atmospheric Research (NCAR). 
The model has been evaluated and used in a number of scientific studies, for example, in the 
Stratospheric Processes And their Role in Climate (SPARC) 2010 Report (Eyring et al., 2010). 
The model simulates 125 chemical species and uses the JPL06 recommendations on chemical 
reactions in the atmosphere (Sander et al., 2006) including extensions for non-methane 
hydrocarbon chemistry, which is key for a good representation of tropospheric oxidative 
capacity. WACCM numerically simulates the atmosphere from the surface up to the 4.5 ×10-4 Pa 
level (~145km). The model performs well in simulating the stratosphere and the upper 
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troposphere and lower stratosphere as shown in the Chemistry-Climate Model Validation 
Activity (CCMVal) (Eyring et al., 2010; Gettelman et al., 2010).  
WACCM version 3.5.48 is used in this study to derive the steady-state concentration 
profiles and atmospheric lifetimes for the alternative compounds to ODSs. The model is run in 
offline mode, which means that the meteorological fields are provided by a previous run of 
WACCM representing the year 2000 atmosphere (R. Garcia, private communication, 2007). By 
doing this, the effect of changing meteorology field is removed. In order to filter possible effects 
from changing weather conditions, the model is run in offline mode, that is, the meteorological 
fields are driven by a meteorological dataset obtained from a previous WACCM run 
approximating the current atmosphere (R. Garcia, private communication, 2007); after one year’s 
simulation is complete, the meteorological dataset is repeated again. The WACCM model is run 
for five years so that key species reach steady state. Concentrations profiles and lifetime 
evaluation are based on analysis of the fifth year’s WACCM output. 
2.1.5. UIUC RTM 
The radiation effects of the proposed alternative compounds to ODSs are evaluated with 
the University of Illinois at Urbana-Champaign Radiative Transfer Model (UIUC RTM). The 
UIUC RTM was derived from the radiative transfer models of the Community Climate Model 
(CCM; Briegleb, 1992a, 1992b). Previous versions of the UIUC RTM have been employed in 
several climate effects studies (e.g. Jain et al., 2000; Naik et al., 2000; Youn et al., 2009; Patten 
et al., 2011).  
Shortwave (solar) and longwave (terrestrial) radiation across atmospheric layers is 
calculated in the UIUC RTM. For the solar part, 18 bins between 0.2 and 5.0 microns are 
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calculated taking into account of the absorption effects of H2O, O3, O2, CO2, clouds and the 
surface, as well as scattering processes of clouds, gas-phase molecules, and the surface. Within 
the UIUC RTM, a narrow band terrestrial radiation (wave number between 0 and 3000 cm-1) 
model calculates absorptivity and emissivity for O3, CH4 CO2, and N2O at 10 cm-1 resolution, 
and for H2O, CFC-11 and CFC-12 at 5 cm-1 resolution. Infrared spectra for these gases are from 
the HITRAN 2004 database, described in Rothman et al. (2005). Clouds, surface albedo, and 
surface emissivity are based on observation from the International Satellite Cloud Climatology 
Project.  
Infrared spectra data for tCFP, HFO-1234yf, HFO-1234ze(Z), HFO-1234ze(E), HFO-
1225ye(E), and HFO-1225ze(Z),  reported respectively in Sulbaek Andersen et al. (2008), 
Nielsen et al. (2007), Sondergaard et al. (2007), Nilsson et al. (2009), Hurley et al. (2007) and 
Hurley et al. (2007) are regridded to 10 cm-1 resolution and used in the UIUC RTM in this 
research. 
 
2.2. Hydrogen Economy Scenarios 
A set of emission scenarios for key species associated with a hydrogen economy is 
developed to evaluate possible impact of a hydrogen economy on the atmospheric environment. 
Emissions of a given species are often estimated based on emissions factors, which relate the 
emissions of a given pollutant to an activity, and the level of the activity. Thus projections of 
future emissions are based on projections of the change in the activity level and changes in the 
emissions factors. The activity factors include population, energy usage, and GDP. Since there 
are large uncertainties in projecting the change in each of these activities over time, there are also 
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relatively large uncertainties in the emissions estimates based on them. To bracket the possible 
evolution pathways of the future emissions, scenarios are based on the highest (A1FI) and lowest 
(B1) IPCC SRES emissions scenarios (IPCC, 2000). In the A1FI scenario, the world is assumed 
to evolve with rapid economic growth and rely intensively on fossil fuel; whereas in the B1 
scenario the world’s economic structures are projected to become more service and information 
intensive.  
For each of these two IPCC growth scenarios (A1FI and B1), three emission scenarios 
with different technologies are further developed: 1) The Baseline (BL) scenario is the reference 
scenario for 2050 in which fossil fuel powered vehicles are still the dominant mode of road 
transportation. 2) The H2 Fuel Cell (H2-FC) scenario, in which the energy demands of the road 
transportation sector are met by H2 fuel cell technology. In this scenario H2 emissions due to 
leakage as well as reductions in combustion-related emissions of H2, NOx, VOCs, CO, SO2, and 
soot are included. 3) The H2 Internal Combustion Engine (H2-ICE) scenario, in which the energy 
demands of the road transportation sector are met by H2 using internal combustion technology. In 
this scenario, H2 emissions due to leakage as well as reductions in combustion-related emissions 
of H2, VOCs, CO, SO2 and soot are included; however, there are no reductions in NOx emissions 
because NOx is still a byproduct of internal combustion process (Deboer et al., 1976). For each 
IPCC scenario, an additional scenario, Baseline+H2 (BL+H2), is developed as well. In this 
scenario H2 leakage emissions into the atmosphere was included but all other emissions remain 
the same as in the baseline scenario. This scenario, though not realistic, is designed as a 
sensitivity study which allows the evaluation of the impact of H2 emission alone versus the 
impact of the reduction in ozone precursor emissions on tropospheric composition and 
chemistry. 
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The future baseline (BL) emissions are calculated by scaling the current fossil fuel 
combustion emissions by regionally dependent growth scale factors from the applicable IPCC 
scenario. The included species are NOx, CO, SO2 and several NMVOCs (non-methane VOCs), 
namely, CH2O, CH3OH, CH3CHO, C2H4, C2H6, C2H5OH, C3H6, C3H8, CH3COCH3 (acetone), 
C4H8O (methyl ethyl ketone), C4H10, C5H8 (isoprene), C10H16, BIGALK (lumped species for 
alkanes with four or more carbon atoms), BIGENE (lumped species for alkenes with four or 
more carbon atoms), and TOLUENE (lumped species for aromatic compounds). Emissions of 
these species are prepared from the Precursors of Ozone and their Effects in the Troposphere 
(POET) emissions dataset, which is based on version 3 of the Emission Database for Global 
Atmospheric Research (EDGAR) inventory (Olivier et al., 2003; Granier et al., 2005). This 
dataset represents the period between 1990 and 2000. Soot emissions are from Bond et al. 
(2004), derived from 1996 fuel-use data.  
To estimate H2 emissions from fossil fuel combustion, which are not included in the 
IPCC scenarios or POET, a H2:CO mass emission factor of 0.03 and the corresponding CO 
emissions are used. There is a relatively large uncertainty in the H2:CO mass emission ratio from 
fossil fuel use including automobile traffic. Estimates range from ~0.01 (Simmonds et al., 2000) 
to ~0.07 (Seiler and Zankl, 1975). Other estimates are 0.025-0.032 (Barnes et al., 2003) and 
0.026-0.043 (Vollmer et al., 2007). For this study a mid-value of 0.03 is chosen and it is assumed 
that it remains constant over time.  
In the scenarios involving H2 technologies, H2 emissions from leakage are estimated 
using a top-down approach based on a H2 leakage rate and the amount of H2 needed to meet the 
projected transportation energy demands in 2050. H2 demand for road transportation is 
calculated assuming both the H2-FC and the H2-ICE vehicles would have comparable 
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efficiencies as fossil fuel vehicles in 2050 due to technology improvement, such that H2-powered 
vehicles will consume the same amount of energy as that of the year 2050 "business-as-usual" 
fleet in the IPCC A1FI and B1 scenarios. Total H2 demand is then calculated assuming a 120 
MJ/kg energy density of hydrogen. Current estimates of the H2 leakage rate are in the 1% to 4% 
range (e.g., Schultz et al., 2003, Colella et al., 2005). To date, there is no available observational 
data to provide a basis for estimating the leakage rate, as there is no massive H2 infrastructure in 
large-scale use so far. Estimates in the literature span a large range. Tromp et al. (2003) 
postulated a leakage rate of 10~20%, resulting in quadrupling of atmospheric H2 concentrations. 
However, it is argued in later studies (Schultz et al., 2003; Warwick et al., 2004) that this 
estimate was too high to be realistic. H2 technologies would not be adopted unless leakage rate is 
brought down to commercially feasible level. Furthermore, such high leakage rate would raise 
safety concerns because of H2 detonation risks. On the other hand, one can estimate H2 leakage 
rate from that of natural gas (major component CH4), which is commercially in operation in 
large-scale infrastructure, using Graham’s law of effusion.  

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The leakage rate of natural gas with current infrastructure is ~1%. H2 leakage rate 
estimated using Eq. 2.1 is 2.83. Schultz et al. (2003) suggests that it is prospective to bring H2 
leakage rate to 0.1% with technical advancement. In this research, a reasonable upper-limit H2 
leakage rate of 2.5%, estimated based a critical review of the related technology, is used in 
model simulations in order to evaluate the effect of a hydrogen economy on H2 budget in the 
atmosphere. This estimate is in line with estimated leakage from natural gas production, supply 
and delivery systems. Knowledge of actual leakage rates, their dependence on technological 
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sophistication, and how they will change in the future is one of the key uncertainties in 
estimating future hydrogen leakage emissions. The total H2 emissions for a given scenario are 
then obtained by replacing the road transportation H2 emissions from fossil fuel combustion with 
the H2 leakage emissions for the H2 scenarios. H2 leakage emissions are distributed according to 
current CO2 road transportation emissions from the EDGAR emissions inventory with higher H2 
leakage emissions over more densely populated areas such as the eastern United States, Western 
Europe, parts of India and Eastern China.  
For all of the H2 scenarios (BL+ H2, H2-FC, and H2-ICE) H2 leakage emissions are 
included. In the H2-FC scenarios, the road transportation emissions of H2, CO, NOx, NMVOCs, 
SO2, and soot are removed from the total baseline (BL) emissions.  In the H2-ICE scenarios, the 
emissions of the same species as in the H2-FC scenarios are reduced except for NOx, which is 
still emitted with the ICE technology option.   
Biomass burning emissions are from the Global Fire Emissions Database version 2 
(GFED-v2) (van der Werf et al., 2006) and are assumed to remain at their 2000 levels as are 
emissions from other sources, e.g., ocean and biogenic emissions.  
Annual global emissions of key species of current (2000) and 2050 (baseline and H2 
scenarios) are summarized in Figure 2.1. Global emissions increase in the 2050 A1FI baseline 
(A1FI BL) scenario for H2 (42%), CO (35%), NMVOCs (28%), NOx (115%), SO2 (10%), and 
soot (67%) relative to 2000. In the 2050 B1 baseline (B1 BL) scenario, global emissions 
decrease from 2000 for H2 (19%), CO (10%), NMVOCs (6%), SO2 (7%), and soot (12%); NOx 
emissions increase by 5%. 
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In the A1FI scenarios with a H2 road transportation sector, global H2 emissions increase 
by 81% relative to the 2050 A1FI baseline scenario, or increase by 157% from the 2000 
emissions. Meanwhile, global emissions in the 2050 H2-FC and H2-ICE scenarios decrease for 
CO (25%), NMVOCs (14%), NOx (29% in H2-FC; 0% in H2-ICE), SO2 (3%) and soot (17%), 
compared to the 2050 A1FI baseline scenario. If compared with the 2000 emissions,  in a 2050 
A1FI world with a H2 road transportation sector emissions increase, for CO (1.6%), NMVOCs 
(10%), NOx (53% in H2-FC), SO2 (7%) and soot (39%), to a lesser extent than in the A1FI 
baseline scenario. 
In the B1 scenarios with a H2 road transportation sector, global H2 emissions increase by 
64% relative to the 2050 B1 baseline scenario, or increase by 33% from the 2000 emissions. 
Concurrently, global emissions in the 2050 H2-FC and H2-ICE scenarios decrease for CO (10%), 
NMVOCs (8%), NOx (24% in H2-FC; 0% in H2-ICE), SO2 (3%) and soot (8%), compared to the 
2050 B1 baseline scenario. If compared with the 2000 emissions, in a 2050 B1 world with a H2 
road transportation sector emissions decrease, for CO (19%), NMVOCs (13%), NOx (20% in H2-
FC), SO2 (10%) and soot (19%), to a greater extent than in the B1 baseline scenario. 
These emissions are input to the CAM-Chem and WACCM models as monthly varying 
maps at the model resolutions. 
 
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2.3. Figures 
 
Figure 2.1. Global annual emissions of H2, SO2, NOx, soot, NMVOCs and CO for the current 
(year 2000), and the Baseline (BL) , Baseline+H2 (BL+H2), H2 Fuel Cell (H2-FC), and H2 
Internal Combustion Engine (H2-ICE) 2050 A1FI and B1 scenarios. 
  
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CHAPTER 3: IMPACT OF A FUTURE HYDROGEN ECONOMY ON 
TROPOSPHERIC CHEMISTRY AND AIR QUALITY 
 
This chapter describes and discusses the impacts of a hydrogen economy on tropospheric 
chemistry and air quality in details in the following sections, based on CAM-Chem model 
simulations. Air quality analyses based on high-resolution CMAQ simulations over the 
contiguous United States are also discussed in this chapter. 
3.1. Molecular Hydrogen (H2) 
In all of the scenarios examined in this study, average tropospheric H2 concentrations are 
greater in 2050 than they are in 2000. In the A1FI baseline scenario the annual average global 
mean concentration is 839 ppbv (Table 3.1). In this scenario the NH emissions are strong enough 
to offset the stronger soil sink in this hemisphere, leading to a reverse in the inter-hemispheric 
gradient, i.e., higher NH mean H2 concentration (~850 ppbv) than SH (~830 ppbv). Annual-mean 
ground-level H2 mixing ratios range from 720 ppbv to more than 1 ppmv (Figure 3.1a). Higher 
concentrations are located in highly urbanized and/or industrialized regions such as northeastern 
United States, California, Western Europe, Korea, Japan and eastern China, while lower 
concentrations appear over mid-latitude continents of the SH. The maximum/minimum pattern 
reflects the forcing of the H2 emissions from human activities and the large H2 microbial soil 
sink.  
In the A1FI H2 technology scenarios (BL+H2, H2-FC, and H2-ICE), global mean H2 
concentrations increase substantially from the baseline scenario by ~40%, to up to ~1170 ppbv 
(Table 3.1). This increase is because the H2 leakage emissions are much greater than the replaced 
fossil fuel H2 emissions in the baseline scenario. In the H2-FC scenario the south to north H2 
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inter-hemispheric gradient is even larger than in the BL scenario (Figure 3.1b) since H2 
emissions increased more in the NH than in the SH due to the asymmetric intensity of road 
transportation activities between the hemispheres. The background surface H2 mixing ratio 
increases by at least 40% in the NH and by at least 35% in the SH, reaching about 1.2 ppmv in 
the NH and 1.15 ppmv in the SH. The highest H2 concentrations (greater than 1.6 ppmv) are in 
eastern China and Korea, corresponding to a greater than 75% increase from the baseline 
scenario. H2 concentrations increase by approximately 50% in northeastern United States. The 
largest increase (~45%) in zonal-average H2 concentration occurs in the boundary layer in the 
northern hemisphere mid-latitudes where road transportation activities are concentrated. The 
spatial distributions of the H2 concentrations in the BL+H2 and H2-ICE scenarios (not shown) are 
nearly identical to those in the H2-FC scenario. The geographical pattern of relative increase in 
surface H2 concentrations in this scenario is similar to that calculated by Schultz et al. (2003) 
even though they assumed a leakage rate of 3% and their calculation is for the year 2000 
atmosphere. However, the increase in eastern Asia is comparatively larger in this study because 
of the projected significant economic development in this region by 2050.  
In the B1 baseline scenario the average tropospheric H2 mixing ratio is 621 ppbv (Table 
3.2), and the annual-mean ground-level H2 concentration is ~600 ppbv (Figure 3.1c). The inter-
hemispheric gradient is of the same direction as in the current atmosphere with higher 
background H2 concentrations in the SH. Since human activities that emit H2 are not as intensive 
as in the A1FI scenario, there are few regions bearing significantly higher than background 
value, except the northeastern United States, where H2 concentrations are around 650 ppbv. 
In the B1 H2 scenarios (BL+H2, H2-FC, and H2-ICE) the tropospheric H2 burden increases 
by ~20%, corresponding to a mean tropospheric concentration of 740 ppbv. In the H2-FC 
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scenario (the other two are quite similar), surface H2 concentrations in remote regions increase 
from the BL scenario by more than 20% in the NH and by more than 15% in the SH (Figure 
3.1d), leading to a slightly higher H2 concentration in the NH, a reverse in the inter-hemispheric 
gradient. Maximum H2 mixing ratios (860 ppbv) occur in eastern Asia, corresponding to a more 
than 40% increase from the baseline scenario.  
3.2. Ozone (O3) 
The annual average tropospheric ozone concentration is 44 ppbv in the 2050 A1FI BL 
scenario, higher than the 2000 value of 39 ppbv (IPCC, 2001), due to increased precursor 
emissions. The summertime (June, July, and August) average surface ozone concentrations over 
land in the A1FI BL scenario are projected to be mostly above 40 ppbv (Figure 3.2a). 
Summertime ozone concentrations are highest near densely populated areas, such as the eastern 
United States, California, the Middle East, and eastern China. In the A1FI H2-FC scenario, 
surface ozone mixing ratios decrease by more than 5% around the world, with as much as 20% 
decrease in Latin America and Southeast Asia (Figure 3.2b). In heavily polluted areas surface 
ozone mixing ratios are about 10% lower than those in the BL scenario. However, ozone 
increases in some localized populated areas in eastern China, Korea, and London, UK. In these 
regions ozone production is VOC-limited, hence decreasing both NOx and VOC emissions, as in 
this H2 fuel cell case, does not effectively decrease ozone. While the changes in ozone extend 
throughout the troposphere, the largest changes occur near the surface (Figure 3.3). In the A1FI 
H2-FC scenario, zonally-averaged summertime ozone mixing ratios are at least 5% lower than in 
the BL scenario in the lower troposphere (Figure 3.3b). The maximum decrease (more than 10%) 
appears in the boundary layer at the low latitudes of the NH (centered at around 15°N). 
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In the A1FI H2-ICE scenario summertime surface ozone concentrations are virtually 
unchanged over most of the globe (Figure 3.2c). The relatively modest decreases occur over 
limited regions, such as England and Korea, which tend to include the highly localized regions 
where ozone increased in the H2 fuel cells scenario. The zonally-averaged ozone concentrations 
do not change significantly except in the lower troposphere of the northern middle latitudes, 
where ozone decreases by as much as 5% (Figure 3.3c). 
In the 2050 B1 BL scenario, the average tropospheric ozone concentration is ~37 ppbv, 
slightly lower than the current value, due to slightly decreased precursor emissions (except NOx 
which slightly increases). The distribution pattern of the summertime surface ozone 
concentrations over the world is similar to that for the corresponding A1FI scenarios, but the 
concentrations are 10-20 ppbv lower than those in the A1FI BL scenario (Figures 3.2d, 3.3d). In 
the B1 H2-FC scenario, summertime near surface ozone decreases significantly (by 10% to 30%) 
(Figures 3.2e, 3.3e) along the coasts of the United State, making them considerably lower than 
current O3 concentrations. Ozone reductions in the B1 H2-ICE scenario are not as apparent 
(Figures 3.2f, 3.3f) except the same sensitive areas as in the A1FI H2-ICE scenario, where 
relative reductions are no more than 15%.  
The simulation results of the CMAQ model over the contiguous United States is 
consistent with the global model results in general; however, due to its finer resolution, CMAQ 
is capable of capturing some of the finer features of the ozone concentrations. For example, 
while CAM-Chem predicts that the highest summertime ozone concentrations appear in 
California and the Midwest, CMAQ predicts higher maximum daily 8-hour average ozone 
concentrations near population centers and along the west and east coasts with a plume extending 
off the east coast (Figures 3.4a,d). Over the southwestern United States and parts of the East 
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Coast, daily maximum 8-hour average O3 concentrations at surface are projected to exceed the 
U.S. EPA National Ambient Air Quality Standards (NAAQS) of 75 ppbv over much of the 
summertime for the A1FI BL scenario. In contrast, concentrations are in compliance with the 
NAAQS (below ~56 ppbv) for the vast majority of the time for the B1 BL scenario.  
Relatively large decreases in daily maximum 8-hour O3 concentrations are noted with the 
adoption of the H2-FC scenarios. For both the A1FI and B1 scenarios the decreases are largest 
over the population centers (Figures 3.4b,e). The decreases in summertime O3 concentrations are 
nearly 18 ppbv for A1FI and 12 ppbv for the B1 scenario respectively. In stark contrast to these 
decreases for the H2-FC scenario there is little decrease in daily maximum 8-hour O3 
concentrations for the H2-ICE scenario over vast majority of the United States (Figures 3.4e,f). 
There are some relatively small reductions over the Los Angeles and San Francisco regions of 
California and a few very localized spots in the Midwest but these reductions are much less 
significant than in the H2-FC scenario.  
In the A1FI H2-FC scenario the population of the United States would experience 
considerably fewer days above the 75 ppb limit than in the baseline scenario (Figure 3.5). Here 
an analysis of time cumulated population exposure to levels of ambient ozone is performed using 
population data from the 2000 U.S. census (http://www.esri.com/data/download/census2000-
tigerline/index.html) and assuming the population distribution has not changed significantly in 
2050. There is a large shift towards lower O3 concentrations for the H2-FC scenarios for both the 
A1FI and B1 scenarios (Figure 3.5). In the A1FI scenario much of the large tail area above 75 
ppbv is reduced and compliance with the ozone air quality standard is much more frequent 
(Figure 3.5). While the improvements for the H2-FC scenarios are quite impressive, the H2-ICE 
scenario provides almost no noticeable improvement. The distributions are extremely similar 
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except for a small reduction in the over 75 ppbv tail. In the B1 scenarios (Figure 3.5) the 
standard is rarely exceeded in any scenario, but still there are substantial improvements with the 
adoption of a fuel cell powered road sector.  
The scenarios examined in this study suggest that summertime O3 over the contiguous 
United States is predominantly NOx controlled, suggesting the importance of the utilization of 
non-combustion technologies, e.g., fuel cells, in which NOx emissions are voided, in a H2-based 
road transportation sector towards improving O3 air quality.  
3.3. The Tropospheric Oxidizing Capacity (OH) and Climate Implication 
As discussed in Sect 1, utilization of H2 raises concern over its potential impact on the 
oxidizing capacity of the troposphere. The model simulations show that adoption of a H2-based 
road transportation sector can either decrease or increase the tropospheric OH abundance, 
depending on the technology option selected.  
The tropospheric mean OH abundance changes from the 2000 modeled value of 9.7 × 105 
molecules/cm3 to 9.1 × 105 molecules/cm3 in the 2050 A1FI baseline scenario (Table 3.1), 
mainly a result of the projected increase in CO emissions and CH4 concentration in this scenario 
despite that the modeled tropospheric O3 concentration increases. In contrast, the tropospheric 
mean OH abundance increases to 10.1 × 105 molecules/cm3 in the B1 baseline scenario (Table 
3.2) due to the projected decreased CO emissions in this scenario. 
The sensitivity study of the BL+H2 scenarios suggests that H2 leakage emission itself 
from a H2-based road transportation sector can have some impact on tropospheric OH 
abundance, assuming a leakage rate of 2.5%. The mean tropospheric OH abundance decreases by 
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2% and 1% in the A1FI and B1 scenarios, respectively, from the baseline scenarios (Tables 3.1, 
3.2). The reductions in OH abundance mainly occur in the tropical troposphere (Figures 3.6a,d).  
The combined effect of H2 leakage emission and reductions in ozone precursor emission 
in the A1FI and B1 H2-FC scenarios is a 4% decrease in the mean tropospheric OH abundance 
(Tables 3.1, 3.2). The largest OH abundance reduction is in the tropical boundary layer and 
extends to the middle troposphere (Figures 3.6b,e). However, the OH abundance increases in the 
remote troposphere at high-latitudes in the NH as a result of its decreased sink against CO, as CO 
concentrations decrease there.  
In the H2-ICE scenarios the tropospheric OH abundance would actually increase by 7% 
for the A1FI scenario and by 3% for the B1 scenario (Tables 3.1, 3.2) despite the increased 
atmospheric H2 concentrations, which reduce OH abundance by 2%. This is likely because O3 
initiated OH production is not severely affected in these scenarios while the OH sink through 
reactions with CO and other fossil fuel combustion byproducts is significantly reduced. The 
tropospheric OH abundance increases by 10% and by 3% in the NH and in the SH, respectively, 
in the A1FI H2-ICE scenario (Figure 3.6c), whereas it increases by 5% and by 1% in the NH and 
in the SH, respectively in the B1 H2-ICE scenario (Figure 3.6f). Evidently the effect of the H2 
economy on global OH is relatively small for the scenarios examined here and can be positive or 
negative with relatively minor contributions to atmospheric chemistry and climate forcing as 
discussed next.  
3.3.1. Impact on CH4 Lifetime and Climate 
Since the reaction with OH is the primary sink of CH4, changes in the OH abundance 
have direct impacts on the atmospheric CH4 lifetime. Here the CH4 lifetime was calculated by 
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dividing the CH4 tropospheric burden by its sink against OH. A companion run of the current 
atmosphere estimates CH4 lifetime to be 8.7 years, well within the 8~10 years range summarized 
by IPCC (2007). The baseline CH4 lifetime is 9.1 years for the A1FI scenario and 8.3 years for 
the B1 scenario. In the 2050 H2-FC scenarios the CH4 lifetimes increased by 7% to 9.7 years for 
the A1FI scenario and by 6% to 8.8 years in the B1 scenario. However, in the H2-ICE scenarios 
the CH4 lifetime decreased by 4% to 8.7 years in the A1FI scenario and by 2% to 8.1 years in the 
B1scenario. These changes imply that transitioning to a H2 fuel cell type road transportation 
sector may exacerbate climate warming due to CH4 through its increased lifetime. However, the 
amount of warming due to CH4 will depend on its actual atmospheric concentrations which will 
depend on many factors including how any transition to a H2 economy occurs and changes in 
other, e.g.,  biogenic, CH4 emissions which have not been evaluated here. 
It is interesting to investigate the combined climate effects of a H2-based road 
transportation sector in terms of both changes in CH4 lifetime and changes in O3 concentration. 
In the H2-FC scenarios, the decrease in tropospheric ozone concentrations, which implies a 
cooling effect, is accompanied by increase in CH4 lifetime, which implies a warming effect. The 
two effects tend to offset each other, but the effect is inhomogeneous because tropospheric ozone 
is short-lived and is thus not uniform, whereas CH4 is long-lived and uniform. The changes in 
aerosol loadings, especially for soot and sulfate, would further complicate the combined climate 
effect problem of the H2-FC scenarios.  
Whereas in the H2-ICE scenarios, both tropospheric ozone concentration and CH4 
lifetime are decreased, implicating a negative radiative forcing. Taking soot reductions enhances 
this cooling effect while reductions of sulfate aerosols would counteract it. Again, it is interesting 
to investigate the climate effect of the H2-ICE scenarios because of its inhomogeneity.   
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3.4. Nitrogen Oxides (NOx) 
The tropospheric NOx burden depends on the type of H2 technology option selected. In 
the H2-FC scenarios tropospheric NOx concentrations are reduced significantly, by 16% in the 
A1FI scenario and by 11% in the B1 scenario (Tables 3.1, 3.2). In the H2-ICE scenarios, 
however, tropospheric NOx concentrations increase by 10% in the A1FI scenario and by 3% in 
the B1 scenario.  
Regions with intense human activities, such as eastern China, India, northeastern United 
States, and Western Europe, have high NOx concentrations in the baseline scenarios (Figures 
3.7a,d). These regions would benefit substantially from NOx reductions in the A1FI H2-FC 
scenario. Annual mean ground-level NOx concentrations decrease considerably along the coasts 
of North and South America, Western Europe, North Africa, the Middle East, New Zealand, and 
Japan (Figure 3.7b) with relative reductions as high as 80%. Although some remote areas have 
large relative changes, for example much of the remote Southern Hemisphere, the absolute 
changes are quite small there, as the baseline NOx mixing ratio is rather low. The relative 
reductions are most pronounced in wintertime, when the boundary layer height is lower and 
ventilation is inhibited. In the B1 H2-FC scenario, the reduction in NOx concentrations occurs in 
the same regions, but the percentages are about half of those in the A1FI scenario (Figure 3.7e). 
In the A1FI and B1 H2-ICE scenarios the simulated surface NOx concentration change is 
not apparent in the NOx pollution areas (Figures 3.7c,f), showing that the internal combustion 
engine type of H2 society would not be as effective in ground-level NOx mitigation.  
As in the global CAM-Chem simulations the CMAQ model results show that higher NOx 
concentrations tend to appear in wintertime, so here analysis is focused on the wintertime 
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(February) changes. NOx peaks are concentrated in the northeastern United States and in 
locations in the west, e.g., Los Angeles and Bay areas of California (Figures 3.8a,d). Wintertime 
concentrations are higher than summertime concentrations and concentrations are higher in the 
A1FI than B1 scenarios. There are large decreases in NOx concentrations with the adoption of a 
H2 fuel cell transportation sector (Figures 3.8b,e), up to ~13 ppbv (~50%) in winter over the 
northeast United States for the A1FI scenario. However, for the H2-ICE scenario there is almost 
no change in wintertime NOx concentrations evident (Figures 3.8c,f).  
3.5. Carbon Monoxide (CO) 
The tropospheric CO burdens decrease by 14% and 18% for the A1FI H2-FC and H2-ICE 
scenarios respectively, and by 4% and 7% for the B1 H2-FC and H2-ICE scenarios respectively 
(Tables 3.1, 3.2).  
In the A1FI baseline scenario, annual mean surface CO concentrations over North 
America and Eurasia exceed 200 ppbv (Figure 3.9a). Higher values are present in the 
northeastern U.S., Central Europe and Eastern China. There are also higher than background 
concentrations in the tropics due to biomass burning. In the B1 baseline scenario, annual mean 
surface CO concentrations over the NH continents are over 100 ppbv (Figure 3.9b). Higher 
concentrations are seen in eastern China, northeastern U.S., and tropical regions.   
In the A1FI H2-FC scenario, surface CO concentrations in remote areas of the NH 
decrease by at least 20% (Figure 3.9b). Relative CO concentration reductions in the H2-FC 
scenario are largest in hotspots of human activities, such as northeastern U.S., California, central 
and western Europe, eastern China, South Korea and Japan. Concentrations in New York City 
decrease by as much as 80%. The CO mitigation is perennial but is most pronounced in winter. 
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In the H2-ICE scenario the ground-level CO concentration reduction pattern is similar to that in 
the A1FI H2-FC scenario, but the magnitude of reduction is even larger (Figure 3.9c), due to 
~11% higher OH concentrations in the A1FI H2-ICE scenario than the A1FI H2-FC scenario. 
This is a result of the increase in atmospheric oxidizing capacity in the H2 internal combustion 
engine scenarios which will lead to decreases in species that react with OH, e.g., CO and other 
VOC.  
In the B1 H2-FC and H2-ICE scenarios, the background CO concentrations in the NH 
decrease by 10~20% relative to the baseline scenario (Figures 3.9d,e,f). The largest relative 
reduction (up to 50%) appears over northeastern United States. There is also a 30% decrease in 
Western Europe. The relative and absolute CO decreases in B1 H2 scenarios are smaller than 
those in the corresponding A1FI scenarios.  
The regional U.S. CMAQ simulations are consistent with the CAM-Chem global 
simulations with 2050. Baseline CO concentrations are generally highest over the east coast in 
wintertime with monthly average wintertime concentrations of greater than 400 ppbv and 150 
ppbv over much of the Eastern part of the United States in the A1FI and B1 scenarios 
respectively (Figures 3.10a,d). However, analysis shows that there is no violation of CO 
NAAQS, that is, 8-hr average not to exceed 9 ppmv and 1-hr average not to exceed 35 ppmv 
more than once per year, in any of the scenarios examined. In the H2-FC and H2-ICE scenarios 
there are large decreases in CO concentrations due to the decrease in CO emissions. The largest 
decreases occur over areas with the highest emissions in the baseline case and, in contrast to 
some other pollutants, there are only slight differences between the H2-FC and H2-ICE scenarios. 
Wintertime CO decreases are nearly 280 ppbv and 100 ppbv for the A1FI and B1 scenarios over 
polluted regions, corresponding to decreases over much of the east coast of greater than 60% 
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(figures 3.10b,c,e,f). Summertime decreases are nearly half as large as wintertime decreases (not 
shown) because the wintertime planetary boundary layer is shallower, there is less vigorous 
vertical mixing, and chemical loss is lower.  
3.6. Aerosols  
In the H2-FC scenarios, tropospheric aerosols, especially soot, sulfate aerosols and 
ammonium nitrate concentrations are significantly reduced as a result of emissions decreases. In 
the H2-ICE scenarios, tropospheric soot and sulfate aerosol concentrations decrease while 
ammonium nitrate aerosol concentrations increase due to the NOx concentration increase.  
In CAM-Chem PM2.5 includes sulfate aerosol, nitrate aerosol, black carbon, organic 
carbon, secondary organic aerosol, and dust and sea salt aerosol with diameter no larger than 2.5 
µm. Since emission changes have little impact on dust and sea salt aerosol, these types of aerosol 
are excluded in following discussion of PM2.5.  
Figures 3.11a and 3.11d show the CAM-Chem simulated annual mean surface PM2.5 
concentrations in the A1FI and B1 BL scenarios, repectively. In the A1FI BL scenario, eastern 
China is subject to high PM2.5 concentrations of more than 100 µg/m3. Surface PM2.5 
concentrations can be as high as 50 µg/m3 in northern India and parts of Indonesia. In central 
Europe near ground PM2.5 concentrations reach 30 µg/m3. In the eastern United States surface 
PM2.5 concentrations are 10~20 µg/m3. Annual mean surface PM2.5 concentrations in the B1 BL 
scenario (Figure 3.11d) are generally lower than those in the A1FI BL scenario. In central 
Europe and eastern United States it is ~10 µg/m3 lower, whereas in eastern China it can be ~50 
µg/m3 lower than in the A1FI BL scenario. 
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In the A1FI H2-FC scenario, annual mean surface PM2.5 concentrations are significantly 
reduced in eastern China and northern India, by up to 10 µg/m3 (Figure 3.11b). In northeastern 
United States and Europe, PM2.5 concentrations are reduced by 1-3 µg/m3. In the A1FI H2-ICE 
scenario, surface PM2.5 concentrations reductions in the northeastern United States, India and 
Europe are not as significant as in the A1FI H2-FC scenario, whereas the reductions in eastern 
China is comparable to the A1FI H2-FC scenario (Figure 3.11c).  
In the B1 H2-FC scenario, there are only a few locations having annual mean surface 
PM2.5 concentrations reductions of more than 1 µg/m3 (Figure 3.11e). The maximum reduction of 
~5 appears in eastern China. In the B1 H2-ICE scenario, surface PM2.5 concentrations reductions 
are even less significant as in the B1 H2-FC scenario. Higher reductions are only seen in eastern 
China (Figure 3.11f).  
Again, the regional U.S. CMAQ simulations are consistent with the global CAM-Chem 
simulations but with more localized peaks due to their higher resolution. In the A1FI and B1 
baseline scenarios the only location in the contiguous U.S. exceeding the annual mean PM2.5 
NAAQS (15 µg/m3) is around Buffalo, NY. In the H2-FC and H2-ICE scenarios in both the A1FI 
and B1 scenarios, annual mean PM2.5 concentration in Buffalo, NY decreases, but it is still above 
the NAAQS.  
PM2.5 concentrations are typically higher in winter than in summer. For the baseline A1FI 
and B1 scenarios, highest PM2.5 concentrations over the contiguous United States appear 
generally along the Ohio River Valley and the East Coast (Figures 3.12a,d). February average 
surface concentrations peak at roughly 9 µg/m3 for the A1FI scenario and around 8 µg/m3 for the 
B1 scenario. As with O3, improvements in PM2.5 air quality depend on the technology adoption 
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scenario. PM2.5 reductions are greatest with the H2-FC scenarios' NOx and VOC emissions 
reductions while the reductions are much more modest with the VOC only emissions reductions 
of the H2-ICE scenario. While the areas of largest absolute decrease correspond to the areas of 
highest initial concentrations the areas of largest relative decrease are typically over areas with 
lower initial concentrations in the Midwest and west coast. For the H2-FC scenario there are 
reductions of ~1.5 µg/m3 and ~1 µg/m3 for the A1FI and B1 scenarios in February over the 
regions of high concentration in the Midwest (Figures 3.12b,e). For the H2-ICE scenario 
reductions are much more modest at around 1 and 0.5 µg/m3 for the A1FI and B1 scenarios, 
respectively, and more concentrated on the eastern seaboard (Figures 3.12c,f). The smaller PM2.5 
reduction in the H2-ICE scenarios is primarily due to the impact of nitrate aerosol PM2.5 
production from the NOx emissions, whereas in the H2-FC scenario there are reductions in soot, 
sulfate, and nitrate aerosols as well as secondary organic aerosol formation from decreases in 
VOC emissions.  
The changes in annual mean surface PM10 concentrations (not shown) are the same as 
those for PM2.5, because the diameters of the aerosol reduced are less than 2.5 µm in the CAM-
Chem simulation. The following sections discuss the aerosol components that are significantly 
reduced.  
3.6.1. Soot  
In the baseline scenarios soot (black carbon) concentrations at the surface are rather low 
in remote regions (less than 1 µgC/m3) (Figures 3.13a,d). It is nearly absent in the air of pristine 
regions (concentrations less than 0.1 µgC/m3). In the tropics soot concentrations are higher due 
to biomass burning. Densely populated regions are plagued with soot pollution from intense 
fossil fuel combustion activities. These regions include eastern China, Europe, North America, 
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Korea, Japan, and India. The worst pollution occurs in eastern China, where annual mean soot 
concentration can be up to more than 10 µgC/m3 in the A1FI BL scenario.  
The tropospheric soot burden would decrease by 17% and 7% in the A1FI and B1 
scenarios, respectively (Tables 3.1, 3.2), both in the H2-FC and the H2-ICE scenarios. Ground-
level soot would be significantly reduced in most of the United States, Europe, and Japan 
(Figures 3.13b,c,e,f). In the A1FI scenario a H2-based road transportation sector reduces surface 
soot concentrations by as much as 50% in the United States and Western Europe (Figure 3.13b). 
Soot concentrations are also reduced by 30~40% in the North Atlantic Ocean region and other 
regions downwind of key polluted areas. There is also significant relative reduction (~20%) of 
soot in eastern China. The pattern of surface soot concentration reduction is almost identical in 
the A1FI H2-ICE scenario to that in the A1FI H2-FC scenario (Figure 3.13c). In the B1 scenarios 
soot reductions in the H2-FC and H2-ICE scenarios are 10-20% less than in the corresponding 
A1FI scenarios, but they are still significant reductions and bear similar pattern (Figures 3.13e,f).  
Soot is a warming climate agent (IPCC, 2001), though there remain uncertainties in 
quantitative understandings. Reductions of tropospheric soot, as in with a H2-based road 
transportation sector, would have cooling effect on climate. This effect would be inhomogeneous 
in space since the reduction is not uniform. 
3.6.2. Sulfate aerosols 
Sulfate aerosols (SO4) are associated with human activities (Figures 3.14a,d). The highest 
annual mean surface concentrations (~10 µgSO4/m3) are seen in eastern China, India, and 
Mexico in the A1FI BL scenario. In the B1 BL scenario, sulfate aerosol pollution in these 
densely populated areas is slightly less severe than in the A1FI BL scenario. 
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The tropospheric sulfate aerosol burdens decrease by 4% for both the A1FI and B1 H2-
FC scenarios (Tables 3.1, 3.2). In the A1FI H2-FC scenario, surface SO4 mass concentrations 
decrease by approximately 5% around the world. Higher reductions of ~10% occur in southern 
California, Southeast Asia and New Zealand (Figure 3.14b). The increase in Antarctica is not 
significant as the background sulfate aerosol concentration is extremely small there (less than 0.1 
µg SO4/m3) (Figures 3.14a,d). 
The tropospheric sulfate aerosol burdens decrease by 3% for the two H2-ICE scenarios. In 
the A1FI H2-ICE scenario, there is around 10%-15% decrease in SO4 mass concentration over 
most Eurasia, North Africa, western United States, Mexico, and South America (Figure 3.14c). 
The H2-ICE scenario is slightly less powerful than H2-FC scenario in SO4 mitigation (Figure 
3.14f) because the former has greater oxidizing power, which makes the oxidation of SO2 to 
sulfate aerosols faster than in the latter scenario.  
3.6.3. Ammonium nitrate 
In 2050 as today annual mean surface ammonium nitrate aerosols (NH4NO3) 
concentrations are higher in regions with intense human activities, such as, the northeastern 
United States, Europe and eastern China and India (Figures 3.15a,d). The highest annual mean 
surface concentrations (~10 µg/m3) are seen in eastern China and India in the A1FI BL scenarios. 
Surface ammonium nitrate aerosols concentrations are slightly lower in the B1 BL scenarios than 
in the A1FI.  
The tropospheric ammonium nitrate aerosol burdens decrease by 12% and by 9% in the 
A1FI and B1 H2-FC scenarios, respectively (Tables 3.1, 3.2). In the A1FI H2-FC scenario, 
surface concentrations decrease significantly around the world. Concentrations decrease by as 
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much as 80%, for example in California (Figure 3.15b). Reductions are nearly as significant in 
the B1 H2-FC scenario as in the A1FI H2-FC scenario in terms of percent change (Figure 3.15e).  
The tropospheric ammonium nitrate aerosol burdens increase by 3% and by 2% in the 
A1FI and B1 H2-ICE scenarios, respectively (Tables 3.1, 3.2). Surface concentrations increase in 
remote regions (Figures 3.15a,d) as a result of the increased NOx concentrations there (see 
Section 4.4). In the A1FI H2-FC scenario, there are slight concentration reductions (~10%) in 
Ohio River Valley and in eastern China (Figure 3.15b). The relative increase in remote regions is 
not significant as the background concentration is extremely small there (less than 0.1 µg/m3) 
(Figures 3.15a,d).  
3.7. Conclusions 
The possible impacts of transitioning to a H2 powered road transportation sector in 2050 
are evaluated using atmospheric chemistry-climate models and emissions scenarios based on the 
IPCC A1FI and B1 SRES growth scenarios and fuel cell and internal combustion engine 
technology options. The model simulation results show that air quality would improve 
significantly with adoption of a H2 fuel cell type road transportation sector (H2-FC scenarios). 
Primary gaseous (CO, NOx) and particulate (soot) pollutants are reduced substantially once the 
fossil fuel based road transportation sector transitions to H2 fuel cells. Ozone, a major secondary 
pollutant that often exceeds air quality standards in some regions of the United States (and is a 
severe problem in developing countries), would be reduced to a significant extent as its 
precursors, CO, NOx and NMVOCs emissions are reduced. Additionally, concentrations of 
particulate matter, especially those with diameter less than 2.5 µm (PM2.5) would be significantly 
reduced in densely populated regions.  
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Some aspects of air quality would also improve with application of a H2 internal 
combustion engine type road transportation sector (H2-ICE scenarios). Ambient ozone 
concentrations would decrease slightly as its precursor emissions by fossil fuel combustion from 
road transportation sector are eliminated. Ozone mitigation with the H2-ICE option is not nearly 
as effective as in the H2-FC scenarios but is somewhat more effective in the relatively few VOC-
limited regions. Urban PM2.5 concentrations would not be significantly reduced except in eastern 
China. 
For each specific type of H2 technology applied in the road transportation sector, the 
reductions of key air pollution species are not as significant in the B1 scenario as in the A1FI 
scenario. However, since the emissions of key ozone and aerosol precursors are lower in the B1 
scenarios, air quality in the B1 scenarios is generally better than that in the A1FI scenarios. For 
example, tropospheric ozone concentrations are substantially lower in all of the B1 scenarios 
than in all of the A1FI scenarios regardless of the H2 technology adopted. 
With a leakage rate of 2.5%, H2 emissions in a H2-based road transportation sector are 
larger than the replaced H2 emissions from fossil fuel burning, leading to increased H2 
concentrations in the atmosphere. The added H2 would decrease tropospheric OH abundance, 
resulting in elongated CH4 lifetime and thus warming. However, when taking changes in 
emissions of CO, NOx and NMVOCs into account, the picture of the climate impact is more 
complicated. In the H2-FC scenarios, the combined effect of emission changes is a 4% decrease 
in OH abundance, which contributes to warming by increasing CH4 lifetime.  On the other hand, 
concurrent decrease in tropospheric O3 concentrations would provide a cooling mechanism. The 
overall effect is further complicated by the temporal and spatial inhomogeneity of the two 
offsetting mechanisms. In the H2-ICE scenarios, both decrease in CH4 lifetime due to OH 
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increase and the decrease in tropospheric O3 tend to cool the climate while, again, 
inhomogeneities in space and time would complicate the problem. 
It is worth noting that the emission scenarios are assumed 100% market penetration of H2 
technologies in 2050. That is, all vehicles operating on road are replaced with H2 powered ones. 
It is also assumed that the H2 for road transportation is produced by renewable, nuclear, or fossil 
fuel facilities with advanced scrubbing technologies with no emissions associated with its 
production. The positive and negative impacts presented here will decrease in magnitude to the 
extent that market penetration is not total and if there are emissions associated with H2 
production.  
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3.8. Figures and Tables
 
Figure 3.1 CAM-Chem simulated 2050 annual-mean ground-level H2 mixing ratios in the A1FI 
(a) and B1 (c) Baseline scenarios and the percent differences for the A1FI (b) and B1 (d) H2-FC 
scenarios. Note the different scales. 
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Figure 3.2 CAM-Chem simulated 2050 summertime (June, July, and August) average ground-
level O3 mixing ratios in the A1FI (a) and B1 (d) Baseline scenarios and percent differences for 
the H2 Fuel Cell (H2-FC) and H2 Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). 
Note the different scales. 
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Figure 3.3 CAM-Chem simulated 2050 summertime (June, July, and August) average zonal-
mean O3 mixing ratios in the A1FI (a) and B1 (d) Baseline scenarios and percent differences for 
the H2 Fuel Cell (H2-FC) and H2 Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). 
Note the different scales.  
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Figure 3.4 July 2050 averages of the daily maximum 8-hour-average O3 concentrations 
simulated by CMAQ for the A1FI (top) and B1 scenarios (bottom). Each row contains the 
Baseline scenarios (left: a and d), differences between the Baseline and H2 Fuel Cell (H2-FC) 
scenarios (center: b and e), and differences between the Baseline and H2 Internal Combustion 
Engine (H2-ICE) scenarios (right: c and f). Data are averaged over the lowest model level (~100 
m). Note that the scales are different among panels. 
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Figure 3.5 Normalized probability distribution [population*days/ppb] of CMAQ simulated 
surface daily maximum 8-hour-average O3 concentrations throughout one year for the A1FI (left) 
and B1 (right) Baseline, H2-ICE, and H2-FC scenarios across the United States. Distributions are 
based on the U.S. population distribution for 2000 and the bin interval is 1 ppbv. 
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Figure 3.6 CAM-Chem simulated 2050 annual averaged zonal-mean OH abundance differences 
in the H2 BL+H2, H2-FC, and H2-ICE scenarios from the corresponding BL scenarios (10-4 cm-3). 
Note the different scales.
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Figure 3.7 CAM-Chem simulated 2050 annual mean surface NOx mixing ratios in the A1FI (a) 
and B1 (d) Baseline scenarios and percent differences for the H2 Fuel Cell (H2-FC) and H2 
Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). Note the different scales. 
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Figure 3.8 February 2050 average NOx concentrations (ppbv) simulated by CMAQ for the A1FI 
(top) and B1 scenarios (bottom). Each row contains the BL scenarios (left: a and d), differences 
(ppbv) between the BL and H2-FC scenarios (center: b and e), and differences (ppbv) between 
the BL and H2-ICE scenarios (right: c and f). Data are averaged over the lowest level (~100 m). 
Note that the scales are different among panels. 
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Figure 3.9 CAM-Chem simulated 2050 annual mean surface CO mixing ratios in the A1FI (a) 
and B1 (d) Baseline scenarios and percent differences for the H2 Fuel Cell (H2-FC) and H2 
Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). Note the different scales. 
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Figure 3.10 February 2050 averages CO concentrations (ppbv) simulated by CMAQ for the A1FI 
(top) and B1 scenarios (bottom). Each row contains the BL scenarios (left: a and d), differences 
(ppbv) between the BL and H2-FC scenarios (center: b and e), and differences (ppbv) between 
the BL and H2-ICE scenarios (right: c and f). Data are averaged over the lowest level (~100 m). 
Note that the scales are different among panels. 
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Figure 3.11 CAM-Chem simulated 2050 annual mean surface non-dust PM2.5 concentrations in 
the A1FI (a) and B1 (d) Baseline scenarios and differences for the H2 Fuel Cell (H2-FC) and H2 
Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). Note the different scales. 
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Figure 3.12 February 2050 average PM2.5 concentrations (µg/m3) simulated by CMAQ for the 
A1FI (top) and B1 scenarios (bottom). Each row contains the BL scenarios (left: a and d), 
differences (µg/m3) between the BL and H2-FC scenarios (center: b and e), and differences 
(µg/m3) between the BL and H2-ICE scenarios (right: c and f). Data are averaged over the lowest 
level (~100 m). Note that the scales are different among panels. 
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Figure 3.13 CAM-Chem simulated 2050 annual mean surface soot concentrations in the A1FI (a) 
and B1 (d) Baseline scenarios and percent differences for the H2 Fuel Cell (H2-FC) and H2 
Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f).Note the different scales. 
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Figure 3.14 CAM-Chem simulated 2050 annual mean surface SO4 concentrations in the A1FI (a) 
and B1 (d) Baseline scenarios and percent differences for the H2 Fuel Cell (H2-FC) and H2 
Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). Note the different scales. 
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Figure 3.15 CAM-Chem simulated 2050 annual mean surface NH4NO3 concentrations in the 
A1FI (a) and B1 (d) Baseline scenarios and percent differences for the H2 Fuel Cell (H2-FC) and 
H2 Internal Combustion Engine (H2-ICE) scenarios (b, c, e and f). Note the different scales. 
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Table 3.1 Tropospheric burdens for the 2000 atmosphere, the 2050 A1FI baseline scenario and 
percent changes for the baseline + H2 (BL+H2), Hydrogen fuel cell (H2-FC), and Hydrogen 
internal combustion engine (H2-ICE) scenarios from the 2050 A1FI baseline scenario simulated 
by the CAM-Chem model. 
 2000 2050 Baseline BL+H2 H2-FC H2-ICE 
H2 626 ppbv 839 ppbv 41% 40% 38% 
O3 37 ppbv 44 ppbv 0% -7% -1% 
OH 9.7 × 105 molecules/cm3 9.1×105 molecules/cm3 -2% -4% 7% 
CO 97 ppbv 133 ppbv 1% -14% -18% 
NOx 60 pptv 100 pptv 0% -16% 10% 
soot 0.025 µgC/m3 0.025 µgC/m3 0% -17% -17% 
SO4 0.30 µgSO4/m3 0.34 µgSO4/m3 0% -4% -3% 
NH4NO3 0.010 µg/m3 0.014 µg/m3 0% -12% 3% 
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Table 3.2 Tropospheric burdens for the 2050 B1 Baseline scenario and percent changes for the 
Baseline + H2 (BL+H2), Hydrogen Fuel Cell (H2-FC), and Hydrogen internal combustion engine 
(H2-ICE) scenarios from the CAM-Chem model simulations. 
 Baseline BL+H2 H2-FC H2-ICE 
H2 621 ppbv 20% 20% 19% 
O3 37 ppbv 0% -5% -1% 
OH 10.1×105 molecules/cm3 -1% -4% 3% 
CO 90 ppbv 0% -4% -7% 
NOx 60 pptv 0% -11% 3% 
soot 0.014 µgC/m3 0% -7% -7% 
SO4 0.33 µgSO4/m3 0% -4% -3% 
NH4NO3 0.010 µg/m3 0% -9% 2% 
 
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CHAPTER 4: IMPACT OF A FUTURE HYDROGEN ECONOMY ON 
STRATOSPHERIC OZONE 
 
The MOZART model simulation results are described and discussed in this chapter. In 
the following analysis, the stratosphere is defined as the model levels above the tropopause and 
adopts the World Meteorological Organization (WMO) definition of tropopause, i.e., the lowest 
level at which the lapse rate decreases to 2 K/km or less. The modeling results show that the 
combined effect of increased H2 emissions and other emission changes in a H2-based road 
transport sector would tend to decrease ozone concentrations in the stratosphere in all scenarios 
except for the B1 H2-ICE scenario. The overall effects on annually, globally averaged 
stratospheric column ozone are -0.54%, -0.23%, -0.20% and +0.04% for A1FI H2-FC, A1FI H2-
ICE, B1 H2-FC and B1 H2-ICE scenarios, respectively. First the Baseline scenarios with a fossil 
fuel based road transportation sector will be analyzed and then the scenarios with H2 
technologies will be discussed and compared with the baseline scenario.  
4.1. Baseline scenarios 
In the 2050 Baseline simulations stratospheric ozone has recovered to a significant extent 
compared with today’s atmosphere, as would be expected from future decline of atmospheric 
halogen concentrations. On an annual mean global average basis, stratospheric column ozone 
increases by ~13 DU (1 Dobson Unit (DU) corresponds to 2.69×1020 ozone molecules per square 
meter) in the 2050 A1FI BL scenario and by ~11 DU in the 2050 B1 BL scenario, from the mid-
1990s atmosphere. Figure 4.1 shows stratospheric column ozone and its increase from the 
current atmosphere as a function of latitude and time of year in the two baseline scenarios. The 
increase is not uniform in space and time. The increase is least in the tropics, where stratospheric 
ozone increases by ~5 DU. Outside the tropics, the increase is generally greater than in the 
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tropics, but bears inter-hemispheric asymmetry; the increase in the Southern Hemisphere is 
generally greater than in the Northern Hemisphere. The increase in the hemispheric spring is 
largest throughout a year. Arctic stratospheric column ozone increases by ~20 and ~15 DU in the 
2050 A1FI and B1 baseline scenarios. In October and November Antarctic stratospheric column 
ozone increases by more than 70 DU from the current value (~150 DU) to ~220 DU, signaling a 
partial but still significant Antarctic ozone hole recovery. These results are within the range 
reported in WMO (2011). The recovery of the Antarctica ozone hole in October compares well 
with the average of model simulations in WMO (2011). 
4.2. H2 fuel cell scenarios  
The annual mean global average stratospheric column ozone in the A1FI H2-FC scenario 
decreases by 0.54% (~1.5 DU) from the A1FI baseline. In the tropics, zonal mean stratospheric 
column ozone decreases by less than 1 DU from December to May; whereas it decreases by 
1~1.5 DU from June to November (Figure 4.2a). Outside the tropics the reductions are even 
larger (greater than 1.5 DU). There is a large decrease (more than 2 DU) occurring north of 35°N 
from September to February, with the maximum reduction of 2.5 DU (0.8%) appearing at ~40°N 
in October. There is also a more than 2 DU reduction in the southern mid-latitudes from mid-
June to March.  
In the B1 H2-FC scenario the annual, global mean stratospheric column ozone decreases 
by 0.20% (~0.5 DU) from the B1 baseline scenario. The pattern of decrease is similar to that in 
the A1FI scenario, but the magnitude is smaller (Figure 4.2b). The decrease in the tropics does 
not exceed 0.6 DU (or 0.2%) throughout a year, while the decrease is even smaller (< 0.4 DU or 
0.15%) from December to June. Again, there are larger reductions outside the tropics (greater 
than 0.6 DU or 0.2%). In the Northern Hemisphere, there is a significant decrease (more than 0.8 
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DU) present north of 35°N from September to February. In the SH, there is a band of significant 
decrease (more than 0.6 DU or 0.2%) between 30°S and 60°S.  
In both the A1FI and B1 H2-FC scenarios, ozone concentrations are reduced throughout 
most of the stratosphere; however, there is a layer of slight increase of less than 1%, or 1×1010 
molecules cm-3 in the middle stratosphere (Figure 4.3). This layer of increased ozone is about 10 
km thick and starts from ~20 km altitude in the poles and from ~29 km altitude in the tropics. 
Above this layer in the upper stratosphere, ozone concentrations are reduced by less than 1×1010 
molecules cm-3, or 1%. Below the increased ozone layer the ozone concentration reductions are 
greater as the altitude decreases.  
The most significant reductions in annual, zonal mean ozone concentrations are in the 
upper troposphere/lower stratosphere (UT/LS) region. At each altitude level, ozone 
concentrations decreased more near the poles (up to 10×1010 molecules cm-3 in A1FI and up to 
5×1010 molecules cm-3 in B1) than in the tropics (around 4×1010 molecules cm-3 in A1FI and 
around 2×1010 molecules cm-3 in B1). The relative reduction, however, is greater in the tropics as 
there is less ozone in the baseline scenario. The maximum zonal mean O3 relative reduction (up 
to 10% in A1FI and up to 5% in B1) is at approximately 13 km altitude around 15ºN. In the 
lowermost stratosphere, ozone reductions occur partly because of the influence of the underlying 
troposphere, where ozone concentrations are reduced due to the reduced tropospheric ozone 
precursor emissions associated with the adoption of H2 fuel cells (Chapter 3), and partly because 
local ozone production is reduced as a result of a strong reduction in NOx concentrations. As 
shown in Figure 4.4, NOx mixing ratios in the tropical UT/LS region decrease by up to 12% (75 
pptv) in the A1FI and by up to 8% (30 pptv) in the B1 H2-FC scenarios relative to their 
corresponding baseline scenarios. The reduction in the tropical ozone production reduces the 
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amount of ozone transported to the mid-latitudes and the poles. The impact of the tropospheric 
air and the tropospheric ozone formation mechanism on UT/LS ozone concentrations diminishes 
with increasing altitude. At higher altitudes, perturbations to the catalytic ozone destruction 
cycles contribute more to the changes in ozone concentrations. 
In the mid-latitude lower stratosphere, it is well established that catalytic cycles involving 
HOx dominate local ozone destruction (e.g. Wennberg et al., 1994; WMO, 1995). In these model 
simulations HOx catalytic cycles contribute the most to the ozone loss rate in the stratosphere 
below 20km altitude at 35ºN at the September equinox. HOx concentrations are predicted to 
increase by around 3% (~1×105 molecules cm-3) and 1% (~0.5×105 molecules cm-3) for the A1FI 
and B1 scenarios, respectively (Figure 4.5). As a direct result, the ozone loss cycles catalyzed by 
HOx are enhanced.  
At the same time, NOx concentrations are reduced throughout the stratosphere in the H2-
FC scenarios (Figure 4.4). The increased stratospheric HOx concentrations contribute to the 
reductions in stratospheric NOx through the reaction  
OH + NO2 + M → HNO3 + M.       (4.1)  
Additionally, stratospheric NOx is also likely to be affected by the drastic changes in 
tropospheric NOx concentration in the H2-FC scenarios. The major source of NOx in the 
stratosphere is the reaction of N2O with O(1D). However, N2O and O(1D) concentrations are not 
significantly affected by the perturbation of a H2-FC sector. It has been proposed that reactive 
nitrogen (NOy) in the upper troposphere over tropical regions can significantly impact lower 
stratosphere NOy concentrations (Ko et al., 1986) due to NOy’s longer lifetime than NOx and 
strong upwelling in this region. This hypothesis is supported by observations (e.g., Murphy et al., 
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1993). In this study, NOy concentrations in the UT/LS region in 2050 are calculated to be about 1 
ppbv in all scenarios, exceeding the threshold mixing ratio of 0.6 ppbv suggested by Murphy et 
al. (1993). Therefore, increased NOy concentrations in the UT/LS region are likely to impact the 
stratospheric NOy abundance. In the H2-FC scenarios, model results show that NOy 
concentrations in the UT/LS region are significantly reduced (by ~15% for A1FI and by ~8% for 
B1), likely leading to decreased NOx and NOy in the stratosphere.  
Furthermore, the NOx reduction impacts the HOx cycles through reactions (1) and  
HO2 + NO  OH + NO2,        (4.2)  
hence affecting HOx as well as the partitioning between HO2 and OH. In this case, HO2 
concentrations increase due to decreased availability of NO in reaction (4.2), leading to enhanced 
ozone loss since the rate of HOx cycles is dependent on HO2 concentrations to the first order. 
Meanwhile, the rate of reaction (4.1) would fall as NO concentrations decrease, making reaction 
(4.1) a smaller HOx sink.  
Both of these effects tend to further enhance the HOx cycles. As shown in Figure 4.6, the 
daily average ozone destruction rate by the HOx cycles at 35°N at the September equinox is 
increased by 2% (A1FI) and 1% (B1) at 20 km altitude (Figure 4.6); the total ozone destruction 
rate by all catalytic cycles increased by 0.5% (A1FI) and 0.2% (B1) due to enhanced HOx cycles.  
In addition to promoting the HOx cycles, a decrease in NOx concentrations also leads to 
an enhancement of the halogen cycles via NOx/halogen cycles coupling. Nevertheless, this 
enhancement would have a smaller impact on ozone concentrations since in 2050 halogen cycles 
are only responsible for a few percent of ozone destruction rate in the lower stratosphere,  in 
which stratospheric halogen loading is expected to be significantly smaller than today’s. As 
65 

shown in Figure 4.6, the overall ozone destruction rate is enhanced by 0.1% in the A1FI and 
0.04% in the B1 scenarios due to the halogen cycles at 35°N at the September equinox at 20 km 
level. In sum, the decrease in ozone concentrations in the lower stratosphere in the A1FI and B1 
H2-FC scenarios is primarily due to an intensification of the HOx catalyzed O3 destruction cycles. 
In the middle stratosphere (25-35km altitude in the tropics, somewhat lower at higher 
latitudes) annually, zonally averaged ozone concentrations increase by up to 0.4% in both the 
A1FI and B1 H2-FC scenarios (Figure 4.3). Even though ozone loss rate due to HOx catalytic 
cycles increases due to the previously discussed mechanisms in this region, the overall ozone 
loss rate is slowed down because NOx cycles dominate ozone loss in the middle stratosphere and 
NOx concentrations are reduced in this region. As shown in Figure 4.4, annually, zonally 
averaged NOx concentrations decrease by ~3% (~50 pptv) in the A1FI and by ~2% (~20 pptv) in 
the B1 scenario. The NOx concentration decrease is due to enhancement of reaction (4.1), 
through which increased HOx concentrations make this reaction a larger NOx sink and, likely due 
to decreases in NOx concentrations in the underlying atmosphere. The ozone loss rate due to NOx 
catalyzed cycles is reduced throughout most of the stratosphere (Figure 4.6); however, its impact 
on ozone concentrations is only significant in the middle stratosphere where NOx cycles 
dominate ozone destruction. As shown in Figure 4.6, the overall ozone destruction rate at 25 km 
altitude at 35°N at the September equinox is decreased by 0.35% in the A1FI and by 0.13% in 
the B1 scenario due to the attenuation of the NOx catalyzed ozone destruction cycles. Therefore, 
a slight ozone concentration increase is calculated in the middle stratosphere in both the H2-FC 
scenarios. The increase in ozone concentration in the middle stratosphere, however, cannot fully 
compensate the decrease in the lower stratosphere since ozone molecules per unit volume is 
lower at higher altitude.  
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In the upper stratosphere, HOx catalyzed cycles again dominate ozone loss cycles. The 
HOx concentrations increase by 2-3% in the A1FI and by ~1% in the B1 scenarios (Figure 4.5). 
This increase is due to enhanced H2 abundance and the decline in the rate of reaction (4.1) as a 
result of the NOx concentrations decrease. As a direct result, HOx catalyzed cycles are enhanced. 
As shown in Figure 4.6, the ozone destruction rate due to HOx cycles at 25 km altitude at 35°N at 
the September equinox level is increased by 0.3% in the A1FI and 0.13% in the B1 scenarios. 
The resulting O3 concentration decline in this region is less than 1% in the A1FI and B1 H2-FC 
scenarios (Figure 4.3). Its impact on stratospheric column ozone is small owing to the low 
molecule concentrations at such high altitudes.  
4.3. H2 internal combustion engine scenarios 
The overall impact of a H2-ICE road transportation sector on stratospheric ozone 
concentration is smaller compared with the corresponding H2-FC scenarios mainly because of 
NOx being higher for the ICE scenarios. The annually, globally averaged stratospheric column 
ozone in the A1FI H2-ICE scenario would be reduced by 0.23%, or 0.5DU. Stratospheric column 
ozone decreases north of 50°S but increases south of this latitude (Figure 4.7a). In the tropics, 
stratospheric column ozone decreases by 0.1-0.3%, or 0-1 DU throughout a year. In the northern 
mid- and high-latitudes, stratospheric column ozone decreases by more than 1 DU. The greatest 
decrease (1.5 DU or 0.6%) occurs at the northern mid-latitudes from September to January. In 
the Antarctic region, stratospheric column ozone increases by up to 3 DU, or 1% from October to 
December. 
From the zonal average perspective, annual mean ozone concentrations are reduced in the 
lower stratosphere in the A1FI H2-ICE scenario (Figure 4.8a). In the tropics, the reduction 
extends to the middle stratosphere (30 km altitude). The maximum relative reduction (5%) 
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occurs at 17 km altitude just north of the equator, whereas the largest concentration change (a 
decrease of 8×1010 molecules cm-3) is at 12 km in the Arctic region. There are very slight ozone 
reductions above 45 km altitude in the tropics and above 48 km altitude in the poles. Ozone 
concentrations are increased in the rest of the stratosphere, but the relative increase does not 
exceed 1%. There is an increase of up to 8×1010 molecules cm-3 around 18 km in the Antarctic 
region. 
As in the H2-FC scenarios, ozone concentration changes in the H2-ICE scenarios are a 
result of changes in radical concentrations, which affect the catalytic cycles destructing 
stratospheric ozone. HOx concentrations decrease in the upper troposphere due to the reduced 
NMVOCs emissions in the A1FI H2-ICE scenario, as NMVOCs oxidation provides a HOx source 
in the upper troposphere. Increase in NOx concentrations (Figure 4.10a) also contributes to the 
HOx decrease through reaction (4.1). This decrease penetrates into the lower stratosphere with 
rising air from the tropics. Figure 4.9a shows the pattern of HOx reductions, which diminish with 
altitude. Above 20 km in the tropics and above 15 km near the poles, HOx concentrations 
increases slightly as the H2 leaked into the atmosphere provides a HOx source in the stratosphere. 
NOx concentrations decrease in the middle stratosphere but increase in the upper and 
lower stratosphere in the A1FI H2-ICE scenario (Figure 4.10a). In the lower stratosphere NOx 
concentrations increase because of the NOx budget increase throughout the troposphere since in 
the H2-ICE scenarios NOx is still emitted as combustion byproduct of internal combustion 
engines (Chapter 3). Meanwhile, the decrease in HOx concentrations (Figure 4.9a) decreases the 
NOx loss due to reaction (4.1), which in turn increases NOx. In the middle stratosphere where 
HOx concentrations (Figure 4.9a) are increased, the NOx loss due to reaction (4.1) is reduced, 
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resulting in increased NOx concentrations. The maximum reduction, around 24 pptv, occurs at 35 
km level near the equator.  
As shown in Figure 4.11a, the ozone destruction rate due to HOx cycles at 35°N at the 
September equinox increases by 0.4% to 1.1% between 20 km and 50 km levels in the A1FI H2-
ICE scenario, a direct result of increased HOx concentrations. In the middle stratosphere between 
28 km and 40 km levels, the increase in the ozone destruction rate due to HOx cycles is more 
than 1%. However, the contribution of HOx cycles to the total ozone destruction rate is least in 
the middle atmosphere (Figure 4.11b) because NOx cycles dominate ozone destruction here. In 
the upper and lower stratosphere where HOx cycles dominate, contributions of the HOx cycles to 
the total ozone loss rate increase by 0.35% at 45 km level and by 0.3% at 21 km level. This 
intensification is damped and even offset by the attenuation of the NOx cycles in the lower and 
middle stratosphere, resulting in reduction in total ozone loss rate between 23 and 30 km levels. 
The combined impact of the perturbations to different catalytic cycles on ozone is a small in 
magnitude but spatially widespread ozone concentration increase in the middle stratosphere 
(Figure 4.8a). However, this increase does not fully compensate the decrease in column in the 
lower stratosphere because ozone is denser in terms of molecular number concentration at lower 
levels. The global-mean column ozone in the stratosphere would still be 0.23% less than that in 
the A1FI BL atmosphere. 
In the B1 H2-ICE scenario the annual, global mean stratospheric column ozone is 
increased by 0.04%, or 0.1 DU. Stratospheric column ozone is reduced north of 10ºS but is 
increased south of this latitude throughout the year (Figure 4.7b). The decrease in stratospheric 
column ozone in the Northern Hemisphere is no more than 0.5 DU. There is an increase of up to 
3.5 DU, or 1%, in stratospheric column ozone in the Antarctic region from October to December. 
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From the zonal mean perspective, annual mean ozone concentrations are reduced in the 
lower stratosphere in the B1 H2-ICE scenario (Figure 4.8b). The reduction pattern resembles that 
in the A1FI H2-FC scenario, but the magnitude of reduction is much smaller. The maximum 
relative reduction (1.5%) occurs at 17 km altitude, whereas the concentration change is less than 
2×1010 molecules cm-3. Ozone concentrations are increased in the rest of the stratosphere (except 
two cells of very slight reduction at 30 km level between 30°S and 60°S and between 30°N and 
60°N). There is up to 7×1010 molecules cm-3, ~1%, increase in ozone concentrations at levels 
around 18 km in the Antarctic region. 
Again, HOx concentrations decrease in the troposphere in the B1 H2-ICE scenario, for the 
reason mentioned in discussion of the A1FI H2-ICE scenario. This decrease in the B1 H2-ICE 
scenario is smaller in magnitude compared with that in the A1FI H2-ICE scenario, but penetrates 
higher into the middle stratosphere (Figure 4.9b), as the smaller strength of HOx source from the 
H2 leakage emission in the B1 H2-ICE scenario cannot fully offset the decrease originated in the 
upper troposphere. 
NOx concentrations increase in the whole stratosphere except a small region in the 
Southern Hemisphere a few kilometers above the tropopause in the B1 H2-ICE scenario (Figure 
4.10b). In the lower stratosphere NOx concentrations increase as they do in the A1FI H2-ICE 
scenario, but again the magnitude of increase is smaller. In the Southern Hemisphere, the 
changes of NOx concentrations are in the opposite sign to that of HOx concentrations (Figure 
4.9b), indicating a link between HOx and NOx concentrations via reaction (4.1). In the Northern 
Hemisphere, NOx concentrations increase as a result of the widespread decrease in HOx 
concentrations (Figure 4.9b). The increase in NOx concentrations in the middle and upper 
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stratosphere can be as much as 20 ppbv, however, the perturbation to the NOx cycles is relatively 
small because the baseline NOx concentrations are high in this region.  
In the stratosphere between 20 km and 50 km levels at 35°N at the September equinox, 
the perturbations to each catalytic cycles are modest (between -0.1% and +0.3%) except for the 
halogen cycles, which decrease by 1.5% to 2.4% (Figure 4.11c). Despite the NOx concentration 
increase (less than 1%) throughout the stratosphere, the impact of the enhanced NOx catalyzed 
cycles on ozone in the lower stratosphere is “buffered” by the decrease in the halogen catalyzed 
cycles (Figure 4.11d). Increased NOx concentrations lead to slower halogen catalyzed cycles via 
halogen/NOx coupling, behaving like a buffer (Nevison et al., 1999). In the upper stratosphere, 
enhanced HOx catalyzed cycles are compensated by decreased halogen catalytic cycles. The 
resulting ozone loss rate is slowed down throughout the stratosphere. Zonal mean ozone 
concentrations increase slightly throughout the middle and upper stratosphere (Figure 4.11b). In 
the lower stratosphere, ozone decreases in the tropics and the Northern Hemisphere due to 
tropospheric impact, but increases in the southern high latitudes, where halogen catalyzed ozone 
loss cycles dominate, and halogen cycles are slowed down in this region as NOx concentrations 
increase. In the B1 H2-ICE scenario the overall impact on stratospheric column ozone of is 
minimal (+0.04%) among all the studied H2 scenarios.  
4.4. Conclusions 
In this study the possible impact of a future H2-based road transportation sector on 
stratospheric composition and chemistry is investigated through chemistry-climate model 
simulations of the 2050 atmosphere based on several emission scenarios designed to bracket the 
possible future changes in emissions. These scenarios are based on the IPCC high (A1FI) and 
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low (B1) emitting paths. In addition, the impacts of two H2 technology options are assessed: 
utilizing H2 in fuel cells and utilizing H2 in internal combustion engines. 
These MOZART simulation results suggest that future implementation of a H2-based 
road transportation sector would perturb stratospheric chemistry, by means of affecting catalytic 
ozone destruction cycles involving HOx, NOx, and halogens. The magnitude of the impact 
depends on the future growth path as well as the H2 technology adopted. In general the impact is 
larger for the A1FI based scenarios than the corresponding B1 based scenarios, and the H2-FC 
scenarios result in more ozone loss than the H2-ICE scenarios. The impact on global 
stratospheric column ozone is considerable for the A1FI scenarios (-0.54% for H2-FC and -
0.23% for H2-ICE) and for the B1 H2-FC scenario (-0.20%) while there is a slight increase 
(0.04%) for the B1 H2-ICE scenario. The largest relative reduction of ozone concentration occurs 
in the lower stratosphere where HOx cycles dominate O3 loss and impact from the underlying 
troposphere is prominent. In the middle stratosphere ozone concentrations increase slightly while 
at higher altitudes they either decrease slightly or increase slightly depending on scenarios. These 
changes have relatively little impact on column ozone since ozone at this level only makes up a 
small fraction in terms of column ozone, due to the low ozone number concentration there.  It is 
important to note that the chosen emission scenarios are developed with a 100% market 
penetration assumption. Less impact on stratospheric ozone is possible in the case of an 
intermediate market penetration.  
It is important to note that even though a H2-based road transportation sector is likely to 
decrease stratospheric ozone, this reduction is considerably less than the ozone recovery due to 
the reductions in ozone depleting substances, e.g., CFCs, from the atmosphere in 2050. In terms 
of total column ozone, the MOZART simulations results suggest that there would still be 
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4%~5% more ozone in the 2050 atmosphere with a H2-based road transportation sector than that 
in today’s atmosphere. Therefore, the ozone reduction due to a H2-based road transportation 
sector should not constitute a major concern on stratospheric ozone and increased UV radiation 
at the surface in 2050. 
  
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4.5. Figures 
 
 
Figure 4.1 2050 zonal mean stratospheric column O3 (shown by color in units of DU) and the 
increase from today’s atmosphere (a model run representing mid-1990s atmosphere) (shown by 
contours in units of DU) as a function of latitude and time of a year for (a) A1FI BL and (b) B1 
BL scenarios.  
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Figure 4.2 Zonal mean stratospheric column O3 changes in units of DU (shown by color) and the 
relative change in % (shown by contours) in the H2-FC scenarios compared with the BL 
scenarios as a function of latitude and time of a year for (a) A1FI and (b) B1 scenarios.   
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Figure 4.3 Annually, zonally averaged O3 concentration changes in units of 1010 molecules cm-3 
(shown by color) and the relative change in % (shown by contours) in the H2-FC scenarios 
compared with the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 
scenarios.  
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Figure 4.4 Annually, zonally averaged NOx concentration changes in units of pptv (shown by 
color) and the relative change in % (shown by contours) in the H2-FC scenarios compared with 
the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 scenarios.  
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Figure 4.5 Annually, zonally averaged HOx concentration changes in units of 106 molecules cm-3 
(shown by color) and the relative change in % (shown by contours) in the H2-FC scenarios 
compared with the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 
scenarios. 
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Figure 4.6 Changes in contributions of different catalytic O3 destruction cycles to the total O3 
loss in the H2-FC scenarios compared to the Baseline scenario. Panels (a) and (b) are for A1FI 
and panels (c) and (d) are for B1. (a) and (c): % change in contribution of each catalytic cycle 
compared to its contribution in the BL; (b) and (d): % change in contributions of different 
catalytic O3 destruction cycles compared to the total O3 loss rate in BL. All figures are daily 
averaged values for the September equinox at 35ºN. 
79 

 
Figure 4.7 Zonal mean stratospheric column O3 changes in units of DU (shown by color) and the 
relative change in % (shown by contours) in the H2-ICE scenarios compared with the BL 
scenarios as a function of latitude and time of a year for (a) A1FI and (b) B1 scenarios.  
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Figure 4.8 Annually, zonally averaged O3 concentration changes in units of 1010 molecules cm-3 
(shown by color) and the relative change in % (shown by contours) in the H2-ICE scenarios 
compared with the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 
scenarios.  
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Figure 4.9 Annually, zonally averaged HOx concentration changes in units of 106 molecules cm-3 
(shown by color) and the relative change in % (shown by contours) in the H2-ICE scenarios 
compared with the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 
scenarios.  
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Figure 4.10 Annually, zonally averaged NOx concentration changes in units of pptv (shown by 
color) and the relative change in % (shown by contours) in the H2-ICE scenarios compared with 
the BL scenarios as a function of latitude and altitude for (a) A1FI and (b) B1 scenarios. 
83 

 
Figure 4.11 Changes in contributions of different catalytic O3 destruction cycles to the total O3 
loss in the H2-ICE scenarios compared to the Baseline scenario. Panels (a) and (b) are for A1FI 
and panels (c) and (d) are for B1. (a) and (c): % change in contribution of each catalytic cycle 
compared to its contribution in the BL; (b) and (d): % change in contributions of different 
catalytic O3 destruction cycles compared to the total O3 loss rate in BL. All figures are daily 
averaged values for the September equinox at 35ºN.  
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CHAPTER 5: LOW-GWP ALTERNATIVES TO OZONE-DEPLETING 
SUBSTANCES  
 
In this chapter key findings on atmospheric lifetimes and radiative forcing effects of the 
low-GWP alternatives to ozone depleting substances using 3-D global atmospheric models are 
presented, and comparisons with the previously-used simple estimation approach are discussed. 
 
The reaction of each unsaturated halogenated hydrocarbons of interest with OH is added 
into the WACCM model, which is described in details in Chapter 2, along with the reaction rates 
obtained in laboratory studies available in previously published journal papers (listed in Table 
5.1). It is assumed that emissions of each compound of interest in major regions of the world is 
proportional to the consumption of blowing agents in 2010 (Rajiv Singh, personal 
communication, 2011), and within each region emissions are constant through time and location. 
The annual emissions of each compound of interest are 3.4, 0.6, 4.8, 0.9, 0.5, 0.9, 1.6, and 2.7 Tg 
in the regions of the European Union, Japan, China, India, Turkey, the Middle East and North 
Africa, Latin America, and North America, respectively. The WACCM model simulation is run 
for five years for each compound of interest, assuming emission patterns described in Chapter 2. 
In addition, a reference WACCM simulation without any of these compounds of interest 
emissions is run in parallel to the perturbation runs. 
The derived monthly averaged three-dimensional mixing ratio profiles of the fifth year 
WACCM simulation are input into the University of Illinois at Urbana-Champaign Radiative 
Transfer Model (UIUC RTM), which is described in details in Chapter 2. By comparing the 
85 

radiative forcings at tropopause derived from the perturbation runs and the reference run, the 
radiation effects of these proposed compounds are evaluated.  
5.1. Atmospheric Lifetime 
The atmospheric lifetime () of a gas X is determined as the ratio of its burden X in the 
atmosphere over the total sink of X. Lifetime can be calculated by integrating its burden and sink 
throughout the whole atmosphere, as shown in the following equation  
 		 ∬ ∬!"#$%&'      (Eq. 5.1) 
Where ()&' is the rate constant of the reaction of X and OH, * , +, , and -  
the mixing ratios of X and OH and number of air molecules per unit volume, respectively, in the 
volume element of interest (V) at time t.  
Table 5.2 lists the lifetimes for these compounds calculated from the WACCM model 
simulated results using the above equation. Among the six unsaturated halogenated hydrocarbons 
investigated here, HFO-1225ye(E) has the shortest lifetime of 9.2 days, while tCFP has the 
longest lifetime of 30.5 days. With lifetimes much shorter than six months, these compounds fall 
well into the category of very short-lived substances (VSLS) (WMO, 2007). Most of the 
compounds are degraded before being transported to remote regions as a direct result of their 
short atmospheric lifetimes, so the distribution of mixing ratios is very inhomogeneous 
throughout the atmosphere. Figure 5.1 shows the WACCM simulated steady-state annual mean 
zonal average mixing ratios. For each compound, the largest mixing ratios are near surface in the 
northern mid-latitudes, where human activity is most intensive and emissions are strongest. 
Mixing ratios decrease rapidly as the compounds move away from location of emissions because 
of their short lifetime. The longer its lifetime, the further the compound can reach into remote 
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regions with significant amount. For the assumed emissions scenario, mixing ratios of tCFP 
(lifetime 30.5 days) can reach more than 100 ppt in the northern mid- and high-latitudes below 8 
km altitude, whereas 100 ppt HFO-1225ye(E) (lifetime 9.2 days) mixing ratio contour does not 
exceed 3 km altitude. 
Table 5.2 also lists the lifetimes for these VSLS in the previous papers, calculated using 
the estimation approach by substituting the rate constant of the reaction X + OH obtained in 
laboratories and a global weighted-average OH concentration into the following equation. 
 		 !"#$%$%        (Eq. 5.2) 
where NOH is global weighted-average OH concentration. As OH concentrations in the 
atmosphere are highly variable, it does not make sense to use a globally-averaged OH 
concentration for such short-lived compounds; as will be shown in the coming discussion, the 
appropriate average would be species and emissions scenario dependent. In the previously 
published studies, a global weighted-average OH concentration of 1.0×106 molecules cm-3 were 
used for HFO-1234yf, HFO-1234ze(E), HFO-1234ze(Z), and tCFP (Nielsen et al., 2007; Nilsson 
et al., 2009; Sondergaard et al., 2007; Sulbaek Andersen et al., 2008). Whereas for HFO-
1225ye(E) and HFO-1225ye(Z), their lifetimes were scaled with that of CH3CCl3, whose lifetime 
is 6.1 years and the rate constant for its reaction with OH is 1.0×10-14 cm3 molecules-1 s-1 (Hurley 
et al., 2007). This scaling is equivalent to assuming a global weighted-average OH concentration 
of 5.2×105 molecules cm-3. Hence, the globally weighted-average OH concentration are not 
consistent in the simple estimation approach used in these studies Furthermore, compared with 
the lifetimes derived from the 3-D atmospheric model simulations in the present study using a 
state-of-the-art atmospheric chemistry-climate model, using the estimation approach with a 
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global weighted-average OH concentration of 1.0×106 molecules cm-3 leads to an 
underestimation of atmospheric lifetimes by 30%, 19%, 30%, and 15% for HFO-1234yf, HFO-
1234ze(E), HFO-1234ze(Z), and tCFP, respectively; using a global weighted-average OH 
concentration of 5.2×105 molecules cm-3, the estimation approach results an overestimation of 
atmospheric lifetimes by 29% and 9% for HFO-1225ye(Z) and HFO-1225(E), respectively 
(Table 5.2).  
Here, an interesting question arises: What is the appropriate average OH concentration to 
derive the lifetimes the same as those derived from 3-D model simulations? Table 5.2 lists this 
pseudo average OH concentration for each compound of interest; these values range from 5.9 to 
8.6 ×105 molecules cm-3, indicating that assuming an global average OH concentration for very 
short-lived substances is not appropriate. 
Equation 5.2 is actually a simplified form of Eq.5.1 if ()&' is not dependent on 
temperature, and [X] is nearly constant throughout the atmosphere, as well as NOH satisfying the 
following equation  
./0 	 ∬&' ∬        (Eq.5.3) 
However, [X] is highly variable in the atmosphere for very short-lived substances. 
Therefore, Eq.5.2 is inadequate to accurately calculate atmospheric lifetimes for very short-lived. 
5.2. Global Warming Potentials 
In the previously published studies (Hurley et al., 2007; Nielsen et al., 2007; Nilsson et 
al., 2009; Sondergaard et al., 2007; Sulbaek Andersen et al., 2008), the GWPs for these VSLS of 
interest are estimated through the Halocarbon Global Warming Potential (HGWP) over time 
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horizon 1' defined as the ratio of the GWP for gas X to that for CFC-11, following the method 
by Pinnock et al. (1995)  
23451'6 	 ,23451'6 7 234898:51'6    (Eq. 5.4) 
,23451'6 for gas X is obtained by 
,23451'6 	 5 ;9";9<=<>??65
@"A<=<>??
@<=<>??A"65
:BCD	5: % @"⁄ 6
:BCD	5: % @<=<>??⁄ 66   (Eq. 5.5) 
where F F898:	 , 898:, GH, and GH898:	are the molecular weights, 
atmospheric lifetimes, and instantaneous forcings for gas X and CFC-11, respectively. Note in 
the estimation approach the instantaneous forcings for the VSLS are calculated assuming 
constant mixing ratios in the atmosphere for the gas of interest. 
The Global Warming Potential (GWP) is defined as the ratio of time-integrated radiative 
forcing over a select horizon after a pulse emission of gas X to that after a pulse emission of CO2 
of the same mass (IPCC, 1990), as an analogy to the Ozone Depleting Potential (ODP), first 
proposed by Wuebbles (1981) and well accepted as a measure of relative efficiency in depleting 
atmospheric ozone for ODSs. The time-integrated forcing for each gas is also called absolute 
GWP, or AGWP. It is well established that atmospheric concentration of a gas, whose sink is 
proportional to its concentration, will decay exponentially after emission into the atmosphere 
(except for CO2, which is the sum of several exponentially decaying terms with different 
lifetimes). Accordingly, for a gas X whose efficiency in changing radiative forcing is 
proportional to its mass in the atmosphere, the radiative forcing caused by a pulse emission of 
one unit mass X, decays exponentially following  
IHD516 	 HJKLM	5N  @"6,        (Eq. 5.6) 
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where HJ is the instantaneous radiative forcing at the time * is injected into the 
atmosphere, and  atmospheric lifetime of X. Hence AGWP, or time-integrated radiative 
forcing, over time horizon 1' for gas X can be derived as the following  
O234 	 P IHD516 %J Q1 	 P HJKLM	5N  @"6
 %
J Q1 	 HJ RS N KLM	5N  %@"6T.  (Eq. 5.7) 
The conventionally chosen time horizons for GWP comparisons are 20-, 100-, and 500-
years (IPCC, 1990). The atmospheric lifetimes of these VSLS are no longer than 1 month, i.e. 
1' U  . Hence, for these VSLS  
O234 V HJ.        (Eq. 5.8) 
On the other hand, the UIUC RTM calculates the radiative forcing change due to 
sustained emission of a gas. The following deduction shows that the AGWP of X just equals the 
radiative forcing caused by sustained X emissions.  
Considering a sustained emission such that one unit mass X is emitted in one unit time, 
the radiative forcing caused by such sustained emission at time t can be calculated  
IHW516 	 P IHD5X N 16 J QX 	 P HJKLM	5N  :Y@" 6
 
J QX 	 HJ RS N KLM	5N  @"6T.   (Eq. 5.9) 
If t is sufficiently longer than , (as in the case of time-horizons chosen for VSLS GWP 
calculation) 
IHW V HJ.         (Eq. 5.10) 
The above derivation shows that, for a VSLS, both the AGWP and radiative forcing 
caused by sustained emission of the strength one unit mass per unit time can be approximated to 
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the product of HJ and its atmospheric lifetime, which is readily calculated in the radiative transfer 
model and are listed in Table 5.3. GWPs over 20-, 100-, and 500-yr horizons for the six 
unsaturated halogenated hydrocarbons derived from the 3-D model method are listed in Table 
5.4. The 100-yr GWPs are overestimated by 49% to 233% using the estimation approach.  
For HFO-1225ye(Z) and HFO-1225(E), the 233% overestimation of their 100-yr GWPs 
using the estimation approach is a combined effect of their overestimated lifetimes and 
overestimated radiative efficiency assuming constant concentration profiles; for the other four 
compounds, even though the overestimation in radiative efficiency is partly offset by the 
underestimation of their lifetime, the overall effect is still an overestimation of 100-yr GWPs by 
more than 49%. 
In order to estimate how much of the GWP differences come from the radiative transfer 
model used in this study and the scheme in the estimation approach in previous studies, 
experimental RTM simulations, in which the WACCM calculated VSLS burden in the 
atmosphere is homogeneously distributed in the atmosphere (i.e., constant mixing ratios in the 
troposphere and stratosphere), are carried out. The resulting radiative forcing changes on a per 
ppb basis are listed in Table 5.5 and compared with those reported in the previous studies. The 
differences are within 11%, confirming that the differences in derived GWPs come primarily 
from differences in assumed mixing ratio profiles and atmospheric lifetimes. 
This study suggests that the 100-yr GWPs for these very short-lived unsaturated 
halogenated hydrocarbons are all less than 5. Scenarios of replacing HFCs with the low-GWP 
alternative are developed based on the needs for such compounds put together by Velders et al. 
(2009) with the assumptions that (i) productions and consumptions of HFCs decrease linearly 
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starting in 2015; (ii) productions and consumptions of HFC-32, -125, -143a, -245fa, and -365mfc 
decrease to zero in 2035; (iii) productions and consumptions of HFC-134a decrease to zero in 
2025; (iv) the demands for refrigerants from use of HFC-32, -125, -134a, and -143a are replaced 
by HFO-1234yf, -1234ze(Z), -1225ye(Z), or -1225ye(E); (v) the demands for blowing agents 
from use of HFC-152a, -245fa, and -365mfc are replaced by HFO-1234ze(E), or tCFP. With 
these assumptions, the radiative forcing of the low-GWP alternatives in 2050 is between 0.26 
and 0.80 mW m-2 (Figure 5.2). As a result, radiative forcing from future needs for refrigerants, 
etc. is significantly reduced. In contrast to the monotonically increasing radiative forcing of long-
lived HFCs that reaches 0.25 to 0.40 W m-2 in 2050, radiative forcing of long-lived HFCs peaks 
at 46.3 to 53.5 mW m-2 near 2030 and decreases to 26.1 to 31.3 mW m-2 in 2050. The resulting 
saving in radiative forcing on climate in 2030 is between 0.04 and 0.07 W m-2, comparable to the 
savings of the regulatory black carbon reduction measures, or a sizable fraction of the savings of 
the technological black carbon reduction measures and CH4 reduction measures recently 
suggested by Shindell et al. (2012). 
5.3. Conclusions 
Atmospheric lifetimes and steady-state concentration profiles for six unsaturated 
halogenated hydrocarbons, which are prospective low-GWP ODSs alternatives, are calculated 
using a state-of-the-art three-dimensional numerical model that simulates the physical and 
chemical processes of the atmosphere, and realistic geographical emission pattern. The derived 
concentration profiles are input into a radiative transfer model to evaluate their radiation effects. 
Atmospheric lifetimes and GWPs for these compounds are obtained in this research. The 
atmospheric lifetimes of these compounds are less than a month, much shorter than those HFCs 
that are currently used or proposed to use. 100-year GWPs for these compounds are less than 5, 
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orders of magnitude smaller than those HFCs. These compounds may constitute a new 
generation of chemicals that are friendly both to the ozone layer and climate. 
In addition, a methodology of evaluating GWPs for VSLS using three-dimensional global 
atmospheric models is presented in this research. Compared with those derived from the 3-D 
modeling method, 100-year GWPs for these alternative compounds are overestimated by 49% to 
233% using the simple approach. The error comes from an oversimplified assumption of a global 
weighted-average OH concentration in atmospheric lifetime estimation, and an oversimplified 
assumption of constant concentration profiles in the atmosphere. Three-dimensional model 
simulations are necessary in accurate evaluation of GWPs for VSLS. 
If the demands for HFCs are to be replaced with these low-GWP alternatives in 10 to 20 
years starting 2015, radiative forcing saving (0.04 to 0.07 W m-2) comparable to that due to the 
regulatory black carbon measures by Shindell et al. (2012) can be achieved in 2030. Radiative 
forcing of these low-GWP alternatives in 2050 is only 0.26 to 0.80 mW m-2. 
  
93 

5.4. Figures and Tables
 
Figure 5.1.Annual-averaged zonal mean mixing ratios (in ppt by volume) for each of the six 
unsaturated halogenated hydrocarbons calculated by the WACCM model. 
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Figure 5.2. Range of radiative forcing of HFCs in the Velders scenario (red), and radiative 
forcing of low-GWP alternatives (green) and HFCs (blue) in the low-GWP replacement scenario 
as described in the main text. 
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Table 5.1 Rate constants for the reactions of the six unsaturated halogenated hydrocarbons and 
hydroxyl radical (OH) obtained from laboratory studies and their sources. 
compound rate constant (cm3 molecules-1 s-1) source 
HFO-1234yf (1.05±0.17)×10-12 Nielsen et al. (2007) 
HFO-1234ze(E) (9.25±1.72)×10-13 Sondergaard et al. (2007) 
HFO-1234ze(Z) (1.20±0.14)×10-12 Nilsson et al. (2009) 
HFO-1225ye(Z) (1.22±0.14)×10-12 Hurley et al. (2007) 
HFO-1225ye(E) (2.15±0.23)×10-12 Hurley et al. (2007) 
tCFP (4.40±0.38)×10-13 Sulbaek Andersen et al. (2008) 
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Table 5.2 Atmospheric lifetimes for the six unsaturated halogenated hydrocarbons derived from 
the 3-D model method, and from the estimation approach and errors of the estimation approach. 
compound 3-D model method 
 the estimation approach 
lifetime (days)  lifetime (days) error 
HFO-1234yf 15.7  11 -30% 
HFO-1234ze(E) 17.3  14 -19% 
HFO-1234ze(Z) 14.2  10 -30% 
HFO-1225ye(Z) 14.0  18 +29% 
HFO-1225ye(E) 9.2  10 +9% 
tCFP 30.5  26 -15% 
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Table 5.3 Changes in radiative forcing due to sustained 15.6 Tg/yr emission for each of the six 
unsaturated halogenated hydrocarbons and their AGWPs. 
compound RF (mW/m-2) AGWP (10-13 W yr m-2 kg-1) 
HFO-1234yf 2.72 1.75 
HFO-1234ze(E) 3.94 2.53 
HFO-1234ze(Z) 2.27 1.46 
HFO-1225ye(Z) 2.40 1.54 
HFO-1225ye(E) 1.28 0.82 
tCFP 6.27 4.03 
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Table 5.4 GWPs over 20-, 100-, and 500-yr horizons for the six unsaturated halogenated 
hydrocarbons derived from the 3-D model method, and GWPs over 20- and 100-yr horizons 
from the estimation approach and errors of the estimation approach. 
compound 3-D model method 
 The estimation approach 
20-yr  100-yr  500-yr   20-yr  20-yr error 100-yr  100-yr error 
HFO-1234yf 7.4 2.1 0.6  12 +62% 4 +90% 
HFO-1234ze(E) 10.2 2.9 0.9  19 +86% 6 +107% 
HFO-1234ze(Z) 5.9 1.7 0.5  10 +69% 3 +76% 
HFO-1225ye(Z) 6.2 1.8 0.5  21 +239% 6 +233% 
HFO-1225ye(E) 3.3 0.9 0.3  11 +233% 3 +233% 
tCFP 16.3 4.7 1.4  26 +60% 7 +49% 
  
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Table 5.5 Instantaneous radiative forcing (in W m-2 ppb-1) for each of the six unsaturated 
halogenated hydrocarbons calculated following Pinnock et al. (1995) and calculated in the UIUC 
RTM, both assuming constant mixing ratio profiles for the compounds of interest. 
compound Pinnock UIUC RTM 
HFO-1234yf 0.22 0.20 
HFO-1234ze(E) 0.27 0.24 
HFO-1234ze(Z) 0.20 0.19 
HFO-1225ye(Z) 0.25 0.23 
HFO-1225ye(E) 0.24 0.23 
tCFP 0.214 0.20 
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
6.1. Conclusions 
6.1.1. Impact of a Future Hydrogen Economy on Tropospheric Chemistry and Air Quality 
The possible impacts of transitioning to a H2 powered road transportation sector in 2050 
are evaluated using atmospheric chemistry-climate models and emissions scenarios based on the 
IPCC A1FI and B1 SRES growth scenarios and fuel cell and internal combustion engine 
technology options. The model simulation results show that air quality would improve 
significantly with adoption of a H2 fuel cell type road transportation sector (H2-FC scenarios). 
Primary gaseous (CO, NOx) and particulate (soot) pollutants are reduced substantially once the 
fossil fuel based road transportation sector transitions to H2 fuel cells. Ozone, a major secondary 
pollutant that often exceeds air quality standards in some regions of the United States (and is a 
severe problem in developing countries), would be reduced to a significant extent as its 
precursors, CO, NOx and NMVOCs emissions are reduced. Additionally, concentrations of 
particulate matter, especially those with diameter less than 2.5 µm (PM2.5) would be significantly 
reduced in densely populated regions.  
Some aspects of air quality would also improve with application of a H2 internal 
combustion engine type road transportation sector (H2-ICE scenarios). Ambient ozone 
concentrations would decrease slightly as its precursor emissions by fossil fuel combustion from 
road transportation sector are eliminated. Ozone mitigation with the H2-ICE option is not nearly 
as effective as in the H2-FC scenarios but is somewhat more effective in the relatively few VOC-
limited regions. Urban PM2.5 concentrations would not be significantly reduced except in eastern 
China. 
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For each specific type of H2 technology applied in the road transportation sector, the 
reductions of key air pollution species are not as significant in the B1 scenario as in the A1FI 
scenario. However, since the emissions of key ozone and aerosol precursors are lower in the B1 
scenarios, air quality in the B1 scenarios is generally better than that in the A1FI scenarios. For 
example, tropospheric ozone concentrations are substantially lower in all of the B1 scenarios 
than in all of the A1FI scenarios regardless of the H2 technology adopted. 
With a leakage rate of 2.5%, H2 emissions in a H2-based road transportation sector are 
larger than the replaced H2 emissions from fossil fuel burning, leading to increased H2 
concentrations in the atmosphere. The added H2 would decrease tropospheric OH abundance, 
resulting in elongated CH4 lifetime and thus warming. However, when taking changes in 
emissions of CO, NOx and NMVOCs into account, the picture of the climate impact is more 
complicated. In the H2-FC scenarios, the combined effect of emission changes is a 4% decrease 
in OH abundance, which contributes to warming by increasing CH4 lifetime.  On the other hand, 
concurrent decrease in tropospheric O3 concentrations would provide a cooling mechanism. The 
overall effect is further complicated by the temporal and spatial inhomogeneity of the two 
offsetting mechanisms. In the H2-ICE scenarios, both decrease in CH4 lifetime due to OH 
increase and the decrease in tropospheric O3 tend to cool the climate while, again, 
inhomogeneities in space and time would complicate the problem. 
It is worth noting that the emission scenarios are assumed 100% market penetration of H2 
technologies in 2050. That is, all vehicles operating on road are replaced with H2 powered ones. 
It is also assumed that the H2 for road transportation is produced by renewable, nuclear, or fossil 
fuel facilities with advanced scrubbing technologies with no emissions associated with its 
production. The positive and negative impacts presented here will decrease in magnitude to the 
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extent that market penetration is not total and if there are emissions associated with H2 
production.  
6.1.2. Impact of a Future Hydrogen Economy on Stratospheric Ozone 
In this study the possible impact of a future H2-based road transportation sector on 
stratospheric composition and chemistry is investigated through chemistry-climate model 
simulations of the 2050 atmosphere based on several emission scenarios designed to bracket the 
possible future changes in emissions. These scenarios are based on the IPCC high (A1FI) and 
low (B1) emitting paths. In addition, the impacts of two H2 technology options are assessed: 
utilizing H2 in fuel cells and utilizing H2 in internal combustion engines. 
These MOZART simulation results suggest that future implementation of a H2-based 
road transportation sector would perturb stratospheric chemistry, by means of affecting catalytic 
ozone destruction cycles involving HOx, NOx, and halogens. The magnitude of the impact 
depends on the future growth path as well as the H2 technology adopted. In general the impact is 
larger for the A1FI based scenarios than the corresponding B1 based scenarios, and the H2-FC 
scenarios result in more ozone loss than the H2-ICE scenarios. The impact on global 
stratospheric column ozone is considerable for the A1FI scenarios (-0.54% for H2-FC and -
0.23% for H2-ICE) and for the B1 H2-FC scenario (-0.20%) while there is a slight increase 
(0.04%) for the B1 H2-ICE scenario. The largest relative reduction of ozone concentration occurs 
in the lower stratosphere where HOx cycles dominate O3 loss and impact from the underlying 
troposphere is prominent. In the middle stratosphere ozone concentrations increase slightly while 
at higher altitudes they either decrease slightly or increase slightly depending on scenarios. These 
changes have relatively little impact on column ozone since ozone at this level only makes up a 
small fraction in terms of column ozone, due to the low ozone number concentration there.  It is 
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important to note that the chosen emission scenarios are developed with a 100% market 
penetration assumption. Less impact on stratospheric ozone is possible in the case of an 
intermediate market penetration.  
It is important to note that even though a H2-based road transportation sector is likely to 
decrease stratospheric ozone, this reduction is considerably less than the ozone recovery due to 
the reductions in ozone depleting substances, e.g., CFCs, from the atmosphere in 2050. In terms 
of total column ozone, the MOZART simulations results suggest that there would still be 
4%~5% more ozone in the 2050 atmosphere with a H2-based road transportation sector than that 
in today’s atmosphere. Therefore, the ozone reduction due to a H2-based road transportation 
sector should not constitute a major concern on stratospheric ozone and increased UV radiation 
at the surface in 2050. 
6.1.3. Low-GWP Alternatives to ODSs 
Atmospheric lifetimes and steady-state concentration profiles for six unsaturated 
halogenated hydrocarbons, which are prospective low-GWP ODSs alternatives, are calculated 
using a state-of-the-art three-dimensional numerical model that simulates the physical and 
chemical processes of the atmosphere, and realistic geographical emission pattern. The derived 
concentration profiles are input into a radiative transfer model to evaluate their radiation effects. 
Atmospheric lifetimes and GWPs for these compounds are obtained in this research. The 
atmospheric lifetimes of these compounds are less than a month, much shorter than those HFCs 
that are currently used or proposed to use. 100-year GWPs for these compounds are less than 5, 
orders of magnitude smaller than those HFCs. These compounds may constitute a new 
generation of chemicals that are friendly both to the ozone layer and climate. 
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In addition, a methodology of evaluating GWPs for VSLS using three-dimensional global 
atmospheric models is presented in this research. Compared with those derived from the 3-D 
modeling method, 100-year GWPs for these alternative compounds are overestimated by 49% to 
233% using the simple approach. The error comes from an oversimplified assumption of a global 
weighted-average OH concentration in atmospheric lifetime estimation, and an oversimplified 
assumption of constant concentration profiles in the atmosphere. Three-dimensional model 
simulations are necessary in accurate evaluation of GWPs for VSLS. 
If the demands for HFCs are to be replaced with these low-GWP alternatives in 10 to 20 
years starting 2015, radiative forcing saving (0.04 to 0.07 W m-2) comparable to that due to the 
regulatory black carbon measures by Shindell et al. (2012) can be achieved in 2030. Radiative 
forcing of these low-GWP alternatives in 2050 is only 0.26 to 0.80 mW m-2. 
6.2. Future Work 
Work accomplished in this research provides opportunities to several topics of future 
work. Some examples are discussed below: 
6.2.1. Hydrogen Economy 
This study focuses on the environmental impact of emission changes in a future hydrogen 
economy, whereas chemistry-climate interactions may play a key role as well. In future studies 
the environmental impact of a hydrogen economy can be analyzed taking chemistry-climate 
interactions into account, in order to establish a fuller knowledge on hydrogen economy. 
In addition, it is projected more people will live in megacities in the coming decades. The 
air quality and climate-forcing agents emissions in megacities have drawn researchers’ attention 
(Parrish and Zhu, 2009). As discussed in this research, hydrogen economy has the potential to 
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tackle these problems. Future research can focus on cost-benefit analysis of a hydrogen economy 
for megacities, and provide guidance for relevant policymakers.  
6.2.2. Low-GWP Alternatives to ODSs 
Plans of replacing HCFCs and HFCs with the low-GWP alternative compounds discussed 
in this study can be formulated based on comprehensive reviews of the environmental, economic 
and technological facets of the replacement processes. Such plans can work as guidance by 
international treaties to tackle climate change in the coming decades. 
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APPENDIX A: INTEGRATED GLOBAL TEMPERATURE POTENTIALS 
 
Inspired by the concept of Global Temperature change Potential (GTP) by Shine et al. 
(2005), I proposed a prospective climate metric, Integrated Global Temperature change Potential 
(IGTP), defined as the ratio of the integral over a certain time horizon of the temperature change 
caused by a unit emission of a climate agent of interest, with respect to the integral over the same 
time horizon of the temperature change caused by a unit emission of CO2. The concept of IGTP 
can be expressed mathematically as the following equation, 
0
0
( ') '( )( ) ( ) ( ') '
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x
x
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AGTP t dtIAGTP tIGTP t
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= =
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      (Eq. A.1) 
where IAGTPx(t) and IAGTPC(t) are integrated absolute global temperature change potential for 
the gas x and CO2, respectively; AGTPx(t) and AGTPC(t) are absolute global temperature change 
potential for the gas x and CO2, respectively. AGTPx(t) and AGTPC(t) are described in Shine et 
al. (2005). As for the absolute global temperature change potential, it is important to note that the 
integrated global temperature change potential has different forms for pulse emissions and 
sustained emissions.  
Integration of AGTP over a time horizon t yields the formula of Integrated AGTP 
(IAGTP) for a pulse emission of a non-CO2 climate agent emitted into the atmosphere at time 
zero, as the following equation 
0
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121 

where Ax, αx, C, and τ are the radiative forcing for a 1-kg change in concentration of the gas of 
interest, the atmospheric lifetime of the gas of interest, the heat capacity of the climate system, 
and the time constant for the climate system, respectively. For CO2, the IAGTP for a pulse 
emission is the following 
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i ii
aA t t tIAGTP t AGTP t dt a t
C
τ τ τ α τ α τ
τ α ττ α− −
   
= = − + − + − − − + −  
−    
∑∫
 
           (Eq. A.3) 
The IGTP for a pulse emission of x can be derived using the following equation 
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      (Eq. A.4) 
Similarly, formulae of IAGTP for sustained emissions can be derived. IAGTPs for a non-
CO2 gas can be written as 
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IAGTPs for CO2 can be written as 
2 2
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           (Eq. A.6) 
Thus the IGTP for sustained emission is: 
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      (Eq. A.7) 
The IGTP values calculated for pulse and sustained emissions using Eqs. A.4 and A.7, 
respectively, for five illustrative climate gases are listed in Table A1.1.  
 
123 

Appendix A Table 
Table A1.1 Integrated AGTP of pulse (in K (kg yr-1)-1 yr ) or sustained (K (kg yr-1)-1 yr2) CO2 
emissions and IGTPp and IGTPs values for five illustrative cliamate gases. 
  
IGTPp 
   
IGTPs 
 
Time Horizon (yr) 20 100 500 
 
20 100 500 
IAGTP CO2 1.25 6.71 23.1 
 
1 35 653 
HFC-152a 569 129 37 
 
839 220 65 
CH4 69 24 7 
 
75 37 12 
HFC-134a 3587 1366 398 
 
3847 2008 669 
N2O 262 293 155 
 
250 290 210 
CF4 3608 5473 8674 
 
609 4793 7522 
 
 
