In an earlier paper, a new theory of measure free"conditional" objects was presented. In this paper, emphasis is placed upon the motivation of the theory. The central part of this motivation is established through an example involving a knowledge-based system. In order to evaluate combination of evidence for this system, using observed data, auxiliary attribute and diagnosis variables, and inference rules connecting them, one must first choose an appropriate algebraic logic description pair (ALDP): a formal language or syntax followed by a compatible logic or semantic eval uation (or model). Three common choices-for this high ly non-unique choice -are briefly discussed • the logics being Classical Logic, Fuzzy Logic, and Proba bility Logic. In all three,the key operator represent ing implication for the inference rules is interpreted as the often-used disjunction of a negation (b3a) • �·v a) , for any events a,b.
ABSTRACT
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However, another reasonable interpretation of the implication operator is through the familiar form of probabilistic cOnditioning. But, it can be shownquite surprisingly -that the ALDP corresponding to Probability Logic cannot be used as a rigorous basis for this interpretation� To fill this gap, a new ALDP is constructed consisting of "conditional objects", extending ordinary Probability Logic, and compatible with the desired conditional probability interpretation cf inference rules. It is shown also that this choice of ALDP leads to feasible computations for the com bination of evidence evaluation in the example. In addition, a number of basic properties of conditional objects and the resulting Conditional Probability Logic are given, including a characterization property and a developed calculus of relations.
INTRODUCTION
This paper is complementary to a previous one [1] in which measure-free conditional objects are first introduced. In that paper.emphasis was placed upon a summary of the various mathematical properties that are derivable. In this paper, motivation for the use of conditional objects is underscored, followed by a brief overview of results. A more thorough presentatio� together with all relevant proofs�can be found in [2] .
The basic questions that are demanded of a new theory include:
What use is it ? Is it necessary ? Does it solve an existing problem ? Is it truly novel ? Does it tie-in with past literature in the fie 1 d ?
Is it mathematically sound and sufficiently rich to lead to further deeper results and applications?
It is the hope of this paper and accompanying work to provide positive answers to the above questions through the development of conditional object theory.
In a typical knowledge-based system, a collect ion of inference rules is present, each rule connecting potential observed data through auxiliary attributes to potential parameter estimates or diagnoses. Each rule also has,as a main connector,some form of implication. Thus,fn evaluating such systems, it is critical that consistent and feasible interpretations and computations be made for these operators.
At present, there is no sound logic of con ditional events,analogous to ordinary Probability Logic� in use. Thus no systematic approach exists for combin ation of evidence problems, when individual inference rules are interpreted through conditional probabilities.
Indeed, D. Lewis [9] pointed out in 1976 that one could not identify implication with conditioning in the prob ability sense. That is, if (b3a) = (a !b) e: r. ,
where n is some fixed boolean algebra of events or propositions a,b, .. , then formally applying a given probability measure p:n � [0,1] to both sides yields
provided that p(b) > 0 . But, if one makes the common identification (but by no means, the only possible)
then one can show,by use of elementary properties of conditional and unconditional probabilities,that
with strict inequality holding in general. (In fact, it is rather easy to construct examples where p{b+ a) is close to unity while p(albl is close to zero.) Further Thus, we must pose the basic question: Can we make sense of "conditional object" (a jb) compatible with conditional probability p(ajb) ? Also, how do we compute (alb) v (cjd) and in turn evaluate the ex pression p((ajb)v(cjd)) ? Lastly, can we use such entities in combination of evidence problems in con junction with knowledge-based systems?
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Another approach to avoiding the establishment of conditional objects, in effect, is to eqJate a given collection of conditional probabilities with corres ponding common antecedent conditional probabilities, through fo�tion of appropriate joint events. But this approach can also be shown to lead to certain difficulties conceptually as well as computationally [2) .
Additional discussions concerning Lewis' "triv iality result" concerning Stalnaker' s Thesis can be found in [12] , [13) , [14) .
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The proposed remedy to the above problem in-
valves an extension of coset theory as applied to bool· t���-�-��---��� _ � ean algebras, where the original boolean algebra of
events G is replaced by the union of all principal ideal quotient rings of G. The fundamental justifica tion for this will be given below, followed by an ex ample illustrating how conditional objects and Con ditional Probability Logic can be directly utilized in a knowledge-based system. (See Section 2.)
However, let us first back up and consider how a typical combination of evidence problem can be per ceived. Figure 1 illustrates the basic iaformation processing flow from the inception of the problem to the decision process. This processing consists of five subdivisions in sequence: It is the choice of the last two subprocesses with which we are concerned here. We will call such a pair of subprocesses 4 and 5 in Figure 1 an algebraic logic description pair (ALDP). As given in F1gure 1 ,let : 1 ALDP 1 (boolean algebra n, Classical Logic (CL)) ALDP 2 = (modified boolean algebra n 0 ,Fuzzy Logic(FL)) ALDP 3 = (boolean algebra n, Probability Logic(PL)). In all three ALDP's above, implication, from
, Chapter 2 for general background con cerning formal language and semantic evaluation in modeling knowledge-based systems. See also [4] for an excellent survey of multivalued logics, including PL.
See [5] for FL and [6] for boolean algebras and rings.
Future efforts will deal with extensions of these ideas to nonmonotonic logics as presented,e.g., in [7] .
For purposes of completeness, let us next br,ef ly review each ALDP, presenting an abridged calculus of operations involving implication and semantic evaluation for use in the ensuing example in Section 2. Given boolean algebra n and semantic evaluatior ll:n-dO,l} , IOD=O , I H =l, (1.14) or all a,b e: n:
( Given modified boolean algebra n 0 , for all a,b,
f a s b, i.e., a = a•b , for middle equality to hold, Table 2 for all evaluations.
For ALDP 3, formal language is same (n boolean) as for ALDP 1; thus see Table 1 , for calculus of opera tions for implication.
For ALDP 3, the semantic evaluation becomes the standard probability type as given in Table 4 :
Given boolean algebra nand semantic evaluati�
or any finitely addi�e probability measure p, for all ,b,a. e: 0, i=l, .. ,m: ( 1 • 33)
AN EXAMPLE
With all the preliminaries out of the way, con sider next a simple medical diagnosis system as illus �rated in Figure 2 (ne x t page). The basic implementation scheme in combining evidence is given below, all corres ponding in Figure 1 to information processing,up to and including !itage 3, Pl'imitive Symbolizations, prior to choice of ALDP, making up the last two stages (4,5):
1. Choose data event variable set G from attri bute variables. Observe symptoms y e: dom(G).
2. Form T Y , the set of all inference rules � where in either antecedent and/or consequent some var iables in G appear. 1 can also be considered the poten tial "firing• class o¥ inference rules, if CL and ALDP 1 were chosen. 
the full"integrated-out" form representing the posterior relation between symptoms and diagnoses. 
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The final step in the evaluation of the medica1 �iagnosis is to choose an ALDP and apply this to (2.2)
to obtain the semantic evaluation of the relation be tween symptoms and diagnoses. Consider, then . thJs·eval uation for the particular case given above in (2.3)
for ALDP' s 1,2,3.
For the formal lang�age for ALDP 1 and 3, n boolean, using either Table 1 
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evaluation (CL) for ALDP 1 is, using where
1 2,3 which has obvious interpretations in CL.
On the other hand, semantic evaluation (PL) for ALDP 3, for some appropriate probability measure p is
which can be further evaluated using the expansion(t.32}, fOr the formal language for ALDP 2, o modified boolean, using either Table 3 or basic proper�ies( [5] , pp. 14-1 6), it follows that
Then , using 
Thus if we interpret implication as in (1.3) , the above all show that feasible computations can be obtained for the evaluation of the posterior relation between symptoms and diagnoses for ALDP 1,2,3.
On the other hand, a basic interpretation of implication is through probabilistic conditioning, But in light of the remarks in Section 1, if we are to have (1.2) hold, we cannot have (b�a) E o, the given boolean algebra of even� the probability space.But also following the guidelines given in Section l ( Figure 1) , we seek an ALDP,say ALDP 4, which is compatible with (1.2) and yields, hopefully, computations, no more complex than the three standard ALDP's considered for this example as a case in point. For the time being, assume ALDP�xists, where the calculus of operations in- (using (3.7) ),after simplifying:
where n is given in (2.5). In turn, using (3.6) in (2.3)
where n0 is given in (2.7) and
Then,applying selected probability measure p (see (423))
which can be further evaluated through use of (1.32).
Note also a subset of n as are (alb) and (cld). From this, it follows immediately that conditioning as defined here is essentially the functional inverse of one-sided con junction,i.e., the following hold for all a,b E n :
Hailperin [15] considered conditional objects, extending some of Boole's original ideas, but avoided combining these entities when antecedents �iffPr-through use of universal algebrae and partially-deftnPd opera tors. Domotor [16] .following the direction of "qualita tive probability structures, as used in subjective prob ability �heory and preference orderin9s, d�veloped a rather cumbersome indirect approach� not realizing the rich structure of n. (See, e.g., Theorems 3.2,3.3 in this paper.) tlute (14) , among others[l3], has also con sidered"conditional logics", which appear to be general ly related to this work, but differ considerably in structure. Much work remains in tying-in these concepts with conditional objects as envisioned here. Finally, the pioneering work of Calabrese [11] must be mentioned as the direct cause of the current work. Although his definition for conditional objects can be shown to be equivalent ( [1] ,(2.19)-(2.25)), Calabrese proposes ad hoc definitions for operators upon them, in contra distinction to the first principles approach taken here.
BASIC PROPERTIES OF CONDITIONAL OBJECTS Theorem 3.1
The boolean operations + , v , • , ( )' are all well-defined over� as the natural class extensions of the ordinary counterparts over n. Indeed: Proofs and remarks.
--An outline of the algebraic nature of the proof is given here. Fi2st, recall a ring is boolean iff it is idempotent -a =a, for all a in ring. More generally, n is Von Neumann regular p7J iff for all . a £ n, there exists A a £ n with a=A •a , assuming commutativity with unity. a Note first that for any commutative ring with unity, say n, and ideals I,J �n and a,c t n, Let z £ n be arbitrary and define as (3,3) .
The extension of the above results to multiple arguments is tedious and will be omitted. Finally, it should be noted that (3.3) and {3.4) can be extended where for {3.3).11 is boolean and for {3.4),n is only regular, where for any ideals I,J of 11 and all a,c t 11, where all basic properties of 11 are brought down to the fixed quotient ring 11/b' defined through the usual coset operations.
Since all boolean functions over 11 can be ex pressed as simple canonical functions of e.g., v , • , ( )', it follows that the same is true of their nat ural class extensions and a simple argument thus shows that if f:l1ft+ 11 is any n-ary boolean function, then the natural extension of to f:Tr" + Tt is well -defined.
Returning to the partial order s defined over 11 (boolean, although extendable to regular rings), where a s b iff a = a·b iff b =a v b (3.29) and where s possesses all the usual lattice proper ties, it is basic to insuire if the natural class ex tension of s from n to 1! preserves these properties. 
Proofs:
The proofs in some cases are rather long, such as 275 for t•e bottom of (1,31). Again see [2] for detail.
From this point on, most proofs will be omitted and the interested reader is referred to [2) . Other properties of conditional objects contrib uting to the development of a calculus of relations are presented below. 
Finally, this section is concluded with a result which is not only interesting in its own right as a gen eralization of the classic result concerning the dis jointness or identity of cosets having the same antece dent, but which is useful in further analysis of con ditional objects. 
ADDITIONAL PROPERTIES OF CONDITIONAL OBJECTS
In the last section, a basic calculus of opera tions was presented for conditional objects. In this section, certain selected topics involving conditioning are briefly considered. One reasonable way to treat the difficulties a risinq from the necessary introduction of iterated con ditional forms is to determine if there is some mapping from.these higher levels down to the single level which can be used to identify the former with the latter.
As a candidate for the above, suppose we consider the class reduction operator u: P(P(a)) + P(o), where for all A£ P(P(o)), f1nally, we :onclude this paper with some results involving conditional objects and conditional probab ili ties directly.
Firstly, recall that conditional probabilities can be considered a homomorphic evaluation of the formc-1 relations in (2.261 (left side) (see also (1 .2)), as well as (3.1} and (3. (4.23) In particular, this shows that (3.50) implies, as a check, (1.4). Other inequalities can be similarly est ablished through first using the formal counterparts One can also aet1ne measure-tree 1ndepenaence of con.: ditional objects (ajb) and (cjd) to occur when they are p-independent ,i.e, p((ajb)·(cjd))=p(ajb)·p(cjd), Lastly, we consider briefly random conditional 277 objects and how they relate to conditional probabili-. ties. Beginning with probability space (M,A,p) By using an optimal approximation technique, �rithmetfc operations over conditional objects can also be deter r..ir.ec, in turn yielding expectations of random con dition31 objects, dcf1nec in the natural way. Thus,e.g, E((VjW)} = ( E(VxW) I E(VxW) } , (4. 2 9) \'/here E(·) is ordinary expectation. (See [1] , Section 5)
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