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THE BRUHAT ORDER ON CLANS
BENJAMIN J. WYSER
Abstract. We give an explicit description of the closure containment order (or “Bruhat
order”) on the set of orbits of GLp × GLq on the flag variety GLp+q/B, relative to the
parametrization of the orbits by combinatorial objects called “clans”. This leads to a
corresponding description of the closures of such orbits as sets of flags satisfying certain
incidence conditions encoded by the parametrizing clans.
1. Introduction
Let G be a reductive algebraic group and B a Borel subgroup. Let θ be an involution of G
(i.e. an automorphism with θ2 = id), and let K = Gθ be the subgroup of G consisting of
elements fixed by θ. K is called a symmetric subgroup. K acts on the flag variety G/B with
finitely many orbits, and the geometry of these orbits and their closures is important in the
representation theory of a certain real Lie group, an associated “real form” of G.
In [8], Richardson and Springer considered a certain partial order on the set of K-orbits,
defined by O1 ≤ O2 if and only if O1 ⊆ O2. They called this order the “Bruhat order”, by
analogy with the case of the Bruhat order on Schubert varieties.
In some specific cases, this Bruhat order is understood in a very explicit way. For example,
the set of On-orbits (resp. Sp2n-orbits) on GLn/B (resp. GL2n/B) is parametrized by the
set of involutions in Sn (resp. the set of fixed point-free involutions in S2n), and the Bruhat
order in each case is just the restriction of the ordinary Bruhat order on the corresponding
symmetric group. This makes it easy to compare two orbits directly, without resorting to
recursive computation, since the Bruhat order on Sn is well known to be given by
(1) u ≤ v ⇔ ru(i, j) ≥ rv(i, j) for all i, j,
where ru(i, j) := #{k ≤ i | u(k) ≥ j}.
In addition to giving a very explicit understanding of the poset of K-orbits, this under-
standing of Bruhat order also makes it straightforward to describe the orbit closures as
sets of flags. In the two cases above, such a description is given in [15]. In the case of
type A Schubert varieties, (1) implies that the Schubert variety Xw = BwB/B is described
set-theoretically as follows:
(2) Xw = {F• ∈ GLn/B | dim(Fi ∩ Ej) ≥ rw(i, j) ∀i, j},
where E• denotes a fixed flag.
For symmetric pairs (G,K) other than those mentioned above, the Bruhat order on K-orbits
is not understood quite as explicitly. Using results of [8] together with explicit descriptions of
the “weak order” (a different partial order on the orbits, analogous to the weak Bruhat order
on Schubert varieties, which is weaker than the full Bruhat order) in [7], one can compute
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2 BENJAMIN J. WYSER
the Bruhat order in many examples. However, the computation is recursive in nature, and
does not obviously imply a description of the Bruhat order as explicit as (1). Consequently,
in such cases we do not necessarily know a set-theoretic description of the K-orbit closures
as explicit as (2).
The purpose of this paper is to give an explicit description of Bruhat order, similar in
nature to (1), and a corresponding description of K-orbit closures as sets of flags, along
the lines of (2), in a specific case, namely that of the type A symmetric pair (G,K) =
(GLp+q, GLp×GLq). Taking the involution θ to be conjugation by the diagonal matrix with
p 1’s followed by q −1’s on the diagonal, K is realized in the obvious way as the subgroup
of GLp+q consisting of a p× p upper-left block, a q × q lower-right block, and 0’s outside of
these blocks. The orbits in this case are parametrized by what have commonly been called
“clans” [7, 18].
Definition 1.1. A clan of signature (p, q) is an involution in Sp+q with each fixed point
decorated by either a + or a − sign, in such a way that the number of + fixed points minus
the number of − fixed points is p − q. (If p < q, then there should be q − p more − signs
than + signs.)
A clan is depicted by a string c1 . . . cn of p+ q characters. Where the underlying involution
fixes i, ci is either a + or a −, as appropriate. Where the involution interchanges i and j,
ci = cj ∈ N is a matching pair of natural numbers. (A different natural number is used for
each pair of indices exchanged by the involution.) 
For example, suppose n = 3, and p = 2, q = 1. Then we must consider all clans of length 3
with one more + than − (since p− q = 1). There are 6 such. They are displayed in Figure
1, which depicts the Bruhat order. The minimal (closed) orbits are those at the bottom of
the graph; their clans consist only of signs. The open, dense orbit is the unique maximal
orbit in the graph. The larger case of n = 4 and p = q = 2 is given in Figure 2.
Figure 1. (GL(3,C), GL(2,C)×GL(1,C))
To state our results precisely, we define the following notations associated to any clan γ =
c1 . . . , cn, and to any i = 1, . . . , n or i, j with 1 ≤ i < j ≤ n.
(1) γ(i; +) = the total number of plus signs and pairs of equal natural numbers occurring
among c1 . . . ci;
(2) γ(i;−) = the total number of minus signs and pairs of equal natural numbers occur-
ring among c1 . . . ci; and
(3) γ(i; j) = the number of pairs of equal natural numbers cs = ct ∈ N with s ≤ i < j < t.
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Figure 2. (GL(4,C), GL(2,C)×GL(2,C))
As examples, for the (2, 2)-clan γ = 1 + 1−,
(1) γ(i; +) = 0, 1, 2, 2 for i = 1, 2, 3, 4;
(2) γ(i;−) = 0, 0, 1, 2 for i = 1, 2, 3, 4; and
(3) γ(i; j) = 1, 0, 0, 0, 0, 0 for (i, j) = (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4).
Theorem 1.2. Let γ, τ be (p, q)-clans, and let Yγ , Yτ be the corresponding K-orbit closures.
Then γ ≤ τ (meaning Yγ ⊆ Yτ ) if and only if the following three inequalities hold for all i, j:
(1) γ(i; +) ≥ τ(i; +);
(2) γ(i;−) ≥ τ(i;−);
(3) γ(i; j) ≤ τ(i; j).
Now define the following notations. Let Ep = C · 〈e1, . . . , ep〉 be the span of the first p
standard basis vectors, and let E˜q = C · 〈ep+1, . . . , en〉 be the span of the last q standard
basis vectors. Let pi : Cn → Ep be the projection onto Ep.
Then from Theorem 1.2, we can deduce the following explicit set-theoretic description of
K-orbit closures.
Corollary 1.3. With notation as above, Yγ is precisely the set of all flags F• satisfying the
following three conditions for all i, j:
(1) dim(Fi ∩ Ep) ≥ γ(i; +);
(2) dim(Fi ∩ E˜q) ≥ γ(i;−); and
(3) dim(pi(Fi) + Fj) ≤ j + γ(i; j).
Remark 1.4. As mentioned in [16, Remark 3.4], a special case of Theorem 1.2 follows
from the results of the Ph.D. thesis of E. Smirnov [10, Theorem 3.10]. Translated to our
combinatorial parameters, Smirnov’s result implies that if γ(i;±) = τ(i;±) for all i, then
γ ≤ τ if and only if γ(i; j) ≤ τ(i; j) for all i, j. 
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Remark 1.5. Theorem 1.2 confirms a special case of [9, Conjecture 5.6.2]. 
Remark 1.6. Corollary 1.3 is useful because it is a first step in studying these K-orbit
closures, and affine open subsets thereof, via local equations. Such study allows us to
analyze singularities, important in representation theory, and also allows us to understand
cohomological invariants in combinatorial ways, via Gro¨bner degeneration.
Indeed, despite not having yet appeared in published form, Corollary 1.3 has already been
used in such ways in the papers [17, 14]. It will also be used in an article in preparation
[13] to establish a local isomorphism between “Mars-Springer varieties”, which are certain
“attractive slices” of orbit closures.
Additionally, Corollary 1.3 is used in [16] to explicitly describe certain types of degeneracy
loci parametrized by the K-orbit closures in this case. 
Remark 1.7. Theorem 1.2 makes it possible to study topological properties of the poset of
clans. In cases where the Bruhat order on K-orbits is understood explicitly, and where such
study has been undertaken, the posets have been shown to have favorable combinatorial
properties. We briefly recall some of these results.
By results of Richardson-Springer [8], any Bruhat poset of K-orbits is pure, meaning that
all maximal chains in such a poset have the same length.
The set I of involutions of the symmetric group is known to be bounded (meaning it has
a unique minimal element and a unique maximal element), hence it is ranked (pure and
bounded). In [6], the rank function is computed explicitly, and I is additionally shown to
be Eulerian (all intervals of length at least 1 have the same number of elements of odd and
even rank) and EL shellable. (The reader may consult e.g. [11] for the definition of this last
term.)
The set Ifpf of fixed point-free involutions of the symmetric group is also known to be
bounded, hence ranked. This poset is shown in [2] to also be EL shellable.
Any finite Weyl group (indexing Schubert varieties in a flag variety, which can be viewed in
a certain sense as a special case of K-orbits), indeed, any finite Coxeter group, is known to
have a number of nice properties: all are bounded, ranked, thin (meaning that each interval
of length 2 is a 4-element “diamond”) [1], Eulerian [12, 3], and EL shellable [4].
By contrast with some of the examples above, note that the poset of clans is not bounded,
as it has numerous minimal elements. Even if one artifically bounds the poset by formally
adjoining a minimum element, the resulting poset is ranked, but neither thin nor Eulerian in
general, as one can see by examining Figures 1 and 2. For instance, in Figure 1, the interval
[+ +−, 1 + 1] is a linear chain, while in Figure 2, the length 2 interval [1122, 1221] consists
of 5 elements.
I do not know whether this poset is shellable. 
Question 1.8. Is the order complex of the Bruhat poset of clans shellable? Is the poset CL
shellable? EL shellable? 
After recalling some known results in Section 2.1, we give the proof of Theorem 1.2 and
Corollary 1.3 in Section 2.2.
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2. Describing the Bruhat order on clans
In this section, we give the proofs of Theorem 1.2 and Corollary 1.3. Before doing so, we
quickly recall some background on the parametrization and the set-theoretic descriptions of
the orbits themselves (not their closures) which will be used in the proof.
2.1. Known results on K-orbits. Our reference for the results of this section is [18].
For a clan γ, recall our definitions of the numbers γ(i;±) and γ(i; j). (We will call these
numbers the “rank numbers of γ” for short.)
Theorem 2.1 ([18]). Suppose p+ q = n. For a (p, q)-clan γ, define Qγ to be the set of all
flags F• having the following three properties for all i, j (i < j):
(1) dim(Fi ∩ Ep) = γ(i; +)
(2) dim(Fi ∩ E˜q) = γ(i;−)
(3) dim(pi(Fi) + Fj) = j + γ(i; j)
For each (p, q)-clan γ, Qγ is nonempty, stable under K, and in fact is a single K-orbit on
G/B.
Conversely, every K-orbit on G/B is of the form Qγ for some (p, q)-clan γ. Hence the
association γ 7→ Qγ defines a bijection between the set of all (p, q)-clans and the set of
K-orbits on G/B.
Note that in light of Theorem 2.1, Corollary 1.3 says that we pass from an orbit to its closure
by changing the equalities in the set-theoretic description of the orbit to inequalities. This
is the case when one passes from a Schubert cell to the corresponding Schubert variety as
well.
We next outline an algorithm, described in [18], for producing a representative of Qγ given
the clan γ.
First, for each pair of matching natural numbers of γ, assign one of the numbers a “signature”
of +, and the other a signature of −. Now choose a permutation σ of 1, . . . , n with the
following properties for all i = 1, . . . , n:
(1) 1 ≤ σ(i) ≤ p if ci = + or if ci ∈ N and the signature of ci is +.
(2) p+ 1 ≤ σ(i) ≤ n if ci = − or if ci ∈ N and the signature of ci is −.
Having determined such a permutation σ, take F• = 〈v1, . . . , vn〉 to be the flag specified as
follows:
vi =

eσ(i) if ci = ±,
eσ(i) + eσ(j) if ci ∈ N, ci has signature +, and ci = cj ,
−eσ(i) + eσ(j) if ci ∈ N, ci has signature −, and ci = cj .
For example, for the orbit corresponding to the clan + + + − −−, we could take σ = 1,
which would give the standard flag 〈e1, . . . , e6〉. For 1 − +1, we could assign signatures to
the 1’s as follows: 1+−+1−. We could then take σ to be the permutation 1324. This would
give the flag
F• = 〈e1 + e4, e3, e2, e1 − e4〉 .
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2.2. The proofs of Theorem 1.2 and Corollary 1.3. Our proof of Theorem 1.2 is along
the same lines as the proof of [5, §10.5, Proposition 7], regarding closures of type A Schubert
cells and the Bruhat order on Sn. We proceed as follows:
(1) Define a “combinatorial Bruhat order” ≤ on (p, q)-clans, which we secretly know
reflects the true geometric Bruhat order.
(2) Describe the covering relations with respect to this combinatorial Bruhat order.
(3) Show that orbit closures Yγ , Yτ satisfy Yγ ⊆ Yτ if and only if γ ≤ τ .
One direction of (3) is easy. The other requires knowledge of the covering relations with
respect to the order ≤, acquired in (2) above, together with some limiting arguments in-
volving the specific representatives of the orbits Qγ and Qτ (described in Section 2.1) when
τ covers γ in the combinatorial order.
To see that the combinatorial order that we want to define is in fact a partial order, we first
observe the following easy fact.
Proposition 2.2. The rank numbers γ(i; +), γ(i;−), and γ(i; j) determine γ uniquely.
Proof. Say that γ = c1 . . . cn “has a + jump at i” if γ(i; +) = γ(i− 1; +) + 1. Likewise, say
that γ “has a − jump at i” if γ(i;−) = γ(i− 1;−) + 1. From the definitions, it is clear that
γ has a + jump at i if and only if ci is a + or the second occurrence of a natural number,
and does not have a + jump at i if and only if ci is a − or the first occurrence of a natural
number. Likewise, γ has a − jump at i if and only if ci is a − or the second occurrence
of a natural number, and does not have a − jump at i if and only if ci is a + or the first
occurrence of a natural number.
Thus the numbers γ(i; +) and γ(i;−), by themselves, completely determine the location of
+’s, −’s, first occurrences of natural numbers, and second occurrences of natural numbers.
The only choice left in constructing γ, then, is when we see the second occurrence of a
natural number, which natural number is it the second occurrence of ? This is determined
by the numbers γ(i; j). Let k be the first index at which γ has the second occurrence of a
natural number. Supposing there is only one first occurrence to the left of position k, ck is
determined. So suppose there is more than one first occurrence to the left of position k, with
i1, . . . , im the indices less than k at which γ has first occurrences. Consider the numbers
γ(i1; k), γ(i2; k), . . . , γ(im; k). From the definitions, it is clear that for all l = 1, . . . ,m,
γ(il; k) ≤ l, and also that γ(im; k) = m− 1. Thus there is some first l at which γ(il; k) < l.
Then ck must be the second occurrence of cil . Indeed, ck cannot be the second occurrence
of any cij with j < l, because if it were, the pair (cij , ck) would not be counted in the
number γ(ij ; k), so we would necessarily have γ(ij ; k) < j. On the other hand, if the second
occurrence of cil were beyond position k, then we would necessarily have that γ(il; k) = l.
Thus ck is determined by the numbers γ(i1; k), . . . , γ(im; k).
Working in order from left to right, the remaining indices at which γ has second occurrences
can be filled in using similar logic. At each such index, we consider the indices left of k at
which γ has the first occurrence of a natural number which does not yet have a mate. Apply-
ing the same argument as above will allow us to determine which of those first occurrences
ck should be the mate of. 
Example 2.3. As an example of the preceding proof, suppose that we are told that the
(3, 3) clan γ has rank numbers
• γ(i; +) = 0, 0, 1, 2, 2, 3 for i = 1, 2, 3, 4, 5, 6;
BRUHAT ORDER ON CLANS 7
• γ(i;−) = 0, 0, 1, 2, 2, 3 for i = 1, 2, 3, 4, 5, 6;
• γ(i; j) = 1, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0 for (i, j) = (1, 2), (1, 3), (1, 4), (1, 5), (1, 6),
(2, 3), (2, 4), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6).
The first two sets of numbers tell us that γ has the pattern FFSSFS, where F represents
the first occurrence of a natural number, and S represents the second occurrence of a natural
number. We can assign natural numbers to the positions of the F ’s any way we’d like —
they may as well be 1, 2, 3, in order. Thus γ has the form 12SS3S. Looking at the first
S in position 3, we need to determine whether c3 = 2 or c3 = 1. Looking at the numbers
γ(1; 3) = 1 and γ(2; 3) = 1, we see that c3 = 2. This forces c4 = 1, and c6 = 3. Thus
γ = 122133.
We now define combinatorial Bruhat order in the obvious way.
Definition 2.4. We define the combinatorial Bruhat order ≤ on (p, q)-clans as follows:
γ ≤ τ if and only
(1) γ(i; +) ≥ τ(i; +) for all i;
(2) γ(i;−) ≥ τ(i;−) for all i;
(3) γ(i; j) ≤ τ(i; j) for all i < j.
In light of Proposition 2.2, it is clear that ≤ is a partial order on (p, q)-clans. Our first task
is to describe the covering relations with respect to this order. Recall that clans can be
thought of as involutions in Sn with signed fixed points. Conversely, any involution in Sn
can likewise be encoded by a character string, as we do for clans, but with the character
string consisting of pairs of matching natural numbers and (say) dots, rather than signs,
with the dots marking fixed points. (So, for example, the involution 563412 = (1, 5)(2, 6)
corresponds to the character string 12 · ·12.) We first observe that when involutions of Sn
are translated into such “clan-like symbols,” their Bruhat order (by which we mean the
restriction of the Bruhat order on Sn to the subset of involutions) is closely related to the
combinatorial Bruhat order on clans defined above.
Paralleling the notation for clans, given an involution γ ∈ Sn, with γ1 . . . γn the corresponding
character string just described, define the following for any i = 1, . . . , n and for any 1 ≤ s <
t ≤ n:
(1) γ(i; ·) = Number of dots plus twice the number of pairs of equal natural numbers
occurring among γ1 . . . γi; and
(2) γ(s; t) = #{γa = γb ∈ N | a ≤ s, b > t}.
We omit the easy proof of the following proposition, which is simply a reformulation of the
Bruhat order on involutions which more closely mirrors our definition of the combinatorial
Bruhat order on clans.
Proposition 2.5. For involutions γ, τ ∈ Sn, γ ≤ τ in Bruhat order if and only if
(1) γ(i; ·) ≥ τ(i; ·) for i = 1, . . . , n; and
(2) γ(s; t) ≤ τ(s; t) for all 1 ≤ s < t ≤ n.
Corollary 2.6. Suppose γ and τ are two (p, q)-clans. Then γ ≤ τ in the combinatorial
Bruhat order if and only if
(1) The underlying involutions of γ, τ are related in the Bruhat order on Sn, and addi-
tionally
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(2) γ(i; +) ≥ τ(i; +) and γ(i;−) ≥ τ(i;−) for all i.
Proof. Clearly, γ(i; +) + γ(i;−) = γ(i; ·), and τ(i; +) + τ(i;−) = τ(i; ·). So if γ ≤ τ in the
combinatorial Bruhat order, then γ(i; +) ≥ τ(i; +) and γ(i;−) ≥ τ(i;−), so γ(i; ·) ≥ τ(i; ·).
Thus the underlying involutions are related in the Bruhat order by Proposition 2.5.
On the other hand, relation of the underlying involutions in the Bruhat order implies that
γ(i; j) ≤ τ(i; j) for all i < j by Proposition 2.5, so insisting on the conditions γ(i; +) ≥ τ(i; +)
and γ(i;−) ≥ τ(i;−) guarantees that γ ≤ τ in the combinatorial order as well. 
We now characterize the covering relations with respect to the combinatorial Bruhat order,
using Corollary 2.6 to simplify some of the arguments. Indeed, by use of Corollary 2.6, in
certain instances we are able to use the results of [6] regarding the covering relations in the
Bruhat order on ordinary involutions of Sn.
Theorem 2.7. Suppose that γ, τ are (p, q)-clans, with γ < τ . Then there exists a clan γ′
such that γ < γ′ ≤ τ , and such that γ′ is obtained from γ by a “move” of one of the following
types:
(1) Replace a pattern of the form +− by 11, i.e. replace a plus and minus by a pair of
matching natural numbers.
(2) Replace a pattern of the form −+ by 11.
(3) Replace a pattern of the form 11+ by 1 + 1, i.e. interchange a number and a + sign
to its right if in doing so you move the number farther from its mate.
(4) Replace a pattern of the form 11− by 1− 1.
(5) Replace a pattern of the form +11 by 1 + 1.
(6) Replace a pattern of the form −11 by 1− 1.
(7) Replace a pattern of the form 1122 by 1212.
(8) Replace a pattern of the form 1122 by 1 +−1.
(9) Replace a pattern of the form 1122 by 1−+1.
(10) Replace a pattern of the form 1212 by 1221.
Proof. We prove this by explicitly constructing γ′ from γ and τ , then showing that the γ′
so constructed satisfies γ < γ′ ≤ τ . (This is the clan version of what is done in [5, §10.5,
Lemma 11] in the case of permutations.)
In fact, when one translates the clans γ, γ′, and τ to their underlying involutions, one sees
that the construction of γ′ follows very closely the “covering moves” for involutions described
in [6, §3-4]. In fact, we are able to apply directly the results of [6] regarding these covering
moves in certain cases.
The proof is by case analysis. As the statement of the theorem may indicate, there are a
number of cases to consider. First, we say that clans γ = γ1 . . . γn and τ = τ1 . . . τn differ at
position i if and only if one of the following holds:
• γi and τi are opposite signs;
• γi is a sign and τi is a number;
• γi is a number and τi is a sign; or
• γi and τi are numbers whose mates are in different positions.
If γ < τ , then obviously there is a first position at which γ and τ differ. Denote this position
by f . One of the following must hold:
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(1) γf is a + sign, and τf is the first occurrence of some natural number;
(2) γf is a − sign, and τf is the first occurrence of some natural number; or
(3) γf and τf are both first occurrences of a natural number, with γf = γi and τf = τj
for f < i < j.
To see this, note first that neither γf nor τf can be the second occurrence of a natural
number, since if either was, a difference would’ve been detected prior to position f , namely
at the position of the first occurrence of that natural number. Thus the only possibilities for
(γf , τf ) are (+,−), (−,+), (+, F ), (−, F ), (F,+), (F,−), (F, F ), where here ‘F’ stands for
the first occurrence of a natural number. We can rule out the cases (+,−), (−,+), (F,+),
and (F,−), since in those cases we would not have γ < τ in the combinatorial Bruhat order.
Indeed,
• (γf , τf ) = (+,−)⇒ γ(f ;−) < τ(f ;−);
• (γf , τf ) = (−,+)⇒ γ(f ; +) < τ(f ; +);
• (γf , τf ) = (F,+)⇒ γ(f ; +) < τ(f ; +);
• (γf , τf ) = (F,−)⇒ γ(f ;−) < τ(f ;−).
Note also that in the case (F, F ), if we had γf = γi and τf = τj with j < i, then this would
imply that γ(f ; j) > τ(f ; j), which is again contrary to our assumption that γ < τ . Thus in
the case (F, F ), the mate for τf must occur to the right of the mate for γf .
We remark that the position we are denoting f (for “first”) is the same as the “difference
index” di defined in [6, Definition 4.1]. In fact, there is no loss in generality in assuming that
f = 1, and we do so in what follows. This essentially allows us to ignore, over certain ranges
of indices, any second occurrences of natural numbers whose first occurrences are prior to
position f . Since γ and τ match in all such positions anyway, considering them does nothing
but clutter our arguments unnecessarily. So from this point forward, we assume f = 1.
We now consider the cases (γ1, τ1) = (+, F ), (−, F ), and (F, F ) in turn.
Case 1 ((γ1, τ1) = (+, F )). Suppose that γ1 = +, and that τ1 is the first occurrence of
a natural number whose second occurrence is at position i: τ1 = τi ∈ N. We claim first
that there exists j ∈ [1, i] such that either γj is a − sign, or γj is the first of a pair of
matching natural numbers whose second occurence is in position at most i, i.e. γj = γk ∈ N
1 < j < k ≤ i. To see this, note that τ(1;−) = γ(1;−) = 0, and that τ has a − jump at
position i, τi being the second occurrence of τ1. Thus in order to ensure γ(i;−) ≥ τ(i;−), γ
must have a − jump in the range [1, i]. This can occur only at either a − sign, or the second
occurrence of a natural number.
Let j ∈ [1, i] be the smallest index such that γj is either a − or the first occurrence of a
natural number whose second occurrence is in position at most i, with γj = γk ∈ N for
1 < j < k ≤ i. We consider the two subcases separately, but first we prove the following
lemma, which is of use in both instances.
Lemma 2.8. For any l ∈ [1, j−1], let γF (l) denote the number of first occurrences of natural
numbers among γ1 . . . γl, and define τF (l) similarly. Then γF (l) < τF (l).
Proof. Note that, by our choice of j, all first occurrences for γ in the range [1, l] have their
second occurrence strictly after position i. Since γ(1; i) ≤ τ(1; i), τ must have at least as
many first occurrences in this range whose second occurrences are strictly after position i.
And τ has (at least) one more first occurrence, namely τ1, whose second occurrence is at
position i. 
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Case 1.1 (γj = −). This case looks like the following:
i
τ : 1 . . . . . . 1 . . .
γ : + . . . − . . . . . .
j
In this case, we claim that the clan γ′ obtained from γ by replacing γ1 and γj by a new
pair of matching natural numbers (i.e. replacing the pattern (γf , γj) = +− by 11) satisfies
γ < γ′ ≤ τ . To see that γ < γ′, we simply note how the rank numbers for γ′ differ from
those of γ. From the definitions, it is clear that the only changes in the rank numbers are
• γ′(k; +) = γ(k; +)− 1 for all k ∈ [1, j − 1];
• γ′(k; l) = γ(k; l) + 1 for all k < l with 1 ≤ k < l < j.
Thus γ < γ′. To see that γ′ ≤ τ , having noted how the rank numbers for γ′ differ from those
of γ, and knowing that γ < τ , we need only establish the following:
• τ(k; +) < γ(k; +) for all k ∈ [1, j − 1]; and
• τ(k; l) > γ(k; l) for all k < l with 1 ≤ k < l < j.
We start with the first statement. Since γ(1; +) = 1 and τ(1; +) = 0, it is clear for k = 1,
and so we consider k ∈ [2, j − 1]. Consider the following observations:
(1) By our choice of j, γ has no − jumps in the range [2, j − 1].
(2) γ(1;−) = τ(1;−) = 0. Thus, by the previous bullet, and because γ < τ , we must
have that τ(k;−) = γ(k;−) for all k ∈ [2, j − 1]. As a consequence, note that there
can be no − jumps for τ in the range [2, j − 1], i.e. there can be no k ∈ [2, j − 1]
where τk = −, or where τk is a second occurrence of a natural number.
(3) Thus in the range [2, j − 1], the only possible characters for both τ and γ are +’s
and first occurrences of natural numbers.
Since the number of first occurrences for γ in the range [1, k] is strictly less than the number
of first occurrences for τ in the same range by Lemma 2.8, the number of + signs for γ must
be strictly greater than the number of + signs for τ in this range. Thus γ(k; +) > τ(k; +),
as desired.
Now, we must see that τ(k; l) > γ(k; l) whenever 1 ≤ k < l < j. Let such a k, l be given.
By the above observations, it is clear that any first occurrence of a natural number for
γ occurring in the range [1, k] has its mate in position strictly greater than i (and hence
strictly greater than l, since l < j ≤ i), while any first occurrence of a natural number for τ
occurring in this range has its mate in position at least j (hence also in a position strictly
greater than l). Thus γ(k; l) and τ(k; l) are simply the numbers of first occurrences for γ
and τ , respectively, occurring in the range [1, k]. So again it follows from Lemma 2.8 that
γ(k; l) < τ(k; l).
This completes the proof that γ < γ′ ≤ τ .
Case 1.2 (γj = γk ∈ N, 1 < j < k ≤ i). Here, we have the following setup:
i
τ : 1 . . . . . . . . . . . . 1 . . .
γ : + . . . 1 . . . 1 . . . . . .
j k
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In this case, we claim that the γ′ obtained from γ by interchanging γ1 and γj (replacing the
substring (γ1, γj , γk) = +11 by 1 + 1) satisfies γ < γ
′ ≤ τ .
To see that γ < γ′, simply note how the rank numbers for γ′ and γ differ. The only differences
are
• γ′(l; +) = γ(l; +)− 1 for l = 1, . . . , j − 1; and
• γ′(l;m) = γ(l;m) + 1 for pairs l < m such that 1 ≤ l < j and l < m < k.
This shows that γ < γ′. To see that γ′ ≤ τ , one shows that
• τ(l; +) < γ(l; +) for l = 1, . . . , j − 1; and
• τ(l;m) > γ(l;m) whenever 1 ≤ l < j and l < m < k.
The proofs of these facts are exactly the same as those given in the previous subcase, so we
do not repeat them here.
Case 2 ((γf , τf ) = (−, F )). In this case, we are able to make the exact same arguments as
in the previous case, interchanging − and + signs everywhere. The upshot is that γ′ can be
obtained from γ by a move of either type −+→ 11 or −11→ 1− 1.
Case 3 ((γ1, τ1) = (F, F )). Now, suppose that (γ1, τ1) = (F, F ), with γ1 and τ1 natural
numbers such that γ1 = γj ∈ N and τ1 = γi. Recall that j < i.
There are multiple subcases to consider here. To see what they are, we first note the following
easy lemma.
Lemma 2.9. One of the following must be true:
(1) There exists a pair of matching numbers γk = γl ∈ N with 1 < k < j < l ≤ i.
(2) There exists a pair of natural numbers γk = γl ∈ N with j < k < l ≤ i.
(3) There exists a γk = ± for some k ∈ [j + 1, i].
(4) There exists a pair of natural numbers γk = γl ∈ N with l > i, and with k ∈ [j+ 1, i].
Proof. Indeed, consider the possible values of γj+1, . . . , γi. If any is a ±, we are done, as we
are in case (3). If any is a second occurrence, then its first occurrence must occur either
between 1 and j − 1 (case (1)), or else after j (case (2)). And if any is a first occurrence,
then its second occurrence must occur either in position at most i (case (2)), or in a position
strictly beyond i (case (4)). 
We consider each of the above cases in turn.
Case 3.1 (There exist γk = γl ∈ N with 1 < k < j < l ≤ i.). The picture here is as follows:
i
τ : 1 . . . . . . . . . . . . . . . . . . 1 . . .
γ : 1 . . . 2 . . . 1 . . . 2 . . . . . .
k j l
Then choose the pair such that k is minimal. Note that the numbers (γ1, γk, γj , γl) form the
pattern 1212. Let γ′ be obtained from γ by changing this pattern to 1221 (i.e. by either
interchanging γ1 and γk, or γj and γl). Then we claim that γ < γ
′ ≤ τ .
To see that γ < γ′, we simply note that the only changes in the rank numbers as we move
from γ to γ′ are that γ′(s; t) = γ(s; t) + 1 whenever 1 ≤ s < k and j ≤ t < l. To see that
γ′ ≤ τ , then, we simply need to see that γ(s; t) < τ(s; t) for such s and t.
12 BENJAMIN J. WYSER
In fact, by Corollary 2.6, it suffices here to observe that the underlying involutions of γ′
and τ are suitably related in Bruhat order. That they are follows immediately from [6,
Corollary 4.6]. Indeed, one checks that, on the underlying involutions, the move made here
is the “minimal covering transformation” of γ relative to τ , with (1, k) being a “non-crossing
ee-rise”.
Case 3.2 (There is either a +, a −, or a pair of natural numbers occurring in the range
j + 1, . . . , i.). In this case, choose k to be the smallest index in the range [j + 1, i] such that
either γk = +, γk = −, or γk = γl ∈ N with k < l ≤ i. We treat each of the three possibilities
in turn, starting with the last.
Case 3.2.1 (γk = γl ∈ N with j < k < l ≤ i.). We have the following picture:
i
τ : 1 . . . . . . . . . . . . . . . . . . 1 . . .
γ : 1 . . . 1 . . . 2 . . . 2 . . . . . .
j k l
Note that the numbers (γ1, γj , γk, γl) form the pattern 1122. We claim that the γ
′ obtained
from γ by changing this pattern either to 1 +−1 or 1−+1 satisfies γ < γ′ ≤ τ . To see this,
we first establish a few basic lemmas which will be used both in this subcase and the next.
Recall the following notation, defined in a previous case:
γF (s) := #{t ∈ [1, s] | γt is a first occurrence},
and
τF (s) := #{t ∈ [1, s] | τt is a first occurrence}.
Lemma 2.10. For any s ∈ [1, k − 1],
γF (s) ≤ τF (s).
Proof. Since we are not in Case 3.1, any first occurrence in the range [2, j−1] has its mate in
a position strictly beyond i. By our choice of k, all first occurrences in the range [j+1, k−1]
also have their second occurrences in a position strictly beyond i. Thus γF (s) = γ(s; i) + 1,
the additional 1 being γ1, whose second occurrence is γj . Likewise, τ(s; i) ≤ τF (s) + 1, the
additional 1 being τ1, whose second occurrence is τi. Since γF (s) + 1 = γ(s; i) ≤ τ(s; i) ≤
τF (s) + 1, we get the desired inequality. 
Lemma 2.11. For any s ∈ [j, k − 1], if γ(s;−) = τ(s;−), then γ(s; +) > τ(s; +), and if
γ(s; +) = τ(s; +), then γ(s;−) > γ(s;−).
Proof. Since γ(s;±) ≥ τ(s;±) by definition of the combinatorial Bruhat order, the statement
here amounts to the fact that we cannot have both γ(s;−) = τ(s;−) and γ(s; +) = τ(s; +)
at the same time at any point over this range of indices.
Consider the possible values of characters γt for t ∈ [2, s]. They are
• + signs;
• − signs;
• First occurrences of natural numbers whose second occurrences are beyond position
s;
• Pairs of numbers each occurring in the range [2, s];
• The lone character γj (the second occurrence of γ1).
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Consider the possible values of characters τt for t ∈ [2, s]. They are
• + signs;
• − signs;
• First occurrences of natural numbers whose second occurrences are beyond position
s;
• Pairs of numbers each occurring in the range [2, s].
We define the following notations:
• γ+(s) = #{t ∈ [2, s] | γt = +};
• γ−(s) = #{t ∈ [2, s] | γt = −};
• γF (s) = #{t ∈ [2, s] | γt = γr ∈ N, r > s};
• γP (s) = #{Pairs of natural numbers occurring in the range [2, s]}.
We use similar notations for τ .
The following observations are evident:
• γ(s; +) = γ+(s) + γP (s) + 1;
• γ(s;−) = γ−(s) + γP (s) + 1;
• τ(s; +) = τ+(s) + τP (s);
• τ(s;−) = τ−(s) + τP (s);
• s− 1 = γ+(s) + γ−(s) + γF (s) + 2 · γP (s) + 1;
• s− 1 = τ+(s) + τ−(s) + τF (s) + 2 · τP (s).
(The various “+ 1”’s in the equations involving γ come from counting γj , the second occur-
rence of γ1.)
Combining all of the above observations, we get
γ(s; +) + γ(s;−) + γF (s)− 1 = τ(s; +) + τ(s;−) + τF (s).
If γ(s;−) = τ(s;−) and γ(s; +) = τ(s; +), this reduces to
γF (s) = τF (s) + 1,
which contradicts Lemma 2.10. Thus we cannot have both γ(s;−) = τ(s;−) and γ(s; +) =
τ(s; +). 
Lemma 2.12. Either γ(s; +) > τ(s; +) for all s ∈ [j, k − 1], or γ(s;−) > τ(s;−) for all
s ∈ [j, k − 1] (or both).
Proof. If γ(s; +) > τ(s; +) for all s ∈ [j, k − 1], we are done. Otherwise, there is some
first index s ∈ [j, k − 1] for which γ(s; +) = τ(s; +). By Lemma 2.11, we must have
γ(s;−) > τ(s;−). Since there are no + jumps for γ in the range s+ 1, . . . , k− 1 (by the fact
that we are not in Case 3.1, and by our choice of k), the equality γ(t; +) = τ(t; +) must hold
for all t = s+ 1, . . . , k− 1 as well, and thus, again by Lemma 2.11, we have γ(t;−) > τ(t;−)
for all t in this range as well. Since there are no − jumps for γ in the range [j+1, s−1] (again,
because we are not in Case 3.1 and by our choice of k), the strict inequality γ(t;−) > τ(t;−)
must hold also for all t ∈ [j, s − 1]. Indeed, assuming by induction that strict inequality
holds at position t, we have
γ(t− 1;−) = γ(t;−) > τ(t;−) ≥ τ(t− 1;−).

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Now, using Lemma 2.12, we are able to show that the γ′ obtained from γ by replacing
(γ1, γj , γk, γl) = 1122 by either 1 + −1 or 1 − +1 satisfies γ < γ′ ≤ τ . If γ(s; +) > τ(s; +)
for all s ∈ [j, k − 1], then we replace the pattern by 1−+1, and if γ(s;−) > τ(s;−) for all
s ∈ [j, k − 1], we replace the pattern by 1 + −1. (If both of these are true, we can make
either move.)
Assume that γ(s; +) > τ(s; +) for all s ∈ [j, k − 1]. Then γ′ is obtained via the move
1122→ 1−+1. Note how the rank numbers of γ′ differ from those of γ:
• γ′(s; +) = γ(s; +)− 1 for all s ∈ [j, k − 1];
• γ′(s; t) = γ(s; t) + 1 whenever s < t, f ≤ s < k, and j ≤ t < l.
This shows that γ < γ′. To see that γ′ ≤ τ , we must show that
• γ(s;−) > τ(s;−) for all s ∈ [j, k − 1]; and
• γ(s; t) < τ(s; t) whenever s < t, f ≤ s < k, and j ≤ t < l.
The first of these two items has already been assumed. The second follows from Corollary
2.6 and [6, Corollary 4.6]. Indeed, on the level of the underlying involutions, the move from
γ to γ′ is the minimal covering transformation of γ relative to τ , with (1, k) being a “crossing
ee-rise”.
Now, if it is not the case that γ(s; +) > τ(s; +) for all s ∈ [j, k − 1], then by Lemma 2.12,
it is the case that γ(s;−) > τ(s;−) for all s ∈ [j, k − 1]. Thus we instead make the move
1122→ 1 +−1, and repeat the above argument with signs reversed.
Case 3.2.2 (γk = +.). We have the following picture:
i
τ : 1 . . . . . . . . . . . . . . . 1 . . .
γ : 1 . . . 1 . . . + . . . . . . . . .
j k
Note that (γ1, γj , γk) form the pattern 11+. We would like to obtain γ
′ from γ by converting
this pattern to 1+1. Alas, this does not always work. The γ′ so obtained satisfies γ < γ′ ≤ τ
in some cases, and does not in other cases.
To see this, note how the rank numbers for γ differ from those of γ′:
• γ′(s;−) = γ(s;−)− 1 for s = j, . . . , k − 1.
• γ′(s; t) = γ(s; t) + 1 for s < t with 1 ≤ s, j ≤ t < k.
Thus it is always the case that γ < γ′. However, it is only true that γ′ ≤ τ if γ(s;−) > τ(s;−)
for all s ∈ [j, k−1]. If this holds, then we do indeed have that γ′ ≤ τ . (Again, the inequalities
γ′(s; t) ≤ τ(s; t) follow from Corollary 2.6 and [6, Corollary 4.6], since, on the level of the
underlying involutions, the move 11+ → 1 + 1 is the minimal covering transformation of γ
relative to τ , with (1, k) being an “ef -rise”.)
We need not have γ(s;−) > τ(s;−) for all s ∈ [j, k − 1], however. In the event that we do
not, then we claim that one of the following must hold:
(1) There exists l ∈ [k + 1, i] with γl = −, or
(2) There exists a pair of matching natural numbers γl = γm ∈ N with k < l < m ≤ i.
To see this, note that there is some s ∈ [j, k − 1] for which γ(s;−) = τ(s;−), and since γ
has no − jumps in the range [s, k] (by our choice of k), we also have that γ(t;−) = τ(t;−)
for t = s+ 1, . . . , k. Now, τ has a − jump at position i, since τi is the second occurrence of
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τ1. Thus to ensure that γ(i;−) ≥ τ(i;−), γ must have a − jump somewhere in the range
[k + 1, i]. This can occur either with a − sign, or with the second occurrence of a natural
number. If it occurs at the second occurrence of a natural number, the first occurrence of
that number cannot be in the range [2, j− 1], since we are not in Case 3.1, and it cannot be
in the range [j + 1, k], by our choice of k. Thus the first occurrence of that number must be
beyond position k.
Now, choose l to be the smallest index in the range [k + 1, i] such that either γl = − or
γl = γm ∈ N with k < l < m ≤ i.
Case 3.2.2.1 (γl = −). The picture is
i
τ : 1 . . . . . . . . . . . . . . . . . . 1 . . .
γ : 1 . . . 1 . . . + . . . − . . . . . .
j k l
Then (γ1, γj , γl) form the pattern 11−, and we claim that the γ′ obtained from γ by con-
verting this pattern to 1 − 1 satisfies γ < γ′ ≤ τ . Note how the rank numbers for γ and γ′
are related:
• γ′(s; +) = γ(s; +)− 1 for s = j, . . . , l − 1.
• γ′(s; t) = γ(s; t) + 1 for f ≤ s, j ≤ t < l.
Thus γ < γ′. To see that γ′ ≤ τ , we need to see that
(1) γ(s; +) > τ(s; +) for s = j, . . . , l − 1, and
(2) γ(s; t) < τ(s; t) for s < t with 1 ≤ s and j ≤ t < l.
For the first, note that we have already assumed that γ(s;−) = τ(s;−) for some s ∈ [j+1, k],
so by Lemma 2.12, γ(s; +) > τ(s; +) for all s ∈ [j, k − 1]. Since γk = +, γ(k; +) > τ(k; +)
as well. Now, since γ(s;−) = τ(s;−) and since there are no − jumps in the range [s, l] (by
our choices of both k and l), the equality γ(t;−) = τ(t;−) is maintained for all t ∈ [s, l− 1].
Then by Lemma 2.11, we have γ(t; +) > τ(t; +) in all of these positions as well. (Note that
Lemma 2.11 refers to indices in the range [j, k− 1], but in fact this restriction on the indices
is not necessary. Indeed, the upper bound of the interval for which Lemma 2.11 holds can
be taken to be any index less than i.)
Unlike several of our other cases, here the inequality γ(s; t) < τ(s; t) does not follow imme-
diately from the results of [6] since the move being described here is not a “minimal covering
transformation”. Thus we must argue it directly here. So let s < t be given with 1 ≤ s and
j ≤ t < l. By our choice of j, k, l, etc., and by virtue of the case that we are currently in,
it is clear that all first occurrences in the range [1, s] either have their mate in a position at
most j, or else strictly beyond i. So since t ≥ j, we have
γ(s; t) = #{γa = γb ∈ N | a ≤ s, b > t} = #{γa = γb ∈ N | a ≤ s, b > i} = γ(s; i).
As for τ(s; t), since t < l ≤ i, we have
τ(s; t) = #{τa = τb ∈ N | a ≤ s, b > t} > #{τa = τb ∈ N | a ≤ s, b > i} = τ(s; i),
since the pair τ1 = τi contributes to τ(s; t), but not to τ(s; i). Since
γ(s; t) = γ(s; i) ≤ τ(s; i) < τ(s; t),
we are done.
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Case 3.2.2.2 (γl = γm for k < l < m ≤ i). Here, the picture is
i
τ : 1 . . . . . . . . . . . . . . . . . . . . . . . . 1 . . .
γ : 1 . . . 1 . . . + . . . 2 . . . 2 . . . . . .
j k l m
Here, we claim that the γ′ obtained from γ by changing the pattern (γ1, γj , γl, γm) = 1122
to 1−+1 satisfies γ < γ′ ≤ τ . Indeed, the arguments for this are identical to those given in
the previous subcase. Recall how the rank numbers for γ and γ′ differ:
• γ′(s; +) = γ(s; +)− 1 for all s ∈ [j, l − 1];
• γ′(s; t) = γ(s; t) + 1 whenever s < t, 1 ≤ s < l, and j ≤ t < m.
Thus γ < γ′, and to see that γ′ ≤ τ , we simply need to see that γ(s; +) > τ(s; +) for
s ∈ [j, l − 1], and that γ(s; t) < τ(s; t) for s < t, 1 ≤ s < l, and j ≤ t < m. As mentioned,
the arguments for these facts are identical to those given in the previous subcase, where γl
was equal to −. Since they are identical, we do not repeat them here.
In conclusion, the result of all the subcases considered here can be stated succinctly as follows:
A suitable γ′ can be obtained from γ through one of the following moves: 11+ → 1 + 1,
11− → 1− 1, or 1122→ 1−+1.
Case 3.2.3 (γk = −.). Here, we repeat the arguments of the previous subcase, reversing
all signs. The upshot is that γ′ can be obtained from γ by one of the moves 11− → 1 − 1,
11+→ 1 + 1, or 1122→ 1 +−1.
Case 3.3 (None of the previous cases apply.). Then by Lemma 2.9, there exists a pair of
matching natural numbers γk = γl ∈ N with k ∈ [j + 1, i] and l > i. Choose the pair such
that l is minimal — that is, choose l to be the smallest index greater than i which is the
second occurrence of a natural number whose first occurrence is between indices j + 1 and
i. We have the following schematic:
i
τ : 1 . . . . . . . . . . . . . . . 1 . . . . . . . . .
γ : 1 . . . 1 . . . 2 . . . . . . . . . 2 . . .
j k l
Note that the indices (γ1, γj , γk, γl) form the pattern 1122. We claim that the γ
′ obtained
from γ by converting this pattern to 1212 (i.e. by interchanging γj and γk) satisfies γ < γ
′ ≤
τ . To see that γ < γ′, note how the rank numbers for γ and γ′ are related. The differences
are:
• γ′(s; +) = γ(s; +)− 1 for s = j, . . . , k − 1;
• γ′(s;−) = γ(s;−)− 1 for s = j, . . . , k − 1;
• γ′(s; t) = γ(s; t) + 1 for f ≤ s < j ≤ t < k;
• γ′(s; t) = γ(s; t) + 1 for j ≤ s < k ≤ t < l;
• γ′(s; t) = γ(s; t) + 2 for j ≤ s < t < k.
This shows that γ < γ′. To see that γ′ ≤ τ , we must show that
• γ(s;±) > τ(s;±) for s = j, . . . , k − 1;
• γ(s; t) > τ(s; t) for f ≤ s < j ≤ t < k;
• γ(s; t) < τ(s; t) for j ≤ s < k ≤ t < l;
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• γ(s; t) + 1 < τ(s; t) for j ≤ s < t < k.
The last three items above follow from Corollary 2.6 and [6, Corollary 4.6]. Indeed, on the
level of underlying involutions, the move from γ to γ′ is the minimal covering transformation
of γ relative to τ , with (1, l) being an “ed-rise”.
So we concern ourselves only with the first item. Note that, by virtue of the case we currently
find ourselves in, γ has no + or − jumps in the range j + 1, . . . , i. Since τ does have both
a + and − jump at position i (τi being the second occurrence of τ1), and since we must
have τ(i;±) ≤ γ(i;±), we see that we must have γ(s;±) > τ(s;±) for all s in the range
j+1, . . . , i−1. Since k ≤ i, in particular we have that γ(s;±) > τ(s;±) for s = j+1, . . . , k−1.
Since γ has both a + and a − jump at position j (γj being the second occurrence of γf ), we
must have that γ(j;±) > τ(j;±) as well.
This completes the proof of Theorem 2.7. 
With Theorem 2.7 in hand, we can now prove Theorem 1.2.
Proof of Theorem 1.2. Let γ, τ be (p, q)-clans, with Qγ , Qτ the corresponding K-orbits, and
Yγ , Yτ the corresponding K-orbit closures. We prove the first statement of Theorem 1.2,
namely that Yγ ⊆ Yτ if and only if γ ≤ τ .
We show first that γ  τ ⇒ Yγ 6⊂ Yτ . Let Yτ be the purported orbit closure described
in Theorem 1.2, defined by inequalities determined by the rank numbers of τ . Yτ is a
closed subvariety of G/B, being defined locally by the vanishing of certain minors. Indeed,
conditions (1) and (2) of the description of Yτ amount to the vanishing of lower-left i × q
minors and upper-left i × p minors, respectively, of a generic matrix whose non-specialized
entries give affine coordinates on a translated big cell. Condition (3) amounts to the vanishing
of certain minors of a matrix whose first i columns are the first i columns of this generic
matrix with the lower-left i×p submatrix zeroed out, and whose last j columns are the first
j columns of the generic matrix. (These conditions are explained more precisely in [17].)
Since Qτ ⊂ Yτ by Theorem 2.1, we clearly have that Yτ ⊆ Yτ . Thus to show that Yγ 6⊂ Yτ ,
it suffices to show that Qγ ∩ Yτ = ∅. This is clear from the definitions, since if γ  τ ,
there exists some i such that γ(i; +) < τ(i; +), or γ(i;−) < τ(i;−), or some i < j such that
γ(i; j) > τ(i; j). Since any point of Qγ must meet the description of Theorem 2.1, it cannot
possibly lie in Yτ .
The preceding argument establishes that Yγ ⊆ Yτ ⇒ γ ≤ τ . We now consider the converse.
Suppose that γ < τ . By induction, it suffices to consider the cases where τ covers γ, so we
may assume that γ and τ are related by a “move” of the type described in Theorem 2.7. For
each of those possible moves, we give the following sort of argument: We take representatives
F• ∈ Qτ and E• ∈ Qγ , provided by the algorithm of [18] described in Subsection 2.1. We
also take, for each t ∈ C∗, a matrix k(t) ∈ K, so that the flag F•(t) := k(t) · F• is in Qτ for
all t ∈ C∗. We then show that limt→0 F•(t) = E•. This shows that E• is a limit point for
Qτ , so that it is an element of Yτ . Now, any other point P• ∈ Qγ is of the form P• = k ·E•
for some k ∈ K. Moreover, the curve k · F•(t) is contained in Qτ , and tends to P• as t→ 0.
So this argument establishes that in fact Qγ ⊆ Yτ , which implies that Yγ ⊆ Yτ .
For ease of notation, when writing the flags E• = 〈v1, . . . , vn〉 and F• = 〈w1, . . . , wn〉, we
may indicate only those vi and wi which differ. For instance, if E• = 〈e1, e2, e3, e4, e5〉 and
F• = 〈e1, e2 + e3, e3, e4, e5〉, then for short we will write E• = 〈e2〉 and F• = 〈e2 + e3〉.
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Case 1 (+− → 11). Suppose that the + and − are in positions i < j. We may choose
the representatives E• = 〈v1, . . . , vn〉 and F• = 〈w1, . . . , wn〉 so that vi = e1, vj = en,
wi = e1 + en, wj = en, and vl = wl for all remaining l. Now, for t ∈ C∗, let k(t) ∈ K be the
diagonal matrix
k(t) = diag(1/t, 1, 1, . . . , 1).
Then
F•(t) := k(t) · F• = 〈(1/t)e1 + en〉 = 〈e1 + ten〉 .
(To obtain the last equality, we have simply scaled the ith basis vector for F•(t) by a factor
of t.) From this, it is clear that limt→0 F•(t) = E•.
Case 2 (−+→ 11). This case is extremely similar to the previous case. We omit the details.
Case 3 (11+ → 1 + 1). Suppose the 11+ and 1 + 1 occur in positions i < j < k. We may
choose E• = 〈v1, . . . , vn〉 so that vi = e1 + en, vj = e1, and vk = e2. We write
E• = 〈e1 + en, e1, e2〉 = 〈e1 + en, e1, 2e1 + e2 + en〉 ,
where we have simply replaced vk by vi + vj + vk, which does not change the point E•.
Likewise, we may choose F• = 〈w1, . . . , wn〉 so that wi = e1 + en, wj = e2, and wk = e1.
Then
F• = 〈e1 + en, e2, e1〉 = 〈e1 + en, e2, 2e1 + e2 + en〉 .
Finally, choose k(t) ∈ K to be the matrix with 1’s on the diagonal, 1/t in entry (1, 2), and
0’s elsewhere. Then
F•(t) = k(t) · F• = 〈e1 + en, (1/t)e1 + e2, (2 + (1/t))e1 + e2 + en〉 =∗
〈e1 + en, (1/t)e1 + e2, 2e1 + e2 + en〉 =
〈e1 + en, e1 + te2, 2e1 + e2 + en〉 .
(Note that to obtain the equality (*), we simply replace (2 + (1/t))e1 + e2 + en by
(1− (1/t))((2 + (1/t))e1 + e2 + en) + (1/t)((1/t)e1 + e2) + (1/t)(e1 + en),
which does not change the flag F•(t).)
By the last description of F•(t) given above, we see that E• = limt→0 F•(t).
Case 4 (+11→ 1 + 1). Suppose that +11 and 1 + 1 occur in positions i < j < k. We may
choose E• = 〈v1, . . . , vn〉 so that vi = e1, vj = e2 + en, and vk = en. We write
E• = 〈e1, e2 + en, en〉 = 〈e1, e1 + e2 + en, en〉 .
We may choose F• = 〈w1, . . . , wn〉 so that wi = e1 + en, wj = e2, and wk = en. Then
F• = 〈e1 + en, e2, en〉 = 〈e1 + en, e1 + e2 + en, en〉 .
Finally, choose k(t) ∈ K to be the matrix with 1/t in entry (1, 1), 1’s on all of the other
diagonal entries, 1− (1/t) in entry (1, 2), and 0’s elsewhere. Then
F•(t) = 〈(1/t)e1 + en, e1 + e2 + en, en〉 = 〈e1 + ten, e1 + e2 + en, en〉 ,
from which it is clear that E• = limt→0 F•.
Case 5 (11− → 1− 1, −11→ 1− 1). These cases are extremely similar to the previous two
cases, so we omit the details.
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Case 6 (1122→ 1212). Suppose that the 1122 and 1212 patterns occur in positions i < j <
k < l. We choose the flag E• = 〈v1, . . . , vn〉 so that vi = e1 + en−1, vj = en−1, vk = e2 + en,
and vl = en. We choose the flag F• = 〈w1, . . . , wn〉 so that wi = e1 + en−1, wj = e2 + en,
wk = en−1, and wl = en. Let k(t) ∈ K be the matrix with 1’s on the diagonal, 1/t in
position (n− 1, n), and 0’s elsewhere. Then
F•(t) = 〈e1 + en−1, e2 + (1/t)en−1 + en, en−1, (1/t)en−1 + en〉 =∗
〈e1 + en−1, e2 + (1/t)en−1 + en, en−1, en〉 =∗∗
〈e1 + en−1, e2 + (1/t)en−1 + en, e2 + en, en〉 =
〈e1 + en−1, en−1 + t(e2 + en), e2 + en, en〉 .
Note that the equality (*) is obtained by replacing (1/t)en−1 + en by ((1/t)en−1 + en) −
(1/t)(en−1), while the equality (**) is obtained by replacing en−1 by (−1/t)(en−1) + (e2 +
(1/t)en−1 + en), neither of which changes the flag F•(t). By the last description of F•(t)
given above, we see that E• = limt→0 F•(t).
Case 7 (1122→ 1+−1). Suppose that the 1122 and 1+−1 occur in positions i < j < k < l.
Choose the representative E• = 〈v1, . . . , vn〉 so that vi = e1 + en−1, vj = en−1, vk = e2 + en,
and vl = en. Choose the flag F• = 〈w1, . . . , wn〉 so that wi = e1 + en, wj = en−1, wk = e2,
and wl = en. We may rewrite F• = 〈wi, wj , wk, wl〉 as 〈e1 + en, en−1, e1 + e2 + en, en〉.
Let k(t) ∈ K be the matrix whose upper-left 2× 2 corner is(
1/t −1/t
1 0
)
,
whose lower-right 2× 2 corner is (−1/t 1/t
0 1
)
,
and which has 1’s in all other diagonal entries, and 0’s elsewhere. Then
F•(t) = k(t)·F• = 〈(1/t)e1 + e2 + (1/t)en−1 + en, e2 + (1/t)en−1 + en, e2 + en, (1/t)en−1 + en〉 =∗
〈(1/t)e1 + e2 + (1/t)en−1 + en, e2 + (1/t)en−1 + en, e2 + en, en〉 =
〈e1 + en−1 + t(e2 + en), en−1 + t(e2 + en), e2 + en, en〉 ,
where the equality (*) is obtained by replacing (1/t)en−1 + en by
(−1)(e2 + (1/t)en−1 + en) + (1)(e2 + en) + (1)((1/t)en−1 + en).
From the last description of F•(t) above, we see that limt→0 F•(t) = E•.
Case 8 (1122→ 1−+1). This case is extremely similar to the last one, except a bit simpler,
so we omit the details.
Case 9 (1212 → 1221). Suppose that the 1212 and 1221 occur in positions i < j < k <
l. Choose the representative E• = 〈v1, . . . , vn〉 so that vi = e1 + en−1, vj = e2 + en,
vk = en−1, and vl = en. Choose the flag F• = 〈w1, . . . , wn〉 so that wi = e1 + en,
wj = e2 + en−1, wk = en−1, and wl = en. We may rewrite F• = 〈wi, wj , wk, wl〉 as
〈e1 + en, e1 + e2 + en−1 + en, en−1, en〉.
Let k(t) ∈ K be the same matrix described in the case 1122→ 1 +−1. Then
F•(t) = k(t) · F• =
〈(1/t)e1 + e2 + (1/t)en−1 + en, e2 + en, (−1/t)en−1, (1/t)en−1 + en〉 =
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〈(1/t)e1 + e2 + (1/t)en−1 + en, e2 + en, en−1, en〉 =
〈e1 + en−1 + t(e2 + en), e2 + en, en−1, en〉 .
From the last description of F•(t), we see that limt→0 F•(t) = E•.
This concludes the proof of Theorem 1.2. 
Proof of Corollary 1.3. We now deduce from Theorems 1.2 and 2.1 the set-theoretic descrip-
tion of K-orbit closures given by Corollary 1.3. Given a clan τ , let Yτ denote the purported
closure of Qτ , described in the statement of Corollary ??, and let Yτ = Qτ be the true
closure. Clearly, Yτ is K-stable, and hence is a union of K-orbits. Namely, it is the union
of all K-orbits Qγ which are contained in Yτ . Thus
Yτ =
⋃
Qγ⊂Yτ
Qγ =
⋃
γ≤τ
Qγ .
Suppose that F• ∈ Qγ for some γ ≤ τ . Then, by Theorem 2.1,
• dim(Fi ∩ Ep) = γ(i; +) ≥ τ(i; +) for i = 1, . . . , n.
• dim(Fi ∩ E˜q) = γ(i;−) ≥ τ(i;−) for i = 1, . . . , n.
• dim(pi(Fi) + Fj) = j + γ(i; j) ≤ j + τ(i; j) for 1 ≤ i < j ≤ n.
Thus Yτ ⊆ Yτ .
For the other inclusion, a flag F• ∈ Yτ is clearly in some K-orbit Qγ , and since
• γ(i; +) = dim(Fi ∩ Ep) ≥ τ(i; +) for i = 1, . . . , n;
• γ(i;−) = dim(Fi ∩ E˜q) ≥ τ(i;−) for i = 1, . . . , n;
• j + γ(i; j) = dim(pi(Fi) + Fj) ≤ j + τ(i; j) for 1 ≤ i < j ≤ n,
we have γ ≤ τ . Thus F• ∈ Yτ . We conclude that Yτ = Yτ . 
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