Abstract-This paper presents a nonlinear optimal speed controller based on a state-dependent Riccati equation (SDRE) for permanent magnet synchronous motor (PMSM). An SDRE-based near optimal load torque observer is also proposed to provide the load torque information for the controller. In both designs, the stability is analytically proven, and the Taylor series method is used to find an approximate solution because the SDRE cannot be directly solved. The SDRE-based optimal controller and the observer can ensure better control performance such as no overshoot and fast transient response in speed tracking than the linear conventional controllers such as linear quadratic regulator and proportional-integral controller even under the variations of the model parameters and load torque. The proposed SDREbased control strategy is implemented on a PMSM testbed using TMS320F28335 DSP. The simulation and experimental results are given to prove the feasibility of the proposed control scheme.
I. INTRODUCTION
T HE permanent magnet synchronous motor (PMSM) is one of the most popular ac motors in industry because of good controllability and high efficiency. In industrial PMSM drive applications, PID or linear quadratic regulator (LQR) has been extensively adopted since its implementation is easy [1] , [2] . However, these linear control methods cannot assure high control performance (e.g., fast transient response, zero steady-state error, and robustness) because they are highly vulnerable to parameter variations and external disturbances. Consequently, it is quite challenging to precisely and quickly control the PMSMs with the nonlinear dynamic model. Recently, to cope with the limitations of the linear control methods, many researchers have proposed various nonlinear control techniques such as adaptive control [3] - [5] , fault-tolerant control [6] , robust control [7] , intelligent control [8] , sliding mode control [9] , direct torque control [10] , [11] , model predictive control [12] , and fuzzy control [13] .
Of nonlinear feedback control strategies, nonlinear optimal control has been applied to various industrial applications. This control method is an extension of quadratic optimal control for linear systems that should solve an algebraic Riccati equation (ARE) to satisfy the desired control performance. Particularly, one of the nonlinear optimal control methods is referred to as a state-dependent-Riccati-equation (SDRE)-based control because the SDRE is a function of the system's states that should be solved to construct a nonlinear control law. It is known that the SDRE-based control method is a systematic and efficient way to design the nonlinear feedback controllers and is applicable to a wide range of nonlinear systems [14] - [23] . In the design of the SDRE-based optimal controllers, the solution of the nonlinear control problems can be approximated by using some numerical methods. Therefore, the SDRE approach can be an attractive alternative to many engineers who design the controllers of the nonlinear systems. Comprehensive simulation studies have demonstrated the effectiveness of the SDRE method as a successful technique for controlling an artificial human pancreas [14] , high-pressure chemical vapor deposition reactors [15] , spacecrafts [16] , robots [17] , ducted fans [18] , magnetic levitation systems [19] , tandem hot metal strip rolling process [20] , and tethered satellite systems [21] . Recently, the SDRE control method has been applied to control the speed of the PMSMs [22] , [23] . In [22] , an adaptive SDRE technique based on gradient-type neutral networks is presented, and an SDRE-based controller-observer is introduced in [23] . However, both methods are quite complicated to implement and do not fully show the results that can verify their control performance.
In this paper, a nonlinear optimal controller based on an SDRE is proposed to control the speed of the PMSM. In addition, an SDRE-based optimal load torque observer is designed to supply the controller with the load torque information. In both designs, the stability is analytically proven, and the Taylor series numerical method is used to approximate the solution of each SDRE. The SDRE-based optimal controller and observer can guarantee better control performance such as no overshoot and fast transient response in speed tracking than the linear conventional controllers such as LQR and proportional-integral (PI) controller even under the variations of the model parameters and load torque. The proposed SDREbased control algorithm is implemented on a prototype PMSM drive with TMS320F28335. Simulation and experimental results are shown to justify the feasibility of the proposed control scheme.
II. SDRE-BASED NEAR OPTIMAL CONTROLLER DESIGN

A. SDRE Parameterization of Optimal Controller Gain and Stability Analysis
In the synchronously rotating d-q reference frame, a threephase surface-mounted PMSM can be described by the following nonlinear equations:
where The speed error, q-axis current error, and desired q-axis current can be defined as
where ω d desired electrical rotor angular speed; ω electrical rotor angular speed error; i qsd desired q-axis current; i qs q-axis current error. Let the control inputs V qs and V ds be represented as
where u ffq , u fbq q-axis feedforward and feedback control laws, respectively; u ffd , u fbd d-axis feedforward and feedback control laws, respectively. The feedforward control laws u ffq , u ffd are defined as
Using (3)-(5), the dynamic model (1) can be expressed as the following error dynamics:
and
In (7), A(x) is a continuous matrix for all x's, and B is a constant matrix. Finally, the optimal feedback control law is given by
where K(x) is an SDRE gain matrix and L(x) is a unique, symmetric, and positive definite solution of the following SDRE:
where * represents the blocks that are readily inferred by symmetry, Q ∈ R 3×3 is a constant symmetric positive semidefinite weighting matrix, and R ∈ R 3×3 is a constant symmetric positive definite weighting matrix. Then, by referring to [24] , the following theorem can be established.
Theorem 1: Consider the closed-loop system of (6) and the control law u defined in (8) . Then, the equilibrium of the closedloop system (6) is asymptotically stable.
Proof: First, the state-dependent coefficient matrix A(x) is rewritten as the sum of a constant matrix A 0 and a state-dependent incremental matrix ΔA(x) which satisfies ΔA(0) = 0
where
Let L 0 be the solution of the following ARE:
and L(x) = L 0 + ΔL(x). Therefore, a state-dependent optimal gain matrix K(x) can be represented as the sum of a constant matrix K 0 and an incremental matrix ΔK(x)
Thus, the controlled nonlinear dynamics can be expressed as the following form:
Then, the system (15) can be regarded as a linear system problem satisfying the following property:
It can be easily inferred from the following inequality:
where the norms of the state-dependent incremental matrices ΔA(x) and ΔK(x) are continuous and equal to zero at the origin. Then, g(x) converges to zero as x goes to zero. Consequently, h(x) meets the condition (16) . In other words, let ζ > 0 be given. Hence, there exists δ such that h(x) ≤ ζ x for all x ≤ δ. Let x(0) ≤ δ; then, the solution x of (16) exists and satisfies x ≤ δ as long ast > 0. For t ∈ [0,t), the solution of (15) satisfies
From the LQR theory, with the matrix K 0 which is calculated in (14) , all eigenvalues of (A 0 − BK 0 ) have negative real parts. It means the existence of β > 0 such that Re(λ) < −β for all eigenvalues of (A 0 − BK 0 ). Thus, there exists a positive constant G such that (19) so that
Multiplying both sides of (20) by e βt and borrowing from the Gronwall inequality, the following equation can be found:
for all t > 0 such that x ≤ δ. The initial condition domain is restrained further by choosing ζ ∈ (0, β/G). If δ is equivalent to ζ and γ ∈ (0, δ), δ 0 = min(δ, γ/G) is adopted. Hence, for x(0) ≤ δ 0 , it is given that x(t) < γ ≤ δ 0 for all t > 0 and x = 0 is stable. Moreover, (21) holds for all t > 0 in case that x(0) ≤ δ. It can be concluded that the nonlinear system is asymptotically stable at the origin (x = 0) because
Remark 1: It should be noted that the optimal feedback control law obtained from (8) and (9) is the suboptimal solution of the optimal control problem associated with the nonlinear dynamics (6) by minimizing the following performance index [24] :
B. Near Optimal Controller Design by Taylor Series Method
It is not easy to analytically solve the SDRE (9) because A(x) is a state-dependent matrix. In this section, the Taylor series numerical method is used to approximate the solution of the SDRE (9) .
By introducing a new variable ε, the state-dependent matrix A(x) can be rewritten as
The solution of the SDRE (9) can be represented as the following Taylor series:
where each
Inserting (23) and (24) for A(x) and L(x) into the SDRE (9), the following equation is obtained:
By arranging like powers of ε and then assigning the coefficients to zero, the equations to calculate all L n matrices are given as
where (26) is the ARE corresponding to (A 0 , B), whereas (27) and (28) are the state-dependent Lyapunov equations. It is understood that this methodology converges locally to the solution of the SDRE (9) because A(x) is continuous and B is constant [25] . For transforming (27) and (28) to algebraic Lyapunov equations, the state-dependent incremental matrix is rewritten as (26)- (28) can be expressed as follows: 
Therefore, the solution of the SDRE (9) can be approximated by solving (30)-(32). Finally, the near optimal feedback control law is given by
and N is the number of members of the series computed offline. Fig. 1 shows the block diagram of the proposed SDRE-based near optimal speed controller.
III. SDRE-BASED NEAR OPTIMAL LOAD TORQUE OBSERVER DESIGN
A. SDRE Parameterization of Optimal Load Torque Observer Gain and Stability Analysis
As shown in (6), the SDRE-based speed control approach requires some information to design a state feedback control law: electrical rotor angular speed ω, q-axis current i qs , d-axis current i ds , and load torque T L . In this paper, it is assumed that ω, i qs , and i ds are available. Generally, the load torque T L is estimated in industrial applications since a toque meter is so expensive and deteriorates system reliability. In this section, we will design an SDRE-based near optimal load torque observer which can accurately estimate T L .
For a fixed sampling interval, the load torque does not vary suddenly. Thus, assume that T L is constant and its derivativė T L is equal to zero. Based onṪ L = 0 and (1), the fourth-order dynamic model is given as follows:
Then, the load torque observer model can be expressed aṡ
is an observer gain matrix, and
is rewritten as the sum of a constant matrix A 0 and a state-dependent incremental matrix
Then, P 0 , which is the solution at x o = 0, is the solution of the following ARE:
Define ΔP (x o ) = P (x o ) − P 0 , where P (x o ) solves the following SDRE for some Q 0 ≥ 0 and R 0 > 0:
Thus, a state-dependent optimal gain matrix M (x o ) is calculated as
has all eigenvalues with negative real parts. Moreover, ΔA(x o ) and ΔP (x o ) are small and bounded in a neighborhood of the origin because they are zero at x o = 0 and continuous. Therefore, ΔM (0) is equal to zero, and ΔM (x o ) is small in a neighborhood of the origin.
Theorem 2: Consider the following SDRE:
where Q o ∈ R 4×4 is a constant symmetric positive semidefinite weighting matrix and R o ∈ R 3×3 is a constant symmetric positive definite weighting matrix. In addition, assume that the load torque observer gain matrix M (x o ) is given by
Then, the estimated state in (35) converges locally asymptotically to the state.
Proof: The proof can be completed similarly to that of Theorem 1.
Remark 2: It should be noted that the observer gain matrix, which is calculated in (40) and (41), is the suboptimal solution of the optimal control problem associated with the following nonlinear dynamics:
and the performance index [24] is given as
B. Near Optimal Observer Design by Taylor Series Method
The SDRE optimal observer gain matrix (41) can be obtained in the manner of the SDRE-based optimal controller. That is, the solution of the SDRE (40) can be approximated by
o and all P C n matrices can be achieved by solving the following equations:
Remark 3: For the case N o = 0, the aforementioned SDREbased observer is reduced to the Kalman-Bucy optimal observer minimizing the performance index E(e T e) that implies the expectation value of e T e for the following linear timeinvariant model:
where d ∈ R 4 and v ∈ R 3 are independent white Gaussian noise signals with Fig . 2 shows the block diagram of the proposed SDRE-based near optimal load torque observer.
IV. SDRE-BASED NEAR OPTIMAL SPEED CONTROL LAW WITH LOAD TORQUE OBSERVER
By solving the Riccati and Lyapunov equations (30)- (32) and (45)- (47) with respect to the SDRE-based optimal controller and observer, a load-torque-observer-based control law can be designed. It is noticed that the solution matrices L C k and P C k of these equations can be easily computed by using the Matlab's command "care" and "lyap" as follows: (A1, Q1) ;
. . .
P nc = lyap(Ao1 , Qon);
where Lkc and P kc represent L 
Finally, by using the estimated load torqueT L instead of T L , the observer-based optimal control inputs can be expressed as
Remark 4:
It should be noted that the proposed SDREbased control strategy can be applicable to various electric drive applications which can be represented as (6) . The design procedure of the proposed control scheme can be generalized as follows.
Step 1) Choose appropriate weighting matrices Q o and R o for the observer design through intensive simulation studies.
Step 2) Solve algebraic Ricatti equation (45) and Lyapunov equations (46) and (47) to obtain the solution matrices P C n 's.
Step 3) Calculate the observer gain matrices M n 's, and construct the load torque observer (35).
Step 4) Choose appropriate weighting matrices Q and R for the controller design through intensive simulation studies.
Step 5) Solve algebraic Ricatti equation (30) and Lyapunov equations (31) and (32) to obtain the solution matrices L C n 's.
Step 6) Calculate the near optimal control gain matrices K n .
Finally, construct the load-torque-observer-based near optimal speed control law (49).
V. CASE STUDY FOR VERIFICATIONS
To confirm the effectiveness of the proposed SDRE-based optimal control system design, let us consider a prototype PMSM with the following nominal parameters: rated power P rated = 1 hp, rated phase current I rated = 3.94 A, rated torque T rated = 3. By solving the ARE (30) and the Lyapunov equations (31) and (32) with N = 2, the near optimal control gain matrices 
Based on the observer gain matrices (50)-(52) and the control gain matrices (53)- (55), it is noted that M 0 and M 1 are much more dominant observer gain matrices than M 2 , while K 0 and K 1 are also much more critical control gain matrices than K 2 . Therefore, in this paper, only N o = 1 and N = 1 are chosen, which can guarantee good performance of the SDREbased near optimal control system without much computational effort.
Finally, the observer-based optimal control inputs can be given by (56) Fig. 3 shows the configuration of a prototype PMSM drive system to prove the proposed control methodology. It comprises a PMSM, an electrical brake, and a three-phase pulsewidth modulation (PWM) inverter with a TI TMS320F28335 DSP.
As described in Fig. 3 , the proposed SDRE-based near optimal observer estimates the load torque T L , and then, the estimated load torqueT L is provided to the SDRE-based near optimal speed controller. The rotor position (θ) and two phase currents (i a , i b ) are measured by means of an encoder and current sensors, respectively. Taking into account a tradeoff between the system efficiency and the control performance, the sampling frequency, as well as the PWM frequency, is designed as 5 kHz. In addition, a space vector PWM technique of various PWM methods is used to regulate the phase currents flowing into the PMSM.
For comparisons, this paper presents the simulation results of three control methods: proposed control method (N o = 1 and N = 1), proposed control method (N o = 0 and N = 0), and conventional PI control method. It should be noted that, when N is equal to zero, the proposed controller is very similar to an LQR (with a little difference in u ffq and u ffd ). Three different control schemes have been simulated using Matlab/Simulink, which is a very powerful simulation tool, under the following three cases. Fig. 7 , the speed response has no overshoot but a longer settling time (0.085 s).
Meanwhile, Fig. 8 shows that the speed behavior has a bigger overshoot (5.31%) and a longer settling time (0.114 s). In the estimated load torque has some steady-state error not to be neglected.
Next, Figs. 10-12 show the simulation results of the conventional PI control method under Cases 1-3, respectively. Note that the PI speed controller is used in an outer loop and the PI current controller is used in an inner loop. The gains of both PI controllers are determined by the tuning rule [26] , and the bandwidths are designed as ω speed = 2π · 16 rad/s and ω current = 2π · 160 rad/s, respectively. Thus, the PI control law can be expressed by the following equation:
where i qsd = k P ω ω + k Iω t 0 ω dτ, k P iq and k Iiq are the PI gains of the q-axis current controller, and k P id and k Iid are the PI gains of the d-axis current controller. Meanwhile, k P ω and k Iω are the PI gains of the speed controller, respectively. As a result, when comparing the proposed control law (56) and the PI control law (57), it seems that there is no significant difference between both control laws regarding computational complexity.
Figs. [10] [11] [12] show that the steady-state speed errors are not considerable. In addition, Fig. 10 shows that the speed error changes by 17.73% from the reference in the transient time. Fig. 11 shows that the speed error varies up to 31.19% during the transient time. In these figures, the speed behavior has a bigger overshoot (15.34%, 30.66%) and a longer settling time (0.087 s, 0.100 s). Fig. 12 shows that the motor speed changes by 12.20% during the transient when the load torque varies with a step. Table I summarizes the comparisons of control performance about three control strategies during the transient with respect to the simulation results.
For evaluating the speed tracking performance of the proposed controller (N o = 1 and N = 1) in a wide speed range, Fig. 13 shows the simulation results of the proposed control law under 150% variations of some motor parameters (R s , L s , and J) when the load torque is equal to a rated value (3.9 N · m) and the reference speed (ω d ) increases up to a rated value (1850 r/min). That is, the desired motor speed (ω d ) suddenly increases from 565.49 to 1162.39 rad/s and then decreases from 1162.39 to 565.49 rad/s. It is definitely verified that the proposed controller can accomplish good performance (maximum speed error: 1.25%, overshoot: 0.28%, settling time: 0 s).
The proposed SDRE-based control algorithm is implemented on a prototype PMSM drive with TMS320F28335 as shown in Fig. 3. Figs. 14-16 From the simulation and experimental results, it is definitely proven that the proposed SDRE-based near optimal control scheme can achieve better control performance such as no overshoot, zero steady-state error, and fast transient response in speed tracking than the linear conventional control methods such as LQR and PI controller in the presence of the motor parameter and load torque variations.
VI. CONCLUSION
An SDRE-based near optimal controller and an observer have been proposed to exactly track a reference trajectory of a PMSM. In both designs, the stability is analytically proven, and the Taylor series numerical method approximates the solution of each SDRE which cannot be solved directly. To verify the effectiveness of the proposed control strategy, simulations have been performed with Matlab/Simulink program, and experiments have been implemented with a PMSM drive using a TMS320F28335 DSP. It has been shown that the proposed SDRE-based near optimal control algorithm can guarantee better control performance (e.g., no overshoot, zero steady-state error, and fast transient response) in speed tracking capability than the linear conventional control methods (e.g., LQR and PI controller) even under the variations of the motor parameters and load torque.
