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Using a spectrally resolved electron interferometry technique, we measure photoionization time
delays between the 3s and 3p subshells of argon over a large 34-eV energy range covering the Cooper
minima in both subshells. The observed strong variations of the 3s− 3p delay difference, including
a sign change, are well reproduced by theoretical calculations using the Two-Photon Two-Color
Random Phase Approximation with Exchange. Strong shake-up channels lead to photoelectrons
spectrally overlapping with those emitted from the 3s subshell. These channels need to be included
in our analysis to reproduce the experimental data. Our measurements provide a stringent test for
multielectronic theoretical models aiming at an accurate description of inter-channel correlation.
Half a century after their theoretical description by
L. Eisenbud [1], E. P. Wigner [2] and F. T. Smith [3],
scattering delays —also called Wigner delays— can now
be measured using attosecond spectroscopy, which allows
for detailed studies of the correlated interactions within
various quantum systems. In practice, this is done by
recording the spectral variation of the quantum phase of
electron wave packets photo-emitted from solids [4, 5],
molecules [6–9], or atoms [10–19]. Of particular inter-
est in scattering physics are spectral structures in the
continua of atoms/molecules such as autoionizing reso-
nances [20, 21], shape resonances [22] and Cooper min-
ima [23], as they carry detailed information on the inter-
nal structure, electronic correlations, potential and or-
bital shapes. The rapidly varying phase in the vicinity
of these structures has recently been investigated, e.g.
for autoionizing [24–28] and shape resonances [7]. As for
Cooper Minima (CM), very few measurements have been
performed, either in photoionization [14] or photorecom-
bination [29, 30] spectroscopy.
Ionization of argon from the n = 3 shell has at-
tracted considerable attention due to abundant signa-
tures of intra- and inter-orbital electronic correlations.
In the case of the 3p subshell, intra-orbital correlation is
important close to the ionization threshold, due to the
so-called ground-state correlation [31]. At higher pho-
ton energies, where the photoionization process can be
described using single active electron models, the sign
change in the 3p → εd radial transition matrix element
leads to a CM close to 53 eV [23, 32]. As for the 3s
subshell, inter-orbital correlation is important, since the
3p→ εd process is strongly coupled to 3s→ εp [33]. This
leads to a correlation-induced “replica” of the 3p CM in
the 3s ionization channel, close to 42-eV photon energy,
as shown in Fig. 1 [34].
All these correlation effects are expected to leave an
imprint on the scattering/photoionization delays between
the 3s and 3p electrons, which motivated a large number
of calculations during the past decade in the demand-
ing region above the 3s threshold [11, 12, 35–42]. The
methods qualitatively agree on the behavior of the 3p
atomic delays, which are slightly negative over a large
energy region around the 3p CM. However, for the 3s
case, the atomic delays close to the 3s CM strongly differ
in magnitude and in sign depending on the degree of cor-
relation included [37, 42]. Up to now, two experiments
using the RABBIT (Reconstruction of Attosecond Beat-
ing By Interference of two-photon Transitions) technique
have aimed at measuring the photoionization time-delay
difference in the n = 3 shell of argon [11, 12]. Unfortu-
nately, for experimental reasons, the results were limited
to the 34–40 eV photon energy range, below the 3s and
3p CM, preventing a detailed comparison over the entire
spectral region.
In this Letter, we measure photoionization time de-
lays between the 3s and 3p subshells of argon over a
large energy range (34–68 eV) covering the CM in both
subshells. The presence of multiple ionization channels
leads to spectral congestion, which is one of the main ex-
perimental challenges. The spectrally resolved interfero-
metric Rainbow RABBIT technique [25, 26] allows us to
substantially overcome this difficulty. The experimental
results show strong variations of the 3s− 3p delay differ-
ence, with a change of sign in the 3s CM region. They
are compared to theoretical calculations using the Two-
Photon Two-Color Random Phase Approximation with
Exchange (2P2C-RPAE) method [42]. The agreement is
excellent in —and above— the 3p CM region (45–68 eV),
and unsatisfactory in the 3s CM region (34–45 eV). We
show that the presence of electrons from strong shake-up
(SU) channels overlapping with 3s electrons is the likely
reason for this deviation. By taking into account the
dominant SU contribution, a good agreement between
theory and experiment can be obtained in the 34–39 eV
range.
The experiments were performed independently at the
ATTOLab facility in Saclay, France and at Lund Uni-
versity, Sweden. The details of the two setups are de-
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FIG. 1: One-photon ionization cross sections of the 3p
(blue) and 3s (red) channels [32, 34], together with that
of the satellite shake-up states 3s23p4(1D)4p(2P )
(cyan) [44] and 3s23p4(1D)3d(2S) (green dots for
experiments [45] and solid line for theory [44]) labelled
4p and 3d respectively. The ionization thresholds for 3p,
3s, 4p and 3d are 15.76 eV, 29.24 eV, 37.15 eV and
38.60 eV respectively.
scribed in the Supplemental Material [43]. Briefly, in-
tense infrared (IR) femtosecond pulses are split in a
Mach-Zehnder interferometer. In one arm of the interfer-
ometer, high-order harmonics are generated in neon gas
and spectrally filtered by metallic foils. In the other arm,
a small fraction of the IR radiation is temporally delayed.
Both beams are recombined and then focused into an ar-
gon gas jet. The emitted electrons are detected with a
2m-long magnetic bottle electron spectrometer (MBES).
To measure the photoionization time delays, we used
the Rainbow RABBIT technique [25] which is schemat-
ically illustrated in Fig. 2 (top). A comb of coherent
harmonics ionizes argon atoms, creating one-photon elec-
tron wave packets (EWP) from both 3s and 3p subshells.
The corresponding electron peaks are referred to as “3s
or 3p harmonics” in the following. By adding the weak
IR dressing field (∼ 1011 W/cm2), replicas of the initial
EWPs are created by two-photon XUV±IR transitions
to the same final states. Their interference gives rise to
the so-called sidebands (SB), the intensity of which oscil-
lates as a function of the delay τ between the XUV and
IR pulses as:
SBn,i(τ) = An,i +Bn,i cos[2ω0τ −∆φ
XUV
n −∆φ
A
n,i] (1)
where i is the ionization channel (3s, 3p, etc.), ω0 is
the angular frequency of the driving laser, ∆φXUVn =
φn+1 − φn−1 is the phase difference between two con-
secutive harmonics with orders n ± 1 [46] and ∆φAn,i is
the phase difference between the two-photon transition
dipole matrix elements. In the so-called asymptotic ap-
proximation [47], ∆φAn,i can be expressed as the sum of
two contributions, ∆ηn,i + ∆φ
cc
n,i, where ηn±1,i is the
scattering phase accumulated by the EWP in the one-
photon (XUV) transition, which is intrinsic to the tar-
get atom, and φccn±1,i is a quasi-universal measurement-
induced phase shift due to the electron being probed
by the IR laser field in a long-range potential with a
Coulomb tail [47].
Group delays can be defined through τ ≈ ∆φ/2ω0.
The measured delay can be expressed as τXUVn + τ
A
n,i.
Introducing the Wigner delay τWn,i ≈ ∆ηn,i/2ω0, τ
A
n,i ≈
τWn,i+τ
cc
n,i. Since the 3s and 3p photoelectrons are ionized
by the same harmonic comb, the τXUVn contribution of
the ionizing radiation can be removed by calculating the
difference of the delays for the two channels, giving direct
access to τA3s − τ
A
3p with high accuracy.
Two main experimental difficulties have prevented the
measurement of this delay difference over the whole CM
region. The first is that the ionization cross section is
much weaker for 3s than for 3p, as shown in Fig. 1. The
second is the spectral overlap of the two channels: the 3s
sidebands SBn,3s fall only 0.47 eV from the much more
intense 3p harmonicsHn−9,3p due to the difference in ion-
ization energies ∆E3s−3p = 13.48 eV = 9~ω0 − 0.47 eV.
To cope with these difficulties, previous studies [11, 12]
spectrally isolated the two contributions by photoionizing
with only four harmonics (H21–H27), selected by using a
combination of filters and generation in argon. The main
drawback of this approach is that it constrains the usable
energy range to a 10-eV window below 40 eV.
In the present work, harmonics generated in neon were
used as the ionizing radiation. Neon has a smaller gener-
ation efficiency than argon, but exhibits a quite flat har-
monic spectrum with a much higher cut-off energy. In
combination with a single 200 nm-thick Al filter, a broad
spectrum (20–72 eV) including harmonicsH13–H45 is ob-
tained. In these conditions, the 3p harmonics overshadow
the 3s sidebands. In Fig. 2(a), the contributions of the
3s SBs (harmonics) in the XUV+IR spectrum appear as
small shoulders highlighted on the blue side of the 3p
harmonics (SBs), as evidenced by the comparison with
the XUV-only spectrum. In order to separate the two
contributions, we perform a Rainbow RABBIT analysis
of the recorded spectrogram, i.e. we analyze the 2ω0 os-
cillations for each energy E in the spectrum (see Eq. (1)).
The amplitude and phase of these oscillations are shown
in Fig. 2(b) and (c) respectively.
Between consecutive harmonics and sidebands of the
same ionization channel, a dephasing of ≃ pi is expected,
as a result of the conservation of the total number of elec-
trons [43]. Fig. 2(c) shows multiple phase jumps, some
of them close to pi, others much less than pi, which occur
between sidebands (or harmonics) of different subshells.
In addition to the high resolution of the MBES, the com-
bination of amplitude and phase measurements allows us
to distinguish the 3s contribution from the strong neigh-
boring 3p electron peaks (see the dotted lines).
The measured τA3s− τ
A
3p delay differences are plotted in
Fig. 3. The results reveal an interesting feature, namely
a change of sign around 43 eV. The negative sign in the
low energy region (close to the 3s threshold) is in part
explained by the large negative delay contribution due
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FIG. 2: (a) XUV+IR photoelectron spectrum (black),
obtained in Saclay by integrating the RABBIT
spectrogram over the delay, as compared to the
XUV-only spectrum (gray), and corresponding
multiphoton transitions for the 3s and 3p channels.
Spectral amplitude (b) and phase (c) of the 2ω0
oscillations obtained from a Fourier transform at each
energy of the RABBIT spectrogram. In (b), the
amplitudes related to the 3p (3s) channel are
highlighted in blue (red), respectively. The red dashed
lines indicate the spectral regions with dominant 3s
contributions. In (c), the measured phase evolution
(black line) is compared to the simulated one (orange
line) [43].
to continuum–continuum transitions of slow photoelec-
trons [48]. However, in neon, the atomic delay difference
between the 2s and 2p electrons stays negative up to high
∼100-eV energies [18]. The positive sign in argon is thus
a probable signature of the CM. Finally, the delay dif-
ference converges towards zero for higher energies where
the 3s and 3p cross sections are unstructured.
The low energy region is a particularly difficult range
for the measurements because of the very weak signal of
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FIG. 3: Atomic delay difference between 3s and 3p
ionization channels in the vicinity of the 3s CM (a) and
3p CM (b), highlighted in red and blue respectively:
experimental data from Lund (magenta dots) and
Saclay (orange markers, circles for sidebands, squares
for harmonics) together with simulations using the
2P2C-RPAE model (green line). The simulations for
the 3s (red-dashed line) and 3p (blue-dashed line)
delays are also shown.
the 3s channel due to the CM, resulting in more than
three orders of magnitude difference with the 3p channel
(see Fig. 1(a)). An extended analysis over a larger set
of data was thus performed to improve the statistical
significance of the result in the 34–43 eV spectral range
corresponding to orders 22 to 27. There, the phases were
extracted for both sideband and harmonic peaks. As
discussed in Fig. 2(b), the harmonic phase are shifted
by ∼ pi relative to the SBs. However, this pi phase-shift
cancels when we calculate the delay difference between
3s and 3p harmonics. As shown in Fig. 3, the harmonic
delays behave as an average of the neighboring sideband
delays [43], with the only exception being H27 at 42 eV.
In Fig. 3, the experimental results are compared
with theoretical predictions using the recently developed
2P2C-RPAE method [42]. It consists in calculating com-
plete self-consistent two-photon processes, including elec-
tron correlation in bound–continuum and continuum–
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FIG. 4: (a) Estimated modulation strength Bn,i of the
RABBIT signal for the 3s (red), 4p (cyan) and 3d
(green) channels, and effective modulation strength Bt
of the incoherently combined 3s and 4p contributions,
denoted 3s+ 4p (black). (b) Theoretical atomic delays
for the 3s (red) and 4p (cyan) channels, and effective
atomic delay for the incoherent 3s+ 4p case (black).
The experimental points are plotted again for
comparison (in this region, τA3p ∼ 0).
continuum transitions, ion polarization effects and the
reversed photon time orders. The orbital energies of 3p
and 3s are adjusted to fit the experimental ionization
thresholds and the interaction with the fields is com-
puted in the length gauge. The calculated τA3p and τ
A
3s
include the contribution from all emission angles, which
corresponds to our experimental configurations. For τA3p,
this integration significantly modifies the delays as com-
pared to that in the XUV polarization direction [14, 37],
while for τA3s little effect is observed due to the single
3s→ εp transition. Earlier work [37] shows that the full
one-photon RPAE theory yields a 3s CM at 40 eV, while
the restricted one-photon RPAE calculation with only in-
trashell (n = 3) correlation produces a CM close to 42 eV
in better agreement with one-photon cross section mea-
surements [34]. For this reason, we use the latter method
for the 3s 2P2C-RPAE simulations in Fig. 3, which moves
the positive peak of τA3s from 40 eV to the correct position
of 42 eV [43].
An excellent agreement between the simulations and
the experimental data is observed in the 3p CM region
and above (45–68 eV range), as shown in Fig. 3 (b). For
the lower energies shown in Fig. 3 (a), a small deviation
in the 34–39 eV range and a disagreement in the 39–42 eV
range can be noticed.
We attribute these differences to the presence of un-
resolved additional ionic channels that perturb the mea-
surements. In this 3s CM region where the cross section
drops, two shake-up (SU) channels associated with the
3s23p4(1D)3d(2S) and 3s23p4(1D)4p(2P ) ionic states,
hereafter denoted 3d and 4p channels, give significant
contributions to the photoelectron spectrum and may
even dominate over 3s, as shown in Fig. 1. The 4p chan-
nel hasHn+5,4p overlapping with SBn,3s due to the differ-
ence in ion excitation energies being five times the laser
photon energy, ∆E4p−3s = 7.90 eV ≈ 5~ω0. Similarly,
the 3d channel has SBn+6,3d overlapping with SBn,3s,
due to ∆E3d−3s = 9.34 eV ≈ 6~ω0.
We first consider the 34–39 eV range, where the 3s and
4p are the dominant channels. We model the RABBIT
modulation amplitude for a given channel by assuming
that it is proportional to the one-photon cross section at a
given final kinetic energy of the photoelectron [43]. This
allows us to make simple estimates of the modulation
strengths Bn,i in Eq. (1) assuming constant harmonic
photon flux [see Fig. 4 (a)]. The crossing between the
3s and 4p modulation strengths close to 39 eV results
in a significant SU contamination of the 3s time delay
measurements in this energy range.
The incoherent sum of the two signals, SBn,3s and
Hn+5,4p, results in a phase-shifted and amplitude-
modified oscillating function Bt cos(2ω0τ − θt), where:
θt = tan
−1
(
sin(δn)
Bn,3s/Bn+5,4p + cos(δn)
)
+ θn,3s, (2)
Bt =
√
(Bn+5,4p)2 + (Bn,3s)2 + 2Bn+5,4pBn,3s cos(δn),
with θn,3s = ∆φ
XUV
n + ∆φ
A
n,3s. The relative phase be-
tween the 4p and 3s oscillations, δn, is defined by:
δn = ∆φ
XUV
n+5 −∆φ
XUV
n +∆φ
A
n+5,4p −∆φ
A
n,3s + pi, (3)
where the pi factor accounts for the opposite oscillations
of Hn+5,4p with respect to the neighboring 4p sidebands
[43]. ∆φXUVn+5 −∆φ
XUV
n ≈ 0.14 pi is determined by an in-
dependent measurement of the attosecond chirp. The 3s
atomic phase is computed using the 2P2C-RPAE theory
restricted to n = 3 correlation, while the 4p atomic phase
is computed using the asymptotic approximation, as de-
scribed in [43]. The resulting atomic delay for 4p SU,
shown in Fig. 4 (b), is found to be small, due to cancella-
tion of the positive ∆φWn+5,4p and negative ∆φ
cc
n+5,4p con-
tributions. This implies that the atomic phase, ∆φAn+5,4p,
plays a negligible role in Eq. 3. Similarly ∆φAn,3s, as
shown in Fig. 3(a), is small so that δn is close to pi.
In the 34–38.5 eV range where Bn+5,4p ≪ Bn,3s,
θt ≈ (pi − δn)Bn+5,4p/Bn,3s + θn,3s; The contribution of
the 4p SU channel shifts down the effective atomic delay,
in excellent agreement with the experimental results in
Fig. 4 (b). Around 39 eV, the similar amplitudes and
∼ pi-shifted oscillations of the two channels result in a
minimum of the total modulation strength Bt and a fast
5variation of the effective delay as illustrated in Fig. 4 by
the black lines. However, the 3d SU channel cannot be
neglected anymore in this energy region. This SU process
is much more complicated to estimate because it origi-
nates from the highly correlated 3s channel and exhibits
a Cooper-like minimum as shown in Fig. 1 (a) and 4 (a).
The 39–42 eV range is thus a transition region where
at least three dephased incoherent channels contribute.
This might explain why the delay measured at harmonic
27 (close to 42 eV), cannot be easily reproduced by mod-
elling.
In conclusion, we have demonstrated the potential of
the Rainbow RABBIT method to separate the contribu-
tions of the 3s and 3p ionization channels in argon and
to measure the corresponding atomic delays for a wide
range of energies (34–68 eV) that includes both 3s and 3p
Cooper minima. The extracted 3s− 3p delay differences
are in good agreement with earlier results in the 34–40 eV
range [12], being, however, at variance with more recent
measurements [49]. Our results are in excellent agree-
ment with the predictions of many-body perturbation
theory in a 24 eV range around the 3p Cooper minimum,
revealing the high accuracy of both experiment and the-
ory in this region. Furthermore, we identify two strong
shake-up ionization channels, the contributions of which
are probably responsible for the discrepancy observed in
the 3s Cooper minimum region. This calls for further
investigations to clarify their role. For instance, using
a mid-IR driving wavelength from an optical parametric
amplifier would allow for better sampling and tunability
in order to separate the 3s, 3p and shake-up channels.
This study thus provides a new step towards improving
our understanding of the complex nature of correlated
multielectron ionization dynamics.
C. A. and D. P. contributed equally to this work.
This research was supported by the ANR-15-CE30-0001-
CIMBAAD, ANR-11-EQPX0005-ATTOLAB, ANR-10-
LABX-0039-PALM, COST/CA18222-AttoChem Action
and Laserlab-Europe EU-H2020-654148. The authors af-
filiated in Sweden acknowledge support from the Swedish
Research Council (Grants 2018-03845, 2013-08185 and
2016-03789) and the Knut and Alice Wallenberg Founda-
tion (Grant No. 2017.0104). J. M. D. acknowledges sup-
port from the Swedish Foundations’ Starting Grant by
the Olle Engkvist’s Foundation. The Lund group thanks
Raimund Feifel and Richard J. Squibb, Gothenburg Uni-
versity, for borrowing their Magnetic Bottle Electron
Spectrometer.
[1] L. Eisenbud, The formal properties of nuclear collisions,
PhD Thesis, Princeton University (1948).
[2] E. P. Wigner, Phys. Rev. 98, 145 (1955).
[3] F. T. Smith, Phys. Rev. 118, 349 (1960).
[4] A. L. Cavalieri, N. Mu¨ller, T. Uphues, V. S. Yakovlev,
A. Baltusˇka, B. Horvath, B. Schmidt, L. Blu¨mel,
R. Holzwarth, S. Hendel, M. Drescher, U. Kleineberg,
P. M. Echenique, R. Kienberger, F. Krausz, and
U. Heinzmann, Nature 449, 1029 (2007).
[5] M. Ossiander, J. Riemensberger, S. Neppl, M. Mitter-
mair, M. Scha¨ffer, A. Duensing, M. S. Wagner, R. Heider,
M. Wurzer, M. Gerl, M. Schnitzenbaumer, J. V. Barth,
F. Libisch, C. Lemell, J. Burgdo¨rfer, P. Feulner, and
R. Kienberger, Nature 561, 374 (2018).
[6] S. Haessler, B. Fabre, J. Higuet, J. Caillat, T. Ru-
chon, P. Breger, B. Carre´, E. Constant, A. Maquet,
E. Me´vel, P. Salie`res, R. Ta¨ıeb, and Y. Mairesse,
Phys. Rev. A 80, 011404 (2009).
[7] M. Huppert, I. Jordan, D. Baykusheva, A. von Conta,
and H. J. Wo¨rner, Phys. Rev. Lett. 117, 093001 (2016).
[8] S. Beaulieu, A. Comby, A. Clergerie, J. Caillat,
D. Descamps, N. Dudovich, B. Fabre, R. Ge´neaux,
F. Le´gare´, S. Petit, B. Pons, G. Porat, T. Ruchon,
R. Ta¨ıeb, V. Blanchet, and Y. Mairesse, Science 358,
1288 (2017).
[9] J. Vos, L. Cattaneo, S. Patchkovskii, T. Zimmermann,
C. Cirelli, M. Lucchini, A. Kheifets, A. Landsman, and
U. Keller, Science 360, 1326 (2018).
[10] M. Schultze, M. Fieß, N. Karpowicz, J. Gagnon,
M. Korbman, M. Hofstetter, S. Neppl, A. L. Cava-
lieri, Y. Komninos, T. Mercouris, C. A. Nicolaides,
R. Pazourek, S. Nagele, J. Feist, J. Burgdo¨rfer, A. M.
Azzeer, R. Ernstorfer, R. Kienberger, U. Kleineberg,
E. Goulielmakis, F. Krausz, and V. S. Yakovlev,
Science 328, 1658 (2010).
[11] K. Klu¨nder, J. M. Dahlstro¨m, M. Gisselbrecht,
T. Fordell, M. Swoboda, D. Gue´not, P. Johnsson,
J. Caillat, J. Mauritsson, A. Maquet, R. Ta¨ıeb, and
A. L’Huillier, Phys. Rev. Lett. 106, 143002 (2011).
[12] D. Gue´not, K. Klu¨nder, C. L. Arnold, D. Kroon,
J. M. Dahlstro¨m, M. Miranda, T. Fordell, M. Gissel-
brecht, P. Johnsson, J. Mauritsson, E. Lindroth, A. Ma-
quet, R. Ta¨ıeb, A. L’Huillier, and A. S. Kheifets,
Phys. Rev. A 85, 053424 (2012).
[13] D. Gue´not, D. Kroon, E. Balogh, E. W. Larsen,
M. Kotur, M. Miranda, T. Fordell, P. Johns-
son, J. Mauritsson, M. Gisselbrecht, K. Varju,
C. L. Arnold, T. Carette, A. S. Kheifets, E. Lin-
droth, A. L’Huillier, and J. M. Dahlstro¨m,
Journal of Physics B: Atomic, Molecular and Optical Physics 47, 245602 (2014).
[14] C. Palatchi, J. M. Dahlstro¨m, A. Kheifets, I. Ivanov,
D. Canaday, P. Agostini, and L. DiMauro, Journal of
Physics B: Atomic, Molecular and Optical Physics 47,
245003 (2014).
[15] M. Sabbar, S. Heuser, R. Boge, M. Lucchini, T. Carette,
E. Lindroth, L. Gallmann, C. Cirelli, and U. Keller,
Phys. Rev. Lett. 115, 133001 (2015).
[16] I. Jordan, M. Huppert, S. Pabst, A. S.
Kheifets, D. Baykusheva, and H. J. Wo¨rner,
Phys. Rev. A 95 (2017), 10.1103/PhysRevA.95.013404.
[17] M. Ossiander, F. Siegrist, V. Shirvanyan, R. Pazourek,
A. Sommer, T. Latka, A. Guggenmos, S. Nagele, J. Feist,
J. Burgdo¨rfer, R. Kienberger, and M. Schultze, Nature
Physics 13, 280 (2017).
[18] M. Isinger, R. J. Squibb, D. Busto, S. Zhong, A. Harth,
D. Kroon, S. Nandi, C. L. Arnold, M. Miranda, J. M.
6Dahlstro¨m, E. Lindroth, R. Feifel, M. Gisselbrecht, and
A. L’Huillier, Science 358, 893 (2017).
[19] C. Cirelli, C. Marante, S. Heuser, C. L. M. Peters-
son, A´. Jime´nez-Gala´n, L. Argenti, S. Zhong, D. Busto,
M. Isinger, S. Nandi, S. Maclot, L. Rading, P. Johns-
son, M. Gisselbrecht, M. Lucchini, L. Gallmann, J. M.
Dahlstro¨m, E. Lindroth, A. L’Huillier, F. Mart´ın, and
U. Keller, Nature Communications 9, 955 (2018).
[20] H. Beutler, Zeitschrift fu¨r Physik 93, 177 (1935).
[21] U. Fano, Phys. Rev. 124, 1866 (1961).
[22] J. L. Dehmer, The Journal of Chemical Physics 56, 4496 (1972),
https://doi.org/10.1063/1.1677895.
[23] J. W. Cooper, Phys. Rev. 128, 681 (1962).
[24] M. Kotur, D. Gue´not, A´. Jime´nez-Gala´n, D. Kroon,
E. Larsen, M. Louisy, S. Bengtsson, M. Miranda,
J. Mauritsson, C. Arnold, S. Canton, M. Gissel-
brecht, T. Carette, J. Dahlstro¨m, E. Lindroth, A. Ma-
quet, L. Argenti, F. Mart´ın, and A. L’Huillier,
Nat. Commun. 7, 10566 (2016).
[25] V. Gruson, L. Barreau, A´. Jime´nez-Galan, F. Risoud,
J. Caillat, A. Maquet, B. Carre´, F. Lepetit, J.-F. Her-
gott, T. Ruchon, L. Argenti, R. Ta¨ıeb, F. Mart´ın, and
P. Salie`res, Science 354, 734 (2016).
[26] D. Busto, L. Barreau, M. Isinger, M. Turconi,
C. Alexandridi, A. Harth, S. Zhong, R. J. Squibb,
D. Kroon, S. Plogmaker, M. Miranda, A´. Jime´nez-
Gala´n, L. Argenti, C. L. Arnold, R. Feifel, F. Mart´ın,
M. Gisselbrecht, A. L’Huillier, and P. Salie`res,
Journal of Physics B: Atomic, Molecular and Optical Physics 51, 044002 (2018).
[27] L. Barreau, C. L. M. Petersson, M. Klinker,
A. Camper, C. Marante, T. Gorman, D. Kiesewet-
ter, L. Argenti, P. Agostini, J. Gonza´lez-Va´zquez,
P. Salie`res, L. F. DiMauro, and F. Mart´ın,
Phys. Rev. Lett. 122, 253203 (2019).
[28] M. Turconi, L. Barreau, D. Busto, M. Isinger,
C. Alexandridi, A. Harth, R. J. Squibb, D. Kroon,
C. L. Arnold, R. Feifel, M. Gisselbrecht, L. Ar-
genti, F. Mart´ın, A. L’Huillier, and P. Salie`res,
Journal of Physics B: Atomic, Molecular and Optical Physics 53, 184003 (2020).
[29] S. B. Schoun, R. Chirla, J. Wheeler, C. Roedig, P. Agos-
tini, L. F. DiMauro, K. J. Schafer, and M. B. Gaarde,
Phys. Rev. Lett. 112, 153001 (2014).
[30] T. Scarborough, T. Gorman, F. Mauger, P. Sa´ndor,
S. Khatri, M. Gaarde, K. Schafer, P. Agostini, and L. Di-
Mauro, Applied Sciences 8, 1129 (2018).
[31] A. F. Starace, Handbuch der Physik 31, 1 (1982).
[32] J. Samson and W. Stolte,
Journal of Electron Spectroscopy and Related Phenomena 123, 265 (2002),
determination of cross-sections and momentum profiles
of atoms, molecules and condensed matter.
[33] M. Amusia, V. Ivanov, N. Cherepkov, and L. Cherny-
sheva, Physics Letters A 40, 361 (1972).
[34] B. Mo¨bus, B. Magel, K.-H. Schartner, B. Langer,
U. Becker, M. Wildberger, and H. Schmoranzer,
Phys. Rev. A 47, 3888 (1993).
[35] A. S. Kheifets, Phys. Rev. A 87, 063404 (2013).
[36] J. M. Dahlstro¨m, T. Carette, and E. Lindroth,
Phys. Rev. A 86, 061402 (2012).
[37] J. Dahlstro¨m and E. Lindroth,
Journal of Physics B: Atomic, Molecular and Optical Physics 47, 124012 (2014).
[38] M. Magrakvelidze, M. E.-A. Madjet, G. Dixit, M. Ivanov,
and H. S. Chakraborty, Phys. Rev. A 91, 063415 (2015).
[39] L.-W. Pi and A. S. Landsman,
Applied Sciences 8 (2018), 10.3390/app8030322.
[40] A. W. Bray, F. Naseem, and A. S. Kheifets,
Phys. Rev. A 97, 063404 (2018).
[41] S. A. Sato, H. Hu¨bener, A. Rubio, and U. De Giovannini,
The European Physical Journal B 91, 126 (2018).
[42] J. Vinbladh, J. M. Dahlstro¨m, and E. Lindroth,
Phys. Rev. A 100, 043424 (2019).
[43] See Supplemental Material at [url] for details on the ex-
perimental and theoretical methods .
[44] W. Wijesundera and H. P. Kelly,
Phys. Rev. A 39, 634 (1989).
[45] U. Becker, B. Langer, H. G. Kerkhoff, M. Kupsch,
D. Szostak, R. Wehlitz, P. A. Heimann, S. H. Liu,
D. W. Lindle, T. A. Ferrett, and D. A. Shirley,
Phys. Rev. Lett. 60, 1490 (1988).
[46] Y. Mairesse, A. de Bohan, L. J. Frasinski, H. Merdji,
L. C. Dinu, P. Monchicourt, P. Breger, M. Kovacˇev,
R. Ta¨ıeb, B. Carre´, H. G. Muller, P. Agostini, and
P. Salie`res, Science 302, 1540 (2003).
[47] J. M. Dahlstro¨m, D. Gue´not, K. Klu¨nder, M. Gissel-
brecht, J. Mauritsson, A. L’Huillier, A. Maquet, and
R. Ta¨ıeb, Chemical Physics 414, 53 (2013).
[48] J. M. Dahlstro¨m, A. L’Huillier, and A. Maquet,
Journal of Physics B : Atomic, Molecular and Optical Physics 45, 183001 (2012).
[49] D. Hammerland, P. Zhang, A. Bray, C. F. Perry,
S. Kuehn, P. Jojart, I. Seres, V. Zuba, Z. Varallyay,
K. Osvay, A. Kheifets, T. T. Luu, and H. J. Woerner,
“Effect of electron correlations on attosecond photoio-
nization delays in the vicinity of the cooper minima of
argon,” (2019), arXiv:1907.01219 [physics.atom-ph].
ar
X
iv
:2
00
7.
15
30
5v
1 
 [p
hy
sic
s.a
tom
-p
h]
  3
0 J
ul 
20
20
Supplemental Material
I. EXPERIMENTAL METHODS
A. Experimental setup at the ATTOLab facility
The Titanium:Sapphire laser of the ATTOLab facil-
ity at CEA-Saclay delivers 23-fs 13-mJ 800-nm pulses at
1 kHz repetition rate. The setup consists of a Mach-
Zehnder interferometer where 90% of the initial 7-mJ
beam is focused with a f = 2 m lens into a neon gas
cell to generate an attosecond pulse train by high har-
monic generation. An anti-reflective coated silica plate,
set at grazing incidence (78.5°), is used to transmit most
of the strong generating infrared (IR) beam and to reflect
the generated extreme ultra-violet (XUV) light. After
an aluminium filter used to block the remaining IR ra-
diation, the attosecond pulse train is focused by a gold-
coated toroidal mirror into an argon gas jet in the in-
teraction region of a 2m-long magnetic bottle electron
spectrometer (MBES). The remaining 10% of the initial
beam (the dressing beam) enters a delay line with piezo-
electric translation stage in order to control the XUV-
IR delay with interferometric accuracy. It is then fo-
cused with a combination of two lenses of f1 = 1140 mm
and f2 = 400 mm, and reflected on a drilled mirror
(d = 2 mm) that transmits the XUV beam. The two
beams are then spatially and temporally overlapped in
the interaction region of the MBES.
Obviously, the high spectral resolution of the MBES
is a strong asset for resolving the two ionization chan-
nels. Since its resolution decreases with electron energy,
a retarding potential was used to shift the sidebands of
interest towards lower kinetic energies. This way, the
spectral phases inside the 3s and 3p sideband peaks are
quite flat without any fast variations apart from a lin-
ear slope that could be attributed to the harmonic blue
shift [1]. This does not affect the measurement and, to
further improve the signal-to-noise ratio for the 3s chan-
nel, we integrate in energy over typically 400 meV before
extracting the 2ω0 phase.
Using different retarding potentials, we were able to
measure the phases of the 3s and 3p sidebands up to
68 eV. For photon energies around 60–68 eV, the signal-
to-noise ratio becomes low due to the decrease in ionizing
harmonic intensity. In order to ensure the accuracy of
our results, additional measurements were performed by
adding a 200-nm zirconium filter. The combined Zr-Al
filter has a good transmission in a narrow energy window
of 60–73 eV and allows the clear spectral separation of
the 3s and 3p peaks. The phases of sidebands 40, 42 and
44 measured with high accuracy in these conditions were
found very similar to the ones measured with only the Al
filter.
B. Experimental setup at Lund University
At Lund University, the Titanium:Sapphire laser de-
livers 40-fs 3.5-mJ 800-nm pulses at 1 kHz repetition
rate. The setup consists of a Mach-Zehnder interferome-
ter where 70% of the IR beam is focused with a f = 50 cm
spherical mirror into a neon gas cell to generate attosec-
ond pulse trains. An aluminium filter is used to block the
remaining infrared radiation and to spectrally filter the
XUV radiation. The attosecond pulse trains are focused
by a gold-coated toroidal mirror into an argon gas jet in
the interaction region of a 2m-long MBES. The remain-
ing 30% of the initial beam enters a delay line with a
piezo-electric translation stage providing interferometric
accuracy. The probe arm also includes a chopper wheel,
which blocks the IR every other shot, as well as a spher-
ical mirror with f = 50 cm. The two beams are recom-
bined on a drilled mirror that transmits the XUV beam
and reflects the dressing IR beam. The two beams are
then spatially and temporally overlapped in the target
gas jet.
The spectral resolution δE of our MBES varies with
the electron kinetic energy E as ∼ E/δE = 80. In order
to optimize the spectral resolution we apply a small re-
tarding potential to slow down the photoelectrons. The
high spectral resolution of our MBES allows us to distin-
guish between the 3s and 3p photoelectrons peaks over
the whole energy range studied so that we do not vary
the retarding potential. The weak 3s sidebands are iden-
tified by subtraction of the XUV+IR and IR-only pho-
toelectron spectra for each delay. To increase the signal-
to noise ratio, the sideband signal is integrated over an
energy region in which sideband phase is approximately
constant and the averaged phase is extracted by fitting
the oscillation of the integrated signal using a nonlinear
Levenberg-Marquardt algorithm [2, 3].
C. Statistical data analysis
Each delay shown in Figs. ?? and ?? is the resulting
value xw of a weighted average over independent mea-
surements xi:
xw =
N∑
i=1
xi
σ2i
N∑
i=1
1
σ2i
, (1)
with σi being the standard deviation estimated for each
single measurement. In the Lund data, σi corresponds to
the uncertainty of the cosine fit of the sideband oscilla-
tions used to extract the 2ω0 phase. In the Saclay data,
the 2ω0 phase is extracted by Fourier transform and σi
is estimated from the 2ω0 peak signal to noise ratio (in
2the spectral domain). To calculate the total error δx, we
use the following formula:
δx =
√√√√√√√√
N
N∑
i=1
(xi − xw)2
σ2i
(N − 1)
N∑
i=1
1
σ2i
+
1
N∑
i=1
1
σ2i
(2)
The first term in the square root represents the weighted
estimator of the variance. As the number of performed
measurements was probably not enough for this term
alone to be statistically relevant (∼10 in Saclay, ∼4 in
Lund), we added a second term which corresponds to the
variance of the weighted mean that prevents δx from be-
ing artificially low when the small number of data points
happens to yield a small dispersion. This formula is in
the spirit of Eq. 8 of [4] except for the second term that
here yields a decrease of δx in 1/
√
N .
II. BASIC SIMULATIONS OF THE RABBIT
SPECTROGRAM
In order to simulate the 2ω0 phase shown in Fig. ??(b),
a simple model was used. We are interested in simulating
the RABBIT trace of the combination: H21,3p + SB30,3s
+ SB22,3p+H31,3s+H23,3p+SB32,3s+SB24,3p+H33,3s.
We first describe the sidebands as:
SBn,i(τ) = |Mn−1,i|2 + |Mn+1,i|2
+ 2 |Mn−1,i| |Mn+1,i|
× cos(2ω0τ −∆φXUVn −∆φAn,i)
(3)
where i stands for the p or s channel, n for the dif-
ferent orders, ∆φXUVn for the phase difference between
the neighboring harmonics, and ∆φAn,i for the phase dif-
ference between the two-photon transition dipole matrix
elements Mn±1,i.
For estimating ∆φXUVn , we use the attochirp value
of 0.0577 rad/eV extracted from a measurement per-
formed in ATTOLab in the same generation conditions
but with neon as target gas, so that the corresponding
atomic phase variation is negligible. This value agrees
well with the attochirp measured at Lund University,
0.0442 ± 0.0164 rad/eV. For ∆φAn,i, we use the values
calculated using the 2P2C-RPAE model, corresponding
to the delays shown in Fig. ??.
We approximate the amplitude of the two-photon
transition dipole matrix elements by |Mn±1,i| ≈
|En±1|√σn±1,i, i.e., the product of the amplitude of the
harmonic fields by the square root of the corresponding
one-photon ionization cross-sections given by [5] for the
3s and [6] for the 3p channel.
Simulating the oscillating signal of a harmonic peak re-
quires some additional approximations as detailed in [7].
In a first-order approximation, a harmonic peak will be
modulated due to the loss of electrons that are trans-
ferred to the neighboring sidebands as:
Hn+1,i(τ) ≈ α |Mn+1,i|2 − SBn,i(τ)
− SBn+2,i(τ),
(4)
where α accounts for the difference in intensity of the
harmonic and SB peaks (1-photon with respect to 2-
photon transitions, typically a factor 10). Indeed, the
dressing field in RABBIT is a weak perturbation induc-
ing 2-photon XUV+IR transitions that redistribute elec-
trons between the harmonic and sideband peaks depend-
ing on the XUV-IR delay. Note that, in the case of slowly-
varying cross-sections and harmonic fields of similar am-
plitudes, the harmonic peak intensity can be simplified
to:
Hn+1,i(τ) = (α− 4) |Mn+1,i|2 − 4 |Mn+1,i|2 × cos
(
2ω0τ − 1
2
[
∆φXUVn +∆φ
XUV
n+2 +∆φ
A
n,i +∆φ
A
n+2,i
])
× cos
(
1
2
[
∆φXUVn −∆φXUVn+2 +∆φAn,i −∆φAn+2,i
])
.
(5)
Harmonic Hn+1,i will then oscillate with a total phase
equal to pi + (θn,i + θn+2,i)/2, where θn,i (θn+2,i) is the
total phase of SBn,i (SBn+2,i), resp. In regions of slow
variation of θn,i, the harmonic orders are thus dephased
by ∼ pi with respect to the neighboring sidebands.
After convolving the oscillating signals of the sidebands
and harmonics with the spectrometer response function
fsp for each delay, we add them incoherently in order to
obtain the total RABBIT spectrogram of Fig. S1. For
this reconstruction, we used Gaussian harmonic inten-
sities with 300-meV FWHM and a Gaussian spectrom-
eter response with 100-meV FWHM, values that fitted
best our experimental results, together with α = 14. Af-
ter applying the same Rainbow RABBIT analysis as for
the experimental measurements, the 2ω0 phase, shown
in Fig. ??(b), and the corresponding 2ω0 amplitude were
extracted. In this spectral region of slow variation of
∆φAi , the neighboring harmonic and sideband peaks of a
given channel oscillate in opposite phase, as clearly seen
in Fig. S1 and revealed by the Rainbow RABBIT analy-
sis.
3FIG. S1: RABBIT spectrogram simulated using the
model described in the text and corresponding to the
phase data shown in Fig. ??(b).
III. CORRELATION EFFECTS AT THE 3s
COOPER MINIMUM
Fig. S2 contains a comparison of the atomic delays for
3s computed using the full 2P2C-RPAE theory, which
includes inter-orbital correlation between all argon or-
bitals {1s, 2s, 2p, 3s, 3p} with that of a restricted 2P2C-
RPAE calculation, which includes only M -shell correla-
tion {3s, 3p}. The atomic delay of 3s is shifted up in
the restricted calculation, which leads to better agree-
ment with the experimental results. This shows that the
atomic delay is sensitive to the electron correlation model
close to the 3s CM, but that the corrected position of the
3s CM with the restricted 2P2C-RPAE model is insuf-
ficient to explain the deviation from the experimental
measurements at low energy (34–39 eV).
IV. SHAKE-UP ATOMIC DELAY
The 4p shake-up is modelled as an intermediate pho-
toionization process, described by one-photon RPAE
from 3p, with a modification to enforce energy conser-
vation as the ion is excited (implemented as an increase
of the binding energy, ∆E4p−3p, in the final propaga-
tor). The Wigner delay of 4p is computed in the forward
direction, which is reasonable approximation for the pho-
toionization from 3p at required energy range [8]. Accu-
rate values of τcc are taken from numerical calculations
of noble gas atoms [9].
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FIG. S2: Comparison of the atomic delays for 3s using
the full 2P2C-RPAE and {3s, 3p} 2P2C-RPAE theories.
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