We study the initial value problem related to the PDE |v t | p−2 v t = ∆ p v. A special property of this equation is that the Rayleigh quotient associated with ground states of the p-Laplacian is nonincreasing in time along solutions. Moreover, for each p ∈ (1, ∞), there is a positive number µ p for which e µpt v(x, t) converges to a p-ground state as t tends to infinity. An interesting limiting equation also arises when p tends to infinity, which suggests a new way to approximate ground states of the infinity Laplacian.
Introduction
In this paper, we study solutions v : Ω × (0, ∞) → R of the PDE
where Ω ⊂ R d is a smooth, bounded domain, p ∈ (1, ∞), and ∆ p is the p-Laplacian ∆ p ψ := div(|Dψ| p−2 Dψ).
Observe that when p = 2, the PDE (1.1) is the heat equation. As a result, we view (1.1) as a nonlinear flow. What separates equation (1.1) from typical nonlinear parabolic equations, is the nonlinearity in the time derivative |v t | p−2 v t . This type of equation is known in the literature as a doubly nonlinear evolution. Furthermore, we regard (1.1) as special within the class of doubly nonlinear evolutions as it is homogeneous: if v is a solution of (1.1), any multiple of v is also a solution.
Our motivation for studying equation (1.1) is its connection with p-ground states or minimizers of the p-Rayleigh quotient
The optimal value λ p arises in certain isoperimetric problems [21] ; p-ground states are easily seen to exist and any two are multiples of each other [19, 17, 23] . Below, we prove that a properly rescaled solution of (1.1) converges to a p-ground state. Moreover, we show that the p-Rayleigh quotient decreases along this flow and in fact converges to the optimal value λ p . Specifically, we focus on the initial value problem
where g : Ω → R is a given function. We show that (1.2) has a weak solution in the sense of a doubly nonlinear evolution, and derive various global estimates on solutions. Our main result is as follows. When p = 2, a direct proof of Theorem 1.1 can be made by writing the solution of the heat equation in terms of the basis of eigenfunctions for the Dirichlet Laplacian. For p = 2, no such formulae are available and we must work directly with the equation. It is interesting to compare Theorem 1.1 to other large time asymptotics results for fully nonlinear parabolic equations [3, 20] and for nonlinear degenerate flows [1, 5, 18, 24] . Most of these works involve comparison principles and initial conditions which do not change sign. Our main tool in this paper is the compactness properties of weak solutions of (1.1) and applies to general initial data.
We also verify that (1.2) has a unique viscosity solution when p ≥ 2. We note it is unknown whether weak solutions are unique or if each weak solution is a viscosity solution. Viscosity solutions allow us to pass to the limit as the exponent p → ∞ in equation (1.1). We were definitely inspired by the work of Juutinen, Lindqvist and Manfredi, who first studied the so-called infinity eigenvalue problem and infinity ground states [14] . We view the following result as providing a natural evolution equation for the infinity eigenvalue problem and its ground states.
(Ω) ∩ C(Ω) and let v p denote a viscosity solution of (1.2) for p > 1 with initial condition g. There is an increasing sequence p k → ∞ such that v p k converges locally uniformly to a viscosity solution of the PDE
as k → ∞. The operator above is defined as
for smooth φ, where
This paper is organized as follows. In section 2, we discuss the existence theory for solutions. In particular, we present a novel compactness result which seems to imply more than the usual existence obtained via the abstract framework of doubly nonlinear evolutions. We prove Theorem 1.1 in section 3 and Theorem 1.2 in section 5. Along the way, we detour in section 4 to discuss viscosity solutions and derive some more estimates on solutions. We thank the Institut Mittag-Leffler for hosting us during the majority of time this work was accomplished. We especially thank Peter Lindqvist and Jerry Kazdan for their advice and encouragement.
Weak Solutions
An important identity for smooth solutions of (1.2) is
This identity follows from direct computation. Of course, integrating (2.1) in time yields
for t ≥ 0. This resulting equality leads us to seek solutions defined as follows.
is a weak solution of (1.2) if for Lebesgue almost every t > 0
Any v satisfying (2.3) takes values in the reflexive Banach space L p (Ω) that are absolutely continuous in time. Therefore, our almost everywhere notion of solution of (1.2) makes sense. Moreover, we may consider pointwise values of such a solution which enables us to assign an initial condition (2.5) without issue. Let us now derive a few properties of solutions.
p dx is absolutely continuous and (2.1) holds for almost every t > 0.
for each w ∈ L p (Ω). Observe that Φ is convex, proper, and lower-semicontinuous; moreover, by (2.4)
for almost every t > 0. It follows that t → Φ(v(·, t)) is absolutely continuous (for instance, see Corollary 1.4.5 of [2] ). By the chain rule, (2.1) holds for almost every t > 0.
for almost every t > 0, and
This proves (2.7). Employing the previous proposition and (2.7) gives
Inequality (2.8) now follows from Grönwall's inequality.
Corollary 2.4. For any weak solution v of (1.2),
is nonincreasing and
Proof. The first assertion follows from (2.10); the second is due to the calculation
Corollary 2.5. For any weak solution v of (1.2),
for almost every t ≥ 0.
Note that if the initial condition g is a p-ground state, then
is a solution of (1.2). Theorem 1.1 asserts all solutions exhibit this "separation of variables" behavior in the limit as t → ∞. Our first clue that this intuition is correct is that the p-Rayleigh quotient is a nonincreasing function of time along the flow. We regard this as a special feature of the PDE (1.1).
Proposition 2.6. Assume that v is a weak solution of
Proof. Employing (2.3), it is not difficult to verify
for almost every time t > 0; for instance, it is possible to adapt Theorem 3 on page 287 of [11] . Suppressing (x, t) dependence, we compute
which is valid for almost every t > 0. By Hölder's inequality
, and combining with (2.9) gives
Corollary 2.7. Assume g is a p-ground state. The only weak solution of initial value problem (1.2) is given by (2.11).
Proof. Let v be a weak solution of (1.2) and assume initially that v(·, t) = 0 ∈ L p (Ω) for each t ≥ 0. By Proposition 2.6, v(·, t) is a p-ground state for each t ≥ 0. Since the Euler-Lagrange equation for p-ground states is −∆ p ψ = λ p |ψ| p−2 ψ,
In particular,
and therefore, v is given by (2.11). Otherwise, select the first time T for which v(·, T ) = 0 ∈ L p (Ω). By our argument above, v(·, t) is a p-ground state for each t ∈ [0, T ). Moreover, (2.13) holds for almost every t ∈ (0, T ). However, this implies v(·, T ) = e −µpT g = 0 ∈ L p (Ω). Therefore, there is no such time T and v is given by (2.11).
It is possible to build weak solutions (1.2) by using the implicit time scheme:
Here τ > 0 and J p is the increasing function
Standard variational methods can be used to show this scheme has a unique weak solution sequence {v 1 , . . . , v N } ⊂ W 1,p 0 (Ω) for each τ > 0 and N. Our candidate for a solution v(x, t) of (1.2) is a limit of v N (x), when N tends to infinity with τ = t/N. This approach to solving doubly nonlinear evolutions in reflexive Banach spaces has been carried out with great success, see [2, 4, 7, 8, 12, 22, 25] . In our view, the main insight that makes this approach work is a certain compactness feature of weak solutions that we now explore. Roughly, we verify that any "bounded" sequence of solutions has a subsequence converging to another weak solution. We will also make use of this compactness result to study the large time limits of solutions.
is bounded, and that v k is a weak solution of
and v
as j → ∞. Moreover, v is a weak solution of (1.2) where g is a weak limit of {g
Proof. As in (2.2), we have for each k ∈ N and almost every time
By assumption, the right hand side above is bounded uniformly in k ∈ N. By the compactness of W
, a variation of the usual Arzelà-Ascoli argument gives that there is a subsequence {v
, we may also assume
We claim that in fact
The convexity of the map
Integrating over the interval t ∈ [t 0 , t 1 ] and sending j → ∞ gives
Therefore,
for almost every time t ≥ 0. In particular, for each φ ∈ W
for almost every time t ≥ 0. As a result, once we verify (2.19), v is then a weak solution of (1.2).
The last inequality is due to (2.20). As a result,
is uniformly bounded as a function of time, it readily follows that in fact
. This proves the assertion (2.15). Moreover, without loss of generality we assume that
for almost every t ≥ 0, as j → ∞ (since this occurs for some subsequence of k j ). Now we will finish verifying (2.19). As in our proof of Lemma 2.2, (2.20) implies
Thus for each t 1 > t 0
From (2.17), we may write
(2.23) Assuming t 0 and t 1 are times for which the limit (2.21) holds, we let j → ∞ to get
by weak convergence. Comparing with (2.22) gives 
Thus, we are able to conclude (2.16).
Let us briefly discuss how compactness pertains to the existence of weak solutions. Multiplying the PDE in (2.14) by v k − v k−1 and integrating by parts, we obtain
Moreover, summing over k = 1, . . . , j ≤ N gives
which is a discrete analog of the energy identity (2.2). Set τ = T /N and τ k = kτ , and define the "linear interpolation" of the solution sequence as
It follows from (2.24) that
Using the ideas of the compactness lemma, we obtain a subsequence w N j and weak solution w of (1.1) on Ω × (0, T ) for which
and
For k ∈ N, let w k be the weak solution of (1.1) just described for T = k. Moreover, set
It is immediate that z k satisfies (2.3); the proof of previous lemma is also readily adapted to give that z k has a subsequence converging as in (2.15), (2.16) to a global weak solution of (1.2). We omit the details.
Remark 2.9. The "step function" approximation
also converges in C([0, T ]; L p (Ω)) to the same weak solution v as the linear interpolating sequence (2.25). Indeed, by (2.24)
Large time limit
This section is dedicated to the proof of Theorem 1.1; our main tool is the compactness of weak solutions established in Theorem 2.8. To this end, we assume that v is a weak solution of (1.2) and set u(x, t) := e µpt v(x, t).
Notice that Lemma 2.3 and Corollary 2.4 imply
for almost every t ≥ 0. As a result, the limit
exists. If S = 0, we are done. Let us now assume otherwise. Let s k be an increasing sequence of positive numbers that tend towards +∞ as k → ∞, and define the sequences of functions on Ω × [0, ∞)
As equation (1.2) does not depend explicitly on time, v k is a weak solution of (1.2) with
In particular, note that g k is bounded in W (Ω) for almost every time t ≥ 0 since this occurs for a subsequence. Define w(x, t) := e µpt v(x, t) and notice
for almost every time t ≥ 0. Since [0, ∞) ∋ t → Ω |Dw(x, t)| p dx is absolutely continuous, S = Ω |Dw(x, t)| p dx actually holds for all t ≥ 0. As v is a solution of (1.2), we differentiate (3.2) to get (as in (3.1))
for almost every t ≥ 0. The convexity of the map z → |z| p then gives
for almost every t ≥ 0. A continuity argument again implies
actually holds for all t ≥ 0 and thus
Therefore, w(·, t) is a p-ground state for each t ≥ 0. By (3.2), all these p-ground states are the same, and we will denote this ground state as w 0 ∈ W 1,p 0 (Ω). For any t 0 ∈ [0, T ] such that the limit (3.2) holds
Furthermore,
Thus the limit w 0 = lim j→∞ e µps k j v(·, s k j ) holds in W (Ω) to a p-ground state w 0 . Recall that w 0 is determined completely by the constant
That is, we would obtain the same limit for any other subsequence of {e µps k v(·, s k )} k∈N since any two p-ground states only differ by a multiplicative constant. Hence, e µps k v(·, s k ) → w 0 in W 1,p 0 (Ω). As the sequence {s k } k∈N was chosen arbitrarily, it follows that e µpt v(·, t) → w 0 as t → ∞ in W 1,p 0 (Ω). Remark 3.1. By Morrey's inequality, the family {e µpt v(·, t)} t≥0 is precompact in C 0,1−n/p (Ω) for p > n. Due to the convergence of the full time limit, the convergence in (1.3) would occur uniformly in x, as well. It would be of great interest to establish uniform convergence for all p > 1. It seems to us that the lacking piece of information is a modulus of continuity estimate on solutions of (1.1). Indeed, we have not succeeded in deriving any useful a priori estimates on solutions of (1.1). We hope to do so in forthcoming work.
Viscosity solutions
It is unknown if weak solutions of (1.2) are unique. In general, uniqueness of weak solutions is not known for doubly nonlinear evolutions that are truly nonlinear. In this section, we argue that (1.2) has a unique viscosity solution that is also a weak solution; the reader can find important background material on the theory of viscosity solutions from sources such as [6, 9, 13] . We further restrict our attention to the degenerate case p ≥ 2, even though many of the ideas from [15] carry over to solution of (1.1) in the singular case 1 < p < 2. The reason for this omission is twofold. First, the main application of viscosity solutions is to provide a framework to consider the large p limit of solutions of (1.1); second, assuming p ≥ 2 allows us to avoid additional technicalities and focus on the new ideas needed to build viscosity solutions of (1.1).
Standing assumptions in this section are that p ≥ 2 and
Our main result on viscosity solution is as follows.
Proposition 4.1. There is a unique viscosity solution v of the initial value problem (1.2). Moreover, v is also a weak solution of (1.2).
While the uniqueness of solutions of the initial value problem (1.2) is not trivial, a standard proof for comparison of viscosity solutions (p = 2) of the heat equation is readily adapted to (1.2). The main feature to be exploited is that the term |v t | p−2 v t is strictly increasing in the time derivative. Consequently, we focus on the existence of a viscosity solution and that this solution is indeed a weak solution (Definition 2.1). We propose a method that resolves both issues simultaneously.
Lemma 4.2. For each N and τ , the implicit scheme (2.14) generates a solution sequence {v 1 , . . . , v N } of viscosity solutions. Moreover,
and v k ∈ C 1,α loc (Ω) for k = 1, . . . , N and some α ∈ (0, 1]. Proof. Consider the implicit scheme (2.14) for k = 1
As J p is increasing, this PDE admits a comparison principle for weak sub-and supersolutions.
Since the constant function sup Ω |g| is a supersolution, that is nonnegative on ∂Ω, Let us now verify that v 1 , and similarly each v k , is a viscosity solution. We will closely follow the argument used to prove Theorem 2.5 in [15] . Assume that v 1 − φ has a strict local minimum at x 0 where φ ∈ C ∞ (Ω). We are to show
If (4.2) doesn't hold, there is a δ > 0 where
and observe
which is a contradiction. Hence, (4.2) holds and the argument for the subsolution property of v 1 can be made similarly.
Our candidate for a viscosity solution of (1.2) is lim N →∞ v N where v N is defined in (2.26). Before making this conclusion, we'll need a few more technical lemmas.
for x in a neighborhood of x 0 and k ∈ {k 0 − 1, k 0 }. Then
Proof. Evaluating the left hand side (4.3) at k = k 0 gives
as v k is a viscosity solution of (2.14). Evaluating the left hand side of (4.3) at x = x 0 and
. The claim follows from the above inequality and the monotonicity of J p .
Let us now define the weak upper and lower limits of v N defined in (2.26):
By Lemma 4.2, the sequence {v N } N ∈N is locally bounded, independently of N ∈ N. As a result, the above functions are well defined and finite at each (x, t) ∈ Ω × (0, T ). Moreover, one checks v, −v are lower semicontinuous and v = v if and only if v N converges locally uniformly. We prove the following lemma since it is a bit nonstandard, as v N may not be upper or lower semicontinuous.
Suppose v − φ has a strict local maximum at (x 0 , t 0 ) ∈ Ω × (0, T ). Then there is (x j , t j ) → (x 0 , t 0 ) and N j → ∞, as j → ∞, such that v N j − φ N j has local maximum at (x j , t j ).
Proof. First note that φ N converges to φ locally uniformly on Ω × [0, T ]. Thus,
Consequently, without of loss of generality, we may prove the claim for φ ≡ 0. Another important observation for us is that for any nonempty, compact subset D ⊂ Ω and any nonempty, subinterval I ⊂ [0, T ], v N will achieve a maximum value on D × I. This follows from the continuity of v k as
Now assume that there is r > 0 such that with
By definition, we may select a maximizing sequence v(x 0 , t 0 ) = lim j→∞ v N j (y j , s j ) where (y j , s j ) → (x 0 , t 0 ) and N j → ∞. Without loss of generality, we may assume (y j , s j ) ∈ Q r . By the equality (4.4), we may assume there is an (x j , t j ) ∈ Q r maximizing v N j over Q r . By compactness, we may also assume that up to a subsequence (x j , t j ) → (x 1 , t 1 ) ∈ Q r as j → ∞.
Hence,
By (4.5), (x 1 , t 1 ) = (x 0 , t 0 ) and the claim follows.
Proof of Proposition 4.1. It suffices to show that v is a viscosity subsolution of (1.1). The same argument (applied to −v) would yield that v is a supersolution by the homogeneity of (1.1). By the comparison of viscosity solutions, we would then have v ≤ v. In this case, v = v := v is continuous and v N converges to v locally uniformly. The proposition would then follow as v N has a subsequence converging to a weak solution of (
) and v − φ has a strict local maximum at (x 0 , t 0 ) ∈ Ω × (0, T ). By Lemma 4.4, there are points (x j , t j ) converging to (x 0 , t 0 ) and N j ∈ N tending to +∞, as j → ∞, such that v N j − φ N j has a local maximum at (x j , t j ). Observe that for each j ∈ N, t j ∈ [τ k j −1 , τ k j ) for some k j ∈ {0, 1, . . . , N j }. Hence, by the definition of v N j and φ N j , Ω × {0, 1, . . . , N j } ∋ (x, k) → v k (x) − φ(x, τ k ) has a local maximum at (x, k) = (x j , k j ). By Lemma 4.3,
As τ k j −1 = τ k j − T /N j and |t j − τ k j | ≤ T /N j for j ∈ N, we can send j → ∞ above by appealing to the smoothness of φ and arrive at J p (φ t (x 0 , t 0 )) ≤ ∆ p φ(x 0 , t 0 ).
Applying viscosity solutions theory, we can derive more estimates on solutions. In particular, for initial data g ∈ C 2 (Ω), solutions of (1.2) satisfy x → v(x, t) ∈ C 1,α loc (Ω) and |v t (x, t)| ≤ C for almost every t > 0. Proposition 4.5. Assume v is a viscosity solution of (1.2) and that there is a constant C ≥ 0 such that |C| p−2 C ≥ ∆ p g(x), x ∈ Ω. (4.6)
Then for each t ≥ s and x ∈ Ω v(x, t) ≤ v(x, s) + C(t − s).
In particular v t ≤ C. Likewise, if v is a viscosity solution of (1.2) and there is C ≤ 0 such that |C| p−2 C ≤ ∆ p g(x), x ∈ Ω.
Then v t ≥ C.
Proof. By assumption (4.6), (x, t) → g(x) + Ct is a supersolution of (1.1) that is larger than v on ∂Ω and when t = 0. Hence, v(x, t) ≤ g(x) + Ct. Now assume τ > 0 is fixed and set w(x, t) := v(x, t + τ ). Observe that w is a solution of (1.1) and w| ∂Ω = 0. Also notice that w(x, 0) = v(x, τ ) ≤ g(x) + Cτ . Therefore, w is no larger that the solution of (1.2) with initial data g(x) + Cτ which turns out to less than or equal to v(x, t) + Cτ . Hence v(x, t + τ ) ≤ v(x, t) + Cτ . We may argue similarly for the other assertion. Then |v t | ≤ C.
Corollary 4.7. Assume v is a viscosity solution of (1.2) and g satisfies (4.7) for some C ≥ 0. Then for almost every t ≥ 0, x → v(x, t) ∈ C 1,α loc (Ω).
Proof. As ∆ p v = |v t | p−2 v t ∈ L ∞ (Ω), for almost every t > 0, the claim follows from Theorem 2 in [10].
Large p limit
In this section, we deduce the large p limit of equation (1.1) and prove Theorem 1.2. We interpret this assertion as a parabolic analog of a theorem of Juutinen, Lindqvist and Manfredi [14] . We also encourage the reader to compare this Theorem 1.2 with the results of [16] .
