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Abstract
In this paper we investigate a family of infinite matrices that act on 1. We derive a condition sufficient
to guarantee that a matrix has no non-trivial closed invariant subspaces. As a result, a simplest known
operator on 1 without invariant subspaces is obtained. All entries of the matrix of the example but one are
non-negative.
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1. Introduction
This paper produces another operator without closed non-trivial invariant subspaces. The ear-
lier examples were given by P. Enflo [2], C. Read in [3,4], and [5] and B. Beauzamy [1]. The
result presented in the paper has a very simple matrix and relatively direct proof. The construc-
tion is based on the one in [6] and continues the author’s work in [7]. The matrix might have
all non-negative entries but one, which makes us closer to the negative solution of the invariant
subspace problem for positive operators. It remains unknown if there exists a positive operator
on a Banach lattice without non-trivial invariant subspaces.
Although the direct replica of Read’s proof with some addition would have worked, we present
an inverted version of the proof, which feels more natural.
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1866 G. Sirotkin / Journal of Functional Analysis 256 (2009) 1865–1874All the operators considered in this paper will be linear operators. We are only interested in
bounded linear operators whenever we discuss an operator on a normed space. All vector spaces
considered in the paper could be over the real or the complex field.
First, we define an operator T : c00 → c00 on the space of finite number sequences. We do
it by defining the orbit of the first basic vector. Then we estimate the norms of some powers of
T : (c00,‖ · ‖1) → (c00,‖ · ‖1). It follows that T can be turned into a contraction such that any
unit vector x will have an essential part that shrinks significantly under some powers of T . The
rest of vector x is going to have finite support. At the end, it is shown that there is a polynomial
in T , divisible by the appropriate power of T , that maps the rest of x close to the first element of
the basis.
2. Color game and partition of the index set
Consider the following game. Two people play on a board which is the set of natural numbers
{α: α ∈ N}. They alternatively move the same piece in the positive direction. Each field numbered
by α is marked by a pair of natural numbers (m,n) with m n and this assignment satisfies two
rules. One, the pair (m,m) should appear and the inequality (m,m) < (m + 1,m + 1) should
hold for every m. Two, the only pairs between (m,m) and (m + 1,m + 1) are pairs (m,n) with
m> n, though, any pair (m,n) could appear more than once. This coding by pairs of numbers is
actually equivalent to coloring the set of natural numbers by infinitely many colors. From now
on we are free to replace any number α by the corresponding pair (m,n).
Player one (P1) choses number n and a starting position (r, s) with r > n. Player two (P2)
must move each time to the first available pair (a, b) with b  n. P2 wins if, after her move, she
ends up at (a, b) with a > b  n. If not, that is if a = b, it is P1’s turn to move. P1 moves only
within pairs with the same second number. If P1 cannot or does not want to move, he passes the
turn to P2. If P2 wins for every initial choice of P1, we call such a playing board winning.
Equivalently, for a pair α = (m,n) define λ(α) to be the largest n′ such that the pair (m,n′)
exists and is greater than α. If no such n′ exists, set λ(α) = 0. Then the board is winning if and
only if there is no infinite sequence (αk) with αk = (mk,nk) such that n2k = m2k−1 + 1 and
n2k+1 = m2k for each k and the sequence (λ(α2k−1)) is bounded.
Example 2.1. If we order the pairs (m,n) by setting (m,m) < (m,m− 1) < (m,m− 2) < · · · <
(m,2) < (m,1) < (m + 1,m + 1) for every m, then the associated playing board is winning.
Furthermore, P2 wins in, at most, two moves.
Indeed, if P2 does not win after her first move, she ends up at (r, r) with r > n. Then P1 moves
to some (t, r) with t  r > n. According to the described ordering, the next move of P2 ends at
(t, r − 1) and P2 wins due to r − 1 n.
Example 2.2. If we order the pairs (m,n) by setting (m,m) < (m,1) < (m,2) < · · · <
(m,m − 2) < (m,m − 1) < (m + 1,m + 1) for every m, then the associated playing board is
losing.
If the initial choice of P1 is any n and any (m,m − 1) with m n, then P1 can always move
to (r, r − 1) in his turn. Thus, P2 is always forced to move to (r + 1, r + 1).
It turns out that any winning board can be used to construct an operator on 1 without non-
trivial invariant subspaces. So, let us start by fixing some winning board. For every α = (m,n)
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(uα)α=(m,n) and (vα)α=(m,n), satisfying uα < 2uα  vα < uα+1 := vα + uα˜ . These sequences
partition set N into the blocks [uα,uα+1) ∩ N, which we will refer to as α-block. Every such
block we consider as a disjoint union of two “intervals”:
“Diagonal” [D]α := [uα, vα] ∩ N,
“returning Back” (B)α := (vα,uα+1)∩ N.
Next, we will use this partition to define operator T .
3. Definition of operator T
Let (ei)∞i=1 denote the standard basis of 1. For each n  1, Xn will denote the linear span
span{ei : i = 1, . . . , n}. We are going to define sequence (zi)∞i=1 using the standard basis. After
that we will define operator T by simply setting T zi = zi+1.
If i ∈ [D]α , we set ei = Fizi or zi = 1Fi ei .
If i ∈ (B)α , we set ei = Gi(Hαzi − zi−vα ) or zi = 1GiHα ei + 1Hα zi−vα .
Clearly, if F -, G- and H -coefficients are all non-zero, we have
span{zi : i = 1, . . . , n} = span{ei : i = 1, . . . , n} = Xn.
For a subset U ⊂ N, we denote by πU and τU the linear projections on c00 such that πU(ei) = ei ,
τU (zi) = zi if i ∈ U and zero otherwise.
The values of the coefficients for any α-block are determined in the following order:
Gvα+1 → Gvα+2 → ·· · → Guα+1−1
→ Fuα → Fuα+1 → ·· · → Fvα → Hα.
In setting the values of any number in this linear diagram, we are free to use every number which
is already defined.
Using introduced vectors zi we define the linear map T : c00 → c00 by T zi = zi+1. So, any
collection of non-zero F -, G- and H -coefficients will provide us with an infinite matrix corre-
sponding to this right shift. It is not hard to see that any such matrix can be described pretty
easily.
If i and i + 1 both lie in [D]α , then
T ei = FiT zi = Fizi+1 = Fi
Fi+1
ei+1.
If i and i + 1 both lie in (B)α , then
T ei = GiT (Hαzi − zi−vα ) = Gi(Hαzi+1 − zi−vα+1) =
Gi
ei+1.
Gi+1
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T evα = Fvαzvα+1 =
Fvα
Gvα+1Hα
evα+1 +
Fvα
Hα
z1 = Fvα
Gvα+1Hα
evα+1 +
Fvα
F1Hα
e1.
If i lies in (B)α and i + 1 does not, then i = vα + uα˜ − 1 = uα+1 − 1. Thus, i − vα + 1 = uα˜
lies in [D]α˜ , and, so,
T euα+1−1 = Guα+1−1(Hαzuα+1 − zuα˜ ) =
Guα+1−1Hα
Fuα+1
euα+1 −
Guα+1−1
Fuα˜
euα˜ .
Summarizing the discussion above, we can say that the only non-zero entries of the matrix cor-
responding to T are those at positions (i + 1; i), (1;vα), and (uα˜;vα + uα˜ − 1).
We also can deduct a somewhat necessary condition for such a matrix to represent a bounded
operator on 1. The proof is a straightforward application of the expansions of T ei above.
Corollary 3.1. Let T : c00 → c00 be an operator defined as above. Suppose there exists a number
A such that ‖T ei‖A holds for every i. Then function G(α˜) = |Fuα˜ |max{1,A2uα˜ } satisfies
sup
{|Gi |: i ∈ (B)β, β˜  α˜}G(α˜).
It is convenient to introduce the smallest rate of change of coefficients in any α-block. There
are two different cases though. In Corollary 3.1 we saw that G-coefficients in α-blocks with
bounded α˜ must have a common upper bound. In addition, Gvα+1 and Gvβ+1 should be of com-
parable size if α˜ = β˜ . It follows that the values of G-coefficients in α-block are pretty much
determined earlier—in α˜-block. Thus, if α 	= α˜, we set
R(α) := |Fuα ||Hα−1Guα−1|
∧ min
{ |Fuα |
|Guα+1−1|
,
|Hα|
|Fvα |
, and
|Fi |
|Fi−1| where uα < i  vα
}
;
where the first ratio guarantees that F -coefficients in α-block are R(α) times larger than coef-
ficients in the (α − 1)-block. Otherwise, if α = α˜, we throw in the ratios |Gi ||Gi−1| and
|Fuα˜ ||Gi | for
all i − 1, i ∈ (B)β with β˜ = α˜ into the formula as well. It should be clear that, given any func-
tion R1(α), we can define all coefficients in such a way that the corresponding function R(α)
will satisfy R(α)R1(α).
Example 3.2. One of the simplest choices leading to a transitive operator would be to set every-
thing as follows. If α = (m,n) with m n, then we set
vα = 2uα;
Gvα+1 = n;
Gi+1 = GiR(α˜), if i, i + 1 ∈ (B)α;
Fuα = Guα+1−1R(α);
Fi+1 = FiR(α), if i, i + 1 ∈ [D]α; and
Hα = FvαR(α).
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vided R(α) grows sufficiently fast. Notice that with this definition, Gi = Gi−vα+vα˜ , if i ∈ (B)α .
4. Norm estimates and their consequences
We begin this section by discussing the norms of T Kei for all i and some not very large K .
This will allow us to derive conditions sufficient for T to be continuous. Let us agree that from
now on R(α) 2 for every α.
If i ∈ [D]α and i +K ∈ [D]β with α  β , then
∥∥T Kei∥∥= ∥∥T K(Fizi)∥∥= |Fi ||Fi+K | ‖ei+K‖ =
|Fi |
|Fi+K | 
1
R(β)
. (∗)
If i, i +K ∈ (B)α , then
∥∥T Kei∥∥= ∥∥GiT K(Hαzi − zi−vα )∥∥= ∥∥Gi(Hαzi+K − zi+K−vα )∥∥
= |Gi ||Gi+K | 
1
R(α˜)
. (∗∗)
Let i ∈ (B)α, i +K ∈ [D]α+1, and i +K − vα ∈ [D]α˜ . Then
∥∥T Kei∥∥= ∥∥Gi(Hαzi+K − zi+K−vα )∥∥= |GiHα||Fi+K | +
|Gi |
|Fi+K−vα |
 2
R(α˜)
. (∗∗∗)
The last case interesting for us is when i ∈ [D]α and i +K ∈ (B)β . Notice, that in such a case
for k = i+K −vβ , we have vβ +1 and vβ +k are in (B)β . Therefore, ‖T k−1evβ+1‖ 1R(β˜)  1.
If, in addition, we have ‖T k−1e1‖ 1, then
∥∥T Kei∥∥= ∥∥T k−1(Fizvβ+1)∥∥ |Fi ||HβGvβ+1|
∥∥T k−1evβ∥∥+ |Fi ||Hβ |
∥∥T k−1e1∥∥
 2
R(β)
. (∗∗∗∗)
Corollary 4.1. Let T : c00 → c00 be an operator defined as above. Suppose there exists a num-
ber A such that for any α we have R(α)  2/A2. Then T can be extended to a continuous
operator on X with ‖T ‖A. In particular, our current agreement R(α) 2 implies ‖T ‖ 1.
Proof. The assumptions of the corollary, together with inequalities preceding it, say that
‖T ei‖A for every i. The only touchy place is inequality (∗∗∗∗) with its additional assumption
‖T k−1e1‖ 1. Nevertheless, it can be easily adjusted to ‖T k−1e1‖A, which holds by simple
induction. The conclusion follows. 
We should point out that there is only one fraction in the conditions above that has a numerator
with greater index than the denominator; it is the second fraction in inequality (∗∗∗). It means
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in all intervals (B)β with β˜ = α˜. It can be done, for instance, as in Example 3.2.
Our next two corollaries demonstrate parts of any vector that are shrunk by some power of
operator T . They show that if block α is viewed as present, then any part of vector x that contains
only future coefficients can be neglected.
Corollary 4.2. Let T : c00 → c00 be an operator defined as above. Suppose for some function
h(x) and a given pair α = (m,n) inequality R(β) 2nh(α) holds for every β > α. Then for any
“future” support U , that is,
U ⊂
( ⋃
β>α
[D]β
)
∪
( ⋃
β˜>α
(B)β
)
,
any number K satisfying 1K  vα + uα˜ − 1, and any vector x with ‖x‖ 1, we have
∥∥T KπUx∥∥< 1
nh(α)
.
Proof. It is again just a straight forward verification using formulas (∗)–(∗∗∗∗). 
Corollary 4.3. Let T ,α = (m,n), and h(α) be as in previous corollary. Suppose that
R(β) 2nh(α) holds for every β > α. Then for any set U such that
U ⊂
⋃
β˜αβ
(B)β,
any number K satisfying uαˆ K  vα + uα˜ − 1, and any vector x with ‖x‖ 1, we have
∥∥T K(τUπU)x∥∥< 1
nh(α)
.
Here (τUπU) stands for the continuous operator defined by (τUπU)ei = τU (πUei).
Proof. Let us first make sure that (τUπU) is continuous. Using definition of zi and G(α), we
can write for i ∈ (B)β with β˜  α  β
∥∥τU (πUei)∥∥= ‖GiHβzi‖ = ‖ei +Gizi−vβ‖ 1 +G(αˆ)‖zi−vβ‖ 1 +G(αˆ)‖T ‖vα .
Since for other i’s τU (πUei) = 0, we have continuity of (τUπU).
For the proof of inequality we just use formula (∗∗∗) and observe that projection τU leaves
us only with the first fraction. Hence, ‖T K(τUπU)ei‖ 1/R(β + 1). 
Next, we observe that disjoint sets V =⋃β˜αβ(B)β and W = (⋃β>α[D]β)∪ (⋃β˜>α(B)β)
satisfy N = [1, vα] ∪ V ∪W for every α. Denoting
Uα = [1, vα] ∪
( ⋃
˜
(B)β
)
,βαβ
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showed that the second and the third terms can be shrunk by some powers of T . Moreover, for
collection of polynomials
Pα,K =
{
p(t): tK
∣∣∣ p(t),
∥∥∥∥p(T )T K
∥∥∥∥ h(α), and degp(t) < vα + uα˜
}
,
we obtain the following fact.
Proposition 4.4. Let T ,α = (m,n), and h(α) be as described above and K satisfy uαˆ  K 
vα + uα˜ − 1, as in the last corollary. Suppose that R(β) 2nh(α) holds for every β > α. Then,
for any polynomial p(t) from Pα,K and for any unit vector x, we have
∥∥p(T )(x − τ[1,vα]πUαx)∥∥< 2n.
Proof. Of course, this holds due to the fact that x − τ[1,vα]πUx = τV πV x + πWx and the two
previous corollaries. 
Hence, if for every n and every unit vector x we want a polynomial p(t) such that
‖p(T )x − z1‖ is of order 1/n, it is enough to find β = (r, s), h(β), and K such that s  n
and ‖p(T )τ[1,vβ ]πUβx − z1‖ is of order 1/n for some p ∈ Pβ,K .
5. Operator T in Xvα+uα˜−1
For this section, let us set K = uα . As our next step, we are going to show that some useful
fixed part of vector p(T )τ[1,vα ]πUαx is 1/n-small uniformly for all p ∈Pα,uα .
As we can see, vector τ[1,vα]πUαx lies in finite dimensional space Yα := Xvα+uα˜−1. If i ∈ (B)β
is such that β  α and τ[1,vα]ei 	= 0, then ‖τ[1,vα]ei‖ = |Gi−vβ |‖zi−vβ‖  |Gi−vβ |. Thus, for a
unit vector x we can use corollary 3.1 to estimate:
‖τ[1,vα]πUαx‖ ‖π[1,vα]x‖ +G(αˆ)‖π∪β˜αβ(B)β x‖ 1 +G(αˆ).
Hence, all vectors τ[1,vα]πUαx with ‖x‖ = 1 lie in a compact subset of space Yα .
Let us take a closer look at the behavior of T in this space. For convenience, let us consider
1-norm on vectors zi : |∑Ni=1 λizi | =∑Ni=1 |λi | ‖∑Ni=1 λizi‖ and its quantitative relation to
the usual norm in Yα :
f (α) := sup{|x|: x ∈ Yα, ‖x‖ = 1}.
Also, we introduce similar function g(α) = sup{∑vα+uα˜−1k=uα |γk| : p(t) = ∑vα+uα˜−1k=uα γktk ∈Pα,uα }. Notice that h(α)  g(α) due to the fact that h(α)tuα ∈ Pα,uα . Now, everything is set
for the following.
Remark 5.1. Given α = (m,n) and h(α), if p(t) ∈ Pα,uα and functions f (α), g(α) are defined
as above, then ‖τ[D]α+1p(T )y‖  1n for every y ∈ Yα with ‖y‖ < G(αˆ) + 1 provided R(β) >
f (α)g(α)(G(αˆ) + 1)n for every β > α. In particular, ‖τ[D]α+1p(T )τ[1,vα]πUαx‖  1n for every
unit vector x ∈ 1.
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∥∥τ[D]α+1p(T )y∥∥
vα+uα˜∑
k=0
|γk|
∥∥τ[D]α+1T ky∥∥
vα+uα˜∑
k=0
|γk|‖zuα+1‖|y|
 f (α)g(α)‖y‖
Fuα+1
 f (α)g(α)(G(αˆ)+ 1)
R(β)
.
Since τ[D]α+1 = π[D]α+1 and π(vα+1,∞)p(T )y = 0 for every y ∈ Yα , we can disregard any part
of p(T )y which is not in Yα . In other words, we replace operator T with its truncated version.
Consider Tα defined by Tαzi = zi+1 if i < vα + uα˜ − 1 or zero otherwise. For every vector y
in Yα with τ[1,uα)y 	= 0, the span of {T vα+uα˜−2α y, . . . , T uαα y} includes vector zvα+1. Therefore,
there is a polynomial p(t) such that ‖p(Tα)y − z1‖ = ‖Hαzvα+1 − z1‖ = 1Gvα+1 
1
n
. Thus, for
any compact set Cα = {y ∈ Yα: 0 <mα  y G(αˆ)+ 1} of such vectors, we can choose finitely
many polynomials p1,p2, . . . , pq satisfying the following. For any vector from the set Cα there
is at least one polynomial pi such that ‖pi(Tα)y − z1‖  1n . Notice, that tuα divides every pi
and if we set h(α) = max{‖pi(T )
T uα
‖: i = 1, . . . , q}, then every pi is in Pα,uα . As our last step,
we describe how to find mα , so that for every n and every unit vector x ∈ 1, there would exist
α = (r, s) with r  s  n such that ‖τ[1,uα)πUαx‖mα .
Remark 5.2. The rest of this section will be done mostly for the winning board given in Exam-
ple 2.1. The proof for arbitrary winning board will be discussed along the lines.
Clearly, for a given unit vector x and number n, we can find m> n such that ‖π[1,uα)x‖ > 34
with α = (m,m). If, for such α, ‖τ[1,uα)πUαx‖ is not sufficiently separated from zero, then we
can write
‖τ[1,uα)πUαx‖ ‖π[1,uα)x‖ −
∑
β˜αβ
‖τ[1,uα)π(B)β x‖.
If the left-hand side is less than 12 , then there should be some β = (r, s) such that β˜  α and
‖τ[1,uα)π(B)β x‖ > 12rs hold. By ‖τ[1,uα)ei‖G(α) for every i ∈ (B)β , it follows that ‖π(B)β x‖ >
1
2rsG(α) .
On a different winning board powers of 2 in the denominator should be modified. The found
β is the position chosen by player P1. The second player moves to the first available (j, k) with
k  n. If number k is less than n, we might have problems showing that ‖p(T )x − z1‖ < 1n . If
j 	= k, then we win because of the following. There are no pairs (w,w) between β and (j, k), so,
for every γ  (j, k) with γ˜  (j, k), we have γ˜  β . It follows that no (B)γ from U(j,k) affects
(B)β . Therefore, we obtain separation from zero by τ[1,u(j,k))π(B)β x = π(B)β x. The discussion of
the case j = k follows.
Lemma 5.3. Let x be a unit vector and assume that for some δ > 0 and β = (r, s) we have
‖π(B)β x‖ > δ, then there is α = (j, k) with k  r such that ‖τ[1,uα)πUαx‖ > δ2jG(α˜) .
Proof. Suppose that α = (r + 1, r + 1) is not good (P2 moves to (r + 1, r + 1)). Then we can
write Uα as the disjoint union:
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[
[1, v
βˆ
] ∪
( ⋃
γ˜βˆ<γˆ
(B)γ
)]
unionmulti (v
βˆ
, vα] unionmulti
( ⋃
γ˜=α
(B)γ
)
= S unionmulti (v
βˆ
, vα] unionmulti
( ⋃
γ˜=α
(B)γ
)
.
We can see that τ[1,uα)πSx belongs to Xvβˆ while τ[1,uα)π(vβˆ ,vα]x = π(vβˆ ,uα)x lies in the span of
ei with i  vβˆ . Therefore, we can write
δ
8
>
δ
2r+1G(α)
 ‖τ[1,uα)πUαx‖ ‖π(vβˆ ,uα)x‖ −
∑
γ˜=α
‖τ[1,uα)π(B)γ x‖
 δ −
∑
γ˜=α
‖τ[1,uα)π(B)γ x‖.
This leads to the existence of γ = (w, r + 1) such that ‖τ[0,uα)π(B)γ x‖  δ2w holds. As before,
we can write ‖π(B)γ x‖ δ2wG(γ˜ ) . For an arbitrary board, the argument remains valid with appro-
priate correction of powers of 2. The chosen γ is the next move of player P1.
Finally, we claim that pair α = γ + 1 = (w, r) will work for us. It follows, as above, from the
fact that τ[1,uγ+1)π(B)γ x = π(B)γ x. Thus,
‖τ[1,uγ+1)πUγ+1x‖ ‖π(B)γ x‖
δ
2wG(γ˜ )
 δ
2wG(α˜)
The argument for a different board is similar. As her next move, P2 moves to the first pair (a, b)
with b n. If a 	= b, we got the separation. If a = b, we repeat the steps of this lemma. Since the
board is winning, we will eventually stop. 
Summarizing the discussion above, for any n and unit vector x, we have found α = (r, s) with
r  s  n such that ‖τ[1,uα)πUαx‖ is at least 12r3 [G(α˜)]2 (of course, appropriate modification of all
powers is due for a different winning board).
Assuming mα are found, we can compute h(α), g(α)  h(α), and f (α). If R(β) >
f (α)g(α)(G(αˆ) + 1)n for every β > α, then all facts about the operator T proved in the pa-
per will hold. Hence, any operator T will have no non-trivial invariant subspaces.
6. Almost positive transitive operator
Simplicity of the described matrix allows us to give an example of a transitive operator with
all entries positive except for one .
We set F1, all Gi , and all Hα to be negative, while all other Fi to be positive. Using formulas
at the end of Section 3, we see that, indeed, all but one entries of T are positive.
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