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Abstract
We provide a detailed analysis of convolutional neu-
ral networks which are pre-trained on the task of object-
detection. To this end, we train detectors on large datasets
like OpenImagesV4, ImageNet Localization and COCO. We
analyze how well their features generalize to tasks like im-
age classification, semantic segmentation and object de-
tection on small datasets like PASCAL-VOC, Caltech-256,
SUN-397, Flowers-102 etc. Some important conclusions
from our analysis are—1) Pre-training on large detec-
tion datasets is crucial for fine-tuning on small detection
datasets, especially when precise localization is needed.
For example, we obtain 81.1% mAP on the PASCAL-
VOC dataset at 0.7 IoU after pre-training on OpenIm-
agesV4, which is 7.6% better than the recently proposed De-
formableConvNetsV2 which uses ImageNet pre-training. 2)
Detection pre-training also benefits other localization tasks
like semantic segmentation but adversely affects image clas-
sification. 3) Features for images (like avg. pooled Conv5)
which are similar in the object detection feature space are
likely to be similar in the image classification feature space
but the converse is not true. 4) Visualization of features re-
veals that detection neurons have activations over an entire
object, while activations for classification networks typi-
cally focus on parts. Therefore, detection networks are poor
at classification when multiple instances are present in an
image or when an instance only covers a small fraction of
an image.
1. Introduction
For several computer vision problems like object de-
tection, image segmentation and image classification, pre-
training on large scale datasets is common [32, 14, 10].
This is because it leads to better results and faster con-
vergence [62, 24, 10, 35, 18]. However, the effect of pre-
training in computer vision is often evaluated by training
networks for the task of image classification, on datasets
like ImageNet [9], Places [62], JFT [49], Instagram [35]
etc., but rarely for object detection. It can be argued that
the task of object detection subsumes image classification,
so a network good at object detection should learn richer
features than one trained for classification. After all, this
network has access to an orthogonal semantic information,
like the spatial extent of an object. However, it can also be
argued that forcing a network to learn position sensitive in-
formation may affect its spatial invariance properties which
help in recognition. To this end, we provide a comprehen-
sive analysis which compares pre-training CNNs on object
detection and image classification.
We pre-train a network on the OpenImagesV4 [27]
(hereafter referred to as OPENIMAGES) dataset on the ob-
ject detection task and fine-tune it on tasks like semantic
segmentation, object detection and classification on datasets
like PASCAL-VOC [12], COCO [30], CALTECH-256 [15],
SUN-397 [53], and OXFORD-102 FLOWERS [38]. For
a stronger evaluation, we also pre-train on the ImageNet
classification dataset [9] with bounding-box annotations on
3,130 classes [46] (hereafter referred to as IMAGENET-LOC
as opposed to IMAGENET-CLS for ImageNet Classification
dataset without bounding boxes) and the COCO dataset [30]
which helps us in evaluating the importance of the number
of training samples. We then design careful experiments to
understand the differences in properties of features which
emerge by pre-training on detection vs. classification.
Our experimental analysis reveals that pre-training on
object detection can improve performance by more than 5%
on PASCAL-VOC for object detection (especially at high
IoUs) and 3% for semantic segmentation. However, de-
tection features are significantly worse at performing clas-
sification compared to features from IMAGENET-CLS pre-
trained networks (∼ 8% on CALTECH-256). We also find
that if features (like average pooled Conv5) are similar in
the object detection feature space, they are likely to be simi-
lar in the image classification feature space, but the converse
is not true. Visualization of activations for object detection
shows that they often cover the entire extent of an object, so
are poor at recognition when an object is present in a small
part of an image or when multiple instances are present.
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2. Related Work
Large Scale Pre-training The initial success of deep
learning in computer vision can be largely attributed to
transfer learning. ImageNet pre-training was crucial to ob-
tain improvements over state-of-the-art results on a wide va-
riety of recognition tasks such as object detection [29, 31,
39, 45, 7, 29], semantic segmentation [4, 19, 5, 32, 59],
scene classification [62, 20], action/event recognition [51,
60, 54, 52] etc. Due to the importance of pre-training,
the trend continued towards collecting progressively larger
classification datasets such as JFT [49], Places [62] and In-
stagram [35] to obtain better performance. While the effect
of large-scale classification is extensively studied [42, 10],
there is little work on understanding the effect of pre-
training on object detection.
Transfer Learning The transferability of pre-trained
features has been well studied [1, 55, 22, 24, 6, 49]. For
example, [1] measured the similarity between a collection
of tasks with ImageNet classification; [6] studied how to
transfer knowledge learned on large classification datasets
to small fine-grained datasets; [24] addressed relationship
among ImageNet pre-training accuracy, transfer accuracy
and network architecture; [57] proposed a computational
approach to model relationships among visual tasks of vari-
ous abstract levels and produced a computational taxonomic
map. However, the visual tasks in [57] did not involve ob-
ject detection although object detection is one of the few
tasks other than image-classification for which large-scale
pre-training can be performed. We study the transferabil-
ity, generalizability, and internal properties of networks pre-
trained for object detection.
Understanding CNNs Towards understanding the su-
perior performance of CNNs on complex perceptual tasks,
various qualitative [44, 61, 41, 56, 48, 37, 58, 11, 36] and
quantitative [40, 26, 13, 2] approaches have been proposed.
A number of previous works explain the internal structure
of CNNs by highlighting pixels which contribute more to
the prediction using gradients [44], Guided BackPropoga-
tion [58, 41], deconvolution [48], etc. Other methods adopt
an activation maximization based approach and synthesize
the preferred input for a network neuron [37, 36, 56, 11].
Attempts have also been made to interpret the properties
of CNNs empirically by investigating what it learns and is
biased towards. While [40, 26] suggest that deep neural
networks implicitly learn representations of shape, recent
work [13, 2] indicates that CNNs trained for image classi-
fication task are biased towards texture. [13] further in-
dicates the advantage of a shape-based representation by
training CNNs on a stylized version of ImageNet.
Training From Scratch While most modern detectors
are pre-trained on the ImageNet classification dataset [29,
45, 7, 29, 31, 39], effort has also been made to deviate
from the conventional paradigm and train detectors from
scratch [43, 28]. [43] proposed a set of design principles to
train detector from scratch. [18] demonstrated that with a
longer training schedule, detectors trained from scratch can
be as good as ImageNet pre-trained models on large datasets
(like COCO). However, pre-training is still crucial when the
training dataset is small (like PASCAL-VOC).
3. Discussion
A detailed analysis of detection pre-training is lacking
in the existing literature. This is primarily because COCO
[30] is still small compared to IMAGENET-CLS (by 10×
images, 10× categories), so there is an unknown variable
about the scale of the dataset. While IMAGENET-LOC also
contains bounding-boxes for objects, detection in it is not
challenging as images typically only contain a single object
(which are often large, making localization trivial in many
cases), so in this case, it is unclear if the network is learn-
ing instance level features. Recently, due to a massive data
collection effort, a new dataset called OPENIMAGES was re-
leased which contains bounding-box annotations for 15 mil-
lion instances and close to 2 million images. This is the first
dataset which provides an orthogonal semantic information
at the scale of ImageNet. Therefore, it allows us to fairly
compare networks pre-trained on large scale object detec-
tion with large scale image classification when fine-tuning
on standard computer vision datasets in which the number
of annotations is lower by one or two orders of magnitude.
4. Analysis
We perform pre-training on multiple detection datasets
and compare it with IMAGENET-CLS pre-training for dif-
ferent computer vision tasks like object detection, image
classification and semantic segmentation. For detection pre-
training, our experimental setup is as follows. All our de-
tection networks are pre-trained first on IMAGENET-CLS.
They are then trained on detection datasets like OPENIM-
AGES [27], IMAGENET-LOC [9, 46] and COCO [30]. The
SNIPER [47] detector is trained on all the datasets. We use
multiple pre-training datasets for two reasons - 1) To thor-
oughly evaluate our claims about pre-training for the detec-
tion task 2) Since the datasets contain a different number
of classes and training examples, it also provides an indi-
cation of the magnitude of improvement one can expect by
pre-training on detection datasets of different sizes.
Datasets Here we briefly introduce the target datasets
used in our fine-tuning experiments. For the object detec-
tion task, we fine-tune on the PASCAL-VOC dataset [12].
We use the VOC 07+12 trainval set for training and the VOC
07 test set for evaluation. For the semantic segmentation
task, we follow [8, 17, 33, 3] and use VOC 2012 plus ad-
ditional annotations provided in [16]. For image classifica-
tion, we fine-tune on CALTECH-256 [15], SUN-397 [53]
2
Dataset #Class #Images #Objects
IMAGENET-CLS [9] 1000 1.28M -
OPENIMAGES [27] 500 1.74M 14.6M
IMAGENET-LOC [9, 46] 3,130 0.92M 1.06M
COCO [30] 80 0.14M 0.89M
CALTECH-256 [15] 257 15.4K/15.2K -
SUN-397 [53] 397 19.9K/19.9K -
OXFORD-102 FLOWERS [38] 102 2.0K/6.1K -
PASCAL-VOC Det [12] 20 16.6K/5.0K 40.1K/12.0K
PASCAL-VOC Seg [12] 21 10.6K/1.4K -/-
Table 1: Source and target datasets examined. x/y denotes
x for training set and y for evaluation set.
and OXFORD-102 FLOWERS [38]. We use the trainval
and test sets directly in CALTECH-256 and OXFORD-102
FLOWERS; for SUN-397 we follow [24] and use the first
split for training and evaluation. The number of classes, im-
ages and instances in each of these datasets are mentioned
in Table 1.
Architecture We briefly describe the architecture of the
two detection heads (Faster-RCNN and R-FCN) which are
used for training. On OPENIMAGES detector after Conv5
(2048,14,14) we have the following layers: ConvProj
(256,14,14), FC1 (1024), FC2 (1024), Output (501),
Regression (4). A fully connected layer projects the
(256,14,14) blob to a 1024 dimensional vector, thus spa-
tial information is preserved for the blob. The Output
(501) and Regression (4) layers are connected to FC2.
The same architecture is used for the COCO detector, ex-
cept that the Output layer has 81 dimensions. For the
IMAGENET-LOC detector, the architecture is as described
in [46]. In this architecture, classification and detection are
decoupled and performed independently. For classification,
Conv5 features are average pooled and a fully connected
layer projects these 2048 dimensional features to a 1024
vector, on which a 3130 dimensional classifier is applied.
Detection is performed using a R-FCN head on the Conv5
features which are first projected to 1024 dimensional fea-
tures.
4.1. Object Detection
Baseline Configuration and Results For our object de-
tection experiments, we train our detectors (SNIPER with
ResNet-101) on 3 datasets: OPENIMAGES, COCO and
IMAGENET-LOC. Our OPENIMAGES model obtains 45%
mAP (at 0.5 overlap) on the validation set. It is trained at
2 scales, (480,512) and (768, 1024) without negative chip
mining. Inference is also performed at these two scales
only. For the COCO model, training and inference is per-
formed at 3 scales (480,512), (800, 1280) and (1400,2000)
and the detector obtains an mAP of 46.1% (COCO met-
ric) on the test-dev set. The IMAGENET-LOC model ob-
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Figure 1: Detection performance (mAP %) at different IoUs
on PASCAL-VOC 2007 [12] test set of detectors pre-trained
on different datasets. Typically, localization errors are ig-
nored at 0.1 IoU threshold.
tains 37.4% mAP (at 0.5 overlap) on the ImageNet Detec-
tion dataset (not IMAGENET-LOC). This detector was only
trained at a single scale of (512,512) on IMAGENET-LOC
without any negative chip mining. Inference is also per-
formed only at a scale of (512,512) as compared to others,
this dataset contains relatively bigger objects.
Fine-tuning on PASCAL-VOC We fine-tune these pre-
trained models on PASCAL-VOC [12] using the same set
of scales as COCO for both training and inference. Detec-
tion heads of the models pre-trained on detection datasets
are re-initialized before fine-tuning. Following [47], we
train the RPN for 2 epochs first for negative chip min-
ing. Then training is performed for 7 epochs with learn-
ing rate step-down at the end of epoch 5. Horizontal flip-
ping is used as data augmentation. The results are shown
in Table 2. As a reference, the recently proposed De-
formable ConvNet-V2 [63] obtains 73.5% at an overlap
of 0.7 while the OPENIMAGES/COCO/ImageNet-3k mod-
els obtain 81.1%, 80.7% and 80% mAP at 0.7 overlap. Our
Method / Pre-trained Dataset mAP@0.5 mAP@0.7
DCNv1 [8] 81.9 68.2
DCNv2 [63] 84.9 73.5
IMAGENET-CLS [9] 84.6 76.3
IMAGENET-LOC [9, 46] 86.5 80.0
COCO [30] 86.8 80.7
OPENIMAGES [27] 86.8 81.1
Table 2: Baseline and our results on PASCAL-VOC
2007 [12] object detection dataset.
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Figure 2: Qualitative results on PASCAL-VOC 2007 from detectors pre-trained on IMAGENET-CLS [9] and OPENIM-
AGES [27] Above: OPENIMAGES pre-trained detector shows better localization ability. Green and red boxes are from
OPENIMAGES pre-trained and IMAGENET-CLS pre-trained detectors respectively. Below: OPENIMAGES pre-trained detec-
tor handles occlusion cases better. Blue boxes are correct predictions from both detectors while green boxes are occluded
objects successfully detected only by the OPENIMAGES pre-trained detector.
baseline network which is only trained on IMAGENET-CLS
obtains an mAP of 76.3%. Thus, pre-training on larger de-
tection datasets can improve performance on PASCAL by
as much as 4.8% at an overlap of 0.7. However, such large
improvements do not translate to lower overlap thresholds.
For example, the difference in mAP between IMAGENET-
CLS and the OPENIMAGES model at an overlap of 0.5 is
only 2.2%. We plot the mAP for all the detection models at
different overlap thresholds in Fig 1. This clearly shows that
pre-training for detection helps to a large extent in improv-
ing localization performance on PASCAL. We also observe
this phenomenon when we use the OPENIMAGES model to
fine-tune on the COCO dataset. For example, the perfor-
mance at an overlap of 0.5 on COCO with IMAGENET-CLS
pre-training is 67.5 and at 0.75 it is 52.2. When OPENIM-
AGES pre-training is used, the performance at 0.5 improves
by 0.7%, but results at 0.75 improve by 1.4%.
Pre-training helps at Higher IoU While the COCO re-
sult that mAP at 0.75 improves more than mAP at 0.5 after
fine-tuning from an OPENIMAGES model was presented in
SNIPER [47], here we show that this is indeed a systematic
pattern which is observed when pre-training is performed
on large scale detection datasets. When the size of the de-
tection dataset is small (like PASCAL-VOC), localization at
higher overlap thresholds can significantly benefit from pre-
training on large detection datasets. Another pattern we ob-
serve here is that the number of samples in the pre-trained
dataset did not affect the fine-tuning performance to a large
extent (differences are within 1%). The important factor
was whether the network was pre-trained on a reasonably
large detection dataset (> 1M training instances) or not.
Qualitative Results and Error Analysis We show qual-
itative results on the PASCAL-VOC dataset for OPENIM-
AGES and IMAGENET-CLS pre-training. Fig 2 shows that
localization for the OPENIMAGES model is better. Fol-
lowing [30], we evaluate detectors pre-trained on different
aforementioned datasets at different IoU thresholds includ-
ing 0.1, where localization errors are typically ignored. The
small gap between mAP@0.1 and higher IoUs like 0.5 indi-
cates that large localization errors are rare. We also observe
in Fig 2 that the OPENIMAGES model handles occlusion
cases better. To further verify the observation on perfor-
mance improvement under occlusion, we also analyze the
errors using the object detection analysis tools in [21, 30].
Quantitative results are mentioned in Table 3 which demon-
strate that the OPENIMAGES network is indeed better under
occlusion.
% missed object occluded Low occluded Medium
IMAGENET-CLS [9] 14.7% 15.7%
OPENIMAGES [27] 10.1% 10.8%
Table 3: Percentage of missed objects under low and
medium occlusion levels in the PASCAL-VOC 2007 [12] test
set. Results are obtained using the object detection analysis
tool in [21]
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Figure 3: Qualitative results of semantic segmentation from networks pre-trained on IMAGENET-CLS [9] (Above) and
IMAGENET-LOC [9, 46] (Below). The IMAGENET-LOC model is better at covering entire objects while the classification
pre-trained model is more likely to mis-classify pixels on some parts of an object.
4.2. Semantic Segmentation
Baseline Configuration and Results We fine-tune de-
tection networks for the semantic-segmentation task on
PASCAL-VOC 2012. Following [8], we use Deformable
ConvNets [8] as our backbone in DeepLab [4] throughout
our experiments. In training and inference, images are re-
sized to have a shorter side of 360 pixels while keeping the
larger side less than 600 pixels. Baseline results are shown
in Table 4.
Detection Pre-Training Helps Segmentation The re-
sults after fine-tuning are shown in Table 4. These results
show that networks which are trained for object detection
obtain a 3% improvement in performance compared to im-
age classification. We evaluate this for the OpenImages
dataset and also for IMAGENET-LOC dataset.
Error Analysis We also perform experiments to under-
stand where these improvements occur. Specifically, we
study if the improvements from detection pre-trained net-
Figure 4: Results of Trimap (left) and Anti-Trimap(right)
experiments. Segmentation performance on pixels inside an
x-pixel-wide trimap band (near object boundary) and out-
side the trimap band (away from object boundary) are eval-
uated respectively.
Method / Pre-trained Dataset mIoU
DCNv1 [8] 75.2
IMAGENET-CLS [9] 75.7
IMAGENET-LOC [9, 46] 78.3
OPENIMAGES [27] 78.6
Table 4: Baseline and our fine-tuning results on PASCAL-
VOC 2012 [12] semantic segmentation dataset.
works are due to better segmentation at boundary pixels or
not. For this we evaluate the accuracy at boundary pix-
els with the “trimap experiment” [23, 25, 4, 5] and non-
boundary pixels called the “anti-trimap experiment”. The
boundary pixels are obtained by applying morphological di-
lation on the “void” labeled pixels which often occurs at
object boundaries.
We perform two types of evaluations. 1) Accuracy at pix-
els which are within a distance x from an object boundary
2) Accuracy at pixels of an object or background, not in (1).
The first evaluation compares the accuracy at boundary pix-
els while the second one compares the accuracy for pixels
which are not at the boundary. The results for these experi-
ments are shown in Fig. 4 (using OPENIMAGES). These re-
sults show that the gap in performance remains the same as
the size of boundary pixels is increased (instead of reducing,
if one model was more accurate at boundaries). The same is
true for pixels which are far away from the boundary. There
is still a significant gap in performance for pixels which are
not at the boundary. Thus, from these experiments, it is
clear that improvement in performance is not due to better
classification at boundary pixels.
Qualitative and Semantic Analysis We provide some
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Figure 5: Qualitative results of our feature space analysis. We extract Conv5 features of CALTECH-256 [15] dataset with
networks pre-trained on IMAGENET-CLS [9] and OPENIMAGES [27] without fine-tuning, then qualitatively analyze the two
networks in feature space based on `2 distance. Left/Right: Image pairs that are closest in feature space of IMAGENET-
CLS/OPENIMAGES pre-trained network (using inner-product). Middle: Image pairs that are close in IMAGENET-CLS pre-
trained network but distant in OPENIMAGES pre-trained network.
qualitative examples for segmentation predictions in Fig 3
(using IMAGENET-LOC and IMAGENET-CLS). From these
examples, we find that the network pre-trained on classifi-
cation is unable to cover entire objects as it is weak at un-
derstanding instance boundaries - like in the case of the cow
in Fig 3. Detection pre-training provides a better prior about
the spatial extent of an instance which helps in recognizing
parts of an object. It also helps more for object classes like
sheep (+7.5%), cow (+6.5%), dining-table (+5.6%). These
classes typically have a multi-modal distribution in appear-
ance (like color and shape distribution). On the other hand,
classes like Potted Plant which have a consistent shape and
appearance, obtain no improvement in performance when
detection pre-training is used.
4.3. Image Classification
We also compare the effect of pre-training for im-
age classification by evaluating multiple pre-trained de-
tection backbones like IMAGENET-LOC and COCO apart
from OPENIMAGES. Diverse classification datasets like
CALTECH-256, SUN-397 and OXFORD-102 FLOWERS
are considered. Apart from fine-tuning for image classifica-
tion, we also evaluate off-the-shelf features from detection
and classification backbones.
Fine-Tuning on Classification Results for fine-tuning
different pre-trained networks on classification datasets are
shown in Table 5. These results show that pre-training on
IMAGENET-CLS outperforms IMAGENET-LOC, OPENIM-
AGES, and COCO by a significant margin on all three clas-
sification datasets. Therefore, pre-training for object de-
tection hurts performance for image classification. It is a
bit counter-intuitive that a network which also learns about
the spatial extent of an object is worse at performing image
classification. To get a better understanding of the possible
reasons, we evaluate features which are extracted from the
pre-trained image classification networks without any fine-
tuning.
Conv5 features We average pool the Conv5 features
extracted from networks pre-trained on OPENIMAGES and
IMAGENET-CLS. Then we add a linear classifier followed
by a softmax function to perform image classification. The
results for different datasets are presented in Table 6. This
shows that without fine-tuning, there exists a large per-
formance gap between the features which are good for
object detection vs. those which are trained for the task
of image classification. The performance of the average
pooled Conv5 features of IMAGENET-LOC and OPENIM-
AGES pre-trained networks is the same for classification on
CALTECH-256. For COCO, the performance drops further
by 2%, possibly because of the smaller number of classes in
object detection.
Intermediate Detection Features Table 7 compares fea-
tures extracted from different layers in the detection head
of the OPENIMAGES pre-trained object detection network.
We present results for classification on the CALTECH-
256 [15] dataset when a linear classifier is applied to
different features, including avg pooled Conv5 (2048),
ConvProj blob (256,14,14), avg pooled ConvProj
blob (256,4,4), avg pooled ConvProj blob (256,2,2),
avg pooled (ConvProj) (256), FC1 (1024) and FC2
(1024) features. We find that FC1 is better than FC2.
The avg pooled (ConvProj) (256) is better than avg
Pre-trained Dataset CALTECH-256 [15] SUN-397 [53] OXFORD-102 FLOWERS [38]
IMAGENET-LOC [9, 46] 82.3 58.3 90.9
COCO [30] 79.8 57.8 91.4
OPENIMAGES [27] 82.2 59.5 92.6
IMAGENET-CLS [9] 86.3 61.5 95.0
Table 5: Results (Top-1 accuracy) for fine-tuning different
pre-trained networks on classification datasets..
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Figure 6: A pair of features within a cluster in one feature
space is randomly selected and checked whether it is also
assigned to the same cluster in the other feature space. We
sample 100,000 pairs and measure the probability of suc-
cess. The statistics indicate that similar features in OPEN-
IMAGES space are more likely to be similar in IMAGENET-
CLS space but if features are similar in IMAGENET-CLS
space, it is less likely for them to be close in the OPENIM-
AGES space.
Pre-trained Dataset IMAGENET-CLS [9, 46] OPENIMAGES [27]
CALTECH-256 [15] 84.7 76.7
SUN-397 [53] 57.3 51.1
OXFORD-102 FLOWERS [38] 87.4 83.1
Table 6: Linear classification results (Top-1 Accuracy) us-
ing Conv5 features from IMAGENET-CLS and OPENIM-
AGES pre-trained networks.
pooled ConvProj blob (256,2,2), which is better than
ConvProj blob (256,4,4). Therefore, it is evident that pre-
serving spatial information hurts image classification. Al-
though averaging is an operation which can be learned from
a higher dimensional representation (like ConvProj blob
(256,14,14)), it is also easily possible to overfit to the train-
ing set in a higher-dimensional feature space. We also find
that as we approach the Output layer of detection, the per-
Feature Top-1 Acc
Conv5 76.7
ConvProj blob (256,14,14) 69.7
ConvProj blob (256,4,4) 72.4
ConvProj blob (256,2,2) 73.3
ConvProj blob (256) 74.1
FC1 (1024) 71.6
FC2 (1024) 70.0
Table 7: Linear classification results on CALTECH-256 [15]
using different features from the detection head of OPEN-
IMAGES [27] pre-trained object detection network.
ImageNet Cls OpenImages
0 256Class Label
Figure 7: t-SNE [34] visualization of avg pooled Conv5
features from IMAGENET-CLS [9] and OPENIMAGES [27]
pre-trained networks. The IMAGENET-CLS features are
clustered while OPENIMAGES features are fragmented.
formance for image classification deteriorates.
Semantic and Feature Analysis In Fig 5 we show the
most similar images (in the avg. pooled Conv5 feature
space, using correlation) for IMAGENET-CLS and OPEN-
IMAGES pre-trained networks on CALTECH-256. As can
be seen, similar images from IMAGENET-CLS features
can have multiple objects; however for OPENIMAGES, the
most similar image pairs typically match in shape and size.
To understand the relationship between OPENIMAGES and
IMAGENET-CLS features, we perform K-means clustering
with different numbers of clusters (from 2 to 1000). Then,
given an image pair in the same cluster in an embedding
(like OPENIMAGES), we check if the same image pair be-
longs to the same cluster in another embedding (like Im-
ageNet) or not. We plot this probability in Fig 6. This
plot shows that if features are similar in the OPENIMAGES
space, they are likely to be similar in the IMAGENET-CLS
space; however the converse is not true. Some example im-
ages which are close in the IMAGENET-CLS space but dis-
tant in the OPENIMAGES space are shown in the middle of
Fig 5. This shows that objects of different scale and similar
texture can be close in the IMAGENET-CLS space but far
away in the OPENIMAGES space. We briefly describe how
we define close and distant. An image pair is considered to
be close if it is part of the same cluster when the number of
clusters is large (> 1000). An image pair is considered to
be distant if it not part of the same cluster when the number
of clusters is small (< 5).
We also show the t-SNE [34] visualization of avg pooled
Conv5 features from IMAGENET-CLS and OPENIMAGES
pre-trained networks before fine-tuning. We use Barnes-
Hut-SNE [50] and set perplexity and theta to 10.0 and
0.5 respectively. Results in Fig 7 show that features from
the same class are clustered and close to each other in the
IMAGENET-CLS space; however, OPENIMAGES features
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Figure 8: Activation visualization of networks pre-trained
on IMAGENET-CLS [9] and OPENIMAGES [27]. Activation
maps are averaged across channels, normalized and scaled
to range [0, 255], resized to input image size and then col-
orized.
are fragmented.
4.4. Visualization
Activation Visualization The previous quantitative and
qualitative analysis suggests considerable differences be-
tween networks pre-trained on detection and classification
datasets. To illustrate the differences in their internal repre-
sentations, we first visualize the CNN activations (Conv5)
and investigate which part of input images contribute more.
As shown in Fig 8(a-b), the IMAGENET-CLS pre-trained
activations tend to focus on discriminative parts. On the
other hand, OPENIMAGES pre-trained models emphasize
the entire spatial extent of the objects. Moreover, the latter
exhibits an instance-level representation, especially when
multiple objects are present such as Fig 8(c-e).
Mask-out visualization Besides visualizing activation
maps, we further conduct “Mask-out” visualization to re-
veal the relationship between image parts and the final class
prediction. Specifically, we shift a blank mask over the in-
put image and measure the output confidence of the correct
class. We conduct this experiment on the CALTECH-256
dataset. The classification layer for IMAGENET-CLS and
the detection head for OPENIMAGES is replaced with a lin-
ear classification layer. In Fig 9, we show the classifica-
tion probability at each pixel assuming that the center of the
mask is placed at that location. We can see that for many
locations (like the head of the dog or the camel), the clas-
sification score of the IMAGENET-CLS classifier drops to
zero, which is not the case for OPENIMAGES. This is be-
cause it relies on the entire spatial extent of an object to
make a prediction so the classification score is not sensi-
tive to minor structural changes in the image. However,
0.0 1.0
(a) Image + Mask (b) ImageNet Model (c) OpenImages Model
Figure 9: Mask-out visualization. (a) A 60x60 blank mask
is shifted over the image. The probability of the cor-
rect class at each mask position is shown as a probabil-
ity map for the IMAGENET-CLS pre-trained and OPENIM-
AGES pre-trained models in (b) and (c) respectively. Unlike
the OPENIMAGES model, the ImageNet-based classifier de-
cides based on specific regions inside the image.
the IMAGENET-CLS pre-trained network classifies images
based on discriminative parts and when a critical part is
masked out, the classification score drops significantly.
5. Conclusion
We presented an extensive study on object detection
pre-training. When fine-tuning on small detection datasets,
we showed that pre-training on large detection datasets
is very beneficial when a higher degree of localization
is desired. Typically, detection pre-training is beneficial
for tasks where spatial information is important such as
detection and segmentation, but when spatial invariance is
needed, like classification, it can hurt performance. Our
feature-level analysis suggests that if detection features of
an image are similar, it is likely that their classification
features would also be similar while the converse may not
hold. Visualization of activations indicates that detection
networks focus more on the entire extent of an object while
classification networks typically focus on parts. Thus,
when minor structural changes are made to an image,
detection networks would be robust compared to those
trained for classification.
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