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JUMP PROCESSES AS GENERALIZED GRADIENT FLOWS
MARK A. PELETIER, RICCARDA ROSSI, GIUSEPPE SAVARE´, AND OLIVER TSE
Abstract. We have created a functional framework for a class of non-metric gradient
systems. The state space is a space of nonnegative measures, and the class of systems
includes the Forward Kolmogorov equations for the laws of Markov jump processes on
Polish spaces. This framework comprises a definition of a notion of solutions, a method to
prove existence, and an archetype uniqueness result. We do this by using only the structure
that is provided directly by the dissipation functional, which need not be homogeneous,
and we do not appeal to any metric structure.
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1. Introduction
The study of dissipative variational evolution equations has seen a tremendous activity
in the last two decades. A general class of such systems is that of generalized gradient
flows, which formally can be written as
ρ˙ = DζR
∗(ρ,−DρE(ρ)) (1.1)
in terms of a driving functional E and a dual dissipation potential R∗ = R∗(ρ, ζ), where Dζ
and Dρ denote derivatives with respect to ζ and ρ. The most well-studied of these are clas-
sical gradient flows [AGS08], for which ζ 7→ DζR∗(ρ, ζ) = K(ρ)ζ is a linear operator K(ρ),
and rate-independent systems [MR15], for which ζ 7→ DζR∗(ρ, ζ) is zero-homogeneous.
However, various models naturally lead to gradient structures that are neither classic
nor rate-independent. For these systems, the map ζ 7→ DζR∗(ρ, ζ) is neither linear nor
zero-homogeneous, and in many cases it is not even homogeneous of any order. Some
examples are
(1) Models of chemical reactions, where R∗ depends exponentially on ζ [Fei72, Grm10,
AMP+12, LMPR17],
(2) The Boltzmann equation, also with exponential R∗ [Grm10],
(3) Nonlinear viscosity relations such as the Darcy-Forchheimer equation for porous
media flow [KL95, GW08],
(4) Effective, upscaled descriptions in materials science, where the effective potential R∗
arises through a cell problem, and can have many different types of dependence on ζ
[EHIM09, PS09b, PS09a, MS13, LMPR17, DFM18, PS19, MMP20],
(5) Gradient structures that arise from large-deviation principles for sequences of sto-
chastic processes, in particular jump processes [MPR14, MPPR17].
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The last example is the inspiration for this paper.
Regardless whether R∗ is classic, rate-independent, or otherwise, equation (1.1) typically
is only formal, and it is a major mathematical challenge to construct an appropriate func-
tional framework for this equation. Such a functional framework should give the equation
a rigorous meaning, and provide the means to prove well-posedness, stability, regularity
and approximation results to facilitate the study of the equation.
For classical gradient systems, in which DζR
∗ is linear and R∗ is quadratic in ζ (there-
fore also called ‘quadratic’ gradient systems) and when R∗ generates a metric space, a
rich framework has been created by Ambrosio, Gigli, and Savare´ [AGS08]. For rate-
independent systems, in which R∗ is 1-homogeneous in ζ, the complementary concepts
of ‘Global Energetic solutions’ and ‘Balanced Viscosity solutions’ give rise to two different
frameworks [MTL02, DMDM06, MRS12, MRS16, MR15].
For the examples (1–5) listed above, however, R∗ is not homogeneous in ζ, and neither
the rate-independent frameworks nor the metric-space theory apply. Nonetheless, the exis-
tence of such models of real-world systems with a formal variational-evolutionary structure
suggests that there may exist a functional framework for such equations that relies on this
structure. In this paper we build exactly such a framework for an important class of equa-
tions of this type, those that describe Markov jump processes. We expect the approach
advanced here to be applicable to a broader range of systems.
1.1. Generalized gradient systems for Markov jump processes. Some generalized
gradient-flow structures of evolution equations are generated by the large deviations of
an underlying, more microscopic stochastic process [ADPZ11, ADPZ13, DPZ13, MPR14,
MPR16, LMPR17]. This explains the origin and interpretation of such structures, and it
can be used to identify hitherto unknown gradient-flow structures [PRV14, GNP19].
It is the example of Markov jump processes that inspires the results of this paper, and
we describe this example here; nonetheless, the general setup that starts in Section 3.1 has
wider application. We think of Markov jump processes as jumping from one ‘vertex’ to
another ‘vertex’ along an ‘edge’ of a ‘graph’; we place these terms between quotes because
the space V of vertices may be finite, countable, or even uncountable, and similarly the
space E := V ×V of edges may be finite, countable, or uncountable (see Assumption (Vπκ)
below). In this paper, V is a standard Borel space.
The laws of such processes are time-dependent measures t 7→ ρt ∈M+(V ) (with M+(V )
the space of positive finite Borel measures—see Section 2). These laws satisfy the Forward
Kolmogorov equation
∂tρt = Q
∗ρt, (Q
∗ρ)(dx) =
∫
y∈V
ρ(dy)κ(y, dx)− ρ(dx)
∫
y∈V
κ(x, dy). (1.2)
Here Q∗ : M(V )→M(V ) is the dual of the infinitesimal generator Q : Bb(V )→ Bb(V ) of
the process, which for an arbitrary bounded Borel function ϕ ∈ Bb(V ) is given by
(Qϕ)(x) =
∫
V
[ϕ(y)− ϕ(x)] κ(x, dy). (1.3)
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The jump kernel κ in these definitions characterizes the process: κ(x, ·) ∈ M+(V ) is the
infinitesimal rate of jumps of a particle from the point x to points in V . Here we address
the reversible case, which means that the process has an invariant measure π ∈ M+(V ),
i.e., Q∗π = 0, and that the joint measure π(dx)κ(x, dy) is symmetric in x and y.
In this paper we consider evolution equations of the form (1.2) for the nonnegative
measure ρ, as well as various linear and nonlinear generalizations. We will view them as
gradient systems of the form (1.1), and use this gradient structure to study their properties.
The gradient structure for equation (1.2) consists of the state space M+(V ), a driving
functional E : M+(V )→ [0,+∞], and a dual dissipation potential R∗ : M+(V )×Bb(E)→
[0,+∞] (where Bb(E) denotes the space of bounded Borel functions on E). We now
describe this structure in formal terms, and making it rigorous is one of the aims of this
paper.
The functional that drives the evolution is the relative entropy with respect to the
invariant measure π, namely
E (ρ) = Fφ(ρ|π) :=

∫
V
φ
(
u(x)
)
π(dx) if ρ≪ π, with u = dρ
dπ
,
+∞ otherwise,
(1.4)
where for the example of Markov jump processes the ‘energy density’ φ is given by
φ(s) := s log s− s+ 1. (1.5)
(In the general development below we consider more general functions φ, such as those
that arise in strongly interacting particle systems; see e.g. [KOV89, DSZ16]).
The dissipation potential R∗ is best written in terms of an alternative potential R∗,
R∗(ρ, ζ) := R∗(ρ,∇ζ).
Here the ‘graph gradient’ ∇ : Bb(V )→ Bb(E) and its negative dual, the ‘graph divergence
operator’ div : M(E)→M(V ), are defined as follows:
(∇ϕ)(x, y) := ϕ(y)− ϕ(x) for any ϕ ∈ Bb(V ), (1.6a)
(div j)(dx) :=
∫
y∈V
[
j(dx, dy)− j(dy, dx)] for any j ∈M(E), (1.6b)
and are linked by∫∫
E
∇ϕ(x, y) j(dx, dy) = −
∫
V
ϕ(x) div j(dx) for every ϕ ∈ Bb(V ). (1.7)
The dissipation functional R∗ is defined for ξ ∈ Bb(E) by
R
∗(ρ, ξ) :=
1
2
∫
E
Ψ∗(ξ(x, y))νρ(dx dy), (1.8)
where the function Ψ∗ and the ‘edge’ measure νρ will be fixed in (1.10) below.
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With these definitions, the gradient-flow equation (1.1) can be written alternatively as
∂tρt = − div
[
DξR
∗
(
ρt,−∇φ′
(dρt
dπ
))]
, (1.9)
which can be recognized by observing that〈
DζR
∗(ρ, ζ), ζ˜
〉
=
d
dh
R
∗(ρ,∇ζ+h∇ζ˜)
∣∣∣
h=0
=
〈
DξR
∗(ρ,∇ζ),∇ζ˜〉 = 〈− div DξR∗(ρ,∇ζ), ζ˜〉,
and DE (ρ) = φ′(u) (which corresponds to log u for the logarithmic entropy (1.5)). This
(div,∇)-duality structure is a common feature in both physical and probabilistic models,
and has its origin in the distinction between ‘states’ and ‘processes’; see [Pel14, Sec. 3.3]
and [O¨tt19] for discussions.
For this example of Markov jump processes we consider a class of generalized gradient
structures of the type above, given by E and R∗ (or equivalently by the densities φ, Ψ∗,
and the measure νρ), with the property that equations (1.1) and (1.9) coincide with (1.2).
Even for fixed E there exists a range of choices for Ψ∗ and νρ that achieve this (see also
the discussion in [GM13, MPR14]). A simple calculation (see the discussion at the end of
Section 3.1) shows that, if one chooses for the measure νρ the form
νρ(dx dy) = α(u(x), u(y)) π(dx)κ(x, dy), (1.10)
for a suitable fuction α : [0,∞) × [0,∞) → [0,∞), and one introduces the map F :
(0,∞)× (0,∞)→ R
F(u, v) := (Ψ∗)′
[
φ′(v)− φ′(u)]α(u, v) u, v > 0, (1.11)
then (1.9) takes the form of the integro-differential equation
∂tut(x) =
∫
y∈V
F
(
ut(x), ut(y)
)
κ(x, dy), (1.12)
in terms of the density ut of ρt with respect to π. Therefore, a pair (Ψ
∗,νρ) leads to
equation (1.2) whenever (Ψ∗,φ,α) satisfy the compatibility property
F(u, v) = v − u for every u, v > 0. (1.13)
The classical quadratic-energy, quadratic-dissipation choice
Ψ∗(ξ) = 1
2
ξ2, φ(s) = 1
2
s2, α(u, v) = 1 (1.14)
corresponds to the Dirichlet-form approach to (1.2) in L2(V, π). Here R∗(ρ, j) = R∗(j) is
in fact independent of ρ: if one introduces the symmetric bilinear form
Ju, vK :=
1
2
∫∫
E
∇u(x, y)∇v(x, y)ϑ(dx, dy), Ju, uK = 1
2
∫∫
E
Ψ(∇u) dϑ, (1.15)
with ϑ(dx, dy) = π(dx)κ(x, dy) (cf. (3.5) ahead), then (1.12) can also be formulated as
(u˙t, v)L2(V,π) + Jut, vK = 0 for every v ∈ L2(V, π). (1.16)
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Two other choices have received attention in the recent literature. Both of these are
based not on the quadratic energy φ(s) = 1
2
s2, but on the Boltzmann entropy functional
φ(s) = s log s− s+ 1:
(1) The large-deviation characterization [MPR14] leads to the choice
Ψ∗(ξ) := 4
(
cosh(ξ/2)− 1) and α(u, v) := √uv. (1.17a)
The corresponding primal dissipation potential Ψ := (Ψ∗)∗ is given by
Ψ(s) := 2s log
(
s+
√
s2 + 4
2
)
−
√
s2 + 4 + 4.
(2) The ‘quadratic-dissipation’ choice introduced independently by Maas [Maa11], Mielke
[Mie13], and Chow, Huang, and Zhou [CHLZ12] for Markov processes on finite
graphs,
Ψ∗(ξ) := 1
2
ξ2, Ψ(s) = 1
2
s2, and α(u, v) :=
u− v
log(u)− log(v) . (1.17b)
Other examples are discussed in §1.3. With the quadratic choice (1.17b), the gradient
system fits into the metric-space structure (see e.g. [AGS08]) and this feature has been
used extensively to investigate the properties of general Markov jump processes [Maa11,
Mie13, EM14, Erb14, Erb16, EFLS16]. In this paper, however, we focus on functions Ψ∗
that are not homogeneous, as in (1.17a), and such that the corresponding structure is not
covered by the usual metric framework. On the other hand, there are various arguments
why this structure nonetheless has a certain ‘naturalness’ (see Section 1.4), and these
motivate our aim to develop a functional framework based on this structure.
1.2. Challenges. Constructing a ‘functional framework’ for the gradient-flow equation (1.9)
with the choices (1.5) and (1.17a) presents a number of independent challenges.
1.2.1. Definition of a solution. As it stands, the formulation of equation (1.9) and of the
functional R∗ of (1.8) presents many difficulties: the definition of R∗ and the measure νρ
when ρ is not absolutely continuous with respect to π, the concept of time differentiability
for the curve of measures ρt, whether ρt is necessarily absolutely continuous with respect
to π along an evolution, what happens if dρt/dπ vanishes and φ is not differentiable at
0 as in the case of the logarithmic entropy, etcetera. As a result of these difficulties, it is
not clear what constitutes a solution of equation (1.9), let alone whether such solutions
exist. In addition, a good solution concept should be robust under taking limits, and the
formulation (1.9) does not seem to satisfy this requirement either.
For quadratic and rate-independent systems, successful functional frameworks have been
constructed on the basis of the Energy-Dissipation balance [SS04, Ser11, MRS13, LMPR17,
MPPR17], and we follow that example here. In fact, the same large-deviation principle
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that gives rise to the ‘cosh’ structure above formally yields the ‘EDP’ functional
L (ρ, j) :=

∫ T
0
[
R(ρt, jt) + R
∗
(
ρt,−∇φ′
(dρt
dπ
))]
dt + E (ρT )− E (ρ0)
if ∂tρt + div jt = 0 and ρt ≪ π for all t ∈ [0, T ],
+∞ otherwise.
(1.18)
In this formulation, R is the Legendre dual of R∗ with respect to the ξ variable, which
can be written in terms of the Legendre dual Ψ := Ψ∗∗ of Ψ∗ as
R(ρ, j) :=
1
2
∫
E
Ψ
(
2
dj
dνρ
)
dνρ. (1.19)
Along smooth curves ρt = utπ with strictly positive densities, the functional L is nonneg-
ative, since
d
dt
E (ρt) =
∫
V
φ′(ut)∂tut dπ =
∫
V
φ′(ut(x))∂tρt(dx) = −
∫
V
φ′(ut(x))(div jt)(dx)
=
∫∫
E
∇φ′(ut)(x, y) jt(dx dy) =
∫∫
E
∇φ′(ut)(x, y) djt
dνρt
(x, y) νρt(dx dy) (1.20)
≥ −1
2
∫∫
E
[
Ψ
(
2
djt
dνρt
(x, y)
)
+Ψ∗
(−∇φ′(ut)(x, y))]νρt(dx dy). (1.21)
After time integration we find that L (ρ, j) is nonnegative for any pair (ρ, j).
The minimum of L is formally achieved at value zero, at pairs (ρ, j) satisfying
2jt = (Ψ
∗)′
(
−∇φ′
(dρt
dπ
))
νρt and ∂tρt + div jt = 0, (1.22)
which is an equivalent way of writing the gradient-flow equation (1.9). This can be recog-
nized, as usual for gradient systems, by observing that achieving equality in the inequal-
ity (1.21) requires equality in the Legendre duality of Ψ and Ψ∗, which reduces to the
equations above.
Remark 1.1. It is worth noticing that the joint convexity of the functional R of (1.19)
(a crucial property for the development of our analysis) is equivalent to the convexity of Ψ
and concavity of the function α. 
Remark 1.2. Let us add a comment concerning the choice of the factor 1/2 in front of
Ψ∗ in (1.8), and the corresponding factors 1/2 and 2 in (1.19). The cosh-entropy com-
bination (1.17a) satisfies the linear-equation condition F(u, v) = v − u (equation (1.13))
because of the elementary identity
2
√
uv sinh
(1
2
log
v
u
)
= v − u.
The factor 1/2 inside the sinh can be included in different ways. In [MPR14] it was
included explicitly, by writing expressions of the form DR∗(ρ,−1
2
DE(ρ)); in this paper we
follow [LMPR17] and include this factor in the definition of R∗. 
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Remark 1.3. The continuity equation ∂tρt +div jt = 0 is invariant with respect to skew-
symmetrization of j, i.e. with respect to the transformation j 7→ j♭ with j♭(dx, dy) :=
1
2
(
j(dx, dy)− j(dy, dx)). Therefore we could also write the second integral in (1.20) as∫∫
E
∇φ′(ut)(x, y) dj
♭
t
dνρt
(x, y) νρt(dx dy)
≥ −1
2
∫∫
E
[
Ψ
(
d(2j♭t)
dνρt
(x, y)
)
+Ψ∗
(−∇φ′(ut)(x, y))
]
νρt(dx dy).
thus replacing Ψ
(
2 djt
dνρt
(x, y)
)
with the lower term Ψ
(
d(2j♭t)
dνρt
(x, y)
)
, cf. Remark 4.12, and
obtaining a corresponding equation as (1.22) for (2j♭t) instead of 2jt. This would lead to
a weaker gradient system, since the choice (1.19) forces jt to be skew-symmetric, whereas
the choice of a dissipation involving only j♭ would not control the symmetric part of j.
On the other hand, the evolution equation generated by the gradient system would remain
the same. 
Since at least formally equation (1.9) is equivalent to the requirement L (ρ, j) ≤ 0, we
adopt this variational point of view to define solutions to the generalized gradient system
(E ,R,R∗). This inequality is in fact the basis for the variational Definition 5.4 below. In
order to do this in a rigorous manner, however, we will need
(1) A study of the continuity equation
∂tρt + div jt = 0, (1.23)
that appears in the definition of the functional L (Section 4.1).
(2) A rigorous definition of the measure νρt and of the functional R (Definition 4.9);
(3) A class A(0, T ) of curves “of finite action” in M+(V ) along which the functional R
has finite integral (equation (4.81));
(4) An appropriate definition of the Fisher-information functional (see Definition 5.1)
ρ 7→ D(ρ) := R∗(ρ,−∇φ′(dρ/dπ)); (1.24)
(5) A proof of the lower bound L ≥ 0 (Theorem 4.16) via a suitable chain-rule in-
equality.
1.2.2. Existence of solutions. The first test of a new solution concept is whether solutions
exist under reasonable conditions. In this paper we provide two existence proofs that
complement each other.
The first existence proof is based on a reformulation of the equation (1.2) as a differential
equation in the Banach space L1(V, π), driven by a continuous dissipative operator. Under
general compatibility conditions on φ, Ψ, and α, we show that the solution provided by
this abstract approach is also a solution in the variational sense that we discussed above.
The proof is presented in Section 6 and is quite robust for initial data whose density takes
value in a compact interval [a, b] ⊂ (0,∞). In order to deal with a more general class of
data, we will adopt two different viewpoints. A first possibility is to take advantage of the
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robust stability properties of the (E ,R,R∗) Energy-Dissipation balance when the Fisher
information D is lower semicontinuous. A second possibility is to exploit the monotonicity
properties of (1.12) when the map F in (1.11) exhibits good behaviour at the boundary of
R
2
+ and at infinity.
Since we believe that the variational formulation reveals a relevant structure of such sys-
tems and we expect that it may also be useful in dealing with more singular cases and their
stability issues, we also present a more intrinsic approach by adapting the well-established
‘JKO-Minimizing-Movement’ method to the structure of this equation. This method has
been used, e.g., for metric-space gradient flows [JKO98, AGS08], for rate-independent sys-
tems [Mie05], for some non-metric systems with formal metric structure [ATW93, LS95],
and also for Lagrangian systems with local transport [FGY11].
This approach relies on the Dynamical-Variational Transport cost (DVT) W (τ, µ, ν),
which is the τ -dependent transport cost between two measures µ, ν ∈ M+(V ) induced by
the dissipation potential R via
W (τ, µ, ν) := inf
{∫ τ
0
R(ρt, jt) dt : ∂tρt + div jt = 0, ρ0 = µ, and ρτ = ν
}
. (1.25)
In the Minimizing-Movement scheme a single increment with time step τ > 0 is defined by
the minimization problem
ρn ∈ argmin
ρ
(
W (τ, ρn−1, ρ) + E (ρ)
)
. (1.26)
By concatenating such solutions, constructing appropriate interpolations, and proving a
compactness result—all steps similar to the procedure in [AGS08, Part I]—we find a curve
(ρt, jt)t∈[0,T ] satisfying the continuity equation (1.23) such that∫ t
0
[
R(ρr, jr) + S
−(ρr)
]
dr + E (ρt) ≤ E (ρ0) for all t ∈ [0, T ], (1.27)
where S − : D(E ) → [0,+∞) is a suitable relaxed slope of the energy functional E with
respect to the cost W (see (7.29)). Under a lower-semicontinuity condition on D we show
that S − ≥ D . It then follows that ρ is a solution as defined above (see Definition 5.4).
Section 7 is devoted to developing the ‘Minimizing-Movement’ approach for general
DVTs. This requires establishing
(6) Properties of W that generalize those of the ‘metric version’ W (τ, µ, ν) = 1
2τ
d(µ, ν)2
(Section 7.2);
(7) A generalization of the ‘Moreau-Yosida approximation’ and of the ‘De Giorgi vari-
ational interpolant’ to the non-metric case, and a generalization of their properties
(Sections 7.1 and 7.2);
(8) A compactness result as τ → 0, based on the properties of W (Section 7.4);
(9) A proof of S − ≥ D (Corollary 7.11).
This procedure leads to our existence result, Theorem 7.4, of solutions in the sense of
Definition 5.4.
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1.2.3. Uniqueness of solutions. We prove uniqueness of variational solutions under suitable
convexity conditions of D and E (Theorem 5.9), following an idea by Gigli [Gig10].
1.3. Examples. We will use the following two guiding examples to illustrate the results
of this paper. Precise assumptions are given in Section 3.1. In both examples the state
space consists of measures ρ on a standard Borel space (V,B) endowed with a reference
Borel measure π. The kernel x 7→ κ(x, ·) is a measurable family of nonnegative measures
with uniformly bounded mass, such that the pair (π, κ) satisfies detailed balance (see
Section 3.1).
Example 1: Linear equations driven by the Boltmzann entropy. This is the example
that we have been using in this introduction. The equation is the linear equation (1.2),
∂tρt(dx) =
∫
y∈V
ρ(dy)κ(y, dx)− ρ(dx)
∫
y∈V
κ(x, dy),
which can also be written in terms of the density u = dρ/dπ as
∂tut(x) =
∫
y∈V
[
ut(y)− ut(x)
]
κ(x, dy),
and corresponds to the linear field F of (1.13). Apart from the classical quadratic setting
of (1.14), two gradient structures for this equation have recently received attention in the
literature, both driven by the Boltzmann entropy (1.5) φ(s) = s log s− s+ 1 as described
in (1.17):
(1) The ‘cosh’ structure: Ψ∗(ξ) = 4
(
cosh(ξ/2)− 1) and α(u, v) = √uv;
(2) The ‘quadratic’ structure: Ψ∗(ξ) = 1
2
ξ2 and α(u, v) = (u− v)/ log(u/v).
However, the approach of this paper applies to more general combinations (φ,Ψ∗,α) that
lead to the same equation. Due to the particular structure of (1.11), it is clear that the
1-homogeneity of the linear map F (1.13) and the 0-homogeneity of the term φ′(v) −
φ′(u) associated with the Boltzmann entropy (1.5) restrict the range of possible α to 1-
homogenous functions like the ‘mean functions’ α(u, v) =
√
uv (geometric) and α(u, v) =
(u− v)/ log(u/v) (logarithmic).
Confining the analysis to concave functions (according to Remark 1.1), we observe that
every concave and 1-homogeneous function α can be obtained by the concave generating
function f : (0,+∞)→ (0,+∞)
α(u, v) = uf(v/u) = vf(u/v), f(r) := α(r, 1), u, v, r > 0. (1.28)
The symmetry of α corresponds to the property
rf(1/r) = f(r) for every r > 0, (1.29)
and shows that the function
g(s) :=
exp(s)− 1
f(exp(s))
s ∈ R, is odd. (1.30)
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The concaveness of f also shows that g is increasing, so that we can define
Ψ∗(ξ) :=
∫ ξ
0
g(s) ds =
∫ exp(ξ)
1
r − 1
f(r)
dr
r
, ξ ∈ R, (1.31)
which is convex, even, and superlinear if
α(0, 1) = f(0) = lim
r→0
rf
(1
r
)
= 0. (1.32)
A natural class of concave and 1-homogeneous weight functions is provided by the Stolarsky
means cp,q(u, v) with appropriate p, q ∈ R, and any u, v > 0 [Bul03, Chapter VI]:
α(u, v) = cp,q(u, v) :=

(
p
q
vq−uq
vp−up
)1/(q−p)
if p 6= q, q 6= 0,(
1
p
vp−up
log(v)−log(u)
)1/p
if p 6= 0, q = 0,
e−1/p
(
vv
p
uv
p
)1/(vp−up)
if p = q 6= 0,
√
uv if p = q = 0,
from which we identify other simpler means, such as the power means mp(u, v) = cp,2p(u, v)
with p ∈ [−∞, 1]:
mp(u, v) =

(
1
2
(
up + vp
))1/p
if 0 < p ≤ 1 or −∞ < p < 0 and u, v 6= 0,
√
uv if p = 0,
min(u, v) if p = −∞,
0 if p < 0 and uv = 0,
(1.33)
and the generalized logarithmic mean lp(u, v) = c1,p+1(u, v), p ∈ [−∞,−1].
The power means are obtained from the concave generating functions
fp(r) := 2
−1/p(rp + 1)1/p if p 6= 0, f0(r) =
√
r, f−∞(r) = min(r, 1), r > 0. (1.34)
We can thus define
Ψ∗p(ξ) := 2
1/p
∫ exp ξ
1
r − 1
(rp + 1)1/p
dr
r
, ξ ∈ R, p ∈ (−∞, 1] \ 0, (1.35)
with the obvious changes when p = 0 (the case Ψ∗0(ξ) = 4(cosh(ξ/2)− 1)) or p = −∞ (the
case Ψ∗−∞(ξ) = exp(|ξ|)− |ξ|).
It is interesting to note that the case p = −1 (harmonic mean) corresponds to
Ψ∗−1(ξ) = cosh(ξ)− 1. (1.36)
We finally note that the arithmetic mean α(u, v) = m1(u, v) = (u + v)/2 would yield
Ψ∗1(ξ) = 4 log(1/2(1 + e
ξ))− 2ξ, which is not superlinear.
Example 2: Nonlinear equations. We consider a combination of φ, Ψ∗, and α such that
the function F introduced in (1.11) has a continuous extension up to the boundary of
[0,+∞)2 and satisfies a suitable growth and monotonicity condition (see Section 6). The
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resulting integro-differential equation is given by (1.12). Here is a list of some interesting
cases (we will neglect all the issues concerning growth and regularity).
(1) A field of the form F(u, v) = f(v)− f(u) with f : R+ → R monotone corresponds
to the equation
∂tut(x) =
∫
y∈V
(
f(ut(y))− f(ut(x))
)
κ(x, dy),
and can be classically considered in the framework of the Dirichlet forms, i.e. α ≡ 1,
Ψ∗(r) = r2/2, with energy φ satisfying φ′ = f .
(2) The case F(u, v) = g(v−u), with g : R→ R monotone and odd, yields the equation
∂tut(x) =
∫
y∈V
g
(
ut(y)− ut(x)
)
κ(x, dy),
and can be obtained with the choices α ≡ 1, φ(s) := s2/2 and Ψ∗(r) := ∫ r
0
g(s) ds.
(3) Consider now the case when F is positively q-homogeneous, with q ∈ [0, 1]. It is
then natural to consider a q-homogeneous α and the logarithmic entropy φ(r) =
r log r − r + 1. If the function h : (0,∞)→ R, h(r) := F(r, 1)/α(r, 1) is increasing,
then setting as in (1.35)
Ψ∗(ξ) :=
∫ exp(ξ)
1
h(r) dr
equation (1.12) provides an example of generalized gradient system (E ,R,R∗).
Simple examples are F(u, v) = vq − uq, corresponding to the equation
∂tut(x) =
∫
y∈V
(
uqt (y)− uqt (x)
)
κ(x, dy),
with α(u, v) := mp(u
q, vq) and Ψ∗(ξ) := 1
q
Ψ∗p(qξ), where Ψ
∗
p has been defined
in (1.35). In the case p = 0 we get Ψ∗(ξ) = 4
q
(
cosh(qξ/2)− 1).
As a last example, we can consider F(u, v) = sign(v−u)|vm−um|1/m, m > 0, and
α(u, v) = min(u, v); in this case, the function h given by h(r) = (rm − 1)1/m when
r ≥ 1, and h(r) = −(r−m − 1)1/m when r < 1, satisfies the required monotonicity
property.
1.4. Comments. Rationale for studying this structure. We think that the structure of
generalized gradient systems (E,R,R∗) is sufficiently rich and interesting to deserve a
careful analysis. It provides a genuine extension of the more familiar quadratic gradient-
flow structure of Maas, Mielke, and Chow–Huang–Zhou, which better fits into the metric
framework of [AGS08]. In Section 6 we will also show its connection with the theory of
dissipative evolution equations.
Moreover, the specific non-homogeneous structure based on the cosh function (1.17a)
has a number of arguments in its favor, which can be summarized in the statement that it
is ‘natural’ in various different ways:
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(1) It appears in the characterization of large deviations of Markov processes; see Sec-
tion 3.2 or [MPR14, BP16];
(2) It arises in evolutionary limits of other gradient structures (including quadratic
ones) [AMP+12, Mie16, LMPR17, MS19];
(3) It ‘responds naturally’ to external forcing [MS19, Prop. 4.1];
(4) It can be generalized to nonlinear equations [Grm84, Grm10].
We will explore these claims in more detail in a forthcoming paper. Last but not least, the
very fact that non-quadratic, generalized gradient flows may arise in the limit of gradient
flows suggests that, allowing for a broad class of dissipation mechanisms is crucial in order
to (1) fully exploit the flexibility of the gradient-structure formulation, and (2) explore its
robustness with respect to Γ-converging energies and dissipation potentials.
Potential for generalization. In this paper we have chosen to concentrate on the con-
sequences of non-homogeneity of the dissipation potential Ψ for the techniques that are
commonly used in gradient-flow theory. Until now, the lack of a sufficiently general rigor-
ous construction of the functional R and its minimal integral over curves W have impeded
the use of this variational structure in rigorous proofs, and a main aim of this paper is
to provide a way forward by constructing a rigorous framework for these objects, while
keeping the setup (in particular, the ambient space V ) as general as possible.
In order to restrict the length of this paper, we considered only simple driving functionals
E , which are of the local variety E (ρ) =
∫
φ(dρ/dπ)dπ. Many gradient systems appearing
in the literature are driven by more general functionals, that include interaction and other
nonlinearities [EFLS16, EFS19, RZ19, HMP20], and we expect that the techniques of this
paper will be of use in the study of such systems.
As one specific direction of generalization, we note that the Minimizing-Movement con-
struction on which the proof of Theorem 7.4 is based has a scope wider than that of the
generalized gradient structure (E ,R,R∗) under consideration. In fact, as we show in Sec-
tion 7, Theorem 7.4 yields the existence of (suitably formulated) gradient flows in a general
topological space endowed with a cost fulfilling suitable properties. While we do not develop
this discussion in this paper, at places throughout the paper we hint at this prospective
generalization: the ‘abstract-level’ properties of the DVT cost are addressed in Section 4.7,
and the whole proof of Theorem 7.4 is carried out under more general conditions than
those required on the ‘concrete’ system set up in Section 3.
Challenges for generalization. A well-formed functional framework includes a concept
of solutions that behaves well under the taking of limits, and the existence proof is the
first test of this. Our existence proof highlights a central challenge here, in the appearance
of two slope functionals S − and D that both represent rigorous versions of the ‘Fisher
information’ term R∗
(
ρ,−∇φ′(dρ/dπ)). The chain-rule lower-bound inequality holds un-
der general conditions for D (Theorem 4.16), but the Minimizing-Movement construction
leads to the more abstract object S −. Passing to the limit in the minimizing-movement
approach requires connecting the two through the inequality S − ≥ D . We prove it by first
obtaining the inequality S ≥ D , cf. Proposition 7.10, under the condition that a solution
to the (E ,R,R∗) system exists (for instance, by the approach developed in Section 6). We
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then deduce the inequality S − ≥ D under the further condition that D be lower semicon-
tinuous, which can be in turn proved under a suitable convexity condition (cf. Prop. 5.3).
We hope that more effective ways of dealing with these issues will be found in the future.
Comparison with the Weighted Energy-Dissipation method. It would be interesting to
develop the analogous variational approach based on studying the limit behaviour as ε ↓ 0
of the minimizers (ρt, jt)t≥0 of the Weighted Energy-Dissipation (WED) functional
Wε(ρ, j) :=
∫ +∞
0
e−t/ε
(
R(ρt, jt) +
1
ε
E (ρt)
)
dt (1.37)
among the solutions to the continuity equation with initial datum ρ0, see [RSSS19]. Indeed,
the intrinsic character of the WED functional, which only features the dissipation potential
R, makes it suitable to the present non-metric framework.
1.5. Notation. The following table collects the notation used throughout the paper.
∇, div graph gradient and divergence (1.6)
α(·, ·) multiplier in flux rate νρ Ass. (R∗Ψα)
α∞, α∗ recession function, Legendre transform Section 2.3
α[·|·], αˆ measure map, perspective function Section 2.3
A(a, b) set of curves ρ with finite action (4.33)
‖κV ‖∞ upper bound on κ Ass. (Vpiκ)
Cb space of bdd, ct. functions with supremum norm
CE(a, b) set of pairs (ρ, j) satisfying the continuity equation Def. 4.1
Dφ(u, v), D
±
φ (u, v) integrands defining the Fisher information D (4.53)
D Fisher-information functional Def. 5.1
E = V × V space of edges Ass. (Vpiκ)
E , D(E ) driving entropy functional and its domain (1.4) & Ass. (Eφ)
F vector field (1.11)
ϑ±ρ , ρ-adjusted jump rates (4.18)
ϑ equilibrium jump rate (3.5)
κ jump kernel (1.3) & Ass. (Vpiκ)
κγ γ ⊗ κ (2.33)
L Energy-Dissipation balance functional (1.18)
M(Ω;Rm), M+(Ω) vector (positive) measures on Ω Sec. 2
νρ edge measure in definition of R
∗, R (1.8), (1.19), (1.10)
Q, Q∗ generator and dual generator (1.2)
R, R∗ dual pair of dissipation potentials (1.8), (1.19), Def. 4.9
R+ := [0,∞)
s symmetry map (x, y) 7→ (y, x) (3.1)
S − relaxed slope (7.29)
Υ perspective function associated with Ψ and α (4.13)
V space of states Ass. (Vpiκ)
φ density of E (1.4) & Ass. (Eφ)
Ψ, Ψ∗ dual pair of dissipation functions Ass. (R∗Ψα), Lem. 3.1
W Dynamic-Variational Transport cost (1.25) & Sec. 4.6
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W W - action (4.89)
x, y coordinate maps (x, y) 7→ x and (x, y) 7→ y (3.1)
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2. Preliminary results
2.1. Measure theoretic preliminaries. Let (Y,B) be a measurable space. When Y
is endowed with a (metrizable and separable) topology τY we will often assume that B
coincides with the Borel σ-algebra B(Y, τY ) induced by τY . We recall that (Y,B) is called
a standard Borel space if it is isomorphic (as a measurable space) to a Borel subset of a
complete and separable metric space; equivalently, one can find a Polish topology τY on Y
such that B = B(Y, τY ).
We will denote by M(Y ;Rm) the space of σ-additive measures on µ : B→ Rm of finite
total variation ‖µ‖TV := |µ|(Y ) < +∞, where for every B ∈ B
|µ|(B) := sup
{
+∞∑
i=0
|µ(Bi)| : Bi ∈ B, Bi pairwise disjoint, B =
+∞⋃
i=0
Bi
}
.
The set function |µ| : B → [0,+∞) is a positive finite measure on B [AFP05, Thm. 1.6]
and (M(Y ;Rm), ‖ · ‖TV ) is a Banach space.
In the case m = 1, we will simply write M(Y ), and we shall denote the space of positive
finite measures on B by M+(Y ). For m > 1, we will identify any element µ ∈ M(Y ;Rm)
with a vector (µ1, . . . , µm), with µi ∈ M(Y ) for all i = 1, . . . , m. If ϕ = (ϕ1, . . . , ϕm) ∈
Bb(Y ;R
m), the set of bounded Rm-valued B-measurable maps, the duality between µ ∈
M(Y ;Rm) and ϕ can be expressed by
〈µ, ϕ〉 :=
∫
Y
ϕ · µ(dx) =
m∑
i=1
∫
Y
ϕi(x)µi(dx).
For every µ ∈M(Y ;Rm) and B ∈ B we will denote by µ B the restriction of µ to B,
i.e. µ B(A) := µ(A ∩ B) for every A ∈ B.
Let (X,A) be another measurable space and let p : X → Y a measurable map. For
every µ ∈M(X ;Rm) we will denote by p♯µ the push-forward measure obtained by
p♯µ(B) := µ(p
−1(B)) for every B ∈ B. (2.1)
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For every couple µ ∈M(Y ;Rm) and γ ∈M+(Y ) there exist a unique (up to the modifica-
tion in a γ-negligible set) γ-integrable map dµ
dγ
: Y → Rm, a γ-negligible set N ∈ B and a
unique measure µ⊥ ∈M(Y ;Rm) yielding the Lebesgue decomposition
µ = µa + µ⊥, µa =
dµ
dγ
γ = µ (Y \N), µ⊥ = µ N, γ(N) = 0
|µ⊥| ⊥ γ, |µ|(Y ) =
∫
Y
∣∣∣∣dµdγ
∣∣∣∣ dγ + |µ⊥|(Y ). (2.2)
2.2. Convergence of measures. Besides the topology of convergence in total variation
(induced by the norm ‖ · ‖TV ), we will also consider the topology of setwise convergence,
i.e. the coarsest topology on M(Y ;Rm) making all the functions
µ 7→ µ(B) B ∈ B
continuous. For a sequence (µn)n∈N and a candidate limit µ in M(Y ;R
m) we have the
following equivalent characterizations of the corresponding convergence [Bog07, §4.7(v)]:
(1) Setwise convergence:
lim
n→+∞
µn(B) = µ(B) for every set B ∈ B. (2.3)
(2) Convergence in duality with Bb(Y ;R
m):
lim
n→+∞
〈µn, ϕ〉 = 〈µ, ϕ〉 for every ϕ ∈ Bb(Y ;Rm). (2.4)
(3) Weak topology of the Banach space: the sequence µn converges to µ in the weak
topology of the Banach space (M(Y ;Rm); ‖ · ‖TV ).
(4) Weak L1-convergence of the densities: there exists a common dominating measure
γ ∈M+(Y ) such that µn ≪ γ, µ≪ γ and
dµn
dγ
⇀
dµ
dγ
weakly in L1(Y, γ;Rm). (2.5)
(5) Alternative form of weak L1-convergence: (2.5) holds for every common dominating
measure γ.
We will refer to setwise convergence for sequences satisfying one of the equivalent properties
above. The above topologies also share the same notion of compact subsets, as stated
in the following useful theorem, cf. [Bog07, Theorem 4.7.25], where we shall denote by
σ(M(Y ;Rm); Bb(Y ;R
m)) the weak topology on M(Y ;Rm) induced by the duality with
Bb(Y ;R
m).
Theorem 2.1. For every set ∅ 6= M ⊂M(Y ;Rm) the following properties are equivalent:
(1) M has a compact closure in the topology of setwise convergence.
(2) M has a compact closure in the topology σ(M(Y ;Rm); Bb(Y ;R
m)).
(3) M has a compact closure in the weak topology of (M(Y ;Rm); ‖ · ‖TV ).
(4) Every sequence in M has a subsequence converging on every set of B.
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(5) There exists a measure γ ∈M+(Y ) such that
∀ ε > 0 ∃ δ > 0 : B ∈ B, γ(B) ≤ δ ⇒ sup
µ∈M
µ(B) ≤ ε. (2.6)
(6) There exists a measure γ ∈ M+(Y ) such that µ ≪ γ for every µ ∈ M and the set
{dµ/dγ : µ ∈M} has compact closure in the weak topology of L1(Y, γ;Rm).
We also recall a useful characterization of weak compactness in L1.
Theorem 2.2. Let γ ∈ M+(Y ) and ∅ 6= F ⊂ L1(Y, γ;Rm). The following properties are
equivalent:
(1) F has compact closure in the weak topology of L1(Y, γ;Rm);
(2) F is bounded in L1(Y, γ;Rm) and equi-absolutely continuous, i.e.
∀ ε > 0 ∃ δ > 0 : B ∈ B, γ(B) ≤ δ ⇒ sup
f∈F
∫
B
|f | dγ ≤ ε. (2.7)
(3) There exists a convex and superlinear function β : R+ → R+ such that
sup
f∈F
∫
Y
β(|f |) dγ < +∞. (2.8)
The name ‘equi-absolute continuity’ above derives from the interpretation that the mea-
sure fγ is absolutely continuous with respect to γ in a uniform manner; ‘equi-absolute
continuity’ is a shortening of Bogachev’s terminology ‘F has uniformly absolutely contin-
uous integrals’ [Bog07, Def. 4.5.2]. A fourth equivalent property is equi-integrability with
respect to γ [Bog07, Th. 4.5.3], a fact that we will not use.
When Y is endowed with a (separable and metrizable) topology τY , we will use the sym-
bol Cb(Y ;R
m) to denote the space of bounded Rm-valued continuous functions on (Y, τY ).
We will consider the corresponding weak topology σ(M(Y ;Rm); Cb(Y ;R
m)) induced by
the duality with Cb(Y ;R
m). Prokhorov’s Theorem yields that a subset M ⊂ M(Y ;Rm)
has compact closure in this topology if it is bounded in the total variation norm and it is
equally tight, i.e.
∀ε > 0 ∃K compact in Y : sup
µ∈M
|µ|(Y \K) ≤ ε. (2.9)
It is obvious that for a sequence (µn)n∈N convergence in total variation implies setwise
convergence (or in duality with bounded measurable functions), and setwise convergence
implies weak convergence in duality with bounded continuous functions.
2.3. Convex functionals and concave transformations of measures. We will use
the following construction several times. Let ψ : Rm → [0,+∞] be convex and lower
semicontinuous and let us denote by ψ∞ : Rm → [0,+∞] its recession function
ψ∞(z) := lim
t→+∞
ψ(tz)
t
= sup
t>0
ψ(tz) −ψ(0)
t
, (2.10)
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which is a convex, lower semicontinuous, and positively 1-homogeneous map with ψ∞(0) =
0. We define the functional Fψ : M(Y ;R
m)×M+(Y ) 7→ [0,+∞] by
Fψ(µ|ν) :=
∫
Y
ψ
(dµ
dν
)
dν +
∫
Y
ψ∞
( dµ⊥
d|µ⊥|
)
d|µ⊥|, for µ = dµ
dν
ν + µ⊥. (2.11)
Note that when ψ is superlinear then ψ∞(x) = +∞ in Rm \ {0}. Equivalently,
ψ superlinear, Fψ(µ|ν) <∞ ⇒ µ≪ ν, Fψ(µ|ν) =
∫
Y
ψ
(dµ
dν
)
dν. (2.12)
We collect in the next Lemma a list of useful properties.
Lemma 2.3.
(1) When ψ is also positively 1-homogeneous, then ψ ≡ ψ∞, Fψ(·|ν) is independent of
ν and will also be denoted by Fψ(·): it satisfies
Fψ(µ) =
∫
Y
ψ
(
dµ
dγ
)
dγ for every γ ∈M+(Y ) such that µ≪ γ. (2.13)
(2) If ψˆ : Rm+1 → [0,∞] denotes the 1-homogeneous, convex, perspective function
associated with ψ by
ψˆ(z, t) :=

ψ(z/t)t if t > 0,
ψ∞(z) if t = 0,
+∞ if t < 0,
(2.14)
then
Fψ(µ|ν) = Fψˆ(µ, ν) for every (µ, ν) ∈M(Y ;Rm)×M+(Y ) (2.15)
with Fψˆ defined as in (2.13).
(3) In particular, if γ ∈ M+(Y ) is a common dominating measure such that µ = uγ,
ν = vγ, and Y ′ := {x ∈ Y : v(x) > 0} we also have
Fψ(µ|ν) =
∫
Y
ψˆ(u, v) dγ =
∫
Y ′
ψ(u/v)v dγ +
∫
Y \Y ′
ψ∞(u) dγ. (2.16)
(4) The functional Fψ is convex; if ψ is also positively 1-homogeneous then
Fψ(µ+ µ
′) ≤ Fψ(µ) + Fψ(µ′)
Fψ(µ+ µ
′) = Fψ(µ) + Fψ(µ
′) if µ ⊥ µ′. (2.17)
(5) Jensen’s inequality:
ψˆ(µa(B), ν(B)) +ψ∞(µ⊥(B)) ≤ Fψ(µ B|ν B) for every B ∈ B (2.18)
(with µ = µa + µ⊥ the Lebesgue decomposition of µ w.r.t. ν).
(6) If ψ(0) = 0 then for every µ ∈M(Y,Rm), ν, ν ′ ∈M+(Y )
ν ≤ ν ′ ⇒ Fψ(µ|ν) ≥ Fψ(µ|ν ′). (2.19)
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(7) Fψ is sequentially lower semicontinuous in M(Y ;R
m)×M+(Y ) with respect to the
topology of setwise convergence.
(8) If B is the Borel family induced by a Polish topology τY on Y , Fψ is lower semi-
continuous with respect to weak convergence (in duality with continuous bounded
functions).
Proof. The above properties are mostly well known; we give a quick sketch of the proofs
of the various claims for the ease of the reader.
(1) Let us set u := dµ/dν, u⊥ := dµ⊥/d|µ| and let N ∈ B ν-negligible such that µ⊥ =
µ N . We also set N ′ := {y ∈ Y \N : |u(y)| > 0}; notice that ν N ′ ≪ |µ|. If v is the
Lebesgue density of |µ| w.r.t. γ, since ψ = ψ∞ is positively 1-homogeneous and ψ(0) = 0,
we have
Fψ(µ|ν) =
∫
N ′
ψ(u) dν +
∫
N
ψ(u⊥) d|µ⊥| =
∫
N ′
ψ(u)/|u| d|µ|+
∫
N
ψ(u⊥) d|µ⊥|
=
∫
N ′
vψ(u)/|u| dγ +
∫
N
vψ(u⊥) dγ =
∫
N ′
ψ(uv/|u|) dγ +
∫
N
ψ(u⊥v) dγ
=
∫
N ′
ψ(dµ/dγ) dγ +
∫
N
ψ(dµ/dγ) dγ =
∫
Y
ψ(dµ/dγ) dγ = Fψ(µ|γ),
where we also used the fact that |µ|(Y \ (N ∪ N ′)) = 0, so that dµ/dγ = 0 γ-a.e. on
Y \ (N ∪N ′).
(2) Since ψˆ is 1-homogeneous, we can apply the previous claim and evaluate Fψˆ(µ, ν) by
choosing the dominating measure γ := ν + µ⊥.
(3) It is an immediate consequence of the first two claims.
(4) By (2.15) it is sufficient to consider the 1-homogeneous case. The convexity then follows
by the convexity of ψ and by choosing a common dominating measure to represent the
integrals. Relations (2.17) are also immediate.
(5) Using (2.15) and selecting a dominating measure γ with γ(B) = 1, Jensen’s inequality
applied to the convex functional ψˆ yields
ψˆ(µ(B), ν(B)) = ψˆ
(∫
B
dµ
dγ
dγ,
∫
B
dν
dγ
dγ
)
≤
∫
B
ψˆ
(dµ
dγ
,
dν
dγ
)
dγ = F
ψˆ
(µ B, ν B).
Applying now the above inequality to the mutally singular couples (µa, ν) and (µ⊥, 0) and
using the second identity of (2.17) we obtain (2.18).
(6) We apply (2.15) and the first identity of (2.16), observing that if ψ(0) = 0 then ψˆ is
decreasing with respect to its second argument.
(7) By (2.15) it is not restrictive to assume that Ψ is 1-homogeneous. If (µn)n is a sequence
setwise converging to µ in M(Y ;Rm) we can find a common dominating measure γ such
Friday 19th June, 2020 01:19 19
that (2.5) holds. The claimed property is then reduced to the weak lower semicontinuity
of the functional
u 7→
∫
Y
Ψ(u) dγ (2.20)
in L1(Y, γ;Rm). Since the functional of (2.20) is convex and strongly lower semicontinuous
in L1(Y, γ;Rm) (thanks to Fatou’s Lemma), it is weakly lower semicontinuous as well.
(8) It follows by the same argument of [AFP05, Theorem 2.34], by using a suitable dual
formulation which holds also in Polish spaces, where all the finite Borel measures are Radon
(see e.g. [LMS18, Theorem 2.7] for positive measures). 
Concave transformation of vector measures. Let us set R+ := [0,+∞[, Rm+ := (R+)m,
and let α : Rm+ → R+ be a continuous and concave function. It is obvious that α is
non-decreasing with respect to each variable. As for (2.10), the recession function α∞ is
defined by
α∞(z) := lim
t→+∞
α(tz)
t
= inf
t>0
α(tz)− α(0)
t
, z ∈ Rm+ . (2.21)
We define the corresponding map α : M(Y ;Rm+)×M+(Y )→M+(Y ) by
α[µ|γ] := α
(dµ
dγ
)
γ + α∞
( dµ
d|µ⊥|
)
|µ⊥| µ ∈M(Y ;Rm+), γ ∈M+(Y ), (2.22)
where as usual µ = dµ
dγ
γ + µ⊥ is the Lebesgue decomposition of µ with respect to γ; in
what follows, we will use the short-hand µγ :=
dµ
dγ
γ. We also mention in advance that, for
shorter notation we will write α[µ1, µ2|γ] in place of α[(µ1, µ2)|γ]. Like for F , it is not
difficult to check that α[µ|γ] is independent of γ if α is positively 1-homogeneous (and thus
coincides with α∞). If we define the perspective function αˆ : Rm+1+ → R+
αˆ(z, t) :=
{
α(z/t)t if t > 0,
α∞(z) if t = 0
(2.23)
we also get α[µ|γ] = αˆ(µ, γ).
We denote by α∗ : R
m
+ → [−∞, 0] the upper semicontinuous concave conjugate of α
α∗(y) := inf
x∈Rm
+
(y · x− α(x)) , D(α∗) :=
{
y ∈ Rm+ : α∗(y) > −∞
}
. (2.24)
The function α∗ provides simple affine upper bounds for α
α(x) ≤ x · y − α∗(y) for every y ∈ D(α∗) (2.25)
and Fenchel duality yields
α(x) = inf
y∈Rm
+
(y · x− α∗(y)) = inf
y∈D(α∗)
(y · x− α∗(y)) . (2.26)
We will also use that
α∞(z) = inf
y∈D(α∗)
y · z . (2.27)
Friday 19th June, 2020 01:19 20
Indeed, on the one hand for every y ∈ D(α∗) and t > 0 we have that
α∞(z) ≤ 1
t
(α(tz)− α(0)) ≤ 1
t
(y · (tz)− α(0)− α∗(y)) ;
by the arbitrariness of t > 0, we conclude that α∞(z) ≤ y · z for every y ∈ D(α∗). On the
other hand, by (2.26) we have
α∞(z) = inf
t>0
α(tz)− α(0)
t
= inf
t>0
inf
y∈D(α∗)
y · (tz)− α∗(y)− α(0)
t
= inf
y∈D(α∗)
(
y · z + inf
t>0
−α∗(y)− α(0)
t
)
= inf
y∈D(α∗)
y · z,
where we have used that −α∗(y)− α(0) ≥ 0 since α(0) = infy∈D(α∗)(−α∗(y)).
For every Borel set B ⊂ Y , Jensen’s inequality yields (recall the notation µγ = dµdγγ)
α[µ|γ](B) ≤ α
(µγ(B)
γ(B)
)
γ(B) + α∞(µ⊥(B))
α[µ|γ](B) ≤ α(µ(B)) if α = α∞ is 1-homogeneous.
(2.28)
In fact, for every y, y′ ∈ D(α∗),
α[µ|γ](B) =
∫
B
α[µ|γ] ≤
∫
B
(
y · dµ
dγ
− α∗(y)
)
dγ +
∫
B
(
y′ · dµ
d|µ⊥|
)
d |µ⊥|
= y · µγ(B)− α∗(y)γ(B) + y′ · µ⊥(B).
Taking the infimum with respect to y and y′, and recalling (2.26) and (2.27), we find (2.28).
Choosing y = y′ in the previous formula we also obtain the linear upper bound
α[µ|γ] ≤ y · µ− α∗(y)γ for every y ∈ D(α∗). (2.29)
2.4. Disintegration and kernels. Let (X,A) and (Y,B) be measurable spaces and let(
κ(x, ·))
x∈X
be a A-measurable family of measures in M+(Y ), i.e.
for every B ∈ B, x 7→ κ(x,B) is A-measurable. (2.30)
We will set
κY (x) := κ(x, Y ), ‖κY ‖∞ := sup
x∈X
|κ|(x, Y ), (2.31)
and we say that κ is a bounded kernel if ‖κY ‖∞ is finite. If γ ∈M+(X) and
κY is γ-integrable, i.e.
∫
X
κ(x, Y ) γ(dx) < +∞, (2.32)
then Fubini’s Theorem [DM78, II, 14] shows that there exists a unique measure κγ(dx, dy) =
γ(dx)κ(x, dy) on (X × Y,A⊗B) such that
κγ(A×B) =
∫
A
κ(x,B) γ(dx) for every A ∈ A, B ∈ B. (2.33)
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If X = Y , the measure γ is called invariant if κγ has the same marginals; equivalently
y♯κγ(dy) =
∫
X
κ(x, dy)γ(dx) = κY (y)γ(dy), (2.34)
where y : E → V denotes the projection on the second component, cf. (3.1) ahead. We say
that γ is reversible if it satisfies the detailed balance condition, i.e. κγ is symmetric: s♯κγ =
κγ. The concepts of invariance and detailed balance correspond to the analogous concepts
in stochastic-process theory; see Section 3.1. It is immediate to check that reversibility
implies invariance.
If f : X × Y → R is a positive or bounded measurable function, then
the map x 7→ κf(x) :=
∫
Y
f(x, y)κ(x, dy) is A-measurable (2.35)
and ∫
X×Y
f(x, y)κγ(dx, dy) =
∫
X
(∫
Y
f(x, y) κ(x, dy)
)
γ(dx). (2.36)
Conversely, ifX, Y are standard Borel spaces, κ ∈M+(X×Y ) (with the product σ-algebra)
and the first marginal pX♯ κ of κ is absolutely continuous with respect to γ ∈M+(V ), then
we may apply the disintegration Theorem [Bog07, Corollary 10.4.15] to find a γ-integrable
kernel (κ(x, ·))x∈X such that κ = κγ .
We will often apply the above construction in two cases: when X = Y := V , the main
domain of our evolution problems (see Assumptions (Vπκ) below), and when X := I =
(a, b) is an interval of the real line endowed with the Lebesgue measure λ. In this case, we
will denote by t the variable in I and by (µt)t∈X a measurable family inM(Y ) parametrized
by t ∈ I:
if
∫
I
µt(Y ) dt < +∞ then we set µλ ∈M(I × Y ), µλ(dt, dy) = λ(dt)µt(dy). (2.37)
Lemma 2.4. If µn ∈ M(X) is a sequence converging to µ setwise and (κ(x, ·))x∈X is a
bounded measurable kernel in M+(Y ), then κµn → κµ setwise in M(X × Y,A⊗B).
If X, Y are Polish spaces and κ also satisfies the weak Feller property, i.e.
x 7→ κ(x, ·) is weakly continuous in M+(Y ), (2.38)
(where ‘weak’ means in duality with continuous bounded functions), then for every weakly
converging sequence µn → µ in M(X) we have κµn → κµ weakly as well.
Proof. If f : X × Y → R is a bounded A ⊗ B-measurable map, then by (2.35) also the
map κf is bounded and A-measurable so that
lim
n→+∞
∫
X×Y
f dκµn = lim
n→+∞
∫
X
κf dµn =
∫
X
κf dµ =
∫
X×Y
f dκµ,
showing the setwise convergence. The other statement follows by a similar argument. 
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3. Jump processes, large deviations, and their generalized gradient
structures
3.1. The systems of this paper. In the Introduction we described jump processes on V
with kernel κ, and showed that the evolution equation ∂tρt = Q
∗ρt for the law ρt of
the process is a generalized gradient flow characterized by a driving functional E and a
dissipation potential R∗.
The mathematical setup of this paper is slightly different. Instead of starting with an
evolution equation and proceeding to the generalized gradient system, our mathematical
development starts with the generalized gradient system; we then consider the equation
to be defined by this system. In this Section, therefore, we describe assumptions that we
make on E and R∗ that will allow us to set up the rigorous functional framework for the
evolution equation (1.9).
We first state the assumptions about the sets V of ‘vertices’ and E := V × V of ‘edges’.
‘Edges’ are identified with ordered pairs (x, y) of vertices x, y ∈ V . We will denote by
x, y : E → V and s : E → E the coordinate and the symmetry maps defined by
x(x, y) := x, y(x, y) := y, s(x, y) := (y, x) for every x, y ∈ V. (3.1)
Assumption (Vπκ). We assume that
(V,B, π) is a standard Borel measure space, π ∈M+(V ), (3.2)
(κ(x, ·))x∈V is bounded kernel in M+(V ) (see §2.4), satisfying the detailed-balance con-
dition ∫
A
κ(x,B) π(dx) =
∫
B
κ(y, A) π(dy) for all A,B ∈ B, (3.3)
and the uniform upper bound
‖κV ‖∞ = sup
x∈V
κ(x, V ) < +∞. (3.4)
The measure π ∈ M+(V ) often is referred to as the invariant measure, and it will be
stationary under the evolution generated by the generalized gradient system. By Fubini’s
Theorem (see § 2.4) we also introduce the measure ϑ on E given by
ϑ(dx dy) = κπ(dx, dy) = π(dx)κ(x, dy), ϑ(A×B) =
∫
A
κ(x,B) π(dx) . (3.5)
Note that the invariance of the measure π and the detailed balance condition (3.3) can be
rephrased in terms of ϑ as
x♯ϑ = y♯ϑ, s#ϑ = ϑ . (3.6)
Conversely, if we choose a symmetric measure ϑ ∈M+(E) such that
x♯ϑ≪ π, d(x♯ϑ)
dπ
≤ ‖κV ‖∞ < +∞ π-a.e. (3.7)
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then the disintegration Theorem [Bog07, Corollary 10.4.15] shows the existence of a bounded
measurable kernel (κ(x, ·))x∈X satisfying (3.3) and (3.5).
We next turn to the driving functional, which is given by the construction in (2.11) and
(2.12) for a superlinear density ψ = φ and for the choice γ = π.
Assumption (Eφ). The driving functional E : M+(V )→ [0,+∞] is of the form
E (ρ) := Fφ(ρ|π) =

∫
V
φ
(dρ
dπ
)
dπ if ρ≪ π,
+∞ otherwise,
(3.8)
with
φ ∈ C([0,+∞)) ∩ C1((0,+∞)), minφ = 0, and φ is convex
with superlinear growth at infinity. (3.9)
Under these assumptions the functional E is lower semicontinuous on M+(V ) both with
respect to the topology of setwise convergence, and any compatible weak topology (see
Lemma 2.3). A central example was already mentioned in the introduction, i.e. the
Boltzmann-Shannon entropy function
φ(s) = s log s− s+ 1, s ≥ 0. (3.10)
Finally, we state our assumptions on the dissipation.
Assumption (R∗Ψα). We assume that the dual dissipation density Ψ∗ satisfies
Ψ∗ : R→ [0,+∞) is convex, differentiable, even, with Ψ∗(0) = 0, and
lim
|ξ|→∞
Ψ∗(ξ)
|ξ| = +∞ .
 (3.11)
The flux density map α : [0,+∞) × [0,+∞) → [0,+∞), with α 6≡ 0, is continuous,
concave, symmetric:
α(u1, u2) = α(u2, u1) for all u1, u2 ∈ [0,+∞), (3.12)
and its recession function α∞ vanishes on the boundary of R2+:
for every u1, u2 ∈ R2+ : u1u2 = 0 =⇒ α∞(u1, u2) = 0. (3.13)
Note that since α is nonnegative, concave, and not trivially 0, it cannot vanish in the
interior of R2+, i.e.
u1u2 > 0 ⇒ α(u1, u2) > 0. (3.14)
The examples that we gave in the introduction of the cosh-type dissipation (1.17a) and the
quadratic dissipation (1.17b) both fit these assumptions; other examples are
α(u, v) = 1 and α(u, v) = u+ v.
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In some cases we will use an additional property, namely that α is positively 1-homogeneous,
i.e. α(λu1, λu2) = λα(u1, u2) for all λ ≥ 0. This 1-homogeneity is automatically sat-
isfied under the compatibility condition (1.13), with the Boltzmann entropy function
φ(s) = s log s− s+ 1.
Concaveness of α is a natural assumption in view of the convexity of R (cf. Remark
1.1 and Lemma 4.10 ahead), while 1-homogeneity will make the definition of R indepen-
dent of the choice of a reference measure. It is interesting to observe that the concavity
and symmetry conditions, that one has to naturally assume to ensure the aforementioned
properties of R, were singled out for the analog of the function α in the construction of
the distance yielding the quadratic gradient structure of [Maa11].
The choices for Ψ∗ above generate corresponding properties for the Legendre dual Ψ:
Lemma 3.1. Under Assumption (R∗Ψα), the function Ψ : R→ R is even and satisfies
0 = Ψ(0) < Ψ(s) < +∞ for all s ∈ R \ {0}. (3.15a)
Ψ is strictly convex, strictly increasing, and superlinear. (3.15b)
Proof. The superlinearity of Ψ∗ implies that Ψ(s) < +∞ for all s ∈ R, and similarly the
finiteness of Ψ∗ on R implies that Ψ is superlinear. Since Ψ∗ is even, Ψ is convex and
even, and therefore Ψ(s) ≥ Ψ(0) = supξ∈R[−Ψ∗(ξ)] = 0. Furthermore, since for all p ∈ R,
argmins∈R(Ψ(s) − ps) = ∂Ψ∗(p) (see e.g. [RW98, Thm. 11.8]) and Ψ∗ is differentiable at
every p, we conclude that argmins(Ψ(s) − ps) = {(Ψ∗)′(p)}; therefore each point of the
graph of Ψ is an exposed point. It follows that Ψ is strictly convex, and Ψ(s) > 0 for all
s 6= 0. 
As described in the introduction, we use Ψ, Ψ∗, and α to define the dual pair of dissipa-
tion potentials R and R∗, which for a couple of measures ρ = uπ ∈M+(V ) and j ∈M(E)
are formally given by
R(ρ, j) :=
1
2
∫
E
Ψ
(
2
dj
dνρ
)
dνρ, R
∗(ρ, ξ) :=
1
2
∫
E
Ψ∗(ξ) dνρ, (3.16)
with
νρ(dx dy) := α
(
u(x), u(y)
)
ϑ(dx dy) = α
(
u(x), u(y)
)
π(dx)κ(x, dy). (3.17)
This expression for the edge measure νρ also is implicitly present in the structure built in
[Maa11, Erb14]. The above definitions are made rigorous in Definition 4.9 and in (4.20)
below.
The three sets of conditions above, Assumptions (Vπκ), (Eφ), and (R∗Ψα), are the
main assumptions of this paper. Under these assumptions, the evolution equation (1.9)
may be linear or nonlinear in ρ. The equation coincides with the Forward Kolmogorov
equation (1.2) if and only if condition (1.13) is satisfied, as shown below.
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Calculation for (1.13). Let us call Q[ρ] the right-hand side of (1.9) and let us compute
〈Q[ρ], ϕ〉 = 〈− div[DξR∗(ρ,−∇φ′(dρ
dπ
))]
, ϕ
〉
for every ϕ ∈ Bb(V ) and ρ ∈M+(V ) with ρ≪ π. With u = dρdπ we thus obtain
〈Q[ρ], ϕ〉 = 〈DξR∗(ρ,−∇φ′(u)),∇ϕ〉
=
1
2
∫∫
E
(
Ψ∗
)′ (−∇φ′(u)(x, y))∇ϕ(x, y)νρ(dx, dy) . (3.18)
Recalling the definitions (3.17) of νρ and (1.11) of F, (3.18) thus becomes
〈Q[ρ], ϕ〉 = 1
2
∫∫
E
(
Ψ∗
)′(
φ′(u(x))−φ′(u(y)))∇ϕ(x, y)α(u(x), u(y))ϑ(dx, dy)
=
1
2
∫∫
E
F(u(x), u(y))
(
ϕ(x)− ϕ(y))ϑ(dx, dy) (3.19)
(∗)
=
∫∫
E
F(u(x), u(y))ϕ(x)ϑ(dx, dy) =
∫
V
ϕ(x)
(∫
V
F(u(x), u(y))κ(x, dy)
)
π(dx)
where for (∗) we used the symmetry of ϑ (i.e. the detailed-balance condition). This calcu-
lation justifies (1.12).
In the linear case of (1.2) it is immediate to see that
〈Q∗ρ, ϕ〉 = 〈ρ,Qϕ〉 =
∫∫
E
[ϕ(y)− ϕ(x)] κ(x, dy)ρ(dx)
=
1
2
∫∫
E
∇ϕ(x, y)[κ(x, dy)ρ(dx)− κ(y, dx)ρ(dy)]
=
1
2
∫∫
E
∇ϕ(x, y)[u(x)− u(y)]ϑ(dx, dy), (3.20)
Comparing (3.20) and (3.19) we obtain that F has to fulfill (1.13).
3.2. Derivation of the cosh-structure from large deviations. We mentioned in the
introduction that the choices
φ(s) = s log s− s+ 1, Ψ∗(ξ) = 4(cosh(ξ/2)− 1), and α(u, v) = √uv (3.21)
arise in the context of large deviations. In this section we describe this context. Throughout
this section we work under Assumptions (Vπκ), (Eφ), and (R∗Ψα), and since we are
interested in the choices above, we will also assume (3.21), implying that
νρ(dx dy) =
√
u(x)u(y)π(dx)κ(x, dy), if ρ = uπ ≪ π.
Consider a sequence of independent and identically distributed stochastic processes X i,
i = 1, 2, . . . on V , each described by the jump kernel κ, or equivalently by the generator
Q in (1.3). With probability one, a realization of each process has a countable number of
jumps in the time interval [0,+∞), and we write tik for the kth jump time of X i. We can
assume that X i is a ca`dla`g function of time.
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We next define the empirical measure ρn and the empirical flux jn by
ρn : [0, T ]→M+(V ), ρnt :=
1
n
n∑
i=1
δXit ,
jn ∈M+((0, T )×E), jn(dt dx dy) := 1
n
n∑
i=1
∞∑
k=1
δtik(dt)δ(Xit−,Xit)(dx dy),
where tik is the k
th jump time of X i, and X it− is the left limit (pre-jump state) of X
i at
time t. Equivalently, jn is defined by
〈jn, ϕ〉 := 1
n
n∑
i=1
∞∑
k=1
ϕ
(
tik, X
i
tik−
, X itik
)
, for ϕ ∈ Cb([0, T ]×E).
A standard application of Sanov’s theorem yields a large-deviation characterization of
the pair (ρn, jn) in terms of two rate functions I0 and I,
Prob
(
(ρn, jn) ≈ (ρ, j)) ∼ exp[−n(I0(ρ0) + I(ρ, j))], as n→∞.
The rate function I0 describes the large deviations of the initial datum ρ
n
0 ; this functional
is determined by the choices of the initial data of X i0 and is independent of the stochastic
process itself, and we therefore disregard it here.
The functional I characterizes the large-deviation properties of the dynamics of the pair
(ρn, jn) conditional on the initial state, and has the expression
I(ρ, j) =
∫ T
0
Fη(jt|ϑ−ρt) dt. (3.22)
In this expression we write ϑ−ρt for the measure ρt(dx)κ(x, dy) ∈ M(E) (see also (4.18)
ahead). The function η is the Boltzmann entropy function that we have seen above,
η(s) := s log s− s+ 1, for s ≥ 0,
and the functional Fη : M
+(E) ×M+(E) → [0,∞] is given by (2.11). Even though the
function η coincides in this section with φ, we choose a different notation to emphasize that
the roles of φ and η are different: the function φ defines the entropy of the system, which is
related to the large deviations of the empirical measures ρn in equilibrium (see [MPR14]);
the function η characterizes the large deviations of the time courses of ρn and jn.
Remark 3.2. Sanov’s theorem can be found in many references on large deviations
(e.g. [DZ98, Sec. 6.2]); the derivation of the expression (3.22) is fairly well known and
can be found in e.g. [MN08, Eq. (8)] or [KJZ18, App. A]. Instead of proving (3.22) we
give an interpretation of the expression (3.22) and the function η in terms of exponential
clocks. An exponential clock with rate parameter r has large-deviation behaviour given by
rη(·/r) (see [DZ98, Exercise 5.2.12] or [Mo¨r10, Th. 1.5]) in the following sense: for each
t > 0,
Prob
( ≈ βnt firings in time nt ) ∼ exp[−ntr η(β/r)] as n→∞.
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The expression (3.22) generalizes this to a field of exponential clocks, one for each
edge (x, y). In this case, the rescaled rate parameter r for the clock at edge (x, y) is
equal to ρt(dx)κ(x, dy), since it is proportional to the number of particles nρt(dx) at x and
to the rate of jump κ(x, dy) from x to y. The flux njt(dx dy) is the observed number of
jumps from x to y, corresponding to firings of the clock associated with the edge (x, y). In
this way, the functional I in (3.22) can be interpreted as characterizing the large-deviation
fluctuations in the clock-firings for each edge (x, y) ∈ E. 
The expression (3.22) leads to the functional L in (1.18) after a symmetry reduction,
which we now describe (see also [KJZ18, App. A]). Assuming that we are more interested
in the fluctuation properties of ρ than those of j, we might decide to minimize I(ρ, j) over
a class of fluxes j for a fixed choice of ρ. Here we choose to minimize over the class of
fluxes with the same skew-symmetric part,
Aj :=
{
j ′ ∈M([0, T ]×E) : j ′ − s#j ′ = j − s#j
}
.
By the form (1.23) of the continuity equation and the definition (1.6b) of the divergence
we have div j ′ = div j for all j ′ ∈ Aj , so that replacing j by j ′ preserves the continuity
equation.
Formal Lemma 3.3. The minimum of I(ρ, j ′ ) over all j ′ ∈ Aj is achieved for the ‘skew-
symmetrization’ j♭ = 1
2
(j − s#j), and for j♭ the result equals 12L :
inf
j′ ∈Aj
I(ρ, j ′ ) = inf
j′∈Aj
1
2
L (ρ, j ′ ) = 1
2
L (ρ, j♭). (3.23)
Consequently, for a given curve ρ : [0, T ]→M+(V ),
inf
j
{
I(ρ, j) : ∂tρ+ div j = 0
}
= inf
j
{
1
2
L (ρ, j) : ∂tρ+ div j = 0
}
,
and in this final expression the flux can be assumed to be skew-symmetric:
= inf
j
{
1
2
L
(
ρ, j
)
: ∂tρ+ div j = 0 and s#j = −j
}
.
This implies that the two functionals I and L can be considered to be the same, if one
is only interested in ρ, not in j. By the Contraction Principle (e.g. [DZ98, Sec. 4.2.1]) the
functional ρ 7→ infj I(ρ, j) = infj 12L (ρ, j) also can be viewed as the large-deviation rate
function of the sequence of empirical measures ρn.
The above lemma is only formal because we have not given a rigorous definition of the
functional L . While it would be possible to do so, using the construction of Lemma 2.3 and
the arguments of the proof below, actually the rest of this paper deals with this question
in a more detailed manner. In addition, at this stage this lemma only serves to explain
why we consider this specific class of functionals L . Therefore here we only give heuristic
arguments.
Proof. We assume throughout this (formal) proof that all measures are absolutely contin-
uous, strictly positive, and finite where necessary. Note that writing ρt = utπ we have
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ϑ−ρt(dx dy) = ut(x)ϑ(dx dy), and using (3.21) we therefore have√
ϑ−ρt s#ϑ
−
ρt (dx dy) =
√
ut(x)ut(y) ϑ(dx dy) = νρt(dx dy), and
log
ds#ϑ
−
ρt
dϑ−ρt
(x, y) = log
ut(y)
ut(x)
= ∇φ′(ut)(x, y).
For the length of this proof we write ηˆ for the perspective function corresponding to η (see
(2.14) in Lemma 2.3)
ηˆ(a, b) :=

a log
a
b
− a+ b if a, b > 0,
0 if a = 0,
+∞ if a > 0, b = 0.
We now rewrite infj′ ∈Aj I(ρ, j
′ ) as
inf
j′ ∈Aj
∫ T
0
∫∫
E
η
(
dj ′t
dϑ−ρt
)
dϑ−ρtdt = inf
j′ ∈Aj
∫ T
0
∫∫
E
ut η
(
1
ut
dj ′t
dϑ
)
dϑ dt
= inf
j′=ζϑ∈Aj
∫ T
0
∫∫
E
ηˆ
(
ζt(x, y), ut(x)
)
ϑ(dx, dy) dt
=
1
2
inf
j′=ζϑ∈Aj
∫ T
0
∫∫
E
{
ηˆ
(
ζt(x, y), ut(x)
)
+ ηˆ
(
ζt(y, x), ut(y)
)}
ϑ(dx, dy) dt.
Since ζ(x, y) − ζ(y, x) = d(j ′ − s#j ′ )/dϑ is constrained in Aj, we follow the expression
inside the second integral and set
ψ : R× [0,+∞)2 → [0,+∞], ψ(s ; c, d) := inf
a,b≥0
{[
ηˆ(a, c) + ηˆ(b, d)
]
: a− b = 2s
}
,
for which a calculation gives the explicit formula (for c, d > 0)
ψ(s ; c, d) =
√
cd
2
{
Ψ
(
2s√
cd
)
+Ψ∗
(
− log d
c
)}
+ s log
d
c
,
in terms of the function Ψ∗(ξ) = 4
(
cosh ξ/2− 1) and its Legendre dual Ψ. This minimiza-
tion corresponds to minimizing over all fluxes for which the ‘net flux’ j − s#j = 2j♭ is the
same; see e.g. [Ren18, KJZ18] for discussions.
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Let w♭(x, y) := (w(x, y)− w(y, x)) = d(2j♭)
dϑ
and αt := αt(x, y) =
√
ut(x)ut(y). We find
inf
j′ ∈Aj
∫ T
0
Fη
(
j ′t|ϑ−ρt
)
dt
=
1
2
∫ T
0
∫∫
E
ψ
(
1
2
w♭t(x, y) ; ut(x), ut(y)
)
ϑ(dx, dy)dt
=
1
2
∫ T
0
∫∫
E
{
αt
2
Ψ
(
w♭t
αt
)
+
αt
2
Ψ∗
(
−∇φ′(ut)
)
+
1
2
w♭t ∇φ′(ut)
}
dϑdt
=
1
2
∫ T
0
∫∫
E
1
2
{
Ψ
(
2dj♭t
dνρt
)
+Ψ∗
(
−∇φ′(ut)
)}
dνρt dt +
1
2
E (ρT )− 1
2
E (ρ0). (3.24)
In the last identity we used the fact that since div j♭t = −∂tρt, formally we have∫ T
0
∫∫
E
1
2
w♭t ∇φ′(ut) dϑdt =
∫ T
0
∫∫
E
∇φ′(ut) dj♭t dt =
∫ T
0
〈φ′(ut), ∂tρt〉 dt = E (ρT )−E (ρ0).
The expression on the right-hand side of (3.24) is one half times the functional L defined
in (1.18) (see also (1.21)). This proves that
inf
j′ ∈Aj
I(ρ, j ′ ) =
1
2
L
(
ρ, j♭
)
.
From convexity of Ψ and symmetry of νρ we deduce that L (ρ, j
♭) ≤ L (ρ, j) for any j; see
Remark 4.12. The identity L
(
ρ, j♭
)
= infj′ ∈Aj L (ρ, j
′ ) then follows immediately; this
proves (3.23).
To prove the second part of the Lemma, we write
inf
j
{
I(ρ, j) : ∂tρ+ div j = 0
}
= inf
j
{[
inf
j′∈Aj
I(ρ, j ′ )
]
: ∂tρ+ div j = 0
}
,
= inf
j
{[
inf
j′∈Aj
1
2
L (ρ, j ′ )
]
: ∂tρ+ div j = 0
}
,
= inf
j
{
1
2
L (ρ, j♭) : ∂tρ+ div j = 0
}
,
= inf
j
{
1
2
L (ρ, j♭) : ∂tρ+ div j
♭ = 0
}
.
This concludes the proof. 
4. Curves in M+(V )
A major challenge in any rigorous treatment of an equation such as (1.1) is finding a
way to deal with the time derivative. The Ambrosio-Gigli-Savare´ framework for metric-
space gradient systems, for instance, is organized around absolutely continuous curves.
These are a natural choice because on the one hand this class admits a ‘metric velocity’
that generalizes the time derivative, while on the other hand solutions are automatically
absolutely continuous by the superlinear growth of the dissipation potential.
Friday 19th June, 2020 01:19 30
For the systems of this paper, a similar role is played by curves such that the ‘action’∫
R dt is finite; we show below that the superlinearity of R(ρ, j) in j leads to similarly
beneficial properties. In order to exploit this aspect, however, a number of intermediate
steps need to be taken:
(a) We define the class CE(0, T ) of solutions (ρ, j) of the continuity equation (1.23)
(Definition 4.1).
(b) For such solutions, t 7→ ρt is continuous in the total variation distance (Corol-
lary 4.3).
(c) We give a rigorous definition of the functional R (Definition 4.9), and describe its
behaviour on absolutely continuous and singular parts of (ρ, j) (Lemma 4.10 and
Theorem 4.13).
(d) If the action functional
∫
R is finite along a solution (ρ, j) of the continuity equation
in [0, T ], then the property that ρt is absolutely continuous with respect to π at
some time t ∈ [0, T ] propagates to all the interval [0, T ] (Corollary 4.14).
(e) We prove a chain rule for the derivative of convex entropies along curves of finite R-
action (Theorem 4.16) and derive an estimate involving R and a Fisher-information-
like term (Corollary 4.20).
(f) If the action
∫
R is uniformly bounded along a sequence (ρn, jn) ∈ CE(0, T ), then
the sequence is compact in an appropriate sense (Proposition 4.21).
Once properties (a)–(f) have been established, the next step is to consider finite-action
curves that also connect two given values µ, ν, leading to the definition of the Dynamical-
Variational Transport (DVT) cost
W (τ, µ, ν) := inf
{∫ τ
0
R(ρt, jt) dt : (ρ, j) ∈ CE(0, τ), ρ0 = µ, ρτ = ν
}
. (4.1)
This definition is in the spirit of the celebrated Benamou-Brenier formula for the Wasser-
stein distance [BB00], generalized to a broader family of transport distances [DNS09a] and
to jump processes [Maa11, Erb14]. However, a major difference with those constructions
is that W also depends on the time variable τ and that W (τ, ·, ·) is not a (power of a)
distance, since Ψ is not, in general, positively homogeneous of any order. Indeed, when R
is p-homogeneous in j, for p ∈ (1,+∞), we have (see also the discussion at the beginning
of Sec. 7.1)
W (τ, µ, ν) =
1
τ p−1
W (1, µ, ν) =
1
pτ p−1
dp
R
(µ, ν), (4.2)
where dR is an extended distance and is a central object in the usual Minimizing-Movement
construction. In Section 7, the DVT cost W will replace the rescaled p-power of the distance
and play a similar role for the Minimizing-Movement approach.
For the rigorous construction of W ,
(g) we show that minimizers of (4.1) exist (Corollary 4.22);
(h) we establish properties of W that generalize those of the metric-space version (4.2)
(Theorem 4.26).
Finally,
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(i) we close the loop by showing that from a given functional W integrals of the form∫ b
a
R can be reconstructed (Proposition 4.27).
Throughout this section we adopt Assumptions (Vπκ) and (R∗Ψα).
4.1. The continuity equation. We now introduce the formulation of the continuity equa-
tion we will work with. Hereafter, for a given function µ : I → M(V ), or µ : I → M(E),
with I = [a, b] ⊂ R, we shall often write µt in place of µ(t) for a given t ∈ I and denote
the time-dependent function µ by (µt)t∈I . We will write λ for the Lebesgue measure on I.
The following definition mimics those given in [AGS08, Sec. 8.1] and [DNS09b, Def. 4.2].
Definition 4.1 (Solutions (ρ, j) of the continuity equation). Let I = [a, b] be a closed
interval of R. We denote by CE(I) the set of pairs (ρ, j) given by
• a family of time-dependent measures ρ = (ρt)t∈I ⊂M+(V ), and
• a measurable family (jt)t∈I ⊂ M(E) with
∫ T
0
|jt|(E) dt < +∞, satisfying the con-
tinuity equation
ρ˙+ div j = 0 in I × V, (4.3)
in the following sense:∫
V
ϕ dρt2 −
∫
V
ϕ dρt1 =
∫∫
J×E
∇ϕ djλ for all ϕ ∈ Bb(V ), J = [t1, t2] ⊂ I. (4.4)
where jλ(dt, dx, dy) := λ(dt)jt(dx, dy).
Given ρ0, ρ1 ∈M+(V ), we will use the notation
CE(I; ρ0, ρ1) :=
{
(ρ, j) ∈ CE(I) : ρ(a) = ρ0, ρ(b) = ρ1
}
.
Remark 4.2. The requirement (4.4) shows in particular that t 7→ ρt is continuous with
respect to the total variation metric. Choosing ϕ ≡ 1 in (4.4), one immediately finds that
the total mass ρt(V ) is constant in I. (4.5)
By the disintegration theorem, it is equivalent to assign the measurable family (jt)t∈I in
M(E) or the measure jλ in M(I × E). 
We can in fact prove a more refined property. The proof of the Corollary below is
postponed to Appendix A.
Corollary 4.3. If (ρ, j) ∈ CE(0, T ), then there exist a common dominating measure γ ∈
M+(V ) (i.e., ρt ≪ γ for all t ∈ [a, b]), and an absolutely continuous map u˜ : [a, b] →
L1(V, γ) such that ρt = u˜tγ ≪ γ for every t ∈ [a, b].
The interpretation of the continuity equation in Definition 4.1—in duality with all
bounded measurable functions—is quite strong, and in particular much stronger than the
more common continuity in duality with continuous and bounded functions. However, this
continuity equation can be recovered starting from a much weaker formulation. The fol-
lowing result illustrates this; it is a translation of [AGS08, Lemma 8.1.2] (cf. also [DNS09b,
Lemma 4.1]) to the present setting. The proof adapts the argument for [AGS08, Lemma
8.1.2] and is given in Appendix A.
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Lemma 4.4 (Continuous representative). Let (ρt)t∈I ⊂M+(V ) and (jt)t∈I be measurable
families that are integrable with respect to λ and let τ be any separable and metrizable
topology inducing B. If
−
∫ T
0
η′(t)
(∫
V
ζ(x)ρt(dx)
)
dt =
∫ T
0
η(t)
(∫∫
E
∇ζ(x, y) jt(dx dy)
)
dt , (4.6)
holds for every η ∈ C∞c ((a, b)) and ζ ∈ Cb(V, τ), then there exists a unique curve I ∋
t 7→ ρ˜t ∈ M+(V ) such that ρ˜t = ρt for λ-a.e. t ∈ I. The curve ρ˜ is continuous in the
total-variation norm with estimate
‖ρ˜t2 − ρ˜t1‖TV ≤ 2
∫ t2
t1
|jt|(E) dt for all t1 ≤ t2, (4.7)
and satisfies∫
V
ϕ(t2, ·) dρ˜t2 −
∫
V
ϕ(t1, ·) dρ˜t1 =
∫ t2
t1
∫
V
∂tϕ dρ˜t dt+
∫
J×E
∇ϕ djλ (4.8)
for all ϕ ∈ C1(I; Bb(V )) and J = [t1, t2] ⊂ T .
Remark 4.5. In (4.4) we can always replace j with the positive measure j+ := (j −
s#j)+ = (2j
♭)+, since div j = div j
+ (see Lemma A.1); therefore we can assume without
loss of generality that j is a positive measure. 
As another immediate consequence of (4.4), the concatenation of two solutions of the
continuity equation is again a solution; the result below also contains a statement about
time rescaling of the solutions, whose proof follows from trivially adapting that of [AGS08,
Lemma 8.1.3] and is thus omitted.
Lemma 4.6 (Concatenation and time rescaling). (1) Let (ρi, ji) ∈ CE(0, Ti), i = 1, 2,
with ρ1T1 = ρ
2
0. Define (ρt, jt)t∈[0,T1+T2] by
ρt :=
{
ρ1t if t ∈ [0, T1],
ρ2t−T1 if t ∈ [T1, T1 + T2],
jt :=
{
j1t if t ∈ [0, T1],
j2t−T1 if t ∈ [T1, T1 + T2] .
Then, (ρ, j) ∈ CE(0, T1 + T2).
(2) Let t : [0, Tˆ ] → [0, T ] be strictly increasing and absolutely continuous, with inverse
s : [0, T ]→ [0, Tˆ ]. Then, (ρ, j) ∈ CE(0, T ) if and only if ρˆ := ρ ◦ t and jˆ := t′(j◦t)
fulfill (ρˆ, jˆ) ∈ CE(0, Tˆ ).
4.2. Definition of the dissipation potential R. In this section we give a rigorous
definition of the dissipation potential R, following the formal descriptions above. In the
special case when ρ and j are absolutely continuous, i.e.
ρ = uπ ≪ π and 2j = wϑ≪ ϑ, (4.9)
we set
E ′ := {(x, y) ∈ E : α(u(x), u(y)) > 0}, (4.10)
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and in this case we can define the functional R by the direct formula
R(ρ, j) =

1
2
∫
E′
Ψ
( w(x, y)
α(u(x), u(y))
)
α(u(x), u(y))ϑ(dx, dy) if |j|(E \ E ′) = 0,
+∞ if |j|(E \ E ′) > 0.
(4.11)
Recalling the definition of the perspective function Ψˆ (2.14), we can also write (4.11) in
the equivalent and more compact form
R(ρ, j) =
1
2
∫∫
E
Ψˆ
(
w(x, y),α(u(x), u(y))
)
ϑ(dx, dy), 2j = wϑ . (4.12)
so that it is natural to introduce the function Υ : [0,+∞)× [0,+∞)× R→ [0,+∞],
Υ(u, v, w) := Ψˆ(w,α(u, v)), (4.13)
observing that
R(ρ, j) =
1
2
∫∫
E
Υ(u(x), u(y), w(x, y))ϑ(dx, dy) for 2j = wϑ. (4.14)
Lemma 4.7. The function Υ : [0,+∞)× [0,+∞)× R→ [0,+∞] defined above is convex
and lower semicontinuous, with recession functional
Υ∞(u, v, w) = Ψˆ(w,α∞(u, v)) =

Ψ
(
w
α∞(u, v)
)
α∞(u, v) if α∞(u, v) > 0
0 if w = 0
+∞ if w 6= 0 and α∞(u, v) = 0.
(4.15)
For any u, v ∈ [0,∞) with α∞(u, v) > 0, the map w 7→ Υ(u, v, w) is strictly convex.
If α is positively 1-homogeneous then Υ is positively 1-homogeneous as well.
Proof. Note that Υ may be equivalently represented in the form
Υ(u, v, w) = sup
ξ∈R
{
ξw − α(u, v)Ψ∗(ξ)} =: sup
ξ∈R
fξ(u, v, w) . (4.16)
The convexity of fξ for each ξ ∈ R readily follows from its linearity in w and the convexity of
−α in (u, v). Therefore, Υ is convex and lower semicontinuous as the pointwise supremum
of a family of convex continuous functions.
The characterization (4.15) of Υ∞ follows from observing that Υ(0, 0, 0) = Ψˆ(0, 0) = 0
and using the 1-homogeneity of Ψˆ:
lim
t→+∞
t−1Υ(tu, tv, tw) = lim
t→+∞
t−1Ψˆ
(
tw,α(tu, tv)
)
= lim
t→+∞
Ψˆ
(
w, t−1α(tu, tv)
)
= Ψˆ
(
w,α∞(u, v)
)
,
where the last equality follows from the continuity of r 7→ Ψˆ(w, r) for all w ∈ R.
The strict convexity of w 7→ Υ(u, v, w) for any u, v ∈ [0,∞) with α∞(u, v) > 0 follows
directly from the strict convexity of Ψ (cf. Lemma 3.1). 
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The choice (4.14) provides a rigorous definition of R for couples of measures (ρ, j) that
are absolutely continuous with respect to π and ϑ. In order to extend R to pairs (ρ, j)
that are not absolutely continuous, it is useful to interpret the measure
νρ(dx, dy) := α(u(x), u(y))ϑ(dx, dy) (4.17)
in the integral of (4.11) in terms of a suitable concave transformation as in (2.22) of two
couplings generated by ρ. We therefore introduce the measures
ϑ−ρ (dx dy) := ρ(dx)κ(x, dy), ϑ
+
ρ (dx dy) := ρ(dy)κ(y, dx) = s#ϑ
−
ρ (dx dy), (4.18)
observing that
ρ = uπ ≪ π =⇒ ϑ±ρ ≪ ϑ,
dϑ−ρ
dϑ
(x, y) = u(x),
dϑ+ρ
dϑ
(x, y) = u(y). (4.19)
We thus obtain that (4.17), (4.11) and (4.14) can be equivalently written as
νρ = α[ϑ
−
ρ ,ϑ
+
ρ |ϑ], R(ρ, j) =
1
2
FΨ(2j|νρ) , (4.20)
where α[ϑ−ρ ,ϑ
+
ρ |ϑ] stands for α[(ϑ−ρ ,ϑ+ρ )|ϑ], and the functional Fψ(·|·) is from (2.11), and
also
R(ρ, j) =
1
2
FΥ(ϑ
−
ρ ,ϑ
+
ρ , 2j|ϑ) , (4.21)
again writing for shorter notation FΥ(ϑ
−
ρ ,ϑ
+
ρ , 2j|ϑ) in place of FΥ((ϑ−ρ ,ϑ+ρ , 2j)|ϑ).
Therefore we can use the same expressions (4.20) and (4.21) to extend the functional
R to measures ρ and j that need not be absolutely continuous with respect to π and ϑ;
the next lemma shows that they provide equivalent characterizations. We introduce the
functions u± : E → R, adopting the notation
u− := u ◦ x and u+ := u ◦ y,
or equivalently u−(x, y) := u(x), u+(x, y) := u(y). (4.22)
(Recall that x and y denote the coordinate maps from E to V ).
Lemma 4.8. For every ρ ∈M+(V ) and j ∈M(E) we have
FΥ(ϑ
−
ρ ,ϑ
+
ρ , 2j|ϑ) = FΨ(2j|νρ). (4.23)
If ρ = ρa + ρ⊥ and j = ja + j⊥ are the Lebesgue decompositions of ρ and j with respect
to π and ϑ, respectively, we have
FΥ(ϑ
−
ρ ,ϑ
+
ρ , 2j|ϑ) = FΥ(ϑ−ρa ,ϑ+ρa , 2ja|ϑ) + FΥ∞(ϑ−ρ⊥ ,ϑ+ρ⊥ , 2j⊥). (4.24)
Proof. Let us consider the Lebesgue decomposition ρ = ρa + ρ⊥, ρa = uπ, and a corre-
sponding partition of V in two disjoint Borel sets R,P such that ρa = ρ R, ρ⊥ = ρ P
and π(P ) = 0, which yields
ϑ±ρ = ϑ
±
ρa + ϑ
±
ρ⊥
, ϑ±ρa ≪ ϑ, ϑ−ρ⊥ := ϑ−ρ P × V , ϑ+ρ⊥ := ϑ+ρ V × P . (4.25)
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Since ϑ(P × V ) = ϑ(V × P ) ≤ ‖κV ‖∞π(P ) = 0, ϑ±ρ⊥ are singular with respect to ϑ.
Let us also consider the Lebesgue decomposition j = ja+ j⊥ of j with respect to ϑ. We
can select a measure ς ∈M+(E) such that ϑ±ρ⊥ = z±ς ≪ ς, j⊥ ≪ ς and ς ⊥ ϑ, obtaining
νρ = α[ϑ
−
ρ ,ϑ
+
ρ |ϑ] = ν1ρ + ν2ρ, ν1ρ := α(u−, u+)ϑ, ν2ρ := α∞(z−, z+)ς. (4.26)
Since j ≪ ϑ+ ς, we can decompose
2j = wϑ+ w′ς, (4.27)
and by the additivity property (2.17) we obtain
FΨ(2j|νρ) = FΨˆ(2j,νρ) = FΨˆ(wϑ,ν1ρ) + FΨˆ(w′ς,ν2ρ)
(∗)
=
∫∫
E
Υ(u(x), u(y), w(x, y))ϑ(dx, dy) +
∫∫
E
Υ∞(z−(x, y), z+(x, y), w′(x, y)) ς(dx, dy)
= FΥ(ϑ
−
ρa ,ϑ
+
ρa , 2j
a|ϑ) + FΥ∞(ϑ−ρ⊥,ϑ+ρ⊥, 2j⊥) = FΥ(ϑ−ρ ,ϑ+ρ , 2j|ϑ).
(4.28)
Indeed, identity (*) follows from the fact that, since Ψˆ is 1-homogeneous,
FΨˆ(wϑ,ν
1
ρ) =
∫∫
E
Ψˆ
(
d(wϑ,ν1ρ)
dγ
)
dγ
for every γ ∈ M+(E) such that wϑ ≪ γ and ν1ρ ≪ γ, cf. (2.13). Then, it suffices to
observe that wϑ ≪ ϑ and ν1ρ ≪ ϑ with dν
1
ρ
dϑ
= α(u−, u+). The same argument applies to
FΨˆ(w
′ς,ν2ρ), cf. also Lemma 2.3(3). 
Definition 4.9. The dissipation potential R : M+(V )×M(E)→ [0,+∞] is defined by
R(ρ, j) :=
1
2
FΥ(ϑ
−
ρ ,ϑ
+
ρ , 2j|ϑ) =
1
2
FΨ(2j|νρ). (4.29)
where ϑ±ρ are defined by (4.18). If α is 1-homogeneous, then R(ρ, j) is independent of ϑ.
Lemma 4.10. Let ρ = ρa + ρ⊥ ∈ M+(V ) and j = ja + j⊥ ∈ M(E), with ρa = uπ,
2ja = wϑ, and ρ⊥, j⊥ as in Lemma 4.8, satisfy R(ρ, j) < +∞, and let P ∈ B(V ) be a
π-negligible set such that ρ⊥ = ρ P .
(1) We have |j|(P × (V \ P )) = |j|((V \ P )× P ) = 0, j⊥ = j (P × P ), and
R(ρ, j) = R(ρa, ja) +
1
2
FΥ∞(ϑ
−
ρ⊥
,ϑ+
ρ⊥
, 2j⊥). (4.30)
In particular, if α is 1-homogeneous we have the decomposition
R(ρ, j) = R(ρa, ja) + R(ρ⊥, j⊥). (4.31)
(2) If ρ ≪ π or α is sub-linear, i.e. α∞ ≡ 0, or κ(x, ·) ≪ π for every x ∈ V , then
j ≪ ϑ and j⊥ ≡ 0. In any of these three cases, R(ρ, j) = R(ρa, j), and setting E ′
as in (4.10) we have w = 0 ϑ-a.e. on E \ E ′, and (4.11) holds.
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(3) Furthermore, R is convex and lower semicontinuous with respect to setwise con-
vergence in (ρ, j). If κ satisfies the weak Feller property, then R is also lower
semicontinuous with respect to weak convergence in duality with continuous bounded
functions.
Proof. (1) Equation (4.30) is an immediate consequence of (4.24).
To prove the properties of j, set R = V \P for convenience. By using the decompositions
j = wϑ + w′ς and ϑ±ρ = ϑ
±
ρa + ϑ
±
ρ⊥ = ϑ
±
ρa + z
±ς introduced in the proof of the previous
Lemma, the definition (4.25) implies that ϑ+ρ⊥(P ×R) = 0, so that z+ = 0 ς-a.e. in P ×R;
analogously z− = 0 ς-a.e. in R × P . By (3.13) we find that α∞(z−, z+) = 0, ς-a.e. in
(P × R) ∪ (R × P ) and therefore w′ = 0 as well, since Υ∞(z−, z+, w′) < +∞ ς-a.e (see
(4.28)). We eventually deduce that j⊥ = j P × P .
(2) When ρ ≪ π we can choose P = ∅ so that j⊥ = j P = 0. When α is sub-linear
then νρ ≪ ϑ so that j ≪ ϑ since Ψ is superlinear.
If κ(x, ·)≪ π for every x ∈ V , then y♯ϑ−ρ⊥ ≪ π and x♯ϑ+ρ⊥ ≪ π, so that ϑ±ρ⊥(P ×P ) = 0,
since P is π-negligible. We deduce that j⊥(P × P ) = 0 as well.
(3) The convexity of R follows by the convexity of the functional FΥ. The lower
semicontinuity follows by combining Lemma 2.4 with Lemma 2.3. 
Corollary 4.11. Let π1, π2 ∈M+(V ) be mutually singular measures satisfying the detailed
balance condition with respect to κ, and let ϑi = κπi be the corresponding symmetric
measures in M+(E) (see Section 2.4). For every pair (ρ, j) with ρ = ρ1 + ρ2, j = j1 + j2
for ρi ≪ πi and ji ≪ ϑi, we have
R(ρ, j) = R1(ρ1, j1) + R2(ρ2, j2), (4.32)
where Ri is the dissipation functional induced by ϑi. When α is 1-homogeneous, Ri = R.
4.3. Curves with finite R-action. In this section, we study the properties of curves
with finite R-action, i.e., elements of
A(a, b) :=
{
(ρ, j) ∈ CE(a, b) :
∫ b
a
R(ρt, jt) dt < +∞
}
. (4.33)
The finiteness of the R-action leads to the following remarkable property: A curve (ρ, j)
with finite R-action can be separated into two mutually singular curves (ρa, ja), (ρ⊥, j⊥) ∈
A(a, b) that evolve independently, and contribute independently to R. Consequently, finite
R-action preserves π-absolute continuity of ρ: if ρt ≪ π at any t, then ρt ≪ π at all t.
These properties and others are proved in Theorem 4.13 and Corollary 4.14 below.
Remark 4.12. If (ρ, j) ∈ A(a, b) then the ‘skew-symmetrization’ j♭ = (j − s#j)/2 of j
gives rise to a pair (ρ, j♭) ∈ A(a, b) as well, and it has lower R-action:∫ b
a
R(ρt, j
♭
t) dt ≤
∫ b
a
R(ρt, jt) dt.
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This follows from the convexity of w 7→ Υ(u1, u2, w), the symmetry of (u1, u2) 7→ Υ(u1, u2, w),
and the invariance of the continuity equation (4.3) under the ‘skew-symmetrization’ j 7→ j♭
(cf. also the calculations in the proof of Corollary 4.20). As a result, we can often assume
without loss of generality that a flux j is skew-symmetric, i.e. that s#j = −j. 
Theorem 4.13. Let (ρ, j) ∈ A(a, b) and let us consider the Lebesgue decompositions ρt =
ρat + ρ
⊥
t and jt = j
a
t + j
⊥
t of ρt with respect to π and of jt with respect to ϑ.
(1) We have (ρa, ja) ∈ A(a, b) with∫ b
a
R(ρat , j
a
t ) dt ≤
∫ b
a
R(ρt, jt) dt. (4.34)
In particular t 7→ ρat (V ) and t 7→ ρ⊥t (V ) are constant.
(2) If α is 1-homogeneous then also (ρ⊥, j⊥) ∈ A(a, b) and∫ b
a
R(ρat , j
a
t ) dt+
∫ b
a
R(ρ⊥t , j
⊥
t ) dt =
∫ b
a
R(ρt, jt) dt. (4.35)
(3) If α is sub-linear or κ(x, ·) ≪ π for every x ∈ V , then ρ⊥t is constant in [a, b] and
j⊥ ≡ 0.
Proof. (1) Let γ ∈ M+(V ) be a dominating measure for the curve ρ according to Corol-
lary 4.3 and let us denote by γ = γa + γ⊥ the Lebesgue decomposition of γ with respect
to π; we also denote by P ∈ B(V ) a π-negligible Borel set such that γ⊥ = γ P . Set-
ting R := V \ P , since ρt ≪ γ we thus obtain ρat = ρt R, ρ⊥t = ρt P . By Lemma
4.10 for λ-a.e. t ∈ (a, b) we obtain j⊥t = j (P × P ) and jat = j (R × R) with
|jt|(R × P ) = |jt|(P × R) = 0. For every function ϕ ∈ Bb we have ∇(ϕχR) ≡ 0 on
P × P so that we get∫
V
ϕ dρat2 −
∫
V
ϕ dρat1 =
∫
R
ϕ dρt2 −
∫
R
ϕ dρt1 =
∫ t2
t1
∫∫
E
∇(ϕχR) d(jat + j⊥t ) dt
=
∫ t2
t1
∫∫
R×R
∇(ϕχR) djat dt =
∫ t2
t1
∫∫
E
∇ϕ djat dt,
showing that (ρa, ja) belongs to CE(a, b). Estimate (4.34) follows by (4.30). From Lemma 4.4
we deduce that ρat (V ) and ρ
⊥
t (V ) are constant.
(2) This follows by the linearity of the continuity equation and (4.31).
(3) If α is sub-linear or κ(x, ·) ≪ π for every x ∈ V , then Lemma 4.10 shows that
j⊥ ≡ 0. Since by linearity (ρ⊥, j⊥) ∈ CE(a, b), we deduce that ρ⊥t is constant. 
Corollary 4.14. Let (ρ, j) ∈ A(a, b). If there exists t0 ∈ [a, b] such that ρt0 ≪ π, then we
have ρt ≪ π for every t ∈ [a, b], j⊥ ≡ 0, and div jt ≪ π for λ-a.e. t ∈ (a, b). In particular,
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there exists an absolutely continuous and a.e. differentiable map u : [a, b] → L1(V, π) and
a map w ∈ L1(E, λ⊗ ϑ) such that
2jλ = wλ⊗ ϑ, ∂tut(x) =
1
2
∫
V
(
wt(y, x)− wt(x, y)
)
κ(x, dy) for a.e. t ∈ (a, b). (4.36)
Moreover there exists a measurable map ξ : (a, b) × E → R such that w = ξα(u−, u+)
λ⊗ ϑ-a.e. and
R(ρt, jt) =
1
2
∫∫
E
Ψ(ξt(x, y))α(ut(x), ut(y))ϑ(dx, dy) for a.e. t ∈ (a, b). (4.37)
If w is skew-symmetric, then ξ is skew-symmetric as well and (4.36) reads as
∂tut(x) =
∫
V
wt(y, x) κ(x, dy) =
∫
V
ξt(y, x)α(ut(x), ut(y)) κ(x, dy) a.e. in (a, b). (4.38)
Remark 4.15. Relations (4.36) and (4.38) hold both in the sense of a.e. differentiability
of maps with values in L1(V, π) and pointwise a.e. with respect to x ∈ V : more precisely,
there exists a set U ⊂ V of full π-measure such that for every x ∈ U the map t 7→ ut(x)
is absolutely continuous and equations (4.36) and (4.38) hold for every x ∈ U , a.e. with
respect to t ∈ (0, T ). 
Proof. The first part of the statement is an immediate consequence of Theorem 4.13, which
yields ρ⊥t (V ) = 0 for every t ∈ [a, b]. We can thus write 2j = w(λ⊗ϑ) for some measurable
map w : (a, b) × E → R. Moreover div j ≪ λ ⊗ π, since s♯j ≪ s♯(λ ⊗ ϑ) = λ ⊗ ϑ, and
therefore
2j♭ = j − s♯j ≪ λ⊗ ϑ =⇒ div j = x♯(2j♭)≪ x♯(λ⊗ ϑ)≪ λ⊗ π. (4.39)
Setting zt = d(div jt)/dπ we get for a.e. t ∈ (a, b)
∂tut = −zt,
−2
∫
V
ϕ zt dπ =
∫∫
E
(ϕ(y)− ϕ(x))wt(x, y)ϑ(dx, dy) =
∫∫
E
ϕ(x)(wt(y, x)− wt(x, y))ϑ(dx, dy)
=
∫
V
ϕ(x)
(∫
V
(wt(y, x)− wt(x, y))κ(x, dy)
)
π(dx),
The existence of ξ and formula (4.37) follow from Lemma 4.10(2). 
4.4. Chain rule for convex entropies. Let us now consider a continuous convex function
β : R+ → R+ that is differentiable in (0,+∞). The main choice for β will be the function φ
that appears in the definition of the driving functional E (see Assumption (Eφ)), and the
example of the Boltzmann-Shannon entropy function (3.10) illustrates why we only assume
differentiability away from zero.
By setting β′(0) = limr↓0 β
′(r) ∈ [−∞,+∞), we define the function Aβ : R+ × R+ →
[−∞,+∞] by
Aβ(u, v) :=
{
β′(v)− β′(u) if u, v ∈ R+ × R+ \ {(0, 0)},
0 if u = v = 0.
(4.40)
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Note that Aβ is continuous (with extended real values) in R+×R+\{(0, 0)} and is finite and
continuous whenever β′(0) > −∞. When β′(0) = −∞ we have Aβ(0, v) = −Aβ(u, 0) =
+∞ for every u, v > 0.
In the following we will adopt the convention
| ±∞| = +∞, a · (+∞) :=

+∞ if a > 0,
0 if a = 0,
−∞ if a < 0
a · (−∞) = −a · (+∞), (4.41)
for every a ∈ [−∞,+∞] and, using this convention, we define the extended valued function
Bβ : R+ × R+ × R→ [−∞,+∞] by
Bβ(u, v, w) := Aβ(u, v)w. (4.42)
We want to study the differentiability properties of the functional Fβ(·|π) along solutions
(ρ, j) ∈ CE(I) of the continuity equation. Note that if β is superlinear and Fβ is finite
at a time t0 ∈ I, then Corollary 4.14 shows that ρt ≪ π for every t ∈ I. If β has linear
growth then
Fβ(ρt|π) =
∫
V
β(ut) dπ + β
∞(1)ρ⊥(V ), ρt = utπ + ρ
⊥
t , (4.43)
where we have used that t 7→ ρ⊥t (V ) is constant. Thus, we are reduced to studying Fβ
along (ρa, ja), which is still a solution of the continuity equation. The absolute continuity
property of ρt with respect to π is therefore quite a natural assumption in the next result.
Theorem 4.16 (Chain rule I). Let (ρ, j) ∈ A(a, b) with ρt = utπ ≪ π and let 2j♭ =
j − s♯j = w♭λ⊗ ϑ as in Corollary 4.14 satisfy∫
V
β(ua) dπ < +∞,
∫ b
a
∫∫
E
(
Bβ(ut(x), ut(y), w
♭
t(x, y))
)
+
ϑ(dx, dy) dt < +∞ (4.44)
Then the map t 7→ ∫
V
β(ut) dπ is absolutely continuous in [a, b], the map Bβ(u
−, u+, w♭) is
λ⊗ ϑ-integrable and
d
dt
∫
V
β(ut) dπ =
1
2
∫∫
E
Bβ(ut(x), ut(y), w
♭
t(x, y))ϑ(dx, dy) for a.e. t ∈ (a, b). (4.45)
Remark 4.17. At first sight condition (4.44) on the positive part of Bβ is remarkable:
we only require the positive part of Bβ to be integrable, but in the assertion we obtain
integrability of the negative part as well. This integrability arises from the combination of
the upper bound on
∫
V
β(ua) dπ in (4.44) with the lower bound β ≥ 0. 
Proof. Step 1: Chain rule for an approximation. Define for k ∈ N an approximation βk of
β as follows: Let β′k(σ) := max{−k,min{β′(σ), k}} be the truncation of β′ to the interval
[−k, k]. Due to the assumptions on β, we may assume that β achieves a minimum at the
point s0 ∈ [0,+∞). Now set βk(s) := β(s0) +
∫ s
s0
β′k(σ) dσ. Note that βk is differentiable
and globally Lipschitz, and converges monotonically to β(s) for all s ≥ 0 as k →∞.
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For each k ∈ N and t ∈ [a, b] we define
Sk(t) :=
∫
V
βk(ut) dπ, S(t) :=
∫
V
β(ut) dπ.
By convexity and Lipschitz continuity of βk, we have that
βk(ut(x))− βk(us(x)) ≤ β′k(ut(x))(ut(x)− us(x)) ≤ k|ut(x)− us(x)| .
Hence, we deduce by Corollary 4.14 that for every a ≤ s < t ≤ b
Sk(t)− Sk(s) =
∫
V
[
βk(ut(x))− βk(us(x))
]
π(dx)
≤ k‖ut − us‖L1(V ;π) ≤ k
∫ t
s
‖∂rur‖L1(V ;π) dr.
We conclude that the function t 7→ Sk(t) is absolutely continuous. Let us pick a point
t ∈ (a, b) of differentiability for t 7→ Sk(t): it easy to check that
d
dt
Sk(t) =
∫
V
β′k(ut) ∂tut dπ =
1
2
∫∫
E
∇β′k(ut)w♭t dϑ ,
which by integrating over time yields
Sk(t)− Sk(s) = 1
2
∫ t
s
∫∫
E
∇β′k(ur)w♭r dϑ dr for all a ≤ s ≤ t ≤ b. (4.46)
Step 2: The limit k →∞. Since 0 ≤ β′′k ≤ β′′ we have
0 ≤ Aβk(u, v) = β′k(v)− β′k(u) ≤ β′(v)− β′(u) = Aβ(u, v) whenever 0 ≤ u ≤ v (4.47)
and
|β′k(v)− β′k(u)| ≤ |Aβ(u, v)| for every u, v ∈ R+. (4.48)
We can thus estimate the right-hand side in (4.46)
(Bk)+ =
(∇β′k(u)w♭)+ ≤ (Aβ(u−, u+)w♭)+ = B+ (4.49)
where we have used the short-hand notation
Bk(r, x, y) = Bβk(ur(x), ur(y), w
♭
r(x, y)), B(r, x, y) := Bβ(ur(x), ur(y), w
♭
r(x, y)). (4.50)
Assumption (4.44) implies that the right-hand side in (4.49) is an element of L1([a, b] ×
E;λ⊗ ϑ), so that in particular B+ ∈ R for (λ⊗ ϑ)-a.e. (t, x, y).
Moreover, (4.46) yields∫ b
a
∫∫
E
(Bk)− dϑλ =
∫ b
a
∫∫
E
(Bk)+ dϑλ + Sk(a)− Sk(b)
≤
∫ b
a
∫∫
E
(B)+ dϑλ + S(a) < +∞. (4.51)
Note that the sequence k 7→ (Bk)− is definitely 0 or is monotonically increasing to B−.
Beppo Levi’s Monotone Convergence Theorem and the uniform estimate (4.51) then yields
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that B− ∈ L1((a, b)×E, λ⊗ϑ), thus showing that Bβ(u−, u+, w♭) is (λ⊗ϑ)-integrable as
well.
We can thus pass to the limit in (4.46) as k → +∞ and we have
lim
k→+∞
∇β′k(u)w♭ = B λ⊗ ϑ-a.e. in (a, b)× E. (4.52)
The identity (4.52) is obvious if β′(0) is finite, and if β′(0) = −∞ then it follows by
the upper bound (4.49) and the fact that the right-hand side of (4.49) is finite almost
everywhere.
The Dominated Convergence Theorem then implies that∫ t
s
∫∫
E
∇β′k(ur)w♭r dϑ dr −→
∫ t
s
∫∫
E
B dϑdr as k →∞ .
By the monotone convergence theorem S(t) = limk→+∞ Sk(t) ∈ [0,+∞] for all t ∈ [a, b]
and the limit is finite for t = 0. For all t ∈ [a, b], therefore,
S(t) = S(a) +
1
2
∫ t
a
∫∫
E
B dϑ dr,
which shows that S is absolutely continuous and (4.45) holds. 
We now introduce three functions associated with the (general) continuous convex func-
tion β : R+ → R+, differentiable in (0,+∞), that we have considered so far, and whose
main example will be the entropy density φ from (3.9). Recalling the definition (4.40),
the convention (4.41), and setting Ψ∗(±∞) := +∞, let us now introduce the functions
D+β ,D
−
β ,Dβ : R
2
+ → [0,+∞]
D−β (u, v) := Ψ
∗(Aβ(u, v))α(u, v) (4.53a)
=
{
Ψ∗(Aβ(u, v))α(u, v) if α(u, v) > 0,
0 otherwise,
D+β (u, v) :=

Ψ∗(Aβ(u, v))α(u, v) if α(u, v) > 0,
0 if u = v = 0,
+∞ otherwise, i.e. if α(u, v) = 0, u 6= v,
(4.53b)
Dβ(·, ·) := the lower semicontinuous envelope of D+β in R2+. (4.53c)
The function Dφ corresponding to the choice β = φ shall feature in the (rigorous) definition
of the Fisher information functional D , cf. (5.1) ahead. Nonetheless, it is significant to
introduce the functions D−φ and D
+
φ as well, cf. Remarks 5.8 and 7.12 ahead.
Example 4.18 (The functions D±φ and Dφ in the quadratic and in the cosh case). In the
two examples of the linear equation (1.2), with Boltzmann entropy function φ, and with
quadratic and cosh-type potentials Ψ∗ (see (1.17a) and (1.17b)), the functions D±φ and Dφ
take the following forms:
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(1) If Ψ∗(s) = s2/2 and, accordingly, α(u, v) = (u− v)/(log(u)− log(v)) for all u, v > 0
(with α(u, v) = 0 otherwise), then
D−φ(u, v) =
{
1
2
(log(u)− log(v))(u− v) if u, v > 0,
0 if u = 0 or v = 0,
Dφ(u, v) = D
+
φ(u, v) =

1
2
(log(u)− log(v))(u− v) if u, v > 0,
0 if u = v = 0,
+∞ if u = 0 and v 6= 0, or vice versa.
For this example D+φ and Dφ are convex, and all three functions are lower semicon-
tinuous.
(2) For the case Ψ∗(s) = 4
(
cosh(s/2) − 1) and, accordingly, α(u, v) = √uv for all
u, v ≥ 0, then
D−φ(u, v) =
2
(√
u−√v
)2
if u, v > 0,
0 if u = 0 or v = 0,
Dφ(u, v) = 2
(√
u−√v
)2
for all u, v ≥ 0,
D+φ(u, v) =
2
(√
u−√v
)2
if u, v > 0 or u = v = 0,
+∞ if u = 0 and v 6= 0, or vice versa.
For this example, D+φ and Dφ again are convex, but only D
−
φ and Dφ are lower
semicontinuous.

We collect a number of general properties of Dβ and D
±
β .
Lemma 4.19. (1) D−β ≤ Dβ ≤ D+β ;
(2) D−β and Dβ are lower semicontinuous;
(3) For every u, v ∈ R+ and w ∈ R we have∣∣Bβ(u, v, w)∣∣ ≤ Υ(u, v, w) + D−β (u, v). (4.54)
(4) Moreover, when the right-hand side of (4.54) is finite, then the equality
− Bβ(u, v, w) = Υ(u, v, w) + D−β (u, v) (4.55)
is equivalent to the condition
α(u, v) = w = 0 or
[
α(u, v) > 0, Aβ(u, v) ∈ R, −w = (Ψ∗)′
(
Aβ(u, v)
)
α(u, v)
]
. (4.56)
Proof. It is not difficult to check that D−β is lower semicontinuous: such a property is trivial
where α vanishes, and in all the other cases it is sufficient to use the positivity and the
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continuity of Ψ∗ in [−∞,+∞], the continuity of Aβ in R2+ \ {(0, 0)}, and the continuity
and the positivity of α. It is also obvious that D−β ≤ D+β , and therefore D−β ≤ Dβ ≤ D+β .
For the inequality (4.54), let us distinguish the various cases:
• If w = 0 or u = v = 0, then Bβ(u, v, w) = 0 so that (4.54) is trivially satisfied. We
can thus assume w 6= 0 and u+ v > 0.
• When α(u, v) = 0 then Υ(u, v, w) = +∞ so that (4.54) is trivially satisfied as well.
We can thus assume α(u, v) > 0.
• If Aβ(u, v) ∈ {±∞} then D−β (u, v) = +∞ and the right-hand side of (4.54) is
infinite.
• It remains to consider the case when Aβ(u, v) ∈ R, α(u, v) > 0 and w 6= 0. In this
situation ∣∣B(u, v, w)∣∣ = ∣∣Aβ(u, v)w∣∣ = ∣∣∣∣Aβ(u, v) wα(u, v)
∣∣∣∣α(u, v)
≤ Ψ
( w
α(u, v)
)
α(u, v) + Ψ∗
(
Aβ(u, v)
)
α(u, v)
= Υ(u, v, w) + D−β (u, v). (4.57)
This proves (4.54).
It is now easy to study the case of equality in (4.55), when the right-hand side of (4.54)
and (4.55) is finite. This in particular implies that α(u, v) > 0 and Aβ(u, v) ∈ R or
α(u, v) = 0 and w = 0. In the former case, calculations similar to (4.57) show that −w =
(Ψ∗)′
(
Aβ(u, v)
)
α(u, v). In the latter case, α(u, v) = w = 0 yields that Bβ(u, v, w) = 0,
Υ(u, v, w) = Ψˆ(w, α(u, v)) = Ψˆ(0, 0) = 0, and Dβ(u, v) = Ψ
∗(Aβ(u, v))α(u, v) = 0. 
As a consequence of Lemma 4.19, we conclude a chain-rule inequality involving the
smallest functional D−β and thus, a fortiori, the functional Dβ which, for β = φ, shall enter
into the definition of the Fisher information D .
Corollary 4.20 (Chain rule II). Let (ρ, j) ∈ A(a, b) with ρt = utπ ≪ π and 2jλ = w(λ⊗ϑ)
satisfy ∫
V
β(ua) dπ < +∞,
∫ b
a
∫∫
E
D−β (ut(x), ut(y))ϑ(dx, dy)dt < +∞. (4.58)
Then the map t 7→ ∫
V
β(ut) dπ is absolutely continuous in [a, b] and∣∣∣∣ ddt
∫
V
β(ut) dπ
∣∣∣∣ ≤ R(ρt, jt) + 12
∫∫
E
D−β (ut(x), ut(y))ϑ(dx, dy) for a.e. t ∈ (a, b).
(4.59)
If moreover
− d
dt
∫
V
β(ut) dπ = R(ρt, jt) +
1
2
∫∫
E
D−β (ut(x), ut(y))ϑ(dx, dy)
then 2j = j♭ and
− wt(x, y) = (Ψ∗)′
(
Aβ(ut(x), ut(y))
)
α(ut(x), ut(y)) for ϑ-a.e. (x, y) ∈ E. (4.60)
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In particular, wt = 0 ϑ-a.e. in
{
(x, y) ∈ E : α(ut(x), ut(y)) = 0
}
.
Proof. We recall that for λ-a.e. t ∈ (a, b)
R(ρt, jt) =
1
2
∫∫
E
Υ(ut(x), ut(y), wt(x, y))ϑ(dx, dy).
We can then apply Lemma 4.19 and Theorem 4.16, observing that∫∫
E
Υ(ut(x), ut(y), w
♭
t(x, y))ϑ(dx, dy) ≤
∫∫
E
Υ(ut(x), ut(y), w(x, y))ϑ(dx, dy) (4.61)
since
Υ(ut(x), ut(y), w
♭
t(x, y)) = Υ(ut(x), ut(y),
1
2
(wt(x, y)− wt(y, x)))
≤ 1
2
Υ(ut(x), ut(y), wt(x, y)) +
1
2
Υ(ut(x), ut(y), wt(y, x))
and the integral of the last term coincides with the right-hand side of (4.61) thanks to the
symmetry of ϑ. 
4.5. Compactness properties of curves with uniformly bounded R-action. The
next result shows an important compactness property for collections of curves in A(a, b)
with bounded action. Recalling the discussion and the notation of Section 2.4, we will
systematically associate with a given (ρ, j) ∈ A(I), I = [a, b], a couple of measures ρλ ∈
M+(I × V ), jλ ∈M(I ×E) by integrating with respect to the Lebesgue measure λ in I:
ρλ(dt, dx) = λ(dt)ρt(dx), jλ(dt, dx, dy) = λ(dt)jt(dx, dy). (4.62)
Similarly, we define
ϑ±ρ,λ(dt, dx, dy) := (ϑ
±
ρ )λ(dt, dx, dy) = λ(dt)ϑ
±
ρt(dx, dy)
= λ(dt)ρt(dx)κ(x, dy) = ϑ
±
ρλ
(dt, dx, dy).
(4.63)
It is not difficult to check that∫
I
R(ρt, jt) dt =
1
2
FΥ(ϑ
−
ρ,λ,ϑ
+
ρ,λ, 2jλ|λ⊗ ϑ). (4.64)
Proposition 4.21 (Bounded
∫
R implies compactness and lower semicontinuity). Let
(ρn, jn)n ⊂ A(a, b) be a sequence such that the initial states ρna are π-absolutely-continuous
and relatively compact with respect to setwise convergence. Assume that
M := sup
n∈N
∫ b
a
R(ρnt , j
n
t ) dt < +∞. (4.65)
Then, there exist a subsequence (not relabelled) and a pair (ρ, j) ∈ A(a, b) such that, for
the measures jnλ ∈M([a, b]× E) defined as in (4.62) there holds
ρnt → ρt setwise in M+(V ) for all t ∈ [a, b] , (4.66a)
jnλ ⇀ jλ setwise in M([a, b]× E) , (4.66b)
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where jλ is induced (in the sense of (4.62)) by a λ-integrable family (jt)t∈[a,b] ⊂M(E). In
addition, for any sequence (ρn, jn) converging to (ρ, j) in the sense of (4.66), we have∫ b
a
R(ρt, jt) dt ≤ lim inf
n→∞
∫ b
a
R(ρnt , j
n
t ) dt. (4.67)
Proof. Let us first remark that the mass conservation property of the continuity equation
yields
ρnt (V ) = ρ
n
a(V ) ≤M1 for every t ∈ [a, b], n ∈ N (4.68)
for a suitable finite constant M1 independent of n. We deduce that for every t ∈ [a, b]
the measures ϑ±ρnt have total mass bounded by M1‖κV ‖∞, so that estimate (2.29) for y =
(c, c) ∈ D(α∗) yields
νρnt
(E) = α[ϑ+ρnt ,ϑ
−
ρnt
|ϑ](E) ≤M2 for every t ∈ [a, b], n ∈ N, (4.69)
where M2 := 2cM1‖κV ‖∞−α∗(c, c)ϑ(E). Jensen’s inequality (2.18) and the monotonicity
property (2.19) yield
R(ρnt , j
n
t ) ≥
1
2
Ψˆ
(
2jnt (E),νρnt (E)
)
≥ 1
2
Ψˆ
(
2jnt (E),M2
)
=
1
2
Ψ
(2jnt (E)
M2
)
M2, (4.70)
with Ψˆ the perspective function associated with Ψ, cf. (2.14). Since Ψ has superlinear
growth, we deduce that the sequence of functions t 7→ |jnt |(E) is equi-integrable.
Since the sequence (ρna)n, with ρ
n
a = u
n
aπ ≪ π, is relatively compact with respect to set-
wise convergence, by Theorems 2.1(6) and 2.2(3) there exist a convex superlinear function
β : R+ → R+ and a constant M3 < +∞ such that
Fβ(ρ
n
a |π) =
∫
V
β(una) dπ ≤M3 for every n ∈ N. (4.71)
Possibly adding M1 to M3, it is not restrictive to assume that β
′(r) ≥ 1. We can then
apply Lemma B.3 and we can find a smooth convex superlinear function ω : R+ → R+
such that (B.10) holds. In particular∫
V
ω(una) dπ ≤ M1, (4.72)∫ b
a
∫∫
E
D−ω(u
n
r (x), u
n
r (y))ϑ(dx, dy) dr ≤
∫ b
a
∫∫
E
(unr (x) + u
n
r (y))ϑ(dx, dy) dr
≤ 2(b− a)M1‖κV ‖∞. (4.73)
By Corollary 4.20 we obtain∫
V
ω(unt ) dπ ≤ M + (b− a)M1‖κV ‖∞ +M1 for every t ∈ [a, b]. (4.74)
By (4.7) we deduce that
‖unt − uns‖L1(V,π) ≤ ζ(s, t) where ζ(s, t) := 2 sup
n∈N
∫ t
s
|jnr |(E) dr . (4.75)
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Since t 7→ |jnt |(E) is equi-integrable we have
lim
(s,t)→(r,r)
ζ(s, t) = 0 for all r ∈ [a, b] ,
We conclude that the sequence of maps (unt )t∈[a,b] satisfies the conditions of the compactness
result [AGS08, Prop. 3.3.1], which yields the existence of a (not relabelled) subsequence and
of a L1(V, π)-continuous (thus also weakly-continuous) function [a, b] ∋ t 7→ ut ∈ L1(V, π)
such that unt ⇀ ut weakly in L
1(V, π) for every t ∈ [a, b]. By (2.5) we also deduce that
(4.66a) holds, i.e.
ρnt → ρt = utπ setwise in M(V ) for all t ∈ [a, b].
It is also clear that for every t ∈ [a, b] we have ϑ±ρnt → ϑ
±
ρt setwise. The Dominated Con-
vergence Theorem and (2.4), (2.36) imply that the corresponding measures ϑ±ρn,λ converge
setwise to ϑ±ρ,λ, and are therefore equi-absolutely continuous with respect to ϑλ = λ ⊗ ϑ
(recall (2.7)).
Let us now show that also the sequence (jnλ)n is equi-absolutely continuous with respect
to ϑλ, so that (4.66b) holds up to extracting a further subsequence.
Selecting a constant c > 0 sufficiently large so that α(u1, u2) ≤ c(1+u1+u2), the trivial
estimate νρ ≤ c(ϑ+ ϑ−ρ + ϑ+ρ ) and the monotonicity property (2.19) yield
M ≥
∫ b
a
R(ρnt , j
n
t ) dt =
1
2
FΨ(2j
n
λ|νρnλ) ≥ FΨ(jnλ|ςn), ςn := c(ϑλ +ϑ+ρn,λ +ϑ−ρn,λ). (4.76)
For every B ∈ A ⊗ B, A being the Borel σ-algebra of [a, b], with ϑλ(B) > 0, Jensen’s
inequality (2.18) yields
Ψ
(
jnλ(B)
ςn(B)
)
ςn(B) ≤ FΨ(jnλ B|ςn B) ≤M. (4.77)
Denoting by U : R+ → R+ the inverse function of Ψ, we thus find
jnλ(B) ≤ ςn(B)U
(
M
ςn(B)
)
. (4.78)
Since Ψ is superlinear, U is sublinear so that
lim
δ↓0
δU(M/δ) = 0. (4.79)
For every ε > 0 there exists δ0 > 0 such that δU(M/δ) ≤ ε for every δ ∈ (0, δ0). Since ςn is
equi absolutely continuous with respect to ϑλ we can also find δ1 > 0 such that ϑλ(B) < δ1
yields ςn(B) ≤ δ0. By (4.78) we eventually conclude that jnλ(B) ≤ ε.
It is then easy to pass to the limit in the integral formulation (4.4) of the continuity
equation. Finally, concerning (4.67), it is sufficient to use the equivalent representation
given by (4.64). 
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4.6. Definition and properties of the cost. We now define the Dynamical-Variational
Transport cost W : (0,+∞)×M+(V )×M+(V )→ [0,+∞) by
W (τ, ρ0, ρ1) := inf
{∫ τ
0
R(ρt, jt) dt : (ρ, j) ∈ CE(0, τ ; ρ0, ρ1)
}
. (4.80)
In studying the properties of W, we will also often use the notation
A (0, τ ; ρ0, ρ1) :=
{
(ρ, j) ∈ A(0, τ) : ρ(0) = ρ0, ρ(τ) = ρ1
}
, (4.81)
with A(0, τ) the class from (4.33).
For given τ > 0 and ρ0, ρ1 ∈ M+(V ), if the set A (0, τ ; ρ0, ρ1) is non-empty, then it
contains an exact minimizer for W (τ, ρ0, ρ1). This is stated by the following result that is
a direct consequence of Proposition 4.21.
Corollary 4.22 (Existence of minimizers). If ρ0, ρ1 ∈ M+(V ) and A (0, τ ; ρ0, ρ1) is not
empty, then the infimum in (4.80) is achieved.
Remark 4.23 (Scaling invariance). Let us consider the perspective function Ψˆ(r, s) as-
sociated wih Ψ as in (2.14), Ψˆ(r, s) = sΨ(r/s) if s > 0. We call Rs(ρ, j) the dissipation
functional induced by Ψˆ(·, s), with induced Dynamic-Transport cost Ws. For every τ > 0,
ρ0, ρ1 ∈M+(V ) a rescaling argument yields
W (τ, ρ0, ρ1) = Wτ/σ(σ, ρ0, ρ1) = inf
{∫ σ
0
Rτ/σ(ρt, jt) dt : (ρ, j) ∈ CE(0, σ; ρ0, ρ1)
}
.
(4.82)
In particular, choosing σ = 1 we find
W (τ, ρ0, ρ1) = Wτ (1, ρ0, ρ1). (4.83)
Since Ψˆ(·, τ) is convex, lower semicontinuous, and decreasing with respect to τ , we find
that τ 7→ W (τ, ρ0, ρ1) is decreasing and convex as well. 
Currently, proving that any pair of measures can be connected by a curve with finite ac-
tion
∫
R under general conditions on V , Ψ and α is an open problem: in other words, in the
general case we cannot exclude that A (0, τ ; ρ0, ρ1) = ∅, which would make W (τ, ρ0, ρ1) =
+∞. Nonetheless, in a more specific situation, Proposition 4.25 below provides sufficient
conditions for this connectivity property, between two measures ρ0, ρ1 ∈M+(V ) with the
same mass and such that ρi ≪ π for i ∈ {0, 1}. Preliminarily, we give the following
Definition 4.24. Let q ∈ (1,+∞). We say that the measures (π,ϑ) satisfy a q-Poincare´
inequality if there exists a constant CP > 0 such that for every ξ ∈ Lq(V ; π) with∫
V
ξ(x)π(dx) = 0 there holds∫
V
|ξ(x)|qπ(dx) ≤ CP
∫
E
|∇ξ(x, y)|qϑ(dx, dy). (4.84)
We are now in a position to state the connectivity result, where we specialize the dis-
cussion to dissipation densities with p-growth for some p ∈ (1,+∞).
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Proposition 4.25. Suppose that
∃ p ∈ (1,+∞), Cp > 0 ∀ r ∈ R : Ψ(r) ≤ Cp(1+|r|p), (4.85)
and that the measures (π,ϑ) satisfy a q-Poincare´ inequality for q = p
p−1
. Let ρ0, ρ1 ∈
M+(V ) with the same mass be given by ρi = uiπ, with positive ui ∈ L1(V ; π) ∩ L∞(V ; π),
for i ∈ {0, 1}. Then, for every τ > 0 the set A (0, τ ; ρ0, ρ1) is non-empty and thus
W (τ, ρ0, ρ1) <∞.
We postpone the proof of Proposition 4.25 to Appendix C, where some preliminary
results, also motivating the role of the q-Poincare´ inequality, will be provided.
4.7. Abstract-level properties of W . The main result of this section collects a series
of properties of the cost that will play a key role in the study of the Minimizing Movement
scheme (1.26). Indeed, as already hinted in the Introduction, the analysis that we will carry
out in Section 7 ahead might well be extended to a scheme set up in a general topological
space, endowed with a cost functional enjoying properties (4.86) below. We will now check
them for the cost W associated with generalized gradient structure (E ,R,R∗) fulfilling
Assumptions (Vπκ) and (R∗Ψα). In this section all convergences will be with respect
to the setwise topology.
Theorem 4.26. The cost W enjoys the following properties:
(1) For all τ > 0, ρ0, ρ1 ∈M+(V ),
W (τ, ρ0, ρ1) = 0 ⇔ ρ0 = ρ1. (4.86a)
(2) For all ρ1, ρ2, ρ3 ∈M+(V ) and τ1, τ2 ∈ (0,+∞) with τ = τ1 + τ2,
W (τ, ρ1, ρ3) ≤ W (τ1, ρ1, ρ2) + W (τ2, ρ2, ρ3). (4.86b)
(3) For τn → τ > 0, ρn0 → ρ, ρn1 → ρ1 in M+(V ),
lim inf
n→+∞
W (τn, ρ
n
0 , ρ
n
1 ) ≥ W (τ, ρ0, ρ1). (4.86c)
(4) For all τn ↓ 0 and for all (ρn)n, ρ ∈M+(V ),
sup
n∈N
W (τn, ρn, ρ) < +∞ ⇒ ρn → ρ. (4.86d)
(5) For all τn ↓ 0 and all (ρn)n, (νn)n ⊂M+(V ) with ρn → ρ, νn → ν,
lim sup
n→∞
W (τn, ρn, νn) < +∞ ⇒ ρ = ν. (4.86e)
Proof. (1) Since Ψ(s) is strictly positive for s 6= 0 it is immediate to check that R(ρ, j) =
0 ⇒ j = 0. For an optimal pair (ρ, j) satisfying ∫ τ
0
R(ρt, jt) dt = 0 we deduce that jt = 0
for a.e. t ∈ (0, τ). The continuity equation then implies ρ0 = ρ1.
(2) This can easily be checked by using the existence of minimizers for W (τ, ρ0, ρ1).
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(3) Assume without loss of generality that lim infn→+∞ W (τn, ρ
n
0 , ρ
n
1 ) < ∞. By (4.83)
we use that, for every n ∈ N and setting τ = supn τn,
W (τn, ρ
0
n, ρ
1
n) = Wτn(1, ρ
0
n, ρ
1
n) ≤ Wτ (1, ρ0n, ρ1n)
(∗)
=
∫ 1
0
Rτ (ρ
n
t , j
n
t ) dt,
where the identity (∗) holds for an optimal pair (ρn, jn) ∈ CE(0, 1; ρn0 , ρn1 ). Applying
Proposition 4.21, we obtain the existence of (ρ, j) ∈ CE(0, 1; ρ0, ρ1) such that, up to a
subsequence,
ρns → ρs setwise in M+(V ) for all s ∈ [0, 1] ,
jn → j setwise in M([0, 1]×E) , (4.87)
Arguing as in Proposition 4.21 and using the joint lower semicontinuity of Ψˆ, we find that
lim inf
n→∞
∫ 1
0
Rτn (ρ
n
s , j
n
s ) ds ≥
∫ 1
0
Rτ (ρs, js) ds ≥ Wτ (1, ρ0, ρ1) = W (τ, ρ0, ρ1).
(4) If we denote by R0 the dissipation associated with Ψˆ(·, 0), given by Ψˆ(w, 0) = +∞
for w 6= 0 and Ψˆ(0, 0) = 0, we find
R0(ρ, j) < +∞ ⇒ j = 0. (4.88)
By the same argument as for part (3), every subsequence of ρn has a converging subsequence
in the setwise topology; the lower semicontinuity result of the proof of part (3) shows that
any limit point must coincide with ρ.
(5) The argument combines (4.88) and part (3). 
4.8. The action functional W and its properties. The construction of R and W
above proceeded in the order R  W : we first constructed R, and then W was defined
in terms of R. It is a natural question whether one can invert this construction: given W ,
can one reconstruct R, or at least integrals of the form
∫ b
a
R dt? The answer is positive,
as we show in this section.
Given a functional W satisfying the properties (4.86), we define the ‘W -action’ of a curve
ρ : [a, b]→M+(V ) as
W(ρ; [a, b]) := sup
{
M∑
j=1
W (tj − tj−1, ρ(tj−1), ρ(tj)) : (tj)Mj=0 ∈ Pf ([a, b])
}
, (4.89)
for all [a, b] ⊂ [0, T ] where Pf ([a, b]) denotes the set of all partitions of a given interval
[a, b].
If W is defined by (4.80), then each term in the sum above is defined as an optimal
version of
∫ tj
tj−1
R(ρt, ·) dt, and we might expect that W(ρ; [a, b]) is an optimal version of∫ b
a
R(ρt, ·) dt. This is indeed the case, as is illustrated by the following analogue of [DNS09a,
Th. 5.17]:
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Proposition 4.27. Let W be given by (4.80), and let ρ : [0, T ] → M+(V ). Then
W(ρ; [0, T ]) < +∞ if and only if there exists a measurable map j : [0, T ] → M(E) such
that (ρ, j) ∈ CE(0, T ) with ∫ T
0
R(ρt, jt)dt < +∞ . In that case,
W(ρ; [0, T ]) ≤
∫ T
0
R(ρt, jt) dt, (4.90)
and there exists a unique jopt such that equality is achieved. The optimal jopt is skew-
symmetric, i.e. jopt = j
♭
opt (cf. Remark 4.12).
Prior to proving Proposition 4.27, we establish the following approximation result.
Lemma 4.28. Let ρ : [0, T ] → M+(V ) satisfy W(ρ; [0, T ]) < +∞. For a sequence of
partitions Pn = (t
j
n)
Mn
j=0 ∈ Pf ([0, T ]) with fineness τn = maxj=1,...,Mn(tjn−tj−1n ) converging
to zero, let ρn : [0, T ]→M+(V ) satisfy
ρn(tjn) = ρ(t
j
n) for all j = 1, . . . ,Mn and supn∈N W(ρ
n; [0, T ]) < +∞.
Then ρn(t)→ ρ(t) setwise for all t ∈ [0, T ] as n→∞.
Proof. First of all, observe that by the symmetry of Ψ, also the time-reversed curve ρˇ(t) :=
ρ(T − t) satisfies W(ρˇ; [0, T ]) < +∞. Let tn and tn be the piecewise constant interpolants
associated with the partitions Pn, cf. (7.5). Fix t ∈ [0, T ]; we estimate
W
(
2(tn − t), ρn(t), ρ(t)
) (1)≤ W (tn − t, ρn(t), ρn(tn(t)))+ W (tn − t, ρ(tn(t)), ρ(t))
= W
(
tn − t, ρn(t), ρn(tn(t))
)
+ W
(
tn − t, ρˇ(T − tn(t)), ρˇ(T − t)
)
≤W(ρn; [t, tn(t)]) +W(ρˇ; [T − tn(t), T − t])
≤ sup
n∈N
W(ρn; [0, T ]) +W(ρˇ; [0, T ]) =: C < +∞,
where (1) follows from property (4.86b) of W . Consequently, by property (4.86d) it follows
that ρn(t)→ ρ(t) setwise in M+(V ) for all t ∈ [0, T ]. 
We are now in a position to prove Proposition 4.27:
Proof of Proposition 4.27. One implication is straightforward: if a pair (ρ, j) exists, then
W (t− s, ρs, ρt)
(4.80)
≤
∫ t
s
R(ρr, jr) dr, for all 0 ≤ s < t ≤ T,
and therefore W(ρ; [0, T ]) < +∞ and (4.90) holds.
To prove the other implication, assume that W(ρ; [0, T ]) < +∞. Choose a sequence of
partitions Pn = (t
j
n)
Mn
j=0 ∈ Pf ([0, T ]) that becomes dense in the limit n → ∞. For each
n ∈ N, construct a pair (ρn, jn) ∈ CE(0, T ) as follows: On each time interval [tj−1n , tjn], let
(ρn, jn) be given by Corollary 4.22 as the minimizer under the constraint ρn(tj−1n ) = ρ(t
j−1
n )
and ρn(tjn) = ρ(t
j
n), namely
W (tjn−tj−1n , ρ(tj−1n ), ρ(tjn)) =
∫ tjn
tj−1n
R(ρnr , j
n
r ) dr . (4.91)
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By concatenating the minimizers on each of the intervals a pair (ρn, jn) ∈ CE(0, T ) is
obtained, thanks to Lemma 4.6. By construction we have the property
W(ρn; [0, T ]) =
∫ T
0
R(ρnt , j
n
t ) dt. (4.92)
Also by optimality we have
W(ρn; [tj−1n , t
j
n]) = W
(
tjn − tj−1n , ρ(tj−1n ), ρ(tjn)
) ≤W(ρ; [tj−1n , tjn]),
which implies by summing that
W(ρn; [0, T ]) ≤W(ρ; [0, T ]). (4.93)
By Lemma 4.28 we then find that ρn(t)→ ρ(t) setwise as n→∞ for each t ∈ [0, T ].
Applying Proposition 4.21, we find that jn(dt dx dy) := jnt (dx dy) dt setwise converges
along a subsequence to a limit j. The limit j can be disintegrated as j(dt dx dy) =
λ(dt) jt(dx dy) for a measurable family (jt)t∈[0,T ], and the pair (ρ, j) is an element of
CE(0, T ). In addition we have the lower-semicontinuity property
lim inf
n→∞
∫ T
0
R(ρnt , j
n
t ) dt ≥
∫ T
0
R(ρt, jt) dt. (4.94)
We then have the series of inequalities
W(ρ; [0, T ])
(4.93)
≥ lim sup
n→∞
W(ρn; [0, T ])
(4.92)
= lim sup
n→∞
∫ T
0
R(ρnt , j
n
t ) dt
(4.94)
≥
∫ T
0
R(ρt, jt) dt
(4.90)
≥ W(ρ; [0, T ]),
which implies that
∫ T
0
R(ρt, jt) dt = W(ρ; [0, T ]).
Finally, the uniqueness of j is a consequence of the strict convexity of Υ(u1, u2, ·),
cf. Lemma 4.7. Similarly, the skew-symmetry of j follows from the strict convexity of
Υ(u1, u2, ·), the symmetry of Υ(·, ·, w), and the invariance of the continuity equation (4.3)
under the ‘skew-symmetrization’ j 7→ j♭, cf. Remark 4.12. 
5. The Fisher information D and the definition of solutions
With the definitions and the properties that we established in the previous section we
have given a rigorous meaning to the first term in the functional L in (1.18). In this
section we continue with the second term in the integral, often called Fisher information,
after the canonical version in diffusion problems [Ott01]. Section 5.2 is devoted to
(a) A rigorous definition of the Fisher information D(ρ) (Definition 5.1).
In several practical settings, such as the proof of existence that we give in Section 7, it is
important to have lower semicontinuity of D : this is proved in Proposition 5.3.
We are then in a position to give
(b) a rigorous definition of solutions to the (E ,R,R∗) system (Definition 5.4).
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In Section 1.2.1 we explained that the Energy-Dissipation balance approach to defining
solutions is based on the fact that L (ρ, j) ≥ 0 for all (ρ, j) by the validity of a suitable
chain-rule inequality.
(c) A rigorous proof of this chain-rule inequality, involving R and D , is given in Corol-
lary 5.6, which is based on Theorem 4.16).
This establishes the inequality L (ρ, j) ≥ 0. Hence, we can rigorously deduce that the
opposite inequality L (ρ, j) ≤ 0 characterizes the property that (ρ, j) is a solution to the
(E ,R,R∗) system. Theorem 5.7 provides an additional characterization of this solution
concept.
Finally, in Sections 5.3 and 5.4,
(d) we prove existence, uniqueness and stability of solutions under suitable convex-
ity/l.s.c. conditions on of D (Theorems 5.10 and 5.9). We also discuss their asymp-
totic behaviour and the role of the invariant measures π.
Throughout this section we adopt Assumptions (Vπκ), (R∗Ψα), and (Eφ).
5.1. The Fisher information D. Formally, the Fisher information is the second term
in (1.18), namely
D(ρ) = R∗
(
ρ,−∇φ(u)
)
=
1
2
∫∫
E
Ψ∗
(−(φ′(u(y))− φ′(u(x)))νρ(dx dy), ρ = uπ .
In order to give a precise meaning to this formulation when φ is not differentiable at 0 (as,
for instance, in the case of the Boltzmann entropy function (3.10)), we use the function
Dφ defined in (4.53c).
Definition 5.1 (The Fisher-information functional D). The Fisher information D : D(E )→
[0,+∞] is defined as
D(ρ) :=
1
2
∫∫
E
Dφ
(
u(x), u(y)
)
ϑ(dx dy) for ρ = uπ . (5.1)
Example 5.2 (The Fisher information in the quadratic and in the cosh case). For illustra-
tion we recall the two expressions for Dφ from Example 4.18 for the linear equation (1.2)
with quadratic and cosh-type potentials Ψ∗ :
(1) If Ψ∗(s) = s2/2 , then
Dφ(u, v) =

1
2
(log(u)− log(v))(u− v) if u, v > 0,
0 if u = v = 0,
+∞ if u = 0 and v 6= 0, or vice versa.
(2) If Ψ∗(s) = 4
(
cosh(s/2)− 1), then
Dφ(u, v) = 2
(√
u−√v
)2
∀ (u, v) ∈ [0,+∞)× [0,+∞).
These two examples of Dφ are convex. 
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Let us discuss the lower-semicontinuity properties of D . In accordance with the Minimizing-
Movement approach carried out in Section 7.1, we will just be interested in lower semicon-
tinuity of D along sequences with bounded energy E . Now, since sublevels of the energy E
are relatively compact with respect to setwise convergence (by part 2 of Theorem 2.2),
there is no difference between narrow and setwise lower semicontinuity of D .
Proposition 5.3 (Lower semicontinuity of D). Assume either that π is purely atomic
or that the function Dφ is convex on R
2
+. Then D is (sequentially) lower semicontinuous
with respect to setwise convergence, i.e., for all (ρn)n, ρ ∈ D(E )
ρn → ρ setwise in M+(V ) =⇒ D(ρ) ≤ lim inf
n→∞
D(ρn) . (5.2)
Proof. When π is purely atomic, setwise convergence implies pointwise convergence π-
a.e. for the sequence of the densities, so that (5.2) follows by Fatou’s Lemma.
A standard argument, still based on Fatou’s Lemma, shows that the functional
u 7→
∫∫
E
Dφ(u(x), u(y))ϑ(dx, dy) (5.3)
is lower semicontinuous with respect to the strong topology in L1(V, π): it is sufficient to
check that un → u in L1(V, π) implies (u−n , u+n ) → (u−, u+) in L1(E,ϑ). If Dφ is convex
on R2+, then the functional (5.3) is also lower semicontinuous with respect to the weak
topology in L1(V, π). On the other hand, since ρn and ρ are absolutely continuous with
respect to π, ρn → ρ setwise if and only if dρn/dπ ⇀ dρ/dπ weakly in L1(V, π) (see
Theorem 2.1). 
5.2. The definition of solutions: R/R∗ Energy-Dissipation balance. We are now
in a position to formalize the concept of solution.
Definition 5.4 ((E ,R,R∗) Energy-Dissipation balance). We say that a curve ρ : [0, T ]→
M+(V ) is a solution of the (E ,R,R∗) evolution system, if it satisfies the (E ,R,R∗) Energy-
Dissipation balance:
(1) E (ρ0) < +∞;
(2) There exists a measurable family (jt)t∈[0,T ] ⊂ M(E) such that (ρ, j) ∈ CE(0, T )
with∫ t
s
(R(ρr, jr) + D(ρr)) dr + E (ρt) = E (ρs) for all 0 ≤ s ≤ t ≤ T. (5.4)
Remark 5.5. (1) Since (ρ, j) ∈ CE(0, T ), the curve ρ is absolutely continuous with
respect to the total variation distance.
(2) The Energy-Dissipation balance (5.4) written for s = 0 and t = T implies that
(ρ, j) ∈ A(0, T ) as well. Moreover, t 7→ E (ρt) takes finite values and it is absolutely
continuous in the interval [0, T ].
(3) The chain-rule estimate (4.59) implies the following important corollary:
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Corollary 5.6 (Chain-rule estimate III). For any curve (ρ, j) ∈ CE(0, T ),
LT (ρ, j) :=
∫ T
0
(R(ρr, jr) + D(ρr)) dr + E (ρT )− E (ρ0) ≥ 0. (5.5)
It follows that the Energy-Dissipation balance (5.4) is equivalent to the Energy-
Dissipation Inequality
LT (ρ, j) ≤ 0. (5.6)

Let us give an equivalent characterization of solutions to the (E ,R,R∗) evolution system.
Recalling the definition (1.11) of the map F in the interior of R2+ and the definition (4.40)
of Aφ, we first note that F can be extended to a function defined in R
2
+ with values in the
extended real line [−∞,+∞] by
F0(u, v) :=
{(
Ψ∗)′
(
Aφ(u, v)
)
α(u, v) if α(u, v) > 0,
0 if α(u, v) = 0.
(5.7)
where we set (Ψ∗)′(±∞) := ±∞. The function F0 is skew-symmetric.
Theorem 5.7. A curve (ρt)t∈[0,T ] in M
+(V ) is a solution of the (E ,R,R∗) system iff
(1) ρt = utπ ≪ π for every t ∈ [0, T ] and t 7→ ut is an absolutely continuous a.e. dif-
ferentiable map with values in L1(V, π);
(2) E (ρ0) < +∞;
(3) We have ∫ T
0
∫∫
E
|F0(ut(x), ut(y))|ϑ(dx, dy) dt < +∞; (5.8)
and
Dφ(ut(x), ut(y)) = D
−
φ(ut(x), ut(y)) for λ⊗ ϑ-a.e. (t, x, y) ∈ [0, T ]×E. (5.9)
In particular the complement U ′ of the set
U := {(t, x, y) ∈ [0, T ]×E : F0(ut(x), ut(y)) ∈ R} (5.10)
is (λ⊗ ϑ)-negligible and F0 takes finite values (λ⊗ ϑ)-a.e. in [0, T ]× E;
(4) Setting
2jt(dx, dy) = −F0(ut(x), ut(y))ϑ(dx, dy), (5.11)
we have (ρ, j) ∈ CE(0, T ). In particular,
u˙t(x) =
∫
V
F0(ut(x), ut(y)) κ(x, dy) for (λ⊗ π)-a.e. (t, x, y) ∈ [0, T ]×E. (5.12)
Proof. Let ρt = utπ be a solution of the (E ,R,R
∗) system with the corresponding flux jt.
By Corollary 4.14 we can find a skew-symmetric measurable map ξ : (0, T )×E → R such
that jλ = ξα(u
−, u+)λ ⊗ ϑ and (4.36), (4.37) hold. Taking into account that D−φ ≤ Dφ
and applying the equality case of Corollary 4.20, we complete the proof of one implication.
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Suppose now that ρt satisfies all the above conditions (1)–(4); we want to apply formula
(4.45) of Theorem 4.16 for β = φ. For this we write the shorthand u−, u+ for ut(x), ut(y)
and set w = −F0(u−, u+). We verify the equality conditions (4.56) of Lemma 4.19:
• At (t, x, y) where α(u−, u+) = 0, we have by definition w = −F0(u−, u+) = 0;
• At (λ⊗ ϑ)–a.e. (t, x, y) where α(u−, u+) > 0, F0(u−, u+) is finite by condition (3),
and by (5.7) it follows that (Ψ∗)′
(
Aφ(u
−, u+)
)
is finite and therefore Aφ(u
−, u+)
is finite. The final condition −w = (Ψ∗)′(Aβ(u, v))α(u, v) then follows by the
definition of w.
By Lemma 4.19 therefore we have at (λ⊗ ϑ)–a.e. (t, x, y)
−Bφ(u−, u+, w) = Υ(u−, u+,−w) + D−φ(u−, u+)
(5.9)
= Υ(u−, u+,−w) + Dφ(u−, u+).
In particular Bφ is nonpositive, and the integrability condition (4.44) is trivially satisfied.
Integrating (4.45) in time we find (5.4). 
Remark 5.8. By Theorem 5.7(3), along a solution ρt = utπ of the (E ,R,R
∗) system, the
functions Dφ and D
−
φ coincide. Recall that, in general, we only have D
−
φ ≤ Dφ, and the
inequality can be strict, as in the examples of the linear equation (1.2) with the Boltzmann
entropy and the quadratic and cosh-dissipation potentials discussed in Ex. 4.18. There,
Dφ and D
−
φ differ on the boundary of R
2. Therefore, (5.9) encompasses the information
that the pair (ut(x), ut(y)) stays in the interior of R
2 (λ⊗ϑ)-a.e. in [0, T ]× E. 
5.3. Existence and uniqueness of solutions of the (E ,R,R∗) system. Let us now
collect a few basic structural properties of solutions of the (E ,R,R∗) Energy-Dissipation
balance. Recall that we will always adopt Assumptions (Vπκ), (R∗Ψα), and (Eφ).
Following an argument by Gigli [Gig10] we first use convexity of D to deduce uniqueness.
Theorem 5.9 (Uniqueness). Suppose that D is convex and the energy density φ is strictly
convex. Suppose that ρ1, ρ2 satisfy the (E ,R,R∗) Energy-Dissipation balance (5.4) and
are identical at time zero. Then ρ1t = ρ
2
t for every t ∈ [0, T ].
Proof. Let ji ∈M((0, T )× E) satisfy Lt(ρi, ji) = 0 and let us set
ρt :=
1
2
(ρ1t + ρ
2
t ), j :=
1
2
(j1 + j2).
By the linearity of the continuity equation we have that (ρ, j) ∈ CE(0, T ) with ρ0 = ρ10 = ρ20,
so that by convexity
E (ρt) ≥ E (ρ0)−
∫ t
0
(R(ρr, jr) + D(ρr)) dr
≥ E (ρ0)− 1
2
∫ t
0
(
R(ρ1r , j
1
r) + D(ρ
1
r)
)
dr − 1
2
∫ t
0
(
R(ρ2r, j
2
r) + D(ρ
2
r)
)
dr
=
1
2
E (ρ1t ) +
1
2
E (ρ2t ).
Since E is strictly convex we deduce ρ1t = ρ
2
t . 
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Theorem 5.10 (Existence and stability). Let us suppose that the Fisher information func-
tional D is lower semicontinuous with respect to setwise convergence (e.g. if π is purely
atomic, or Dφ is convex, see Proposition 5.3).
(1) For every ρ0 ∈M+(V ) with E (ρ0) < +∞ there exists a solution ρ : [0, T ]→M+(V )
of the (E ,R,R∗) evolution system starting from ρ0.
(2) Every sequence (ρnt )t∈[0,T ] of solutions to the (E ,R,R
∗) evolution system such that
sup
n∈N
E (ρn0 ) < +∞ (5.13)
has a subsequence setwise converging to a limit (ρt)t∈[0,T ] for every t ∈ [0, T ].
(3) Let (ρnt )t∈[0,T ] is a sequence of solutions, with corresponding fluxes (j
n
t )t∈[0,T ]. Let
ρnt converge setwise to ρt for every t ∈ [0, T ], and assume that
lim
n→∞
E (ρn0 ) = E (ρ0). (5.14)
Then ρ is a solution as well, with flux j, and the following additional convergence
properties hold:
lim
n→∞
∫ T
0
R(ρnt , j
n
t ) dt = lim
n→∞
∫ T
0
R(ρt, jt) dt, (5.15a)
lim
n→∞
∫ T
0
D(ρnt ) dt = lim
n→∞
∫ T
0
D(ρt, jt) dt, (5.15b)
lim
n→∞
E (ρnt ) = E (ρt) for every t ∈ [0, T ]. (5.15c)
If moreover E is strictly convex then ρn converges uniformly in [0, T ] with respect
to the total variation distance.
Proof. Part (2) follows immediately from Proposition 4.21.
For part (3), the three statements of (5.15) as inequalities ≤ follow from earlier results:
for (5.15a) this follows again from Proposition 4.21, for (5.15b) from Proposition 5.3, and
for (5.15c) from Lemma 2.3. Using these inequalities to pass to the limit in the equation
LT (ρ
n, jn) = 0 we obtain that LT (ρ, j) ≤ 0. On the other hand, since LT (ρ, j) ≥ 0 by
the chain-rule estimate (5.5), standard arguments yield the equalities in (5.15).
When E is strictly convex, we obtain the convergence in L1(V, π) of the densities
unt = dρ
n
t /dπ for every t ∈ [0, T ]. We then use the equicontinuity estimate (4.75) of
Proposition 4.21 to conclude uniform convergence of the sequence (ρn)n with respect to
the total variation distance.
For part (1), when the density u0 of ρ0 takes value in a compact interval [a, b] with
0 < a < b < ∞, the existence of a solution follows by Theorem 6.6 below. The general
case follows by a standard approximation of u0 by truncation and applying the stability
properties of parts (2) and (3). 
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5.4. Stationary states and attraction. Let us finally make a few comments on sta-
tionary measures and on the asymptotic behaviour of solutions of the (E ,R,R∗) system.
The definition of invariant measures was already given in Section 2.4, and we recall it for
convenience.
Definition 5.11 (Invariant and stationary measures). Let ρ = uπ ∈ D(E ) be given.
(1) We say that ρ is invariant if κρ(dxdy) = ρ(dx)κ(x, dy) has equal marginals, i.e.
x#κρ = y#κρ.
(2) We say that ρ is stationary if the constant curve ρt ≡ ρ is a solution of the
(E ,R,R∗) system.
Note that we always assume that π is invariant (see Assumption (Vπκ)). It is immediate
to check that
ρ is stationary ⇐⇒ D(ρ) = 0 ⇐⇒ Dφ(u(x), u(y)) = 0 ϑ-a.e. (5.16)
If a measure ρ is invariant, then u = dρ/dπ satisfies
u(x) = u(y) for ϑ-a.e. (x, y) ∈ E, (5.17)
which implies (5.16); therefore invariant measures are stationary. Depending on the system,
the set of stationary measures might also contain non-invariant measures, as the next
example shows.
Example 5.12. Consider the example of the cosh-type dissipation (1.17a),
α(u, v) :=
√
uv, Ψ∗(ξ) := 4
(
cosh
ξ
2
− 1
)
,
but combine this with a Boltzmann entropy with an additional multiplicative constant
0 < γ ≤ 1:
φ(s) := γ(s log s− s+ 1).
The case γ = 1 corresponds to the example of (1.17a), and for general 0 < γ ≤ 1 we find
that
F(u, v) = u
1−γ
2 v
1+γ
2 − u 1+γ2 v 1−γ2 ,
resulting in the evolution equation (see (1.12))
∂tu(x) =
∫
y∈V
[
u(x)
1−γ
2 u(y)
1+γ
2 − u(x) 1+γ2 u(y) 1−γ2
]
κ(x, dy).
When 0 < γ < 1, any function of the form u(x) = 1{x ∈ A} for A ⊂ V is a stationary
point of this equation, and equivalently any measure π A is a stationary solution of the
(E ,R,R∗) system. For 0 < γ < 1 therefore the set of stationary measures is much larger
than just invariant measures. 
As in the case of linear evolutions, (E ,R,R∗) systems behave well with respect to
decomposition of π into mutually singular invariant measures.
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Theorem 5.13 (Decomposition). Let us suppose that π = π1 + π2 with π1, π2 ∈ M+(V )
mutually singular and invariant. Let ρ : [0, T ] → M+(V ) be a curve with ρt = utπ ≪ π
and let ρit := utπ
i be the decomposition of ρt with respect to π
1 and π2. Then ρ is a
solution of the (E ,R,R∗) system if and only if each curve ρit, i = 1, 2, is a solution of the
(E i,Ri, (Ri)∗) system, where E i(µ) := Fφ(µ|πi) is the relative entropy with respect to the
measures πi and and Ri, (Ri)∗ are induced by πi.
Remark 5.14. It is worth noting that when α is 1-homogeneous then Ri = R and
(Ri)∗ = R∗ do not depend on πi, cf. Corollary 4.11. The decomposition is thus driven just
by the splitting of the entropy E . 
Proof of Theorem 5.13. Note that the assumptions of invariance and mutual singularity
of π1 and π2 imply that ϑ has a singular decomposition ϑ = ϑ1 + ϑ2 := κπ1 + κπ2 ,
where the κπi are symmetric. It then follows that E (ρt) = E
1(ρ1t ) + E
2(ρ2t ) and D(ρt) =
D1(ρ1t ) + D
2(ρ2t ), where
D
i(ρi) =
1
2
∫∫
E
Dφ(u(x), u(y))ϑ
i(dx, dy).
Finally, Corollary 4.11 shows that decomposing j as the sum j1 + j2 where ji ≪ ϑi, the
pairs (ρi, ji) belong to CE(0, T ) and R(ρt, jt) = R
1(ρ1t , j
1
t ) + R
2(ρ2t , j
2
t ). 
Theorem 5.15 (Asymptotic behaviour). Let us suppose that the only stationary measures
are multiples of π, and that D is lower semicontinuous with respect to setwise convergence.
Then every solution ρ : [0,∞) → M+(V ) of the (E ,R,R∗) evolution system converges
setwise to cπ, where c := ρ0(V )/π(V ).
Proof. Let us fix a vanishing sequence τn ↓ 0 such that
∑
n τn = +∞. Let ρ∞ be any limit
point with respect to setwise convergence of the curve ρt along a diverging sequence of
times tn ↑ +∞. Such a point exists since the curve ρ is contained in a sublevel set of E .
Up to extracting a further subsequence, it is not restrictive to assume that tn+1 ≥ tn + τn.
Since∑
n∈N
∫ tn+τn
tn
(
R(ρt, jt) + D(ρt)
)
dt ≤
∫ +∞
0
(
R(ρt, jt) + D(ρt)
)
dt ≤ E (ρ0) <∞
and the series of τn diverges, we find
lim inf
n→+∞
1
τn
∫ tn+τn
tn
D(ρt) dt = 0, lim
n→∞
∫ tn+τn
tn
R(ρt, jt) dt = 0.
Up to extracting a further subsequence, we can suppose that the above lim inf is a limit
and we can select t′n ∈ [tn, tn + τn] such that
lim
n→∞
D(ρt′n) = 0, limn→∞
∫ t′n
tn
R(ρt, jt) dt = 0.
Recalling the definition (4.80) of the Dynamical-Variational Transport cost and the mono-
tonicity with respect to τ , we also get limn→∞ W (τn, ρtn , ρt′n) = 0, so that Theorem 4.26(5)
and the relative compactness of the sequence (ρt′n)n yield ρt′n → ρ∞ setwise.
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The lower semicontinuity of D yields D(ρ∞) = 0 so that ρ∞ = cπ thanks to the unique-
ness assumption and to the conservation of the total mass. Since we have uniquely iden-
tified the limit point, we conclude that the whole curve ρt converges setwise to ρ∞ as
t→ +∞. 
6. Dissipative evolutions in L1(V, π)
In this section we construct solutions of the (E ,R,R∗) formulation by studying their
equivalent characterization as abstract evolution equations in L1(V, π). Throughout this
section we adopt Assumption (Vπκ).
6.1. Integro-differential equations in L1. Let J ⊂ R be a closed interval (not necessar-
ily bounded) and let us first consider a map G : E×J2 → R with the following properties:
(1) measurability with respect to (x, y) ∈ E:
for every u, v ∈ J the map (x, y) 7→ G(x, y; u, v) is measurable; (6.1a)
(2) continuity with respect to u, v and linear growth: there exists a constant M > 0
such that
for every (x, y) ∈ E (u, v) 7→ G(x, y; u, v) is continuous and
|G(x, y; u, v)| ≤M(1 + |u|+ |v|) for every u, v ∈ J, (6.1b)
(3) skew-symmetry:
G(x, y; u, v) = −G(y, x; v, u), for every (x, y) ∈ E, u, v ∈ J, (6.1c)
(4) ℓ-dissipativity: there exists a constant ℓ ≥ 0 such that for every (x, y) ∈ E, u, u′, v ∈
J :
u ≤ u′ ⇒ G(x, y; u′, v)−G(x, y; u, v) ≤ ℓ(u′ − u). (6.1d)
Remark 6.1. Note that (6.1d) is surely satisfied if G is ℓ-Lipschitz in (u, v), uniformly with
respect to (x, y). The ‘one-sided Lipschitz condition’ (6.1d) however is weaker than the
standard Lipschitz condition; this type of condition is common in the study of ordinary
differential equations, since it is still strong enough to guarantee uniqueness and non-
blowup of the solutions (see e.g. [HW96, Ch. IV.12]).
Let us also remark that (6.1c) and (6.1d) imply the reverse monotonicity property of G
with respect to v,
v ≥ v′ ⇒ G(x, y; u, v′)−G(x, y; u, v) ≤ ℓ(v − v′) , (6.2)
and the joint estimate
u ≤ u′, v ≥ v′ ⇒ G(x, y; u′, v′)−G(x, y; u, v) ≤ ℓ[(u′ − u) + (v − v′)]. (6.3)

Let us set L1(V, π; J) := {u ∈ L1(V, π) : u(x) ∈ J for π-a.e. x ∈ V }.
Lemma 6.2. Let u : V → J be a measurable π-integrable function.
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(1) We have ∫
V
∣∣G(x, y; u(x), u(y))∣∣κ(x, dy) < +∞ for π-a.e. x ∈ V , (6.4)
and the formula
G[u](x) :=
∫
V
G(x, y; u(x), u(y)) κ(x, dy) (6.5)
defines a function G[u] in L1(V, π) that only depends on the Lebesgue equivalence
class of u in L1(V, π).
(2) The map G : L1(V, π; J)→ L1(V, π) is continuous.
(3) The map G is (ℓ ‖κV ‖∞)-dissipative, in the sense that for all h > 0,∥∥(u1 − u2)− h(G[u1]−G[u2])∥∥L1(V,π) ≥ (1− 2ℓ‖κV |∞ h)‖u1 − u2‖L1(V,π) (6.6)
for every u1, u2 ∈ L1(V, π; J).
(4) If a ∈ J satisfies
0 = G(x, y; a, a) ≤ G(x, y; a, v) for every (x, y) ∈ E, v ≥ a , (6.7)
then for every function u ∈ L1(V, π; J) we have
u ≥ a π-a.e. ⇒ lim
h↓0
1
h
∫
V
(
a− (u+ hG[u])
)
+
dπ = 0 . (6.8)
If b ∈ J satisfies
0 = G(x, y; b, b) ≥ G(x, y; b, v) for every (x, y) ∈ E, v ≤ b, (6.9)
then for every function u ∈ L1(V, π; J) we have
u ≤ b π-a.e. ⇒ lim
h↓0
1
h
∫
V
(
u+ hG[u]− b
)
+
dπ = 0 . (6.10)
Proof. (1) Since G is a Carathe´odory function, for every measurable u and every (x, y) ∈ E
the map (x, y) 7→ G(x, y; u(x), u(y)) is measurable. Since∫∫
E
|G(x, y; u(x), u(y)| κ(x, dy)π(dx) =
∫∫
E
|G(x, y; u(x), u(y)|ϑ(dx, dy)
≤M‖κV ‖∞
(
1 + 2
∫
V
|u| dπ
)
,
(6.11)
the first claim follows by Fubini’s Theorem [DM78, II, 14].
(2) Let (un)n∈N be a sequence of functions strongly converging to u in L
1(V, π; J). Up to
extracting a further subsequence, it is not restrictive to assume that un also converges to
u pointwise π-a.e. We have∥∥G[un]−G[u]∥∥L1(V,π) = ∫∫
E
∣∣∣G(x, y; un(x), un(y))−G(x, y; u(x), u(y))∣∣∣ϑ(dx, dy) . (6.12)
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Since the integrand gn in (6.12) vanishes ϑ-a.e. in E as n→∞, by the generalized Dom-
inated Convergence Theorem (see for instance [EG92, Thm. 4, page 21] it is sufficient to
show that there exist positive functions hn pointwise converging to h such that
gn ≤ hn ϑ-a.e. in E, lim
n→∞
∫∫
E
hn dϑ =
∫∫
E
h dϑ.
We select hn(x, y) := M(2 + |un(x)| + |un(y)| + |u(x)| + |u(y)|) and h(x, y) := 2M(1 +
|u(x)|+ |u(y)|). This proves the result.
(3) Let us set
s(r) :=
{
1 if r > 0 ,
−1 if r ≤ 0 ,
and observe that the left-hand side of (6.6) may be estimated from below by∥∥(u1 − u2)− h(G[u1]−G[u2])∥∥L1(V,π) ≥ ‖u1 − u2‖L1(V,π)
− h
∫
V
s(u1 − u2)
(
G[u1]−G[u2]
)
dπ
for all h > 0. Therefore, estimate (6.6) follows if we prove that
δ :=
∫
V
s(u1 − u2)
(
G[u1]−G[u2]
)
dπ ≤ 2ℓ‖κV ‖∞ ‖u1 − u2‖L1(V,π). (6.13)
Let us set
∆G(x, y) := G(x, y; u1(x), u1(y))−G(x, y; u2(x), u2(y)),
and
∆s(x, y) := s(u1(x)− u2(x))− s(u1(y)− u2(y)). (6.14)
Since ∆G(x, y) = −∆G(y, x), using (6.1c) we have
δ =
∫
V
s
(
u1 − u2)
(
G[u1]−G[u2]
)
dπ =
∫∫
E
s(u1(x)− u2(x))∆G(x, y)ϑ(dx, dy)
=
1
2
∫∫
E
∆s(x, y)∆G(x, y)ϑ(dx, dy).
Setting ∆(x) := u1(x)− u2(x) we observe that by (6.3)
∆(x) > 0, ∆(y) > 0 ⇒ ∆s(x, y) = 0,
∆(x) ≤ 0, ∆(y) ≤ 0 ⇒ ∆s(x, y) = 0,
∆(x) ≤ 0, ∆(y) > 0 ⇒ ∆s(x, y) = −2, ∆G(x, y) ≥ −ℓ
(
∆(y)−∆(x))
∆(x) > 0, ∆(y) ≤ 0 ⇒ ∆s(x, y) = 2, ∆G(x, y) ≤ ℓ
(
∆(x)−∆(y)).
We deduce that
δ ≤ ℓ
∫∫
E
[
|u1(x)− u2(x)|+ |u1(y)− u2(y)|
]
ϑ(dx, dy) ≤ 2ℓ‖κV ‖∞ ‖u1 − u2‖L1(V,π).
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(4)We will only address the proof of property (6.8), as the argument for (6.10) is completely
analogous. Suppose that u ≥ a π-a.e. Let us first observe that if u(x) = a, then from (6.7),
G[u](x) =
∫
V
G(x, y; a, u(y)) κ(x, dy) ≥ 0 .
We set fh(x) := h
−1(a−u(x))−G[u](x), observing that fh(x) is monotonically decreasing
to −∞ if u(x) > a and fh(x) = −G[u](x) ≤ 0 if u(x) = a, so that limh↓0
(
fh(x)
)
+
= 0.
Since
(
fh
)
+
≤ (−G[u])
+
we can apply the Dominated Convergence Theorem to obtain
lim
h↓0
∫
V
(
fh(x)
)
+
π(dx) = 0 ,
thereby concluding the proof. 
In what follows, we shall address the Cauchy problem
u˙t = G[ut] in L
1(V, π) for every t ≥ 0, (6.15a)
u|t=0 = u0. (6.15b)
Lemma 6.3 (Comparison principles). Let us suppose that the map G satisfies (6.1a,b,c)
with J = R.
(1) If u¯ ∈ R satisfies
0 = G(x, y; u¯, u¯) ≤ G(x, y; u¯, v) for every (x, y) ∈ E, v ≥ u¯, (6.16)
then for every initial datum u0 ≥ u¯ the solution u of (6.15) satisfies ut ≥ u¯ π-
a.e. for every t ≥ 0.
(2) If u¯ ∈ R satisfies
0 = G(x, y; u¯, u¯) ≥ G(x, y; u¯, v) for every (x, y) ∈ E, v ≤ u¯, (6.17)
then for every initial datum u0 ≤ u¯ the solution u of (6.15) satisfies ut ≤ u¯ π-
a.e. for every t ≥ 0.
Proof. (1) Let us first consider the case u¯ = 0. We define a new map G by symmetry:
G(x, y; u, v) := G(x, y; u, |v|) (6.18)
which satisfies the same structural properties (6.1a,b,c), and moreover
0 = G(x, y; 0, 0) ≤ G(x, y; 0, v) for every x, y ∈ V, v ∈ R. (6.19)
We callG the operator induced by G, and u¯ the solution curve of the corresponding Cauchy
problem starting from the same (nonnegative) initial datum u0. If we prove that u¯t ≥ 0
for every t ≥ 0, then u¯t is also the unique solution of the original Cauchy problem (6.15)
induced by G, so that we obtain the positivity of ut.
Note that (6.19) and property (6.1d) yield
G(x, y; u, v) ≥ G(x, y; u, v)−G(x, y; 0, v) ≥ ℓ u for u ≤ 0 . (6.20)
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We set β(r) := r− = max(0,−r) and Pt := {x ∈ V : u¯t(x) < 0} for each t ≥ 0. Due to
the Lipschitz continuity of β, the map t 7→ b(t) := ∫
V
β(u¯t) dπ is absolutely continuous.
Hence, the chain-rule formula applies, which, together with (6.20) gives
d
dt
b(t) = −
∫
Pt
G[u¯t](x) π(dx) = −
∫∫
Pt×V
G(x, y; u¯t(x), u¯t(y))ϑ(dx, dy)
≤ ℓ
∫∫
Pt×V
(−u¯t(x))ϑ(dx, dy) = ℓ
∫∫
E
β(u¯t(x))ϑ(dx, dy) ≤ ℓ‖κV ‖∞b(t) .
Since b is nonnegative and b(0) = 0, we conclude, by Gronwall’s inequality, that b(t) = 0
for every t ≥ 0 and therefore u¯t ≥ 0. In order to prove the the statement for a general
u¯ ∈ R it is sufficient to consider the new operator G˜(x, y; u, v) := G(x, y; u+ u¯, v+ u¯), and
to consider the curve u˜t := ut− u¯ starting from the nonnegative initial datum u˜0 := u0− u¯.
(2) It suffices to apply the transformation G˜(x, y; u, v) := −G(x, y;−u,−v) and set u˜t :=
−ut. We then apply the previous claim, yielding the lower bound −u¯. 
We can now state our main result concerning the well-posedness of the Cauchy prob-
lem (6.15).
Theorem 6.4. Let J ⊂ R be a closed interval of R and let G : E × J2 → R be a map
satisfying conditions (6.1). Let us also suppose that, if a = inf J > −∞ then (6.7) holds,
and that, if b = sup J < +∞ then (6.9) holds.
(1) For every u0 ∈ L1(V, π; J) there exists a unique curve u ∈ C1([0,∞);L1(V, π; J))
solving the Cauchy problem (6.15).
(2)
∫
V
ut dπ =
∫
V
u0 dπ for every t ≥ 0.
(3) If u, v are two solutions with initial data u0, v0 ∈ L1(V, π; J) respectively, then
‖ut − vt‖L1(V,π) ≤ e2‖κV ‖∞ℓ t‖u0 − v0‖L1(V,π) for every t ≥ 0. (6.21)
(4) If a¯ ∈ J satisfies condition (6.7) and u0 ≥ a¯, then ut ≥ a¯ for every t ≥ 0. Similarly,
if b¯ ∈ J satisfies condition (6.9) and u0 ≤ b¯, then ut ≤ b¯ for every t ≥ 0.
(5) If ℓ = 0, then the evolution is order preserving: if u, v are two solutions with initial
data u0, v0 then
u0 ≤ v0 ⇒ ut ≤ vt for every t ≥ 0. (6.22)
Proof. Claims (1), (3), (4) follow by the abstract generation result of [Mar76, §6.6, The-
orem 6.1] applied to the operator G defined in the closed convex subset D := L1(V, π; J)
of the Banach space L1(V, π). For the theorem to apply, one has to check the continuity
of G : D → L1(V, π) (Lemma 6.2(2)), its dissipativity (6.6), and the property
lim inf
h↓0
h−1 inf
v∈D
‖u+ hG[u]− v‖L1(V,π) = 0 for every u ∈ D .
When J = R, the inner infimum always is zero; if J is a bounded interval [a, b] then the
property above follows from the estimates of Lemma 6.2(4), since for any u ∈ D,
inf
v∈D
∫
V
|u+ hG[u]− v| dπ ≤
∫
V
(
a− (u+ hG[u])
)
+
dπ +
∫
V
(
u+ hG[u]− b
)
+
dπ .
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When J = [a,∞) or J = (−∞, b] a similar reasoning applies.
Claim (2) is an immediate consequence of (6.1c). Finally, when ℓ = 0, claim (5) follows
from the Crandall-Tartar Theorem [CT80], stating that a non-expansive map in L1 (cf.
(6.21)) that satisfies claim (2) is also order preserving. 
6.2. Applications to dissipative evolutions. Let us now consider the map F : (0,+∞)2 →
R induced by the system (Ψ∗,φ,α), first introduced in (1.11),
F(u, v) := (Ψ∗)′
(
φ′(v)−φ′(u))α(u, v) for every u, v > 0 , (6.23)
with the corresponding integral operator:
F [u](x) :=
∫
V
F(u(x), u(y)) κ(x, dy) . (6.24)
Since Ψ∗, φ are C1 convex functions on (0,+∞) and α is locally Lipschitz in (0,+∞)2 it is
easy to check that F satisfies properties (6.1a,b,c,d) in every compact subset J ⊂ (0,+∞)
and conditions (6.7), (6.9) at every point a, b ∈ J . In order to focus on the structural
properties of the associated evolution problem, cf. (6.28) below, we will mostly confine our
analysis to the regular case, according to the following:
Assumption (F). The map F defined by (6.23) satisfies the following properties:
F admits a continuous extension to [0,∞), (6.25)
and for every R > 0 there exists ℓR ≥ 0 such that
v ≤ v′ ⇒ F(u, v)− F(u, v′) ≤ ℓR (v′ − v) for every u, v, v′ ∈ [0, R]. (6.26)
If moreover (6.26) is satisfied in [0,+∞) for some constant ℓ∞ ≥ 0 and there exists a
constant M such that
|F(u, v)| ≤M(1 + u+ v) for every u, v ≥ 0 , (6.27)
we say that (F∞) holds.
Note that (6.25) is always satisfied if φ is differentiable at 0. Estimate (6.26) is also
true if in addition α is Lipschitz. However, as we have shown in Section 1.3, there are
important examples in which φ′(0) = −∞, but (6.25) and (6.26) hold nonetheless.
Theorem 6.4 yields the following general result:
Theorem 6.5. Consider the Cauchy problem
u˙t = F [ut] t ≥ 0, u|t=0 = u0. (6.28)
for a given nonnegative u0 ∈ L1(V, π).
(1) For every u0 ∈ L1(V, π; J) with J a compact subinterval of (0,+∞) there exists
a unique bounded and nonnegative solution u ∈ C1([0,∞);L1(V, π; J)) of (6.28).
We will denote by (St)t≥0 the corresponding C
1-semigroup of nonlinear operators,
mapping u0 to the value ut = St[u0] at time t of the solution u.
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(2)
∫
V
ut dπ =
∫
V
u0 dπ for every t ≥ 0.
(3) If a ≤ u0 ≤ b π-a.e. in V , then a ≤ ut ≤ b π-a.e. for every t ≥ 0.
(4) The solution satisfies the Lipschitz estimate (6.21) (with ℓ = ℓR) and the order
preserving property if ℓR = 0.
(5) If Assumption (F) holds, then (St)t≥0 can be extended to a semigroup defined on
every essentially bounded nonnegative u0 ∈ L1(V, π) and satisfying the same prop-
erties (1)–(4) above.
(6) If additionally (F∞) holds, then (St)t≥0 can be extended to a semigroup defined on
every nonnegative u0 ∈ L1(V, π) and satisfying the same properties (1)–(4) above.
We now show that the solution u given by Theorem 6.5 is also a solution in the sense of
the (E ,R,R∗) Energy-Dissipation balance.
Theorem 6.6. Assume (Vπκ), (R∗Ψα), (Eφ). Let u0 ∈ L1(V ; π) be nonnegative and π-
essentially valued in a compact interval J of (0,∞) and let u = S[u0] ∈ C1([0,+∞);L1(V, π; J))
be the solution to (6.28) given by Theorem 6.5. Then the pair (ρ, j) given by
ρt(dx) := ut(x)π(dx) ,
2jt(dx dy) := wt(x, y)ϑ(dx dy) , wt(x, y) := −F(ut(x), ut(y)) ,
is an element of CE(0,+∞) and satisfies the (E ,R,R∗) Energy-Dissipation balance (5.4).
If F satisfies the stronger assumption (F), then the same result holds for every essentially
bounded and nonnegative initial datum. Finally, if also (F∞) holds, the above result is valid
for every nonnegative u0 ∈ L1(V, π) with ρ0 = u0π ∈ D(E ).
Proof. Let us first consider the case when u0 satisfies 0 < a ≤ u0 ≤ b < +∞ π-a.e.. Then,
the solution u = S[u0] satisfies the same bounds, the map wt is uniformly bounded and
α(ut(x), ut(y)) ≥ α(a, a) > 0, so that (ρ, j) ∈ A(0, T ). We can thus apply Theorem 5.7,
obtaining the Energy-Dissipation balance
E (ρ0)−E (ρT ) =
∫ T
0
R(ρt, jt) dt+
∫ T
0
D(ρt) dt, or equivalently L (ρ, j) = 0. (6.29)
In the case 0 ≤ u0 ≤ b we can argue by approximation, setting ua0 := max{u0, a},
a > 0, and considering the solution uat := St[u
a
0] with divergence field 2j
a
t (dx, dy) =
−F(uat (x), uat (y))ϑ(dx, dy). Theorem 6.5(4) shows that uat → ut strongly in L1(V, π) as
a ↓ 0, and consequently also jaλ → jλ setwise. Hence, we can pass to the limit in (6.29)
(written for (ρa, ja) thanks to Proposition 4.21 and Proposition 5.3), obtaining L (ρ, j) ≤
0, which is still sufficient to conclude that (ρ, j) is a solution thanks to Remark 5.5(3).
Finally, if (F∞) holds, we obtain the general result by a completely analogous argument,
approximating u0 by the sequence u
b
0 := min{u0, b} and letting b ↑ +∞. 
7. Existence via Minimizing Movements
In this section we construct solutions to the (E ,R,R∗) formulation via the Minimizing
Movement approach. The method uses only fairly general properties of W , E , and the
Friday 19th June, 2020 01:19 66
underlying space, and it may well have broader applicability than the measure-space setting
that we consider here (see Remark 7.8). Therefore we formulate the results in a slightly
more general setup.
We consider a topological space
(X, σ) = M+(V ) endowed with the setwise topology. (7.1)
For consistency with the above definition, in this section we will use use the abstract
notation
σ
⇀ to denote setwise convergence in X = M+(V ). Although throughout this
paper we adopt the Assumptions (Vπκ), (R∗Ψα), and (Eφ), in this chapter we will base
the discussion only on the following properties:
Assumption (Abs).
(1) the Dynamical-Variational Transport (DVT) cost W enjoys properties (4.86);
(2) the driving functional E enjoys the typical lower-semicontinuity and coercivity
properties underlying the variational approach to gradient flows:
E ≥ 0 and E is σ-sequentially lower semicontinuous; (7.2a)
∃ρ∗ ∈ X such that ∀ τ > 0,
the map ρ 7→ W (τ, ρ∗, ρ) + E (ρ) has σ-sequentially compact sublevels. (7.2b)
Assumption (Abs) is implied by Assumptions (Vπκ), (R∗Ψα), and (Eφ). The prop-
erties (4.86) are the content of Theorem 4.26; condition (7.2a) follows from Assump-
tion (Eφ) and Lemma 5.3; condition (7.2b) follows from the superlinearity of φ at infinity
and Prokhorov’s characterization of compactness in the space of finite measures [Bog07,
Th. 8.6.2].
7.1. The Minimizing Movement scheme and the convergence result. The classical
‘Minimizing Movement’ scheme for metric-space gradient flows [DGMT80, AGS08] starts
by defining approximate solutions through incremental minimization,
ρn ∈ argmin
ρ
(
1
2τ
d(ρn−1, ρ)2 + E (ρ)
)
.
In the context of this paper the natural generalization of the expression to be minimized
is W (τ, ρn−1, ρ) + E (ρ). This can be understood by remarking that if R(ρ, ·) is quadratic,
then it formally generates a metric
1
2
d(µ, ν)2 = inf
{∫ 1
0
R(ρt, jt) dt : ∂tρt + div jt = 0, ρ0 = µ, and ρ1 = ν
}
= τ inf
{∫ τ
0
R(ρt, jt) dt : ∂tρt + div jt = 0, ρ0 = µ, and ρτ = ν
}
= τW (τ, µ, ν).
In this section we set up the approximation scheme featuring the cost W .
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We consider a partition {t0τ = 0 < t1τ < . . . < tnτ < . . . < tNτ−1τ < T ≤ tNττ }, with fineness
τ := maxi=n,...,Nτ (t
n
τ−tn−1τ ), of the time interval [0, T ]. The sequence of approximations
(ρnτ )n is defined by the following recursive minimization scheme. Fix ρ
◦ ∈ X .
Problem 7.1. Given ρ0τ := ρ
◦, find ρ1τ , . . . , ρ
Nτ
τ ∈ X fulfilling
ρnτ ∈ argmin
v∈X
{
W (tnτ − tn−1τ , ρn−1τ , v) + E (v)
}
for n = 1, . . . , Nτ . (7.3)
Lemma 7.2. Under assumption (Abs), for any τ > 0 Problem 7.1 admits a solution
{ρnτ }Nτn=1 ⊂ X.
We denote by ρτ and ρτ the left-continuous and right-continuous piecewise constant
interpolants of the values {ρnτ }Nτn=1 on the nodes of the partition, fulfilling ρτ (tnτ ) = ρτ (tnτ ) =
ρnτ for all n = 1, . . . , Nτ , i.e.,
ρτ (t) = ρ
n
τ ∀t ∈ (tn−1τ , tnτ ], ρτ (t) = ρn−1τ ∀t ∈ [tn−1τ , tnτ ), n = 1, . . . , Nτ . (7.4)
Likewise, we denote by tτ and tτ the piecewise constant interpolants tτ (0) := tτ (0) := 0,
tτ (T ) := tτ (T ) := T , and
tτ (t) = t
n
τ ∀t ∈ (tn−1τ , tnτ ], tτ (t) = tn−1τ ∀t ∈ [tn−1τ , tnτ ) . (7.5)
We also introduce another notion of interpolant of the discrete values {ρnτ }Nτn=0 introduced
by De Giorgi, namely the variational interpolant ρ˜τ : [0, T ] → X , which is defined in the
following way: the map t 7→ ρ˜τ (t) is Lebesgue measurable in (0, T ) and satisfies ρ˜τ (0) = ρ
◦, and, for t = tn−1τ + r ∈ (tn−1τ , tnτ ],
ρ˜τ (t) ∈ argmin
µ∈X
{
W (r, ρn−1τ , µ) + E (µ)
} (7.6)
The existence of a measurable selection is guaranteed by [CV77, Cor. III.3, Thm. III.6].
It is natural to introduce the following extension of the notion of (Generalized) Minimiz-
ing Movement, which is typically given in a metric setting [Amb95, AGS08]. For simplicity,
we will continue to use the classical terminology.
Definition 7.3. We say that a curve ρ : [0, T ]→ X is a Generalized Minimizing Movement
for the energy functional E starting from the initial datum ρ◦ ∈ D(E ), if there exist a
sequence of partitions with fineness (τk)k, τk ↓ 0 as k → ∞, and, correspondingly, a
sequence of discrete solutions (ρτk)k such that, as k →∞,
ρτk(t)
σ
⇀ ρ(t) for all t ∈ [0, T ]. (7.7)
We shall denote by GMM(E ,W ; ρ◦) the collection of all Generalized Minimizing Movements
for E starting from ρ◦.
We can now state the main result of this section.
Theorem 7.4. UnderAssumptions (Vπκ), (R∗Ψα), and (Eφ), let the lower-semicontinuity
Property (5.2) be satisfied.
Then GMM(E ,W ; (0, T ), ρ◦) 6= ∅ and every ρ ∈ GMM(E ,W ; (0, T ), ρ◦) satisfies the
(E ,R,R∗) Energy-Dissipation balance (Definition 5.4).
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Throughout Sections 7.2–7.4 we will first prove an abstract version of this theorem as
Theorem 7.7 below, under Assumption (Abs). Indeed, therein we could ‘move away’
from the context of the ‘concrete’ gradient structure for the Markov processes, and carry
out our analysis in a general topological setup (cf. Remark 7.8 ahead). In Section 7.5 we
will ‘return’ to the problem under consideration and deduce the proof of Theorem 7.4 from
Theorem 7.7.
7.2. Moreau-Yosida approximation and generalized slope. Preliminarily, let us ob-
serve some straightforward consequences of the properties of the transport cost:
(1) the ‘generalized triangle inequality’ from (4.86b) entails that for all m ∈ N, for all
(m+ 1)-ples (t, t1, . . . , tm) ∈ (0,+∞)m+1, and all (ρ0, ρ1, . . . , ρm) ∈ Xm+1, we have
W (t, ρ0, ρm) ≤
m∑
k=1
W (tk, ρk−1, ρk) if t =
m∑
k=1
tk. (7.8)
(2) Combining (4.86a) and (4.86b) we deduce that
W (t, ρ, µ) ≤ W (s, ρ, µ) for all 0 < s < t and for all ρ, µ ∈ X. (7.9)
In the context of metric gradient-flow theory, the ‘Moreau-Yosida approximation’ (see
e.g. [Bre11, Ch. 7] or [AGS08, Def. 3.1.1]) provides an approximation of the driving func-
tional that is finite and sub-differentiable everywhere, and can be used to define a gener-
alized slope. We now construct the analogous objects in the situation at hand.
Given r > 0 and ρ ∈ X , we define the subset Jr(ρ) ⊂ X by
Jr(ρ) := argmin
µ∈X
{
W (r, ρ, µ) + E (µ)
}
(by Lemma 7.2, this set is non-empty) and define
Er(ρ) := inf
µ∈X
{W (r, ρ, µ) + E (µ)} = W (r, ρ, ρr) + E (ρr) ∀ ρr ∈ Jr(ρ). (7.10)
In addition, for all ρ ∈ D(E ), we define the generalized slope
S (ρ) := lim sup
r↓0
E (ρ)− Er(ρ)
r
= lim sup
r↓0
supµ∈X {E (ρ)−W (r, ρ, µ)− E (µ)}
r
. (7.11)
Recalling the duality formula for the local slope (cf. [AGS08, Lemma 3.15]) and the fact
that W (τ, ·, ·) is a proxy for 1
2τ
d2(·, ·), it is immediate to recognize that the generalized slope
is a surrogate of the local slope. Furthermore, as we will see that its definition is somehow
tailored to the validity of Lemma 7.5 ahead. Heuristically, the generalized slope S (ρ)
coincides with the Fisher information D(ρ) = R∗(ρ,−DE (ρ)). This can be recognized,
again heuristically, by fixing a point ρ0 and considering curves ρt := ρ0− t div j, for a class
of fluxes j. We then calculate
R
∗(ρ0,−DE (ρ0)) = sup
j
{−DE (ρ0) · j −R(ρ0, j)}
= sup
j
lim
r→0
1
r
{
E (ρ0)− E (ρr)−
∫ r
0
R(ρt, j) dt
}
.
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In Theorem 7.9 below we rigorously prove that S ≥ D using this approach.
The following result collects some properties of Er and S .
Lemma 7.5. For all ρ ∈ D(E ) and for every selection ρr ∈ Jr(ρ)
Er2(ρ) ≤ Er1(ρ) ≤ E (ρ) for all 0 < r1 < r2; (7.12)
ρr
σ
⇀ ρ as r ↓ 0, E (ρ) = lim
r↓0
Er(ρ); (7.13)
d
dr
Er(ρ) ≤ −S (ρr) for a.e. r > 0. (7.14)
In particular, for all ρ ∈ D(E )
S (ρ) ≥ 0 and (7.15)
W (r0, ρ, ρr0) +
∫ r0
0
S (ρr) dr ≤ E (ρ)− E (ρr0) (7.16)
for every r0 > 0 and ρr0 ∈ Jr0(ρ).
Proof. Let r > 0, ρ ∈ D(E ), and ρr ∈ Jr(ρ). It follows from (7.10) and (4.86a) that
Er(ρ) = W (r, ρ, ρr) + E (ρr) ≤ W (r, ρ, ρ) + E (ρ) = E (ρ) ∀ r > 0, ρ ∈ X ; (7.17)
in the same way, one checks that for all ρ ∈ X and 0 < r1 < r2,
Er2(ρ)− Er1(ρ) ≤ W (r2, ρr1, ρ) + E (ρr1)−W (r1, ρr1 , ρ)− E (ρr1)
(7.9)
≤ 0,
which implies (7.12). Thus, the map r 7→ Er(ρ) is non-increasing on (0,+∞), and hence
almost everywhere differentiable. Let us fix a point of differentiability r > 0. For h > 0
and ρr ∈ Jr(ρ) we then have
Er+h(ρ)− Er(ρ)
h
=
1
h
inf
v∈X
{
W (r + h, ρ, v) + E (v)−W (r, ρ, ρr)− E (ρr)
}
≤ 1
h
inf
v∈X
{
W (h, ρr, v) + E (v)− E (ρr)
}
,
the latter inequality due to (4.86b), so that
d
dr
Er(ρ) ≤ lim inf
h↓0
1
h
inf
v∈X
{
W (h, ρr, v) + E (v)− E (ρr)
}
= − lim sup
h↓0
1
h
sup
v∈X
{
−W (h, ρr, v)− E (v) + E (ρr)
}
,
whence (7.14). Finally, (7.17) yields that, for any ρ ∈ D(E ) and any selection ρr ∈ Jr(ρ),
one has supr>0 W (r, ρ, ρr) < +∞. Therefore, (4.86d) entails the first convergence in (7.13).
Furthermore, we have
E (ρ) ≥ lim sup
r↓0
Er(ρ) ≥ lim inf
r↓0
(W (r, ρ, ρr) + E (ρr)) ≥ lim inf
r↓0
E (ρr) ≥ E (ρ),
where the first inequality again follows from (7.17), and the last one from the σ-lower
semicontinuity of E . This implies the second statement of (7.13). 
Friday 19th June, 2020 01:19 70
7.3. A priori estimates. Our next result collects the basic estimates on the discrete
solutions. In order to properly state it, we need to introduce the ‘density of dissipated
energy’ associated with the interpolant ρτ , namely the piecewise constant function Wτ :
[0, T ]→ [0,+∞) defined by
Wτ (t) :=
W (tnτ − tn−1τ , ρn−1τ , ρnτ )
tnτ − tn−1τ
t ∈ (tn−1τ , tnτ ], n = 1, . . . , Nτ ,
so that
∫ tnτ
tj−1τ
Wτ (t) dt =
n∑
k=j
W (tkτ − tk−1τ , ρk−1τ , ρkτ ) for all 1 ≤ j < n ≤ Nτ . (7.18)
Proposition 7.6 (Discrete energy-dissipation inequality and a priori estimates). We have
W (t− tτ (t), ρτ (t), ρ˜τ (t)) +
∫ t
tτ (t)
S (ρ˜τ (r)) dr + E (ρ˜τ (t)) ≤ E (ρτ (t)) for all 0 ≤ t ≤ T ,
(7.19)∫
tτ (t)
tτ (s)
Wτ (r) dr +
∫
tτ (t)
tτ (s)
S (ρ˜τ (r)) dr + E (ρτ (t)) ≤ E (ρτ (s)) for all 0 ≤ s ≤ t ≤ T ,
(7.20)
and there exists a constant C > 0 such that for all τ > 0∫ T
0
Wτ (t) dt ≤ C,
∫ T
0
S (ρ˜τ (t)) dt ≤ C. (7.21)
Finally, there exists a σ-sequentially compact subset K ⊂ X such that
ρτ (t), ρτ (t), ρ˜τ (t) ∈ K ∀ t ∈ [0, T ] and τ > 0. (7.22)
Proof. From (7.16) we directly deduce, for t ∈ (tj−1τ , tjτ ],
W (t− tj−1τ , ρj−1τ , ρ˜τ(t)) +
∫ t
tj−1τ
S (ρ˜τ (r)) dr + E (ρ˜τ (t)) ≤ E (ρj−1τ ), (7.23)
which implies (7.19); in particular, for t = tjτ one has∫ tjτ
tj−1τ
Wτ (t) dt+
∫ tjτ
tj−1τ
S (ρ˜τ (t)) dt+ E (ρ
j
τ ) ≤ E (ρj−1τ ). (7.24)
The estimate (7.20) follows upon summing (7.24) over the index j. Furthermore, applying
(7.8)–(7.9) one deduces for all 1 ≤ n ≤ Nτ that
W (nτ, ρ0, ρ
n
τ ) + E (ρ
n
τ ) ≤
∫ tnτ
0
Wτ (r) dr +
∫ tnτ
0
S (ρ˜τ (r)) dr + E (ρ
n
τ ) ≤ E (ρ0). (7.25)
In particular, (7.21) follows, as well as supn=0,...,Nτ E (ρ
n
τ ) ≤ C. Then, (7.23) also yields
supt∈[0,T ] E (ρ˜τ (t)) ≤ C.
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Next we show the two estimates
W (2T, ρ∗, ρτ (t)) + E (ρτ (t)) ≤ C, (7.26)
W (2T, ρ∗, ρ˜τ (t)) + E (ρ˜τ (t)) ≤ C . (7.27)
Recall that ρ∗ is introduced in Assumption (Abs).
To deduce (7.26), we use the triangle inequality for W . Preliminarily, we observe that
W (t, ρ∗, ρ0) < +∞ for all t > 0. In particular, let us fix an arbitrary m ∈ {1, . . . , Nτ} and
let C∗ := W (tmτ , ρ
∗, ρ0). We have for any n,
W (2T, ρ∗, ρnτ ) ≤ W (2T − tnτ , ρ∗, ρ0) + W (tnτ , ρ0, ρnτ )
(1)
≤ W (tmτ , ρ∗, ρ0) + W (tnτ , ρ0, ρnτ )
≤ C∗ + W (tnτ , ρ0, ρnτ ) for all n ∈ {1, . . . , Nτ},
where for (1) we have used that W (2T − tnτ , ρ∗, ρ0) ≤ W (tmτ , ρ∗, ρ0) since 2T − tnτ ≥ tmτ .
Thus, in view of (7.25) we we deduce
W (2T, ρ∗, ρτ (t)) + E (ρτ (t)) ≤ C∗ + W (tτ (t), ρ0, ρτ (t)) + E (ρτ (t))
≤ C∗ + E (ρ0) ≤ C for all t ∈ [0, T ] , (7.28)
i.e. the desired (7.26).
Likewise, adding (7.23) and (7.24) one has W (t, ρ0, ρ˜τ (t)) + E (ρ˜τ (t)) ≤ E (ρ0), whence
(7.27) with arguments similar to those in the previous lines. 
7.4. Compactness result. The main result of this section, Theorem 7.7 below, states
that GMM(E ,W ; (0, T ), ρ◦) is non-empty, and that any curve ρ ∈ GMM(E ,W ; (0, T ), ρ◦)
fulfills an ‘abstract’ version (7.31) of the (E ,R,R∗) Energy-Dissipation estimate (5.6),
obtained by passing to the limit in the discrete inequality (7.20).
We recall the W -action of a curve ρ : [0, T ]→ X , defined in (4.89) as
W(ρ; [a, b]) := sup
{
M∑
j=1
W (tj − tj−1, ρ(tj−1), ρ(tj)) : (tj)Mj=0 ∈ Pf([a, b])
}
for all [a, b] ⊂ [0, T ], where Pf ([a, b]) is the set of all finite partitions of the interval [a, b].
We also introduce the relaxed generalized slope S − : D(E ) → [0,+∞] of the driving
energy functional E , namely the relaxation of the generalized slope S along sequences
with bounded energy:
S
−(ρ) := inf
{
lim inf
n→∞
S (ρn) : ρn
σ
⇀ ρ, sup
n∈N
E (ρn) < +∞
}
. (7.29)
We are now in a position to state and prove the ‘abstract version’ of Theorem 7.4.
Theorem 7.7. Under Assumption (Abs), let ρ◦ ∈ D(E ). Then, for every vanish-
ing sequence (τk)k there exist a (not relabeled) subsequence and a σ-continuous curve
ρ : [0, T ]→ X such that ρ(0) = ρ◦, and
ρτk(t), ρτk
(t), ρ˜τk(t)
σ
⇀ ρ(t) for all t ∈ [0, T ], (7.30)
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and ρ satisfies the Energy-Dissipation estimate
W(ρ; [0, t]) +
∫ t
0
S
−(ρ(r))dr + E (ρ(t)) ≤ E (ρ0) for all t ∈ [0, T ]. (7.31)
Remark 7.8. Theorem 7.7 could be extended to a topological space where the cost W and
the energy functional E satisfy the properties listed at the beginning of the section. 
Proof. Consider a sequence τk ↓ 0 as k →∞.
Step 1: Construct the limit curve ρ. We first define the limit curve ρ on the set
A := {0} ∪N , with N a countable dense subset of (0, T ]. Indeed, in view of (7.22), with a
diagonalization procedure we find a function ρ : A→ X and a (not relabeled) subsequence
such that
ρτk(t)
σ
⇀ ρ(t) for all t ∈ A and ρ(t) ∈ K for all t ∈ A. (7.32)
In particular, ρ(0) = ρ◦.
We next show that ρ can be uniquely extended to a σ-continuous curve ρ : [0, T ]→ X .
Let s, t ∈ A with s < t. By the lower-semicontinuity property (4.86c) we have
W (t− s, ρ(s), ρ(t)) ≤ lim inf
k→∞
W (t− s, ρτk(s), ρτk(t))
(7.18)
≤ lim inf
k→∞
∫
tτk
(t)
tτk
(s)
Wτk(r) dr
(1)
≤ lim inf
k→∞
E (ρτk(t1))
(2)
≤ E (ρ0),
where (1) follows from (7.20) (using the lower bound on E ), and (2) is due to the fact that
t 7→ E (ρτk(t)) is nonincreasing.
By the property (4.86e) of W , this estimate is a form of uniform continuity of ρ, and we
now use this to extend ρ. Fix t ∈ [0, T ] \ A, and choose a sequence tm ∈ A, tm → t, with
the property that ρ(tm) σ-converges to some ρ˜. For any sequence sm ∈ A, sm → t, we then
have
sup
m
W (|tm − sm|, ρ(sm), ρ(tm)) < +∞,
and since |tm− sm| → 0, property (4.86e) implies that ρ(sm) σ⇀ ρ˜. This implies that along
any converging sequence tm ∈ A, tm → t the sequence ρ(tm) has the same limit; therefore
there is a unique extension of ρ to [0, T ], that we again indicate by ρ. By again applying
the lower-semicontinuity property (4.86c) we find that
W (|t− s|, ρ(s), ρ(t)) ≤ E (ρ0) for all t, s ∈ [0, T ], s 6= t,
and therefore the curve [0, T ] ∋ t 7→ ρ(t) is σ-continuous.
Step 2: Show convergence at all t ∈ [0, T ]. Now fix t ∈ [0, T ]; we show that ρτk(t), ρτk(t),
and ρ˜τk(t) each converge to ρ(t). Since ρτk(t) ∈ K, there exists a convergent subsequence
ρτkj
(t)
σ
⇀ ρ˜. Take any s ∈ A with s 6= t. Then
W (|t− s|, ρ˜, ρ(s)) ≤ lim inf
j→∞
W (|t− s|, ρτkj (t), ρτkj (s)) ≤ E (ρ0) ≤ C,
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by the same argument as above. Taking the limit s→ t, property (4.86e) and the continuity
of ρ imply ρ˜ = ρ(t). Therefore ρτkj
(t)
σ
⇀ ρ(t) along each subsequence τkj , and consequently
also along the whole sequence τk.
Estimates (7.19) & (7.20) also give at each t ∈ (0, T ]
lim sup
k→∞
W (t− tτk(t), ρτk(t), ρτk(t)) ≤ E (ρ0), lim supk→∞ W (t− tτk(t), ρτk(t), ρ˜τk(t)) ≤ E (ρ0),
so that, again using the compactness information provided by (7.22) and property (4.86e)
of the cost W , it is immediate to conclude (7.30).
Step 3: Derive the energy-dissipation estimate. Finally, let us observe that
lim inf
k→∞
∫
tτk
(t)
0
Wτk(r)dr ≥W(ρ; [0, t]) for all t ∈ [0, T ]. (7.33)
Indeed, for any partition {0 = t0 < . . . < tj < . . . < tM = t} of [0, t] we find that
M∑
j=1
W (tj − tj−1, ρ(tj−1), ρ(tj))
(1)
≤ lim inf
k→∞
M∑
j=1
W (tτk(t
j)− tτk(tj−1), ρτk(tj−1), ρτk(tj))
= lim inf
k→∞
∫
tτk
(t)
0
Wτk(r) dr,
with (1) due to (4.86c). Then (7.33) follows by taking the supremum over all partitions.
On the other hand, by Fatou’s Lemma we find that
lim inf
k→∞
∫
tτk
(t)
0
S (ρ˜τk(r)) dr ≥
∫ t
0
S
−(ρ(r))dr,
while the lower semicontinuity of E gives
lim inf
k→∞
E (ρτk(t)) ≥ E (ρ(t))
so that (7.31) follows from taking the lim infk→∞ in (7.20) for s = 0. 
7.5. Proof of Theorem 7.4. Having established the abstract compactness result of The-
orem 7.7, we now apply this to the proof of Theorem 7.4. As described above, under
Assumptions (Vπκ), (R∗Ψα), and (Eφ) the conditions of Theorem 7.7 are fulfilled,
and Theorem 7.7 provides us with a curve ρ : [0, T ] → M+(V ) that is continuous with
respect to setwise convergence such that
W(ρ; [0, t]) +
∫ t
0
S
−(ρ(r))dr + E (ρ(t)) ≤ E (ρ0) for all t ∈ [0, T ]. (7.34)
To conclude the proof of Theorem 7.4, we now show that the Energy-Dissipation inequality
(5.6) can be derived from (7.34).
We first note that Corollary 4.22 implies the existence of a flux j such that (ρ, j) ∈
CE(0, T ) and W(ρ; [0, T ]) =
∫ T
0
R(ρt, jt) dt. Then from Corollary 7.11 below, we find that
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S −(ρ(r)) ≥ D(ρ(r)) for all r ∈ [0, T ]. Combining these results with (7.34) we find the
required estimate (5.6).
It remains to prove the inequality S − ≥ D , which follows from the corresponding
inequality S ≥ D for the non-relaxed slope (Theorem 7.9) with the lower semicontinuity
of D that is assumed in Theorem 7.4. This is the topic of the next section.
7.6. The generalized slope bounds the Fisher information. We recall the definition
of the generalized slope S from (7.11):
S (ρ) := lim sup
r↓0
sup
µ∈X
1
r
{
E (ρ)− E (µ)−W (r, ρ, µ)
}
.
Given the structure of this definition, the proof of the inequality S ≥ D naturally proceeds
by constructing an admissible curve (ρ, j) ∈ CE(0, T ) such that ρ|t=0 = ρ and such that
the expression in braces can be related to D(ρ).
For the systems of this paper, the construction of such a curve faces three technical
difficulties: the first is that ρ needs to remain nonnegative, the second is that φ′ may be
unbounded at zero, and the third is that the function Dφ(u, v) in (4.53c) that defines D
may be infinite when u or v is zero (see Example 5.2).
We first prove a lower bound for the generalized slope S involving D−φ , under the basic
conditions on the (E ,R,R∗) system presented in Section 3.
Theorem 7.9. Assume (Vπκ), (R∗Ψα), and (Eφ). Then
S (ρ) ≥ 1
2
∫∫
E
D−φ(u(x), u(y))ϑ(dx, dy) for all ρ = uπ ∈ D(E ). (7.35)
Proof. Let us fix ρ0 = u0π ∈ D(E ), a bounded measurable skew-symmetric map
ξ : E → R with ξ(y, x) = −ξ(x, y), |ξ(x, y)| ≤ Ξ <∞ for every (x, y) ∈ E,
the Lipschitz functions q(r) := min(r, 2(r−1/2)+) (approximating the identity far from 0)
and h(r) := max(0,min(2− r, 1)) (cutoff for r ≥ 2), and the Lipschitz regularization of α
αε(u, v) := εq(α(u, v)/ε).
We introduce the field Gε : E × R2+ → R
Gε(x, y; u, v) := ξ(x, y)gε(u, v) , (7.36)
where
gε(u, v) := αε(u, v) h(εmax(u, v))q(min(1,min(u, v)/ǫ)) ,
which vanishes if α(u, v) < ε/2 or min(u, v) < ε/2 or max(u, v) ≥ 2/ε, and coincides
with α if α ≥ ε, min(u, v) ≥ ε, and max(u, v) ≤ 1/ε. Since gε is Lipschitz, it is easy
to check that Gε satisfies all the assumptions (6.1a,b,c,d) and also (6.7) for a = 0, since
0 = gε(0, 0) ≤ gε(0, v) for every v ≥ 0 and every (x, y) ∈ E.
It follows that for every nonnegative u0 ∈ L1(X, π) there exists a unique nonnegative
solution uε ∈ C1([0,∞);L1(V, π)) of the Cauchy problem (6.15) induced by Gε with initial
datum u0 and the same total mass. Henceforth, we set ρ
ε
t = u
ε
tπ for all t ≥ 0.
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Setting 2jεt (dx, dy) := w
ε
t (x, y)ϑ(dx, dy), where w
ε
t (x, y) := Gε(x, y; ut(x), ut(y)), it is
also easy to check that (ρε, jε) ∈ A(0, T ), since gε(u, v) ≤ α(u, v) and
|wεt (x, y)| ≤ |ξ|α(uεt(x), uεt(y))χUε(t)(x, y) for (x, y) ∈ E ,
where Uε(t) := {(x, y) ∈ E : gǫ(uεt(x), uεt(y)) > 0}, thereby yielding
Υ(uεt(x), u
ε
t (y), w
ε
t (x, y)) ≤ Ψ(Ξ)α(2/ε, 2/ε) .
Finally, recalling (4.40) and (4.42), we get
|Bφ(uεt(x), uεt(y), wεt (x, y))| ≤ Ξ
(
φ′(2/ε)−φ′(ε/2))α(2/ε, 2/ε).
Thus, we can apply Theorem 4.16 obtaining
E (ρ0)− E (ρετ ) = −
1
2
∫ τ
0
∫∫
E
Bφ(u
ε
t(x), u
ε
t(y), w
ε
t (x, y))ϑ(dx, dy) dt, (7.37)
and consequently
S (ρ0) ≥ lim sup
τ↓0
τ−1
(
E (ρ0)− E (ρετ )−
∫ τ
0
R(ρεt , j
ε
t ) dt
)
=
1
2
∫∫
E
(
Bφ(u0(x), u0(y), w
ε
0(x, y))−Υ(u0(x), u0(y), wε0(x, y))
)
ϑ(dx, dy).
(7.38)
Let us now set ∆k to be the truncation of φ
′(u0(x))−φ′(u0(y)) to [−k, k], i.e.
∆k(x, y) := max
{
−k,min[k,φ′(u0(x))−φ′(u0(y))]} ,
and ξk(x, y) := (Ψ
∗)′(∆k(x, y)) for each k ∈ N. Notice that ξk is a bounded measurable
skew-symmetric map satisfying |ξk(x, y)| ≤ k for every (x, y) ∈ E and k ∈ N. Therefore,
inequality (7.38) holds for wε0(x, y) = ξk(x, y) gε(u0(x), u0(y)), (x, y) ∈ E. We then observe
from Lemma 4.19(3) that
(φ′(u0(x))−φ′(u0(y))) · ξk(x, y) ≥ ∆k(x, y)ξk(x, y)
= Ψ(ξk(x, y)) + Ψ
∗(∆k(x, y)) ,
(7.39)
and from gǫ(u, v) ≤ α(u, v) that
Υ(u0(x), u0(y), w
ε
0(x, y)) = Ψ
(
ξk(x, y)gε(u0(x), u0(y))
α(u0(x), u0(y))
)
α(u0(x), u0(y))
≤ Ψ(ξk(x, y))α(u0(x), u0(y)) .
(7.40)
Substituting these bounds in (7.38) and passing to the limit as ε ↓ 0 we obtain
S (ρ) ≥ 1
2
∫∫
E
Ψ∗(∆k(x, y))α(u0(x), u0(y))ϑ(dx, dy) . (7.41)
We eventually let k ↑ ∞ and obtain (7.35). 
In the next proposition we finally bound S from below by the Fisher information, by
relying on the existence of a solution to the (E ,R,R∗) system, as shown in Section 6.
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Proposition 7.10. Let us suppose that for ρ ∈ D(E ) there exists a solution to the
(E ,R,R∗) system. Then the generalized slope bounds the Fisher information from above:
S (ρ) ≥ D(ρ) for all ρ ∈ D(E ). (7.42)
Proof. Let ρt = utπ be a solution to the (E ,R,R
∗) system with initial datum ρ0 ∈ D(E ).
Then, we can find a family (jt)t≥0 ∈M(E) such that (ρ, j) ∈ CE(0,+∞) and
E (ρt) +
∫ t
0
[
R(ρr, jr) + D(ρr)
]
dr = E (ρ0) for all t ≥ 0.
Therefore
S (ρ0) ≥ lim inf
t↓0
1
t
[
E (ρ0)− E (ρt)−W (t, ρ0, ρt)
]
≥ lim inf
t↓0
1
t
[
E (ρ0)− E (ρt)−
∫ t
0
R(ρr, jr) dr
]
= lim inf
t↓0
1
t
∫ t
0
D(ρr) dr .
Since ut → u0 in L1(V ; π) as t → 0 and since D is lower semicontinuous with respect to
L1(V, π)-convergence (see the proof of Proposition 5.3), with a change of variables we find
S (ρ0) ≥ lim inf
t↓0
∫ 1
0
D(ρts) ds ≥ D(ρ0). 
We then easily get the desired lower bound for S − in terms of D , under the condition
that the latter functional is lower semicontinuous (recall that Proposition 5.3 provides
sufficient conditions for the lower semicontinuity of D):
Corollary 7.11. Let us suppose that Assumptions (Vπκ), (R∗Ψα), (Eφ) hold and
that D is lower semicontinuous with respect to setwise convergence. Then
S
−(ρ) ≥ D(ρ) for all ρ ∈ D(E ). (7.43)
Remark 7.12. The combination of Theorem 7.9, Proposition 7.10, and Corollary 7.11
illustrates why we introduced both Dφ and D
−
φ . For the duration of this remark, con-
sider both the functional D that is defined in (5.1) in terms of Dφ, and a corresponding
functional D− defined in terms of the function D−φ :
D
−(ρ) :=
1
2
∫∫
E
D−φ
(
u(x), u(y)
)
ϑ(dx dy) for ρ = uπ .
In the two guiding cases of Example 4.18, Dφ is convex and lower semicontinuous, but
D−φ is only lower semicontinuous. As a result, D is lower semicontinuous with respect to
setwise convergence, but D− is not (indeed, consider e.g. a sequence ρn converging setwise
to ρ, with dρn/dπ given by characteristic functions of some sets An, where the sets An are
chosen such that for the limit the density dρ/dπ is strictly positive and non-constant; then
D−(ρn) = 0 for all n while D
−(ρ) > 0). Setwise lower semicontinuity of D is important
for two reasons: first, this is required for stability of solutions of the Energy-Dissipation
balance under convergence in some parameter (evolutionary Γ-convergence), which is a
hallmark of a good variational formulation; and secondly, the proof of existence using the
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Minimizing-Movement approach requires the bound (7.43), for which D also needs to be
lower semicontinuous. This explains the importance of Dφ, and it also explains why we
defined the Fisher information D in terms of Dφ and not in terms of D
−
φ .
On the other hand, D−φ is straightforward to determine, and in addition the weaker
control of D−φ is still sufficient for the chain rule: it is D
−
φ that appears on the right-hand
side of (4.59). Note that if D−φ itself is convex, then it coincides with Dφ. 
Appendix A. Continuity equation
In this Section we complete the analysis of the continuity equation by carrying out the
proofs of Lemma 4.4 and Corollary 4.3.
Proof of Lemma 4.4. The distributional identity (4.6) yields that for every ζ ∈ Cb(V, τ)
the map
t 7→ ρt(ζ) :=
∫
V
ζ(x)ρt(dx) belongs to W
1,1(a, b),
with distributional derivative
d
dt
ρt(ζ) =
∫∫
E
∇ζ djt = −
∫
V
ζ d div jt for almost all t ∈ [a, b]. (A.1)
Hence, setting dt := | div jt| ∈M+(V ), we have∣∣∣∣ ddtρt(ζ)
∣∣∣∣ ≤ ∫
V
|ζ | ddt ≤ ‖ζ‖Cb(V )| div jt|(V ) ≤ 2‖ζ‖Cb(V )|jt|(E), (A.2)
where we used the fact that
dt = |x♯(jt − s♯jt)| = |x♯jt − y♯jt| ≤ |x♯jt|+ |y♯jt|
which implies
dt(V ) ≤ 2|jt|(E).
Hence, the set Lζ of the Lebesgue points of t 7→ ρt(ζ) has full Lebesgue measure. Choosing
ζ ≡ 1 one immediately recognizes that ρt(V ) is (essentially) constant: it is not restrictive
to normalize it to 1 for convenience. Let us now consider a countable set Z = {ζk}k∈N of
uniformly bounded functions in Cb(V ) such that
|ζk| ≤ 1, d(µ, ν) :=
∞∑
k=1
2−k
∣∣∣ ∫
V
ζk d(µ− ν)
∣∣∣
is a distance inducing the weak topology in M+(V ) (see e.g. [AGS08, § 5.1.1]). By intro-
ducing the set LZ :=
⋂
ζ∈Z Lζ , it follows from (A.2) that
d(ρs, ρt) ≤ 2
∫ t
s
|jr|(E) dr (A.3)
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showing that the restriction of ρ to LZ is continuous in M
+(V ). Estimate (A.2) also shows
that for all s, t ∈ LZ with s ≤ t we have
|ρt(ζ)−ρs(ζ)| ≤
∫ t
s
∫
V
|ζ | ddr dr ≤ 2‖ζ‖Cb(V )
∫ t
s
|jr|(E) dr for all ζ ∈ Cb(V ). (A.4)
Taking the supremum with respect to ζ we obtain
‖ρt − ρs‖TV ≤ 2
∫ t
s
|jr|(E) dr and all s, t ∈ LZ , s ≤ t, (A.5)
which shows that the measures (ρt)t∈LZ are uniformly continuous with respect to the total
variation metric in M+(V ) and thus can be extended to an absolutely continuous curve
ρ˜ ∈ AC(I;M+(V )) satisfying (A.5) for every s, t ∈ I.
When ϕ ∈ Cb(V ), (4.4) immediately follows from (A.1). By a standard argument based
on the functional monotone class Theorem [Bog07, §2.12] we can extend the validity of
(4.4) to every bounded Borel function.
If ϕ ∈ C1([a, b]; Bb(V )), combining (A.1) and the fact that the map t 7→
∫
V
ϕ(t, x) ρ˜t(dx)
is absolutely continuous we easily get (4.8). 
Proof of Corollary 4.3. Keeping the same notation of the previous proof, if we define
γ := ρ0 +
∫ T
0
dt dt
then the estimate (A.2) shows that
ρt(B) ≤ γ(B) for every B ∈ B,
thus showing that ρt = u˜tγ for every t ∈ [0, T ] and
‖ρt − ρs‖TV =
∫
V
|u˜t − u˜s| dγ ≤ 2
∫ t
s
|jr|(E) dr for every 0 ≤ s < t ≤ T. (A.6)

We conclude with a result on the decomposition of the measure j − s#j = 2j♭ into its
positive and negative part.
Lemma A.1. If j ∈M(E) and we set
j+ := (j−s#j)+, j− := (j−s#j)−, (A.7)
then we have
j− = s#j
+, div j+ = div j. (A.8)
When j is skew-symmetric, we also have
j+ = 2j+, j
− = −2j−. (A.9)
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Proof. By definition, we have j+ = 2j♭+, j
− = 2j♭−. Furthermore, j
♭ = −s#j♭ = s#j♭− −
s#j
♭
+, where the first equality follows from the fact that j
♭ is skew-symmetric. Since
s#j
♭
− ⊥ s#j♭+ we deduce that s#j♭+ = j♭−, s#j♭− = j♭+ and j♭ = j♭+ − s#j♭+, so that
div j = div j♭ = 2div j♭+ = div j
+. 
Appendix B. Slowly increasing superlinear entropies
The main result of this Section is Lemma B.3 ahead, invoked in the proof of Proposition
4.21. It provides the construction of a smooth function estimating the entropy density φ
from below and such that the function (r, s) 7→ Ψ∗(Aω(r, s))α(r, s) fulfills a suitable bound,
cf. (B.10) ahead. Prior to that, we prove the preliminary Lemmas B.1 and B.2 below.
Lemma B.1. Let us suppose that α satisfies Assumptions (R∗Ψα). Then for every a ≥ 0
lim
r→+∞
α(r, a)
r
= lim
r→+∞
α(a, r)
r
= 0. (B.1)
Proof. Since α is symmetric it is sufficient to prove the first limit. Let us first observe that
the concavity of α yields the existence of the limit since the map r 7→ r−1(α(r, a)−α(0, a))
is decreasing, so that
lim
r→+∞
α(r, a)
r
= lim
r→+∞
α(r, a)− α(0, a)
r
= inf
r>0
α(r, a)− α(0, a)
r
.
Let us call L(a) ∈ R+ the above quantity. The inequality (following by the concavity of α
and the fact that α(0, 0) ≥ 0)
α(r, a) ≤ λα(r/λ, a/λ) for every λ ≥ 1 (B.2)
yields
L(a) = lim
r→+∞
α(r, a)
r
≤ lim
r→+∞
α(r/λ, a/λ)
r/λ
= L(a/λ) for every λ ≥ 1. (B.3)
For every b ∈ (0, a) and r > 0, setting λ := a/b > 1, we thus obtain
L(a) ≤ L(b) ≤ α(r, b)− α(0, b)
r
Passing first to the limit as b ↓ 0 and using the continuity of α we get
L(a) ≤ α(r, 0)− α(0, 0)
r
for every r > 0.
Eventually, we pass to the limit as r ↑ +∞ and we get L(a) ≤ α∞(1, 0) = 0 thanks to
(3.13). 
Lemma B.2. Let f : R+ → R+ be an increasing continuous function and f0 ≥ 0 with
lim
r→+∞
f(r) = sup f = +∞, lim inf
r↓0
f(r)− f0
r
∈ (0,+∞]. (B.4)
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Then for every g0 ∈ [0, f0] there exists a C∞ concave function g : R+ → R+ such that
∀ r ∈ R+ : g(r) ≤ f(r), g(0) = g0, lim
r→+∞
g(r) = +∞. (B.5)
Proof. By subtracting f0 and g0 from f and g, respectively, it is not restrictive to assume
f0 = g0 = 0. We will use a recursive procedure to construct a concave piecewise-linear
function g satisfying (B.5); a standard regularization yields a C∞ map.
We set
a :=
1
3
lim inf
r↓0
f(r)
r
, x1 := sup
{
x ∈ (0, 1] : f(r) ≥ 2ar for every r ∈ (0, x]
}
, (B.6)
and δ := ax1. We consider a strictly increasing sequence (xn)n∈N, n ∈ N, defined by
induction starting from x0 = 0 and x1 as in (B.6), according to
xn+1 := min
{
x ≥ 2xn − xn−1 : f(x) ≥ f(xn) + δ
}
, n ≥ 1. (B.7)
Since limr→+∞ f(r) = +∞, the minimizing set in (B.7) is closed and not empty, so that
the algorithm is well defined. It yields a sequence xn satisfying
xn+1 − xn ≥ xn − xn−1, xn+1 ≥ xn + δ for every n ≥ 0, (B.8)
so that (xn)n∈N is strictly increasing and unbounded, and induces a partition {0 = x0 <
x1 < x1 < · · · < xn < · · · } of R+. We can thus consider the piecewise linear function
g : R+ → R+ such that
g(xn) := nδ, g((1− t)xn + txn+1) := (n + t)δ for every n ∈ N, t ∈ [0, 1]. (B.9)
We observe that g is increasing, limr→+∞ g(r) = +∞ and it is concave since
g(xn+1)− g(xn)
xn+1 − xn =
δ
xn+1 − xn
(B.8)
≤ δ
xn − xn−1 =
g(xn)− g(xn−1)
xn − xn−1 .
Furthermore, g is also dominated by f : in the interval [x0, x1] this follows by (B.6). For
x ∈ [xn, xn + 1] and n ≥ 1, we observe that (B.7) yields f(xn+1) ≥ f(xn) + δ so that by
induction f(xn) ≥ (n + 1)δ; on the other hand
for every x ∈ [xn, xn+1] : g(x) ≤ g(xn+1) = (n+ 1)δ ≤ f(xn) ≤ f(x). 
Lemma B.3. Let Ψ∗,α be satisfying Assumptions (R∗Ψα) and let β : R+ → R+ be a
convex superlinear function with β′(r) ≥ β′0 > 0 for a.e. r ∈ R+. Then, there exists a C∞
convex superlinear function ω : R+ → R+ such that
ω(r) ≤ β(r), Ψ∗(ω′(s)−ω′(r))α(s, r) ≤ r + s for every r, s ∈ R+. (B.10)
Proof. By a standard regularization, we can always approximate β by a smooth convex
superlinear function β˜ ≤ β whose derivative is strictly positive, so that it is not restrictive
to assume that β is of class C2. Let us set r0 := inf{r > 0 : Ψ∗(r) > 0} and let P :
(0,+∞)→ (r0,+∞) be the inverse map of Ψ∗: P is continuous, strictly increasing, and of
class C1.
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Since α is concave, the function x 7→ α(x, 1)/x is nonincreasing in (0,+∞); we can thus
define the nondecreasing function Q(x) := P (x/α(x, 1)) and the function
γ(x) := 2g0 +
∫ x
1
min(β′′(y), Q′(y)) dy for every x ≥ 1, g0 := 1
2
min(β′0, Q(1)) > 0.
By construction γ(1) = 2g0 = min(β
′
0, Q(1)) ≤ β′(1) so that γ(x) ≤ min(β′(x), Q(x)) for
every x ≥ 1. We eventually set
f(t) :=
et
γ(et)
t ≥ 0.
Clearly, we have f(0) = 2g0. Furthermore, we combine the estimate γ(e
t) ≤ Q(et) =
P (et/α(et, 1)) with the facts that et/α(et, 1) → +∞ as t → +∞, thanks to Lemma B.1,
and that P has sublinear growth at infinity, being the inverse function of Ψ∗. All in all,
we conclude that
lim
t→+∞
f(t) = +∞.
Therefore, we are in a position to apply Lemma B.2, obtaining an increasing concave
function g : R+ → R+ such that g0 = g(0) ≤ g(t) ≤ f(t) and limt→+∞ g(t) = +∞. Since
g(0) ≥ 0, the concaveness of g yields g(t′′)− g(t′) ≤ g(t′′− t′) for every 0 ≤ t′ ≤ t′′, so that
the function h(x) := g(log(x ∨ 1)) satisfies h(x) = g0 ≤ β′(x) for x ∈ [0, 1], and
h(z) ≤ min(β′(z), Q(z)) for every z ≥ 1, h(y)− h(x) ≤ h(y/x) for every 0 < x ≤ y.
(B.11)
In fact, if x ≤ 1 we get
h(y)− h(x) = h(y)− g0 ≤ h(y) ≤ h(y/x)
and if x ≥ 1 we get
h(y)− h(x) ≤ g(log y)− g(log x) ≤ g(log y − log x) = g(log(y/x)) = h(y/x).
Let us now define the convex function ω(x) :=
∫ x
0
h(y) dy with ω(0) = 0 and ω′ = h. In
particular ω(x) ≤ β(x) for every x ≥ 0.
It remains to check the second inequality of (B.10). The case r, s ≤ 1 is trivial since
ω′(s) − ω′(r) = h(r) − h(s) = 0. We can also consider the case ω′(r) 6= ω′(s) and
α(r, s) > 0; since (B.10) is also symmetric, it is not restrictive to assume r ≤ s; by
continuity, we can assume r > 0.
Recalling that α(s, r) ≤ rα(s/r, 1) if 0 < r ≤ s, and (r + s)/r > s/r, (B.10) is surely
satisfied if
Ψ∗(ω′(s)−ω′(r))α(s/r, 1) ≤ s/r for every 0 < r < s. (B.12)
Recalling that ω′(s) − ω′(r) ≤ ω′(s/r) by (B.11) and Ψ∗ is nondecreasing, (B.12) is
satisfied if
Ψ∗(ω′(s/r))α(s/r, 1) ≤ s/r for every 0 < r < s. (B.13)
After the substitution t := r/s, (B.13) corresponds to
ω′(t) ≤ P (t/α(t, 1)) = Q(t) for every t ≥ 1, (B.14)
which is a consequence of the first inequality of (B.11). 
Friday 19th June, 2020 01:19 82
Appendix C. Connectivity by curves of finite action
Preliminarily, with the reference measure π ∈ M+(V ) and with the ‘jump equilib-
rium rate’ ϑ from (3.5) we associate the ‘graph divergence’ operator divπ,ϑ : L
p(E;ϑ) →
Lp(V ; π), p ∈ [1,+∞], defined as the transposed of the ‘graph gradient’ ∇ : Lq(V ; π) →
Lq(E;ϑ), with q = p′. Namely
for ζ ∈ Lp(E;ϑ), ξ = −divπ,ϑ(ζ) if and only if∫
V
ξ(x)ω(x)π(dx) =
∫
E
ζ(x, y)∇ω(x, y)ϑ(dx, dy) for all ω ∈ Lq(V ; π)
or, equivalently,
ξπ = − div(ζϑ) (C.1)
(with div the divergence operator from (1.6)) in the sense of measures.
We can now first address the connectivity problem in the very specific setup
α(u, v) ≡ 1 for all (u, v) ∈ [0,+∞)× [0,+∞). (C.2)
Then, the action functional
∫
R is translation-invariant. Let us consider two measures
ρ0, ρ1 ∈ M+(V ) such that for i ∈ {0, 1} there holds ρi = uiπ with ui ∈ Lp+(V ; π) for
some p ∈ (1,+∞). Thus, we look for curves ρ ∈ A (0, τ ; ρ0, ρ1), with finite action, such
that ρt ≪ π, with density ut, for almost all t ∈ (0, τ). Consequently, any flux (jt)t∈(0,τ)
shall satisfy jt ≪ ϑ for a.a. t ∈ (0, τ) (cf. Lemma 4.10). Taking into account (C.1), the
continuity equation reduces to
u˙t = −divπ,ϑ(ζt) for a.e. t ∈ (0, τ) (C.3)
with ζt =
djt
dϑ
. Furthermore, we look for a connecting curve ρt = utπ with ut = (1−t)u0 +
tu1, so that (C.3) becomes −divπ,ϑ(ζt) ≡ u1 − u0. Hence, we can restrict to flux densities
that are constant in time, i.e. ζt ≡ ζ with ζ ∈ Lp(E;ϑ). In this specific context, and if we
further confine the discussion to the case Ψ(r) = 1
p
|r|p for p ∈ (1,+∞), the minimal action
problem becomes
inf
{
1
p
∫
E
|w|pϑ(dx, dy) : w = 2ζ ∈ Lp(E;ϑ), −divπ,ϑ(ζ) ≡ u1 − u0
}
(C.4)
Now, by a general duality result on linear operators, the operator − divπ,ϑ : Lp(E;ϑ) →
Lp(V ; π) is surjective if and only if the graph gradient ∇ : Lq(V ; π)→ Lq(E;ϑ) fulfills the
following property:
∃C > 0 ∀ ξ ∈ Lq(V ; π) with
∫
V
ξπ(dx) = 0 there holds ‖ξ‖Lq(V ;π) ≤ C‖∇ξ‖Lq(E;ϑ),
namely the q-Poincare´ inequality (4.84). We can thus conclude the following result.
Lemma C.1. Suppose that α ≡ 1, that Ψ has p-growth (cf. (4.85)), and that the measures
(π,ϑ) satisfy a q-Poincare´ inequality for q = p
p−1
. Let ρ0, ρ1 ∈ M+(V ) be given by ρi =
uiπ, with positive ui ∈ Lp(V ; π), for i ∈ {0, 1}. Then, for every τ ∈ (0, 1) we have
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W (τ, ρ0, ρ1) < +∞. If Ψ(r) = 1p |r|p, q-Poincare´ inequality is also necessary for having
W (τ, ρ0, ρ1) < +∞.
We are now in a position to carry out the
Proof of Proposition 4.25. Assume that ρ0(V ) =
∫
V
u0(x)π(dx) = π(V ). Hence, it is suffi-
cient to provide a solution for the connectivity problem between u0 and u1 ≡ 1. We may
also assume without loss of generality that α(u, v) ≥ α0(u, v) with α0(u, v) = c0min(u, v, 1)
for some c0 > 0, so that
Ψ
(
w
α(u, v)
)
α(u, v) ≤ Ψ
(
w
α0(u, v)
)
α0(u, v) ≤ Cp
(
1 +
∣∣∣∣ wα0(u, v)
∣∣∣∣p)α0(u, v)
≤ Cpc0 + Cp|w|p(α0(u, v))1−p ,
(C.5)
where the first estimate follows from the convexity of Ψ and the fact that Ψ(0) = 0,
yielding that λ 7→ λΨ(w/λ) is non-increasing. It is therefore sufficient to consider the
case in which c0 = Cp = 1, α0(u, v) = min(u, v, 1), and to solve the connectivity problem
for Ψ˜(r) = 1
p
|r|p. By Lemma C.1, we may first find w ∈ Lp(E;ϑ) solving the minimum
problem (C.4) in the case α ≡ 1, so that the flux density ζt ≡ 12w is associated with the
curve ut = (1−t)u0 + tu1, t ∈ [0, τ ]. Then, we fix an exponent γ > 0 and we consider
the rescaled curve u˜t := utγ , that fulfills ∂tu˜t = −divπ,ϑ(ζ˜t) with ζ˜t = 12 w˜t = 12γtγ−1w.
Moreover,
α0(u˜t(x), u˜t(y)) = min{(1−tγ)u0(x) + tγu1(x), (1−tγ)u0(y) + tγu1(y), 1}
≥ min(tγ , 1) = tγ
since u1(x) = u1(y) = 1. By (C.5) we thus get∫
E
Ψ
(
w˜t(x, y)
α(u˜t(x), u˜t(y))
)
α(u˜t(x), u˜t(y))ϑ(dx, dy)
≤ Cpc0ϑ(E) +
∫
E
γptp(γ−1)|w(x, y)|ptγ(1−p)ϑ(dx, dy) = Cpc0ϑ(E) + γptγ−p‖w‖pLp(E;ϑ) .
Choosing γ > p− 1 we conclude that∫ τ
0
∫
E
Ψ
(
w˜t(x, y)
α(u˜t(x), u˜t(y))
)
α(u˜t(x), u˜t(y))ϑ(dx, dy) < +∞
hence A (0, τ ; ρ0, ρ1) 6= ∅. 
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