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1. INTRODUCTION 
This paper concerns with the boundedness and the stability ofthe solutions 
of the differential equation: 
Equation of this type has been previously discussed by Wong and Burton [I], 
where they took Y = 1. In case g(zJ) = 1, Eq. (1) has been discussed by 
Bhatia [2]. Waltman [3] discussed this equation by taking Y = 1 and g(zJ) = 1, 
and generalized the results of Utz [4] and Atkinson [5]. Some of our results 
in this paper, are similar to those of Wong, and Burton [l], and are, in fact, 
generalizations of some of their results. 
The Sections 2 and 3 deal mainly with the properties of the solutions of 
Eq. (l), and a result on the boundedness of the solutions of the equation: 
(y(t) WY + 4)fo4 &‘) = 4(t) (2) 
is presented in Section 4. The functions Y, a,f, g and 4 are assumed to be real- 
valued, and smooth enough to ensure the existence and uniqueness of the 
solutions of (1) on the t-interval [0, co). We will have an occasion to use the 
following well-known lemma due to Bellman [6] (also known as Gronwall’s 
inequality). 
LEMMA. If u and v are real-valued functions, de$ned and nonnegative for 
t>t,,~,vE9~(t,,t)fort>t,,andif 
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for some positive constant c, then 
u(t)~cexp(j~~v(s)ds). 
2. 
In the sequel it is assumed that: 
(i) g(u’) is continuous and positive for all values of u’; 
(ii) f(u) is a continuous function of u such that f (0) = 0 and uf (u) > 0 
for U f 0; 
(iii) KY- j: (--&) dT = CO = JOE /If(s) ds. 
(iv) a(t) and r(t) are positive for all values of t. 
We may note that Eq. (1) is equivalent to the system: 
x’ =y, Y’ = - (+f)Y - (#f(MY). 
We are now ready to prove a stability theorem (for terminology see [I). 
THEOREM 1. If, in addition to the conditions (i)-(iv), we ussume that: 
(v) a’(t) < 0, r’(t) > 0 and there exist positive constants 01 and t3 such that 
!i~ a(t) = OL and Vi? r(t) = p; 
then the solution (x(t), y(t)) s 0 of the system (3) is stable in the sense of 
Liapunov. 
PROOF. Consider the function: 
V(x, Y, t) = g j:f (4 ds + j: g$j da (4) 
The function V is positive definite and it dominates the positive definite 
function : 
w(x, 3’) = ; j:f (4 ds + j: g& dv. 
Calculating (d/dt) V(x, y, t) = p(x, y, t), with respect to the system (3) 
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we get: 
GO for all t > 0. 
Since V is a Liapunov function for the system (3), the proof of the theorem 
is complete. 
The following is an immediate corollary. 
COROLLARY. If in addition to the conditions (i)-(iv) we assume that 
(vi) a’(t) > 0, r’(t) > 0, and there exist positive constants (II and @ such that 
limimmf a(t) = 01 and 
-_ 
F-2 r(t) = p; 
(vii) r(t) u’(t) - a(t) r’(t) < 0 for all t > 0; then the conclusion of Theo- 
rem 1 holds. 
3. BOUNDEDNESS THEOREMS 
THEOREM 2. In addition to the conditions (i)-(iv), if we assume that: 
(viii) a’(t) < 0, r’(t) < 0 and lim,,, a(t) = 01 > 0, 7’ E Zl(O, co); 
(ix) v”/g(v) < co; 
then for eoery solution u(t) of (1) both / u(t) 1 and 1 u’(t):/ are bounded. 
REMARK. Condition (ix) does not, in any way, violate the condition (iii) 
(take, for example, g(v) = v2 + 2). P roof of the theorem. Since, g(u’) is 
positive, we can write Eq. (1) as: 
II I 
u r(;(‘) 1 u’ + a(t)f (u) 24’ = 0. 
We put 
G,(v) = jr& dT and Fb(u) = j:f (s) ds (6) 
for all real b, and observe that 
Gb(e)) + co as 1 z, ) + co 
From the Eq. (5) we get 
and Fb(u) -+ 03 as I u 1 
g + Y 1 G(u’) + a(t) $F(u) = 0. 
(5) 
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lntegrating (7) from T to some t 3 T we obtain: 
s 
:sds + r(t) G=(d) - j)(s) G&d) ds 
+ a(t)F,(u) - jt u’(s)F,(u) ds = Cl , 
T 
where C, is some positive constant. Using the conditions (viii) and (ix) we get 
the estimate: 
r(t) CT(d) + a(t) FT@) - j” U’(S) FT@) ds - 1 t T-‘(S) GT(u’) ds :< k, 
T T 
k> 0. (8) 
Since a’(t) < 0, lim,,, a(t) = OL > 0 and each term on the left hand of 
the inequality (8) is nonnegative, we conclude that Gr(u’) and F~(u) are both 
bounded. By (iii), there exist nonnegative constants a, , a2 , b, , and 6, such 
that Fr(a,) = Fr( - ua) < k, and G&) = Gr( - b,) < k. Hence 
I u(t) I d max(u, , - 4 and I u’(t) I< max(b, , - 4, 
for all t > T. The interval 10, T] is compact, and u, u’ being continuous on 
I are [0, T], are bounded there. -Thus we conclude that 1 u(t) / and 1 u’(t)
bounded for all t 3 0. 
REMARKS: 
1. If Y = I, then the condition (ix) can be disregarded. In that 
Theorem 2 becomes Theorem 1 in [I]. 
case 
2. Ifrrg=l andf(U)= zP--1, then Theorem 1 in [4] is included in 
our Theorem 2, since we will notice in the next theorem that u’(t) < 0 can 
be replaced by u’(t) 3 0 along with some other suitable changes. 
THEOREM 3. Let in Theorem 2 the condition (viii) be replaced by: 
(viii)’ u’(t) > 0, r’(t) < 0, r’ E Z1(O, co) and 
F-2 u(t) = 01, p% r(t) = j3 > 0; 
then the conclusion of Theorem 2 holds. 
PROOF. As before, from (7) after integration, we realize the estimate: 
r(t) CT(d) + u(t)FT(u) - j)(s) CT(d) us < jt d(s)FT(U) as mi- k, 
T 
k > 0. (9) 
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which implies that 
a(t)F,(u) < k + j; a(s) F*(U) + ds. 
Using lemma, we get 
4Wd4 < h exp [I:% ds] , 
(10) 
(11) 
and hence F~(I() G K/a(T). Consequently, it can be easily checked that 
Gr(u’) is also bounded. The rest of the proof follows that of Theorem 2. 
The proof of the following theorem follows closely that of Theorem 5 
in [I]. 
THEOREM 4. In addition to the conditions (i)-(iv) and (viii)’ if we assume 
that: 
(x) g is locally Lipschitz; 
then every solution of (3) is oscillatory and asymptotically approaches a simple 
closed curve, in a spiral manner. 
PROOF. We again consider the function V(X, y, t) given in (4). Clearly 
the function V satisfies the following inequalities: 
P(x* Y) = $+(x) + c(r) < V&Y, t) < $Fo + G(Y) 
= 8(x, Y)- (12) 
Suppose that the solution starts at some initial point t = t,, . Let 
kl = Wto)9 YhJ9 to)- since the functions P(x, y) and Q(x, y) both approach 
infinity as 1 x 1 + 1 y I--+ co, for any constant e > 0 the set {(x, y) : P(x, y) = d}, 
as well = ((x,Y): Q&Y) = 4, re P resents a simple closed curve in the xy- 
plane. We denote by C’s the curve ((x, y) : Q(x, y) = A,}. If (x(t), y(t)) is the 
solution which starts at t = to from the point (x(tJ, y(Q), then, since 
mt>, r(t), 4 2 09 (x(t)* r(t)) cannot enter the region bounded by C,, . Let 
{tn} be any monotone sequence such that t, + co as n + 00. By Theorem 3 
I 44 I and I r(t) I are bounded. Consequently the sequence {A,), where 
K, = V(x(t,J, y(t,J, t,), defines a monotone increasing and bounded sequence. 
The solution does not cross into the region bounded by the simple closed 
curve C,, for t 3 t, . Let linql+, k,, = K < XJ. For E > 0, there exists N(B) 
such that the solution (x(t), y(t)) remains in the annulous 
A(r)={(x,y):K--EQ(x,y)~K) for all t>thr. 
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Since, the system (3) has (0,O) the only singularity in the phase plane, the 
solution is oscillatory. As E + 0, A(E) -+ C = ((x, y) : 8(x, y) =: K), so the 
solution approaches C in a spiral manner. 
4. 
Almost all the results regarding the boundedness and oscillatory behavior 
of solutions of second-order equations are, in fact, for the homogeneous 
differential equations of the form (1). Little attention has been paid for an 
analysis regarding the solutions of inhomogeneous differential equation 
of the type (2). We prove the following theorem regarding the behavior of the 
solution of the differential equation (2): 
THEOREM 5. In addition to the conditions (i)-(iv), ;fwe assume that: 
(x) a’(t) < 0, r’(t) 2 0, lim,,, = 01 > 0, and lim,,, r(t) = /3; 
(xi) q(t) E Pi(O, co) and 
IYl < y v 
ii 40) g(y) ’ 0
- dv + 1); 
g(v) 
then given any (x0 , yo) in the xy-plane, there exists a constant B(x, , yo) such 
that the (unique) solution (x(t), y(t)) of (2) which is determined by the initial 
conditions 
X(O) = x0 , x’(O) = yo , (13) 
satis$es 
I x(t) I < B, / x’(t) 1 < B for all t > 0. (14) 
PROOF. Our treatment of this theorem is indirect. We consider the equi- 
valent system: 
x’ =y, y’ = y’(t) y 
44 
- gy fc4dY) + +;. (15) 
The function V defined in (4) is such that 
W(t), r(t), 4 2 W+), r(t)) -+ m as Ixl+lY/-+~. 
In order to prove (14), it suffices to show that there exists a constant C > 0 
depending on x0, y. such that 
Wt)9 r(t), t> < c for t >, 0. W-5) 
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By virtue of (15) we have 
Thus 
Integrating from 0 to some t > 0, we obtain: 
v’(x, Y7 t) - Q(O), Y(O), 0) d j: I 96) I d-r + i’: v I Q(T) I 4 
that is, 
J’%>Y, t) < K + j” v I q I dr, K > 0. 
0 
Using lemma, we get 
W, Y, 4 d K exp (11 I q(T) I d7) < C 
which establishes (16) and the proof of the theorem is complete. 
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