Widespread use of GPS systems in agricultural vehicle allows farmers to collect elevation data repeatedly to develop field-level DEM. Accuracy of these DEMs can be improved by understanding how errors are introduced from sampling procedures. In this research, a 120 m by120 m test field was modeled using a 10-mgrid USGS DEM of Winneshiek County, Iowa. Multiple sets of vehicle-based GPS elevation measurements from four filed operations (tillage, planting, spraying and harvesting) with different swath width and speed level were simulated using inverse distance weighting (IDW) interpolation from the test field. GPS errors were modeled using Gauss-Markov process and added to the simulated measurements. Then DEMs were created using a method proposed by Aziz et al. (2005). Results show that RMSE gradually decreased as the number of measurement sets used increased and leveled out after approximately 12 measurement sets unless an increase in input resolution of the elevation data were introduced to improve the RMSE of the resulted DEM. For the widest swath width, as the speed level (distance between data points along a track) decreased, the RMSE decreased from 0.23 m to 0.16 m. Track patterns on the other hand, had significant effects on the topographic maps if very small grid size is used to generate the DEM.
Introduction
A digital elevation model (DEM) is a digital representation of land topography representing elevations on the earth's surface. A DEM can be represented as one of three data structure: (1) gridded model, where elevation is estimated for each point on a regular grid; (2) triangulated irregular networks (TIN), where terrain elevation is represented in a network of nonoverlapping irregular triangles; and (3) contour-based network, where landscape is divided into small, irregularly shaped polygons based on natural contour lines and their orthogonals (Wilson and Gallant, 2000) . This paper is therefore focused on developing gridded DEMs, the most common used DEMs because of their simplicity and ease of computer implementation.
DEMs have been used as a source of geographical information in many form of environmental and agricultural research including hydrology (Renschler et al., 2002) , geomorphology (Moore et al., 1991, Etzelmuller and Sulebak, 2000; Martinez-Casasnovas, 2003) , precision farming (Kaspar et al., 2003; Rampant and Abuzar, 2004; Jiang and Thelen, 2004) and surface modeling (Patterson, 2001; Piper et al., 2002; Vadlamudi and Koch, 2004; Dhont et al., 2005) . Given the increasing importance of DEMs, it is however a challenge to obtain elevation data cost effectively with sufficient accuracy and resolution.
In agriculture, topography data can be acquired using vehicle-based measurements during field operations. Several studies investigated the use of vehicle-mounted GPS system to collect elevation data to develop DEMs (Clark and Lee, 1998; Westphalen et al., 2004; Schmidt et al., 2003) . Repeated measurements of elevation data from field passes of agricultural vehicles could be advantageous in improving the accuracy of the DEM. However, with repeated measurements comes the challenge of handling increasingly larger amounts of data, particularly if all of the data is required for improving DEM accuracy. Aziz et al., 2005 , addressed this problem by introducing a custom-developed algorithm to combine multiple set of measurements to optimally estimate the elevation of agriculture field. In their work, multiple sets of elevation data were collected using a self-propelled agricultural sprayer equipped with real-time kinematic differential GPS receivers. They used a fuzzy logic algorithm to identify the variation of measurements for data correction and a weighted averaging method to combine new measurements with past elevation. The estimate in each DEM grid was stored along with the variance and can be updated as new data become available. This process does not require all previous data to be kept in storage. The DEM generated with this method had an RMSE of 0.06 m, which was significantly lower than the RMSE of 0.10 m associated with the DEM developed using the average estimate of all measurements.
Other than rapid measurements, an important issue in collecting data for developing a DEM is the field procedure used. For data surveying using GPS-mounted vehicle driven during field operations, data frequently collected along parallel lines such as between crop rows during fertilizer and herbicide application or in other directions during tillage and plowing. Besides errors in the original GPS elevation data, two main sources of errors in DEM development also include 1) errors due to spatial sampling effects and 2) errors in interpolation of elevation values on the DEM grid (Wise, 1998) . To expand the work on providing constructive guides for farmers to develop field-level DEMs using repeated measurements during farm operations, focus in this paper is therefore on the analysis of data sampling and procedures over which farmers have more control. The main issues are: (1) what minimum set of elevation measurements are required to preserve the topographic details of the DEM; and (2) what sampling procedure best represents the topographic of the field to develop the field DEM. Thus, the general objective of this study is to determine the optimal sampling scheme for agricultural field DEM developed using repeated GPS measurement from field operations. The specific objective of this paper is to examine the effect of sampling patterns and intensity on the DEMs developed using this method.
Methods
A custom-developed program written in Matlab version 7.0 (The Mathworks, Natick, MA) was generated for the DEM development. The procedures involve data simulation process using a standard USGS DEM followed by a GPS error modeling. Then DEMs were developed using the method by Aziz et al. (2005) .
Simulation of GPS Elevation Measurements
A test field was modeled using a 7.5-minute USGS DEM of Winneshiek County, Iowa with 10 m grid spacing. A 120 m by 120 m area was selected from the USGS DEM to simulate field operations measurements from the test field. Simulation of GPS elevation measurement was done using inverse distance weighting (IDW) interpolation technique. Measurement datasets were simulated from four field operations (tillage, planting, spraying and harvesting) typical of a corn-soybean rotation in Iowa. Diagonal tracks (Northeast-Southwest paths) were used for tillage operation while straight tracks (North-South paths) were used for planting, spraying and harvesting ( Figure 1 ). Data was sampled with swath spacing of 4.6 m, 6.1 m and 9.1 m for tillage, planting or harvesting operations. For spraying operation 13.73 m and 27.43 m swath widths were used (Table 1 ). There were three groups of elevation data simulated based on combination of different operations' swath widths. Each group corresponds to a different machinery portfolios categorized by size. Group 1 (small swath width) is using combination of 4.6 m (for tillage, planting and harvesting) and 13.73 m swath widths (for spraying operation). Group 2 (medium swath width) is using combination of 6.1 m (for tillage, planting and harvesting) and 27.43 m swath widths (for spraying operation). Group 3 (widest swath width) is using combination of 9.1 m (for tillage, planting and harvesting) and 27.43 m swath widths (for spraying operation) ( Table 2) . For each group, six different distances between data points along the track were used (0.5 m, 1.0 m, 1.5 m, 2.0 m, 2.5 m and 3.0 m) to examine the effect of intensity. The distances correspond to 1 Hz data acquisition with different vehicle speed level ranging from 1.8 km/h to 10.8 km/h. For each dataset, the sampling path started near the corner of southwest of the field where the first sample point of the sampling path was randomly generated (normally distributed at σ = 0.5 m) at different locations. Thus, the location of the sampling path will be different for each dataset. This variation was added because the field operations were assumed to be the noncontrolled traffic operations where the exact positions of the track operations will vary each year. Each measurement was a five dimension vector consisting easting (X axis), northing (Y axis), elevation (Z axis), DGPS station ID number, and sampling time. A total of 20 sets of elevation data (corresponding to 5 years of field operations) from the area were simulated with independent noise models for each dataset. This process was replicated four times for analysis. 
GPS Error Modeling
Vehicle-based RTK-DGPS systems accuracy relies on the continued availability of differential corrections broadcast from dedicated base station receivers. Loss or interruption of the RTK-DGPS correction signal will affect the GPS positioning and attitude measurement, which introduces errors in the range of centimeters. Errors may also occur when satellites appear or leave the field of view during the GPS data collection. In previous studies when the RTK-DGPS receiver loses the correction or satellite signal, the receiver will automatically change to different DGPS correction stations (lower accuracy) which introduced large discontinuities in the measurement along the vertical and horizontal planes. We modeled this noise using pseudorange error statistics for a two frequency p code DGPS receiver. This noise together with a. b.
c. d.
the kinematic DGPS position errors, were modeled as Gauss-Markov processes (James, 1994) . These processes are modeled with an exponential autocorrelation function with variance, σ 2 , and time constant, 1/β (Table 2) :
The Gauss-Markov terms were modeled as:
where x i is i th error, x i-l is the (i-1) th error, w i is the measurement noise (Gaussian white noise) with variance, σ 2 and ∆T is the sample time.
Receiver measurement noise was also added and modeled as Gaussian white noise. Errors were modeled independently along each X, Y and Z measurement axis (Figure2). 
DEM Development Process
DEM development process proposed by Aziz et al. (2005) was used to develop the DEMs for each elevation data group (Figure 3) . The process started with discontinuity analysis to detect discontinuity noise for data correction. In a previous study, when the RTK-DGPS receiver introduced large discontinuities in the measurement, the DGPS reference station ID number also changed; for example from station ID number 111 for the high accuracy data to station ID number 110 for lower accuracy data (discontinuous points). Hence, discontinuities are identified by checking the correction station ID. Discontinuity correction in the horizontal plane was accomplished by shifting sequential measurements to minimize discontinuities along the vehicle path. The discontinuities in elevation measurements were corrected by re-estimating the value using the mean of the nearest high accuracy neighboring points.
After discontinuities were removed, data were interpolated using ordinary kriging interpolation. Ordinary kriging was chosen to interpolate the data because it is a commonly used unbiased estimator that seeks to minimize error variance (Isaaks and Srivastava, 1989) . Moreover kriging has capability of providing some measure of the certainty (kriging variance) of the predictions. In this study, kriging variance was used to estimate the uncertainty of each DEM for data combination and reduction process. A Matlab kriging toolbox (Sidler, 2003) was used to interpolate the elevation data using an exponential correlation function with 20 m range. Measurements were interpolated to DEM grids using a minimum of 16 data points. Three grid sizes (1 m, 5 m, and 10 m) were used to investigate the effect of grid size in kriging interpolation. Anisotropy is taken in account as the search neighborhood becomes quickly too small in the path direction. For diagonal sampling (tillage operation) the anisotropy structural angle was set to 135° (Northwest-Southeast direction) and for straight sampling the anisotropy angle was set to 90° (North-South direction). The kriging estimate and error variance for each grid was stored.
Then the estimates from two DEMs were combined using weighted averaging method where the DEM were weighted based on its uncertainty. The process only keeps the current estimate of the elevation in each grid and its standard deviation. It does not require all previous raw data to be kept in storage and reprocessed every time new measurements are acquired (Aziz et al., 2005) . Figure 3 . Overview of DEM development process using multiple sets of elevation measurements. Each new measurement set is combined with the existing DEM to improve the elevation estimate while reducing the amount of data to be stored.
DEM Accuracy
Accuracy of DEM is normally expressed as the root mean square error (RMSE), which is normally calculated by comparing elevations in the DEM with 'true' values of elevation on the terrain (Wise, 1998; Bishop and McBratney, 2002; Wilson et al., 2005; Westphalen et al., 2004) .
The true values can come from spot heights, manual interpolation of contours, independent field measurement or more accurate sources of data (Wise, 1998) . In this study elevation accuracy were based on 144 elevation points from the USGS DEM of the study area. Elevation errors were calculated by subtracting the elevation of the nearest interpolated point from that of each value from the USGS DEM
Results and Discussions
The RMSE of 10 m DEMs from the three groups of simulated elevation data averaged from 4 replications were compared (Table 3) . Errors decreased gradually as number of measurement sets used to develop the DEM increased. In particular, as the number of measurement sets used increased, the RMSE gradually decreased from 0. Overall for all cases, the RMSE seemed to level out after approximately 12 measurement sets were used to develop the DEMs. For sparse measurements (fast speed level), the RMSE seemed to level out at slightly higher RMSE (Figure 4 ). This suggests that sampling resolution play an important role in improving the DEM accuracy even though we have repeated measurements. Using this method by Aziz et al. (2005) , we may suggest that four years data collection was adequate unless denser sampling resolution were introduced in the following years to improve the DEM accuracy. DEMs with different grid sizes were also developed to see the effect of grid size on RMSE and contour map. After 20 measurement sets used, the DEM developed using 10 m grid size had RMSE of 0.13 m while the DEM developed using 5 m grid size has RMSE of 0.08 m. The DEM developed using 1 m grid size had the lowest RMSE of 0.07 m. The result shows that DEM with smaller grid size produced lower RMSE compare to DEM with larger grid size ( Figure 6 ). This is because elevation errors were calculated by subtracting the elevation of the nearest interpolated point from each value from the USGS DEM. Thus, in smaller grids DEM, the interpolated points were closer to the validation points. On the other hand, although the DEM produced using 1 m grid size has the lowest RMSE, it tended to produce more artifacts and seemed to capture the track patterns of data sampling. The straight track pattern was captured because straight sampling measurements dominated in the data collection procedures during the field operations where ¾ of the measurements were using straight pattern. 
Conclusion
The results show that besides an increasing number of elevation measurement sets used to develop the DEM, an increase in input resolution of elevation data also plays an important role a. b.
to improve the RMSE of the resulted DEM. With the sparsest resolution, multiple measurement sets only gave slight improvement in the RMSE. Track patterns had significant effects on the topographic map if very small grid size is used to generate the DEM. Further analysis on model inputs and parameters in the kriging interpolation process is needed to improve the resulted topographic maps. This last observation has important implications for farmer who interested in using the DEM for navigation of their autonomous agricultural vehicles, which typically needs fine DEM for more accurate prediction of vehicle position and attitude measurement (Khot et al, 2006) . Otherwise using 5m and 10 m grid size will produce acceptable DEMs.
