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Povzetek
Naslov: Napovedovanje cˇasa cˇiˇscˇenja hotelskih sob na podlagi znacˇilnosti
gostov
Avtor: Gal Oblak
Podatkovna znanost je zaradi vedno vecˇje kolicˇine vsakodnevno nastalih po-
datkov vedno bolj aktualna. Z diplomsko nalogo smo zˇeleli pomagati pod-
jetju, ki razvija racˇunalniˇsko resˇitev za podporo hotelskih procesov in pri
tem zbira vrsto podatkov, ki nastajajo v okviru izvajanja le teh. Za boljˇse
razumevanje podrocˇja so najprej opisane metode, ki smo jih pri napovedova-
nju uporabili. Nato smo opisali pristop napovedovanja dolzˇine cˇiˇscˇenja sob
ter izgradnje napovednih modelov. Z analizo podatkov podjetja in izdelavo
razlicˇnih napovednih modelov smo v okviru diplomske naloge zˇeleli odkriti
profile gostov, za katerimi je potrebno daljˇse cˇiˇscˇenje, ter tiste, za katerimi
zadosˇcˇa krajˇse cˇiˇscˇenje sobe. Cilj naloge je bila tudi opredelitev spremen-
ljivk, ki dejansko vplivajo na dolzˇino cˇiˇscˇenja. Rezultati analize so pokazali,
da bi za izdelavo bolj tocˇnih napovednih modelov potrebovali sˇe druge spre-
menljivke, vezane predvsem na hotel, potrebno pa bi bilo imeti tudi podatke
za vecˇ razlicˇnih hotelov. Napovedni modeli so bili izdelani za posamezne
hotele, saj so bile razlike v cˇasu cˇiˇscˇenja sob med razlicˇnimi hoteli prevelike,
da bi lahko izdelali splosˇen napovedni model. Rezultati podjetju pomagajo
pri razumevanju dejavnikov, ki vplivajo na cˇas cˇiˇscˇenja.
Kljucˇne besede: podatkovno rudarjenje, analiza podatkov, podatkovna
znanost, napovedni modeli, vizualizacija podatkov.

Abstract
Title: Predicting the cleaning time of hotel rooms based on guests charac-
teristics
Author: Gal Oblak
Data science is becoming more and more relevant due to the increasing
amount of data generated every day. The aim of our Bachelor’s thesis was to
assist a company that offers computer solutions to support hotel processes
and collects series of data generated during these processes. Firstly, the
methods that are used in predicting are presented. Then, the approach of
predicting the duration of room cleaning and the construction of predictive
models is defined. The goal of our thesis was to identify the profiles of guests
that effect longer or shorter room cleaning time by using data analysis and
producing various predictive models. Another goal was to define variables
that actually affect the length of the cleaning. The results of the analysis
showed that for the development of more precise forecasting models, more
variables related primarily to the hotel are needed, but also having data of
several different hotels is crucial. Created models were designed for individual
hotel due to large differences among the time needed for room cleaning in
different hotels. The results contributed to a better understanding of factors
that influence the time of cleaning.





Zaradi napredka pri ustvarjanju in zbiranju podatkov je na razpolago vsak
dan vecˇ izmerjenih oziroma zabelezˇenih podatkov, ki nastanejo ob izvajanju
procesov na vseh mozˇnih podrocˇjih. Enostavnost zbiranja teh podatkov je
povecˇala zanimanje za podrocˇje analize. Podatki se zbirajo bolj zaradi prin-
cipa, in ne toliko zato, da bi jih kasneje dejansko uporabili. Tu je miˇsljeno
predvsem avtomaticˇno belezˇenje, ki se izvede ob dolocˇenem procesu, drugi
razlog za to pa je tudi strah podjetij, da bi v katerem koli pogledu zaostajala
za konkurenco [16].
Analiza podatkov oziroma odkrivanje znanja iz podatkov je podrocˇje,
ki postaja v poslovnem svetu vedno bolj pomembno. Sodobne tehnologije
podjetjem omogocˇajo kopicˇenje ogromne kolicˇine podatkov, ki pa v vecˇini
primerov zˇal ostajajo neizkoriˇscˇeni. Velike kolicˇine neuporabljenih podatkov
pri poslovnih podjetjih bi lahko v vecˇini primerov bile zelo koristne, cˇe bi
podjetja vedela, kaj z njimi pocˇeti ter kako jih analizirati. Vzrokov za ne-
koriˇscˇenje je lahko vecˇ. Med pomembnejˇsimi sta tezˇavnost analiziranja velike
kolicˇine hranjenih podatkov ter hitro razvijajocˇe podrocˇje analize, kjer je na
izbiro vedno vecˇ novih pristopov. Podatkovna znanost je interdisciplinarno
podrocˇje, ki uporablja znanstvene metode, procese, algoritme in sisteme za
pridobivanje znanja. Uporabljene metode izhajajo iz razlicˇnih podrocˇij, kot
so statistika, strojno ucˇenje, umetna inteligenca, vizualizacija, algoritmi ter
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podatkovne baze in skladiˇscˇa. Podrocˇje ne sestoji zgolj iz uporabe podat-
kov, temvecˇ obsega tudi interpretacijo rezultatov, ki jih pridobimo na podlagi
analize podatkov [12].
V veliko primerih si podjetja zˇelijo ustvariti profile posameznikov, pa
naj so to kupci, stranke ali gosti. Zazˇelenost klasifikacije strank nastane iz
razlicˇnih vzrokov, ki pa imajo po navadi enako ozadje: povecˇanje profita-
bilnosti, zmanjˇsanje strosˇkov oziroma optimizacijo sredstev. Zbiranje takih
podatkov je v zadnjem cˇasu sila enostavno zaradi tehnologij, ki omogocˇajo
enostaven in hiter zajem podatkov o stranki. Na podlagi pridobljenega so
nato mozˇne sˇtevilne analize.
Z diplomsko nalogo zˇelimo pomagati enemu izmed podjetij, ki svojih po-
datkov ne koristi popolnoma. Vodstvo podjetja bi rado spremenilo pristop do
tega neizkoriˇscˇenega vira in iz njega potegnilo koristne informacije. Izziv pri
takih podatkih predstavlja mnozˇica spremenljivk, med katerimi je potrebno
opredeliti koristne oziroma relevantne za analizo.
Zakaj je smiselno analizirati podatke o cˇiˇscˇenju hotelov? Razlogov za
to je vecˇ. Delovne sile na tem podrocˇju je v zadnjem cˇasu cˇedalje manj.
Ne glede na to, ali je razlog v slabih prihodkih, slabih delovnih pogojih,
zgodnjem ali poznem delovnem cˇasu, je dejstvo, da je vsekakor vedno tezˇje
najti kvalitetne izvajalce. Ker je zaposlenih vedno manj, zˇelimo optimizirati
razporejanje tistih, ki ta dela opravljajo.
Na primeru hotela imamo torej goste, ki pustijo sobo skoraj nedotaknjeno,
na drugi strani pa imamo tudi taksˇne, ki jih prav nicˇ ne zanima, v kaksˇnem
stanju zapustijo njeno notranjost. Da lahko zaposlene kar se da ustrezno
razporedimo po sobah, v katerih so prenocˇili gosti, je dobro vedeti, katera
soba bo potrebovala veliko cˇiˇscˇenja ter katera manj.
Namen diplomske naloge je opredelitev porabljenega cˇasa za cˇiˇscˇenje sobe
na podlagi spremenljivk gosta. Zanimalo nas bo, kateri gosti sodijo v katero
skupino in kaksˇne so njihove znacˇilnosti. Poleg tega nas bo zanimalo tudi,
katere so tiste spremenljivke, ki vplivajo na cˇas cˇiˇscˇenja. Podjetju zˇelimo z iz-
delavo napovednega modela olajˇsati organizacijo zaposlenih cˇistilcev oziroma
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cˇistilk. V diplomskem delu so analizirani atributi gostov, poleg tega pa so
izdelani tudi napovedni modeli za specificˇne hotele. V raziskavi je zgrajenih
vecˇ razlicˇnih napovednih modelov, ki se nanasˇajo na posamezni hotel.
Diplomsko delo najprej predstavi problematiko podrocˇja, cˇemur sledi
opredelitev metodologij, uporabljenih v raziskavi. Cilj naloge je izvesti ana-
lizo, ki bo podjetju prinesla nove koristne informacije za reorganizacijo dela
zaposlenih. Za dosego cilja so bili analizirani anonimizirani podatki podjetja
Flexkeeping, ki so bili zagotovljeni z njihove strani. Pri analizi smo upora-
bili ustrezne napovedne metode, ki nam dajo boljˇso predstavo o faktorjih,
ki dejansko vplivajo na cˇas cˇiˇscˇenja. Na koncu sledi sˇe poglavje sklepnih






Podatkovno rudarjenje vkljucˇuje dve vrsti nalog, in sicer naloge napovedo-
vanja ter naloge opisovanja. Naloge opisovanja se ukvarjajo z opisovanjem
podatkov, naloge napovedovanja pa z napovedovanjem prihodnjih rezultatov.
V poglavju 4.1 smo se ukvarjali z opisovanjem in pojasnjevanjem po-
datkov, pri izgradnji napovednih modelov pa smo se osredotocˇili na naloge
napovedovanja. Naloge napovedovanja je smiselno deliti glede na tip rezul-
tata. Cˇe je to kategoricˇna spremenljivka, gre za klasifikacijo, cˇe pa je izhod
numericˇna spremenljivka, gre za regresijo. Tako za klasifikacijo kot tudi za
regresijo je smiselna delitev na sˇtiri vrste algoritmov, ki so [13]:
• algoritmi na podlagi frekvencˇne tabele, med katere spada odlocˇitveno
drevo,
• algoritmi na podlagi kovariancˇne matrike, med katere spada logisticˇna
regresija,
• algoritmi na podlagi podobnostnih funkcij,
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• preostali algoritmi, med katere spadajo umetne nevronske mrezˇe.
V raziskavi smo uporabili pristope odlocˇitvenega drevesa, logisticˇne regre-
sije in umetne nevronske mrezˇe, ker smo zˇeleli napovedovati izid kategoricˇne
spremenljivke. Izbira teh treh pristopov je temeljila tudi na dejstvu, da je
vsak izmed njih osnovan na drugacˇnem tipu algoritma.
Standardni postopek pri podatkovnem rudarjenju sestavlja sˇest kljucˇnih
stopenj [23]:
• Razumevanje poslovanja. Gre za razumevanje ciljev s poslovnega vi-
dika. Problem je definiran s strani poslovnih zahtev, kar je potrebno
vedno uposˇtevati.
• Razumevanje podatkov. Podatke je treba najprej zbrati ter nato vse
podatke, ki so na voljo, tudi razumeti, preden lahko oblikujemo temo
raziskave.
• Priprava podatkov. Ta faza sestoji iz zbiranja take mnozˇice podatkov
iz nabora vseh podatkov, ki bo uporabljena kot vhod pristopom.
• Modeliranje. Tu nastopi korak, kjer so na izbrani mnozˇici podatkov
uporabljeni razlicˇni pristopi oziroma algoritmi modeliranja.
• Evalvacija. Model v tej fazi vrednotimo ter ugotavljamo njegovo ucˇin-
kovitost.
• Postavitev modela. Model je potrebno definirati, pridobljene infor-
macije iz podatkov pa organizirati ter predstaviti narocˇniku oziroma
podjetju.
V primeru nasˇe raziskave smo podatke prejeli, tako da je del drugega
koraka - zbiranje podatkov, zˇe bil izveden. Ostale faze so bile izvedene v
predstavljenem zaporedju.
Pred nadaljevanjem si je smiselno bolj natancˇno pogledati napovedne
modele, uporabljene v nasˇi raziskavi. Pri napovedovanju cˇasa cˇiˇscˇenja za
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hotelskimi gosti smo uporabili logisticˇno regresijo, klasifikacijsko drevo ter
umetno nevronsko mrezˇo. Vsi trije modeli spadajo v podrocˇje napovedovanja
izida za kategoricˇno spremenljivko.
2.2 Logisticˇna regresija
Logisticˇna regresija je tekom preteklih let postala ena najbolj uporabljenih
statisticˇnih metod s strani statistikov in raziskovalcev za analizo binarnih
in proporcionalnih izhodnih podatkov ter ustvarjanje napovednih modelov.
Kljub temu sam postopek logisticˇne regresije ni zelo zapleten [19, 7, 11].
Tradicionalno se je probleme, za katere danes uporabljamo logisticˇno re-
gresijo, resˇevalo z metodo najmanjˇsih kvadratov ali diskriminantno analizo.
Scˇasoma pa se je izkazalo, da sta obe tehniki zaradi strogih statisticˇnih pred-
postavk, kot sta linearnost ter normalna porazdelitev podatkov, nekoliko
manj uporabni [14].
Logisticˇna regresija napove rezultat, ki ima samo dve mozˇni vrednosti,
cˇemur lahko recˇemo tudi dihotomnost. Izhod je opredeljen s strani ene ali vecˇ
razlicˇnih spremenljivk, ki so lahko tako kategoricˇne kot tudi numericˇne. Mo-
deli logisticˇne regresije se uporabljajo za razumevanje podatkov iz sˇtevilnih
razlicˇnih znanstvenih podrocˇij. Iz rezultatov je mogocˇe razlozˇiti odvisno-
sti med odvisno ter vhodno spremenljivko oziroma vhodnimi spremenljiv-
kami [7].
Funkcija logisticˇnega modela je krivulja, ki ima vrednosti na obmocˇju med
0 in 1. Logisticˇna regresija je osnovana na podlagi logisticˇne funkcije, ki je
prikazana na sliki 2.1. Gre za zvezno in monotono krivuljo, ki je definirana
na celotni realni mnozˇici ter je odvedljiva [24]. Pri blizˇanju vhodne spre-
menljivke neskoncˇnosti limitira proti vrednosti 1 (2.1), pri blizˇanju negativni
neskoncˇnosti pa proti vrednosti 0 (2.2).
lim
x→∞




f(x) = 0 (2.2)
Slika 2.1: Logisticˇna funkcija [31].





iz katere je mogocˇe izraziti x kot (2.4),
x = β0 + β1x1 + β2x2 + ...+ βnxn (2.4)





Razlaga simbolov v enacˇbi (2.5):
• p(x) predstavlja verjetnost odvisne spremenljivke, da pri vrednostih
vhodnih spremenljivk spada v razred 1,
• β0 je konstanta modela logisticˇne regresije,
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• β1...n so koeficienti, ki pripadajo specificˇni napovedni spremenljivki,
• x1...n so vrednosti specificˇne spremenljivke za izbran primer,
• e je matematicˇna konstanta, imenovana Eulerjevo sˇtevilo, ki znasˇa
2,718...
Glede na podano vhodno mnozˇico logisticˇna regresija z maksimiranjem
vrednosti funkcije logaritma verjetja oceni parametre modela, na podlagi
katerih je nato izracˇunan izhod posameznega primera. Cˇe je izhodna vrednost
funkcije vecˇja od 0, 5, se izhod sˇteje kot 1, v nasprotnem primeru gre za
vrednost 0 [7].
Med parametre modela sodijo konstanta β0, na podlagi katere je dolocˇen
premik krivulje levo in desno, ter koeficienti β1...n, ki opredeljujejo strmino
krivulje. Verjetnost klasifikacije v razred 1 se za pozitivne β koeficiente ter
pozitivne vrednosti pripadajocˇih vhodnih spremenljivk viˇsa (2.6), za nega-
tivne β koeficiente ter pozitivne vrednosti pripadajocˇih vhodnih spremenljivk
pa nizˇa (2.7).
βk > 0 ∧ xk > 0→ p(x) ↑ (2.6)
βk < 0 ∧ xk > 0→ p(x) ↓ (2.7)
Parametra β0 ter β sta ponavadi ocenjena z maksimiranjem logartima
verjetja. Izracˇun parametrov opisuje enacˇba (2.8), kjer je xi vrednost vhoda,
ter yi1 = 1, cˇe je yi klasificiran v prvi razred oziroma yi1 = 0, cˇe je klasificiran
v drugi razred. Verjetnost klasifikacije v prvi razred je v enacˇbi opredeljena




yi1 ln p1(xi) + (1− yi1) ln[1− p1(xi)] (2.8)
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2.3 Odlocˇitveno drevo
Pri podatkovnem rudarjenju je odlocˇitveno drevo preditktivni model, ki se
ga da prilagoditi tako, da je lahko uporabljen za napoved numericˇne, kot tudi
za napoved kategoricˇne izhodne spremenljivke. Termin odlocˇitveno drevo se
nanasˇa na hierarhicˇni model odlocˇitev in njihovih posledic. Ko je odlocˇitveno
drevo uporabljeno za klasifikacijo, ga imenujemo klasifikacijsko drevo, v pri-
meru regresije pa regresijsko drevo [18].
Verjetno ena najpomembnejˇsih lastnosti odlocˇitvenega drevesa je lastnost,
da lahko kompleksne odlocˇitvene procese razdeli v vecˇ lazˇjih odlocˇitev, in s
tem zagotovi resˇtev, ki jo je enostavno interpretirati. Model odlocˇitvenega
drevesa se najpogosteje uporablja za vecˇstopenjsko odlocˇanje [10].
Odlocˇitveno drevo sestavlja korensko vozliˇscˇe, ki je potem na podlagi
odlocˇitvene spremenljivke razdeljeno na naslednja odlocˇitvena vozliˇscˇa, do-
kler se postopek ne koncˇa v koncˇnih vozliˇscˇih t.i. listih, kjer je podana vre-
dnost izhoda za vrednosti vhodnih spremenljivk. Vsako odlocˇitveno vozliˇscˇe
ima lahko dve ali vecˇ vej, glede na sˇtevilo vrednosti, ki jih ta spremenljivka
lahko zavzema. Primere, ki po kateri koli poti izhajajo iz specificˇnega vo-
zliˇscˇa, imenujemo njegovi potomci. Primeri v isti ali sorodni veji imajo vecˇ
skupnih lastnosti. Poenostavljena shema odlocˇitvenega drevesa je vidna na
sliki 2.2.
Pri klasifikacijskih drevesih je definitivno najbolj pomembna klasifika-
cijska tocˇnost. Za preverjanje tocˇnosti drevesa je skozi drevesni algoritem
potrebno spustiti podatke z znanim izidom in s tem izmeriti njegovo ek-
saktnost. Pri tem dobimo podatek o pravilno in nepravilno klasificiranih
primerih ter procentualno vrednost, ki nam podaja informacijo za prihodnje
napovedi [21].
Sˇtevilo razlicˇnih dreves je eksponentno, zato je potrebno poiskati cˇim
bolj tocˇnega. Za izgradnjo dreves je na razpolago veliko algoritmov, ki so
dokaj natancˇni ter sorazmerno hitri. Taki algoritmi so ponavadi osnovani na
pozˇresˇni strategiji, kar pomeni, da se v vsakem koraku odlocˇijo za najboljˇso
lokalno izbiro, pri cˇemer pa ni nujno, da bo koncˇno drevo optimalno. Ne
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Slika 2.2: Shema odlocˇitvenega drevesa z globino 2.
glede na vrsto drevesa sta za vse kljucˇni ti dve odlocˇitvi [17]:
• Opredelitev delitev. V vsakem koraku je potrebno izbrati spremen-
ljivko, ki razdeli podatke v manjˇse podmnozˇice. Naloga algoritma je,
da zagotovi metodo, ki natancˇno opredeljuje, na podlagi cˇesa je delitev
izvedena. Metoda mora dajati cˇim bolj tocˇne rezultate.
• Prenehanje delitev. Dolocˇen mora biti pogoj, pri katerem se delitve
prenehajo. Z neomejenim sˇtevilom delitev bi lahko priˇsli do tega, da
bi vsak primer bil dodeljen v svoj list drevesa, kar pa je za napovedne
modele nesprejemljivo. Algoritem mora imeti zato dolocˇen ustavitveni
pogoj.
Prevladujocˇ algoritem za izgradnjo drevesa se imenuje ID3. Narejen je bil
na podlagi miˇsljenja, da lahko na temelju spremenljivk precej hitro zgradimo
odlocˇitveno drevo, ki je zelo blizu optimalnega, ni pa nujno optimalno. Drevo
je po tem postopku na podlagi entropije ter informacijskega dobitka zgrajeno
od vrha navzdol. Algoritem za izgradnjo drevesa sprejme le kategoricˇne spre-
menljivke. V primerih, kjer so podatki prevecˇ podrobni, ni prevecˇ natancˇen.
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Tako je za uporabo tega algoritma, pred samo izvedbo, potrebnega veliko
pred-procesiranja podatkov [25, 22].
Entropija za eno spremenljivko se izracˇuna po enacˇbi (2.9), za kombinacijo
dveh spremenljivk pa po enacˇbi (2.10). Ko imamo obe entropiji, je izracˇun









G(Y,X) = H(Y )−H(Y,X) (2.11)
Spremeljivke v enacˇbah (2.9) in (2.10) imajo sledecˇ pomen:
• H(x) predstavlja entropijo spremenljivke X,
• p(xi) je verjetnost pojavitve kategorije i spremenljivke x,
• H(Y,X) je entropija spremenljivke X na podlagi spremenljivke Y,
• P (a) je verjetnost dogodka spremenljivke X,
• H(a) je entropija za ta dogodek.
Pri implementaciji nasˇega napovednega modela smo uporabili pristop z
vrha navzdol po metodi CHAID. Ta algoritem se glede na rezultat Hi-kvadrat
testa odlocˇa, katera delitev je najboljˇsa v posameznem koraku. Algoritem
sestavljajo naslednji zaporedno izvedeni koraki [28]:
1. Priprava napovednih spremenljivk. Algoritem iz numericˇnih spremen-
ljivk sestavi kategoricˇne z deljenjem v skupine. Primere razdeli enako-
merno tako, da so vsi razredi priblizˇno enako zastopani.
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2. Zdruzˇevanje kategorij na podlagi Hi-kvadrat testa v primeru kategori-
cˇne oziroma F-testa v primeru numericˇne linearne spremenljivke. Cˇe
test ni statisticˇno znacˇilen, potem se napovedni kategoriji zdruzˇita.
3. V naslednjem koraku se dolocˇi delitvena spremenljivka na podlagi naj-
manjˇse p-vrednosti, torej taka, ki bo povzrocˇila statisticˇno najznacˇil-
nejˇso spremembo. Delitve se koncˇajo, ko je najmanjˇsa p-vrednost vseh
napovednih spremenljivk vecˇja od alfa-delilne vrednosti, ki jo izberemo
sami.
2.4 Umetne nevronske mrezˇe
Sistem umetnih nevronskih mrezˇ je navdihnjen s strani delovanja cˇlovesˇkih
mozˇganov, kjer stotine milijonov prepletenih nevronov paralelno procesira
informacije. Vsak nevron je preko sinaps povezan s tisocˇimi drugimi nevroni
in ves cˇas sprejema njihove signale. Simulacija cˇlovesˇke zavesti in cˇustev je
kljub temu sˇe na podrocˇju znanstvene fantastike [29, 30, 20].
Tradicionalno so imele nevronske mrezˇe tri vrste plasti, in sicer skrito,
vhodno in izhodno. Pravzaprav pa gre za isti tip plasti, cˇe pomislimo, da
vhodni sloji prejemajo signale iz zunanjih podatkov (ne od prejˇsnjega sloja)
in izhodna plast posˇilja podatke zunanjemu cilju (ne naslednji plasti). Vsak
nevron v tem sloju je popolnoma povezan z naslednjo plastjo. V primeru iz-
hodne plasti so nevroni le nosilci, ni neposrednih povezav. Sodobne nevronske
mrezˇe imajo sˇtevilne dodatne vrste slojev. Poleg zˇe opisanih slojev imamo
zdaj tudi konvolucijske, zdruzˇevalne, rekurencˇne in dropout sloje. Plasti so
med sabo pogosto premesˇane [6, 5].
Arhitektura umetne nevronske mrezˇe dolocˇa, kako so njeni sˇtevilni ne-
vroni razporejeni oziroma postavljeni v razmerju eden do drugega. Poznamo
razlicˇne vrste arhitektur. Med njimi so [9]:
• Enoplastna usmerjena arhitektura. Te umetne nevronske mrezˇe imajo
samo en vhodni sloj in le en izhodni sloj. Informacija vedno poteka v
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eno smer, od vhodne plasti proti izhodni plasti. To vrsto arhitekture
se po navadi uporablja za klasifikacijo vzorcev ali linearno filtriranje.
• Vecˇplastna usmerjena arhitektura. To arhitekturo, za razliko od prej-
sˇnje, sestavlja ena ali vecˇ skritih plasti. Uporablja se za resˇevanje
razlicˇnih problemov, kot so na primer aproksimacija funkcij, klasifi-
kacija vzorcev, identifikacija sistema, nadzor procesov, optimizacija,
robotika itd.
• Povratna arhitektura. V teh mrezˇah se izhodi nevronov uporabljajo kot
povratni vhodi za druge nevrone. Zaradi povratnih informacij je ta ar-
hitektura primerna za procesiranje dinamicˇnih informacij, kar pomeni,
da jo je mogocˇe uporabiti v cˇasovno odvisnih sistemih.
• Mrezˇna arhitektura. Glavne znacˇilnosti mrezˇne arhitekture je mozˇno
opaziti pri prostorski razporeditvi nevronov. Prostorska lokalizacija
nevronov je neposredno povezana s procesom prilagajanja sinapticˇnih
utezˇi in pragovnih vrednosti. Te mrezˇe uporabljajo sˇtevilne aplikacije,
sluzˇijo pa zdruzˇevanju podatkov, prepoznavanju vzorcev, optimizaciji
sistemov itd.
Z dodajanjem skritih plasti smo ugotovili, da za namen nasˇe raziskave
zadosˇcˇa umetna nevronska mrezˇa z enim skritim nivojem, saj vecˇje sˇtevilo
skritih plasti ne izboljˇsa napovedne mocˇi modela. Poenostavljen primer take
nevronske mrezˇe je prikazan na sliki 2.3.
Vsaki povezavi med temi plastmi nevronov je dodeljena utezˇ glede na
mocˇ povezave. Ustrezna opredelitev izhoda nevrona i skrite plasti je podana









Simboli v enacˇbi (2.12) imajo naslednji pomen:
• fi je izhod nevrona i skrite plasti,
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• σ predstavlja aktivacijsko funkcijo,
• N je sˇtevilo vhodnih nevronov,
• Vij so utezˇi,
• xj so vhodi do vhodnih nevronov,
• T hidi je prag skritih nevronov.
Slika 2.3: Shema nevronske mrezˇe s tremi sloji.
Nevronske mrezˇe lahko uporabijo razlicˇne tipe aktivacijskih funkcij. Te
funkcije omogocˇajo skritim in izhodnim vozliˇscˇem izracˇun izhodnih vrednosti
modela [17]. Najbolj pogosto uporabljene funkcije so:
• Sigmoidna funkcija (2.13) zavzema obmocˇje med 0 in 1 in je zato
najvecˇkrat uporabljena pri modelih, ki napovedujejo verjetnost izhoda.
Razlog za to je ocˇiten, saj tudi verjetnost lahko zavzame le vrednosti






• Hiperbolicˇni tangens (2.14) je najvecˇkrat uporabljen za klasifikacijo
v dva razlicˇna razreda. Funkcija zavzema vrednosti med -1 in 1 in
ima podobno obliko kot sigmoidna funkcija. Prednost je v tem, da se





• Linearna funkcija (2.15) se uporablja v primerih, ko zˇelimo, da je ak-
tivacija proporcionalna vhodu. Problem nastane, ker se pri vecˇ di-
menzijah formira ravnina in v nobenem primeru krivulje ne moremo
ukriviti [4].
f(x) = ax+ b (2.15)
• Gaussova funkcija (2.16) je ena izmed funkcij, uporabljenih v radialnih












• Pragovna funkcija (2.17) se ne uporablja toliko v praksi, ampak pred-
vsem v teoreticˇnih analizah in eksperimentalnih omrezˇjih. Uporabna
je, ko vhod lahko pripada le dvema skupinama [4].
f(x) =
{
0, x < 0
1, x > 0
(2.17)
• Odsekoma linearne funkcije (2.18) so trenutno najpogosteje uporabljane
funkcije. Omogocˇile so hitrejˇse in lazˇje ucˇenje globokih nevronskih
mrezˇ. Najpogostejˇsi primer te skupine funkcij je funkcija ReLU [15].
f(x) =

0, x 6 xmin
ax+ b, xmax > x > xmin
1, x > xmax
(2.18)
Funkcija ReLU (2.19) je najvecˇkrat uporabljena, ko ne poznamo
narave funkcije, ki jo zˇelimo naucˇiti. Pogosto se uporabi tudi kot osnova
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za cˇim boljˇsi priblizˇek. Slabost te funkcije je v tem, da negativne
vrednosti takoj postanejo 0, kar zmanjˇsuje sposobnost modela, da se
pravilno prilega podatkom [15].
f(x) = max(x, 0) (2.19)
Vsaka povezava med nevroni ima opredeljeno vrednost na intervalu od -1
do 1, kjer visoka vrednost predstavlja mocˇno povezavo, nizka pa sˇibko.
Cilj algoritma nevronske mrezˇe je opredeliti mnozˇico utezˇi, ki minimizi-
rajo vsoto kvadratov napak (2.20). V vecˇini primerov je izhod mrezˇe neline-
arna funkcija zaradi izbire aktivacijske funkcije. Posledica tega je, da ni vecˇ
mozˇno dobiti utezˇi, ki bi bile zagotovo optimalne. Optimizacijski problem se
zato resˇuje s pozˇresˇnimi algoritmi, ki osvezˇujejo vrednosti utezˇi [17].
vsota kvadratov napak =
N∑
i=1
(xi − x)2 (2.20)
Gradientni spust je metoda, ki se jo uporablja za ucˇenje utezˇi izhodnega
ter skritih vozliˇscˇ. Gre za najpogosteje uporabljeno metodo na podrocˇju
strojnega ucˇenja, ki v okolici trenutne tocˇke vedno poiˇscˇe tisto smer, v kateri
se vrednost funkcije najvecˇ zmanjˇsa [1]. Na vsaki tocˇki je potrebno torej
izracˇunati rezultat enacˇbe (2.21), kjer so:
• xn+1 naslednja tocˇka,
• η velikost koraka na poti do lokalnega minimuma,
• F (xn) vrednost funkcije na trenutni tocˇki.
xn+1 = xn − η5 F (xn) (2.21)
Pred zacˇetkom ucˇenja nevronske mrezˇe je vedno potrebno opraviti nasle-
dnje korake [17]:
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1. Opredelitev sˇtevila vozliˇscˇ vhodne plasti. Vozliˇscˇe se dodeli vsaki nu-
mericˇni oziroma binarni spremenljivki, cˇe pa je spremenljivka kate-
goricˇna, se za vsako razlicˇno kategorijo ustvari eno vozliˇscˇe.
2. Opredelitev sˇtevila vozliˇscˇ izhodne plasti, glede na sˇtevilo razredov iz-
hodne spremenljivke. Cˇe ima dva razreda, se odlocˇimo za eno izhodno
vozliˇscˇe, cˇe je razredov vecˇ, izberemo vecˇ izhodnih vozliˇscˇ.
3. Opredelitev topologije mrezˇe. Pri tem moramo opredeliti sˇtevilo skritih
plasti in skritih vozliˇscˇ ter izbrati arhitekturo algoritma.
4. Inicializacija utezˇi ter pristranskosti. V vecˇini primerov pri tem koraku
zadostuje dodelitev nakljucˇnih vrednosti.
5. Odstranitev testnih primerov, ki jim manjkajo vrednosti, oziroma manj-
kajocˇe vrednosti nadomestiti z najbolj verjetno vrednostjo.
Poglavje 3
Pristop za opredelitev dolzˇine
cˇiˇscˇenja
3.1 Konceptualna zasnova
Cilj nasˇe raziskave je bil zasnovati pristop, ki bo omogocˇil klasifikacijo gostov
na podlagi dolzˇine cˇiˇscˇenja za njimi. Cˇas cˇiˇscˇenja sobe je posledica raznih
dejavnikov, med njimi tudi stanja sobe, ko jo gost zapusti. Za razne okvare v
sobi, kot so nestabilnost postelje, zamasˇen umivalni odtok, pregorela zˇarnica
ipd., pogosto ni kriv trenutno namesˇcˇen gost, ampak gre za akumulirane
strosˇke, ki nastanejo scˇasoma in so posledica uporabe vecˇ gostov. Tako je
dolzˇina cˇiˇscˇenja eden od bolj smiselnih predmetov analiziranja.
Edina storitev, ki je konstantna in se opravlja vsak dan ter jo lahko
enostavno pripiˇsemo osebi, je cˇiˇscˇenje sobe. Gre za sorazmerno velik strosˇek
za hotel. Ne glede na to, ali gost hotelske sobe vecˇino cˇasa sploh ne uporablja
oziroma zvecˇer v njej le prenocˇi ali pa je cel dan v sobi ter ob odhodu zapusti
sobo umazano in nepospravljeno, bosta oba za enako sobo placˇala isto ceno.





V sklopu diplomske naloge smo od podjetja Flexkeeping prejeli podatke za
tri hotele, kjer podjetje izvaja svoje storitve. Podatki so bili locˇeni na goste
ter cˇiˇscˇenja. Zdruzˇeni so bili tako, da so bila cˇiˇscˇenja dodeljena specificˇnemu
gostu. Nato so bili uvozˇeni v program za izvedbo statisticˇnih analiz IBM
SPSS. Rezultati temeljijo na razlicˇnih modelih, ki napovedujejo, ali bo za
gosta potrebno dolgo ali krajˇse cˇiˇscˇenje.
Podatki prejeti s stani podjetja so bili locˇeni v dve .xls datoteki: dato-
teko s podatki o rezervacijah s spremenljivkami, predstavljenimi v tabeli 3.1,
ter datoteko s podatki o cˇiˇscˇenjih s spremenljivkami, predstavljenimi v ta-
beli 3.2.








Datum rojstva gosta datumska
Drzˇava prebivaliˇscˇa gosta kategoricˇna
Tabela 3.1: Podatki o rezervacijah.
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ID naziv prostora numericˇna
Cˇas cˇiˇscˇenja v sekundah numericˇna
Cˇas kreiranja datumska
Cˇas koncˇanja datumska
Tabela 3.2: Podatki o cˇiˇscˇenjih.
3.3 Priprava podatkov
Ker nas je zanimal porabljen cˇas za cˇiˇscˇenje glede na profil gosta, smo morali
tabeli z rezervacijami in podatki o cˇiˇscˇenjih zdruzˇiti. Da bi to lahko storili,
smo morali vsako cˇiˇscˇenje sobe, v kateri je prenocˇil gost, dodeliti posamezni
rezervaciji. Za zdruzˇitev smo v programskem jeziku VBA napisali funkcijo,
ki je za vsako cˇiˇscˇenje opredelila gosta na podlagi hotela, sobe ter datuma
bivanja gosta v tej sobi. Vse primere, ko cˇiˇscˇenja ni bilo mogocˇe dodeliti
nobeni rezervaciji, bodisi zato, ker je bila v tem terminu soba prazna, bodisi
zato, ker podatka o gostu nismo imeli, smo pri zdruzˇevanju izpustili. Zaradi
neskladnosti obdobij ter posameznih manjkajocˇih vrednosti zajetih podatkov
se je kolicˇina le-teh nekoliko zmanjˇsala.
Pri zdruzˇevanju zapisov cˇiˇscˇenja z rezervacijami je bilo pomembno, da
se ujemata spremenljivki ID hotela ter ID sobe, pogoj pa je bil tudi, da sta
bili spremenljivki cˇas kreiranja in cˇas koncˇanja poznejˇsi od datuma prihoda
ter najvecˇ dan poznejˇsi od datuma odhoda gosta. Odsek programske kode
zdruzˇevanja je prikazan spodaj.
For Each cell in Range("M2:M10532")
If cell.Value = space.Value Then
If Cells(cell.Row, 14).Value = facility.Value Then
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If Cells(cell.Row, 15).Value < datum1.Value) And _
Cells(cell.Row, 15).Value < datum2.Value) And _
(Cells(cell.Row, 16).Value + 1) > datum1.Value And _
(Cells(cell.Row, 16).Value + 1) > datum2.Value Then





Iz zdruzˇenih podatkov smo nato za vsako rezervacijo izracˇunali povprecˇno
porabljen cˇas cˇiˇscˇenja glede na sˇtevilo dni bivanja ter odstranili vrednosti,
kjer sta manjkala kljucˇna podatka gosta: leto rojstva in/ali drzˇava bivanja.
Letnice rojstva smo zatem pretvorili v starost gostov, datum prihoda in od-
hoda pa v dneve bivanja. Po zdruzˇitvi ter cˇiˇscˇenju podatkov nam je ostalo
2017 zapisov o gostih.
3.3.1 Drzˇave z vecˇjim sˇtevilom primerov
Cˇeprav smo imeli v pridobljenih podatkih zapise o gostih iz petinpetdesetih
razlicˇnih drzˇav, smo se odlocˇili, da bomo o vplivu drzˇave na dolzˇino cˇiˇscˇenja
sobe sklepali le iz primerov, kjer smo imeli podatke za vecˇ kot sto gostov
iz posamezne drzˇave. S tem smo zˇeleli zagotoviti relevantnost rezultatov.
Podrobneje analizirane drzˇave so bile naslednje:
• Hrvasˇka, 646 primerov.
• Zdruzˇene drzˇave Amerike, 222 primerov.
• Slovenija, 213 primerov.
• Avstrija, 200 primerov.
• Nemcˇija, 160 primerov.
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• Italija, 126 primerov.
3.4 Izbira modela
Z odlocˇitvijo, da zˇelimo na podlagi karakteristik gostov napovedovati dolzˇino
cˇiˇscˇenja, smo torej izbrali napovedne naloge podatkovnega rudarjenja. Ven-
dar je bilo pred tem potrebno opredeliti spremenljivke, ki bi bile zanimive za
preucˇevanje.
Podatki o cˇiˇscˇenjih, ki smo jih prejeli od podjetja, so bili podani v se-
kundah, tako da smo najprej pomislili na uporabo regresije, ki napoveduje
numericˇne izhode na podlagi kategoricˇnih in numericˇnih vhodov. Izkazalo se
je, da v nasˇem primeru linearna regresija ni primerna izbira, saj podatki o
cˇiˇscˇenju niso bili normalno porazdeljeni, kar pa je ena izmed kljucˇnih pred-
postavk za uporabo tega napovednega modela.
Sklenili smo, da je bolj primerna uporaba logisticˇne regresije, ki se jo
uporablja za napoved kategoricˇne spremenljivke, vendar so predpostavke za
korekten napovedni model bistveno manj zahtevne.
Za uporabo logisticˇne regresije morajo biti izpolnjene naslednje predpo-
stavke [27, 26]:
• Odvisna spremenljivka mora imeti le dve razlicˇni vrednosti.
• Imamo vecˇ neodvisnih spremenljivk, ki so lahko zvezne ali kategoricˇne.
• Primeri opazovanj morajo biti neodvisni drug od drugega, odvisna spre-
menljivka pa mora imeti medsebojno izkljucˇujocˇe kategorije.
• Med zveznimi neodvisnimi spremenljivkami ter logisticˇno transforma-
cijo odvisne spremenljivke mora biti linearna odvisnost.
• Potreben je velik vzorec primerov. Zadostna velikost je 10 primerov za
vsako neodvisno vhodno spremenljivko, za najmanj verjeten izhod.
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Cˇe te predpostavke niso izpolnjene, lahko rezultati, ki jih dobimo pri izvedbi
logisticˇne regresije, niso veljavni. V nadaljevanju je opisan postopek pre-
verjanja predpostavk za podatke v primeru hotela 3. Za ostale hotele smo
predpostavke preverili na enak nacˇin.
Da bi zadostili prvi predpostavki, smo cˇiˇscˇenja razdelili v dve skupini, in
sicer 0 in 1, glede na to, ali je hotel za goste porabil manj cˇasa kot v polovici
cˇiˇscˇenj ali vecˇ cˇasa kot v polovici cˇiˇscˇenj.
Prav tako ni bilo tezˇav z drugo in tretjo tocˇko, saj smo imeli neodvisni
napovedni spremenljivki, poleg tega pa so bili tudi primeri neodvisni drug
od drugega, saj je vsak gost predstavljal svoj primer.
Pri cˇetrti tocˇki smo morali preveriti, cˇe sta numericˇna napovedna spre-
menljivka starost in logisticˇna transformacija odvisne spremenljivke linearno
odvisni. Dobro predstavo o odvisnosti smo dobili zˇe po analizi, v kateri ra-
zred se klasificira najvecˇ gostov glede na starost. Na sliki 3.1 je prikazano, v
kateri skupini glede na starost je vecˇina gostov. Pri mlajˇsih je prevladujocˇa
skupina 1 z daljˇsimi cˇiˇscˇenji, pri starejˇsih pa 0 s krajˇsimi cˇiˇscˇenji.
Za odkrivanje linearne odvisnosti med numericˇno napovedno spremen-
ljivko starost in logisticˇno transformacijo odvisne spremenljivke smo upo-
rabili dva testa. Najprej smo potrebovali izracˇun logisticˇne transformacije,






Ko smo imeli izracˇunane vrednosti logisticˇne transformacije, smo izracˇu-
nali Pearsonov koeficient korelacije. Iz testa, prikazanega v tabeli 3.3, vidimo,
da je korelacija znacˇilna, in to celo z mocˇno odvisnostjo.
Izvedli smo sˇe graf raztrosa, da bi videli, cˇe je odvisnost linearna. Na
sliki 3.2, kjer je na abscisni osi prikazana starost gostov, na ordinatni osi pa
povprecˇna vrednost logisticˇne transformacije za tisto starost, lahko vidimo,
da je odvisnost linearna z negativnim smernim koeficientom.
Diplomska naloga 25
Slika 3.1: Prevladujocˇa skupina cˇiˇscˇenja glede na starost.
Slika 3.2: Graf raztrosa starosti in logisticˇne transformacije.
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Tabela 3.3: Pearsonov koeficient korelacije med starostjo in logisticˇno trans-
formacijo.
Enako smo morali preveriti sˇe za zvezno spremenljivko dnevi bivanja.
Ugotovili smo, da tudi ta ustreza predpostavki. Pearsonov koeficient korela-
cije je prikazan v tabeli 3.4, iz katere vidimo, da je korelacija znacˇilna, in to
celo z mocˇno odvisnostjo. Graf raztrosa pa je prikazan na sliki 3.3. Iz grafa
lahko razberemo, da je smerni koeficient linearne odvisnosti pozitiven.
Tabela 3.4: Pearsonov koeficient korelacije med dnevi bivanja in logisticˇno
transformacijo.
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Slika 3.3: Graf raztrosa dnevov bivanja in logisticˇne transformacije.
Tudi peti predpostavki za izvedbo logisticˇne regresije so nasˇi podatki
ustrezali, saj smo imeli 277 primerov, minimalno sˇtevilo pa bi bilo v nasˇem
primeru 43. To sˇtevilo je izracˇunano po enacˇbi (3.2), kjer x predstavlja
sˇtevilo neodvisnih napovednih spremenljivk, kar je v nasˇem primeru 2, p pa





Da smo lahko rezultate logisticˇne regresije primerjali z drugimi napove-
dnimi modeli, smo za napovedovanje cˇiˇscˇenja izbrali sˇe modela klasifikacij-
skega drevesa ter umetne nevronske mrezˇe, ki se oba uporabljata za napo-
vedovanje kategoricˇne izhodne spremenljivke. Prednost teh dveh modelov je
tudi v tem, da ni potrebno zadostiti posebnim predpostavkam.
Model klasifikacijskega drevesa smo uporabili, ker je namenjen lazˇjemu
kategoriziranju gostov v razrede in je enostaven za razlago vodstvu hotela.
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Prednost je tudi impliciten prikaz delitve na podlagi spremenljivk, kar zago-
tavlja jasen prikaz, kako spremenljivka vpliva na delitev. Prav tako pa pri
pripravi modela tudi ne potrebujemo veliko truda za pripravo podatkov.
Napovedni model na podlagi umetne nevronske mrezˇe je nastal na zˇeljo
podjetja, saj je bila njihova prvotna ideja napovedovanje s taksˇno vrsto mo-
dela. Poleg tega napovedni modeli nevronskih mrezˇ po navadi dajo dobre
napovedne rezultate, ki so hkrati zelo stabilni. To pomeni, da bomo z iz-
delavo drugega napovednega modela na podlagi nevronske mrezˇe dobili zelo
podobne napovedne rezultate [9].
Podatki po cˇiˇscˇenju niso bili normalno porazdeljeni, zato smo se morali
posluzˇiti modelov, pri katerih ni potrebno, da bi zadosˇcˇali tej predpostavki.
Prav tako je na izbiro modelov vplivalo dejstvo, da smo imeli zvezni vhodni
spremenljivki. S preoblikovanjem odvisne spremenljivke v dve kategoriji na
podlagi mediane smo tako zadostili vsem predpostavkam za uporabo treh
razlicˇnih tipov napovednih modelov, uporabljenih v raziskavi.
3.5 Implementacijske podrobnosti pristopov
Pri izvedbah napovednih modelov smo za vhodni neodvisni spremenljivki
uporabili spremenljivki starost in dnevi bivanja. Zaradi ozkega nabora po-
datkov, zagotovljenih s strani podjetja, veliko izbire za napovedne spreme-
njivke nismo imeli. Spremenljivke drzˇava v napovednih modelih nismo zˇeleli
uporabiti, saj so bile drzˇave zelo neenakomerno zastopane po razlicˇnih hote-
lih. Zato tudi vzorec razlicˇnih drzˇav v posameznem hotelu ni bil zadosten.
3.5.1 Implementacija logisticˇne regresije
Pri izvedbi logisticˇne regresije smo opredelili naslednje:
• Prag za klasifikacijo v razred 1. Tu je bila smiselna vrednost 0, 5, saj
za viˇsje verjetnosti sklepamo, da bodo primeri pripadali razredu 1.
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• Verjetnost statistike rezultatov pri spremenljivem vnosu. Tu gre za ver-
jetnost, ki opredeljuje, kako hitro bo spremenljivka pristala v modelu.
Priporocˇena vrednost je 0, 05, kar smo uporabili tudi v nasˇem primeru.
• Verjetnost pogojne statistike za odstranitev spremenljivke. Tu gre za
verjetnost, da spremenljivka ostane v modelu. Viˇsja kot je vrednost,
bolj je verjetno, da bo spremenljivka ostala v modelu. Tudi tu smo
uporabili privzeto vrednost 0, 1.
• Najvecˇje sˇtevilo iteracij. Opredelitev najvecˇjega sˇtevila iteracij, kjer
je potrebno dolocˇiti zadosti veliko sˇtevilo, da koeficienti konvergirajo
k svoji vrednosti. V nasˇem primeru se izkazˇe, da je zadostno sˇtevilo
iteracij 20.
3.5.2 Implementacija klasifikacijskega drevesa
Izgradnja odlocˇitvenega drevesa je potekala po principu z vrha navzdol, kar
pomeni, da je prvo zgrajeno korensko vozliˇscˇe, drevo pa se potem gradi nav-
zdol. Drevo je zgrajeno po metodi CHAID za izgradnjo nebinarnega napo-
vednega modela. Ta metoda na vsakem koraku izbere neodvisno napovedno
spremenljivko z najmocˇnejˇso povezavo do odvisne spremenljivke. Kategorije
vsake napovedne spremenljivke so zdruzˇene, cˇe niso dovolj razlicˇne glede na
odvisno spremenljivko. Delitve so opredeljene na podlagi Hi-kvadrat testa.
Najvecˇjo globino drevesa smo omejili na 4, vendar se je izkazalo, da se
metoda za izgradnjo ustavi zˇe prej. Najmanjˇso vrednost, pri kateri se drevo
sˇe lahko deli, smo nastavili na 100, kar pomeni, da se v primerih, kjer ima
vozliˇscˇe manj kot 100 primerov, ne more deliti naprej. Poleg tega smo nasta-
vili tudi pogoj, da se drevo ne deli, cˇe bo imel kateri od otrok vozliˇscˇa manj
kot 50 primerov v listu. S tem smo zagotovili, da bo vsak list imel vsaj 50
primerov, in se izognili pretiranim prilagoditvam.
Alfa-delilno ter alfa-zdruzˇevalno vrednost smo postavili na 0,05, kar je
standardna vrednost pri CHAID metodi. Onemogocˇili smo tudi deljenje ka-
tegorij, ki so zˇe bile zdruzˇene, saj bi s tem razveljavili ucˇinek zdruzˇevanja.
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Za delitev smo izbrali rezultat Pearsonovega Hi-kvadrat testa, ki je trenutno
najbolj uporabljan za izgradnjo klasifikacijskih dreves. Za numericˇni spre-
menljivki je bila potrebna sˇe opredelitev sˇtevila razredov, saj klasifikacijsko
drevo deluje na podlagi kategoricˇnih skupin. Odlocˇili smo se za zacˇetek pri
10 enakomerno razporejenih razredih, saj je taka delitev dovolj podrobna, da
zajame znacˇilnosti posameznih skupin, hkrati pa tudi dovolj sˇiroka, da ne
uposˇteva posameznih ekstremnih primerov. Poleg tega zdruzˇevanje skupin v
izvedbi algoritma omogocˇa, da se blizˇnje skupine poenotijo.
Pri izgradnji drevesa smo se tudi odlocˇili, da sta napaki klasifikacije v
razred 0 oziroma razred 1 enakovredni.
3.5.3 Implementacija umetne nevronske mrezˇe
Pri kreiranju modela nevronske mrezˇe je potrebno opredeliti velikost ucˇne in
testne mnozˇice. Za nasˇ model smo izbrali standardno razporeditev primerov
7-3, kar pomeni 70 % primerov za ucˇno in 30 % za testno mnozˇico.
Arhitektura umetne nevronske mrezˇe je zgrajena avtomaticˇno, opredelili
smo le najmanjˇse in najvecˇje sˇtevilo skritih vozliˇscˇ, t.j. 1 in 50. Model je
realiziran z eno skrito plastjo. Izbira avtomaticˇne arhitekture zagotavlja naj-
boljˇso izbiro sˇtevila skritih vozliˇscˇ med podanim minimumom ter maksimu-
mom [2]. V nasˇem primeru smo uporabili algoritem skaliranega zdruzˇenega
gradienta za usmerjeno nevronsko mrezˇo. Za aktivacijsko funkcijo smo upo-
rabili hiperbolicˇno.
Pri izgradnji modela smo izbrali serijsko ucˇenje, ki posodobi utezˇi sˇele
po vseh testnih primerih. Tako uporabi informacijo vseh primerov v testni
mnozˇici. To opcijo smo izbrali, ker zmanjˇsuje napako napovednega modela
in je bolj primerna za manjˇse podatkovne mnozˇice, saj mora velikokrat po-
sodobiti utezˇi, preden je izpolnjen ustavitveni pogoj.
Optimizacijski algoritem je v nasˇem primeru skalirani zdruzˇeni gradient.
Zacˇetno lambda vrednost smo nastavili na 0.0000005, zacˇetno sigma vrednost
pa na 0.00005. To sta standardni vrednosti za nasˇ optimizacijski algoritem.
Izbiro vektorjev utezˇi, ki nastanejo ob izhodu iz lokalnega minimuma s
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ciljem iskanja globalnega minimuma tekom optimizacijskega algoritma, smo
omejili na interval [-0,5 , 0,5]. Gre za privzeti vrednosti intervala. Nakljucˇno
generirani vektorji utezˇi iz tega intervala nam omogocˇajo nov poizkus iskanja
optimanlne resˇitve, cˇe se algoritem zaustavi v lokalnem minimumu.
Odlocˇili smo se, da bomo za ustavitvene pogoje treniranja izbrali nasle-
dnje:
• Vsak korak bomo testirali, cˇe se je napovedna napaka zmanjˇsala. Cˇe
se napaka ne zmanjˇsa, se ucˇenje zaustavi. Napako se pri tem racˇuna
na podlagi testne mnozˇice.
• Najdaljˇsi cˇas ucˇenja smo nastavili na eno minuto, kar je standardna
nastavitev. Po preteku tega cˇasa se ucˇenje zaustavi. Cˇas ucˇenja je bil
v nasˇem primeru bistveno krajˇsi.
• Najvecˇje sˇtevilo prehodov testnih podatkov smo nastavili po enacˇbi (3.3),
kjer je x enak sˇtevilu sinapticˇnih utezˇi. Cˇe je sˇtevilo n presezˇeno, se
ucˇenje prav tako ustavi.
n = max(2x+ 1, 100) (3.3)
• Dolocˇili smo, da se ucˇenje zaustavi tudi, cˇe je relativna razlika med
napako med dvema korakoma manjˇsa kot 0.0001, kar je standardna
nastavitev.
• Ucˇenje se prav tako zaustavi, cˇe je razmerje med napako ucˇne mnozˇice





4.1 Deskriptivna analiza podatkov
V podjetju Flexkeeping so menili, da na dolzˇino cˇiˇscˇenja vpliva predvsem
drzˇava, iz katere gost prihaja. Pri analizi povprecˇne dolzˇine cˇiˇscˇenja ter
mediane dolzˇin cˇiˇscˇenja, locˇeno po posameznih drzˇavah, smo dobili rezultate,
prikazane v tabeli 4.1.
drzˇava povprecˇna dolzˇina cˇiˇscˇenja mediana
Hrvasˇka 642,62 614,17





Tabela 4.1: Podatki o povprecˇnih dolzˇinah cˇiˇscˇenja ter medianah dolzˇin
cˇiˇscˇenja po posameznih drzˇavah.
Iz teh vrednosti bi lahko predpostavljali, da spremenljivka drzˇava prebi-
valiˇscˇa vpliva na dolzˇino cˇiˇscˇenja sobe.
Izdelali smo graficˇni prikaz, kjer smo na abscisno os postavili razlicˇne
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drzˇave, na ordinatno os pa povprecˇen cˇas cˇiˇscˇenja v sekundah. Iz slike 4.1
je razvidno, da je bilo v povprecˇju najvecˇ cˇasa porabljenega za cˇiˇscˇenje sob
gostov, ki prihajajo iz Italije. Povprecˇna dolzˇina cˇiˇscˇenja je bila 802,92 se-
kunde. Na drugi strani je za cˇiˇscˇenje sob gostov iz Zdruzˇenih drzˇav Amerike
hotel v povprecˇju porabil le 377,25 sekunde. Ob tem enostavnem izracˇunu bi
se morda celo lahko strinjali s predpostavko podjetja, vendar pa tak izracˇun
nikakor ne zadostuje za potrditev te hipoteze, kar bomo dokazali v nadalje-
vanju raziskave.
Slika 4.1: Povprecˇen cˇas cˇiˇscˇenja glede na drzˇavo gostov.
Predpostavka podjetja je bila tudi, da starost gostov vpliva na dolzˇino
cˇiˇscˇenja. Iz grafa na sliki 4.2 bi lahko predpostavljali, da se cˇas cˇiˇscˇenja z
vecˇanjem starosti gosta praviloma zmanjˇsuje. Mlajˇsi, kot so gosti, vecˇ cˇasa
naj bi porabili za cˇiˇscˇenje njihove sobe. Histogram prikazuje povprecˇen cˇas
cˇiˇscˇenja glede na starost gostov. Cˇas cˇiˇscˇenja v sekundah je prikazan na
ordinatni osi, na abscisni osi pa je prikazana starost gostov. Na splosˇno je
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mozˇno opaziti, da se s starostjo gosta cˇas cˇiˇscˇenja sob krajˇsa, cˇeprav je v
grafu zaznati tudi izjeme, posebno pri zelo visoki starosti, kar pa je posledica
manjˇsega sˇtevila teh gostov.
Slika 4.2: Povprecˇen cˇas cˇiˇscˇenja glede na starost gostov.
Predpostavka podjetja je bila, da na cˇas cˇiˇscˇenja vpliva tudi to, kako dolgo
gost v hotelu ostane. Na prvi pogled vpliv te spremenljivke ni zelo znacˇilen.
Na sliki 4.3 vidimo, kaksˇna je povprecˇna dolzˇina cˇiˇscˇenja (v sekundah), ki
je prikazana na ordinatni osi, medtem ko je na abscisni osi prikazan cˇas (v
dnevih) bivanja gosta v hotelu. Iz povprecˇij bi sklepali, da je za gosti, ki
ostanejo le en dan, potrebno daljˇse cˇiˇscˇenje, pri tistih, ki ostanejo dva ali tri
dni, je cˇas cˇiˇscˇenja krajˇsi, nato pa se z daljˇsim cˇasom bivanja cˇas povprecˇnega
cˇiˇscˇenja spet povecˇuje.
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Slika 4.3: Povprecˇen cˇas cˇiˇscˇenja glede na dolzˇino bivanja gostov.
Zanimalo nas je, kje je razlog za tako veliko razliko med povprecˇnimi
cˇasi cˇiˇscˇenj glede na drzˇavo. Analizirali smo drzˇavi z najdaljˇsim ter naj-
krajˇsim povprecˇnim cˇasom: Italijo in Zdruzˇene drzˇave Amerike. Histogram
na sliki 4.4 prikazuje cˇas cˇiˇscˇenja za gosti iz Zdruzˇenih drzˇav Amerike, na
sliki 4.5 pa so prikazani podatki za goste iz Italije. Tokrat je cˇas cˇiˇscˇenja
na abscisni osi, razdeljen pa je na petdeset sekundne intervale. Na ordina-
tni osi je prikazano sˇtevilo gostov, ki spadajo v ta cˇasovni interval cˇiˇscˇenja.
Graf, ki se nanasˇa na goste iz Italije, bi na prvi pogled morda lahko ustrezal
normalni porazdelitvi, medtem ko je histogram gostov iz Zdruzˇenih drzˇav
Amerike precej asimetricˇen z odklonom v levo stran, kjer so krajˇse dolzˇine
cˇiˇscˇenja.
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Slika 4.4: Porazdelitev cˇasa cˇiˇscˇenja za gosti iz Zdruzˇenih drzˇav Amerike.
Slika 4.5: Porazdelitev cˇasa cˇiˇscˇenja za gosti iz Italije.
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Podatke o cˇiˇscˇenju smo imeli o treh hotelih. Potrebno je bilo preveriti,
cˇe v razlicˇnih hotelih prihaja do razlicˇnih dolzˇin cˇiˇscˇenja. Razlogov za to bi
lahko bilo vecˇ. Eden od teh je kategorija hotela po evropskih smernicah, kjer
lahko hotel zavzame med 1 in 5 zvezdic. Hotelske sobe so poleg tega lahko
vecˇje ali manjˇse, kar tudi lahko vpliva na dolzˇino cˇiˇscˇenja. Prav tako lahko
na dolzˇino cˇiˇscˇenja vpliva produktivnost osebja, saj zaposleni lahko cˇistijo
hitreje ali pocˇasneje.
O hotelih nismo imeli podatakov, po katerih bi jih lahko razvrstili glede
na omenjene kriterije, tako da nismo mogli predpostavljati, kako le-ti vplivajo
na dolzˇino cˇiˇscˇenja. Kljub temu se je izkazalo, da se povprecˇni cˇasi cˇiˇscˇenja
po hotelih kar precej razlikujejo. Povprecˇen cˇas cˇiˇscˇenja sob v hotelih 1, 3 in
5, za katere smo dobili podatke, je prikazan na sliki 4.6. Na ordinatni osi je
povprecˇen cˇas (v sekundah) cˇiˇscˇenja sob v hotelih, na abscisni osi pa oznaka
hotela.
Slika 4.6: Povprecˇen cˇas cˇiˇscˇenja glede na hotel.
Ta ugotovitev nas je vzpodbudila, da smo opravili analizo, s katero smo
zˇeleli ugotoviti, kako je drzˇava, iz katere prihajajo gosti, povezana z izbiro
hotela. Ugotovili smo, da je kar 94,4 % gostov iz Italije bivalo v hotelu 1.
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Kot je vidno na sliki 4.6, je povprecˇen cˇas cˇiˇscˇenja sob v tem hotelu najdaljˇsi.
Zˇe prej pa smo ugotovili (Slika 4.1), da je bilo v povprecˇju najvecˇ cˇasa po-
rabljenega za cˇiˇscˇenje sob gostov, ki prihajajo iz Italije. Ugotovili smo tudi,
da so bili vsi gostje iz Zdruzˇenih drzˇav Amerike, z izjemo enega, nastanjeni
v hotelu 5, kjer je bil povprecˇen cˇas cˇiˇscˇenja sob najkrajˇsi. Ravno za goste
iz Zdruzˇenih drzˇav Amerike pa imamo podatke o povprecˇno najkrajˇsih cˇasih
cˇiˇscˇenja.
Iz ugotovljenega lahko zakljucˇimo, da ni nujno, da na dolzˇino cˇiˇscˇenja
vpliva drzˇava, iz katere gost prihaja, pacˇ pa so vzrok za to lahko drugi de-
javniki.
Po tej ugotovitvi smo preverili sˇe, kako je starost gostov razporejena po
razlicˇnih hotelih. Iz tabele 4.2 opazimo, da je povprecˇna starost gosta v
hotelu 1 nekoliko nizˇja kot v hotelih 3 in 5. Poleg tega pa je tudi starost
gostov v hotelu 5 v povprecˇju nizˇja kot v hotelu 3, cˇeprav imata hotela
enako mediano starosti.




Tabela 4.2: Podatki o o povprecˇnih vrednostih ter medianah starosti gostov.
Da bi ugotovili, kaksˇna je pravzaprav porazdelitev starosti gostov po po-
sameznem hotelu, smo izdelali histograme, ki prikazujejo starostno strukturo
gostov po hotelih. Histogram na sliki 4.7 prikazuje starostno porazdelitev go-
stov v hotelu 1. Na abscisni osi so starosti gostov hotela, na ordinatni pa je
sˇtevilo gostov v tem starostnem intervalu.
Za primerjavo smo naredili sˇe histograma starostne porazdelitve za hotela
3 in 5. Histogram gostov hotela 3 je prikazan na sliki 4.8, histogram gostov
hotela 5 pa na sliki 4.9.
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Slika 4.7: Starostna porazdelitev v hotelu 1.
Slika 4.8: Starostna porazdelitev v hotelu 3.
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Slika 4.9: Starostna porazdelitev v hotelu 5.
Iz izdelanih histogramov opazimo, da so gosti hotela 1 v splosˇnem precej
mlajˇsi kot gosti hotelov 3 in 5, vendar se tudi starostna sestava gostov teh
dveh hotelov kar precej razlikuje. V hotelu 5 je najvecˇ gostov, starih med
60 in 70 let, medtem ko je v hotelu 3 nekoliko manj gostov ravno v tem
starostnem intervalu.
Opazimo, da je mlajˇsih gostov, za katere so v povprecˇju potrebna daljˇsa
cˇiˇscˇenja, vecˇ v hotelu 1, ki pa ima ravno tako v povprecˇju daljˇsa cˇiˇscˇenja
od ostalih dveh hotelov. Tudi v tem primeru nimamo dovolj informacij o
hotelu, da bi ugotovili, ali razlog za daljˇsa cˇiˇscˇenja izhaja iz starosti gostov
ali iz dejavnikov, ki se nanasˇajo na hotel.
Ugotoviti smo zˇeleli sˇe, kaksˇna je porazdelitev dnevov bivanja gostov po
razlicˇnih hotelih. Iz tabele 4.3 lahko razberemo, da je povprecˇno sˇtevilo dni
nastanitve gostov v obravnavanih hotelih zelo primerljivo.
Kljub temu da glede na povprecˇno sˇtevilo dni bivanja in mediane hoteli
delujejo v tem pogledu homogeni, se je ob podrobnejˇsi analizi izkazalo, da se
razporeditve dolzˇin bivanja gostov po hotelih precej razlikujejo. Histogrami
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Tabela 4.3: Podatki o povprecˇnem sˇtevilu dni bivanja gostov ter medianah.
porazdelitve dnevov bivanja so prikazani na slikah 4.10 za hotel 1, 4.11 za
hotel 3 in 4.12 za hotel 5.
Slika 4.10: Porazdelitev dnevov bivanja v hotelu 1.
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Slika 4.11: Porazdelitev dnevov bivanja v hotelu 3.
Slika 4.12: Porazdelitev dnevov bivanja v hotelu 5.
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Iz grafov lahko vidimo, da v hotelu 5 izrazito najvecˇ gostov ostane 3 dni,
v hotelu 1 prevladujejo gosti, ki ostanejo 2 dneva, v hotelu 3 pa so gosti v
vecˇini primerov ostali 2 ali 4 dni.
Ker imamo o hotelu premalo informacij, je nemogocˇe ugotoviti, od kje
izvirajo daljˇsa cˇiˇscˇenja. Lahko so posledica razlicˇnih dejavnikov, povezanih
s hotelom, ali posledica drzˇave, iz katere prihajajo gosti. Poleg tega bi lahko
bila vzrok tudi starost, saj smo opazili, da so gosti hotela s povprecˇno daljˇsimi
cˇiˇscˇenji obicˇajno mlajˇsi. Pri izdelavi napovednih modelov tako ni smiselno
napovedovanje cˇasa cˇiˇscˇenja sob v splosˇnem, temvecˇ je potrebno primere
locˇiti glede na hotel. Pri izdelavi modelov tudi ni smiselna uporaba neodvisne
spremenljivke drzˇava, saj so primeri gostov razlicˇnih drzˇav zelo neenakomerno
zastopani po razlicˇnih hotelih.
4.2 Napoved dolzˇine cˇiˇscˇenja
Podatki o cˇiˇscˇenju, ki smo jih dobili od podjetja in uporabili v raziskavi,
zajemajo tri razlicˇne hotele. V poglavju 3.5.1 smo zˇe ugotovili, da se razlog
v bistveni razliki cˇasa cˇiˇscˇenj med gosti posameznih drzˇav lahko skriva prav
v razlicˇnih hotelih, kjer so gosti bivali. Tudi vrednosti spremenljivk dolzˇina
bivanja in starost se po hotelih zelo razlikujejo, vendar so vseeno nekoliko
enakomerneje zastopane, kot pa drzˇava, iz katere prihajajo gosti. Gosti iz
istih drzˇav so namrecˇ zelo skoncentrirani po posameznih hotelih.
Odlocˇili smo se goste locˇiti na podlagi hotelov in naredili napovedne mo-
dele za posamezne hotele. Za podatke o cˇasih cˇiˇscˇenja sob smo izracˇunali
mediano in jih glede na njeno vrednost razdelili v dve skupini - skupino 0 in
1. Skupina 0 predstavlja primere, kjer je bilo za cˇiˇscˇenje sobe potrebno manj
cˇasa kot v polovici primerov, skupina 1 pa primere z viˇsjo vrednostjo cˇasa
cˇiˇscˇenja od mediane.
Zanimalo nas je tudi, cˇe je mogocˇe bolj natancˇno napovedati ekstremno
dolge oziroma kratke primere cˇiˇscˇenja. Pri hotelu 1, za katerega smo imeli
na voljo najvecˇ primerov, smo podatke razdelili tudi na tretjine oziroma
Diplomska naloga 45
cˇetrtine, zanemarili pa smo primere z dolzˇinami cˇiˇscˇenja v srednji tretjini
oziroma srednjih cˇetrtinah. Taka delitev podatkov se ni obrestovala, saj so
bili napovedni modeli manj natancˇni.
Napovedni modeli, realizirani v nadaljevanju, so podrobneje opredeljeni
v poglavju 3.5.
4.2.1 Hotel 1
Za hotel 1 smo imeli 1154 primerov. Podatki za ta hotel so zajemali najvecˇ
gostov iz Hrvasˇke, Avstrije, Slovenije in Italije.
Model logisticˇne regresije
Vhodni spremenljivki sta ustrezali predpostavkam za izvedbo logisticˇne re-
gresije. Izvedba je potekala po pristopu, opisanem v poglavju 3.5.1.
Izkazalo se je, da napovedni model ni statisticˇno znacˇilen, zato smo ga
zavrgli.
Model klasifikacijskega drevesa
Izgradnja odlocˇitvenega drevesa je potekala po principu z vrha navzdol, po
metodi CHAID za izgradnjo nebinarnega napovednega modela. Drevo je
zgrajeno na podlagi Hi-kvadrat testa za opredelitev najboljˇse naslednje deli-
tve. Podrobnejˇsi opis opredelitve algoritma je opisan v poglavju 3.5.2.
Algoritem sestavi drevo s petimi vozliˇscˇi, tremi listi ter najvecˇjo globino
2. Najmanjˇse sˇtevilo primerov v listu je 186, medtem ko je najvecˇje sˇtevilo
741, kamor so klasificirani gosti, ki v hotelu ostanejo vecˇ kot 1 dan ter so
starejˇsi od 31 let.
Najbolj uspesˇno so klasificirani gosti, ki v hotelu prenocˇijo le enkrat. Za
te goste lahko z 62,1 % verjetnostjo trdimo, da bo za cˇiˇscˇenje potrebno vecˇ
cˇasa. Nasprotno velja za goste, ki v hotelu ostanejo vecˇ kot en dan. Taki
gosti povzrocˇijo krajˇse cˇiˇscˇenje s 55,3 % verjetnostjo. Daljˇsa pospravljanja
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bolj verjetno povzrocˇijo sˇe gosti, ki v hotelu ostanejo vecˇ kot en dan in so
mlajˇsi od 32 let.
Doprinos delitve je vecˇji na podlagi spremenljivke dnevi bivanja, saj je
vrednost Hi-kvadrata na podlagi te delitve 16,589. Delitve se koncˇajo na
globini 2, saj je najmanjˇsa p-vrednost vseh napovednih spremenljivk ob tem
koraku vecˇja kot alfa-delilna vrednost, ki znasˇa 0,05. Klasifikacijsko drevo je
vidno na sliki 4.13.
Slika 4.13: Izgradnja klasifikacijskega drevesa.
Tveganje pri napovedovanju izidov s pomocˇjo tega modela je 43,2 % s
standardno napako 1,5 %. Izpis tveganja je prikazan v tabeli 4.4.
Pravilnost napovedi je torej 56,8 %, vendar je napovedna mocˇ za daljˇsa
cˇiˇscˇenja zelo nizka. Pravilnost napovedi vidimo v tabeli 4.5.
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Tabela 4.4: Prikaz tveganja modela klasifikacijskega drevesa.
Tabela 4.5: Napovedna mocˇ modela klasifikacijskega drevesa za hotel 1.
Model umetne nevronske mrezˇe
Na vhodni plasti nevronske mrezˇe imamo numericˇni spremenljivki starost in
dnevi bivanja. Vhodni vozliˇscˇi sta v tem primeru dve. Na izhodni plasti
sta dve vozliˇscˇi, ker lahko izhod opredelimo kot kratko ali dolgo cˇiˇscˇenje.
Podrobnosti pristopa so opisane v poglavju 3.5.3.
Pri ogledu vpliva neodvisnih vhodnih spremenljivk vidimo, da spremen-
ljivka dnevi bivanja bolj vpliva na izhod napovednega modela, normalizirano
vidimo, da je vpliv te spremenljivke za 71,0 % vecˇji kot vpliv starosti. To je
razvidno iz tabele 4.6.
Najprej smo zˇeleli testirati uspesˇnost napovedi z nakljucˇno izbrano testno
in ucˇno mnozˇico ter nakljucˇno zacˇetno postavitvijo utezˇi. Model nevronske
mrezˇe zaradi razlicˇnih ucˇnih in testnih mnozˇic ni nastal vedno enak. Algori-
tem smo tako pognali vecˇkrat, vendar so bili rezultati bolj ali manj podobni.
Pravilna napoved na ucˇni mnozˇici je v desetih zagonih algoritma variirala
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Tabela 4.6: Vpliv neodvisnih spremenljivk.
med 53,6 % in 57,2 %, tocˇna napoved na testnih primerih pa med 53,1 %
in 57,3 %. Tocˇnost napovedi enice ali nicˇle sta bili priblizˇno enakomerni. V
tabelah sta predstavljeni dve izvedbi algoritma ter njuna napovedna mocˇ v
procentih. Napovedi dveh modelov nevronskih mrezˇ sta prikazani v tabe-
lah 4.7 ter 4.8.
Tabela 4.7: Primer napovedne mocˇi modela nevronske mrezˇe 1.
Diplomska naloga 49
Tabela 4.8: Primer napovedne mocˇi modela nevronske mrezˇe 2.
4.2.2 Hotel 3
Za hotel 3 smo imeli 277 primerov. Prevladovali so gosti iz Nemcˇije, Hrvasˇke,
Avstrije, Slovenije in Madzˇarske.
Model logisticˇne regresije
Tudi za hotel 3 smo pri modelu logisticˇne regresije lahko uporabili obe neod-
visni vhodni spremenjivki. Dobili smo viˇsji procent pojasnjene variance kot
v primeru hotela 1, prav tako pa je bil tudi model statisticˇno znacˇilen.
Rezultati napovednega modela so prikazani v tabeli 4.9.
Tabela 4.9: Napovedna mocˇ modela logisticˇne regresije za hotel 3.
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Model klasifikacijskega drevesa
Model klasifikacijskega drevesa se na primeru hotela 3 ni obnesel, saj je vse
primere klasificiral v razred 0.
Model umetne nevronske mrezˇe
Poizkusili smo sˇe model umetne nevronske mrezˇe z dvema vhodnima ter
dvema izhodnima vozliˇscˇema.
Z nakljucˇno izbrano testno in ucˇno mnozˇico ter nakljucˇno zacˇetno po-
stavitvijo utezˇi smo v desetih ponovitvah v povprecˇju pravilno napovedali
dolzˇino cˇiˇscˇenja za 54,6 % gostov. Pravilna napoved na ucˇni mnozˇici je v
desetih zagonih algoritma variirala med 53,2 % in 57,1 %, tocˇna napoved na
testnih primerih pa med 53,0 % in 58,6 %. Tocˇnost napovedi enice ali nicˇle
sta bili priblizˇno enakomerni. V tabeli je predstavljena ena izmed izvedb al-
goritma ter napovedna mocˇ v procentih. Napoved modela nevronske mrezˇe
je prikazana v tabeli 4.10.
Tabela 4.10: Primer napovedne mocˇi modela nevronske mrezˇe za hotel 3.
4.2.3 Hotel 5
Za hotel 5 smo imeli 586 primerov. S kar 221 primeri so mocˇno prevladovali




Tudi pri hotelu 5 smo za model logisticˇne regresije lahko uporabili obe neod-
visni vhodni spremenjivki. Dobili smo viˇsji procent pojasnjene variance kot
za prejˇsnja dva hotela, prav tako pa je bil tudi model statisticˇno znacˇilen.
Procentualna napoved pravilnih primerov na podlagi modela logisticˇne regre-
sije je bila za hotel 5 najviˇsja. Model je pravilo napovedal 59,9 % primerov
cˇiˇscˇenj, ob tem pa kar 63,1 % primerov krajˇsih cˇiˇscˇenj. Rezultati napove-
dnega modela so prikazani v tabeli 4.11.
Tabela 4.11: Napovedna mocˇ modela logisticˇne regresije za hotel 5.
Model klasifikacijskega drevesa
Model klasifikacijskega drevesa je za hotel 5 opredelil le delitev na podlagi
dnevov bivanja. Na podlagi klasifikacijskega drevesa smo dobili boljˇse re-
zultate kot v primeru logisticˇne regresije. Napoved je bila tocˇna v 60,2 %
primerov. Rezultati so prikazani v tabeli 4.12.
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Tabela 4.12: Napovedna mocˇ modela klasifikacijskega drevesa za hotel 5.
Model pravilneje napoveduje krajˇse cˇase cˇiˇscˇenja. Pri teh napovedih je
uspesˇen v 71,7 % primerov.
Model umetne nevronske mrezˇe
Z nakljucˇno izbrano testno in ucˇno mnozˇico ter nakljucˇno zacˇetno postavi-
tvijo utezˇi smo v desetih ponovitvah v povprecˇju pravilno napovedali dolzˇino
cˇiˇscˇenja za 61,2 % gostov. Najboljˇsa napoved testne mnozˇice je bila 67,2 %,
najslabsˇa pa 61,7 %. Primer z najviˇsjim procentom pravilnih napovedi na
testni mnozˇici je prikazani v tabeli 4.13.
Tabela 4.13: Primer napovedne mocˇi modela nevronske mrezˇe za hotel 5.
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4.2.4 Napoved za goste iz Hrvasˇke v hotelu 1
Zˇeleli smo ustvariti sˇe bolj homogen nabor primerov tako, da smo v analizo
vzeli le goste iz Hrvasˇke, ki so bili nastanjeni v hotelu 1. Za izbiro te drzˇave in
hotela smo se odlocˇili zaradi vecˇjega sˇtevila primerov. V izdelavo napovednih
modelov je bilo vkljucˇenih 537 takih primerov.
Model logisticˇne regresije
Tokrat smo lahko pri logisticˇni regresiji uporabili obe neodvisni vhodni spre-
menjivki. Dobili smo viˇsji procent pojasnjene variance kot nad vsemi podatki
ter tudi boljˇsi procent pravilnih napovedi. Izdelan model logisticˇne regresije
je pravilno napovedal 56,4 % primerov, pravilnost napovedi pa se je med
krajˇsimi in daljˇsimi cˇiˇscˇenji razlikovala le za 2,1 %. Rezultati napovednega
modela so prikazani v tabeli 4.14.
Tabela 4.14: Napovedna mocˇ modela logisticˇne regresije za goste iz Hrvasˇke
v hotelu 1.
Takoj opazimo, da sta statsiticˇno znacˇilni obe spremenljivki. Iz ekspo-
nentnega Beta koeficienta razberemo, da ima starost nekoliko vecˇji vpliv na
opredelitev modela, prav tako pa ima tudi manjˇso standardno napako. Ko-
eficienti za izdelavo logisticˇnega modela so prikazani v tabeli 4.15.
Model klasifikacijskega drevesa
Model klasifikacijskega drevesa ni dal dobrih rezultatov, predvsem zaradi
majhne kolicˇine primerov ter zato vecˇje posplosˇitve.
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Tabela 4.15: Opis spremenljivk v enacˇbi.
Model umetne nevronske mrezˇe
Z nakljucˇno izbrano testno in ucˇno mnozˇico ter nakljucˇno zacˇetno postavi-
tvijo utezˇi smo v desetih ponovitvah v povprecˇju pravilno napovedali dolzˇino
cˇiˇscˇenja za 57,6 % gostov. Najboljˇsa napoved testne mnozˇice je bila 59,1 %.
Primer z najviˇsjim procentom pravilnih napovedi na testni mnozˇici je prika-
zan v tabeli 4.16.
Tabela 4.16: Primer napovedne mocˇi modela nevronske mrezˇe za goste iz
Hrvasˇke v hotelu 1.
4.3 Primerjava napovednih modelov
Napovedne mocˇi modelov se med seboj pretirano ne razlikujejo in so v vseh
primerih sˇibke. Najboljˇse rezultate smo dobili z modelom umetne nevronske
mrezˇe, medtem ko smo dobili najslabsˇi odstotek pravilnih napovedi z uporabo
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modela logisticˇne regresije.
Najbolj tocˇne napovedi smo dobili pri napovedovanju cˇiˇscˇenja sob hotela
5. Za ta hotel je tocˇnost napovedi modelov klasifikacijskega drevesa in ume-
tne nevronske mrezˇe presegla 60 %. Tudi model linearne regresije je skoraj
dosegel to mejo. Napovedi so bile tocˇne v 59,9 % primerov.
Ko smo za podatke hotela 1 v obzir vzeli samo zelo dolga oziroma zelo
kratka cˇiˇscˇenja, izpustili pa povprecˇna cˇiˇscˇenja, se napovedni modeli niso
izboljˇsali oziroma se je tocˇnost napovedi celo znizˇala. Izdelava napovednih
modelov na podlagi tercilov in kvartilov za druga hotela ni bila smiselna, saj
smo imeli na razpolago premalo podatkov.
Tocˇnost modelov na podlagi gostov iz Hrvasˇke v prvem hotelu je pri-
merljiva s tocˇnostjo modelov na podlagi vseh gostov iz prvega hotela. Da
bi izdelali modele na podlagi gostov drugih drzˇav v posameznem hotelu, pa
prav tako nismo imeli na razpolago dovolj podatkov.
Napovedne mocˇi modelov, izdelanih v diplomskem delu, so prikazane v
tabeli 4.17.
hotel 1 3 5
model logisticˇne regresije ni statisticˇno znacˇilen 57,4% 59,9%
model klasifikacijskega drevesa 56,8% 50,0% 60,2%
model umetne nevronske mrezˇe 57,3% 58,6% 67,2%




V diplomskem delu smo najprej obravnavali problematiko podrocˇja - cˇas
cˇiˇscˇenja sob v hotelih - ter opredelili, zakaj je analiza tovrstnih podatkov
smiselna. Opisali smo konceptualno zasnovo, spoznali tri razlicˇne pristope in
pojasnili, zakaj so izbrani pristopi v nasˇem primeru najbolj primerni.
Cilj naloge je bil napovedovanje cˇasa cˇiˇscˇenja hotelske sobe za specificˇnim
gostom in opredelitev dejavnikov, ki na cˇas vplivajo. Izdelani so bili napove-
dni modeli za posamezne hotele, hkrati pa smo tudi ugotovili, kaj vse vpliva
na dolzˇino cˇiˇscˇenja sob. Rezultati so razdeljeni na deskriptivno analizo po-
datkov, izdelavo napovednih modelov za podatke posameznih hotelov ter
primerjavo med napovednimi modeli.
Napovedni modeli, prikazani v diplomskem delu, niso pretirano uspesˇni,
vendar se iz podatkov, pridobljenih s strani podjetja, bolj natancˇnih napovedi
za dolzˇino cˇiˇscˇenja ni dalo izdelati. Iz napovednih modelov je mogocˇe sklepati
o dolocˇeni povezavi med starostjo gosta ter dolzˇino cˇiˇscˇenja sob, prav tako
pa tudi o povezavi med dnevi bivanja v hotelu ter dolzˇino cˇiˇscˇenja. Z vecˇjo
starostjo gostov se verjetnost klasifikacije med krajˇsa cˇiˇscˇenja praviloma vecˇa.
Splosˇnega napovednega modela se na podlagi razpolozˇljivih podatkov ni
dalo narediti, saj se je dolzˇina cˇiˇscˇenja med posameznimi hoteli prevecˇ raz-
likovala. Tako je bila smiselna le izdelava napovednih modelov na ravni
posameznega hotela. Opazili smo, da smo izmed treh razlicˇnih hotelov naj-
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bolj tocˇne napovedi dobili za hotel 5, v katerem je veliko gostov iz iste drzˇave
- Zdruzˇenih drzˇav Amerike. Tako smo poizkusili sˇe z izdelavo modelov le za
goste te drzˇave v tem hotelu, da bi bila mnozˇica sˇe bolj homogena, vendar je
bil vzorec premajhen, posledicˇno pa so bili napovedni modeli slabi in nerele-
vantni. Nekoliko vecˇji je bil vzorec gostov iz Hrvasˇke v 1 hotelu, vendar so
ti napovedni modeli dali priblizˇno enako uspesˇne rezultate kot tisti, izdelani
na podlagi gostov iz vseh drzˇav.
Nasˇa raziskava je pokazala dolocˇene odvisnosti med podatki, in bi jo bilo
v primeru, da bi dobili vecˇ podatkov, tudi smiselno nadaljevati. Podatki bi
morali zajemati vecˇ razlicˇnih hotelov ter vsebovati dodatne spremenljivke,
hkrati pa bi morala biti vecˇja tudi njihova kolicˇina. Napovedni modeli bi bili
z nadaljnim delom lahko koristni za vodstvo podjetja.
Napovedni modeli niso pretirano uspesˇni iz vecˇ razlogov. Kljucˇen razlog
je dejstvo, da smo o cˇiˇscˇenju sobe imeli na razpolago premalo spremenljivk.
Poleg starosti in dnevov bivanja na dolzˇino cˇiˇscˇenja sobe definitivno vplivajo
tudi dejavniki, kot so velikost sobe, kakovost hotela, hitrost cˇiˇscˇenja, letno
obdobje ipd. Izpostaviti je potrebno tudi dejstvo, da smo imeli podatke le
za mesece januar, februar in marec, zato nismo mogli ugotoviti razlik pri
razlicˇnih letnih cˇasih.
Hipoteze podjetja, da na dolzˇino cˇiˇscˇenja vpliva drzˇava, iz katere gost
prihaja, na podatkih, ki smo jih prejeli, ni bilo mogocˇe niti potrditi niti
ovrecˇi. Izkazalo se je, da je med gosti iz posameznih drzˇav res kar precejˇsnja
razlika v dolzˇini cˇiˇscˇenja, vendar to dejstvo lahko izvira tudi iz razlicˇnih
dejavnikov, povezanih z obravnavanimi hoteli, ki so jih gosti obiskali.
Nasˇe diplomsko delo je bilo precej omejeno s kolicˇino in kakovostjo po-
datkov, ki smo jih od podjetja prejeli. V primeru, da bi lahko pridobili vecˇ
bolj kakovostnih podatkov, bi bilo z raziskavo smiselno nadaljevati. Nadalje-
vanje raziskave vkljucˇuje izboljˇsavo modelov in kasnejˇso uporabo rezultatov
za oblikovanje poslovne strategije podjetja.
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