Abstract-This paper investigates radial basis function-based turbo equalization (TEQ) applied to non linear communication channels via satellite. This channel is considered as a Volterra model. The paper deduces the soft input soft output (SISO) radial basis function (RBF) equalizer that can be implemented in an iterative algorithm to improve the system performance. Reduced complexity implementations are also presented, especially feedback (FB) method is considered in this paper. The aim of this paper is to analyse equalizer parameters, namely delay and feedback, they are analysed in order to point to the optimal design of the TEQ. The paper shows the ability to choose optimal equalizer parameters using the EXIT chart technique. Achievable rate curves, from source to destination, are given within different values of the equalizer parameters.
I. INTRODUCTION
Turbo equalization is a scheme attempting to iteratively mitigate and overcome the intersymbol interference ISI incurred in the channel [1] - [3] . The turbo-principle is widely used in modern digital communication receivers. In the literature, many schemes apply this principle to jointly and iteratively decode, equalize or demodulate received signals. Optimal MAP and suboptimal MMSE algorithms have been widely studied for linear ISI channels equalization [1] , [3] . Neural networks (NN) are efficiently used to carry out complex and non linear problems [4] . Different architectures of NN such as RBF, multilayer perceptron (MLP), recurrent neural network (RNN) and self organizing maps (SOM), were intensively applied to equalize satellite communication channels [5] - [7] . In [8] RBF neural networks have been applied as SISO device to equalize linear channels. Based on the optimal decision theory, RBF showed good performance allowing reduced complexity implementation. Later, it has been used for turbo equalization of linear channels and has shown good performance [9] . Satellite communication systems suffer of non linear performance induced by the high power amplifier (HPA). On board HPA operates near the saturation in order to provide sufficient power to the transmitted signal. However, near the saturation point, the gain curve of the HPA is highly non linear and thus decreases the system capacity. In such a channel, Constant modulus modulations, like 8-PSK, may reduce the impact of non linear amplification. In this paper, we show how RBF-Based equalizer can be successfully applied to the equalization of non linear channel given by Volterra model. The RBF-Based TEQ is able to implement the optimal decision rule given in [8] - [10] .
The reduced complexity algorithm has interesting properties of performance and simplicity [10] . It can be easily implemented using detected symbols at the equalizer output. These symbols are fed back to the equalizer input to reduce the size of the RBF hidden layer. Generalised Jacobian algorithm is used inside the iterative equalization computation in order to reduce complexity and overcome numerical error problem encountered when computing probabilities and log likelihood ratio (LLR). The paper uses EXIT chart to analyse the performance of the RBF-Based TEQ in order to find optimal configurations of the RBF equalizer. Delay and symbols number considered in the feedback have great influence on the the receiver performance. Curves of achievable rate, between source and destination pair, together with EXIT chart allow to compare and analyse the performance. The proposed methodology to equalize non linear channels could also be applied to linear channels, so it could be considered as a framework to design and analyse RBF-Based TEQ. The paper is organized as follows: first we describe the satellite non linear channel with turbo equalizer in the receiver, then section II introduces the turbo equalizer. Section III derives the RBF-Based TEQ in the case of a Volterra non linear channel while section IV discusses and analyses the practical considerations of optimal equalizer design; delay and FB are simulated and discussed thoroughly. In section V, the achievable rate of information transmission is investigated. Finally conclusions are drawn in section VI.
II. SYSTEM MODEL
In this paper, we consider a non linear communication channel given by a Volterra filter [11] , [12] . Figure 1 shows the proposed communication system model. Independent and identically distributed bits b i are first encoded by a channel encoder, interleaved and as coded bits c i fed to a digital modulator that maps blocks of log 2 (M ) coded bits into a complex symbol x. M is the cardinality of the digital modulation constellation. After pulse shaping, the symbol sequence is sent to a satellite transponder consisting of input/output filters and a HPA. The transponder output signal is transmitted downlink to the receiver with an additive Gaussian noise (AWGN), and filtered by a matched filter before being sampled at the baud rate. Many models of the non linear satellite channel have been proposed in literature; some as a complex gain [4] , [5] and others as non linear Volterra series expansion [13] . The actual paper assumes a Volterra series-based channel model. As such, the received symbols can be done by the following equation:
where n is AWGN with variance σ 2 n and h i , h ijl kernel coefficients of first and third order taking into account all chain filters. x k is the transmitted symbol at time k, L is the channel memory and (.)
* stands for the conjugate of complex signal. The second and third right hand side terms of equation (1) represent respectively the linear ISI and the non linear ISI generated by the the HPA combined with chain filters. SISO equalizers/decoders proved efficiency by accepting a priori probability of received bits and generating a posteriori, depending on knowledge of the channel response/encoder structure. A turbo equalizer iteratively exchanges a priori information with a decoder (see figure 1 ). Both equalizer and decoder enhance the bit probability as the number of iterations increases until a convergence is reached. The probability of an encoded bit c i is measured by the log likelihood ratio (LLR) defined by equation (2), [1] - [3] .
Hence probabilities of c i can be computed by:
The equalizer uses a priori LLRs L a1 , together with the received symbols to generate extrinsic LLRs L e1 . On the other hand, the decoder uses L a2 together with the channel code to generate extrinsic coded bits LLRs L e2 and information bits estimates. This paper considers the BCJR algorithm as a decoding algorithm [14] for the convolutional codes used in the simulation results.
III. RBF-BASED TURBO EQUALIZER
Radial basis function neural networks have many interesting applications in engineering field. They are successfully used in identification since they have a universal approximation property [15] . They are also used in equalization (and classification) where they show an optimum decision property [10] . An RBF has three layers: input, hidden and output layer. The hidden layer of n h neurons has radial activation functions centred around centres c. Let m be the equalizer memory. The expression of the equalizer input vector is y = [y(k),
T where y(k) are the noisy received symbols. From equation (1), we can write the Bayes rule as [8] :
where p (y|y) is the probability of the vector
T which is the vector of noise-free channel output corresponding to a transmitted vector of symbols
The above equation can be rewritten in the form p (x|y) ∝ p (y|x) p(x) since y corresponds to the vector x. Henceforth, we use equality instead of ∝ since the computation of LLR eliminates other constant multiplicative factors. We are interested in estimating
Probability p (y(k)|y(k)) follows normal distribution with zero mean and variance σ 2 n .
The expression of the RBF output is:
where w i a weight of the output layer connected to hidden neuron i and φ(.) a radial function like the Gaussian function,
with σ a parameter characterizing the width of φ. Identifying equations (3)- (4) with equations (5)- (6), it becomes apparent that choosing c = y and w i = p(x i ) allows the RBF to model the optimal decision rule. Henceforth the RBF has centres computed using the satellite model and output weights computed iteratively given the a priori LLRs (extrinsic of the decoder). In the first iteration, the a priori LLRs are set to zero since a priori probabilities p(c i = ∓1) = 0.5. The computation of weights follows the rule given by:
with n m = log 2 (M ) the number of bits per constellation symbol. In [10] , the implementation of the RBF-Based equalizer is realized by M independent RBFs. The RBF i computes p (x(k − d) = s i |y), i = 1, . . . , M where:
The number of hidden neurons in each RBF is given by n h = M L+m−2 . A decision of the maximum p (x(k − d) = s i |y) defines the best estimation of transmitted symbol x(k − d) when a soft symbol estimation is needed to realize the feedback implementation. Finally, the equation of the extrinsic LLRs, noted by LLR e , follows the rule:
The computation of ln (p (c i = 0|y)) − ln (p (c i = 1|y)), will be deduced as follows:
where δ j i = 1, iff c i of s j is equal to 0. It can be also rewritten as:
Computational complexity of the extrinsic LLRs can be reduced by using the generalized Jacobian algorithm [10] . Computation of ln p (c i = 0|y), for example, becomes:
Similarly, we can write:
where δ ′ j i = 1, iff bit c i of symbol s j is equal to 1. Then the Jacobian algorithm J(. . . , J(θ 3 , J(θ 2 , θ 1 ))) will be applied to compute equations (12)- (13) 
IV. DESIGN OF THE RBF EQUALIZER
This section deals with the practical considerations of the RBF equalizer that influence the performance of the receiver. Particularly, two parameters control the performance and the complexity which are delay and feadback depth. Analysis and evaluation of the RBF equalizer use the EXIT chart technique. In simulations hereafter, we consider the Volterra filter as a model of the satellite non linear channel, with kernel coefficients given in table 1 [11] , [12] . The channel memory is L = 4, and we consider the equalizer of memory m = 3 and a delay d. Thus, the number of hidden neurons in each RBF is equal to M L+m−2 neurons, with M = 8 the cardinality of the modulation 8-PSK. The system uses a convolutional encoder (5, 7) with rate = 0.5 and a BCJR decoder with trellis termination [14] .
A. EXIT chart
In [1] , [2] , extrinsic information transfer (EXIT) chart is used to analyse the performance of the equalizer. An EXIT chart plots the mutual information of the equalizer versus the mutual information of the decoder which is considered as a priori [16] , [17] . The decoder output determines the value of the horizontal axis of the EXIT chart and the output of the equalizer determines the value on the vertical axis. The computation of the mutual information takes into account only the extrinsic of the equalizer and the decoder. The relationship between the mutual information at the input and the output of the equalizer shows the possible gain of the equalizer. This technique will allow to compare and understand the parameters of the RBF-Based equalizer applied in an iterative scheme of equalization and decoding. The mutual information is measured between LLRs and original sequence of conveyed bits [16] .
B. Reduced complexity consideration
Real time applications need to low complexity algorithms. The computational complexity of the RBF has been studied and reduced complexity implementations have been proposed in ( [9] , [10] , [18] - [20] ). In [19] , reduced complexity algorithm chooses a subset of hidden neurons in a defined radius around the nearest center to the input vector y. This implies a preprocessing to determine the nearest center and to define the subset of hidden neurons. In [20] a feedback of detected symbols allowed a reduction of hidden layer size. This is a space translation at the RBF input which uses a combination of detected symbols together with the input vector.
Another method of using the feedback, in [9] , [10] , to select a subset of the hidden neurons is the following. Let's denote byx the set of symbols fedback (FB), recently detected on the equalizer output. Each neuron has a center computed by a vector of symbols
T . When x ends byx, the neuron is considered a member of the subset of neurons used to estimate x (n − d). The number of hidden neurons in the subset n s depends on FB the size ofx. It is given by n s = M L+m−F B−2 , while n h = M L+m−2 . Figure  2(a) shows EXIT chart curves of the equalizer versus I A for FB=0 to 5 and d = 0. It shows better performance when FB=3-5 symbols. Figure 2(b) shows the extrinsic of the equalizer I E versus the number of symbols fed back FB. It shows that the performance of the RBF-based equalizer depends on FB, especially it has the best performance when FB=3. Also it shows a FB value less than 3 symbols deteriorates the performance. This simulation was conducted with parameters Eb/N o = 3dB, d = 0 and FB=0 to 5. 
C. Delay consideration
The delay of the detected symbol at the equalizer output may have an impact on its performance. In many papers d has been chosen without a lot of discussion. Although delay does not influence the computational complexity but simulation results showed the performance of the equalizer depends strongly on it. In the context of this paper, see figure  3 , the equalizer performance falls down when d > 2, while performance is fairly constant when d ≤ 2. It is worth to say the parameters FB and d are limited by the channel and the equalizer memories, and they should meet the inequality
V. ACHIEVABLE RATES
In order to show the influence of the parameters d and FB on the receiver performance, the paper compares the achievable rate of information transmitted. Each value of the achievable rate curve is the integration of EXIT-chart curve for all I A values in the range [0, 1]. The figure 4 shows the performance of the RBF-Based TEQ depends on both delay d and the number of symbols fed back FB.
• For d = 0, the figure depicts better performance for FB=3 to 5 symbols.
• When d = 1, the figure shows FB=2 outperforms FB=0,1, and the best performance can be achieved when FB=3 or 4.
• For d = 2 the performance of the equalizer is proportional to FB values.
• insufficient performance is observed for d = 3 and d = 4. It seems the value of d should be chosen smaller than m = 3, while the value of FB, depends on the value of d, should be greater or equal to 3. In-depth vision, illustrated on figure 5 for d = 0 and Eb/N o = 6dB, shows the value of FB=3 is optimal in the sense of achievable rate. But computational complexity gives advantage to greater FB as it was shown in subsection IV-B. The trade off between complexity and performance influences the choice of the equalizer parameters. Figures 2(b) and 5 show a known problem in neural networks domain, called "overfitting" [21] . This phenomenon appears when a NN with a large number of neurons is used, since an optimal number of neurons should be found out. In this paper, EXIT chart allows to analyse and identify the best RBF solution with the optimal number of hidden neurons. versus a priori has been done. Practical considerations of the RBF equalizer have been analysed and the performance of the iterative turbo equalizer has been investigated. EXIT chart curves are essentially used to analyse the performance of the RBF-TEQ and to optimize the performance of the RBF equalizer in the context of turbo equalization and decoding. Achievable rate curves of the communication system are given to compare the performance of the system within different parameter values. The paper showed the delay d must be smaller than the memory of the equalizer m, while optimal feedback depends on the value of d, it is equal to 3 when d = 0.
