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Abstract
In this paper we establish the existence of global attractors of a semiflow and a semigroup for a nonlinear 1-d viscoelasticity
in two frameworks. We exploit the properties of the analytic semigroup to show the compactness for the semiflow and semigroup
generated by the weak global solutions.
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1. Introduction
In this paper we prove the existence of global attractors of a semiflow and a semigroup generated by the global
weak solutions for the following nonlinear 1-d viscoelastic model (see, e.g., [5–10,19–22,24,35–37])
ytt =
(
σ(yx)
)
x
+ yxtx, (x, t) ∈ (0,1)× (0,+∞), (1.1)
y(0, t) = y(1, t) = 0, t  0, (1.2)
or σ
(
yx(0, t)
)= y(1, t) = 0, t  0, (1.3)
y(x,0) = y0(x), yt (x,0) = y1(x), x ∈ (0,1), (1.4)
where y = y(x, t) is an unknown function, σ is a real function defined on R. This problem arises when one considers
the purely longitudinal motion of a homogeneous bar which, in its original stress-free state, is of uniform cross-section
and unit length. The displacement of a cross-section of the bar at time t is given by y(x, t). Thus condition (1.2)
corresponds to the case when both ends of the bar are fixed, while condition (1.3) corresponds to the case when one
end (at x = 0) is stress-free.
Since the 1960s, the global well-posedness, asymptotic behavior of solutions and the investigation of the related
infinite-dimensional dynamical system have become two of the main concerns in the field of nonlinear evolution
equations. For instance, the global well-posedness and large-time behavior of solutions to problem (1.1)–(1.4) have
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and the great progress on the results for problem (1.1)–(1.4) has been made since then. Among them, we would
like to recall some works here. When σ(s) is smooth enough, σ ′(s) > 0,∀s ∈ R, Greenberg et al. [8,10] estab-
lished existence, uniqueness and stability of smooth solution and Greenberg et al. [9] and Nishihara [22] proved
the exponential decay of smooth solution to problem (1.1)–(1.2), (1.4). Yamada [36] weakened the regularity of ini-
tial data to obtain the global existence and exponential stability of smooth solution to problem (1.1)–(1.2), (1.4).
MacCamy [21] also obtained existence, uniqueness and stability of smooth solutions to the more general equation:
utt = ∂∂x (σ (ux)ux + λ(ux)uxt ). Dafermos [6] treated the somewhat more general equation than (1.1) and established
the global existence, uniqueness of smooth solution. When σ ′(s) changes sign in s ∈ R and satisfies the following
conditions: there exists a constant h0 > 0 such that(
σ(z1)− σ(z2)
)
(z1 − z2) > 0, whenever |z1 − z2| h0 for (1.2) (1.5)
or
σ(z)z > 0, for all |z| h0 for (1.3). (1.6)
Andrews and Ball [1,2] established global existence, uniqueness and/or asymptotic behaviour of (weak) solutions to
problem (1.1)–(1.4). Pego [24] proved the global existence, uniqueness and asymptotic behaviour of (weak) solutions
for Eq. (1.1). Kuttler and Hicks [19] proved the global existence and uniqueness of weak solutions for the more general
equation: utt = (σ (ux))x + (α(ux)uxt )x +f with some different boundary conditions from (1.2)–(1.3). Liu et al. [20]
proved the global existence of solutions to initial boundary value problem or periodic boundary problem or initial
value problem of (1.1). Tsutsumi [35] obtained the global existence of solutions to initial boundary value problem
of (1.1). Yang and Song [37] established the blowup results for initial boundary value problem of (1.1) with four types
of boundary conditions and special versions of σ(s).
As far as the associated infinite-dimensional dynamics is concerned, we refer to works [3,4,6,7,12,13,17,18,25–34,
38–40] and references therein for related models. Generally speaking, as stated in [38], for a given nonlinear evolution
equation, once a global solution in all time t > 0 has been established, a natural and interesting question is to ask about
the asymptotic behaviour of the global solution as time t goes to infinity. The study of asymptotic behaviour of the
global solution to nonlinear evolution equation as time goes to infinity can be divided into two categories. The first
one is to investigate the asymptotic behaviour of solution for any given initial datum. The second one is to investigate
the asymptotic behaviour of all global solutions when initial data vary in any bounded set. The second category
corresponds to the infinite-dimensional dynamics for nonlinear evolution equations. In this paper, we shall study the
second category of asymptotic behaviour of global solutions to problem (1.1)–(1.4).
Now we recall some related results on the dynamical system in the literature. Hoff and Ziane [17,18] proved
the existence of a compact (global) attractor for the one-dimensional isentropic compressible viscous flow in a fi-
nite interval. Concerning a one-dimensional and a multi-dimensional spherically symmetric heat-conductive viscous
non-isentropic ideal gas, Zheng and Qin [39,40] proved the existence of maximal (universal) weak attractors. Qin
and Rivera [28,29] established the existence of universal weak attractors for a one-dimensional heat-conductive real
gas and for a compressible flow between two horizontal parallel plates in R3. Recently, Qin et al. [25,26] further
established the existence of maximal weak attractor in H 4, which corresponds to the orbit governed by the classical so-
lution, for a one-dimensional heat-conductive real gas and a multi-dimensional spherically symmetric heat-conductive
viscous non-isentropic ideal gas and for a one-dimensional thermoviscoelastic model. We note that the attractors es-
tablished in [25,26,28,29,39,40] are all in the weak sense, that is, the orbit governed by the global solution is compact
in the weak topology in Hi (i = 1,2,4), where the abstract framework in [11] was used and the sequence of closed
subsequences was established to overcome the lack of compactness (in the strong topology) of the orbit generated
by the global solution. Recently, Qin and Schulze [30] proved the existence of uniform compact attractors of semi-
processes of a two-parameter family of operators for the model in [8–10,36] where σ ′(s) > 0, s ∈ R. In this paper, we
exploit the property of analytic semigroups and delicate estimates to establish the existence of global attractors of the
semiflow in H2δ and of the semigroup in H1δ for problem (1.1)–(1.4). In this direction, we would like to mention the
works by Hoff and Serre [14], Hoff [16] and Hoff and Zarnowski [15] and the references therein.
We first transform problem (1.1)–(1.4) into the following system
ut = vx, (x, t) ∈ (0,1)× (0,+∞), (1.7)
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(
σ(u)
)
x
+ vxx, (x, t) ∈ (0,1)× (0,+∞), (1.8)
v(0, t) = v(1, t) = 0, ∀t  0, (1.9)
or σ
(
u(0, t)
)= v(1, t) = 0, ∀t  0, (1.10)
u(x,0) = y0x(x) ≡ u0, v(x,0) = y1(x) ≡ v0(x), x ∈ (0,1), (1.11)
where
u = yx(x, t), v = v(x, t) = yt (x, t). (1.12)
Now we define
H1 =
{
(u, v) ∈ L∞[0,1] ×H 1[0,1]: v|x=0,1 = 0 for (1.9), σ (u)|x=0 = v|x=1 = 0 for (1.10)
}
,
H2 =
{
(u, v) ∈ L∞[0,1] ×W 1,∞[0,1]: v|x=0,1 = 0 for (1.9), σ (u)|x=0 = v|x=1 = 0 for (1.10)
}
,
Hiδ =
{
(u, v) ∈Hi :
1∫
0
udx  δ1 for (1.9), 12
1∫
0
v2 dx +
1∫
0
u∫
0
σ(ξ) dξ dx  δ2
}
, i = 1,2,
where
δ1 > 0, δ2 > 0. (1.13)
These spaces become metric spaces when equipped with the metrics induced from the usual norms. In the above,
L∞,H 1,H 2,W 1,∞ are the usual Sobolev spaces.
Now we explain some mathematical difficulties in deriving our main results. First, one quantity is conserved.
Indeed, for (1.9) we readily deduce from (1.7)–(1.9), (1.11) that for any t > 0,
1∫
0
udx =
1∫
0
u0 dx. (1.14)
This conservation indicates that there can be no absorbing set for initial data varying in the whole spaceHi (i = 1,2).
Instead, we should rather consider the dynamics in closed subspaces Hiδ defined by some suitable parameters. In
this regards, the situation is quite similar to those encountered for the single Cahn–Hilliard equation in the isothermal
case (see [34]), for the coupled Cahn–Hilliard equations (see [32]), for the compressible Navier–Stokes equations (see
[25,28,29,39,40]), and for the thermoviscoelastic models (see [26]), and for a model of structural phase transitions
(see [33]). Therefore, one of the key issues in this paper is how to choose these closed subspaces Hiδ (i = 1,2) (see
below for detail). Second, since the global attractor is just the omega limit set of an absorbing set, the compactness
of the orbit is needed. To overcome this severe mathematical difficulty, we need to derive that for a large time it is
bounded in the strong topology of
H3δ =
{
(u, v) ∈ H 3[0,1] ×H 3[0,1]: v|x=0,1 = 0 for (1.9), σ (u)|x=0 = v|x=1 = 0 for (1.10),
1∫
0
udx  δ1 for (1.9), 12
1∫
0
v2 dx +
1∫
0
u∫
0
σ(ξ) dξ dx  δ2
}
which can be compactly embedded into the space Hi (i = 1,2). When for us to do this, since the function
∫ s
0 σ(ξ) dξ
is probably not a convex function of s (see (1.15) below), the known methods in [1,2,25,28–30,39,40] cannot be
applied directly to our present case. Instead, we first make use of problem (1.7)–(1.11) to construct an abstract system
of ODE of the first order. In this system there is an operator A which can generate an analytic semigroup. Then we
combine a series of more delicate estimates to derive that ‖(u(t), v(t))‖H3δ is uniformly bounded after a large time
which is uniform with respect to all the orbits starting from any given bounded set Bi (i = 1,2) in Hiδ (i = 1,2).
Third, in the course of deriving the existence of an absorbing set in Hiδ (i = 1,2), it seems that the techniques about
the estimate on the L∞-norm of the strain u in [1,2] are no longer available. Since we need to derive the uniform
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refined estimate on the L∞-norm of the strain u instead of that heavily relying on the initial data in [1,2].
The notation in this paper will be as follows: The spaces Hi = Wi,2, Hi0 = Wi,20 (i = 1,2) denote the usual
(Sobolev) spaces on (0,1). In addition, ‖ · ‖B denotes the norm in the space B; we also put ‖ · ‖ = ‖ · ‖L2 . We denote
by Wk,p¯(I,B), k ∈ N0,1 p¯ ∞, the space of functions whose derivatives up to kth order are Lp¯ integrable from
I ⊆ R into a Banach space B . Subscripts t and x denote the (partial) derivatives with respect to t and x, respectively.
We suppose in this paper that the function takes the form
σ(s) = c0s5 − c1s3 − c2s (1.15)
where c0, c1, c2 > 0 are constants.
Note that the primitive function of σ(s), Σ(s) = ∫ s0 σ(τ) dτ = c06 s6 − c14 s4 − c22 s2 is a double-well function with
three minimal points which correspond to three different phases.
It is worthy to note that when (u0, v0) ∈Hiδ (i = 1,2), the initial strain u0 ∈ L∞ is not continuous, and this may
lead to the occurrence of the phase transitions.
To our knowledge, under assumption (1.15) and for the above two frameworks Hiδ (i = 1,2), the existence of a
global attractor has been not established till recently. In this paper, we prove the existence of a global attractor for the
weak solution not only in H1δ but also in H2δ .
We here only state results for problem (1.7)–(1.11), while the corresponding conclusions for problem (1.1)–(1.4)
can be easily drawn and will not be presented in this paper.
Our main results read as follows:
Theorem 1.1. For any given (u0, v0) ∈H1, problem (1.7)–(1.11) admits a unique global weak solution (u(t), v(t)) ∈
H1 which defines a nonlinear C0-semigroup {S1(t)} on H1 mapping H1 into itself. Furthermore, for any given
constants δ1 > 0, δ2 > 0, semigroup {S1(t)} possesses in H1δ a global attractor A1δ . Furthermore, the following
conclusions hold:
(1) A1δ attracts all bounded sets in H1δ ;
(2) A1δ is maximal in the sense that every compact invariant set in H1δ lies in A1δ ;
(3) A1δ is minimal in the sense that if B1 is any closed set inH1δ that attracts each compact set inH1δ , then one has
A1δ ⊂ B1;
(4) For each bounded set B1 in H1δ , the omega-limit set
ω(B1) =
⋂
s0
⋃
ts
S1(t)B1
satisfies ω(B1) ⊆A1δ ;
(5) A1δ is a connected set in H1δ ;
(6) A1δ is Lyapunov stable, i.e., for every neighborhood V1 of A1δ and every τ > 0, there is a neighborhood U1 of
A1δ with the property that S1(t)U1 ⊆ V1, for all t  τ ;
(7) A1δ =
⋂
s0
⋂
ts
S1(t)B1δ
is invariant under S1(t), i.e., S1(t)A1δ =A1δ, t  0, where B1δ is an absorbing set in H1δ ;
(8) A1δ is compact.
Theorem 1.2. For any given (u0, v0) ∈H2, problem (1.7)–(1.11) admits a unique global weak solution (u(t), v(t)) ∈
H2 which defines a nonlinear semiflow {S2(t)} on H2 mapping H2 into itself. Furthermore, for any given constants
δ1 > 0, δ2 > 0, semiflow {S2(t)} possesses in H2δ a global attractor A2δ . Furthermore, the following conclusions
hold:
(1) A2δ attracts all bounded sets in H2δ ;
(2) A2δ is maximal in the sense that every compact invariant set in H2δ lies in A2δ ;
(3) A2δ is minimal in the sense that if B2 is any closed set inH2δ that attracts each compact set inH2δ , then one has
A2δ ⊂ B2;
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ω(B2) =
⋂
s0
⋃
ts
S2(t)B2
satisfies ω(B2) ⊆A2δ ;
(5) A2δ is a connected set in H2δ ;
(6) A2δ is Lyapunov stable, i.e., for every neighborhood V2 of A2δ and every τ > 0, there is a neighborhood U2 of
A2δ with the property that S2(t)U2 ⊆ V2, for all t  τ ;
(7) A2δ =
⋂
s0
⋃
ts
S2(t)B2δ
is invariant under S2(t), i.e., S2(t)A2δ =A2δ, t  0, B2δ is an absorbing set in H2δ ;
(8) A2δ is compact.
Remark 1.1. For the stress-free boundary conditions at both ends (σ (u) + vx)|x=0,1 = 0, the same conclusions to
those in Theorems 1.1–1.2 are also hold, where in the definitions of Hiδ (i = 1,2) we should impose a constraint∫ 1
0 v dx = 0.
Remark 1.2. For the polynomial function σ = σ(s) = a0s2m+1 + a1s2m + · · · + a2m+1 where a0 > 0, aj ∈ R (j =
1,2, . . . ,2m+ 1) are constants and m 0 is an integer, the same conclusions of Theorems 1.1–1.2 are also valid.
Remark 1.3. Since H2 ⊂H1 and by the uniqueness of global weak solutions in Hi (i = 1,2), we easily obtain that
∀t  0, S2(t) = S1(t)|H2 , the restriction of S1(t) on the space H2.
Remark 1.4. The setAi =⋃δ1>0,δ2>0Aiδ (i = 1,2) is a global noncompact attractor in the metric spaceHi (i = 1,2)
in the sense that it attracts any bounded sets of Hi with δ1 > 0, δ2 > 0 being any given positive constants.
2. Absorbing sets inHiδ (i = 1,2)
As we shall show below (see Lemma 2.8 ) that when (u0, v0) ∈ H2, there exists a unique weak global solution
(u(t), v(t)) ∈H2 which defines a semiflow {S2(t)} on H2. Notice that the results stated in Sell [31], it was assumed
that the semiflow {S2(t)} maps a complete metric space H into itself (see Lemma 2.1 below). Indeed, since the global
attractor is just the ω-limit set of an absorbing set, the completeness of the space is needed. We have encountered the
similar situations when studying the models of compressible Navier–Stokes equations (see, e.g., [25,28,29,39,40]) and
the model of thermoviscoelasticity of a type of solid-like materials (see, e.g., [26]), and other models (see [32–34]).
We shall show that these constraints in the definitions of Hiδ (i = 1,2) are invariant under the semigroup {S1(t)} or
the semiflow {S2(t)}.
Now we introduce some concepts on a semiflow {S(t)}.
Definition 1. Let E be a metric space. A semiflow {S(t)} on E is defined to be a mapping Σ(t,w) = S(t)w, where
Σ : [0,+∞)×E → E satisfies the following three properties:
(1) S(0)w = w, ∀w ∈ E.
(2) The mapping Σ : (0,+∞)×E → E is continuous.
(3) The following semigroup property holds:
S(s)S(t)w = S(s + t)w, ∀w ∈ E, s, t ∈ [0,+∞).
Definition 2. We say that a semiflow {S(t)} on E is compact for t > 0, provided that for every bounded set B ⊂ E
and every t > 0, the set S(t)B lies in a compact set in E.
Definition 3. A semiflow {S(t)} on E is said to be point dissipative if there is a bounded set U in E with property that
for every w ∈ E, there is a time tw = t (w) such that S(t)w ∈ U , for all t > tw . In this case, the set U is referred to as
an absorbing set for the semiflow {S(t)}.
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following properties are satisfied:
(1) A is non-empty and compact.
(2) A is invariant, i.e., S(t)A=A, for all t  0.
(3) There is a bounded neighborhood U of A in E with the property that A attracts U , i.e., for every neighborhood
V of A, there is a time T  0 such that S(t)U ⊂ V , for all t > T .
(4) A attracts every point in E.
The basic theory of global attractors we shall use in this paper is the following lemma.
Lemma 2.1. Let {S(t)} be a point dissipative, compact semiflow or semigroup on a complete metric space E. Then
{S(t)} has a global attractor A in E. Furthermore, the following conclusions hold:
(1) A attracts all bounded sets in E in the sense that for any bounded set B in E, limt→∞ d(S(t)B,A) = 0 where
d is the Hausdorff semidistance in E, i.e., d(X,Y ) = supx∈X infy∈Y dE(x, y), dE(x, y) is the distance between x
and y in E;
(2) A is maximal in the sense that every compact invariant set in E lies in A;
(3) A is minimal in the sense that if B is any closed set in E that attracts each compact set in E, then one hasA⊂ B;
(4) For each bounded set B in E, the omega-limit set ω(B) satisfies ω(B) ⊆A;
(5) A is a connected set in E;
(6) A is Lyapunov stable, i.e., for every neighborhood V of A ad every τ > 0, there is a neighborhood U of A with
the property that S(t)U ⊆ V , for all t  τ ;
(7) A= ω(B0) =
⋂
s0
⋃
ts
S(t)B0
is invariant under S(t), i.e., S(t)A=A, t  0;
(8) A is compact.
Proof. See, e.g., [31] for a semiflow or [4] and [34] for a semigroup. 
Theorem 1.1 corresponds to the framework E =H1δ . The proof of Theorem 1.1 consists of a series of lemmas. In
this section, we shall prove the existence of an absorbing set in H1δ for the semigroup {S1(t)}.
Lemma 2.2. Under assumption (1.15), for any (u0, v0) ∈ H1 problem (1.7)–(1.11) admits a unique global weak
solution (u(t), v(t)) ∈ C([0,+∞),H1) verifying the following estimates:∥∥u(t)∥∥
L∞ +
∥∥v(t)∥∥
H 1 +
∥∥ξ(t)∥∥+ ∥∥σ ∗(t)∥∥ C1, (2.1)
t∫
0
(‖v‖2L∞ + ‖v‖2H 2 + ‖vt‖2 + ‖ξt‖2)(s) ds  C1, (2.2)
where C1 > 0 is a generic constant depending only on ‖(u0, v0)‖H1 . Moreover, as t → +∞,∥∥v(t)∥∥
H 1 → 0, (2.3)
where
σ ∗ = σ −
1∫
0
σ dx, ξ =
t∫
0
1∫
0
H(x,y, t − s)σ ∗s (y, s) dy ds (2.4)
and H(x,y, t) =∑∞n=0 e−(nπ)2t cosnπx cosnπy is the fundamental solution to the heat equation subject to the ho-
mogeneous Neumann boundary condition.
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In fact, we need only to show that for any |z| large enough,
σ ′(z) > 0. (2.5)
Noting that
σ ′(z) = 5c0z4 − 3c1z2 − c2
and
9c21 + 20c0c2 > 0,
we easily infer that there exists a constant M0 > 0 (which is the positive root of equation 5c0s2 − 3c1s − c2 = 0) such
that as |z| > √M0, (2.5) holds. Thus the conclusions in this lemma follow from those in [1,2]. 
It follows from Lemma 2.2 that the mapping S1(t) : (u0, v0) ∈ H1 → (u(t), v(t)) = S1(t)(u0, v0) ∈ H1 exists
for any t > 0, and satisfies S1(t)(u0, v0) ∈ C([0,∞),H1) and it is clear from the proof in [1,2] that the family
operators {S1(t)}, defined by the above global weak solution (u(t), v(t)) ∈H1 are continuous operators from H1 into
itself and they enjoy the usual semigroup. From now on, we always assume that the initial datum (u0, v0) ∈ B1 with
‖(u0, v0)‖H1  B˜1 where B1 is an arbitrarily bounded set in H1δ, B˜1 > 0 is a constant depending on B1. Then the
generic constant C0 > 0 in Lemma 2.2 can be replaced by CB1 if the above assumption holds.
Lemma 2.3. There holds that for any t > 0,
1∫
0
u(x, t) dx =
1∫
0
u0(x) dx  δ1 for (1.9), (2.6)
1∫
0
(
1
2
v2(x, t)+
u(x,t)∫
0
σ(ξ) dξ
)
dx +
t∫
0
1∫
0
v2x(x, s) dx ds =
1∫
0
(
1
2
v20(x)+
u0(x)∫
0
σ(ξ) dξ
)
dx  δ2. (2.7)
Proof. First, using (1.9) and integrating (1.7) with respect to x, we easily get (2.6). Second, multiplying (1.8) by v,
and integrating the resulting equation with respect to x over [0,1], we arrive at
d
dt
1∫
0
(
1
2
v2 +
u(x,t)∫
0
σ(ξ) dξ
)
dx +
1∫
0
v2x(x, t) dx = 0
which yields (2.7). The proof is now complete. 
Lemma 2.4. There holds that for any t > 0,∥∥u(t)∥∥
L6 +
∥∥v(t)∥∥ Cδ, (2.8)
t∫
0
∥∥v(s)∥∥2
L∞ ds  Cδ. (2.9)
Proof. By the Young inequality, we get from (1.15)
u∫
0
σ(ξ) dξ  C−1u6 −C (2.10)
where C > 0 is a generic absolute constant. Thus we easily derive (2.8) from (2.7) and (2.10). Estimate (2.9) is the
direct result of (2.7) and the Sobolev inequality. The proof is complete. 
982 Y. Qin, T.-T. Lü / J. Math. Anal. Appl. 341 (2008) 975–997Lemma 2.5. There holds that for any t  1,∥∥u(t)∥∥
L∞  C1δ +CB1e−γ1t (2.11)
where γ1 ∈ (0,3/10] for (1.9) or γ1 ∈ (0,1/2] for (1.10).
Proof. First, we discuss the boundary condition (1.9). Let
G(x,y, t) =
∞∑
n=1
e−(nπ)2t sinnπx sinnπy
which is the fundamental solution to the heat equation subject to the homogeneous Dirichlet boundary condition with
the property Gy = −Hx . Thus Eq. (1.8) can be rewritten as
vt − vxx − σ ∗x = 0. (2.12)
Hence, v verifies the following integral equation:
v(x, t) =
1∫
0
G(x,y, t)v0(y) dy −
t∫
0
1∫
0
Gy(x, y, t − s)σ ∗(y, s) dy ds. (2.13)
Thus, by integration by parts, we have from (1.7),
ut = vx =
1∫
0
Gx(x, y, t)v0(y) dy − ∂
∂x
t∫
0
1∫
0
Gy(x, y, t − s)σ ∗(y, s) dy ds
=
1∫
0
H(x,y, t)v′0(y) dy +wxx
=
1∫
0
H(x,y, t)v′0(y) dy +wt − σ ∗(x, t) (2.14)
where w = ∫ t0 ∫ 10 H(x,y, t − s)σ ∗(y, s) dy ds satisfies
wt −wxx = σ ∗,
wx(0, t) = wx(1, t) = 0,
w(x,0) = 0.
It follows from Lemma 2.4 and (1.15) that
‖σ ∗‖L6/5  Cδ. (2.15)
Thus
|w| C
t∫
0
∞∑
n=1
e−(nπ)2(t−s)‖σ ∗‖L1 ds
 Cδ
t∫
0
∞∑
n=1
e−(nπ)2(t−s) ds Cδ. (2.16)
Let
q(x, t) = u(x, t)−w(x, t). (2.17)
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qt = h(x, t)− σ ∗(x, t) (2.18)
where h = ∫ 10 H(x,y, t)v′0(y) dy satisfies
ht − hxx = 0, hx |x=0,1 = 0, h|t=0 = v′0(x). (2.19)
Clearly,
1∫
0
h(x, t) dx = 0. (2.20)
We easily deduce from (2.19),
1
2
∥∥h(t)∥∥2 +
t∫
0
∥∥hx(s)∥∥2 ds = 12
∥∥v′0∥∥2, (2.21)
1
2
d
dt
‖hx‖2 + ‖hxx‖2 = 0. (2.22)
Multiplying (2.22) by t > 0, we arrive at
1
2
d
dt
(
t‖hx‖2
)+ t‖hxx‖2 = 12‖hx‖2. (2.23)
Integrating (2.23) with respect to t , exploiting (2.21), we get
∥∥hx(t)∥∥2  12t
∥∥v′0∥∥2. (2.24)
By virtue of (2.21)–(2.22), and using the Poincaré inequality, we have
‖hx‖ ‖hxx‖. (2.25)
Thus from (2.22) and (2.25), we infer that for any γ2 ∈ (0,1],
1
2
d
dt
‖hx‖2 + γ2‖hx‖2  0
which, along with (2.24), gives∥∥hx(t)∥∥2  e2γ2∥∥v′0∥∥2e−2γ2t /2, t  1. (2.26)
Using (2.21) and (2.26), and the interpolation inequality, we get that for t  1,∥∥h(t)∥∥
L∞  C
∥∥h(t)∥∥1/2∥∥hx(t)∥∥1/2 CB1(γ2)e−γ2t/2. (2.27)
Let G(t) = q2(t). Then by (2.18), G(t) verifies
G′(t)− 2hq + 2σq − 2qσ¯ = 0 (2.28)
where σ¯ = ∫ 10 σ dx. Noting that from (1.15) and (2.17), we can write
2σq = 2c0qu5 − 2c1qu3 − 2c2qu
= 2c6q + 2c0
4∑
i=0
Ci5q
i+1w5−i − 2c1
3∑
i=0
Ci3q
i+1w3−i − 2c2q(q +w). (2.29)
By Lemmas 2.2–2.4, the Young inequality and (2.16), we can deduce
984 Y. Qin, T.-T. Lü / J. Math. Anal. Appl. 341 (2008) 975–9972|σ¯ q| Cδ|q| c03 q
6 +Cδ, (2.30)
2|hq| Cδ + c03 q
6 +Cδ|h|6/5L∞ , (2.31)
2
∣∣∣∣∣c0
4∑
i=0
Ci5q
i+1w5−i
∣∣∣∣∣+
∣∣∣∣∣2c1
3∑
i=0
Ci3q
i+1w3−i
∣∣∣∣∣+ 2c2∣∣(q +w)q∣∣ c03 q6 +Cδ. (2.32)
Inserting (2.29)–(2.32) into (2.28) gives that for any t  1,
G′(t)+ c0q6  Cδ +Cδ|h|6/5L∞ . (2.33)
The Young inequality gives
G(t) = q2  c0q6 +C. (2.34)
Thus it follows from (2.33)–(2.34) that for any t  1,
G′(t)+G(t) Cδ +Cδ|h|6/5L∞ . (2.35)
Using (2.27) and Lemma 2.4, we deduce from (2.35) that for any t  1,
G(t) Cδ +CB1e−t +CB1e−3γ2t/5  Cδ +CB1e−3γ2t/5, γ2 ∈ (0,1], (2.36)
where we have used the estimate G(1) CB1 , by Lemma 2.2. Thus (2.16) and (2.36) yields (2.10) with γ1 = 3γ2/10 ∈
(0,3/10].
Second, we discuss the boundary condition (1.10). Let
q(x, t) =
x∫
0
v(y, t) dy − u. (2.37)
Then from Lemma 2.3, we get∣∣∣∣∣
x∫
0
v(y, t) dy
∣∣∣∣∣ ‖v‖ Cδ. (2.38)
Now, as in [1,2], we assume the root of σ(z) = 0 is isolated near equation (1.15). Then differentiating (1.10) with
respect to t and using (1.7), we have
ut (0, t) = vx(0, t) = 0. (2.39)
By virtue of (1.8), (1.10) and (2.39), we derive from (2.37)
q ′(t) =
x∫
0
vt dy − vx = σ(u) = σ
( x∫
0
v dy − q
)
. (2.40)
Multiplying (2.40) by q and using (2.38), we deduce
G′(t)−q6 +Cδ. (2.41)
The rest is similar to the first case, we can derive (2.10) from (2.41) with 0 < γ1  12 . The proof is complete. 
Lemma 2.6. There holds that for any t  1,
t∫
1
∥∥σ ∗(s)∥∥2e− t−s4 ds C2δ +CB1e−4γ1t , (2.42)
∥∥v(t)∥∥2
H 1 +
∥∥vx(t)∥∥2 +
t∫
1
∥∥vt (s)∥∥2e− t−s4 ds  C2δ +CB1e−γ1t (2.43)
where γ1 ∈ (0,1/32).
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t∫
1
‖vx‖2e(1/4−8γ1)s ds  Cδe(1/4−8γ1)t , for γ1 ∈ (0,1/32). (2.44)
We can rewrite (1.8) in the form
vt − vxx = σ ∗x . (2.45)
Thus, by (2.45),
∥∥σ ∗(t)∥∥2 =
(
σ ∗x ,−
x∫
0
σ ∗ dy
)
=
(
vt ,−
x∫
0
σ ∗ dy
)
+
(
vxx,
x∫
0
σ ∗ dy
)
=
(
∂
∂x
x∫
0
vt dy,−
x∫
0
σ ∗ dy
)
− (vx, σ ∗) = ∂
∂t
( x∫
0
v dy,σ ∗
)
−
( x∫
0
v dy,σ ∗t
)
− (vx, σ ∗)
 ∂
∂t
( x∫
0
v dy,σ ∗
)
−
( x∫
0
v dy,σ ∗t
)
+ 1
2
‖vx‖2 + 12‖σ
∗‖2,
i.e.,
∥∥σ ∗(t)∥∥2et/4  2 ∂
∂t
{
et/4
( x∫
0
v dy,σ ∗
)}
− 1
2
( x∫
0
v dy,σ ∗
)
et/4 − 2
( x∫
0
v dy,σ ∗t
)
et/4 + ‖vx‖2et/4
which, by Lemmas 2.2–2.5, implies that for any t  1,
t∫
1
∥∥σ ∗(s)∥∥2es/4 ds  CB1 + 2et/4‖v‖L1‖σ ∗‖L1 +Cδ
{ t∫
1
‖v‖2
L1e
s/4 ds
}1/2{ t∫
1
‖σ ∗‖2es/4 ds
}1/2
+Cδ
{ t∫
1
‖v‖2
L1e
s/4 ds
}1/2{ t∫
1
∥∥σ ∗t ∥∥2es/4 ds
}1/2
+
t∫
1
‖vx‖2es/4 ds
 CB1 +
1
2
t∫
1
∥∥σ ∗(s)∥∥2es/4 ds +Cδet/4 +Cδet/8
( t∫
1
∥∥σ ∗t ∥∥2es/4 ds
)1/2
. (2.46)
By (2.10) and (1.7), we derive
t∫
1
∥∥σ ∗t ∥∥2es/4 ds  4
t∫
1
‖σt‖2es/4 ds C
t∫
1
∥∥σ ′(u)(s)∥∥2
L∞
∥∥vx(s)∥∥2es/4 ds
 C
t∫
1
[
1 + ∥∥u(s)∥∥4
L∞
]∥∥vx(s)∥∥2es/4 ds 
t∫
1
[
Cδ +CB1e−8γ1s
]
es/4
∥∥vx(s)∥∥2 ds (2.47)
which, combined with (2.46), gives
t∫ ∥∥σ ∗(s)∥∥2es/4 ds  CB1 +Cδet/4 +Cδet/8
{
CB1
t∫
‖vx‖2e(1/4−8γ1)s ds +
t∫
es/4‖vx‖2 ds
}1/2
. (2.48)1 1 1
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from (2.44) and (2.48). Multiplying (1.8) by vt in L2(0,1), and multiplying the resulting equation by et/4, we arrive
at
1
2
d
dt
(‖vx‖2et/4)+ ‖vt‖2et/4 = 18‖vx‖2et/4 − ddt
{
et/4(σ ∗, vx)
}+ 1
4
et/4
(
σ ∗, vx
)+ et/4(σ ∗t , vx). (2.49)
By (2.10), we infer
t∫
1
∥∥vx(s)∥∥2es/4 ds  et/4
t∫
1
∥∥vx(s)∥∥2 ds Cδet/4 (2.50)
and
∥∥σ ∗(u)∥∥ 2∥∥σ(u)∥∥ C
[ 1∫
0
(
1 + u10)dx
]1/2
 C +C‖u‖2L∞‖u‖3L6  Cδ +CB1e−2γ1t (2.51)
which gives
t∫
1
∥∥σ ∗(s)∥∥2es/4 ds 
t∫
1
[
Cδ +CB1e−2γ1s
]
es/4 ds  Cδet/4 +CB1
t∫
1
e1/4−4γ1s ds
 Cδet/4 +CB1e(1/4−4γ1)t . (2.52)
Thus, we derive from (2.46) and (2.49)–(2.52) that for t  1,
1
2
‖vx‖2et/4 +
t∫
1
‖vt‖2es/4 ds
 CB1 +
1
8
t∫
1
‖vx‖2es/4 ds + et/4‖σ ∗‖2 + 14‖vx‖
2et/4
+ 1
4
{ t∫
1
es/4‖σ ∗‖2 ds
}1/2( t∫
1
‖vx‖2es/4 ds
)1/2
+
( t∫
1
∥∥σ ∗t ∥∥2es/4 ds
)1/2( t∫
1
‖vx‖2es/4 ds
)1/2
 CB1 +Cδet/4 +CB1e(1/4−4γ1)t +
1
4
‖vx‖2et/4
+ (Cδet/4 +CB1e(1/4−4γ1)t)1/2et/8 +Cδet/8
{ t∫
1
(
Cδ +CB1e−2γ1s
)
es/4 ds
}1/2
which, by the Poincaré inequality, implies (2.43). The proof is complete. 
Lemma 2.7. There exists some time t1 = t1(B1) such that as t  t1,∥∥(u(t), v(t))∥∥H1 C3δ. (2.53)
That is, the ball B1δ = {(u, v) ∈H1: ‖(u, v)‖H1  C3δ} is an absorbing set in H1δ in the sense that for any given
bounded set B1 in H1δ , as t  t1, S1(t)B1 ⊆ B1δ .
Proof. Choosing
t1 = t1(B1) = max
{
1,−γ−1 log(C1δC−1),−(γ1/2)−1 log(C2δC−1)},1 B1 B1
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with C3δ = 2 max[C1δ,C2δ]. That is, B1δ is an absorbing set in H1δ . The proof is complete. 
Theorem 1.2 corresponds to the framework E =H2δ . The proof of Theorem 1.2 consists of the following lemmas.
The next lemma concerns the existence of a semiflow on H2.
Lemma 2.8. For any (u0, v0) ∈ H2, there exists a unique global weak solution (u(t), v(t)) ∈ H2 which defines a
semiflow {S2(t)} on H2. Moreover, the following estimates hold∥∥u(t)∥∥
L∞ +
∥∥v(t)∥∥
W 1,∞ +
∥∥ξ(t)∥∥
H 1 +
∥∥σ ∗(t)∥∥ C2, (2.54)
t∫
0
(‖v‖2L∞ + ‖v‖2H 2 + ‖vt‖2 + ‖ξt‖2)(s) ds  C2 (2.55)
where C2 > 0 is a generic constant depending only on ‖(u0, v0)‖H2 . Moreover, as t → +∞,∥∥v(t)∥∥
H 1 → 0,
∥∥σ ∗(t)∥∥→ 0. (2.56)
Proof. Noting that H2 ⊂H1, we have
C1  C2. (2.57)
By Lemma 2.2, we have∥∥u(t)∥∥
L∞ +
∥∥v(t)∥∥
H 1 + ‖σ ∗‖L∞ C1 C2, (2.58)
t∫
0
(‖v‖2L∞ + ‖v‖2H 2 + ‖vt‖2 + ‖ξt‖2)(s) ds  C2, (2.59)
∥∥v(t)∥∥→ 0, as t → ∞. (2.60)
Thus we need only to prove∥∥v(t)∥∥
W 1,∞  C
∥∥vx(t)∥∥L∞ C2, ∀t > 0. (2.61)
In fact, we easily derive∥∥σ ∗(x,0)∥∥
L∞ C2. (2.62)
From (2.14), we can write
vx(x, t) =
1∫
0
H(x,y, t)v′0(y) dy − σ ∗ +
1∫
0
H(x,y, t)σ ∗(y,0) dy +
t∫
0
1∫
0
H(x,y, t − s)σ ∗s (y, s) dy ds
= h(x, t)− σ ∗(x, t)+ ζ(x, t)+ ξ(x, t) (2.63)
where
ζ(x, t) =
1∫
0
H(x,y, t)σ ∗(y,0) dy
satisfies
ζt − ζxx = 0, (2.64)
ζx |x=0,1 = 0, ζ |t=0 = σ ∗(x,0) (2.65)
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ξ =
t∫
0
1∫
0
H(x,y, t − s)σ ∗s (y, s) dy ds
satisfies
ξt − ξxx = σ ∗t , (2.66)
ξx |x=0,1 = 0, ξ |t=0 = 0. (2.67)
Clearly, we easily get
1∫
0
ξ dx = 0 (2.68)
which yields, by the Sobolev inequality,∥∥ξ(t)∥∥
L∞ 
∥∥ξx(t)∥∥ ∥∥ξxx(t)∥∥. (2.69)
Similar to the derivation of Andrews [1], we get∥∥h(t)∥∥
L∞ +
∥∥ζ(t)∥∥
L∞  C2. (2.70)
Multiplying (2.65) by ξxx in L2(0,1) and using (1.7), (2.70), we arrive at
d
dt
∥∥ξx(t)∥∥2 + ∥∥ξxx(t)∥∥2  ∥∥σ ∗t ∥∥2 C2∥∥vx(t)∥∥2
which with (2.59) gives∥∥ξ(t)∥∥
L∞ 
∥∥ξx(t)∥∥ C2. (2.71)
Thus (2.61) follows from (2.64), (2.69) and (2.70). The rest of the proof is similar to that of Lemma 2.2. The proof is
complete. 
From now on, we always assume that B2 is any given bounded set in H2δ , and (u0, v0) ∈ B2 satisfies
‖(u0, v0)‖H2  B˜2 with B˜2 being a positive constant depending only on B2. By CB2 we denote a generic positive
constant depending on B˜2.
Lemma 2.9. There holds that for any t  1,∥∥u(t)∥∥
L∞  C1δ +CB2e−γ1t , (2.72)∥∥vx(t)∥∥L∞  Cδ +CB2e−γ3t (2.73)
where γ1 ∈ (0,3/10] for (1.9) or γ1 ∈ (0,1/2] for (1.10), and γ3 = min[γ2/2,2γ1], γ2 ∈ (0,1].
Proof. Estimate (2.72) is the direct result of (2.10) and (2.58). Multiplying (2.64) by ξxx in L2(0,1) and using (2.68),
we arrive at
d
dt
∥∥ξx(t)∥∥2 + 14
∥∥ξx(t)∥∥2 + 34
∥∥ξxx(t)∥∥2  ∥∥σ ∗t ∥∥2  {Cδ +CB2e−2γ1t}∥∥vx(t)∥∥2. (2.74)
Thus using (2.72) and Lemma 2.5, we obtain for γ1 ∈ (0,1/8),∥∥ξx(1)∥∥ CB2 ,
∥∥ξx(t)∥∥2et/4 + 34
t∫ ∥∥ξxx(s)∥∥2es/4 ds  CB2 +Cδet/4 +CB2e(1/4−2γ1)t (2.75)1
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‖ξ‖L∞  C‖ξx‖ Cδ +CB2e−2γ1t . (2.76)
Similar to the derivation of (2.24)–(2.27), we have∥∥ζx(t)∥∥ 12t
∥∥σ ∗(x,0)∥∥2, ∀t  1, (2.77)∥∥ζ(t)∥∥
L∞ C
∥∥ζ(t)∥∥1/2∥∥ζx(t)∥∥1/2 CB2(γ2)e−γ2t/2, ∀t  1, (2.78)
where γ2 ∈ (0,1] is an arbitrary constant.
Thus using (2.27), (2.76) and Lemmas 2.2–2.4, 2.6 and 2.8, we conclude from (2.63) that∥∥vx(t)∥∥L∞  ‖h‖L∞ + ‖σ ∗‖L∞ + ‖ζ‖L∞ + ‖ξ‖L∞  Cδ +CB2e−γ3t .
The proof is complete. 
The next lemma concerns the existence of an absorbing set B2δ in H2δ .
Lemma 2.10. There exists some time t2 = t2(B2) such that as t  t2(B2),(
u(t), v(t)
) ∈ B2δ (2.79)
where B2δ = {(u, v) ∈H2δ: ‖(u(t), v(t))‖H2δ  C5δ}, C5δ = 2 max(C1δ,C2δ).
Proof. By the embedding theorem, we infer from (2.73)∥∥v(t)∥∥
W
1,∞
0
 C
∥∥vx(t)∥∥L∞ C4δ +CB2e−γ3t . (2.80)
Fix γ2 ∈ (0,1] and γ1 ∈ (0,3/10] for (1.9) or γ1 ∈ (0,1/2] for (1.10). Choosing
t2 = t2(B2) = max
{
1,−γ−11 log
(
C1δC
−1
B2
)
,−γ−13 log
(
C4δC
−1
B2
)}
,
we deduce from (2.72) and (2.80) that∥∥u(t)∥∥
L∞  2C1δ,
∥∥v(t)∥∥
W
1,∞
0
 2C4δ
which gives (2.79). The proof is complete. 
3. Compactness of the orbit inHiδ (i = 1,2)
In this section, we verify that the semigroup {S1(t)} and semiflow {S2(t)} are compact, that is, we only need to
prove that there exists some time t0 = t0(Bi) > 0 such that as t  t0, the set Si(t)Bi (i = 1,2) lies in a compact set
in Hiδ (i = 1,2), where Bi is an arbitrarily bounded set in Hiδ (i = 1,2). To this end, we shall prove the set Si(t)Bi
is uniformly bounded in H3δ which can be compactly embedded into Hiδ (i = 1,2). This will be done in a series of
lemmas. We need the following lemma for the analytic semigroup.
Lemma 3.1. Let −A˜ be the infinitesimal generator of an analytic semigroup S(t) defined on a Banach space E. If
0 ∈ ρ(A˜) (the resolvent set of A˜), then for every t > 0 the operator A˜mS(t) is bounded and∥∥A˜mS(t)∥∥L(E) C(m)t−me−δt , ∀m 0,
where C(m) and δ are positive constants independent of t > 0.
Proof. See., e.g., Theorem 6.13 in [23]. 
We consider a closed linear operator A = ∂2
∂x2
: X0 = L2(0,1) → X0 = L2(0,1) with domain D(A) = H 2(0,1) ∩
H 10 (0,1) verifying
Au(x) = uxx(x) ∈ L2(0,1), ∀u ∈ D(A). (3.1)
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X0 = L2(0,1) verifying∥∥Tˆ (t)u∥∥ ‖u‖, ∀u ∈ X0,
with ‖u‖ = ‖u‖X0 and A has a bounded inverse operator A−1 given by
(
A−1u
)
(x) =
x∫
0
(x − ξ)u(ξ) dξ + x
1∫
0
(ξ − 1)u(ξ) dξ, ∀u ∈ X0. (3.2)
Set
uˆ(x, t) =
x∫
0
(
u(y, t)− u¯)dy, vˆ(x, t) =
x∫
0
(
v(y, t)− v¯)dy for (1.9), (3.3)
uˆ(x, t) =
x∫
1
u(y, t) dy, vˆ(x, t) =
x∫
0
(
v(y, t)− v¯)dy for (1.10) (3.4)
where u¯ = ∫ 10 udx and v¯ = ∫ 10 v dx. Then by (3.3)–(3.4) we derive from (1.7)–(1.11) that (uˆ, vˆ) satisfies
uˆt = vˆx + v¯, (3.5)
vˆt = vˆxx + g1(x, t), (3.6)
x = 0,1: uˆ = 0, vˆ = 0, (3.7)
uˆ|t=0 =
x∫
0
(u0 − u¯0) dy, vˆ|t=0 =
x∫
0
(v0 − v¯0) dy for (1.9), (3.8)
uˆ|t=0 =
x∫
1
u0(y) dy, vˆ|t=0 =
x∫
0
(v0 − v¯0) dy for (1.10) (3.9)
where
g1(x, t) = σ(x, t)+ (x − 1)
(
vx(0, t)+ σ(0, t)
)− x(vx(1, t)+ σ(1, t)) for (1.9), (3.10)
g1(x, t) = σ(x, t)− x
(
vx(1, t)+ σ(1, t)
)
for (1.10). (3.11)
Let us set
z(x, t) =
x∫
0
(
uˆ0 −
1∫
0
uˆ0 dx
)
dy +
t∫
0
vˆ(x, s) ds for (1.9), (3.12)
z(x, t) =
x∫
1
u0 dy + (1 − x)
1∫
0
u0 dy +
t∫
0
vˆ(x, s) ds for (1.10). (3.13)
Then we infer from (3.3)–(3.4) and (3.12)–(3.13) that
zt = vˆ, zx = uˆ−
t∫
0
v¯ ds −
1∫
0
uˆ0 dx, Az = zxx = uˆx . (3.14)
Thus it follows from (3.3)–(3.4), (3.6) and (3.12)–(3.13) that z satisfies
ztt −Azt −Az = g2(x, t), (3.15)
z|x=0,1 = 0, zt |x=0,1 = 0, z|t=0 = z0, zt |t=0 = vˆ0 (3.16)
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g2(x, t) = g1(x, t)− uˆx . (3.17)
Let
V (t) = (v1(t), v2(t))T = (zt ,Az)T = (vˆ, uˆx)T . (3.18)
Then V (t) satisfies that for any t  τ  0,
d
dt
V (t) =AV (t)+ F (V (t)), t  τ  0, (3.19)
V |t=τ = V τ0 = (vˆ|t=τ , uˆx |t=τ )T (3.20)
where
A=
(
A 1
A 0
)
as shown in [36], is an infinitesimal generator of an analytic semigroup of bounded linear operators {T (t)} = {etA}
on X0 ×X0 with domain D(A) = D(A)×X0 and F(V (t)) = (g2,0)T . We now consider the following problem
zˆt t −Azˆt −Azˆ = 0, (3.21)
zˆ(τ ) = zˆτ0, zˆt (τ ) = zˆτ1 (3.22)
where (zˆτ1 ,Azˆ
τ
0) ∈ X0 ×X0 and zˆ = zˆτ (t). Then problem (3.21)–(3.22) can be changed into
Wt =AW, t  τ  0; W(τ) = Wτ0 =
(
zˆτ1,Azˆ
τ
0
)T ∈ X0 ×X0 (3.23)
where
W(t) = (wτ1 ,wτ2)T = (zˆτt ,Azˆτ )T = T (t − τ)Wτ0 , t  τ  0. (3.24)
Thus it follows from (3.19)–(3.24) that V (t) satisfies
V (t) = T (t − τ)V τ0 +
t∫
τ
T (t − s)F (V (s))ds, t  τ  0. (3.25)
The next lemma addresses the properties on the semigroup {T (t)}.
Lemma 3.2. For any t  τ + 1, τ  0, there exist an absolute constant ρ > 0 and a constant K1 = K1(τ ) > 0
depending only on τ such that for any Wτ0 ∈ X0 ×X0, τ  0, there holds that∥∥T (t − τ)Wτ0 ∥∥H 4×H 3 K1e−ρt/2∥∥Wτ0 ∥∥X0×X0 . (3.26)
Proof. As in (3.23)–(3.24), we still write
W(τ) = Wτ0 =
(
zˆτ1,Azˆ
τ
0
)T ∈ X0 ×X0, W(t) = (zˆτt ,Azˆτ )T = (wτ1 (t),wτ2 (t))T = T (t − τ)Wτ0 . (3.27)
Set
u˜ = zˆτx, v˜ = zˆτt . (3.28)
Then (3.21)–(3.22) or (3.23)–(3.24) is now transformed into
u˜t − v˜x = 0, t  τ  0, (3.29)
v˜t − v˜xx − u˜x = 0, t  τ  0, (3.30)
v˜|x=0,1 = 0, u˜|t=τ = zˆτ (x), v˜|t=τ = zˆτ (x) (3.31)0,x 1
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1∫
0
u˜ dx =
1∫
0
zˆτ0,x dx = 0, ‖u˜‖ ‖u˜x‖, ‖v˜‖ ‖v˜x‖. (3.32)
Multiplying (3.30) by v˜eρt in L2(0,1) gives
1
2
d
dt
{(∥∥v˜(t)∥∥2 + ∥∥u˜(t)∥∥2)eρt}+ (1 − ρ/2)∥∥v˜x(t)∥∥2eρt  (ρ/2)∥∥u˜(t)∥∥2eρt . (3.33)
Multiplying (3.30) by u˜xeρt in L2(0,1) and exploiting (3.29), we arrive at
d
dt
{[
1
2
∥∥u˜x(t)∥∥2 − (v˜, u˜x)
]
eρt
}
+ (1 − ρ)∥∥u˜x(t)∥∥2eρt  [(ρ/2)∥∥v˜(t)∥∥2 + ∥∥v˜x(t)∥∥2]eρt (3.34)
where (v˜, u˜x) =
∫ 1
0 v˜u˜x dx. Multiplying (3.34) by a parameter λ ∈ (0,1) and adding the resulting inequality to (3.33),
we readily derive
d
dt
G1(t)+ (1 − ρ/2 − λρ/2 − λ)
∥∥v˜x(t)∥∥2eρt + [λ(1 − ρ)− ρ/2]∥∥u˜x(t)∥∥2eρt  0 (3.35)
where
G1(t) =
{
1
2
∥∥u˜(t)∥∥2 + 1
2
∥∥v˜(t)∥∥2 + λ
2
∥∥u˜x(t)∥∥2 − λ(v˜, u˜x)
}
eρt . (3.36)
Now fixing λ ∈ (0,1) and picking ρ > 0 so small that
0 < ρ < min
{
2(1 − λ)
1 + λ ,
2λ
1 + 2λ
}
≡ ρ0 (3.37)
and noting that
1
2
∥∥v˜(t)∥∥2 + ρ
2
∥∥u˜x(t)∥∥2 − λ(v˜, u˜x) C(λ)(∥∥v˜(t)∥∥2 + ∥∥u˜x(t)∥∥2) (3.38)
with C(λ) = λ(1−λ)2 , we finally deduce from (3.35)–(3.38) that for any ρ ∈ (0, ρ0) and for any t  τ + 1,
eρt
(∥∥u˜(t)∥∥2
H 1 +
∥∥v˜(t)∥∥2)+
t∫
τ+1
(‖v˜x‖2 + ‖u˜x‖2)(s)eρs ds  Cτ (∥∥u˜(τ + 1)∥∥2H 1 + ∥∥v˜(τ + 1)∥∥2) (3.39)
here and hereafter Cτ > 0 is a generic constant depending only on ρ, τ and λ.
Analogously, multiplying (3.30) by v˜t eρt , we infer from (3.30) that for ρ ∈ (0, ρ0),
d
dt
{∥∥v˜x(t)∥∥2eρt}+ ∥∥v˜t (t)∥∥2eρt  (ρ/2)∥∥v˜x(t)∥∥2eρt + (1/2)∥∥u˜x(t)∥∥2eρt
which, along with (3.39), yields that for any ρ ∈ (0, ρ0), t  τ + 1,
eρt
∥∥v˜x(t)∥∥2 +
t∫
τ+1
∥∥v˜t (s)∥∥2eρs ds  Cτ∥∥v˜x(τ + 1)∥∥2 +Cτ
t∫
τ+1
(‖v˜x‖2 + ‖u˜x‖2)(s)eρs ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 1 +
∥∥v˜(τ + 1)∥∥2
H 1
)
. (3.40)
Thus noting that from (3.30)
‖v˜xx‖ ‖v˜t‖ + ‖u˜x‖,
we infer from (3.39) and (3.40) that for any ρ ∈ (0, ρ0) and for any t  τ + 1,
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(∥∥u˜(t)∥∥2
H 1 +
∥∥v˜(t)∥∥2
H 1
)+
t∫
τ+1
(‖v˜‖2
H 2 + ‖v˜t‖2 + ‖u˜‖2H 1
)
(s)eρs ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 1 +
∥∥v˜(τ + 1)∥∥2
H 1
)
. (3.41)
Differentiating (3.30) with respect to t , multiplying the resulting equation by eρt v˜t in L2(0,1), and exploiting (3.40)
and (3.41), we readily deduce that for any ρ ∈ (0, ρ0) and for any t  τ + 1,
eρt
{∥∥v˜xx(t)∥∥2 + ∥∥v˜t (t)∥∥2}+
t∫
τ+1
∥∥v˜tx(s)∥∥2eρs ds  Cτ∥∥v˜t (τ + 1)∥∥2 +Cτ
t∫
τ+1
(‖v˜t‖2 + ‖v˜xx‖2)(s)eρs ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 1 +
∥∥v˜(τ + 1)∥∥2
H 1 +
∥∥v˜t (τ + 1)∥∥2). (3.42)
Differentiating (3.30) with respect to x and using (3.29), we arrive at
u˜txx + u˜xx = v˜tx . (3.43)
Clearly, differentiating (3.30) with respect to x and t respectively, and using (3.29), we have∥∥v˜xxx(t)∥∥ C(∥∥v˜tx(t)∥∥+ ∥∥u˜xx(t)∥∥), ∥∥v˜xxxx(t)∥∥ C(∥∥v˜t t (t)∥∥+ ∥∥v˜xx(t)∥∥+ ∥∥u˜xx(t)∥∥). (3.44)
Multiplying (3.43) by eρt u˜xx in L2(0,1), we get
1
2
d
dt
{∥∥u˜xx(t)∥∥2eρt}+ (1 − ρ)∥∥u˜xx(t)∥∥2eρt  (2ρ)−1∥∥v˜tx(t)∥∥2eρt (3.45)
which, combined with (3.40)–(3.42) and (3.44) gives that for any ρ ∈ (0, ρ0) and for any t  τ + 1,
eρt
(∥∥u˜(t)∥∥2
H 2 +
∥∥v˜(t)∥∥2
H 2 +
∥∥v˜t (t)∥∥2)+
t∫
τ+1
(‖v˜‖2
H 3 + ‖u˜‖2H 2 + ‖v˜t‖2H 1
)
(s)eρs ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 2 +
∥∥v˜(τ + 1)∥∥2
H 1 +
∥∥v˜t (τ + 1)∥∥2). (3.46)
Differentiating (3.30) with respect to t twice, multiplying the resulting equation by eρt v˜t t in L2(0,1), we derive
d
dt
{
1
2
(∥∥v˜t t (t)∥∥2 + ∥∥v˜tx(t)∥∥2)eρt
}
+ (1 − ρ/2)∥∥v˜t tx(t)∥∥2eρt  (ρ/2)∥∥v˜t tx(t)∥∥2eρt + (ρ/2)∥∥v˜tx(t)∥∥2eρt
which, along with (3.42) and (3.46), implies that for any ρ ∈ (0, ρ1), ρ1 = min(ρ0,1/2) and for any t  τ + 1,
eρt
(∥∥v˜t t (t)∥∥2 + ∥∥v˜tx(t)∥∥2 + ∥∥v˜xxx(t)∥∥2)+
t∫
τ+1
∥∥v˜(s)∥∥2eρs ds
 Cτ
(∥∥v˜t t (τ + 1)∥∥+ ∥∥u˜(τ + 1)∥∥2H 2 + ∥∥v˜(τ + 1)∥∥2H 1 + ∥∥v˜t (τ + 1)∥∥2H 1). (3.47)
Differentiating (3.43) with respect to x, multiplying the resulting equation by eρt u˜xxx in L2(0,1), using (3.41), (3.42)
and (3.47), we derive that for any ρ ∈ (0, ρ1) and any t  τ + 1,
∥∥u˜xxx(t)∥∥2eρt +
t∫
τ+1
∥∥u˜xxx(s)∥∥2eρs ds  Cτ∥∥u˜xxx(τ + 1)∥∥2 +Cτ
t∫
τ+1
eρs
∥∥v˜txx(s)∥∥2 ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 3 +
∥∥v˜(τ + 1)∥∥2
H 1 +
∥∥v˜t (τ + 1)∥∥2H 1 + ∥∥v˜t t (τ + 1)∥∥2) (3.48)
which, along with (3.47), yields that for any ρ ∈ (0, ρ1) and for any t  τ + 1,
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∥∥v˜xxxx(t)∥∥2 +
t∫
τ+1
∥∥v˜xxxx(s)∥∥2eρs ds
 Cτ
(∥∥v˜t t (τ + 1)∥∥2 + ∥∥u˜(τ + 1)∥∥2H 3 + ∥∥v˜(τ + 1)∥∥2H 1 + ∥∥v˜t (τ + 1)∥∥2H 1). (3.49)
Similarly to (3.45), we differentiate (3.43) with respect to x twice to obtain
1
2
d
dt
{∥∥u˜xxxx(t)∥∥2eρt}+ (1 − ρ)∥∥u˜xxxx(t)∥∥2eρt
=
1∫
0
v˜txxx u˜xxxx dxe
ρt
 (ρ/2)
∥∥u˜(t)∥∥2eρt + (2ρ)−1∥∥v˜txxx(t)∥∥2eρt
 (ρ/2)
∥∥u˜xxxx(t)∥∥2eρt +Cρ−1(∥∥v˜t tx(t)∥∥2 + ∥∥v˜xxx(t)∥∥2)eρt
which, along with the following estimate∥∥∂5x v˜(t)∥∥ C(∥∥v˜t tx(t)∥∥+ ∥∥v˜xxx(t)∥∥+ ∥∥u˜xxxx(t)∥∥), (3.50)
implies that for any ρ ∈ (0, ρ1) and for any t  τ + 1,
∥∥u˜xxxx(t)∥∥2eρt +
t∫
τ+1
∥∥u˜xxxx(s)∥∥2eρs ds
 Cτ
∥∥u˜xxxx(τ + 1)∥∥2 +Cρ−1
t∫
τ+1
eρs
(∥∥v˜t tx(s)∥∥2 + ∥∥v˜xxx(s)∥∥2)ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 4 +
∥∥v˜(τ + 1)∥∥2
H 1 +
∥∥v˜t (τ + 1)∥∥2H 1 + ∥∥v˜t t (τ + 1)∥∥2). (3.51)
Thus it follows from (3.45)–(3.51) that for any ρ ∈ (0, ρ1), t  τ + 1,
eρt
{∥∥u˜(t)∥∥2
H 4 +
∥∥v˜(t)∥∥2
H 4 +
∥∥v˜t (t)∥∥2H 2 + ∥∥v˜t t (t)∥∥2}+
t∫
τ+1
eρs
(‖u˜‖2
H 4 + ‖v˜‖2H 5 + ‖v˜t‖2H 3 + ‖v˜t t‖2H 1
)
(s) ds
 Cτ
(∥∥u˜(τ + 1)∥∥2
H 4 +
∥∥v˜(τ + 1)∥∥2
H 1 +
∥∥v˜t (τ + 1)∥∥2H 1 + ∥∥v˜t t (τ + 1)∥∥2). (3.52)
Since semigroup {T (t)} is an analytic semigroup on X0 × X0 with its infinitesimal generator A, it is easy to prove
by the regularity of elliptic equations that 0 lies in the resolvent set of A, ρ(A). Thus it follows from Lemma 3.1 and
(3.53) that for any t > 0, m 0,∥∥AmT (t)∥∥L(X0)  C(m)t−me−δt (3.53)
where δ > 0 and C(m) are positive constants depending only on the operator A and m, but independent of t . Noting
that
u˜x(t) = wτ2 (t), v˜ = wτ1 (t), (3.54)
it is easy to deduce that from (3.32), (3.52) and (3.53) that∥∥u˜(τ + 1)∥∥
H 4  C
∥∥u˜x(τ + 1)∥∥H 3 C∥∥wτ2 (τ + 1)∥∥H 3
 C
{∥∥wτ2 (τ + 1)∥∥+ ∥∥Awτ2 (τ + 1)∥∥+ ∥∥A2wτ2 (τ + 1)∥∥}
 C
{∥∥W(τ + 1)∥∥+ ∥∥AW(τ + 1)∥∥+ ∥∥A2W(τ + 1)∥∥}
 C
{∥∥T (τ + 1)∥∥L(X0) + ∥∥AT (τ + 1)∥∥L(X0) + ∥∥A2T (τ + 1)∥∥L(X0)}∥∥Wτ0 ∥∥
 C
∥∥Wτ∥∥, (3.55)0
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H 1 =
∥∥wτ1 (τ + 1)∥∥H 1  C{∥∥wτ1 (τ + 1)∥∥+ ∥∥Awτ1 (τ + 1)∥∥}
 C
{∥∥T (τ + 1)∥∥L(X0) + ∥∥AT (τ + 1)∥∥L(X0)}∥∥Wτ0 ∥∥ C∥∥Wτ0 ∥∥, (3.56)∥∥v˜t (τ + 1)∥∥H 1 = ∥∥wτ1t (τ + 1)∥∥+ ∥∥wτ1tx(τ + 1)∥∥
 C
(∥∥wτ1t (τ + 1)∥∥+ ∥∥Awτ1t (τ + 1)∥∥)C(∥∥Wt(τ + 1)∥∥+ ∥∥AWt(τ + 1)∥∥)
 C
(∥∥AT (τ + 1)∥∥L(X0) + ∥∥A2T (τ + 1)∥∥L(X0))∥∥Wτ0 ∥∥ C∥∥Wτ0 ∥∥, (3.57)∥∥v˜t t (τ + 1)∥∥ ∥∥wτ1t t (τ + 1)∥∥ ∥∥A2T (τ + 1)∥∥L(X0)∥∥Wτ0 ∥∥ C∥∥Wτ0 ∥∥ (3.58)
where C > 0 is a generic constant depending only on operators A and {T (t)}, but independent of t > 0. Thus we
finally deduce from (3.48), (3.52)–(3.58) that∥∥u˜(τ + 1)∥∥
H 4 +
∥∥v˜(τ + 1)∥∥
H 1 +
∥∥v˜t (τ + 1)∥∥H 1 + ∥∥v˜t t (τ + 1)∥∥ C∥∥Wτ0 ∥∥ (3.59)
which, together with (3.52), gives that for any ρ ∈ (0, ρ1) and for any t  τ + 1,∥∥T (t − τ)Wτ0 ∥∥H 4×H 3 = ∥∥W(t)∥∥H 4×H 3  ∥∥(u˜, v˜)∥∥H 4×H 4 K1(τ )∥∥Wτ0 ∥∥e−ρt/2.
Thus the proof is complete. 
The next lemma is very crucial for the compactness of the orbit starting from any given bounded set Bi (i = 1,2)
in Hiδ (i = 1,2).
Lemma 3.3.
(i) For any t  1, there holds that∥∥V (t)∥∥
H 4×H 3  C6δ +CBe−γ0t (3.60)
where γ0 > 0 is a constant depending on γ1, γ2, γ3 and ρ.
(ii) There exists some time t3 = t3(Bi) such that as t  t3(Bi),∥∥(u(t), v(t))∥∥
H 3×H 3  2C6δ. (3.61)
That is, (u(t), v(t)) = Si(t)(u0, v0) (i = 1,2) is uniformly bounded in H3δ ,and further belongs to a compact set in
Hiδ if (u0, v0) ∈ Bi (i = 1,2).
Proof. First, for the framework of H1δ , exploiting Lemmas 2.5, 2.6, 2.11–2.12 and (3.10)–(3.11), (3.14), (3.17), we
deduce∥∥F (V (t))∥∥Cδ(‖σ‖L∞ + ‖u‖L∞ + ‖vx‖L∞)
Cδ +CB1e−γ4t +
(
Cδ +CB1e−γ4t/2
)∥∥V (t)∥∥1/2
H 4×H 3 (3.62)
with γ4 ∈ (0, 12 min(γ1, ρ)). Now applying Lemma 3.2 with τ = 1, we infer from (3.63) that for any t  1,
eρt/2
∥∥V (t)∥∥
H 4×H 3 K1
∥∥V 10 ∥∥+K1e−ρ/2
t∫
1
eρs/2
∥∥F (V (s))∥∥ds
 Cδeρt/2 +CB1e(ρ/2−γ4)t + sup
1st
{
eρs/2
∥∥V (s)∥∥
H 4×H 3
}1/2 t∫
1
eρs/4
(
Cδ +CB1e−γ4s/2
)
ds
 Cδeρt/2 +CB1e(ρ−γ4)t +
1
2
sup
1st
{
eρs/2
∥∥V (s)∥∥
H 4×H 3
}
which, along with (3.32), gives (3.61) with γ0 = γ4.
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 Cδ +CB2e−γ3t . (3.63)
Similarly as before, we derive from (3.25)–(3.26), (3.64) that for τ = 1,
∥∥V (t)∥∥
H 4×H 3 K1e
−ρt/2∥∥V 10 ∥∥+K1e−ρ/2
t∫
1
e−ρ(t−s)/2
∥∥F (V (s))∥∥ds
 CB2e−ρt/2 +C
t∫
1
(
Cδ +CB2e−γ3s
)
e−ρ(t−s)/2 ds
 Cδ +CB2e−γ5t (3.64)
with γ5 ∈ (0,min(ρ/2, γ3)). Thus (3.61) follows from (3.65) with γ0 = γ5.
Picking
t3 = t3(Bi) = max
{
ti (Bi),−γ−10 log
(
C6δC
−1
Bi
)}
(i = 1,2),
then for t  t3(Bi), (3.62) follows from (3.3)–(3.4), (3.18) and (3.61). The proof is complete. 
From Lemma 3.3, we readily get the following lemma:
Lemma 3.4. There exists some time t0 = t0(Bi) > 0 such that as t  t0(Bi) (i = 1,2) the orbit starting from any given
bounded set Bi (i = 1,2) in Hiδ (i = 1,2), ⋃tt0 Si(t)Bi (i = 1,2) is relatively compact in Hiδ (i = 1,2).
Proof of Theorems 1.1–1.2. Combining Lemmas 2.1–2.10 and Lemmas 3.1–3.4, we easily complete the proofs of
Theorems 1.1–1.2. 
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