Abstract. Poisson's equation is the canonical elliptic partial differential equation. While there exist fast Poisson solvers for finite difference and finite element methods, fast Poisson solvers for spectral methods have remained elusive. Here, we derive spectral methods for solving Poisson's equation on a square, cylinder, solid sphere, and cube that have an optimal complexity (up to polylogarithmic terms) in terms of the degrees of freedom required to represent the solution. Whereas FFT-based fast Poisson solvers exploit structured eigenvectors of finite difference matrices, our solver exploits a separated spectra property that holds for our spectral discretizations. Without parallelization, we can solve Poisson's equation on a square with 100 million degrees of freedom in under two minutes on a standard laptop.
1. Introduction. Consider Poisson's equation on a square with zero homogeneous Dirichlet conditions:
where f is a known continuous function and u is the desired solution. When (1.1) is discretized by the finite difference (FD) method with a five-point stencil on an (n + 1) × (n + 1) equispaced grid, there is a FFT-based algorithm that computes the values of the solution in an optimal 1 O(n 2 log n) operations [16] . Many fast Poisson solvers have been developed for low-order approximation schemes using uniform and nonuniform discretizations based on cyclic reduction [8] , the fast multipole method [21] , and multigrid [13] . This work began with a question:
Is there an optimal complexity spectral method for (1.1)?
We find that the answer is yes. In section 3, we describe a practical O(n 2 (log n) 2 ) algorithm based on the alternating direction implicit (ADI) method. We go on to derive optimal complexity spectral methods for Poisson's equation with homogeneous Dirichlet conditions for the cylinder and solid sphere in section 4 and for the cube in section 5. In section 6, we extend our approach to Poisson's equation with Neumann and Robin boundary conditions. Optimal complexity spectral methods already exist for Poisson's equation on the disk [37, 38] and surface of the sphere [32] . This paper can be seen as an extension of that work.
Our first idea for deriving an optimal complexity spectral method for (1.1) was to extend a fast Poisson solver from the FD literature. The FD discretization of (1.1) with a five-point stencil on an (n + 1) × (n + 1) equispaced grid can be written as the following Sylvester matrix equation: where h = 2/n, X jk = u(−1 + kh, −1 + jh), and F jk = f (−1 + kh, −1 + jh) for 1 ≤ j, k ≤ n − 1. Here, the matrix X represents the values of the solution on the interior nodes of the (n + 1) × (n + 1) equispaced grid. The eigendecomposition of K is K = SΛS −1 , where S is the normalized discrete sine transformation (of type I) matrix [18, (2.24) ] and Λ = diag(λ 1 , . . . , λ n−1 ) with λ k = −4/h 2 sin 2 (πk/(2n)) for 1 ≤ k ≤ n − 1 [18, (2.23) ]. Substituting K = SΛS −1 into KX + XK T = F and rearranging, we find a simple formula for X:
where '•' is the Hadamard matrix product, i.e., (A • B) jk = A jk B jk . Since S = S T = S −1 and matrix-vector products with S can be computed in O(n log n) operations using the FFT [7] , X can be computed via (1.3) in a total of O(n 2 log n) operations. Now suppose that K in (1.2) is replaced by a diagonalizable matrix A so that (1.1) has a spectrally accurate discretization of the form AX + XA T = F . Then, an analogous formula to (1.2) still holds by using the eigendecomposition of A. However, the corresponding formula to (1.3) does not lead to a fast Poisson solver because the eigenvectors of A are not known in closed form [36] , and deriving an optimal matrix-vector product for the eigenvector matrix of A is an ambitious project in itself. While FFT-based Poisson solvers exploit structured eigenvectors-which spectral discretization matrices do not possess-our method exploits the fact that the spectra of A and −A are separated (see section 3).
We have also considered extending other fast Poisson solvers based on (i) cyclic reduction, (ii) multigrid, (iii) the fast multipole method, and (iv) the Fourier method with polynomial subtraction. These efforts were unsuccessful for various reasons: (i) cyclic reduction is not applicable because spectral discretizations of (1.1) do not involve matrices with Toeplitz structure; (ii) multigrid methods seem fruitless because the number of multigrid cycles is prohibitive with spectrally accurate methods [13] ; (iii) the fast multipole method has a complexity that depends on the order of accuracy and is suboptimal in the spectral regime [14, 21] ; and, (iv) pseudospectral Fourier with polynomial subtraction can be employed to derived an arbitrary-order Poisson solver [1, 6] , but any approach based on uniform grids cannot be both numerically stable and spectrally accurate [26] . We conclude that many of the approaches in the literature for fast Poisson solvers do not readily extend to practical optimal complexity spectral methods for solving (1.1).
We did eventually find a fast Poisson solver based on the ADI method [25] that, with some tricks, extends from FD discretizations to spectral methods. The ADI method is an iterative method for solving Sylvester matrix equations of the form AX −XB = F . It is computationally efficient, compared to the O(n 3 ) Bartels-Stewart algorithm [2] , when A and B have certain properties (see, for example, P1, P2, and P3 in section 2). By carefully designing spectral discretizations for Poisson's equation on the square (see section 3), cylinder (see section 4.1), solid sphere (see section 4.2), and cube (see section 5) as Sylvester matrix equations with desired properties, we are able to derive optimal complexity, spectrally accurate Poisson solvers.
In 1979, Haidvogel and Zhang derived a Chebyshev-tau spectral method that discretizes (1.1) as a Sylvester matrix equation of the form AX + XA T = F with the matrix A being pentadiagonal except for two rows. They then applied the ADI method after precomputing the LU decomposition of A [15] . However, they advocated against their ADI-based Poisson solver in favor of an O(n 3 ) algorithm, because their Sylvester matrix equation does not possess favorable properties for the ADI method and the precomputation costs O(n 3 ) operations. In section 3, we employ a spectral discretization of (1.1) that is specifically designed for the ADI method and requires no precomputation, so that we have a provable algorithmic complexity of O(n 2 (log n) 2 ). A typical objection to the practical relevance of spectral methods for Poisson's equation on domains such as the square and cylinder is that the solution generically has weak corner singularities, which necessarily restricts the convergence rate of classical spectral methods to subexponential convergence [5, (2.39) ]. Since our spectrally accurate Poisson solvers have optimal complexity, our computational cost is comparable to low-order methods with the same number of degrees of freedom. Therefore, this objection is no longer valid.
The paper is structured as follows: In section 2, we review the ADI method for solving Sylvester matrix equations. In section 3 we derive an optimal complexity, spectrally accurate Poisson solver for (1.1). In section 4, we use partial regularity to derive fast spectral methods for Poisson's equation on the cylinder and solid sphere before discussing how to do the cube in section 5. In section 6, we describe how our methods can be used to solve Poisson's equation with general boundary conditions.
For notational convenience, throughout the paper we discretize using the same number of degrees of freedom in each variable, though our code and algorithms do not have this restriction. All code used in the paper is publicly available [11] . The Poisson solver on the square (see section 3) is implemented in Chebfun [10, 30] and can be accessed via the command chebfun2.poisson. It is automatically executed in Chebop2 [29] when the user inputs Poisson's equation, and can handle rectangular domains and general Dirichlet boundary conditions (see section 6).
2. The alternating direction implicit method. The alternating direction implicit method is an iterative algorithm, originally devised by Peaceman and Rachford [25] , which solves Sylvester matrix equations of the following form [19] :
where A, B, and F are known and X ∈ C n×n is the desired solution. In general, the ADI method is executed in an iterative fashion where iterates X 0 , X 1 , . . . , are computed in the hope that X − X j 2 → 0 as j → ∞. Algorithm 1 summarizes the ADI method in this iterative form. At the start of the jth iteration, two shifts p j and q j are selected, and at the end of each iteration a test is performed to decide if the iterative method should be terminated. There are numerous strategies for selecting the shift parameters and determining when to terminate the iteration [27] . In practice, selecting good shifts for each iteration is of crucial importance for the ADI method to rapidly converge.
For an integer J, we would like to know upper bounds on X − X J 2 so that we can determine a priori how many ADI iterations are required to achieve a relative accuracy of 0 < < 1. To develop error bounds on X − X J 2 , we desire (2.1) to satisfy three properties. Later, in section 3, we will design a spectral discretization Select ADI shifts p j and q j 5:
j := j + 1 8: while not converged 9: return X j Fig. 1 . Pseudocode for the ADI method described as an iterative algorithm for solving AX−XB = F . The convergence of X j to X in the ADI method is particularly sensitive to the shifts p 0 , p 1 , . . . and q 0 , q 1 , . . .. The convergence test at the end of each iteration can also be subtle [27, Sec. 2.2]. We do not use this general form of the ADI method as it does not lead to an algorithm with a provable computational complexity. Instead, we employ the ADI method on Sylvester matrix equations that satisfy P1-P3, where a different variant of the ADI method can be employed (see Algorithm 2).
of (1.1) as a Sylvester matrix equation with these three properties.
Property 1: Normal matrices. This simplifies the error analysis of the ADI method:
P1. The matrices A and B are normal matrices.
In particular, when P1 holds there is a bound on the error X − X J 2 that only depends on the eigenvalues of A and B and the shifts p 0 , . . . , p J−1 and q 0 , . . . , q J−1 [4] . Specifically,
, where σ(A) and σ(B) denote the spectra of A and B, respectively. To make the upper bound on X − X J 2 as small as possible, one hopes to select shifts so that
where R J denotes the space of degree (J, J) rational functions. In general, it is challenging to calculate explicit shifts so that r(z) attains the infimum in (2.2). However, this problem is (approximately) solved if the next property holds. If P1 and P2 both hold, then we can relax (2.2) and select ADI shifts so that Theorem 2.1. Let J be a fixed integer and let X satisfy AX − XB = F , where P1 and P2 hold. Run the ADI method with the shifts . Here, α is the real number given by α = −1 + 2γ + 2 γ 2 − γ with γ = |c − a||d − b|/(|c − b||d − a|) and T is the Möbius transformation that maps {−α, −1, 1, α} to {a, b, c, d}. Then, the ADI iterate X J satisfies
is the Grötzsch ring function.
Proof. If c = −b and d = −a, then the ADI shifts to ensure that [19, (2.18) ] as (2.6)
For the α given in the statement of the theorem, there exists a Möbius transformation T that maps {−α, −1, 1, α} to {a, b, c, d} because the two sets of collinear points have the same absolute cross-ratio. Since any Möbius transformation maps rational functions to rational functions,
with the zeros and poles of the associated rational functions (see (2.3)) related by the Möbius transformation T . The formula (2.4) is immediately derived as T (p j ) and T (q j ), where p j and q j in (2.6) are taken with a = 1 and b = α.
We often prefer to simplify the bound in (2.5) by removing the Grötzsch ring function from the bound on Z J . For example, the bound in (2.5) remains valid, but is slightly weakened, if 4µ(1/ √ γ) is replaced by the upper bound 2 log(16γ) [3] , i.e.,
Moreover, if c = −b and d = −a (which commonly occurs when B = −A T ), then the bound simplifies even more as 4µ(1/ √ γ) = 2µ(a/b) and the bound remains valid if 2µ(a/b) is replaced by log(4b/a). That is,
Algorithm 2 The ADI method to solve AX − XB = F when P1 and P2 hold Input: A, B, F ∈ C n×n , a, b, c, d ∈ R satisfying P2, and a tolerance 0 < < 1 Output: 
Solve (A − q j I)X j+1 = F − X j+1/2 (B − q j I) for X j+1 8: end for 9: return X J Fig. 2 . Pseudocode for the ADI method for solving AX − XB = F when P1 and P2 hold. Here, for any relative accuracy 0 < < 1 the number of ADI iterations, J, and shifts p 0 , . . . , p J−1 and q 0 , . . . , q J−1 are known such that X − X J 2 ≤ X 2 .
Theorem 2.1 is very fruitful as it allows us to use the ADI method more like a direct method to solve AX − XB = F when P1 and P2 hold. For a relative accuracy of 0 < < 1, the simplified bound in (2.7) shows that X − X J 2 ≤ X 2 if we take
and we run the ADI method with the shifts given in (2.4). Algorithm 2 summarizes the ADI method on AX − XB = F when P1 and P2 hold. This is the variant of the ADI method that we employ throughout this paper. We appreciate that it is awkward to calculate the shifts in (2.4) because they involve complete elliptic integrals and Jacobi elliptic functions. For the reader's convenience, we provide MATLAB code to compute the shifts in Appendix A. Note that computing the shifts can be done in O(1) operations, independent of n. If P3 holds, then each ADI iteration costs only O(n 2 ) operations and the overall cost of the ADI method with J iterations is O(Jn 2 ) operations. In summary, properties P1, P2, and P3 are sufficient conditions on AX − XB = F so that (i) we can determine the number of ADI iterations to attain a relative accuracy of 0 < < 1, (ii) we can derive explicit expressions for the ADI shifts, and (iii) we can compute each ADI iteration in O(n 2 ) operations.
2.
1. An ADI-based fast Poisson solver for finite difference methods. We now describe the ADI-based fast Poisson solver with the second-order five-point FD stencil, though the approach easily extends to fourth-and sixth-order FD methods. Recall that the FD discretization of (1.1) with a five-point stencil on an (n+1)×(n+1) 
Execution times for the ADI-and FFT-based fast Poisson solvers for a 5-point FD discretization with 10 ≤ n ≤ 5000. The ADI-based solver is comparable to the FFT-based solver when = 10 −3 . While the ADI-based fast Poisson solver is computationally more expensive, it is applicable to a carefully designed spectral discretization. Since FFT-based fast Poisson solver necessarily require uniform grids, they cannot provide a practical optimal complexity spectral method [26] . From the simplified bound in (2.8), we conclude that J = log(2n) log(4/ )/π 2 ADI iterations are sufficient to ensure that X − X J 2 ≤ X 2 for 0 < < 1, where the shifts are given in Theorem 2.1. Moreover, since P3 holds each ADI iteration only costs O(n 2 ) iterations. We conclude that the ADI method in Algorithm 2 solves KX + XK T = F in a total of O(n 2 log n log(1/ )) operations. Figure 3 demonstrates the execution time 2 of this approach in comparison to the FFT-based fast Poisson solver for 10 ≤ n ≤ 5000. While we are not advocating the use of the ADI-based fast Poisson solver for the five-point FD stencil, it does provide flexibility through the choice of an error tolerance and may be useful for higher-order FD methods and non-uniform grids. As we will show in the next section, ADI-based solvers extend to carefully designed spectrally accurate discretizations (see section 3).
We expect that one can also derive ADI-based fast Poisson solvers for any (4w + 1)-point FD stencil, 1 ≤ w ≤ (n − 1)/2 , that run in an optimal number of O(n 2 log n log(1/ )) operations. Because FD discretization matrices have Toeplitz structure, one shifted linear solve only costs O(n log n) operations using FFTs [20] .
Unfortunately, for w = (n − 1)/2 the resulting spectrally accurate method must be numerically unstable because it is based on equispaced nodes [26] .
3. A fast spectral Poisson solver on the square. Consider Poisson's equation on the square with zero homogeneous Dirichlet conditions:
Since (3.1) has homogeneous Dirichlet conditions, we know that the solution can be written as u(x, y) = (1 − x 2 )(1 − y 2 )v(x, y) for some function v(x, y). To ensure that we are deriving a stable spectral method, we expand v(x, y) in a standard orthogonal polynomial basis 3 [33] . That is,
where φ 0 , φ 1 , . . . , are a sequence of orthogonal polynomials on [−1, 1] and the degree of φ j is exactly j for j ≥ 0. Here, X ∈ C n×n is the matrix of expansion coefficients of the solution and we wish to find X so that the first n × n coefficients of u xx + u yy match those of f . The choice of the orthogonal polynomial basis is critically important to derive our optimal complexity ADI-based fast Poisson solver. In particular, we want to construct a Sylvester matrix equation for which P1, P2, and P3 hold. If, for example, the Chebyshev basis is selected, then the resulting Sylvester matrix equation does not satisfy P1 from section 2.
An ultraspherical polynomial basis.
To simplify the discretization of u xx in (3.1), we select φ j so that
2 )φ j (x) has a simple form in terms of φ j (x). By the chain rule, we have
where a prime indicates one derivative in x. In [23, Chap. 18] , one finds that the normalized ultraspherical polynomial, 4 denoted byC
, of degree j and parameter 3/2 satisfies the second-order differential equation [23, 
In particular, this means thatC
Encouraged by this simplification, we select φ j =C
3 Additional benefits of choosing standard orthogonal polynomials include fast evaluation using Clenshaw's algorithm and fast transforms. 4 The ultraspherical polynomial of degree j and parameter λ > 0 is denoted by C 
A spectral discretization of Poisson's equation.
To construct a discretization of (3.1), we apply the Laplacian to the expansion in (3.2) to derive a set of equations that the matrix X must satisfy. The action of the Laplacian on each element of our basis is given by (3.5)
Therefore, we can discretize (3.1) as a generalized Sylvester matrix equation
where X is the matrix of (1 − y 2) , is given by [23, (18.9 
we find-after algebraic manipulations-that M is a symmetric pentadiagonal matrix with (3.7)
We can rearrange (3.6) by applying D −1 to obtain the standard Sylvester matrix equation
3.3. Verifying that P1, P2, and P3 hold. To guarantee that the ADI method for solving (3.8) has optimal complexity, we want the Sylvester matrix equation to satisfy P1, P2, and P3 (see section 2). Unfortunately, the matrices A and B in (3.8) are not normal matrices, so we do not solve (3.8) using the ADI method directly. Instead, we note that A and B = −A T are pentadiagonal matrices with zeros on the sub-and super-diagonals so that there exists a diagonal matrix D s for whichÃ = D By Theorem 2.1, we need at most
ADI iterations to ensure that we solve (3.9) to within a relative accuracy of 0 < < 1. Since P3 holds, the ADI method solves (3.9) in O(n 2 log n log(1/ )) operations, and an additional O(n 2 ) operations recovers X from Y .
3.4.
Computing the ultraspherical coefficients of a function. So far our Poisson solver assumes that (a) one is given theC (3/2) expansion coefficients for f in (3.1) and (b) one is satisfied with the solution returned in the form (3.2).
It is known how to compute the Legendre expansion coefficients F leg from f in O(n 2 (log n) 2 log(1/ )) operations [31] . 5 Using the fact that [23, (18.7.9 ) & (18.9.7)]
there is a sparse upper-triangular matrix S that converts Legendre coefficients tõ C (3/2) coefficients. Moreover, we can compute
Once the expansion coefficients X in (3.2) are known, one can convert the expansion coefficients to a Legendre or Chebyshev basis. The normalized ultraspherical coefficients are given by X ultra = M XM T because of the (1 − y 2 )(1 − x 2 ) factor in (3.2). To obtain the Legendre coefficients for u, we note that X leg = SX ultra S T . One can now construct a bivariate Chebyshev expansion of u. The Chebfun code to compute the n × n Legendre coefficients of f is g = chebfun2(@(x,y) f(x,y)); Fleg = cheb2leg(cheb2leg(chebcoeffs2(g,n,n)).').'; [10] . 6 The Chebfun code to construct a bivariate Chebyshev expansion from a matrix of Legendre coefficients is u = chebfun2( leg2cheb(leg2cheb(Xleg).').', 'coeffs' ) [10] . Table 1 Summary of our optimal complexity, spectrally accurate Poisson solver on the square with an n × n discretization. The algorithm costs O(n 2 (log n) 2 log(1/ )) operations for a working tolerance of 0 < < 1. For n ≤ 5000, the dominating computational cost in practice is the ADI method.
Algorithmic step Cost
1. Compute theC (3/2) coefficients of f in (3.1) using [31] O(n 2 (log n) 2 log(1/ )) 2. Solve (3.9) via the ADI method O(n 2 log n log(1/ ))
Compute the solution to (3.8) as
4. Compute the Chebyshev coefficients of u using [31] O(n 2 (log n) 2 log(1/ )) Table 1 summarizes our spectrally accurate and optimal complexity Poisson solver. The overall complexity is O(n 2 (log n) 2 log(1/ )), after the coefficient transforms are taken into account. Figure 4 shows our method compared to the Bartels-Stewart algorithm [2] (invoked via the lyap command in MATLAB) used to solve the Sylvester equation (3.8). The Bartels-Stewart algorithm costs O(n 3 ) operations; as the timings demonstrate, our method is significantly faster once n is larger than a few hundred. In addition, there are important advantages of ADI in our setting: we are able to relax the tolerance according to the application, allowing the algorithm to exploit that parameter for a reduced computational cost. The solver can also easily be extended to any rectangular domain [a, b] × [c, d]. Our Poisson solver on the rectangle can be accessed in [11] via the command poisson rectangle(F, lbc, rbc, dbc, ubc, [a b c d], tol), where F is the matrix of bivariate Chebyshev coefficients for the right-hand side, lbc, rbc, dbc, and ubc denote the left, right, bottom and top Dirichlet data, respectively, and tol is the error tolerance.
Fast spectral Poisson solvers on cylindrical and spherical geometries.
We now describe how to extend our fast Poisson solver to cylindrical and spherical geometries. We exploit the fact that both the cylindrical and spherical Laplacians decouple in the azimuthal variable, allowing us to reduce the full three-dimensional problem into n independent two-dimensional problems that can be solved by ADI. On both geometries, we employ a variant of the double Fourier sphere method [22] (see section 4.1.1) and impose partial regularity on the solution to ensure smoothness. .1) is secondorder in the r-variable, but we do not have a natural boundary condition to impose at r = 0, and (3) Not every function in the variables (r, θ, z) is a well-defined function on the cylinder, so additional constraints must be satisfied by u = u(r, θ, z) in (4.1).
4.1.1. The double Fourier sphere method for the cylinder. The double Fourier sphere (DFS) method, originally proposed for computations on the surface of the sphere [22, 32] , is a simple technique that alleviates many of the concerns with cylindrical coordinate transforms. Instead of solving (4.1), we "double-up" u and f tõ u andf and solve Here, the solution u (resp. f ) is doubled-up as follows:
and the homogeneous Dirichlet conditions becomeũ(±1, θ, z) = 0 for (θ, z) Figure 5 illustrates the DFS method when applied to a Rubik's cube-colored cylinder.
The doubled-up functionsũ andf are non-periodic in the r-and z-variables, and 2π-periodic in the θ-variable. Therefore, we seek the coefficients forũ in a Chebyshev-Fourier-Chebyshev expansion:
where we assume that n is an even integer andũ k (r, z) denotes the kth Fourier mode ofũ(r, ·, z). We have written the Chebyshev-Fourier-Chebyshev expansion in this form because it turns out that each Fourier mode can be solved for separately. Since f (r, θ, z) ≈ n/2−1 k=−n/2f k (r, z)e ikθ , we can plug (4.4) into (4.2) to find that
for each −n/2 ≤ k ≤ n/2 − 1. This allows us to solve the trivariate PDE in (4.2) with a system of n independent bivariate PDEs for each u k (r, z).
4.1.2.
Imposing partial regularity on the solution. The issue with (4.4) is that a Chebyshev-Fourier-Chebyshev expansion in (r, θ, z) does not necessarily represent a smooth function in (x, y, z) on the cylinder. For instance,ũ(0, θ, z) must be a function of the z-variable only for the corresponding function on the cylinder to be continuous. Since we have x = r cos θ and y = r sin θ, we know that the kth Fourier modeũ k (r, z) must decay like O(r |k| ) as r → 0. By the uniqueness of Fourier expansions, we also know thatũ k (±1, z) = 0 andũ k (r, ±1) = 0 for −n/2 ≤ k ≤ n/2−1. Therefore, we know that there must be a function
Ideally, we would like to numerically compute for a bivariate Chebyshev expansion forṽ k (r, z) and then recoverũ k (r, z) from (4.6). This would ensure that the solutioñ u(r, θ, z) corresponds to a smooth function on the cylinder. Unfortunately, imposing full regularity onũ k (r, z) is numerically problematic because the regularity condition involves high-order monomial powers. The idea of imposing partial regularity onũ k (r, z) avoids the high degree monomial terms [28] , and insteadũ k (r, z) is written as:
where the regularity requirements from (4.6) is relaxed. If the functionsω k (r, z) are additionally imposed to be even (odd) in r if k is even (odd), then the the functioñ u(r, θ, z) corresponds to at least a continuously differentiable function on the cylinder.
A solution method for each Fourier mode.
The partial regularity conditions in (4.7) naturally split into three cases that we treat separately: |k| ≥ 2 (Case 1), |k| = 1 (Case 2), and k = 0 (Case 3) . In terms of developing a fast Poisson solver for (4.1), it is only important that the PDEs in (4.5) for |k| ≥ 2 are solved in optimal complexity. Case 1: |k| ≥ 2. The idea is to solve for the functionω k (r, z), whereũ k (r, z) = r 2 (1 − r 2 )(1 − z 2 )ω k (r, z) and afterwards to recoverũ k (r, z). To achieve this, we find the differential equation thatω k (r, z) satisfies by substituting (4.7) into (4.5). After simplifying, we obtain the following equation: (4.8)
One can also show thatṽ k (r, z) must be an even (odd) function of r if k is even (odd).
where no boundary conditions are required. Focusing on the z-variable, we observe that L 2 is identical to the differential equation in section 3.1. Therefore, we represent the z-variable ofω k (r, z) in an ultraspherical expansion becauseC
is an eigenfunction of L 2 . For the r-variable, we also use theC (3/2) basis because the multiplication matrix for (1 − r 2 ) is a normal matrix (see (3.7) ). Since the k
basis is a near-normal 8 matrix; the matrix tends to a normal matrix as k → ∞. Therefore, we representω k (r, z) as
One can show that an n × n discretization of L 1 is given by
where D is given in (3.6), M 1−r 2 = M (see (3.7)), I is the n × n identity matrix, M r 2 = I −M 1−r 2 , M r is multiplication by r in theC (3/2) Looking at (4.8), we find that the coefficient matrix
which after rearranging becomes the following Sylvester matrix equation:
where
Here, B is a normal pentadiagonal matrix after a diagonal similarity transform and A is a near-normal matrix which tends to a normal matrix as k gets large. Moreover, we observe that A has real eigenvalues that are well-separated from the eigenvalues of B and we can solve linear systems of the form (
Therefore, we can apply ADI to (4.10) to solve for each
Case 2: |k| = 1. We continue to representω k (r, z) in the expansion (4.9). When |k| = 1, we find thatω k (r, z) satisfies the following partial differential equation:
We can discretize this as 
Case 3: k = 0. Finally, the zero Fourier mode satisfiesũ 0 (r, z)
We can discretize this as
and solve using the Bartels-Stewart algorithm, costing O(n Figure 6 shows a computed solution to Poisson's equation on the cylinder using this algorithm and confirms the optimal complexity of the resulting solver. Our Poisson solver on the cylinder can be accessed in [11] via the command poisson cylinder(F, tol), where F is the tensor of trivariate Chebyshev-Fourier-Chebyshev coefficients for the doubled-up right-hand side and tol is the error tolerance.
4.2.
A fast spectral Poisson solver on the solid sphere. Consider Poisson's equation on the unit ball, i.e., u xx + u yy + u zz = f on x 2 + y 2 + z 2 ∈ [0, 1] with homogeneous Dirichlet conditions. Our first step is to change to the spherical coordinate system, i.e., (x, y, z) = (r cos θ sin φ, r sin θ sin φ, r cos φ) where r ∈ 
Similar to the cylinder, we use the DFS method to double-up u and f in both the r-and φ-variables and solve forũ over the domain (r, θ, φ)
The doubled-up functions are non-periodic in the r-variable and 2π-periodic in the θ-and φ-variables, leading us to seek the coefficients forũ in a Chebyshev-Fourier-Fourier expansion:
where again we have written the expansion in this form because each Fourier mode in θ can be solved for separately.
As in the cylinder case, to ensure smoothness in (x, y, z) on the solid sphere we will impose partial regularity onũ k (r, φ). Since we have x = r cos θ sin φ and y = r sin θ sin φ, we know that the kth θ-Fourier modeũ k (r, φ) must decay like O((r sin φ) |k| ) as r sin φ → 0. Therefore, we impose the partial regularity condition:
and solve forω k (r, φ). Again, the partial regularity requirement naturally splits into three cases that we treat separately: |k| ≥ 2, |k| = 1, and k = 0. If we represent the r-variable ofω k (r, φ) using theC
basis in r, then for |k| ≥ 2 we obtain n decoupled sparse Sylvester matrix equations with near-normal matrices which we can solve using ADI in O(n 2 (log n) 2 log(1/ )) operations. For k = −1, 0, 1, we use the Bartels-Stewart algorithm to solve the Sylvester equation directly in O(n 3 ) operations. Figure 6 shows a computed solution to Poisson's equation on the solid sphere using this algorithm. Our Poisson solver on the solid sphere can be accessed in [11] via the command poisson solid sphere(F, tol), where F is the tensor of trivariate Chebyshev-Fourier-Fourier coefficients for the doubled-up right-hand side and tol is the error tolerance. 
From section 3, we can discretize (5.1) as
M is the pentadiagonal matrix from section 3, I is the n × n identity matrix, '⊗' is the Kronecker product, and vec(·) is the vectorization operator.
Unlike for the cylinder and sphere, there is no decoupling that allows us to reduce the three-term equation into n two-term equations. Therefore, we would like to solve (5.2) using a generalization of the ADI method without constructing the large Kronecker product matrices; however, it is unclear how to generalize ADI to handle more than two terms at a time [35, p. 31] . Instead, we employ the nested ADI method described in [34] . This simply involves grouping the first two terms together and performing the ADI-like iteration given by
for suitable choices of the shift parameters p i,1 and q i,1 . Since the matrices D xx , D yy , and D zz are Kronecker products involving two copies of A and the identity matrix, it can be shown that the eigenvalue bounds on D xx , D yy , and D zz are the same as in section 3, but squared. Thus, we require O(log n) iterations of (5.3)-(5.4).
To solve the two-term equation ( 
. After the iteration converges, the solution to (5.4) is obtained as X i+1 := Y j+1 . For the optimal choices of p j,2 and q j,2 (see section 2) we expect (5.5)-(5.6) to converge in O(log n) iterations.
Finally, we are left with solving the three linear systems (5.3), (5.5), and (5.6), which each involve a shifted Kronecker system. Each Kronecker system is actually degenerate in one dimension, due to the presence of the identity matrix. Thus, we can decouple (5.3), (5.5), and (5.6) along that degenerate dimension and solve n decoupled systems independently. For example, to solve (5.3) for X i+1/2 we solve
where X(:, :, k) denotes the kth slice of the tensor X in the z-dimension and
To solve each of the decoupled systems (5.7), we can perform yet another nested ADI iteration. If we rewrite (5.7) in the form
then the iteration for each k becomes
After the iteration converges, the solution to (5.3) is obtained for each k as X i+1/2 (:, :, k) := Z +1 . Note that we have multiplied (5.9) by A so that (5.8)-(5.9) can be solved fast. For suitable choices of p ,3 and q ,3 , this will converge in O(log n) iterations. Thus, as in section 3, each of the n decoupled equations can be solved in O(n 2 log n) operations, allowing (5.3), (5.5), and (5.6) to be solved in O(n 3 log n) operations. Since there are two levels of nested ADI iterations above this inner computation, the solution to (5.1) requires O(n 3 (log n) 3 log(1/ )) operations. Figure 7 shows a computed solution to Poisson's equation on the cube using this algorithm and confirms the optimal complexity of the resulting solver. We stress that though this is observed to be an optimal complexity spectral method to solve (5.1), it is far from a practical algorithm; the inner ADI iterations must be solved to machine precision to assure that the outer iterations will converge, resulting in large algorithmic constants that dominate for realistic choices of n. As in section 3, the solver can also be extended to general box-shaped domains. Our Poisson solver on the cube can be accessed in [11] via the command poisson cube(F, tol), where F is the tensor of trivariate Chebyshev coefficients for the right-hand side and tol is the error tolerance.
6. Nontrivial boundary conditions. So far we have assumed zero homogeneous Dirichlet boundary conditions. We now describe how to extend our method to handle more general boundary conditions. 6.1. Nonhomogeneous Dirichlet conditions. To extend our solver to handle nonhomogeneous Dirichlet conditions, we convert the nonhomogeneous problem into a homogeneous one by moving the boundary conditions to the right-hand side. That is, Note that the above steps are in coefficient space and can be done fast. This treatment of Dirichlet conditions works for any of the domains discussed in this paper.
Neumann and Robin. For Neumann or Robin boundary conditions we must abandon bases containing (1−x
2 ) factors and employ a more general discretization scheme. The ultraspherical spectral method [24, 29] discretizes linear PDEs by generalized Sylvester matrix equations with sparse, well-conditioned matrices and can handle boundary conditions in the form of general linear constraints. For Poisson's equation with Neumann or Robin boundary conditions, the method results in a twoterm Sylvester equation with pentadiagonal matrices except for a few dense rows. Experiments indicate that the eigenvalues of the matrices lie within disjoint intervals similar to those in section 3, but this is not theoretically justified. However, in practice we observe that applying the ADI method to these Sylvester matrix equations computes a solution in an optimal number of operations.
In section 3 a spectral discretization of Poisson's equation on the square is derived asÃX − XB = F , whereÃ is a real symmetric pentadiagonal matrix andB = −Ã T . Here, we prove that P2 holds for the Sylvester matrix equation by showing that σ(Ã) ∈ [−1, −1/(30n 4 )]. Our main tool is Gershgorin's circle theorem [12] .
Theorem B.1 (Gershgorin) . Let A ∈ C n×n and λ(A) be an eigenvalue of A. Then, for some 1 ≤ i ≤ n, we have
The bound on the spectrum ofÃ is stated in the following lemma, which we use to determine the number of ADI iterations for our fast Poisson solver on the square.
Lemma B.2. LetÃ ∈ C n×n be the matrix given in (3.9). Then,
where σ(Ã) is the spectrum ofÃ.
Proof. If n = 1, thenÃ = −2/5 and (B.1) trivially holds. For the remainder of the proof we assume that n > 1. Moreover,Ã is a real symmetric matrix so we know that σ(Ã) ⊂ R.
To apply Theorem B.1 we need the entries ofÃ. In section 3,Ã is defined as the symmetric matrix such thatÃ = D −1 s AD s for some diagonal matrix D s . We have analytical formulas for the entries of A, and can therefore derive the diagonal entries of D s . Hence, we can write down explicit expressions for the entries ofÃ.
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SinceÃ is a pentadiagonal matrix with zero sub-and super-diagonals, the even and odd entries of the matrix decouple. That is,
Ã e,e 0 0Ã o,o P, P = I e,: I o,: , where I is the identity matrix and "e" and "o" denote the even-and odd-indexed entries, respectively. The decoupling means that σ(Ã) = σ(Ã e,e ) ∪ σ(Ã o,o ) and (B.1) follows from bounding σ(Ã e,e ) and σ(Ã o,o ) separately. Since two similar matrices have the same eigenvalues, we know that σ(Ã e,e ) = σ(S o,o S, we can calculate explicit formulas for bounds on the maximum and minimum eigenvalues ofÃ e,e andÃ o,o . We obtain simplified bounds on these formulas by doing a Taylor series expansion about n = ∞ and using Taylor's theorem to bound the truncation error. 10 We find that where λ max (Ã) and λ min (Ã) denote the maximum and minimum eigenvalue ofÃ, respectively.
