ABSTRACT Sparse reconstruction has attracted considerable attention in recent years and shown powerful capabilities in many applications. In standard sparse reconstruction, the sparse nonzero elements appear anywhere in a vector. However, in many applications, the nonzero elements usually exhibit additional structure. Structured sparsity can be reconstructed from asymptotically less measurement than standard sparsity. In this paper, a unified framework is given to express the existing sparsity structures. Then efficient algorithm based on split Bregman iteration is proposed to solve the structured sparse reconstruction problem. The convergence of the proposed algorithm is also discussed. Numerical results show the effectiveness of the proposed algorithm for both synthetic and real-world data.
I. INTRODUCTION
Sparse reconstruction has attracted considerable attention in the field of signal processing [1] - [5] , image processing [6] - [9] , statistical and machine learning [10] - [13] . The basic problem of sparse reconstruction is to reconstruct an unknown signal vector x from underdetermined linear measurement y = Ax where y ∈ R m , x ∈ R n , A ∈ R m×n , m < n. Sparsity prior of x can ensure the uniqueness of reconstruction. Here sparsity means k << n while k is the number of nonzero elements in x. The sparse vector x can be reconstructed by min x x 0 s.t. y = Ax,
or its convex relaxation min x x 1 s.t. y = Ax.
In (1) and (2), 0 and 1 regularizations are used to promote sparsity.
In standard sparse reconstruction, the sparse nonzero elements appear anywhere in a vector. However, in many real-life applications, the nonzero elements usually exhibit additional structures, e.g., multiband signals present block structure [14] , [15] , the wavelet coefficients of piecewise smooth signals and images yield tree structure [16] - [18] , video-based signals exhibit joint sparse structure [19] , [20] and multi-channel signals show forest structure [21] . Structured sparsity with compressive sensing (CS) framework is called model-based CS [16] or structured CS [22] . Comparing with standard sparsity, the additional structures can significantly reduce the number of measurements and improve the robustness in presence of noise [16] , [22] - [24] . However, existing works only consider one or two specific structures. In next section we will show that all these structures can be expressed by a unified framework.
For structured sparse reconstruction, the object functions are no longer as simple as problem (1) or (2) . Mixednorm regularizations are used to promote sparse structures. How to reconstruct the structured sparse signal is a challenging task since different structure yields different regularization term. Roughly speaking, there are two main approaches: greedy algorithms and convex relaxation algorithms. In [25] and [16] , greedy techniques are used to recover tree and block sparse signals, which is an extension of orthogonal matching pursuit(OMP) and compressive sampling matching pursuit (CoSaMP). Generally, greedy techniques have lower complexity but inferior accuracy performance to convex optimization techniques [26] . Convex relaxation algorithms for structured sparse reconstruction are usually extended from the methods for standard 1 -regularized problem (2) . In [27] , Alternating direction method (ADM) is used to obtain group or overlapping group sparse solution from 2,1 -regularization, which can be seen as an extension of YALL1 algorithm [28] . In [29] , by combining block-coordinate descent algorithms (BCD) [30] with fast iterative shrinkage-thresholding algorithm (FISTA) [31] , efficient BCD algorithms are presented to solve block sparse and joint sparse problems. Sparse learning with efficient projections (SLEP) [32] first transform the nonsmooth penalties to smooth ones via Euclidean projection and then solve them by Nesterov's accelerated gradient descent method [33] . In [34] , alternating linearization method with skipping and partial splitting (APLM-S), FISTA with partial linearization (FISTA-p) are proposed to deal with group structure. In [17] and [21] , methods based on FISTA are developed to reconstruct tree and forest sparse siganls. Most of these algorithms are designed for specific structures. A general algorithmic framework is needed for the further extension and application of structured sparsity.
In this paper, we show that existing sparse structures can be expressed as overlapping group sparsity and then easily transformed to group sparsity with mixed 2,1 -regularization. Then we propose a new algorithm based on split Bregman iteration to solve the structured sparse reconstruction. The new algorithm is not sensitive to the weight parameters and easy to code. We also prove the convergence of the proposed algorithm. Numerical results for both synthetic and realworld data are used to demonstrate the effectiveness of the proposed algorithm.
The remainder of this paper is organized as follows. In the next section, we review existing sparse structures and incorporate them into a unified framework. Algorithm for structured sparse reconstruction is proposed in section III. Convergence analysis of the proposed algorithm is shown in section IV. Experimental results with comparisons to the state-of-theart algorithms are present in section V. Finally, the conslusion is drawn in section VI.
Through the paper, we denote vectors by boldface lowercase letters, e.g., x, matrices by boldface uppercase letters, e.g., A. S is a set and S c is the complement of S. The cardinality of S is denoted as |S|. x j is the j-th element of x and x s is the subset of x that index by the support s; x 0 , x 1 and x 2 denote the 0 , 1 and 2 norm of a vector x, respectively. R denote the set of real numbers.
II. UNIFIED FRAMEWORK FOR STRUCTURED SPARSITY A. STANDARD SPARSITY
A signal x ∈ R n is k-sparse means k << n where k is the number of nonzero elements in x. Sometimes x itself is not sparse, but has a sparse representation in some basis or frame . e.g., θ = x where θ is the k-sparse coefficient. Without loss of generality, we say x is sparse if x is either sparse itself or has a sparse representation. The set of indices corresponding to the nonzero elements is called the support of x and denoted by supp(x).
B. GROUP SPARSITY
Group(or block) sparsity means nonzero elements are appearing in groups rather than being arbitrarily spread. Generally, for a vector x ∈ R n , {x s i ∈ R n i : i = 1, 2, . . . , |G|} is the grouping of x, where G = {s 1 , s 2 , . . . , s |G| } is the set of groups, s i ⊆ {1, 2, . . . , n} is an index set corresponding to the i−th group, x s i is the subvector of x index by s i . A strict mathematical definition of group sparsity is given as follows.
Definition 1: x is k-group sparsity if
It is easy to see that group sparsity will reduce to standard sparsity if |s i | = 1. Group sparse signal can be reconstructured by min x s∈G
Group sparsity arise in various application such as multiband signal reconstruction [14] , [15] , object recognition [35] , [36] , image processing [37] , [38] . In statistical and machine learning, this structure is called group Lasso [39] - [41] .
In the above group sparse structure, one element can only belong to one group. However, in some applications, an element can belong to more than one group. This structure is known as overlapping group [42] , [43] . The overlapping structure makes problem (3) more challenging to solve. However, overlapping group sparse vector x can be transfered to non-overlapping vector x by
where G ∈ R n×n ( n > n) is used to duplicate the overlapping elements. G is a binary matrix and can be generateed as follows: each row of G contains only one single 1 and 0s elsewhere. In the j-column, the 1 appears corresponds to the j-element of x.
C. JOINT SPARSITY
In multiple measurement vector (MMV) problem, the signal is expressed no longer as a vector but as a matrix. Particularly, consider a signal matrix X = [X 1 , . . . , X L ] ∈ R N ×L . Joint sparsity can be defined as follows.
In joint sparsity, not only each column vector is sparse, but also the support of each column is the same. Joint sparsity can be viewed as a special group sparse case. Definex = vec(X), where vec(·) is the vectorization of a matrix column by column. It is easy to show thatx is a group sparse vector with the same group length L.
Joint sparsity usually appears in magnetoencephalography (MEG) [22] , face recognition [19] and magnetic resonance imaging (MRI) reconstruction [20] .
D. TREE SPARSITY
The wavelet coefficients of most natural signals or images are approximately tree sparse. Specially, The wavelet coefficients of one-dimensional signals form binary trees and those of two-dimensional images yield quadtrees [16] , [17] .
Tree sparsity means if a coefficent on the tree is nonzero, all of its ancestors should be nonzeros. More accurately, we can give a mathematical definition as follows [16] . Here a set of wavelet coefficients S forms a connected subtree means if a coefficient θ i,j ∈ S then its parent θ i−1, j/2 ∈ S as well. Existing approach show that tree sparisty can be approximated as overlapping group sparsity, where each coefficient and its parent coefficients are categorized to one group [17] , [44] .
Tree sparsity is widely applied on MRI reconstruction [17] , [44] , object recognition [45] , target detection and classification [46] .
E. FOREST SPARSITY
For multi-channel images, such as multispectral images, color images and multi-contrast MR images. The wavelet coefficients in each channel yied tree sparsity, and the wavelet coefficients of each channel trend to be zero or nonzero simultaneously due to the same physical object. This combination of joint sparsity and tree sparsity yields a new structure called forest sparsity [21] . Forest sparsity can be defined as follows.
Definition 4: X is k-forest sparsity if θ j = X j and
Forest sparsity can also be approximated as overlapping group sparsity, if each coefficent and its parent across different channels assigned to one group [21] .
F. STRUCTURED SPARSE RECONSTRUCTION MODEL
It is clear to see that all the above structured sparsity can be first approximated as overlapping group sparsity, and then transfered to non-overlapping version. Generally, we can give a structured sparse reconstruction model as follows.
Here x present overlapping group sparsity under the sparse transform matrix , G is a binary matrix which is defined as (4) . s denotes one of the coefficient groups and (·) s means the coefficients in one group s, G is the set of all groups.
In the next section, we will solve problem (5) by split Bregman iteration.
III. SPLIT BREGMAN ALGORITHM FOR STRUCTURED SPARSITY A. SPLIT BREGMAN ITERATION
Split Bregman algorithms, which are motivated by Bregman distance, have been shown its usefulness for solving 1 and 1 -liked problems. In this subsection, we will briefly introduce split Bregman iteration.
Consider a general constrained convex problem
where J (x) is a convex and non-differentiable regularization, e.g., 1 -regularization [47] - [49] , low-rank regularization [50] and total variation(TV) regularization [51] , [52] .
Traditionally, problem (6) can be converted to an unconstrained problem
where λ is the weight coefficient. When λ → ∞, the solution of (7) converges to the one of (6). In practice, an increasing sequence λ 1 < λ 2 < · · · < λ T is used to ensure the convergence, which is called continuation method. However, for many problems, a large value for λ makes (7) extremely difficult to solve. Furthermore, the increasing sequence is usually predefined but not given by an adaptive strategy. These drawbacks make continuation method less efficient [49] . In contrast, Bregman iteration solve problem (6) with fixed λ. For problem (7) with fixed λ, The Bregman iterative scheme is given by
is the Bregman distance at the point x k with convex function J (x), which is defined as
where [47] proved that (8) is equivalent to a simplified iterative process as below.
Note that the value of λ in (10) is a constant. An appropriate λ can result in fast convergence of (10) [49] .
If J (x) is a general 1 -regularization, e.g. J (x) = ϕ(x) 1 with differentiable ϕ(x). The main challenge of (6) is the ''coupling'' of x between 1 and 2 terms in each iteration. Split Bregman method ''de-couple'' the 1 and 2 portions by introducing a new variable z = ϕ(x) and then solve (6) with Bregman iteration. More details of split Bregman iteration can be found in [49] and [51] and our previous work [53] , [54] .
B. SPLIT BREGMAN ITERATION FOR STRUCTURED SPARSITY
In this subsection, we solve problem (5) by split Bregman Iteration.
In problem (5), the variable x is ''coupled'' between different terms. By introducing a new auxiliary variable z = G x, unconstrained problem (5) can be converted to an equivalent problem min x,z s∈G 
Let J (x, z) = s∈G z s 2 + λ 2 Ax − y 2 2 and then we get the Bregman iterative scheme for (12) as follows.
The first minimization of (13) can be solved with respect to x and z as follows: (14) is convex and differentiable, we can get x by the firstorder optimality condition of x. By differentiating (14) with respect to x and then setting the result equal to zero, we have 
which has a close form solution by group-wise shrinkage operator (or soft thresholding) formula [27] .
where
Now, we can present the split Bregman algorithm for structured sparsity (SBSS) as Algorithm 1.
Algorithm 1 SBSS
Require: A, y, x 0 , z 0 , b 0 . Ensure: x.
while ''stopping criterion is not met'' do
end while
In Algorithm 1, the update of x needs to compute (λA T A+ µ T G T G ) −1 , which is computationally expensive. However, noting that A is fixed, this inversion can be precalculated only once. In some real-world application, e.g., image reconstruction, it might be infeasible to compute this inversion due to the huge size of A. There are some ways to reduce this computational burden. The above inverse can be got by Sherman-Morrison-Woodbury formula [27] . In TV denoising model, x can be solved by Gauss-Seidel method [49] , [55] , [56] . In this paper, we slove x inexactly from (14) by steepest descent method, which is a cost-efficient way and used in some related algorithms [17] , [27] , [34] . The update of x in Algorithm 1 will be replaced by
where L x is the step size and
is the gradient of (14) . Numerical experiments in the next section show that only one steepest descent step can achieve sufficient reconstruction accuracy. In this case, iterations in Algorithm 1 only involve matrix-matrix and matrix-vector multiplications, which computational complexity is low.
IV. CONVERGENCE ANALYSIS
The convergence property of Algorithm 1 is shown by the following theorem, which is proven in Appendix A.
Theorem 1: Suppose that there exists at least one solution x * of (5) . Assume that λ > 0. Then we have
Furthermore,
whenever (5) has a unique solution.
V. NUMERICAL EXPERIMENTS
In this section, we present numerical results to illustrate the performance of the proposed SBSS algorithm for both synthetic data and real-world data. 1 All experiments are run in MATLAB 2016b on the PC with Intel(R) Core(TM) 2.5 GHz CPU and 8 G memory.
A. SYNTHETIC DATA EXPERIMENT
In this subsection, we compare the proposed SBSS algorithm with state-of-the-art algorithms, ADAL, FISTA, FISTA-p, APLM-S and ADM for group structured data. The first four are based on augmented Lagrangian framework [34] and the last one is also known as YALL1-Group [27] . Some other algorithms such as ALM-s [34] , ProGrad [57] are not included since they are time-consuming. We test these algorithms on the set of overlapping group sparse data. We generate the overlapping group sparse data like the procedure in [34] and [57] . A vector x ∈ R n is first arranged in groups of ten, with adjacent groups overlapping three elements. In this case, the group indices are predifined like s 1 = {1, 2, . . . , 10}, s 2 = {8, 9, 10, . . . , 15, 16, 17}, s 3 = {15, 16, 17, . . . , 22, 23, 24}, . . .. The support of x is set as the first half of the elements. The nonzero elements of x and measurement matrix A ∈ R m×n are sampled from independent and identically distribution (i.i.d) standard Gaussian distributions. The measurement signal is given by y = Ax + n, where n is Gaussian white noise with 0.01 variance. Relative error is used here to quantify the reconstruction accuracy, which is defined by
where x, x 0 are the reconstructed and original signal, respectively. We generate two sets of data similar to [34] and [57] . In the first set, We fix m = 5000 and vary the number of groups from 100 to 1000 with increments of 100. In the second set, we set the number of groups equal to 200 and vary m from 1000 to 10000 with increments of 1000. To make fair comparisons, all codes are downloaded from the websites of the authors and kept the default parameter settings. 2 For SBSS, we set µ = 1 and λ = 10 5 and update x exactly as Algorithm 1. Fig. 1 and Fig. 2 show how the CPU time and relative error curves of these algorithms change on the two data sets. For the first data set, SBSS and ADM take less CPU time and relative error than the remainder methods, and SBSS shows obvious advantage on the reconstruction accuracy when the number of groups is large. For the second data set, SBSS has the least CPU time in all of these meothods. The reconstruction accuracy of SBSS can be comparable to ADM, and are much smaller than the remainder methods.
B. REAL-WORLD DATA EXPERIMENT
CS-MRI aims to reconstruct MR images from undersampled k-space data based on CS framework [58] . Conventional CS-MRI only uses the sparisty of MR images in some domain. However, recent work show that the wavelet coefficient of MR images yield hierarchical quadtree structure [17] . CS-MRI with tree structure can improve the accuracy and reduce the computational cost.
To illustrate the practicability of the proposed algorithm for real-world data, we test SBSS on tree-based CS-MRI experiment from [17] . In this experiment, we consider MR images as tree sparisty and reconstruct them by tree-based algorithms. We compare SBSS with general tree-based algorithms: AMP [59] , ADM(YALL1-group) [27] , SLEP [32] and WaTMRI [17] . 3 We use the function ''overlapping_LeastR'' in SLEP and ''overlap_primal_solver'' in YALL1-group to solve problem (5) . For WaTMRI, we use the function ''nonboth_WaTMRI'' since problem (5) does not include the 1 and total variation (TV) regularization. For SBSS, we set µ = 1, λ = 100 and update x by (20) with step size L x = 0.01 since the scale of CS-MRI is huge.
In this experiment, we choose a brain image with size 256 × 256, set the sparse transform matrix as Daubechies wavelet with decomposition level 4 and use Pseudo-Gaussian mask as the sampling mask (Fig3). Partial Fourior transform with m rows and n columns is used as the sensing matrix, so the sampling ratio is defined as m/n. All measurements are added with Gaussian white noise with 0.01 variance. Signalto-noise ratio (SNR) and CPU time are used to quantify the reconstruction performance. Here SNR is defined as SNR = 10 · log 10 P s P n ,
where P s is the power of the original image, P n is the mean square error between the original image and the renconstructed one. 3 The MR image and all these compared codes can be found at http://ranger.uta.edu/∼huang/R_CSMRI.htm In this experiment, we first set the sampling ratio equal to 0.18 and give a visual comparisons among the above algorithms. Fig. 4 shows that SBSS has the highest SNR.
Then we vary the sampling ratio equal to 0.18, 0.20, 0.23 and 0.25 and compare the reconstruction performance of the above algorithms. Fig. 5 shows how the CPU time and SNR curves of these algorithms change with the sampling ratio. We can see that the reconstruction accuracy of SBSS is slightly lower than SLEP at only two sampling ratios but higher than other algorithms at each sampling ratio. Meanwhile we can also see that SBSS take the least CPU time in all algorithms. After considering both speed and accuracy, it is believed that SBSS obtain better performance than other algorithms. WaTMRI does not work as well as [17] since the 1 and total variation (TV) regularizations are not used in this experiment.
VI. CONCLUSION
In this paper, we expressed exist sparsity structures as overlapping group sparsity and unified structured sparse reconstruction problem with mixed 2,1 -regularization. We proposed a unified algorithmic framework called SBSS VOLUME 6, 2018 for structrued sparse reconstruction. SBSS is based on split Bregman iteration, which have shown the computationally efficient for 1 -liked problems. Comparing with other structured sparse reconstruction algorithms, the proposed SBSS algorithm has several advantages. Firstly, SBSS is a unified algorithmic framework and can be extended for any specific sparsity due to its unified framework and theoretical guarantees, while existing algorithms are designed for specific structures. Secondly, SBSS is not sensitive to the weighting parameters. Numerical experiments show that predefined µ and λ can guarantee sufficient numerical results. Finially, SBSS is suitable for large-scale problem since the iterarions in SBSS are computational efficient and easy implementation.
In the simulation part, we tested SBSS on synthetic and real-world data with different sparse structure. The numerical results show the superiority of the proposed SBSS algorithm.
In this paper, we considered the reconstruction model with mixed 2,1 -regularization only. However, in some applications, combination of different regularizations may be used. In the future, it would be valuable to extend the algorithm presented here to these models for further applications.
APPENDIX A PROOF OF THEOREM 1
Proof: We divide the proof in two steps. First we prove (21) in Theorem 4.1.
Since subproblems (14) and (15) are convex, the first-order optimality condition of Algorithm 1 gives as follows:
where p k+1 ∈ ∂ s∈G z s 2 | z=z k+1 . For ease of notations, we just denote p k+1 ∈ ∂ s∈G z k+1 s 2 . The subgradient of s∈G z k+1 s 2 can be seen in Appendix B. According to the assumption of Theorem 4.1, x * is the solution of (5). x * must satisfy the first-order optimality condition of (5),
By comparing (27) with (25), we can see that (x * , z * , b * ) is a fixed point of Algorithm 1. [49] show that if the unconstrained spilt Bregman iteration converges, it converges to a solution of (5) .
Denoting
− b * and then subtracting the first equation of (25) by the corresponding one of (27), we have . (29) Similarly, subtracting the second equation of (25) by corresponding one of (27) and then taking inner product of both sides with z k+1 e , we have
where p k+1 ∈ ∂ s∈G z k+1 s 2 , p * ∈ ∂ s∈G z * s 2 . Adding both sides of (29) to (30), we obtain
Furthermore, for the third equation of (25) and the corresponding one in (27) , by the same token, we can get
For ( 
Summing (35) Since p k+1
Since J (·) is continuous, combining (47) and (48), we have
Adding (44) to (49), we get
where the last equality comes from (26) . So the proof of (21) is completed. Finally, we have to show that (22) holds whenever (5) has a unique solution. This conclusion is proved by contradiction.
Defining
we can see that H (x) is convex and lower semi-continuous. It is clear that H (x * ) > H (x) for x = x * since x * is the unique minimizer of (5).
Suppose that (22) does not hold. It means that there exists a subsequence x k i satisfied x k i − x * 2 > for some > 0 and all i. Then, H (x k i ) > min{H (x) : x k i − x * 2 = }. Let z be the intersection of {x : x k i − x * 2 = } and the line from x * to x k i , then there must exist a t ∈ (0, 1) such that z = tx * + (1 − t)x k i . Combining the convexity of H and the definition of x * , we have
VOLUME 6, 2018 Denotex = min{H (x) : x k i − x * 2 = }. From (21), we have
which leads to a contradiction. This completes the proof of (22) .
APPENDIX B SUBGRADIENT OF s∈G z s 2
The subgradient of s∈G z s 2 is obtained as 
