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BFN SPRINGER THEORY
JUSTIN HILBURN, JOEL KAMNITZER, AND ALEX WEEKES
Abstract. Given a representation N of a reductive group G, Braverman-Finkelberg-
Nakajima have defined a remarkable Poisson variety called the Coulomb branch. Their
construction of this space was motivated by considerations from 3d gauge theories
and symplectic duality. The coordinate ring of this Coulomb branch is defined as a
convolution algebra, using a vector bundle over the affine Grassmannian of G.
This vector bundle over the affine Grassmannian maps to the space of loops in the
representation N. We study the fibres of this maps, which live in the affine Grassman-
nian. We use these BFN Springer fibres to construct modules for (quantized) Coulomb
branch algebras. These modules naturally correspond to boundary conditions for the
corresponding gauge theory.
We use our construction to partially prove a conjecture of Baumann-Kamnitzer-
Knutson and give evidence for conjectures of Hikita, Nakajima, and Kamnitzer-McBreen-
Proudfoot. We also prove a relation between BFN Springer fibres and quasimap spaces.
1. Introduction
1.1. The Coulomb branch and BFN Springer fibres. Let G be a reductive group
and let M denote a quaternionic representation of G. Associated to the pair (G,M)
physicists have defined a 3d N = 4 gauge theory. One interesting invariant of the
theory is its moduli space of vacua, which is a union of hyperkahler manifolds. For
some time, it was an open question how to compute the ring of algebraic functions on
a certain irreducible component of this moduli space, known as the Coulomb branch
[BDG]. Braverman-Finkelberg-Nakajima [BFN1] solved this problem completely under
the assumption that M admits a G-invariant Lagrangian splitting M = N ⊕N∗.
Their construction of this ring begins by defining a certain convolution variety, anal-
ogous to the Steinberg variety. Let D denote the formal disk and D× the punctured
disk. Define,
TG,N ={(P, σ, s) : P is a principal G-bundle on the D,
σ is a trivialization of P on D×, s ∈ Γ(D,NP )}
This space is an (infinite-rank) vector bundle over the affine Grassmannian and also
comes with a map TG,N → NK := Γ(D
×, N). We can form the fibre product of two
copies of this space over NK,
ZG,N = TG,N ×NK TG,N
Then [BFN1] define A0 := H•([ZG,N/GK]) to be the homology of the stack quotient
of ZG,N by the group GK. The homology A0 carries a convolution algebra structure.
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Due to infinite-dimensionality issues, the definition of this homology from [BFN1] is a
bit subtle, see section 2.3.
Braverman-Finkelberg-Nakajima prove that A0 is a commutative algebra and define
the Coulomb branch by MC(G,N) := SpecA0. They also define a non-commutative
version HC
×
• ([ZG,N/GK]), where C
× acts by rotation on the formal disk D.
There is a natural analogy between TG,N → NK and the Springer resolution T
∗B → N
(where B is the flag variety and N is the nilpotent cone). In classical Springer theory,
one considers fibres of the Springer resolution and uses them to construct representations
of the homology of the Steinberg variety T ∗B ×N T
∗B.
For this reason, it is natural to consider fibres of the map TG,N → NK, which we call
BFN Springer fibres. For any c ∈ NK, this fibre is given by
Spc := {(P, σ) : σ
−1(c) ∈ Γ(D,NP )} = {[g] ∈ GK/GO : g
−1c ∈ NO}
For the second description, we undo the usual modular description of the affine Grass-
mannian GrG = GK/GO.
The purpose of this paper is to study these BFN Springer fibres and use them to
construct modules for these Coulomb branch algebras. Our construction can be viewed
as a generalization of the construction of Cherednik algebra modules using the homology
of affine Springer fibres (see Varagnolo-Vasserot [VV] and Oblomkov-Yun [OY]).
1.2. Physics Interpretation. In [BDGH], Bullimore-Dimofte-Gaiotto-Hilburn stud-
ied boundary conditions for these 3d N = 4 gauge theories that preserve 2d N = (2, 2)
supersymmetry. They showed that from each boundary condition one can construct a
module over the Coulomb branch algebra.
One particular nice class of boundary conditions are parameterized by triples B =
(N, c,H) where c ∈ N , and H ⊆ StabG(c). In the physics literature the choice H = 1
is referred to as Dirichlet boundary condition for the gauge field. The choice H = G is
called the Neumann boundary condition for the gauge field.
In [DGGH] and [HY], the first author and his coauthors showed that that the com-
pactification of the A-twisted 3d theory on a circle gives rise to the 2d TQFT associated
to the category of D-modules on NK/GK. (See [BF, CoG, CCG] for other perspectives
on these ideas.) In particular, each boundary condition can be wrapped on the circle
to give an object of this category. The boundary condition B gives rise to the delta
functions supported on c/HK →֒ NK. Furthermore, it was also shown that each vortex
line gives rise to a D-module on the loop space. In particular, the trivial vortex line 1
is associated with the structure sheaf of NO/GO. From this perspective, the work of
Braverman-Finkelberg-Nakajima shows that End(1) = A0, as is expected on physical
grounds.
In [DGGH], it is argued that the space of local operators living at the intersection of a
half space with boundary condition B and the trivial line operator 1 oriented transverse
to the boundary is given by
Hom(1,B) ∼= HHK• (Spc).
When one can make sense of the HK-equivariant homology, we expect that this is an
A0-module. One can elaborate on this construction by replacing 1 with a flavour vortex
line labeled by a cocharacter µ : C× → F , or equivalently by replacing c with zµc, to
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construct a module which we will call B[µ]. Physically, taking equivariant homology for
the loop rotation corresponds to turning on an omega background.
For physical reasons it is expected that these modules coincide with the ones con-
structed by [BDGH] and we show this in the abelian case. Furthermore, the local
operators in A-twisted 2d N = (2, 2) theory are closely related to quantum cohomol-
ogy so on physical grounds we expect that these modules also coincide with the ones
constructed by Teleman in [T]. We will return to this in future work.
1.3. Geometric properties. The affine Grassmannian GK/GO has connected com-
ponents Gr(σ) labelled by σ ∈ π1(G) (for us G is often a product of general linear
groups and thus π1(G) is infinite). Moreover each connected component Gr(σ) is usually
infinite-dimensional (unless G is a torus), so potentially Spc is quite a complicated space.
For example, if N is the adjoint representation, then Spc is the usual affine Springer
fibre, see for example [Y]. However, we consider situations in which Spc behaves more
like the following example.
Example 1.1. Suppose that G = GLk and N = Hom(C
n,Ck) with k ≤ n. Let c ∈ NK
be a surjective map.
If c ∈ N(C), then it is easy to see that Spc is actually independent of c and coincides
with the positive part of affine Grassmannian of GLk. This is the locus of all O-lattices
in Kk which contain Ok. Thus each connected component of Spc is a finite-dimensional
projective variety.
Our first result (Theorem 3.4) shows that the components Spc(σ) = Spc ∩Gr(σ) are
well-behaved under the assumption that c ∈ NK is GIT-stable.
Theorem 1.2. Let c ∈ NK. Assume that c is χ-stable for some χ : GK → K
×, with
trivial stabilizer. Then for each σ ∈ π1(G), Spc(σ) is a finite-dimensional projective
variety.
1.4. Modules. The second theorem of this paper is the construction of modules using
BFN Springer fibres and more generally certain equivariant sheaves. Since the category
of GK-equivariant D-modules on NK is difficult to work with technically, we will work
with P-equivariant sheaves on NO, where
P = {(g, v) : g ∈ GK, v ∈ NO, gv ∈ NO}
is the groupoid obtained by restricting the GK-action to NO. In section 4.2, (Theorem
4.9) we prove the following result.
Theorem 1.3. For any P-equivariant sheaf F , there is a A0-module structure on
H−•GO(NO,F).
If GK acts with finite stabilizer
◦
Lc on c ∈ NK, then there is a P-equivariant sheaf
F such that H−•GO(NO,F) = H
◦
Lc
• (Spc) and thus we get an A0-module structure on
H
◦
Lc
• (Spc).
The proof of Theorem 1.3 involves adapting the proof from [BFN1] of the associativity
of the algebra A0 and inserting our sheaf F into the process.
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1.5. Flavour symmetry and weight modules. In the theory of Coulomb branches,
it is frequently important to consider the presence of another symmetry group F , called
the flavour group. Thus assume that we are given an extension
1→ G→ G˜→ F → 1
where F is a torus, and an action of G˜ on N extending the action of G.
Braverman-Finkelberg-Nakajima [BFN1] used the loop rotation action and the flavour
group to define the non-commutative algebra Coulomb branch algebra A = HG˜O⋊C
×
• (R)
containing H•F×C×(pt) in its centre. We modify the Theorem 1.3 appropriately to get
an action of this larger algebra. In particular, we get an action of A on HLc• (Spc), where
Lc is the stabilizer of c in G˜
O
K ⋊C
×.
The algebraA contains a large commutative subalgebraH•
G˜×C×
(pt), called the Gelfand-
Tsetlin subalgebra, and a smaller commutative subspace H2G(pt), called the Cartan sub-
algebra. In this paper, we will study weight modules for A, that is modules on which
the Cartan subalgebra acts semisimply after specializing the centre (see Definition 5.4).
We prove the following result (Corollary 5.15).
Theorem 1.4. If c ∈ NK has trivial stabilizer in G, then H
Lc
• (Spc) is a weight module
with weight spaces HLc• (Spc(σ)).
Another important class of modules is category O. To specify this category, we need
to choose a character χ : G → C×. This collapses the π1(G)-grading on A to a Z-
grading and thus we may consider category O modules, which are those weight modules
with bounded above weight spaces. The following result (Theorem 5.21) is a fairly easy
application of the definition of stability.
Theorem 1.5. Assume that c ∈ NK is χ-stable. Then H
Lc
• (Spc) lies in category O.
1.6. Fixed points and changing Lagrangians. Consider the Hamiltonian reduction
M = T ∗N // G; this is called the Higgs branch of the corresponding gauge theory.
An important conjecture of Hikita and Nakajima (see [Hik] and [KTWWY1, §8]) relates
the equivariant cohomology of this Higgs branch to the B-algebra of A. Under the
assumption of isolated fixed points, this implies that there is bijection between F–fixed
points (T ∗N // G)F in the Higgs branch and Verma modules for A. More precisely,
given a fixed point [c], we get a splitting F → G˜ whose image is the stabilizer of c in G˜.
The fixed point [c] should correspond to a highest weight module for A, such that the
action of the Cartan subalgebra of A on the highest weight space is determined by the
above splitting.
Consider now a fixed point c ∈ (N / G)F . In this case, our general construction gives
a moduleMc := H
F×C×
• (Spc). In section 5.7 we verify that these modules lie in category
O and have the desired highest weights. Thus, we give a conceptual explanation for the
Hikita-Nakajima conjecture. (The reader should note that our method only covers those
fixed points which lie in these N / G, see section 7.4.)
Braverman-Finkelberg-Nakajima showed that the algebra A depends only on M and
not on N [BFN1, §6(viii)]. If we pick a different G-invariant Lagrangian subspace
N ′ ⊂ T ∗N , then we get an isomorphism A(G,N) ∼= A(G,N ′). Thus our construction
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can be viewed as giving modules Mc for all c ∈ NK. However, if c ∈ NK ∩N
′
K happens
to lie in two different Lagrangians, then the modules we obtain will be different, as can
be seen in the abelian case.
1.7. Toric case. Suppose that G = T is a torus. In this case, the Springer fibres and
the associated modules can be very easily understood. Using our method, we construct
all the indecomposable weight modules in category O. Furthermore one can encode the
structure of these modules using hyperplane arrangements as in [BLPW1, BDGH].
1.8. Quiver case. Another important case is when the pair G,N comes from a quiver.
Fix a finite quiver Q with vertex set I. Fix I-graded vector spaces V,W . Let G =∏
GL(Vi) and let N be the usual vector space of framed representations of the quiver Q
on the vector spaces V,W . Thus a point c ∈ N corresponds to a representation V of the
quiver Q along with a framing W → V . For the character of G given by the product of
determinants, the point c is stable when the image of W generates V as a CQ-module.
In section 7.2, we give the following description of the Springer fibre for stable points.
Theorem 1.6. Assume that c ∈ N is stable. Then
Spc = {VO ⊆ L ⊂ VK : L is an CQ⊗O submodule of VK}
In particular, this shows that Spc is independent of the choice of framing.
In this quiver case, the Coulomb branch is a generalized affine Grassmannian slice.
Thus, Theorem 1.3 provides a quasi-coherent sheaf on the generalized affine Grassman-
nian slice whose space of sections is given by the homology of this space of CQ ⊗ O-
submodules.
Remark 1.7. Motivated by the theory of MV polytopes and Duistermaat-Heckman
measures, Baumann, Knutson, and the second author [BKK] formulated a general con-
jecture relating preprojective algebra modules and MV cycles. In particular, given any
preprojective algebra module, we conjectured the existence of a quasi-coherent sheaf
whose support was a union of MV cycles. As explained in section 7.3, Theorems 1.3 and
1.6 establish our conjecture for the case where the preprojective algebra module comes
from a quiver representation. This was one of the main motivations for the current
paper.
1.9. Quasimap spaces. The space Spc can be viewed as the space of maps from D to
the stack [N/G], whose restriction to D× is given by c. For this reason it is interesting
to relate Spc to spaces of based maps from P
1 to [N/G]; these are usually called “based
quasimaps” in the literature.
To explain the relation, let us begin with the special case where G =
∏n−1
i=1 GLi
and N = ⊕n−1i=1 Hom(C
i,Ci+1) (coming from the quiver in Figure 1). In this case,
the Coulomb branch MC(G,N) coincides with the nilpotent cone of GLn. Moreover,
the quantized algebra A coincides with the asymptotic enveloping algebra U~gln (see
Theorem 5.8). We choose c ∈ N to correspond to the standard embeddings Ci →֒ Ci+1.
The space Ln := QMc(P
1, [N/G]) of based maps from P1,∞ to the stack [N/G], c is
called Laumon’s quasiflag space, because it parametrizes flags of locally free sheaves
on P1, which are standard at ∞. A celebrated result of Kuznetsov [Ku] shows that
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1 2 n− 1· · · n
Figure 1. A linearly oriented, type An−1 quiver with framing at the last node
Laumon’s space Ln provides a small resolution of the Drinfeld’s Zastava space Zn,
which is the space of based maps from P1 to the stack [SLn / Un/Tn], where Un the
maximal unipotent subgroup of GLn and Tn its torus.
In this case, the central fibre of the map Ln → Zn is isomorphic to the BFN Springer
fibre Spc, and as each component of the Zastava space is contractible, this provides an
isomorphism H•(Ln) ∼= H•(Spc).
Now, let G,N be an arbitrary pair as before and let c ∈ N . In order to generalize the
computation of the equivariant I-function of G/P in [B] to a computation of equivariant
I-functions of Lagrangians in other symplectic resolutions, [BDGH] studied the space of
based quasimaps QMc(P
1, [N/G]). In particular, they gave an action of the quantized
Coulomb branch algebra on the cohomology of this space.
In section 8.1, we generalize the Laumon/Drinfeld setup by defining Zastava-type
quasimaps QMc(P
1, [N / G′/H]), where G′ is the commutator subgroup of G and H =
G/G′ (a torus). These quasimaps have a degree σ ∈ π1(G) and we have decompositions
QM(. . . ) = ∪σQM
σ(. . . ). Under a mild assumption on c, we can prove the following
theorem.
Theorem 1.8. Let G,N be as above and assume c ∈ N has trivial stabilizer in G.
(1) There is a natural map
QMc(P
1, [N/G]) → QMc(P
1, [N / G′/H])
(2) For each σ, QMσc (P
1, [N/G′/H]) is an affine scheme contractible to the constant
map c.
(3) Assume that the scheme theoretic fibre of N → N / G′ over the point [c] is
isomorphic to G′. Then the central fibre of QMσc (P
1, [N/G]) → QMσc (P
1, [N /
G′/H]) is isomorphic to Spc(σ).
This theorem is illustrated by the diagram
Spc(σ) QM
σ
c (P
1, [N/G])
{c} QMσc (P
1, [N / G′/H])
The main step in the proof is a careful study (section 8.3 of the space of based quasimaps
into a torus quotient.
Remark 1.9. As a corollary of this theorem, we see thatH•(Spc)
∼= H•(QMc(P
1, [N/G]).
Thus by transport de structure, H•(QMc(P
1, [N/G]) acquires an A-module structure. It
is an open question whether this coincides with the other A-actions on (co)homology of
quasimap spaces constructed by [FFFR, BFFR, N2, BDGHK].
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For example, H•(Ln) acquires a U~gln-module structure by this theorem. On the other
hand, in [FFFR], Feigin-Finkelberg-Frenkel-Rybnikov constructed a module structure in
(localized) equivariant cohomology. It seems that using results on compatibility with
localization from Garner-Kivinen [GK], it should be possible to relate these two actions.
More generally, by changing the dimension vectors in Figure 1, we obtain actions of
finite W-algebras on the homology of parabolic Laumon spaces, see Proposition 7.11.
These should be related to similar actions defined by Braverman-Feigin-Finkelberg-
Rybnikov [BFFR] and Nakajima [N2].
Remark 1.10. The generating function (with respect to the degree σ) for the Euler
characteristics of the quasimap space QMc(P
1, [N/G]) is closely related to the I-function
which appears in the study of the quantum cohomology of the Higgs branch T ∗N // χG
(for the Calabi-Yau specialization). Thus Theorems 1.4 and 1.8 relate the characters of
modules for A to this quantum cohomology. This provides a conceptual explanation for
a conjecture of the second author with McBreen and Proudfoot [KMP].
1.10. Other relations to the literature. This paper represents one idea of how to
construct Coulomb branch algebra modules using the geometry of the BFN space. An-
other approach has been pursued by Webster [Web], in which he established a Koszul
duality between Higgs and Coulomb branches. The exact relationship between our ap-
proach and Webster’s remains an interesting subject for future research. Yet a third
approach (perhaps closer in spirit to Webster’s than to ours) has been pursued by Naka-
jima (unpublished).
One advantage of our approach is that it produces geometric descriptions of modules.
This is very well illustrated by the recent work of Garner and Kivinen [GK] who use our
results to give an action of the spherical rational Cherenik algebra on the homology of
Hilbert schemes on plane curve singularities.
1.11. Acknowledgements. We would like to thank Roman Bezrukavnikov, Alexan-
der Braverman, Sabin Cautis, Tudor Dimofte, Michael Finkelberg, Dennis Gaitsgory,
Davide Gaiotto, Niklas Garner, Oscar Kivinen, Allen Knutson, Michael McBreen, Di-
nakar Muthiah, Hiraku Nakajima, Andrei Negut, Nicholas Proudfoot, Sam Raskin, Ben
Webster, and Zhiwei Yun for helpful conversations.
J.K. was supported by an NSERC Discovery Grant. J.H. is part of the Simons
Collaboration on Homological Mirror Symmetry supported by Simons Grant 390287.
This research was supported in part by Perimeter Institute for Theoretical Physics.
Research at Perimeter Institute is supported by the Government of Canada through
the Department of Innovation, Science and Economic Development Canada and by the
Province of Ontario through the Ministry of Research, Innovation and Science.
2. The setup
Let G be a reductive group. Let T denote the maximal torus of G.
We write K = C((z)),O = C[[z]] and we consider the groups GK = G((z)), GO =
G[[z]]. We will study the affine Grassmannian GrG = GK/GO.
Assume now that we have an extension
1→ G→ G˜→ F → 1
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where F is a torus. Following the physics literature, we call F the flavour torus.
We define the group G˜OK to be the preimage of FO under the map G˜K → FK. We
have that Gr = G˜OK/G˜O.
We have an action of C× on G˜K and G˜
O
K by loop rotation and we can form the
semidirect products G˜K ⋊ C
× and G˜OK ⋊C
× (and similarly for G˜O). We have that
Gr = G˜OK ⋊C
×/G˜O ⋊C
×.
2.1. GIT and the Higgs branch. Let N be a representation of G˜. We assume that
there exists a central µ0 : C
× → G˜ giving the scaling action on N ; i.e. for all s ∈ C×
and n ∈ N , we have µ0(s)n = sn and µ0(s) lies in the centre of G˜. The existence of this
C× will be useful to us later. In most situations, there is a natural µ0. In any case, G˜
can always be enlarged to ensure the existence of such a µ0.
We will be interested in quotients of N and its cotangent bundle by the action of G.
Fix a homomorphism χ : G → C×. For each n ∈ N, we define the nχ-semi-invariant
functions on N by
C[N ]G,nχ = {f ∈ C[N ] : f(gv) = χ(g)nf(v) for all g ∈ G, v ∈ N}
These form the components of a graded ring. Thus we can form the projective GIT
quotient
N / χ G = Proj
⊕
n≥0
C[N ]G,nχ.
Now consider the cotangent bundle T ∗N = N ⊕ N∗. We have a moment map Φ :
T ∗N → g, defined by Φ(α, v)(X) = α(Xv). We can form the symplectic reduction
T ∗N // χ G = Φ
−1(0) / χ G.
called the Higgs branch corresponding to the pair G,N .
These quotients carry an action of the flavour torus F and we have an inclusion
N / χ G→ T
∗N // χ G.
Definition 2.1. Let c ∈ N . We say that c is χ-semistable, if there exist n ∈ N, f ∈
C[N ]G,nχ such that f(c) 6= 0. We say that c is χ-polystable, if there exist n ∈ N, f ∈
C[N ]G,nχ such that f(c) 6= 0 and the orbit Gc is closed in {n ∈ N : f(n) 6= 0}. Finally,
we say that c is χ-stable, if it is polystable and if c has finite stabilizer in G.
Consider the action of G on N × C defined by g · (v, a) = (gv, χ−1(g)a). Then an
element c ∈ N is χ–semistable if and only if N × {0} does not meet the closure of the
orbit G · (c, 1).
The following result (which we were not able to find in the literature) will be very
useful to us later.
Lemma 2.2. If c ∈ N is χ-stable, then the map G→ N ×C given by g 7→ (gc, χ(g)−1)
is proper.
Proof. Since c is χ-stable, there exist n ∈ N, f ∈ C[N ]G,nχ such that f(c) 6= 0 and the
orbit Gc is closed in U := {n ∈ N : f(c) 6= 0}.
Consider the closed subvariety of N × C defined by
Y = {(v, a) : f(v)an = f(c)}
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Note that the above morphism G→ N × C factors through Y .
We have a commutative diagram
Y
G Gc U
The map G → Gc is finite, hence proper. Since Gc is closed in U , the map G → U is
proper. Since Y → U is separated, we deduce that G→ Y is proper.
As Y is a closed subvariety of N×C, we deduce that the given morphism G→ N×C
is proper. 
2.2. The BFN space. Following Braverman-Finkelberg-Nakajima [BFN1], we will now
define certain spaces which are used to construct the Coloumb branch.
Let NO = N ⊗ C[[z]] and NK = N ⊗ C((z)). These are the sections (over the disc D
and punctured disc D×, respectively) of the trivial vector bundle with fibre N .
We can consider the vector bundle
TG,N := GK ×GO NO → Gr
We may identify TG,N as a moduli space as follows.
TG,N ={(P, σ, s) : P is a principal G-bundle on the disc D,
σ is a trivialization of P on D×, s ∈ Γ(D,NP )}
Here NP = P ×G N denotes the associated N bundle coming from the principal G-
bundle.
The map
p : TG,N → NK [g, v] 7→ gv
is an analog of the Springer resolution. Its fibres were called generalized affine Springer
fibres by Goresky-Kottwitz-MacPherson [GKM]. We will refer to these fibres as BFN
Springer fibres.
Considering both of the above maps, we see that
TG,N = {([g], w) ∈ Gr×NK : w ∈ gNO}
Now, form the space
ZG,N := TG,N ×NK TG,N = {([g1], [g2], w) ∈ Gr×Gr ×NK : w ∈ giNO}
This is an analog of the Steinberg variety. It admits a moduli description as follows.
ZG,N = {(P1, σ1, s1), (P2, σ2, s2) ∈ T
2
G,N : σ1(s1) = σ2(s2)}
In other words we consider two principal G-bundles on D, each trivialized away from 0
and equipped with a section of the associated N bundle, and we demand that the two
sections are equal when regarded (using the trivializations) as rational sections of the
trivial N bundle.
We have a diagonal action of GK on ZG,N . We would like to consider the GK-
equivariant homology of ZG,N , but this is difficult becauseGK is badly infinite-dimensional.
To avoid this problem, we follow [BFN1].
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Let
RG,N = p
−1(NO) = {([g], w) ∈ Gr ×NO : w ∈ gNO}
The modular description of RG,N is as follows.
RG,N = {(P, σ, s) ∈ TG,N : σ(s) ∈ NO}
In other words, we consider a principal G bundle on D, a trivialization σ away from 0
and a section s of the associated N bundle, such that σ(s) extends to a section over D
over the trivial N bundle.
Then we have ZG,N = GK ×GO RG,N and thus [RG,N/GO] = [ZG,N/GK]. This stack
is the moduli stack of pairs (P, s) where P is a principal G-bundles on the raviolo curve
D ∪D× D and s is a section of the associated N -bundle.
We write simply T ,R,Z, when G and N are fixed.
Following [BFN1, page 6], we define an action of the group G˜K⋊C
× on TG,N ,ZG,N , NK,
where C× acts by a combination of loop rotation and scaling of N with weight 1/2. Sim-
ilarly, the group G˜O ⋊C
× acts on RG,N .
2.3. The (quantized) Coulomb branch. Following Braverman-Finkelberg-Nakajima
[BFN1], we can form the convolution algebra
A := HG˜O⋊C
×
• (RG,N )
The algebra A is called the universal quantized Coulomb branch algebra.
In the above definition of A, Braverman, Finkelberg, and Nakajima use a renormalized
dualizing sheaf which is denoted ωRG,N [−2 dimNO] and then A is defined to be A =
H−•
G˜O⋊C×
(RG,N , ωRG,N [−2 dimNO]). The actual definition of this homology involves
finite-dimensional approximations to RG,N and to the group G˜O; we refer to section
2(ii) of [BFN1] for the precise definition. Intuitively, we can think that classes in A
are represented by cycles in RG,N which have finite-dimensional image under the map
RG,N → Gr and are finite codimensional along the fibres.
The (nonquantized) Coulomb branch algebra A0 is defined as A0 = H
GO
• (RG,N ).
It is a commutative algebra and SpecA0 is called the Coulomb branch.
2.4. Components of the affine Grassmannian. The group GK and the affine Grass-
mannian Gr are disconnected with connected components labelled by π1(G). Note that
π1(G) = X∗(T )/Q∗(G), where X∗(T ) denotes the coweight lattice of T and Q∗(G) de-
notes the coroot lattice. Let π = π1(G).
We get decompositions GK = ⊔σ∈πGK(σ) and Gr = ⊔σ∈πGr(σ).
For any dominant coweight λ, we may also consider Grλ = GOz
λ. These GO orbits
partition Gr and in particular we have that Gr(σ) = ∪Grλ where the union is taken over
those dominant λ ∈ X∗(T ) such that [λ] = σ.
2.5. The Springer fibre and the orbital variety. Let c ∈ NK. Let
◦
Lc ⊂ GK be the
stabilizer of c.
Definition 2.3. We would like to consider the BFN Springer fibre over c. This will
come in two flavours.
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First, we can take the actual Springer fibre at c,
Spc := p
−1(c) = {[g] ∈ Gr : c ∈ gNO}.
From the action of GK on Gr, we see that
◦
Lc acts on Spc. We define Spc(σ) = Spc∩Gr(σ)
and we see that Spc is the disjoint union of these Spc(σ). Note however that the action
of
◦
Lc may not preserve these pieces.
Second, we can consider an orbital variety analog. Namely, let
◦
Vc = GKc ∩NO
The variety
◦
Vc has an action of GO.
Finally, we consider a third space which maps to both of these
◦
Xc = {g ∈ GK : gc ∈ NO}
We will give
◦
Vc a scheme structure as a closed subscheme of the orbit space GKc. It
will not typically be a locally closed subscheme of NO, though there will be a morphism
◦
Vc → NO.
Lemma 2.4. We have an isomorphisms of stacks [
◦
Lc\Spc]
∼= [GO\
◦
Xc/
◦
Lc] ∼= [GO\
◦
Vc].
Proof. Note that we have maps q1 :
◦
Xc →
◦
Vc (given by g 7→ gc) and q2 :
◦
Xc → Spc
(given by g 7→ [g−1]) and these maps are
◦
Lc and GO principal bundles, respectively. So
the result follows. 
Now, let us assume that
◦
Lc is finite-type and each component Spc(σ) is of finite type
(in Theorem 3.4 we will show that this holds if c is χ-stable for some character χ). In
this case, the dualizing sheaf ωSpc exists and we can use the above isomorphism of stacks
to transfer it to a GO-equivariant sheaf on
◦
Vc, which we can denote ω ◦
Vc
[−2 dimGO +
2dim
◦
Lc]. By definition we have that
H∗GO(
◦
Vc, ω ◦
Vc
[−2 dimGO + 2dim
◦
Lc]) ∼= H
∗
◦
Lc
(Spc, ωSpc)
3. Finite-dimensionality
The goal of this section is provide a criterion on c ∈ NK which will ensure that each
component Spc(σ) is finite-dimensional.
3.1. Semisimple groups. We begin with the case that G is semisimple. In this case,
GrG has only finitely connected components, though for the moment we will just focus
on the identity component Gr(0) and the corresponding component Spc(0).
Theorem 3.1. Assume that G is semisimple. Let c ∈ NK. Assume that the GK orbit of
c is closed in the Zariski topology on NK (viewed as a variety over K). Assume also that
GK acts freely on c. Then there exists a dominant coweight λ such that Spc(0) ⊂ Gr
λ
G.
In particular Spc(0) is a finite-dimensional projective variety.
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Lemma 3.2. Let G, c be as in statement of the above theorem. For any a ∈ C[G], there
exists n ∈ Z such that if [g] ∈ Spc, then val a(g) ≥ n.
Proof. Consider the map of affine K-varieties GK → NK given by g 7→ gc, leading to the
K-algebra map K[NK]→ K[GKc]. Since the orbit is closed, this map is surjective.
Thus, we can find a′ ∈ K[NK] such that a
′(g−1c) = a(g) for all g ∈ GK. Since
K[NK] = C[N ]⊗C K, we can write a
′ =
∑k
i=1 ai ⊗ pi, where pi ∈ K. Let n = mini val pi.
Suppose that [g] ∈ Spc. We have that a
′(g−1c) =
∑
ai(g
−1c)pi. Since [g] ∈ Spc, we
have that g−1c ∈ NO and so val ai(g
−1c) ≥ 0. Thus,
val a(g) = val a′(g−1c) =
∑
val ai(g
−1c)pi ≥ min
i
pi ≥ n

Proof of Theorem 3.1. Let λ be a dominant coweight and let [g] ∈ Gr(0). We know that
[g] ∈ Grλ if and only if val a(g) ≥ 〈w0λ, µ〉 for all dominant weights µ of G and for all
a ∈ V (µ)∗ ⊗ V (µ) (see for example [KMW]). In fact, it suffices to check this for a finite
set S of µ which spans the weight lattice. Fix such a set S. For each µ ∈ S, pick a basis
for V (µ)∗⊗V (µ) and apply Lemma 3.2 to the elements in this basis. Thus we conclude
that there exists nµ such that
[g] ∈ Spc ⇒ val(a(g)) ≥ nµ for all a ∈ V (µ)
∗ ⊗ V (µ)
Choose λ such that 〈w0λ, µ〉 ≤ nµ for all µ ∈ S. Thus, we see that if [g] ∈ Spc(0), then
[g] ∈ Grλ as desired. 
3.2. Reduction to semisimple case. We start with the following simple observation.
Let G be a reductive group and let G′ be its commutator subgroup (which is semisimple).
The identity component of the affine Grassmannian of G′ is isomorphic to every con-
nected component of the affine Grassmannian of G. We will need to consider Springer
fibres for both G and G′, so we write Spc,G and Spc,G′ to distinguish them. The proof
of the following lemma is immediate.
Lemma 3.3. Let c ∈ NK. Fix a coweight τ and let σ = [τ ] ∈ π.
(1) The map g 7→ zτg gives an isomorphism
GrG′(0) ∼= GrG(σ)
(2) This restricts to an isomorphism
Spz−τc,G′(0)
∼= Spc,G(σ)
Now we will combine this Lemma with our analysis of the semisimple case.
Theorem 3.4. Let c ∈ NK. Assume that c is χ-stable for some homomorphism χ :
GK → K
×. Assume also that GK acts freely on c. Then for each σ ∈ π, Spc(σ) is a
finite-dimensional projective variety.
Proof. Choose any coweight τ such that [τ ] = σ. Since c is χ-stable, the map GK →
NK×K given by g 7→ (gc, χ(g)
−1) is proper. In particular, the image of G′Kz
−τ is closed
in NK ×K.
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Since G′ is semisimple, χ is the identity on G′K and thus the image of G
′
Kz
−τ is the
set
{gz−τ c : g ∈ G′K} × {χ(z
τ )}
Since this second factor is a point, we see that the G′K orbit of z
−τc is closed in NK.
Thus, by Theorem 3.1, we conclude that Spc(σ) is a finite-dimensional projective
variety. 
4. Modules from equivariant sheaves
4.1. Some sheaf theory. We work with equivariant derived categories of constructible
sheaves on spaces such as T ,R and NO and
◦
Vc. These are (placid) ind-schemes of
infinite type, and some care is required in defining associated categories. This is done
by expressing these spaces as limits of finite-dimensional approximations, as in [BFN1,
Section 2(ii)]. Standard results about constructible sheaves on finite-dimensional spaces
naturally extend to this generality. In particular, we will appeal to several compatibilities
between functors from [AHR, Appendix B].
Remark 4.1. Very general theories of sheaf categories on ind-schemes are developed
in [R], [BKV], which should be flexible enough to define categories such as DGO(
◦
Vc) in
full generality. Since our proofs appeal to basic properties of sheaf functors, they should
extend to these general settings.
4.1.1. Pull-back with supports. We recall the definition of pull-back homomorphisms
with supports, following [BFN1, 3(ii)]. Consider a Cartesian square
(1)
X Y
M N
i
g
j
f
Let A,B be complexes of sheaves on M,N , respectively. Given ϕ : f∗A→ B, we define
(2) i!A −→ i!f∗f
∗A ∼= g∗j
!f∗A
g∗j!ϕ
−−−→ g∗j
!B
where the first arrow is the unit of the adjunction (f∗, f∗), and the middle isomorphism
is base-change. The morphism (2) is called pull-back with supports with respect to
ϕ.
Under the (f∗, f∗) adjunction, ϕ : f
∗A → B corresponds to ϕ˜ : A → f∗B. Using ϕ˜
we may rewrite the pull-back with supports in a slightly simpler way.
Lemma 4.2. The pull-back with supports homomorphism is equivalently given by the
composition
i!A
i!ϕ˜
−−→ i!f∗B ∼= g∗j
!B,
Remark 4.3. Suppose that M is a smooth variety, and f : N →֒M is an embedding of
a smooth subvariety of complex codimension d. Then there is a canonical isomorphism
f∗ωM ∼= ωN [2d]. The pull-back with supports with respect to this isomorphism gives us
a morphism
ωX = i
!ωM → g∗j
!ωN [2d] = g∗ωY [2d]
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Pushing forward to a point gives H•(X) → H•−2d(Y ) which corresponds to the usual
restriction with supports in Borel-Moore homology, see [ChG, §8.3.21].
4.1.2. Composition. Consider the situation of two vertically stacked Cartesian squares:
(3)
Z W
X Y
M N
k ℓ
h
i j
g
f
Given A,B,ϕ as above, we can produce elements of
Hom(k!i!A,h∗ℓ
!j!B) ∼= Hom
(
(i ◦ k)!A,h∗(j ◦ ℓ)
!B
)
by iterating the pull-back with supports construction twice, or all at once, respectively.
These two homomorphisms are identified, as is encoded by the commutative diagram
k!i!A k!i!f∗B k
!g∗j
!B h∗ℓ
!j!B
(i ◦ k)!A (i ◦ k)!f∗B h∗(j ◦ ℓ)
!B
k!i!ϕ˜
∼
∼
∼
∼
∼
(i◦k)!ϕ˜ ∼
The rows correspond to the respective pull-back with supports maps (using Lemma 4.2),
and the commutativity of the right pentagon corresponds to the composition property
for base change as in [AHR, Figure B.7(c)].
Remark 4.4. Given horizontally stacked Cartesian squares, we can also produce mor-
phisms by using pull-back with supports in two different ways. These again agree, this
time by the composition for base change encoded by [AHR, Figure B.7 (d)].
4.1.3. Proper direct image. For a proper morphism i : X → M and a sheaf A on M ,
there is a natural map on hypercohomology:
H•(X, i!A) = H•(M, i∗i
!A) = H•(M, i!i
!A) −→ H•(M,A),
induced by the counit of the adjunction (i!, i
!). We call this morphism the proper
direct image.
Consider the situation where the vertical arrows i, j in (1) are proper, and we are
given ϕ : f∗A→ B as per usual. Then we have a diagram in hypercohomology:
(4)
H•(X, i!A) H•(Y, j!B)
H•(M,A) H•(N,B)
The bottom map is induced by ϕ˜, the top by the pull-back with supports with respect
to ϕ, and the vertical arrows are proper direct image.
Lemma 4.5. The diagram (4) commutes.
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Remark 4.6. In the case when A = ωX , the proper direct image corresponds to the
proper direct image map in Borel-Moore homology [ChG, §8.3.19]. Moreover the pre-
vious lemma generalizes the smooth base change in Borel-Moore homology [ChG, Prop
2.7.22].
4.2. Definition of the action. Because the definition of the quantized Coulomb branch
involves RG,N (and not ZG,N), we will define our modules using a diagram involving
NO. We closely follow [BFN1, Sections 3(i)-(iii)].
We begin by considering the groupoid given by restricting the action of GK on NK to
NO. We define
P = {(g, v) ∈ GK ×NO : gv ∈ NO}
This is a groupoid over NO with source and taget maps d1, d2 : P → NO defined by
d1(g, v) = v, d2(g, v) = gv. We let P
(2) denote the scheme of composable arrows in this
groupoid. Explicitly, we have
P(2) = {(g1, g2, v) ∈ GK ×GK ×NO : g2v, g1g2v ∈ NO}
This comes with three projections d12, d13, d23 : P
(2) → P given by
(5) d12(g1, g2, v) = (g2, v) d13(g1, g2, v) = (g1g2, v) d23(g1, g2, v) = (g1, g2v)
We also consider a variation on the unit of this groupoid: the inclusion u : GO×NO →֒ P
defined by (g, v) 7→ (g, v). We denote u1, u2 : GO × NO → NO the maps u1(g, v) = v,
u2(g, v) = gv.
Remark 4.7. For any object F of the GO–equivariant derived category of NO, there is
a canonical isomorphism u!1F
∼= u!2F .
Definition 4.8. Let F be an object of the GO-equivariant derived category of NO.
We say that F is P-equivariant, if we are given an isomorphism β : d!1F → d
!
2F
(as objects in the GO ×GO–equivariant derived category of P) such that the following
diagram commutes
(6)
d!13d
!
1F d
!
13d
!
2
d!12d
!
1F d
!
23d
!
2F
d!12d
!
2F d
!
23d
!
1F
d!13β
d!12β d
!
23β
(as objects in the GO×GO×GO–equivariant derived category of P
(2)). We also require
that the diagram
(7)
u!d!1F u
!d!2F
u!1F u
!
2F
u!β
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commutes, where the bottom arrow is the canonical isomorphism from Remark 4.7.
Our primary example of such an F is the sheaf F = ω ◦
Vc
[−2 dimGO+2dim
◦
Lc], which
we obtained from the dualizing sheaf from Fc. This sheaf has a natural P–equivariant
structure: for i = 1, 2 we have a Cartesian diagram
(8)
{
(g, v) ∈ GK ×
◦
Vc : gv ∈
◦
Vc
}
P
◦
Vc NO
di
By base change, d!iF is given by the ∗–pushforward of the (shifted) dualizing sheaf
along the top inclusion. The latter is independent of i, and thus gives an isomorphism
d!1F
∼= d!2F .
Theorem 4.9. If F is a P-equivariant object of the GO-equivariant derived category
of NO, then H
−•
GO
(NO,F) carries a left module structure for the algebra A0, which is
H•G(pt)–linear in the first variable.
In particular, when Spc and
◦
Lc are of finite type, then
Mc := H
◦
Lc
• (Spc) = H
−•
GO
(
◦
Vc, ω ◦
Vc
[−2 dimGO + 2dim
◦
Lc])
is an A0–module.
We will now define the action of A0 on H
−•
GO
(NO,F). To that end, consider the
following commutative diagram:
(9)
R×NO P R NO
T ×NO GK ×NO
i
p q
j
m
p˜
The map p˜ is given by (g, v) 7→ ([g, v], v), and m by [g, v] 7→ gv. The vertical arrows
are the inclusion maps, and p is defined by restriction. Finally q is the quotient map
(g, v) 7→ [g, v], which realizes P as a principal GO–bundle over R. These maps are
equivariant for group actions as in [BFN1, (3.4)]; in particular GO×GO acts on GK×NO
by (h1, h2) · (g, v) = (h1gh
−1
2 , h2v).
Lemma 4.10. There is an isomorphism of GO ×GO–equivariant complexes
(10) p˜∗
(
ωT [−2 dimNO]⊠ F
) ∼
−→ ωGK [−2 dimGO]⊠ F
Proof. As in the proof of [BFN1, Lemma 3.5], we write p˜ = (p˜T , p˜NO ) in terms of its
components. Since p˜NO is a projection, we have
p˜∗NOF
∼= CGK ⊠ F
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Meanwhile p˜T : GK ×NO −→ T is a GO–bundle, so
p˜∗T (ωT )
∼= p˜!T (ωT )[−2 dimGO]
∼= ωGK ⊠ ωNO [−2 dimGO]
But NO is smooth, so ωNO
∼= CNO [2 dimNO]. 
Using the pull-back with supports homomorphism from Section 4.1.1 with respect to
(10), we get a morphism
(11)
ωR[−2 dimNO]⊠F = i
!
(
ωT [−2 dimNO]⊠ F
)
−→ p∗j
!
(
ωGK [−2 dimGO]⊠ F
)
= p∗d
!
1F [−2 dimGO]
where the last equality comes from the fact that d1 equals j composed with the projection
GK ×NO → NO.
Next, we use the P-equivariant structure on our sheaf F to obtain
(12) d!1F [−2 dimGO]
β
−→ d!2F [−2 dimGO] = q
!m!F [−2 dimGO]
where we use that d2 = m ◦ q.
Next, we note that the map q is a principal GO-bundle and thus, q
! = q∗[2 dimGO]
and so
(13) H•GO×GO (P, q
!m!F [−2 dimGO]) ∼= H
•
GO
(R,m!F)
Finally, we have the proper direct image for the morphism m which gives us
(14) H•GO(R,m
!F)→ H•GO(NO,F)
Combining all these steps together (applying push forward to a point when needed),
and remembering that A0 = H
−•
GO
(R, ωR[−2 dimNO]), we finally obtain
A0 ⊗H
−•
GO
(NO,F) −→ H
−•
GO
(NO,F)
as desired.
Proof of Theorem 4.9. To see that this defines a module structure, we closely follow the
proof of [BFN1, Theorem 3.10], with some minor changes.
To begin, recall that the action was defined as a composition of four steps given in
equations (11) – (14). We will write these steps in a condensed form as follows
(15) H(ωR ⊠ F)
p∗
−→ H(d!1F)
β
−→ H(d!2F)
∼= H(m!F)
m∗−−→ H(F)
We have omitted the equivariance groups, we have left out the spaces on which we take
these cohomologies, and we have left out the cohomological degrees and shifts. We have
also named the pull-back with supports p∗ and the proper direct image m∗, which will
be helpful for keeping track of these later.
First, we verify that the identity element r0 ∈ A0 acts as the identity, where r0 is the
fundamental class of the fibre of R→ Gr over [1]. Consider the commutative diagram
NO ×NO GO ×NO NO
R×NO P R NO
p0 u2
p q m
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Here p0 = (u2, u1) sends (g, v) 7→ (gv, v). The vertical arrows are closed embeddings;
note that the leftmost vertical arrow uses the map NO →֒ R, v 7→ [1, v] which is the
inclusion of the fibre over [1]. The middle rightward arrows are both quotients by GO
actions. We use this diagram to add another row to (15):
(16)
H(ωNO ⊠ F) H(u
!
1F) H(u
!
2F) H(F)
H(ωR ⊠ F) H(d
!
1F) H(d
!
2F) H(m
!F) H(F)
p∗0 ∼ ∼
p∗ β ∼ m∗
The vertical arrows are proper pushforwards along the vertical arrows in (16). The
middle square uses the compatibility (7). In the leftmost square, we define the top edge
by pull-back with supports, so that this square commutes by Lemma 4.5. Using that
ωNO [−2 dimNO] = CNO , this pull-back with supports morphism is simply the adjoint
of the morphism
p∗0(CNO ⊠ F) = u
∗
2(CNO)⊗ u
∗
1(F) = u
∗
1(F)
Thus the composed top row of (16) is the canonical action H(CNO ⊠ F)→ H(F). For
any b ∈ H(F) the class r0⊗b comes by pushforward along the left vertical arrow in (16),
and so we can compute the product r0 ∗ b by tracing the effect through the diagram.
Combined with the above discussion, this proves that r0 acts as the identity.
Second, we will show that (a1 ∗ a2) ∗ b = a1 ∗ (a2 ∗ b) for a1, a2 ∈ A0 and b ∈ H(F).
Recall the definition of the multiplication from [BFN1], which makes use of the following
diagram [BFN1, (3.2)] (except that we have swapped the roles of p˜ and p, etc).
(17)
R×R p˜−1(R×R) p˜−1(R×R)/GO R
T ×R GK ×R
i
p q
j
m
p˜
The multiplication in A0 is given by the following sequence
(18) H(ωR ⊠ ωR)
p∗
−→ H(ωp˜−1(R×R)) ∼= H(ωq(p˜−1(R×R)))
m∗−−→ H(ωR)
where the first arrow is a pull back with supports with respect to an isomorphism
p˜∗(ωT [−2 dimNO]⊠ ωR)→ ωGK [−2 dimGO]⊠ ωR)
the second arrow is the canonical isomorphism from a GO-bundle and the last is the
proper direct image.
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Now we consider the following large commutative diagram, analogous to [BFN1,
(3.11)]. It is the “product” of the top line of (9) with the top line of (17):
(19)
R×NO P R NO
p˜−1(R×R)/GO ×NO P
(2)/GO×1 P(2)/GO×GO R
p˜−1(R×R)×NO P
(2) P(2)/1×GO P
R×R×NO R×P R×R R×NO
p q m
m×idNO d13 m
q×idNO
p×idNO
p2
p1
d23
p
q
idR×p idR×q idR×m
where the maps p, q,m denote either those from (9) or from (17). The maps dij were
defined in (5). Finally, the map p1 : P
(2) → p˜−1(R×R)×NO is given by p1(g1, g2, v) =
(g1, [g2, v], v) and p2 : P
(2) → R×P is given by p2(g1, g2, v) = ([g1, g2v], g2, v).
Now, we use (19) to construct an even larger diagram of maps of cohomology of
sheaves
(20)
H(ωR ⊠F) H(d
!
1F) H(d
!
2F) H(F)
H(d!13d
!
1F) H(d
!
13d
!
2F)
H(d!23d
!
2F) H(d
!
2F)
H(d!23d
!
1F) H(d
!
1F)
H(ωp−1(R×R) ⊠ F) H(d
!
12d
!
1F) H(d
!
12d
!
2F)
H(ωR ⊠ ωR ⊠ F) H(ωR ⊠ d
!
1F) H(ωR ⊠ d
!
2F) H(ωR ⊠ F)
p∗ β m∗
(d13)∗
β
(d13)∗
(d23)∗
m∗
β
(d23)∗
β
m∗⊗id
p∗1 β
p∗
id⊗p∗
p∗2
id⊗β
p∗2
id⊗m∗
p∗
We are using the same conventions as above regarding ommitting equivariance groups,
cohomological degrees and shifts, and spaces. We have also ommitted the canonical
isomorphisms related to the principal GO-bundles, in order to make the diagram simpler.
On the other hand, the spaces P,R×P each have two cohomology groups attached to
them, while P(2) has six cohomology groups (the ones in the middle of the diagram).
The morphisms in this diagram are labelled in our usual way, except that we have
not defined the pull-back with supports for p1, p2 — we will do so shortly.
Notice that following the boundary of (20) up, and then right, from H(ωR⊠ωR⊠F)
to H(F) is the definition of (a1 ∗a2)∗b (see (15) and (18)). On the other hand, following
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the boundary right, and then up, is the definition of a1 ∗ (a2 ∗ b). Thus, it suffices to
prove the commutativity of each face of (20).
Bottom left square. First, we consider the bottom left square. This square involves
two pairs of pull-back with supports homomorphisms. It extends to a commutative cube
(21)
GK ×R×NO GK × P
p−1(R×R)×NO P
(2)
T ×R×NO T × P
R×R×NO R×P
p˜×idNO
idGK ×p
p˜2
p×idNO
p1
idT ×p
idR×p
p2
Arrows from the front square to the back are closed embeddings. The map p˜2 is
analogous to the corresponding map p2 in the front square, and sends (g1, g2, v) 7→
([g1, g2v], g2, v).
We have the following morphisms corresponding the arrows in the back square
(p˜× idNO)
∗A −→ ωGK [−2 dimGO]⊠ ωR[−2 dimNO]⊠ F(22a)
(idGK ×p)
∗(ωGK [−2 dimGO]⊠ ωR[−2 dimNO]⊠ F) −→ B(22b)
(idT ×p)
∗A −→ ωT [−2 dimNO]⊠ d
!
1F [−2 dimGO](22c)
p˜∗2(ωT [−2 dimNO]⊠ d
!
1F [−2 dimGO]) −→ B(22d)
where
A = ωT [−2 dimNO]⊠ ωR[−2 dimNO]⊠ F ,
B = ωGK [−2 dimGO]⊠ d
!
1F [−2 dimGO]
The morphism (22a) comes from [BFN1, Lemma 3.5], the morphisms (22b) and (22c)
come from (11), and the morphism (22d) is an isomorphism similar to [BFN1, Lemma
3.5]. It is easy to see that the composition of first two morphisms equals the composition
of the second two morphisms; both compositions lie Hom(t∗A,B), where t = (idGK ×p)◦
(p˜ × idNO) = p˜2 ◦ (idT ×p) is the diagonal map across this square.
Since the top, right, left, and bottom faces of the cube are Cartesian, the pull-back
with supports with respect to these four morphisms gives the four morphisms in the
bottom left square of (20) — in particular, we use pull-back with supports with respect
to (22b) to define p∗1 and we use pull-back with supports with respect to (22d) to define p
∗
2
. Thus the above equality of compositions in the back square implies the commutativity
of the bottom left square of (20).
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Bottom central square. Now we consider the square
(23)
H(P(2), d!12d
!
1F [−2 dimNO]) H(P
(2), d!12d
!
2F [−2 dimNO])
H(R×P, ωR ⊠ d
!
1F) H(R×P, ωR ⊠ d
!
2F)
β
id⊗β
p∗2 p
∗
2
(We are still simplifying by leaving off equivariance groups and cohomological shifts.)
Recall that the left vertical p∗2 was defined using pull-back with supports with respect
to the map (22d)
p˜∗2(ωT [−2 dimNO]⊠ d
!
1F) −→ ωGK [−2 dimGO]⊠ d
!
1F
The right vertical p∗2 is defined using the pull-back with supports with respect to a
similar map
(24) p˜∗2(ωT [−2 dimNO]⊠ d
!
2F) −→ ωGK [−2 dimGO]⊠ d
!
2F
Moreover these two maps fit into a commutative diagram using β : d!1F → d
!
2F . Hence
the naturality of pull-back with supports gives us the commutative diagram (23).
Bottom right pentagon. Now we consider the bottom right pentagon, except that
we will quotient its left column by the action of GO. We must prove the commutativity
of the following square.
(25)
H(P(2)/1×GO, d!23d
!
1F) H(P, d
!
1F)
H(R×R, ωR ⊠m
!F) H(R×NO, ωR ⊠ F)
(d23)∗
m∗
p∗2 p
∗
where the pull-back with supports p∗2 was defined above with respect to (24). Here we
are using that d!23d
!
1F = d
!
12d
!
2F .
We would like to apply Lemma 4.5, but we first need to relate the two pull-back with
supports in this diagram.
For this reason, we complete the bottom right square of (19) to the following com-
mutative cube.
GK ×R GK ×NO
P(2)/1 ×GO P
T ×R T ×NO
R×R R×NO
p˜2
idGK ×m
p˜
p2
d23
idT ×m
idR×m
p
where we have slightly abused notation by using the same letters to denote maps after
the reduction by GO.
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The existence of this cube means that we can apply Section 4.1.2 to conclude that p∗2
is also the pull-back with supports with respect to the morphism
p∗ωR[−2 dimNO]⊠ F → d
!
1F [−2 dimGO]
corresponding to the right vertical edge in (25).
So we are in a position to apply Lemma 4.5 to conclude that (25) commutes.
Remaining faces. The top left square commutes analogously to the bottom right
square. The middle hexagon (which looks like a rectangle) commutes by the commuta-
tivity of (6). The other two squares that involve two parallel βs commute analogously
to the bottom central square. Finally, the top right square is just proper direct image
for the map d2 ◦ d23 = d2 ◦ d13 : P
(2) → NO factored in two different ways and so it
commutes.

4.3. Auxillary action diagram. Now, we consider the case where our sheaf F comes
from another space Z. More precisely, assume that we have the following data
(1) a space Z with an action of GO and an equivariant morphism r : Z → NO,
(2) an action of the groupoid P on Z, compatible with r and equivariant for the
action of GO,
(3) a GO-equivariant sheaf F on Z,
(4) a P-equivariant structure on F .
Let us explain more precisely the fourth point. The action of P on Z is a map
c2 : P ×NO Z = {(g, v, z) ∈ P × Z : r(z) = v} → Z
such that r(c2(g, v, z)) = d2(g, v) = gv. We require that c2 is invariant for the “diagonal”
action of GO given by h · (g, v, z) = (gh
−1, hv, hz) and equivariant for the “left” action
given by h · (g, v, z) = (hg, v, z).
We also have the projection map c1 : P ×NO Z → Z given by c1(g, v, z) = z. Note
that the diagrams
(26)
P ×NO Z Z
P NO
ci
r(1) r
di
commute and are Cartesian for i = 1, 2, where r(1) is projection.
Also, consider
P(2) ×NO Z = {(g1, g2, v, z) ∈ P
(2) × Z : r(z) = v}
which comes with three maps cij : P
(2) ×NO Z → P ×NO Z given by
c12(g1, g2, v, z) = (g2, v, z), c13(g1, g2, v, z) = (g1g2, v, z),
c23(g1, g2, v, z) = (g1, g2v, c2(g2, v, z))
There is also a unit morphism GO × Z →֒ P ×NO Z defined by (g, z) 7→ (g, r(z), z).
A P-equivariant structure on F is an isomorphism β : c!1F → c
!
2F (in the GO×GO-
equivariant derived category of P×NO Z), such that the analog of the hexagon (6), with
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dij , dk replaced by cij , ck, commutes. We also require that the obvious analog of the unit
axiom (7) holds.
For the remainder of this section, let us fix all this data.
Lemma 4.11. r∗F is a P-equivariant sheaf on NO, with equivariant structure given by
r
(1)
∗ β.
Proof. By base change for the Cartesian squares (26), we see that d!ir∗F
∼= r
(1)
∗ c
!
iF .
Thus r
(1)
∗ β gives the desired isomorphism d
!
1r∗F → d
!
2r∗F .
To deduce the commutativity of the hexagon (6), we begin with the correspond-
ing hexagon containing cij , ck. Then we apply r
(2)
∗ , where r
(2) is the projection r(2) :
P(2) ×NO Z → P
(2). Finally we use base change as above.
The proof of the compatibility for unit axiom (7) is similar. 
Now consider the following modification of (9)
(27)
R× Z P ×NO Z P ×NO Z/GO Z
T × Z GK × Z
iZ
pZ
jZ
mZ
p˜Z
Here p˜Z(g, z) = ([g, r(z)], z) and pZ is defined by restriction. The map mZ is the result
of descending c2 by the diagonal action of GO.
Lemma 4.12. We have an isomorphism
(28) p˜∗Z(ωT [−2 dimNO]⊠ F)
∼
−→ ωGK[−2 dimGO]⊠ F
which after applying (idGK , r)∗ fits into the bottom row of the following commutative
diagram
p˜∗(ωT [−2 dimNO]⊠ r∗F) ωGK[−2 dimGO]⊠ r∗F
(idGK , r)∗p˜
∗
Z(ωT [−2 dimNO]⊠ F) ωGK[−2 dimGO]⊠ r∗F
where the left vertical arrow is the base change morphism p˜∗(idT , r)∗ → (idGK , r)∗p˜
∗
Z for
the Cartesian square
(29)
T × Z GK × Z
T ×NO GK ×NO
idT ,r
p˜Z
idGK ,r
p˜
and the top horizontal arrow is (10), for r∗F .
Proof. Since p˜Z factors as GK ×Z → GK ×NO ×Z → T ×Z, the proof of Lemma 4.10
gives the desired result. 
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We apply pull-back with supports with respect to (28) and we get
ωR[−2 dimNO]⊠ F → (pZ)∗j
!
Z(ωGK [−2 dimGO]⊠ F) = (pZ)∗c
!
1(F [−2 dimGO])
Using the equivariant structure c!1F
β
−→ c!2F , the isomorphism from GO-equivariance,
and proper direct image for mZ , we get
(30) H•GO×GO(R× Z,ωR[−2 dimNO]⊠ F)→ H
•
GO(Z,F)
Proposition 4.13. Under the isomorphism H•GO(Z,F)
∼= H•GO(NO, r∗F), the action
of A0 on H
−•
GO
(Z,F) is given by (30).
Proof. Using condensed notation as in (15), consider the diagram
H(ωR ⊠ F) H(c
!
1F) H(c
!
2F) H(m
!
ZF) H(F)
H(ωR ⊠ r∗F) H(d
!
1r∗F) H(d
!
2r∗F) H(m
!r∗F) H(r∗F)
p∗
Z
∼
β
∼
∼
∼
(mZ )∗
∼ ∼
p∗ r
(1)
∗ β ∼ m∗
The top row encodes the auxillary action via (27), while the bottom row encodes the
usual action (15) applied to r∗F . The vertical arrows are the obvious isomorphisms. We
wish to show that all squares in the diagram commute. This is straightforward for all
squares except for the leftmost one; for example, the square involving β is commutative
by our definition of the P–equivariant structure on r∗F .
Commutativity for the leftmost square will follow if we show that, when we apply
(idR, r)∗ to the morphism
(31) ωR[−2 dimNO]⊠ F → (pZ)∗c
!
1(F [−2 dimGO]),
then we obtain the morphism (11) for the sheaf r∗F
(32) ωR[−2 dimNO]⊠ r∗F → p∗d
!
1(r∗F [−2 dimGO])
To prove this we consider the following cube, whose back and front squares were used
to define the above morphisms:
(33)
R× Z P ×NO Z
R×NO P
T × Z GK × Z
T ×NO GK ×NO
iZ
pZ
jZ
i
p
j
p˜Z
p˜
The arrows from the back square to the front are induced from r : Z → NO in the
obvious ways, and all of the faces are Cartesian.
Denoting A = ωT [−2 dimNO]⊠ F and B = ωGK [−2 dimGO]⊠ F , recall that by the
adjoint to (28) we have a morphism A → (pZ)∗B. Consider a commutative diagram
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built out of this morphism by applying functors and natural isomorphisms:
(idR, r)∗i
!
ZA i
!(idT , r)∗A
(idR, r)∗i
!
Z(p˜Z)∗B i
!(idT , r)∗(p˜Z)∗B
(idR, r)∗(pZ)∗j
!
ZB i
!p˜∗(idGK , r)∗B
p∗r
(1)
∗ j
!
ZB p∗j
!(idGK , r)∗B
∼
∼
∼ ∼
∼ ∼
∼
The vertical arrows at the top come from A → (p˜Z)∗B. The commutativity of the
hexagon is encoded by [AHR, Figure B.8(b)] applied to the cube (33).
Now on the one hand, by passing from the top left to the far left we get precisely the
functor (idR, r)∗ applied to (31). On the other hand, passing all the way down the right
side of the diagram gives the pull-back with supports (for the front square) with respect
to the morphism
(34) p˜∗(idT , r)∗A −→ (idGK , r)∗B
which is adjoint to the result of applying (idT , r)∗ to the adjoint of the morphism (28).
Finally, observe that the map (32) is defined by pull-back with supports of an a priori
different morphism p˜∗(idT , r)∗A −→ (idGK , r)∗B given by (10). Thus we must show that
the morphisms (34) and (10) are equal.
Consider the following diagram of sheaves on T ×NO.
(35)
(idT , r)∗A p˜∗p˜
∗(idT , r)∗A p˜∗(idGK , r)∗B
(idT , r)∗(p˜Z)∗p˜
∗
ZA p˜∗(idGK , r)∗p˜
∗
ZA p˜∗(idGK , r)∗B
p˜∗(10)
p˜∗(id,r)∗(28)
The left square commutes by applying Lemma 4.14 to the Cartesian square (29) and
the right square commutes by Lemma 4.12.
Following this diagram along the top, and then down the right, gives the adjoint of
(10). Following the diagram down, and then along the bottom gives the adjoint of (34).
Thus the morphisms (10) and (34) are equal and the result follows.

Lemma 4.14. Consider a Cartesian square
X Y
M N
i j
g
f
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Then for any sheaf A on X, the following diagram commutes
i∗A f∗f
∗i∗A
i∗g∗g
∗A f∗j∗g
∗A
where the right vertical morphism is the base change morphism.
4.4. Examples of the action. There are some special cases of this auxilliary action
which will be of interest.
4.4.1. Springer fibres. Let c ∈ NK and assume that the stack [
◦
Vc/GO] admits a dualizing
sheaf. Then we take Z =
◦
Vc,F = ω ◦
Vc
[−2 dimGO + 2dim
◦
Lc]. As discussed before, in
this case the module is isomorphic to H
◦
Lc
• (Spc).
4.4.2. Losing matter. Suppose that N = N ′ ⊕N ′′ splits as a representation of G. Then
there is an inclusion of algebras
(36) A0(G,N) = A0(G,N
′ ⊕N ′′) →֒ A0(G,N
′)
by [BFN1, Remark 5.14]. Given a P–equivariant sheaf F on N ′O, we may define an
action of A0(G,N) on H
−•
GO
(N ′O,F) in two a priori different ways:
On the one hand, by Theorem 4.9 the algebra A0(G,N
′) acts on H−•GO(N
′
O,F). By
restricting this module under the inclusion map (36), we obtain an action of A0(G,N).
On the other hand, the space Z = N ′O and its sheaf F naturally fit into the framework
of Section 4.3. So Proposition 4.13 provides another action of A0(G,N) on H
−•
GO
(N ′O,F).
Proposition 4.15. The action of A0(G,N) on H
−•
GO
(N ′O,F) via the inclusion (36)
agrees with the action defined by the auxillary action diagram (27).
Before we prove this result, let us first recall the construction of (36). For brevity we
will omit G from our notation, writing RN instead of RG,N , and so on. Consider the
space
RN ′,N ′′ =
{
[g, (n1, n2)] ∈ GK ×GO (N
′
O ⊕N
′′
O) : gn1 ∈ N
′
O
}
We use this space as an intermediary, via the obvious diagram
RN RN ′,N ′′ RN ′
α b
The map α is a closed embedding, and therefore proper. Applying Section 4.1.3 to
the sheaf ωRN′,N′′ [−2 dimNO] we obtain the proper direct image map H
GO
∗ (RN ) →
HGO∗ (RN ′,N ′′).
Meanwhile, b is a vector bundle with fibres isomorphic to N ′′O, so b
∗ = b![−2 dimN ′′O].
Together with the unit of the adjunction (b∗, b∗), we get a morphism
ωRN′ [−2 dimN
′
O] −→ b∗ωRN′,N′′ [−2 dimNO]
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Taking cohomology gives the Gysin isomorphism HGO• (RN ′)
∼
−→ HGO• (RN ′,N ′′). Com-
posing the inverse of this isomorphism with the above proper direct image defines (36):
HGO∗ (RN ) H
GO
∗ (RN ′,N ′′) H
GO
• (RN ′)
∼
Proof of Proposition 4.15. Consider a commutative diagram:
(37)
RN ×N
′
O PN ′ RN ′ N
′
O
RN ′,N ′′ ×N
′
O PN ′ RN ′ N
′
O
TN ×N
′
O GK ×N
′
O
α×id
The arrows in the left squares are just restrictions of the usual ones from the diagram
(9) for (G,N). Meanwhile, the rightward pointing arrows are precisely those from the
diagram (9) for (G,N ′).
The first and third rows form the auxillary action diagram (27) for Z = N ′O. Note
that PN ×NO N
′
O
∼= PN ′ is the groupoid corresponding to (G,N
′).
In Lemma 4.16 below, we will show that the bottom two rows of (37) define the action
of A0(G,N
′) on H−•GO(N
′
O,F), under the above Gysin isomorphism for b.
Proposition 4.15 now follows from our results from Section 4.1, applied to the left-
most squares: the pull-back with supports from the bottom row to the top may be
computed by first passing to the middle row (section 4.1.2), and proper base change in
the top left square (Lemma 4.5). 
Lemma 4.16. Under the Gysin isomorphism A0(G,N
′) = HGO• (RN ′)
∼
−→ HGO• (RN ′,N ′′)
defined by b above, the action of A0(G,N
′) on H−•GO(N
′
O,F) is defined by the bottom two
rows of the diagram (37).
Proof. It suffices to study the bottom left square in (37). Consider a commutative prism:
RN ′ ×N
′
O
RN ′,N ′′ ×N
′
O PN ′
TN ′ ×N
′
O
TN ×N
′
O GK ×N
′
O
iN′
b,id
pN′
pN′,N′′
jN′
p˜N′
iN′,N′′
b˜,id
p˜N′,N′′
In the bottom triangle, the map b˜ : TN → TN ′ is a vector bundle with fibres isomorphic
to N ′′O. Denoting A = ωTN′ [−2 dimN
′
O]⊠ F and B = ωTN [−2 dimNO]⊠ F , there is an
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isomorphism
(b˜, id)∗A ∼= (b˜, id)!A[−2 dimN ′′O]
∼= B
Denoting C = ωGK[−2 dimGO]⊠F , we have B → (p˜N ′,N ′′)∗C from Lemma 28. Finally,
Lemma 4.10 gives A→ (p˜N ′)∗C. It is not hard to see that the latter morphism is related
to the first two: it is equal to the composition
(38) A −→ (b˜, id)∗(b˜, id)
∗A ∼= (b˜, id)∗B −→ (b˜, id)∗(p˜N ′,N ′′)∗C ∼= (p˜N ′)∗C
We now build another large commutative diagram:
i!N ′A (b, id)∗(b, id)
∗i!N ′A
i!N ′(b˜, id)∗(b˜, id)
∗A (b, id)∗i
!
N ′,N ′′(b˜, id)
∗A
i!N ′(b˜, id)∗B (b, id)∗i
!
N ′,N ′′B
i!N ′(b˜, id)∗(p˜N ′,N ′′)∗C (b, id)∗i
!
N ′,N ′′(p˜N ′,N ′′)∗C
i!N ′(p˜N ′)∗C (b, id)∗(pN ′,N ′′)∗j
!
N ′C
(pN ′)∗j
!
N ′C
∼
∼
∼
∼
∼
∼ ∼
∼ ∼
The left column is the pull-back with supports for the composition (38). The top square
is built out of the units of adjunctions plus base change, and commutes by a variation
on Lemma 4.14. The remainder of the right column comes by base change of the left
column.
Now consider the pushfoward of this diagram to a point. First note that all maps
in top square become isomorphisms after pushfoward to a point, since b˜, b are vector
bundles. Next, passage down the left column is a rewriting of the restriction of supports
of p∗N ′A
∼= C, its pushforward to a point is part of the definition of the action of
A0(G,N
′) on HGO• (RN ′,N ′′). Similarly, the final three rows of the right column encode
the action for the auxillary action. This proves the claim. 
4.4.3. Equivariant cohomology of a point. We take Z = {0} and r to be the inclusion
of 0 into NO. In this case we take F = C{0}. In this case, we see that the module
is H•G(pt). This module is known as the GKLO representation, following the paper of
Gerasimov-Kharchev-Lebedev-Oblezin [GKLO].
The GKLO representation fits into the framework of Proposition 4.15, and in partic-
ular we see that it comes by restricting along the inclusion A0(G,N) →֒ A0(G, 0). Note
that this map is denoted z∗ in [BFN1, Lemma 5.11]. The action of the latter algebra is
easy to describe:
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Proposition 4.17. The action of A0(G, 0) = H
GO
• (GrG) on 1 ∈ H
•
G(pt) is given by
proper pushfoward along GrG → pt.
In particular, the action may be computed by using the localization theorem to com-
pute proper pushforward. This tells us that the GKLO representation is compatible
with the embedding of the Coulomb branch into a localized ring of difference operators,
as in [BFN2, Appendix A]. In the quiver case, explicit formulas for this embedding (and
thus the GKLO representation) were given in [BFN2, Appendix B], c.f. also [KTWWY2,
Section 4].
4.4.4. Homology of the affine Grassmannian. Now we take Z = GK with its usual action
of GO. We take r to be the constant map to the point 0 ∈ NO and we take F =
ωGK [−2 dimGO] to be the dualizing sheaf of the affine Grassmannian. The action of the
groupoid P is simply given by the left translation action of GK on itself. In this case,
the resulting module is given by H•(Gr), the homology of the affine Grassmannian.
The diagram (27) simplifies to
(39)
R×GK GK ×GK (GK ×GK)/GO GK
T ×GK GK ×GK
4.5. Adding in flavour equivariance. Now, we would like to extend the action by
adding in flavour and loop equivariance. Recall the notation G˜ and G˜OK ⋊C
× from
before. And recall that A = H
G˜O
K
⋊C×
• (RG,N ).
Then Theorem 4.9 extends to the following result.
Theorem 4.18. If F is a P˜-equivariant object of the G˜O ⋊ C
×-equivariant derived
category of NO, then H
−•
G˜O⋊C×
(NO,F) carries an action of the algebra A.
Similarly, we can add loop rotation and flavour equivariance into the results from
section 4.3. We have the following analog of Proposition 4.13
Proposition 4.19. Suppose that we have a space Z as in 4.3, but carrying actions of
G˜O ⋊C
× and of the groupoid P˜. Let F be an G˜O ⋊C
×-equivariant sheaf on Z equipped
with a P˜-equivariant structure. Then H•
G˜O⋊C×
(Z,F) carries a A-module structure de-
scribed the by the analog of (27).
5. Weight modules and category O
In this section, we will discuss the modules Mc and how they depend on specific
attributes of the point c. We begin with some general discussion about the algebra A
and its types of modules.
5.1. General properties of A and its modules.
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5.1.1. Cartier duality. Let π be a finitely generated abelian group. Its Cartier dual
H is defined to be the affine algebraic group SpecC[π] (where C[π] denotes the group
algebra of π). If π is free abelian, then H is a torus with weight lattice π. In general,
H is the product of a torus and a finite group.
The representation category ofH is semisimple with simple objects (all 1-dimensional)
indexed by π. Thus, a representation of H on a complex vector space is equivalent to a
π-grading on that vector space.
Finally, the Lie algebra of H is given by h = (π ⊗Z C)
∗.
5.1.2. Weakly and strongly equivariant. Let π,H be as above. Let A be a C[~]-algebra
with an action of H; equivalently we have a grading A = ⊕σ∈πA(σ). We say that this
action is Hamiltonian, if we are given a map h → A, such that for all x ∈ h and
a ∈ A(σ), we have
[x, a] = 〈x, σ〉~a
Let M be an A-module. We say that M is weakly H-equivariant, if we are given
an action of H on M , compatible with its action on A. Equivalently, we have a grading
M = ⊕σ∈πM(σ) such that A(σ1)M(σ2) ⊂M(σ1 + σ2).
Let u be another abelian Lie algebra and let φ : h ⊕ C~ → u. We say that M is
strongly (H,φ)-equivariant, if we are given a right action of u on M such that for
x ∈ h⊕ C~ and m ∈M(σ), we have
x ·m−m · φ(x) = 〈x, σ〉~ ·m
(In particular, after specializing ~ = 1, M is a Harish-Chandra bimodule for the group
H.)
5.1.3. Equivariance for Coulomb branch algebras. Recall that we have a short exact
sequence of reductive groups
1→ G→ G˜→ F → 1
where F is a torus. Let T˜ be a maximal torus of G˜ containing T .
This leads to a short exact sequence of fundamental groups
0→ π → π˜ → τ → 0
and thus a short exact sequence of their Cartier duals denoted
1← F ! ← G˜! ← G! ← 1
Remark 5.1. Note that F ! is defined using the group G, etc., so the reader might find
our naming convention here a bit bizarre. The reader should keep in mind that F ! acts
Hamiltonianly on the Coulomb branch, much as F acts Hamiltonianly on the Higgs
branch. This is one motivation for this choice of names. Another motivation is that in
the toric case, then we end up the Gale dual sequence of tori.
BFN SPRINGER THEORY 31
We also get a short exact sequence of abelian Lie algebras
(40)
0 H2F (pt) H
2
G˜
(pt) H2G(pt) 0
0 g! = f∗ g˜! = (˜t∗)W f! = (t∗)W 0
Similar to the decomposition of the affine Grassmannian from section 2.4, we get a
disjoint decomposition RG,N = ⊔σ∈πRG,N(σ) where
RG,N (σ) = {([g], w) : [g] ∈ Gr(−σ)}
and we have A = ⊕σ∈πA(σ) where A(σ) = H
G˜O
• (RG,N (σ)).
This π-grading gives us an action of G˜! on A which factors through F !.
We have the commutative subspace g˜! = H2
G˜
(pt) ⊂ A, which we refer to as the
Cartan subalgebra of A. In this way we differ from [BFN1], since they refer to the
full H•
G˜×C×
(pt) as the Cartan subalgebra; we will instead call H•
G˜×C×
(pt) the Gelfand-
Tsetlin algebra.
The following Lemma is equivalent to Lemma 3.19 from [BFN1] and shows that the
action of G˜! on A is Hamiltonian.
Lemma 5.2. Let σ ∈ π and let x ∈ g˜!. Then for all a ∈ A(σ), we have [x, a] = ~〈σ, x〉a.
Remark 5.3. Though the action of G˜! on A factors through F !, we don’t naturally
have a Hamiltonian F !-action on A, since we don’t have a natural way to split (40).
5.1.4. Central specialization. In the decomposition A = ⊕A(σ), σ ranges over π, and so
g!⊕C~ = f∗⊕C~ is central in A. By [BFN1, §2], A is free over H•F×C×(pt) = Sym f
∗[~].
If ξ : Sym f∗[~] → R is any algebra map (for example R = C[~] or C are possible
common choices), then we can specialize A, and we define Aξ := A⊗Sym f∗[~] R.
In particular, if ζ ∈ f, then we will consider the map Sym f∗[~] → C[~], dual to the
map of varieties C → f ⊕ C, defined by a 7→ (aζ, a). We denote resulting specialization
by
Aζ,~ := A⊗Sym f∗[~] C[~]
Another special case will be if ξ ∈ f ⊕ C, then we have ξ : Sym f∗[~] → C given by
evaluation at ξ and we will denote resulting specialization by
Aξ := A⊗Sym f∗[~] C
Similarly, ifM is anyA-module, then we can specializeM and formMξ :=M⊗Sym f∗[~]
R which will be a module for the specialized algebra.
5.1.5. Equivariant modules for Coulomb branch algebras. As we have an action of F ! on
A and a Hamiltonian action of G˜! on A, it makes sense to speak about weakly F ! and
strongly G˜!-equivariant A-modules.
Definition 5.4. Let M be an A-module. We say that M is a weight module, if it is
strongly (G˜!, φ)-equivariant for some φ : g˜! ⊕ C~→ u, such that the action of G˜! on M
factors though F !, and the restriction φ : f∗ ⊕ C~ = g! ⊕ C~→ u is surjective.
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Remark 5.5. To see why this deserves the name “weight module”, suppose that we
choose a linear map γ : u→ C. Composed with φ : f∗ ⊕ C~→ u this gives us ξ ∈ f⊕ C.
Thus we can form the specialized algebra Aξ and the specialized module Mξ.
The action of G˜! onM (which factors through F !) gives us a gradingM = ⊕σ∈πM(σ).
Since it is strongly equivariant, any x ∈ g˜! will act on Mξ(σ) as multiplication by
the complex number γ(φ(x)) + ξ(~)〈σ, x¯〉. Thus Mξ(σ) consists of g˜
!-eigenvectors with
eigenvalue γ ◦ φ+ ξ(~)σ.
5.1.6. Category O. Fix a character χ : G → C×, equivalently a map of Z-modules,
χ : π → Z. We use χ to collapse our π-grading into a Z-grading, and define
A(n) :=
⊕
σ:〈χ,σ〉=n
A(σ)
and let A+ = ⊕n>0A(n). Similarly, if we have a weakly F
!-equivariant (i.e. π-graded)
module M , we define the Z grading M = ⊕M(n).
Definition 5.6. We say that a weakly F !-equivariant module M lies in category O if
there exists N such that M(n) = 0 if n > N . Note that A+ acts locally nilpotently on
any category O module.
Remark 5.7. Inside the commutative algebra A0, we can consider the ideal I+ gener-
ated by ⊕n>0A0(n). We call SpecA0/I+ the attracting locus of the Coulomb branch.
IfM is a category O module for A, then the specialization M0 will give a quasi-coherent
sheaf of the Coulomb branch which is set-theoretically supported on the attracting locus.
5.1.7. Example of gln. To help make sense of these definitions, we consider a familiar
example. Let G =
∏n−1
i=1 GLi and N = ⊕
n−1
i=1 Hom(C
i,Ci+1) and F = (C×)n, as in
Figure 1.
The resulting Coulomb branch algebra is closely related to the Lie algebra gln. To
make a precise statement, we need to fix some notation. Write h for the Cartan
subalgebra of diagonal matrices in gln. Also recall the Harish-Chandra isomorphism
Z(Ugln)
∼= (Sym h)Sn and the extended asymptotic enveloping algebra
U˜~gln := U~gln ⊗Z(U~gln) Sym h[~]
which contains two copies of h, one embedded as h⊗ C and the other as C⊗ h.
Theorem 5.8. With the above G,N,F , the following hold.
(1) There is an isomorphism A ∼= U˜~gln.
(2) The Cartan subalgebra g˜! of A coincides with C⊗ h⊕ h⊗ C and (40) becomes
0→ g! = C⊗ h→ g˜! → f! = h⊗ C→ 0
(3) The Gelfand-Tsetlin subalgebra H•
G˜×C×
(pt) coincides with the usual Gelfand-
Tsetlin subalgebra of U˜~gln.
Proof. All three statements follow by combining [WWY, Theorem 4.3(a)] and [BFN2,
Corollary B.28].
A direct proof of the first two statements can also be found in [FT, Corollary 2.79]. 
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An example of a weight module for U˜~gln is the universal Verma module M =
U˜~gln⊗U~nC[~]. This is a weight module with u = h⊕C~, letting φ : h⊕h⊕C~→ h⊕C~
be given by φ(x1, x2, a~) = (x1 + x2, a~).
We choose χ : G → C× to be given by the product of the determinants. Then our
definition of category O coincides with that from [BLPW2, Section 3.2], except that we
don’t require that the module be finitely-generated over A. Our definition of O is thus
slightly different from the classical BGG category O, see [BLPW2, Remark 3.11].
5.2. Modules from Springer fibres. Let c ∈ NK and let Lc ⊂ G˜
O
K ⋊C
× be the
stabilizer of c. We have a left action of Lc on Spc.
Let K ⊂ Lc be subgroup. We define Mc,K = H
K
• (Spc). Our default choice for K will
be K = Lc and so we will write Mc =Mc,Lc.
We will study Mc,K as an A-module under various hypotheses on c,K.
Proposition 5.9. Assume that the stack [K\Spc] admits a dualizing sheaf. Then Mc,K
carries an A-module structure.
For the rest of this section we will assume the existence of this dualizing sheaf.
To establish this result we will need flavour versions of
◦
Xc,
◦
Vc (from Definition 2.3):
Xc := {g ∈ G˜
O
K ⋊C
× : gc ∈ NO} Vc := (G˜
O
K ⋊C
×)c ∩NO
Note that we have a right action of Lc on Xc with Xc/Lc = Vc.
Proof. As in Lemma 2.4, we have a map Xc → Spc given by g 7→ [g
−1] leading to an
isomorphism of stacks
(41) [G˜O ⋊C
×\Xc/K] ∼= [K\Spc]
Using this isomorphism, we get a dualizing sheaf F = ωXc [−2 dim G˜O ⋊ C
×] on Xc.
Thus by Proposition 4.19, we deduce that we have an A-module structure on
Mc,K = H
K
• (Spc)
∼= H•
G˜O⋊C××K
(Xc,F)

We note here the following simple but useful result, showing that the module Mc,K
only depends on the orbit of c,K under G˜O ⋊C
×:
Lemma 5.10. For any c ∈ NK and g ∈ G˜
O
K ⋊C
×, we have an isomorphism Xc/K ∼=
Xgc/gKg
−1 and the A–modules Mc,K and Mgc,gKg−1 are naturally isomorphic. In par-
ticular Mc ∼=Mgc.
5.3. Equivariant modules and weight modules. We will now impose other assump-
tions on c,K and see how this affects the resulting modules.
For σ ∈ π, define Xc(σ) := Xc ∩ G˜
O
K(−σ)⋊C
×. Under the map (41), Xc(σ) maps to
Spc(σ).
Proposition 5.11. Assume that K ⊂ G˜OK(0) ⋊ C
×, the connected component of the
identity. Then Mc,K is weakly F
!-equivariant with
Mc,K(σ) = H
K
• (Spc(σ))
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Proof. Because K ⊂ G˜OK(0) ⋊C
×, the action of K preserves the components Xc(σ).
Consider the first line of the auxillary action diagram (27) for the case Z = Xc/K.
R×Xc/K ← P ×NO Xc/K → Xc/K
We can decompose this diagram into components as follows
R(σ1)×Xc(σ2)/K ← {(g1, g2) : gi ∈ G˜
O
K(−σi)⋊C
×, g2c, g1g2c ∈ NO}/K → Xc(σ1+σ2)/K
Thus A(σ1) maps Mc,K(σ2) into Mc,K(σ1 + σ2) as desired. 
Remark 5.12. This proof shows that we get a weakly F !-equivariant module for any
Z,F , as in section 4.3, such that Z admits a disjoint decomposition labelled by π.
Assume now that K ⊂ G˜O ⋊C
×. In this case, we obtain a map
(42) φ : g˜! ⊕ C~ = H2
G˜O⋊C×
(pt)→ u := H2K(pt)
We have a right action of u on Mc,K = H
K
• (Spc).
Proposition 5.13. With the above assumptions, Mc,K is strongly (G˜
!, φ)-equivariant.
In order to prove this proposition, we will make a brief discussion about certain
equivariant line bundles on G˜OK ⋊C
×.
Let θ ∈ H2
G˜
(pt,Z); we regard θ as a group homomorphism θ : G˜ → C×. We also get
a group homomorphism, θ¯ : G˜O → C×, by composing
G˜O
θ
−→ O× → C×
where the second arrow is evaluation at t = 0.
We also have the group homomorphism ~ : G˜O ⋊ C
× → C× given by projection on
the second factor.
We have left and right actions of G˜O ⋊C
× on G˜OK ⋊C
×. The above group homomor-
phisms define equivariant line bundles O[θ¯, 0],O[0, θ¯ − p~] on G˜OK ⋊C
×, for any p ∈ Z.
Lemma 5.14. Let σ ∈ π and θ ∈ H2
G˜
(pt,Z). On Y := G˜OK(σ) ⋊ C
×, we have an
isomorphism of equivariant line bundles
OY [θ¯, 0] ∼= OY [0, θ¯ − p~]
where p = 〈σ, θ〉.
This lemma is probably well-known to experts (in fact it is equivalent to Lemma 5.2).
We will provide a simple explicit proof for convenience.
Proof. To construct this isomorphism, we need a function f : Y → C× such that
(43) f(lgr) = θ¯(l)f(g)(θ¯ − p~)(r) for l, r ∈ G˜O ⋊C
×, g ∈ G˜OK(σ)⋊C
×
In order to define f , we first fix some notation. Given a ∈ K, we write ap for the
coefficient of zp. In particular θ¯(h) = θ(h)0 for h ∈ G˜O.
Also, given a ∈ K and s ∈ C×, we write as for the action of s on a by loop rotation.
Note that (as)p = s
pap. More generally, given g ∈ G˜
O
K ⋊C
× we write gs for the action
by loop rotation. Note that θ(g)s = θ(gs).
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The character θ : G˜K → K
× restricts to a map G˜OK(σ) → z
pO×. We define f by
f(g1, g2) = θ(g1)pg
−p
2 where (g1, g2) ∈ G˜
O
K(σ)⋊C
×.
Now let l = (l1, l2) ∈ G˜O ⋊C
×. Then
f(lg) = f(l1g
l2
1 , l2g2) = θ(l1g
l2
1 )pl
−p
2 g
−p
2
= θ(l1)0(θ(g1)
l2)pl
−p
2 g
−p
2 = θ(l1)0θ(g1)pg
−p
2 = θ¯(l)f(g)
Similarly for r = (r1, r2) ∈ G˜O ⋊C
×, we have
f(gr) = f(g1r
g2
1 , g2r2) = θ(g1r
g2
1 )pg
−p
2 r
−p
2
= θ(g1)p(θ(r1)
g2)0g
−p
2 r
−p
2 = θ(g1)pθ(r1)0g
−p
2 r
−p
2 = f(g)(θ¯ − p~)(r)
Thus (43) holds and f provides the desired isomorphism of line bundles on Y . 
Proof of Proposition 5.13. Note that K ⊂ G˜O ⋊C
× and Xc(σ) ⊂ G˜
O
K(−σ)⋊C
×. So we
have a map
[G˜O ⋊C
×\Xc(σ)/K]→ [G˜O ⋊C
×\G˜OK(−σ)⋊C
×/G˜O ⋊C
×]
Let θ ∈ H2
G˜
(pt,Z). We need to show that for m ∈Mc,K(σ) = H
•
G˜O⋊C××K
(Xc(σ),F),
we have θ ·m −m · θ = ~〈σ, θ〉m. The left and right actions of θ on Mc,K come from
first Chern classes of equivariant line bundles.
Moreover these equivariant line bundles are pulled back from the corresponding left
and right G˜O ⋊C
×-equivariant line bundles on G˜OK(−σ) ⋊C
×. Thus the result follows
from the isomorphism of equivariant line bundles from Lemma 5.14. 
Corollary 5.15. Assume that K ⊂ G˜O ⋊C
× and that the natural map K → FO ⋊C
×
has finite kernel. Then Mc,K is a weight module.
Proof. From Proposition 5.13, Mc,K is strongly G˜
!-equivariant. Since K → FO ⋊ C
×
has finite kernel, the map f∗ ⊕ C~→ u = H2K(pt) is surjective. 
Example 5.16. The most important class of examples will be when c ∈ NK is χ-
stable for some character χ : GK → K
×, with GK acting with trivial stabilizer. Then
by Theorem 3.4, each component of Spc is of finite type. Also Lc maps injectively to
FO ⋊ C
×. Hence the dualizing sheaf exists. By Proposition 5.9, we have an A-module
structure on Mc = H
Lc
• (Spc). By Corollary 5.15, this is a weight module.
Example 5.17. A more degenerate example is c = 0,K = C×. Then
Xc = G˜
O
K ⋊C
×, Xc/K = G˜
O
K , Mc,K
∼= HC
×
• (Gr)
In this case, φ : g˜! ⊕ C~→ C~ is the projection. The theorem implies that x ∈ g˜! ⊕ C~
acts on HC
×
• (Gr(σ)) by 〈σ, x〉~. This is a weight module by Corollary 5.15.
Example 5.18. Another example is to take c = 0,K = G˜O ⋊C
×.
Xc = G˜
O
K ⋊C
×, Xc/K = Gr, Mc,K ∼= H
G˜O⋊C
×
• (Gr)
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which carries left and right actions by H•
G˜O⋊C×
(pt). In this case, φ is the identity and
the theorem shows that the left and right actions of x ∈ g˜! ⊕C~ are equal up to a shift
by 〈σ, x〉~ on each component HG˜O⋊C
×
• (Gr(σ)).
Moreover, the module in this case is A(G, 0) with the action of A(G,N) coming from
the natural inclusion A(G,N) →֒ A(G, 0), as discussed in section 4.4.2.
This module is strongly (G˜!, φ)-equivariant, but not a weight module.
5.4. Quantum Hamiltonian reduction. Recall that we have a long exact sequence
1→ G→ G˜→ F → 1
where F is the flavour torus.
In this section, we will consider G˜ as a gauge group. So we consider the affine
Grassmannian Gr
G˜
, the BFN space R
G˜,N
and the Coulomb branch algebra
A˜ = HG˜O⋊C
×
• (RG˜,N)
We will study the relation between Springer fibres in GrG˜ and those in GrG, and the
corresponding A˜-modules and A-modules.
The π˜-decompositions of Gr
G˜
,R
G˜,N
can be reduced to τ -decompositions
Gr
G˜
=
⊔
ζ∈τ
Gr
G˜
(ζ), R
G˜,N
=
⊔
ζ∈τ
R
G˜,N
(ζ)
This leads to a τ -grading of A˜.
It is clear from the definitions that R
G˜,N
(0) = RG,N and this leads to an identification
A˜(0) = HG˜O⋊C
×
(RG,N ) = A (see [BFN1, Proposition 3.18]).
Let c ∈ NK. We have the G˜-Springer fibre S˜pc ⊂ GrG˜ and we consider the corre-
sponding τ -decomposition S˜pc = ⊔ζ∈τ S˜pc(ζ).
Let K be a subgroup of the stabilizer of c in G˜K. Assume that the dualizing sheaf of
K\S˜pc exists, so that M˜c,K := H
K
• (S˜pc) is an A˜-module by Proposition 5.9.
Proposition 5.19. Assume that K ⊂ G˜OK ⋊C
×.
(1) We have a decomposition
M˜c,K = ⊕ζ∈τM˜c,K(ζ), where M˜c,K(ζ) = H
K
• (S˜pc(ζ))
(2) The module M˜c,K is strongly (G
!, φ)-equivariant, where
φ : g! ⊕ C~ = H2F×C×(pt)→ H
2
K(pt) = u
comes from K ⊂ G˜OK ⋊C
× → FO ⋊C
×.
(3) For each ζ ∈ τ , the graded component M˜c,K(ζ) is an A-module.
(4) Let µ : C× → G˜. We have an isomorphism
S˜pc([−µ])
∼= Spzµc
[g] 7→ [zµg]
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which induces an isomorphism of A-modules
Mzµc,Kµ
∼= M˜c,K([−µ])
where Kµ = z
µKz−µ and [−µ] denotes the image of −µ in τ .
Proof. Parts (1), (2) follow similar to Propositions 5.11 and 5.13. Part (3) follows
immediately from the fact that A = A˜(0).
For Part (4), it is easy to see the isomorphism of Springer fibres. To check that it
gives an isomorphism of modules, we just note the action diagrams for A˜ restricts to
the action diagram for A, as in the proof of Proposition 5.11. 
Now, let c ∈ N . Recall that we assumed the existence of µ0 : C
× → G˜ which acts by
scaling on N . Thus
C×
− 1
2
µ0
= {(s−
1
2µ0 , s) | s ∈ C×} ⊆ G˜× C×}
fixes c. We write C×
[− 1
2
µ0]
⊂ F × C× for the image of this subgroup in F × C×. Also,
recall that for ζ ∈ τ ⊂ f, we defined the specialization Aζ,~ in section 5.1.4.
The previous proposition specializes to give the following result.
Proposition 5.20. Let c ∈ N and assume that K lies in the preimage of C×
[− 1
2
µ0]
under
the map G˜K ⋊ C
× → FK ⋊ C
×. For each ζ ∈ τ , the graded component M˜c,K(ζ) is a
module over A−ζ−[ 1
2
µ0],~
.
Proof. Note that because K lies in the preimage of C×
[− 1
2
µ0]
, the map K → FO ⋊ C
×
factors through C×
[− 1
2
µ0]
. Hence the resulting map φ : H2F×C×(pt) → H
2
K(pt) factors
through H2F×C×(pt) → H
2
C×
[−12µ0]
(pt). Since H•F×C×(pt) is generated in degree 2, the
result follows from Proposition 5.19.(2). 
5.5. Category O condition. We will now give a condition for when the Springer fibre
module lies in category O. Recall that we fixed χ : G → C× which we can regard as a
map χ : π → Z. We can use χ to collapse the grading on Gr into a Z-grading, with
Gr(n) :=
⊔
σ:〈χ,σ〉=n
Gr(σ)
Note that [g] ∈ Gr(n) if and only if valχ(g) = n.
Similarly, we use χ to collapse the π-gradings on A,Mc into Z-gradings and to collapse
the decompositions of Spc into a Z-decomposition, so
Spc(n) :=
⊔
σ:〈χ,σ〉=n
Spc(σ)
Theorem 5.21. Assume that c ∈ NK is χ-semistable and that Lc ⊂ G˜
O
K(0)⋊C
×. Then
Mc is weakly F
!-equivariant and lies in category O.
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Proof. From Proposition 5.11, we know that Mc is weakly F
!-equivariant.
Since c is χ-semistable, there exists r ∈ N, f ∈ K[N ]G,rχ such that f(c) 6= 0.
Since K[N ] = C[N ]⊗K, we can write f =
∑
fi⊗ pi where fi ∈ C[N ] and pi ∈ K. Let
m = mini val pi.
Suppose that [g] ∈ Spc(n). Then g
−1c ∈ NO and thus fi(g
−1c) ∈ O for i. Hence
(44) val f(g−1c) = val
(∑
i
fi(g
−1c)pi
)
≥ min
i
val(fi(g
−1c)) + val(pi) ≥ m
On the other hand, f(g−1c) = χ(g−1)rf(c). Since [g] ∈ Spc(n), we see that valχ(g
−1) =
−n and so val f(g−1c) = −nr + val f(c). Combining with (44), we deduce that n ≤
−m−val f(c)
r . Thus the module Mc is bounded above as desired. 
5.6. Verma-like modules. Throughout this section, we will assume that c ∈ N , is
χ-stable and that the natural map Stab
G˜
(c) ⊂ G˜→ F is an isomorphism.
Given such a c, let ψ : F → Stab
G˜
(c) ⊂ G˜ be the inverse isomorphism. Recall the
coweight µ0 : C
× → G˜ which gives a scaling action on N .
Lemma 5.22. In this situation, there is an isomorphism ψ̂ : FO ⋊C
× → Lc given by
(g, s) 7→ (ψ(g)s−
1
2µ0 , s)
Theorem 5.23. Let c be as above. Then Spc(n) = ∅ for n > 0 and Spc(0) = {z
0}.
Proof. Assume n ≥ 0. Let g ∈ GK be such that [g] ∈ Spc(n). Then g
−1c ∈ NO.
Also since valχ(g) = n, we see that χ(g) ∈ C[[z]]. Thus, we see that (g−1c, χ(g)) ∈
NO × C[[z]].
Consider the map G → N × C given by h 7→ (h−1c, χ(h)). Since c is χ-stable, this
map is proper by Lemma 2.2. Consider the diagram
SpecK SpecO
G N × C
g (g−1c,χ(g))
By the valuative criterion of properness, we deduce that g extends to a map SpecO → G.
In other words, g ∈ GO and thus [g] = z
0. This proves the desired assertions about
Spc(n).
The assertions about Vc(n) follow immediately from those about Spc(n). 
Let v0 ∈ Mc(0) = H
Lc
• ({z
0}) denote the fundamental class. In Corollary 5.15, we
determined the action of the Cartan subalgebra H2
G˜
(pt) on v0. However, this component
of the Springer fibre is just a point by Theorem 5.23, so we can determine the action of
the whole Gelfand-Tsetlin algebra.
Let ψ̂∗ : H•
G˜×C×
(pt)→ H•F×C×(pt) be the map dual to ψ̂.
Lemma 5.24. The vector v0 is a highest weight vector (annihilated by A+) and the
action of the Gelfand-Tsetlin algebra H•
G˜×C×
(pt) on v0 is via the map ψ̂
∗ : H•
G˜×C×
(pt)→
H•F×C×(pt).
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Proof. We consider the preimage of z0 inside Xc. This preimage is simply G˜O ⋊ C
×,
which carries a left action of G˜O⋊C
× and a right action of FO⋊C
×, which acts through
ψ̂. Thus the stabilizer for the action of G˜O ⋊C
× × FO ⋊C
× is
{(ψ̂(g), g) : g ∈ FO ⋊C
×}
Thus we conclude that the action of H•
G˜×C××F×C×
(pt) on HLc• ({z
0}) is given by
H•
G˜×C×
⊗H•F×C×
ψ̂∗⊗id
−−−−→ H•F×C× ⊗H
•
F×C× → H
•
F×C×
where the second map is multiplication. In particular, we see that x ∈ H•
G˜×C×
(pt) acts
the same way as ψ̂∗(x) as desired. 
Remark 5.25. The highest weight space of Mc is free of rank 1 over the equivariant
parameters. For this reason, we will call the resulting modules, and those of the form
Mzµc, “Verma-like”. However, in general they will not be Verma modules in any sense,
and in particular they will often not be generated by the highest weight vector v0. In
the abelian case, it is possible to completely analyze these modules and determine which
are actually Vermas (see Corollary 6.18)
5.7. Fixed points and the Hikita conjecture. We would like to relate these Verma-
like modules to a conjecture of Hikita and Nakajima.
Recall the Higgs branch Y = T ∗N // χG = Φ
−1(0)/ χG. We have an action of G˜×C
×
on Φ−1(0) where C× acts by weight 1/2 scaling on T ∗N . This action leads to an action
of F × C× on Y and a Kirwan map
H•
G˜×C×
(pt)→ H•F×C×(Y )
which is known to be surjective in many examples.
On the other hand, define the B-algebra of the algebra A, B(A) by setting
B(A) := A(0)/〈ab : a ∈ A(−n), b ∈ A(n), n > 0〉
Since we have a map H•
G˜×C×
(pt)→ A(0), we obtain a map
(45) H•
G˜×C×
(pt)→ B(A)
which is often surjective.
The following conjecture is an extension of conjectures by Hikita and Nakajima,
c.f [Hik] and [KTWWY1, Section 8].
Conjecture 5.26. There is an algebra isomorphism H•F×C×(Y )
∼= B(A) which is com-
patible with the map from H•
G˜×C×
(pt) to both sides.
Note that if the maps fromH•
G˜×C×
(pt) to both sides are surjective, then this conjecture
is equivalent to requiring both sides are the same quotient (i.e. there is no data in the
isomorphism).
We will now examine the relationship between this Conjecture and Lemma 5.24.
Let c be as in section 5.6. Then we have a point [c] ∈ N / χ G ⊂ Y which is fixed by
F × C×. The stabilizer of c in Φ−1(0) is given by {(ψ(g)s−
µ0
2 , s) : g ∈ F, s ∈ C×} as in
Lemma 5.22.
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Also c gives rise to a restriction map H•F×C×(Y ) → H
•
F×C×({c}). The resulting
composition H•
G˜×C×
(pt)→ H•F×C×(Y )→ H
•
F×C×(pt) agrees with ψ̂
∗.
On the other hand, the action of A(0) on the vector v0 ∈M(0) ∼= H
•
F×C×(pt) gives an
algebra map A(0)→ H•F×C×(pt). This map factors through B(A) since A+ annihilates
v0. Thus we obtain an algebra morphism B(A)→ H
•
F×C×(pt).
Thus Lemma 5.24 shows the commutativity of the diagram
H•
G˜×C×
(pt) H•F×C×(Y )
B(A) H•F×C×(pt)
as both sides give ψ̂∗. Now specialize the equivariant parameters at a generic point
ξ ∈ f⊕ C, as in Section 5.1.4. Then we obtain
H•
G˜×C×
(pt)⊗H•
F×C×
(pt) Cξ H
•
ξ (Y )
B(Aξ) H
•
ξ (pt) = C
where Aξ = A⊗H•
F×C×
(pt)Cξ. All algebra morphismsH
•
ξ (Y )→ C are given by connected
components of Y F×C
×
.
Now assume Kirwan surjectivity and surjectivity of (45), so that SpecH•ξ (Y ) and
SpecB(A) are both subschemes of
SpecH•
G˜×C×
(pt)⊗H•
F×C×
(pt) Cξ
∼= (t+ ξ)/W.
Then the above commutative square shows that all closed points of SpecH•ξ (Y ) which
come from fixed points (N / χ G)
F×C× , actually lie in SpecB(A).
5.8. Eigenbases for GT algebras. Recall the Gelfand-Tsetlin subalgebra H•
G˜×C×
(pt)
of A. Under some special circumstances, we can find a basis for Mc consisting of
eigenvectors for the action of the Gelfand-Tsetlin algebra.
To begin, recall the flavour exact sequence and restrict this to an exact sequence of
maximal tori
1→ G→ G˜→ F → 1
1→ T → T˜ → F → 1
Recall that H•
G˜
(pt) ∼= (Sym t˜)W .
Assume that we are in the setting of section 5.6. Recall, that we have ψ : F → G˜
whose image is the stabilizer of c. Assume that ψ actually lands in the maximal torus
T˜ . Assume that the fixed points of ψ(F ) acting on GrG coincides with Gr
T
G. Finally,
assume that Mc is free over H
•
F×C×(pt).
Let Spc,T = Spc ∩Gr
T
G. This is the same thing as the Springer fibre for c in GrT .
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Let ψ¯ : f→ t˜ be the Lie algebra map derived from ψ. For λ ∈ t define
ψ¯λ : f⊕ C→ t˜⊕ C
(u, a) 7→ (ψ¯(u) + a(−λ− 12µ0), a)
We get a resulting algebra map, denoted ψ¯∗λ : H
•
G˜×C×
(pt)→ H•F×C×(pt), by
H•
G˜×C×
(pt) = (Sym t˜∗)W [~]→ C[˜t⊕ C]→ C[f⊕ C] = Sym f∗[~] = H•F×C×(pt)
The following result shows that under the above assumptions, we can describe our
modules using the homology of the fixed point set. This result was also obtained by
Garner-Kivinen [GK, Proposition 4.16].
Theorem 5.27. We have a surjective map
HLc• (Spc,T )→ H
Lc
• (Spc)
which is an isomorphism for generic values of the flavour parameters.
Let λ be a coweight of G such that zλ ∈ Spc. Then for x ∈ H
•
G˜×C×
(pt), we have
x · [{zλ}] = ψ¯∗λ(x)[{z
µ}].
In particular at a generic flavour parameter γ ∈ f ⊕ C, M ⊗Sym f∗[~] C has a basis of
Gelfand-Tsetlin eigenvectors.
Proof. The first statement follows from equivariant formality.
The proof of the second statement is similar to the proof of Lemma 5.24. We consider
the diagram
{hzλ : h ∈ G˜O ⋊C
×} Xc
{zλ} Spc
where the vertical arrows are G˜O ⋊ C
× principal bundles. On the space {hzλ : h ∈
G˜O ⋊ C
×}, we have an action of G˜O ⋊ C
× by left multiplication, and an action of
FO ⋊C
× by right multiplication (composed with ψ).
Now the stabilizer of zλ under this action is
{(ψ(r)s−λ−
1
2µ0 , s), (r, s) : r ∈ FO, s ∈ C
×}
The result then follows by the same argument as the proof of Lemma 5.24. 
Note that the set Spc,T is very easy to analyze. Write c =
∑m
j=1 cj where each cj ∈ Nγj
is a (non-zero) weight vector. Then it is easy to see that
Spc,T = {z
µ : 〈γj, µ〉 ≤ 0 for j = 1, . . . ,m }
Example 5.28. As in Example 5.1.7, we consider the case
G =
n−1∏
i=1
GLi, N = ⊕
n−1
i=1 Hom(C
i,Ci+1), F = (C×)n
We choose χ : G → C× by g = (gi) 7→
∏
i det(gi)
−1. In this case the χ-stable points of
N are the injective homomorphisms and N / χ G
∼= Fln, the variety of full flags in C
n.
42 JUSTIN HILBURN, JOEL KAMNITZER, AND ALEX WEEKES
We let c ∈ N correspond to the standard inclusions Ci →֒ Ci+1. Then we see that
the resulting map
ψ : F = (C×)n → T˜ =
n∏
i=1
(C×)i
is given by
(t1, . . . , tn) 7→ (t1, (t1, t2), . . . , (t1, . . . , tn))
In particular, F projects surjectively onto each component torus (C×)i ⊂ GLi. Thus we
see that Gr
ψ(F )
G = Gr
T
G does hold in this example.
Using the lattice model of the affine Grassmannian for G, we see that the Springer
fibre is
{L1 ⊂ · · · ⊂ Ln−1 ⊂ O
n : Li is a O-lattice in K
i }
Moreover, it is easy to analyze Spc,T in this case and we find
Spc,T = {(µ
1, . . . , µn−1) : µi−1j ≤ µ
i
j for i = 1, . . . , n− 1 and 1 ≤ j < i}
In other words, these points are labelled by triangular arrays of numbers with inequalities
down each column. These are easily seen to be in bijection with Gelfand-Tsetlin patterns.
This matches the description of the fixed points of Laumon spaces in [FFFR, Section
2.2] (see Section 8.5).
5.9. Case of closed orbit. For this section, fix c0 ∈ N and assume that the G orbit of
c0 is closed in N . We also assume that c0 has trivial stabilizer in G. The corresponding
Springer fibre is just a point.
Lemma 5.29. The Springer fibre Spc0 is the point [z
0].
Proof. Consider the map G → N given by g 7→ g−1c. Since the orbit has no stabilizer
and is closed, this map is proper. Thus, applying the valuative criterion for properness,
as in the proof of Theorem 5.23, we obtain the desired conclusion. 
So Mc0 is a free rank 1 module over H
•
Lc0
(pt). In particular, we obtain 1-dimensional
modules for any specialization of A which factors through H•F×C× → H
•
Lc0
(pt). In
particular, the specialization A−[ 1
2
µ0],~
has a module which is free of rank 1 over C[~],
since C×
− 1
2
µ0
⊂ Lc0 .
Now, let us choose a cocharacter µ : C× → G˜. Then define c = zµc0.
Proposition 5.30. The Springer fibre Spc has finitely many connected components and
thus HLc• (Spc) is finitely generated over H
•
Lc
(pt).
Proof. For any character χ : G → C×, we see that c0 is χ-stable. Thus by Theorem
5.21, there exists Nσ such that Spc(σ) = ∅ for 〈σ, χ〉 > Nσ.
Thus those σ such that Spc(σ) is non-empty are contained inside a bounded polytope
and thus form a finite set. 
In particular, we obtain finite-dimensional modules for any specialization of A which
factors through H•F×C× → H
•
Lc
(pt), such as A[−µ− 1
2
µ0],~
.
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Example 5.31. Fix three vector spaces V,W1,W2 of the same dimension n.
We consider G = GL(V ) and N = Hom(V,W1) ⊕ Hom(W2, V ). Moreover let F =
T (W1) × T (W2) be the product of the maximal tori acting on W1 and W2. In this
case, the resulting Coulomb branch algebra is Y 2n0 , a truncated Yangian for sl2, which
is isomorphic to a 2-row W -algebra (see [WWY, Theorem 4.3]).
Let c0 = (A,B) be given by a pair of isomorphisms. Then the G orbit of c0 is closed
and free and equals {(A′, B′) : A′B′ = AB}.
Let us choose some µ : C× → T (W2) and form c = z
−µc0 = (A,Bz
µ). Then we find
Spc = {L ⊂ V ⊗K : z
µ(V ⊗O) ⊆ L ⊆ V ⊗O}
This variety is empty, unless µi ≥ 0 for all i. When non-empty, it has connected
components labelled by r = dimV ⊗O/L. Each connected component is isomorphic to
a “big Spaltenstein variety”
Spc(r)
∼= {0 ⊆ U ⊆ Cm : dimCm/U = r,XU ⊂ U}
where X is a type µ nilpotent operator on Cm. (To obtain this we identify Cm =
V ⊗O/zµV ⊗O, and let U = L/zµV ⊗O and let X = z.)
We thus obtain an action of Y 2n0 on the homology of this Springer fibre. We will
analyse this module in greater detail in Section 7.5.
6. Abelian Gauge Theories
Let G˜ = (C×)n acting on N = Cn and M = T ∗N in the obvious way and let
1→ G→ G˜→ F → 1
be an exact sequence of algebraic tori. For simplicity we assume that the integer matrices
representing the induced maps of fundamental groups are all unimodular.
6.1. The hypertoric enveloping algebra. When G is a torus, the quantized Coulomb
branch algebra A = HG˜O⋊C
×
• (RG,N ) is known as the hypertoric enveloping algebra. The
Gelfand-Tsetlin subalgebra is
H•
G˜O⋊C×
(pt) ∼= Sym g˜∗[~] = C[~, x1, . . . , xn]
where the xi are the weights of the G˜-action on N and ~ corresponds to loop rotation.
As shown in [BFN1, Section 4(ii)] the algebra A is free as both a left or right module
over the Gelfand-Tsetlin subalgebra with basis given by monopole operators rλ = [R(λ)]
for λ ∈ π. The multiplication is given by the relations
[xi, r
λ] = λi~r
λ
and
rσrλ =
∏
λi·σi<0
|λi|≥|σi|
[xi]
σi rσ+λ
∏
λi·σi<0
|σi|>|λi|
[xi]
−λi .
where
λi = 〈x¯i, λ〉
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and
[xi]
n =
{∏n
j=1(xi − (j −
1
2 )~) n ≥ 0∏|n|
j=1(xi + (j −
1
2 )~) n < 0
.
Here x¯i ∈ g denotes the restriction of xi to g.
6.2. Springer Fibers. By Lemma 5.10, the modules associated to a Springer fiber Spc
depend only on the G˜OK ⋊ C
×-orbit of c ∈ NK. Thus we will start by finding a list of
orbit representatives.
As a warmup, notice that the G˜-orbits on N are in bijection with subsets S ⊆
{1, . . . , n}. In particular, we define representatives cS ∈ N by
(cS)i =
{
1, when i 6∈ S
0, when i ∈ S.
Define the stabilizer groups
G˜S = StabG˜(cS) GS = StabG(cS)
and consider the restriction
1→ GS → G˜S → FS → 1
of our long exact sequence of tori. The structure of these groups is given by the following
lemma.
Lemma 6.1.
G˜S = (C
×)S =
⋂
i 6∈S
ker xi GS =
⋂
i 6∈S
ker x¯i
Now we are ready for the main result of this section.
Proposition 6.2. The orbits of the G˜OK-action on NK are labeled by pairs (S, [µ]) where
S ⊆ {1, . . . , n} and [µ] : C× → F . In particular, each orbit has a representative of the
form cS,µ = z
µcS where µ : C
× → G˜ is a lift of [µ] : C× → F . The corresponding
stabilizer group is
LS,µ = StabG˜O
K
⋊C×
(cS,µ) ∼= (G˜S)
O
K ⋊C
×
−µ− 1
2
µ0
where
C×
−µ− 1
2
µ0
= zµC×
− 1
2
µ0
z−µ = {(s−(µ+
1
2
µ0), s) ∈ G˜OK ⋊C
× | s ∈ C×}.
Proof. The statement about orbit representatives is clear. To compute the stabilizer
notice that the previous lemma implies that
StabG˜O
K
(cS,µ) = (G˜S)
O
K
and that since C× acts on NK by the combination of the weight
1
2 action on N and loop
rotation we have
s · cS,µ = s
µ+ 1
2
µ0cS,µ
for s ∈ C×. 
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It is easy to give a complete description of the Springer fibre SpS [µ] := SpcS,µ . Note
that since G is a torus, we have GrG = π.
Proposition 6.3. We have
SpS [µ] = {σ ∈ π : σi ≤ µi for all i /∈ S}
In particular, we see that SpS [µ] is the set of lattice points inside the polytope in gR
defined by the linear functionals x¯i, for i /∈ S, translated by the constants µi.
Proof. This follows immediately from the computation
(z−σ · cS,µ)i =
{
zµi−σi i 6∈ S
0 i ∈ S

Recall the auxilary space
XS [µ] := XcS,µ = {g ∈ G˜
O
K ⋊C
× : g · cS,µ ∈ NO}
Proposition 6.3 tells us that
XS [µ](σ) =
{
G˜OK(−σ)⋊C
× if σi ≤ µi for all i 6∈ S,
∅ else.
For each subgroup K ⊆ LS,µ one can form the generalized orbital variety
VS,K[µ] = XS [µ]/K.
By Proposition 5.9, one can form a module
MK,S[µ] = H
K
• (SpS[µ])
∼= H−•
G˜O⋊C×
(VS,K [µ],F)
and by Proposition 5.13, MS,K [µ] is a strongly G˜
!-equivariant module whenever
K ⊆ KS,µ := (LS,µ ∩ (G˜O ⋊C
×)) ∼= (G˜S)O ⋊C
×
−µ− 1
2
µ0
.
It is not hard to see that in this situation MS,K[µ] is obtained from MS,KS,µ [µ] by
restriction of scalars. Thus in the following sections we will examine the cases when
K = LS,µ and K = KS,µ.
6.3. K = LS,µ.
First consider the quotient stack
[G˜O ⋊C
×\G˜OK ⋊C
×/(G˜S)
O
K ⋊C
×
−µ− 1
2
µ0
].
Using the exact sequence
1→ G˜S → G˜→ G˜
S → 1
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and the analogous sequence for G we can see
[G˜O ⋊C
×\G˜OK ⋊C
×/(G˜S)
O
K ⋊C
×
−µ− 1
2
µ0
] ∼= [G˜O ⋊C
×\(G˜S)OK ⋊C
×/C×
−µ− 1
2
µ0
]
∼= [(G˜S)O ⋊C
×\GrGS ⋊C
×/C×
−µ− 1
2
µ0
]
∼ [G˜S\GrGS/C
×
−µ− 1
2
µ0
]
where the second to last identification uses the splitting G˜S ∼= G˜Sc ⊆ G˜ and the last is
a Borel-Moore homology equivalence. Thus taking Borel-Moore homology gives us
H
G˜S×C
×
−µ− 12µ0
• (GrGS ) =
⊕
[σ]∈πS
RS [GrGS ([σ])]
where πS = π1(G
S) and RS = H
•
G˜S×C
×
−µ− 12µ0
(pt) = C[~][xi | i ∈ S].
In the last section we saw that XS [µ] is a union of connected components of G˜
O
K . We
claim that this implies that
[G˜O ⋊C
×\VS,K [µ]] ∼= [G˜O ⋊C
×\XS,K [µ]/(G˜S)
O
K ⋊C
×
−µ− 1
2
µ0
]
is homology equivalent to a union of connected components of [G˜S\GrGS/C
×
−µ− 1
2
µ0
].
The components of the latter are labeled by [σ] ∈ πS and of the form
[G˜S\GrGS([−σ])/C
×
−µ− 1
2
µ0
] ∼ [G˜O ⋊C
×\G˜OK([−σ]) ⋊C
×/(G˜S)
O
K ⋊C
×
−µ− 1
2
µ0
]
where on the right hand side we have collapsed the π-grading on G˜OK to a π
S-grading.
When i 6∈ S the function [σ]i = σi is well defined and hence our results from the last
section tell us that [G˜O ⋊ C
×\VS,K [µ]] consists of exactly those connected components
where [σ]i ≤ µi. Thus we have proved:
Proposition 6.4. The module MS,K[µ] is a free RS-module generated by the classes
|[σ]〉 = [VS,K [µ]([σ])] = [GrGS([σ])]
where [σ]i ≤ µi for all i 6∈ S. For all other [σ] ∈ π
S, we define |[σ]〉 to be 0.
The first step to understanding the A-action on MS,K [µ] is understanding the action
of the Gelfand-Tsetlin subalgebra C[~, x1, . . . , xn]. Unfortunately the subgroup K =
LS,µ does not always satisfy the hypotheses from propositions 5.11 and 5.13 and hence
MS,K [µ] is not always a weight module.
Proposition 6.5.
(1) The action of RS on MS,K[µ] factors through the obvious inclusion of RS into
the Gelfand-Tsetlin subalgebra. In particular we cannot simplify xi|[σ]〉 when
i ∈ S.
(2) If i 6∈ S we have xi|[σ]〉 = ([σ]i − µi −
1
2 )~|[σ]〉.
Proof.
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(1) For the xi with i ∈ S this is essentially the observation that G˜S is acting through
the inclusion into G˜O⋊C
×. In particular, we are not re-writing these equivariant
parameters in terms of equivariant parameters for K = LS,m as we do in a
weight module. However for ~ one has does have to argue as in the proof of
proposition 5.13 and show that the line bundles associated to C× and C×
−µ− 1
2
µ0
are equivariantly isomorphic.
(2) One can argue as in the proof of Proposition 5.10 to show one can rewrite xi
for i 6∈ S in terms of the equivariant parameter for C×
−µ− 1
2
µ0
, which we have
identified with ~ ∈ RS . The map φ in proposition 5.13 comes from the inclusion
C×
−µ− 1
2
µ0
→ (G˜)O ⋊C
× → (G˜S)O ⋊C
×

Proposition 6.6. The action of the monopole operators rλ ∈ A is given by
rλ|[σ]〉 =
∏
λi>0
[xi]
λi |[λ+ σ]〉
=
∏
λi>0
i∈S
λi∏
j=1
(xi − (j −
1
2)~)

∏
λi>0
i 6∈S
λi∏
j=1
(([λ + σ]i − µi − j)~)
 |[λ+ σ]〉.
Proof. The diagram
R× VS,K [µ] p
−1(R× VS,K [µ[) q(p
−1(R× VS,K [µ])) VS,K[µ]
T × VS,K [µ] (G˜
O
K ⋊C
×)× VS,K [µ]
i
p˜ q˜
j
m˜
p
defines the action of A on MS,m.
We would like to compute
rλ|[σ]〉 := (m˜ ◦ q˜)∗(p˜
∗([R(λ)] × [VS,K [µ]([σ])])).
At the level of sets it is clear that
VS,K[µ]([λ + σ]) = (m˜ ◦ q˜)(p˜
−1(R(λ) × VS,K [µ]([σ]))
so this action must be compatible with the π-grading on A and the πS-grading onMS,m.
In particular we must have that
rλ|[σ]〉 = f(~, x1, . . . , xn)|[λ+ σ]〉
for some element f(~, x1, . . . , xn) of the Gelfand-Tsetlin subalgebra. Geometrically this
prefactor is precisely the excess intersection of R(λ)× VS([σ]) and the image of p˜ inside
T ×VS. But by construction the image of p˜ is contained in R(λ)×VS([σ]) so the excess
is
ch
G˜O⋊C×
(T (λ)/R(λ)) = ch
C×⋉G˜O
(z−λNO/(z
−λNO ∩NO)) =
∏
λi>0
[xi]
λi .
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Now using our computation of the Gelfand-Tsetlin action we see that
∏
λi>0
[xi]
λi |[λ+ σ]〉 =
∏
λi>0
λi∏
j=1
(xi − (j −
1
2)~)|[λ + σ]〉
=
∏
λi>0
i∈S
λi∏
j=1
(xi − (j −
1
2)~)

∏
λi>0
i 6∈S
λi∏
j=1
(([λ + σ]i − µi − j)~)
 |[λ+ σ]〉.

6.4. K = KS,µ.
Using similar reasoning to the last section we see that
[G˜O ⋊C×\VS,K [µ]]
is a union of connected components of
[G˜O ⋊C
×\G˜OK ⋊C)/(G˜S)O ⋊C
×
−µ− 1
2
µ0
] ∼= [GrG/(G˜S)O ⋊C
×
−µ− 1
2
µ0
].
In particular, the module MS,K [µ] is a free US-submodule of
H•
G˜S×C
×
−µ− 12µ0
(GrG)) ∼=
⊕
[σ]∈πS
US · [GrG(σ)]
where US = H
•
G˜S×C
×
−µ− 12µ0
(pt) = C[~][yi | i ∈ S].
Proposition 6.7.
(1) As a US-module MS,K [µ] is free and generated by the classes
|σ〉 = [VS,K [µ](σ)] = [GrGS (σ)]
where σi ≤ µi for all i 6∈ S. For all other σ ∈ π, we define |σ〉 to be 0.
(2) The action of the Gelfand-Tsetlin subalgebra is given by
xi|σ〉 = (yiδi,S + (σi − µi −
1
2)~)|σ〉.
where δi,S = 1 if i ∈ S and δi,S = 0 otherwise.
(3) The action on the monopole operators is given by
rλ|σ〉 =
∏
λi>0
[xi]
λi |λ+ σ〉
=
∏
λi>0
λi∏
j=1
(yiδi,S + (λi + σi − j − µi)~)|λ+ σ〉
Proof. By proposition 5.13 the A-module MS,K [µ] is a generalized weight module with
coefficients in US and φS,m : C[~, x1, . . . , xn]→ C[~][yi | i ∈ S] given by
φS,m(~) = ~
φS,m(xi) = yiδi,S − (µi +
1
2)~
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The action of the monopole operators is computed exactly as in the last section. 
6.5. Changing Lagrangians. As mentioned in the introduction, one can construct
additional modules by considering other G˜-equivariant Lagrangian splittings of M than
M ∼= N ⊕N∗. In the abelian case these modules are especially easy to udnerstand.
First note that G˜-equivariant Lagrangian splittings of M are in bijection with sign
vectors α ∈ {+,−}n. To see this let v1, . . . vn be the standard coordinates on N and let
w1, . . . wn be the dual coordinates on N
∗. We define Nα to be the vanishing set of all
vj with αj = + and all wj with αj = −. In particular, we can and will identify α with
the cocharacter of G˜ that acts as inverse scaling on Nα.
For each tµcS ∈ (Nα)K and choice of subgroup K ⊂ LS,µ one gets a AG,Nα-module
MαS,K [µ]. Since the torus G˜ does not act on Nα in the standard way, this does not fit
into the framework we have been using. However, we can fix this by inverting the jth
C×-factor of G˜ whenever αj = +. Thus the presentations for AG,Nα and M
α
S,K [m] are
the same as the ones we computed earlier with xi replaced by −αixi.
Using the Fourier transform
AG,N ∼= AG,Nα
rλ 7→
∏
αiλi<0
(−αi)
|λi|rλ
constructed in [BFN1, §4(v)] one can make MKα,S [µ] into an AG,N -module. Using this
procedure can find more general versions of propositions 6.6 and 6.7. Recall that we
have identified identified α with the cocharacter of G˜ that acts as inverse scaling on Nα
Proposition 6.8. Suppose K = (G˜S)
O
K ⋊C
×
−µ+ 1
2
α
. Then MαS,K [µ] is a free RS-module
generated by the classes
|[σ]〉 = [V Kα,S [µ]([σ])] = [GrGS(σ)] if αi[σ]i ≥ αi[µ]i for all i 6∈ S,
For all other [σ] ∈ πS, we define |[σ]〉 to be 0.
The A-module structure is determined by the formulas
[xi]
αi |[σ]〉 =
{
[xi]
αi |[σ]〉, i ∈ S
([σ]i − [µ]i)~|[σ]〉, i 6∈ S
rλ|[σ]〉 =
∏
αiλi<0
[xi]
λi |[λ+ σ]〉
Proposition 6.9. Suppose K = (G˜S)O ⋊ C
×
−µ+ 1
2
α
. Then MαS,K [µ] is a free US-module
generated by the classes
|σ〉 = [V Kα,S [µ](σ)] = [GrGS (σ)] if αiσi ≥ αiµi for all i 6∈ S,
For all other σ ∈ π, we define |σ〉 to be 0.
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The A-module structure is determined by the formulas
[xi]
αi |σ〉 = (yiδi,S + σi − µi)~|σ〉
rλ|σ〉 =
∏
αiλi<0
[xi]
λi |λ+ σ〉
=
∏
αiλi<0
|λi|∏
j=1
(yiδi,S + λi + σi + αij − µi)~|λ+ σ〉
6.6. Comparison with Physics. Recall from the introduction that [BDGH] intro-
duced a boundary condition B for each triple (L, c,H) or equivalently in the abelian
case each triple (α, S,H). The boundary condition is Dirichlet when H = 1, denoted
Dα,S , and Neumann when H = G, denoted Nα,S.
In [BDGH] only modules with H = GS were considered. Furthermore, particular
interested was paid to generic Dirichlet boundary conditions with FS = 1 and excep-
tional Dirichlet boundary conditions with FS = F . The following proposition gives
a combinatorial classification of such boundary conditions which matches the one in
[BDGH].
Proposition 6.10.
(1) GS = 1 and FS = 1 if and only if S = ∅.
(2) GS = G if and only if S = {1, . . . , n}.
(3) GS = 1 and FS = F if and only if {x¯i | i 6∈ S} is a basis for g
∗
Proof. The first statement is obvious and the second follows immediately from our as-
sumption that all the G weights of N are non-zero. To prove the third statemet is
enough to show that {x¯i|i 6∈ S} is a basis of g
∗ if and only if F ∼= G˜S . To see this
note that such an S gives a right splitting F ∼= G˜S →֒ G˜ of the long exact sequence
1 → G → G˜ → F → 1. Because the groups are tori, this is equivalent to the data of a
left splitting G˜ → G that induces an isomorphism between (C×)S
c
and G. Because we
have assumed that our arrangement is unimodular this occurs precisely when {x¯i | i 6∈ S}
is a basis for f! = (g)∗. 
Given a vortex line [µ] : C× → F one can produce a module over the quantized
Coulomb branch algebra A[µ] which will be also be denoted by B[µ]. In [BDGH] presen-
tations for these modules were given in the case that B is Neumann, Generic Dirichlet,
or Exceptional Dirichlet. These are identical to specialization of the presentations in
propositions 6.8 and 6.9.
Proposition 6.11. When B = (α, S,H) is Neumann, Generic Dirichlet, or Exceptional
Dirichlet we have
B[µ] ∼= (MαS,K [µ])[−µ+12α],~
where K = HK⋊C
×
−µ+ 1
2
α
. In particular, one can produce all the indecomposable weight
modules in integral blocks of category hypertoric O using Springer theory.
Remark 6.12. Recall that a quantization parameter ζ ∈ f is integral if it is in the same
τ = π1(F )-orbit as [
1
2µ0]. In particular all of the quantization parameters ζ = [−µ+
1
2α]
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are integral. One often wants to consider a fixed quantization so it is common to label
modules as B(ζ) instead of B[µ].
Remark 6.13. Recall that notion of weight module we use in this paper is stricter than
the one from [BLPW2]: we require the Gelfand-Tsetlin subalgebra to act semi-simply
instead of just locally finitely. There are extensions of weight modules contained in
category O that we cannot produce directly using Springer fibres.
One puzzling fact noted in [BDGH] is that the Higgs branch image of the Neumann
boundary condition is a simple module, but the Coulomb branch image is free over
the Gelfand-Tsetlin subalgebra, and hence cannot be in Hypertoric Category O. In
particular, it is not a projective module as is predicted by symplectic duality [BLPW1].
One can apply the geometric Jacquet functor to remedy this situation [Hil], but physical
considerations imply that the module Nα[µ] is more natural: the Neumann boundary
condition is engineered by coupling our 3d theory to the 2d N = (2, 2) linear sigma
model with target Nα using the flavour symmetry G. The Coulomb branch module
Nα[µ] encodes the Hori-Vafa superpotential, and hence also the quantum D-module for
the toric variety Nα/G. A similar observation is made by Teleman in [T].
6.7. Hyperplane arrangements. After specialization at ([−µ+12α], 1) weight modules
over A have a nice description in terms of the combinatorics of a hyperplane arrangement
in (f!)∗ = g which was originally described in [BLPW1] and is recapitulated in [BDGH].
The starting point is the following proposition.
Proposition 6.14.
(1) The Gelfand-Tsetlin algebra of A
([−µ+
1
2α],1)
can be identified with functions on
the fiber of the map
(g˜!)∗ = g˜
q
−→ f = (g!)∗
above the point [−µ+ 12α].
(2) For each representative µ : C× → G˜ one has an isomorphism
(f!)∗ = g ∼= q−1([−µ + 12α])
ξ 7→ ξ − µ+ 12α
and under this isomorphism xi restricts to x¯i − µi +
1
2αi.
Hence we have a hyperplane arrangement in (f!R)
∗ with Hi = V (xi) for i ∈ {1, . . . n}.
By restricting a weight module over A[µ],1 to the Gelfand-Tsetlin one gets a collection
of skyscraper sheaves on (f!)∗. The structure of this module is often easy to describe
using the arrangement and proposition 6.9.
Proposition 6.15. The specialization of
Dα,S [µ] =M
α
S,K [µ]
where K = C×
−µ+ 1
2
α
at ~ = 1 is a module over A
([−µ+
1
2α],1)
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(1) As a module over the Gelfand-Tsetlin the specialization of Dα,S [µ] is a sum
of skyscraper sheaves supported on the intersection of the integer lattice π ∈
(f!)∗ = g and the polytope
Pα,S [µ] = {ξ ∈ (f
!
R)
∗ |αixi(ξ) > 0 for i 6∈ S}
= {ξ ∈ (f!R)
∗ |αiξi − αiµi +
1
2 > 0 for i 6∈ S}
In particular the skyscraper sheaf at σ is spanned by |σ〉.
(2) Suppose that |σ〉 6= 0. Then rλ|σ〉 = 0 if and only if there exists an i such that
αixi(σ) > 0 and αixi(σ + λ) < 0.
Proof. To prove the second statement notice that
rλ|σ〉 =
∏
αiλi<0
−αiλi∏
j=1
(λi + σi + αij −mi)|λ+ σ〉
can only vanish if j = −αi(λi + σi − µi). 
Choose a character χ of G. Recall that if the point cS ∈ Nα is χ-semistable the
module Dα,S [µ] is contained in category O. An adaptation of the Hilbert-Mumford
criterion from [Ho] lets us relate this to the polytope Pα,S .
Proposition 6.16. The point cS ∈ Nα is χ-semistable if and only χ is bounded above
on Pα,S .
From now one assume that µ and χ are generic so that our arrangement is simple
and χ is not constant on any 1-dimensional flat. Under these assumptions hypertoric
category O as defined by [BLPW1] is especially well behaved. Using the results in this
section we can match some of the modules Dα,S [µ] to specific indecomposable weight
modules as was done in [BDGH].
For each α we have a unique generic Dirichlet Dα[µ] = Dα,{1,...,n}[µ]. In this case the
intersection of any hyperplane Hi = V (xi) with Pα[µ] = Pα,{1,...,n}[µ] must be a face of
Pα[µ] or empty. In particular by proposition 6.15 the module Dα is generated by |σ〉 for
any σ ∈ (Pα ∩ π).
Corollary 6.17. Each Dα[µ] is a simple A
([−µ+
1
2α],1)
-module. It is in category O if
and only if χ is bounded above on Pα.
Suppose that we have an exceptional Dirichlet Dα,S [µ] and that χ is bounded above
on Pα,S . Since FS = F this is a Verma-like module in the sense of section 5.6. Since
the set {x¯i |, i 6∈ S} is a basis for f
! = g∗ one can consider the dual basis {λi | i 6∈ S} of
(f!)∗ = g. By our unimodularity assumption these vectors actually give an integer basis
for π. It is clear we have
Pα,S [µ] ∩ π = σ
max + N · {αiλ
i | i 6∈ S}
where (σmax)i = µi for all i 6∈ S (i.e. σ is the image of µ under the splitting of ()
determined by S from the proof of Proposition 6.11). Using proposition 6.15 we can
prove the following corollary.
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Corollary 6.18. An exceptional Dirichlet module Dα,S [µ] is an object of category O if
and only if χ is bounded above on Pα. It is a Verma module when αixi(σ
max) < 0 for
all i ∈ S. It is a co-Verma if αixi(σ
max) > 0 for all i ∈ S.
Remark 6.19. The Hamiltonian reduction approach from Section 5.4 works very well
for abelian theories. In particular, an interested reader can implement the construction
of modules in [BLPW1] and [Hil] using Springer fibers.
7. Quiver gauge theories
Fix a quiver with vertex set I and edge set Q. We assume that both I and Q are
finite, but we allow loops and multiple edges.
7.1. Stable points. Choose I-graded vector spaces V,W with dimVi = vi,dimWi =
wi. We define
G =
∏
i∈I
GL(Vi), N =
⊕
(i,j)∈Q
Hom(Vi, Vj)⊕
⊕
i∈I
Hom(Wi, Vi), F =
∏
i∈I
(C×)wi
Then G acts on N by acting on the vector spaces Vi and F acts on the vector spaces
Wi. For the remainder of this section, fix χ : G→ C
× to be given by χ(g) =
∏
det(gi).
The following result is well-known, see [N1, Section 3.ii], [Gi, Corollary 5.1.9]:
Lemma 7.1. Let c = ((ch), (ci)) ∈ N . The following are equivalent.
(1) c is χ-stable.
(2) c is χ-semistable.
(3) There are no I-graded subspaces V ′ ( V containing the image of (ci) and in-
variant under (ch).
Moreover any such c has trivial stabilizer in G.
Let c = ((ch), (ci)) ∈ N
s be a χ-stable point. Then (ch) defines a CQ-module structure
structure on the vector space V . By the above Lemma 7.1, we have a linear map
(ci) : W → V whose image generates V as a CQ-module (so W is called a framing of
V ).
7.2. Description of the Springer fibre. We have the standard interpretation of the
affine Grassmannian of GLG using lattices.
Proposition 7.2. There is an isomorphism
GrG ∼= {L = ⊕i∈ILi ⊂ V ⊗K : Li is an O-lattice in Vi ⊗K}
given by g 7→ gV ⊗O.
Let c ∈ N be χ-stable. The main result of this section describes the Springer fibre
Spc in these terms. As before, c gives a CQ-module structure on V , which gives a
CQ⊗K-module structure on V ⊗K.
Theorem 7.3. Let c ∈ N be χ-stable. Under the isomorphism from Proposition 7.2,
we have an identification
Spc = {L ∈ Gr : V ⊗O ⊆ L, and L is a CQ-submodule of V ⊗K }
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Recall that c consists of two pieces of data; the CQ-module structure (ch) and the
framing (ci). This Theorem shows that the Springer fibre only depends on the underlying
CQ-module.
Proof. Write gV ⊗O = ⊕iLi. The condition (ch) ∈ gHomQ(V, V )O is equivalent to ⊕Li
being a CQ-submodule of V ((z)).
On the other hand, the condition that (ci) ∈ gHomI(W,V )O implies that Li contains
the image ofWi⊗O for each i. Thus, Li∩Vi⊗O contains the image ofWi⊗O. Consider
the subspace
V ′ := L ∩ V ⊗O/L ∩ zV ⊗O ⊂ V ⊗O/zV ⊗O = V
We see that V ′ contains the image ofW and is invariant under the CQ-module structure.
So by Lemma 7.1 that V ′ = V . From this, we conclude that V ⊗O ⊆ L as desired. 
Remark 7.4. Let Gr+ := {L ∈ Gr : V ⊗O ⊆ L}; we refer to this locus as the positive
part of the affine Grassmannian. It is naturally filtered by
Gr(k) := {L ∈ Gr : V ⊗O ⊆ L ⊆ z−kV ⊗O}
for k ∈ N.
The theorem implies that Spc is contained in Gr
+ and thus it is reasonable to consider
the truncated Springer fibres Sp
(k)
c := Spc ∩Gr
(k). These form an exaustive filtration of
Spc (since for any fixed σ, for large enough k, Spc(σ) ⊂ Sp
(k)
c by Theorem 3.4) and we
get a map H•(Sp
(k)
c ) → H•(Spc) for each k. In what follows, we will assume that this
map is injective and thus we have a filtration on the vector space H•(Spc).
By forming the quotient L/V ⊗ O, we see that Sp
(k)
c is the variety of all CQ⊗ C[z]
submodules of V ⊗ C[z]/zk. (In particular, when k = 1, we just get the variety of all
CQ-submodules of V .)
7.3. Generalized affine Grassmannian slices. Assume now that Q is an orientation
of a finite-type simply-laced Dynkin diagram. There is an associated simple Lie algebra
gQ and we let GQ be the corresponding group of adjoint type.
Let λ, µ be the coweights of GQ, defined by
λ =
∑
wiω
∨
i , λ− µ =
∑
viα
∨
i ,
where {̟∨i } are the fundamental coweights of GQ and {α
∨
i } the simple coroots.
The Coulomb branch and its quantization admit descriptions using the affine Grass-
mannian of GQ. Let UQ denote the unipotent radical of a Borel in GQ and let U
−
Q be
the unipotent radical of the opposite Borel.
We will need to recall certain subvarieties of the affine Grassmannian GrGQ of GQ
and related objects. In [BFN2], a certain subvariety Wµ ⊂ GQ((z
−1)) was defined
(we will not recall its definition here) and also the generalized affine Grassmannian
slice Wλµ := GQ[z]z
λGQ[z] ∩ Wµ. Moreover, in [BFN2, Section B(viii)], we defined
the truncated shifted Yangian Y λµ (this version of Y
λ
µ contains a central subalgebra
isomorphic to H•F (pt)).
Theorem 7.5. We have isomorphisms
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(1) A0(G,N) ∼= C[W
λ
µ ]
(2) A(G,N) ∼= Y λµ
These isomorphisms are compatible with the actions of the torus F ! ∼= TQ.
Proof. The first part is [BFN2, Theorem 3.10] and the second part is [BFN2, Theorem
B.18] along with [Wee]. 
Recall also the semi-infinite orbits Sµ± := U
±
Q ((z))z
µ ⊂ GrGQ . Recall also from Re-
mark 5.7, the definition of the attracting locus SpecA0/I+ ⊂ SpecA0(G,N) inside the
Coulomb branch. The following result is due to Krylov [Kr, Theorem 3.1(1)].
Theorem 7.6. Under the above isomorphism, the attracting locus is equal to GrλGQ∩S
µ
−.
Using Theorem 5.21 and Remark 5.7, we deduce the following results.
Corollary 7.7. Let ((ch), (ci)) be a framed CQ-module structure on V . Then,
(1) H•(Spc) is a C[W
λ
µ ]-module set theoretically supported on Gr
λ
GQ
∩ Sµ−.
(2) HLc• (Spc) is a Y
λ
µ -module and lies in category O.
Let d ∈ NI ⊂ ZI = π. Then by Theorem 7.3,
Spc(d) = {V ⊗O ⊆ L ⊂ V ⊗K : dimLi/Vi ⊗O = di for all i ∈ I}
Thus we can rephrase Corollary 7.7.(1) to say that there exists a quasi-coherent sheaf
F on GrGQ such that
Γ(GrGQ ,F)d = H•(Spc(d))
where the left hand side denotes the weight space for the action of TQ.
Remark 7.8. In [BKK, Conjecture 12.5], the second author and collaborators, mo-
tivated by the theory of MV polytopes and biperfect bases, conjectured that to each
preprojective algebra module V there is a quasi-coherent sheaf on the affine Grass-
mannian whose sections are related to cohomology of spaces of submodules of V ⊗ O.
Corollary 7.7.(1) proves a weak form of this conjecture for those V which come from a
CQ-module.
Remark 7.9. Let R+G,N ,R
(k)
G,N denote the preimages of Gr
+
G,Gr
(k)
G in RG,N (see Re-
mark 7.4). Then HGO• (R
+
G,N ) is a subalgebra of A0 and acts on H•(Spc). More-
over HGO• (R
(k)
G,N ) provides a filtration of H
GO
• (R
+
G,N ) compatible with the filtration
H•(Sp
(k)
c ) of H•(Spc). Thus we see that ReesH•(Spc) defines a coherent sheaf on
ProjReesHGO• (R
+
G,N ). We believe that ProjReesH
GO
• (R
+
G,N ) should be isomorphic
to the compactified Zastava space (see [BFN2, Remark 3.7] for a related result) and
thus ReesH•(Spc) defines a coherent sheaf supported on the closure of the intersection
of opposite semi-infinite orbits Sλ−µ ∩ S0−. This would be bring us to the full conjecture
from [BKK] (again only for those preprojective algebra modules which come from a
CQ-module).
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7.4. Highest weights for truncated shifted Yangians. The papers [KTWWY1],
[KTWWY2] study category O for the truncated shifted Yangian Y λµ , and combinatorial
relationships with quiver varieties. We will relate this combinatorics to our BFN Springer
fibres, based on the discussion in Section 5.7.
For each node i ∈ I, choose integers ri,1, . . . , ri,wi . We organize them into multisets
Ri = {ri,1, . . . , ri,wi}, and write R = (Ri)i∈I . We also consider the cocharacters ρi :
C× → (C×)wi , defined by s 7→ (sri,1 , . . . , sri,wi ). Now, consider the homomorphism
(46) C× −→ F × C×, s 7−→
(
(s−1ρi(s))i∈I , s
2
)
There is an induced homomorphism H•F×C×(pt) → H
•
C×
(pt) = C[x]. Setting x = 1,
we obtain a homomorphism ξ : H•F×C×(pt) → C. The specialized algebra Aξ =
A⊗H•
F×C×
(pt)C is precisely the truncated shifted Yangian Y
λ
µ (R) studied in [KTWWY2,
Section 4].
Via the embedding (46), we obtain an action of C× on N / χG, and on the Nakajima
quiver variety Y = T ∗N // χ G more generally. In [KTWWY1, Section 8.3] we conjec-
tured the following weak form of the Hikita-Nakajima Conjecture 5.26, which we later
proved:
Theorem 7.10 ([KTWWY2, Theorem 1.5]). The surjective Kirwan maps B
(
Y λµ (R)
)
←
H•G(pt)→ H
•(Y C
×
) induce bijections on maximal ideals:
MaxSpecB
(
Y λµ (R)
)
←→ π0(Y
C×)
Given [c] ∈ (N / G)C
×
, we can produce a “Verma-like” module Mc for Y
λ
µ (R), by the
construction of section 5.6. By the explanation in section 5.7, this gives us a geometric
realization of part of the bijection in Theorem 8.10. By considering other G–invariant
Lagrangians L ⊂ T ∗N and repeating the same construction, we can obtain the following
subset of π0(Y
C×):
(47)
⋃
L
Im
(
π0
(
(L / χ G)
C×
)
−→ π0
(
Y C
×))
,
There are interesting cases where (47) is equal to all of π0(Y
C×):
Proposition 7.11. Fix integers 1 ≤ m1 < . . . < mn−1 < M , and consider the following
An−1–quiver gauge theory:
m1 m2 mn−1· · · M
Then π0
(
(N / χG)
C×
)
→ π0(Y
C×) is surjective, where N is the Lagrangian given by the
above orientation.
For the above quiver data, there are isomorphisms Aγ ∼= Y
M̟∨1
µ (R) ∼=W (π)R, where
W (π)R is a finite W-algebra for glM (or rather, its central quotient corresponding to
R) by [WWY, Theorem 4.3(a)].
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Remark 7.12. Note that in this section we continue to work with stability condition
χ(g) =
∏
i det(gi). With our conventions, this corresponds to the “usual” highest weight
theory for the Yangian, where elements E
(p)
i act locally nilpotently. Meanwhile, taking
the (more ubiquitous) opposite stability condition and the opposite orientation of the
quiver, we obtain the lowest weight theory for the Yangian.
Proof of Proposition 7.11. N/ χG is a partial flag variety (in C
M ), and Y is its cotangent
bundle. Every component of Y C
×
meets the base N / χ G, which proves the claim. 
Example 7.13. In general (47) is a proper subset of π0(Y
C×), and it can even be empty.
Consider the Nakajima quiver variety of type A3, for the dimension vectors w = (0, 1, 0)
and v = (1, 2, 1). This quiver variety Y consists of a single point, corresponding to the
following χ-stable framed representation:
C
C
C C
C
The quotient L / χ G is empty for all Lagrangians L, so the set (47) is empty. Corre-
spondingly, there is a unique simple module in category O for the algebra Y
̟∨2
−̟∨2
(R), but
we cannot realize it (or anything else in O) using BFN Springer fibres.
7.5. A closed orbit example. In this section we revisit Example 5.31, where the
Springer fibre had components
Spc(r)
∼= {0 ⊆ U ⊆ Cm : dimCm/U = r, XU ⊂ U},
with X is a nilpotent operator on Cm with Jordan type µ. We have representations of
the truncated Yangian Y 2n0 (sl2) on the equivariant homology of these big Spaltenstein
varieties, which we can try to relate the well-known theory of finite-dimensional modules
for Y (sl2).
We keep our notation from Example 5.31, but for simplicity we identify V = W1 =
W2 = C
n and T (W1) = T (W2) with the diagonal maximal torus T ⊂ G = GL(n).
Following [BFN2, Appendix B], we denote H•T (W1)(pt) = C[z1, . . . , zn], H
•
T (W2)
(pt) =
C[zn+1, . . . , z2n], and H
•
G(pt) = C[w1, . . . , wn]
Sn .
Take c0 = (I, I) to consist of identity matrices. Then the stabilizer Lc is the image
of the embedding
TO ⋊C
× −→ (GL(n)O × TO × TO)⋊C
× = G˜O ⋊ C
×,
(t, s) 7−→ (s1/2t, t, sµ+1t, s)
Recall the surjective homomorphism Φ
2n
0 : Y~(sl2)[z1, . . . , z2n] ։ A from [BFN2, Theo-
rem B.18]. The generators E(p) map to homology classes over the Schubert variety for
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the coweight ̟∗1 = (0, ..., 0,−1), and thus land in degree A(1) ⊂ A. The maximal de-
gree component Spc(m) therefore gives a highest weight space of Mc. Note that Spc(m)
consists of a single point, corresponding to the subspace U = 0 in Cm.
Similarly to the proof of Theorem 5.27, we find thatH•
G˜O⋊C×
(pt) acts onHLc• (Spc(m))
∼=
H•Lc(pt) via the homomorphism
H•
G˜O⋊C×
(pt) −→ H•Lc(pt),
z1, . . . , zn, ~ 7−→ z1, . . . , zn, ~
ei(w1, . . . , wn) 7−→ ei
(
z1 + (µ1 +
1
2)~, . . . , zn + (µn +
1
2)~),
zn+1, . . . , z2n 7−→ z1 + (µ1 + 1)~, . . . , zn + (µn + 1)~
Combining the above with [BFN2, (B.14)], we find that the Yangian’s generating series
H(u) acts on the highest weight space by the rational function
(48) Φ
2n
0
(
H(u)
)
=
∏2n
i=1(u− zi −
1
2~)∏n
i=1(u−wi)(u− wi − ~)
7−→
n∏
i=1
u− zi −
1
2~
u− zi − (µi +
1
2)~
Suppose that we choose complex numbers r1, . . . , rn, and we specialize our module
Mc at ~ 7→ 1 and zi 7→ ri −
1
2 for i = 1, . . . , n. This induces a map ξ : H
•
F×C×(pt)→ C,
and we obtain a module Mc,r1,...,rn over the specialized algebra Aξ.
Remark 7.14. Aξ ∼= Y
2n
0 (R) with multisetR = {r1, . . . , rn, r1 + µ1 + 1, . . . , rn + µn + 1}.
By (48), after specialization the series Φ
2n
0
(
H(u)
)
acts on the highest weight space by
n∏
i=1
u− ri
u− ri − µi
=
n∏
i=1
(u− ri)(u− ri − 1) · · · (u− ri − µi + 1)
(u− ri − 1) · · · (u− ri − µi)
def
=
P (u+ 1)
P (u)
The polynomial P (u) is called the Drinfeld polynomial of Mc,r1,...,rn . Following [Mo,
Definition 3.3.5] we say that its root strings
(49) Si = {ri + 1, ri + 2, . . . , ri + µi}
are in general position if Si ∩ Sj 6= ∅ implies Si ⊂ Sj or Sj ⊂ Si.
Proposition 7.15. If the Si are in general position then Mc,r1,...,rn is an irreducible
module for Y (sl2), and thus for its quotient Y
2n
0 (R). It is isomorphic to a tensor product
of evaluation modules for Y (sl2), with underyling sl2 module
V (µ1)⊗ · · · ⊗ V (µn)
Moreover, any finite-dimenisonal irreducible module for Y (sl2) can be realized as
Mc,r1,...,rn for appropriate n, µ and r1, . . . , rn.
Proof. Mc,r1,...,rn contains a highest weight vector [Spc(m)], with Drinfeld polynomial
P (u) as above. There is a corresponding simple Y (sl2) module LP , with the same
highest weight, which must appear in the composition series of Mc,r1,...,rn . Now, by the
odd cohomology vanishing proven below in Lemma 7.16, we can compute dimensions by
counting torus fixed points:
dimCMc,r1,...,rn = χ(Spc) = χ(Sp
T
c ) = #Sp
T
c =
∏
i
(µi + 1)
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By [Mo, Corollary 3.3.6], if the strings Si are in general position then dimC LP is also∏
i(µi+1), and LP is a tensor product of evaluation modules of the type claimed. This
equality of dimensions implies that LP ∼=Mc,r1,...,rn , proving the first claim.
For the second claim, recall that finite-dimensional irreducible Y (sl2) modules LP are
in bijection with (monic) Drinfeld polynomials P (u). The roots of P (u) can be factored
uniquely into root strings S1, . . . , Sn in general position, for some n [Mo, Prop 3.3.7].
We can choose µ1, . . . , µn ≥ 0 and r1, . . . , rn to write these strings in the form (49). This
proves the claim. 
Lemma 7.16. H i(Spc(r)) = 0 for i odd. In particular, Spc(r) is equivariantly formal
for Lc.
The following proof is based on suggestions of Dinakar Muthiah.
Proof. This is analogous to the proof of [S, Cor. 1 to Thm. 2]: considering Spc(r) as
a variety over a finite field, we show that H i(Spc(r),Qℓ) is pure, and that Spc(r) has
polynomial point count.
To show purity, note that Spc(r) is a fibre of a Grassmannian (i.e. parabolic) version
of the Grothendieck-Springer alteration. Consider instead the preimage S˜pc(r) of the
corresponding Slodowy slice. Then S˜pc(r) is a smooth variety, and there is an isomor-
phism
H∗(S˜pc(r),Qℓ) −→ H
∗(Spc(r),Qℓ)
compatible with the action of Frobenius, as in [S, Lemma 2]. Spc(r) is projective so
H i(Spc(r),Qℓ) has weight ≤ i, while S˜pc(r) is smooth so H
i(S˜pc(r),Qℓ) has weight ≥ i.
This proves purity.
Finally, Spc(r) has polynomial point count by [Ma, Example 8, §III.6]. 
Remark 7.17. There is a geometrically defined action of the Yangian on the direct
sum (over r) of the homology of fibres T ∗Gr(m − r,m) → N , by [GV, Remark 8.7].
Our varieties Spc are big Spaltenstein versions of these fibres, and so one expects an
analogous geometrically defined Yangian action on their homology, c.f. [Mu, Section
5.2.4]. The precise relationship between these two module structures on the homology
of Spc is unclear at the moment.
8. Relation to quasimap spaces
We will now relate Springer fibres to various spaces of quasimaps into stacks.
8.1. Various spaces of quasimaps. Let Y be a scheme and let G be a reductive
group. The space of quasimaps from P1 to the stack [Y/G] parametrizes pairs (P, s)
where P is principal G-bundle on P1 and s : P → Y is a G-equivariant morphism. More
precisely, we define QM(P1, Y/G]) to be the mapping stack Map(P1, Y ). This works out
to the following definition.
Definition 8.1. QM(P1, [Y/G]) is the stack defined by
QM(P1, [Y/G])(S) =
{(P, s) : P is a principal G-bundle on P1 × S, s : P → Y is G-equivariant}
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where S is an affine scheme.
Let c ∈ Y . Assume that c has trivial stabilizer in G.
We define the stack of based quasimaps QMc(P
1, [Y/G]) to be
QMc(P
1, [Y/G])(S) = {(P, s, ψ) : P is a principal G-bundle on P1 × S,
s : P → Y is G-equivariant,
ψ : S ×G→ P |{∞}×S is a trivialization such that s(ψ(S, 1)) = c.}
Finally, we say that a quasimap (P, s) has degree σ ∈ π if P has degree σ, and we
write QMσc (P
1, [X/G]) for the stack of based quasimaps of degree σ.
Note that since c has a trivial stabilizer in G, the trivialization ψ is unique.
Now, let N,G, c be as in previous sections. Let G′ be the commutator subgroup of G
and let H = G/G′.
For the remainder of this section, we will make the following assumptions.
(1) c has trivial stabilizer in G.
(2) The scheme theoretic fibre of N → N / G′ over the point [c] is the orbit G′c.
In this section, we will study three spaces of quasimaps
QMc(P
1, [Φ−1(0)/G]), QMc(P
1, [N/G]), QMc(P
1, [N / G′/H])
We will show that there are maps
QMc(P
1, [N / G′/H])← QMc(P
1, [N/G]) → QMc(P
1, [Φ−1(0)/G])
and we will prove the following theorem.
Theorem 8.2. Let c be as above.
(1) QMc(P
1, [N/G]) → QMc(P
1, [Φ−1(0)/G]) is a homotopy equivalence.
(2) For each σ, QMσc (P
1, [N / G′/H]) has a contacting C× action.
(3) Spc(σ) is the central fibre of
QMσc (P
1, [N/G]) → QMσc (P
1, [N / G′/H])
and H•(Spc(σ))
∼= H•
(
QMσc (P
1, [N/G])
)
Remark 8.3. This theorem admits an obvious equivariant upgrade. First, the loop
rotation action of C× on Spc extends to an action on the quasimap spaces, coming from
the usual C× action on P1. All the maps involved are equivariant and the isomorphisms
of homology extend to C×-equivariant homology. Second, suppose as usual that we have
chosen a flavour group F and that the stabilizer of c in G˜ maps isomorphically onto F .
Then we get an action of the flavour group on the quasimap spaces. Similarly, we see
that we obtain isomorphisms of F -equivariant homology.
8.2. Comparing quasimaps and quasimaps. SinceN ⊂ Φ−1(0), we have an obvious
embedding
QMc(P
1, [N/G]) → QMc(P
1, [Φ−1(0)/G])
given taking a point (P, s, ψ) and extending s by 0.
Define a C× action on T ∗N by scaling on the N∗ factor. This gives us an action of
C× on QMc(P
1, [Φ−1(0)/G]) which contracts QMc(P
1, [Φ−1(0)/G]) to QMc(P
1, [N/G]).
This complete the proof of Theorem 8.2 (1).
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8.3. Torus quotients. In this section, we will study quasimaps into stacks of the form
[Y/T ] where Y = SpecA is a finite-type affine scheme and T is a torus. As before choose
c ∈ Y (C) with trivial stabilizer.
Because T is a torus, π is just the coweight lattice of T , and so σ is a coweight. For the
purposes of this section, let X denote the weight lattice of T . For any λ ∈ X, σ(λ) is an
integer. For any integer n, we write C[x, y]n for the space of homogeneous polynomials
in two variables of degree n. Of course if n < 0, then this space is 0. We have the usual
multiplication map C[x, y]n1 ⊗ C[x, y]n2 → C[x, y]n1+n2 and dually a coproduct
∆ : C[x, y]∗n1+n2 → C[x, y]
∗
n1 ⊗ C[x, y]
∗
n2
which we will write as ∆(β) =
∑
β1⊗β2 (as is customary, we are suppressing the index
of summation). Also, we define β∞ ∈ C[x, y]
∗
n by β∞(p) = p(0, 1) for any p ∈ C[x, y]n.
Let P be a principal T -bundle on P1. We will be interested in the algebra C[P ] of
global functions on P . The variety P (and thus the algebra C[P ]) has actions of C× (by
its usual action on P1) and T (since it is a principal T -bundle).
Lemma 8.4. Let P be a principal T -bundle on P1 of degree σ. Then the algebra C[P ]
can be described as
C[P ] =
⊕
λ∈X
C[x, y]σ(λ)
where T acts on C[x, y]σ(λ) with weight λ and where the algebra structure comes from
the usual multiplication of polynomials.
Moreover, this principal T -bundle has a natural trivialization at ∞ which is given by
β∞ : C[P ]→ C.
Proof. We have
P = (C2 r {0}) × T/C×
where C× acts on C2 r {0} by inverse scaling and on T by the map σ : C× → T . Thus
C[P ] = (C[x, y]× C[T ])C
×
which is easily reduced to the above formula. 
Now, let A be a finitely-generated algebra with an action of T and let c ∈ SpecA.
Thus we get an algebra morphism A → C, written as a 7→ a(c). We use σ to collapse
the X-grading on A to a Z-grading, by setting An = ⊕σ(λ)=nAλ.
We assume that c, σ are compatible in the following sense:
(50) if σ(λ) < 0 and a ∈ Aλ, then a(c) = 0
This condition is equivalent to c lying the attracting set for the C× action defined by σ.
It is a necessary condition for the non-emptyness of the quasimap space QMσc (P
1, [Y/T ]).
Assuming the above condition, we define
Aσ := Sym(
⊕
n∈Z
An ⊗ C[x, y]
∗
n)/J
where J is the ideal generated by
(a1a2)⊗ β −
∑
(a1 ⊗ β1)(a2 ⊗ β2)
for a1 ∈ An1 , a2 ∈ An2 , β ∈ C[x, y]
∗
n1+n2 , and n1, n2 ∈ Z.
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Note that Aσ is a finitely generated algebra. Indeed, if we have homogeneous gen-
erators a1, . . . , am for A of degrees λ1, . . . , λm, then {ak ⊗ (x
pyq)∗} generates Aσ, for
1 ≤ k ≤ m and p+ q = σ(λk).
Then we define a further quotient
Aσc := A
σ/(a⊗ β∞ − a(c) : a ∈ Aλ)
Example 8.5. The following example was our motivation for the above definition of
Aσc .
Let G be a semisimple group and let Y = G / U be the base affine space and let T
act on Y by right multiplication. Then Y = SpecA, where A = ⊕V (λ)∗ is the direct
sum of all duals of the irreducible representation of G with multiplication defined by
ι∗ : V (λ1)
∗ ⊗ V (λ2)
∗ → V (λ1 + λ2)
∗ dual to ι : V (λ1 + λ2)→ V (λ1)⊗ V (λ2)
and where T acts on A by acting by weight λ on V (λ)∗.
We let c : A→ C be given by the highest weight vector in each V (λ).
In this case Aσ = Sym(⊕λV (λ)
∗ ⊗ C[x, y]∗σ(λ))/J . Thus an algebra homomorphism
φ : Aσ → C gives us an element φλ ∈ V (λ)⊗C[x, y]σ(λ). These elements φλ must satisfy
the relations in J , which is equivalent to the equations
φλ1φλ2 = ι(φλ1+λ2) in V (λ1)⊗ V (λ2)⊗ C[x, y]σ(λ1+λ2).
Moreover, if φ : Aσc → C, then we see that we have the additional condition that
φλ(0, 1) = vλ, the highest weight vector.
Comparing with Definition 5.2 in [FM], we conclude that SpecAσc equals the Zastava
space Zσ, if σ lies in the cone of positive coroots, and is empty otherwise (this is
equivalent to the condition (50)).
Returning to the general case, we will now prove that the based quasimap space is an
affine scheme.
Theorem 8.6. Let A be as above and let Y = SpecA. The stack QMσc (P
1, [Y/T ]) is
isomorphic to SpecAσc .
Proof. We will prove that for S = SpecR, we have
QMσc (P
1, [Y/T ])(S) = Homalg(A
σ
c , R)
Now suppose that we are given φ ∈ Homalg(A
σ
c , R). Then since A
σ
c is a quotient of a
symmetric algebra, for each λ, we obtain a linear map Aλ ⊗ C[x, y]
∗
σ(λ) → R and thus
dualizing we obtain a linear map φλ : Aλ → C[x, y]σ(λ) ⊗R. These linear maps φλ must
satisfy the conditions of the ideal J defining Aσ and also the further relation defining
Aσc and so we see that
φλ(a1a2) = φλ1(a1)φλ2(a2) β∞(φλ(a)) = a(c)
On the other hand, consider the principal bundle P on P1 × S of degree σ. Since
Y = SpecA, a T -equivariant map s : P → Y is equivalent to a X-graded algebra map
A→ C[P ]. Now, we have by Lemma 8.4, we have
C[P ] = ⊕λC[x, y]σ(λ) ⊗R
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We conclude that the collection (φλ)λ∈X defines a X-graded algebra map A → C[P ]
compatible with the map C[P ] → C and hence a T -equivariant map s : P → Y which
restricts to c on the trivialization. Thus, from φ ∈ Homalg(A
σ
c , R) we obtain an element
of QMσc (P
1, [Y/T ])(S). It is easy to see that this defines a bijection.

The space SpecAσc has a distinguished point, also denoted c, given by the map A
σ
c → C
defined by a⊗ β 7→ a(c)β(yn) for a⊗ β ∈ An ⊗C[x, y]
∗
n. Under the above isomorphism,
this distinguished point can be viewed as the following quasimap. Recall that
P = (C2 r {0}) × T/C×
where C× acts by inverse scaling on C2 r {0} and on T by the coweight σ. We define a
map
(C2 rC× {0}) × T → Y (x, y, t) 7→ σ(y)tc
This is invariant for the action of C× and extends to a map P → Y if and only if
the condition (50) holds. Comparing with the proof of Theorem 8.6, we see that this
quasimap corresponds to the point c ∈ SpecAσc .
We define an action of C× on Aσc by setting the variable x to have degree 1 and the
variable y degree 0.
Proposition 8.7. This C× action on QMσc (P
1, [Y/T ]) contracts this space to the point
c.
Proof. It is easily see that with respect to the above action Aσc is non-negatively graded
and has (Aσc )
C× one-dimensional with augmentation morphism given by c. 
8.4. Comparing BFN Springer fibres and quasimaps. We return to our general
setup of a reductive group G, a representation N , and a χ-stable point c ∈ N satisfying
our assumptions from section 8.1.
We will now apply the setup of the previous section to the affine scheme Y = N / G′
with the action of the torus H := G/G′. Note that we have a morphism N → N / G′
which is invariant for the action of G′ and we write [c] for the image of c under this
morphism.
Applying Theorem 8.6, we deduce the following result which implies Theorem 8.2 (2).
Corollary 8.8.
QMσc (P
1, [N / G′/H]) = SpecAσ[c]
where A = C[N ]G
′
. In particular, the action of C× on QMσ[c](P
1, [N / G′/H]) contracts
this space to the point [c] ∈ N / G′.
There is a morphism of stacks π : [N/G]→ [N / G′/H] which leads to a morphism
πσ : QM
σ
c (P
1, [N/G]) → QMσ[c](P
1, [N / G′/H])
which can be described as follows. Given a point (P, s, ψ) ∈ QMσc (P
1, [N/G])(S), we
consider the quotient P/G′ which is a principal H = G/G′ bundle. The map s : P → N
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descends to a map s/G′ : P/G′ → N / G′ and similarly the trivialization descends as
well. Thus we obtain the point
πσ(P, s, ψ) = (P/G
′, s/G′, ψ/G′) ∈ QMσ[c](P
1, [N / G′/H])(S)
Now, we relate the central fibre of π to the Springer fibre. We write π−1([c]) :=
⊔σπ
−1
σ [c].
Define a new moduli space Ŝpc by
Ŝpc(S) ={(P, s, ψ) : P is a principal G-bundle on P
1 × S,
s : P → N is G-equivariant,
ψ : P1 r {0} × S ×G→ P |P1r{0}×S is a trivialization, such that
s ◦ ψ : P1 r {0} × S × {1} → N is the constant morphism (with image c).}
As usual, we write Ŝpc(σ) for the locus where P has degree σ.
The following result completes the proof of Theorem 8.2 (3).
Proposition 8.9. (1) The map (P, s, ψ) 7→ (P |D×S , ψ|D×S) defines an isomor-
phism Ŝpc → Spc.
(2) The map (P, s, ψ) 7→ (P, s, ψ|{∞}×S) gives an isomorphism Ŝpc(σ)
∼= π−1σ ([c]).
Proof. (1) First, we note that the equation s(ψ(x, S, 1)) = c determines s on the
restriction of P over P1 r {0} × S, a dense subset of P . Thus, given (P,ψ) if s
exists, it is unique. The result thus follows from a theorem of Beauville-Laszlo
(see [Z, Theorem 1.4.2]).
(2) First, we note that for any (P, s, φ) ∈ Ŝpc(S), the composition s : P → N →
N / G′ descends to a map s/G′ : P/G′ → N / G′. The trivialization of P over
P1 r {0} × S descends to a trivialization of P/G′ over this locus. With respect
to this trivialization, the map s/G′ is constant with image [c] and thus gives the
central point [c] ∈ QM[c](P
1, [N / G′/H]). This shows that (P, s, ψ|{∞}×S) ∈
π−1([c])(S).
Conversely, let (P, s, ψ∞) ∈ π
−1([c]). Thus there exists a trivialization ψH of
P/G′ on P1 r {0} × S and such that s/G′ is given by
P/G′|P1r{0}×S ∼= H × P
1 r {0} × S → N / G′ (1, x) 7→ [c]
Choose a trivialization ψ of P on P1 r {0} × S extending ψ∞ and ψH , so we
obtain the commutative diagram
P1 r {0} × S ×G P |P1r{0}×S N
P1 r {0} × S ×H P/G′|P1r{0}×S N / G
′
ψ s
ψH s/G
′
Take a point (x, 1) ∈ P1 r {0} × S × G. As the path down and right gives the
point [c], we see that the path right must land in the fibre over [c]. By the
assumption that this fibre is scheme-theoretically isomorphic to G′, we see that
there is a morphism g : P1 r {0} × S → G such that s ◦ ψ(1, x) = g(x)c. We
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change the trivialization ψ by this morphism g and then we see that under the
new trivialization, the section s is constant (and equal to c). Thus it defines a
point in Ŝpc(S).
This gives the inverse morphism π−1([c])→ Ŝpc and thus we have the desired
isomorphism Spc(σ)
∼= π−1σ ([c]).

8.5. Laumon’s quasiflags spaces. As in Examples 5.1.7 and 5.28, we consider the
case in which G =
∏n−1
i=1 GLi and N = ⊕
n−1
i=1 Hom(C
i,Ci+1), choose χ : G → C× to
be given by χ(g) =
∏
i det(gi)
−1 and take c ∈ N to be the point corresponding to the
standard embeddings of Ci into Ci+1.
In this case the χ-stable points of N are the injective homomorphisms and N / χG
∼=
FLn, the variety of full flags in C
n. We also have G′ =
∏n−1
i=1 SLi and G/G
′ = (C×)n−1.
We can identify QMc(P
1, [N/G]) with Laumon’s based quasiflag space Ln.
Ln := {0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn = OP1 ⊗ C
n :
Fi is a locally free sheaf of rank i, Fi|∞ = C
i}
In this language the Springer fibre Spc is identified with the following locus.
Spc = {F• : Fi|P1r{0} = OP1r{0} ⊗ C
i}
In [Ku], Kuznetsov studied a map π : Lσn → Z
σ
n , where Z
σ denotes Drinfeld’s Zastava
space. As discussed in Example 8.5, Zσn = QM
σ
c (P
1, [SLn / U/T ]) where T denotes the
torus of SLn.
In fact, we have the following.
Lemma 8.10. There is an isomorphism SLn / U = N / G
′ compatible with the action
of T = (C×)n−1 on both sides.
Proof. It suffices to show that C[SLn]
U = C[N ]G
′
. We already know the left hand side
is given by the direct of all irreducible representations of SLn.
Given any dominant weight λ =
∑
λiωi, we can define θ : G→ C
× by θ(g1, . . . , gn−1) =∏
det(gi)
λi . So we must show that for this θ, we have an isomorphism of SLn represen-
tations C[N ]G,θ = V (λ).
Using Howe duality, we have
C[N ] = Sym(N∗) = Sym
(n−1⊕
i=1
Ci ⊗ (Ci+1)∗
)
=
⊕
µ1,...,µn−1
n−1⊗
i=1
VGLi(µ
i)⊗ VGLi+1(µ
i)∗
=
⊕
µ1,...,µn−1
n⊗
i=1
VGLi(µ
i−1)∗ ⊗ VGLi(µ
i)
66 JUSTIN HILBURN, JOEL KAMNITZER, AND ALEX WEEKES
where µi ∈ Ni. Also if j ≤ i and µ ∈ Nj, then VGLi(µ) denotes the irreducible represen-
tation of GLi of highest weight (µ, 0, . . . , 0). (Also we make the convention that µ
n = 0,
so VGLn(µ
n) = C.)
Now we are looking inside this space for those vectors where G =
∏n=1
i=1 GLi acts by
θ. Now
(VGLi(µ
i−1)∗ ⊗ VGLi(µ
i))GLi,det
λi
=
{
C if −µi−1 + µi = λiωi
0 otherwise
Combining these equations together gives the desired result.

Corollary 8.11. We have an isomorphism
QMσc (P
1, [SLn / U/T ]) ∼= QM
σ
c (P
1, [N / G′/(C×)n−1])
Under this isomorphism, the map Lσn → Z
σ
n studied by Kuznetsov coincides with our
map π above.
Proof. The first claim follows from the Lemma. The second follows by tracing through
the definitions. 
Thus we see that the central fibre of πσ studied in section 2 by Kuznetsov [Ku]
coincides with our BFN Springer fibre Spc(σ). In particular, Kuznetsov computes the
dimension of Spc(σ) and its Poincare´ polynomial.
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