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The relativistic mean field theory with the Green’s function method is taken to study the single-
particle resonant states. Different from our previous work [Phys.Rev.C 90,054321(2014)], the res-
onant states are identified by searching for the poles of Green’s function or the extremes of the
density of states. This new approach is very effective for all kinds of resonant states, no matter it
is broad or narrow. The dependence on the space size for the resonant energies, widths, and the
density distributions in the coordinate space has been checked and it is found very stable. Taking
120Sn as an example, four new broad resonant states 2g7/2, 2g9/2, 2h11/2 and 1j13/2 are observed,
and also the accuracy for the width of the very narrow resonant state 1h9/2 is highly improved to be
1×10−8 MeV. Besides, our results are very close to those by the complex momentum representation
method and the complex scaling method.
PACS numbers: 25.70.Ef, 21.10.Pc, 21.60.Jz
I. INTRODUCTION
The single-particle resonant states in the continuum
are playing crucial roles in the formation of halos in ex-
otic nuclei [1]. For example, studies by the relativistic
continuum Hartree-Bogoliubov theory suggested that gi-
ant halos can be formed in the neutron-rich Zr and Ca
isotopes if more than two valence neutrons occupy the
resonant states with low angular momentums [2, 3], and
the existence of a possible deformed halo in 40,42Mg and
22C is mainly decided by the single-particle states around
the Fermi surface including the resonant states in the
continuum [4–7]. As a result, the exploration of resonant
states are becoming significantly important and attract-
ing more and more attentions.
During the past years, a series of approaches have
been taken or developed in the exploration of the single-
particle resonant states. Some approaches are based
on the conventional scattering theories, such as R-
matrix theory [8, 9], K-matrix theory [10], S-matrix the-
ory [11, 12], Jost function approach [13, 14], and the
scattering phase shift (SPS) method [11, 15, 16]. Be-
sides, some techniques which are used for bound states
have also been extended to study the single-particle res-
onant states, such as the complex momentum repre-
sentation (CMR) method [17–19], the complex scaling
method (CSM) [20–28], the complex-scaled Green’s func-
tion (CGF) method [29–31], the real stabilization method
(RSM) [32], and the analytical continuation of the cou-
pling constant (ACCC) method [33–45].
The Green’s function (GF) method [46–49] is also a
successful candidate for studying resonances. It can treat
the continuum exactly. With this method, the single-
particle spectrum covering the bound states and the con-
tinuum are treated on the same footing, exact energies
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and widths can be obtained for resonant states of all
kinds, and correct asymptotic behaviors are kept well
for the density distributions. Besides, it is very conve-
nient to be combined with nuclear models. As a result,
Green’s function method has been used extensively in
the study of the nuclear structure and excitations. For
example, by applying the GF method to the Hartree-
Fock-Bogoliubov (HFB) theory in the coordinate rep-
resentation, halos in both spherical and deformed nu-
clei are described very well [50–53]. Besides, the contin-
uum quasiparticle random-phase approximation (QRPA)
formulated with Green’s function method [54] is devel-
oped to describe many interesting phenomena, such as
the collective excitations [55–61], monopole pair vibra-
tional modes and associated two-neutron transfer ampli-
tudes [62], and neutron capture reactions [63].
The covariant density functional theory (CDFT) [64–
67] has got remarkable achievements in describing many
systems and interesting phenomena, such as the stable
and exotic nuclei [68–71], hypernuclei [72–75], neutron
stars [76, 77], pseudospin symmetries [78–81], and r-
process simulations [82–84]. Thus, in recent years, we
applied the Green’s function method to the framework
of the covariant density functional theory. In 2014, the
relativistic mean field theory formulated with the Green’s
function method (RMF-GF) is developed, and as the
first time, it is successfully applied to study the single-
neutron resonant states [85]. It is also confirmed effec-
tive for the proton and Λ-hyperon single-particle reso-
nant states [86, 87]. In 2016, the relativistic contin-
uum Hartree-Bogoliubov theory combining the Green’s
function method (RCHB-GF) is developed by contain-
ing the pairing correlation, which can describe the halos
very well [88]. Very recently, Green’s function method
is further extended to study the resonances in deformed
nuclei by solving a coupled-channel Dirac equation with
quadrupole-deformed Woods-Saxon potential [89].
In our previous works [85–87], the single-particle reso-
nances are identified by comparing the density of states
2(DOS) displayed by nucleons moving in the mean-field
potentials and those by free particles. According to the
DOS difference between the nucleons and free particles,
the energy and width of resonant state are given by
reading the position and the full-width at half-maximum
(FWHM) of the resonant peak, respectively. In this way,
energies and widths can be obtained easily for narrow
resonances with good accuracy. However, the accuracy
decreases for the wide resonances due to the irregular
shapes of the resonant peaks. In our recent work [89], a
direct but very effective approach is proposed to study
the resonant states by searching for the extremes of
Green’s function in terms of the fact that the resonant
states are poles locating in the fourth quadrant of the
complex energy plane. In this work, we applied this
new approach with Green’s function method to study
the single-particle resonances based on the RMF theory.
The paper is organized as follows. In Sec. II, the
Green’s function method is given briefly. In Sec. III, nu-
merical details are presented. After the results and dis-
cussions in Sec. IV, a brief summary is drawn in Sec. V.
II. THEORETICAL FRAMEWORK
In the RMF-GF theory [85], the Green’s function is
applied in the coordinate space to calculate the densities
for nucleons and the single-particle spectrum of the Dirac
equation. The Dirac equation for nucleons in the RMF
theory [64–66] is,
[α · p+ V (r) + β(M + S(r))]ψn(r) = εnψn(r), (1)
with the nucleon mass M , the Dirac matrices α and β,
and the scalar and vector potentials S(r) and V (r), re-
spectively.
A relativistic single-particle Green’s function
G(r, r′; ε) satisfying the following definition is needed to
be constructed,
[ε− hˆ(r)]G(r, r′; ε) = δ(r − r′), (2)
with hˆ(r) being the Hamiltonian of the Dirac equa-
tion (1). Starting from Eq. (2) and taking a complete
set of eigenstates ψn(r) and eigenvalues εn, the Green’s
function can be represented as
G(r, r′; ε) =
∑
n
ψn(r)ψ
†
n(r
′)
ε− εn
, (3)
which has a form of a 2 × 2 matrix due to the two com-
ponents of the Dirac spinor ψn(r),
G(r, r′; ε) =
(
G(11)(r, r′; ε) G(12)(r, r′; ε)
G(21)(r, r′; ε) G(22)(r, r′; ε)
)
. (4)
It is noted that the eigenvalues εn of Dirac equation
are poles of the Green’s function in Eq. (3). As a re-
sult, one can obtain the eigenvalues εn by searching for
the poles of the Green’s function. In practice, following
Ref. [49], it can be done with the help of the density of
states (DOS) n(ε),
n(ε) =
∑
n
δ(ε− εn), (5)
which displays like discrete δ-function peaks for bound
states at the eigenvalues ε = εn but distributes continu-
ously in the continuum with peaks for resonances. DOSs
n(ε) in a wide energy range will be calculated by scanning
single-particle energy ε. One notes that for the contin-
uum, energies ε are complex ε = εr+ iεi and the energies
for the resonant states can be written as εn = E − iΓ/2
with the resonance energy E and width Γ.
Taking the imaginary part of the Green’s function, the
DOSs can be calculated by the integrals in the coordinate
r space [85]. For the bound states, it is
n(ε) (6)
= −
1
π
∫
drIm[G(11)(r, r; ε+ iǫ) + G(22)(r, r; ε+ iǫ)],
where “iǫ” is the introduced positive infinitesimal imag-
inary part to the single-particle energy ε, with which
the δ-function shaped DOSs for bound states are simu-
lated by Lorentzian functions with the FWHM of 2ǫ. For
the resonant states, one does not need to introduce the
infinitesimal imaginary part“iǫ” since the single-particle
energy ε is complex. Besides, when scanning the imagi-
nary part of complex energy εi, before and after it cross-
ing the resonant states, the DOSs n(ε) differ by a minus
sign. The DOSs for the resonant states can be written
as,
n(ε) = δ(εr − E) (7)
=


−
1
π
∫
drIm[G(11)(r, r; ε) + G(22)(r, r; ε)],
if εi > −Γ/2;
1
π
∫
drIm[G(11)(r, r; ε) + G(22)(r, r; ε)],
if εi < −Γ/2.
In practice, we calculate DOSs for resonances by scan-
ning the whole complex energy range taking the first
equation in Eq. (7) and they will reverse and become
negative when εi over the resonant states. According to
those changes, the widths of resonant states Γ/2 can be
determined.
In the spherical case, the Green’s function can be ex-
panded as
G(r, r′; ε) =
∑
κm
Yκm(θ, φ)
Gκ(r, r
′; ε)
rr′
Y ∗κm(θ
′, φ′), (8)
where Yκm(θ, φ) is the spin spherical harmonic,
Gκ(r, r
′; ε) denotes the radial Green’s function, and the
quantum number κ labeling different partial waves, which
can give the values of the angular momentums l and j,{
l = κ, j = κ− 12 , if κ > 0;
l = −κ− 1, j = −κ− 12 , if κ < 0.
(9)
3Then the DOS for each partial wave κ is
nκ(ε) = −
2j + 1
π
∫
drIm
[
G(11)κ (r, r; ε)
+G(22)κ (r, r; ε)
]
. (10)
Practically, we do the integrals in Eq. (10) in a finite box
and obtain an approximate DOS nRκ (ε) for a fixed Rbox.
Finally, a Green’s function Gκ(r, r
′; ε) with angular mo-
mentum κ and complex single-particle energy ε is con-
structed as [47]
Gκ(r, r
′; ε) =
1
Wκ(ε)
[
θ(r − r′)φ(2)κ (r, ε)φ
(1)†
κ (r
′, ε)
+θ(r′ − r)φ(1)κ (r, ε)φ
(2)†
κ (r
′, ε)
]
, (11)
where θ(r−r′) is the step function, φ
(1)
κ (r, ε) and φ
(2)
κ (r, ε)
are two linearly independent Dirac spinors
φ(1)κ (r, ε) =
(
g
(1)
κ (r, ε)
f
(1)
κ (r, ε)
)
,
φ(2)κ (r, ε) =
(
g
(2)
κ (r, ε)
f
(2)
κ (r, ε)
)
, (12)
obtained by the Runge-Kutta integrals in the whole r
space from the asymptotic behaviors of the Dirac spinors
at r → 0 and r → ∞, respectively, and Wκ(ε) is the
r-independent Wronskian funciton defined by
Wκ(ε) = g
(1)
κ (r, ε)f
(2)
κ (r, ε)− g
(2)
κ (r, ε)f
(1)
κ (r, ε). (13)
Exact asymptotic behaviors in the origin and in the
infinity are taken for the Dirac spinor. In particular, it
is regular at r → 0 and satisfies
φ(1)κ (r, ε) −→ r
(
jl(kr)
κ
|κ|
ε−V−S
k jl˜(kr)
)
, (14)
where l˜ = l + (−1)j+l−1/2 is the angular momen-
tum of the small component of the Dirac spinor, k =√
(ε− V − S)(ε− V + S + 2M) is the single-particle
momentum for all states, and the spherical Bessel func-
tion of the first kind jl(kr) satisfies
jl(kr) −→
(kr)l
(2l + 1)!!
, when r → 0. (15)
The Dirac spinor at r →∞ behaves exponentially de-
caying for the bound states while oscillating outgoing for
the continuum, which can be written uniformly as,
φ(2)κ (r, ε) −→
(
rkh
(1)
l (kr)
κ
|κ|
rk2
ε+2M h
(1)
l˜
(kr)
)
, (16)
with the single-particle momentum k =
√
ε(ε+ 2M) and
the spherical Hankel function of the first kind h
(1)
l (kr).
III. NUMERICAL DETAILS
In this work, to compare the results with those ob-
tained by the previous GF calculations [85] and also
those by CMR [18], CSM [25], RSM [32], and ACCC [39]
methods, we take the same nucleus 120Sn as an exam-
ple, and investigate the single-particle resonant states for
neutrons by taking the GF method based on the RMF
theory. The energies, widths, and the density distribu-
tions in coordinate space for resonant states are given
and compared with other methods. Both PK1 [90] and
NL3 [91] parameters are taken in these RMF calculations.
The equations in the RMF-GF theory are solved in
the coordinate space, with different space sizes Rbox and
a step of dr = 0.1 fm. In Eq. (6), the infinitesimal imag-
inary parameter ǫ is taken as 1× 10−6 MeV when calcu-
lating DOSs for bound states. In calculating the DOSs
nRκ (ε) by scanning energies ε in the fourth quadrant of
the complex energy plane, the energy steps dε is taken as
1×10−4 MeV for both the real energy part and the imag-
inary energy part in searching for most of resonances. As
a result, the predicted energies and widths of the resonant
states by the GF method own an accuracy of 0.1 keV.
Besides, much higher accuracy can be easily achieved by
taking smaller energy steps dε.
IV. RESULTS AND DISCUSSION
The resonant states are well known as poles locating in
the fourth quadrant of the single-particle complex energy
plane. Therefore, in this work, we take a direct way to
explore for these poles which are also the extremes of GF
according to Eq. (3). In practice, the definition of density
of states in Eq. (7) is applied and a series of DOSs nRκ (ε)
will be calculated by scanning the complex energy ε in
the fourth quadrant, both in the directions of the real
energy εr axis and the imaginary energy εi axis.
As an example, in Fig. 1, we give the details in deter-
mining the single-neutron resonant state 2f5/2 in
120Sn.
To explore for the pole corresponding to the resonant
state, as shown in Fig. 1(a), the complex energy ε in
a wide range containing both the real part εr and the
imaginary part εi are covered to calculate the DOSs.
The PK1 effective interaction and the coordinate space
of Rbox = 20 fm are taken in the RMF-GF calculations.
In Fig. 1(b), the calculated DOSs are plotted as functions
of εr for different εi. In particular, it is noted that with
the imaginary energy εi varying from −0.0175 MeV to
−0.0475 MeV, the DOSs alter significantly in the energy
range from εr = 0.75 MeV to 1.00 MeV. With the imag-
inary energy εi approaching to −0.0325 MeV, the peaks
of DOS evolves sharper and sharper and finally reaches
the extreme. A peak in the shape of δ-function locates
at εr = 0.8705 MeV. Besides, just after εi crossing the
energy −0.0325 MeV, the peak of DOS reverses sharply.
After that, the peak of DOS evolves in an apposite way
and becomes lower and lower with εi going farther. This
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FIG. 1: (Color online) (a) Single-particle complex energy
plane ε = εr + iεi and the single-neutron resonant state
2f5/2 in
120Sn located in the fourth quadrant. (b) DOSs
nRκ (ε) as functions of the complex energy ε including the real
part εr and the imaginary part εi, obtained by the RMF-GF
method by taking the PK1 effective interaction and space size
Rbox = 20 fm.
indicates a pole locating at ε = 0.8705− i0.0325 MeV.
In the following, we check the dependence of the ob-
tained resonance energy and width E − iΓ/2 on the
space size, as we know that they should be constant
against the changes of the coordinate space size Rbox.
In Fig. 2, DOSs calculated by taking different coordinate
space sizes Rbox = 20 fm (a), 25 fm (b), and 30 fm (c)
are plotted for the single-neutron resonant state 2f5/2
in 120Sn. It is noted that the shapes of DOSs for 2f5/2
in different Rbox are quite similar and all of them reach
the extreme at εi = −0.0325 MeV and reverse immedi-
ately at the next energy point −0.0326 MeV. Besides, the
peak of DOS in each case also locates at the same energy
εr = 0.8705 MeV. Accordingly, we can conclude that the
energy and width of the resonant state 2f5/2 obtained by
the RMF-GF method is independent on the coordinate
space size.
The same check plotted in Fig. 2 is also performed for
a wide resonant state. In Fig. 3, the DOSs in different
Rbox are plotted for the resonant state 2g9/2 with a width
around 3 MeV. In general, for a wide resonant state, the
DOS is more sensitive to the changes of imaginary part
of complex energy εi. In Fig. 3, although the DOSs do
not have exactly the same shapes with the changes of
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FIG. 2: (Color online) Comparison of the DOSs nRκ (ε) for the
resonant state 2f5/2 obtained in different space sizes Rbox =
20 fm (a), 25 fm (b), and 30 fm (c), respectively.
the space size Rbox, extremes at the same energy ε =
5.4428− i1.6948 MeV are observed, demonstrating that
the same resonant state with energy E = 5.4428 MeV
and width Γ/2 = 1.6948 MeV is obtained in different
space sizes. Combing the checks in Figs. 2 and 3, it is
proved that the descriptions of resonate states by the new
approach with the GF method keeps very stable with the
changes of the space size, even for a resonant state with
broad width.
Another advantage of GF method for resonant states is
that it can also describe the density distributions in the
coordinate space. Here, following Refs. [50–52], we use
the density ρκ(r, ε) defined at resonance energy ε = E
to describe the distribution for a resonant state in the
coordinate space, which is calculated by
ρκ(r, ε) (17)
= −
(2j + 1)
4πr2
1
π
Im
[
G(11)κ (r, r;E) + G
(22)
κ (r, r;E)
]
.
In Fig. 4, the density distribution ρκ(r, ε) at the reso-
nance energy ε = 0.8705 MeV for the state 2f5/2 in
120Sn
is shown. The space dependence is also checked by doing
calculations in different box sizes Rbox = 20 fm, 25 fm,
and 30 fm. Exactly the same density distribution in the
whole coordinate space is obtained with different space
sizes, demonstrating again the advantage of GF method.
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FIG. 3: (Color online) The same as Fig. 2, but for the single-
neutron resonant state 2g9/2 in
120Sn.
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FIG. 4: (Color online) Density distributions ρκ(r, ε) for the
single-neutron resonant state 2f5/2 at resonant energy ε =
0.8705 MeV plotted in the coordinate space. Calculations are
done with different space sizes Rbox = 20 fm, 25 fm, and
30 fm.
Besides, we can see that the density distribution for the
narrow 2f5/2 is very localized, behaving as a bound state.
According to the above studies, GF method is effec-
tive and reliable in describing resonant states, no matter
it is narrow or broad. Resonance energies E − iΓ/2 can
be easily obtained by searching for the poles of Green’s
function or extremes of DOS. In Fig. 5, we plot all the
obtained single-neutron resonant states in 120Sn, identi-
fied by scanning the complex energy ε in a wide range
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FIG. 5: (Color online) Single-neutron resonant states in 120Sn
obtained by the RMF-GF method with PK1 effective inter-
action.
for different κ blocks and searching for resonant states
by observing extremes. Compared with the results in
our previous work (see Fig.6 in Ref. [85]), in which the
resonant states were identified by comparing the DOSs
for nucleons moving in the mean field potentials with
those for free particles, new resonant states 2g7/2, 2g9/2,
2h11/2, and 1j13/2 with very broad widths ranging from
3 MeV to 13 MeV are also observed. In Table I, we
list the energies E − iΓ/2 of the single-neutron resonant
states obtained by RMF-GF method, in comparison with
the results in the previous GF calculations [85]. It is
found that the accuracy is highly improved with the new
approach by GF method, both for the narrow resonant
states and broad ones. For example, the uncertainty is
well constrained within 1.0×10−8 MeV for the extremely
narrow resonant state h9/2. It is noted that for the very
narrow resonant states, the scanning energy step dε for
the imaginary part in calculating DOSs n(ε) should be
much smaller. It is 1× 10−8 MeV for the resonance h9/2,
and only with such a small imaginary energy step, the
reverse of DOSs extremes can be observed.
Finally, to compare our results with those by
CMR [18], CSM [25], RSM [32], and ACCC [39] methods,
we also calculate the resonant states with the RMF-GF
method by taking NL3 [91] effective interaction. The
energies E − iΓ/2 for the single-neutron resonant states
2f5/2, 1i11/2, 1i13/2, and 1j15/2 by those methods are
listed in Table II. We can find that the results by the GF
method are all consistent with those of other four meth-
ods, especially the CMR and CSM methods. In fact,
according to our previous study for the resonances in de-
formed nuclei [89], it was found that GF method and
CMR can obtain exactly the same energies for most of
the resonant states. One possible reason for the slight dif-
ference in the present results may come from the mean-
field potential obtained in the iteration calculations of
RMF theory. Besides, the GF and CMR methods are
performed very differently. The GF method is worked
in the coordinate space, in which the resonant states are
obtained by searching for its poles corresponding to the
6TABLE I: Energies and widths E− iΓ/2 (in MeV) of the single-neutron resonant states nlj in
120Sn obtained by the GF-RMF
method with PK1 effective interaction, compared with the results in the previous GF calculations [85].
positive parity 2g7/2 2g9/2 1i11/2 1i13/2
this work 6.3585 − i3.1052 5.4428 − i1.6948 9.8544 − i0.6413 3.4786 − i0.0024
previous work 9.700 − i0.636 3.469 − i0.002
negative parity 3p1/2 2f5/2 1h9/2 2h11/2 1j13/2 1j15/2
this work 0.0504 − i0.0164 0.8705 − i0.0325 0.2508 − i4× 10−8 10.5130 − i6.7681 18.1846 − i3.1531 12.8929 − i0.5322
previous work 0.031 − i0.043 0.887 − i0.032 0.251 − i0.0001 12.956 − i0.688
TABLE II: Energies and widths E − iΓ/2 (in MeV) of the single-neutron resonant states in 120Sn obtained by the GF method
based on the RMF theory, in comparison with the results by the RMF-CMR, RMF-CSM, RMF-RSM, and RMF-ACCC
methods. All calculations are done with NL3 effective interaction.
nlj GF CMR [18] CSM [25] RSM [32] ACCC [39]
2f5/2 0.674 − i0.015 0.678 − i0.015 0.670 − i0.010 0.674 − i0.015 0.685 − i0.012
1i13/2 3.263 − i0.002 3.267 − i0.002 3.266 − i0.002 3.266 − i0.002 3.262 − i0.002
1i11/2 9.601 − i0.607 9.607 − i0.608 9.597 − i0.606 9.559 − i0.602 9.600 − i0.555
1j15/2 12.579 − i0.496 12.584 − i0.496 12.577 − i0.496 12.564 − i0.486 12.600 − i0.450
eigenvalues of the Dirac equation. However, the CMR
method is implemented in the momentum space by diag-
onalizing the Dirac Hamiltonian.
V. SUMMARY
It is well known that the single-particle resonances are
playing crucial roles in the structures of exotic nuclei.
Many methods such as CMR, CSM, RSM, and ACCC has
been proposed to study resonant states. In this work, we
apply the Green’s function method to study the single-
particle resonances based on the RMF theory. Instead of
searching for resonant states by comparing the density
of states for nucleons in the mean field potentials with
those for free particles, a direct and effective approach,
that is to search for the extremes of the density of states
or the poles of Green’s function, is implemented for all
kinds of resonant states, either narrow or broad.
Taking 120Sn as an example, the resonant states are
studied with RMF-GF method by taking PK1 effective
interaction. The obtained energies and widths are very
stable with the change of coordinate space size. The
density distributions for resonant states can also be plot-
ted. Compared with our previous work [85], new reso-
nant states 2g7/2, 2g9/2, 2h11/2, and 1j13/2 with broad
widths are identified. Furthermore, the accuracy for
the very narrow resonant state h9/2 is improved to be
1×10−8MeV. Besides, to compare our results with those
by CMR, CSM, RSM and ACCC methods, calculations
for 120Sn by taking NL3 parameter are also done. It is
found that results by Green’s function method are very
close to those by CMR and CSM although they are very
different methods.
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