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EXTENDED AFFINIZATION OF INVARIANT AFFINE
REFLECTION ALGEBRAS
SAEID AZAM1, S. REZA HOSSEINI1, MALIHE YOUSOFZADEH2
Abstract. The class of invariant affine reflection algebras is the most general
known extension of the class of affine Kac-Moody Lie algebras, introduced in 2008.
We develop a method known as “affinization” for the class of invariant affine re-
flection algebras, and show that starting from an algebra belonging to this class
together with a certain finite order automorphism, and applying the so called
“affinization method”, we obtain again an invariant affine reflection algebra. This
can be considered as an important step towards the realization of invariant affine
reflection algebras.
0. Introduction
The class of affine Kac-Moody Lie algebras has been of great interest in the past
fifty years, mostly for its applications to various areas of Mathematics and Theoretical
Physics. This has been a strong motivation for mathematicians to extend this class.
Among such extensions, the most important ones are the class of extended affine Lie
algebras [AAB+97], the class of toral type extended affine Lie algebras [AKY05, You07],
the class of locally extended affine Lie algebras [MY06] and the most recent one which
covers all of the previous ones, the class of invariant affine reflection algebras (IARA’s
for short), introduced in 2008 by E. Neher [Neh08].
One of the central concepts of the theory of affine Kac-Moody Lie algebras and its
extensions, which has captured the interest of many mathematicians, is the concept of
“realization”. Historically, the most popular way of realizing affine Lie algebras and
their generalizations is a developed version of a method known as “affinization”, due
to V. Kac [Kac90, Chapter 8]. Roughly speaking, the method of affinization can be
described as follows. Let g be a Lie algebra from a class T, A the ring of Laurent
polynomials, and σ a finite order automorphism of g. Then applying the affinization
method to these data, one obtains another element gˆ = g˜⊕C⊕D of the class T, where
g˜ is a subalgebra of the loop algebra g ⊗ A, C is a subspace contained in the center
and D consists of certain derivations.
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One knows that affine Kac-Moody Lie algebras, which are extended affine Lie al-
gebras of nullity one (see [ABGP97]), are obtained through the method of affinization
starting form finite dimensional simple Lie algebras, which are extended affine Lie al-
gebras of nullity zero. It is therefore natural to ask “whether it is possible to obtain
(to realize) extended affine Lie algebras of higher nullity from the ones with lower
nullity, through the affinization method. This question was positively answered by
U. Pollmann [Pol94], where she realized extended affine Lie algebras of nullity 2, up
to derivations and central extensions, starting from the ones of nullity one. In the
past two decades, there have been several other attempts of applying the affinization
method, either directly or indirectly by using a closely related method, in order to
realize extended affine Lie algebras; see for example [Aza00, ABY05, AK09, You09]. In
[ABP02], the method of affinization was defined in a general setting, in fact this setting
provides a framework of producing new Lie algebras from the old ones in a prescribed
way. The mentioned work was led to realization of almost all centerless Lie tori (see
[ABP06, ABFP08, ABFP09]), a class of Lie algebras characterizing the core modulo
center of extended affine Lie algebras.
In this paper, we consider the method of affinization for the class of IARA’s, in an
extended way. Namely, in our method, the ring of Laurent polynomials is replaced with
a certain associative algebra, and moreover, the way of inserting the central elements
and derivations to the construction allows us to produce IARA’s of arbitrary higher
nullity from the ones we start with. So our work extends the results of [ABP02], and
in part [AY].
The paper is organized as follows. In Section 1, we gather preliminary definitions
and results needed throughout the work. In Section 2, we study two special types of
gradings imposed by certain automorphisms on the underlying Lie algebras. In Sections
3 and 4, we study the effect of these gradings on so-called toral pairs in general and
on IARA’s in particular. In the latter case, it is shown that if the corresponding toral
subalgebra is replaced with its degree zero homogeneous subspace, one gets a new
IARA with a generally different root system. In Section 5, as a by-product of the
results in earlier sections, we show that the fixed point subalgebra of an IARA under
a certain finite order automorphism is again an IARA. This gives a new perspective
to an old question, going back to [BM55], concerning the structure of fixed point
subalgebras. Finally, Sections 6 and 7 are devoted to our results on affinization of
IARA’s. Roughly speaking, we show that the outcome of “affinization” of an IARA
under a certain automorphism is again an IARA. We consider this as an important
step towards realization of IARA’s. We use our method to give examples of IARA’s
which are neither locally extended affine Lie algebras nor toral type extended affine Lie
algebras.
The authors would like to thank Professor Eerhard Neher and Professor Mohammad-
Reza Shahriary for some helpful comments on the early version of this work.
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1. Preliminaries
In this section, we gather preliminary definitions and results which we need through-
out the paper. In this work, all vector spaces are considered over a field F of charac-
teristic zero. For any vector spaceW, we denote its dual space by W ⋆. For a nonempty
set S, by idS , we mean the identity map on S and by |S| the cardinal number of S. If
R is an integral domain with the field of fractions Q, A an R-module and S a subset of
A, we denote by 〈S〉, the R-span of S. A map (·, ·) : A× A −→ Q is called a symmet-
ric bihomomorphism if (·, ·) is an R-module homomorphism on each component and
(a, b) = (b, a) for all a, b ∈ A. For a symmetric bihomomorphism (·, ·) : A×A→ Q, the
set A0 := {a ∈ A | (a, b) = 0; for all b ∈ A} is called the radical of the (·, ·). We also
set
S0 := S ∩A0 and S× := S \ S0.
The elements of S0 (resp. S×) are called isotropic (resp. nonisotropic) elements of
S. A subset S of A is called indecomposable or connected if S× cannot be written as
a disjoint union of two its nonempty orthogonal subsets with respect to (·, ·). In the
special case when R = Z, the bihomomorphism (·, ·) is called a positive definite form
(resp. positive semidefinite form) if (a, a) > 0 (resp. (a, a) ≥ 0) for all nonzero a ∈ A.
For a subset S of A equipped with a positive semidefinite form (·, ·), we have
S0 = {α ∈ S | (α, α) = 0} and S× = {α ∈ S | (α, α) 6= 0}.
Definition 1.1. Let g be a Lie algebra and T ⊆ g a subalgebra, we call T a toral
subalgebra or an ad-diagonalizable subalgebra if
g =
⊕
α∈T⋆
gα(T ) (1.2)
where for any α ∈ T ⋆,
gα(T ) := {x ∈ g | [t, x] = α(t)x, for all t ∈ T } .
In this case (g, T ) is called a toral pair, the decomposition (1.2) the root space decom-
position of (g, T ) and R := {α ∈ T ⋆ | gα(T ) 6= 0} the root system of (g, T ). We will
usually abbreviate gα(T ) by gα. Since any toral subalgebra is abelian, T ⊆ g0 and so
0 ∈ R unless T = {0} = g. A toral subalgebra is called a splitting Cartan subalgebra if
T = g0, in this case (g, T ) is called a split toral pair.
Now let (g, T ) be a toral pair with root system R, namely g =
⊕
α∈R gα. Suppose
that g satisfies the following two axioms:
(IA1) g has an invariant nondegenerate symmetric bilinear form (·, ·) whose restriction
to T is nondegenerate.
(IA2) For each α ∈ R\{0}, there exist eα ∈ gα and fα ∈ g−α such that 0 6= [eα, fα] ∈
T .
One can see that for each α ∈ R, there exists a unique tα ∈ T which represents α
via (·, ·) (i.e. α(t) = (tα, t) for all t ∈ T ) and that the map ν : T −→ T
⋆ given by
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ν(t) = (t, ·) is a monomorphism whose image contains spanFR. Now it follows that the
bilinear form on T can be transferred to a bilinear form on spanFR defined by
(α, β) = (tα, tβ), for all α, β ∈ spanFR.
Here, we record the definition of an invariant affine reflection algebra, the main
object of this study.
Definition 1.3. [Neh08, Section 6.7] Let (g, T ) be a toral pair with root system R.
Assume g 6= 0. The pair (g, T ) (or simply g) is called an invariant affine reflection
algebra (IARA for short) if it satisfies (IA1), (IA2) as above and (IA3) below:
(IA3) For every α ∈ R with (α, α) 6= 0 and for all xα ∈ gα, the adjoint map adxα is
locally nilpotent on g.
We call an invariant affine reflection algebra (g, T ) division, if (IA2) is replaced with
the stronger axiom (IA2)′ below:
(IA2)′ For each α ∈ R\{0} and any 0 6= eα ∈ gα, there exists fα ∈ g−α such that
0 6= [eα, fα] ∈ T .
Remark 1.4. (i) In this work, we always assume for a toral pair (g, T ) satisfying (IA1),
the corresponding root system is not the zero set.
(ii) If (g, T ) is a split toral pair, then axiom (IA1) implies (IA2)′, in particular any
invariant affine reflection algebra with a splitting Cartan subalgebra is division. To see
this, one can combine Lemma 1.7 and (2.1) below.
Let us also recall the definition of an affine reflection system. This notion is due
to E. Neher [Neh08, Chapter 3] but here we state an equivalent definition given in
[AYY11, Definition 1.3].
Definition 1.5. Let A be an abelian group equipped with a nontrivial symmetric
positive semidefinite form (·, ·) and R be a subset of A. The triple (A, (·, ·), R), or R if
there is no confusion, is called an affine reflection system if it satisfies the following 3
axioms:
(R1) R = −R,
(R2) 〈R〉 = A,
(R3) for α ∈ R× and β ∈ R, there exist d, u ∈ Z≥0 such that
(β + Zα) ∩R = {β − dα, . . . , β + uα} and d− u = (β, α∨).
Each element of R is called a root. Elements of R× (resp. R0) are called non-isotropic
roots (resp. isotropic roots).
The affine reflection system R is called irreducible, if
(R4) R× is indecomposable.
Moreover, R is called tame, if
(R5) R0 ⊆ R× −R× (elements of R0 are non-isolated).
A locally finite root system is, by definition, an affine reflection system for which
A0 = {0}, see [LN04, AYY11].
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Remark 1.6. It is shown in [Neh08] that the root system R of an IARA (g, T ) is an
affine reflection system in the Z-span of R. We note that as in this case R ⊆ T ⋆ and
F is of characteristic zero,the Z-span of R is a torsion free abelian group.
Lemma 1.7. Let (g, T ) be a toral pair, with root system R, satisfying (IA1) and (IA2).
If α ∈ R, x ∈ gα, y ∈ g−α and [x, y] ∈ T , then [x, y] = (x, y)tα.
Proof. We will show that [x, y]− (x, y)tα is an element of the radical of the form on T ;
then we are done as (·, ·) is nondegenerate on T . For this, suppose t ∈ T is arbitrary.
Then
([x, y]− (x, y)tα, t) = ([x, y], t) − (x, y)(tα, t)
= (x, [y, t]) − (x, y)α(t)
= (x, α(t)y) − (x, y)α(t) = 0. 
We recall that an algebra A is called G-graded, G an abelian group, if A =
⊕
g∈GA
g,
where each Ag is a subspace of A, such that AgAh ⊆ Ag+h for all g, h ∈ G. We will
usually indicate this by saying “Let A =
⊕
g∈GA
g be a G-graded algebra”. Each
Ag, g ∈ G, is called a homogeneous space and each element of Ag a homogeneous
element. A subalgebra B of A is called a graded subalgebra if B =
⊕
g∈G(B ∩ A
g).
The support of a G-graded algebra A is the set suppGA := {g ∈ G | A
g 6= {0}}. We
usually use superscripts to indicate homogeneous spaces, however, when A admits two
gradings, we use subscripts to distinguish two gradings, namely A =
⊕
g∈GA
g and
A =
⊕
q∈QAq. In this case, we say A admits a compatible (G,Q)-grading if for all
g ∈ G, Ag =
⊕
q∈QA
g
q whereA
g
q := A
g∩Aq . A bilinear form (·, ·) on aG-graded algebra
A =
⊕
g∈GA
g is called G-graded, if (Ag,Ah) = {0} for g, h ∈ G with g + h 6= 0.
Definition 1.8. Let A be a unital associative algebra. An element a ∈ A is called
invertible if there exists a unique element a−1 ∈ A such that aa−1 = a−1a = 1. Suppose
A =
⊕
g∈GA
g is G-graded, then it is called
• predivision G-graded, if every nonzero homogeneous space contains an invertible
element;
• division G-graded, if every nonzero homogeneous element is invertible;
• an associative G-torus , if A is predivision graded and dim Ag ≤ 1 for all g ∈ G.
We close this section by recalling some facts from representation theory of finite
groups.
Let G be an arbitrary finite group. By F[G], we mean the group algebra of G over F.
Let {χ1, . . . , χn} be the set of all irreducible characters of G in which χi corresponds
to an irreducible module Vi. Assume F contains all eigenvalues of all g ∈ G acting on
Vi, 1 ≤ i ≤ n. For each 1 ≤ i ≤ n, define an element ei in F[G], by
ei :=
χi(1)
|G|
∑
g∈G
χi(g
−1)g, (1.9)
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in which by |G| we mean the order of the group G. It follows that {e1, . . . , en} forms a
complete set of orthogonal idempotents in F[G], i.e. eiej = δijei and e1+ · · ·+ en = 1.
So if M is any F[G]-module, then
M =
n⊕
j=1
ej ·M. (1.10)
Now if πj : M −→ ej · M is the projection onto ej · M , then
∑n
j=1 πj = id and
πiπj = δijπi.
Suppose now that G is a finite cyclic group of order m, say G = {1, σ, . . . , σm−1}.
Assume that F contains an m-th primitive root of unity ζ. Since G is abelian, any
finite dimensional irreducible G-module is one dimensional. Now it follows that for
χj : G −→ F, σ
i 7→ ζij ; (0 ≤ i, j ≤ m− 1),
χ0, . . . , χm−1 form a complete set of irreducible characters of G. Therefore, if M is any
F[G]-module, we have M =
⊕m−1
j=0 Mj , where Mj := {x ∈M | σ(x) = ζ
jx}, and
πj =
1
m
m−1∑
i=0
ζ−jiσi. (1.11)
2. Gradings induced by automorphisms
In this section, we consider two gradings induced by a finite order automorphism
on a toral pair, and study their basic properties. Let m be a fixed positive integer and
suppose F contains an m-th primitive root of unity ζ. Throughout this section, we
assume (g, T ) is a toral pair, with root system R, satisfying axioms (IA1) and (IA2) of
an IARA. Then g =
⊕
α∈R gα where for each α ∈ R,
gα = {x ∈ g | [t, x] = α(t)x, for all t ∈ T } .
Also, by (IA1), g is equipped with an invariant nondegenerate symmetric bilinear form
(·, ·), such that the form restricted to T is nondegenerate. It is easy to see that for
any α, β ∈ R, [gα, gβ] ⊆ gα+β and [gα, gβ ] = {0} if α + β /∈ R. Also as the form is
invariant, one sees that
(gα, gβ) = {0} unless α+ β = 0, (α, β ∈ R), (2.1)
and concludes that
(·, ·) restricted to gα ⊕ g−α, α ∈ R, is nondegenerate. (2.2)
In addition, by (IA1) and (IA2) for each α ∈ R, there exists a unique element tα ∈ T
such that α(t) = (t, tα) for all t ∈ T .
Now let σ be an automorphism of g satisfying
(A1) σm = idg,
(A2) σ(T ) = T ,
(A3) (σ(x), σ(y)) = (x, y) for all x, y ∈ g.
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For i ∈ Z, let i¯ be the image of i in Zm under the canonical map (for the simplicity of
notation, we always denote 0¯ by 0). Then setting
gi¯ :=
{
x ∈ g | σ(x) = ζix
}
(2.3)
for each i ∈ Z, it is easy to see that g =
⊕
i¯∈Zm
gi¯ which defines a Zm-grading on g.
Also by (A2), one can define a similar grading T =
⊕
i¯∈Zm
T i¯ on T , making T into a
graded subalgebra of g. Using σ, we may define an automorphism, denoted again by σ,
on the vector space T ⋆ by σ(α) := α ◦ σ−1, α ∈ T ⋆. Then σm = idT⋆ and so σ induces
a Zm-grading on T ⋆ as above. One can easily see that for each α ∈ R, σ(gα) = gσ(α).
Thus
σ(R) = R. (2.4)
Note that, if i¯, j¯ ∈ Zm, x ∈ gi¯ and y ∈ gj¯ , then by (A3), (x, y) = (σ(x), σ(y)) =
(ζix, ζjy) = ζi+j(x, y). Thus (x, y) = 0 if i+ j 6= 0. Consequently
(·, ·) is a Zm-graded bilinear form on g. (2.5)
For α ∈ R, we define π(α) to be the restriction of α to T 0. Since we may consider
any element β ∈ (T 0)⋆ as an element of T ⋆ by β(
∑
i¯ 6=0 T
i¯) = 0, we can consider π(α)
as an element of T ⋆.
For j ∈ Z, let πj : g→ gj¯ be the projection of g onto gj¯ with respect to the grading
g =
∑
j¯∈Zm
gj¯ . We use the same notation πj for the projection of T onto T
j¯ , and T ⋆
onto (T ⋆)j¯ , with respect to the Zm-gradings on T and T ⋆, respectively. One observes
that
σ ◦ πj = πj ◦ σ = ζ
jπj . (2.6)
Since the group {1, σ, . . . , σm−1} acts on g, T and T ⋆, the following lemma follows
immediately from (1.11).
Lemma 2.7. For any j ∈ Z, we have πj =
1
m
∑m−1
i=0 ζ
−jiσi.
For α ∈ T ⋆, define
gπ(α) := {x ∈ g | [t, x] = α(t)x, for all t ∈ T
0}. (2.8)
Then we have g =
⊕
π(α)∈π(R) gπ(α) and
gπ(α) =
∑
{β∈R|π(β)=π(α)}
gβ; α ∈ R. (2.9)
Lemma 2.10. For α ∈ T ⋆, π(α) = π0(α).
Proof. Suppose 0 ≤ j ≤ m− 1 and t ∈ T j¯ . Then by Lemma 2.7, we have
π0(α)(t) =
1
m
m−1∑
i=0
σi(α)(t)
=
1
m
m−1∑
i=0
α(σ−i(t))
=
1
m
(
m−1∑
i=0
ζ−ji)α(t).
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Now since ζ is a primitive m-th root of unity, we have
∑m−1
i=0 ζ
−ji = 0 unless j = 0.
Thus π0(α)(t) = α(t) for t ∈ T
0 and π0(α)(t) = 0 for t ∈
∑
j¯ 6=0 T
j¯ . Therefore by the
way π(α) is defined, we have π(α) = π0(α). 
We note that σ(gπ(α)) = gσ(π(α)) = gπ(α), α ∈ R. Thus for α ∈ R and j ∈ Z,
πj(gα) ⊆ πj(gπ(α)) = g
j¯
π(α). (2.11)
Thanks to Lemma 2.10, we have π(α) = π0(α) =
1
m
∑m−1
i=0 σ
i(α) for α ∈ T ⋆, so from
now on and for the simplicity of notation, we denote all projections g → g0, T → T 0
and T ⋆ → (T ⋆)0, with respect to the corresponding Zm-gradings, by π, that is
π = π0 =
1
m
m−1∑
i=0
σi. (2.12)
Lemma 2.13. Let γ ∈ spanFR. Then π(tγ) = tπ(γ) and it is the unique element in T
0
satisfying π(γ)(t) = (t, tπ(γ)) for all t ∈ T
0.
Proof. First, we note that by (2.4) and (2.12), π(γ) ∈ spanFR. Now for t ∈ T and
α ∈ spanFR, we have
(σ(tα), t) = (tα, σ
−1(t)) = α(σ−1(t)) = σ(α)(t).
Thus tσ(α) = σ(tα). Using this, we are immediately done. 
Now (2.9) together with Lemma 2.13 and the same argument as in Lemma 1.7, gives
the following result.
Proposition 2.14. The pair (g, T 0) is a toral pair, with root system π(R), satisfying
axiom (IA1) of an IARA. Moreover, if α ∈ R, x ∈ gπ(α), y ∈ g−π(α) and [x, y] ∈ T
0,
then [x, y] = (x, y)tπ(α).
Recall that we now have two gradings on g, namely the Zm-grading induced from
automorphism σ and the one induced from the set π(R). For α ∈ R and h ∈ Zm, set
ghπ(α) := g
h ∩ gπ(α).
Since the adjoint action of T 0 stabilizes gh we have
gh =
⊕
π(α)∈π(R)
ghπ(α). (2.15)
Thus the following is established.
Lemma 2.16. The Lie algebra g admits a compatible (〈π(R)〉,Zm)-grading
g =
⊕
γ∈〈π(R)〉,h∈Zm
ghγ
such that for any h ∈ Zm, ghγ = {0} whenever γ /∈ π(R).
Lemma 2.17. Let α, β ∈ R and h, k ∈ Zm.
(i) If π(α) + π(β) 6= 0 then (gπ(α), gπ(β)) = {0}.
(ii) If (ghπ(α), g
k
π(β)) 6= {0}, then h+ k = 0 and π(α) + π(β) = 0.
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Proof. (i) Since the form (·, ·) is invariant, a standard argument as in the finite dimen-
sional theory, gives the result.
(ii) It follows from part (i) together with the fact that the form on g is Zm-graded
and nondegenerate. 
Next, we use Lemma 2.13 to define a bilinear form on the F-span of π(R) by
(π(α), π(β)) := (tπ(α), tπ(β)) = (π(tα), π(tβ)).
We conclude this section with the following useful result which will be used in the
sequel. In the following lemma, in addition to (IA1) and (IA2), we suppose that (g, T )
satisfies (IA3).
Lemma 2.18. Let (g, T ) be an invariant affine reflection algebra. If R is indecompos-
able, then π(R) := {π(α) | α ∈ R} is indecomposable.
Proof. We first note that by Remark 1.6, R is an affine reflection system. So by [AYY11,
Theorem 1.13], for α ∈ R, Zα ⊆ R if and only if α ∈ R0. Therefore σ(spanF(R
0)) ⊆
spanF(R
0). Now one only needs to adjust the proof of [AY, Proposition 2.6(ii)] to our
situation. 
3. Toral pairs and automorphisms
In this section, we use the same notation as in previous sections. As in Section 2,
we assume that (g, T ) is a toral pair, with root system R, satisfying axioms (IA1) and
(IA2). We also assume that σ is an automorphism of g which in addition to axioms
(A1)-(A3) satisfies the following axiom:
(A4) Cg0(T
0) := {x ∈ g0 | [t, x] = 0; for all t ∈ T 0} ⊆ g0.
Recall that, we have
g =
∑
α∈R
gα =
∑
α∈R
gπ(α) =
∑
h∈Zm
gh =
∑
α∈R, h∈Zm
gπ(α) ∩ g
h,
and T =
∑
h∈Zm
T h.
For α ∈ R, let ℓσ(α) be the least positive integer such that σ
ℓσ(α)(α) = α, then
ℓσ(α) | m and we have the following lemma which gives an equivalent condition to
(A4). The proof of this lemma is essentially similar to the proof of [ABP02, Proposition
3.25], however for the convenience of the reader, we provide a proof here.
Lemma 3.1. (A4) is equivalent to (A4)′ below:
(A4)′ For α ∈ R\{0}, either π(α) 6= 0 or
{
x ∈ gα | σ
ℓσ(α)(x) = x
}
= {0}.
Moreover if m is prime, then (A4) and (A4)′ are equivalent to
(A4)′′ π(α) 6= 0 for every α ∈ R \ {0}.
Proof. Suppose (A4) holds but (A4)′ fails, then there exist α ∈ R\{0} and 0 6= x ∈ gα
such that π(α) = 0 and σℓσ(α)(x) = x. Abbreviate ℓσ(α) by ℓ and let y := x + σ(x) +
· · ·+σℓ−1(x), then σ(y) = y and so y ∈ g0. Also since the elements σi(x) (0 ≤ i ≤ ℓ−1)
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belong to different root spaces, y 6= 0. In addition y ∈ gπ(α) = gπ(0) = Cg(T
0), so
y ∈ Cg0(T
0) ⊆ g0 which is a contradiction as y /∈ g0.
Conversely, assume (A4)′ holds and let x =
∑
α∈R xα ∈ Cg0(T
0), where xα ∈ gα.
Since σ(x) = x, σ(xα) = xσ(α) for any α ∈ R, therefore σ
ℓσ(α)(xα) = xα. Thus by
(A4)′, for any 0 6= α ∈ R with π(α) = 0, xα = 0. On the other hand, for every t ∈ T
0,
0 = [t, x] =
∑
α∈R π(α)(t)xα. Hence xα = 0 for any α ∈ R\{0} with π(α) 6= 0 and so
x = x0 ∈ g0.
Finally, suppose that m is a prime number. Clearly it suffices to show that (A4)′
implies (A4)′′. Suppose to the contrary that π(α) = 0 for some nonzero α ∈ R. By
Lemma 2.7, σ(α) 6= α, so ℓσ(α) 6= 1. Now as ℓσ(α) divides m and m is prime, we have
ℓσ(α) = m. Hence σ
ℓσ(α)(xα) = xα for all xα ∈ gα which contradicts (A4)
′. 
Lemma 3.2. Suppose α, β ∈ R with α 6= β and π(α) = π(β). If x ∈ gα and y ∈ g−β,
then π([x, y]) = 0.
Proof. If α− β 6∈ R, there is nothing to prove, so suppose α− β ∈ R. We have
[x, y] ∈ gα−β ⊆ gπ(α−β) = gπ(0) = Cg(T
0).
Therefore, σi([x, y]) ∈ Cg(T
0), for all i, and so π([x, y]) ∈ Cg0(T
0). Thus by (A4),
π([x, y]) ∈ g0. On the other hand, σ
i([x, y]) ∈ gσi(α−β), for all i, also as α − β 6= 0,
we have σi(α − β) 6= 0. So π([x, y]) is a sum of elements, each belongs to a root space
corresponding to a nonzero root. But since π([x, y]) ∈ g0, this can happen only if
π([x, y]) = 0. 
Lemma 3.3. (i) For x, y ∈ g and j, k ∈ Z, we have
[πj(x), πk(y)] = πj+k([x, πk(y)]).
In particular,
[πj(x), π−j(y)] = π([x, π−j(y)]) =
1
m
m−1∑
i=0
π([x, ζjiσi(y)]).
(ii) If α ∈ R, x ∈ gα, y ∈ g−α and ℓ := ℓσ(α), then for j ∈ Z,
[πj(x), π−j(y)] =
1
m
(m/ℓ)−1∑
i=0
π([x, ζjiℓσiℓ(y)]).
(iii) Let α, β belong to distinct σ-orbits of R with π(α) = π(β). If x ∈ gα, y ∈ g−β,
then [πj(x), π−j(y)] = 0.
Proof. (i) It is clear, since πj is the projection onto g
j¯ with respect to Zm-gradation of
g.
(ii) Assume that α, x, y and ℓ are as in the statement. By part (i),
[πj(x), π−j(y)] =
1
m
( ∑
{0≤t≤m−1: ℓ|t}
π([x, ζjtσt(y)]) +
∑
{0≤t≤m−1: ℓ∤t}
π([x, ζjtσt(y)])
)
.
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So it is enough to show that π([x, σt(y)]) = 0 for all 0 ≤ t ≤ m− 1 with ℓ ∤ t. Assume
that ℓ ∤ t. Then α − σt(α) 6= 0, x ∈ gα, σt(y) ∈ g−σt(α) and π(α) = π(σ
t(α)), thus by
Lemma 3.2, π([x, σt(y)]) = 0.
(iii) By part (i), [πj(x), π−j(y)] = (1/m)
∑m−1
i=0 π([x, ζ
jiσi(y)]). By the assump-
tion, for any i, α − σi(β) 6= 0 and so by Lemma 3.2, π([x, ζijσi(y)] = 0, hence
[πj(x), π−j(y)] = 0. 
Next, consider Aut(g), the automorphism group of g. One knows that the subgroup
(σ) of Aut(g) generated by σ, acts naturally on R. We call any orbit of this action,
a σ-orbit. Then two roots α, β belong to the same σ-orbit if and only if σi(α) = β,
for some i. Fix a set orb(R) of distinct representatives for all σ-orbits, namely R =
⊎α∈orb(R)(σ) · α. The following two lemmas are of great importance for our goal.
Lemma 3.4. Let 0 ≤ j ≤ m− 1.
(i) If α, β ∈ R belong to the same σ-orbit, then πj(gα) = πj(gβ).
(ii) For α ∈ R,
g
j¯
π(α) =
∑
{β∈orb(R)|π(β)=π(α)}
πj(gβ).
Proof. (i) Suppose β = σn(α), n ∈ Z. By (2.6), πj ◦ σn = ζnjπj . Therefore
πj(gβ) = πj(gσn(α)) = πjσ
n(gα) = ζ
njπj(gα) = πj(gα).
(ii) By Lemma 2.16, for every 1 ≤ j ≤ m − 1 and every α ∈ R we have gj¯π(α) =
πj(gπ(α)). Now this together with (2.9) implies that
g
j¯
π(α) =
∑
{β∈R|π(β)=π(α)}
πj(gβ). (3.5)
and so the result follows immediately from part (i). 
Let α ∈ R, ℓ := ℓσ(α) and j ∈ Z. For x ∈ gα, we set
x¯j :=
(m/ℓ)−1∑
i=0
ζ−jiℓσiℓ(x) ∈ gα. (3.6)
Note that the implication x¯j ∈ gα follows from the fact that σ
ℓ(gα) = gσℓ(α) = gα.
The following observation is a key result for the rest of the work.
Lemma 3.7. Suppose α ∈ R, ℓ := ℓσ(α), x ∈ gα and j ∈ Z. Then
(i) πj(x) = (1/m)
∑ℓ−1
i=0 ζ
−jiσi(x¯j),
(ii) πj(x) 6= 0 if and only if x¯j 6= 0.
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Proof. Set k := (m/ℓ)− 1. Using Lemma 2.7, we have
mπj(x) =
m−1∑
i=0
ζ−jiσi(x)
=
ℓ−1∑
i=0
ζ−jiσi(x) +
2ℓ−1∑
i=ℓ
ζ−jiσi(x) + · · ·+
m−1∑
i=kℓ
ζ−jiσi(x)
=
k∑
s=0
ℓ−1∑
i=0
ζ−j(sℓ+i)σsℓ+i(x)
=
ℓ−1∑
i=0
ζ−jiσi
(
k∑
s=0
ζ−jsℓσsℓ(x)
)
=
ℓ−1∑
i=0
ζ−jiσi(x¯j).
This proves (i).
(ii) Since for each 0 ≤ i ≤ ℓ−1, σi(x¯j) ∈ gσi(α) and α, σ(α), . . . , σ
ℓ−1(α) are distinct
roots, we concluded that
∑ℓ−1
i=0 ζ
−jiσi(x¯j) = 0 if and only if x¯j = 0. Therefore using
part (i), we are done. 
4. Division IARA’s and automorphisms
In this section, we use the same notation as in previous sections. We also assume
that (g, T ) is a division IARA with root system R, that is, (g, T ) satisfies axioms (IA1),
(IA2)′ and (IA3). Further suppose that σ is an automorphism of g satisfying (A1)-(A4).
In Section 3, we saw hat (g, T 0) is a toral pair satisfying axiom (IA1), and established
several other properties of (g, T 0). Our main aim in this section is to show that (g, T 0)
is an IARA with root system π(R). This in particular implies that π(R) is an affine
reflection system.
Lemma 4.1. Let α ∈ R, x ∈ gα and y ∈ g−α. If j ∈ Z and x¯j is defined as in (3.6),
then
(i) [πj(x), π−j(y)] = (1/m)π([x¯j , y]),
(ii) (πj(x), π−j(y)) = (1/m)(x¯j , y).
Proof. (i) Let k := (m/ℓ)− 1. By Lemma 3.3, replacing j with −j, α with −α and x
with y, we have
[πj(x), π−j(y)] =
1
m
k∑
i=0
π([ζ−jℓiσℓi(x), y])
=
1
m
π([
k∑
i=0
ζ−jℓiσℓi(x), y])
=
1
m
π([x¯j , y]).
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(ii) By Lemma 3.7(i), πj(x) = (1/m)
∑ℓ−1
i=0 ζ
−jiσi(x¯j) and π−j(y) = (1/m)
∑ℓ−1
i=0 ζ
jiσi(y¯−j).
Also, using the definition of ℓ := ℓσ(α) and (2.1), we see that (gσi(α), gσj(−α)) = {0},
if 0 ≤ i 6= j ≤ ℓ− 1. Hence
(πj(x), π−j(y)) =
1
m2
ℓ−1∑
i=0
(σi(x¯j), σ
i(y¯−j))
=
1
m2
ℓ(x¯j , y¯−j)
=
1
m2
ℓ
k∑
i=0
(x¯j , ζ
jiℓσiℓ(y))
=
1
m2
ℓ
k∑
i=0
ζjiℓ(σ−iℓ(x¯j), y)
=
1
m2
ℓ
k∑
i=0
(x¯j , y)
=
1
m
(x¯j , y). 
Lemma 4.2. Let α ∈ R with π(α) 6= 0. Suppose x ∈ gα and πj(x) 6= 0, for some
j ∈ Z. Then there exists y ∈ g−α such that 0 6= [πj(x), π−j(y)] ∈ T 0.
Proof. Contemplating (3.6), Lemma 3.7 implies that x¯j is a nonzero element of gα.
Since by our assumption, the axiom (IA2)′ holds for (g, T ), there exists y ∈ g−α such
that 0 6= [x¯j , y] ∈ T . Therefore, by Lemma 1.7,
(x¯j , y) 6= 0. (4.3)
Now combining this, Lemmas 4.1, 1.7 and 2.13, we get
[πj(x), π−j(y)] =
1
m
(x¯j , y)tπ(α) ∈ T
0.
But as π(α) 6= 0, we have tπ(α) 6= 0, and so we are done by (4.3). 
Lemma 4.4. Let α ∈ R with π(α) 6= 0, and j ∈ Z. Then for every 0 6= ej¯π(α) ∈ g
j¯
π(α)
there exists f j¯π(α) ∈ g
−j¯
−π(α) such that 0 6= [e
j¯
π(α), f
j¯
π(α)] ∈ T
0. In particular, axiom (IA2)
holds for the toral pair (g, T 0).
Proof. By Lemma 3.4, ej¯π(α) = πj(x1)+· · ·+πj(xn) where xi ∈ gαi for some αi’s belong
to distinct σ-orbits of R, satisfying π(αi) = π(α), for all i. Thus for some 1 ≤ i ≤ n,
πj(xi) 6= 0, and by Lemma 4.2, there exists y ∈ g−αi such that 0 6= [πj(x), π−j(y)] ∈ T
0.
So using Lemma 3.3 (iii), we have
[ej¯π(α), π−j(y)] = [πj(xi), π−j(y)] ∈ T
0 \ {0}.
Now setting f j¯π(α) := π−j(y), we get the first assertion as by (2.11), π−j(y) ∈ g
−j
−π(α). To
see the final assertion in the statement, let α ∈ R with π(α) 6= 0. As 0 6= gα ⊆ gπ(α) =∑
j¯∈Zm
g
j¯
π(α), we have g
j¯
π(α) 6= 0 for some j¯. Now by the first part of the statement,
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there exist ej¯π(α) ∈ g
j¯
π(α) and f
j¯
π(α) ∈ g
−j¯
−π(α) such that 0 6= [e
j¯
π(α), f
j¯
π(α)] ∈ T
0. This
means that (IA2) holds for (g, T 0). 
We are now ready to state the main result of this section, which extends [AY,
Theorem 3.4 ] to a rather larger class.
Theorem 4.5. Let (g, T ) be a division IARA with corresponding root system R and
bilinear form (·, ·). Suppose σ is an automorphism of g satisfying (A1)-(A4), and T 0
is the set of fixed points of σ on T . For α ∈ R, let π(α) be the restriction of α to T 0.
Then (g, T 0) is an IARA with root system π(R) := {π(α) | α ∈ R}. In particular, π(R)
is an affine reflection system. Moreover, if R is indecomposable, then so is π(R).
Proof. We have shown in Lemma 2.14 that (g, T 0) is a toral pair such that g =⊕
π(α)∈π(R) gπ(α), and that axiom (IA1) of Definition 1.3 holds for (g, T
0). Also by
Lemma 4.4, (IA2) holds for g. So it remains to prove (IA3).
Let α, β ∈ R with (π(α), π(α)) 6= 0, x ∈ gπ(α) and y ∈ gπ(β). We must show that
ad(x)n(y) = 0 for some n. We know that ad(x)n(y) ∈ gnπ(α)+π(β), so
[tπ(α), (adx)
n(y)] = (nπ(α) + π(β))(tπ(α))(adx)
n(y).
Therefore if (adx)n(y) is nonzero, it is an eigenvector for adtπ(α) with eigenvalue
(nπ(α) + π(β))(tπ(α)). But for distinct values of n, the scalers (nπ(α) + π(β))(tπ(α))
are distinct, so it is enough to show that adtπ(α) has a finite number of eigenvalues
as an operator on g. One knows that each eigenvalue of adtπ(α) on g is of the form
π(γ)(tπ(α)) for some γ ∈ R, and by Lemma 2.13,
π(γ)(tπ(α)) = (π(γ), π(α)) = (γ, π(α)) ⊆
1
m
(A+A+ · · ·+A︸ ︷︷ ︸
m-times
)
where A := {(γ, β) | γ, β ∈ R}. Now since R is an affine reflection system, the set A
is finite; see [Neh08, Sections 3.7,3.8] and [LN04, Theorem 8.4]. Therefore adtπ(α) has
only a finite number of eigenvalues. These all together show that (g, T 0) is an IARA.
Thus its root system π(R) is an affine reflection system, by [Neh08, Theorem 6.8]. The
final assertion of the statement follows from Lemma 2.18. 
Remark 4.6. Suppose π(α) ∈ π(R)× and h ∈ Zm. By Lemmas 4.4 and 1.7, we may
choose ehπ(α) ∈ g
h
π(α) and f
h
π(α) ∈ g
h
−π(α) such that [e
h
π(α), f
h
π(α)] = (e
h
π(α), f
h
π(α))tπ(α) 6=
0. So multiplying fhπ(α) by 2/((e
h
π(α), f
h
π(α))(π(α), π(α))) we have
[ehπ(α), f
h
π(α)] =
2tπ(α)
(π(α), π(α))
.
Thus setting hπ(α) := 2tπ(α)/(π(α), π(α)), the triple {e
h
π(α), hπ(α), f
h
π(α)} forms an sl2-
triple.
Lemma 4.7. Let j ∈ Z, α ∈ R \ {0}, π(α) = 0 and πj(gα) 6= {0}.
(i) For each x ∈ gα with πj(x) 6= 0, there exists y ∈ g−α such that [πj(x), π−j(y)] =
0, but (πj(x), π−j(y)) 6= 0.
(ii) There exists e ∈ gj¯π(0) and f ∈ g
−j¯
π(0) such that [e, f ] = 0 but (e, f) 6= 0.
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Proof. (i) Let x ∈ gα and πj(x) 6= 0. By Lemma 3.7(ii), we have 0 6= x¯j ∈ gα. Since
(IA2)′ holds for (g, T ), there exists y ∈ g−α such that 0 6= [x¯j , y] ∈ T . Therefore, by
Lemma 1.7, (x¯j , y) 6= 0. Now this, together with Lemma 4.1(ii), gives
(πj(x), π−j(y)) = (1/m)(x¯j , y) 6= 0.
On the other hand, combining Lemmas 4.1(i), 1.7 and 2.13, we obtain
m[πj(x), π−j(y)] = πj([x¯j , y]) = (x¯j , y)π(tα) = (x¯j , y)tπ(α) = (x¯j , y)t0 = 0.
(ii) By assumption, πj(gα) 6= 0. So πj(x) 6= 0 for some x ∈ gα. Now taking
e := πj(x) ∈ g
j¯
π(0) and f := π−j(y) ∈ g
−j¯
π(0) as in part (i), we are done. 
As it will be revealed from the sequel, if g0 is abelian, the axioms (A1)-(A4) imposed
on the automorphism σ, are enough for our purposes in this work. However, this is
not the case for a general IARA. To be more precise, we note that the main difference
of the class of invariant affine reflection algebras with extended affine Lie algebras or
locally extended affine Lie algebras, is that in the latter ones, the subspaces T and g0
coincide, while in an IARA, T might be a proper subspace of g0. This in particular,
forces g0 not to be necessarily abelian. In this case, to have a control on the action
of σ on the pair (g0, T ), we need the following “tameness condition” whose offshoot is
given in Lemma 4.8.
(A5) If {0} 6= gj¯π(0) ⊆ g0, then T
j¯ 6= {0}, j ∈ Z.
Lemma 4.8. Suppose σ satisfies (A1)-(A4). Also suppose that g0 is abelian or (A5)
holds for σ. If j ∈ Z and gj¯π(0) 6= {0}, then there exist e ∈ g
j¯
π(0) and f ∈ g
−j¯
π(0) such that
[e, f ] = 0, but (e, f) 6= 0.
Proof. Assume j ∈ Z and gj¯π(0) 6= {0}. By (2.9), g
j¯
π(0) =
∑
{α∈R|π(α)=0} πj(gα). If
πj(gα) 6= 0 for some nonzero root α with π(α) = 0, we are done by Lemma 4.7.
Otherwise, {0} 6= gj¯π(0) = g
j
0 = πj(g0) ⊆ g0. Now if g0 is abelian, then since (·, ·)
is nondegenerate and Zm-graded on g0, there exists e ∈ g
j¯
0 and f ∈ g
−j¯
0 such that
(e, f) 6= 0 but as g0 is abelian [e, f ] = 0. If (A5) holds, then, T
j¯ = πj(T ) 6= 0. Since
(·, ·) is nondegenerate and Zm-graded on T , there exist e ∈ T
j¯ and f ∈ T−j¯ such that
(e, f) 6= 0 but as T is abelian [e, f ] = 0. 
Assumption (A5) (Lemma 4.8) will be used to prove condition (IA2) holds for a Lie
algebra gˆ which will be introduced in Section 6.
5. Fixed point subalgebras of IARA’s
An interesting subject of research on algebras is the study of subalgebra of points
which are fixed by certain types of automorphisms. The starting point of such a study,
in our context, is the work of Borel and Mostow [BM55] on semisimple Lie algebras.
They showed that the subalgebra of fixed points of a finite order automorphism of a
semisimple Lie algebra is a reductive Lie algebra. Motivated by this work, in [ABY05],
the authors showed that the fixed point subalgebra of an extended affine Lie algebra
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is a sum of extended affine Lie algebras (up to existence of some isolated root spaces),
a subspace of the center and a subspace which is contained in the centralizer of the
core. They also showed that the core of the fixed point subalgebra modulo its center is
isomorphic to the direct sum of the cores modulo centers of the involved summands. In
[AK09], the authors did a similar study on the fixed points of a Lie torus under certain
automorphism and obtained some similar results. In [You09], the author considered
the same study in a rather more general context, namely root graded Lie algebras. She
proved that the core of the subalgebra of fixed points of a root graded Lie algebra under
a suitable automorphism is the sum of a root graded Lie algebra L and a subspace K
whose normalizer contains L.
We now consider the same question for an IARA, namely what is the structure
of fixed points of a division IARA (g, T ) under an automorphism σ satisfying axioms
(A1)-(A4). We will show, using the results of the previous sections, that this subalgebra
is a division IARA with toral subalgebra T 0. Since conditions (A1)-(A4) introduced
in [ABY05] and [AK09] coincide with conditions (A1)-(A4) given here, the following
theorem generalizes and at the same time gives a new perspective to some of the results
there.
Theorem 5.1. Let (g, T ) be a division IARA with corresponding root system R and
bilinear form (·, ·). Suppose σ is an automorphism of g satisfying (A1)-(A4) and g0
(resp. T 0) is the set of fixed points of σ on g (resp. T ). Then (g0, T 0) is a division
IARA with root system
Rσ := {π(α) | α ∈ R, g0π(α) 6= 0}. (5.2)
In particular, Rσ is an affine reflection system.
Proof. By Lemma 2.16,
g0 =
⊕
π(α)∈π(R)
g0π(α) =
⊕
α˜∈Rσ
g0α˜
where Rσ is given by (5.2). So (g0, T 0) is a toral pair. In addition, since by (2.5)
the form (·, ·) is Zm-graded on g, it is nondegenerate on both g0 and T 0, therefore
(IA1) holds. Also (IA2)′ holds by Lemma 4.4. Next let α ∈ Rσ with (π(α), π(α)) 6= 0,
and x ∈ g0π(α). By Theorem 4.5, (g, T
0) is an IARA and so (IA3) holds for (g, T 0).
Therefore as g0π(α) ⊆ gπ(α), adx is locally nilpotent on g and so on g
0. This shows that
(IA3) holds for (g0, T 0) and so (g0, T 0) is a division IARA. Now Rσ as the root system
of an IARA is an affine reflection system. 
Remark 5.3. By Theorems 4.5 and 5.1, both π(R) and Rσ are affine reflection systems
with Rσ ⊆ π(R). It is shown in [ABY05] that Rσ might be a proper subset of π(R),
and in fact in many examples this is the case. It is worth mentioning that Rσ and π(R)
might not be necessarily of the same type, see [ABY05, Example 3.70].
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6. Extended Affinization
In this section, we study extended affinization, a process in which starting from an
IARA g with root system R and a finite order automorphism of g, we get a new IARA
whose root system is an extension of π(R) (see (2.12)). The notion of affinization was
initiated by V. Kac [Kac90] in order to realize affine Kac-Moody Lie algebras. Since
then, this method has been used by different authors to realize certain generalizations
of affine Lie algebras, e.g. in [ABP02], the authors use this method to realize extended
affine Lie algebras, also in [ABFP08] and [ABFP09], using this method, the authors
realize Lie tori.
Throughout this section, (g, T ) is an IARA with root system R, σ an automorphism
of g satisfying (A1)-(A3), and T 0 the set of fixed points of σ on T . We recall that for
α ∈ R, π(α) is the restriction of α to T 0 and that we have a (〈π(R)〉,Zm)-grading on
g as in Lemma 2.16. Suppose Λ is a torsion free abelian group and let ρ : Λ −→ Zm
be a group epimorphism. For λ ∈ Λ, we take λ¯ := ρ(λ).
Suppose A is a unital commutative associative algebra. In addition, suppose A =⊕
λ∈ΛA
λ is predivision Λ-graded. It is easy to see that in this case suppΛ(A) is a
subgroup of Λ. Since the Λ-grading of g depends only on suppΛ(A), we may assume
without loss of generality that Λ = suppΛ(A), that is,
A
λ 6= {0} for all λ ∈ Λ. (6.1)
Further assume that A admits a Λ-graded invariant nondegenerate symmetric bilinear
form ǫ, where “invariant” means ǫ(ab, c) = ǫ(a, bc) for all a, b, c ∈ A. In addition, we
assume that
ǫ(1, 1) 6= 0. (6.2)
One gets using this that ǫ(a, a−1) 6= 0 for all invertible elements a ∈ A as the form is
invariant. We now consider the Lie algebra g⊗A with multiplication defined by
[x⊗ a, y ⊗ b] = [x, y]⊗ ab
for every x, y ∈ g and a, b ∈ A. Now define a form on g⊗A by linear extension of
(x⊗ a, y ⊗ b) = (x, y)ǫ(a, b), (6.3)
for x, y ∈ g and a, b ∈ A. It is easy to see that this form is a Λ-graded invariant
symmetric bilinear form on g⊗A.
The following is a slight generalization of [ABFP08, Definition 3.1.1].
Definition 6.4. The subalgebra
g˜ := Lρ(g,A) :=
⊕
λ∈Λ
(gλ¯ ⊗Aλ)
of g⊗ A is called the loop algebra of g relative to ρ and A. In the case that ρ = 0, we
denote Lρ(g,A) by L(g,A) and note that L(g,A) = g⊗A.
From definition, it is clear that g˜ is a Λ-graded Lie algebra with homogenous spaces
g˜λ := gλ¯ ⊗Aλ, λ ∈ Λ.
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In the following lemma, we make use of a fact from linear algebra, namely if V
is a vector space equipped with a nondegenerate symmetric bilinear from and W a
finite dimensional subspace of V , then there is a finite dimensional subspace U of V
containing W such that the form restricted to U is nondegenerate (for a proof see
[MY06, Lemma 3.6]).
Lemma 6.5. The form on g⊗A restricted to g˜ is a Λ-graded invariant nondegenerate
symmetric bilinear form.
Proof. As we have seen above the form on g⊗A is Λ-graded symmetric and invariant.
So it remains to prove the nondegeneracy of the form. Since (·, ·) is Λ-graded on
g˜, it is enough to show that for fixed λ ∈ Λ and 0 6= x˜ ∈ gλ¯ ⊗ Aλ, there exists
y˜ ∈ g−λ¯ ⊗ A−λ such that (x˜, y˜) 6= 0. Now we may write x˜ =
∑n
i=1 xi ⊗ ai, where
{a1, . . . , an} is a linearly independent subset of A
λ and xi ∈ g
λ¯ for 1 ≤ i ≤ n. Since ǫ
is nondegenerate on Aλ⊕A−λ, there exists a finite dimensional subspaceX of Aλ⊕A−λ
such that {a1, . . . , an} ⊆ X and that the form restricted toX is nondegenerate. Extend
{a1, . . . , an} to a basis {a1, . . . , an, an+1, . . . , am} of X . Now as ǫ is nondegenerate on
X , there exist b1, . . . , bm ∈ X such that ǫ(ai, bj) = δij for all i, j. For 1 ≤ j ≤ n, let b¯j
be the projection of bj into A
−λ with respect to the decomposition Aλ ⊕A−λ. Since ǫ
is Λ-graded and a1, . . . , an ∈ A
λ, we have
(ai, b¯j) = (ai, bj) = δi,j for all 1 ≤ i, j ≤ n.
Now xj 6= 0 for some j, as x˜ 6= 0. Since (·, ·) is nondegenerate and Zm-graded on
gλ¯⊕ g−λ¯, there exists yj ∈ g
−λ¯ such that (xj , yj) 6= 0. So, setting y˜ := yj ⊗ b¯j, we have
(x˜, y˜) = (
n∑
i=1
xi ⊗ ai, yj ⊗ b¯j)
=
n∑
i=1
(xi, yj)ǫ(ai, b¯j)
= (xj , yj)ǫ(aj , b¯j)
= (xj , yj) 6= 0,
as required. This shows that the form on g˜ is nondegenerate. 
Next suppose λ ∈ Λ, then by Proposition 2.14 and (2.15), we have
g˜λ = gλ¯ ⊗Aλ =
⊕
π(α)∈π(R)
(gλ¯π(α) ⊗A
λ). (6.6)
Now we set
T˜ :=T 0 ⊗ 1.
Then for α ∈ R, π(α) can be considered as an element of T˜
⋆
by linear extension of
π(α)(t ⊗ 1) = α(t) for t ∈ T 0. We consider the adjoint action of T˜ on g˜. Suppose
t ∈ T 0, x ∈ gλ¯ and a ∈ Aλ, for some λ ∈ Λ. We have
[t⊗ 1, x⊗ a] = [t, x]⊗ a ∈ gλ¯ ⊗Aλ.
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So the adjoint action of T˜ on g˜ stabilizes gλ¯ ⊗Aλ. Define, for α ∈ R,
g˜π(α):={x ∈ g˜ | [t˜, x] = π(α)(t˜)x for all t˜ ∈ T˜}.
Then it is easy to check that gλ¯π(α) ⊗A
λ ⊆ g˜π(α) for α ∈ R and λ ∈ Λ. So by (6.6),
g˜ =
⊕
λ∈Λ g˜
λ =
⊕
λ∈Λ
⊕
π(α)∈π(R)(g
λ¯
π(α) ⊗A
λ)
=
⊕
π(α)∈π(R)
⊕
λ∈Λ(g
λ¯
π(α) ⊗A
λ)
⊆
⊕
π(α)∈π(R) g˜π(α) ⊆ g˜.
(6.7)
Thus we have
g˜ =
⊕
π(α)∈π(R)
g˜π(α) (6.8)
with
g˜π(α) =
⊕
λ∈Λ
(gλ¯π(α) ⊗A
λ). (6.9)
Therefore we have the following lemma.
Lemma 6.10. g˜ admits a compatible (〈π(R)〉,Λ)-grading
g˜ =
⊕
λ∈Λ,γ∈〈π(R)〉
gλ¯γ ⊗A
λ
where for any λ ∈ Λ, g˜λγ = {0} if γ /∈ π(R).
Consider the F-vector space
V := F⊗Z Λ. (6.11)
Since Λ is torsion free, we may identify Λ with the subgroup 1 ⊗ Λ of V. Now as Λ
spans V, it contains a basis {λi | i ∈ I} of V. For any i ∈ I, set di ∈ V
⋆ by di(λj) := δij ,
j ∈ I, and let V† be the restricted dual of V with respect to the basis {λi | i ∈ I},
namely
V
† := spanF {di | i ∈ I} ⊆ V
⋆. (6.12)
Define
gˆ := ̂Lρ(g,A) := g˜⊕ V⊕ V
† and Tˆ := T˜ ⊕ V⊕ V† = (T 0 ⊗ 1)⊕ V⊕ V†. (6.13)
If ρ = 0, we denote gˆ by L̂(g,A). We make gˆ into a Lie algebra by letting the Lie
bracket be
[d, x] = d(λ)x, d ∈ V†, x ∈ g˜λ, λ ∈ Λ,
[V, gˆ] = {0},
[x, y] = [x, y]g˜ +
∑
i∈I([di, x], y)λi, x, y ∈ g˜,
(6.14)
where by [·, ·]g˜ and (·, ·), we mean the Lie bracket and the bilinear form on g˜, respec-
tively. Note that for each x, y ∈ g˜,
∑
i∈I([di, x], y)λi makes sense as [di, x] = 0, for all
but a finite number of i ∈ I. We next extend the form on g˜ to a bilinear form on gˆ by
(V,V) = (V†,V†) = (V, g˜) = (V†, g˜) := {0},
(v, d) = (d, v) := d(v), d ∈ V†, v ∈ V.
(6.15)
The above form is clearly nondegenerate on gˆ. For any λ ∈ Λ, define δλ ∈ Tˆ
⋆
by
δλ((T ⊗ 1)⊕ V) = {0}, δλ(d) = (λ, d), d ∈ V
†.
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Then the assignment λ 7→ δλ affords an embedding of Λ into Tˆ
⋆
, by the nondegeneracy
of (·, ·). So we may identify λ with δλ and suppose that Λ ⊆ Tˆ
⋆
.
For α ∈ R, one can extend π(α) ∈ π(R) to Tˆ
⋆
by defining π(α)(V ⊕ V†) := {0}.
Now let x ∈ g˜λπ(α), λ ∈ Λ, α ∈ R, and (t⊗ 1) + v + v¯ ∈ Tˆ , t ∈ T
0, v ∈ V, v¯ ∈ V†, then
[(t⊗ 1) + v + v¯, x] = [t⊗ 1, x]g˜ + v¯(λ)x
= (π(α)(t⊗ 1) + v¯(λ))x
= (π(α) + λ)((t ⊗ 1) + v + v¯)x.
This shows that
gˆ =
⊕
α˜∈ Tˆ
⋆
gˆα˜, (6.16)
where
gˆα˜ := {x ∈ gˆ | [tˆ, x] = α˜(tˆ)x for all tˆ ∈ Tˆ }.
That is, (gˆ, Tˆ ) is a toral pair. Moreover, if Rˆ is the root system of (gˆ, Tˆ ), then
Rˆ ⊆ π(R)⊕ Λ, (6.17)
and for α ∈ R and λ ∈ Λ,
gˆπ(α)+λ =
{
gλ¯π(α) ⊗A
λ if π(α) + λ 6= 0,
(g0π(0) ⊗A
0)⊕ V⊕ V† if π(α) + λ = 0.
(6.18)
Next for λ ∈ Λ, we put
Rλ¯ := {α ∈ R | g
λ¯
π(α) 6= {0}}, (6.19)
then it follows from Lemma 2.16, (6.16), (6.18), (6.8), (6.9) and (6.1) that
R =
⋃
λ∈Λ
Rλ¯ and Rˆ =
⋃
λ∈Λ
(π(Rλ¯) + λ). (6.20)
Now we can prove the main theorem of this section which is a rather comprehensive
extension of [ABP02, Theorem 3.63].
Theorem 6.21. Let (g, T ) be a division IARA with corresponding root system R.
Suppose σ is an automorphism of g satisfying (A1)-(A4). Assume further that either
(A5) holds or g0 is abelian. Suppose Λ is a torsion free abelian group and ρ : Λ −→ Zm
a group epimorphism. In addition, let A be a unital commutative associative predivision
Λ-graded algebra, with suppΛ(A) = Λ. Then (gˆ =
̂Lρ(g,A), Tˆ ) is an IARA with root
system Rˆ = ∪λ∈Λ(π(Rλ¯)+λ). Moreover, if R is indecomposable then so is Rˆ. Finally,
if T is a splitting Cartan subalgebra of g and A0 = F, then Tˆ is also a splitting Cartan
subalgebra of gˆ.
Proof. We have already seen that (gˆ, Tˆ ) is a toral pair, so it remains to verify condi-
tions (IA1)-(IA3) of Section 1. We know that the form introduced by (6.15) on gˆ is
nondegenerate on both gˆ and Tˆ and so (IA1) holds for gˆ.
We next show that (IA2) holds. Assume that α ∈ R, λ ∈ Λ, π(α) + λ 6= 0 and
gˆπ(α)+λ 6= 0. By (6.18), gˆπ(α)+λ = g
λ¯
π(α) ⊗ A
λ, so gλ¯π(α) 6= 0 and A
λ 6= 0. As A is
predivision Λ-graded, there exists a ∈ Aλ and b ∈ A−λ such that ab = 1. To proceed
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with the proof, we divide the argument into two cases π(α) 6= 0 and π(α) = 0. Assume
first that π(α) 6= 0, then by Lemma 4.4, there exist 0 6= x ∈ gλ¯π(α) and 0 6= y ∈ g
−λ¯
−π(α)
such that 0 6= [x, y] ∈ T 0, and thus
[x⊗ a, y ⊗ b] = ([x, y]⊗ 1) +
∑
i∈I
([di, x⊗ a], y ⊗ b)λi ∈ Tˆ \ {0},
as required.
Next, assume π(α) = 0, then by Lemma 4.8, there exist x ∈ gλ¯π(0) and y ∈ g
−λ¯
π(0) such
that [x, y] = 0 but (x, y) 6= 0. So we have
[x⊗ a, y ⊗ b] = ([x, y]⊗ 1) +
∑
i∈I
([di, x⊗ a], y ⊗ b)λi
= 0 +
∑
i∈I
ǫ(a, b)di(λ)(x, y)λi.
This is a nonzero element of Tˆ since (x, y) 6= 0, ǫ(a, b) = ǫ(1, 1) 6= 0 and as λ = 0+λ =
π(α) + λ 6= 0, di(λ) 6= 0 for some i ∈ I. This means that (IA2) holds for gˆ.
Finally, we consider (IA3). Let α ∈ R, λ ∈ Λ and (π(α) + λ, π(α) + λ) 6= 0. As
(λ, λ) = (λ, π(α)) = 0, we have (π(α), π(α)) 6= 0. Since by Theorem 4.5, π(R) is an
affine reflection system, one can use a similar technique as in the proof of Theorem 4.5
to show that ad(x) is locally nilpotent for any x ∈ gˆπ(α)+λ. So gˆ satisfies (IA3) and gˆ
is an IARA. Moreover, the root system Rˆ of (gˆ, Tˆ ) satisfies Rˆ =
⋃
λ∈Λ(π(Rλ¯) + λ), by
(6.20).
Next, suppose R is indecomposable. Since Λ is contained in the radical of the form,
Rˆ is indecomposable if and only if ∪λ∈Λπ(Rλ¯) is indecomposable. But by (6.20) this
union is π(R) which is indecomposable by Lemma 2.18.
To see the final assertion of the theorem, we note that if g0 = T, then by (A4),
Cg0(T
0) = T 0. Therefore as A0 = F, using (6.18), we have
gˆ0 =
(
(gπ(0) ∩ g
0)⊗A0
)
⊕ V⊕ V†
=
(
Cg0(T
0)⊗ 1
)
⊕ V⊕ V†
= (T 0 ⊗ 1)⊕ V⊕ V† = Tˆ .
Thus Tˆ is a splitting Cartan subalgebra of gˆ as required. 
Corollary 6.22. Let (g, T ) be an IARA with corresponding root system R and bilinear
from (·, ·). Let Λ be a torsion free abelian group and A be a unital commutative associa-
tive predivision Λ-graded algebra, with suppΛ(A) = Λ. Define gˆ := (g⊗A)⊕V⊕V
† and
Tˆ := (T ⊗1)⊕V⊕V†, where V and V† are defined as in (6.11) and (6.12), respectively.
Then (gˆ, Tˆ ) is an IARA with root system Rˆ = R⊕Λ. Moreover, if R is indecomposable
then so is Rˆ.
Proof. Taking σ to be the identity automorphism and recalling from Remark 1.4 that
T 6= {0}, it is apparent that σ satisfies conditions (A1)-(A5). Therefore, if (g, T ) is
division, we are done by Theorem 6.21. Now a close look at the proof of Theorem 6.21,
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shows that the division property, that is (IA2)′, guarantees the existence of nonzero
elements x ∈ gλ¯π(α) and y ∈ g
−λ¯
−π(α) (α ∈ R and λ ∈ Λ with π(α) + λ 6= 0) such that{
[x, y] ∈ T 0 \ {0} if π(α) 6= 0
[x, y] = 0 and (x, y) 6= 0 if π(α) = 0.
(6.23)
However when σ is the identity automorphism, (6.23) clearly holds with the weaker
axiom (IA2). Finally, since σ is the identity automorphism, it follows immediately from
Theorem 6.21 that Rˆ = R⊕ Λ 
Corollary 6.24. Let (g, T ) be a division IARA with corresponding root system R.
Suppose σ is an automorphism of g satisfying (A1)-(A4). Assume further that g0 is
abelian. Suppose Λ is a torsion free abelian group and ρ : Λ −→ Zm a group epimor-
phism. In addition, let A be a commutative associative Λ-torus, with suppΛ(A) = Λ.
Then (gˆ = ̂Lρ(g,A), Tˆ ) is a division IARA, with root system Rˆ.
Proof. By Theorem 6.21, (gˆ, Tˆ ) is an IARA. So the only condition which we should
verify is (IA2)′. Suppose α ∈ R, λ ∈ Λ, π(α) + λ 6= 0 and gˆπ(α)+λ = g
λ¯
π(α) ⊗A
λ 6= {0}.
Since A is a Λ-torus, Aλ is one dimensional, say Aλ = spanF{a}, where a is invertible
with inverse b. Then any element of gˆπ(α)+λ is of the form x⊗a for some 0 6= x ∈ g
λ¯
π(α).
Now fix a nonzero element x ⊗ a ∈ gˆπ(α)+λ. If π(α) 6= 0, then by Lemma 4.4, there
exists y ∈ g−λ¯−π(α) such that 0 6= [x, y] ∈ T
0. So as [x, y] 6= 0, we have
[x⊗ a, y ⊗ b] = ([x, y]⊗ 1) +
∑
i∈I
([di, x], y)λi ∈ Tˆ \ {0}.
Now suppose π(α) = 0. We claim that there exists y ∈ g−λ¯π(0) such that [x, y] = 0 and
(x, y) 6= 0. For this, take j ∈ Z such that j¯ = λ¯. By Lemma 3.4(ii), we have
gλ¯π(0) = g
j¯
π(0) =
∑
{β∈orb(R)|π(β)=0}
πj(gβ).
Therefore, x = πj(x1) + · · · + πj(xn) where xi ∈ gαi for some α1, . . . , αn belong to
distinct σ-orbits of R and π(αi) = 0, 1 ≤ i ≤ n. As x 6= 0, πj(xk) 6= 0 for some F. Now
if αk 6= 0, then by Lemma 4.7, there exists yk ∈ g−αk such that (πj(xk), π−j(yk)) 6= 0
and [πj(xk), π−j(yk)] = 0. Set y := π−j(yk), then by Lemma 3.3 (iii), we have [x, y] =
[πj(xk), π−j(yk)] = 0. Also by Lemma 4.1(ii), we have
(x, y) =
n∑
i=1
(πj(xi), π−j(yk)) =
1
m
n∑
i=1
((xi)j , yk) = (πj(xk), π−j(yk)) 6= 0,
where considering (3.6), we note that for i 6= k, ((xi)j , yk) ∈ (gαi , g−αk) = {0}, as
αi − αk 6= 0. So we are done in the case αk 6= 0.
Next, suppose that αk = 0. Then 0 6= πj(xk) ∈ πj(g0) ⊆ g
j¯
π(0). Since (·, ·) is
nondegenerate on g0, there exists y ∈ g0 such that (πj(xk), y) 6= 0. But as (·, ·) is
Zm-graded, we may assume that y = π−j(y) ∈ g
−j¯
0 ⊆ g
−j¯
π(0). Then [πj(x), y] = 0, as
by assumption g0 is abelian. Now repeating the same argument as in the case αk 6= 0
(using Lemmas 3.3 (iii) and 4.1), we get (x, y) 6= 0 and [x, y] = 0. This completes the
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proof of the claim. Now we note that λ 6= 0 as π(α) + λ 6= 0. So dj(λ) 6= 0 for some
j ∈ I. Therefore we have
[x⊗ a, y ⊗ b] = 0 +
∑
i∈I
([di, x⊗ a], y ⊗ b)λi =
∑
i∈I
di(λ)ǫ(a, b)(x, y)λi ∈ Tˆ ,
which is nonzero, as ǫ(a, b) 6= 0, (x, y) 6= 0 and dj(λ) 6= 0. 
Suppose that (g, T ) is an IARA with root system R and σ is an automorphism of g
satisfying (A1)-(A4) such that the order of σ is prime. As we have already seen, the
automorphism σ induces a linear isomorphism σ : T ⋆ −→ T ⋆ with σ(R) = R. In fact
σ is an automorphism of R in the sense of [Neh08]. The following lemma shows that
σ(δ) = δ for each δ ∈ R0. In particular, one gets that an automorphism of an IARA,
satisfying the above conditions, preserves each isotropic root space. This is a nontrivial
fact that one should consider in constructing suitable automorphisms of IARA’s.
Lemma 6.25. Suppose (A, (·, ·), R) is a tame affine reflection system. In addition,
suppose that A is 2-torsion free, and σ is an automorphism of A with σ(R) = R (a
root system automorphism) of period m such that π(δ) := (1/m)
∑m−1
i=1 σ
i(δ) 6= 0 for
any nonzero δ ∈ R0. Then σ(δ) = δ for each δ ∈ R0.
Proof. Since R is tame, it follows from [AYY11, Theorem 1.13] that
R0 + 2〈R0〉 ⊆ R0. (6.26)
Now suppose δ ∈ R0. Then by (6.26), nδ ∈ R0 for all n ∈ Z and so nσ(δ) ∈ R for all n.
But this can happen only if σ(δ) ∈ R0 [AYY11, Theorem 1.13]. Now again from (6.26),
we have 2δ−σ(2δ) ∈ R0. But π(2δ−σ(2δ)) = 0 and so by assumption 2(δ−σ(δ)) = 0.
Now since A is 2-torsion free, we get σ(δ) = δ as required. 
Remark 6.27. In this remark, we discuss the structure of a commutative associative
predivision Λ-graded algebra A, Λ an abelian group. We refer the reader to [Neh08,
Section 4.5] for a more general discussion. As we have already mentioned, suppΛ(A) is
a subgroup of Λ, and so without loss of generality we may suppose that suppΛ(A) =
Λ. Suppose {uλ | λ ∈ Λ} is a family of invertible elements uλ ∈ A
λ. Put B := A0,
then Aλ = Buλ for all λ and {uλ}λ∈Λ is a free basis for the B-module A and the
multiplication on A is uniquely determined by
uλuµ = τ(λ, µ)uλ+µ and uλb = buλ (b ∈ B), (6.28)
where τ : Λ× Λ −→ U(B) is a function, U(B) being the group of units of B. Associa-
tivity and commutativity of A leads to
τ(λ, µ)τ(λ + µ, ν) = τ(µ, ν)τ(λ, µ + ν), τ(λ, µ) = τ(µ, λ), (6.29)
for λ, µ, ν ∈ Λ. In other words, τ : Λ×Λ −→ U(B) is a symmetric 2-cocycle. Conversely,
given any unital commutative associative F-algebra B and a symmetric 2-cocycle τ :
Λ × Λ −→ U(B), one can define a commutative associative predivision Λ-graded F-
algebra by (6.28). To be more precise, let A be the free B-module with basis {uλ}λ∈Λ,
namely A :=
⊕
λ∈ΛBuλ. Then, identifying B with Bu0 through b 7−→ bτ(0, 0)
−1u0,
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b ∈ B, and using (6.28) as the multiplication rule on A, we get the desired algebra. A
commutative associative algebra arising in this way is called a twisted group algebra and
is denoted by Bt[Λ]. To summarize, any commutative associative predivision graded
algebra A with support Λ is graded isomorphic to a twisted group algebra Bt[Λ]. It
follows that, A is division graded if and only if B is a field, and is an associative Λ-torus
if and only if B = F.
7. Examples
In this section, we illustrate extended affinization through some examples. In the
first example, using extended affinization process, we construct a generalization of the
class of toroidal Lie algebras. In the second example, starting from a certain IARA,
we show that we can iterate extended affinization process to get a series of IARA’s.
Finally, in the last example, we apply extended affinization starting from an IARA of
type A and ending up with an IARA of type BC. Before going to the main body of
this section, we make a convention that in each example,
B is a unital associative algebra over k admitting an invariant
nondegenerate symmetric bilinear form ǫ such that ǫ(1, 1) 6= 0.
(⋆)
Example 7.1. Suppose (g, T ) is an IARA with corresponding root system R and
bilinear form (·, ·). Assume B is commutative and let Λ be a torsion free abelian
group. Consider the twisted group algebra Bt[Λ] :=
⊕
λ∈ΛBz
λ and recall that we have
bzλczµ = bcτ(λ, µ)zλ+µ, zλb = bzλ for b, c ∈ B, λ, µ ∈ Λ where τ : Λ× Λ :−→ U(B) is
a symmetric 2-cocycle. We extend ǫ to Bt[Λ] by linear extension of
ǫ(bzλ, czµ) :=
{
ǫ(b, c) λ+ µ = 0
0 λ+ µ 6= 0.
(7.2)
Set Bt[Λ]λ := Bzλ, λ ∈ Λ. Then by Remark 6.27, Bt[Λ] is a commutative associative
predivision Λ-graded algebra over F and one can easily verify that ǫ is a Λ-graded
invariant nondegenerate symmetric bilinear form on Bt[Λ].
Define gˆ and Tˆ as in (6.13) with ρ = 0. Namely
gˆ = ̂L(g, Bt[Λ]) = (g⊗Bt[Λ])⊕ V⊕ V† and Tˆ = (T ⊗ 1)⊕ V⊕ V†,
with corresponding Lie bracket and bilinear form defined by (6.14) and (6.15), respec-
tively. Then by Corollary 6.22, (gˆ, Tˆ ) is an IARA with root system Rˆ = R ⊕ Λ. We
note that this structure in fact generalizes the well known structure of toroidal Lie
algebras.
Example 7.3. We continue with the same notations as in Example 7.1, in particular
gˆ = ̂L(g, B[Λ]). Set A := B[Λ] and suppose σ ∈ Aut(g) satisfies axioms (A1)-(A4). Let
µ : Λ −→ Z be a group homomorphism. The map µ induces an automorphism of A,
denoted again by µ, defined by µ(x) := ζµ(λ)x for any x ∈ Aλ, where ζ is a primitive
m-th root of unity. Both σ and µ can be considered as automorphisms of gˆ by
σ = σ ⊗ id on g⊗A and σ = id on V⊕ V†,
µ = id⊗ µ on g⊗A and µ = id on V⊕ V†.
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Set σˆ := σµ ∈ Aut(gˆ). We claim that σˆ satisfies (A1)-(A4). Since σ and µ commute
and both are of period m over gˆ, (A1) holds. Also (A2) holds since σ and µ stabilize
T ⊗ 1, V as well as V†, and (A3) holds since σ preserves the form (·, ·) on g and µ
preserves the form ǫ on A. For (A4), first note that
gˆ0 =
(∑
λ∈Λ
g−µ(λ) ⊗Aλ
)
⊕ V⊕ V† and Tˆ 0 = (T 0 ⊗ 1)⊕ V⊕ V†.
Also
Cgˆ(Tˆ
0) = (Cg(T
0)⊗A0)⊕ V⊕ V†,
so
Cgˆ0(Tˆ
0) = (Cg0(T
0)⊗A0)⊕ V⊕ V†.
Since σ satisfies (A4), Cg0(T
0) ⊆ g0. Thus
Cgˆ0(Tˆ
0) ⊆ (g0 ⊗A
0)⊕ V⊕ V† = gˆ0
and (A4) holds for σˆ.
We now further assume that g is division, g0 is abelian and B = F. Then by
Remark 6.27 and Corollary 6.24, (gˆ, Tˆ ) is a division IARA. In addition, gˆ0 = (g0 ⊗
B)⊕V⊕V† is abelian. Therefore (gˆ, Tˆ ) and σˆ satisfy conditions of Theorem 6.21, with
gˆ, Tˆ and σˆ in place of g, T and σ, respectively. Now let Λ′ be a torsion-free abelian
group, ρ′ : Λ′ −→ Zm a group epimorphism and A′ a suitable Λ′-graded commutative
associative algebra. Then starting from (gˆ, Tˆ ) and σˆ, one can use Theorem 6.21 to
construct a new IARA ̂Lρ′(gˆ,A′). This process can be iterated using suitable inputs.
Example 7.4. Suppose J is a nonempty index set, with a fixed total ordering, and
q = (qij) is a J × J matrix over k such that qij = ±1, qji = qij and qii = 1, for all
i, j ∈ J . We recall that B and ǫ are as in (⋆). Let A := Bq[z
±1
j ]j∈J be the unital
associative algebra generated by {zj, z
−1
j , b | j ∈ J, b ∈ B} subject to the relations
zjz
−1
j = z
−1
j zj = 1, zizj = qijzjzi and zib = bzi, (i, j ∈ J, b ∈ B). (7.5)
Take Λ := Z|J| and for λ = (λj)j∈J ∈ Λ. Set zλ := Πj∈Jz
λj
j ∈ A, where product
makes sense with respect to the total ordering on J . Then A is a predivision Λ-graded
associative algebra with Aλ = Bzλ for each λ ∈ Λ. Moreover, a similar argument as in
[BGK96, Proposition 2.44] shows that
A = [A,A]⊕ Z(A). (7.6)
LetK be a nonempty index set and denote byK±, the setK⊎{0}⊎(−K) where −K
is a copy of K whose elements are denoted by −k, k ∈ K. Let K be the Lie subalgebra
slK±(A) of all finitary K
±×K± matrices over A generated by the elementary matrices
aeij , i 6= j ∈ K
±, a ∈ A (for details the reader is referred to [Neh08, Section 7]). One
knows that there is a unique Λ-grading on K such that for each i 6= j ∈ K± and a ∈ Aλ,
aeij ∈ K
λ.
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One can extend ǫ from B to A as in (7.2), then we can define a Λ-graded invariant
nondegenerate symmetric bilinear form on the set of finitary K± × K±-matrices by
linear extension of
(aeij , beks)K := δi,sδj,kǫ(a, b) for a, b ∈ A, i, j, k, s ∈ K
±.
By [Neh08, Section 7.10] the restriction of this form to K is nondegenerate if and only
if Z(K) = {0}. Also by [Neh08, Section 7.4], Z(K) = {0} if |K| =∞, and
Z(K) = {zI2n+1 | z ∈ Z(A), (2n+ 1)z ∈ [A,A]}, (7.7)
if |K| = n < ∞, where by I2n+1 we mean the identity (2n + 1) × (2n + 1) matrix.
Therefor by (7.6), Z(K) = {0} in this case too. So the restriction of the form to K is
Λ-graded and nondegenerate.
Suppose T˙ := spanF{eii − ejj | i 6= j ∈ K
±}. For i ∈ K±, define εi ∈ T˙
⋆
by
εi(ejj − ekk) := δij − δik, for j 6= k ∈ K
±. For i, j ∈ K±, put α˙ij := εi − εj and
R˙ := {α˙ij | i, j ∈ K
±}. For α˙ ∈ R˙, set Kα˙ := {x ∈ K | [t, x] = α˙(t)x for all t ∈ T˙}.
Then K =
⊕
α˙∈R˙Kα˙. We note that K0 consists of diagonal elements of K. In addition,
if we assume that ǫ(1, 1) = 1, then for any i, j, s, k ∈ K with i 6= j and s 6= k, we have
(eii − ejj , ekk − ess)K = δik − δis − (δjk − δjs)
= ǫi(ekk − ess)− ǫj(ekk − ess)
= α˙ij(ekk − ess).
Thus tα˙ij := eii − ejj is the unique element in T˙ representing α˙ij via (·, ·)K.
Next, consider the F-vector space V := F ⊗Z Λ, identify Λ as a subset of V and fix
a basis {λj | j ∈ J} for V. Define the vector space V
† :=
∑
j∈J Fdj ⊆ V
⋆ as in (6.12).
Set
g := K⊕ V⊕ V† and T := T˙ ⊕ V⊕ V†.
Define the Lie bracket on g as in (6.14), and extend the form (·, ·)K on K to a form
(·, ·) on g as in (6.15). Then it is clear that (·, ·) is nondegenerate both on g and T .
We note that each α˙ ∈ R˙ can be considered as an element of T
⋆
by requiring
α˙(V) = α˙(V†) := {0}. One can easily see that tα˙ represents α˙ via (·, ·) for each α˙ ∈ R˙.
Also we can consider any λ ∈ Λ as an element of T
⋆
by λ(T˙ ) = λ(V) := {0} and
λ(d) := d(λ) for any d ∈ V†. Then clearly tλ = λ. If for α ∈ T
⋆
we define gα in the
usual manner, then it is easy to verify that for any λ ∈ Λ,
gα˙ij+λ = A
λeij , (α˙ij 6= 0),
gλ = the set of diagonal matrices in K with enteries from A
λ, (λ 6= 0),
g0 = (the set of diagonal matrices in K with enteries from A
0)⊕ V⊕ V†.
(7.8)
So g =
⊕
α˙∈R˙,λ∈Λ gα˙+λ. Therefore (g, T ) is a toral pair with root system
R = R˙+ Λ,
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and (IA1) holds for g. We next show that (IA2) holds. Fix λ ∈ Λ and choose an
invertible element a ∈ Aλ, then for i 6= j we have
[aeij , a
−1eji] = eii − ejj +
∑
s∈J ([ds, aeij ], a
−1eji)λs ∈ T
[a(eii − ejj), a
−1(eii − ejj)] = 2
∑
s∈J ds(λ)ǫ(a, a
−1)λs ∈ T,
(7.9)
where the first equality is always nonzero and the second equality is nonzero if λ 6= 0.
Note that if i 6= j, then a±1eij ∈ gα˙ij±λ, and a
±1(eii − ejj) ∈ g±λ. So (IA2) holds.
Finally, since R˙ is a locally finite root system of type A˙K± , (IA3) holds by a similar
argument as in the proof of Theorem 4.5. Consequently, (g, T ) is an IARA.
We further show that g is division if and only if A is division graded. Using the fact
that the elements of T˙ are diagonal matrices with trace zero, it is not difficult to see
that if g is division, then A is division graded. Assume now that A is division graded.
We must show that (IA2)′ holds for g. Let λ ∈ Λ, 0 6= a ∈ Aλ and i 6= j ∈ K±, then
[aeij , a
−1eji] = eii − ejj +
∑
s∈I
([ds, aeij ], a
−1eji)λs ∈ T \ {0}
as required. Also if
∑
i∈K±
0
aieii ∈ gλ, for a finite subset K
±
0 of K
±, where 0 6= ai ∈ A
λ
and λ 6= 0, then
[
∑
i∈K±
0
aieii,
∑
i∈K±
0
a−1i eii] =
∑
s∈J
ds(λ)(
∑
i∈K±
0
ǫ(ai, a
−1
i ))λs
=
∑
s∈J
ds(λ)|K
±
0 |λs ∈ T \ {0}
as required. Therefore g is division if and only if A is division graded. Indeed by
[Neh08, Section 4.5], g is division if and only if B is division. So from now on, we
assume that B is division.
There exists an involution ¯ (a self-inverting anti-automorphism) on A (see [AG01,
Section 2]) such that z¯j = zj, for any j ∈ J and b¯ = b for all b ∈ B. By definition,
it is clear that ǫ(a¯, b¯) = ǫ(a, b) for any a, b ∈ A. Using the involution ,¯ we can define
an involution ∗ on K by (aeij)
∗ = ae−j,−i. It is straightforward to see that the linear
map σ : g −→ g defined by
σ(x) = −x∗ for x ∈ K and σ(x) = x for x ∈ V⊕ V†,
is a Lie algebra automorphism.
We will show that σ satisfies (A1)-(A5). Clearly σ2(x) = x for any x ∈ g, thus σ
satisfies (A1) with m = 2. Also it is clear from definition that σ satisfies (A2). In
addition, observe that
(σ(aeij), σ(beks)) = ((aeij)
∗, (beks)
∗)
= (a¯e−j,−i, b¯e−s,−k)
= δjkδisǫ(a¯, b¯)
= δjkδisǫ(a, b)
= (aeij , beks).
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So (A3) holds for σ. Since m = 2 is prime, instead of (A4) we will show that σ satisfies
the equivalent condition (A4)′′ (see Lemma 3.1) namely, we show that for 0 6= α ∈ R,
π(α) 6= 0. Recall from Section 2 that since σ satisfies (A2), it induces an automorphism
on T ⋆, denoted again by σ. We now note that ∗ maps diagonal matrices to diagonal
matrices and ¯ preserves homogeneous subspaces of A. Thus by (7.8) for any λ ∈ Λ,
σ(gλ) = gλ, implying σ(λ) = λ. Consequently, π(λ) = λ and so if λ 6= 0, then so is
π(λ). On the other hand, we have σ−1 = σ so for any t ∈ T and i 6= j ∈ K±,
π(α˙ij)(t) =
1
2
(α˙ij + σ(α˙ij)(t))
=
1
2
(α˙ij(t) + α˙ij(σ(t)))
=
1
2
(α˙ij(t+ σ(t))).
Using this, we see that for i 6= j ∈ K± and t := eii − ejj ,
π(α˙ij)(t) =


1 −j 6= i and i, j 6= 0
1
2 −j 6= i, i = 0 or j = 0
2 −j = i.
Consequently, π(α) 6= 0 for any 0 6= α ∈ R. In particular (A4)′′ holds.
We next show that (A5) holds. Let i 6= j ∈ K ∪ {0}, then we have
0 6= eii − e−i−i ∈ T
0 and 0 6= eii − ejj + e−i−i − e−j−j ∈ T
1¯.
In particular (A5) holds. Therefore (g, T ) and σ satisfy all requirements of Theo-
rem 6.21 and so we can construct a new IARA (gˆ, Tˆ ).
Note that by (7.8),
g0 = (the set of diagonal matrices in K with entries from A
0)⊕ V⊕ V0.
So, g0 is abelian if and only if A
0 = B is abelian, indeed, if and only if B is a field.
Now that we have a suitable automorphism on g, choosing a torsion-free abelian
group Λ′, a group epimorphism ρ : Λ′ −→ Z2 and a predivision Λ′-graded commutative
associative algebra A′, we can use Theorem 6.21 to construct another IARA, gˆ with a
root system Rˆ.
It is now interesting to have a discussion on the type of gˆ. Note that we have
R = {ǫi − ǫj + λ | i 6= j ∈ K
±, λ ∈ Λ}.
By definition of σ one can easily check that for any i ∈ K, σ(ǫi) = −ǫ−i, and as we
have already seen σ(λ) = λ for any λ ∈ Λ. Therefore
π(R) = {
1
2
(ǫi − ǫj + ǫ−j − ǫ−i) + λ | i 6= j ∈ K
±, λ ∈ Λ}
= {±
1
2
(ǫi − ǫ−i) + λ | i ∈ K,λ ∈ Λ}
∪ {±
1
2
((ǫi − ǫ−i)± (ǫj − ǫ−j)) + λ | i 6= j ∈ K,λ ∈ Λ}
∪ {±(ǫi − ǫ−i) + λ | i ∈ K,λ ∈ Λ}
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This makes it clear that π(R) is an affine reflection system of type BC. But by (6.20),
Rˆ and π(R) have the same type. Thus gˆ is an IARA of type BC.
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