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Spin-orbital coupling effect on power factor in semiconducting transition-metal
dichalcogenide monolayers
San-Dong Guo and Jian-Li Wang
Department of Physics, School of Sciences, China University of Mining and Technology, Xuzhou 221116, Jiangsu, China
The electronic structures and thermoelectric properties of semiconducting transition-metal
dichalcogenide monolayers MX2 (M=Zr, Hf, Mo, W and Pt; X=S, Se and Te) are investigated by
combining first-principles and Boltzmann transport theory, including spin-orbital coupling (SOC). It
is found that the gap decrease increases from S to Te in each cation group, when the SOC is opened.
The spin-orbital splitting has the same trend with gap reducing. Calculated results show that SOC
has noteworthy detrimental effect on p-type power factor, while has a negligible influence in n-type
doping except W cation group, which can be understood by considering the effects of SOC on the
valence and conduction bands. For WX2 (X=S, Se and Te), the SOC leads to observably enhanced
power factor in n-type doping, which can be explained by SOC-induced band degeneracy, namely
bands converge. Among all cation groups, Pt cation group shows the highest Seebeck coefficient,
which leads to best power factor, if we assume scattering time is fixed. Calculated results show
that MS2 (M=Zr, Hf, Mo, W and Pt) have best p-type power factor for all cation groups, and that
MSe2 (M=Zr and Hf), WS2 and MTe2 (M=Mo and Pt) have more wonderful n-type power factor
in respective cation group. Therefore, these results may be useful for further theoretical prediction
or experimental search of excellent thermoelectric materials from semiconducting transition-metal
dichalcogenide monolayers.
PACS numbers: 72.15.Jf, 71.20.-b, 71.70.Ej, 79.10.-n Email:guosd@cumt.edu.cn
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INTRODUCTION
Due to the Seebeck effect and Peltier effect, the hot-
electricity conversion can be achieved in thermoelectric
materials to solve energy issues, and the dimensionless
figure of merit[1, 2], ZT = S2σT/(κe + κL), can charac-
terize the efficiency of thermoelectric conversion, where
S, σ, T, κe and κL are the Seebeck coefficient, electrical
conductivity, absolute temperature, the electronic and
lattice thermal conductivities, respectively. It is inter-
esting and challenging to search for high ZT materials,
and one of the key parameters is power factor (S2σ),
which depends on electronic structures of materials. As
is well known, SOC has important effect on electronic
structures of materials containing heavy element like fa-
mous topological insulators[3, 4]. Recently, the SOC
has been proved to be very important for power factor
calculations[5–11]. For thermoelectric material Mg2Sn,
when the SOC is included, the best n-type power fac-
tor is higher than the best one in p type doping, which
agrees with the experimental results[12]. Therefore, it is
very important to consider SOC for theoretical analysis
of power factor.
The discovery of graphene leads to extensive at-
tention on two-dimensional (2D) nanostructures due
to their unusual physical, mechanical and chemical
properties, 2D transition-metal dichalcogenides (TMDs)
of which have potential application in nanoelectronics
and nanophotonics[13–21]. The physical and chemi-
cal properties of 2D-TMDs can be tuned by strain,
applied electric field, controlling the composition and
functionalizing[22–28]. Thermoelectric properties of low-
FIG. 1. (Color online) Two crystal structures of single-layer
MX2: 1T structure and 2H structure.
dimensional materials have been a hotspot for their
applications into high-performance thermoelectric de-
vices, such as Bi2Te3 nanowire, 2D-phosphorene and
silicene[29–33]. The thermoelectric properties related
with low-dimensional TMDs, including few layers, mono-
layers and nanotubes, have been widely investigated[34–
38]. However, the SOC is neglected in these theoretical
calculation of thermoelectric properties related with low-
dimensional TMDs. Recently, we prove that SOC has
very obvious effect on p-type power factor for MoS2[39].
Here, we systematically investigate the electronic
structures and thermoelectric properties of semiconduct-
ing TMD monolayers MX2 (M=Zr, Hf, Mo, W and Pt;
X=S, Se and Te) by first-principles calculations and semi-
classical Boltzmann transport theory within the general-
ized gradient approximation (GGA) plus SOC. It is found
that both SOC-induced gap reducing and spin-orbital
splitting increase from S to Te in each cation group. Cal-
2TABLE I. The optimized lattice constant a (A˚); the calcu-
lated gap values with GGA E1 (eV) and GGA+SOC E2 (eV);
E1 −E2 (eV); spin-orbit splitting ∆ (eV) at the Γ point with
1T structure or the K point with 2H structure near the Fermi
level in the valence bands. These values in the parentheses
are else theoretical values in ref.[51, 52].
Name a E1 E2 E1 − E2 ∆
ZrS2 3.68 1.16 (1.19) 1.12 0.04 0.09
ZrSe2 3.80 0.50 (0.50) 0.35 0.15 0.28
HfS2 3.64 1.22 (1.27) 1.16 0.06 0.13
HfSe2 3.76 0.59 (0.61) 0.42 0.17 0.32
MoS2 3.18 1.70 (1.68) 1.63 0.07 0.15 (0.148)
MoSe2 3.32 1.44 (1.45) 1.34 0.10 0.18 (0.184)
MoTe2 3.55 1.09 (1.08) 0.96 0.13 0.21
WS2 3.18 1.86 (1.82) 1.60 0.26 0.42 (0.430)
WSe2 3.32 1.56 (1.55) 1.28 0.28 0.46 (0.466)
WTe2 3.55 1.09 (1.07) 0.78 0.31 0.48
PtS2 3.57 1.76 (1.81) 1.73 0.03 0.21
PtSe2 3.75 1.37 (1.41) 1.20 0.17 0.34
PtTe2 4.02 0.77 (0.79) 0.38 0.39 0.49
culated results show that SOC not only can reduce power
factor in p-type doping, but also can enhance one in n-
type doping, especially for W cation group. These can be
understood by considering their energy band structures.
It is found that PtX2 (X=S, Se and Te) may have more
excellent thermoelectric properties due to the very high
Seebeck coefficients.
The rest of the paper is organized as follows. In the
next section, we shall briefly describe computational de-
tails. In the third section, we shall present the electronic
structures and thermoelectric properties of semiconduct-
ing TMD monolayers. Finally, we shall give our discus-
sions and conclusion in the fourth section.
COMPUTATIONAL DETAIL
First-principles calculations of semiconducting TMD
monolayers are performed using density functional
theory[40] within full-potential linearized augmented-
plane-waves method, as implemented in the package
WIEN2k [41]. The GGA of Perdew, Burke and Ernz-
erhof (PBE)[42] is used for the exchange-correlation po-
tential. The full relativistic effects are calculated with the
Dirac equations for core states, and the scalar relativis-
tic approximation is used for valence states [43–45]. The
SOC was included self-consistently by solving the radial
Dirac equation for the core electrons and evaluated by
the second-variation method[46]. We use 6000 k-points
in the first Brillouin zone for the self-consistent calcu-
lation. We make harmonic expansion up to lmax = 10
in each of the atomic spheres, and the plane-wave cut-
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FIG. 2. (Color online) The energy band structures of mono-
layer MX2 (M=Zr, Hf; X=S, Se) by using GGA (Black solid
lines) and GGA+SOC (Red short dash dot lines).
off is determined by Rmt ∗ kmax = 8. The self-consistent
calculations are considered to be converged when the
integration of the absolute charge-density difference be-
tween the input and output electron density is less than
0.0001|e| per formula unit, where e is the electron charge.
Transport calculations are performed using semiclassi-
cal Boltzmann transport theory and the rigid band ap-
proach within the constant scattering time approxima-
tion (CSTA) as implemented in BoltzTrap[47] (Note: the
parameter LPFAC can not choose the default value 5,
and should choose larger value. Here, we choose LPFAC
value for 20.), which has been applied successfully to sev-
eral materials[48–50]. To enable accurate Fourier inter-
polation of the Kohn-Sham eigenvalues, we use 90000
k-points in the first Brillouin zone for the energy band
calculation.
MAIN CALCULATED RESULTS AND ANALYSIS
The single-layer MX2 contains three atomic sublayers
with the metal atom M in the center sublayer, while X
atoms locate in the top and bottom sublayers. The dif-
ferent stacking of top and bottom X sublayers leads to
two crystal structures, namely 1T structure (M=Ti, V,
Zr, Hf and Pt) and 2H structure (M=Nb, Mo, Ta and
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FIG. 3. (Color online) The energy band structures of monolayer MX2 (M=Mo, W, Pt; X=S, Se, Te) by using GGA (Black
solid lines) and GGA+SOC (Red short dash dot lines).
W), which are shown in Figure 1. The ionicity of MX2
leads to two distinctive structures, and the 1T structure
supports higher ionicity, which is due to longer distance
between X atoms of the top and bottom sublayers. In
Ref.[51] , H. L. Zhuang et al. predict that 27 single-layer
MX2 can be fabricated from bulk crystals due to small
formation energies (Some of them have been achieved ex-
perimentally, such as MoS2, MoSe2 and WSe2.), 13 MX2
of which are semiconductors. Because good thermoelec-
tric materials are usually narrow-gap semiconductors, we
focus on semiconducting TMD monolayers MX2 (M=Zr,
Hf, Mo, W and Pt; X=S, Se and Te). The crystal struc-
ture of single-layer MX2 is built with the vacuum region
of 18 A˚ to avoid spurious interaction. The optimized lat-
tice constants a[51]are used to do our DFT calculations,
which are listed in Table I.
We investigate their electronic structures by using
GGA and GGA+SOC, and plot their energy band struc-
tures in Figure 2 and Figure 3 (Note: The high-symmetry
path K-Γ-M-K is chosen for 1T structure, and Γ-K-M-
Γ for 2H structure.). Both GGA and GGA+SOC show
that MoX2 and WX2 are direct band gap semiconductors
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FIG. 4. (Color online) Top panel: the calculated gap values
with GGA E1 (eV) and GGA+SOC E2 (eV); Bottom panel:
E1 − E2 (eV) and spin-orbit splitting ∆ (eV) at the Γ point
with 1T structure or the K point with 2H structure near the
Fermi level in the valence bands.
with the conduction band minimum (CBM) and valence
band maximum (VBM) at the K point (Note: When the
SOC is included, WS2 is a indirect semiconductor). The
ZrX2 and HfX2 are indirect band gap semiconductors
with the VBM at the Γ point and CBM at the M point.
The VBM appears at the Γ point, while the CBM is be-
tween the Γ and K points for PtSe2 and PtTe2. The
VBM of PtS2 is between the Γ and K points, while the
CBM appears between the Γ and M points. The GGA
gaps, GGA+SOC gaps and the differences between them
are listed in Table I. Calculated GGA gaps are consis-
tent with else theoretical values[34, 51]. To clearly see
the gap trend, the related gap values also are plotted
in Figure 4. It is found that the gap of MX2 decreases
from S to Te with the same M, while the difference be-
tween GGA and GGA+SOC gaps gradually increases.
The larger gap decrease means the larger movement of
conduction bands toward low energy, which reflects the
SOC effects on the conduction bands. The SOC effects
on the valence bands near Fermi level can be described
by spin-orbit splitting at the Γ point with 1T structure
or the K point with 2H structure near the Fermi level in
the valence bands, which are listed in Table I and plot-
ted in Figure 4. Our GGA spin-orbit splitting values
agree with else calculated ones[52, 53]. From S to Te,
the spin-orbital splitting value increases in each cation
group. These data show that SOC produces more ob-
vious effects on the valence bands than the conduction
bands.
The semi-classic transport coefficients are calculated
within CSTA Boltzmann theory. Calculating scattering
time from first-principles calculations is challenging due
to the complexity of various carrier scattering mecha-
nisms. To mimic the doping effects on the transport
coefficients, the rigid band approach is used, and only
the Fermi level is shifted to change the doping level. If
the doping level is low, the rigid band approximation
is reasonable, which has been widely used for theoreti-
cal study of thermoelectric materials[47, 54–56], and the
calculated transport coefficients agree well with experi-
mental results. The Seebeck coefficient S, electrical con-
ductivity with respect to scattering time σ/τ and power
factor with respect to scattering time S2σ/τ as a func-
tion of doping level at the temperature of 300 K by using
GGA and GGA+SOC are shown in Figure 5. The n-type
doping (negative doping levels) with the negative Seebeck
coefficient is related with conduction bands, while p-type
doping (positive doping levels) with the positive Seebeck
coefficient is connected with valence bands. When the
Fermi level locates the middle of band gap, the Seebeck
coefficient has a very large value, but low electrical con-
ductivity due to low carrier concentration leads to very
small power factor. As the Fermi level move into conduc-
tion bands or valence bands (change the doping level), the
electrical conductivity increases and Seebeck coefficient
decreases, and the power factor reaches its maximum at
certain doping level.
Firstly, we consider SOC effects on transport coeffi-
cients S, which is independent of scattering time τ , and
can be directly compared with experimental results. It
is found that SOC has a detrimental influence on S (ab-
solute value) in p-type doping, but has a negligible effect
in n-type doping except WX2. These can be explained
by SOC effects on the valence and conduction bands.
The SOC removes the valence band degeneracy, which
reduces slope of density of states (DOS) of valence bands
near the energy gap, and leads to reduced Seebeck co-
efficient. Here, we only plot DOS of MoS2 and WS2
calculated with GGA and GGA+SOC as representative
in Figure 6. Calculated results show 2D DOS near the
Fermi level, which is close to a step function. The slope
of DOS of valence bands near the energy band gap de-
creases, when SOC is included, which lead to reduced
S. Similar 2D-like DOS also can be found in bulk ma-
terials PbX (X=S, Se and Te)[57] and BiTeI[58]. The
SOC makes the conduction bands nearly overall move
toward the Fermi level for MX2 (M=Zr, Hf, Mo and Pt),
and the outlines of conduction bands have little change,
which leads to weak SOC effects on S. However, the SOC
has obvious influences on the conduction bands near the
Fermi level for WX2. The SOC-induced splitting between
Γ and K points for conduction bands is very remarkable,
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FIG. 5. (Color online) At T=300 K, transport coefficients, including Seebeck coefficient S (Left), electrical conductivity with
respect to scattering time σ/τ (Middle) and power factor with respect to scattering time S2σ/τ (Right), as a function of doping
level calculated with GGA (solid lines) and GGA+SOC (short dash dot lines). The doping level is defined as electrons (minus
value) or holes (positive value) per unit cell.
which leads to near degeneracy between conduction band
extremum along Γ-K line and one at K point, especially
for WS2 and WSe2. The SOC-induced band degener-
acy, namely bands converge, can enhance the S. Similar
bands converge can be induced in Mg2Sn by pressure
or doping[10, 59]. Figure 6 show that SOC can lead to
2D more-like DOS of conduction bands near the Fermi
level for WS2. Secondly, the SOC has little effects on
σ/τ for MX2 (M=Zr, Hf and Mo) in n-type doping, but
has a observable effects for MX2 (M=W and Pt). For
p-type doping, the SOC influences on σ/τ are more ob-
vious with respect to ones in n-type doping. These can
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FIG. 6. (Color online) The density of states of MoS2 and WS2
calculated with GGA and GGA+SOC.
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FIG. 7. (Color online) The power factors with the doping
level 0.01 electrons (n-type) or holes (p-type) per unit cell by
using GGA and GGA+SOC at T=300 K.
be understood by SOC-induced band localization or de-
localization.
Finally, the SOC effects on power factor are consid-
ered, which is a comprehensive physical quantity for the
electrical performance of thermoelectric materials. Due
to power factor being proportional to S and σ, the SOC
has a remarkable detrimental influence on power factor
in p-type doping, while has a weak influence but WX2
for n-type. The power factors of WX2 can be signifi-
cantly improved due to the openness of SOC. To clearly
see the SOC effects on power factor, the power factors
with the doping level 0.01 electrons or holes per unit cell
by using GGA and GGA+SOC at T=300 K are plotted
in Figure 7. Although the scattering time τ is unknown,
comparison of relative power factor values among these
TMD monolayers MX2 may be useful for experimental
guidance on searching the excellent thermoelectric ma-
terials. For Zr, Hf, W and Pt series, the n-type doping
has better power factors than p-type doping. For MoX2,
the p-type power factor of MoS2 is larger than one in n-
type doping, while it is opposite for MoSe2 and MoTe2.
These can be easily observed from Figure 7. If we as-
sume the scattering time τ is constant for MX2, the Pt
series have larger power factor due to the larger Seebeck
coefficient S. It is worth noting that local Rashba spin
polarization and spin-layer locking have been observed
in monolayer PtSe2, which can realize electrically tun-
able spintronics[60]. For each cation group, we summa-
rize the best power factor for both n-type and p-type,
and are shown in Figure 8. It is found that MS2 has best
power factor in p-type doping for all cation groups. For
n-type, MSe2 (M=Zr and Hf), WS2 and MTe2 (M=Mo
and Pt) have more excellent power factor in respective
cation group.
DISCUSSIONS AND CONCLUSION
As is well known, the SOC removes the band degener-
acy by spin-orbit splitting, which can modify the outlines
of energy bands. These SOC effects can lead to remark-
able influence on Seebeck coefficient, and further affect
the power factor. The SOC-induced detrimental influ-
ence on power factor in Mg2Sn[5, 10] and half-Heusler
ANiB (A=Ti, Hf, Sc, Y; B=Sn, Sb, Bi)[6], especially for
p-type doping, has been observed. For monolayer MX2,
SOC can reduce power factor for p-type in the considered
doping range, but also can improve one in n-type doping
for some of them, especially for WX2. The SOC also can
lead to the conversion of best power factor between n-
and p-type doping. For example, at the absence of SOC,
the p-type has better power factor for PtS2. However,
including SOC , the n-type doping shows more excellent
power factor. So, it is very important for power fac-
tor calculations to include SOC for semiconducting TMD
monolayers MX2.
Symmetry driven degeneracy, low-dimensional elec-
tronic structures and accidental degeneracies[61] can lead
to enhanced power factor. Here, SOC-induced degener-
acy of conduction band extremum produces significantly
improved power factor for WX2 (W=S and Se). In fact,
strain is a very effective way to tune the electronic struc-
tures of materials, which can achieve improved power
factor. The electronic structures of monolayer MX2 have
sensitive strain dependence, which provides a platform to
realize higher power factor. In Ref.[39], the first-principle
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FIG. 8. (Color online) The best n- and p-type power factor
for each cation group by using GGA+SOC at T=300 K.
calculations predict that both compressive and tensile
strain at the critical strain of direct-indirect gap tran-
sition can induce the accidental degeneracies for MoS2 ,
which can produce more excellent power factor in certain
doping range. For Pt cation group, the outlines of va-
lence bands near the Fermi level are very distinct. How-
ever, the outline of PtS2 can be attained from recently-
synthesized PtSe2[62] by compressive strain, and the one
of PtTe2 also can be achieved by tensile strain (These cal-
culation have been tested). Therefore, It is possible to
realize higher power factor for semiconducting monolayer
MX2 by strain tuning.
In summary, we investigate electronic structures and
thermoelectric properties of semiconducting TMD mono-
layers using GGA+SOC, based mainly on the reliable
first-principle calculations and Boltzmann transport the-
ory. It is found that including SOC is very crucial for
power factor calculations, due to remarkable SOC influ-
ences on the energy band structures of TMD monolayers.
Calculated results show that Pt series may be potential
thermoelectric materials due to the large Seebeck coeffi-
cient S. The present work is useful for further theoretical
calculations and experimental guidance on searching the
excellent thermoelectric materials from TMD monolay-
ers.
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