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ABSTRACT 
Due to advances in sensors, growing large and complex medical image data have the ability to 
visualize the pathological change in the cellular or even the molecular level or anatomical 
changes in tissues and organs. As a consequence, the medical images have the potential to 
enhance diagnosis of disease, prediction of clinical outcomes, characterization of disease 
progression, management of health care and development of treatments, but also pose great 
methodological and computational challenges for representation and selection of features in 
image cluster analysis. To address these challenges, we first extend one dimensional functional 
principal component analysis to the two dimensional functional principle component analyses 
(2DFPCA) to fully capture space variation of image signals. Image signals contain a large 
number of redundant and irrelevant features which provide no additional or no useful 
information for cluster analysis. Widely used methods for removing redundant and irrelevant 
features are sparse clustering algorithms using a lasso-type penalty to select the features. 
However, the accuracy of clustering using a lasso-type penalty depends on how to select penalty 
parameters and a threshold for selecting features. In practice, they are difficult to determine. 
Recently, randomized algorithms have received a great deal of attention in big data analysis. This 
paper presents a randomized algorithm for accurate feature selection in image cluster analysis.  
The proposed method is applied to ovarian and kidney cancer histology image data from the 
TCGA database. The results demonstrate that the randomized feature selection method coupled 
with functional principal component analysis substantially outperforms the current sparse 
clustering algorithms in image cluster analysis.  
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Highlights: 
We develop a novel two dimensional FPCA method for image data reduction. 
Using feature selection we develop sparse clustering algorithms. 
We use provable randomized algorithm to select features for cluster analysis.  
We develop a novel randomized sparse clustering algorithm for imaging data analysis. 
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1. Introduction 
Image clustering is to cluster the objects into groups such that the objects within the same 
group are similar, while the objects in different groups are dissimilar (Yang et al. 2010; Bong 
and Rajeswari, 2012). Image clustering is a powerful tool to better organize and represent images 
in image annotation, image indexing, and segmentation and subtype disease identification. Data 
dimension reduction is essential to the success of image clustering analysis. 
Feature extraction and feature selection are two popular types of methods for dimensionality 
reduction. A widely used method for feature extraction is principal component analysis (PCA). 
However, PCA does not explore spatial information. It takes the set of spectral images as an 
unordered set of high dimensional pixels (Gupta and Jacobson, 2006). Spatial information is very 
important for image cluster and classification analysis. To overcome limitations of PCA and to 
utilize spatial information of the image signal, the functional expansion of images based on 
Fourier and wavelet transform are proposed as a useful tool for image feature extraction and data 
denoising (Strela et al. 1999). Recently, wavelet PCA in which we compute principal 
components for a set of wavelet coefficients is proposed (Gupta and Jacobson, 2006) to explore 
both spatial and spectral information. The wavelet PCA improves efficiency to extract image 
features, but not explicitly considers smoothing image signals over space. To overcome this 
limitation and fully utilize both spatial and spectral information, we extend one dimensional 
functional principal component analysis (FPCA) to two dimensional FPCA.  
Traditional statistical methods for image cluster and classification analysis often fail to obtain 
accurate results because of the high dimensional nature of image data (Samiappan et al. 2013). 
Noisy and irrelevant features result in overfitting. The high dimensionality makes the clustering 
algorithms very slow (Boutsidis and Magdon-Ismail, 2013). The high dimensionality of image 
provides a considerable challenge for designing efficient clustering algorithms (Boutsidis et al. 
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2013). Removing noise, redundant and irrelevant features and retaining a minimal feature subset 
will dramatically improve the accuracy of image cluster analysis (Aroquiaraj and Thangavel, 
2013).  The sparse method is a widely used method for feature selection in which a lasso-type 
penalty provides a general framework to simultaneously find the clusters and the important 
clustering features in image cluster analysis (Witten and Tibshirani, 2010; Kondo et al. 2012). 
Although the sparse clustering methods can improve accuracy, it may fail to generate reasonable 
clusters when the data include a few outliers. In practice, the performance of sparse clustering 
depends on the selection of penalty parameters and threshold for cutting off features. However, 
the selection of penalty parameters and threshold proves difficult.   Despite the success of feature 
selection in image clustering, very few provable accurate feature selection methods for clustering 
exist (Boutsidis et al. 2013).  
Alternatively, a randomized method is proving useful when the number of features is 
prohibitively large (Stracuzzi 2008). An efficient randomized feature selection method for k - 
means clustering randomly selects the features with probabilities that are calculated via singular 
value decomposition of the data matrix (Boutsidis and  Magdon-Ismail, 2013; Boutsidis et al. 
2013). This algorithm has a very useful property that can theoretically guarantee the quality of 
the clusters. To the best of our knowledge, this efficient and provable accurate randomized 
feature selection algorithm has not been applied to the image cluster analysis.  
Although feature selection and feature extraction are widely used to reduce the dimensionality 
of the image, we have observed very few practices to combine feature selection and feature 
extraction together for dimension reduction. We can expect that applying feature selection 
algorithm to select extracted features from a set of artificial features that are computed via 
feature extraction will improve the accuracy of image clustering.  
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The purpose of this paper is to develop a comprehensive sparse clustering algorithm with four 
components for image cluster analysis. The first component is to use high dimensional FPCA as 
a feature extraction technique. The second component includes a theoretically provable accurate 
randomized feature selection algorithm. The third component is to combine feature selection and 
feature extraction together for dimensionality reduction. The fourth component is spectral 
clustering with low rank matrix decomposition that can effectively remove noises and ensure the 
robustness of the algorithms.  To evaluate its performance for image cluster analysis, the 
proposed method is applied to 176 ovarian cancer histology images with the drug response status 
(106 images with positive drug response and 70 images with drug resistance) and 188 kidney 
histology images (121 images from tumor samples and 67 images from normal samples) from 
the TCGA database.   Our results strongly demonstrate that the proposed method for feature 
selection substantially outperform other existing feature selection methods. Software for 
implementing the proposed methods can be downloaded from our website  
http://www.sph.uth.tmc.edu/hgc/faculty/xiong/index.htm and http://www.bioconductor.org/.  
2. Material and methods 
2.1. Two dimensional functional principal component analysis 
One dimensional functional principal component analysis (FPCA) has been well developed 
(Ramsay and Silverman, 2005). Now we extend one dimensional FPCA to two dimensional 
FPCA.  Consider a two dimensional region. Let s and t denote coordinates in the s axis and t  
axis, respectively. Let ),( tsx  be a centered image signal located at s and t  of the region. The 
signal ),( tsx  is a function of locations s and t .  
Consider a linear combination of functional values: 
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 
S T
dsdttsxtsf ),(),( , 
where ),( ts  is a weight function. To capture the variations in the random functions, we chose 
weight function ),( ts  to maximize the variance of f .  By the formula for the variance of 
stochastic integral (Henderson and Plaschko, 2006), we have  
221122221111 ).(),,,(),()var( tdsdtsdtststsRtsf
S T S T
      ,    (1) 
where )),(),,(cov(),,,( 22112211 tsxtsxtstsR  is the covariance function of the image signal 
function ),( tsx . Since multiplying )(t  by a constant will not change the maximizer of the 
variance )( fVar , we impose a constraint to make the solution unique: 
 1),(
2   dsdtts
T T
.                                                                             (2)  
Therefore, to find the weight function, we seek to solve the following optimization problem: 
.1),(          s.t.
),(),,,(),( max       
2
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                                         (3)  
Using the Lagrange multiplier, we reformulate the constrained optimization problem (3) into the 
following non-constrained optimization problem: 
)),(1(
2
1
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2
1
   max 1111
2
221122221111      
S TS T S T
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
,   (4) 
where  is a penalty parameter.  
By variation calculus (Sagan, 1969),  we define the functional 
)),(1(
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2
1
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dtdststdsdtsdtststsRtsJ  . Its first 
variation is given by 
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which implies the following integral equation 
 ),(),(),,,( 1122222211 tsdtdstststsR  
S T
                                         (5) 
for an appropriate eigenvalue  . The left side of the integral equation (5) defines a two 
dimensional integral transform R of the weight function  . Therefore, the integral transform of 
the covariance function ),,,( 2211 tstsR is referred to as the covariance operator R . The integral 
equation (5) can be rewritten as 
  R ,                                                                                        (6) 
where ),( ts  is an eigenfunction and referred to as a principal component function. Equation (6) 
is also referred to as a two dimensional eigenequation. Clearly, the eigenequation (6) looks the 
same as the eigenequation for the multivariate PCA if the covariance operator and eigenfunction 
are replaced by the covariance matrix and eigenvector. 
Since the number of function values is theoretically infinite, we may have an infinite 
number of eigenvalues. Provided the functions iX and iY  are not linearly dependent, there will be 
only 1N  nonzero eigenvalues, where N is the total number of is sampled individuals 
( GA nnN  , An is the number of individuals sampled from cases and Gn is the number of 
individuals sampled from controls). Eigenfunctions satisfying the eigenequation are orthonormal 
(Ramsay and Silverman, 2005). In other words, equation (6) generates a set of principal 
component functions: 
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  21 with           ,  kkkR . 
These principal component functions satisfy 
(1) 1),(
2   dsdtts
S T
k  and 
(2)   
S T
mk kmdsdttsts .0),(),(   all for ,   
The principal component function 
1 with the largest eigenvalue is referred to as the first 
principal component function and the principal component function 2 with the second largest 
eigenvalue is referred to as the second principal component function, and continuing. 
2.2. Computations for the principal component function and the principal component 
score 
The eigenfunction is an integral function and difficult to solve in closed form. A general 
strategy for solving the eigenfunction problem in (5) is to convert the continuous eigen-analysis 
problem to an appropriate discrete eigen-analysis task (Ramsay and Silverman 2005).  In this 
paper, we use basis function expansion methods to achieve this conversion. 
    Let .2 define j, each  For functions. Fourier  of series  thebe )}({ 21-2j jt jj    We expand 
each image signal function ),( tsxi as a linear combination of the basis function j : 
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K ttt )](,),([)( 1   . Then, equation (7) 
can be rewritten as 
))()((),( tsCtsx Tii  , 
where denotes the Kronecker product of two matrices. 
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Define the vector-valued function
T
N tsxtsxtsX )],(,),,([),( 1  . The joint expansion of all N 
random functions can be expressed as 
 ))()((),( tsCtsX                                                          (8) 
where the matrix C is given by 
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In matrix form the variance-covariance function of the image signal function can be expressed as  
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Similarly, the eigenfunction ),( ts can be expanded as 
  
 
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K
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  btsts TT )]()([),(  ,                                                     (10) 
where  TKKKK bbbbb ],...,,...,,...,[ 1111 . Substituting expansions (9) and (10) of the variance-
covariance ),,,( 2211 tstsR  and eigenfunction ),( ts  into the functional eigenequation (5), we 
obtain 
 btsCbC
N
ts TTTTT )]()([
1
)]()([ 1111  .                   (11) 
Since equation (11) must hold for all s and t, we obtain the following eigenequation: 
bCbC
N
T 
1
.                              (12) 
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Solving eigenequation (12), we obtain a set of orthonormal eigenvectors jb . A set of orthonormal 
eigenfunctions is given by 
Jjbtsts j
TT
j ,...,1,)]()([),(  .     (13) 
The random functions ),( tsxi can be expanded in terms of eigenfunctions as 



J
j
jiji Nitsstx
1
,,...,1),,(),(       (14) 
where    
S T
jiij dsdttsstx .),(),( , JjNi ,...,1,,...,1  are FPC scores. 
2.3. Randomized feature selection for k - means clustering 
     The most widely used clustering method in practice is k -means algorithm. However, using k
means to cluster millions or billions of features is not simple and straightforward (Boutsidis and 
Mardon-Ismail, 2013). An attractive strategy is to select a subset of features and optimize the k -
means of objective on the low dimensional representation of the original high dimensional data. 
A natural question is whether feature selection will lose valuable information by throwing away 
potentially useful features which could lead to a significantly higher clustering error. Here, we 
introduce a randomized feature selection algorithm with provable guarantees (Boutsidis et al. 
2013). 
For the self-contain, we begin with a linear algebraic formulation of k -means algorithm. 
Many materials are from Boutsidis et al. 2013. Consider a set of m points: 
mn
m
T RPPA  ],...,[ 1 . 
A k partition of m points is a collection 
},,...,,{ 21 kSSSS     
12 
 
of k non-empty pairwise disjoint sets covering the entire dataset. K-means clustering minimizes 
the within-cluster sum of squares. Let |,| jj Ss  be the size of jS . For each set jS , define its 
centroid (the mean of data points within the set jS ): 



ji Sp
i
j
j P
s
1
. 
The k -means objective function is defined as 



m
i
ii PPSPF
1
2
2||)(||),( ,       (15) 
where )( iP is the centroid of the cluster to which iP  belongs. 
The k -means objective function can be transformed to a more convenient linear algebraic 
formulation. A k clustering S of A can be represented by its clustering indicator matrix mnRX  . 
Specifically, its element ijX is defined as 







otherwise.0
1
ji
jij
SP
sX  
Each row of X has one non-zero element, corresponding to the cluster to which the data point 
belongs. Each column has js non-zero elements, which denotes the data points belonging to 
cluster jS .  The linear algebraic formulation of the k -means objective function can be expressed 
as  
,||)(||
||||
||||),(
2
2
1
1
2
2
2
T
i
m
i
T
i
m
i
T
i
T
i
F
T
PP
AXXP
AXXAXAF







       (16) 
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where )(|||| WWTrW TF  is the Frobenius norm of a matrix W , iX is the i th row of X , 
TT
k
TT AX ],...,[ 1   and 
T
i
T
i PXXX )( . 
Our goal is to find an indicator matrix optX which minimizes
2|||| F
T AXXA : 
2||||minarg F
T
RX
opt AXXAX
km


 . 
Define  
2|||| F
T
optoptopt AXXAF  . 
It is noted that AXX Toptopt has rank at most k . Singular value decomposition of the matrix A  is 
given by 
T
kkk
T
kkk VUVUA   , 
where ),min( nm is rank of the matrix A , kmk RU
 and )( kmk RU

  contain the left singular 
vectors of A , knk RV
 and )( knk RV

  contain the right singular vectors. Singular values 
0...21   are contained in the matrices 
kk
k R
  and ))(( kkk R

  . Let 
T
kk
T
kkkk VAVVUA   and k
T
kkkk AAVUA   . Since kA  is the best rank k approximation 
to A  and AXX Toptopt has rank at most k , we obtain 
optF
T
optoptFk FAXXAAA 
22 |||||||| . 
The feature selection for k -means clustering algorithm is to select a subset of r columns 
rmRC  from A , which is a representation of the m data points in the low r -dimensional selected 
feature space. Then, the goal of k -means clustering algorithm in the selected feature space is to 
find partition of m which minimizes 2|||| F
TCXXC  : 
2||||minarg
~
F
T
RX
opt CXXCX
km


  . 
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Therefore, feature selection is to seek selection of features such that 
22 ||||||
~~
|| F
T
optoptF
T
optopt AXXAAXXA  .        (17) 
The basic idea of randomized feature selection is that any matrix C which can be used to 
approximate matrix A can also be used for dimensionality reduction in k -means cluster analysis 
(Boutsidis et al. 2013;  Drineas et al. 1999).  We seek matrix C that minimizes 
22
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  (18) 
Let kAVC  . Then, 
T
kk CVA  .  The minimization problem (18) can be reduced to minimizing
2|||| F
TCXXC  .     
Using formula kAVC  to calculate the matrix C requires the entire dataset .A Next, our goal is 
to select columns of the matrix A to approximate C . We denote the sampling matrix
rn
ii Ree r
 ],...,[
1
, where ie are the standard basis vectors with its i th element being one and 
all other elements being zeroes. Let rrRS  be a diagonal rescaling matrix. Define SAC  . The 
matrices  and S can be generated by randomized sampling. Since singular value decomposition 
of a large matrix A may be difficult, we will also use a sampling algorithm to generalize a matrix 
Z which approximates kV . Thus, the matrix A can be decomposed to EAZZA
T  , where the 
matrix nmRE  . We still use optX
~
to denote the output cluster indicator matrix of some  - 
approximation matrix on ),( kC . Then, we can estimate the upper bound of the clustering error 
2||
~~
|| F
T
optopt AXXA as follows (Boutsidis and Magdon-Ismail 2013). 
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Because mk
TT EZ  0  we have 
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Consequently, equation (19) can be reduced to  
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Given  and S , we have (Boulsidis and  Margdon-Ismail, 2013) 
YZSZSAAZZ TTT  )( ,    (21) 
where nmRY  is a residual matrix and (.) denotes the pseudo-inverse of a matrix. It is noted that 
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2
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Then, the first term in equation (20) can be further bounded by 
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Using equation (17), we obtain 
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Since rank kSZT  )( , we have 
k
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Therefore, we have 
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Combining equations (23) and (24), we obtain: 
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Combining equations (20) and (25) we obtain the following upper bound: 
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The upper bound provides information about how to choose ,Z   and S . We chose Z  to make 
the residual E small. Several terms in the upper bound can be used to guide the selection of the 
sampling and rescaling matrices  and S .The first term in the numerator of the upper bound is 
the clustering error of the input partition in the reduced dimension space. We chose  and S  to 
make this clustering error small. The residual E  is involved in the second term of the numerator 
and final term in the inequality (26).  We chose  and S  such that they will not substantially 
increase the size of the residual E . The term in the denominator involves ,Z and S . Therefore, 
the selected  and S do not significantly change the singular structure of the projection matrix Z  
and ensure that )(2 SZTk  is large. Under these guidance, the following randomized feature 
selection algorithm can be developed.  
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2.4 Randomized feature selection algorithms 
Let k be the number of clusters and be the errors that are allowed. 
Set 1





k
kr  as the number of features being selected. Consider data matrix









mnm
n
aa
aa
A



1
111
. 
Let i denote the index of the individual sample and j be the index of feature. We intend to select 
r  features. 
Procedures of algorithms are given as follows. 
1. Generate an rn standard Gaussian matrix R, with )1,0(~ NRij . 
2. Let rmRARY  . 
3. Orthonormalize the columns of the matrix Y , which leads to the matrix rmRQ  . 
4. Singular value decomposition of the matrix AQT : TT VUAQ  . 
Let knRZ  be the top k right singular vectors of AQ
T , i.e., ],...,[ 1 kVVZ  . 
5. Calculate the sampling probability: 



n
i
i
F
i
i Pni
Z
Z
P
1
2
2
2)(
1,,...,1,
||||
||||
, where )( iZ is the i -th row of the matrix Z  and 
)(|||| 2 TF ZZtrZ  . 
6. Initiate rn 0  and rrS  0 . 
For rt ,...,1 , pick an integer ti from the set },...,2,1{ n with probability tiP  and replacement, set 
1),(  tit  and 
ti
rP
ttS
1
),(  . 
End 
7. Return rmRSAC  . 
3. Results 
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     We tested our algorithm on two cancer histology image datasets downloaded from the TCGA 
database. The first dataset is an ovarian cancer dataset, which includes 176 histology images 
taken from 106 drug sensitive and 76 drug resistant tissue samples. The second dataset is Kidney 
Renal Clear Cell Carcinoma (KIRC) dataset which includes 188 histology images taken from 
121 KIRC tumor and 67 normal tissue samples. 
We compared the performance of our algorithm with the standard K - means and 
regularization-based sparse K - means clustering algorithms (Witten and Tibshirani 2010). We 
also compared the performance of the two FPCA with the Fourier expansion and SIFT descriptor 
(Chen and Tian 2006   ). We use cluster accuracy (ACC) which is defined as the proportion of 
correctly clustered images, cluster sensitivity which is defined as the proportion of correctly 
clustered drug sensitive or tumor samples, and cluster specificity which is defined as the 
proportion of correctly clustered drug resistant or normal samples, for performance evaluation in 
this study.. 
3.1. Comparison of two dimensional FPCA with Fourier expansion and SIFT descriptor 
To intuitively illustrate the power of FPCA to reduce the dimension of image data, we first 
presented Figure 1 which showed the original and reconstructed lena face and KIRC tumor cell 
images.  We observed that the reconstructed lena and images of KIRC tumor cell using only 6 
functional principal components (FPCs) and 188 FPCs, respectively, are very close to the 
original images. However, even when we used the16, 129 terms in the Fourier expansion to 
reconstruct the lena face and KIRC cell images, the reconstructed images were still unclear.  
Then, we compared the accuracies of the standard k-means algorithms for clustering ovarian 
cancer and KIRC tissue samples using FPC scores, Fourier expansion coefficients and SIFT 
descriptors as image features. The results were summarized in Table 1. We observed from Table 
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1 that the cluster analysis using FPC scores as features has a higher accuracy than using Fourier 
expansion coefficients and SIFT descriptors for both ovarian cancer and KIRC datasets.   
3.2. Performance of standard k-means clustering algorithm,  sparse k-means 
clustering algorithm and randomized sparse k-means clustering algorithm 
We compared the performance of the standard k-means clustering algorithm and sparse k-means 
clustering algorithm and randomized sparse k-means clustering algorithm in the ovarian and 
KIRC cancer studies. The SPARCL package was used for implementing the sparse K -means 
clustering algorithm (Witten and Tibshirani 2010). The SIFT descriptor (Lowe 2004) was used 
as features.  The images in the ovarian cancer study were taken before treatment. Therefore, the 
images were used to predict drug response. The results were summarized in Table 2. Table 2 
showed that the randomized k-means clustering algorithms used significantly smaller features, 
but achieved higher accuracy than both the standard K-means and sparse k-means algorithms.  
3.3. Performance of standard k-means, sparse k-means and randomized sparse k-
means clustering algorithms using FPC scores 
We studied the performance of standard k-means, sparse k-means and randomized sparse 
k-means clustering algorithm using the FPC scores as image features. The results of this 
application of three clustering algorithms to two cancer imaging datasets were summarized in 
Table 3. Again, the randomized sparse k-means algorithms used the smallest number of FPC 
scores, but had the highest clustering accuracy, followed by sparse k-means clustering 
algorithms. The standard k-means clustering algorithms used the largest number of FPC scores, 
but achieved the lowest clustering accuracy. Comparing Table 3 with Table 2, we found that 
FPCA substantially improved clustering accuracy. Specifically, for the KIRC dataset we observed 
that replacing the SIFT descriptor with FPC scores increased the clustering accuracies of the 
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stand k-means, sparse k-means and randomized sparse k-means from 68.09% to 80.85%, 
58.51% to 81.91%, and 72.87% to 83.51%, respectively.  
3.4. Performance of standard spectral, sparse K-means, and randomized sparse 
spectral clustering algorithms using Fourier expansion coefficients 
To further evaluate the performance of randomized sparse clustering algorithm, we 
considered spectral clustering algorithm, another type of clustering algorithms (Liu et al., 2013).  
We used three algorithms: standard spectral, sparse k-means and randomized spectral 
clustering algorithms with Fourier expansion coefficients to conduct clustering analysis for the 
ovarian cancer and KIRC datasets. Table 4 was presented to summarize the results.  The 
performance patterns of the three clustering algorithms using Fourier expansion coefficients as 
imaging features were the same as that using other features. Table 4 showed that sparse 
principle for spectral clustering algorithms still improved cluster accuracy and randomized 
sparse clustering algorithms had the highest accuracy among the three clustering algorithms. 
We also observed that in general, using Fourier expansion coefficients as imaging features had 
less accuracy than using FPC scores as features (See Tables 4 and 5).  
3.5. Performance of standard spectral, sparse K-means, and randomized sparse 
spectral clustering algorithms using FPC score 
FPCA can improve clustering accuracy. This does not depended on which clustering algorithms 
are used. Table 5 showed the performance of standard spectral, sparse k-means and randomized 
spectral clustering algorithms with FPC scores in cluster analysis of two TCGA cancer datasets.  
We can clearly see that standard spectral, sparse k-means and randomized spectral clustering 
algorithms with FPC scores took much less features, but can reach as high as or even better 
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clustering accuracy than these methods using Fourier expansion coefficients as features. Table 5 
again demonstrated that in most cases FPCA can substantially improve the performance of the 
clustering algorithms.  
3.6. Multiple cluster analysis 
Although a population can be divided into two groups: normal and patient groups, in general, 
patients’ subpopulation is highly heterogeneous and has complex structures. Patients need to be 
further divided into several more homogeneous groups. Table 6 presented results of three 
clustering algorithms for multiple cluster analysis in the KIRC studies where tumor cells were 
partitioned into three groups. Neoplasm histologic grade which is based on the microscopic 
morphology of a neoplasm with hematoxylin and eosin (H&E) staining (G1, G2, G3 and G4) was 
selected as prognostic factors of survival (Erdogan et al., 2004). In the present analysis, patients 
of G1 and G2 were regrouped as group 1 patients. Patients of G3 were regrouped as group 2 
patients and patients of G4 were regrouped as group 3 patients. Table 6 suggested that the 
randomized sparse k-means had the highest accuracy for clustering KIRC tumor cell grades, 
followed by sparse k-means and standard k-means clustering algorithms, where accuracy was 
defined as the proportion of individuals who were correctly assigned to groups.  As shown in 
Figure 2, clustering tumor cells has a close relationship with cell pathology which characterizes 
progressing and development of tumors. In Figure 2a, morphology of nucleus that was 
represented by black circles changed slowly. When disease proceeded nucleus became large 
and expanded (Figure 2b). When tumors proceeded to the final stage, the nucleus was 
metastated and became blur (Figure 2c). 
4. Discussion 
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In this paper, we proposed to combine feature extraction and feature selection for cluster 
analysis of imaging data and developed FPCA-based randomized sparse clustering algorithms. 
The data in image applications are high-dimensional. Dimension reduction is a key to the 
success of imaging cluster analysis. To successfully perform image cluster analysis, we 
addressed several issues for dimensional reduction in the sparse image cluster analysis.                                                              
First issue is how to use feature extraction to reduce the data dimension. In other words, 
we construct a small set of new artificial features that are often linear combinations of the 
original features and then the k-means method is used to cluster on the constructed features. A 
variety of methods for feature extraction has been developed. PCA or FPCA are popular 
methods for feature extraction. However, FPCA is developed for one dimensional data and 
cannot be simply applied to two or three dimensional imaging data.  Here we extended FPCA 
from one dimension to two or three dimensions and applied it to extraction of imaging 
features. Real histology imaging cluster analysis showed that the FPCA for imaging dimension 
reduction substantially outperformed the SIFT descriptor and Fourier expansion and is the one 
of choice for imaging feature extraction.  
A second issue is to develop sparse clustering algorithms that attempts to identify features 
underlying clusters and remove noise and irrelevant variables. There are two types of sparse 
clustering algorithms. One type of algorithms is to optimize weighted within-cluster sum of 
squares and use a lasso type penalty to select weights and features. The difficulty with this type 
of constrained based sparse clustering algorithms is how to determine a threshold that is used 
to remove features. In theory, the features corresponding to non-zero weights will be selected 
for clustering. In practice, all weights vary continuously. Determining an appropriate threshold 
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to cut of irrelevant features is a difficult challenge.   An alternative approach is to randomly and 
directly select a small subset of the actual features that can ensure to approximately reach the 
optimal k-means objective value. Both mathematic formulations of the k-means objective 
function and sampling algorithms to optimize objective function have well be developed. We 
can expect that the developed randomized sparse k-means clustering algorithms can work very 
well. Using real cancer imaging data, we showed that (1) both randomized k-means clustering 
and lasso-type k-means clustering algorithms substantially outperformed the standard k-means 
algorithm, and (2) performance of the randomized k-means sparse clustering algorithm was 
much better than that of the lasso type sparse k-means clustering algorithms.  
A third issue is to combine feature extraction and feature selection. Feature extraction and 
feature selection are two major tools for dimension reduction. In imaging cluster analysis, 
feature extraction and feature selection are often used separately for data reduction. The main 
strength of our approach is to integrate feature extraction and feature selection into a 
dimension reduction tool before clustering images. We first performed two dimensional FPCA 
of images to extract group structure information of images. The resulting vector of FPC scores 
containing image group information were used to represent the features of the images. Then, 
we designed a random matrix column selection algorithm to select some components of the 
vector of FPC scores for further cluster analysis. Finally, k-means method was used to cluster 
the selected FPC scores. We showed that k-means method with combined feature extraction 
and feature selection as dimension reduction had the highest cluster accuracy in two real 
cancer clustering studies.  
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The fourth issue is the independence of dimension reduction benefits for clustering from 
the used clustering methods.  Appropriate use of feature extraction and feature reduction may 
substantially improve the performance of clustering algorithms. This conclusion will not depend 
on which clustering algorithms are used. We demonstrated that cluster accuracies of both 
sparse k-means and sparse spectral clustering were higher than standard k-means and spectral 
clustering without dimension reduction.  
While the proposed method provides a powerful approach to image cluster analysis, some 
challenges still remain. The randomized feature selection algorithms have deep connections 
with the objective function of k -means clustering and low-rank approximations to the data or 
feature matrix. However, the solutions to optimize the objective function of k -means 
clustering may not correspond to the true group structure of the image data well, which in turn, 
will compromise the performance of the randomized feature selection methods. Selection of 
the number of features also depends on the accuracy of low-rank approximation. Although we 
can provide theoretic calculation of the number of selected features, in practice we need to 
automatically calculate it by iterating the feature selection algorithm from the data, which 
requires heavy computation for large datasets.  The randomized feature selection for multiple 
groups clustering still has serious limitation. Clustering images into multiple groups is an 
important, but a challenge problem. The main purpose of this paper is to stimulate discussion 
about what are the optimal strategies for high dimensional image cluster analysis. We hope 
that our results will greatly increase confidence in applying the dimension reduction to image 
cluster analysis.
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5. Conclusions 
We extended one dimensional FPCA to the two dimensional FPCA and develop novel sparse 
cluster analysis methods which combine two dimensional FPCA with randomized feature 
selection to reduce the high dimension of imaging data. We used stochastic calculus to derive 
the formula for calculation of the variance of integral of weighted linear combination of two 
dimensional signals of images. We formulated two dimensional FPCA as a maximization of this 
variance with respect to weight function (functional components) of two variants and used 
variation of theory to find solutions that are solutions to integral equations with two variants. 
We used functional expansion to develop computational methods for solving integral equations 
with respect to functional components and finding FPC scores which are taken as features for 
cluster analysis.  
Followed the approach of Boutsidis et al. (2013), we explored matrix approximation theory 
and a technique of Rudelson and Vershynin (2007) to design  a randomized method to select 
FPC scores as features for cluster analysis with probability that are correlated with the right 
singular vectors of the FPC score matrix.  In theory, we can prove that the randomized feature 
selection algorithm guarantees the quality of the resulting clusters. The developed randomized 
algorithms integrating FPC scores as features for dimension reduction can be applied to k-
means and spectral clustering algorithms. Results on clustering histology images in the ovarian 
cancer and KIRC cancer studies showed that the randomized k-means and spectral clustering 
algorithms integrating FPCA substantially outperform other existing clustering algorithms with 
and without feature selection.  The randomized sparse clustering algorithms integrating FPCA is 
a choice of methods for image clustering.  
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Figure Legend 
Figure 1. (a). Original image of the Lena face image. (b) Six lena face images are downloaded 
from the USC SIPI Image Database (Web: http://sipi.usc.edu/database/). All six lena face images 
were used to perform FPCA.  Reconstruction of the images of one of the six lena face images 
using its 6 FPC scores. (c) All six lena face images were used to perform the Fourier expansion.   
Reconstruction of the  same lena face  image as that in (b) using its  first 16129 Fourier 
coefficients (d) Original image of one of the 121 histology images of  the kidney cancer cells.  (e) 
A total of 188 kidney histology images (121 kidney cancer cells and 67 kidney normal cells) were 
downloaded from the TCGA database.  All images were used to perform FPCA.  Reconstruction 
of histology images of kidney cancer cells by using its 188 FPCA scores.   (f)  All 188 kidney 
histology images were used to perform the Fourier expansion. Reconstruction of the same 
kidney histology image as that in (e) by using its first 16,129 Fourier expansion coefficients  
Figure 2. Historic pathology images. (a) Pathology grades 1 and 2, (b) pathology grade 3 and (c) 
pathology grade 4.  
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Tables 
Table 1. Performance of standard k-means clustering algorithm for FPCA, descriptor 
and Fourier expansion 
  Ovarian Cancer KIRC 
  Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity 
FPCA 0.570 0.660 0.400 0.835  0.926  0.672 
Descriptor 0.557 0.547 0.547 0.681 0.587 0.701 
Fourier 0.557 0.557 0.557 0.803 0.917 0.597 
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Table 2. Performance of standard K-means, sparse  K-means and randomized  K-means clustering 
algorithm  using the SIFT descriptor 
 
  Ovarian Cancer KIRC 
  Features Accuracy Sensitivity Specificity Features Accuracy Sensitivity Specificity 
k-means 2,560 0.557 0.547 0.547 2,560 0.681 0.587 0.701 
Sparse k-means 574 0.545 0.472 0.657 597 0.585 0.62 0.522 
Randomized k-means 70 0.608 0.708 0.457 100 0.729 0.818 0.567 
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Table 3. Performance of standard k-means, sparse k-means and randomized sparse k-means clustering algorithms using FPC scores. 
 
 
Ovarian Cancer KIRC 
  Features Accuracy Sensitivity Specificity Features Accuracy Sensitivity Specificity 
k-means 176 0.574 0.660 0.400 188 0.809 0.917 0.612 
Sparse k-means 81 0.585 0.670 0.457 92 0.819 0.819 0.642 
Randomized 
sparse  k-means 
23 0.653 0.793 0.486 5 0.835 0.926 0.672 
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Table 4. Performance of standard spectral, sparse k-means clustering and sparse spectral with randomized feature selection 
clustering algorithms with Fourier expansion. 
  ovarian cancer KIRC 
  Features Accuracy Sensitivity Specificity Features Accuracy Sensitivity Specificity 
Spectral clustering 65025 0.5568 0.5566 0.5571 65025 0.8032 0.9174 0.5970 
Sparse k-means 959 0.5455 0.5000 0.6143 161 0.8191 0.9174 0.6418 
Randomized Spectral clustering 100 0.6420 0.5755 0.7429 10 0.8351 0.9256 0.6716 
 
 
 
 
 
 
 
 
 
 
33 
 
Table 5. Performance of standard spectral, sparse k-means,  and sparse spectral with randomized feature selection clustering 
algorithms using FPC scores as features 
  ovarian cancer KIRC 
  Features Accuracy Sensitivity Specificity Features Accuracy Sensitivity Specificity 
Spectral clustering 176 0.585 0.670 0.460 188 0.819 0.917 0.642 
Sparse k-means 176 0.545 0.500 0.614 188 0.819 0.860 0.746 
Randomized Spectral clustering 23 0.688 0.858 0.429 13 0.835 0.909 0.702 
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Table 6. Performance of standard k-means, sparse k-means and randomized k-means algorithms for clustering 
KIRC tumor cell grades  
    TRUE     
Method Assigned Group1 Group 2 Group 3 
  Group 1 17 (58.6%) 15 (53.6%) 7 (50.0%) 
k-means Group 2 12 (41.4%) 12 (42.9%) 7 (50.0%) 
  Group 3 0 1 (3.4%) 0 
  Accuracy 40.80%     
  Group 1 10 (34.5%) 6 (21.4%) 3 (21.4%) 
  Group 2 13 (44.8%) 17 (60.7%) 7(50.0%) 
Sparse k-means Group 3 6 (20.7%) 5 (17.9%) 4 (28.6%) 
  Accuracy 43.70%     
  Group 1 14 (48.3%) 4 (14.3%) 2 (14.3%) 
Randomized sparse k-means Group 2 8 (27.6%) 20 (71.4%) 8 (57.1%) 
  Group 3 7 (24.1%) 4 (14.3%) 4 (28.6%) 
  Accuracy 53.50%     
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