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∗∗∗ Eléctrica y Computación, Instituto de Ingenieŕıa, Universidad
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Abstract: In this paper the problem of time-varying parameter identification is studied. To
this aim, an identification algorithm is developed in order to identify time-varying parameters
in a finite-time. The convergence proofs are based on a notion of finite-time stability over finite
intervals of time, i.e. Short-finite-time stability; homogeneity for time-varying systems; and
Lyapunov function approach. The algorithm asks for a condition over the regressor term which
is related to the classic identifiability condition corresponding to the injectivity of such a term.
Simulation results illustrate the feasibility of the proposed algorithm.
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1. INTRODUCTION
The parameter identification problem for different kind
of systems has been extensively studied during the last
decades. One of the more important reasons is the need for
accurate and efficient control for systems. The challenge
of providing better models of physical phenomena leads
to that the parameter identification problem becomes fun-
damental in industrial applications. System identification
techniques are also used in signal processing applications
(such as communications (Huijberts et al., 2000), geo-
physical engineering (Zhongfang, 1994) and mechanical
engineering (Sun et al., 2014)), in nontechnical fields such
as biology (Hasenauer et al., 2010), environmental sciences
and econometrics to improve the knowledge on the identi-
fied object, prediction and control.
The identification theory basically deals with the problem
of the efficient extraction of signal and system dynamic
properties based on available data measurements. In the
literature there exist many methods to identify parame-
ters, and the most popular ones belong to the group of least
squares (LS) methods; e.g. non-recursive method of LS,
? This work was supported in part by the Government of Russian
Federation (Grant 074-U01) and the Ministry of Education and
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recursive methods of LS, method of weighted LS, exponen-
tial forgetting with constant forgetting factor, exponential
forgetting with variable forgetting factor, etc. There exist
also many modifications of the LS methods; e.g. method
of generalized LS, method of extended LS, method of bias
correction, instrumental variables Method, etc., and some
others like Bayes Method, Maximum Likelihood Methods,
Extended Kalman Filter, Modulating functions methods,
Subspaces Methods, etc. (see, e.g. Ioannou and Sun (1996),
Soderstrom and Stoica (1989), Ljung (1999) and Isermann
and Münchhof (2011)). It is worth mentioning that most
of these methods were established for identifying constant
parameters. For the time-varying parameter identification
problem, the methods of recursive least square can be also
used to deal with this problem (Isermann and Münchhof,
2011). However, they are only able to follow slowly time-
varying process parameters. Moreover, to the best of our
knowledge, these methods have a common characteristic:
exponential or asymptotic convergence to the real value.
In the context of finite-time (FT) convergence (Polyakov
and Fridman, 2014), a recursive FT convergent algorithm
has been presented in Moreno and Guzman (2011). Such
an algorithm is a non-linear recursive version of the LS al-
gorithm, where the nonlinear injection terms are designed
based on the generalized Super-Twisting Algorithm (STA)
(Moreno and Osorio, 2012); leading to a FT convergence.
In this line of research, in Davila et al. (2006) and M’sirdi
et al. (2006), the STA has also been used for parameter
identification of mechanical systems. However, the linearly
filtered equivalent output injection signal of the STA is
used to obtain the regressor, from which a standard LS
recursive algorithm identifies the parameters asymptoti-
cally. Other parameter identification methods, using first
order sliding-modes, are also based on the reconstruction
of the equivalent control signals leading to asymptotic re-
construction algorithms (see, e.g. Xu et al. (2003) where an
identification scheme is developed for time-varying param-
eters). A FT and non-recursive LS algorithm is presented
by Adetola and Guay (2008) for constant parameters. Such
an algorithm is based on adaptive control, it requires to
solve matrix valued ordinary differential equations and
checking the invertibility of a matrix (persistence of excita-
tion condition) online. Another non-recursive LS method
is proposed by Chen et al. (2011) for time-varying parame-
ters. In this method, a polynomial approximator, based on
Taylor expansion, with a bounded regressor vector is built
and used to approximate the time-varying parameters.
This paper contributes to the development of an iden-
tification algorithm that is able to identify time-varying
parameters in a FT. The convergence proof of the FT
identification algorithm is based on a notion of finite-time
stability over finite intervals of time, i.e. Short-finite-time
(Short-FT ) stability (Ŕıos et al., 2016b); and homogeneity
for time-varying systems (Ŕıos et al., 2016a); a Lyapunov
function approach is also given for this algorithm. This
algorithm asks for a condition over the regressor term
which is equivalent to the classic identifiability condition
corresponding to the injectivity of the regressor term.
Simulation results illustrate the feasibility of the proposed
algorithms.
Structure of the paper: The problem statement is presented
in the Section 2. Some preliminary concepts and results are
described in Section 3. The FT identification algorithm as
well as two convergence proofs are presented in Section
4 based on time-varying homogeneity and Lyapunov ap-
proach, respectively. Some simulation results are depicted
in Section 5 and some concluding remarks are given in
Section 6.
2. PROBLEM STATEMENT




y(t) = ΓT (ωt)θ(t), (2)
where θ ∈ Rn and y ∈ Rm are the unknown parameter
vector and the measurable output, respectively. The term
Γ : R → Rn×m is a continuous function of time so-
called regressor, and Θ : R → Rn is a uniformly bounded
Lebesgue measurable signal such that |Θ(ωt)| ≤ k(ωt), for
some known continuous function k : R→ R, for all t ∈ R+
and for some ω > 0 representing the frequency of time-
varying parameters, while |q| represents the Euclidean
norm of a vector q. The regressor Γ is known, and bounded,
whilst Θ represents the unknown parameter dynamics 1 .
1 Since the function k needs to be uniformly bounded, the parame-
ters cannot grow faster than linearly with respect to time.
The aim of this paper is to identify the time-varying
parameter vector θ(t) in a finite time.
3. PRELIMINARIES
A continuous function σ : R+ → R+ belongs to class
K if it is strictly increasing and σ (0) = 0; it belongs to
class K∞ if it is also unbounded. A continuous function
β : R+ × R+ → R+ belongs to class KL if β(·, r) ∈ K and
β(r, ·) is a strictly decreasing to zero for any fixed r ∈ R+.
Denote a sequence of integers 1, ...,m as 1,m.




= f(t, x(t)), t ≥ t0, t0 ∈ R, (3)
where x(t) ∈ Rn is the state vector; f : R × Rn → Rn
is a continuous function 2 with respect to x and piecewise
continuous with respect to t, f(t, 0) = 0 for all t ∈ R. It
is assumed that solution of the system (3) for an initial
condition x0 ∈ Rn at time instant t0 ∈ R is denoted as
x(t, t0, x0) and it is defined on some finite time interval
[t0, t0+T ) (the notation x(t) is used to reference x(t, t0, x0)
if the origin of x0 and t0 is clear from the context).
3.1 Stability definitions
Let Ω,Ξ be open neighborhoods of the origin in Rn,
0 ∈ Ω ⊂ Ξ.
Definition 1. (Khalil, 2002; Haddad et al., 2008) At the
steady state x = 0 the system (3) is said to be
a) Uniformly stable (US) if for any ε > 0 there is δ(ε) such
that for any x0 ∈ Ω, if |x0| ≤ δ(ε) then |x(t, t0, x0)| ≤ ε
for all t ≥ t0, for any t0 ∈ R;
b) Uniformly asymptotically stable (UAS) if it is US and
for any κ > 0 and ε > 0 there exists T (κ, ε) ≥ 0 such that
for any x0 ∈ Ω, if |x0| ≤ κ then |x(t, t0, x0)| ≤ ε for all
t ≥ t0 + T (κ, ε) for any t0 ∈ R;
c) Uniformly finite-time stable (UFTS) if it is US and
finite-time converging from Ω, i.e. for any x0 ∈ Ω there
exists 0 ≤ T x0 < +∞ such that x(t, t0, x0) = 0 for all
t ≥ t0 + T x0 , for any t0 ∈ R. The function T0(x0) =
inf{T x0 ≥ 0 : x(t, t0, x0) = 0 ∀t ≥ t0 + T x0} is called the
settling-time of the system (3).
If Ω = Rn, then x = 0 is said to be globally US (GUS) /
UAS (GUAS) / UFTS (GUFTS), respectively.
In this work a special stability notion will be also used for
a compact interval of initial times t0, and only on a fixed
interval of time (Kamenkov, 1953; Lebedev, 1954; Dorato,
1961; Weiss and Infante, 1965).
Definition 2. (Ŕıos et al., 2016b) At the steady state
x = 0 the system (3) is said to be
a) Short-time stable (Short-TS) with respect to (Ω,Ξ, T 0, Tf )
if for any x0 ∈ Ω, |x(t, t0, x0)| ∈ Ξ for all t ∈ [t0, Tf ] for
any t0 ∈ [−T 0, T 0];
2 System (3) may have non-unique solutions for some initial states.
Selecting only solutions that stay at the origin, “weak” stability
results can be presented (Haddad et al., 2008).
b) Short-finite-time stable (Short-FTS) with respect to
(Ω,Ξ, T 0, Tf ) if it is Short-TS with respect to (Ω,Ξ, T
0, Tf )
and finite-time converging from Ω with the convergence
time T t0,x0 ≤ Tf for all x0 ∈ Ω and t0 ∈ [−T 0, T 0];
c) Globally short-finite-time stable (GShort-FTS) if for
any bounded set Ω ⊂ Rn containing the origin there exist
a bounded set Ξ ⊂ Rn, Ω ⊂ Ξ and Tf > 0 such that the
system is Short-FTS with respect to (Ω,Ξ, T 0, Tf ) for any
T 0.
In Kamenkov (1953); Lebedev (1954); Dorato (1961) and
Weiss and Infante (1965) the short-time stability is con-
sidered only for a fixed initial time instant t0. Note that
this notion is used here to avoid a confusion with finite-
time stability from Roxin (1966) and Bhat and Bernstein
(2005); since both concepts of stability are used in this
work.
3.2 Homogeneity for time-invariant systems
For any ri > 0, i = 1, n and λ > 0, define the dilation
matrix Λr(λ) = diag{λri}ni=1 and the vector of weights
r = (r1, ..., rn)
T . Then, for any x ∈ Rn the homogeneous










, ρ ≥ max
1≤i≤n
(ri).
For all x ∈ Rn, its Euclidean norm is related with the
homogeneous one:
σr(|x|r) ≤ |x| ≤ σ̄r(|x|r), (4)
for some σr, σ̄r ∈ K∞. In the following, due to this
“equivalence”, stability analysis with respect to the norm
|x| will be substituted with analysis for the norm |x|r.
The homogeneous norm has an important property that
is |Λr(λ)x|r = λ|x|r, for all x ∈ Rn. Define Sr = {x ∈
Rn : |x|r = 1} and Bρ = {x ∈ Rn : |x|r ≤ ρ}, for some
0 < ρ < +∞.
Definition 3. (Zubov, 1958) The function g : Rn → R is




holds for some ν ∈ R and all λ > 0.
The function f : Rn → Rn is called r-homogeneous
(ri > 0, i = 1, n), if for any x ∈ Rn the relation
f(Λr(λ)x) = λ
νΛr(λ)f(x),
holds for some ν ≥ −min1≤i≤n ri and all λ > 0. In both
cases, the constant ν is called the degree of homogeneity.
3.3 Homogeneity for time-varying systems
The weighted homogeneity property, introduced for time-
invariant systems in Definition 3, is understood for the
time-varying systems (3) in the following sense.
Definition 4. (Peuteman and Aeyels, 1999) The function
g : Rn+1 → R is called r-homogeneous (ri > 0, i = 1, n),
if for any x ∈ Rn and t ∈ R the relation
g(t,Λr(λ)x) = λ
νg(t, x),
holds for some ν ∈ R and all λ > 0.
The function f : Rn+1 → Rn is called r-homogeneous
(ri > 0, i = 1, n), if for any x ∈ Rn and t ∈ R the relation
f(t,Λr(λ)x) = λ
νΛr(λ)f(t, x),
holds for some ν ≥ −min1≤i≤n ri and all λ > 0.
Thus, in the time-varying case (3), the homogeneity can be
verified interpreting t as a constant parameter. Consider
also the following modification of the system (3):
dx(t)
dt
= f(ωt, x(t)), t ≥ t0, t0 ∈ R, (5)
for some ω > 0. The parameter ω represents dependence
on the convergence rate of time processes in the sys-
tem or the frequency of time-varying part. For an initial
condition x0 ∈ Rn at initial time t0 denote the corre-
sponding solution of (5) as xω(t, t0, x0), thus x(t, t0, x0) =
xω=1(t, t0, x0). In this case the following proposition is
provided.
Proposition 1. (Ŕıos et al., 2016a; Peuteman and Aeyels,
1999) Let x(t, t0, x0) be a solution of the r-homogeneous
system (3) with the degree ν for an initial condition x0 ∈
Rn and t0 ∈ R. For any λ > 0 the system (5) with ω = λν
has a solution y(t, t0, y0) = Λr(λ)x(λ
νt, λνt0, x0) for all
t ≥ t0 with the initial condition y0 = Λr(λ)x0.
It is a well known fact that for linear time-varying systems
(i.e. homogeneous systems of degree ν = 0) its stability
for some ω does not imply stability for all ω ∈ (0,+∞).
However, for nonlinear homogeneous time-varying systems
with degree ν 6= 0 it does:
Lemma 2. (Ŕıos et al., 2016a; Peuteman and Aeyels,
1999) Let the system (3) be r-homogeneous with degree
ν 6= 0 and GUAS, i.e. there is β ∈ KL such that
|x(t, t0, x0)|r ≤ β(|x0|r, t− t0), ∀t ≥ t0,
for any x0 ∈ Rn and any t0 ∈ R. Then, (5) is GUAS for
any ω > 0 and
|xω(t, t0, x0)|r ≤ βω(|x0|r, t− t0), ∀t ≥ t0,
for any x0 ∈ Rn and any t0 ∈ R, where βω(s, t) =
ω1/νβ(ω−1/νs, ωt).
Thus, according to Lemma 2, the rate of convergence will
be scaled by ω, then the time of transients in these systems
is predefined by the time-varying part, which is not the
case for the degree ν = 0, where the rate of convergence
cannot be modified by ω.
3.4 Short-Finite-Time Stability
The following time-continuity restriction is imposed on f
in (5).




|f(τ , ξ)− f(0, ξ)| ≤ σ(|τ |), ∀τ ∈ R.
Let us introduce the following class of functions for % ∈ K
and δ > 0:
Lm%,δ = {d : R→ Rm : |d(s)| ≤ %(s) ∀s ≥ 0;
∃τ > 0 : d(s) = 0, ∀|s| ≥ τ ;





|d(t)|dt, |d|∞ = sup
t∈R
|d(t)|.
In the following, the stability robustness is considered with
respect to time-varying part. Assuming that for ω = 0 the
system (5) is stable and homogeneous, a certain stability
is preserved for a frequency spectrum sufficiently close to
zero.
Lemma 3. (Ŕıos et al., 2016b) Let the system (5) be r-
homogeneous with degree ν < 0 , asymptotically stable for
ω = 0, and Assumption 1 be satisfied. Then, for any ρ > 0
and T 0 > 0 there are ω0 > 0, ϑ ≥ 1 and Tf > T 0 such
that (5) with ω ∈ [−ω0, ω0] is Short-FTS at the origin with
respect to (Bρ, Bϑρ, T
0, Tf ).
Corollary 4. (Ŕıos et al., 2016b) Let the system in (5)
possess a Lyapunov function V : R × Ω → R+, where
0 ∈ Ω ⊂ Rn is an open neighborhood of the origin, such
that for all x ∈ Ω and t ∈ R
α1(|x|) ≤ V (t, x) ≤ α2(|x|), α1, α2 ∈ K∞;
V̇ (t, x) ≤ −αV η + k(ωt)V η, α > 0, η ∈ (0, 1),
for a continuous k : R → R, k(0) = 0. Then for any
T 0 > 0 there exist ω0 > 0 such that for |ω| ≤ ω0 the
system (5) is Short-FTS with respect to (Ω,Ξ, T 0, Tf ) for
some Ω ⊂ Ξ ⊂ Rn and Tf ≥ T 0.
If Ω = Rn and k(t) is periodic, then there exist ω0 > 0
and δ > 0 such that for k ∈ L1%,δ, %(s) = sup|t|≤s k(ω0t)
the system (5) is GShort-FTS.
4. SHORT-FT IDENTIFICATION ALGORITHM
In this section the FT identification algorithm is presented.
The convergence to zero of the parameter identification
error will be proved based on the statements previously
described in previous sections 3.3 and 3.4, i.e. homogene-
ity for time-varying systems and Short-FT stability. For
simplicity and brevity it is assumed that t0 = 0.
In order to estimate the parameter vector θ, the following







where d·cγ .= |·|γ sign(·), with |·| and sign(·) understood in
the component-wise sense, and γ ∈ [0, 1); the matrix K ∈
Rn×n is symmetric and positive definite, i.e. K = KT > 0.
Define σΓmin as the minimum singular value of Γ(ωt) for
all t ≥ 0. Then, let us introduce the following assumption.
Assumption 2. The regressor term Γ(t) is such that
σΓmin > 0, for all t ≥ 0.
The Assumption 2 implies that m ≥ n and it is equivalent
to the classic identifiability condition corresponding to the
injectivity of the regressor term, i.e. rank(Γ(ωt)) = n, for
each instant of time t.
Let us define the error θ̃(t) = θ̂(t)− θ(t). Hence, the error







3 A similar algorithm was previously presented in Ŕıos et al. (2016a)
for the adaptive estimation problem, i.e. state estimation and param-
eter identification; but for contant parameters.
In the following, the Short-FT stability statements given
by Lemma 3 and Corollary 4 will be applied, separately;
to prove that error dynamics (7) is GShort-FTS.
4.1 Case 1: Homogeneity based approach
Let us apply the statements given in Lemma 3 in order to
prove that the system (7) is Short-FTS.
(1) System (7) is r-homogeneous with degree ν = −1 for
(r1, r2, . . . , rn) = (1, 1, . . . , 1) and γ = 0.
(2) Let us prove that system (7) is GAS for ω = 0.
Assume that Θ(0) = 0 and define Γ0 = Γ(0). Then,








The time derivative along the trajectories of system
(7) is given as follows
































Γ0|γ+1 holds for all 2 > γ +
1 > 0, V̇ may be bounded as follows













2 ≤ −σγ+1Γmin |θ̃|
γ+1.
Hence, V̇ is negative definite and thus, GAS is
concluded for ω = 0.
(3) Since Γ is a continuous function of time and Θ is
a uniformly bounded Lebesgue measurable signal,
Assumption 1 is satisfied for all γ ∈ [0, 1).
Then, according to Lemma 3, the following result has been
proved.
Theorem 5. Let Assumption 2 be satisfied. If Θ(0) = 0;
then, for any ρ > 0 and T 0 > 0 there exist ω0 > 0, ϑ ≥ 1
and Tf > T
0; such that system (7) with ω ∈ [−ω0, ω0],
for γ = 0, is Short-FTS at the origin with respect to
(Bρ, Bϑρ, T
0, Tf ).
Remark 1. According to Theorem 5, the Short-FT stabil-
ity is preserved for a frequency spectrum sufficiently close
to zero.
4.2 Case 2: Lyapunov function based approach
Let us consider the Lyapunov function (8) which satisfies
the following inequalities











where c1 = 2λmax(K) and c2 = 2λmin(K). The function V
is positive definite, radially unbounded, and continuously
differentiable with its time derivative satisfying


































Γ|γ+1 holds for all 2 > γ + 1 > 0, and
|Θ(t)| ≤ k(ωt), V̇ may be bounded as follows



































Let us assume that γ = 0. Therefore, from (11) and (9), it
follows that












Applying Corollary 4, with α = σΓmin
√
c2, η = 0.5, and
assuming that k(t) is periodic, and such that k ∈ L1%,δ,
with %(s) = sup|t|≤s k(ω0t), one can conclude that the
error (7) is Short-FTS. Thus, based on the statements
given by Corollary 4, the following result has been proven.
Theorem 6. Let Assumption 2 be satisfied. If there exist
ω0 > 0 and δ > 0 such that k(t) is a periodic continuous
function such that k ∈ L1%,δ, with %(s) = sup|t|≤s k(ω0t);
then, the system (7), for the case γ = 0, is GShort-FTS.




2/3, then the system (7)
is UFTS.
Let us consider the case in which γ ∈ (0, 1). Then, based
on the statements given by Theorem 6, the following result
is established.
Corollary 7. Let Assumption 2 be satisfied. I f |k(t)| ≤
Λ, for all t ∈ R, with a known positive constant Λ;
and γ ∈ (0, 1); then, the system (7) is globally ultimate






















for any δ ∈ (0, 1), and any θ̃(0) ∈ Rn.
Proof. It is omitted due to lack of space.
Remark 3. Note that the solutions of system (7) enter
the bound (12) at most in a finite time T (θ̃(0)). In ad-
dition, similarly to Definition 2, system (7) is GShort-
FTS with respect to the set {θ̃ ∈ Rn : |θ̃(t)| ≤√
λmax(K)/λmin(K)µ}.
Remark 4. Corollary 7 shows that the parameter identifi-
cation error may be reduced according to the choice of the
gain K and the parameter γ since the size of µ depends on
the value of both of them.
5. SIMULATION RESULTS
Consider the following parameter dynamics, i.e.
θ̇1(t) = sin(4t) + cos(2t), θ1(0) = 0,
θ̇2(t) = sin(t) + cos(3t), θ2(0) = 0,
y(t) = ΓT (t)θ(t),




2 cos(t) + sin(t) sin(t+ 1)− cos(t+ 1) · · ·
cos(t) + sin(2t) cos(0.5t) + sin(0.5t) · · ·
3 cos(2t) + sin(2t) 2 cos(0.3t) + sin(0.3t)
2 cos(2.5t) + sin(1.5t) sin(1.3t)− 3 cos(1.3t)
]
,
The FT algorithm (6) is implemented with γ = 0 and
K = 2I2, and different initial conditions. The results
are depicted by Figs. 1 and 2. The results illustrate the
statements given by Theorem 6, i.e. FT convergence.























Fig. 1. Parameter Identification. This graph shows the
parameter identification for the case γ = 0.0, with
θ(0) = (0, 0)T and θ̂(0) = (5, 5)T .


















FT Alg. θ̂(0) = (1, 1)T
FT Alg. θ̂(0) = (5, 5)T
FT Alg. θ̂(0) = (15, 15)T
Fig. 2. Parameter Identification Error. The graph shows
that the convergence time increases when the initial
conditions of the error dynamics also increases.
Now, the algorithm (6) is implemented with K = 2I2
and different values of γ ∈ (0, 1). The parameter identi-
fication error is depicted by Fig. 3. The results illustrate
the statements given by Corollary 7, i.e. global ultimate
boundedness.
6. CONCLUSIONS
A FT identification algorithm is proposed that is able
to identify time-varying parameters in a finite-time. The



















Fig. 3. Parameter Identification Error. This graph shows
the parameter identification error for different values
of γ ∈ (0, 1), with θ(0) = (0, 0)T and θ̂(0) = (1, 1)T .
convergence proof of the FT identification algorithm is
based on Short-FT stability and homogeneity for time-
varying systems; and also a Lyapunov function approach
is given for this algorithm. This algorithm asks for a
condition over the regressor term which is equivalent
to the classic identifiability condition corresponding to
the injectivity of the regressor term. Simulation results
depict the feasibility of the proposed algorithm. The noise
measurement problem is in the scope of future research.
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