In this paper, we examine the determinants of cost and revenue efficiency of Malaysian banks over the period [2006][2007][2008][2009][2010][2011][2012]. Three steps are undertaken to study a sample of 17 Islamic banks (IBs) and 20 conventional banks (CBs). In the first step, we assessed the competitiveness of the Malaysian banking sector. After solving the multicollinearity problem, as a second step, we selected three sets of independent variables: bank-specific, industry-specific and macroeconomic variables. In the last step, we estimated the efficiency models with the Feasible Generalized Least Squares (FGLS) method. The obtained results highlighted the importance of regulatory capital and size. As for the effect of competitiveness, it is found to be statistically significant only for revenue efficiency. These results may be useful to political decision-makers and regulatory authorities.
Introduction
The success of the Malaysian banking system in surviving the "subprime" crisis with the least damage reflects the significance of the different monetary policies adopted by policymakers and supervisory authorities since the 1997 Asian crisis. Developing Islamic financial intermediation is part of these policies.
Indeed, today Malaysia is considered among the leaders of Islamic finance. Its prominent position resulted from the political choices undertaken by the successive cabinets of Mahathir Mohamed. It was in 1980 that the decision to support Islamic finance in Malaysia has become political. This date marks the event of adopting the "Islamic Banking Act" which provides a legal framework for the creation of IBs. The new practice of Islamic finance in Malaysia was initiated as an experiment that lasted ten years in which one bank was created; it was the "Bank Islam Malaysia Berhad". Following this period, the door was open for a rapid development of Islamic finance. In 1993, the government launched the "Interest Free Banking Schema" authorizing CBs to open "Islamic windows" benefitting from management and accounting practices that are independent of those of CBs. In 2004, the government decided, as part of a strategy to liberalize the banking sector, to grant new licenses for foreign IBs mainly from the Gulf countries. As a result, the number of IBs in 2012 reached sixteen banks in addition to ten Islamic windows (Note 1).
by BNM and "Government Investment Issues" issued by the Malaysian state. Malaysia has, moreover, is ranked globally first in terms of issuing sukuks. Indeed, despite the disruption of the world economy due to the recent financial crisis, Malaysia has continued to be a key participant in the global sukuk market with a 74% issue rate in 2012 (71,6% in 2011) of the total sukuks emissions, ahead of Saudi Arabia with only 8% of total emissions. It was also one of the biggest beneficiaries of sukuks denominated in US dollars (19% of total emissions worldwide in 2012) (Note 2).
In addition to developing activities of IBs, Malaysian supervisory authorities insisted on the promotion of risk management policies and on IBs and CBs detaining a sufficient level of capital. The Financial stability and payment systems report, published by the BNM in 2007, indicates that the five largest banking groups have seen an increase in capital since 2007 (Note 3). In addition, the beginning of 2008 was marked by the entry into force of the Basel II Accord requiring Malaysian banks to adopt the different approaches defined by the Basel Committee for Risk Assessment. The application of this device by IBs complies with the relevant recommendations of the IFSB.
In this paper, we intend to examine the changes undergone by the Malaysian banking system so as to study their influence on cost and revenue efficiency over the 2006 to 2012 period. In particular, we focus on the effect of change in market structure, regulatory capital and size. This paper is organized into five sections. The literature review and our hypotheses are presented in section 1. The methodology is presented in section 2. Section 3 describes the data. The results are presented and discussed in section 4. The last section concludes the paper.
Literature Review and Hypotheses

Literature Review
Analysis of the determinants of efficiency is made by means of the following: risk, capital, size, and market competitiveness. The relationship with risk has led to different results. Gorton and Rosen (1995) explain the positive relationship between efficiency and risk by the hypothesis that rooted managers in an efficient bank tend to follow an expansionist strategy, which may appear excessively risky. Hughes et al. (1994) suggest that, under the assumption of risk aversion, managers are willing to give up part of their compensations in favour of risk reduction. Miller and Noulas (1997) notice that an increase in credit risk leads to an improvement in profit margin, leading subsequently to an enhancement of efficiency (Johnes et al., 2013) . Among the studies that corroborate a positive relationship between efficiency and risk we mention those of Altunbas et al. (2007) , Yener et al. (2007) , Yong and Christos (2013) and Saeed and Izzeldin (2014) . However, Kwan and Eisenbeis (1997) point to a positive relationship between inefficiency and risk taking. In addition, Barajas et al. (1999) assume that banks have to incur additional expenses so as to manage properly any increase in credit risk. The negative relationship between efficiency and risk is also supported by Berger and De Young (1997) , Deelchand and Padgett (2009) .
The relationship between efficiency and capital was considered in the analysis of the relationship between capital, risk and efficiency. Hughes and Moon (1995) highlighted the importance of introducing an efficiency independent variable in empirical models dealing with the relationship between risk and capital. Examining a sample of European banks between 1992 and 2000, Altunbas et al. (2007) found that the most efficient banks tend to take more risks, while the least efficient banks appear to hold higher levels of capital with lower levels of credit risk. The same result is obtained by Yener et al. (2007) on a sample of commercial banks, savings banks and cooperative banks in Europe. Examining a sample of 263 Japanese cooperative banks over the 2003 to 2006 period, Deelchand and Padgett (2009) modelled the relationship between risk, capital and cost efficiency. The results of this modelling show that inefficient banks operate with more capital while maintaining a high level of risk. Yong and Christos (2013) assessed the relationship between risk, capital and efficiency on a sample of 101 Chinese commercial banks between 2003 and 2009. The authors found that banks with higher liquidity levels present lower pure and technical efficiencies and higher capitalization. However, examining a sample of US banks, Kwan and Eisenbeis (1997) found a positive relationship between efficiency and capitalization, which implies that the best-managed banks have a higher capacity of capital accumulation.
Size is among the other variables used to study efficiency determinants. In this regard, several empirical evidences proved the existence of a positive relationship between efficiency and size in the banking industry (Bhattacharryya et al., 1997) , Miller and Noulas (1996) , Jackson and Fethi (2000 ) , Chen et al. (2005) , Abdul Majid et al. (2005) , Drake et al. (2003) and Yong and Christos (2013) . However, Deelchand and Padgett (2009) show that large banks hold less capital, take more risks and are less efficient. Jensen (1986) argues that at a certain level the positive relationship between size and efficiency can be reversed when managers' power and their rewards largely relate to company growth and size.
The relationship between efficiency and market competitiveness has also aroused the interest of several authors. Berger and Mester (2003) found that competition conditions are likely to affect banking performance and efficiency. A negative relationship between concentration of an industry and efficiency is supported by Berger and Mester (1997) with the "quite life" theory (Note 4). The theory assumes the absence of incentives for efficiency when competition is low (high market concentration). Mean while, a positive relationship agrees with the "Information generating hypothesis" that supposes that a greater market power makes it easier to access information and thus contributes to improving banking efficiency. This finding is confirmed by Maudos and De Guevara (2007) , Casu and Girardone (2009) and Koetter et al. (2011) .
The Hypotheses
The literature review allowed us to formulate the four hypotheses presented in Table 1 . These hypotheses represent the relationship between cost and revenue efficiency and risk, capital, size, and market structure. Gorton and Rosen (1995) , Hughes et al. (1994) , Miller and Noulas (1997) , Altunbas et al. (2007) , Yener et al. (2007) , Yong and Christos (2013) , Johnes et al. (2013) , Saeed and Izzeldin (2014) .
H2
Capital and efficiency - Altunbas et al. (2007) , Yener et al. (2007) , Deelchand and Padgett (2009) Yong and Christos (2013) .
H3
Size and efficiency + Bhattacharryya et al, (1997), Miller and Noulas (1996) , Jackson and Fethi (2000) , Chen et al. (2005) , Abdul Majid et al. (2005), Drake et al. (2003) , Yong and Christos (2013) .
H4
Market competitiveness and efficiency + Berger and Hannan (1998), Delis and Tsionas (2009) , Berger and Mester (2003) and Coccorese and Pellecchia (2010) .
Methodology
Before describing the methodology, it should be made clear that the calculation of cost efficiency scores is done through the meta-frontier cost function proposed by Battese et al. (2004) (Note 5). The estimation of this function requires solving the following optimization program:
Where, ( , ̂( ) )is the stochastic frontier cost function associated with each banking group r; r = 1: Islamic banks group, r = 2: conventional banks group; is the vector of inputs and outputs (three inputs and two outputs are considered); i: 1,…, N (N is the total number of banks in the sample); t: 2006,..., 2012; ̂( ) is the vector of the estimated parameters of group r; ( , * ) is the meta-frontier cost function that is defined as a global function having a mathematical form that includes all the deterministic elements of the stochastic cost functions developed individually; * is the vector of parameters to be estimated.
Regarding revenue efficiency scores, they are also calculated following the resolution of the following optimization program:
Where, ( , ̂( ) ) is the stochastic frontier revenue function related to group r and ( , * ) is the meta-frontier revenue function.
The evolution of the annual average of cost and revenue efficiency scores of IBs and CBs, obtained after the resolution of the two functions (1) and (2) (Note 6), are shown respectively in the two figures (1) and (2). Figure  ( 3) presents the big similarity between the evolution trend of interest revenues and profits divided by total assets and that of the annual average of revenue efficiency scores. Step 1: Calculating concentration ratios (C3 and C5), the Hirchmann Herfindahl index (HHI) and the Lerner index.
The issue of competition is of paramount importance in the banking sector because of its influence on financial stability (Demsetz et al., 1996) , Hellmann et al. (2000) , Allen and Gale (2004) and Jimenez et al. (2007) and on banking performance and efficiency (Berger & Mester, 2003) .
To calculate competitiveness of the Malaysian market, we will proceed in three stages. The first consists in computing concentration indices C3 (total market shares of the three main banks) and C5 (total market shares of the five main banks) using total loans, total assets and total deposits. These two ratios are calculated taking into account the existence of two banking groups that are representative respectively of IBs and CBs. The second stage consists in calculating the HHI that is obtained by summing the squared market shares of banks belonging to the IBs group (ISL), CBs group (CONV) or to a third group representative of all banks (ALL). In the third stage we calculate the Lerner index by the difference between price and marginal cost. This latter index indicates to what extent a company can increase its marginal price beyond its marginal cost (Berger et al., 2009) 
Where, is the total cost that includes finance charges and the amounts allocated to depositors in addition to personnel expenses, provision, amortization and other charges; ℎ denotes the three used inputs: physical capital (K), financial capital (F) and labour (W); denotesthe two considered outputs: total loans and total securities portfolio. This model is similar to the above mentioned meta-frontier cost function. For this reason, we will retain the parameters obtained following the resolution of model (1) to calculate marginal cost with the following formula:
Where, is the cost of the last unit produced or marginal cost.
After calculating marginal cost, the Lerner index is determined as follows:
Where, is the average price of banking products ( 1 , 2 ).It is thus equal to the ratio of total revenues ( :
Interest revenues (Note 7) as well as those originating from other operating activities) to total assets bearing those revenues ( 1 + 2 ) of bank i at time t, hence:
2nd step: The study of the determinants of cost and revenue efficiency
Bearing in mind the four hypotheses to be tested, three sets of variables will be considered: bank-specific variables representing management quality, macroeconomic variables reflecting the influence of the economic environment and industry-specific variables. The selection of these variables will be carried out taking into account the multicollinearity problem that can cause unnecessarily large standard deviations, erroneous t-statistics (low or high) and parameters estimates of illogical signs. We will examine this issue in three stages. The first measures pair-wise correlation between the different variables. It is customary to consider that a correlation coefficient greater than 50% indicates the presence of a multicollinearity problem. The second stage consists in calculating VIFs (Variance Inflation Factors) after regression of each independent variable on the others. The VIF statistic for each variable is (1/ (1-R 2 )). There is a multicollinearity problem when the value of this statistic is greater than 10 and / or when the average of the VIFs is greater than 2 (Chatterjee et al., 2000) . If these two conditions are met, all considered independent variables can be preserved. Calculating the indicators defined by Belsley et al. (1980) , namely condition indexes and variance decomposition, will be the subject of the last stage.
3rd step: Presentation of the model to be estimated After selecting the different independent variables, measuring efficiency determinants consists in estimating the following model:
Where, n = 1, ..., N represents the banks; t: 1, ... .., T represents time; ( ): a dependent variable that represents in the first step cost efficiency and in the second revenue efficiency; represents the non-random fixed effect to be estimated; ~ IID(0, 2 ) is the random effect specific to each bank (i) and is constant over time; ,~ IID(0, 2 ) represents the model's error or the unidentified random variations; X n,t is the vector of bank-and industry-specific variables; and M t is the vector of macroeconomic variables. The choice of the method to be followed to estimate this model requires the study of heteroskedasticity and www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 8, No. 7; autocorrelation problems. Various tests will then be performed. The test of Bera et al. (2001) and that of Wooldridge (2002) to study errors autocorrelation, and the test of Breusch and Pagan (1979) and the likelihood ratio to study the heteroskedasticity problem. Some previous studies have applied the random effects model taking into account errors heteroskedasticity problem (Hoff, 2007) , McDonald (2009) and Johnes et al. (2013) , whereas others used a Tobit regression model (Casu & Molyneux, 2003) and Sufian (2009) .
Data
Our sample consists of 37 Malaysian commercial banks, 17 of which are IBs and 20 are CBs. The audited annual financial statements, which are available on the website of each of the banks in our sample, are the main sources of our data. In addition, data on the Malaysian financial system and macroeconomic indicators are extracted from the annual reports published by the BNM. The period of our study extends from 2006 to 2012. The total number of observations is 233: 103 observations for IBs and 130 for CBs. 
Presentation and Analysis of Results
Step1: Results of concentration indices (C3 and C5), the HH index and the Lerner index
The results in Table 2 indicate that a small number of banks are dominant in both IBs and CBs groups. Indeed, the C5 ratio calculated by total loans exceeded 70% in CBs and 60% in IBs. In addition, the calculation of both C3 and C5 ratios by total loans, total assets and total deposits reveals that the CBs group is more concentrated than IBs, except during the year 2006. This result is confirmed by the trend of the HHI of Islamic and conventional banks over the period 2006-2012 (Table 3) . ISL  CONV  ISL  CONV  ISL  CONV  ISL  CONV  ISL  CONV  ISL Table 4 and Figure 4 summarize the evolution of the annual average of the Lerner index after being weighted by the market share associated with each bank belonging to the IBs group, CBs group or to all banks group. A higher average denotes a significant market power and subsequently poor competitiveness. Unlike the results of C3 and C5 and the HH index, the Lerner index's averages indicate that over the period 2007-2012, IBs had a more significant market power than CBs. This result supports the findings of Berger et al. (2004) and Beck et al. (2006) who suggest that concentration ratios as well as the HHI are poor indicators of competitiveness degree. The Lerner index will be therefore used to evaluate efficiency determinants. After diagnosing multicollinearity profiles and eliminated all the variables that can cause a multicollinearity problem, fifteen variables are used to study efficiency determinants (Note 8). Table 5 summarizes all these variables. Vol. 8, No. 7; The descriptive statistics of these variables, shown in Table 6 , are calculated after setting three time intervals: before, during and after the subprime mortgage crisis. The average of the intermediation ratio FTDR indicate that total credits to total deposits of IBs followed an upward trend during and after the subprime crisis. CBs almost kept the same percentage during the same period. This result reflects the Malaysian system's resistance to the last financial crisis.This finding is confirmed by the downward trend of the averages of the GNPF ratio over the entire period 2006-2012. Furthermore, analysis of the average of RWCR shows that starting from the second period CBs decided to increase their risk weighted capital. The decision of IBs is different given that the average of this ratio decreased from 19,4% to 16,2% between the second and the third period (see also Figures 5a and 5b) . The evolution trend of this ratio provides us then with the possibility to evaluate the effects of change in regulatory capital on efficiency. The difference between CBs and IBs is also reflected through the profitability indicators. Indeed, when the average of the ROE ratio of CBs recorded a decrease between the second and third period, that of IBs increased from 9,6% to 14,2%.
3rd
Step: Analysing the determinants of cost and revenue efficiency
The study of efficiency determinants begins with running specification tests whose results are shown in Table 7 . The Lagrange multiplier test developed by Baltagi and Li (1990) for unbalanced panel data, originally devised by Breush and Pagan (1980) for balanced panel data, attests for the validity of the random effects model as p-value of each dependent variable is below 5% (rejection of hypothesis H(0)). However, Bera and Yoon (1993) show that in the presence of first-order autocorrelation, the Lagrange multiplier test developed by Baltagi and Li (1990) tends to reject the null hypothesis of the absence of random effects even if it is correct. For this reason, a modified Lagrange multiplier test was developed by Bera et al. (2001) for balanced and unbalanced panel data. The results, reported in Table 6 , show that the test of random effects (LM (Var (u) = 0)) and the joint test of Baltagi and Li (1991) for serial correlation and random effects reject the null hypothesis which indicates the absence of random effects. However, the results of the modified version of the Lagrange multiplier test (ALM (Var (u) = 0)) developed by Bera et al. (2001) fail to reject the null hypothesis and prove that rejecting the null hypothesis of the joint test is mainly the result of the presence of a serial correlation problem. This finding is confirmed by Wooldridge (2002) whose null hypothesis, which was rejected, assumes the absence of first-order autocorrelation. As for the heteroskedasticity problem, the results of the Breusch and Pagan (1979) test and the Likelihhod Ratio test, whose null hypothesis is in favour of an errors homoskedasticity, show that H0 hypothesis is widely rejected, which proves the presence of a heteroskedasticity problem. Among the solutions proposed to solve these two problems (first-order autocorrelation and heteroskedasticity), we opted for the FGLS method developed by Parks (1967) . Table ( 8) provides the estimation results of the two efficiency models through this method. The results show a negative and a statistically significant relationship at the 1% level between the "Islamic" Vol. 8, No. 7; variable and cost efficiency, which confirms the hypothesis indicating that Islamic banking activity is known by higher personnel and administrative costs than that of CBs. Estimating the second model, we come to reject this hypothesis given that the relationship between revenue efficiency and the "Islamic" variable becomes positive and statistically significant at the 1% level, which is partially explained by the high profit and income originating from operations carried out by IBs compared to the interest-based revenues of CBs (see Figure 3) . The GNPF variable (credit risk) presents a positive and a statistically significant coefficient at the 1% level in the first model which is consistent with the findings of Miller and Noulas (1997) , Gorton and Rosen (1995) , Altunbas et al. (2007) , Yener et al. (2007) , Yong and Christos (2013) and Saeed and Izzeldin (2014) . Both CTD and FTDR variables reveal that an increase in liquidity improves cost efficiency (Note 9) and deteriorates revenue efficiency. The positive effect of the intermediation activity (as indicated by FTDR ratio) on revenue efficiency is also confirmed by the positive sign of the IITE ratio. These results partially support hypothesis (H1) which supposes a positive relationship between efficiency and risk.
1-Lagrange multiplier test: CE (RE) [ID,T] = XB + U[ID] + E[ID,T]/ TEST: VAR (U) =
The negative and statistically significant coefficient of RWCR implies that an increase in capital decreases efficiency, confirming hypothesis (H2). The nature of this relationship can be explained by the proposals of Jensen (1986) , who highlighted the problem of "free cash flow" arising from the way available flows are allocated after funding all profitable projects. The negative relationship between efficiency and capital is also validated by Deelchand and Padgett (2009) and Altunbas et al. (2007) who prove that inefficient banks seem to operate with more capital. In this regard Jensen proposes the recourse to debt as a tool to control manager's behaviour. This proposal explains the positive sign of the LTSC ratio (total liabilities divided by total equity). Indeed, with the issuance of new debts to finance new projects, Jensen explains that managers are at risk of losing their jobs in case the company does not comply with its' commitments to its creditors. It should be noted that the LTSC coefficient is statistically significant at the 1% level.
A negative and a statistically significant relationship was observed between the two profitability ratios, ROE and NFIM, and cost efficiency. The negative relationship between financial return ROE and cost efficiency is consistent with the results of Kablan and Yousfi (2011) on a sample of IBs and CBs. However, Table (8) shows a positive relationship between these two ratios and revenue efficiency scores. Such contradictory effects of profitability reflect the burden of personnel expenses and other overheads and expenditures incurred by the most profitable banks in order to achieve better revenues. It should be mentioned that throughout the period of our study, Malaysian banks have incurred huge personnel and administrative costs to improve their capacity of risk www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 8, No. 7; and cost management. In addition, the effect of operating expenses on cost efficiency can be observed through the positive sign of the ROD ratio. Indeed, a strong negative correlation (-0.9428 ) is detected between this ratio and the COTAA ratio (Cost over total average assets). An increase in the ROD ratio then comes in parallel along a decrease in the COTAA ratio and afterwards results in improvement in cost efficiency.
Regarding the size variable, its impact on cost and revenue efficiency is positive and statistically significant at the 1% level, which corroborates hypothesis (H3). However, Jensen (1986) states that starting from a certain level, this relationship can be reversed as soon as the power of managers and their compensation largely depend on company growth and size. This latter finding has prompted us to examine change in cost and revenue efficiency across different sizes. To this end, three sizes were identified: small banks (between 1 million RM and 20 millions RM), medium-sized banks (between 20 million RM and 50 million RM) and large banks (more than 50 million RM). Estimating cost and revenue efficiency across these different sizes shows mixed results (Table 9 ). Indeed, whereas cost efficiency shows a statistically significant increase as we progress from small banks to large banks, the difference between revenue efficiency of large banks and that of small ones remain negative and statistically significant at the 5% level. These results support the findings of Jensen (1986) and confirm that some Malaysian banks have reached their optimal size. Table 10 shows that a decrease in revenue efficiency for large banks is explained by a low average of efficiency scores obtained by CBs. In terms of cost efficiency, small size IBs seem to be less efficient than CBs. The difference between the two averages is statistically significant at the 1% level. This difference becomes insignificant for medium and large banks. This result reaffirms the positive effect of size on efficiency and points to one of the most important factors behind the weakness of the cost efficiency of IBs between 2006 and 2010. As for revenue efficiency, all obtained averages support the superiority of IBs over CBs.
Regarding the three exogenous variables, only the NHPI variable is statistically significant in the first model. This result reflects the importance of the measures undertaken by the Malaysian banks to protect themselves against risks arising from an excessive price increase in the real estate market. In the second model, the Lerner variable coefficient is positive and statistically significant which reflects a negative relationship between competitiveness and revenue efficiency, hence the rejection of hypothesis (4). The insignificant effect of economic development (GGDP) is also supported by Saeed and Izzeldin (2014) (Note 10).
Conclusion
The main aim of this paper is to study the determinants of cost and revenue efficiency in the Malaysian banking sector known by a coexistence of IBs and CBs. The calculation of competitiveness degree for this sector was the subject of the first step. Vol. 8, No. 7; ratios and the HH index are poor indicators of competitiveness degree. In addition to the Lerner index (industry-specific variable), the second step allowed for the identification of two sets of variables: bank-specific variables (profitability, liquidity, capital, efficiency and size), and macroeconomic variables (GDP growth and National house price index). The last step involves the use of the FGLS method to estimate the coefficients of the efficiency models. This step provided supervision authorities and especially managers with useful information on ways to improve performance. The obtained results show that the Islamic variable presents a negative and a statistically significant relationship with cost efficiency and a positive one with revenue efficiency. This result can be explained by the fact that personnel expenses and administrative costs of IBs are more important than higher profit and commission income. The GNPF variable reveals a positive relationship between cost efficiency and credit risk while the two liquidity ratios (CTD and FTD) show that any increase in liquidity leads to an improvement in cost efficiency at the expense of revenue efficiency. These latter results partially support hypothesis H1 which supposes a positive relationship between efficiency and risk. As for hypothesis H2, it is confirmed since the results of the two efficiency models support the presence of a negative relationship between regulatory capital and efficiency. It should be noted that the regulatory capital of IBs, until the end of 2010, was higher than that of CBs. As for the size variable, the results are consistent with our expectations, since any increase in size leads to an increase in efficiency. The study of this relationship, while taking into account bank category, shows that the difference between Islamic and conventional banks in terms of cost efficiency becomes insignificant in both medium and large banks. Moreover, the results indicate that revenue efficiency of CBs decreased starting from a certain size level. This result confirms Jensen's proposal which supposes the existence of an optimal size. As for the influence of competitiveness, a positive and a statistically significant relationship was found between the Lerner variable and revenue efficiency, hence the rejection of hypothesis H4. 
