Abstract: Multiple testing procedures, such as the False Discovery Rate control, often rely on estimating the proportion of true null hypotheses. This proportion is directly related to the minimum of the density of the p-value distribution. We propose a new estimator for the minimum of a density that is based on constrained multinomial likelihood functions. The proposed method involves partitioning the support of the density into several intervals, and estimating multinomial probabilities that are a function of the density. The motivation for this new approach comes from multiple testing settings where the test statistics are dependent, since this framework can be extended to the case of the dependent observations by using weighted univariate likelihoods. The optimal weights are obtained using the theory of estimating equations, and depend on the discretized pairwise joint distributions of the observations. We discuss how optimal weights can be estimated when the test statistics have multivariate normal distribution, and their correlation matrix is available or estimated. We evaluate the performance of the proposed estimator in simulations that mimic the testing for differential expression using microarray data.
Introduction
The proportion of true null hypotheses, denoted throughout the paper as π 0 , has been shown to be an important quantity in many multiple comparison procedures. When the number of tests is large, this proportion is the basis of calculation of almost any total error measure. For example, the false discovery rate (FDR), defined as the expected proportion of falsely rejected hypotheses at a given threshold of significance, is a function of π 0 (Storey (2002) ). The various modifications of the Benjamini-Hochberg sequential procedure use π 0 for identification of the rejection threshold that will guarantee the total error rate below α (see Benjamini and Hochberg (1995) ; Genovese and Wasserman (2001) ). Also, π 0 can be a quantity of interest itself in a number of areas, for example, astrophysics (Miller et al. (2001) ).
Multiple comparison procedures are often used in genetic association studies and microarray experiments, where the test statistics might be correlated. For example, expression microarrays are used for identification of signaling pathways or tissue classification. Since genes in the same genetic pathways will generate correlated expression values, the test statistics are not independent. In genetic association studies, for example (Hoffjan et al. (2004 (Hoffjan et al. ( , 2005 ), multiple associations between related phenotypes, genetic markers, and environmental covariates are tested, resulting in dependence between the test statistics. As a consequence of dependence the effective null distribution may appear considerably wider or more narrow (Efron (2007) ). That is, correlations may produce more or fewer extreme test statistics than expected, even though the null marginal distributions still hold. Also, since many error measures involve expectations of sums of random variables, the variance of the error estimates may significantly increase. The goal of this paper is to construct an estimator of the proportion of true null hypotheses, π 0 , that takes into account the dependence.
The commonly used estimator of π 0 (Storey (2002) ) for the independent data isπ
where λ is a tuning parameter selected by a bootstrap procedure and N is a total number of tests. In Storey and Tibshirani (2003) a cubic spline is fitted to (1.1), and the estimate at λ = 1 is used. Other methods proposed in this context include Poisson regression based estimation of the density of the test statistics (Efron (2004) ), parametric models for the distribution of the test statistics under the alternative hypothesis (e.g., Pounds and Morris (2003) ; Allison et al. (2002) ; Markitsis and Lai (2010) ), and methods combining parametric models and splines (Ruppert, Nettleton, and Hwang (2007) ). Langaas, Lindqvist, and Ferkingstad (2005) review several available methods and compare them to their own nonparametric MLE method with convexity and monotonicity constraints. Literature on estimating π 0 for dependent data is much more scarce. Some authors argue that the methods created for the independent data will work for dependent data as well, as long as dependence is weak or moderate (Langaas, Lindqvist, and Ferkingstad (2005) ; Benjamini and Yekutieli (2001) ; Farcomeni (2007) ). Sun and Cai (2009) offer an FDR control procedure with the built-in estimate of π 0 for a special case when the data come from a two-state hidden Markov model. Many multiple comparison procedures developed for dependent data either use estimates of π 0 under independence (Hunt, Cheng and Pounds (2009) ), or conservatively assume π 0 = 1 (Efron (2007) ; Chen, Tong, and Zhao (2008) ).
Two articles approach estimation of π 0 under dependence more directly. Singular value decomposition of the distribution of the test statistics is used by Pawitan, Calza and Ploner (2006) to characterize the dependence structure, which is estimated using permutations. The expected false discovery proportion is calculated using a latent FDR model, and π 0 is estimated as one of the parameters of the model. Lu and Perkins (2007) use permutations to adjust for variability in π 0 brought by dependence. They resample cases and controls for each gene separately and calculate p-values and π 0 using methods created for independent data. The 3rd quartile of the resampled π 0 distribution serves as a final estimate of π 0 . We compare these two methods, as well as Langaas' method created for independent data, to the proposed estimator in simulations in Section 4.
The main idea behind estimation of π 0 is that the p-value density can be modeled as a mixture of two densities with mixing proportion π 0 . The component corresponding to the null hypothesis is the uniform distribution with the density equal to 1. Let f A (x) be the unknown density of the p-values generated under the alternative hypotheses. Then the p-value density is
The problem can be equivalently formulated in terms of the distribution of the test statistics, but the p-value density is attractive because it usually has a similar shape regardless of the test used. The p-values coming from the alternative hypotheses are expected to be small, thus, it is reasonable to assume that f (x) is a decreasing function. Additionally, in most applications the density is convex. Thus, the minimum of the density is achieved at 1 and f (1) = π 0 if f A (1) = 0 (the only case when π 0 is identifiable). This reduces the task to estimating the minimum of non-increasing convex density. We propose to use a constrained multinomial likelihood on data obtained by partitioning the support of the density. Then we extend the model to the dependent case -we use a weighted marginal likelihood with optimal weights defined by the correlation structure of the test statistics.
In Section 2 we present a framework for estimating π 0 based on multinomial likelihood, which is modified for dependent data in Section 3. The performance of the method is evaluated using simulations in Section 4, and finally in Sections 5 and 6 we present an application of our method to a gene expression dataset and discussion.
Proposed Method for Independent Test Statistics
The goal of this section is to introduce the framework for estimating the minimum of a monotone density with bounded support assuming independence. We describe it for any sample of iid random variables Z 1 , . . . , Z N having density f (x) and cdf F (x). Since we are motivated by estimating π 0 , we assume the density is non-increasing and convex, the support is [0, 1] , and the value of the minimum is of interest. However, the method can be easily modified for any monotone density on a bounded support.
The multinomial likelihood
We introduce a new function, g, determined solely by f (x) or F (x), which is used for the multinomial modeling of the data: Figure 1 shows a simple example of the shape of g. For this plot, f (x) is a mixture of a Uniform(0,1) density and a density of p-values based on one-sided normal test with σ 2 = 1 and difference in means equal to 2. Note that g(0) = 1 and g carries many properties of f : g is non-increasing and convex when f is non-increasing and convex (see the first theorem in the Appendix), and both g and f converge to the same value at the point 1,
Thus, the estimation of π 0 can be accomplished by finding the minimum of the function g instead of f . In order to construct a multinomial model using g, let k be a positive integer and consider the partition of the unit interval into k subintervals
Although the final goal is to estimate g(1), instead we estimate the whole function g on the grid defined by the partition, so g i = g(t i ), i = 1, . . . , k − 1, are the parameters of interest. Let g 0 := g(t 0 ) = 1. For i = 1, . . . , k we define
and it is easy to see that ∑ k i=1 θ i = 1. Each θ i is the probability that an observation falls into the ith interval. There is a one-to-one correspondence between (g 1 , . . . , g k−1 ) and (θ 1 , . . . , θ k ), and the inverse is given by . The function f is a mixture of U(0,1) density and density of p-values based on the one-sided normal test with σ 2 = 1 and difference in means equal to 2. The mixing proportion is equal to 0.5.
Let X i be the number of observations in the interval (t i−1 , t i ]. Then X = (X 1 , . . . , X k ) follows a multinomial distribution with N = ∑ k i=1 X i , and probabilities θ = (θ 1 , . . . , θ k ). The multinomial log-likelihood function,
is maximized subject to the shape constraints on the function g. The discretization of the support allows the construction of a parametric likelihood without imposing a parametric model on the distribution of the data. The value g k−1 = g(t k−1 ) is the closest to g(1), and thus our estimate of the minimum of the density isπ
In this formulation of the problem, it is not possible to estimate g(1) directly because there are no data points to the right of 1. Since we assume that the density is non-increasing, g k−1 ≥ π 0 and the estimator is possibly biased. In the multiple testing context, most of the large p-values correspond to the null hypotheses, so the density is often nearly flat around 1. It gets flatter as π 0 increases, so the bias in most applications is small, especially when t k−1 is chosen to be close to 1. Note that a simple estimator of g(1) can be obtained using linear interpolation of g k−2 and g k−1 , but this does not dramatically change the results shown in this paper.
Constrained optimization of the likelihood
We impose a monotonicity and convexity constraint on the function f and, therefore, g. The constraints can be written as:
(2.4)
Again there is a one to one correspondence between parameters β i and g i :
The log-likelihood (2.2) is maximized as a function of β i 's with respect to the constraints (2.4) and (2.5). The MLE is computed numerically using the quasiNewton method with box constraints built in the procedure optim in R. The proposed estimator is based on the constrained likelihood maximization, but many of the properties of the unconstrained likelihood can be used to prove the asymptotic results for a fixed partition, including consistency and asymptotic normality (See the Appendix for results and proofs).
The partition of the [0, 1] interval plays the role of a tuning parameter in this method. The bigger is the number of intervals, k, the smoother is the estimated curve of g, but since the number of observations in each interval gets smaller, the variance of eachĝ i increases. There is a similar bias-variance trade-off in the choice of the last interval -the closer is t k−1 to 1, the smaller is the bias, but the variance increases.
Comparison to the other available methods and simulations
There are connections between the proposed method and other methods available for estimating π 0 . Many other procedures use the fact that the problem of estimating π 0 is related to estimating the non-increasing p-value density, and some also include the convexity assumption (e.g., Langaas, Lindqvist, and Ferkingstad (2005) ). Several methods also partition the [0, 1] interval and model the distribution of the number of p-values per interval (e.g., Efron (2004) ), and some methods are related to the function g(x) = (1 − F (x))/(1 − x) (Wu, Guan and Zhao (2006) ). Note also that the estimator (1.1) isĝ(λ), where g is estimated directly from the empirical cdf of F .
We ran simulations to compare the performance of the proposed estimator with four partitions: k = 6 (0.2, 0.4, 0.6, 0.8, 0.95, 1), k = 11 (0.1, 0.2, 0.3, . . . , 0.9, 0.95, 1), k = 15, and k = 30 (equally spaced intervals ending with 0.95,1). Note that the last interval is the same for all partitions. We compared these to three other methods. The first method is the smoothing spline based on the function (1.1) (Storey and Tibshirani (2003) ). The second method is described in Efron (2004) and is based on partitioning the [0, 1] interval and fitting the Poisson distribution to the number of p-values in the intervals. The third method is described in Langaas, Lindqvist, and Ferkingstad (2005) and is considered to be state-of-the-art (Ruppert, Nettleton, and Hwang (2007) ).
Two types of distributions are considered. Both are densities of one-sided p-values from the normal test, where the null test statistics are drawn from the standard normal distribution. For the first scenario the alternative distribution is normal with mean µ A = 2 and variance 1. For the second scenario the variance is still 1, but µ A is drawn from N (2, 0.75 2 ) and constrained from below by 1. This scenario is more realistic since different hypotheses have different signal intensities. There were N =1,000 observations in both situations, and the mean squared errors(MSE) were calculated based on 1,000 replicates. The simulation was run for π 0 = 0.1, 0.5 and 0.9. Table 1 contains MSE, bias, and variance of the estimators, with the true value of the parameter taken to be f (1) = π 0 . Table 1 shows that the performance of the proposed method improves as the number of the intervals increases, but the change in MSE is very small. This is one of the advantages of the proposed estimator -its performance is not affected greatly by the choice of the partition as long as the number of tests is much larger than the number of intervals. In part that is because we are only interested in the estimate of one point of the curve, so the bias-variance trade-off in the choice of partition does not play a big role.
Note that when µ A is fixed the proposed estimator had negative bias for π 0 = 0.5, 0.9, but not for the π 0 = 0.1. We believe that the reason is that for higher π 0 the density is nearly flat near 1, and the decreasing and convex assumptions are pushing the estimates down. The scenario with π 0 = 0.1, while unrealistic in practice, was included here to demonstrate that the bias depends on the shape of the curve.
When µ A 's are variable and can be as low as 1, it is harder to estimate π 0 , and the estimate has larger bias and variance. Scenarios with smaller π 0 are (k = 6, 11, 15, 30) , and three other methods available in the literature (Storey and Tibshirani (2003) , Efron (2004) , Langaas, Lindqvist, and Ferkingstad (2005) ). more affected by it. The bias was positive for π 0 = 0.5 since the density is not as flat near 1 as for fixed µ A , but otherwise the results were similar. For most scenarios our estimator outperformed Efron's and Storey's estimators, but has a similar performance when compared to Langaas' method. This is not surprising since both of these methods rely on nonparametric estimators of decreasing and convex densities.
Proposed method
k = 6 k = 11 k = 15 k = 30
Extension to the Dependent Data
The main strength of our procedure is that it is likelihood-based and can be extended to the dependent case. The basic idea is that the correlated observations carry less information and should be used with less confidence, or down-weighted in comparison with the independent observations. As before, we formulate the method for general dependent identically distributed random variables Z 1 , . . . , Z N from a density with support [0, 1] . Denote the jth interval of the partition as I j . Then the number of observations in the jth interval is
The multinomial log-likelihood (2.2) can be written as the sum of the individual contributions of observations:
If the observations are dependent, this function is no longer the true loglikelihood. In general, it is not possible to specify the joint distribution of all the observations, especially if N is large; approximations to the likelihood can be used instead. We propose to use the marginal likelihoods that are weighted according to how strongly the observation is correlated with the rest of the sample. The weighted log-likelihood becomes
where w i are the weights. The function (3.2) is a special case of the composite likelihood introduced by Lindsay (1988) . This idea is motivated by the following fact. It has been suggested (Cox and Reid (2004) ) that when full likelihood is not available one can use all possible conditional distributions of one component given another. In the case of the multivariate normal distribution, using all possible conditional distributions is equivalent to using a likelihood function obtained by a weighted average of the marginal univariate distributions, where the weights are a function of the correlation matrix. The advantages of this approach are that the weighted log-likelihood is still a simple function, and we do not need to specify any pairwise or higher order joint distributions. Asymptotic properties of composite likelihoods based on marginal likelihoods are investigated in Cox and Reid (2004) .
Derivation of optimal weights
Our goal is to find weights for (3.2) that correspond to 'optimal' estimating equations in the class of scores of weighted marginal likelihoods. For notational convenience, denote the number of free parameters by m = k − 1. If we had no constraints, we would differentiate the weighted log likelihood (3.2) with respect to θ j , j=1, . . . , m, and solve the system of equations Following Heyde (1997) , the analog of Fisher's information matrix for estimating equations is
whereQ denotes the gradient of Q. Estimating equation Q * is called Loewneroptimal in a class Q if, for any other estimating equation
is non-negative definite (nnd). If Q * is Loewner-optimal, it is closest to the true score function in terms of minimizing the dispersion distance. Loewner-optimal weights α * have to satisfy E(α * T e) − E(α T e) is nnd for all α ∈ A d . Using algebraic derivations and properties of nnd matrices, it can be shown that this is equivalent to
where S is an mN × mN covariance matrix of e. Thus, maximizing the information matrix is equivalent to minimizing the covariance matrix.
We can think about the covariance matrix S as consisting of N × N blocks S ij , where each S ij is an m × m matrix describing the association between ith and jth observations. For a given pair of observations (i, j) and a pair of intervals (a, b), let
The off-diagonal blocks S ij are symmetric square matrices and contain the elements (a, b = 1, . . . , m)
The diagonal matrices S ii are all equal and depend only on θ a , a = 1, . . . , m. If ith and jth observations are independent, γ ij,ab = 1, S ij,ab = 0, and S ij is a zero matrix. There is no guarantee that an optimal α * satisfying condition (3.5) exists. However, according to the Theorem 2.2 from Heyde (1997) , if a Loewner-optimal estimating equation exists, it coincides with the tr-optimal equation. The estimating equation is tr-optimal if the trace of its information matrix is the largest compared to the other estimating equations in the class. Note that it is much easier to minimize the trace, since it is a scalar function, while we would have to minimize in the space of matrices to verify Loewner optimality.
Thus, instead of solving (3.5) we choose to minimize the function tr(α T Sα). Indeed, let the vector of weights be w = (w 1 , . . . , w N ). Let R be N × N matrix composed of traces of block matrices of S, R ij = tr(S ij ). Since S is nnd as a covariance matrix, R is also nnd, see Theorem A.3 in the Appendix. Then
In order to obtain the optimal weights we minimize the quadratic form w T Rw subject to the constraint that w i 's sum up to 1. By differentiating the Lagrangian we find to the following solution:
For each observation we have found the optimal weight that guarantees that the trace of the corresponding covariance matrix of estimating equations is the smallest. The weights (3.8) may or may not be positive. In our simulations where all the correlations are positive, (3.8) often provides positive weights; however, we do allow negative weights in our calculations. We see negative weights as compensation for overly high weights of some other correlated statistics. Notice that the weights depend on the partition t. Negative weights appear when the diagonal elements R ii are not substantially higher than the off-diagonal elements R ij , all of them dependent on t. We have noticed in simulations (not shown) that as number of intervals k grows, negative weights become rare and eventually disappear. Since the performance of the π 0 estimate does not change significantly with higher k, see Section 4, we prefer to use smaller k for computational efficiency even when weights are negative.
Some properties of the optimal weights
Consider an extreme case. If Z i ≡ Z j and the two statistics i and j are perfectly dependent, then S ij = S ii and R ij = R ii . Since Z i and Z j have equal correlation with all other observations, R il = R jl for any l ̸ = i, j. As a result, R is singular. However, if the Moore-Penrose generalized inverse of matrix R is used, the optimal weights are one half the weight of an independent observation. Similarly, for the block of size n of perfectly dependent statistics, the optimal weights are 1/n of the weight of an independent observation. If N 0 < N observations are dependent according to some correlation matrix Σ 0 and independent of all other observations, then, regardless of N and the dependence structure of the other observations, the submatrix of R and, therefore, R −1 , corresponding to these N 0 observations, is the same. This implies that the weights of these N 0 dependent observations, divided by the weight of an independent observation, depend only on Σ 0 and not on N or the rest of the covariance matrix.
Notice that the criteria for optimality of weights does not involve any constraints. The weights are designed to represent the dependence between observations rather than any knowledge about their distribution. Assumptions about the density are used only in the maximization of the weighted likelihood.
Optimal weights in practice
Here we consider how the optimal weights can be calculated when the full distribution is known, or estimated from the data. Suppose that the test statistics T i , i = 1, . . . , N , have a multivariate normal distribution M V N (µ, Σ), where µ i = µ 0 if the test statistic comes from the null hypothesis, µ i = µ A otherwise, and diagonal values of Σ are equal to σ 2 . The proportion of the true null hypotheses is π 0 . Let Φ µ be the cdf of the corresponding N (µ, σ 2 ) distribution.
The one-sided p-value is
(3.9)
The joint probability of the p-values i and j falling into a pair of intervals can be calculated likewise using the mixture model. Let Φ (µ 0 ,µ A ),Σ ij be bivariate normal distribution, where Σ ij is a 2 × 2 submatrix of Σ corresponding to the ith and jth statistics. Knowing π 0 and assuming null and alternative hypotheses are independent, we obtain
The optimal weights (3.8) can be easily calculated as functions of the marginal probabilities (3.9) and joint probabilities (3.10). Alternatively, other bivariate distributions can be used in place of Φ (µ 0 ,µ A ),Σ ij . The formulas for the two-sided test can be derived similarly.
Consider microarray data for which the parameters of the distribution of the test statistics are not known, and suppose there are n 1 cases and n 2 controls. Let X ·i = X 1i , . . . , X N i be the overall intensities corresponding to N genes observed on the microarray from the ith person of the cases group. Similarly, Y ·i = Y 1i , . . . , Y N i are the expression levels obtained from the ith person of the control group. Vectors X ·i 's are independent for any person i, and so are the Y ·i 's. The controls are independent of the cases. Suppose the vector X ·i of ith individual's expression levels is multivariate normal distribution with mean µ x , variance σ 2 , and correlation matrix Σ, with the Y ·i 's distributed likewise with mean vector µ y .
LetX j· andȲ j· be the mean intensity levels for gene j in the cases and controls groups respectively. If the variance is known, the z test statistics T j = (X j· −Ȳ j· )/ √ σ 2 /n 1 + σ 2 /n 2 are multivariate normal with the same correlation matrix Σ. If the variance is not known and the t-statistics are calculated, their distribution would be a multivariate t-distribution (Krishnan (1972) ). In our simulations (not shown) we concluded that for a sufficient number of degrees of freedom and small to moderate effect sizes, the distribution of the t-statistics can be approximated by the multivariate normal distribution with the same means and correlation matrix Σ as for z-statistics. These facts suggest a route to estimating weights in practice.
• Obtain the correlation matrix of the test statistics as the sample correlation matrix between vectors of gene expression intensities.
• Obtain initial estimates of π 0 and the means of the test statistics under null and alternative distributions. Alternatively, for simplicity, assume π 0 = 1.
• Plug the above estimates into (3.9) and (3.10), then calculate the matrix R and the weights (3.8).
• Maximize the weighted log-likelihood (3.2) using the estimated weights to obtain the final estimates of θ's, and then π 0 .
Simulation Studies under Dependence

Characteristics of weights
We used normally distributed test statistics to investigate how the weights change when dependence block size or correlation change. Consider the situation where N = 100, half of the observations are independent and the other half have pairwise correlations ρ. Suppose also that µ 0 = 0, µ A = 2, and σ = 1. Let π 0 = 0.5. Since weights sum up to 1, we compare the ratios of the weights for independent observations over weights for dependent observations. Figure 2a demonstrates how the ratio of weights changes as ρ increases. As expected, for higher values of ρ the ratio is higher, so that the more dependent p-values are down-weighted more. For small ρ, the ratio is close to 1. Figure 2b shows that if π 0 = 1, ρ = 0.999 and the size of the dependent block changes, then the ratio of weights is almost linearly inversely proportional to the size of the dependent block. Next we present several simulations that show how the optimal weights affect the performance of the estimator of π 0 .
Performance of the weighted estimator of π 0
For this simulation we generated multivariate normal "gene expression" datasets as described in Section 3.3. We assumed N =1,000, n 1 = n 2 = 20, σ = 1, µ x =0, and µ y = 2/ √ n 1 /2. Thus, the mean of the t-statistics under the alternative distribution is about 2. Half of the genes were dependent in blocks of 50, where all off-diagonal values in a block were ρ, and blocks were independent of each other. The other half of the genes were independent. Half of all the null genes were dependent, as were half of all non-null, differentially expressed genes; null and non-null genes were independent. We repeated the simulation for ρ = 0.3, 0.5, 0.9, and π 0 = 0.5, 0.9, and each combination of these two parameters is referred to as a scenario. For each dataset we calculated the t-statistics and the corresponding p-values which were used to estimate π 0 .
For each particular set of parameters we calculated the true optimal weights using a partition with k=11 intervals (k = 6 was not used since it had slighly worse performance in the simulations with independent data, k = 15 was very similar to k = 11). These weights were applied to all "datasets" within a scenario. We also estimated π 0 assuming independence, i.e., using equal weights. For each dataset we also estimated the optimal weights as outlined in Section 3.3, using the sample correlation matrix of genes and either π 0 and µ A estimated under independence, or π 0 = 1. To be precise, means of each gene were subtracted within cases and controls separately, and then the centered expression levels were combined and correlation matrix of genes was computed. To reduce the time needed to calculate the weights we rounded the correlation matrix to 2 digits. The initial estimate of π 0 was the estimate with our proposed method, under independence. The absolute value of the mean of the test statistics under the alternative distribution, µ A , was estimated from the mixture model as (
, where T i is the test statistic for gene i, π 0 is an initial estimate and 0.794 is a mean of the absolute value of a standard normal random variable. We also decided to estimate the weights assuming π 0 = 1 since we are concerned that the noise in initial estimates of π 0 and µ A might make the weights inefficient. We took a bivariate normal distribution in (3.9, 3.10).
To check whether the derived optimal weights were indeed optimal, we used weights suggested in Chen, Tong, and Zhao (2008) . They considered indicator variables, ν i , for whether the ith hypothesis is falsely rejected. The weight for the test statistic i is inversely proportional to the sum of correlation coefficients between ν i and ν j , j ̸ = i, j = 1, . . . N . We calculated such weights under the known multivariate model and the predefined threshold for significance, 0.01. These weights were plugged into our estimator.
Comparisons were made with four methods: the estimator of π 0 built into the ELF algorithm (Pawitan, Calza, and Ploner (2006) ); the median and the 3rd quartile of the SampG estimator from Lu and Perkins (2007) ; Langaas' method (Langaas, Lindqvist, and Ferkingstad (2005) ) which was shown to be robust to the violation of the independence assumption.
Datasets were repeated 100 times for each scenario, and estimates of π 0 were summarized by the mean squared error (MSE), variance, and bias. Results for the one-sided tests are shown in Table 2 . In all scenarios MSE was much higher for the estimator assuming independence compared to the estimator with the optimal weights. The difference ranged from 3-fold for small correlation 0.3 to 10-fold for ρ = 0.9. Both variance and bias increased as the strength of the correlation increased, but less for the weighted estimator compared to the estimator under independence. As in simulations with independent data, bias was negative. The MSE for estimated weights was only slightly larger or similar to MSE for the estimator with the true weights, and weights estimated under the full or the null model seemed to have similar performance.
The ELF estimator had similar performance for small correlation, 0.3, but much higher variance for higher values of ρ. The median of SampG estimators had better performances than the third quartile, but had larger MSE than the weighted estimator, especially for higher ρ or lower π 0 . Langaas' method is equivalent to our method that assumes independence, but had much higher variance than the proposed weighted estimator. Note that the weights from Chen, Tong, and Zhao (2008) result in roughly 2-fold higher variance of the estimator compared to the optimal weights.
In simulations not shown we also assessed the MSE of the weighted estimator when the weights were estimated using numerical optimization with positivity constraints. In all scenarios such constrained weights resulted in slightly worse performance of the estimator.
The proposed estimator appears to have better performance than its competitors, and estimating weights from the data does not lead to substantial loss of precision.
The results for the two-sided tests are shown in the Supplementary Table 3 . The simulations were performed in the same way except that half of the non-null test statistics had negative means (they were not correlated with the non-null test statistics with positive means). MSE and bias were calculated around the true value of the density at 1. Note that for the two-sided normal tests f (1) > π 0 due to the identifiability issue. The weighted estimator does not provide gain in precision for small correlation ρ = 0.3, but the reduction in MSE was roughly 1.5-fold for ρ = 0.5 and 4.5-fold for ρ = 0.9 compared to method assuming independence, or Langaas' method. We believe that the dependence between the null p-values is reduced under the two-sided test compared to the one-sided test, hence the improvement in performance is not as dramatic. The rest of the conclusions still hold.
In Supplementary Tables 4 and 5 we have shown results of simulations with the one-and two-sided tests and µ A drawn at random from N (2, 0.75 2 ) (constrained from below by 1). These results are similar to the results with fixed µ A . 
Application to a Lymphoma Dataset
We have analyzed the lymphoma dataset published in Rosenwald et al. (2002) , data also explored by Pawitan, Calza, and Ploner (2006) . The 102 survivors and 138 non-survivors of diffuse large B-cell lymphoma were compared using a custom-made microarray consisting of 7,399 markers. Censoring was ignored and a two-sided t-test was used to compare the two groups. The p-value distribution appears to be non-increasing and convex as shown by the histogram in Figure 3a . The histogram of pairwise correlation coefficients of the marker expression values is shown in panel b. The median of this distribution is 0.05, and about 25% of all correlations are greater in absolute value than 0.2, thus there is significant amount of dependence; if all markers were independent, having 240 observations per marker we would expect only 0.2% of correlation coefficients outside of [-0.2,0.2] . ELF (Pawitan, Calza, and Ploner (2006) ) produces an estimate of π 0 of 0.92. Langaas' method and our proposed estimator under independence and k = 11 give the estimate 0.83. Estimated weights assuming a multivariate normal distribution under both full and null models provide weighted estimates equal to 84% and 85%, respectively. The difference between these estimates is small, but with N =7,399 it corresponds potentially to at least 70 more discoveries. To illustrate the relationship between the dependence structure and the weights, we first calculated "dependence scores". For each particular marker we looked at its pairwise correlations with all other markers, and then counted the number of correlations that exceeded 0.2 in absolute value. A plot of the weights (under the full model) against these "dependence scores" is shown in panel c of Figure  3 . A strong negative association is present: if a marker is correlated with many other markers, it is downweighted.
Of course we do not know which estimate is closest to the truth. Therefore, we performed another simulation study based on the lymphoma data. Denote the estimated correlation matrix of the marker expression values as Σ. We created a vector of means µ equal to the test statistics in the dataset, except that the values between -2 and 2 were replaced with 0 and declared null. As a result the 'true' π 0 was 88%. We estimated the optimal weights using the correlation matrix Σ and the means µ. Then we generated N =7,399 test statistics from the multivariate normal distribution with means µ and correlation matrix Σ, transformed them into two-sided p-values using the standard normal as a null distribution, and applied our proposed estimators with equal and with optimal weights. The simulation was repeated 100 times. When π 0 was estimated assuming independence, MSE, variance, and bias were 0.0137, 0.01 and -0.05 respectively. For the weighted estimator MSE, variance and bias were 0.0038, 0.0036 and -0.013; variance and bias were reduced about 3-fold.
It was not computationally feasible to perform a more comprehensive simulation generating the expression levels rather than the test statistics and, therefore, we did not compare our method to other methods. Of course, if the estimated weights were used instead of the "true" weights, the performance would have dropped but, based on the simulations from the previous section, we believe that the reduction in accuracy would have been small. Nevertheless, these results suggest that even in more realistic scenarios, where correlation matrix is not block diagonal and the test statistics under the alternative distribution have different means, the proposed weighted estimator can offer substantial decrease in variance and bias.
Discussion
We have developed a method for estimating the proportion of true null hypotheses based on constrained multinomial likelihood. It is free of distributional assumptions other than the non-increasing and convex shape of the density of the p-values. Partition of the support interval serves as a tuning parameter and has to be specified apriori. One of the main advantages of our method is that it does not depend crucially on the choice of the partition.
When the tests are dependent we propose to use weighted marginal likelihoods within the same framework. Each test statistic receives a weight that is roughly inversely proportional to the extent of its correlation with all other test statistics. Optimal weights are derived to guarantee that the trace of the corresponding covariance matrix of the estimating equations is the smallest. When the parametric bivariate distributions of the test statistics are known, we can easily calculate the weights using closed-form formulas. We suggested a simple procedure in which the weights can be estimated from the data if the test statistics have multivariate normal distribution, that can also be used when the test statistics come from the t-test. Simulations show that the weighted estimator offers a considerable improvement in bias and variance compared to the estimator under independence. When the weights are estimated from the data the drop in performance seems negligible.
The computation of the optimal weights requires estimation of the correlation matrix of the test statistics and, optionally, preliminary estimates of π 0 and µ A . Our simulations show that rounding the correlation matrix to two digits has a very small effect on the weights but provides substantial savings in the computational time: for example, it takes about 10 seconds to estimate the weights for N = 1, 000 and 8 minutes for N = 7, 399 on a computer with 2.33GHz CPU. The greatest computational challenge in estimating weights is storing and inverting an N xN matrix. As the number of tests increases to more than 10,000, estimating weights might not be feasible unless some simplifications are made. For such cases the test statistics should be split into smaller blocks that are independent of each other based, for example, on genomic locations or known pathway information. Then the computation of the weights can be achieved for each block separately, with the restriction that the weights sum up to the size of the block over the total number of tests. The R code for estimating the weights and π 0 is available from the authors.
Based on the results of the simulations, weights that are calculated using the multivariate normal distribution work well even for t-statistics. We believe it is possible to estimate the weights under distributions other than normal, although we have not investigated this issue further. It would be necessary to specify the parametric form of the bivariate distribution of the test statistics that would depend on a small number of parameters that can be estimated from the data. Some form of the multivariate t distribution in Kotz and Nadarajah (2004) can be a useful approximation, or in the case of χ 2 tests the multivaraite χ 2 distribution can be applied (Kotz, Johnson, and Balakrishnan (2000) ).
In our derivation of the optimal weights for multivariate normal test statistics we made some assumptions: the null and alternative test statistics are independent, all the non-null test statistics have the same mean, correlation between the two test statistics is the same whether they come from the null or alternative distributions. Of course, in reality these assumptions are violated and the data structure can be much more complex. Our simulations with means and correlation matrix from the lymphoma dataset showed good performance of the estimator even when some of the assumptions did not hold, e.g., some null and non-null statistics were correlated. Note that the model for bivariate distributions (3.10) can be easily modified to accommodate more complex data structures.
In this paper we have not touched upon how the estimate of π 0 under dependence should be used in the multiple comparison procedures, or how it affects their power and other properties. There is a host of error metrics in the literature developed under dependence, including conditional FDR (Friguet, Kloareg, and Causeur (2009) ), upper bound of false discovery proportion (Chen, Tong, and Zhao (2008) ), empirical FDR (Hunt, Cheng, and Pounds (2009)) , and others. These available methods operate under different settings and assumptions, e.g., testing of linear contrasts, regression analysis or the beta-binomial distribution. Many methods either use values of π 0 obtained by methods developed for independent data, or assume π 0 = 1. We have shown that the proposed estimator of π 0 , while requiring minimum assumptions on the data structure, has much smaller variance and bias if the dependence is taken into account; we expect it will improve the power of the multiple testing procedures in a variety of models. However, quantifying its effect on various metrics and under various settings is beyond the scope of this paper, although it is the area of our current research.
Lemma A.1. Let f be a non-increasing, continuously differentiable, convex function. Then for any a and b in the support of f ,
Proof. Convexity of f implies that for any and f
Calculating the integrals, we get 
Since f is decreasing,
It follows that
(ii) Since f is decreasing
, for any x in (0,1). Since f ′′ (x) ≥ 0, f ′ (x) is non-decreasing and 0
Now it remains to show that a ≤ (x + 1)/2. Since f is non-increasing, this occurs if and only if f (a) ≥ f ((1 + x)/2), or equivalently
This inequality is a special case of Lemma A.1, thus a ≤ (x + 1)/2 and g is convex.
Theorem A.2. Let l θ (θ, X) ∼ ∑ k i=1 X i log(θ i ). Let S C be the constrained set of multinomial probabilities
where ψ(θ) is the vector of linear constraints, and let the unconstrained set be
Ifθ C is the constrained MLE, argmax {S C } l θ (θ, X), andθ U is the MLE over the unconstrained set S U , then if θ is an interior point of S C ,θ C is a consistent estimator of θ andθ C has the same asymptotic distribution as the unconstrained estimatorθ U .
For simplicity, Theorem A.2 is formulated in terms of parameters θ i 's. It implies that, as N goes to infinity,θ C ∼ N (θ, Σ), where
Thusπ 0 =ĝ k−1 has an asymptotically normal distribution with mean g k−1 and variance g k−1 [1−g k−1 (1−t k−1 )]/N (1−t k−1 ). This distribution does not take into account the constraint and cannot be used for a fixed sample size. Consistency ofĝ implies the consistency ofπ 0 if the length of the last interval goes to 0 as N goes to infinity.
Proof of Theorem A.2. We can write the log-likelihood function in terms of parameters θ: l(θ, x) ∼ ∑ k i=1 X i log(θ i ). First, notice that θ U ∈ S C ⇔ θ U = θ C . To see that, observe that S C ⊂ S U ⇒ max S U l(θ, X) ≥ max S C l(θ, X) and θ U ∈ S C ⇒ max S U l(θ, X) = l(θ U , X) ≤ max S C l(θ, X). Therefore M := max S U l(θ, X) = max S C l(θ, X).
There is no point θ ′ ∈ S U with l(θ ′ , X) = M except θ U , since the unconstrained MLE is unique, thus there is no such point in S C ⊂ S U as well. The unconstrained and constrained maximum M must be attained in the same point and θ U = θ C ⇒ θ U ∈ S C .
We show that P (θ U ∈ S C ) → 1 as n → ∞, true value θ ∈ S C . The MLE θ U is consistent and thus, for any ϵ > 0, P (|θ U − θ| ≤ ϵ) → 1 as n → ∞. Since θ is an interior point of S C , there exists ϵ 0 > 0, such that |θ U − θ| ≤ ϵ 0 and this can only happen if θ U ∈ S C . That is, if θ U is close enough to θ, it must be in S C also. So for ϵ 0 P (|θ U − θ| ≤ ϵ 0 ) = P (θ U ∈ S C ) → 1 as n → ∞. Now P (θ U ∈ S C ) = P (θ U = θ C ) → 1 as n → ∞, and thus θ U −θ C converges to 0 in probability. It follows that θ C converges to θ in probability.
Theorem A.3. The matrix R = {tr(S ij )} is nnd.
Proof. We need to show that x T Rx ≥ 0 for any N -dimensional vector x. Notice that
Cov(e ia , e ja ). 
and R is nnd.
