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The melting curve of gold has been measured up to 110 GPa using laser-heated diamond anvil cells and
synchrotron x-ray diffraction techniques. Accurate pyrometry temperature measurements and a homogeneous
heating of the gold sample were achieved by implementing a sample assembly consisting of two boron-doped
diamond cupped disks sandwiching the gold sample. In the investigated pressure range, the fcc solid gold remains
stable up to melting. A clear structural signature of bulk melting is observed. Ab initio molecular dynamics
simulations within the two-phase approach give a melting curve in good agreement with the experimental one.
We discuss the validity of calculations based on the Lindemann criteria of melting which have been up to now
used to obtain the melting line of Au in the 100 GPa range.
DOI: 10.1103/PhysRevB.101.014106
I. INTRODUCTION
Gold is unique among metals for its exceptional chemical
inertness, high ductility, optical properties, and structural sta-
bility up to extreme conditions of pressure and temperature.
It is therefore a material of choice for many applications. In
that context, many high-pressure studies have already been
devoted to measuring the equation of state (EOS) of gold
over an extended P-T range [1,2]. The face-centered cubic
(fcc) structure has been shown to remain stable up to at least
600 GPa at ambient temperature [3]. Yet, there is evidence
of a fcc-hcp transition above 240 GPa under heating in the
1000 K range [4]. A formulation of the P-V-T EOS (pressure-
volume-temperature) of gold has been proposed, with pa-
rameters fitted to various measurements [5]. On the other
hand, the determination of the melting curve remains poorly
constrained by experiments. Measurements have been limited
to 35 GPa and experimental data above 15 GPa are scattered.
The melting line has been investigated by several authors in
a large-volume apparatus up to 6–7 GPa, using the change of
the sample electrical resistance to detect melting. The same
criterium has also been used in recent experiments using the
resistively heated diamond anvil cell (RHDAC) up to 21 GPa
[6]. The RHDAC was also used for an x-ray diffraction (XRD)
experiment on gold where melting was obtained from the
disappearance of the solid XRD signal [7]. To our knowledge
there has only been one attempt to determine melting using
laser heating in the diamond anvil cell (LHDAC) up to 35 GPa
[8]. These DAC studies report very different slopes of the
melting lines above 15 GPa.
Over the past decade, great progress has been made in
using the LHDAC to measure the melting line of metals.
*Corresponding author: gunnar.weck@cea.fr
Long-standing controversy in the determination of the melting
line obtained either by dynamical compression or by the
LHDAC has been resolved, as in the case of Ta [9] and Fe [10].
First, using the synchrotron XRD a bulk criterion of melt-
ing was implemented based on the appearance of the liquid
diffuse scattering signal. Second, XRD measurements allow
simultaneous detection of parasitic chemical reactions. Third,
pyrometric measurements were validated from the measured
thermal expansion of the metal. However, the LHDAC mea-
surements on gold have remained challenging because (1) the
high reflectivity of Au makes it difficult to absorb the IR laser
radiation used for heating, and (2) the dispersion of the emis-
sivity of gold in the visible invalidates the gray-body assump-
tion that is used for pyrometric temperature measurements.
On the theoretical side, great progress has also been made
in the calculation of melting lines using ab initio calculations
[11–15]. However, to our knowledge, no ab initio calculation
of the melting curve of Au has been published so far. That
is probably due to the computational time needed to treat the
large number of electrons which have to be taken into account
in the valence states. The melting line of Au was estimated
using approaches based on classical molecular dynamics sim-
ulations with an embedded-atom method (EAM) potential
[16] or the Lindemann approach [17] which apprehends the
melting phenomena as a lattice instability [18–20].
Here, we show how accurate LHDAC measurements of
the melting curve of Au can be made by encapsulating the
Au sample in a B-doped diamond micro-oven inside the
sample chamber. A homogeneous heating of the Au sample
can be made and the temperature of Au is reliably estimated
by pyrometry as the one of the heated diamond capsule.
On the theoretical side, the ab initio molecular dynamics
(AIMD) simulations within the two-phase approach (TPA),
which directly compares the free energies of the solid and the
liquid phases, are used to calculate the gold melting curve.
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FIG. 1. Sample preparation and P-T metrology. (a) Drawing of
a cross-sectional view of the sample cavity located between the
two diamond anvils of the DAC. Two cupped C:B disks are filled
with gold and placed each in a pit (diameter: 45 μm; depth: 6 μm)
realized by FIB at the center of the diamond anvil culet and coated
with LiF or Al2O3. The two disks form a capsule heated from both
sides by YLF laser beams. The laser focus is adjusted in order to
fully illuminate the C:B plates and reduce the radial temperature
gradient. The x-ray beam probes the gold sample confined between
the two C:B disks. Bottom: Determination of the thermodynamic
conditions. (b) Difference between the pressures measured with the
gold and diamond calibrants using the Dorogokupets semiempirical
state equation [22]. (c) Thermal emission of a C:B disk at 104 GPa
and its analysis in the gray-body approximation. (d) The intensity
vs wavelength spectrum fitted between 550 nm and 920 nm with a
Planck distribution (TPlanck = 4277 ± 3 K).
This paper is organized as followed. In Sec. II, the exper-
imental methods and the data are presented. In Sec. III, the
ab initio calculations of the melting curve are described. The
experimental and theoretical data are discussed in Sec. IV.
Concluding remarks are presented in Sec. V.
II. EXPERIMENTS
Methods
The present experiments used membrane diamond anvil
cells equipped with Boelher-Almax anvils of culet size rang-
ing from 300 to 100 μm. Rhenium gaskets were used and the
gasket hole was filled by the sample assembly and a pressure-
transmitting medium (argon or Al2O3). A sketch of the sample
assembly is shown in Fig. 1(a). It was formed by a 3–6 μm
thick layer of gold sandwiched between two (opaque) boron-
doped diamond (C:B) cupped disk (30–35 μm in diameter,
5–10 μm thick) and loaded in the diamond anvil cell. The
C:B disks are focused ion beam (FIB) machined in the form
of a cup in order to better confine the gold sample. In the
first experimental run, a 30 μm diameter disk and a 5 μm
thick gold foil were used for the sample assembly. In the
following experiments, the samples were more easily prepared
by coating a 2 μm gold layer on the C:B disks directly.
A pit was also FIB machined at the center of the diamond
culets to ease the positioning of the disks and prevent their
shift under load. A 1–2 μm thick Al2O3 or LiF layer was
coated on the pitted anvil culets for thermal insulation. This
geometry is similar to the one used for the determination of
the nitrogen melting curve [21] and provides uniform heating
of the sample.
The laser heating XRD experiments were performed at the
ID27 beamline of the ESRF (see Ref. [23]). A monochromatic
x-ray beam of wavelength λ = 0.3738 Å was focused to
a 3 μm FWHM spot size and the diffracted x rays were
collected by a MarCCD detector. The sample-detector dis-
tance and x-ray beam position were calibrated with a CeO2
NIST standard powder. The typical exposure time was 2
to 8 seconds. The PyFAI software [24] as implemented in
Dioptas [25] was used for integration of the XRD patterns.
Double-sided laser heating was performed using 2 yttrium
lithium fluoride (YLF) fiber lasers providing 10 to 100 W
power with 0.1 W incremental resolution. The two laser heads
were implemented on a vertical bench fixed to the sample
translation stage. This allows us to realign the sample on the
x-ray beam at any time during heating without affecting the
position of the laser-heated spot, thus improving the detection
of a small amount of liquid, and thus the onset of melting.
The lasers were focused to a 30–40 μm spot size in order to
homogeneously heat the C:B disks.
The temperature was measured from both sides of the LH-
DAC. Chromatic-aberration-free reflective optics were used
to collect the thermal emission pattern from a 3 μm diameter
area centered on the hot C:B disks. A description of the pyro-
metric setup and its alignment using the x-ray induced sample
fluorescence are given in Refs. [26,27]. The temperature was
estimated by fitting the thermal emission spectrum with the
Planck distribution in between 550 and 950 nm [see Fig. 1(c)].
The uncertainty was estimated from the dispersion of the
two-color temperature [28] (which at 106 GPa and 4277 K
is found to be less than ±200 K).
Pressure was determined at ambient and at high tempera-
ture using the semiempirical equations of state of gold and of
diamond, as constructed by Dorogokupets et al. [22]. Pressure
increases of up to 10 GPa could be observed between the
ambient and the melting temperatures at the highest pressure.
This large thermal pressure is due to the sample geometry
where the C:B-gold assembly filled and thus heated almost
the entire experimental cavity. Therefore, it was important
to have a reliable in situ measure of the sample pressure at
temperature. As shown in Fig. 1(b), the average difference
between the pressures obtained with the gold and diamond
gauges is less than 1.5 GPa with a standard deviation of 2 GPa.
After each heating cycle, the load was generally increased at
high temperature in order to reduce the stresses in the sample
chamber and preserve the integrity of the C:B disks.
Melting points were determined along heating cycles. The
XRD patterns of the sample were collected while temperature
was stepwise increased and decreased. No chemical reaction
was detected between gold, argon, diamond, and the Al2O3
layer, which altogether allow indexing of all the diffraction
peaks observed on each image plate. Melting was associated
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FIG. 2. X-ray diffraction patterns collected at 36.5 GPa, between
2600 and 1600 K. The spectrum in red, collected at 2600 K (above
melting), shows the first three diffuse rings of the liquid gold struc-
ture factor. Below melting, the TDS from the hot solid is composed
of a background signal added to the Compton contribution from the
anvils, and a broad, temperature-dependent footprint around each
Bragg peak. The spectrum in black was obtained after quenching
the sample at 300 K. The sample pressure dropped at 27 GPa.
Gold, diamond, and Al2O3 peaks are labeled. The saturated Au
single-crystal peaks which formed under heating have been masked
before integrating the image plate, which explains why the Au
diffraction peaks appear relatively weak on the spectra. Inset: X-ray
diffraction images collected at three different temperatures for a
C:B-gold assembly in argon at P = 36.5 GPa. At 2600 K, gold
is fully melted and the first two liquid diffuse scattering rings are
observed. At 2560 K and 1780 K, gold is solid and the temperature
diffuse scattering around the gold XRD spots is observed.
with the appearance of broad diffuse x-ray scattering rings
from the liquid sample fraction.
At pressures below 50 GPa, these diffuse rings were in-
tense, directly visible on the diffraction images (see inset of
Fig. 2), and abruptly appeared (disappeared) when crossing
up (down) the melting temperature. This indicates that most,
if not all, of the gold sample melted at the transition and that
temperature gradients were small inside the volume enclosed
by the cupped C:B disks. Below the melting temperature, the
gold single-crystal diffraction peaks and a temperature diffuse
scattering (TDS) contribution appear simultaneously with the
disappearance of the liquid signal. The TDS both broadens
the base of the Bragg diffraction peaks, clearly visible on the
integrated diffraction patterns, and gives a smooth background
signal that adds to the Compton contribution from the dia-
mond anvils. A series of patterns collected below melting and
just above are compared in Fig. 2. This shows that the solid
TDS contribution and the liquid diffuse scattering are clearly
distinct.
Below 50 GPa, a molten state of gold was stabilized inside
the C:B capsule. By adjusting the power of the two YLF
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FIG. 3. X-ray diffraction patterns collected at 78 GPa during
a heating cycle. Each spectrum is plotted with a different color
and labeled with the temperature. A reference spectrum collected
after quench is plotted in black showing the ambient temperature
sample diffraction peaks and the diamond anvil Compton scattering.
The TDS contribution from the hot gold solid appears as a smooth
signal added to the Compton contribution from the anvils. The liquid
signal appears at 3580 K as a weak broad diffuse ring centered at
10.5◦. The sample pressure dropped at 67 GPa after quench. Gold,
diamond, and Al2O3 peak positions are indicated by vertical tick
marks.
lasers to balance heating on both sides of the sample, an accu-
rate determination of the melting temperature was obtained.
Above 50 GPa, gold could only be partially melted and the
liquid signal appeared as a weak diffuse ring (see Fig. 3) that
adds to the Compton diamond background and the diffraction
peaks from the remaining gold solid sample. This contribution
while weak still appeared abruptly at melting. The liquid
signal was slightly growing with temperature but the solid
diffraction peaks remained intense 500 K above melting,
indicating an important temperature gradient in the sample. In
addition, melting was often rapidly followed by a drop of the
overall sample signal most probably due to a partial leak of
the gold sample outside the C:B capsules. To overcome this
problem, the sample XRD images and the temperature were
continuously collected while ramping up the laser power with
a second timescale resolution. This method leads to larger
uncertainties on the melting temperature determination.
The present Au melting data set is plotted in Fig. 4.
Seventeen melting data points have been collected in between
5 and 110 GPa by studying a total of ten samples and are
presented in Table I. The fcc structure of solid gold is found
stable over the entire P-T range covered. The melting data
points are well fitted by a Simon-Glatzel equation [29] of the
form Tm = T0(1 + Pm/a)b where T0 = 1337 K is the melting
temperature at ambient pressure, a = 22.265 ± 1.83 GPa, and
b = 0.662 ± 0.03.
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FIG. 4. Gold melting curve measured in this study by XRD. The
pressure and temperature conditions at which XRD patterns have
been collected are shown. The empty (plain) circles represent XRD
patterns with liquid (solid only) gold signal. Each color represents a
different sample. Pressure and temperature error bars are shown for
the melting points only (represented by empty squares). The black
line is a fit of the Simon-Glatzel equation to the melting points:
Tm = T0(1 + Pm/a)b with T0 = 1337 K, a = 22.265 ± 1.83 GPa, and
b = 0.662 ± 0.03.
TABLE I. Experimental melting points of gold determined in
this work with associated error bars (Tmelt in K and Pmelt in GPa).
The error in pressure is given by the difference between the
pressures measured with the gold and diamond calibrants. The
error in temperature is given by the dispersion of the two-color
pyrometry.
Pmelt Tmelt ±Pmelt ±Tmelt
4.9 1523 0.5 50
12.2 1776 2.4 75
19.1 2000 1.0 75
23.8 2124 1.8 75
34.3 2426 2.3 75
35.5 2579 2.7 75
36.6 2605 3.3 100
44.2 2768 1.5 75
45.3 2760 1.5 75
45.7 2800 1.4 75
46 2840 1.5 75
51.6 3029 1.5 75
52.6 2900 1 100
63.3 3227 3.1 100
75.5 3580 4.7 180
85.9 3705 4.6 130
106 4330 5.2 200
III. CALCULATIONS
To calculate the melting temperature with ab initio methods
we use the two-phase approach [30,31] (TPA). Simulations
were performed on supercells containing the two phases, solid
and liquid, separated by an interface. This is different from
the coexistence method where the liquid and the solid are
also placed in the same computational cell but simulations
are performed in the NV E ensemble. Compared to the “heat
until it melts” (HUM) method where the solid phase is heated
gradually until melting occurs, the TPA avoids the superheat-
ing effect due to the homogeneous heating [14]. The TPA has
been widely used and is known to give excellent comparison
with experiments (see for example Al [14], Fe [13,32], LiH
[31], Ti [15], or Ni [33]). The counterpart is the increased
computational cost due to the doubling of the supercell that
may become critical for high-Z elements like gold. We used
supercells of 216 atoms corresponding to 6 × 3 × 3 cubic fcc
cells of 4 atoms, a supercell size similar to the ones used for
transition metals Ti [15] or Fe [32]. The simulations were
performed for 8 densities: 18.3, 19.3, 20.2, 20.70, 21.15, 22,
23, and 24 g/cm3. The two-phase simulations were prepared
by starting from the perfect fcc crystal and by thermalizing at
a temperature below melting for 1 ps. Then half of the atoms
were kept fixed at their positions while the other half were
melted using a high-temperature value. Once the positions
for the solid and the liquid part were obtained, several NV T
molecular dynamics simulations were performed for several
temperatures with an increment of 200 K. Only one phase was
preserved at the end of the simulation: above Tm, the solid part
becomes liquid, whereas below Tm, the liquid part crystallizes.
If the energy and volume are appropriately chosen, the liquid
and the solid could coexist for a long time but it has been
shown that this method requires larger supercells and a longer
computational time [13].
Our simulations were performed using the ABINIT pack-
age [34,35] in the framework of density functional theory
(DFT) using the projector augmented wave (PAW) method
[36,37] and by means of the local density approximation
(LDA) [38]. The LDA functional was preferred over the
generalized gradient approximation (GGA) since for Au it
gives better results with respect to the experimental 300 K
isotherm [39]. We used a PAW atomic data set generated using
ATOMPAW [40,41] that has been extensively tested [39,42].
The PAW radius rPAW equals 1.32 Å, with 5d and 6s states as
valence electrons (11 electrons). The cutoff energy chosen for
the plane wave set along the simulations is 408 eV. We have
validated our PAW atomic data set for this study against the
XRD data of Takemura and Dewaele [2], and the semiempiri-
cal Vinet equation of state (EOS) proposed by Dorogokupets
and Oganov [22] used to determine the pressure in our exper-
iments; see Sec. II. We show in Fig. 5 the pressure obtained
at 300 K with two sets of AIMD calculations. The first set
is performed with the supercell used in our TPA calculations
and the  point only, and the second one with a 4 × 4 × 4
cubic fcc supercell containing 256 atoms and a 2 × 2 × 2
k-point grid. The pressure obtained with the larger supercell
is close to the experimental data and the semiempirical EOS,
with a small underestimation of the pressure at low densities
and a decrease of this discrepancy with pressure. This is in
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FIG. 5. Isothermal equation of state of gold calculated by ab
initio DFT methods in the present work. Green lozenge: 0 K EOS;
blue square: 300 K EOS calculated with a supercell of 256 atoms
and a 2 × 2 × 2 k-point grid, and (red square) with the supercell
used in the TPA, 216 atoms and the  point. The black line is the
semiempirical Vinet EOS proposed by Dorogokupets and Oganov
[22], and the black triangle the XRD data obtained by Takemura and
Dewaele at 300 K [2].
agreement with the comparison between XRD data and PAW
calculations done by Dewaele et al. [39]. In the latter work,
the calculations were performed at 0 K with the fcc unit cell,
and the thermal pressure was estimated using a Debye model,
whereas the thermal pressure is here directly estimated in our
AIMD simulations. The simulations with the TPA supercell
slightly overestimated the pressure when compared to the 256
atoms supercell (between 1.5 GPa and 3 GPa). This is due to
a coarser k-point grid ( point only versus 2 × 2 × 2 grid)
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FIG. 6. Ab initio melting curve of Au obtained with the TPA. The
blue square represents (P, T ) points for which the liquid part crystal-
lizes while the red circle is (P, T ) points for which the solid part
melts. The melting temperatures for each isochore (black diamonds)
are between the solid with the highest temperature and the liquid with
the lowest one. The black line is a fit of the Simon-Glatzel equation
to the melting points [Tm = T0(1 + Pm/a)b with T0 = 1181 K, a =
17.94 GPa, and b = 0.09].
TABLE II. Theoretical melting points of gold determined in this
work with associated error bars (Tmelt and Tmelt in K and Pmelt and
Pmelt in GPa).
Pmelt Tmelt ±Pmelt ±Tmelt
3.05 1300 3 100
14.7 1900 3 100
25.4 2100 4 100
34.7 2500 3 100
42.6 2900 4 100
58.2 3300 5 100
80.0 3900 6 100
107.0 4671 7 100
used with the TPA to reduce the computational time. We will
discuss this effect in Sec. IV.
In Fig. 6, the Au melting temperatures obtained using the
TPA approach along 8 isochores are presented. The final states
of the supercell, either solid or liquid, are also plotted. The
melting data point is determined as the pressure and temper-
ature averages between the hottest solid point and the coldest
liquid point. Note that some simulations at conditions far from
melting points were stopped before reaching equilibration and
are therefore not plotted in Fig. 6. Table II gives the computed
values. The error in melting temperature is given by the
temperature steps we used. The error in pressure is given by
the pressure difference between the solid and the liquid phase.
The fit of the ab initio melting points with the Simon-
Glatzel equation gives T0 = 1181 K, the melting temperature
at ambient pressure, a = 17.94 GPa, and b = 0.709.
IV. DISCUSSION
A. Comparison to previous experiments
In Fig. 7, the present Au melting data points are com-
pared to previous determinations. Many experiments were
conducted using large-volume high-pressure apparatuses up to
a maximum pressure of 7 GPa. The signature of melting was
then evidenced either by differential thermal measurements or
electrical measurements (EMs). These studies were recently
collected and reviewed [43] showing some dispersion of the
various data (about 60 K at 7 GPa with Tmelt = 1600 K).
The present data points are in good agreement with this
low-pressure data set, being slightly nearer to the EM melting
points, with a maximum discrepancy of 40 K and 20 K at
6 GPa, respectively from the work of Errandonea [44] and
of Mitra et al. [45]. Melting of gold was also measured
in a resistive heated diamond anvil cell (RHDAC) experi-
ment using XRD (up to 9 GPa), or electrical measurements
(e-RHDAC, up to 21 GPa) and in a laser-heated diamond
anvil cell experiment (up to 35 GPa) using as melting cri-
teria the visual observation of macroscopic changes of the
sample shape into small round balls (o-LHDAC) [8]. These
various DAC experiments agree within the error bars below
15 GPa, but the last e-RHDAC melting point obtained at
21 GPa underestimates the melting temperature by 200 K and
suggests a very different slope for the melting curve above
this pressure. Also should be noted the good agreement (to
014106-5
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FIG. 7. Melting curve of gold obtained in this work from XRD
measurements. Previous determinations from experiments (labeled
Zha [7], Weir [6], Pippinger [8], Mitra [45], Errandonea [44]) are
displayed in the figure inset. The plain green line shows the Hugoniot
of gold calculated with the SESAME 2008 table [5].
within 100 K) between our x-LHDAC and the o-LHDAC
measurements. This could be fortuitous since the same o-
LHDAC approach applied to determine the iron melting curve
underestimated the melting temperature by at least 300 K at
43 GPa [8]. Moreover pyrometric measurements performed
on heated gold are not reliable due to the breakdown of the
gray-body approximation.
Melting of gold was also investigated by dynamical com-
pression. The gold Hugoniot data have been collected up to
580 GPa using a single- [46] or double-stage gas gun [47].
No sign of melting could be detected from the macroscopic
observables, shock and particle velocities. This was ascribed
to the small-volume discontinuity on the melting curve at very
high pressure [18]. Recently, two independent laser shock
compression experiments on Au, coupled to synchrotron
XRD, were conducted to probe the structural evolution along
the Hugoniot [48,49]. The melting could be detected by the
appearance of a diffuse scattering signal from the liquid part
of the sample. Both experiments suggest a triple point, where
the fcc solid, the body-centered cubic (bcc) solid, and the
fluid cross in the Au phase diagram, located near the principal
Hugoniot. However, the reported transition pressures by the
two studies differ by more than 40 GPa, from 176 to 223 GPa
and from 220 to 262 GPa for the fcc-bcc and the melting
transitions, respectively. Since the two studies were performed
under the same experimental conditions and the reported XRD
FIG. 8. Melting curves of gold obtained in this work from XRD
measurements and ab initio simulations. Previous determinations
from ab initio simulations (labeled Greeff [18]) and classical molec-
ular dynamics simulations (labeled Liu [52]) are shown for compari-
son. The green and red dashed lines correspond to the melting curves
determined using the Lindemann criterion calculated respectively
from the atomic mean-squared displacements (Tm〈u〉2 ) obtained by
ab initio simulations [20] or from the bulk modulus (TmB) [19]
determined by XRD [39].
patterns are very similar, this illustrates the difficulty in pre-
cisely positioning the melting point in shocked Au even with
access to the atomistic arrangement in the shocked Au sample.
This essentially stems from the gradual nature of melting
along the Hugoniot which extends over 80 GPa. Hence the on-
set on melting needs to be detected from a very small molten
fraction of the sample. The change of the melting slope due to
the existence of the fcc-bcc-liquid triple point is expected to be
small since the structural data imply a small-volume change at
the fcc-bcc transition [49]. As shown in Fig. 7, the Hugoniot
of gold [5] should cross the extrapolated Simon-Glatzel fit of
the Au melting curve at 248 GPa and 7000 K. This is in better
agreement with the highest value reported in the dynamical
experiments [49]. However comparison between static and
dynamic compression data should be made with caution since
the temperature is only estimated in shock wave experiments.
B. Comparison to simulations
Various calculations of the melting line of gold are com-
pared to the present experimental determination in Fig. 8.
In Ref. [20], an empirical evaluation of the gold melting
curve was proposed using the Lindemann criterion, which
stipulates that melting occurs when the atomic mean-squared
displacement reaches a critical fraction (the Lindemann con-
stant) of the interatomic distance. The Lindemann constant
014106-6
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was chosen to reproduce the melting temperature of gold at
ambient pressure. Mean-squared displacements were evalu-
ated from the phonon density of states computed by ab initio
simulations. As shown in Fig. 8, the good agreement with
our experimental measurements confirms the robustness of the
Lindemann criteria for simple metals. Using a generalization
of the Lindemann law [50], Hieu et al. [19] proposed an an-
alytical expression for the volume dependence of the melting
temperature based on Grüneisen parameters. Several formula-
tions were proposed for the pressure dependence of Grüneisen
parameters, obtained either from first-principles calculations
or from the bulk modulus or Debye-Waller factor measure-
ments [51]. Interestingly, the parameters that are derived from
the bulk modulus (using the equation of state measured in
the DAC by Dewaele [39]) give the best agreement with our
experimental data (see Fig. 8).
In Ref. [18], gold melting points were obtained by compar-
ing the free energies of the solid and the liquid using “empir-
ical model assumptions for the liquid” and the quasiharmonic
approximation (QHA) for the solid. The electronic structure
calculations were performed within the LDA as in this work.
As shown in Fig. 8, the melting temperature is significantly
overestimated with respect to the experiment probably due
to the too simplistic description of the fluid phase and/or
anharmonic effects in the solid beyond the QHA. Moreover,
melting along the gold Hugoniot was predicted to occur at
280 GPa with a significant pressure jump of 30 GPa (due to a
calculated large-volume discontinuity at melting), which was
not experimentally observed in subsequent shock measure-
ments performed up to 580 GPa [53].
Classical molecular dynamics simulations have been per-
formed on gold in order to compare two melting simulation
methods [52]: the shock melting (SM) method and the TPA.
The EAM potential was used. This potential [16] was fitted to
several experimental data: the equilibrium lattice constant, the
sublimation energy, the bulk modulus, the elastic constants,
and the vacancy formation energy. It is important to mention
that this potential was not originally designed to calculate a
melting curve, especially at high pressure, but other physical
properties such as the activation energies for self-diffusion
[16]. The transferability of this potential to high tempera-
ture (1000 K) at ambient pressure was recently tested [54].
Melting simulations were performed on a supercell containing
20 736 atoms to ensure convergence of the melting temper-
ature while the SM method was tested on a much smaller
number of atoms (640 atoms) to test the reliability of the
method. The two calculations give the same melting curve
which is much lower than experiment (by 87 K at ambient
pressure and up to 1000 K at 100 GPa; see Fig. 8). This
raises the question of the ability of classical simulations to
accurately reproduce (or predict) melting curves with em-
pirical potentials. Further simulations should be performed
with potentials that better reproduce the melting temperature
of gold at ambient pressure or which have been fitted to
high-temperature data to test their transferability.
To circumvent the issue of transferability inherent to the
classical molecular dynamics, we use DFT to calculate the
interatomic forces. The cost for better accuracy is the com-
putational time of AIMD. Therefore these simulations can
only be performed on smaller supercells compared to the
classical ones (basically, hundreds of atoms compared to
thousands). Overall, our TPA results are in good agreement
with our experimental data; see Fig. 8. At low pressure
(∼3 GPa) TPA gives a melting temperature slightly lower than
the experimental one (1300 ± 100 K compared to 1500 K)
while at high pressure the calculated melting temperature
is above the experimental one (around 370 K difference at
107 GPa). If we take into account the small overestimation
of the pressure due to the k-point sampling, see Sec. III, this
improves the comparison at low pressure but deteriorates it
at higher pressure. The discrepancy between simulations with
216 atoms and -point sampling and those with 256 atoms
with 2 × 2 × 2 k-point grid sampling is less than 3 GPa for
the highest pressure, which is below the error bar obtained for
the melting pressure. We believe that the main source of error
in our calculations comes from the size of the simulation su-
percell. Unfortunately, the calculations with a larger supercell
(8 × 4 × 4 fcc cubic cell, 512 atoms) are too costly in the case
of Au, but the comparison has been made for a simpler metal,
Al. In that work, Bouchet et al. [14] compared the melting
curve of Al obtained with the TPA and fcc supercells with 108,
216, and 512 atoms. They observed a slow convergence of the
melting temperature with the supercell size with a difference
around 10% in the melting temperature between 216 and 512
atoms. Moreover the discrepancies increase with pressure,
which may explain why we find a better agreement at low
pressure with the experimental data. Note that the use of GGA
instead of LDA could also improve the comparison at high
pressure with a lowering of the melting temperature as is the
case for example in MgO [12], but the comparison would have
been worse at low pressure.
V. CONCLUSION
In conclusion, we have measured the melting curve of
gold to above 100 GPa with high accuracy by combining in
situ measurements of the sample pressure and temperature
with XRD-based melting criteria. The gold PVT data points
are consistent with the semiempirical EOS of Dorogokupets
[22]. The melting curve of gold was compared to some
estimations based on the Lindemann criterion. Our data can
be well reproduced with a modified Lindemann formula using
a volume-dependent Grüneisen parameter determined from
the volume derivative of the bulk modulus. The latter can be
obtained from XRD measurements of the equation of state
in the DAC at ambient temperature. This highlights a strong
correlation between the EOS and the thermal stability for a
simple metal. Finally, the extended melting data set shows that
the EAM potential [16] cannot reproduce the melting curve
of gold at high pressure. By contrast, AIMD simulations,
using the same method (the two-phase approach) but a smaller
supercell, are in better agreement with experiment.
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