We show that (i) every bounded unital representation of an amenable group G on l p , 1 < p < ∞, is a direct summand of a representation that is approximately similar to the left regular representation of G on l p and that (ii) if ρ is a unital representation of a unital C * -algebra A on l p , 1 < p < ∞, p = 2, then ρ satisfies a compactness property and A/ker ρ is residually finite dimensional. As a consequence, a separable unital C * -algebra A is isomorphic to a subalgebra of B(l p ), 1 < p < ∞, p = 2, if and only if A is residually finite dimensional.
Introduction
Throughout this paper, the scalar field is C; for a group G and an algebra A, a homomorphism φ : G → A is a map such that φ(g 1 g 2 ) = φ(g 1 )φ(g 2 ), g 1 , g 2 ∈ G; for algebras A 1 and A 2 , a homomorphism φ : A 1 → A 2 is a linear map such that φ(a 1 a 2 ) = φ(a 1 )φ(a 2 ), a 1 , a 2 ∈ A; for an element a of a C * -algebra, |a| = √ a * a; the algebra of bounded linear operators on a Banach space X is denoted by B(X ) and the dual of X is denoted by X * ; for 1 ≤ p ≤ ∞, the l p direct sum of Banach spaces X 1 , X 2 , . . . is denoted by (X 1 ⊕ X 2 ⊕ . . .) l p ; the algebra of scalar valued continuous functions on a compact metric space M is denoted by C(M); unless stated otherwise, L p = L p ([0, 1], µ) where µ is the Lebesgue measure on [0, 1]. Two Banach spaces X 1 and X 2 are isomorphic if there is an invertible operator S : X 1 → X 2 . Two operators T 1 ∈ B(X 1 ) and T 2 ∈ B(X 2 ) are similar if there is an invertible operator S : X 1 → X 2 such that T 2 = ST 1 S −1 . For a vector x = (x 1 , x 2 , . . .) ∈ l p , the support of x is {i ≥ 1 : x i = 0}.
A classical theorem of Sz.-Nagy [22] asserts that if T is an invertible operator on a Hilbert space H and sup n∈Z T n < ∞, then T is similar to a unitary operator. This was generalized by Dixmier [8] , who showed that if G is an amenable group and φ : G → B(H) is a unital representation such that sup g∈G φ(g) < ∞, then φ is similar to a unitary representation. Ehrenpreis and Mautner [9] , with clarification by Kunze and Stein [17] , gave an example where this does not hold if G is not assumed to be amenable.
Kadison [15] asked if every representation φ from a C * -algebra A into B(H) is similar to a * -representation. This has an affirmative answer when A is nuclear [2] , [6] or when φ is cyclic [14] . Some further developments on Kadison similarity problem were obtained by Pisier [20] .
In this paper, we study representations of groups and C * -algebras on l p , 1 < p < ∞. Recently it was shown by Gillespie [13] that there is an invertible operator T on L p , 1 < p < ∞, p = 2, such that sup n∈Z T n < ∞ and T is not similar to an isometry on L p . Cohen [5] showed that the operator T can be chosen to be a scalar type spectral operator. In other words, there is a bounded unital homomorphism φ : C(S 1 ) → B(L p ), 1 < p < ∞, p = 2, such that φ(z) is not similar to an isometry on L p , where S 1 is the unit circle on C and z ∈ C(S 1 ) is the identity function. Therefore, Sz.-Nagy's result does not extend directly to L p , 1 < p < ∞, p = 2; and an analog of Kadison's similarity problem for L p , 1 < p < ∞, p = 2, has a negative answer even for A = C(S 1 ). We will see that the same negative assertions are also true with L p replaced by l p , 1 < p < ∞, p = 2, based on some recent work by the author [1] .
The first main result Theorem 1.1 of this paper is a version of Dixmier's result for l p , 1 < p < ∞. In particular, a modification of Sz.-Nagy's result holds for l p , 1 < p < ∞. Let Λ be a set. Let X 1 and X 2 be Banach spaces. Two maps φ 1 : Λ → B(X 1 ) and φ 2 : Λ → B(X 2 ) are approximately similar [11] , [1] if there is a sequence S n :
n is compact for all n ≥ 1 and α ∈ Λ and that
n is compact for all n ≥ 1 and that lim n→∞ T 2 − S n T 1 S −1 n = 0.
be an invertible operator such that sup n∈Z T n < ∞. Let B be the bilateral shift on l p . Then B is approximately similar to B ⊕ T . Theorem 1.1 will be proved by using a version of Voiculescu's absorption theorem [23] for l p , 1 < p < ∞, recently obtained by the author [1] .
The second main result of this paper has a different motivation. We first recall some notions of isomorphic Banach algebras. Two Banach algebras A 1 and A 2 are isomorphic if there are a surjective homomorphism φ : A 1 → A 2 and C > 0 such that 1 C a ≤ φ(a) ≤ C a , a ∈ A 1 ;
A 1 and A 2 are isometrically isomorphic if moreover, φ can be chosen so that φ(a) = a for all a ∈ A 1 . If M is a compact metric space, then one can construct a norm preserving homomorphism φ : C(M) → B(l p ) by sending f ∈ C(M) to the diagonal operator on l p with diagonal entries f (w 1 ), f (w 2 ), . . ., where (w n ) n≥1 is any dense sequence in M. Thus, C(M) is isometrically isomorphic to a subalgebra of B(l p ) while C(M) is itself a C *algebra. However, Gardella and Thiel [12] showed that a separable C * -algebra A is isometrically isomorphic to a subalgebra of B(l p ) or B(L p ), 1 ≤ p < ∞, p = 2, if and only if A is commutative. (They actually proved a version of this for A nonseparable.) This settles the problem of characterizing separable C * -algebras that are isometrically isomorphic to subalgebras of B(l p ) or B(L p ), 1 ≤ p < ∞, p = 2. So it is natural to consider the isomorphic counterpart of this problem. Problem 1 ([1], Problem 3). Characterize the separable C * -algebras that are isomorphic to subalgebras of B(l p ), 1 < p < ∞, p = 2. Problem 1 has a simple solution if l p is replaced by L p : Every separable C * -algebra is isomorphic to a subalgebra of B(L p ), 1 < p < ∞. This is because L p is isomorphic to L p ⊕ l 2 [19] and so B(l 2 ) is isomorphic to a subalgebra of B(L p ).
We will see that the solution to Problem 1 is somewhere between the Gardella-Thiel characterization and the solution of Problem 1 with l p replaced by L p . Recall that a C *algebra A is residually finite dimensional if for every a ∈ A, there is a * -representation φ of A on a finite dimensional space such that φ(a) = 0. When A is separable, residual finite dimensionality is equivalent to the existence of a sequence φ n of * -representations of A on finite dimensional Hilbert spaces H n such that a = sup n≥1 φ n (a) for all a ∈ A. Given such sequence φ n , we can define φ :
Thus φ is a norm preserving homomorphism. However, it is a classical result of Pe lczyński [19] that (H 1 ⊕ H 2 ⊕ . . .) l p is isomorphic to l p for all sequence H 1 , H 2 , . . . of finite dimensional Hilbert spaces and 1 < p < ∞. Therefore, every separable residually finite dimensional C * -algebra A is isomorphic to a subalgebra of B(l p ), 1 < p < ∞, via the map a → Sφ(a)S −1 where S : (H 1 ⊕ H 2 ⊕ . . .) l p → l p is any invertible operator. This was asserted by the author in [1] . The second main result Theorem 1.3 of this paper gives some properties of representations of unital C *algebras on l p , 1 < p < ∞, p = 2. As a consequence, we settle Problem 1 for separable unital C * -algebras.
be a bounded homomorphism. Then (i) the norm closure of {ρ(a)x : a ∈ A, a ≤ 1} in l p is norm compact for every x ∈ l p ; and (ii) A/ker ρ is a residually finite dimensional C * -algebra. Corollary 1.4. Let 1 < p < ∞, p = 2. Let A be a separable unital C * -algebra. Then A is isomorphic to a subalgebra of B(l p ) if and only if A is residually finite dimensional.
The proof of Theorem 1.3(i) uses a probabilistic argument that imitates the proof of Khintchine's inequality [18, Theorem 2.b.3] for p = 1 and uses uniform convexity of l p , 1 < p < ∞. Theorem 1.3(ii) follows from Theorem 1.3(i) using a GNS type construction and a classical result about compact unitary representations of groups on Hilbert spaces.
In Section 2, we give an example of a bounded unital homomorphism φ : C(S 1 ) → B(l p ), 1 < p < ∞, p = 2, such that φ(z) is not similar to an isometry on l p . In Section 3, we state a version of Voiculescu's absorption theorem for l p [1] and prove Theorem 1.1. In Section 4, we prove Theorem 1.3. Section 3 and Section 4 can be read in either order.
An example
A classical result of Fixman [10, Theorem 5.7 and its proof] asserts that if B is the bilateral shift on l p , p = 2, then there exist polynomials g 1 , g 2 , . . . such that sup v∈C, |v|=1 |g n (v)| = 1 for all n ≥ 1 and g n (B) → ∞ as n → ∞. Hence, we cannot define a bounded homomorphism φ :
where z ∈ C(S 1 ) is the identity function.
Let 1 < p < ∞, p = 2. For n ≥ 1, let H n be a n-dimensional Hilbert space. Let {e n,1 , . . . , e n,n } be an orthonormal basis for H n . Let W n ∈ B(H n ) be such that W n e n,k = e 2πik n e n,k , k = 1, . . . , n. Consider the operator [19] so W can become an operator on l p by taking conjugation.) If g is a Laurent polynomial then
Thus, we can define a bounded unital homomorphism φ :
Furthermore, W cannot be approximately similar to the bilateral shift on l p in view of Fixman's result. Next we need to show that W is, in fact, not similar to any invertible isometry on l p .
Let T be an invertible isometry on l p . Then either T is approximately similar to the bilateral shift on l p or T is similar to an operator on l p that is diagonal with respect to the canonical basis for l p .
If W is similar to an operator T ∈ B(l p ) that is diagonal with respect to the canonical basis for l p , then there is an invertible operator S : (
Thus, T Sx = SW n x for all x ∈ H n and n ≥ 1. So Se n,k , k = 1, . . . , n are eigenvectors of T associated with distinct eigenvalues. Thus, Se n,k , k = 1, . . . , n have disjoint supports since T is diagonal. Hence, n k=1 Se n,k = ( n k=1 Se n,k p )
On the other hand, n k=1 e n,k = √ n. Since n can be chosen to be arbitrarily large, an absurdity follows. Therefore, W cannot be similar to an operator T ∈ B(l p ) that is diagonal with respect to the canonical basis for l p . As mentioned above, W is not approximately similar to the bilateral shift on l p . So by Lemma 2.1, W cannot be similar to any invertible isometry on l p .
The above construction of W is very similar to the construction of T in [1, Lemma 5.16] (which is different from the T above). In fact, if we adapt the proof of [1, Lemma 5.16], we can show that W is not similar to a compact perturbation of an invertible isometry on l p .
Bounded representations of groups on l p
Before we state the l p version Theorem 3.1 of Voiculescu's absorption theorem, we recall a construction of Calkin [3] using ultrapowers of operators. Let X be a reflexive Banach space. Let U be a nonprincipal ultrafilter on N. Let X U be the ultrapower of X with respect to U (see [7] ), i.e., X U is the quotient of l ∞ (X ) (the space of bounded sequences in X ) by the subspace {(x (k) ) k≥1 : lim k,U x (k) = 0}. For a bounded sequence (x (k) ) k≥1 in X , we denote its image in X U by (x (k) ) k,U . Consider the subspace
is the weak limit of (x (k) ) k≥1 through U, i.e., the unique element x ∈ X such that y * (x) = lim k,U y * (x (k) ) for all y * ∈ X * . When X is infinite dimensional, X U and X are nonseparable [7] .
For T ∈ B(X ), the ultrapower T U of T is the operator on B(X U ) defined by
It is easy to see that X is invariant under T U for all T ∈ B(X ). Define T ∈ B( X ) to be the restriction of T U to X . Note that K = 0 for every compact operator K on X .
We need to show that the range of V is indeed in Y and that V and E are bounded.
Note that sup g∈G
We have
for all (y (k) ) k,U ∈ Y. Thus, V and E are bounded linear operators. For every x ∈ l p ,
Hence EV = I. For all s 0 ∈ G and x ∈ l p ,
where we used the Følner property of F 1 , F 2 , . . . in the fourth equality. For all s 0 ∈ G and (y (k) ) k,U ∈ Y,
where we used the Følner property in the fourth equality.
Proof of Theorem 1.1. Suppose that θ, V, E are as in Lemma 3.2. Then P = V E is an idempotent on Y that commutes with θ(s) for all s ∈ G; the range M of P coincides with the range of V and so M is isomorphic to l p ; and φ is similar to θ | M via the invertible operator S :
is the map that sends s ∈ G to θ(s)| M . By Theorem 3.1 (and the fact that Y is isomorphic to l p ), θ is approximately similar to θ ⊕ φ.
Recall that ρ : G → B(l p (G)) is the left regular representation. Note that θ is similar to ρ ⊕ ρ ⊕ . . . : G → B((l p (G) ⊕ l p (G) ⊕ . . .) l p ) as θ is, in fact, the left regular representation of infinite multiplicity. But ρ ⊕ ρ ⊕ . . . is approximately similar to ρ. This can be seen as a consequence of [1, Corollary 4.9] or can be seen as follows:
In the statement of Theorem 3.1, we actually have that ϕ is approximately similar
. Then EV = I, V ρ(s) = ρ(s)V and E ρ(s) = ρ(s)E. So P = V E is an idempotent on l p (G) that commutes with ρ(s) for all s ∈ G; the range M of P coincides the range of V and thus is isomorphic to l p ; and ρ is similar to ρ | M via the invertible operator S : l p (G) → M, Sx = V x, x ∈ l p (G). Taking ϕ = ρ in the above strengthened version of Theorem 3.1, we have that ρ is approximately similar to ρ ⊕ ρ ⊕ . . ..
Since θ is approximately similar to θ ⊕ φ and θ is similar to ρ ⊕ ρ ⊕ . . ., it follows that ρ is approximately similar to ρ ⊕ φ.
Example. Let 1 < p < ∞. Let G be a countable infinite amenable group. Let ρ : G → B(l p (G)) be the left regular representation of G. For each subgroup H of G, let G/H be the set of all left cosets of H in G and let ρ H :
It was proved [1, Corollary 4.9] that if moreover, H 1 ⊃ H 2 ⊃ . . . and ∩ n≥1 H n is trivial, then ρ is approximately similar to ρ H 1 ⊕ ρ H 2 ⊕ . . ..
Example. Let 1 < p < ∞, p = 2. Let W ∈ B((H 1 ⊕ H 2 ⊕ . . .) l p ) be defined as in Section 2. Then W is invertible and sup n∈Z W n = 1. Let S : (H 1 ⊕ H 2 ⊕ . . .) l p → l p be an invertible operator. We have sup n∈Z (SW S −1 ) n < ∞. Thus by Theorem 1.1, the bilateral shift B is approximately similar to B ⊕ (SW S −1 ), which is similar to B ⊕ W . So B is approximately similar to B ⊕ W . However, as mentioned in Section 2, the operator B is not approximately similar to W in view of Fixman's result.
Representations of C * -algebras on l p
The following lemma should be well known.
Lemma 4.1. Let A be a unital C * -algebra. Let a ∈ A. Then there exists a sequence (c n ) n≥1 in A such that c n ≤ 1 for all n ≥ 1 and |a| = lim n→∞ c n a.
Proof. Without loss of generality, we may assume that a ≤ 1. For n ≥ 1, define g n ∈ C[0, 1] by
Take c n = g n (a * a)a * . Then c n c * n = g n (a * a)a * ag n (a * a). Note that
Thus, 0 ≤ xg n (x) 2 ≤ 1 for all x ∈ [0, 1] and so 0 ≤ c n c * n ≤ 1. Hence c n ≤ 1. We have 1] . Since c n a = g n (a * a)a * a, it follows that c n a − √ a * a ≤ 1 √ n . Thus, the result follows. Proof. There exists a measure µ on [0, a ] such that
So ω(a 2 ) = x 2 dµ(x) ≤ x dµ(x) 2 3 x 4 dµ(x) 1 3 = ω(a) Proof. By contradiction, suppose that ω(b * k b k ) does not converge to 0. Passing to a subsequence, we have that there exists γ > 0 such that ω(b * k b k ) ≥ γ for all k ≥ 1. Since ρ(b k )x 0 ≤ ρ x 0 and ρ(b k )x 0 → 0 weakly, passing to a further subsequence, we may assume that there are z 1 , z 2 , . . . in l p with disjoint supports such that z k ≤ ρ x 0 and ρ(b k )x 0 − z k ≤ 1 2 k for all k ≥ 1.
Let n ≥ 1. For each δ = (δ 1 , . . . , δ n ) ∈ {−1, 1} n , let
, where E denotes expectation over δ = (δ 1 , . . . , δ n ) uniformly distributed on {−1, 1} n .
Note that
Therefore,
Since b k ≤ 1, it follows that
Note that E(δ k 1 δ k 2 δ k 3 δ k 4 ) = 0 unless the following occurs:
(k 1 = k 2 and k 3 = k 4 ) or (k 1 = k 3 and k 2 = k 4 ) or (k 1 = k 4 and k 2 = k 3 ).
Thus, Eω(a 4 δ ) ≤ 3n 2 . So by (4.1), nγ ≤ 3 Since n can be chosen to be arbitrarily large and p > 2, an absurdity follows.
For 1 < p < 2, we have the following result by using the dual l p space in Lemma 4.3. For each n ≥ 1, let x * n be a bounded linear functional on l p such that x * n = 1 and x * n (ρ(v n )x 0 ) = ρ(v n )x 0 . Then x * n • ρ(v n ) is a bounded sequence in (l p ) * . Passing to a subsequence, we may assume that x * n • ρ(v n ) converges weakly to a bounded linear functional y * 0 ∈ (l p ) * as n → ∞. Thus, ω : A → C, ω(a) = y * 0 (ρ(a)x 0 ) = lim n→∞ x * n (ρ(v n a)x 0 ), a ∈ A, defines a bounded linear functional on A. Note that
and for every u 0 ∈ U(A),
So by Lemma 4.6, ω ≤ sup u∈U (A) ρ(u)x 0 . Thus, ω(1) = ω and hence ω is a positive linear functional. By contradiction, suppose that there are ǫ > 0 and a sequence (a k ) k≥1 in A such that a k ≤ 1 and ρ(a k )x 0 ≥ ǫ for all k ≥ 1 and ω(a * k a k ) → 0 as k → ∞. We have
and ρ(v n )x 0 ≤ ω(1) for all n ≥ 1. Take
Proof of Theorem 1.3(i). Without loss generality, we may assume that ρ is unital since ρ(1) is an idempotent on l p and the range of every idempotent on l p is isomorphic to l p or is finite dimensional [19] . Let x 0 ∈ l p . Let (a k ) k≥1 be a sequence in A with a k ≤ 1 2 for all k ≥ 1. We need to show that (ρ(a k )x 0 ) k≥1 has a norm convergent subsequence.
Case 1: p > 2 Passing to a subsequence, we may assume that (ρ(a k )) k≥1 converges to an operator T ∈ B(l p ) in the weak operator topology. Thus, ρ(a k 1 − a k 2 )x 0 → 0 weakly as k 1 , k 2 → ∞.
By Lemma 4.3, lim k 1 ,k 2 →∞ ω((a k 1 − a k 2 ) * (a k 1 − a k 2 )) = 0 for every positive linear functional ω : A → C of the form ω(a) = y * 0 (ρ(a)x 0 ), a ∈ A. By Lemma 4.7, lim k 1 ,k 2 →∞ ρ(a k 1 − a k 2 )x 0 = 0. So (ρ(a k )x 0 ) k≥1 is norm convergent.
Case 2: p < 2 Passing to a subsequence, we may assume that (ρ(a * k )) k≥1 converges to an operator T ∈ B(l p ) in the weak operator topology. Thus, y * • ρ(a * k 1 − a * k 2 ) → 0 weakly as k 1 , k 2 → ∞ for every y * ∈ (l p ) * .
By Lemma 4.4, lim k→∞ ω((a * k 1 − a * k 2 )(a * k 1 − a * k 2 ) * ) = 0 for every positive linear functional ω : A → C of the form ω(a) = y * 0 (ρ(a)x 0 ), a ∈ A. By Lemma 4.7, lim k 1 ,k 2 →∞ ρ(a k 1 − a k 2 )x 0 = 0. So (ρ(a k )x 0 ) k≥1 is norm convergent. Consider the ideal A 0 = {a ∈ A : a, a = 0} of A. Let H be the completion of the quotient space A/A 0 . Then H is a Hilbert space. For each a ∈ A, we can define a bounded linear operator on H by sending b+A 0 to ab+A 0 for b ∈ A. So η :
defines a unital * -homomorphism. We have
for all a 1 , a 2 , b ∈ A. By Theorem 1.3(i), {ρ(a)x 0 : a ∈ A, a ≤ 1} is norm precompact so {η(a)(b + A 0 ) : a ∈ A, a ≤ 1} is norm precompact for all b ∈ A. Let U(A) be the set of all unitary elements of A. By Lemma 4.8, H is the direct sum of some finite dimensional subspaces H i , i ∈ Λ such that H i is invariant under η(u) for all i ∈ Λ and u ∈ U(A). Note that H i is thus invariant under η(a) for all a ∈ A.
Since ω(a * 0 a 0 ) = 0, we have η(a 0 ) = 0. So η(a 0 ) = 0 on H i 0 for some i 0 ∈ Λ. Thus, A is residually finite dimensional.
The following lemma is easy to prove. Proof. Let (x n ) n≥1 be a countable dense sequence in the unit ball of l p . Let (x * r ) r≥1 be a countable dense sequence in the unit ball of (l p ) * . For each x ∈ l p and each x * ∈ (l p ) * , define a complex measure µ Note that h ∈ L ∞ (|µ x,x * |) but we can identify h as an element of L ∞ (ν) such that it only takes values on the unit circle. Thus, h L ∞ (ν) = 1.
Let f 1 , f 2 ∈ L ∞ (ν). Let g = f 1 −f 2 |f 1 −f 2 | , where g takes values 0 when f 1 and f 2 take the same value. We have g ∈ L ∞ (ν) with g L ∞ (ν) = 1 (or 0 if f 1 and f 2 are identical). We have
for all x ∈ l p and x * ∈ (l p ) * . Thus,
By Theorem 1.3, {ρ(f )x : f ∈ L ∞ (ν), f L ∞ (ν) ≤ 1} is norm precompact in l p for all x ∈ l p . Therefore, {f ∈ L ∞ (ν) : f L ∞ (ν) ≤ 1} is norm precompact in L 1 (ν). Hence by Lemma 4.9, there is a countable subset M 0 of M such that ν(M\M 0 ) = 0. So E(M\M 0 ) = 0.
