Random sampling, in its classical form, requires that the sampling universe is known (e.g., in the form of a list of all persons, or households, or the like) from which the sample is drawn. If the sampling universe is not known, researchers can resort to space sampling, which is a family of sampling methods that uses geographical features, such as patches on maps or geographical points. This type of sampling has been developed by ecologists and was introduced into the social sciences by Bernard et al. (1989) . In their study, the researchers were interested in the size of personal networks in Mexico City, and they used geographic chunks for sampling. Since then, space sampling has been rather extensively used and also tested in the social sciences. Duranleau (1999) , for example, compared simple random samples of a town population with map coordinate samples proposed by Handwerker (1993) and found that the results of space sampling were indistinguishable from simple random sampling (see also Handwerker 1999; Mukhopadhyay 1999 ; and a survey in Bernard 2000) .
The development of the new addition to the family of space sampling methods described in this article started in 1999-2000, when one of the authors (Lang) conducted a farm survey in the Rehoboth Gebiet of Namibia as part of a field research project in economic anthropology. 1 Until Namibia's independence, the Rehoboth Gebiet was the territory of the Rehoboth Basters, and it was used exclusively by these people. There are hundreds of farms there, which vary in size between a few hundred hectares to more than 10,000 ha. The total area of the privately owned Baster farms is 1,303,000 ha. 2 The survey could cover only a sample of the farms, but the sampling universe was unknown. There was no reliable list of farms from which a random sample could be drawn. Maps of the farms, though not up to date, were available from the general surveyor, as was a global positioning system monitor. To select the sample farms, a list of pairs of geographical coordinates was created with a random number generator. Farms "hit" by the coordinates on the maps were members of the sample.
In essence, such a survey is a form of stratified sampling. The stratification is probabilistic because large farms are more likely to be sampled.
Here is a somewhat generalized description of the steps of creating the sample. At first, the corner coordinates of a rectangle that covers the farming area to be surveyed are determined. Let the lower-left corner in decimal degrees be at longitude and latitude (LO 1 , LA 1 ), here 16.25º E, 24.50º S, and the upper-right corner be at (LO 2 , LA 2 ), here 17.75º E, 22.75º S. The choice of the coordinate system depends on the grid system of the maps used; for all practical applications of this method, any projection will be approximately equal in area. Then any convenient program (e.g., a spreadsheet) is used to generate a random selection of coordinates within the area. Most such programs provide a random number function that returns numbers between 0 and 1. Denote the name of this function by rnd. Random numbers between a lower bound (a) and the upper bound (b) can then be generated by the formula (b -a)rnd + a.
To generate a longitude and latitude, we compute respectively rnd 1 (LO 2 -LO 1 ) + LO 1 , rnd 2 (LA 2 -LA 1 ) + LA 1 , where rnd 1 , rnd 2 are two independent random numbers. This point is located on the map (see the schematic in Figure 1) . If the point does not lie within the (usually irregular) boundaries of the farmed area, as in the case of the right-hand point in the schematic, the point is simply ignored and regenerated. In other words, one farm can be considered hit for each pair of random numbers generated. It is perfectly possible that a farm will be hit more than once by this process.
One of the issues to be addressed by the farm survey was the farm fragmentation in the Rehoboth Gebiet. In the past, fast population growth,
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together with the inheritance rules, had caused the farms to become ever smaller, but there was an impression that a reversal of the fragmentation trend might have occurred recently. Data of sufficient accuracy were not available, so this could not be verified. Therefore, one aim of the survey was to obtain estimates of the actual number of farms and of the farm size distribution for comparison with earlier farm census data. After the survey was completed, it was discovered that the sampling procedure had the effect of overrepresenting the big farms and underrepresenting small ones.
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The spatial properties of the sampling units (farms) did, in this case, matter: They had quite undesirable consequences. In other words, any naive approach will estimate (almost certainly incorrectly) that farms are large.
At first glance, this flaw in the sampling procedure seemed to make the survey data partially worthless. But experiments with a simulation model showed that such a sample could produce estimates of the ratios of the farm size classes. There seemed to be a chance that the sample also contained information to permit an estimate of the number of farms in the territory. The search for a suitable estimator received the name "farm problem," although the application of the solution is certainly not restricted to farms. But in the following, we will continue to talk about farms for lack of a linguistically acceptable alternative. The estimators are equally functional for any number of spatial dimensions (what proportion of a river bank is devoted to some activity and how many activities there are).
In the next section, we derive estimators for both the farm size class distribution and for the number of farms, based on some number T applications of the random sample described above (each of which returns merely the size of the farm hit; note that we call every hit a sample in the following). Since the latter estimator appears to be new, in the following section we test the estimator for the number of farms using randomly derived model data for which the answer is known and indicate how the approach can be used in practice. The final section briefly extends the problem to the case when the total area of farms is unknown.
ESTIMATORS FOR THE FARM SIZE CLASSES AND NUMBER OF FARMS
First, we define some notation. Let us define F j to be the area of farm j, j = 1, 2, . . . , N, where N is the total number of farms (one of the items we wish to estimate). If A is the total area occupied by the farms, then
is the fractional size of farm j and is thus the probability that farm j will be picked in any one sample in the survey. We also define i to be the name of a size class (in our example, say, farms of size between 1,000 and 1,999 ha) and R i to be the fractional size of that class within A. Thus,
Immediately, R i is the probability of selecting a farm in size class i for any one sample during the survey. The P i , N, and the sizes of the R i are all unknown and must be estimated from the survey. We further define T to be the total number of samples that were made in the survey (recall that samples lying outside the farmed region have already been discounted). Note that T is at least as large as the total number of different farms located during the survey, since some farms may be hit more than once. We shall use lowercase subscripts to denote typical members of the set of farms and uppercase subscripts to indicate a particular sample member, where a "sample" means one hit made in the survey.
Estimating Farm-Size Classes
This estimate is straightforward. Define S i to be the total number of hits on farms of size class i. Then the ratio of the farm-size class i to the total farming area, R i above, is estimated by
It is straightforward to show from the definition that R i is an unbiased estimator of R i (i.e., its expectation is R i ), as
Since the probability ( ) ( )
by the binomial theorem, we know var(S i ) = TR i (1 -R i ) and so ( )
so that the size of the error in the estimate R i will be
so that, as with, for example, voting sampling, the maximum errors in the estimate are peaked around size classes closest to 0.5.
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Estimating the Number of Farms
This estimate does not seem to have been computed before. Remarkably, it is straightforward to show that
where p is a sampled fractional farm size. To see this, note that
as required. Here, the first expression is merely (1/p) times the probability that p is the jth farm. Thus, we obtain an estimator for N by simply computing the average of (1/p) for the T elements of the sample:
It is again straightforward to show that this is unbiased. To see this, we note that the expected value of N from the above is just the average of T expected values of (1/p), each of which has the value N.
We need an estimate for the size of the error in N. This is straightforward (but not realistic) if all values of p j , as well as N, are known. The standard deviation of the estimator is T -1/2 times that for a single element estimator (i.e., when T = 1) as for any average. For a single sample, where N = 1/p, we have
Thus, the standard deviation of the single sample estimator is
Finally, then, for the average over T samples, .
(Note that this should not be confused with the standard deviation of the T conceptual individual estimates of N, each given by 1/p I . Later comments show that this, in practice, will underestimate the errors involved.) In practice, of course, while N can be estimated from the formulae given, the simple estimate for the variance of our estimator cannot be made as the p j are not all known. One way around this is to resample the data to estimate the variance. In general, these methods are known as "bootstrap" methods (Davison and Hinkley 1997) . The method we use is also known as the "jack knife." To use the jack knife, the number of farms is estimated n times, each time omitting one data point. Let N -m be the estimate for the number of farms leaving out point m. The bias and variance of our estimator are then given by We know that our estimator is asymptotically unbiased; the jack knife allows us to estimate any bias due to small sample size. It is possible to devise more complex bootstrap estimates that would be more efficient, but for most purposes, the jack knife is adequate.
The true value of N sd can be large if there are any small farms (when [1/p i ] will be large). For example, imagine the unlikely situation in which there are 100 tiny farms, each occupying 1/10,000 of the total area, and two large farms each occupying one-half of the remainder, each of size 999/2000. (The situation is deemed unlikely, since in practice there must be a defined cutoff size for a farm.) Then N = 102. Unless the number of samples, T, approaches 1,000, it is unlikely that any tiny farm will be hit, and the N estimate will remain 1/(999/2000) = 2.002 until this happens. At such a time, an entry of order 10,000 is added to the sum for N, producing a drastic change. This is reflected by the estimator above for N se , which, for a single sample, is about 299. At its simplest, we are attempting to compute a highly nonlinear quantity, and there is no substitute for maximum statistical information.
TESTING AND USING THE ESTIMATORS Testing the Estimators
We consider two model distributions of farm sizes: a uniform distribution (in which any given farm is equally likely to have any size between two values) and an exponential distribution such that the probability of a farm of size x varies as exp(-x/x 0 ) for some scaling factor x 0 . In the latter case, farms are biased toward being small. Typical maps based on these two distributions for a total N = 50 farms are shown in Figure 2 (in fact, new farm distributions are generated randomly for each test, but these are typical). The maps are shown unidimensionally and in size order for convenience (we do not possess a convenient algorithm for plotting a fully two-dimensional map with arbitrary size distributions without leaving internal holes).
The estimator described above was used on two random realizations each of the uniform and exponential distributions in an attempt to derive the value N = 50 from the data. Although in practice T is a number chosen by the investigator and by resource limits, we here pretend here that it may take any value from 1 to 50 and plot the estimator N as a function of T. Figures 3 and 4 show the results for farms satisfying, respectively, a uniform and an exponential distribution. The results can change rapidly when a small farm is hit (which occurs several times in these realizations) since 1/p is large for small p. These results demonstrate that (1) the estimator is sensible (not shown are results for many more samples, which invariably tend toward N = 50) and (2) that its error can indeed be larger than one would perhaps wish-although modeled well by N sd .
Using the Estimators in the Field
The estimators we have derived here can most conveniently be collected and analyzed within any standard spreadsheet package. Here is an example calculation. Suppose A: total size of farm area = 1,303,018 ha i: size class = 10,000 to 11,999 ha.
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Removing unnecessary number precision, a table might resemble the following. We allow for the possibility that any farm may be hit by the sampling more than once and so make a row for each individual farm identified during the sample, with an arbitrary numbering (which would probably be by date in practice), using index k for clarity: The estimate of the total number of farms is thus The estimate for the ratio of farm size class i is thus
Size of Number of Hits Size Class
that is, farms of size 10,000 to 11,999 ha cover about 0.057 or 5.7% of the total farm area. The formula for the random error (e) is
where t is Student's t. For the α level (error probability) of 5%, 1%, and 0.1%, t is 1.96, 2.58, and 3.29, respectively. Thus, for α = 5%, that is, farms of size 10,000 to 11,999 ha cover between R i + e and R i -e of the total area, or between 8.8% and 2.6%.
THE CASE OF UNKNOWN FARM AREA
The estimators above assume that the total area occupied by farms, A, is known, so that the fractional size p j is simply given by F j /A. However, in some cases, the total area under farming may be unknown. Alternatively, a researcher may be interested only in farms with some attribute (e.g., single ownership), and, again, the total area of such farms would be unknown. How should one proceed in such cases?
The technique is simply modified. We assume now that farming activities take place in some area of unknown shape, and unknown Size X, within a total (known) Area A (A might now, say, be the outlying rectangle in Figure 1 and X the unknown white area inside). If one generates a random sample within A as before, it may hit or miss an area under farming. While counting the number of Samples T that hit a farm (i.e., T has the same interpretation as before), we also count the total number of Samples U. Previously, samples that did not hit a farm were ignored; now, we use that information to estimate the area under farming X.
The calculations for this are given in the appendix. The result is straightforward:
This formula is in two parts. The second part is as before: It is the average of 1/(estimated fractional size of farm j), where the fractional size is estimated using the (incorrect) total area A. This area A is corrected by the additional fraction (T + 1)/(U + 2), which is Laplace's "law of succession" estimate of the fraction of A occupied by farms. For large T, U, this is approximately T/U as would be expected.
Using the Additional Estimator
The idealized spreadsheet in the preceding section is also used as an example when the total farm area is unknown by simply adding an extra line: 
APPENDIX
We have a total area of land A (known size), of which some unknown area X is farms. We define the unknown fractional area of farms x = X/A. We carry out U samples, of which T hit farms. The jth actual hit is a farm of actual area F j . An estimator of the number of farms is needed. By Bayes's theorem, 
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