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ABSTRACT
The gain in popularity of massive open online courses and other online educational lectures prompts the
investigation of methods for automatically recording such lectures. While most previous systems in this
area have utilized computer vision techniqes for tracking, we take an approach utilizing microphone arrays
for both recording audio and tracking lecturers. Different source localization and source tracking methods
are tested, including cross correlation and beamforming methods combined with various state space model
approaches. We investigate how certain constraints granted by a lecture setting may be used to influence
our tracking models, and evaluate the relative strengths and weaknesses of several possible techniques. In
addition, we explore characterizations of the lecture space that allow for the microphone array to work along
with a separate camera to properly record the lecturer’s movement. By using the audio to track lecturers
we add flexibility to the system, but also introduce difficulties in consolidating information between the
microphone array and the camera. Possible methods for communication between the two are addressed, and
we again find that constraints imposed by the lecture setting may be used to resolve such problems.
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CHAPTER 1
INTRODUCTION
This chapter will discuss some of the motivation behind this project, as well as the goals and distinguishing
features of the project. The value of automated lecture recording as a whole will be described, and an
overview will be given of the techniques to be presented in the remainder of the thesis.
1.1 Overview
1.1.1 Motivation
In the last decade or so, the availability of online educational resources has increased significantly. With
the launch of MIT OpenCourseWare over 10 years ago and the now growing popularity of massive open
online courses (MOOCs), the internet has become a substantive educational outlet. Additionally, much of
this media is comprised of lectures given in classrooms or auditoriums to real audiences, which have also
been recorded and uploaded. Because of the increasing demand for such recordings, systems for efficiently
recording and processing such lectures have become more and more important.
Yet the benefits of such systems can be seen even for students who attend the schools holding the lectures.
In fact, many times such students are the main target for these systems, since the availability of a lecture
online allows students to review that lecture at a later time [1]. Such resources free students from the burden
of capturing all the material during the actual lecture and may allow them to focus more heavily on the
concepts being discussed rather than writing them down for review later.
As it stands, there is a lot that goes into processing many of the open lecture resources available online.
In addition to ensuring a quality recording of the lecture, there is a certain amount of editing and post-
processing that usually must occur [2]. Some of post-processing is done to improve the flow of the material
for the end viewer, but some may also involve dealing with mistakes made by those responsible for filming
the lectures.
In addition to the time saving qualities of automated filming, such techniques can also provide substantial
cost savings. While the cost of the necessary technology for these systems is continually decreasing, the cost
of employing a person to record and edit the lectures is not. Because of this, prices reported for upkeep
in such processes can be quite high [3], making any opportunity for automation an opportunity for savings
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as well. Moreover, because automation can lower costs of producing such media, certain material may now
be recorded and made available that would not have previously warranted it [4]. This increase in recorded
material continues the growth of online media and further propels the positive effects of such efforts.
1.1.2 Focus
Automatic lecture monitoring as it has been described clearly can involve many separate phases. First the
lecturer must take any necessary actions to initiate the lecture recording. Depending on the system, these
actions may involve wearing a certain device to facilitate their tracking, setting up the proper recording
equipment, or simply pressing some button on a provided interface to initiate an automated process. The
specific requirements will depend on whether the system is designed to be passive or not - that is, whether
or not the recorder needs to act any differently simply because the lecture is being recorded [2].
In the next step the lecture must actually be recorded – both in video and audio. Again, depending on
whether the system is a passive recording system or not, doing so can range from requiring no additional
action, to requiring the lecturer to take certain actions throughout the presentation to ensure proper exe-
cution of the monitoring system. Finally, as mentioned earlier, there is often post-processing that occurs in
order to refine the recording.
Despite the extent of this entire process, in this thesis we will focus solely on the first aspect of this process:
the recording of the speaker. More specifically, the focus will be on passive recording techniques that utilize
microphone array processing for locating and tracking the speaker. A camera will then be used to film the
speaker once the correct location has been determined.
In most automated lecture capture systems, computer vision methods are used on the video feeds to track
the speaker [3–6]. Microphone arrays are then used to locate audience members asking questions, but are not
involved in the tracking of speakers on stage [3, 5]. However, microphone array processing techniques could
allow for localization of the speaker as well, and could help to add robustness to a video tracking system
by providing additional information. Moreover, since many systems employing computer vision tracking
methods have at least two separate cameras – one for following the speaker and one for recording the entire
stage to detect movement [3, 4] – by using a microphone array to perform much, if not all, of the speaker
tracking it could be possible to eliminate one camera and cut down on the costs of such systems.
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CHAPTER 2
BACKGROUND
To understand the techniques used in this project, it is necessary to understand certain background material.
This includes some standard microphone processing approaches as well as an introduction to state estimation.
The techniques covered in this chapter will heavily influence the material in later chapters and provide a
foundation for the work in the rest of the project.
2.1 Microphone Arrays
2.1.1 Properties
In this project, we will use fixed microphone arrays, which are comprised of a set of M microphones arranged
in some fixed geometry. A popular example of a microphone array is the equally spaced linear array,
which consists of M microphones in a line with a distance d between each consecutive microphone. An
illustration of this is given in Figure 2.1, and an example of such a system in Figure 2.2a. The popularity
of this configuration comes from the ease with which analysis can be performed due to the simplicity of the
geometry. However, several other geometries are possible. A circular microphone array is shown in Figure
2.2b and a three dimensional “cone” geometry is shown in Figure 2.2c. In this project we will make use of
the PlayStation Eye (shown in Figure 2.2a) and the Dev Audio Microcone (shown in Figure 2.2c) for our
experiments.
It may not be immediately apparent how a microphone array can be useful for processing signals. At
each microphone we should expect to hear the same signal with some delay, so how does this provide any
advantage?
One answer to this is that the signals will not be exactly the same at each microphone; in fact, they will
usually be corrupted by some noise in the environment. The redundancy of the recordings can then be used
to help deduce what part of the signal is interesting, and what part of the signal is noise. This is largely the
focus of beamforming techniques and will be touched on in a later section.
However, even if the signals recorded at each microphone are just shifted versions of the exact same source
signal, there is still a gain to be had from using multiple microphones. This is because by using a fixed
microphone array, one has infused the samples with spatial information – the information inherent in the
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Figure 2.1: Linear microphone array configuration. Each microphone mi lies on a line and is separated
from adjacent microphones by a distance d. There are two example sound sources.
(a)
(b)
(c)
Figure 2.2: Microphone array examples. Figure (a) shows the PlayStation Eye, which contains a
4-microphone equally spaced linear array, (b) shows an 8-element circular array [7], and (c) shows the Dev
Audio Microcone, which has six microphones on the faces of a hexagonal base and one microphone at the
tip of the cone.
spatial geometry of the array. It is then possible to use this property to then infer spatial information about
the source.
2.1.2 Setup
Consider a microphone array composed of M microphones with microphone i located at position mi. Assume
that there is some source signal s(t) emanating from a point source at position p.
Now select one of the microphones to be used as reference for the others. We choose the first microphone.
It is possible to calculate the amount of time it takes the sound signal to reach the reference microphone:
t0 =
‖p−m1‖
ν
, (2.1)
4
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Figure 2.3: Far-field model illustration. An example microphone array consisting of three microphones. A
sound source s (t) approaches the microphone from direction of unit vector u. Because we use the far-field
model, we model the incoming sound waves as planes. The calculation of the TDOA’s τi is illustrated.
where ν is the speed of sound. In addition to this, we can calculate the amount of time it takes for the
sound to travel between the reference microphone and any other microphone. To do this we make use of the
far-field model [8]. Assume the sound wave is a plane wave and u is a unit vector pointing in the direction
of the sound source as viewed from the center of the microphone array. We then have that
τi =
(m1 −mi) · u
ν
, (2.2)
where τi is the delay between the arrival of the signal at microphone 1 and the arrival of the signal at
microphone i. This is known as a time difference of arrival (TDOA). This gives
yi (t) = αis (t− t0 − τi) + vi (t) (2.3)
= xi (t) + vi (t) , (2.4)
where yi (t) is the signal recorded at microphone i, s (t) is the unknown source signal, xi (t) is the attenuated
source signal at microphone i, αi are the attenuation factors, and vi (t) is the additive noise heard at each
microphone. See Figure 2.3 for an illustration.
From this equation we see that if we assume all αi are equal we have
xi (t) = x1 (t− τi) , (2.5)
which reaffirms the intuitive notion that the source signal recorded at each microphone will be just a shifted
version of the source signal occurring at the reference microphone.
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2.2 Beamforming
2.2.1 Array Directivity
In Equation (2.5) we saw that each signal is just a shifted version of the signal at the first microphone. In
turn if we want to align the signals we need only reverse this shift. To do so we transfer our focus to the
frequency domain. The frequency domain equivalent of Equation (2.5) gives the following
Xi (f) = X1 (f) e
−j2pifτi . (2.6)
Now take the vector
ζ (v, f) =
[
ej2pifτ1(v) ej2pifτ2(v) · · · ej2pifτM (v)
]T
, (2.7)
which can be seen to contain the opposite shifts for each microphone. Note that here τi has been written as
a function of v to emphasize the dependence of the delays on a given steering direction. Now if we look at
the vector
X (f) =
[
X1 (f) X2 (f) · · · XM (f)
]T
, (2.8)
we see that the vector product
ζ (v, f)
T
X (f) =
M∑
i=1
Xi (f) e
j2pifτi(v) (2.9)
=
M∑
i=1
Xi (f) e
j2pif
(m1−mi)·v
ν (2.10)
=
M∑
i=1
Xi (f) e
−j2pif (mi−m1)·vν (2.11)
=
M∑
i=1
Xi (f) e
−j2piξ·(mi−m1) (2.12)
equates to a spatial Fourier transform, where
ξ =
fv
ν
(2.13)
is the spatial frequency vector. Just as a spectral Fourier transform can be interpreted as determining the
energies in each constituent frequency of a signal, this spatial Fourier transform can be viewed as determining
the energies in each constituent direction of the signal, given a specific frequency. This result makes sense
as here we sample the signal across space where as in the spectral version we do so across time.
Note however that the above equations were written assuming a fixed source direction, u. In reality, the
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directivity is also a function of the source direction as we have
Xi (u, f) = X1 (f) e
−j2pifτi(u), (2.14)
giving us the complete directivity
D (v,u, f) = ζ (v, f)T X (u, f) (2.15)
=
M∑
i=1
Xi (u, f) e
j2pifτi(v) (2.16)
= X1 (f)
M∑
i=1
e−j2pifτi(u)ej2pifτi(v) (2.17)
∝
M∑
i=1
e−j2pifτi(u)ej2pifτi(v). (2.18)
What we have shown here is that by aligning the signals as if they came from a certain direction and then
combining them, we are able to attribute an amount of the signal that came from that direction. That is,
we perform a spatial Fourier transform. We now see an alternative explanation for the same process and
how it falls into the greater context of beamforming.
2.2.2 Delay and Sum Beamformer
In the previous section we found how to the determine the directivity of an array as a function of a steering
direction v, source direction u, and frequency f . Consider now the case where v = u. If we steer the array
in this direction, we see that we get
ζ (u, f)
T
X (u, f) =
M∑
i=1
Xi (u, f) e
j2pifτi(u) (2.19)
= X1 (f)
M∑
i=1
e−j2pifτi(u)ej2pifτi(u) (2.20)
= MX1 (f) , (2.21)
which is just the signal at the reference microphone multiplied by the number of microphones in the array.
We can of course view this as simply summing all the recorded signals after shifting them the correct
amount to offset the propagation delay. If we do this with the raw recorded signals and average the result
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we get
z (t) =
1
M
M∑
i=1
yi (t+ τi) (2.22)
=
1
M
M∑
i=1
αixi (t+ τi) +
1
M
M∑
i=1
vi (t+ τi) (2.23)
= αs (t− t0) + 1
M
M∑
i=1
vi (t+ τi) , (2.24)
where
α =
1
M
M∑
i=1
αi. (2.25)
Quite appropriately, this is known as the delay and sum method for beamforming [7–9]. In cases where
the vi (t) are uncorrelated, it can increase the signal-to-noise ratio (SNR) by a factor of M , as a result of
averaging the noise across channels. However, in the case where the noise at the microphones are correlated,
the noise reduction decreases and with perfect correlation is nonexistent [9].
The delay and sum method is the most straightforward of a variety of beamforming approaches, all of
which aim to use information available in the signal recordings to reduce unwanted noise and spatially steer
the array [7–9].
2.3 State Space Models
2.3.1 Definition
State space models (SSM) provide a means for estimating the unknown state of a system xt at time t given
a sequence of observations z1:t [10, 11]. To do so, we define the dynamics of the system as follows:
xt = f (xt−1,ut) , (2.26)
zt = h (xt,vt) . (2.27)
Here the function f (·) describes how the states evolve, given the previous state xt−1 and some noise ut
whose statistics are known. The function h (·) describes the emissions of the observations given the current
current state xt and some observation noise vt whose statistics are also known. To completely describe this
system we must also define some initial distribution for x1:
x1 ∼ p (x1|pi) , (2.28)
where pi is a set of parameters that determines the initial distribution. We can now define the transition
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equation, Equation (2.26), to dictate how we expect our state to evolve and the emission equation, Equation
(2.27), to dictate how we expect our observations to occur.
It is important to note that because our initial state is a random variable and the states and observations
are continually contaminated by random noise, we actually can describe the transition and emission equations
by distributions:
xt ∼ p (xt|xt−1) , (2.29)
zt ∼ p (zt|xt) , (2.30)
which instead gives us transition and emission distributions. The two notations are equivalent, as the
transition and emission distributions in Equation (2.29) and Equation (2.30) are fully described by the
transition and emission equations in Equation (2.26) and Equation (2.27). However, thinking about the
evolution of the system in this manner will prove useful as we investigate ways of forming our estimations
in a Bayesian context.
2.3.2 Recursive Bayesian Filtering
As shown in the previous section, our system can be fully described by a set of recursive equations. Moreover,
the transitions and observations are described by a set of probability distributions. We now approach the
problem in the context of recursive Bayesian filtering [10–12].
Our goal is to maintain some belief in our state xt given all the values we’ve observed, z1:t. This involves
maintaining the posterior distribution p (xt|z1:t). We can use the recursive nature of the system to do this
recursively at each time t, where our process occurs in two distinct steps.
First, in the predict step, we look at the prediction of the next state given all the previous observations:
p (xt|z1:t−1) =
∫
p (xt|xt−1) p (xt−1|z1:t−1) dxt−1. (2.31)
We see that to do this we need our previous posterior p (xt−1|z1:t−1), and the transition distribution described
in Equation (2.29). Next, in the update step, we update our prediction with the knowledge of the current
observation to get our new posterior at time t:
p (xt|z1:t) = p (xt|zt, z1:t−1) (2.32)
=
p (zt|xt) p (xt|z1:t−1)
p (zt|z1:t−1) (2.33)
∝ p (zt|xt) p (xt|z1:t−1) . (2.34)
Here we use our prediction p (xt|z1:t−1) from Equation (2.31) and the emission distribution described by
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Equation (2.30). This allows us to think of the two steps as predicting the next state and then updating our
prediction by weighting it with the likelihood of our observation1.
Unless certain assumptions hold, the integral given in Equation (2.31) cannot be computed analytically.
Luckily, various methods for dealing with this problem exist and will be addressed as we use them later in
the text.
1While we refer to this as the “predict, update” process, other variations do exist, such as “predict, correct” or “imagine,
punish”. However, the underlying process is the same for all.
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CHAPTER 3
DIRECTION OF ARRIVAL ESTIMATION AND STATELESS
TRACKING
This chapter will explore the direction of arrival estimation methods as they were implemented in our system.
It will also describe how these estimates were used to perform stateless tracking of speakers. By stateless,
we refer to the lack of a state dynamics model for the system or the maintenance of any such external state
that would allow for a prediction of the next state.
3.1 Direction of Arrival Estimation
We first consider methods for estimating the direction of arrival (DOA) of a sound. As described in Section
2.1.2, this equates to estimating the TDOA values given by Equation (2.2).
3.1.1 GCC-PHAT
The first method we describe is the generalized cross correlation (GCC) method [9, 13,14]. We seek to find
τˆi,j = argmax
τ
Ψi,j (τ), (3.1)
where
Ψi,j (τ) =
∞∫
−∞
ϑ (f)Y ∗i (f)Yj (f) e
j2pifτ df (3.2)
(3.3)
is the generalized cross correlation function between microphone i and microphone j. Here ϑ (f) is a spectrum
weighting function that can be used to scale the signal spectra and improve the accuracy of the resulting
TDOA estimate. This can be interpreted as an additional set of filters through which the signals pass that
can help shape them for better estimation [13, 14]. We see that for a unity weighting function the GCC is
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equivalent to the standard cross correlation function
Ri,j (τ) =
∞∫
−∞
Y ∗i (f)Yj (f) e
j2pifτ df (3.4)
=
∞∫
−∞
yi (t− τ) yj (t) dt. (3.5)
A variety of weighting functions are available [9, 13, 14], however one of the most popular is the phase
transform (PHAT) weighting
ϑPHAT (f) =
1
|Y ∗i (f)Yj (f)|
, (3.6)
which has been shown to be quite robust in noisy and reverberant environments [15]. The combination of
the generalized cross correlation method with the phase transform weighting is referred to as GCC-PHAT.
3.1.2 Point Estimates
Using the GCC-PHAT method, we can obtain a set of τˆi,j values by searching for a peak in the resulting
GCC function of each necessary microphone pair. This set comprises our TDOA estimates. From this, using
Equation (2.2) we can set up the following system:
1
ν

m1 −m2
m1 −m3
...
m1 −mM
 uˆ =

τˆ2
τˆ3
...
τˆM
 , (3.7)
with
τˆi = τˆ1,i (3.8)
to be consistent with notation in Equation (2.2). Note that here we only consider delays between microphone
1 and all others since other delays become linearly dependent. The solution may be solvable if the number
of microphones is one more than the number of dimensions in the search space and the microphones have
an appropriate geometry, which will make the matrix on the left of Equation (3.7) invertible. Otherwise we
must use a least squares solution.
However, this method has a few negatives. First off, by doing this we will be getting point estimates
for the direction of arrival with no measure of likelihood. Therefore, we are making a hard decision about
our estimate and if this estimate is used in a larger system, we have made a great commitment at an early
stage. This should usually be avoided if at all possible. Secondly, to actually implement this method we
must discretize the τ search space. In doing so, we are inherently discretizing the DOA search space of uˆ,
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which may end up leading to a discretization that is inefficient or ineffective for our purposes. While efficient
discretizations and search methods exist for localization [16], we will not pursue them and will instead favor
a simpler solution.
A remedy for the first problem could be to aggregate the correlation values for each combination of discrete
τ values. Then the magnitude of these correlation values could be used as a likelihood score as we will discuss
later. However, this would be extremely expensive computationally, and in doing so we would be considering
many infeasible directions. Yet, despite this problem, this method is not far off. In fact if we perform a
similar calculation for only combinations of τi values that correspond to feasible search directions, we can
rectify both of the mentioned problems.
3.1.3 Likelihood Approach
As mentioned, the goal is to obtain a likelihood for each feasible direction of arrival. We use methods similar
to [17, 18]. Unfortunately the space of feasible direction of arrivals is continuous and while attempts to
create continuous likelihood models over the search space based on TDOA estimates exist [19], we choose
to instead discretize the search space for simplicity. By sampling our search space, we can now determine
exactly which TDOAs are of interest. That is, for each feasible source direction v we can calculate τi (v) for
any microphone i. We then need only compute the correlation values:
Ψi,j (τj (v)− τi (v)) =
∞∫
−∞
ϑ (f)Y ∗i (f)Yj (f) e
j2pif(τj(v)−τi(v)) df. (3.9)
Now to get a likelihood score we sum across the different channel pairs, giving
LGCC (v) =
M∑
i=1
M∑
j=i+1
Φ (Ψi,j (τj (v)− τi (v))) , (3.10)
where Φ (x) = xk is a likelihood shaping function, used to sharpen peaks and reduce sidelobes [20]. See
Figure 3.1 for examples of this likelihood distribution for the PlayStation Eye linear array.
3.1.4 Beamforming and SRP-PHAT
The method described is very closely related to another method known as SRP-PHAT (where SRP stands
for steered response power) when the PHAT weighting function is used to calculate the GCC [17]. This
results from the fact that we are calculating the energy in the scaled crosspower spectrum [15] after steering
the array in each feasible direction v. This suggests that this method can be viewed in a beamforming
context.
Consider using a delay and sum beamformer to steer the signal in each feasible direction v and then taking
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(a) θ ≈ pi
4
(b) θ ≈ 3pi
4
(c) θ ≈ pi
2
Figure 3.1: GCC likelihoods. Normalized GCC Values vs. normalized source DOA azimuthal angle θpi .
Various values of k in the shaping function Φ (x) = xk are plotted. We see the peak sharpen as the value of
k increases from 1 to 5. Data was recorded by a PlayStation Eye with a single source one meter from the
array.
the power of the corresponding signal:
LDS (v) =
∞∫
−∞
[
M∑
i=1
yi (t+ τi (v))
]2
dt (3.11)
=
M∑
i=1
M∑
j=1
∞∫
−∞
yi (t+ τi (v)) yj (t+ τj (v)) dt (3.12)
=
M∑
i=1
M∑
j=1
∞∫
−∞
yi (t+ τi (v)− τj (v)) yj (t) dt (3.13)
=
M∑
i=1
M∑
j=1
∞∫
−∞
Y ∗i (f)Yj (f) e
j2pif(τj(v)−τi(v)) df (3.14)
= 2LGCC (v) +
M∑
i=1
∞∫
−∞
Y ∗i (f)Yi (f) df. (3.15)
We see that if we use Φ (x) = x and add in a weighting function ϑ (f) we get that the result is equal to
14
twice our earlier likelihood plus the total signal energy. It can be shown that these two likelihood scores are
closely related to a Bayesian likelihood of the signal given the prospective direction [21].
Just as a spectrum weighting function ϑ (f) was added with the GCC method, a weighting function for
combining frequencies can be added here. While there again are various weighting functions, the phase
transform is often used, leading to the denomination of this method as SRP-PHAT [18]. A comparison
of the SRP-PHAT results and GCC-PHAT results is given in Figure 3.2. There also exist analogous SRP
algorithms for beamforming methods other than delay and sum. Good coverage of these methods is given
in [7].
(a) θ ≈ pi
4
(b) θ ≈ 3pi
4
(c) θ ≈ pi
2
Figure 3.2: GCC-PHAT vs. SRP-PHAT functions. The solid line shows the normalized likelihood obtained
using GCC-PHAT with an identity shape function, while the dashed line shows that obtained using
SRP-PHAT. We see the two are quite similar, though the SRP-PHAT appears to be more peaked.
However, by using a different coefficient in the shaping function with GCC-PHAT the peaks could be easily
accentuated. The data was recorded on the PlayStation Eye with the speaker one meter from the array.
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(a) (b)
Figure 3.3: GCC-PHAT and SRP-PHAT source tracking. DOA Angle vs. time for the GCC-PHAT
likelihood method (a) and SRP-PHAT likelihood method (b). The normalized likelihoods are represented
by the shading, with lighter regions corresponding to higher likelihoods. The estimate across each time
frame is plotted, which can be seen to correspond to peaks in the likelihood function. Data was recorded
with a PlayStation Eye and a single source speaking one meter away while varying the angle to the array.
3.2 Tracking
3.2.1 Raw DOA Estimates
With DOA likelihoods available, we can now track sources by using the likelihoods to form an estimate at
each time frame. While this would have been possible with only point estimates as well, the likelihoods will
prove useful later when our models become more complex.
However, a quick glance at Figure 3.3 will display the major problem with simply using unprocessed DOA
estimates to track a source. As is evident from the plots, both methods provide quite noisy estimates, with
SRP-PHAT doing slightly better in this regard.
Luckily, this problem is not an unfamiliar one in the signal processing domain and is simply one of optimal
filtering, as will be discussed next.
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CHAPTER 4
STATE SPACE TECHNIQUES FOR CONSTRAINED SOURCE
TRACKING
This chapter will now consider source tracking methods based on state space models where the speaker is
constrained in their movement. This constraint will allow us to adapt certain models that would otherwise be
difficult to apply. Unlike the previous chapter, these methods will make use of a model of the sound source’s
movement in order to improve location estimates. For an overview of state space models, see Section 2.3.
4.1 Speaker Constraints
4.1.1 Motivation
We will find that for certain techniques, the ability to constrain the speaker’s movement in some way will
prove very helpful in developing our models. In order to do this, we consider the natural constraints on a
speaker during a lecture. In the vast majority of situations, the speaker tends to stay on a plane in the
front of the room that extends vertically out of the ground. Whether it is on a stage, or at the front of a
classroom, their movement is usually limited from side to side at the front of the room and they tend not to
walk out into the audience. By using this constraint, we can equate DOA estimates to positions on the plane
in three-dimensional space, which will provide us with more freedom in employing established techniques.
4.1.2 Setup
To do this, we define this plane to be all s such that
0 = nT (s− o), (4.1)
where n is the normal vector for the plane (parallel to the floor), and o is some point on the plane.
Now for a DOA v from the microphone array, we have that the direction in the coordinates of the room
will be Uv, where U is a matrix whose columns form the basis of the microphone array coordinate system.
If the microphone array is located at r we have that the point on the plane in that direction must satisfy
0 = nT (r + tUv − o) (4.2)
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for some t. We can solve for t, which gives the corresponding point s (v) to be
s (v) = r +
nT (o− r)
nTUv
Uv. (4.3)
4.2 Grid-based Methods
The most straightforward approach to applying recursive Bayesian filtering (see Section 2.3.2) to the DOA
filtering problem is to use grid-based methods, as outlined in [11]. These methods involve discretizing the
state space into a grid of distinct states x
(i)
t at each time t, where i = 1, 2, . . . , Ns, with Ns as the number
of discrete states in the state space. If we have that w
(i)
t|t = Pr
(
xt = x
(i)
t |z1:t
)
, then we can estimate the
posterior pdf at time t as a sum of weighted point estimates:
p (xt|z1:t) ≈
Ns∑
i=1
w
(i)
t|t δ
(
xt − x(i)t
)
. (4.4)
By substituting Equation (4.4) into Equation (2.31) and Equation (2.33) we get the new predict and update
equations:
p (xt|z1:t−1) =
Ns∑
i=1
w
(i)
t|t−1δ
(
xt − x(i)t
)
, (4.5)
p (xt|z1:t) =
Ns∑
i=1
w
(i)
t|t δ
(
xt − x(i)t
)
, (4.6)
where
w
(i)
t|t−1 =
Ns∑
j=1
w
(j)
t−1|t−1p
(
x
(i)
t |x(j)t−1
)
, (4.7)
w
(i)
t|t =
w
(i)
t|t−1p
(
zt|x(i)t
)
Ns∑
j=1
w
(j)
t|t−1p
(
zt|x(j)t
) . (4.8)
Since we were already discretizing our DOA space, we should be able to use this method quite easily. In
our case, each x
(i)
t is a unit vector pointing in a prospective DOA. We can choose our emission distribution
p (zt|xt) to be either of the likelihood functions we defined in Section 3.1.3 and Section 3.1.4. However, we
must still setup the dynamics of our state transitions. That is, we must define p (xt|xt−1). But because of
the constraints we’ve imposed, if we define our dynamics on the plane p (st|st−1) = pplane (st|st−1) we have
our transition distribution to be
p (xt|xt−1) = pplane (s (xt) |s (xt−1)) . (4.9)
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(a) σ2x = .5 (b) σ
2
x = 4
Figure 4.1: Grid tracking. The estimate posterior distribution is plotted at each time step with lighter
regions corresponding to more probable directions. The blue plot is the DOA estimate using the grid
method, while the red line is the unfiltered estimate. Both cases use a Gaussian transition distribution
around the current state as the emission distribution. As can be seen, the higher state variance in (b) than
(a) allows the estimate to move more freely but also causes more noise in the estimate. Recorded with a
PlayStation Eye and speaker staying on a plane 2 meters from the array.
This allows us to assess how a speaker will move within the room instead of how they will appear to move to
the microphone array, which should help to develop a more accurate model. Using this, we can now perform
Bayesian filtering using the grid based method. An example of results is given in Figure 4.1.
There unfortunately is a pretty major problem with this method. Namely, the filter performs very poorly
when the sound source is located off center from the point of view of the array. As can be seen in Figure
4.1, once the estimates are off the center the error in the grid based estimate gets larger. This has to do
with the sparse sampling of the s (xt) space as |xt · n| gets smaller. At a certain point, s
(
x
(i+1)
t
)
is very
far away from s
(
x
(i)
t
)
for some i. Because of this, w
(i+1)
t|t−1 becomes so much smaller than w
(i)
t|t−1 that even
though it may be that p
(
zt|x(i+1)t
)
> p
(
zt|x(i)t
)
, it still ends up that w
(i)
t|t > w
(i+1)
t|t . Therefore, at a certain
point the posterior stops being able to follow the source as they move further and further from the array
along the plane.
One way to help the posterior more accurately track the state is by allowing a greater variance in movement
of the source along the plane. This helps to keep w
(i+1)
t|t−1 and w
(i)
t|t−1 closer together, which allows the posterior
to achieve peaks further off center. This can be seen in comparing the two cases in Figure 4.1. Because
Figure 4.1b uses a higher variance in movement, the estimate follows the DOA more closely as it veers to
the side. The downside of this, of course, is that with the higher assumed variance in movement we must
compromise our system model and the filtered estimates are far more noisy. Another resolution could be to
attempt to sample the plane uniformly instead sampling the DOA state space uniformly. However, we will
not investigate this approach and will instead discuss other favorable techniques.
Despite the problems, in cases where the change in speaker location is not very large, this method may be
sufficient. As can be seen in Figure 4.1a, the filtered estimates are less noisy than the raw DOA estimates.
And if we use a stationary grid, much of the calculation can be carried out ahead of time so that at each time
step only a matrix vector product and element wise vector multiplication are necessary to get the updated
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posterior.
4.3 Kalman Filtering
If we assume that p (xt|xt−1) and p (zt|xt) are both Gaussian and f (·) and h (·) are both linear in their
arguments, then Equation (2.31) and Equation (2.33) have closed form solutions and we get the famous
Kalman filter [10, 22–24]. The Kalman filter is a very well established filtering algorithm and is optimal
given the previous assumptions. However, in order to use it in this context we will have to again utilize
the constraints on our system. This is necessary because the state transition distribution of a DOA state
will certainly be non-Gaussian, seeing as it is a function of an angular variable, and is thus circular in some
sense.
Additionally, even if our state were a location that varied linearly in the surrounding space, the transforma-
tion into the DOA search space would be non-linear and thus would violate the Kalman filtering assumptions.
While there do exist techniques for performing Kalman filtering on the DOA’s or TDOA’s using extended
Kalman filter techniques [23,25] or wrapped Kalman filter techniques [26], we will not consider them here.
Once again, we consider the speaker to be constrained to a plane. However, where before we were able to
use the SRP likelihoods from Section 3.1.3 and Section 3.1.4 directly as the emission probabilities, we now
use these likelihoods to find the maximum likelihood estimate of the DOA, uˆ, and then we use s (uˆ) as the
observation zt in our Kalman filtering algorithm. In this way, both the states xt and the observations zt
can be described in terms of linear transformations and Gaussian distributions upon on the plane.
We see in Figure 4.2 that the Kalman filter performs much better than the grid-based method. Because
we did not need to discretize our state space, the Kalman filter has no problem following the source as it gets
further and further from the array. We can also see that the filtering greatly reduces the noise associated
with the raw DOA estimates. As justification for transforming into a linear space before applying the filter,
in Figure 4.3 we show the posterior distribution and DOA likelihood at a single time frame for two different
source directions and distances to the plane. Note that the posterior distribution is quite non-Gaussian,
especially when the DOA is off center. In turn it would have been incorrect to use the standard Kalman
filter directly on the DOA’s.
20
(a) (b)
Figure 4.2: Kalman filter tracking. In both (a) and (b), the blue plot represents the Kalman filter
estimate, while the red plot represents the unfiltered estimate. The DOA posterior is plotted vertically in
each frame with lighter regions being more probable. In (a) the plane is 2 meters from the array and in (b)
the plane is 4 meters from the array.
(a) (b)
(c) (d)
Figure 4.3: Kalman filter projected distributions. All plots show the normalized DOA posterior
distribution (solid) which results from projecting the Gaussian posterior state distribution from the plane
onto the unit circle. This gives clearly non-Gaussian results. The normalized SRP likelihood (dashed) is
also plotted. The x axis shows the normalized DOA azimuthal angle. In (a) and (b) we have the plane 2
meters from the array and in (c) and (d) 4 meters from the array. (a) and (c) correspond to a DOA
azimuthal angle of about pi2 and (b) and (d) correspond to a DOA azimuthal angle of about
3pi
4
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CHAPTER 5
STATE SPACE TECHNIQUES FOR UNCONSTRAINED
SOURCE TRACKING
In the previous chapter we explored methods for tracking a speaker granted we could constrain the speaker’s
movement to lie on a predefined plane in three-dimensional space. Here we explore methods that forgo this
assumption and instead focus on tracking the speaker in DOA space. To do so, we must constrain our DOA’s
to lie on the unit sphere. That is, for any prospective direction v we have that ‖v‖ = 1. We must enforce
this as we have no reliable information about the distance of the source from the microphone array, which
comes from our using the far-field model. This will introduce nonlinearities that prevent the use of Kalman
filtering and thus will require more versatile methods.
5.1 Particle Filtering
5.1.1 Overview
As we saw in Section 4.2, it is possible to approximate the posterior pdf p (xt|z1:t) as a sum of weighted
point estimates:
p (xt|z1:t−1) ≈
L∑
l=1
w
(l)
t δ
(
xt − x(l)t
)
, (5.1)
where L is the number of point estimates, or particles. However, as we discussed, there were many drawbacks
to the grid based method that fell out of the fact that we were using a predefined discretization of the state
space. In this way, our point estimates were not moving, but simply had their weights being constantly
updated using the newest available observations.
An alternative class of methods allows the locations of the particles in the state space to vary, which
eliminates many of the problems associated with the grid-based approaches. These methods are known
as Sequential Monte Carlo Methods, or Particle Filters, and continually generate new particles given the
locations of the old ones [10,11,27,28].
5.1.2 Predict
Just like the previous methods discussed, the particle filter fits into the recursive Bayesian filtering frame-
work. The main difference lies in how the predict step is carried out. In the predict step, we generate
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a new prediction of the posterior given in Equation (5.1) by sampling from some proposal distribution
q (xt|x1:t−1, z1:t) over our state space to generate new particle locations. Thus we have for l = 1, . . . , L:
x˜
(l)
t ∼ q
(
xt|x(l)1:t−1, z1:t
)
. (5.2)
The goal is to use a distribution that makes use of as much information as we have available to us (given
computational constraints) to generate samples in the state space that will be close to the actual state value.
As discussed in [27], the optimal sampling distribution is p
(
xt|x(l)t−1, zt
)
. Intuitively this makes sense, as it
takes into consideration all available information up to time t and remains faithful to the transition model
of the system. However, because of the practical difficulties often associated with using this distribution,
the transition distribution p
(
xt|x(l)t−1
)
is frequently used instead. How the sampling is actually carried out
depends on the specific distribution, but extensive research in Monte Carlo methods exists for dealing with
such problems [24,29,30].
5.1.3 Update
In the update portion of the filter we must now correctly re-weight the particles so that our posterior estimate
remains as accurate as possible. The weighting process follows from a technique known as importance
sampling [10,24]. We update the weights using
w
(l)
t = w
(l)
t−1
p
(
zt|x˜(l)t
)
p
(
x˜
(l)
t |x(l)t−1
)
q
(
x˜
(l)
t |x(l)1:t−1, z1:t
) (5.3)
and then re-normalize so that
L∑
l=1
w
(l)
t = 1. (5.4)
Note that if the transition distribution is used as the proposal distribution, i.e.
q
(
x˜
(l)
t |x(l)1:t−1, z1:t
)
= p
(
x˜
(l)
t |x(l)t−1
)
, (5.5)
then we simply have that
w
(l)
t ∝ w(l)t−1p
(
zt|x˜(l)t
)
. (5.6)
5.1.4 Resample
One of the problems with the algorithm as presented is that after a while, the particles will have dispersed
throughout the state space so that for most values of l, w
(l)
t ≈ 0. Thus, the posterior estimate will be
dominated by a few select particles. To overcome this, the particles are resampled from the estimated
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posterior distribution and their weights renormalized:
x
(l)
t ∼
L∑
i=1
w
(i)
t δ
(
xt − x˜(i)t
)
, (5.7)
w
(l)
t =
1
L
. (5.8)
This resampling step may be carried out at every time step t or only once the number of appreciable
particles has fallen below some threshold. The algorithm outlined here is known as the Sequential Importance
Resampling (SIR) algorithm [27].
5.1.5 Estimates
Form the nature of the particle filter, we see that using the particles as a direct estimate of a probability
density function would be somewhat inaccurate – the density would consist only of several weighted spikes,
with nothing in between. While we could place weighted kernels at the particle locations, this is not really
necessary for our purposes. In fact, we are not actually interested in evaluating the posterior probability at
arbitrary locations, but rather forming estimates of the distribution’s statistics.
The most important estimate will be the expected state given by the posterior:
E[xt|z1:t] ≈
L∑
l=1
p (xt|z1:t)x(l)t ≈
L∑
l=1
w
(l)
t x
(l)
t . (5.9)
This formula is used widely in importance sampling techniques and when valid can be shown to be an
unbiased estimate of the true expectation. In addition, higher order moments may be estimated in a similar
manner. However, this may not be valid for some distributions, as it is possible the result no longer lies in
the state space. This may occur when the state space is the surface of a sphere, as will be used shortly.
Nevertheless, in our case straightforward modifications are possible.
5.2 von Mises-Fisher Particle Filter (vMFPF)
In order to track sources on the unit sphere we make use of the von Mises-Fisher distribution when in three
dimensions [31] and the von Mises distribution [24] when in two dimensions. As both distributions result
from conditioning a Gaussian distribution on the unit sphere in the corresponding number of dimensions, we
will refer mostly to the von Mises-Fisher distribution with the knowledge that the techniques can be applied
in any number of dimensions. The vMFPF is presented in [32], and much of the work to follow is based on
methods presented there.
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5.2.1 Model Definition
For our state transition model, We define the transition and emission distributions to be
xt ∼ vMF (xt−1, κu) , (5.10)
zt ∼ vMF (xt, κv) , (5.11)
where vMF (µ, κ) is a von Mises-Fisher distribution with mean µ and concentration κ, κu is the concentra-
tion parameter of the state distribution, and κv is the concentration parameter of the emission distribution.
From these equations, we see that we are taking the observed direction to be the actual direction contam-
inated by von Mises-Fisher distributed noise. The observed direction can be deduced from the recorded
signals using one of the DOA estimation methods described in Chapter 3.
To form our state estimates, we make a straightforward modification of the formula given in Equation
(5.9). As described in [31], the maximum likelihood estimate of µ for a set of samples xi drawn from a von
Mises-Fisher Distribution is given by
µˆ =
∑
i xi
‖∑i xi‖ , (5.12)
which can be seen to be a projection of the standard result onto the unit sphere. Therefore, to compute our
estimate we use
E[xt|z1:t] ≈
∑L
l=1 p
(
x
(l)
t |z1:t
)
x
(l)
t∥∥∥∑Ll=1 p(x(l)t |z1:t)x(l)t ∥∥∥ ≈
∑L
l=1 w
(l)
t x
(l)
t∥∥∥∑Ll=1 w(l)t x(l)t ∥∥∥ . (5.13)
5.2.2 Performance
Examples of the performance of this model are given in Figure 5.1 for the two-dimensional case and Figure
5.2 for the three-dimensional case. In each figure, two different values of the observation concentration
parameter κv are shown. It is clear that the two-dimensional performs much better. However, we see
that in both the two-dimensional and three-dimensional case, the higher concentration in Figure 5.1a and
Figure 5.2a leads to a narrower estimate of the posterior. Consequently, the estimated states will follow the
observations more closely as is confirmed in Figure 5.1a. In this way, a lower concentration can be used to
smooth the state estimate as can be seen in Figure 5.1b.
One of the problems with spreading the noise distribution to smooth estimates is that state estimates
begin to lag behind the observations. This can be seen in Figure 5.1b. One way to mitigate this could be
to include velocity components in the state space by either tracking the rotation of the state vector [32] or
through the use of quarternions as described in [33]. However, since the model of lecturer movement we are
concerned with will likely not contain substantial velocity, we will ignore the velocity consideration as it is
unlikely to provide advantages worth the extra complexity.
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(a) L = 50, κu = 100, κv = 25 (b) L = 50, κu = 100, κv = 5
Figure 5.1: von Mises particle filter tracking. The red line shows the DOA point observations, while the
blue line shows the filtered state estimates. The blue dots represent the particles with each particles weight
being indicated by its transparency. The darker a particle, the larger the weight. Results were recorded on
a Playstation Eye microphone array with a speaker roughly one meter from the array.
(a) L = 80, κu = 100, κv = 25 (b) L = 80, κu = 100, κv = 5
Figure 5.2: von Mises-Fisher particle filter tracking. The red dots show the DOA point observations, with
the red vector based at the origin of the hemisphere pointing to the current observation. The blue line
across the surface of the hemisphere shows the filtered state estimates, with the blue line based at the
origin of the hemisphere pointing to the current estimate. The blue dots represent the particle locations at
the current time frame, with their size representing the particle weights. The larger a particle is, the more
heavily weighted it is. Results were recorded using a Dev Audio a meter from the array.
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5.2.3 Problems
Perhaps the biggest drawback of this model is its inability to effectively cope with spurious DOA estimates.
While this is not as evident when tracking on the unit circle, tracking on the unit sphere enlarges the space
of DOA observations and allows for far more noise to show up in the system. This is shown in Figure 5.2,
where we see the sporadic nature of the observation points as well as the inaccuracy of the state estimates
as they fall quite far from many of the pertinent observations.
A close look at Figure 5.2 will also reveal the cause of this problem. The current DOA observation (at
the tip of the red vector emanating from the center of the plot) is on the other half of the hemisphere than
most of the particles. Because of this we see that the particles closer to the observation have much larger
weights and in turn draw the estimate heavily toward what was a spurious observation.
Much of the problem results from how we have chosen our emission distribution. That is, we have a
mismatch between our model and our data. Because we have assumed that our observations are distributed
in unimodal fashion about our state, any outlier observation will heavily sway our belief in the underlying
state of our system. Clearly this emission distribution is not accurate. While we get an abundance of DOA
observations near our state, we also get a large amount of outliers that show up. To deal with this, we revise
our model.
5.3 von Mises-Fisher Switching Particle Filter (vMFSPF)
5.3.1 Spike and Slab
Because of the downfalls with the unimodal emission density described, we must instead employ a model more
faithful to our data. To do this, we adopt what has been referred to as a “spike and slab” distribution [34] for
our emission density. This distribution will consist of the weighted sum of a unimodal “spike” distribution
and a flat “slab” distribution, both centered over our current estimate. Because we are tracking in bounded
spaces, we can actually use a uniform distribution for the slab. See Figure 5.3 for illustrations of such
distributions.
Such a distribution over our state should more accurately represent our emissions. While DOA observations
should hover around the current state xt, there will also be random outliers. Now we can attribute such
outliers to the background “slab” distribution and leave our state estimate as is.
5.3.2 Switching State Space Models
To make use of this mixture distribution, we will modify our system model. In addition to a state xt and
observation zt at each time t we also add a discrete switching variable ct. This gives us the following overall
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(a) wslab = .1 (b) wslab = .5 (c) wslab = .9
(d) wslab = .1 (e) wslab = .5 (f) wslab = .9
Figure 5.3: Spike and slab distributions. The “spike and slab” distributions are plotted for three different
values of the slab weight. In (a), (c), and (b), spikes are von Mises distributions with µ = 0, κ = 10. The
dotted lines represent the individual components while the solid line represents the overall mixture
distribution. In (d), (e), and (f), spikes are von Mises-Fisher distributions with κ = 80. In all cases, slabs
are uniform distributions over the entire support.
model:
xt ∼ p (xt|xt−1) , (5.14)
ct ∼ Pr (ct|ct−1) , (5.15)
zt ∼ p (zt|xt, ct) . (5.16)
This is one example of a switching state space model [10, 35]. The switching variable can be viewed as a
means of switching between different observation models. For ct = k, we have that zt ∼ p (zt|xt, ct = k),
which can be defined to be a different distribution for each value of k = 1, . . . ,K. This is commonly used to
model sensor failure where ct represents whether a sensor is defective or not. This allows for dealing with
erroneous observations by establishing a different emission distribution to use [36]. While in our case we will
only have two values for ct (which indicate either the spike or slab distributions to be active), we see that the
general model can account for any number of possible values. However the complexity of the computations
will grow as K2, making very large support over ct costly.
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If we view our model in a generative sense, we can think of our state estimates xt as evolving just as
before. However, at each time t, a value of ct is generated that then determines how the observation is
emitted from the given state xt.
5.3.3 Switching Particle Filter
To deal with the switching variable in our model, we must modify our particle filtering algorithm as in [37].
Where before we sought to estimate the posterior pdf p (xt|z1:t), we now seek to estimate the joint posterior
p (xt, ct|z1:t). We have that
p (xt, ct|z1:t) =
K∑
k=1
p (xt, ct = k|z1:t) δ (ct − k) . (5.17)
Thus we need to estimate p (xt, ct = k|z1:t) for each value of k = 1, . . . ,K. This gives
p (xt, ct = k|z1:t) = p (zt|xt, ct = k, z1:t−1) p (xt, ct = k|z1:t−1)
p (zt|z1:t−1) (5.18)
=
p (zt|xt, ct = k) Pr (ct = k|xt, z1:t−1) p (xt|z1:t−1)
p (zt|z1:t−1) (5.19)
=
p (zt|xt, ct = k) Pr (ct = k|z1:t−1) p (xt|z1:t−1)
p (zt|z1:t−1) . (5.20)
We see that this equation fits nicely into the Bayesian filtering framework. Where before we had one
predictive density p (xt|z1:t−1), we now have two: Pr (ct = k|z1:t−1) and p (xt|z1:t−1).
The first of the two we may compute analytically:
Pr (ct = k|z1:t−1) =
K∑
j=1
Pr (ct = k|ct−1 = j) Pr (ct−1 = j|z1:t−1) (5.21)
=
K∑
j=1
pij,kPr (ct−1 = j|z1:t−1) . (5.22)
We only need the transition probability pij,k = Pr (ct = k|ct−1 = j) defined by our model and our previous
estimate Pr (ct−1 = k|z1:t−1). If we define
rk,t = Pr (ct = k|z1:t) (5.23)
and
r−k,t = Pr (ct = k|z1:t−1) , (5.24)
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we can write this prediction relationship as
r−k,t =
K∑
j=1
pij,krj,t−1. (5.25)
Our second distribution, p (xt|z1:t−1), is the standard predictive distribution from Equation (2.31) and will
require sequential importance sampling as before. Thus we modify the weighting updates given in Equation
(5.3) to fit Equation (5.20), giving
w∗(l)k,t = w
(l)
t−1
p
(
zt|x˜(l)t , ct = k
)
p
(
x˜
(l)
t |x(l)t−1
)
r−k,t
q
(
x˜
(l)
t |x(l)1:t−1, z1:t
) , (5.26)
where w∗(l)k,t are the unnormalized particle weights for ct = k. We then normalize the weights to get
w
(l)
k,t =
w∗(l)k,t
K∑
m=1
L∑
n=1
w∗(n)m,t
. (5.27)
We can now complete the updates with
w
(l)
t =
K∑
k=1
w
(l)
k,t (5.28)
and
rk,t =
L∑
l=1
w
(l)
k,t . (5.29)
For the resampling stage we still sample using Equation (5.7), but in addition to normalizing all w
(l)
t as
in Equation (5.8), we also set rk,t =
1
K for all k.
5.3.4 Model Definition
Now that we have a framework for a switching particle filter, we define the model for use in our DOA
tracking. Out state transition distribution stays the same as that given in Equation (5.10).
For our observations model we must define p (zt|xt, ct). We allow our switching variable ct to take on two
values: ct = 1 indicates the observation will come from the spike in our emission distribution, while ct = 2
indicates the observation will come from the slab. Thus we get
zt ∼ p (zt|xt, ct) =
K∑
k=1
p (zt|xt, ct = k) δ (ct − k) (5.30)
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with
p (zt|xt, ct = k) =
vMF (zt;xt, κv) k = 1,Usphere (zt) k = 2, (5.31)
where κv is the observation concentration parameter as before and Usphere is the uniform distribution over
the unit sphere.
For our switching variable transitions, we define a transition model pi that gives all transition probabilities
pij,k = Pr (ct = k|ct−1 = j). This gives us
ct ∼ p (ct|ct−1;pi) . (5.32)
Our pi parameter lets us define the respective weights for the spike and slab in our distribution over time.
In the simplest case, we may set
pij,k =
Pr (ct = k) k = j,0 otherwise, (5.33)
which breaks any dependence of ct on ct−1 and lets us define constant priors for our switching variables.
In this case, Pr (ct = 1) corresponds to the spike weight and Pr (ct = 2) to the slab weight. The effects of
different weightings on the emission distribution were shown before in Figure 5.3. These priors allow us to
tune our observation model to match our data.
5.3.5 Estimate Behavior
As usual, we intend to use our particle filter to estimate the true state xt at time t. Because our model has
already taken into consideration the switching observation models, we need not do anything different and
can simply use the formula given in Equation (5.13).
However, expanding the formula to make the dependence on ct explicit will help in understanding how
the filter works. For the general case with K switching values, after omitting the normalization imposed
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when calculating von Mises-Fisher expectations we get
E[xt|z1:t] ≈
L∑
l=1
w
(l)
t x
(l)
t (5.34)
=
L∑
l=1
K∑
k=1
w
(l)
k,tx
(l)
t (5.35)
≈
K∑
k=1
L∑
l=1
p (xt, ct = k|z1:t)x(l)t (5.36)
=
K∑
k=1
L∑
l=1
p (xt|ct = k, z1:t) Pr (ct = k|z1:t)x(l)t (5.37)
≈
K∑
k=1
E[xt|ct = k, z1:t]Pr (ct = k|z1:t) . (5.38)
From this we see that by using the given estimator our estimate is comprised of a weighted sum of the
estimates conditioned on each of the switching values. This is the behavior we hope for, as it is the be-
havior of the exact expectation. It also makes intuitive sense, as we are essentially finding the estimate
for each observation model separately, and then weighting each with the likelihood of that model given the
observations. Furthermore, from above we see that
E[xt|ct = k, z1:t]Pr (ct = k|z1:t) =
L∑
l=1
w
(l)
k,tx
(l)
t , (5.39)
which shows how the weighted expectations show up in our updates.
Now consider this within the context of the spike and slab model. To see how this filtering method deals
with noise and spurious observations, we consider two cases. The first occurs when the DOA observation zt
is near the particles x
(l)
t , and the second when the DOA observation zt is far from the particles x
(l)
t . For a
visual depiction, see Figure 5.4.
In the first case, depicted in Figure 5.4a, we will have that
p (zt|xt, ct = 1) p (zt|xt, ct = 2) . (5.40)
Therefore, if we use the simple transition model given in Equation (5.33) and Pr(ct=2)Pr(ct=1) is not too large, we
will have
w
(l)
t = w
(l)
1,t + w
(l)
2,t (5.41)
≈ w(l)1,t, (5.42)
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(a) (b)
Figure 5.4: von Mises switching particle filter weights. Particle filter before and after a quick change in
location by the speaker. Particles x
(l)
t and their weights w
(l)
t are shown, along with the resulting state
estimate. The black circles are centered at the particle locations, with the size of the circle growing with
the weight of the corresponding particle. The red dot shows the location of the estimate. The SRP
likelihood is plotted, with the DOA observation falling at the peak of the likelihood function. Recorded on
a Playstation Eye.
which means that
E[xt|z1:t] ≈ E[xt|ct = 1, z1:t]Pr (ct = 1) . (5.43)
This is confirmed in Figure 5.4a as we see that the state estimate is very near the DOA observation. If
we assume that the observation came from the spike in our emission density, this is the correct estimate.
Additionally, we see that the weights conform to a unimodal shape about the state estimate, as we expect
from Equation (5.42).
For the second case, depicted in Figure 5.4b, by the same analysis we have that
E[xt|z1:t] ≈ E[xt|ct = 2, z1:t]Pr (ct = 2) . (5.44)
Because p (zt|xt, ct = 2) is a uniform distirbution, we get that w(l)t ≈ w(l)2,t are uniform and the state estimate
will lie at the center of the particle group. The estimate should undergo little movement as long as the
weights remain uniform, as the particles will continue to spread about randomly and symmetrically (assuming
the proposal density form Equation (5.2) is symmetric, which is a reasonable assumption given our state
transition distribution is symmetric). Thus as long as the observation is far from the particles, the state
estimate will remain relatively static. This can be seen in Figure 5.4b, where the DOA observation location
has changed greatly from Figure 5.4a, while the state estimate has not.
This is the behavior we hope for, and makes perfect sense. If an observation is much more likely to have
resulted from our background distribution, we don’t want it to influence our state estimate. Yet the Monte
Carlo nature of the algorithm ensures that if the observation is not spurious, eventually enough particles will
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come close enough to the observation that the state estimate will update to the new location. For a display
of this behavior over time, see Figure 5.5. Note that when the observation is far from the particle group, the
variance of the particles and thus the variance of our estimate will greatly increase. However, this increase
in variance follows from our assumption that the most probable emission density in that case provides no
spatial clue to the location of the underlying state, and is thus expected.
(a) Pr (ct = 1) = 1 (b) Pr (ct = 1) = .5
(c) Pr (ct = 1) = .1
Figure 5.5: Effect of switching variable priors in von Mises switching particle filter. Particles and estimates
are given for three different prior probabilities on the “spike” observation model. All three plots use the
same recorded data from a Playstation Eye. The DOA observations are given by the cyan plot. Again,
heavier weighted particles are more opaque. While this pattern of movement is not addressed by our state
transition model, this display is still useful for seeing how quickly changing observations affect our
estimates and how the priors over ct factor in. Note that the case of Pr (ct = 1) = 1 in (a) reduces to the
standard particle filter. Here κu = 100 and κv = 5.
5.3.6 Performance
We see the tracking performance of the switching particle filter for the two-dimensional and three-dimensional
cases in Figure 5.6 and Figure 5.7 respectively. While the two-dimensional case with switching does show
improvement over the standard particle filter algorithm (given in Figure 5.6a) the improvement in more
pronounced in the three-dimensional case. Again, this results from the larger space and thus greater variation
of observations.
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By looking at the different cases in Figure 5.7, we can see how the different particles react to an outlier
observation. For the time frame plotted, the observation is located at the base of the hemisphere, while the
current state estimate is at the top of the hemisphere. Note the different particle weights for the three cases
(as indicated by the size of the particles). For decreasing values of Pr (ct = 1), the weights become more
uniform, and the estimates are therefore less affected. This reaffirms the analysis given in Section 5.3.5
Thus we see that by using a switching state space model with a “spike and slab” emission distribution we
are able to deal with inaccurate observations that will result in real world reverberant environments. This
improves performance over the standard vMFPF as can be seen by comparing Figure 5.2 with Figure 5.7 or
by comparing Figure 5.7a with Figure 5.7c.
(a) Pr (ct = 1) = 1 (b) Pr (ct = 1) = .7
(c) Pr (ct = 1) = .4
Figure 5.6: von Mises switching particle filter tracking. We see the performance of the switching particle
filter for various values of the “spike” prior Pr (ct = 1) when tracking on one half of the unit circle. The
format of the plot follows that given in Figure 5.5. When Pr (ct = 1) = 1, as shown in (a), the algorithm
reduces to the standard particle filter algorithm. 30 particles were used, with κu = 100 and κv = 5. Data
was recorded on a Playstation Eye.
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(a) Pr (ct = 1) = 1 (b) Pr (ct = 1) = .7 (c) Pr (ct = 1) = .4
Figure 5.7: von Mises-Fisher switching particle filter tracking. We see the performance of the switching
particle filter for various values of the “spike” prior Pr (ct = 1) when tracking on the unit sphere. DOA
observations are represented by black dots, while the state estimate path is given along with particles,
whose sizes indicate their weight. When Pr (ct = 1) = 1, as shown in (a), the algorithm reduces to the
standard particle filter algorithm. 50 particles were used, with κu = 100 and κv = 5. Data was recorded on
a Dev Audio Microcone.
5.4 von Mises-Fisher Steered Response Power Particle Filter (SRPPF)
While the vMFSPF gives an improvement over the standard vMFPF, it still has one major shortcoming. By
using point estimates for the DOA observations, it discards a wealth of information inherent in the signal
and then compensates for it by a more elaborate system model. We have seen that if the system model
is setup to represent the data, it can give decent performance. However, this suggests that using a more
faithful distribution for our observation emissions could be helpful.
5.4.1 Model Definition
In the vMPF model we defined our emission distribution as
p (zt|xt) = vMF (zt;xt, κv) , (5.45)
where we took zt to be a single DOA observation. However, we can instead take zt to be the signals recorded
at the microphones for time frame t. Now we simply need a way of evaluating the likelihood of the signals
given a certain DOA xt. Such methods were discussed in Section 3.1.3 and Section 3.1.4, and so we use
some definition of L (·) as discussed:
p (zt|xt) = L (xt; θv) . (5.46)
where θv is some set of parameters that can be used to tune the likelihood function L (·). For example, this
could contain a shaping coefficient value k for the shaping function Φ (·) as discussed in Section 3.1.3. This
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(a) L = 50, κu = 100
(b) L = 80, κu = 100
Figure 5.8: von Mises-Fisher SRP particle filter tracking. L (·) = LDS (·). For (a), conditions were the same
as in Figure 5.1. For (b), conditions were the same as in Figure 5.2. In (b), red dots indicate the peaks in
L (xt), which are what would have been used as point observations previously. However, they are only
shown here for reference.
gives us our new model:
xt ∼ vMF (xt−1, κu) , (5.47)
zt ∼ L (xt; θv) . (5.48)
There are a few immediate benefits of this model. The most obvious is that we have replaced our point
observations with our true signal observations. In this way, we have included all available information in
our model and are using the raw data to calculate our likelihoods instead of using a single output of another
calculation relying on that data.
Secondly, we no longer need to discretize our DOA space. Because our particles lie in a continuous state
space and we can evaluate L (x) for any x, there is no reason to sample the space. This follows from the fact
that we no longer need to calculate a DOA to use as our observation. This can help avoid errors brought on
by the discretization and reduce computational load, as described in [20].
5.4.2 Performance
Examples of the tracking performance of the SRPPF model are given in Figure 5.8. We see that in both
the two-dimensional case and three-dimensional case results are improved from the vMPF, with the three-
dimensional performance in Figure 5.8b being an immense improvement over the results displayed in Figure
5.2. Comparing these figures also provides a good illustration of why the performance has improved.
As mentioned before, Figure 5.2 shows what can happen under the von Mises-Fisher emission model when
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the DOA point observation is far from the current state estimate. However, in Figure 5.8b, we see that
the current DOA point observation is also far from the state estimate, yet the particle weights are far more
uniform. This is because we are using the actual DOA likelihood function L (xt) to evaluate likelihoods,
which may have more than one peak. Thus, even if we have a large likelihood on the other side of the
hemisphere, if the likelihood is also large near the current state estimate, the particles will not erroneously
jump across the space. This helps to smooth our estimates, as can be seen.
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CHAPTER 6
VIDEO RECORDING
To use the methods outlined in previous chapters, we must convey the information gathered from our
microphone array to the camera so the speaker may be recorded properly. The inherent difficulty in this
process is that we will be provided some estimate of direction from the microphone array, but will have no
sense of distance from the microphone array to the source. Therefore we must constrain our problem in
some way to locate the speaker in the space of the room.
6.1 Constrained Lecture Space
As discussed in Section 4.1, it is often possible to constrain the speaker to lie on a plane at the front of
the room. If this is the case, we can use Equation (4.3) to estimate the speaker’s location s (v) in the
room’s coordinates given a DOA estimate v from the microphone array. Using this and the knowledge
of the camera’s location, we can correctly turn the camera to point to this position in the room. For a
demonstration of this method see Figure 6.1.
While this approach may work pretty well when the lecturer is the only one who speaks, we will run into
problems if someone in the audience contributes to the discussion. There are two possible problems. In the
first case, if the direction to the audience member is on the same side of the room as the speaker from the
perspective of the microphone array, then the DOA of the audience member can be mapped to a point on
the speech plane. Unfortunately the point will likely be very incorrect, as the audience member will not in
fact lie on the plane. In the second case, the audience member will be in a direction from the point of view
of the microphone array such that the ray extending from the microphone in that direction never intersects
the speaker plane, and our previous method will not be able to map it to the plane at all.
One way to remedy this is by defining multiple planes on which speakers may lie. For example, in addition
to the lecturer plane in the front of the room, we may define a plane parallel with the classroom floor that
is roughly at the height of the average speaker’s head. Now when mapping a DOA to a point in the room,
we can attempt to do so for both planes, and take the point that is closest. This method can be repeated
until all feasible locations for sound sources are covered by some plane.
While this method may address some of our problems, is has a few drawbacks. First of all, the performance
of the system will depend on the fidelity of our model and the tendencies of the speakers in the room to
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comply with their expected behaviors. Additionally, it requires that we set up different constraints for each
unique room the system is used in. While this would be a one-time task, it could become quite tedious if
the system were implemented on a large scale.
6.2 Coincident Recorders
Another approach is to avoid constraints on the speaker’s locations and instead enforce some constraint on
the positions of the camera and microphone array. The obvious way to do this is to place the microphone
array and camera as close to each other as possible. By doing this, we can simply point the camera in the
same direction as our DOA and if the array and camera are close enough and the speaker is far enough away,
the error should be relatively small.
The problem with this is it greatly reduces flexibility in refining the system, as the camera and microphones
are now coupled. If we were to find that certain locations in the room were great for array processing but
not for filming, or vice versa, we would be out of luck.
6.3 More Arrays
A final approach would be to avoid either of the aforementioned constraints and instead double the number
of estimates. If we were to make use of a second array to provide an additional DOA estimate, it would be
possible to triangulate the source position within some error. Unfortunately, this is not always practical as
microphone arrays are not necessarily cheap enough to double their use in a system.
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Figure 6.1: Camera demonstration. Demonstration of system as described. A PTZ Camera in Siebel
Center at the University of Illinois at Urbana-Champagin was used to film a speaker. The camera is
located on the ceiling of the room, and the microphone array on a desk two meters from the front of the
room. A Dev Audio Microcone array was used with the vMFSPF method for tracking and the constrained
lecture space method for locating the source in the room.
41
CHAPTER 7
CONCLUSION
7.1 Overview
We have described several microphone array processing methods for tracking a speaker in a lecture setting.
We first examined effective methods of computing direction of arrival likelihoods for a given set of signals. We
then used these techniques to apply several different recursive Bayesian filtering approaches to our lecturer
tracking problem.
By constraining the lecturer to a plane in the auditorium or classroom, we were able to make use of certain
established techniques including grid-based recursive estimation methods and Kalman filtering. While grid-
based methods worked only for a narrow range of motion, Kalman filtering performed well across most of
the search space provided that the lecturer remained near the constraint plane. Because of their simplicity,
these approaches could prove useful in cases where the stipulations on the lecturer’s location are satisfied
and the lecturer’s range of motion is limited.
Additionally, we investigated unconstrained tracking methods where we performed direction of arrival
estimation directly on the unit sphere. To do this we made use of sequential Monte Carlo methods, or Particle
filtering. We found that using a von Mises-Fisher particle filter with von Mises-Fisher transition and emission
distributions resulted in problems with noise and inaccurate observations in real world environments. To
address this, we derived the von Mises-Fisher switching particle filter that used a switching state space model
to model the emission distribution. This was able to capture the possibility of inaccurate observations in
the system model and thus performed well in a real reverberant environment. We also investigated a von
Mises-Fisher steered response power particle filter that utilized the true steered response power to evaluate
likelihoods and that didn’t require discretization of our search space. This model was also able to perform
well in a reverberant environment.
Finally we proposed different methods of utilizing localization information from a microphone array with
a camera to properly film a lecturer. Again we found that by assuming certain constraints on the lecturer’s
movement we were able to arrive at an effective solution. We then combined the discussed techniques to
track a speaker as they moved about the front of a classroom in real-time.
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7.2 Future Work
All of the focus in this project went into microphone array methods for tracking. However, since both a
camera and microphone array are available, it could be advantageous to combine video and audio tracking
methods to create a more robust procedure. Additionally, it would be important in a real system to address
problems of multiple simultaneous sound sources. We focused on tracking single sources and attributed all
other sound to noise. However, in a discussion setting there would be an exchange between multiple sources
and the tracking methods would need to account for this. A difficulty here would be that the number of
relevant sources would be changing throughout time, yet there may again be constraints provided by the
lecture setting that would simplify the scenario and help assess when such an approach would be necessary.
There is much room for improvement in the automation of the lecture monitoring systems currently being
developed, and such improvements could be of great help.
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