We establish a large deviation principle for the solutions of stochastic partial differential equations for nonlinear vibration of elastic panels (also called stochastic nonlinear beam equations).
Introduction
Consider a bounded open interval on the real line, say, (0, 1). Let L The mathematical model for the nonlinear penal vibration is governed by the following partial differential equation:
u t (0) = u t (1) = 0, ∂ x u t (0) = ∂ x u t (1) = 0, (1) u 0 (x) = φ 0 (x), ∂ t u 0 (x) = φ 1 (x), whereu t denotes the derivative of u with respect to the variable t. A detailed study of the model can be found in the book by Dowell [D2] . The equation was also proposed by Woinowsky-Krieger in [WK] as a model for the transversal deflection of an extensible beam of natural length 1. An equation in two space variables similar to (1) was suggested in [C2] as a model of nonlinear oscillations of a plate in a supersonic flow of gas. It has also been studied by many other people, see [B] , [BMS] , [F] , [KP] and references therein. Let W t , t ≥ 0 be a Wiener process taking values in a Hilbert space. Without loss of generality, we may assume that W t is l 2 -valued Wiener process which admits the following representation:
where λ k , k ≥ 1 is a sequence of non-negative numbers such that Taking into account the random fluctuations, Chow and Menaldi (1999) considered in [CM1] the stochastic nonlinear partial differential equation for vibration of elastic panels: . It is proved in [CM1] that under reasonable conditions on σ, (2) has a unique solution with the property: A general formulation of the equation in an abstract Hilbert space was later studied by Brzeźniak, Maslowski and Seidler (2005) in [BMS] , where existence, uniqueness and asymptotic stability of the solution were discussed.
The aim of this paper is to establish a large deviation principle (LDP) for the the vector process v
The large deviation problem for stochastic partial differential equations (SPDEs) has been studied by many people, but mainly for stochastic parabolic equations. For example, an LDP for stochastic reaction equations with nonlinear reaction term was established by Cerrai and Röckner (2004) in [CR] . An LDP for stochastic a Burgers'-type SPDEs was considered by Cardon-Weber (1999) in [CW] . A uniform LDP for parabolic SPDEs was proved by Chenal and Millet (1997) in [CM2] . In [RS] , Rovira and Sanz-Sole (1996) proved an LDP for a class of nonlinear hyperbolic SPDEs. An LDP was obtained by P.L. Chow (1992) for some parabolic SPDEs in [C1] . An LDP for stochastic reaction equations was established by R. Sowers (1992) in [S] . A small time large deviation principle for stochastic parabolic equations was obtained by the author (2000) in [Z] . For the general theory of large deviations, readers are referred to the monograph [DZ] .
Because of the different nature of nonlinearity for different types of equations, the large deviations for SPDEs has to be dealt with on individual bases. There are two main issues which distinguish the current work from the previous ones. The first is the cubic nonlinear term B(u) in the equation (2) and the second is the second order differentiation in t ( not like the parabolic cases). Note that even the existence and uniqueness of the solution of this kind of equation was newly established. Although the second order (in t) equation (2) can also be written as a system of parabolic equations as it was done in [BMZ] , but by doing so the operator (differential) becomes degenerate. The properties of the corresponding semigroups are therefore not good enough for the large deviation estimates, not like the parabolic cases in the existing literature. To tackle the first issue, our idea is to prove that the probability that the energy of the solution is big is exponentially small. To this end, a remarkable result of Davis [D1] , Barlow and Yor in [BY] on the moment estimates of martingales plays a key role. To treat the second order differentiation in t, we fully exploit the energy equality proved by Chow, Menaldi and Pardoux, and establish some exponential integrability of Hilbert space-valued martingales. To achieve this, some exponential martingales are specially constructed.
The rest of the paper is organized as follows: In Section 2, the precise result is stated. In Section 3, the skeleton equation is studied. It is proved that the solution is a continuous map from the level set into the space C ([0, T ] 
). Section 4 is devoted to the proof of the large deviation principle. The long proof is split into several lemmas for clarity.
We end this introduction with a remark. Remark 1.1. The main result in this paper is stated in the setting of one space dimension. This is just for simplicity. Our approach works equally well in high space dimensions and also in the general setting formulated in [BMS] .
Throughout the paper, the generic constants may be different from line to line. If it is essential, the dependence of a constant on the parameters will be written explicitly.
Statement of the main result
We now state the precise conditions on σ. Let σ k (·), k ≥ 1 be a sequence of mappings from
Throughout this paper, we assume (A.1)- (A.5) 
For h ∈ H, let u h t denote the solution of the following deterministic PDE, the so called skeleton equation:
is the rate function for the large deviations of the l 2 -valued Brownian motion
This is clear by considering the finite dimensional version:
Theorem 1 Assume (A.1)-(A.5) . Let µ ε be the law of (u
3 The skeleton equation
The purpose of this section is to study the skeleton equation. For h ∈ H, recall that u h t denote the solution of the following deterministic PDE, the so called skeleton equation:
For a > 0, we aim to show that the mapping v
Proposition 2 The map:
By the energy equality proved in Theorem 3.1 in [CM1] and (A.1), we have
When h is fixed, it is easy to check that sup 0≤t≤T e(t, u h ) < ∞. Thus, applying Grownwall's inequality, we get
Observe that
Thus, (9) implies that there exists constants C 1 and C 2 such that
and
Regarded as an equation in H −2 0 , one haṡ
By (9), (A.1) and (A.4), we have
for some constant C M,a . Combing this with (12) and (13), we see that there exists a constant C 3 so that sup
Introduce
Note that sup 0≤t≤T e (t, v) dominates the norm of
In virtue of (13),
for some constant c. By the Lipschitz condition and the Sobolev imbedding,
Let
where
We now estimate each of the terms. Keeping (A. 3) in mind, we have
In view of (17) and (A.1),
where M is defined as in (9) 
This together with (A. 3) implies that
Now
where we have used (9) and the assumption (A.2) . Putting together (18)- (25) we arrive at
Applying the Gronwall's inequality, we get
Given ε > 0. We first choose m such that c a
. Then for such a m, there exists N so that for n ≥ N ,
Therefore
which finishes the proof of the Theorem.
Corollary 3
The rate function R(·) defined in Section 2 is a good rate function, i.e., for every a > 0, {g; R(g) ≤ a} is compact.
Proof. Notice that
So the Corollary is a consequence of Proposition 2 and the fact that {h;
).
Large deviations
Consider
In this section, we will establish the large deviation principle. We first prepare a number of preliminary results. Let e(t, u ε ) be defined as in (7) in section 3.
Lemma 4 It holds that
Proof. By the energy equality (3.14) in [CM1] , we have
Recall that it is proved in [D] and [BY] that there exists a universal constant c such that, for any p ≥ 2 and any continuous martingale (M t ) with M 0 = 0, one has
where 
where we have used the inequality
in several places for an appropriate m. Therefore,
By Gronwall's inequality, there exist constants c 1 and c 2 so that
This implies, by Chebyshev inequality,
We need a result of exponential integrability for a Hilbert space-valued martingale.
-valued stochastic processes. Assume that there exists a constant K such that
Then there exists a constant δ 0 > 0 such that
Proof. For simplicity, denote L 2 by H. Without loss of generality, we may assume
By integration by parts formula and (37), it is easy to verify that
is a non-negative local martingale. Now, for λ > 0 ( which will be specified later), let
2 I H , where I H stands for the identity operator. It is easy to see that
where || · || stands for the operator norm. Define h λ s as in (38) replacing g by g λ . Then,
For any r > 0 and every λ > 0, we have , we get that
where δ * is independent of t. We can now easily deduce (36). Fix δ 0 < δ * and let
We have
which completes the proof of the Proposition. 
Proof. In view of (10), (11) 
Therefore, on {ω; sup 0≤t≤T e(t, u
Thus for sufficiently big m, 
Notice that by (A.1) there exists a constant K M such that
So, to prove (46), we may drop the event {sup 0≤t≤T e(t, u ε ) ≤ M } and assume in the rest of the proof that
Applying Proposition 5, there exists a constant λ M > 0 such that sup t =s,s,t≤T
Then we have E[D] < ∞. Now by Garsia lemma (see [W] ) we have
, (50) implies that there exists a constant c such that
Consequently,
Therefore, 
P ε sup
which completes the proof.
Then there exist positive constants c 1 > 0, c 2 > 0 and c M such that for η 1 > 0,
Proof. Notice that M t , t ≥ 0 is a martingale whose bracket satisfies
Thus, on {ω, sup 0≤t≤T e(t, u
By the martingale representation theorem, there exists a standard Brownian motion B s , s ≥ 0 such that
whereB is another Brownian motion by the scaling invariance property. It is well known that there exists a constant c 2 > 0 such that
Theorem 8 For every η > 0, R > 0, h ∈ H, there exists δ > 0 such that
Proof. As an equation in H −2 0 , we havė
For simplicity, denote v t := u 
Let M > sup 0≤t≤T e (t, u h ). In view of (11) and (A.1) , on the event {ω, sup 0≤t≤T e(t, u
By the Lipschitz condition, (A.5 ) and the Sobolev imbedding,
So it follows from (57) that on {ω, sup 0≤t≤T e(t, u
Let s m =
[ms] m and write
So we deduce from (58) that on {ω, sup 0≤t≤T e(t, u
By Gronwall's inequality we obtain that on {ω, sup 0≤t≤T e(t, u
Now,
Furthermore, for δ 1 > 0,
By the Girsanov theorem, we know that W t − 1 ε h t , t ≥ 0 is a Wiener process under the probability measure P * given by
Through a change of measure and applying Lemma 7, we can show that there exist constants c 1 , c 2 such that
Notice that on {ω; sup 0≤t≤T e(t, u
Using this and following the same proof of Lemma 7, we can show that P sup 
Now given R > 0, η > 0. According to Lemma 4, we can choose M large enough and ε 2 > 0 such that for ε ≤ ε 2 , 
Next, we choose δ 1 , according to (66), so that for ε ≤ ε 3 P sup 
where ε 3 is a positive number . For such a δ 1 > 0, by Lemma 6 and (68) there exist an integer m and ε 4 > 0 so that for ε ≤ ε 4 ,
P sup One can choose ρ g > 0, such that
For any f g ∈ C a such that g = (u f g ,u f g ) and R > a, by Theorem 8 one can find two constants ε g > 0, α g > 0 such that for any ε < ε g
Where F g = {f ∈ C([0, T ], l 2 ); ||f − f g || ∞ < α g }. Therefore,
Since (F g ) g∈Ka forms a cover for the compact set C a of C ([0, T ] , l 2 ), there exist g 1 , . . . , g l ∈ K a such that
