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ABSTRACT
This paper advances the new open economy macroeconomic (NOEM) literature in an empirical
direction, estimating and testing a two-country model. Fit to U.S and G-7 data, the model performs
moderately well for the exchange rate and current account. Results offer guidance for future
theoretical work. Parameter estimates lend support to some common assumptions in the theoretical
literature, such as local currency pricing and risk sharing. Estimates are found for key parameters
commonly calibrated in the theoretical literature, such as the elasticity of substitution between home
and foreign composite goods, and the response of a country risk premium to the net foreign asset
position. Results also indicate that deviations from interest rate parity are not closely related to
monetary policy shocks, as recently hypothesized. Further, results suggest that inserting explicit
interest rate parity shocks into a NOEM model may be more helpful in explaining movements in the
current account than the exchange rate.
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International macroeconomists increasingly have come to rely upon a class of models known
as New Open Economy Macroeconomics (NOEM), characterized by microeconomic foundations
in combination with nominal rigidities. While theoretical work in the NOEM literature has grown
rapidly, there has been comparatively little work done on empirical dimensions.1 This has not been
for a lack of interest, as it generally is agreed that if we are to trust these models for policy analysis,
we should have some degree of conﬁdence that they accurately re￿ect basic features of the economy.
However, the macroeconomic models developed recently are sufﬁciently complex that estimating and
testing them econometrically calls for new tools. This paper advances the NOEM literature in an
empirical direction, estimating and testing a two country model by maximum likelihood methods.2
This estimation provides several results that could be useful in guiding future theoretical work.
The empirical record for earlier classes of macroeconomic models is very mixed. This is especially
true with regard to the exchange rate and the current account, key variables for open economy
macroeconomics. The current account dynamics of many countries have proved quite difﬁcult to
explain in terms of macroeconomic models using present value tests.3 And in a classic result, Meese
and Rogoff (1983) showed that a range of macroeconomic models were unable to beat a random walk
in forecasting the nominal exchange rate. Exchange rate movements have proved so problematic,
that some recent research has recommended abandoning the attempt of explaining them in terms of
macroeconomic models. (See Flood and Rose, 1999.)
As a result, it is becoming a familiar practice in NOEM studies to introduce exchange rate
1 In open economy work, see Bergin (2003), and Ghironi, Iscan and Rebucci (2003); in closed economy work, see Ireland
(1997 and 2001), Kim (2000), Lubik and Schorfheide (2002), and Smets and Wouters (2002).
2 The current exercise goes beyond the initial empirical work in Bergin (2003) in important ways. In general terms, the
model here is better suited to current questions raised in the theoretical literature, which are discussed in detail later in the
paper. First, the model develops a means to allow multiple types of price stickiness to coexist, and so it can estimate the
share of each type. Second, it uses a more general form of household preferences, to see if the estimated parameters support
common assumptions in the theoretical literature regarding these preferences. Third, it does not assume that interest rate
parity holds. The exercise also is improved on technical grounds, by ensuring stationarity of the wealth distribution and by
allowing monetary policy authorities to respond to economic conditions. A ﬁnal distinction is that instead of a small open
economy, a two-country environment is modeled here, which is better suited to analyzing issues of the U.S. economy.
3 For example, see Sheffrin and Woo (1990), Ghosh (1995), and Bergin and Sheffrin (2000).
1movements in a manner other than macroeconomic fundamentals. This often is done by adding an
extra term to the uncovered interest rate parity condition (UIP) in the macro model.4 Such a term
is motivated by well-documented empirical evidence of strong deviations from UIP,5 and it can be
interpreted in a number of different ways: Obstfeld and Rogoff (2002) derive such a term as a currency
risk premium which is associated with monetary policy actions; Mark and Wu (1998) and Jeanne and
Rose (2002) derive it as a re￿ection of noise traders and a distribution of exchange rate expectations.
In response to the controversy regarding macro models as explanations for the exchange rate and
current account, this paper will pay special attention to these two variables. In particular, a maximum
likelihood approach is adapted for estimating and evaluating a two country NOEM model. The U.S.
is used as one of these countries, and an aggregate of the remaining G7 is used as the other country.
The model is ﬁt to ﬁve data series: the exchange rate, current account, output growth, in￿ation, and
interest rate deviations between the two countries. Data is quarterly from 1973:1 to 2000:4.
The model shares many features common in NOEM models, including monopolistically
competitive ﬁrms, sluggish price setting, capital accumulation subject to adjustment costs, and
monetary policy in the form of interest rate setting rules. The procedure will estimate various deep
parameters of interest in the theoretical literature. There will be ﬁve shocks to the system, including
technology, monetary policy, consumption tastes, and the share of home bias in preferences; the ﬁfth
shock will be to the interest rate parity condition. The estimation procedure will also estimate the
degree of correlation between the four structural shocks and the deviations from UIP.
Results indicate that the model as equipped above is able to explain the exchange rate and current
account to some degree, in that it can beat a random walk in one-step ahead in-sample predictions.
It is not able to beat a standard vector-autoregression in terms of predictions for the exchange rate
and current account, although the overall ﬁt of the model is superior to the VAR when the latter is
appropriately penalized for its larger set of free parameters.
Parameter estimates are able to help address some current controversies in the theoretical NOEM
4 For examples, see McCallum and Nelson (1999 and 2000), Kollmann (2001 and 2002), and Jeanne and Rose (2002).
5 For a summary, see Lewis 1995.
2literature. One such controversy deals with the nature of price stickiness. While Betts and Devereux
(2000) have argued that stickiness in the local currency of the buyer improves the model’s ability to
explain certain stylized facts regarding the exchange rate, Obstfeld and Rogoff (2000) have argued the
opposite case. The model here permits both types of price stickiness to coexist, where the share is a
parameter that can be estimated. Estimates indicate that a very high degree of local currency pricing
is needed to successfully explain exchange rate movements in this data set. A second controversy
regards the nature of household preferences, in particular, whether there is a unitary elasticity of
substitution between home and foreign goods. This highly convenient assumption has become
common practice in the theoretical literature, although it stands in contrast to empirical studies based
on micro-level evidence. The estimates of this elasticity in the present paper offer empirical evidence
from macro-level data which supports this common practice in the theoretical literature. Further, it has
become common practice in NOEM models to impose stationarity on the net foreign asset position
by specifying a country premium on interest rates, where this premium has a positive relationship to
net foreign debt. The estimation exercise here offers an estimate for the parameter characterizing this
positive relationship, which could prove useful as a basis for calibrations in future theoretical work.
Estimates also offer some new insights into the nature of deviations from uncovered interest rate
parity (UIP). Results indicate that UIP deviations are not very closely related to monetary policy
actions, contrary to an hypothesis in some theoretical NOEM work. However, these deviations are
very highly correlated with shocks to marginal utility (taste shocks). Surprisingly, it appears that UIP
shocks are even more important for explaining movements in the current account than the exchange
rate. This may indicate that current account movements are determined in large part by ﬁnancial
shocks, which affect capital account ￿ows, and thereby force current account adjustments through the
balance of payments identity. This idea is quite different from the usual NOEM theory of the current




Consider a two-country world, where the countries will be denoted home and foreign, and the
population of home is fraction n of the world total. Each country has a representative household
and a representative ﬁrm, and each country has a distinct continuum of intermediate goods that it
produces. Foreign variables will be indicated by an ’∗’ ,a n dw h e r en e c e s s a r ya l s ob ya nF subscript.
All variables will be written in per capita terms. Steady state levels will be indicated by overbars.
2.2 Market Structure
Final goods in this economy (Yt) are produced by aggregating over a continuum of intermediate home
goods indexed by i ∈ [0,1] along with aggregating over a continuum of imported foreign goods


































Here YHt represents an aggregate of the home goods sold in the small open economy, and YFt is
an aggregate of the imported foreign goods, where lower case counterparts with indexes represent
outputs of the individual ﬁrms. Note that the share parameter, θt, is subject to stochastic shocks.
Final goods producers behave competitively, maximizing proﬁt each period:
π1t =m a xPtYt − PHtYHt − PFtYFt, (4)
where Pt is the overall price index of the ﬁnal good, PHt is the price index of home goods, and PFtis
the price index of foreign goods, all denominated in the home currency. It is assumed that fraction η
of ﬁrms (indexed i =0 ,...η) exhibit local currency pricing, that is, they set the price of goods in the
currency of the buyer. It is assumed that the remaining fraction 1 − η of ﬁrms (indexed i = η,...1)
4exhibit producer currency pricing, that is, they set the price of goods in their own the currency.








































and where lower case counterparts again represent the prices set by individual ﬁrms. The nominal
exchange rate (st) is the home currency price of one unit of the world currency. And the price index





















Given the aggregation functions above, demand will be allocated between home and foreign goods
according to:
YHt = θtYt (Pt/PHt)
￿ (9)
YFt =( 1 − θt)Yt (Pt/PFt)
￿, (10)




−(1+ν)/ν for j =0 ,...,η (12)
yFt(j)=YFt(stpFt(j)/PFt)
−(1+ν)/ν for j = η,...,1. (13)
Analogous conditions apply to the foreign country.
2.3 Firm Behavior
The ﬁrms rent capital (Kt) at the real rental rate rt, and hire labor (Lt) at the nominal wage rate Wt.I t
is assumed that it is costly to reset prices because of quadratic menu costs. The problem for the local












Ht(i) − PtrtKt−1 (i)




































and subject to the demand functions for yHt(i) and y∗
Ht(i) above. Here At represents technology
common to all production ﬁrms in the country, and it is subject to shocks. Lastly, ρt,t+n is the
pricing kernel used to value random date t + n payoffs. Since ﬁrms are assumed to be owned by the
representative household, it is assumed that ﬁrms value future payoffs according to the household’s
intertemporal marginal rate of substitution in consumption, so ρt,t+n=βnU0
C,t+n/U0
C,t,w h e r eU0
C,t+n
is the household’s marginal utility of consumption in period t + n. The problem for the producer
currency pricing ﬁrms (i = η...1) is identical, except that p∗
Ht(i) is in units of home currency and








Ht(i) − Ptrt−1Kt−1 (i)
−WtLt (i) − PtACHt(i) − PtAC∗
Ht(i).
This problem implies an optimal trade-off between capital and labor inputs that depend on the













































































































































































The household derives utility from consumption (Ct), and supplying labor (Lt) lowers utility. For
simplicity, real money balances (Mt/Pt) are also introduced in the utility function, where Pt is the
overall price level. The household discounts future utility at the rate of time preference β. Preferences
are additively separable in these three arguments, and preferences for consumption are subject to
preference shocks (τt).
Households derive income by selling their labor at the nominal wage rate (Wt), renting capital to
ﬁrms at the real rental rate (rt), receiving real proﬁts from the two types of ﬁrms (π1t and π2t), and
from government transfers (Tt). In addition to money, households can hold two types of noncontingent
bonds, one denominated in home currency (Bt) paying return it, and the other denominated in foreign
currency(−B∗
t) paying return i∗
t.I n v e s t m e n t( It)i nn e wc a p i t a l( Kt) involves a quadratic adjustment
cost and a constant rate of depreciation (δ).



























πHt(i)di + Tt + it−1Bt−1 − sti∗
t−1B∗
t−1 (26)


































where σi > 0 for i =1 ...3, ψI ≥ 0.
The household problem implies the following optimality conditions. First, households will smooth
consumption across time periods according to:
τtC−σ1









Households prefer expected marginal utilities to be constant across time periods, unless a rate of
return on saving exceeding their time preference induces them to lower consumption today relative to



































Since the model equations will be used only as linear approximations, the UIP condition would
appear in the following simpliﬁed form:
(1 − β)
‡
e it −e i∗
t
·
= Et(e st+1 − e st). (33)
where tildes here indicate percent deviations from steady state. This approximation omits the
nonlinear terms involving marginal utilities and prices, which represent risk premium terms and
Jensen’s inequality. It is well known that this form of the UIP condition is strongly rejected by the
data (Lewis 1995), so we will generalize this expression by adding to the right hand side of (33) above








8One component of this term is a mean-zero disturbance, ξt, aimed at capturing time-varying deviations
f r o mU I P .S u c hat e r mi sac o m m o nd e v i c ei nm a c r om o d e l s( s e eM c C a l l u ma n dN e l s o n( 1 9 9 9a n d
2000), Kollmann (2001 and 2002), and Jeanne and Rose (2002).) There are a number of ways to
interpret this term. McCallum and Nelson (1999 and 2000) interpret it as a representation of the
time-varying risk premium omitted by linearization. Obstfeld and Rogoff (2002) show theoretically
how this risk premium could vary over time with changes in the properties of monetary policy actions.
Mark and Wu (1998) and Jeanne and Rose (2002) derive it as a re￿ection of noise traders and a
distribution of exchange rate expectations. A second component of the RPt term will be a function of
the debt of a country. This can be motivated as a risk premium as well, where lenders demand a higher
rate of return on a country with a large debt to compensate for perceived default risk. The primary
motivation for including this term here is as a device to remove an element of nonstationarity in the
model, as has been demonstrated in Schmitt-Grohe and Uribe (2003). Given the incomplete asset
markets, shocks can lead to permanent wealth reallocations that would induce nonstationarity and
prevent computation of the second moments used in estimation. Introducing the risk premium term as
a function of debts forces wealth allocations in the long run to return to their initial distribution.6
As a fourth optimality condition, households supply labor to the point that the marginal disutility










Finally, capital accumulation is set to equate the costs and expected beneﬁts:
￿
1+























The cost, on the left side, is the gross return if the funds instead had been used to purchase bonds;
and the beneﬁts on the right include the return from rental of the capital plus the resale value after
depreciation, and the fact that a larger capital stock lowers the expected adjustment cost of further
6 A similar UIP condition is implied by the foreign agent optimization, and these two conditions will be identical when
linearized. As a result, a bond allocation rule could be created to solve for B and B
∗ separately. Instead, we here solve for
B − B
∗, thereby eliminating the need for the bond allocation rule.
7 Wage rigidities are not included in this model because past empirical work in Bergin (2003) showed that they tend to be
extraneous in a model of this type when ﬁt to these data series.
9accumulation in the subsequent period.
Write the resource constraint (deﬁne ﬁnal goods demand):








The goods market clearing condition is:
nYHt +( 1− n)Y ∗
Ht = nZt. (38)














To keep the number of state variables to a minimum, we abstract from government issue of debt
here. Given that the model has no features to break Ricardian equivalence, this simpliﬁcation has no
impact on the results. The simple government budget constraint is:
Tt − G =
1
Pt
(Mt − Mt−1). (40)








Ht + it−1Bt−1 + sti∗
t−1B∗
t−1
= Pt(Ct + It + Gt + ACHt + AC∗
















Ht − (PHtYHt + PFtYFt)+it−1Bt−1 − sti∗
t−1B∗
t−1







Use the deﬁnition of the trade balance to write the balance of payments condition:
PtXt + it−1Bt−1 − sti∗
t−1B∗







The monetary policy will be speciﬁed in terms of an interest rate targeting rule:
















10where φt is a monetary policy shock.8





























The equilibrium conditions all will be used in a form linearized around a deterministic steady state.
Further, the variables will be written as country differences, home minus the foreign counterpart. This
allows the dimensions of the data set and parameter space to be reduced, which is necessary to make
the sizeable empirical exercise tractable.9 The appendix lists all equilibrium conditions of the model
transformed in this way.
3 Empirical Methods
3.1 Data
Data for the U.S. will be used for the home country, and an aggregate of the remaining G7 will be
used for the foreign country. The ﬁve series used will be the exchange rate and the current account,
which are the primary variables of interest here, as well as the interest rate, output, and the price level.
The interest rate was included to help identify monetary policy shocks, and output was included to
help identify the technology shocks speciﬁed in the model. The price level is important for identifying
the role of price stickiness in the model, which is an issue of interest in the literature. In addition,
these three variables have been a common choice in early tests of how well macroeconomic models
8 More complex policy rules proved problematic for convergence of the estimation algorithm.
9 Note that this transformation will require the assumption that many of the deep behavioral parameters are the same for
both countries in the model. But this simpliﬁcation is common in the empirical macroeconomic literature (see Meese and
Rogoff (1983)). Given that the foreign country here will represent an aggregate of the G-7 countries less the U.S., as is
common practice, this means that we already are assuming that the parameters of six of the seven countries in the data set
are the same. Note that this assumption does not need to be applied to the parameter representing monetary policy responses
to the bilateral exchange rate; in this case the transformation implies that the parameter estimated instead is just the sum
of home and foreign parameters. As a result, the model does allow for asymmetric responses by the two countries to the
bilateral exchange rate.
11can explain exchange rates, as in Meese and Rogoff (1983).
All data are seasonally adjusted quarterly series at annual rates for the period 1973:1 to 2000:4,
obtained from International Financial Statistics. The exchange rate for each country is measured
as the bilateral rate with the U.S. dollar. The current account is measured as GNP less expenditure
on consumption, investment, and government purchases. Output is measured as national GDP, the
domestic price level as the CPI, and the interest rate as a treasury bill rate or something similar.10
Foreign aggregate variables are computed as a geometric weighted average, where time-varying
weights are based on each country’s share of total real GDP. Series other than the current account are
logged. Because the steady state value of the current account in the theoretical model is necessarily
zero, this variable cannot be expressed in the model in a form that represents deviations from steady
state in log form. Instead the current account is scaled by taking it as a ratio to the mean level of
output.
As a preliminary step, the data series are tested for unit roots. Table 1 shows the results. The
seven series appear to be nonstationary in levels but stationary in ﬁrst differences. This motivates the
decision to ﬁt the model to data in ﬁrst differences. This is a common practice in the structural VAR
studies to which we wish to compare our empirical results.11 T h ed a t aw i l la l s ob ed e m e a n e da n d
transformed into country differences, home minus the foreign counterpart. The last transformation of
course does not apply to the exchange rate or current account, but it means that the last three variables
in the data set will be movements in interest rate differentials, differences in output growth rates, and
differences in in￿ation rates.
3.2 Econometric Methods
The econometric methodology ﬁts the linear approximation to the structural model, adapting a
maximum likelihood algorithm developed in Leeper and Sims (1994) and extended in Kim (2000).
10 The treasury bill rate was used for the U.S., U.K., Canada, and France; the money market rate was used for Italy; and the
call money rate was used for Germany and Japan.
11 See Ahmed (1993).
12The linearized model equations, as derived in the section above and transformed and listed in the
appendix, can be expressed in autoregressive form as
yt = Ayt−1 + εt (44)
εt￿N (0,Σ)
where y is the18-element column vector of variables listed in the appendix. A is a 18x18 matrix,
where each cell is a non-linear function of the structural parameters; ε is a column vector, containing
the ﬁve structural disturbances and where the remaining elements are zeros; and Σ is the covariance
matrix of these disturbances.
The model system may be rewritten in terms of ﬁrst differences as follows:
y∗
t = Ay∗
t−1 + εt − εt−1 (45)
where y∗
t = yt − yt−1 . (46)
This stochastic model implies a log likelihood function:
L(Π)=−.5ln|Ω| − .5x0Ω−1x (47)
where x is the vector of the ﬁve variables on which we have data, over all periods stacked into a
single vector, and Ω is the theoretical variance-covariance matrix of the variables in x. The appendix
discusses the details of how Ω is computed as a function of the matrices A and Σ.B u tn o t et h a t
each cell in A is a nonlinear function of the structural parameters from the theoretical model. An
algorithm is used to search for values of these structural parameters and for the elements of the
symmetric positive-deﬁnite covariance matrix Σ, which will maximize the likelihood function. Note
that taking ﬁrst differences should not introduce the classic problem of ”overdifferencing” here. The
fact that differencing may introduce a moving average term is taken into consideration in equation
(45) and hence the computation of Ω and the likelihood function, so a misspeciﬁed model is not being
estimated.
A few parameters will not be estimated here, but instead are pinned down ahead of time. This is
13because the data set omits the relevant series for these parameters, like capital and labor, or because
the data set in ﬁrst differences is not very relevant for parameters pertaining to steady states. As a
result, these parameters are pinned down at values common in the Real Business Cycle literature. In
particular, the capital share in production (α) is set at 0.40, the depreciation rate (δ) is set at 0.10, the
labor supply elasticity ( 1
σ3) is calibrated at unity, the steady state share of home intermediate goods in
the home ﬁnal goods aggregate (θ) is set at 0.80, and the discount factor (β) is set at 0.96.
Some regions of the parameter space do not imply a well deﬁned equilibrium within the
model. These regions can be precluded by imposing boundaries on the parameters by functional
transformations. For example the variances of shocks and the intertemporal elasticity are restricted to
be positive. The monetary policy reaction to in￿ation is bounded below to rule out indeterminacy.
Autoregressive coefﬁcients on shock processes are also restricted to be greater than zero and less than
unity. Finally, the covariances between shocks must be restricted so that the implied correlations lie
b e t w e e n- 1a n d1 .
4 Results
Table 2 shows the basic results from estimating the model. Regarding ﬁt, the table reports the
likelihood value as 1797.6, compared to 1823.8 for a standard unidentiﬁed vector autoregression
(VAR) of the ﬁve variables in the data set. A likelihood ratio test cannot be used to compare the two,
since the structural model is not nested in the VAR.12 However, a comparison can be made in terms
of the Schwarz criterion, which penalizes the VAR for the fact it has 40 free parameters compared to
the 24 of the structural model. By this comparison, the structural model performs better. The ﬁt of the
model can also be evaluated in terms of how well it can forecast the variables one period ahead. The
table reports root mean squared errors, indicating that the structural model has larger forecast error for
all ﬁve variables. It is interesting to note that the model comes closest for the exchange rate and the
current account.
12 Given the unobserved variables in the structural model, it cannot be written as a ﬁrst-order VAR in just the ﬁve observed
variables. See Bergin (2003) for details.
14Perhaps a more fair comparison, given the VAR’s extra parameters is a random walk model. One
may recall the classic result of Meese and Rogoff (1983) that no macro model was able to beat a
random walk in forecasting the exchange rate out of sample. Table 2 shows that the structural model
here does beat a random walk in in-sample predictions for the exchange rate, as well as for the current
account and the interest rate. Note that the predictions generated by this methodology are in sample,
and hence are not directly comparable to those of Meese-Rogoff.13
The model also does quite well in terms of ﬁtting unconditional moments, which is the typical
measure of ﬁt used in real business cycle exercises. This is a bit unfair here, given that the maximum
likelihood estimation is trying to ﬁt a set of hundreds of moments, not just a handful of arbitrary
moments that researchers have in the past chosen to focus upon. Nevertheless, for the data as
transformed here (in logged differences and demeaned), the variance of the exchange rate is 0.00290
in the data and 0.00293 in the model, the variance of the current account is 1.44x10−5 in the data and
1.51x10−5 in the model, and the covariance between the exchange rate and the current account is
6.52x10−6 in the data and 6.19x10−6 in the model.
The parameter estimates generally are reasonable and statistically signiﬁcant. The elasticity of
intertemporal substitution ( 1
σ1) is near unity. The interest elasticity of money demand implies an
income elasticity of money demand (σ1
σ2) which is a bit high, around 4. The investment adjustment
cost (ΨI) is high but not implausible, implying that if investment rises 1% above steady state, about
1.1% of this investment goes toward paying the adjustment cost. The adjustment cost on prices (ΨP)
is quite reasonable, indicating that after a money supply shock the half-life of price-level adjustments
is about ﬁve quarters.
Some of the parameters estimated here deal directly with points of controversy in the theoretical
New Open Economy Macro literature. One such controversy regards the functional form of consumer
preferences. A common practice in the literature has been to assume Cobb-Douglas preferences
between home and foreign goods, implying a unitary elasticity of substitution. This form has
13 Conducting out of sample tests here is problematic. To avoid the Lucas Critique, the model is speciﬁed in terms of
”deep” parameters, which as a matter of principle should not be changed period by period. Further, estimation is sufﬁciently
time-consuming that re-estimation for every period may not be practical.
15convenient risk-sharing properties in many NOEM models, which facilitate analytical solution. This
assumption stands in contrast to studies based on micro-level evidence, which have tended to suggest
higher elasticities around 5 (See Harrigan, 1993.) However, there has been a recent defense of a unit
elasticity for macro-level data. One might imagine that there is less substitutability between home
goods as an aggregate and foreign goods as an aggregate, which is the concept relevant for our macro
modeling, than between home and foreign versions of an individual variety of good. (See Pesenti,
2002.) The estimate of the elasticity of substitution in the present model supports this hypothesis.
T a b l e2r e p o r t sal e v e lo f￿ quite close to unity; while it is signiﬁcantly different from zero statistically,
it is not signiﬁcantly different from unity. This lends empirical support to the common practice which
the theoretical literature has found so convenient.
Another controversy regards the choice of currency in which prices are sticky. Betts and Devereux
(2000) argue that assuming prices are sticky in the currency of the buyer (local currency pricing)
improves a model’s ability to explain exchange rate behavior. On the other hand, Obstfeld and Rogoff
(2000) argue in favor of prices sticky in the currency of the seller (producer currency pricing). As
explained above, this model is set up to allow both types of price-setters to coexist, and the share of
local currency pricing ﬁrms , η, is a parameter that can be estimated empirically. Table 2 shows that
the estimate of this share presses up against the upper bound of unity.14 This indicates strong support
for the use of local currency pricing in NOEM models, in as much as this provides a useful way of
explaining the macroeconomic times series examined here.
Table 2 also provides an estimate for ψB, which characterizes the sensitivity of a country interest
rate premium to changes in net foreign assets. The estimated value of 0.00384 implies that when a
G7 country runs a net foreign debt that is 20% of GDP (a relevant value for the U.S.), its domestic
i n t e r e s tr a t ew o u l dr i s eb y7 . 6 8b a s i sp o i n t s .T h i si sv e r yc l o s et ot h ec a l i b r a t e dv a l u eu s e di nN a s o n
and Rogers (2003) based on empirical work for Canada, but somewhat lower than the value estimated
14 The standard error appears very small here, because the estimation algorithm estimates a functional transformation of
this parameter, with a range over (-∞,∞) rather than the range of (0,1) of the original parameter. A large section of the
range over which the algorithm searches is mapped into a narrow range of the reported parameter near its upper bound of
unity. The delta method thus reports small standard errors in terms of the original parameter value.
16from panel and cross-sectional regressions in Lane and Milesi-Ferretti (2002)15. It is hoped that this
estimate might prove useful as a basis for calibrations in future theoretical work.
Finally, the table also lists parameters in the monetary policy reaction function. Since the estimate
of a1 is close to its boundary of unity, the monetary response to in￿ation is close to its lower bound of
( 1
βa1), imposed to ensure a unique equilibrium. This suggests that the model might ﬁt the data better
if we permitted it to explore regions of the parameter space that involved indeterminacy, as has been
suggested by Lubik and Schorfheide (2002). The response to output (a2) is near zero, indicating
little evidence of active output stabilization. The statistically signiﬁcant estimate of a3 indicates some
systematic response to stabilize exchange rates by some countries.16
Table 2 is informative also about the nature of structural shocks. Of particular interest are the
correlations at the bottom of the table. Obstfeld and Rogoff (2002) have posited a NOEM model in
which monetary policy accounts for deviations from interest rate parity. But the estimated model
here indicates that the deviations from interest rate parity we observe in the data have fairly little
to do with any monetary policy innovation or with technology shocks. However, there is a high
degree of negative correlation with the taste shocks deﬁned in this model (correlation coefﬁcient of
-0.86). This result is interesting, as the taste shock (τ) directly affects marginal utility, which is an
important element in the risk premium term dropped from the UIP condition due to linearization,
as discussed above. Additional interpretation of this relationship between taste shocks and interests
rate parity deviations will follow below. Estimates of shock variances do not lend themselves to
direct interpretation and are not shown in the table, but these will be interpreted in the form of
variance decompositions to follow shortly. The shock autocorrelations indicate a fairly high degree of
persistence in all the shocks. Fortunately, none presses up against the boundary of unity, required to
maintain stationarity of the theoretical system.
Impulse responses offer a greater sense of what these parameters imply for the dynamics of the
economy. Figure 1 shows the impulse responses of the ﬁve data variables to a one-standard deviation
15 Lane and Milesi-Ferretti (2001) estimate a value of 0.0107 from cross-sectional regressions and a value of 0.0254 from
panels. Nason and Rogers (2003) use a value of 0.0035.
16 Recall that in the transformed model a3 is the sum of home and foreign responses to the bilateral exchange rate.
17shock to the monetary policy rule. As the interest rate rises, this induces an immediate fall in output
and a gradual fall in the price level.17 The monetary contraction induces a signiﬁcant exchange rate
appreciation, in which the exchange rate overshoots. It also involves a small degree of worsening in
the current account.
Figure 2 illustrates an interest rate parity shock in the context of this model. Such a shock permits
the home interest rate to rise relative to the foreign rate, even though the value of the domestic
currency is appreciating over time, as is often observed empirically. The shock may be understood
as a type of portfolio shift away from home assets, such that an excess return is required to make
households willing to hold home bonds in equilibrium. While this shock is often used as a shorthand
way of introducing exchange rate ￿uctuations in a NOEM model, it is interesting to note that this
shock implies movements in a variety of variables, not just the exchange rate. In particular, the interest
rate moves substantially here, and there is also a sizeable response in the current account.
Given the apparent relationship between the interest parity shock and the taste shock, ﬁgure 3 is
included to show the impulse response to the latter. It implies a case where the current account moves
in very much the same way as in ﬁgure 2 for an interest parity shock, but the exchange rate moves in
the opposite direction. If these two shocks indeed are highly negatively correlated, the combination of
the two would imply a large change in the exchange rate, while any effect on the current account is
substantially canceled out. This observation will be useful in analysis below.
A natural question is how important are the interest parity shocks to these results? In particular,
is the model able to explain the exchange rate simply because it can invoke the UIP shock to drive
the exchange rate as needed to match the data? To address this question one can consider variance
decompositions, which show what fraction of the forecast error variance for each variable is explained
by each of the shocks at various time horizons. This analysis is complicated somewhat by the fact
that UIP deviations are allowed to be correlated here with the four structural shocks. Recall that this
choice was made because UIP deviations do not strictly arise from the structural model, and because
17 The hump-shaped response of the interest rate comes from the fact that the exchange rate begins to depreciate after the
initial period of overshooting, and the policy rule responds to this by increasing the interest rate a bit further.
18we wished to gather information that might help us interpret these UIP deviations and offer guidance
to future modelers. As a result, to disentangle the various contributions of these shocks, one must
take steps to orthogonalize them. It might seem that a natural approach would be to re-estimate
the model, requiring the shocks to be orthogonal. However, this estimation produced a likelihood
value of only 1755.737. This version of the model may be regarded as nested in the benchmark case
shown in Table 2, with the addition of four restrictions requiring the correlations between shocks to
be zero. As a nested comparison, a likelihood ratio test can be used, where twice the difference of the
likelihood values follows a chi-squared distribution with 4 degrees of freedom. The p-value of such
a comparison is zero, indicating we should reject the restrictions. Because the model that assumes
orthogonal shocks is strongly rejected by the data, I will continue to utilize the model that permits
them to be correlated.
As a result, we must take a stand on how to disentangle the joint contribution of the UIP and other
shocks. Table 3 shows variance decompositions which orthogonalize the UIP shock by attributing
any joint contribution shared between the UIP and another shock to that other shock.18 The table
shows that the independent part of UIP shocks explains only about 1% of exchange rate movements
in this model. This suggests that the UIP shock is not being used here to drive the exchange rate
and artiﬁcially boost the model ﬁt. Instead a bit more than half of the exchange rate movements
appear to be driven by monetary policy shocks. This result is comparable to that found in past studies.
Eichenbaum and Evans (1995) found variance decompositions between 18% and 43% using standard
VAR techniques. Rogers (1999) found between 19% and 60%. Faust and Rogers (2000) found
estimates ranging from the single digits to around 50% using a structural VAR that considered a wide
range of identiﬁcation assumptions. Ahmed et al (1993) found almost no role for monetary shocks in
a structural VAR using long-run identiﬁcation restrictions. In our estimation, taste shocks also have
some importance, explaining about 25% of exchange rate movements.
18 Mechanically this is accomplished by a Cholesky decomposition, where the UIP shock is ordered last. Note that the
ordering of the other four shocks is inconsequential, since these structural shocks are orthogonal to each other already. Note
also that this orthogonalization differs from the standard VAR practice, as we are ordering shocks not variables. There is no
need to use the ordering to achieve identiﬁcation of shocks, since the structure of the model has already provided sufﬁcient
restrictions for identiﬁcation.
19In contrast for the current account, Table 3 shows that a surprisingly large role is played by the UIP
shock. Nearly two-thirds of current account movements are attributable to these shocks, which raises
an interesting possibility. These UIP shocks represent portfolio shifts in the asset market between
countries, which naturally affect a country’s capital account. These shocks to the capital account then
should affect the current account through the balance of payments identity. The model seems to be
suggesting that attempts in the New Open Economy literature to explain current account movements
in terms of optimal intertemporal saving decisions may be misplaced. Rather, the current account
could be driven substantially by ﬁnancial shocks affecting the capital account side of the balance of
payments, which then forces adjustment in saving and investment on the current account side. This
conjecture should be pursued in the future in the NOEM literature.
For completeness, Table 4 shows variance decompositions with the opposite method of
orthogonalization, where comovements in the UIP shock with other shocks is awarded instead to the
UIP shock. By this accounting, the role of UIP shocks in driving exchange rates goes up somewhat,
but it still explains less than a quarter of exchange rate movements at its maximum. Monetary policy
shocks still are the main explanation and account for about half of the forecast error variance. Given
that it is the coincidence of UIP deviations with other shocks that affects the variance decomposition,
one may conclude that UIP shocks have their greatest usefulness in explaining exchange rate
movements not as an independent factor, but as a way of modifying the effect of other shocks. For
example, recall from above that taste and UIP shocks are highly negatively correlated. Recall also
from the discussion of impulse responses that the combination of a UIP and a negative taste shock
implies a large movement in the exchange rate with a net effect on the current account that is near
zero. The estimated model thus suggests a channel for explaining the ”relative price puzzle” and the
”exchange rate disconnect puzzle” noted in several papers (see Flood and Rose (1999), Duarte and
Stockman (2001), and Devereux and Engel (2002)). That is, the structural model has found one way
to account for the fact that volatility of the exchange rate tends to be high relative to quantity variables
like the current account, where large movements in the former have little impact on the latter.19 Future
19 This conclusion is supported by results in Table 4 regarding variance decompositions of the current account. The
20theoretical work may wish to pursue this suggestion, by looking for sources of interest rate parity
deviations that involve shifts in marginal utilities.
5 Conclusions
This paper has advanced the New Open Economy Macroeconomic literature in an empirical
direction, ﬁtting a two-country model by maximum-likelihood to data from the U.S. and an aggregate
of the remaining G7. The model ﬁts reasonably well, in that it is able to beat a random walk model
for in-sample predictions of the exchange rate and current account, variables of key interest to
open economy macroeconomists. The estimated model facilitates empirical answers to a number
of interesting questions raised recently in the theoretical literature. For example, it gives empirical
support to the assumption of local currency pricing by ﬁrms, as well as to the common simplifying
assumption of a unitary elasticity of substitution between home and foreign goods. It also provides an
estimate for how a country interest rate premium responds to changes in net foreign debt positions, an
estimate which might prove useful as a basis for calibrations of future theoretical models. In addition,
the exercise indicates that deviations from interest rate parity do not seem to be closely related to
monetary policy, as has been hypothesized in recent theory, but that these deviations do seem to be
related to shifts in marginal utilities of consumption. Further, the model indicates that such interest
rate parity shocks are not especially helpful as independent explanations for exchange rate movements
observed in the data. But on the other hand, these shocks are helpful in explaining movements
in the current account. It is hoped that this study may prove helpful for discriminating between
alternative theoretical models currently being proposed, and for suggesting productive avenues for
future theoretical research.
respective roles of the taste and IRP shocks switch from those in Table 3. This clearly comes from the fact that there is a
high negative correlation between the two shocks as described above. Whenever the effects of the two shocks are considered
jointly there is no net effect on the current account, but the portion of either shock taken alone has a strong effect on the
current account. This underscores the fact that the two shocks are closely related to each other.
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227 Appendix
7.1 List of Equilibrium Conditions
These equations are used in liearized form, expressed as differences between the home country
variables and foreign country counterparts. The system may be written in the following 18 variables:
ct − c∗
t,l t − l∗
t,y t − y∗
t,p t − p∗
t,w t − w∗
t,p Ft− p∗
Ht,p Ht − p∗
Ft,y Ht − y∗
Ft,y Ft− y∗
Ht,z Ht − z∗
Ht,
it − i∗
t,k t − k∗
t,r t − r∗
t,B t − B∗
t,M t − M∗
t ,s t,c a t, xt. Numbered below are the 18 linearized
conditions that determine these sequences.Country size is n.
Linearized home consumption Euler:
σ1ct − τt = σ1Et(ct+1) − Et(τt+1)+Et [Pt+1] − Pt − (1 − β)it



















t − (1 − β)i∗
t
to form:
σ1 (ct − c∗
















− (Pt − P∗
t ) − (1 − β)(it − i∗
t). (48)
Money demand:





σ1 (ct − c∗
t)+σ2 (pt − p∗













t)=( wt − w∗
t) − σ1(ct − c∗
t) − (pt − p∗










+( 1− α)(lt − l∗
t). (51)
23The linearized price setting rule for domestic sales by local currency pricing (lcp)ﬁ r m si s :
[v](yHt(lcp) − yHt)+mct − [1 + ν]pHt+[ ν − (1 + β)vψP]pHt(lcp)
+[vψP]pHt−1(lcp)+[ βvψP]EtpHt+1(lcp)=0
where
mct = pt + rt − at +( 1− α)kt−1 − (1 − α)lt
The linearized price setting rule for domestic sales is the same for producer currency pricing (pcp)
ﬁrms:
[v](yHt(pcp) − yHt)+mct − [1 + ν]pHt+[ ν − (1 + β)vψP]pHt(pcp)
+[vψP]pHt−1(pcp)+[ βvψP]EtpHt+1(pcp)=0 .
Given that all local currency pricing ﬁrms set the same price as each other, and all producer
currency pricing ﬁrms as each other, we may write the linearized form of the home domestic goods
price index as:
pHt = ηpHt(lcp)+( 1− η)pHt(pcp).
Substituting in the price-setting equations above, we ﬁnd the overall price level of home goods sold at
home:
mct − [1 + (1 + β)vψP]pHt +[ vψP]pHt−1 +[ βvψP]EtpHt+1 =0 .
The foreign counterpart is
mc∗









t +( 1− α)k∗
t−1 − (1 − α)l∗
t.




Ht)+mct − [1 + ν]p∗




Ht+1(lcp) − st =0 .
And for producer currency pricing ﬁrms, this is:
[v](y∗
Ht(pcp) − y∗
Ht)+mct − [1 + ν]p∗




Ht+1(pcp) − [1 + ν]st =0 .




Ht(pcp) − (1 − η)st,
24we can substitute in the pricing equations to write an equation for this export price index as:
mct − [1 + (1 + β)vψP]p∗
Ht +[ vψP]p∗
Ht−1 +[ βvψP]Etp∗
Ht+1 − [(1 − η)(1+β)νψP +1 ]st
+(1 − η)νψPst−1 +( 1− η)βνψPEt [st+1]=0 .
The counterpart for foreign country exports to the home country is:
mc∗
t − [1 + (1 + β)vψP]pFt+[ vψP]pFt−1 +[ βvψP]Etpft+1 +[ ( 1− η)(1 + ν)+1 ]st
−(1 − η)νψPst−1 − (1 − η)βνψPEt [st+1]=0 .

















t) − [1 + (1 + β)vψP](pFt− p∗







) − 2[(1− η)(1+β)νψP +1 ]st
+2(1 − η)νψPst−1 +2 ( 1− η)βνψPEt [st+1]=0 .
(53)
Ratio of price indexes:
pt = θpHt +( 1− θ)pFt+ θlog(1 − θt)
p∗
t =( 1 − θ)p∗
Ht + θp∗











yHt = yt + ￿pt − ￿pHt + θt

























Ft)=( yt − y∗
t)+￿(pt − p∗
t) − ￿(pHt − p∗
Ft)+( θt − θ∗
t) (55)
(yFt− y∗
Ht)=( yt − y∗
t)+￿(pt − p∗









(1 + β)ψIkt − βψIEtkt+1 − ψIkt−1 − (1 − β(1 − δ))rt+1 + βδδt
−σ1ct + σ1Etct+1 +( 1− σ1)τct − (1 − σ1)Et [τct+1]= 0 .
combined with foreign:
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Capital stock transition function:
δ(it − i∗
t)=( kt − k∗














=( wt − w∗
t)+( lt − l∗
t) (59)















Goods market clearing conditions are
θyHt+( 1− θ)y∗
Ht = zt





Ft) − (1 − θ)(yFt− y∗
Ht)=( zt − z∗
t). (61)





xt = st − (pFt− p∗
Ht) − (yFt− y∗
Ht). (62)
Compute the current account as the inverse of the capital account (as share of GDP):







Rewrite the balance of payments condition (deviations as shares of GDP):
20 Given parameter values, β,δ,α,σ1,σ3,G, I can deﬁne the steady state value of A so that the steady state value of I is










− (bt − sb∗
t)=0 . (64)





(Etst+1 − st) − ΨB (bt − sb∗
t)+ξt. (65)
7.2 Econometric Methods











BDi (D − I)B−1⁄
Σ
£
BDi (D − I)B−1⁄0 (66)
where D is the diagonal matrix of eigenvalues and B the matrix of eigen vectors of A1. Ry∗(0) can
then be computed:
Ry∗(0) = Σ + B [K]B0 (67)
where the typical element (i,j) of K is
Kij =
(1−di)(1−dj)Mij
1−didj fordi 6=1or dj 6=1












= AR y∗(0) − Σ (70)







= Ak−1 Ry∗(1) fork>1. (71)
The full covariance matrix, Ω, then can be constructed by assembling the blocks for various lags.
In particular, the only parts of each covariance block used are those relating to the particular data
series to be ﬁt, where xt is the relevant portion of y∗ (in percent deviations from the previous period).
27Further, to reduce numerical problems associated with rounding error, lags of only up to 15 periods
are currently used, with covariances assumed to be zero over lags greater than 15 periods.
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31Table 1: Unit Root Tests  
 
   U.S.   foreign aggregate 
Phillips-Perron test: 
 
  Exchange rate 
    Levels    -1.8230      --   
    Differences    -9.4457**     
 
  Current account   
    Levels    -0.8041      --   
    Differences    -9.5258**     
 
  Interest rate   
    Levels    -2.2940    -2.4337 
    Differences    -7.4911**    -5.2423** 
 
  Output 
    Levels    -1.8986    -1.4111 
    Differences    -4.1464**    -9.3866** 
 
  Price level 
    Levels    -1.7126    -3.9689*   
    Differences    -4.3715**    -9.4550** 
     
 
** indicates unit root rejected at 1% significance level; * indicates rejected at 5% level. 
Tests run with 3 lags, intercept and trend. All variables in logs except current account. 
Range is 1973Q2 to 2000Q4. Critical values: 1% --4.0444; 5% --3.4512; 10% --3.1507.  Table 2: Estimation Results
Measures of Fit:
log likelihood value:
  model 1797.55
  standard VAR 1823.78
Schwarz criterion
  model 1741.14
  standard VAR 1642.81
RMSE: structural model / standard VAR
    exchange rate 1.013
    current account 1.019
    interest rate 1.104
    output 1.092
    price level 1.171
RMSE: structural model / random walk
    exchange rate 0.984
    current account 0.986
    interest rate 0.997
    output 1.045
    price level 1.037    
 Parameter Estimates:
behavioral parameters:
consumption   s1 1.072
   elasticity term (0.006)
money demand s2 0.253
   elasticity term (0.003)
Investment  21.523
   adjustment cost (0.512)
Price adjustment 31.099
   cost (2.414)
bond cost 0.00384
(0.00010)
share of local cur- h 0.999
   rency pricing (0.000)
elasticity of subst. m 1.130
  home-foreign goods (0.062)
monetary policy rule parameters:
response to inflation 0.9891
(0.0002)
response to output 0.0001
(0.0000)
response to the  0.1128






3 ashock  autocorrelations
    technology 0.9671
  (0.0003)
    monetary 0.9309
(0.0089)
    tastes 0.9773
(0.0014)
    home bias 0.8908
(0.0046)
    UIP deviation 0.9750
(0.0034)
correlations with UIP shock
    technology 0.123
  (0.035)
    monetary 0.152
(0.029)
    tastes -0.845
(0.011)
    home bias -0.427
(0.016)
Values in parentheses indicate standard errors.            Table 3: Variance Decompositions
Remove correlated components of interest parity shock
Period Shocks
technology monetary tastes home bias interest
  policy   parity
exchange 1 0.11 0.54 0.26 0.07 0.01
rate 2 0.10 0.57 0.26 0.06 0.01
3 0.09 0.59 0.25 0.06 0.01
4 0.08 0.61 0.25 0.06 0.01
5 0.07 0.62 0.25 0.05 0.01
10 0.05 0.66 0.24 0.04 0.01
20 0.04 0.66 0.25 0.04 0.01    
current  1 0.24 0.00 0.07 0.05 0.64
account 2 0.28 0.00 0.06 0.03 0.64
3 0.30 0.00 0.05 0.02 0.62
4 0.32 0.01 0.04 0.03 0.60
5 0.33 0.01 0.04 0.04 0.58
10 0.35 0.03 0.02 0.14 0.47
20 0.32 0.05 0.01 0.27 0.36    
interest 1 0.48 0.16 0.31 0.01 0.04
rate 2 0.39 0.19 0.36 0.02 0.04
3 0.32 0.21 0.39 0.03 0.05
4 0.27 0.22 0.42 0.04 0.05
5 0.22 0.23 0.45 0.05 0.05
10 0.11 0.24 0.51 0.09 0.05
20 0.06 0.22 0.55 0.11 0.05    
output 1 0.16 0.16 0.37 0.31 0.01
  2 0.22 0.12 0.41 0.24 0.01
3 0.28 0.10 0.44 0.18 0.00
4 0.32 0.08 0.46 0.14 0.00
5 0.35 0.06 0.47 0.11 0.00
10 0.44 0.03 0.49 0.05 0.00
20 0.47 0.02 0.49 0.02 0.00    
price level 1 0.50 0.29 0.13 0.07 0.00
2 0.50 0.30 0.13 0.07 0.00
3 0.51 0.30 0.13 0.07 0.00
4 0.51 0.30 0.13 0.06 0.00
5 0.51 0.30 0.13 0.06 0.00
10 0.53 0.31 0.13 0.04 0.00
20 0.56 0.29 0.13 0.02 0.00         Table 4: Variance Decompositions
Remove correlated components of other shocks with interest parity shock
Period Shocks
technology monetary tastes home bias interest
  policy   parity
exchange 1 0.08 0.48 0.19 0.00 0.25
rate 2 0.07 0.49 0.20 0.00 0.24
3 0.06 0.51 0.20 0.00 0.23
4 0.05 0.52 0.21 0.00 0.22
5 0.04 0.53 0.21 0.00 0.21
10 0.03 0.56 0.22 0.00 0.19
20 0.02 0.56 0.23 0.00 0.18
current  1 0.25 0.17 0.54 0.04 0.00
account 2 0.28 0.15 0.55 0.02 0.00
3 0.30 0.13 0.54 0.02 0.01
4 0.31 0.11 0.53 0.02 0.03
5 0.32 0.10 0.52 0.02 0.04
10 0.31 0.05 0.45 0.08 0.10
20 0.27 0.03 0.37 0.17 0.15
interest 1 0.58 0.06 0.03 0.04 0.29
rate 2 0.50 0.07 0.03 0.03 0.37
3 0.42 0.08 0.03 0.03 0.44
4 0.36 0.08 0.03 0.02 0.50
5 0.31 0.09 0.03 0.02 0.55
10 0.17 0.09 0.03 0.01 0.69
20 0.10 0.09 0.02 0.01 0.78
output 1 0.14 0.09 0.21 0.51 0.06
  2 0.19 0.07 0.19 0.44 0.11
3 0.23 0.06 0.17 0.38 0.16
4 0.27 0.05 0.16 0.33 0.20
5 0.29 0.04 0.14 0.29 0.24
10 0.35 0.02 0.10 0.19 0.34
20 0.38 0.01 0.09 0.13 0.40
price level 1 0.41 0.20 0.03 0.00 0.36
2 0.41 0.20 0.03 0.00 0.36
3 0.41 0.21 0.03 0.00 0.35
4 0.42 0.21 0.03 0.00 0.35
5 0.42 0.21 0.03 0.00 0.34
10 0.44 0.22 0.02 0.00 0.31
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*except current account,  which  is shown as deviation from steady state
as a share of steady state output
 