Abstract: This paper concerns d-dimensional cellular automata with the von Neumann neighborhood that conserve the sum of the states of all their cells. These automata, called numberconserving or density-conserving cellular automata, are of particular interest to mathematicians, computer scientists and physicists, as they can serve as models of physical phenomena obeying some conservation law. We propose a new approach to study such cellular automata that works in any dimension d and for any set of states Q. Essentially, the local rule of a cellular automaton is decomposed into two parts: a split function and a perturbation. This decomposition is unique and, moreover, the set of all possible split functions has a very simple structure, while the set of all perturbations forms a linear space and is therefore very easy to describe in terms of its basis. We show how this approach allows to find all number-conserving cellular automata in many cases of d and Q. In particular, we find all three-dimensional number-conserving CAs with three states, which until now was beyond the capabilities of computers.
Introduction
Since cellular automata (CAs) reflect the assumption that all laws (physical, sociological, economic and so on) must result from interactions that are strictly local, they are highly suitable as discrete dynamical models of various complex phenomena. Not surprisingly then, CAs are of great interest to researchers in a broad range of scientific disciplines. For example, CAs have recently found applications in disciplines as diverse as biology [6, 23] , environmental sciences [5, 21] , materials science [2, 30] , pedestrian dynamics [13, 24] , urban transport [17, 28] , hydrology [7] and agriculture [31] , to name but a few.
In recent years, scientists are more and more apt to use multidimensional or multi-state CAs. Unfortunately, with the increase in dimension and/or the increase in the number of states, the set of all CAs grows rapidly. As a consequence, conventional methods, such as scanning through the entire set to find the CAs one is interested in, are no longer applicable. Hence, developing new tools for multidimensional/multi-state CAs is of the utmost importance. particular, such CAs appear naturally in the context of gas or fluid flow [12, 14] , and highway traffic [3, 18, 19, 29] . Our focus in this paper is on this important class of CAs.
The von Neumann neighborhood is a natural choice when modelling physical phenomena. Unfortunately, studying multidimensional CAs with this kind of neighborhood is very complicated, because it is not a Cartesian product of one-dimensional neighborhoods (in contrast to the Moore neighborhood). For this reason, the problem of number conservation in d-dimensional CAs with the von Neumann neighborhood has been poorly investigated for d ą 1.
Obviously, for a given CA, one does not need new tools to determine whether it is numberconserving or not. In one dimension, necessary and sufficient conditions for a CA to be numberconserving were given by Boccara and Fukś [4] , and similarly for two or more dimensions by Durand et al. [9] . In the latter work the Moore neighborhood is considered, so the results can be used for the von Neumann neighborhood as well. However, if one wants to find all number-conserving CAs for a given d and Q it is, in general, impossible to check all CAs to find the number-conserving ones, due to the huge cardinality of the search space. In particular, it is not advisable to consider the von Neumann neighborhood as a subset of the Moore neighborhood as the first one has only 2d`1 cells, while the second one has as many as 3 d cells.
The first characterization of two-dimensional number-conserving CAs with the von Neumann neighborhood was obtained by Tanimoto and Imai [26] . Their result is stated in terms of so-called flow functions (in the vertical, horizontal and diagonal direction) and allows to create two-dimensional number-conserving CAs. Unfortunately, it is still not of much use to find all two-dimensional number-conserving CAs, even in the case of the state set Q " t0, 1, 2u. However, using these flow functions they succeeded in describing all two-dimensional five-state number-conserving CAs with the von Neumann neighborhood that are rotation-symmetric, i.e., are invariant under rotation of the neighborhood by 90 degrees [15] . The results presented in [26, 15] concern only d " 2, and the ideas used therein, in particular the flow functions, have not been transferred to higher dimensions. Even if we could use similar tools for d ą 2, the results would be of no practical value, while using them to find all number-conserving CAs would require computational power beyond current technical capabilities.
In [27] , using a novel approach based on a geometric analysis of the structure of the von Neumann neighborhood in higher dimensions, necessary and sufficient conditions for a d-dimensional CA to be number-conserving are formulated in terms of the local rule in a similar way as in [4] . These conditions apply for any state set Q Ă R, whether it is finite or not. The main result presented in [27] allows to find all two-dimensional three-state number-conserving CAs [10] and all two-dimensional six-state rotation-symmetric number-conserving CAs [11] . Moreover, it allows to describe all affine continuous density-conserving CAs with state set Q " r0, 1s, which is infinite [8] . However, the necessary and sufficient conditions presented in [27] can be formulated in p2d`1q2 d 2 different forms, where d is the considered dimension. Although they all are equivalent, the obtained formulas can differ in the number of terms. A better understanding of this fact has guided us towards a completely new approach to the study of number conservation.
In this paper we lay bare that the local rule of any number-conserving CA with the von Neumann neighborhood can be decomposed into two parts. The first one is a split function -a special local function that acts as follows: each state splits into pieces according to its recipe, irrespective of the states of its neighbors. The second one is a perturbation -a local function that for a numberconserving local rule is the only possible derogation from being a split function. Both split functions and perturbations can take values outside the considered state set, but this is a small disadvantage compared to the benefits they bring. First of all, the decomposition is unique. Moreover, the set of all possible split functions has a very simple structure, while the set of all perturbations forms a linear space and is therefore very easy to describe in terms of its basis. This decomposition of a number-conserving local rule allows us to further simplify the necessary and sufficient conditions formulated in [27] : it is possible to find separate conditions on split functions and on perturbations. This greatly reduces the cardinality of the set of CAs that are potentially number-conserving and makes it possible to find all number-conserving CAs for a much broader range of state sets Q in 2, 3 and higher dimensions. Furthermore, ongoing work has shown that the decomposition theorem enables us to prove some general facts about number-conserving CAs. It is worth emphasizing that the main result presented in this paper, although very powerful, is obtained through the use of basic mathematical tools. This paper is organized as follows. In Section 2 the basic concepts and notations are introduced. Section 3 presents the decomposition of a number-conserving local rule into a split function and a perturbation. A demonstration of how much this decomposition reduces the computational complexity of finding all number-conserving CAs is shown in Section 4 by simple manual counting for several classical examples of d and Q, which until now could only be achieved using a computer. In addition, we consider also three-dimensional CAs and find all three-state number-conserving CAs with the von Neumann neighborhood, which was previously infeasible. Section 5 concludes the paper with open problems.
Preliminaries
In this section, we introduce CAs and recall some results that we will use in the following sections. To define a CA, one needs to specify a space of cells, a neighborhood, a state set and a local rule. However, to develop our idea of decomposition, we additionally need to generalize local rules, in the sense that they can yield values outside the considered state set.
2.1. The cellular space. Let us fix the dimension d ě 1 and natural numbers n 1 , n 2 , . . . , n d greater than 4. We consider the cellular space as a grid with periodic boundary conditions, i.e.,
we denote cells by pi, jq rather than pi 1 , i 2 q. Denoting the number of elements of a set A as |A|, we have |C| " n 1¨n2¨. . .¨n d .
As a consequence of the periodic boundary conditions, each cell in C has exactly 2d adjacent cells: two in each of the orthogonal axis directions. For example, if d " 1, each cell has only two adjacent cells: in the direction v 1 (right) and in the direction -v 1 (left) (see Fig. 1(a) ). If d " 2, there are four adjacent cells: two in the horizontal directions v 1 , -v 1 and two in the vertical directions v 2 (up) and -v 2 (down), as shown in Fig. 1(b) . If d " 3, there are two additional adjacent cells: in the direction v 3 (forward) and in the direction -v 3 (backward), as shown in Fig. 1(c) . For the sake of generality, we introduce the following notation. For each k P t1, 2, . . . , du, we define the vector v k " p0, 0, . . . , 0, 1, 0, . . . , 0q P R d , where the k-th component is 1 and the other ones are zero. Let us denote the set of all considered directions as V`, i.e.,
Additionally, let 0 " p0, 0, . . . , 0q P R d and V " V`Y t0u. Then for i P C and v P V , i`v P C is nothing but the cell adjacent to i in direction v, if v P V`, or i itself if v " 0.
The neighborhood.
As mentioned in Section 1, we only consider CAs with the von Neumann neighborhood. So, for each cell i P C, its neighborhood P piq consists of the cell i and its 2d adjacent cells:
The results presented in [27] allow to describe the relation between P piq and P pjq if i ‰ j, as summarized in Lemma 21.
Lemma 21 Let i, j P C and i ‰ j.
(a) If j " i`v for some v P V`, then P piq X P pjq " ti`0, i`vu.
(c) If j " i`u`v for some u, v P V`where both u ‰ v and u ‰ -v, then P piq X P pjq " ti`u, i`vu.
(d) In all other cases, it holds that P piq X P pjq " H.
We now define a set Ω containing all possible pairs of vectors from V used in Lemma 21 in the description of P piq X P pjq for the cases (a) and (c).
Thus Ω consists of the pairs t0, vu for every v P V`and the pairs tu, vu for u, v P V`with u ‰ v and u ‰ -v.
As the pairs tu, vu and tv, uu are equal, the set Ω contains exactly 2d 2 elements. For example, if d " 1, then Ω contains 2 elements:
then Ω contains 8 elements:
while if d " 3, then it holds that |Ω| " 18:
From Lemma 21, we also have the following.
Remark 22
Let i P C. If for some j P C we have |P piq X P pjq| " 2, then there exists a unique element tu, vu P Ω such that j " pi`uq`v. Moreover, one of the shared cells is i`u " j`p-vq, while the other one is i`v " j`p-uq.
For a given pair tu, vu P Ω, the pair t-u, -vu will be called the matching pair. For example, in the two-dimensional case, t0, For the sake of convenience, in the examples presented in this paper, we choose Λ "
and if d " 3, we choose
2.3. Configurations. As the state set of a CA we consider a set Q Ď R (finite or not) containing zero and at least one more number. By Q`we denote the set Qzt0u. By a configuration, we mean any mapping from the grid C to Q and we denote the set of all configurations by X " Q C . To develop our idea of decomposition, it is important to consider configurations in a wider sense: mappings from the grid C to R. The set of all configurations in a wider sense is, of course, a superset of X and is denoted by r X. We will simply write configuration also for elements from r X, unless confusion is possible. The value of cell i in a configuration x P r X is denoted by xpiq or, if d " 2, by x i,j for the cell pi, jq.
Given a configuration x P r X, we define its density as:
The set of all configurations x P r X satisfying σpxq " 0 is denoted by r X 0 .
By a neighborhood configuration we mean any function N : V Ñ Q. If N is identically equal to zero, then we call it trivial. The set of all possible neighborhood configurations is denoted by N . As the set V has 2d`1 elements,
. . , N pv d q (often without commas, unless confusion is possible). In the two-dimensional case, we prefer, however, to represent N graphically as
In this way, the set N can be defined as
Similarly, for d " 3, we write
Some particular neighborhood configurations will be very important in remainder of this paper. Firstly, for any q P Q, we define the homogeneous neighborhood configuration H q , in which for each v P V we have H q pvq " q. Secondly, for any v P V and q P Q, we define a monomer M v:q , which differs from H 0 in at most one component. More precisely, M v:q has the value q in direction v and zero in all other directions:
Of course, if q " 0, then M v:q is trivial. Thus, if d " 1, monomers are of the form q00, 0q0 and 00q, where q P Q, while for d " 2 and d " 3 they look like: Lastly, if tu, wu P Ω and p, q P Q, we define a dimer Du:p w:q as the neighborhood configuration that has the value p in direction u, the value q in direction w and zero in all other directions: Note that the states p and q occur at specific locations as given by the set Ω.
If x P X and i P C are given, then N x,i denotes the neighborhood configuration given by the von Neumann neighborhood of cell i in the configuration x, thus p@v P V q pN x,i pvq " xpi`vqq .
Local and global functions and rules. Any function
If additionally f pN q Ď Q, then we call f a local rule. As for configurations, we generalize local rules in the sense that they may take values outside the state set Q.
Each local function f induces a global function A f : X Ñ r X defined for x P X and i P C as follows
If f is a local rule, then we call A f a global rule and then A f : X Ñ X.
Having introduced the required notations, we now define the property of being number-conserving.
Definition 23 A local function f is called number-conserving if its corresponding global function
A f conserves density, i.e., for each x P X it holds that ρpA f pxqq " ρpxq, or, equivalently, that σpA f pxqq " σpxq.
Note that if the state set contains not only natural numbers, then the term density-conserving is preferred.
The following facts follow immediately.
Lemma 24
If a local function f is number-conserving, then each state is quiescent, i.e., for any state q P Q it holds that f pH" q.
Lemma 25
If a local function f is number-conserving, then for any state q P Q it holds that
The proofs of both Lemmata 24 and 25 are exactly the same as those presented in [27] for local rules, so they are omitted.
The decomposition of a number-conserving local rule
We first present two fundamental objects underlying the results obtained in the remainder of this paper. The first is a split function -a special local function that is defined by the values it takes on monomers, and the second is a perturbation -a local function that is trivial on monomers and whose induced global function maps every configuration to r X 0 . It turns out that any number-conserving local rule can be decomposed into two such objects and that this decomposition is unique.
Split functions.
Let us consider a configuration in which only one cell has some nonzero state and the other ones have state 0. If a local rule would be number-conserving, then in the next time step it must redistribute this state to the cells located in its neighborhood in such a way that the redistributed parts belong to the state set Q. We say that this state splits, which happens according to some recipe depending on the state. Now, we are interested only in such local functions, called split functions, that act as follows: each state splits according to its recipe irrespective of the states of its neighbors. We include these ideas in the definition below, reformulated in the language of CAs (see Figure 2 ).
Definition 31 A local function h is called a split function if it satisfies:
(S1) hpM v:P Q, for any monomer M v:q ; (S2) for any q P Q, it holds that ÿ vPV hpM v:" q; (S3) for any N P N , it holds that hpN q "
The set of all split functions is denoted by S.
A split function is unambiguously defined by the values it takes on monomers, because its value on any neighborhood configuration is given by property (S3). Moreover, on monomers it takes values from the state set as a consequence of property (S1). However, a split function does not have to be a local rule. Indeed, as each state splits independently, it may happen that the sum of the splitted constituents ending up in one cell from different neighbors does not belong to the state set Q. So,
X. Yet, we do not care about this for the time being.
h Fig. 2 : The state 6 in the central cell of a 5ˆ5 grid (symbolizing six particles) splits according to the following recipe: 3 to the left neighbor, 2 to the upper neighbor and 1 stays in the cell. In the language of CAs, this means that hpM v1:6 q " 3, hpM -v2:6 q " 2, hpM 0:6 q " 1 and hpM -v1:6 q " hpM v2:6 q " 0.
The next lemma shows that each split function is number-conserving.
Lemma 32 Let h be a split function. Then σpA h pxqq " σpxq for any configuration x P X.
Proof: Let a local function h belong to S. According to property (S3), we get
Next, using the fact that C`v " C for any v P V , we have
Finally, from property (S2), we get ř iPC ř vPV hpM v:xpi" ř iPC xpiq " σpxq, which concludes the proof. l
Note that the set S has a very simple structure. Indeed, each split function is determined by the values it takes on monomers M v:q , where v P V and q P Q`, so we can identify a split function h with´`h
According to properties (S1) and (S2), each tuplè
belongs to the set S q , defined as
Since for each state q the corresponding tuple in (6) can be chosen independently, the set of all split functions can be identified with the Cartesian product ą qPQ`S q . In particular, if the state set Q is finite, the cardinality of the set S equals ź
To better understand the meaning of a split function, we consider a classical CAs where the state set is a discrete set t0, 1, . . . , q˚u for some natural number q˚. One can see that the set S is very simple to describe and to find.
Example 1. Multi-state CAs
Let us assume that Q " t0, 1, . . . , q˚u for some positive integer q˚and let the dimension d be given. The cardinality of the set of all local rules in this case equals pq˚`1q
pq˚`1q
2d`1 , so even for very small q˚and d it can be huge (see Table 1 (a)). However, the cardinality of S is equal to k 1¨k2¨. . .¨k q˚, where for q P t1, . . . , q˚u the symbol k q denotes the number of solutions of the equation x 1`x2`. . .`x 2d`1 " q in the set Q. Indeed, as we mentioned above, according to properties (S1) and (S2), one gets all split functions in this case by finding for each q P Q all possibilities for hpM -v d :q q, . . ., hpM -v1:q q, hpM 0:q q, hpM v1:q q, . . ., hpM v d :P Q such that hpM -v d :q q`. . .`hpM -v1:q q`hpM 0:q q`hpM v1:q q`. . .`hpM v d :" q .
q˘( see e.g. [25] ), we have
Table 1(b) presents |S| for d ď 4 and q˚ď 3. One can see that the total number of split functions is definitely less than the number of all local rules. For example, in the two-dimensional case for three states (i.e., q˚" 2), there are only 75 split functions, while there are 3 
3.2.
Perturbations. Now, we introduce the definition of the second important kind of local function, a so-called perturbation. As we will see later, for a number-conserving local rule, a perturbation is the only possible derogation from being a split function. We will show that the set of all perturbations has a very nice structure -it is a linear space -and therefore it can be very easily described in terms of the elements of a basis of this space.
Definition 33 A local function g : N Ñ R is called a perturbation if it satisfies the following two conditions:
(P1) for any v P V and for any q P Q, it holds that gpM v:" 0, (P2) for any x P X, it holds that σpA g pxqq " 0.
The set of all perturbations is denoted by P.
Note that condition (P1) ensures that perturbations always take values zero on monomers, while condition (P2) means that g : X Ñ r X 0 , for any g P P.
Lemma 34 The set of all perturbations P forms a linear space.
Proof: Let g 1 , g 2 P P and let α, β be arbitrary real numbers. Then for g " αg 1`β g 2 , we have:
for any v P V and q P Q. Moreover, for any x P X we have
which implies that g is a perturbation. l
The next lemma shows the relationship between the values of a perturbation on matching dimers. It will be used to characterize all perturbations and to find a basis of P.
Lemma 35
If a local function g : N Ñ R is a perturbation, then for any tu, wu P Ω and for any p, q P Q it holds that g´Du:p w:q¯"´gˆD -w:p -u:q˙.
Proof: Let tu, wu P Ω and p, q P Q be given. Let us define the following configuration x P X:
We have that
If 0`u or 0`w does not belong to the neighborhood P piq, then N x,i is a monomer, so in this case gpN x,i q " 0. On the other hand, P piq contains 0`u if and only if 0`u " i`v for some v P V , and, more importantly, we then have N x,i pvq " N x,0`u´v pvq " xp0`uq. Similarly, P piq contains 0`w if and only if 0`w " i`v 1 for some v 1 P V and then N x,i pv 1 q " N x,0`w´v 1 pv 1 q " xp0`wq. Thus P piq contains both 0`u and 0`w only when i " 0`u´v " 0`w´v 1 for some v, v 1 P V . As tu, wu P Ω, u and w act on different components and at least one of them is nonzero. Hence, the vector equation i " 0`u´v " 0`w´v 1 has exactly two solutions:
From this, we conclude that P piq contains both 0`u and 0`w only when i " 0 or i " 0`u`w. Moreover, we have and N x,0`u`w " D -w:xp0`uq -u:xp0`wq
Summarizing the above observations, we get σpA g pxqq " gpN x,0 q`gpN x,0`u`w q " g´Du:p w:q¯`gˆD -w:p -u:q˙.
Since property (P2) guarantees that σpA g pxqq " 0, we get our claim. l
Next we obtain a necessary and sufficient condition for a local function to be a perturbation. Its notation depends on our choice of Λ, so, there are 2 
Proof: It is easy to see that this condition is sufficient. Indeed, consider the grid C and an arbitrary configuration x P X. Now, write Eq. (9) for each neighborhood configuration N x,i . Summing up the left-hand sides, we obtain σpA g pxqq, while when summing up the right-hand sides, the dimers cancel out due to the fact that N x,i`u`w p-wq " xpi`uq " N x,i puq and N x,i`u`w p-uq " xpi`wq " N x,i pwq, so
To prove that Eq. (9) is necessary, let us fix N P N and consider the configuration x defined by xpiq "
Note that N x,0 " N . As a configuration x is zero outside P p0q, from Lemma 21 we have 0 " σpA g pxqq " 
If |P piq X P p0q| " 1, then N x,i is a monomer, thus according to property (P1), we have that gpN x,i q " 0. Moreover, in view of Remark 22, if |P piq X P p0q| " 2, then there exists a unique pair tu, wu P Ω such that i " 0`u`w and P piq X P p0q " t0`u, 0`wu. Hence, N x,i is a dimer satisfying N x,0`u`w p-uq " xp0`wq " N pwq and N x,0`u`w p-wq " xp0`uq " N puq,
which means that N x,0`u`w " D -w:Npuq -u:Npwq . Hence, for a given Λ, we have 
in agreement with the relation between Ω and Λ (see Section 2.2). Combining Eqs. (10) and (12) and recalling that N x,0 " N , we obtain: Since from Lemma 35, we know that g˜D -w:Npuq -u:Npwq¸"´g˜D u:N puq w:N pwq¸, the theorem is proven. l
Let us recall that if p " 0 or q " 0 then Du:p w:q is a monomer. As a consequence of Theorem 36 we obtain the following remark.
Remark 37 To define a perturbation, it suffices to declare its value on all dimers Du:p w:q , where tu, wu P Λ and p, q P Q`.
To illustrate the concept of a perturbation, we continue with the multi-state CAs presented in Example 1. We will see that the basis of P is easy to find and describe.
Example 2. Multi-state CAs -cont.
Since |Λ| " d 2 and Q`" t1, . . . , q˚u, the cardinality of the set
is d 2 pq˚q 2 . Let g u:p,w:q denote the perturbation that maps to 1 on the dimer Du:p w:q and zero on the other dimers in D and recall that it is zero on monomers too, while on other N P N it is given by Eq. (9) . Then the set tg u:p,w:q | tu, wu P Λ, p, q P Q`u is a basis of P, so the dimension of P equals d 2 pq˚q 2 . In Table 2 the dimension of P is given for d ď 4 and q˚ď 3.
q˚" 2 4 16 36 64
q˚" 3 9 36 81 144 Table 2 : The dimension of the linear space P for Q " t0, 1, . . . , q˚u and dimension d.
3.3. The decomposition theorem. Now, we are ready to show that each number-conserving local rule can be decomposed as the sum of a split function and a perturbation.
Theorem 38 A local rule f is number-conserving if and only if there exist a split function h and a perturbation g such that f " h`g. Moreover, for a given local rule f , the functions h and g are uniquely determined.
Proof: If a local rule f is the sum of some split function h and a perturbation g, then it conserves density. Indeed, let x P X be any configuration, then Now, let us assume that a local rule f is number-conserving. Let us define the local function h as follows:
(i) for any v P V and for any q P Q, we set hpM v:" f pM v:q q,
(ii) for any N P N, we define hpN q "
It is easy to see that h is a split function. Let g " f´h.
As both f and h conserve density, for any x P X, we have that σpA g pxqq " 0. Moreover, given the definition of h, for any v P V and for any q P Q, it holds that gpM v:" 0. So, g is a perturbation.
The decomposition of a number-conserving local rule into a split function and a perturbation is unique. Indeed, if for split functions h 1 and h 2 and perturbations g 1 and g 2 , we have h 1`g1 " h 2`g2 , then h 1 " h 2 on monomers, and therefore on the entire N , because split functions are defined by their values on monomers. Consequently, it must hold that also g 1 " g 2 . l
Use cases
To convince the reader that the decomposition theorem is useful, we show how it allows to reduce the computational complexity of finding all number-conserving CAs. For this purpose, we list all number-conserving rules for classical examples of d and Q, which until now could only be done using a computer. Additionally, we rely on the decomposition theorem to find all three-dimensional three-state number-conserving CAs, which until now was beyond the capabilities of computers.
Number-conserving binary CAs. One-dimensional binary CAs
Here we consider the simplest CAs, namely Elementary Cellular Automata (ECAs), which have been intensively investigated. In particular, it is known which ones are number-conserving. We are dealing with ECAs to illustrate the easiness of use of the decomposition theorem.
Let us note that if d " 1 and Q " t0, 1u, then conditions (S1) and (S2) of Definition 31 collapse to hp1, 0, 0q`hp0, 1, 0q`hp0, 0, 1q " 1 and hp1, 0, 0q, hp0, 1, 0q, hp0, 0, 1q P t0, 1u.
Thus, as mentioned in Example 1, there are only three split functions: h 1 , h 2 , h 3 (see Table 3 ), which all are local rules (i.e., their values belong to t0, 1u). On the other hand, the set Λ contains only one pair t0, v 1 u (Example 2), so, the perturbation space has dimension 1, and as a basic perturbation we may take the local function g 1 presented in Table 3 . Thus, according to Theorem 38, every number-conserving local rule can be written as h i`a g 1 , where i P t1, 2, 3u and a P R.
If the state set Q is finite, each local function f can be defined in tabular form by listing all elements of N and the corresponding values of f . This kind of presentation will be referred to as the lookup table (LUT) of the local function f .
The LUTs of the local functions h i`a g 1 are shown in Table 3 . In the case of h 1 , only a " 0 or a " 1 give a local rule, otherwise h 1 yields a value that does not belong to t0, 1u. In the case of h 2 , only a " 0 gives a local rule, while in the case of h 3 , only a " 0 and a "´1. 
Two-dimensional binary CAs
First, let us recall that in the case d " 2, the set V has 5 elements, namely V " t0,
and that as a set Λ we selected
and (S2) of Definition 31, we have to solve the following equation to find all split functions:
where (Table 4) , and, as in the one-dimensional case, all of them are local rules. Recalling Example 2, we know that the perturbation space has dimension 4, and as basic perturbations we may take the local functions g 1 , g 2 , g 3 , g 4 presented in Table 5 . Thus, according to Theorem 38, every number-conserving local rule can be represented as h v`a g 1`b g 2`c g 3`d g 4 , where v P V and a, b, c, d P R. As h -v1 , h v2 , h -v2 are equivalent with h v1 by rotation, we restrict our discussion to h 0 and h v1 . The LUTs of the local functions h 0`a g 1`b g 2`c g 3`d g 4 and h v1`a g 1`b g 2`c g 3`d g 4 are shown in Table 5 .
First, let us consider the local function f 0 " h 0`a g 1`b g 2`c g 3`d g 4 . Comparing l 6 " 1`a and l 12 " 1´a, we deduce that if f 0 would be a local rule, then it should hold that a " 0. Analogously, we get b " 0 (comparing l 5 " 1´b and l 20 " 1`b), c " 0 (comparing l 9 "´c and l 18 " c) and d " 0 (comparing l 3 " d and l 24 "´d). So, finally, f 0 is a local rule if and only if a " b " c " d " 0. Now, let us consider the local function
Comparing l 5 "´b and l 20 " b, we find that b " 0. As l 11 " 1´c´d and l 26 " 1`c´d, it must hold that c " d. On the other hand, since l 3 " 1`d and l 24 "´d, it must hold that d "´1 or d " 0. Analogously, from l 9 "´c and l 18 " 1`c, we deduce that c "´1 or c " 0. Thus, we have c " d "´1 or c " d " 0. But as l 25 "´c´d, the former is impossible. Now, putting b " c " d " 0 into the LUT of f 1 , we see that the conditions on a are: 1`a,´a P t0, 1u, so a " 0 or a "´1. Summarizing, there are two local rules of the form
-h v1 : the shift-left rule, -h v1´g1 : the traffic-left rule.
Consequently, we get that there are only 9 number-conserving local rules in the case of twodimensional binary CAs: the identity rule, and the shift and traffic rules in each of the four directions (right, left, up and down).
Three-dimensional binary CAs
Reasoning in a similar way as in the case of one-or two-dimensional number-conserving binary CAs, we obtain 7 split functions and 13 number-conserving local rules: the identity rule, and the shift and traffic rules in each of the six directions. 
The case d ą 3 We conjecture that for any d there are no non-trivial number-conserving binary CAs.
Conjecture 41 Let the dimension d ě 1 be given. There are exactly 4d`1 number-conserving binary CAs with the von Neumann neighborhood: the identity rule, and the shift and traffic rules in each of the 2d possible directions.
4.2. Number-conserving three-state CAs. One-dimensional three-state CAs Here, we consider the state set Q " t0, 1, 2u in the case of one-dimensional CAs, for which Boccara and Fukś [4] found all number-conserving CAs. Yet, our approach allows us to do it without the use of a computer.
Conditions (S1) and (S2) of Definition 31 now simplify to hp1, 0, 0q`hp0, 1, 0q`hp0, 0, 1q " 1 and hp2, 0, 0q`hp0, 2, 0q`hp0, 0, 2q " 2, with hp1, 0, 0q, hp0, 1, 0q, hp0, 0, 1q, hp2, 0, 0q, hp0, 2, 0q, hp0, 0, 2q P t0, 1, 2u. Thus, as mentioned in Example 1, there are exactly`3 1˘`4 2˘" 18 split functions, ten of which, namely h 0 , h 1 , . . ., h 9 are presented in Table 6 . The remaining eight h 10 , h 11 , . . ., h 17 are reflections of h 1 , h 2 , . . ., h 8 . Note that not all of them are local rules.
Since d " 1, the set Λ contains only one pair: Λ " t0, v 1 u ( . Moreover, from Example 2, we have that the perturbation space has dimension 4, since to define a perturbation, we have to set the values it maps to for dimers from D " In Table 6 , we show the LUTs of all basic perturbations and the form of the LUT of a general one. Now, all we have to check is whether h i`a g 1`b g 2`c g 3`d g 4 is a local rule, i.e., it yields values in Q " t0, 1, 2u.
For that propose, we have to consider every h i , i " 0, 1, . . . , 9 separately. For example, if i " 0, the problem boils down to solving the following system of inequalities in Q " t0, 1, 2u:
which can easily be reduced to a P t´1, 0, 1u, b P t0, 1u, c P t´1, 0u, d " 0, and
So, for h 0 (the identity rule), we have seven solutions for pa, b, c, dq: p´1, 0, 0, 0q, p´1, 0,´1, 0q, p0, 0,´1, 0q, p0, 0, 0, 0q, p0, 1, 0, 0q, p1, 0, 0, 0q and p1, 1, 0, 0q.
For h 3 (the shift-left rule), we get the following system of inequalities: Table 6 : The LUTs of the split functions h 0 , h 1 , . . ., h 9 , the basic perturbations and a general perturbation g " ag 1`b g 2`c g 3`d g 4 in the case of one-dimensional three-state CAs.
which reduces to a P t´1, 0u, b P t´2,´1, 0u, c P t´1, 0u, d P t´2,´1, 0u and
Thus, now we have 10 solutions: p0,´2,´1,´2q, p0,´1,´1,´2q, p0,´1,´1,´1q, p0,´1, 0,´1q, p´1,´2,´1,´2q, p´1,´1,´1,´2q, p´1,´1, 0,´1q, p0, 0, 0,´1q, p´1,´1,´1,´1q, p0, 0, 0, 0q.
For h 5 , we see at once that there is no solution at all, as for any perturbation we have l 19 " 3 R t0, 1, 2u.
One can proceed similarly in the seven other cases. In this way one arrives at 7, 9, 11, 10, 5, 0, 10, 10, 6, 15 solutions for h 0 , h 1 , h 2 , h 3 , h 4 , h 5 , h 6 , h 7 , h 8 , h 9 , respectively. The solutions for h 11 ,..., h 17 can be obtained from the solutions of their reflection h 1 ,..., h 8 .
So, we have 7`2p9`11`10`5`0`10`10`6q`15 " 144 one-dimensional three-state number-conserving local rules, which agrees with the findings of [4] .
Two-dimensional three-state CAs
Now, conditions (S1) and (S2) of Definition 31, as mentioned in Example 1, give exactly`5 1˘`6 2˘" 75 split functions. Thus it is still possible to consider every split function separately and calculate all number-conserving local rules connected with it without the use of a computer. Moreover, we can exploit eight symmetries of the von Neumann neighborhood in the two-dimensional space, so, there are only 16 significantly different split functions. As a result, we get that there are 1327 number-conserving local rules, which agrees with the findings of [10] .
Three-dimensional three-state CAs So far, there were no results about three-dimensional three-state number-conserving CAs with the von Neumann neighborhood. This is due to the fact that we are looking in a huge set of all local rules of cardinality 3
1043 . Now, using the decomposition theorem we can find all three-dimensional three-state number-conserving CAs with the von Neumann neighborhood. 
Thus, there are exactly`7 1˘`8 2˘" 196 split functions. We number them by giving two strings of digits: h p1q and h p2q -an ordered list of the terms of the sum in the left side of Eq. (14) and Eq. (15), respectively.
From Example 2, we know that the perturbation space has dimension 36 and to define a perturbation, we need to set the values it maps to for dimers from
where we may choose, for example,
Thus, as basic perturbations we may take the perturbations g u:p,w:q , for tu, wu P Λ, p, q P t1, 2u -a given perturbation g u:p,w:q maps to 1 on the dimer Du:p w:q and 0 on the remaining dimers from D.
Recall that it is zero on monomers too, and on other N P N is given by (9) . Now, according to Theorem 38, for every split function h (given by setting h p1q and h p2q ), it is sufficient to check for which integers a u:p,w:q the local function f " h`ÿ tu,wuPΛ¨ÿ p,qPt1,2u a u:p,w:q g u:p,w:q‚ (16) is a local rule, i.e., its values do not go outside Q.
As for any dimer Du0:p0 q‚ " hpM u0:p0 q`hpM w0:q0 q`a u0:p0,w0:q0 P Q , we obtain the following bounds for the integer a u0:p0,w0:q0 :´h pM u0:p0 q`hpM w0:q0 q¯ď a u0:p0,w0:q0 ď 2´´hpM u0:p0 q`hpM w0:q0 q¯.
On the other hand, using the matching dimer D-w 0 :p0 -u0:q0 , we get f pD-w 0:p0 -u0:q0 q " hpD-w 0 :p0 -u0:q0 q`ÿ tu,wuPΛ¨ÿ p,qPt1,2u a u:p,w:q g u:p,w:q pD-w 0:p0 -u0:q0 q‚ " hpM -w0:p0 q`hpM -u0:q0 q´a u0:p0,w0:q0 P Q , thus hpM -w0:p0 q`hpM -u0:q0 q´2 ď a u0:p0,w0:q0 ď hpM -w0:p0 q`hpM -u0:q0 q .
Combining Eqs. (17) and (18), we get A u0:p0,w0:q0 ď a u0:p0,w0:q0 ď B u0:p0,w0:q0 ,
where A u0:p0,w0:q0 " max p´hpM u0:p0 q´hpM w0:q0 q, hpM -w0:p0 q`hpM -u0:q0 q´2q and B u0:p0,w0:q0 " min p2´hpM u0:p0 q´hpM w0:q0 q, hpM -w0:p0 q`hpM -u0:q0.
From the above expressions for A u0:p0,w0:q0 and B u0:p0,w0:q0 , we obtain that B u0:p0,w0:q0´Au0:p0,w0:q0 ď 2, so there are at most three integers between these bounds. However, in many cases the bounds are much more narrow and there is only one integer between them.
Having reduced the number of possibilities for a u0:p0,w0:q0 , the remaining ones can be identified using a computer. For that propose, for each split function h, for each combination of a u0:p0,w0:q0 , tu, wu P Λ, p, q P t1, 2u (satisfying Eq. (19)), we used Eq. (16) to evaluate f˜q 1 q 7 q 2 q 3 q 4 q 6 q 5¸a nd check whether the obtained value belongs to Q. Of course, the function f is a local rule if and only if for any q 1 , . . . , q 7 P Q the answer is positive. 
Future work and open problems
Our new approach to study d-dimensional number-conserving CAs with the von Neumann neighborhood allows to revisit unresolved questions in the field. First of all, future work will focus on determining whether Conjecture 41 is true or not. Since now we know all three-dimensional threestate number-conserving CAs, we will also be able to identify reversible ones -in particular, to see whether there are some nontrivial ones. In [10] we found that if the state set is t0, 1u or t0, 1, 2u, i.e., when we deal with binary or three-state CAs, there are only trivial number-conserving CAs that are reversible as well, namely, the identity and the shifts (in each of four possible directions). We conjecture that the same will hold for d " 3. A natural extension of this problem is to determine whether the following general fact is true or not: three states are too few to enable the existence of nontrivial reversible number-conserving CAs with the von Neumann neighborhood in any dimension.
Although the decomposition theorem seems to have been developed for higher dimensions, it is useful for d " 1 as well. For example, existing tools allow to find all one-dimensional reversible number-conserving CAs with four states, while also a list of 20 reversible number-conserving CAs with five states is given [16] , but it is unknown whether the list is complete. The decomposition theorem allows us to find all number-conserving five-state CAs and identify the reversible ones.
The basic idea of the split-and-perturb decomposition of the local rule of a number-conserving CA, presented here for a cubic grid and the von Neumann neighborhood, can be used in other settings as well, for example, for two-dimensional triangular or hexagonal grids. The difficulty then, however, lies in describing the space of perturbations. This will be the subject of our future work.
