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INTRODUCTION
Circulating fluidized beds (CFB) are used in industry for a wide variety of gas-solid contact operations. Examples include coal and biomass gasification/combustion, catalytic cracking and Fischer-Tropsch synthesis. The extensive application of CFBs to industrial processes drives investment, and consequently increases interest in their operational productivity. A detailed understanding of gas-solid hydrodynamics in fluidized beds can be utilized to improve their design and operation.
Over the past few decades, CFB hydrodynamics, including circulation patterns, have been studied using various costly and time-consuming experimental approaches. Intrusive techniques including optical probes (Reh and Li, 1991) , endoscopes (Werther, 1999; Lackermeier et al., 2001 ) and hot wires (Boerefijn et al., 1999) have been employed to collect cross-sectional porosity data from fluidized beds. Non-intrusive methods for data collection include electrical capacitance tomography (Zhang et al., 2014) , laser Doppler anemometry (Mathiesen et al., 2000) , phase Doppler anemometry (Levy and Lockwood, 1983) , magnetic resonance imaging (Müller et al., 2008) , magnetic particle tracking (Mohs et al., 2009; Buist et al., 2014) and particle image velocimetry (PIV) (Carlos Varas et al., 2016) . All of these technologies can provide accurate measurements of particle data, but PIV is among the most reliable and economical techniques (Carlos Varas et al., 2016) . Through the analysis of data from such experimental techniques, many hydrodynamic characteristics in CFBs have been revealed. A core-annulus structure (Bader et al., 1988; Li et al., 1988; Miller and Gidaspow, 1992) , an "S-shape" axial profile (Li et al., 1988; Louge and Chang, 1990) , particle clusters (Yerushalmi et al., 1976; Ishii et al., 1989; Horio and Kuroki, 1994) , residence time distribution (RTD) (Ambler et al., 1990; Patience and Chaouki, 1993) , as well as entry and exit effects (Bai et al., 1992; Brereton and Grace, 1993; Pugsley et al., 1997; Cheng et al., 1998) are among the many documented discoveries.
Numerical simulation is a powerful tool for modeling gas-solid motion. Computational studies employing various models have been used to predict the performance of fluidized systems at different scales. An Eulerian two-fluid model (TFM), an Eulerian fluid model coupled with a Lagrangian Discrete Element Method for particles (CFD-DEM), and direct numerical simulation (DNS) are examples. In the TFM, a continuum description is employed for both the solid and gas phases. The TFM is capable of predicting flow behavior of gas-solid systems at large scale, but it relies on closure relations for effective solids pressure and viscosity (Lun et al., 1984) . In CFD-DEM, particle motion is computed using Newton's second law; collisional forces and gas-particle interactions are accounted to capture flow features such as clusters. Also, particle-scale information including residence time, collision forces, and dispersion intensities are available for detailed analyses of complex flow phenomena. However, compared to TFM simulations, computational expense is higher, historically limiting the application of CFD-DEM to small scale systems. Today, parallelization of CFD-DEM codes enables large scale simulations with hundreds of millions of particles (Walther and Sbalzarini, 2009; Jajcevic et al., 2013; Yang et al., 2015; Tsuzuki and Aoki, 2016) . Finally, DNS fully resolves the no-slip boundary condition at the surface of each particle (HILL et al., 2001; van der Hoef et al., 2006; Beetstra et al., 2007) . This level of refinement is more computationally expensive than CFD-DEM and further limits the total particle number that can be simulated.
Much past research focuses on the numerical simulation of gas-solid motion in singular parts of a CFB (Wang et al., 2008; . However, only few report numerical analyses of full-loop CFBs. For example, Zhang et al. (Zhang et al., 2010 ) performed a three-dimensional full-loop computational simulation of the hydrodynamics in a CFB boiler using an Eulerian granular multiphase model. They captured the non-uniform distribution of solid flux in the two cyclones. Nikolopoulos et al. (Nikolopoulos et al., 2013) reported a full-loop isothermal simulation of the hydrodynamics in a CFB reactor by means of TFM. Likewise, using an Eulerian multiphase model, Lu et al. (Lu et al., 2013) investigated the hydrodynamic behaviors of gas and solid phases in an industrial-scale CFB boiler with and without a fluidized bed heat exchanger. While these studies are important, they lack information related to particle residence time, the contact force between colliding particles, and dispersion intensity, quantities which are crucial to the design and optimization of a CFB. However, these important particle-scale details can be obtained with CFD-DEM. To the authors' knowledge, there is rare particle-scale level work published for both physically and numerically modelled full-loop CFBs.
In this work, a small scale, full-loop CFB is investigated using physical experiments and CFD-DEM simulations. The numerical simulations utilize the U.S. Department of Energy's Multiphase Flow with Interphase eXchanges code, MFIX. Experimental and simulation results are compared using pressure drop, solids circulation rate and solids standpipe inventory height data. Additionally, the performance of different drag laws is examined within the MFIX-DEM framework.
METHODS
Simulation methods
In this study, the Multiphase Flow with Interphase eXchanges (MFIX) code, freely available from the U.S. Department of Energy (DOE), National Energy Technology Laboratory (NETL) at https://mfix.netl.doe.gov, was used. MFIX is a general-purpose computer code for modeling the hydrodynamics, heat transfer and chemical reactions in fluid-solids systems. In MFIX-DEM, a CFD flow solver is coupled with a DEM to simulate gas-solid flow (Syamlal et al., 1993 (Syamlal et al., , 2012 Syamlal, 1998; Garg et al., 2012; Li et al., 2012) . Gas flow is modeled by the averaged NavierStokes equations for mass and momentum conservation, while the motion of particles is described by Newton's equations of motion. The MFIX-DEM governing equations and key closure models used in this work are detailed below.
Equations of motion for the particles
In DEM, the position, linear and angular velocities of each particle are tracked. The translational and rotational motion of particle with mass , moment of inertia and coordinate can be described by Newton's equations for rigid body motion 
The four terms on the right-hand side of (1) account for the gravitational force, the sum of the individual contact forces exerted by all other particles in contact with particle , the pressure gradient force induced by pressure difference, and the drag force induced by the relative velocity between the particles and local gas velocity, respectively. In (2), , is angular velocity and is torque around the center-of-mass of particle due to particle collision forces. Two types of collision models are widely used, namely the hard sphere model and the soft sphere model. In our simulation, the soft sphere model is used since the hard sphere model is not suited for systems where quasi-static particle configurations exist. More detailed information can be found in (Alder and Wainwright, 1957; van der Hoef et al., 2006) .
For the calculation of , , a linear spring and dashpot soft-sphere collision model along the lines of Cundall and Strack is used (van Sint Annaland et al., 2005; Xiong et al., 2012) . In this model, the total contact force on particle of radius is given by a sum of normal and tangential pair forces with neighboring particles in contact,
where is the set of particles in contact with particle . The normal forces , between two particles i and j can be calculated by
Where is normal spring stiffness, and is normal damping coefficient. The normal force depends linearly on the overlap, = + − � − �, and relative normal velocity, , = � ⋅ � , where is the unit vector pointing from the center of j to the center of i. is the relative velocity of particles and , which is
Where and are particles velocities, and and are the angular velocities.
The tangential component of the contact force is given as
Note that is tangential spring stiffness, is tangential displacement, is tangential damping coefficient, , is tangential relative velocity, is friction coefficient, and is the tangential unit vector. The tangential relative velocity is
and the tangential unit vector, is defined as
The tangential forces also lead to a torque force on the particles:
The pressure gradient force, , , is evaluated as
Where is the total volume of particle and ∇ ( ) stands for the local pressure gradient of the gas phase across the particle i.
, is the gas phase drag force exerted on particle i given by
Where is the solids volume fraction in the computational cell in which the particle is located.
g and p are the gas phase and solid phase velocity vectors in the cell, and β i is the interphase momentum exchange coefficient for particle i, which is calculated using empirical correlations. In this work, the effect of different empirical correlations including BVK (Beetstra et al., 2007) , Gidaspow (Ding and Gidaspow, 1990) , Koch-Hill-Ladd (HILL et al., 2001) and Wen&Yu (Wen and Yu, 1966) are evaluated.
Governing equations for the gas phase
The gas phase flow field is computed from the volume-averaged Navier-Stokes equations given by:
Where is the local gas volume fraction, is gas phase density, is gas velocity, is gas pressure, is the viscous stress tensor, is gravitational acceleration, and is a source term that accounts for the momentum exchange with the solid particles.
is computed from:
The fluid density is determined using the ideal gas law, and the viscous stress tensor is assumed to obey the general form for a Newtonian fluid.
Full details on the governing equations along with the numerical implementation and coupling procedure can be found in Garg et al. Li et al., 2012) .
Experimental techniques
In the current work, the investigated apparatus is a 3D-printed, lab-scale CFB consisting of a cylindrical riser, cyclone, standpipe and L-valve. It is made from clear acrylic pieces, thus the dynamics of gas-particle flow can be visualized clearly. The objective of the physical experiments was to collect comparative data for the hydrodynamic numerical study of the gas-solids flow in the CFB. The geometric configuration of the investigated CFB is illustrated in Fig. 1 (a) . The riser has a height of 1.32 m, and the internal diameters of the cyclone, riser and standpipe are 0.127 m, 0.0508 m and 0.0254 m, respectively. The CFB was filled with 350 g of High Density Polyethylene (HDPE) beads (physical properties in Table 1 ). The gas flow inside the bed was controlled through three mass flow controllers that were supplied via a 690 kPa air header as shown in Fig.1 (b) .
It was quickly noted that the experimental set-up created static charge in dry operation. An antistatic agent was sought to alleviate the problem. However, to distribute said agent, before each experiment, a mixture of water and anti-static agent had to be foamed through the system. Subsequently, the unit was dried with air. The process for managing the anti-static agent is now detailed.
During start-up, the CFB riser was charged with a mixture of water vapor and the anti-static agent, Larostat, along with air for 15-20 seconds. The air's physical properties are detailed in Table 1 . The choice between 15 or 20 seconds depended upon the visual observation of foaming in a clear plenum section. Once the anti-static agent was fully applied, the CFB was circulated with dry air to eliminate the added moisture in the system.
When the system was dry, air was supplied to the CFB with flow rates as specified in the test matrix shown in Table 2 . Note that the test conditions reflect a generic range of solids flux from dilute to dense. A system steady-state was defined when a constant pressure differential was maintained across the riser, and standpipe bed height was stable. System steady-state was held for 10 minutes for each test setting before measurements were obtained. Measurements included pressure drop, solids flux and the standpipe bed height. Experiments were conducted with two independent variables including gas flow rate at the distributor and the aerations at the return leg of a CFB.
Experimental techniques employed in the experiments will be briefly presented hereafter and more details can be found in the corresponding experimental tech report titled "Experimental Measurements of Small-Scale Circulating Fluidized Bed Performance for Model Validation" (Panday et al., 2017) . 
Pressure drop
Differential pressure measurements were made with Rosemount 1151DP Smart transmitters. The accuracy of these transmitters is within ± 0.075% of their calibrated span. The loop-powered Rosemount 1151DP measures the difference of pressures applied between 2 ports. A pressure difference between ports causes the instrument's internal diaphragm to deflect, resulting in a change in capacitance that is measured. The output is communicated through a 4-20 mA signal converted to 1-5 Volts through a 250 ohms resistor to the data acquisition system. The electrical signal is then scaled to the proper engineering units. In these experiments, the differential pressure was measured between different locations of the riser, crossover, cyclone, standpipe, L-valve and outlet as can be seen in Fig. 1 
(b).
Signal resolution is high enough to capture pressure fluctuations at all given operating conditions in these experiments. Note that pressure drop measurement is considered one of the most reliable approaches for determining axial solid distribution in a circulating fluidized bed system (Berruti et al., 1995) .
High-speed Particle Image Velocimetry (HsPIV)
The HsPIV system with particle tracking, developed by NETL was utilized to acquire solid circulation rate presented in this work (Gopalan and Shaffer, 2012; . A novel patented particle tracking algorithm ) was used to extract individual particle information including particle velocity, density and trajectory from recorded images. The exact details of the tracking procedure are available elsewhere .
The solids flux was measured using HsPIV in the standpipe of the CFB. Low solid fluxes were measured by directly counting the number of particles that crossed a section of standpipe within a set time. Higher solids fluxes were calculated from measured velocity and estimated concentration using the high-speed video from HsPIV and an in-house calibration procedure. The measurement technique was validated in a half scale CFB facility where the L-valve was separated from the standpipe. In this configuration, particles fell onto a scale and were weighed directly. Combined with experimental time, this value was then extended to a solids flux. Measurement accuracy was determined to be ± 1% for low solids flux and ± 15% for higher solids fluxes.
High Speed video
The solids standpipe inventory height was measured using a high-speed camera and automated image processing software, ImageJ. Note that ImageJ is an open source image processing program designed for scientific multi-dimensional images. 
Experimental/simulation set-ups
The blocked simulation domain (W, H, D) is (0.32 m, 1.32 m, 0.15 m). Gas enters the riser from the bottom at FTC180, with a prescribed inlet velocity and exits the system through a pressure outlet on top of the cyclone. Besides the main gas inlet, two aeration gas inlets are introduced along the L-valve, FTC135 and FTC115 (see Figure 1b) . A no-slip wall boundary condition is used for the gas phase. The MFIX Cartesian grid cut-cell technique is used to specify the geometry. In this approach, a Cartesian grid is used to discretize the computational domain while boundary cells are truncated to conform to the CFB internal surface. Details on the Cartesian grid cut-cell method can be found elsewhere (Kirkpatrick et al., 2003; Dietiker et al., 2009; Dietiker, 2015) . Simulations were run in parallel using a message passing interface (MPI) and open multi-processing (OpenMP) on NETL's supercomputer, Joule (Gopalakrishnan and Tafti, 2013; Liu et al., 2014) .
A total of 350 g of HDPE particles with diameter = 0.871 mm and density = 863 kg/m 3 are tracked in the system. The physical properties of the bed material are characterized in Table 1 . Following ISO Standard 13322-2, size and shape measurements were obtained using a SympaTEC -QICPIC particle analyzer that utilized dynamic image analysis. The particle diameter used in the simulations was the Sauter mean diameter, defined as the diameter of a sphere that has the same volume to surface area ratio as the actual particle of interest. The implementation of a full particle size distribution is planned for future simulations. Absolute density of the particles was obtained using a Micrometrics -AccuPyc 1330 Helium Pycnometer.
A simplistic grid independence study was conducted with results given in Figure 2(a) . The fine grid has 1,003,200 cells (80x330x38) and the coarse grid has 132,000 grid cells (40x165x20). Figure 2(a) illustrates the cross-sectional averaged solids holdup along the riser with the different grid resolutions. No systematic difference appears in the simulation results obtained using different grid resolutions, but finer grid predicts smoother flow behavior at the bottom solids inlet and at the top exit of the riser. All later discussions are based on results obtained with the fine grid.
The total simulated time was around 25 s. In post-processing, the first 10 s were discarded to exclude start-up effects. Beyond 10 s, pseudo-steady state was attained. Figure 2(b) illustrates the cross-sectional averaged solids holdup along the riser utilizing time averaging. One can see that the curves generally overlap regardless of average time set. 
OBSERVATIONS
Evaluation of different drag models
Various drag models, used to calculate the drag coefficient, β, have been suggested in literature. One of the earliest correlations for drag coefficient is based on Wen and Yu's (Wen and Yu, 1966) work for predicting minimum fluidization velocity. The Gidaspow (Ding and Gidaspow, 1990) drag coefficient is a combination of Wen and Yu's correlation and Ergun's (S. Ergun, 1952) correlation derived from experiments on fluidized beds and packed columns. However, Wang et al. (Wang et al., 2008) reported that the Wen and Yu correlation is only reliable when particles are homogeneously dispersed within a control volume.
In recent years, drag correlations derived from DNS, such as Beetstra, Van der Hoef and Kuipers (BVK) (Beetstra et al., 2007) and Hill-Koch-Ladd (HKL) (HILL et al., 2001 ) have become more popular. BVK and HKL models were developed using Lattice-Boltzmann simulations in an effort to remove the need for empirical drag relations; instead, they use Reynolds numbers and packing fraction to control numerical predictions. However, these drag models are only valid for moderate Reynolds number flows, e.g., up to Re = 1000.
There is no consensus on the performance of the above drag models as related to a CFB full loop model. Most published results include the simulation of the CFB riser or bubbling bed only, and exclude the recirculation system. As such, this work examines BVK (Beetstra et al., 2007) , Gidaspow (Ding and Gidaspow, 1990 ), Hill-Koch-Ladd (HILL et al., 2001) , and Wen and Yu (Wen and Yu, 1966) by comparing computational results of the CFB full loop model with experimental data.
Pressure drop
From a practical perspective, the pressure profile of the CFB reflects the momentum exchange between gas and solids at specific operating conditions. In turn, the pressure profile mirrors the overall solids loading efficiency of the CFB as a system, and plays an important role in its design. Experimentally, matching a particular solids loading with a specific pressure profile results in reproducible hydrodynamics in a CFB riser (Berruti et al., 1995) . Numerically, matching a particular solids loading with a specific pressure profile serves as model calibration. If a pressure profile cannot be reproduced numerically, the correction often lays in the selection of a more appropriate drag correlation. Figure 3 shows the time averaged pressure profile of the CFB loop predicted with four different drag models. The figure illustrates that pressure profiles developed can be classified into two groups. Group 1 includes the empirical models: Wen & Yu and Gidaspow. Group 2 includes the DNS models: BVK and HKL. At low solids concentration, the Gidaspow model becomes the Wen & Yu model, so the similarity in low concentration regions is expected; however, some differences exist in dense regions, e.g., in the standpipe, the L-valve and the lower half of the riser. On the other hand, the largest differences between the Group 2 models are observed at the top of the riser. The difference between the Group 1 and 2 drag correlations is most obvious outside of the cyclone. Figure 4 clarifies the pressure drop across key CFB system components identified in the pressure profiles of Figure 3 . Additionally, two experimental case data sets are shown for comparison. As the figure reveals, the physical experiments are very reproducible run to run. Also, Figure 4 highlights that the Group 1 and Group 2 designates trend well together as general classes of drag correlations. Note that overall, the Group 2 models do a better job predicting component-ways and total system pressure drop.
Solids circulation rate
Solids circulation rate is another critical design and operational parameter in a CFB reactor system. However, only rarely is its numerical behavior studied, particularly in a full-loop system and at the particle level. Typically, circulation rate is set as an input boundary value for simulations that focus only on riser performance. Although a riser-only simulation provides a reasonable prediction of steady CFB riser flow, as Li et al. have pointed out, the questions remain: How well can a numerical model predict bed circulation rate on its own? i.e., when circulation rate is not prescribed as a boundary condition? Furthermore, what is the influence of different drag correlations on the predicted circulation rate? The full loop CFB simulations presented here explore such questions.
In the physical experiments, circulation rate is measured by analyzing the solids flow behavior with PIV at a detection window between the standpipe and the cyclone as illustrated in Figure 1 (b). High resolution images are recorded enabling a direct count of the particles via image analysis. The camera frame rate was set high enough to detect the highest particle velocities occurring in each riser. Low solid fluxes were measured by directly counting the number of particles that crossed a section of standpipe within a set time. Higher solid fluxes were calculated from measured velocity and estimated concentration using the high-speed video from HsPIV and an in-house calibration procedure (Panday et al., 2017) .
In the numerical simulation, circulation rate is calculated by
where is the average descending velocity of solid mass, (1 − ) is the bulk density of solid mass and is the cross-sectional area of the detection window. Figure 5 shows the predicted solids circulation rate derived under different drag correlations. The experimental measurements from operation condition 2 are used for reference. Using the drag correlation designates of Group 1 and Group 2 as before, the data presented in Table 3 make clear that the Group 1 drag correlations predict a lower solids circulation rate than Group 2. 
Solids standpipe inventory height
Solids standpipe inventory height is an explicitly measurable comparison parameter. Particles temporarily accumulate in the standpipe after they leave the cyclone. Then, a pressure difference between the standpipe and riser causes the particles to return to the riser and begin another circuit through the CFB. Thus, solids standpipe inventory height is related directly to pressure differential and solids circulation rate.
The experimental apparatus is made from clear acrylic materials and the bed height inside the standpipe can be examined with a camera focused on the bed surface along with a ruler mounted outside the setup for clear measurement (Panday et al., 2017) . To determine bed height from a simulation, the fluidized bed was divided into 1mm wide horizontal sections. In each section, solids volume fraction was calculated locally. Subsequently, bed height was delineated at the vertical level where the solids volume fraction changed abruptly from dense to dilute. Figure 6 shows the predicted solids standpipe inventory height derived under different drag correlations. The experimental measurements from operation condition 2 are used for reference. Using the drag correlation designates of Group 1 and Group 2 as before, the data in Table 4 make clear that the Group 1 drag correlations predict a smaller solids standpipe inventory height than Group 2. Table 4 show that the HKL drag coefficient model offers the best agreement between experimental measurement and numerical prediction of solids standpipe inventory height.
Solid distribution inside the riser
An "S-shape" axial profile of solids volume fraction along the CFB riser has been shown under various flow conditions in different riser systems (Li et al., 1988; Louge and Chang, 1990 ). The profile is made of three distinct regions: (i) a dense bottom region, (ii) a dilute top section, and (iii) a middle section presenting a transition between (i) and (ii). With numerical simulations, the particle concentration along the profile can be estimated, and an evaluation of this documented physical phenomenon examined. Figure 8 illustrates time-averaged gas volume fraction along the longitudinal cross-section of the riser for each drag correlation. Note the similarity of Group 1 predictions, as well as those of Group 2 predictions. Recall that higher gas volume fraction indicates lower solids volume fraction. As such, the Group 1 predictions show more solids in the bottom of the riser, and an overall more striated solids pattern, whereas the Group 2 predictions show a more evenly distributed solids fraction, indicative of better fluidization along the length of the riser. 
Core-annulus structure in the riser
A core-annulus structure usually refers to any flow that maintains a bulls-eye shape in crosssection, either through an evaluation of volume fraction or velocity. In the riser, the center-most region (or core) is characterized by a lower volume fraction and higher velocity of the solids phase.
Here the solids are carried upward due to a relatively high gas flow. Along the wall of the riser, a lower velocity region, potentially even in downward flow, exhibits high solids concentration and represents the annulus. As a numerical example, using the HKL drag correlation, Figure 9 exhibits the average vertical particle velocity at different elevations along the riser. Note that particle velocity in the "core" is higher than near the wall; in fact, in some areas of the annulus, there are small regions of countercurrent (downward) flow.
Figure 9:
The typical core-annulus structure (the average vertical particle velocity) along the riser with the HKL drag correlation. Figure 10 shows the average radial distribution of the solids volume fraction using different drag models. The "Core-Annulus" structure is captured by all four drag correlations tested. Yet again, there is a distinction between Group 1 and Group 2 models. Group 1 models predict higher solids holdup inside the riser. Group 2 shows a lower solids volume fraction in general, with a distinction between the results generated with BVK and HKL drag correlations. 
Residence time distribution
As the name indicates, particles circulate through the components of a CFB (riser, cyclone, standpipe). However, depending on which drag correlation is chosen, the flow behavior of individual solid particles through the different components results in different local residence times. It is known that particle distribution influences flow pattern and mixing behavior in the solid phase. Therefore, a better understanding of these residence times may help to improve the fluidizing process. With CFD-DEM, it is straightforward to determine the residence time of the solids particles in each part of the CFB. Residence time is estimated by dividing the system into three different parts:
cyclone, standpipe and riser as shown in Figure11, along with a trajectory of a test particle making one full loop inside the CFB.
As can be seen in Figure 12 , the residence time of the particles in the cyclone is quite short, and the distribution is narrow for different drag correlations. On the other hand, the residence time in the standpipe and riser are quite dissimilar for different drag laws. Group 2 drag correlations predict a larger drag force on the particles, resulting in a higher solids circulation rate and shorter residence time in both standpipe and riser. Group 1 drag models predict a smaller drag force, resulting in a lower solids circulation rate and longer residence time in both standpipe and riser. Moreover, the residence time distribution of Group 1 models is wider and flatter than the Group 2 predictions that show a clear peak and a long tail (which can be well fit with a log-normal distribution). This difference is caused by the fact that the solids circulation rate is very low in Group 1. Models with low circulation rates would require many hundreds of seconds of run-time to move all particles at least one loop cycle. Particle size distribution (PSD) is known to have a strong influence on the hydrodynamics and related characteristics of gas-solid fluidized beds (such as mixing and conversion). In most cases, mono-dispersity enhances bed stability, thus facilitating bed operation because de-fluidizing, segregation and entrainment are reduced. Note that in some cases a broad PSD is found to be advantageous for fluidization and chemical conversion, but these particular phenomena are not of interest in these experiments. Much experimental and numerical simulation work has been done to characterize flow behavior, such as minimum fluidization velocities, ranging through all Geldart particle classifications. In this work, both mono-disperse (narrow cut) particles and poly-disperse (broad cut) particle distributions are simulated and the results compared with each other.
First, particle size distribution is measured experimentally. Figure 13 shows these measured results, along with the values used in subsequent numerical simulations. Note that the difference between the distributions is caused by the existence of both very small and very large particles in a real distribution. Such values can skew numerical simulations unexpectedly, and are therefore removed from consideration. In the following sections, pressure drop, solids circulation rate and solids standpipe height are evaluated using this poly-disperse size distribution in cooperation with the HKL drag correlation.
Recall that the earlier evaluations were completed on a mono-disperse cut, as defined in Table 2 .
To seed the numerical simulations, a cubic lattice arrangement of small and large particles is created. This results in a more loose initial bed, but after a small transient, particle height in the standpipe inventory is similar to experimental set-ups.
Pressure drop
Figure 14 compares pressure drop between the different parts of the CFB as illustrated in Figure  1 (b) . Figure 14 includes the data associated with both mono-disperse and poly-disperse particles as well as corresponding experimental values. These data make clear that particle size distribution has minor effect on pressure drop across key system components. 
Solids circulation rate
Solids circulation rate was analyzed for both mono-disperse and poly-disperse particle size distributions. Figure 15 shows that both cases predict similar solids circulation rates with the average solids circulation rate of 9.32 and 8.80 g/s for mono-disperse and poly-disperse, respectively. 
Solids standpipe inventory height
Additionally, solids standpipe inventory height is compared. Results are shown in Figure 16 . Based on the above comparison of pressure drop, solids circulation rate and solids standpipe inventory height between mono-and poly-disperse particle systems, it is clear that the influence of particle size distribution on flow hydrodynamic behavior in this CFB with these solids (HDEP) is small. Consequently, mono-disperse particles will be used for simulation results presented hereafter.
Further comparison under different operating conditions
The results presented in Section 3.1 were compared against experimental operating case 2 (as outlined in Table 2 ) to substantiate the CFD-DEM, and to assess four different drag correlations. Of these drag correlations, the HKL model appeared most reliable for numerical CFB simulation. In this section, two additional operating conditions are examined (defined as case 1 and case 3 in Table 2 ). Figure 17 offers a photograph of each experimental set-up in concert with its associated simulation, under 3 operating conditions. 
Pressure drop
Pressure measurements provide a simple and practical means to estimate key hydrodynamic properties of gas-fluidized beds. For example, the maximum standard deviation of pressure fluctuations across a fluidized bed as a function of superficial gas velocity is accepted as an indicator of the transition from bubbling to a turbulent fluidization flow regime. This transition is caused by the break-up of bubbles or slugs into transient voids (Johnsson et al., 2000; Ellis et al., 2003) . Likewise, axial pressure profiles along fluidized beds can indicate the hold-up of particles in different sections of the bed. For circulating fluidized beds, pressure measurements are used to determine solids inventory in the riser section; they can also indicate flow instabilities and disturbances in the cyclone and the standpipe by way of dynamic measurements of the pressure loop (Werther, 1999) . A comparison of pressure drop within the experimental CFB, detailed by component, is presented in Figure 18 . Each graph compares two experimental data sets measured at different times, along with predictions from an associated numerical simulation. There is decent matching between experimental and simulated data over all cases. Table 5 . Considered a critical design and operational parameter in a CFB reactor system, solids circulation rate is studied only rarely at the particle level. The table reveals that the predictions created by the HKL drag model are considerably higher than measured experimental observations under these operating conditions. This disparity warrants further study. Figure 19 presents the experimentally measured solids standpipe inventory height compared to numerical prediction for all three experiments. Table 6 then compares the experimental and numerical time-averaged values for the same data sets. Note that the data match is quite good. 
Solids circulation rate
Solids standpipe inventory height
Solids volume fraction in the riser (S-shape)
An "S-shape" axial profile of solids volume fraction along the riser has been shown in different work, under various flow conditions and in different riser systems (Li et al., 1988; Louge and Chang, 1990) . Likewise, using the numerical simulations presented in this report, solids volume fraction can be examined along the center line of the CFB's riser. Figure 20 presents the S-shape formed under the 3 operational conditions examined.
Interestingly, the radial distribution of the solids holdup are distinct under different operating conditions. In case 1, the axial profile is non-uniform with high solids concentration (solids holdup) near the solid inlet, then decreasing gradually upwards to the top of the riser and decreasing smoothly towards the outlet of the riser. In case 2, the axial profile is relatively uniform in the middle part of the riser with an average around 0.1%. The solids holdup near the inlet is higher than the middle part but decreases abruptly towards the outlet of the riser. Finally, the results of case 3 are quite similar to case 2, with even more uniform solid holdup in the middle part of the riser averaging about 0.07%. 
Residence time distribution
Figure 24 presents the residence time for solids in three basic components of a CFB: the cyclone, the standpipe and the riser. As shown, Cases 2 and 3, which operate at the higher gas injection rates, are quite similar. The exception is in the standpipe, where residence time is more varied for Case 3, which is due to the less aeration gas introduced into the L-valve. Overall, Case 1 appears to suffer considerably from an under-blown bed.
Different operating conditions influence the flow behaviors of solid particles in these three components, and consequently affect the residence time for the solid phase as it moves through the system. Understanding the flow pattern and mixing behavior of the solid phase can be used to improve gas-solid interaction efficiency and production quality in fluidizing processes. 
CONCLUSIONS
Numerical CFD-DEM simulations of the hydrodynamic behavior of solid particles inside a labscale, full loop CFB were conducted with the U.S. Department of Energy's Multiphase Flow with Interphase eXchanges code, MFIX. Predictions from the simulations were compared directly with experimental measurements from a lab-scale CFB unit at NETL.
The novelty of this work relies on the simulation of the full-loop CFB operation in concert with a similarly scaled operating CFB unit. Most relevant published numerical works focus only on riser simulation.
Four drag correlation models were examined in the context of CFD-DEM. Comparative results indicated that the DNS-based Hill-Koch-Ladd model best predicted pressure drop and standpipe inventory height regardless of operational case. Solids circulation rate was not well-modeled by any drag correlation tested, and further investigation is needed to better understand this phenomenon.
The accuracy of pressure drop through the CFB and standpipe inventory height in comparison to the experimental data is outstanding. Furthermore, detailed volume fraction and pressure profiles through the CFB are presented. Consequently, the S-shape characteristics of the solids fraction distribution in the riser reported by other researchers (Li et al., 1988; Louge and Chang, 1990 ) is verified through a detailed radial distribution of solids fraction and solids velocity through the riser.
These results validate the usefulness of CFD-DEM as a design tool, and verify that prediction accuracy requires faithful comparison to experimental data together with appropriate numerical model selection. Consequently, the MFIX model has demonstrated its value as a high-fidelity simulation tool, capable of predicting key performance parameters for challenging CFB flow conditions.
