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xABSTRACT
Investigating cubic crystalline structures of specimens is an important way to study prop-
erties of materials in text analysis. Crystals in metal specimens have internally homogeneous
orientations relative to a pre-chosen reference coordinate system. Clusters of crystals in the
metal with locally similar orientations constitute so-called “grains.” The nature of these grains
(shape, size, etc.) affects physical properties (e.g., hardness, conductivity, etc.) of the mate-
rial. Electron backscatter diffraction (EBSD) machines are often use to measure orientations
of crystals in metal specimens. However, orientations reported by EBSD machines are in truth
equivalence classes of crystallographically symmetric orientations.
Motivated by the materials science applications, we formulate parametric probability models
for “unlabeled orientation data.” This amounts to developing models on equivalence classes
of 3-D rotations. A Bayesian method is developed for inferencing parameters in the models,
which is generally superior to large-sample methods based on likelihood estimation. We also
proposed an algorithms for clustering equivalence classes of 3-D orientations. As we continue to
work on this area, we found and studied an interesting class of Markov chains with state spaces
partitions of a finite set. These Markov chains have some properties that make them attractive
in their own right, and they are potentially helpful in Bayesian model-based clustering.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
Texture analysis in materials science often involves examining cubic crystalline structures on
a specimen’s surface. Electron backscatter diffraction (EBSD) provides a method for collecting
data on microtexture of metals, where data points indicate the orientations of cubic crystals
on the surface of a metal specimen; see Randle (2003). Such measured crystallographic (cubic)
orientations are typically reported as 3 × 3 rotation matrices in SO(3) (i.e., the set of 3 ×
3 orthogonal matrices with determinant 1). As illustrated in Figure 1.1, each column of a
rotation matrix O represents where the corresponding columns of the 3× 3 identity matrix I3
move upon rotation and thereby represents the orientation of edges of a cube after rotating
its reference frame in R3 away from some “world” reference frame (given by the standard
coordinate vectors in I3). However, a challenge in interpreting EBSD data is that there is an
inherent ambiguity about which edges of the cubic crystal are being represented by the reported
orientation matrices. That is, one actually observes only an alignment of a crystal cube up to a
labeling of the cube’s sides, and 24 possible labelings exist, all of which produce morphologically
indistinguishable alignments relative to the coordinate system. To understand these potential
labelings, note that in Figure 1.1 there are 8 ways to assign a corner of the cube to be the
origin along with 3 ways to select an edge as the z axis (subsequently preserving the right-hand
rule). Figure 1.2 shows a sample of 6 such labelings (from the 24 coordinate systems) based
on selecting the 2 bottom left corners as the origins. So, a measurement from EBSD does not
truly represent a single orientation in the usual sense, but rather an equivalence class consisting
of 24 rotations (of which the reported orientation is an element), all of which are equally valid
descriptions of a cube’s alignment relative to the coordinate system. We henceforth refer to
2such observations as unlabeled orientation data, to distinguish them from true orientation data
(i.e., data as rotations).
Figure 1.1 On the left, three edges of a (non-rotated) cube are aligned with a standard coor-
dinate reference frame in R3; each individual edge has a direction corresponding
to a column of 3 × 3 identity matrix I3. The right figure illustrates a cube after
a rotation; the resulting orientation can be represented by a 3× 3 rotation matrix
O = [x′ y′ z′], where the columns of O indicate how columns of I3 (i.e., edges of
the cube) move upon rotation. (Further, in the Euler axis-angle representation of
a rotation from Appendix A, the rotation can be described by “turning” the cube
through an angle r about a fixed axis in the direction of u ∈ R3, ‖u‖ = 1.)
Statistical tools for parametric inference with such unlabeled orientation data are potentially
useful. However, there has been little development in this area outside of some early model-
ing work by Mackenzie and Thomson (1957), Handscomb (1958), Mackenzie (1958), Morawiec
(1995), Morawiec (1996), Basson (1997), Morawiec (1998) and Basson (1998) who considered
the distribution of so-called “random disorientation” for the alignment of an unlabeled cube
in 3-dimensional space. Later, Morawiec (2004) covers wide and comprehensive topics about
rotation and orientations. More recently, in the materials science literature, Bachmann et al.
(2010) developed large-sample results for non-parametric inference with unlabeled orientation
data, using the Bingham distribution on 4-dimensional quaternions (Bingham, 1974; Kunze
and Schaeben, 2004, 2005), and Hielscher et al. (2010) proposed a least-squares-like method
and non-parametric density estimator for the distribution of orientations of (unlabeled) cubic
crystals within a single crystal grain. Neither of these works addresses parametric statistical
inference for such data. Our first goal is to introduce a broad and interpretable class of para-
3Figure 1.2 An illustration of 6 labelings (coordinate systems) on a cuboid based on selecting
the 2 bottom left points as the origin.
metric probability models for unlabeled orientations and provide Bayesian tools for inference in
these models. Grains maps (see Chapter 3.1) are commonly used to study materials in textual
analysis. As we have argued here and will further demonstrate in Chapter 2.1 that EBSD mea-
surements are in truth equivalence classes of orientations, we propose an hierarchical clustering
method for producing grains maps based on equivalence classes of orientations with spatial
information.
1.2 Dissertation Organization
This dissertation is a combined work of 3 papers that I worked on. All of these 3 papers
are motivated or related to materials science applications. In the first paper (Chapter 2), We
formulate parametric probability models for equivalence classes of 3-D orientations and develop
one-sample Bayes inference for the parameters in these models. In the second paper (Chapter 3),
we proposes a clustering-smoothing algorithm for producing grain maps for spatially informed
equivalence classes of 3-D orientations. In the last paper (Chapter 4), we studies a class of
Markov chains with state spaces partitions of a finite set and illustrate the potential use of
these Markov chains in Bayesian model-based clustering.
4CHAPTER 2. BAYESIAN INFERENCE FOR A NEW CLASS OF
DISTRIBUTIONS ON EQUIVALENCE CLASSES OF 3-D
ORIENTATIONS WITH APPLICATIONS TO MATERIALS SCIENCE
A paper tentatively accepted by Technometrics
Chuanlong Du 1, Daniel Nordman2 and Stephen Vardeman 3
Abstract
Experiments in materials science investigating cubic crystalline structures often collect data
which are in truth equivalence classes of crystallographically symmetric orientations. These
intend to represent how lattice structures of particles are orientated relative to a reference
coordinate system. Motivated by a materials science application, we formulate parametric
probability models for “unlabeled orientation data.” This amounts to developing models on
equivalence classes of 3-D rotations. We use a flexible existing model class for random rotations
(called uniform-axis-random-spin models) to induce probability distributions on the equivalence
classes of rotations. We develop one-sample Bayes inference for the parameters in these models,
and compare this methodology to some likelihood-based approaches. We also contrast the new
parametric analysis of unlabeled orientation data with other analyses that proceed as if the
data have been pre-processed into honest orientation data.
1Primary researcher and author, graduate student, Department of Statistics, Iowa State University.
2Associate Professor, Department of Statistics, Iowa State University.
3University Professor, Department of Statistics, Department of Industrial and Manufacturing Systems Engi-
neering, Iowa State University.
52.1 Introduction
To motivate our work and give a concrete illustration, we consider a data set collected in
an investigation intended to quantify the precision of EBSD measurements. (This particular
experiment involved repeatedly switching an EBSD device on/off to assess machine precision
in output. Standard subject matter methodology is more usually based on one machine run,
so that we do not suggest that this particular design has wide applicability. However, the
data from this experiment are particularly helpful for illustrating and clarifying the labeling
ambiguity in EBSD measurements.) The same region of the surface of a nickel specimen
was scanned (at 3,449 locations) over 14 separate runs (i.e., the machine was turned off and
back on 13 times and attempt was made to manually re-register the machine with a corner
of the specimen on each repetition). For the 14 rotation matrices produced corresponding
to a single location, the rotation angles between each of the
(
14
2
)
= 91 resulting pairs of
rotation matrices was calculated. (A rotation angle r ∈ [0, pi] between two rotation matrices
O1 and O2 is the angle needed to align one rotation matrix O1 back to another O2, given
by 1 + 2 cos(r) = trace(M(u, r)) for M(u, r) = OT1O2 expressed in (A.1) of Appendix A.)
Histograms of these rotation angles at one arbitrarily chosen location are presented in Figure 2.1
under the heading “before preprocessing.” We can see that the rotation angles concentrate
around 0, pi2 and pi, indicating that the representations of essentially the same cubic orientation
produced by the EBSD machine in different scans at the same location were not consistent,
and differ due to ambiguity associated with crystallographic symmetries. For (pre-processed
version of) these data, Bingham et al. (2009a) developed quasi-likelihood inference for rotation
matrices (i.e., actual orientations) and later also developed Bayes inference methods (Bingham
et al., 2009b, 2010). To plausibly treat EBSD measurements as rotation matrices, Bingham
et al. (2009a) needed to attempt to remove the inconsistencies in representations evident in
the repeat scans. The preprocessing was done by aligning each rotation matrix to the rotation
matrix among its 24-fold equivalence class (see Chapter 2.2.1) having the minimal rotation
angle between it and a pre-chosen/fixed rotation matrix from the 14 scans. The rotation
angles between rotation matrices after preprocessing are shown in Figure 2.1 under the heading
6Before Preprocessing
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Figure 2.1 Histograms of rotation angles at locations 114, where the angles are expressed as
multiples of pi/6 showing concentrations at (0, 3, 4, 6) ∗pi/6 =(0, pi/2, pi, 2pi/3) (as
expected under cube labeling ambiguities).
“after preprocessing.” We can see that the rotation angles after processing are very close to 0,
indicating that the EBSD data after preprocessing are highly concentrated, which suggests that
this naive preprocessing works well in this situation. However, the preprocessing might work far
less well if one had unlabeled orientation data that were not so highly concentrated, and then
faced greater uncertainty concerning selection of an appropriate orientation representation for
each data point from its 24-fold equivalence class of rotations (see Chapter 2.2.1). It thus seems
preferable to conduct inference in a rigorous way that acknowledges the unlabeled nature of such
data. (The topic of analyzing EBSD data as unlabeled orientations vs. “labeled” orientations
after pre-processing will be examined later; see Chapter 2.4.)
We here use the uniform-axis-random-spin (UARS) models for rotation matrices from Bing-
ham et al. (2009a) as a basis for developing general parametric probability models for equiv-
alence classes of rotations. UARS models are useful for describing orientation data which
arise from distributionally symmetric random perturbations of a fixed, mean rotation. (This
is analogous to a location model for real-valued data that involves symmetric errors added
to an underlying mean parameter.) Such models for random rotations are based on a simple
geometric construction in terms of Euler’s axis-angle representation of rotations (Leo´n et al.,
2006, sec. 5.2; Bingham et al., 2009a; Hielscher et al., 2010) and are equivalent to rotation-
ally symmetric distributions on quaternions mapped to SO(3) (Watson, 1983; Prentice, 1986).
The UARS model class is broad and includes many popular symmetric parametric models
7such as the symmetric (or isotropic) matrix Fisher (Downs, 1972), Cayley (Leo´n et al., 2006)
and isotropic Gaussian distributions (Savyolova and Nikolayev, 1995) on SO(3). Because of
this, it becomes natural to consider this model class as a basis for developing distributions for
unlabeled orientation data. See the appendix for additional details of UARS modeling.
After introducing these new models for unlabeled rotations and providing some brief con-
sideration of likelihood inference in Chapter 2.2, Chapter 2.3 then develops a one-sample Bayes
inference method for relatively non-informative priors for the parameters in these new models on
equivalence classes. We use Bayes inference for practical (rather than philosophical) reasons,
because computations involved are very straightforward compared to a maximum likelihood
approach (which requires reparameterizations and optimization over complicated manifolds as
parameter spaces, and can fail to be defined in non-regular models). The Bayes approach also
allows direct construction of geometrically interpretable credible regions. Through simulation,
we compare our Bayes inference method to likelihood-based methods and show that (for at
least one important model choice) our Bayes method outperforms them in terms of producing
coverage rates matching nominal, especially when sample size is small. In Chapter 2.4, we re-
turn to the analysis of EBSD data and show by comparisons based on real and simulated data
that (for two choices of model class) our Bayes inference method for unlabeled orientations is
comparable to the Bayes inference method based on orientations derived from preprocessing
when data are highly concentrated, and that our method is clearly superior when underlying
orientation data are not highly concentrated. Chapter 2.5 then briefly describes extension of
our work for modeling cubic orientations that are potentially “partially labeled,” which con-
cerns cases where some labeling ambiguity may exist but some sides/edges of an oriented object
(e.g., a hyper-rectangle) may be distinguishable from each other. Chapter 2.6 then provides
some concluding remarks.
We end this extended introduction by mentioning that considerably more literature exists,
both in statistics and materials science, concerning modeling and inference for orientation data
(rotation matrices). The most commonly referenced distribution is the matrix von Mises Fisher
distribution (sometimes called the Langevin distribution) introduced by Downs (1972). Likeli-
hood and other types of inference for this model have been considered by Khatri and Mardia
8(1977), Jupp and Mardia (1979), Prentice (1986), Jupp and Mardia (1979), Chang and Bing-
ham (1996, i.e., Bayes), Rancourt et al. (2000), Chang and Rivest (2001, i.e., M-estimation),
Chikuse (2003) and Camano-Garcia (2006). Other models developed for orientation data in-
clude the Cayley distribution (Leo´n et al., 2006) and, from the materials science literature,
Bunge’s Gaussian and isotropic Gaussian distributions (cf. Bunge, 1982; Matthies et al., 1988;
Savyolova and Nikolayev, 1995). See (Mardia and Jupp, 2000, sec. 13.2.1) for a statistical in-
troduction to the topic of rotation matrices and Qiu et al. (2014) for a summary of one-sample
Bayes inference for UARS models.
2.2 Models for Equivalence Classes of Rotation Matrices
2.2.1 UARS([S], κ) Models for Equivalence Classes of Rotation Matrices
Let Ω be the collection of all 3 × 3 rotation matrices, i.e., SO(3). For a rotation matrix
O = (x,y, z) ∈ Ω where x, y and z are the 3 columns of O, we define the equivalence class
[O] of O as
[O] = {(x,y, z), (y,−x, z), (−x,−y, z), (−y,x, z), (−z,y,x), (y, z,x), (2.1)
(z,−y,x), (−y,−z,x), (x,−z,y), (−z,−x,y), (−x, z,y), (z,x,y),
(z,y,−x), (y,−z,−x), (−z,−y,−x), (−y, z,−x), (x, z,−y), (z,−x,−y),
(−x,−z,−y), (−z,x,−y), (x,−y,−z), (−y,−x,−z), (−x,y,−z), (y,x,−z)}.
This represents the set of 24 crystallographically-symmetric rotations which are indistinguish-
able fromO when the sides or faces of a cube are indistinguishable. Let [Ω] be the set containing
all such equivalence classes of rotations, i.e. [Ω] = {[O] : O ∈ Ω}. We wish to develop prob-
ability models for observations [O] in [Ω] (i.e., data as unlabeled orientations) which have a
central direction parameter [S] in [Ω] and a concentration parameter κ > 0 controlling spread
(with concentration increasing in κ). To this end, for given parameters [S] ∈ [Ω] and κ > 0,
we can induce a uniform-axis-random-spin distribution on [Ω] (denoted by UARS([S], κ)) as
the distribution of [O] where O ∼ UARS(T , κ) and T ∈ [S]; see Appendix A for details on the
UARS model for rotations O. That is, we essentially suppose that an underlying unobservable
9random rotation O is generated by a UARS model, but the observable quantity is [O], consist-
ing of O and all other rotations in the equivalence class (2.1) of O. (This formulation is similar
to creating a class of distributions on (0,∞) for a random variable Y , by defining Y = |X| for
a normal X with mean µ( 6= 0) and a standard deviation σ; note that there are two location
values ±|µ| associated with any distribution on (0,∞) from this class, which is the analog of
the location parameter [S] for unlabeled orientations [O] ∼ UARS([S], κ), while κ is an analog
for σ−1.) This distribution of [O] has a density with respect to the uniform distribution on [Ω]
of the form
g([O]|[S], κ) = 1
24
24∑
j=1
4pi
3− tr(T TO(j))C
(
arccos(
tr(T TO(j))− 1
2
)|κ
)
, (2.2)
where C(·|κ) is a circular distribution density (with respect to the Lebesgue measure) on
(−pi, pi], O(j) runs through the 24 elements of [O], and T is any element of [S]. (We note that
expression (2.2) is reminiscent of the form of a mixture distribution on orientations but is not.
It is a density for equivalence class of orientations following from the rule of total probability,
just as a density for Y = |X| above would be a sum of two normal densities.)
For purposes of exposition in the following, we focus on one particular choice of UARS model
for equivalence classes of rotations, the symmetric matrix Fisher von Mises distribution on [Ω]
(denoted by SMF([S], κ)) induced from the symmetric Fisher von Mises matrix distribution on
Ω (denoted by SMF(S, κ)). The matrix Fisher distribution, introduced by Downs (1972), is
the oldest and arguably most popular model for orientation data in the statistics literature (cf.
Chikuse, 2003), and its symmetric form has a density for rotations (see Appendix A) given by
f(O|S, κ) = exp
(
κ(tr(STO)− 1))
I0(2κ)− I1(2κ) , O,S ∈ Ω, κ > 0,
with a corresponding Lebesgue density for r in the UARS construction given by
C(r|κ) = (1− cos r)exp(2κ cos r)
2pi(I0(2κ)− I1(2κ)) , r ∈ (−pi, pi], κ > 0, (2.3)
where I0(z) and I1(z) denote the modified Bessel functions of order 0 and 1, respectively. The
variance of C(r|κ) decreases as the concentration parameter κ increases as shown in Figure 2.2.
The symmetric matrix Fisher von Mises distribution on [Ω] has density (2.2) given by
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Figure 2.2 Variance of C(r|κ) against κ.
g([O]|[S], κ) = 1
24
24∑
j=1
exp
(
κ
(
tr(STO(j))− 1))
I0(2κ)− I1(2κ) , [O] ∈ [Ω], (2.4)
where O(j) runs through [O] and S is any element of [S]. A referee has kindly noted that (2.4)
resembles a crystal symmetric standard distribution as propagated by Matthies et al. (1987).
Note as well that while the Fisher von Mises model is popular Bingham et al. (2009a) demon-
strate that it is not always adequate for modeling crystal orientations and the general form
with other choices of C(·|κ) can be essential.
2.2.2 Likelihood-based Confidence Regions for the SMF([S], κ) Distribution on [Ω]
We here briefly consider large-sample methods based on maximum likelihood estimation to
provide a basis of comparison for a Bayes inference method to be introduced later. Compu-
tations with maximum likelihood typically involve reparameterization of the rotation matrices
that are the central direction parameters in order to do numerical optimization. We use the
Euler angle representation (“zxz” convention) because it is common in texture analysis in
materials science,
[S] = [S(α, β, γ)] =


cα cγ − sα sγ cβ sα cγ + cα sγ cβ sγ sβ
−cα sγ − sα cγ cβ −sα sγ + cα cγ cβ cγ sβ
sα sβ −cα sβ cβ

 , (2.5)
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where sθ = sin θ and cθ = cos θ for θ ∈ {α, β, γ}. For i.i.d. observed equivalence classes
[O1], . . . , [On] from SMF([S], κ) on [Ω], the log likelihood function from (2.4) is
l(κ, [S]) = −n log (b(κ)) +
n∑
i=1
log
 24∑
j=1
exp
{
κ tr(STO
(j)
i )
}+ c, (2.6)
where
b(κ) = eκ (I0(2κ)− I1(2κ))) , (2.7)
[S] is expressed in Euler angle form as in (2.5), c is a constant that does not depend on κ and
[S], and S and O(j) follow previous conventions.
Let θ = (κ, α, β, γ)T , and θˆ = (κˆ, αˆ, βˆ, γˆ)T be a maximum likelihood estimate (MLE) of θ.
The nominally 1 − δ level large sample likelihood ratio-based confidence regions we use for κ
and [S] are {
κ : −2
(
l(κ, αˆ(κ), βˆ(κ), γˆ(κ))− l(κˆ, αˆ, βˆ, γˆ)
)
≤ χ21(1− δ)
}
and{
[S] : −2
(
l(κˆ(α, β, γ), α, β, γ)− l(κˆ, αˆ, βˆ, γˆ)
)
≤ χ23(1− δ) for some S(α, β, γ) ∈ [S]
}
(2.8)
respectively, where αˆ(κ), βˆ(κ) and γˆ(κ) are (some) restricted MLE’s of α, β and γ respectively
when κ is fixed, and κˆ(α, β, γ) is the restricted MLE of κ when α, β and γ are fixed. Using (2.6)
and the observed inverse Fisher information matrix
 σˆ211(θˆ) Σ̂12(θˆ)
Σ̂21(θˆ) Σ̂22(θˆ)
 = (−∂2l(θ)
∂θ2
∣∣∣∣
θ=θˆ
)−1
= −


∂2l
∂κ∂κ
∂2l
∂κ∂α
∂2l
∂κ∂β
∂2l
∂κ∂γ
∂2l
∂α∂κ
∂2l
∂α∂α
∂2l
∂α∂β
∂2l
∂α∂γ
∂2l
∂β∂κ
∂2l
∂β∂α
∂2l
∂β∂β
∂2l
∂β∂γ
∂2l
∂γ∂κ
∂2l
∂γ∂α
∂2l
∂γ∂β
∂2l
∂γ∂γ

∣∣∣∣∣∣∣∣∣∣∣∣∣
θ=θˆ

−1
,
the nominally 1 − δ level Wald large sample confidence regions that we use for κ and [S] are
given by{
κ : κˆ− z1−δ/2σˆ11(θˆ) ≤ κ ≤ κˆ+ z1−δ/2σˆ11(θˆ) for some MLE θˆ = (κˆ, αˆ, βˆ, γˆ)T
}
and {
[S] : (αˆ− α, βˆ − β, γˆ − γ)Σ̂−122 (θˆ)(αˆ− α, βˆ − β, γˆ − γ)T ≤ χ23(1− δ)
for some MLE θˆ = (κˆ, αˆ, βˆ, γˆ)T and some S(α, β, γ) ∈ [S]
}
(2.9)
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respectively. This model is regular, and one can expect with some effort to be able to establish
the asymptotic validity of the likelihood-based confidence regions used here. But we use these
regions for comparison purposes only, we do not include any such rigorous justification.
2.3 One-Sample Bayes Inference for the SMF([S], κ) Distribution on [Ω]
2.3.1 Cone-Shaped Credible Regions for [S]
Before describing the full Bayes method and posterior sampling procedure, we mention
that the equivalence class [S] denoting a location parameter is a geometrically unusual model
parameter. One might consider making credible regions for [S] based directly on some (highest
posterior density or other) general principle. However, the marginal highest posterior region
for [S] requires us to integrate out κ numerically, which is computationally intractable. Also
practical visualization and interpretation of the resulting regions is geometrically challenging.
For purposes of producing easily interpreted regions for [S], we adapt the concept of cone-
shaped credible regions used in Bingham et al. (2009b). For [S], [T ] ∈ [Ω], we define a measure
of closeness of (the minmax angle between) [S] and [T ] as
MMA([S], [T ]) = min
S∈[S],T∈[T ]
MA(S,T ), (2.10)
where MA(S,T ) is the maximum of absolute values of the 3 angles between each of the 3 pairs
of perpendicular axes represented by the columns of S and T . That is, if S = (s1, s2, s3) and
T = (t1, t2, t3), let θi ∈ (−pi, pi] be the angle between vectors si and ti, i = 1, 2, 3,
MA(S,T ) = max{|θ1|, |θ2|, |θ3|}. (2.11)
The smaller the minmax angle between two rotation matrix classes, the closer together they
are. (For the reader’s reference, we note that it is possible to show that the greatest possible
minmax angle is 60◦ = 1.047 rad.)
For [̂S] a posterior estimate of [S], we construct a 1− δ level credible region for [S] as
Cρ = {[T ] ∈ [Ω] : MMA([T ], [̂S]) < ρ}
where ρ is chosen so that the posterior probability of Cρ is 1− δ (ρ is the upper δ point of the
posterior distribution of MMA([T ], [̂S])). Figure 2.3 shows what the credible region “looks”
13
Figure 2.3 Cone-shaped region for [S].
like. The cones in Figure 2.3 center on the legs of a child’s “jack” representing [̂S]. Any rotation
equivalence class with columns in one of its matrix representations that are contained within
three cones of the “jack” lies inside the credible region.
We originally also wanted to construct cone-shaped confidence regions for [S] containing
likelihood-based regions (2.8) and (2.9). However, their identification was computationally
infeasible and too expensive for the method based on likelihood ratio tests, so we consider here
only the raw confidence regions (2.8) and (2.9) for [S] as methods based on the likelihood.
(These do not have similarly obvious geometric interpretations.)
2.3.2 One-Sample Bayes Methods
First we want to choose a reasonable (and possibly non-informative) prior. It is natural
and consistent with the methods of Bingham et al. (2009b) to make the priors for κ and S
independent (a prior for S induces a corresponding prior for [S]). For S, a natural choice is
the uniform distribution on Ω; as densities on Ω are formulated with the uniform distribution
as the dominating measure (as in (A.2)and (2.2), the uniform distribution as a density 1 with
respect to itself. We considered deriving a Jeffreys prior for κ from (2.4), but
E
(
∂2
∂κ2
log (g([O], [S] | κ))
)
=
∂2
∂κ2
log (b(κ)) + E
 ∂2
∂κ2
log
 24∑
j=1
exp
{
κ tr(STO(j))
}
(2.12)
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is complicated, which suggests that the Jeffreys prior for κ is impractical (here b(κ) is as
in (2.7)). Notice that
pi(κ) =
√
− ∂
2
∂κ2
log (b(κ))
is the Jeffreys prior for κ for the Cir(κ) distribution from (2.3) on (−pi, pi]. So we simply
drop the second term in (2.12) and use pi(κ) as a prior for κ and treat [S] and κ as a priori
independent.
For the chosen prior combination for (κ, [S]), the posterior density can be written as
p(κ, [S]) ∝ L(κ, [S])pi(κ),
where L(κ, [S]) = exp{l(κ, [S])} is the likelihood for κ and [S] from (2.6). It can be shown
that the posterior density p(κ, [S]) is proper (see the Appendix of Bingham et al., 2009b for
the proof of a similar result for orientations). To get draws from the posterior distribution, we
can use a Metropolis-Hastings-within-Gibbs algorithm:
1. Set starting values (denoted by [S]0 and κ0) for [S] and κ.
2. Generate [S]j∗ ∼ SMF([S]j−1, ρ) as a proposal for [S]j .
3. Compute r1j =
p([S]j∗,κj−1)
p([S]j−1,κj−1) . If r
1
j >= 1, accept [S]
j∗ as [S]j ; otherwise, accept [S]j∗ with
probability r1j .
4. Generate κj∗ ∼ lognormal (log(κj−1), σ2) as a proposal for κj .
5. Compute r2j =
p(Sj ,κj∗)κj∗
p(sj ,κj−1)κj−1 . If r
2
j >= 1, accept κ
j∗ as κj ; otherwise, accept κj∗ with
probability r2j .
The posterior draw yielding the largest joint posterior density is an approximation to the
posterior mode estimate. This approximate posterior mode estimate for [S] is used to construct
a cone-shaped credible region for [S] as described in Chapter 2.3.1, and a one-sided (lower limit)
credible interval is used for κ in this manuscript.
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2.3.3 Simulation Results and Comparison to Likelihood-based Methods
Our major purpose in this section is to compare the Bayes method with large-sample max-
imum likelihood-based methods. The two different likelihood-based confidence regions are
constructed as in (2.8) and (2.9), and the Bayes credible regions are constructed as described
in Chapters 2.3.1 and 2.3.2. For several combinations of choices of κ and sample size n, we
simulated 1,000 samples from the SMF([S], κ) distribution on [Ω] as described in Chapter 2.3.2.
We held
[S] = [S(2.3, 1.1, 5.9)]
in (2.5) for convenience in comparing our results with the results in Bingham et al. (2009b).
For each sample generated from SMF([S], κ), we simulated 20,000 draws from the posterior
distribution. All of our inferences were based on these posterior draws after a burn-in of 5,000
iterations (again these values were chosen for comparison of our results to those in Bingham
et al., 2009b). We used true values as starting values for [S] and κ. (We note this for complete-
ness. After burn-in this start has no effect on our results.) Tuning parameters (see Table 2.1)
were chosen to make the jumping rates of Metropolis-Hastings steps to be around 0.4 (see
Gelman et al., 2004, sec. 11.10). For κ ≥ 5 and κ ≥ 4 with sample size n = 100 the tuning
parameters in Table 2.1 work well. For other cases, the tuning parameters in Table 2.1 were the
(baseline) tuning parameters we used in the simulation, but they did not produce jumping rates
around 0.4 for every simulated data set. If tuning parameters had been chosen separately for
each simulated data set in these cases, the performance of the Bayes method would presumably
have looked better (in terms of producing coverage rates closer to the nominal rate).
We computed the coverage rates for κ and [S] for each combination of κ and n based on the
1,000 simulation runs (see Table 2.2). From the simulation results summarized in Table 2.2,
we can see that the performances of these three methods all depend on the sizes of κ and n.
Generally speaking, these methods work for κ ≥ 4, and for κ ≥ 3 with sample size n = 100.
For κ small, the samples tend to be very spread out and none of the three methods works
particulary well for small κ (in terms of having actual coverage rates matching the nominal
rate). An interesting phenomenon is that while the likelihood-based confidence regions under-
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cover the true parameters, the Bayes credible regions tend to over-cover the true parameters
in these cases. For a fixed relative large κ (say, κ ≥ 4), all three methods work better for
larger sample sizes, which is intuitively plausible. However, as n decreases, the performances
of the likelihood-based methods degrade substantially. This is easy to understand, as the
two likelihood-based methods are large-sample methods. Although the coverage rate for the
Bayes method also worsens as n decreases, the deterioration is relatively mild. Usually the
Bayes credible regions slightly over-cover the true parameters as the sample size, n, decreases.
Overall, the Bayes method seems to beat the likelihood-based methods in terms of achieving a
nominal coverage level.
n = 10 n = 30 n = 100
ρ σ ρ σ ρ σ
κ = 1 1e-10 2.5 1e-10 2.5 1e-10 2.5
κ = 3 1e-10 2.5 1e-10 1.5 25 0.5
κ = 4 1e-8 2 12 0.8 85 0.35
κ = 5 9.65 1.5 48 0.7 115 0.4
κ = 20 100 0.85 400 0.5 1,000 0.28
Table 2.1 Values of tuning parameters ρ and σ.
2.4 Comparison to Inferences Based on SMF(S, κ) Models on Ω for
Preprocessed Data
Intuitively, for large concentration parameters κ (i.e., small variability in equivalence classes)
we should get inferences about κ based on an i.i.d. SMF([S], κ) model for observations (i.e.,
unlabeled orientations) that are similar to those based on treating preprocessed versions of
representatives of equivalence classes as i.i.d. SMF(S, κ) observations (i.e., orientations). That
is, when κ is large, we do not expect to see any real impact of ad hoc treatment of the labeling
issue. However, when κ is small and the model is SMF([S], κ), inference for κ based on treating
representatives of equivalence classes of rotations as if they were generated from the SMF(S, κ)
model will potentially be ineffective even if we preprocess data as described in the introduction.
We illustrate these points with comparisons based on real and simulated data sets in the
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(n, κ) Bayes LRT Wald
κ S κ S κ S
(10,1) 98.8 91.0 35.2 82.6 17.8 43.2
(30,1) 99.4 92.1 39.4 87.0 11.6 53.2
(100,1) 99.9 94.1 43.1 84.7 12.6 59.1
(10,3) 99.0 97.7 85.4 87.9 93.9 70.2
(30,3) 97.3 98.3 92.7 93.0 94.9 87.6
(100,3) 96.8 96.8 94.8 94.5 95.5 96.1
(10,4) 96.9 98.9 90.2 90.7 95.8 81.1
(30,4) 96.1 96.1 94.6 93.3 93.7 93.7
(100,4) 95.9 95.0 95.7 93.8 95.7 95.1
(10,5) 95.0 97.5 90.8 91.4 96.4 85.5
(30,5) 95.3 95.1 93.6 94.5 95.6 95.0
(100,5) 95.6 95.4 94.9 95.2 95.3 97.0
(10,20) 94.0 94.7 89.9 93.7 94.0 92.3
(30,20) 94.6 94.5 93.9 94.3 96.1 94.8
(100,20) 95.2 95.0 94.7 95.2 95.4 95.8
Table 2.2 Coverage rates (as percentages) for κ and [S] for nominally 95% Bayes regions,
inverted likelihood ratio test regions and Wald regions, for some choices of (n, κ).
following subsections.
2.4.1 A First Comparison Based on Repeated Measurements
We applied Bayes methods based on both the SMF(S, κ) and SMF([S], κ) models to the
preprocessed EBSD data given in Table 1 of Bingham et al. (2009a). These are 14 (prepro-
cessed) observations representing “repeat” measurements at a single location (they come from
14 different scans of the specimen). The sample of orientations is highly concentrated, so we
expect the Bayes methods based on SMF(S, κ) and SMF([S], κ) models to give similar infer-
ences for κ. We simulated 20,000 posterior draws for both models. The histograms for κ (after
a burn-in of 5,000) for the two analyses are presented in Figure 2.4. The histograms are similar.
The posterior mean estimates of κ are κˆ = 120, 493 for the SMF(S, κ) analysis and κˆ = 119, 735
for the SMF([S], κ]) analysis, which are also similar. The posterior mode estimate of S for the
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Figure 2.4 Histograms of posterior draws for κ for SMF(S, κ) and SMF([S], κ) models (re-
peated real measurements example).
SMF(S, κ) model (or equivalently the MLE of S under this model) is
Sˆ1 =

−0.647 −0.282 −0.708
0.688 −0.617 −0.383
−0.329 −0.734 0.594
 ,
and the posterior mode estimate of [S] for the SMF([S], κ) model is
[̂S2] =


−0.647 −0.282 −0.708
0.687 −0.617 −0.383
−0.329 −0.734 0.594

 .
The estimate of S for the SMF(S, κ) model here is not meaningful in practice unless we treat
it as representating an equivalence class of rotations, because if a different reference rotation
matrix had been chosen in the preprocessing, the estimate of S for the SMF(S, κ) model might
have been different here. The minmax angle (as defined in Chapter 2.3.1) between [Sˆ1] and [̂S2]
is MMA([Sˆ1], [̂S2]) = 1.17× 10−4 rad, which is very small. It was suggested in Bingham et al.
(2009a) that a (non-regular) von Mises UARS(S, κ) model fits these EBSD data better than
the SMF(S, κ) model. We have verified that the Bayes inferences based on UARS(S, κ) and
UARS([S], κ) models are also similar for this other (von Mises) choice of circular distribution
defining the UARS class.
19
2.4.2 Another Comparison Based on Real Data
We chose a large 10 × 10 lattice out of the 3,449 locations measured on the surface of the
nickel specimen. Using the first scan at each location, we have 100 observations of equivalence
classes of rotations. We applied the two different Bayes methods of Chapter 2.4.1 to this data
set. We simulated 20,000 posterior draws for both methods. The histograms for κ (after a
burn-in of 5,000) for the two analyses are presented in Figure 2.5. The posterior mean estimate
of κ is κˆ = 4.696 for the SMF(S, κ) model and κˆ = 3.807 for the SMF([S], κ) model. The
95% two-sided credible interval for κ based on the SMF([S], κ) model is (3.062, 4.635). We
can see that the estimates of concentration parameter κ based on the two different models
are significantly different. The posterior mode estimate of S for the SMF(S, κ) model (or
equivalently the MLE of S under this model) is
Sˆ1 =

−0.830 −0.034 −0.557
0.427 −0.681 −0.595
−0.360 −0.731 0.580
 ,
and the posterior mode estimate of [S] for the SMF([S], κ) model is
[̂S]2 =

−0.317 0.314 0.895
−0.806 −0.586 −0.080
0.499 −0.747 0.439
 .
The 95% cone-shaped credible region for S based on the SMF([S], κ) model has a minmax angle
cut off at 0.3377 rad = 19.35◦. As in Chapter 2.4.1, the estimate of S for the SMF(S, κ) model
is not meaningful in practical terms, unless we treat it as representing an equivalence class
of rotations. The minmax angles between [Sˆ1] and [̂S2] is MMA([Sˆ1], [̂S2]) = 0.3633 rad =
20.82 ◦, which indicates a significant difference between the two estimates. This example shows
that inferences based on these two different Bayes methods can be much different for real data
that are not highly concentrated.
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Figure 2.5 Histograms of posterior draws for κ for SMF(S, κ) and SMF([S], κ) models (second
real data example).
2.4.3 A Comparison Based on a Small Simulation
In Chapter 2.3.3, we conducted simulations for various choices of concentration parameter
κ and sample size n. To further establish (on the basis of a case where the truth is known) that
it is not always effective to apply an analysis based on the SMF(S, κ) model for preprocessed
equivalence classes of rotations from the SMF([S], κ) model, we applied the Bayes method
based on the SMF(S, κ) model to a preprocessed (all rotation matrices were lined up with
the first observation as mentioned in Chapter 2.1) representative rotation matrix (equivalence
class) sample with κ = 5 and sample size n = 100 from the simulation in Chapter 2.3.3. We
also simulated 20,000 posterior draws for the Bayes method based on the SMF(S, κ) model.
The histograms for κ (after a burn-in of 5,000) for the two models are shown in Figure 2.6.
The posterior mean estimate of κ is κˆ = 3.3933 based on the SMF(S, κ) model and κˆ = 5.1568
for the (true) SMF([S], κ) model. The posterior mode estimates of S are
Sˆ1 =

0.462 −0.847 0.261
−0.44e −0.476 −0.760
0.768 0.236 −0.595
 ,
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Figure 2.6 Histograms of posterior draws for κ for SMF(S, κ) and SMF([S], κ) models (sim-
ulated data example).
for the SMF(S, κ) model and
[̂S2] =

−0.492 0.813 −0.311
−0.572 −0.034 0.820
0.656 0.581 0.482
 .
for the SMF([S], κ) model. As in Chapter 2.4.1, the estimate of S for the SMF(S, κ) model
is not meaningful in practical terms, unless we treat it as representing an equivalence class
of rotations. The minmax angles between [Sˆ1], [̂S2] and the truth [S] = [S(2.3, 1.1, 5.9)] are
MMA([Sˆ1], [S]) = 0.5937 radian and MMA([̂S2], [S]) = 0.0367 radian. These results show
that the Bayes method based on the SMF(S, κ) model and preprocessing does not always work
well when the actual data are unlabeled orientations and that inference is much better when
directly handling the unlabeled nature of such data.
2.5 Extensions of Models to Other Equivalence Classes of Rotations
As described in Chapter 2.2.1, if we set up a right-hand coordinate system on an unlabeled
cube, we get a rotation matrix class containing 24 equivalent elements by comparing the coor-
dinate system on the cube to a pre-selected reference coordinate system. If we can distinguish
some features of a rectangular solid (e.g. if we can distinguish some edges or sides of a rectan-
gular solid from others), we can formulate models on equivalence classes of rotations different
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from those studied thus far. For example, if we have a cuboid with two axes having the same
length at a corner (see Figure 2.7), we can make it a convention to choose the axis with a
x
y
z
Figure 2.7 Right-hand coordinate systems on a symmetric cuboid.
length different from the others at a corner as the z-axis. Under this convention, there are 8
different ways to put a right-hand coordinate system on the cuboid, i.e. an equivalence class of
rotations has 8 elements in this case. Let rotation matrix O = (x,y, z). The equivalence class
[O] of O is
[O] = {(x,y, z), (−y,x, z), (−x,−y, z), (y,−x, z), (2.13)
(y,x,−z), (x,−y,−z), (−y,−x,−z), (−x, y,−z)}
in this case. This equivalence class corresponds to the tetragonal crystal system in crystal-
lography. There are a number of lattice groups that fall under this crystal system. We can
formulate models on equivalence classes of rotations as defined in (2.13) exactly as we did in
Chapter (2.2.1). A referee has kindly further noted that in some situations, it is possible to
identify the labeling of the 3 edges/axes of the coordinate system, but not their signs. There are
2 ways to choose the direction of the z-axis, so an equivalence class of rotations has 2 elements
in this case. Let rotation matrix O = (x,y, z). The equivalence class [O] of O is
[O] = {(x,y, z), (−x,−y,−z)} (2.14)
in this context. For other cases, analogous arguments are possible. In an application, we
only need to identify what equivalence classes of rotations we wish to consider or allow. For
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example, different crystallographic geometries may lead to different equivalence classes based
on symmetries in materials science applications.
2.6 Conclusion
Models on equivalence classes of rotations provide a logically coherent way to treat data
arising in some materials science applications, and their use does not require any ad hoc pre-
processing of such data into orientations. What is more important is that for some situations
such preprocessing cannot work well, and analysis based on models for equivalence classes of
rotations is simply a better methodology. For the new UARS([S], κ) models on rotation matrix
equivalence classes, we have developed an effective Bayes method for one-sample inference. The
Bayes method (for the SMF([S], κ) model) generally works better than maximum likelihood-
based methods (that also fail to have obvious practical interpretations), especially when the
sample size is small.
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CHAPTER 3. A METHOD FOR MAPPING GRAINS IN EBSD
SCANS OF MATERIAL SPECIMENS USING SPATIALLY INFORMED
CLUSTERING OF 3-D ORIENTATIONS
A paper to be sumbmitted to the Journal of Technometrics
Chuanlong Du 1, Daniel Nordman2 and Stephen Vardeman 3
Abstract
Crystals in metal specimens have internally homogeneous orientations relative to a pre-
chosen reference coordinate system, and clusters of crystals in the metal with locally similar
orientations constitute so-called “grains.” The nature of these grains (shape, size, etc.) affects
physical properties (e.g., hardness, conductivity, etc.) of the material. Electron backscatter
diffraction (EBSD) machines produce measured orientations on a regular grid on a specimen
surface that can be processed into a grain map, indicating different grains on the metal surface,
after a material is scanned. Current algorithms for creating such maps process locations in some
predetermined order and start a new grain/cluster whenever these encounter an orientation
more than a fixed distance (angle) from those in a previous grain. This method is ad hoc
and may not produce grain maps that accurately portray grain structure. We propose a more
principled way to cluster measured orientations of locations and formulate grain maps for
material specimens.
1Primary researcher and author, graduate student, Department of Statistics, Iowa State University.
2Associate Professor, Department of Statistics, Iowa State University.
3University Professor, Department of Statistics, Department of Industrial and Manufacturing Systems Engi-
neering, Iowa State University.
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3.1 Introduction
A common tool of material science texture analysis is the making of grain maps. A grain
map indicates the positions of grains/clusters of measured orientations of crystals on the sur-
face of a specimen, indicating groups of crystals that locally share similar orientations. EBSD
is a popular way to infer orientations of crystals in material specimens. After scanning, exist-
ing EBSD machines commonly produce grain maps derived from ad hoc mapping algorithms.
Although details of algorithms that existing EBSD machines use are proprietary and not com-
pletely clear to us, it appears that the algorithms typically traverse a grid of locations (in
some order) and begin a new grain whenever an orientation that is more than a fixed distance
(measured in terms of angle) from the previous grain is found (see Zhou and Wang, 2007,
pg. 54). This method is simple and fast, but the resulting grain map might not accurately
capture the underlying relationship between orientations and can produce undesirable artifacts
in maps due to missing or outlying EBSD observations. When an EBSD machine scans the
orientation of a crystal at a fixed location on a metal specimen, it records both the orientation
information and the 2-D coordinate information. It is desirable to use both the orientation
and the location information to cluster orientations on surfaces of specimens. For convenience,
we create and henceforth use a terminology orienlocation to denote a data observation as an
orientation-and-location pair. We propose a simple method that clusters orienlocations based
on a combination of a penalized distance between orientations and a penalized Euclidean dis-
tance between locations.
The rest of the manuscript is organized as follows. Chapter 3.2 develops weighted distance
measures for orienlocations and, based on such distances, Chapter 3.3 describes a hierarchical
clustering algorithm for producing grain maps from orienlocation data. Chapter 3.4 illustrates
and explains the proposed clustering method in producing grain maps for real EBSD data.
Chapter 3.5 then examines the performance of the clustering method (as a function of tuning
parameter choices) in a simulated data example. Concluding remarks are provided in Chap-
ter 3.6.
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3.2 Distance Between Orienlocations
In order to develop a new clustering algorithm for making grain maps out of EBSD data
(orienlocations), we first need to outline some concepts of “distance,” both between orientations
and between 2-D locations, which can be combined into a weighted distance measure between
orienlocations. Chapters 3.2.1-3.2.2 briefly describe distances on orientations from EBSD;
Chapter 3.2.3 describes distances between locations. Chapters 3.2.4-3.2.5 then combine these
two distance types into one weighted or penalized distance measure for orienlocations.
3.2.1 Distance Between Orientations
Orientations in 3-dimensional space are usually represented by 3 × 3 rotation matrices
(orthogonal matrices with determinant 1). For example, the identity matrix I3 is a rotation
matrix, which represents the “reference” orientation/coordinate system. If O1 and O2 denote
two rotation matrices/orientations, a natural distance do between O1 and O2 can be defined as
do(O1, O2) =
√
3− tr(O′1O2), (3.1)
where tr(O) is the trace of the matrix O, i.e., the sum of diagonal elements of the matrix O.
This is a scale-adjusted Frobenius distance between O1 and O2, which is defined as
dF (O1, O2) =
√
tr ((O1 −O2)′(O1 −O2)). (3.2)
The smaller is the distance between two rotation matrices/orientations, the “closer” they are.
For example,
A =

2/3 −1/3 2/3
2/3 2/3 −1/3
−1/3 2/3 2/3
 (3.3)
and
B =

0 0 1
1 0 0
0 1 0
 (3.4)
are two rotation matrices. From the above definition, the distance between them is
do(A,B) =
√
3− tr(A′B) = √3− 2 = 1. (3.5)
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3.2.2 Distance Between Equivalence Classes of Orientations
It is argued in Du et al. (2013) that for cubic crystal structures it is best to treat orientations
measured by an EBSD machine as equivalence classes of orientations and make inferences
based on such classes. this is because EBSD orientation measurements are not technically true
orientations (3 × 3 rotations matrices) but rather indicate a collection of 24 orientations (an
equivalence class) which are physically equivalent representations of a crystal’s orientation (due
to inherent crystallographic symmetries in EBSD readings). As a consequence, it then becomes
logically most coherent and practically effective to perform clustering based on equivalence
classes of orientations. For an orientation represented by rotation matrix O = (x,y, z) where
x, y and z are the 3 columns of O, the equivalence class [O] of O is defined in Du et al. (2013)
as
[O] = {(x,y, z), (y,−x, z), (−x,−y, z), (−y,x, z), (−z,y,x), (y, z,x),
(z,−y,x), (−y,−z,x), (x,−z,y), (−z,−x,y), (−x, z,y), (z,x,y),
(z,y,−x), (y,−z,−x), (−z,−y,−x), (−y, z,−x), (x, z,−y), (z,−x,−y),
(−x,−z,−y), (−z,x,−y), (x,−y,−z), (−y,−x,−z), (−x,y,−z), (y,x,−z)}, (3.6)
corresponding to the particular orientation’s 24 crystallographically equivalent representations
(these are obtained by re-labeling and shuﬄing the coordinate axes). It is natural to define
a distance d[o] between two equivalence classes of orientations as the minimum of distances
between elements from the two equivalence classes. Mathematically, this is
d[o]([O1], [O2]) = min
T∈[O2]
do(S, T ), (3.7)
where S is any element in [O1]. For neater notation, we extend the definition of d[o] to orien-
tations as
d[o](O1, O2) = d[o]([O1], [O2]). (3.8)
Using d[o] as a distance between orientations, we henceforth avoid the verbosity of discussing
“equivalence classes of” orientations.
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3.2.3 Euclidean Distance
A natural distance between locations on a specimen surface, i.e., points in 2-dimensional
space, is the Euclidean distance. For L1 = (x1, y1) and L2 = (x2, y2) two points in 2-dimensional
space, the Euclidean distance dl between them is
dl(L1, L2) =
√
(x1 − x2)2 + (y1 − y2)2. (3.9)
For example, the Euclidean distance between point p1 = (1, 2) and p2 = (4, 6) is
dl(p1, p2) =
√
(1− 4)2 + (2− 6)2 = 5. (3.10)
3.2.4 A Combined Distance of Orientations and Locations for Orienlocations
A rotation matrix/orientation in 3-dimensional space can be expressed by 3 independent
variables, e.g., the Euler angler representation (Pio, 1966). So one might essentially treat
orienlocations as observations in 5-dimensional space and define a usual Euclidean distance for
them. However, a reduced-dimension representation of orientations requires one to restrict the
domain of variables, which results in a space that is much different from a usual Euclidean space.
Thus trying to capture “closeness” of two orienlocations, consisting of paired observations on
fundamentally different manifolds in terms of a Euclidean distance in a reduced 5-dimensional
space is not appealing.
A more natural approach is to define a distance for orienlocations by combining a distance
for orientations and a distance for locations. Since we are a priori not sure how much we should
rely on information from orientations relative to that for locations, it is sensible to define a
weighted distance for orienlocations, and choose an appropriate weight coefficient based on real
data. Let C1 = (O1, L1) and C2 = (O2, L2) be two orienlocations, where Oi is the orientation
part and Li is the location part. A weighted squared distance dol between C1 and C2 can be
defined as
d2ol(C1, C2) = ω d
2
[o](O1, O2) + d
2
l (L1, L2), (3.11)
where ω > 0 is the weight coefficient. The factor ω controls the relative importances of the
orientation information and location information. For a small ω, dl plays a more important
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role than d[o], and vice versa. We will see that in practice ω can be tuned to produce sensible
grain maps in a distance-based clustering algorithm for orienlocations. For any two orienta-
tions/rotation matrices, it holds that 0 ≤ d2o(O1, O2) ≤ 4. So in practice, one might also scale
d2l to be between 0 and 4 before beginning. This is not required, but makes it easier to choose
an appropriate value for ω.
3.2.5 Penalized Distances for Orientations and Locations
In practice, one might want to control the size of grains. A good way to achieve this is
to employ “penalized” versions of (squared) distances between orientations and locations. A
penalized squared distance d˜ol between orienlocations can be defined as
d˜2ol(C1, C2) = ωf(d
2
[o](O1, O2), co, ao) + f(d
2
l (L1, L2), cl, al), (3.12)
where
f(x, c, a) = x+ a(x− c)I(x > c), (3.13)
for constants co ≥ 0, ao ≥ 0, cl ≥ 0 and al ≥ 0. Factors ci and ai control how the squared
distance d2i , i ∈ {[o], l}, is penalized. For big ai and small ci, the squared distance d2i is penalized
more, and the opposite is true for small ai and ci. The values ao and al should typically be large
so that two orientations with a squared distance greater than co are unlikely to be placed in a
same grain/cluster, and two locations with a squared distance greater than cl are unlikely to be
placed in a same grain/cluster. When ai = 0 or ci ≥ 4, i ∈ {[o], l}, the orientation/Euclidean
distance is not penalized (assume the squared Euclidean distance is scaled to be between 0 and
4 as suggested in Chapter 3.2.4).
3.3 Clustering Orienlocations
With distances between each pair of orienlocations available, one can consider clustering
orienlocations using various existing clustering methods in literature, e.g., the hierarchical
clustering method (see Hastie et al., 2009, 14.3.12 Hierarchical Clustering) or some version of
k-means algorithm (see Hastie et al., 2009, 13.2.1 K-means Clustering). Regarding the latter
possibility, it is not clear to us what is a natural way to define a “center” for orientations
30
(represented as rotation matrices), as the simple element-wise average of rotation matrices is
not necessarily a rotation matrix. (Starting with k elements of a data set as initial proto-
types/centers/medoids, and restricting to only such choices in subsequent iterations of a search
appears to be computationally prohibitive.) Therefore, we will here use a hierarchical cluster-
ing method. The agglomerative hierarchical clustering method is preferred in this case because
it is simple and fast (compared to divisive hierarchical clustering method and a k-medoids
algorithm), yields consistent results, and scales well to the need of producing grain maps with
different number of grains. The agglomerative hierarchical method starts with every data point
in its own grain/cluster, and then repeatedly merges the pair of grains/sets of clusters that are
“closest” in some well-defined sense until all data points are in the same grain/cluster. The
process of hierarchical clustering can be represented by a dendrogram, and the dendrogram
can be cut at any level to produce grain maps/clusters with required numbers of clusters. To
illustrate how the agglomerative hierarchical clustering method works, consider a toy example
where the data points are 2-dimensional (see Table 3.1) and the Euclidean distance between
data points is used. In this illustration, the complete linkage (for more on linkage, see Hastie
et al., 2009, 14.3.12 Hierarchical Clustering) is used, which takes the distance between two
grains/clusters G1 and G2 to be
dg(G1, G2) = max{d(x1, x2) : x1 ∈ G1, x2 ∈ G2} (3.14)
where d(x1, x2) is the distance between data points x1 and x2 (the Euclidean distance in this
case).
x1 x2 x3 x4 x5 x6
(-1, 1) (-1, 1.5) (1, 1) (1, 2) (2, 1.5) (0, 4)
Table 3.1 Artificial data for a toy example of agglomerative hierarchical clustering.
1. Let gi = {xi}, 1 ≤ i ≤ 6, be singleton classes.
2. The closest two grains/clusters are g1 and g2 (with the distance 0.5), so merge g1 and g2
as a new grain/cluster g12 = {x1, x2} resulting in 5 grains/clusters g12, g3, g4, g5, g6.
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3. The closest two grains/clusters are g3 and g4 (with the distance 1) from the last step, so
merge g3 and g4 into a new grain/cluster g34 = {x3, x4} resulting in 4 clusters g12, g34,
g5, g6.
4. The closest two grains/clusters are g34 and g5 (with the distance 1.12) from the last step,
so merge g34 and g5 as a new grain/cluster g345 = {x3, x4, x5} resulting in 3 clusters g12,
g345, g6.
5. The closest two grains/clusters are g12 and g345 (with distance 3.04) from the last step, so
merge g12 and g345 as a new grain/cluster g12345 = {xi, 1 ≤ i ≤ 5} resulting in 2 clusters
g12345, g6.
6. Merge g12345 and g6 into a new grain/cluster g123456 resulting in a single grain/cluster
containing all data points.
This process obviously produces a clustering for each possible number of clusters of N data
points, N through 1.
3.4 Application to Real Data with Discussions
3.4.1 Non-smoothed Grain Maps
We apply the agglomerative hierarchical method to orienlocations with distance defined
in Chapter 3.2.5. The real data used here are orienlocations scanned at 3449 locations (with
some missing data points) on the surface of a nickel specimen, which were collected in an
experiment on EBSD machine precision (cf. Bingham et al., 2009a). The Euclidean distances
between locations are scaled as suggested in Chapter 3.2.4. One can tune parameters w, co,
ao, cl, al (defined in Chapter 3.2.5) and n (the number of clusters/grains) to produce sensible
grain maps. The complete linkage (see Chapter 3.3) is used to produce grain maps in this
manuscript. (Surely one could also change the linkage in the hierarchical clustering method
to produce different grain maps.) Figure 3.1 is a grain map produced with w = 1000, co = 4,
ao = 0, cl = 4, al = 0 and n = 25 (indicated by parameters in parentheses above the plot).
The blank points in Figure 3.1 correspond to missing data points. As one can see, Figure 3.1
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contains many singleton points surrounded by points belonging to other grains, which physically
does not make much sense. These aberrant points are likely due to measurement errors in the
process of EBSD scanning, and it is therefore desirable to“smooth out” such singleton points
in the grain map.
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Figure 3.1 Grain map with w = 1000, co = 4, ao = 0, cl = 4, al = 0 and n = 25.
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Figure 3.2 Smoothed grain map with w = 1000, co = 4, ao = 0, cl = 4, al = 0 and n = 25.
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Figure 3.3 Each grain map corresponds to a different factor combination (ω, co, ao, cl, al,
n) (the first line of parameters above plots), where n = 25 is the maximal number
of clusters allowed. The 3 rows of grain maps correspond to ω of 1000, 100 and
10 respectively. The 3 columns of grain maps penalize no distances, the Euclidean
distances and the orientation distances respectively. The second line of parameters
above each plot contains the number of points smoothed out in each smoothing
round.
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Figure 3.4 Each grain map corresponds to a different factor combination (ω, co, ao, cl, al,
n) (the first line of parameters above plots), where n = 20 is the maximal number
of clusters allowed. The 3 rows of grain maps correspond to ω of 5, 1 and 0
respectively. The 3 columns of grain maps penalize no distances, the Euclidean
distances and the orientation distances respectively, except the bottom right one.
The second line of parameters above each plot contains the number of points
smoothed out in each smoothing round.
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3.4.2 Smoothed Grain Maps
Let p be a 2-dimensional point. The -neighborhood of p (represented by N(p)) is the set
of points (excluding p itself) within (Euclidean) distance  from p, i.e.,
N(p) = {p′ : 0 < dl(p, p′) < }. (3.15)
Let n(p) be the number of elements in N(p) and k(p) be the number of elements in the same
grain as p in N(p). We can “smooth” the grain map using the following process.
(a) For a given grain map, put all missing data points into a new grain.
(b) For a point p, calculate N(p) and k(p) based on the grain map in step (a).
(c) If k(p)/N(p) < δ for a pre-chosen δ ∈ (0, 1), assign p to the grain with the greatest number
of elements in N(p).
(d) If there is a tie between two grains G1 and G2 in step (c) , i.e., the number of elements in
E1 = G1∩N(p) and E2 = G2∩N(p) are the same, then break the tie using dg(p,G1) and
dg(p,G2) (with the smaller one preferred), where dg is as in Chapter 3.3 (i.e., choose the
largest grain that is closest to p in Euclidean distance).
(e) Repeat (b)-(d) for each point in the grain map.
(f) Update the grain map.
(g) Repeat (b)-(f) r (say 10) times or until the grain map does not change.
Factors  and δ in the above process control how much the grain map is smoothed. For greater
 and δ, the grain map is more smoothed out, and it is smoothed less for small  and δ. In
this manuscript,  is chosen so that N(p) has at most 7 points and δ is chosen to be 0.2. This
allows singleton points (surrounded by points belonging to other grains) to be smoothed out;
however, small clusters/grains with several (say more than 5) points will not be smoothed out.
Figure 3.2 is the smoothed version of Figure 3.1. The second line of parameters in paren-
theses above the plot means that the smoothing process took 4 rounds, and the number of
36
points smoothed out in the 4 rounds are 69, 5, 1 and 0 respectively. As one can see, single-
ton points (surrounded by points belonging to other grains) in Figure 3.1 are smoothed out,
resulting a better-looking grain map. Figure 3.3 and Figure 3.4 present some smoothed grain
maps with different choices of parameters. Figure 3.3 allows at most 25 clusters. The 3 rows of
grain maps in Figure 3.3 correspond to ω (weight of squared orientation distance) of 1000, 100
and 10 respectively. The first column of grain maps in Figure 3.3 does not penalize (squared)
orientation or Euclidean distances; the second column of grain maps in Figure 3.3 penalizes
the Euclidean distance but not the orientation distance; the last column of grain maps in Fig-
ure 3.3 penalizes the orientation distance but not the Euclidean distance. Figure 3.4 allows at
most 20 clusters. The 3 rows of grain maps in Figure 3.4 correspond to ω (weight of squared
orientation distance) of 5, 1 and 0 respectively. The settings of penalization of distances in
Figure 3.4 is similar to that in Figure 3.3 except the bottom right grain map. Since ω = 0 for
this case, the clustering-smoothing algorithm relies solely on the location information to make
grain maps and it does not matter how the orientation distance is penalized. These plots give
one some sense about how a real grain map changes according to different choices of param-
eters in our clustering-smoothing algorithm. These parameters “interact” with each other to
produce different grain maps. Generally speaking, we observe the following patterns.
• Bigger ω (relying more on orientation information) tends to produce fewer and bigger
grains on the grain map, and smaller ω produces more and smaller grains. This is because
big ω often results in some very small grains which are smoothed out in the smoothing
process.
• Penalizing the Euclidean distance (using smaller cl and bigger al) tends to produce more
and smaller grains on the grain map. This is intuitively plausible, as penalizing the
Euclidean distance makes points far away from each other on the specimen surface unlikely
to be in a same grain.
• Penalizing the orientation distance (using smaller co and bigger ao) tends to produce
fewer and bigger grains, which may initially sound counter-intuitive. The behavior occurs
because penalizing the orientation distance makes clustering rely more on the orientation
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information and thus produce fewer and bigger grains as discussed before.
3.5 A Simulation Study of the Clustering Algorithm
Generally speaking, it is hard to assess the goodness of clustering algorithms based on real
data because we do not know what is the “right” grain map for the algorithm to produce. In
this section, we assess plausibility of the clustering algorithm based on a simulation study. We
generate orientations (rotation matrices) from the symmetric matrix Fisher von Mises distri-
bution. The symmetric matrix Fisher von Mises distribution has 2 parameters, the “central”
orientation S and the concentration parameter κ (with concentration increasing or variability
decreasing in increasing κ). We denote the distribution as SMF(S, κ) in the following. The
SMF(S, κ) distribution is a special case of the uniform-axis random-spin (UARS) model intro-
duced in Bingham et al. (2009a) and is well studied in Du et al. (2013). A constructive way to
generate orientations (rotation matrices) from the SMF(S, κ) distribution is introduced in Du
et al. (2013).
To make it easier for the human eye to judge maps, we divide the locations where ori-
entations were measured on the surface of an hypothetical specimen like the nickel specimen
mentioned in Chapter 3.4.1 into 4× 4 (approximate) rectangular areas with about equal sizes
(i.e., the resulting different areas/hypothetical grains constitute a checkerboard pattern). At
each location in rectangular area i ∈ {1, . . . , 16}, an orientation (rotation matrix) from the
SMF(Si, κin) distribution is generated, where Si is the central orientation for observations in
the ith area and kin corresponds to the concentration parameter for these observations. The
“central” orientations Si, i ∈ {1, . . . , 16}, are generated from the SMF(I3, κout) distribution,
where I3 is the 3×3 identity matrix and kout denotes the concentration parameter in generating
the central orientations Si in this hierarchical data formulation. For various level combinations
of κout ∈ {10, 5, 3} and κin ∈ {10, 20, 50}, the best (visually closest to the original 4×4 checker-
board) grain maps produced and the corresponding parameters producing the grain maps are
shown in Figure 3.5. The 3 rows of grain maps in Figure 3.5 correspond to κout of 10, 5 and 3,
and the 3 columns of grain maps correspond to κin of 10, 20 and 50. The top left grain map in
Figure 3.5 does not capture most of the boundaries of the checkerboard. This is not surprising
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as κout is no larger than κin, so that the resulting orientations contribute very little informa-
tion to separate the areas/grains (i.e., in terms of orientations the grains are all distributionally
equivalent) and the clustering algorithm has to rely mainly on the location information to clus-
ter orienlocations. The grain maps in Figure 3.5 look better as one moves from left to right and
from top to bottom. This makes sense because, for a fixed κout, it becomes easier to separate
orienlocations when the orientations in each area/grain becomes more concentrated; and for a
fixed κin, it is easier to separate orienlocations when the “central” orientations are spread out
and thereby differentiated (smaller κout generates more vriable “central” orientations). The
tuning parameters in the first line above each grain map correspond to ω, co, ao, cl, al and n
respectively as explained in Chapter 3.4.1. We observe that ω (the weight of orientation dis-
tance) increases from left to right and from top to bottom in Figure 3.5. This means that the
algorithm relies more and more on the orientation information when the orientations provide
better information to separate different areas/grains, which makes sense in the application. The
second line in the title in the grain maps contains the numbers of points that are smoothed out
in each step. We can see that as the areas/grains are easier to separate, there are fewer points
requiring additional smoothing. We also observe (not shown in Figure 3.5) that the ranges of
optimal parameters become wider as the areas/grains becomes easier to separate.
3.6 Conclusion
This manuscript proposes a hierarchical clustering method for clustering (equivalence classes
of) orientations with spatial location information. A reasonable and flexible metric was defined
for orienlocations (data points in the form of an orientation paired with a spatial location).
As a remedy for handling missing or outlying data points, a smoothing method was also pro-
posed to refine and produce better-looking grain maps. The clustering-smoothing algorithm
has several tuning parameter “knobs” that can be tuned or adjusted to produce desired grain
maps. The simulation study in Chapter 3.5 demonstrated that the clustering algorithm be-
haves in a principled manner with respect to the informational content in the data and can
correctly identify clusters of orienlocations. The clustering-smoothing algorithm introduced in
this manuscript is more logically coherent than ad hoc clustering methods in current real use,
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Figure 3.5 Best grain maps and corresponding parameters used to produce these grain maps
for different combinations of κout and κin. The 3 rows of grain maps correspond
to κout of 10, 5 and 3, and the 3 columns of grain maps correspond to κin of 10,
20 and 50.
and is potentially helpful in texture analysis. Implementation of the methods here allowing a
user to adjust tuning parameters and thus the appearance of a map for his or her specimen
offers great promise for the advance of the science.
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CHAPTER 4. A CLASS OF STATIONARY AND ERGODIC MARKOV
CHAINS DEFINED ON PARTITIONS OF A FINITE SET WITH
APPLICATIONS IN BAYESIAN CLUSTERING
A paper submitted to the Journal of Bayesian Analysis
Chuanlong Du1
Abstract
An interesting class of Markov chains with state spaces partitions of a finite set is studied
in this manuscript. These Markov chains have some properties that make them attractive in
their own right. An important area of potential application for these processes is Bayesian
model-based clustering, which is illustrated in Chapter 4.4.
4.1 Introduction
In this manuscript, an interesting class of Markov chains (that we call the Du processes)
with state spaces that are partitions of a finite index set is studied. In Chapter 4.2, a formal
definition of the Du processes is given. It is shown in Chapter 4.3 that the Du processes have
some attractive properties.
An application of the Du processes in Bayesian model-based clustering is illustrated in
Chapter 4.4. The new approach they provide to Bayes clustering is easier to understand
and implement than other (latent-class-variables-based) methods, such as the Bayesian finite
mixture model approach and the Bayesian Dirichlet mixture model approach. It also provides
a control over the jumping rate of the partition parameter (which affects the per iteration
1Graduate student, Department of Statistics, Iowa State University
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quality of posterior draws) in a Metropolis algorithm. In latent-class-variables-based methods,
though many Metropolis-Hasting algorithms have been proposed, few of them offer a clear way
to control jumping rates of the latent class variables.
4.2 Definition of Markov Chains on Partitions
Let Ω = {1, 2, . . . , n} be a set of n elements. A collection of sets P = {SP1 , SP2 , . . . , SPk(P)},
of size k(P) is called a partition of Ω if SPi ∩ SPj = ∅ for i 6= j and ∪ki=1SPi = Ω. Let A(Ω) be
the collection of all partitions of Ω.
Definition 1. Let G be a distribution on Ω with probability mass gi > 0 on i, for all i ∈ Ω.
A 1-step random mapping T 1G on A(Ω) is one such that ∀P = {SP1 , SP2 , . . . , SPk(P)} ∈ A(Ω),
T 1G(P) is random element of A(Ω) determined as follows:
1. Generate i from G, and find the element of P to which i belongs, call it SPj(i).
2. If SPj(i) is a singleton, i.e., S
P
j(i) = {i}, move i to one of the sets SPl for l 6= j(i) chosen
at random with equal probabilities 1/(k(P)− 1).
3. If SPj(i) is not a singleton, i.e., S
P
j(i) contains element(s) other than i, move i to one of
the sets SPl for l 6= j(i) or to a new singleton set {i}, where the choice is made at random
with equal probabilities 1/k(P).
For convenience, we also denote T 1G as TG in the balance of this manuscript.
Definition 2. Let G be as in Definition 1. A k-step (k > 1) random mapping T kG on A(Ω) is
the composition of k maps TG, i.e., T
k
G(P) = TG(T k−1G (P)),
∀P ∈ A(Ω).
Definition 3. Let G be as in Definition 1, and F be (possibly degenerate) cdf putting mass on
positive integers. An F distributed random mapping TFG on A(Ω) is such that Pr(TFG = T xG) =
F (x)− F (x− 1),∀x ∈ N+, where N+ is the set of positive integers.
Note that when F is degenerate at k(≥ 1), TFG is the same as T kG. We will use TF,mG
to stand for the composition of m maps TFG in the balance of this manuscript. Note that
T k,mG = (T
k
G)
m =
(
(TG)
k
)m
= (TG)
km = T kmG .
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Definition 4. Let G and F be as in Definition 3. A Markov chain {Xm}∞m=0 with state space
A(Ω) is called a Du(n,G,F ) process, if for all m ∈ N, the conditional distribution of Xm+1
given Xm is that of T
F
G (Xm), i.e., Xm+1|Xm d= TFG (Xm).
From the definition, the Du(n,G,F ) process is a stationary Markov chain. It turns out that
when Ω has at least 3 elements (i.e., n ≥ 3) and G and F are as in Definition 3, the Du(n,G,F )
process is ergodic with stationary distribution the uniform distribution on A(Ω). When we use
notation Du(n,G,F ) in the balance of this manuscript, we always assume that n ≥ 3 and that
G and F are as in Definition 3. When the distribution of F is degenerate at k, we also denote
the process as Du(n,G,k).
In the balance of this section, we prepare some terminology that will be useful in establishing
properties of the Du processes.
Definition 5. Let G and F be as in Definition 3. A sequence of partitions P0 → P1 → . . .→ Pk
(k ≥ 1) is called a k-step path of TFG from P0 to Pk, if
∏k
i=1 Pr(TG(Pi−1) = Pi) > 0 and
F (k)− F (k − 1) > 0. Denote this as TFG : P0 → P1 → . . .→ Pk.
Definition 6. Let G and F be as in Definition 3. A k-step (k ≥ 1) path of TFG from P0 to
Pk, P0 → P1 → . . . → Pk is reversible under mapping TFG if TFG : Pk → Pk−1 → . . . → P0, or
equivalently
∏k
i=1 Pr(TG(Pi) = Pi−1) > 0.
We’ll show later (see Proposition 4.3.7) that ∀k ∈ N+, P,P ′ ∈ A(Ω) and any random
mapping TFG , the k-step paths (if any) of T
F
G from P to P ′ are reversible under TFG . For this
reason, we call path Pk → Pk−1 → . . .→ P0 the reverse of path P0 → P1 → . . .→ Pk.
Definition 7. Let G and F be as in Definition 3. A k-step (k ≥ 1) path of TFG from P0 to Pk,
P0 → P1 → . . .→ Pk is symmetric under mapping TFG if it’s reversible under mapping TFG and∏k
i=1 Pr(TG(Pi−1) = Pi) =
∏k
i=1 Pr(TG(Pi) = Pi−1).
4.3 Some Important Properties of the Du(n,G,F ) Process
Theorem 4.3.1. The Du(n,G,F ) process is ergodic.
Theorem 4.3.2. The transition function of the Du(n,G,F ) process is doubly stationary.
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Theorem 4.3.3. The Du(n,G,F ) process has a unique stationary distribution which is the
uniform distribution on A(Ω).
Here are skeletons of proofs of the three theorems. The detailed proofs of the propositions
in this section can be found in the appendix.
Theorem 4.3.1 follows immediately from the following 3 propositions.
Proposition 4.3.4. The Du(n,G,F ) process is irreducible.
Proposition 4.3.5. The Du(n,G,F ) process is positive recurrent.
Proposition 4.3.6. The Du(n,G,F ) process is aperiodic.
To prove Theorem 4.3.2, we need the following two propositions.
Proposition 4.3.7. Any k-step (k ≥ 1) path of TFG is reversible and symmetric under TFG .
Proposition 4.3.8. Let MkG,F (P,P ′) = {TFG : P0 → P1 → . . . → Pk|P0 = P and Pk = P ′}
be the collection of all k-step paths of random mapping TFG from P to P ′, and W kG,F (P,P ′) =
{P0 → P1 → . . . → Pk|Pk → Pk−1 → . . . → P0 ∈ MkG,F (P,P ′)}, i.e., the collection of reverse
of paths in MkG,F (P,P ′). Then W kG,F (P,P ′) = MkG,F (P ′,P), i.e., the collection of reverse k-
step paths of TFG from P to P ′ is the same as the collection of k-step paths of TFG from P ′ to
P.
Let f(k) ≡ F (k)− F (k − 1), and
Pr(MkG,F (P,P ′)) ≡ f(k)
∑
P0→P1→...→Pk∈MkG,F (P,P ′)
k∏
i=1
Pr(TG(Pi−1) = Pi). (4.1)
From Proposition 4.3.7, the last term in (4.1) is
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f(k)
∑
P0→P1→...→Pk∈MkG,F (P,P ′)
k∏
i=1
Pr(TG(Pi) = Pi−1)
= f(k)
∑
Pk→Pk−1→...→P0∈WkG,F (P,P ′)
k∏
i=1
Pr(TG(Pi) = Pi−1)
= f(k)
∑
Pk→Pk−1→...→P0∈MkG,F (P ′,P)
k∏
i=1
Pr(TG(Pi) = Pi−1)
= Pr(MkG,F (P ′,P)),
i.e., Pr(MkG,F (P,P ′)) = Pr(MkG,F (P ′,P)). So,
Pr(TFG (P) = P ′) =
∑
k3MkG,F (P,P ′) 6=∅
Pr(MkG,F (P,P ′))
=
∑
k3MkG,F (P ′,P)6=∅
Pr(MkG,F (P ′,P))
= Pr(TFG (P ′) = P)
i.e., the transition function of the Du(n,G,F ) process is doubly stationary.
Theorem 4.3.3 follows from Theorems 4.3.1 and 4.3.2. The Du(n,G,F ) process is ergodic,
so it has a unique stationary distribution. Since the transition mechanism of the Du(n,G,F )
process is doubly stationary,
∑
P∈A(Ω)
Pr(TFG (P) = P ′) =
∑
P∈A(Ω)
Pr(TFG (P ′) = P) = 1,
i.e., the elements of each column of the transition matrix (denote this matrix as E) of the
Du(n,G,F ) process sum to 1. Let K be the number of partitions in A(Ω) (the so-called “Bell
number”) and c = (1/K, . . . , 1/K), cE = c. That is, the uniform distribution on A(Ω) is the
stationary distribution of the Du(n,G,F ) process.
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4.4 An Illustration of the Use of the Du(n,G,F ) Process in Bayesian
Clustering
There are basically two approaches to Bayesian model-based clustering in literature, Bayesian
finite mixture modeling (see Nobile and Fearnside, 2007) and Bayesian Dirichlet mixture mod-
eling (see Lau and Green, 2007; Dubey et al., 2004, etc). The Bayesian Dirichlet mixture model
is equivalent to a Bayesian infinite mixture model, and can thus be thought of as a general-
ization of the Bayesian finite mixture model. The Dirichlet process is closely related to many
other processes. The Chinese restaurant process and the Polya urn scheme are conditional
views of the Dirichlet process; the stick-breaking process is a convenient way for constructing
the Dirichlet process; the Pitman-Yor process (Pitman and Yor, 1997) is a generalization of
the Dirichlet process which has more flexible tail behavior. Because of its flexibility and the
possibility of using conjugate priors, the Dirichlet process is widely used in Bayesian clustering
methods.
Both the Bayesian finite mixture model and the Bayesian Dirichlet process approaches to
clustering introduce latent class variables for the observations. Markov chains on the latent class
variables (and other parameters if any) are then simulated using either Gibbs or Metropolis-
Hasting algorithms (see Neal, 2000; Nobile and Fearnside, 2007; Jain and Neal, 2004, etc).
This latent-class-variables representation of clusters is not intrinsic. Instead of Markov chains
on latent variables, a more natural, convenient, and potentially better approach is to consider
partitions of the n observations directly. It’s easy to understand and invites use of a simpler
Metropolis algorithm for making posterior draws (e.g. based on proposals from the Du(n,G,F )
process transition mechanism). While other approaches have been well-studied, the direct
approach is not common in the statistics literature.
To illustrate, let y1, . . . , yn be independent observations, and P = {S1, . . . ,
Sk} be a partition of the index set. We assume that conditioned on P, observations are
independent,
yi ∼ h(.|θS),∀i ∈ S,
where S is a set in partition P. At present, let’s assume that the parameters θS can be
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integrated out so that the partition is the only parameter left in the model. Since the total
number of partitions (the Bell number) is extremely large for n of a size typical in clustering
problems, it’s often practically impossible to sum over all possible partitions for purposes of
evaluating posterior probabilities. A potentially computationally tractable way to explore the
posterior of P is to make draws from it using Metropolis-Hasting algorithms. The fact that
the transition function of the Du(n,G,F ) is doubly stationary makes TFG (P) a good choice for a
proposal. Since the proposal distribution is symmetric, a simple Metropolis algorithm results.
Generally speaking, the more indexes we move when proposing a partition, the “further away”
a proposed partition from a current partition, and thus on average the smaller is the jumping
rate. This suggests a way to control the jumping rate. The distribution F serves as a tuning
parameter for a Metropolis algorithm that should control the jumping rate.
After a Markov chain on partitions burns in, some indexes are more unstable/active (pro-
duce large acceptance ratios when moved between clusters) than others. It’s probably a good
idea for these unstable/active points to have a relatively higher probabilities to be chosen to
move. This will increase the jumping rate on average. So the distribution G serves as an-
other tuning parameter for a Metropolis algorithm based on the Du(n,G,F ) process transition
mechanism that can be varied looking for a good jumping rate.
As a simple illustration, I independently simulated 5 observations from N(4,2), 8 observa-
tions from N(9,2), and 7 observations from N(14,2), where N(µ,σ2) is the normal distribution
with mean µ and variance σ2. The 20 observations are presented in Table 4.1. Let yi be
-0.43 3.31 8.54 3.01 2.33 11.70 6.79 8.65 9.90 8.17
10.72 10.94 11.06 11.67 14.70 10.03 16.35 9.82 18.77 12.61
Table 4.1 Simulated data from normal distributions.
centered (by overall mean) versions of the observations. The model I use for clustering purposes
will be that conditioned on P observations yi are independent
yi ∼ N(µS , σ2),∀i ∈ S,
where S is a class in P. For convenience, σ was treated as a known constant. However, the
47
particular value used for σ is not critical. As the prior for each µS , N(0, 
2) was used. As the
prior over partitions,
pi(P) ∝ exp{−FP (P;α, β)}
was used, where FP (P) is what might be termed a “fragment penalty” which puts penalty on
small classes (especially singletons), and has the form
FP (P;α, β) =
∑
S∈P
α
(
1
kS
)β
.
Integrating µS ’s out, it can be shown that the posterior distribution over partitions is
p(P) ∝
∏
S∈P
√
R
R+ kS
exp
{ (∑
i∈S yi
)2
2σ2(kS +R)
}
exp{−FP (P;α, β)},
where R = σ
2
2
. To sample from this posterior distribution, the following Metropolis algorithm
can be used:
1. In step i, propose P∗ = TFG (P(i)).
2. Calculate acceptance ratio r = p(P
∗)
p(P(i) , and accept P∗ with probability min{r, 1}.
In this illustrative example, the parameters used were σ = 2, R = 0.01, α = 6, β = 1, G is
U({1, . . . , n}) and F is the distribution of X + 1 for X ∼ Poisson(0.01). 100,000 draws were
made after a burn-in of 10,000 iterations starting from the partition with a single class. The
partition with highest estimated posterior probability was
{{0, 1, 3, 4}, {2, 6, 7, 9, 17}, {5, 8, 10, 11, 12, 13, 15, 19}, {14, 16, 18}}
Starting from the means of observations with indexes in the above groups, a k-means algorithm
(with k = 4) yields the same result.
4.5 Conclusion
The Du(n,G,F ) process is an appealing probabilistic structure in its own right, but its most
obvious potential for contributing to statistical practice is in the realm of Bayesian model-based
clustering. Bayesian model-based clustering using a direct partition representation is more
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natural and intuitively appealing than methods built on latent class variables. The transition
scheme of the Du(n,G,F ) process can be an element of a simple Metropolis algorithm for
Bayesian model-based clustering using a direct partition representation. It provides convenient
ways for tuning jumping rates to improve the mixing of the Markov chain. It’s possible to
develop Metropolis algorithms for Bayesian clustering problems more complex than the simple
illustration provided in this manuscript.
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CHAPTER 5. GENERAL CONCLUSIONS
Chapter 2 demonstrates that models on equivalence classes of rotations provide a logically
coherent way to treat data arising in some materials science applications. This approach does
not require any ad hoc preprocessing of “unlabeled data” into orientations, which does not work
in some situations. An effective Bayesian method for one-sample inference is developed for the
new UARS([S], κ) models on rotation matrix equivalence classes introduced in Chapter 2. The
Bayesian method (for the SMF([S], κ) model) is easier to interpret and generally works better
than maximum likelihood-based methods especially when the sample size is small.
Chapter 3 proposes a hierarchical clustering method for clustering equivalence classes of
orientations with spatial location information. A reasonable and flexible metric was defined for
orienlocations (data points in the form of an orientation paired with a spatial location). As a
remedy for handling missing or outlying data points, a smoothing method was also proposed
to refine and produce better-looking grain maps. The clustering-smoothing algorithm has
several tuning parameter “knobs” that can be tuned or adjusted to produce desired grain
maps. It is demonstrated via simulation in Chapter 3.5 that the clustering algorithm behaves
in a principled manner with respect to the informational content in the data and can correctly
identify clusters of orienlocations. The clustering-smoothing algorithm introduced in Chapter 3
is more logically coherent than ad hoc clustering methods in current real use, and is potentially
helpful in texture analysis. The algorithm allows users to adjust tuning parameters and thus
the appearance of a map for their specimen offers great promise for the advance of the science.
Chapter 4 studies the Du(n,G,F ) process, which is an appealing probabilistic structure in its
own right. The most obvious potential for contributing to statistical practice of the Du(n,G,F )
process is in the realm of Bayesian model-based clustering. Bayesian model-based clustering
using a direct partition representation is more natural and intuitively appealing than methods
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built on latent class variables. The transition scheme of the Du(n,G,F ) process can be an
element of a simple Metropolis algorithm for Bayesian model-based clustering using a direct
partition representation. It provides convenient ways for tuning jumping rates to improve the
mixing of the Markov chain. Chapter 4 explores use of the Du(n,G,F ) process only in simple
situations. More work need to be done to apply it to general situations.
51
APPENDIX A. UARS(S, κ) MODELS FOR ROTATION MATRICES
Let Ω be the collection of all 3 × 3 rotation matrices, i.e., SO(3). Bingham et al. (2009a)
and Hielscher et al. (2010) identified a class of UARS models on Ω, which are useful for de-
scribing random rotations symmetrically distributed around a fixed, mean rotation (i.e., central
location) parameter S ∈ Ω, and where the amount of variability in rotations can be directly
controlled by a concentration parameter κ > 0 in the model. Rotations in the UARS model
class have a single simple, geometric construction as follows. Suppose we have a unit vector
u ∈ R3, and we spin the axes of the standard coordinate system (represented by the columns of
the identity matrix I3×3) around the direction u (i.e., a signed axis) counter-clockwise through
angle r. Upon this rotation, the columns of I3×3 move to positions given by a corresponding
rotation matrix
M(u, r) = uuT + (I3×3 − uuT )cos r +

0 −u3 u2
u3 0 −u1
−u2 u1 0
 sin r, (A.1)
which is Euler’s angle-axis representation of a 3-D rotation; see Figure 1.1 for illustration.
UARS models are a stochastic version of this angle-axis representation. If we now take u
as uniformly distributed on the unit sphere and independent of a random angle r ∼ Cir(κ),
where Cir(κ) is a circular distribution on (−pi, pi], symmetric around 0 and with a positive
concentration parameter κ (with concentration increasing in κ), then we obtain a random
rotation matrix denoted by M(u, r) whose distribution we denote as UARS(I, κ). For S ∈
Ω, S ·M(u, r) ∼ UARS(S, κ) gives a so-called UARS random rotation with location and
concentration parameters respectively S and κ. Different choices of the circular distribution
for r produce different models for symmetric random rotations. If the Cir(κ) distribution for the
angle r has a density C(r|κ) (with respect to the usual Lebesgue measure), then a UARS(S, κ)
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rotation has a corresponding density
f(O|S, κ) = 4pi
3− tr(STO)C
(
arccos(
tr(STO)− 1
2
)|κ
)
, O,S ∈ Ω, κ > 0, (A.2)
with respect to the “uniform distribution” on Ω (or Haar measure), which provides a dominating
measure for defining densities on Ω (see Downs, 1972).
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APPENDIX B. DETAILED PROOFS OF THEOREMS IN CHAPTER 4.3
Lemma B.0.1. Let G be as in Definition 1. Any 1-step path of TG is reversible and symmetric
under TG.
Proof. Let P ∈ A(Ω) be a partition with k subsets. Without loss of generosity, suppose by
applying TG to P, the element “1” is moved, and the resulting partition is P ′.
(i) If “1” is a singleton subset in P, and “1” is moved to some existing subset C ∈ P with
at least 2 elements (excluding the singleton {1}, there are k − 1 subsets that “1” can
move to), then partition P ′ has k − 1 subsets including C ′ = C ∪ {1} which has at least
3 elements.
Pr(TG(P) = P ′) = Pr(select “1”)Pr(move “1” to C)
= g1 × 1
k − 1 =
g1
k − 1 > 0.
Applying TG to partition P ′, if element “1” is selected, since it’s in subset C ′ ∈ P ′ which
has at least 3 elements, it’s possible to move it to a new singleton subset (excluding C ′
and including a new singleton class, there are k − 1 subsets that “1” can move to).
Pr(TG(P ′) = P) = Pr(select “1”)Pr(move “1” to a new singleton)
= g1 × 1
k − 1 =
g1
k − 1 = Pr(TG(P) = P
′) > 0.
(ii) If “1” is a singleton subset in P, and “1” is moved to some existing singleton subset C ∈ P
(without loss of generality assume C = {2}, and as in (i) there are k− 1 subsets that “1”
can move to), then partition P ′ has k − 1 subsets including C ′ = {1, 2}. Notice that by
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moving “2” in P to the singleton subset {1}, we also obtain P ′. So
Pr(TG(P) = P ′) = Pr(select “1”)Pr(move “1” to {2})
+ Pr(select “2”)Pr(move “2” to {1})
= g1 × 1
k − 1 + g2 ×
1
k − 1 =
g1 + g2
k − 1 > 0.
Applying TG to partition P ′, if either “1” or “2” is selected, since C ′ ∈ P ′ is not a
singleton, we can move the selected element to a new singleton subset (excluding C ′ and
including a new singleton class, there are k − 1 subsets that “1” or “2” can move to). So
Pr(TG(P ′) = P) = Pr(select “1”)Pr(move “1” to a new singleton)
+ Pr(select “2”)Pr(move “2” to a new singleton)
= g1 × 1
k − 1 + g2 ×
1
k − 1 =
g1 + g2
k − 1
= Pr(TG(P) = P ′) > 0.
(iii) If “1” is in a subset B of P with 2 elements (without loss of generosity, assume B = {1, 2}),
and “1” is moved to a new singleton subset, by reversing the proof in (ii) we have
Pr(TG(P ′) = P) = Pr(TG(P) = P ′) = g1 + g2
k
> 0.
(iv) If “1” is in a subset B ∈ P with 2 elements (without loss of generality assume B = {1, 2},
and “1” is moved to some existing subset C ∈ P (excluding B and including a new
singleton subset, there are k subsets that “1” can move to), the partition P ′ also has k
subsets including B′ = {2} and C ′ = C ∪ {1} which has at least 2 elements.
Pr(TG(P) = P ′) = Pr(select “1”)Pr(move “1” to C)
= g1 × 1
k
=
g1
k
> 0.
Applying TG to partition P ′, if “1” is selected, since C ′ ∈ P ′ is not a singleton, it’s possible
to move “1” to any subset other than C ′ in P ′ and a new singleton subset (excluding C ′
and including a new singleton, there are k subsets that “1” can move to).
Pr(TG(P ′) = P) = Pr(select “1”)Pr(move “1” to B′) = g1 × 1
k
=
g1
k
= Pr(TG(P) = P ′) > 0.
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(v) If “1” is in a subset B ∈ P with at least 3 elements, and “1” is moved to a new singleton
subset, by reversing the proof in (i) we have
Pr(TG(P ′) = P) = Pr(TG(P) = P ′) = g1
k
> 0.
(vi) If “1” is in a subset B ∈ P with at least 3 elements, and “1” is moved to some existing
subset C ∈ P, as in (iv) we can show
Pr(TG(P ′) = P) = Pr(TG(P) = P ′) = g1
k
> 0.
To sum up, P → P ′ is reversible and symmetric under TG.
Proof of Proposition 4.3.7
Proof. Let P0 → P1 → . . .→ Pk be a k-step path of TFG from P0 to Pk, from Definition 5,
k∏
i=1
Pr(TG(Pi−1) = Pi) > 0.
We have shown in Lemma B.0.1 that any 1-step path of TG is reversible and symmetric under
TG, so,
Pr(TG(Pi) = Pi−1) = Pr(TG(Pi−1) = Pi) > 0, i = 1, . . . , k.
Multiplying both left and right sides of this across values of i, we have
k∏
i=1
Pr(TG(Pi) = Pi−1) =
k∏
i=1
Pr(TG(Pi−1) = Pi) > 0,
i.e., P0 → P1 → . . .→ Pk is reversible and symmetric under TFG .
Proof of Proposition 4.3.8
Proof. From Proposition 4.3.7, every path in MkG,F (P,P ′) is reversible, so ∀P0 → P1 → . . .→
Pk ∈ MkG,F (P,P ′), Pk → Pk−1 → . . . → P0 ∈ MkG,F (P ′,P). This implies that W kG,F (P,P ′) ⊂
MkG,F (P ′,P).
Similarly, ∀P0 → P1 → . . . → Pk ∈ MkG,F (P ′,P), Pk → Pk−1 → . . . → P0 ∈ MkG,F (P,P ′),
which furthers implies P0 → P1 → . . . → Pk ∈ W kG,F (P,P ′). So MkG,F (P ′,P) ⊂ W kG,F (P,P ′),
and thus W kG,F (P,P ′) = MkG,F (P ′,P).
56
The proof of Theorem 4.3.2 relies only on Propositions 4.3.7 and 4.3.8, so it’s proven.
Theorem 4.3.2 is helpful for proving the following lemma.
Lemma B.0.2. The Du(n,G,1) process is irreducible.
Proof. Let P0 be the partition of all singletons, i.e., P0 = {{1}, {2}, . . . , {n}}. Applying TG to
a partition P containing a non-singleton subset, the probability of moving an element out of a
non-singleton subset to a new singleton is
Pr(select a non-singleton element)Pr(move the element to a new singleton)
=
∑
i is not a singleton
gi × 1
number of subsets in P
≥ 2g × 1
n
=
2g
n
> 0,
where g = min{g1, . . . , gn} > 0. So there exists k(< n) such that
Pr((TG)
k(P) = P0) ≥
(
2g
n
)k
> 0,
i.e., P leads to P0. From Proposition 4.3.7,
Pr((TG)
k(P0) = P) = Pr(T kG(P0) = P) = Pr(T kG(P) = P0)
= Pr((TG)
k(P) = P0) > 0.
This implies that any P ∈ A(Ω) communicates with P0, which furthers implies that any two
partitions in A(Ω) communicate. So the Du(n,G,1) process is irreducible.
Corollary B.0.3. The Du(n,G,k) (k ≥ 1) process is irreducible.
Proof. Let P0 be as in Lemma B.0.2, and
P1 = {{1, 2}, {3}, . . . , {n}},
P2 = {{1, 3}, {2}, {4}, . . . , {n}}.
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It’s easy to see that
Pr(TG(P0) = P1) = Pr(TG(P1) = P0) = g1 + g2
n− 1 > 0,
P r(TG(P0) = P2) = Pr(TG(P2) = P0) = g1 + g3
n− 1 > 0,
P r(TG(P1) = P2) = Pr(TG(P2) = P1) = g1
n− 1 > 0.
This implies that
T 2G : P0 → P1 → P0,
T 3G : P0 → P1 → P2 → P0,
T 4G : P0 → P1 → P2 → P1 → P0,
T 5G : P0 → P1 → P2 → P1 → P2 → P0,
. . . .
So for any l ≥ 2,
Pr(T lG(P0) = P0) > 0.
We have shown in Lemma B.0.2 that for any partition P ∈ A(Ω), there exists m ∈ N+ such
that
Pr(TmG (P) = P0) > 0. (B.1)
Let j ∈ N+ 3 jk −m ≥ 2, we have
Pr(T jkG (P) = P0) ≥ Pr(TmG (P) = P0)Pr(T jk−mG (P0) = P0) > 0. (B.2)
From Proposition 4.3.7, we know
Pr((T kG)
j(P0) = P) = Pr(T jkG (P0) = P) = Pr(T jkG (P) = P0)
= Pr((T kG)
j(P) = P0) > 0.
This is means that any partition P in A(Ω) communicates with P0, which further implies that
any two partitions in A(Ω) communicate. So the Du(n,G,k) process is irreducible.
Proof of Proposition 4.3.4
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Proof. Let r1 ≡ F (k) − F (k − 1) > 0, for some k ∈ N+. We’ve already shown that the
Du(n,G,k) process is irreducible, i.e., for any two partitions P1,P2 ∈ A(Ω), ∃t(P1,P2) 3 r2 ≡
Pr((T kG)
t(P1) = P2) > 0. So
Pr((TFG )
t(P1) = P2) ≥
(
Pr(TFG = T
k
G)
)t
Pr((T kG)
t(P1) = P2) = rt1r2 > 0,
which means that the Du(n,G,F ) process is irreducible.
Proof of Proposition 4.3.5
Proof. Since Ω is a finite set with n elements, A(Ω) is finite, the Du(n,G,F ) process has a
finite state space. We have already shown (Proposition 4.3.4) that the Du(n,G,F ) process is
irreducible, so the Du(n,G,F ) process is positive recurrent (see Paul G. Hoel and Stone, 1972,
Corollary 2, page 62), i.e., Proposition 4.3.5 holds.
Proof of Proposition 4.3.6
Proof. Let P0 be the same as in Lemma B.0.2, and r ≡ F (k)−F (k− 1) > 0 for some k ∈ N+.
As we have shown in Corollary B.0.3,
r2 ≡ Pr((T kG)2(P0) = P0) = Pr(T 2kG (P0) = P0) > 0,
r3 ≡ Pr((T kG)3(P0) = P0) = Pr(T 3kG (P0) = P0) > 0.
So we have
Pr((TFG )
2(P0) = P0) ≥
(
Pr(TFG = T
k
G)
)2
Pr((T kG)
2(P0) = P0) = r2r2 > 0,
P r((TFG )
3(P0) = P0) ≥
(
Pr(TFG = T
k
G)
)3
Pr((T kG)
3(P0) = P0) = r3r3 > 0.
Thus the period of the Du(n,G,F ) process is the greatest common divisor of 2 and 3 which is
1, i.e., the Du(n,G,F ) process is aperiodic.
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