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Symmetry-protected phases are gapped phases of matter which are distinguished only in the
presence of a global symmetry G. These quantum phases lack any symmetry-breaking or topolog-
ical order, and have short-range entangled ground states. Based on this short-range entanglement
property, we give a general argument for the existence of an emergent unitary or anti-unitary Z2
symmetry at a critical point separating two different bosonic symmetry-protected phases in any
dimension. Often, the emergent symmetry group at criticality has a mixed global anomaly. For
those phases classified by group cohomology, we identify a criterion for when such a mixed global
anomaly is present, and write down representative cocycles for the corresponding anomaly class. We
illustrate our results with a series of examples, and make connections to recent results on (2 + 1)-d
beyond-Landau critical points.
I. INTRODUCTION
In order to understand the nature of a continuous
quantum phase transition, it is crucial to identify the
degrees of freedom providing the quantum fluctuations
underlying the critical point [1]. In the case of conven-
tional Landau-Ginzburg phase transitions where a global
symmetry gets broken spontaneously, these degrees of
freedom are captured by an order parameter field, which
can be used to construct a Landau free energy functional
or an effective field theory. For quantum phase transi-
tions which fall outside the Landau paradigm, identify-
ing the degrees of freedom which take over the role of the
order parameter field is one of the main challenges.
For second order phase transitions between symmetry-
protected topological (SPT) phases [2–6], it seems espe-
cially difficult to develop a general physical picture for
what is driving the critical fluctuations. This is because
a SPT phase is defined to neither have symmetry break-
ing order, nor anyonic quasi-particles. The low-energy
states of an SPT phase are therefore pretty featureless
(away from the edge), so there are no distinguished bulk
degrees of freedom to provide the fluctuations necessary
for a continuous transition to another SPT phase. This
makes the study of critical points between different SPT
phases an interesting and challenging problem, which has
attracted considerable attention in recent years [7–21].
Conceptually, one of the main insights developed in
recent studies is that the idea of deconfined quantum
criticality [22] can also be applied to transitions between
SPT phases [7, 9, 16, 17, 20, 21, 23, 24]. In the decon-
fined quantum critical scenario, the fields capturing the
critical fluctuations only accurately describe the critical
point itself. The RG-relevant perturbation driving the
transition confines the degrees of freedom described by
these fields away from the critical point. Despite being a
powerful conceptual insight, this framework does not tell
us what the deconfined ‘fractionalized’ degrees of free-
dom at criticality are, and so one is still forced to work
on a case-by-case basis.
The deconfined quantum criticality formalism, and
other field theory studies, are expected to apply close
to or at criticality, when the system has a large or in-
finite correlation length. In this work, we approach the
problem from a different angle based on the short-range
entanglement structure of gapped SPT phases. Our ar-
guments will only hold away from the critical point, and
break down once the correlation length diverges. How-
ever, as we will argue in more detail below, one can still
use this approach to obtain restrictions on the field the-
ory describing the critical point by matching the two ap-
proaches at intermediate correlation lengths. Based on
the short-range entanglement approach, we argue that
at critical points between SPT phases there is always
an emergent unitary or anti-unitary Z2 symmetry, whose
interplay with the microscopic global symmetry group
can potentially lead to a mixed anomaly. Because the
boundaries of SPT phases are subject to global symmetry
anomalies [25, 26], this provides a general connection be-
tween SPT phase transitions in d dimensions and bound-
aries of (d+1)-dimensional SPTs [7, 11]. For bosonic SPT
phases classified by group cohomology [6], we identify a
general criterion for when the symmetry group at criti-
cality is anomalous, and construct representative cocycles
for each mixed anomaly class. Our results are intimately
connected to a recent study of anomalies at deconfined
quantum critical points in (2+1)-d [23]. Towards the end
of the manuscript, we illustrate the general ideas with
a series of examples containing spin chains, cohomology
fixed-point models and coupled wire constructions.
The work presented here is closely related to a previ-
ous paper by Tsui et al [11]. By applying our general
formalism to the group cohomology fixed points mod-
els of Ref. [6], one exactly reproduces the findings of
Ref. [11]. We review this explicitly in the examples
section. Also the ‘non-double stacking’ condition iden-
tified in Ref. [11] plays an important role in our argu-
ments, and its generalization is one of the main results
presented here. One difference between this work and
Ref. [11], is that here we make use of the short-range en-
tanglement properties of SPT phases and recent insights
in the study of locality-preserving unitaries to formulate a
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2general property of continuous phase transitions between
SPT phases, which applies to both bosonic cohomology
[2–6] and beyond-cohomology [27–30] SPT phases. Even
restricting to phase transitions between cohomology SPT
phases, our framework generalizes the findings of Ref.
[11] to different on-site symmetry representations (see
section III B). This allows us to study more general exam-
ples, and connect to topics discussed in recent studies of
(2+1)-d beyond-Landau critical points, such as dualities
[23, 24, 31–37] and symmetric mass generation [20, 38–
45].
Before turning to the main discussion, let us first intro-
duce some terminology and recall a couple of facts about
SPT phases. We will refer to a SPT phase protected by
a global symmetry group G as a G-SPT phase. We only
consider those G-SPT phases that can be trivialized by
explicitly breaking G, which in particular means that all
G-SPT phases are non-chiral. The G-SPT phases form
an abelian group, where the group multiplication is the
stacking operation. On the level of ground states, the
stacking of two SPT ground states |ψ1〉 and |ψ2〉 sim-
ply refers to taking the tensor product |ψ1〉 ⊗ |ψ2〉. Im-
portantly, the group structure also means that G-SPT
phases are invertible, i.e. for every G-SPT phase there
exists an inverse G-SPT phase such that under stack-
ing they combine to the trivial phase. This invertibility
is closely related to the entanglement structure of SPT
ground states, as short-range entangled ground states are
ground states of invertible phases [46–48]. The group
structure of G-SPT phases significantly simplifies the
study of phase transitions between G-SPT phases, as one
can without loss of generality restrict to phase transitions
between the trivial phase and a non-trivial SPT phase.
This is because one can always stack the system of inter-
est with a G-SPT phase to make one side of the transi-
tion trivial, without changing the quantum critical fluc-
tuations. We will come back to this point at the end of
the manuscript. But for now, let us focus only on phase
transitions between the trivial phase and a non-trivial
G-SPT.
II. SPT PHASES SQUARING TO THE TRIVIAL
PHASE
We consider a one-parameter family of local spin or
boson lattice Hamiltonians H(λ) (λ ∈ [0, 1]) defined
with periodic boundary conditions. For each value of
λ, the Hamiltonian H(λ) has a global symmetry G, i.e.
[H(λ), U(g)⊗N ] = 0 for all λ and g ∈ G. Here, U(g)
is the local unitary symmetry action on each site, and
N is the number of sites in the system. We choose the
one-parameter family of Hamiltonians such that H(0) re-
alizes a trivial symmetric quantum phase, meaning that
its unique ground state is continuously connected to a
product state by a path of symmetric short-range en-
tangled states. H(1) realizes a non-trivial short-range
entangled quantum phase protected by the global sym-
H(0)
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FIG. 1. A path of local G-symmetric, short-range entan-
gled bosonic Hamiltonians H(λ), with a critical point at
λ = λ∗, depicted by the red star. For λ < λ∗ (λ > λ∗),
the Hamiltonian realizes a trivial (non-trivial) G-SPT phase.
For two Hamiltonians H(λ0) and H(λ1) at the same distance
ξ−10 = ξ
−1
1 from the critical point, there exists a locality pre-
serving unitary U mapping the ground state of H(λ0) to the
ground state of H(λ1).
metry G. This means that H(1) realizes a trivial quan-
tum phase once the global symmetry is allowed to be
broken. We further assume that the non-trivial G-SPT
phase is separated from the trivial phase by a single crit-
ical point at λ = λ∗. We will denote the ‘distance’ of a
Hamiltonian H(λ) to the critical point at λ∗ by its in-
verse zero-temperature correlation length ξ−1λ . See Fig.
1 for an illustration of the Hamiltonian path H(λ).
Now consider two Hamiltonians H(λ0) and H(λ1) at
the same distance from the critical point, such that
λ0 < λ
∗ < λ1. Because the unique ground states of
both H(λ0) and H(λ1) are short-range entangled [48], it
is believed, based on many examples, that there exists a
locality-preserving unitary U that maps the ground state
of H(λ0) to the ground state of H(λ1) (up to arbitrarily
small error). A locality-preserving unitary is a unitary
operator satisfying U†ORU ⊂ OR′ , where OR is the op-
erator algebra supported on the sites in a finite region R,
and R ⊂ R′. A locality-preserving unitary preserves the
correlation length, as can easily be seen from the follow-
ing equality:
〈U†ORmORnU〉 = 〈OR′mOR′n〉 , (1)
where Rn denotes the region R centered at the site la-
beled by n, and ORn is an operator with support on the
sites in Rn. The existence of such a locality-preserving
unitary that maps short-range entangled states ‘across
a critical point’ is a novel feature of phase transitions
between SPT phases and is not shared by conventional
Landau-Ginzburg symmetry-breaking phase transitions.
Indeed, even for large but finite system sizes where a
spontaneous symmetry breaking quantum phase has a
unique symmetric ground state (seperated by an en-
ergy gap decreasing in the system size), there cannot
exist a locality-preserving unitary mapping the ground
3state of the symmetric phase to the ground state of the
symmetry-broken phase, as the latter has long-range or-
der [49].
The locality-preserving unitary U by definition has the
property that when acting on a trivial symmetric prod-
uct state, it transforms it into a non-trivial SPT ground
state. Locality-preserving unitaries with this property
have recently been studied extensively in the context of
Floquet systems, where they have the physical intepre-
tation of pumping a lower-dimensional SPT phase to the
boundary of the sample during a single drive period [50–
57]. Based on these studies, we conjecture that there will
always exist a locality-preserving unitary U mapping the
ground state of H(λ0) to the ground state of H(λ1) that
commutes with the global symmetry G.
Up to now, we have argued that there exists a locality-
preserving unitary U satisfying
U|ψ0〉 = |ψ1〉 , [U , U(g)⊗N ] = 0 ,∀g , (2)
where |ψ0〉 (|ψ1〉) is the unique symmetric ground state
of H(λ0) (H(λ1)). At this point we restrict to the special
case where the non-trivial SPT phase realized by H(λ1),
‘squares’ to the trivial phase, with which we refer to the
group structure of G-SPT phases. We thus, in this sec-
tion, restrict to SPT phases with the property that if we
stack two copies of the system, the resulting system forms
a trivial SPT phase. This restriction implies that if we
apply U twice on |ψ0〉, the resulting state is also a trivial
SPT ground state with the same correlation length. This
follows because the G-SPT invariants associated with U
are multiplicative under multiplication of U [50–55]. In
general, U2|ψ0〉 will nevertheless be different from |ψ0〉.
However, |ψ0〉 and U2|ψ0〉 are different only in their short-
distance properties and this difference will be washed out
by any renormalization-group machinery we use to arrive
at a CFT describing the universality class of the critical
point. Because U commutes with G and therefore pre-
serves symmetry quantum numbers, we can also use U
to map the low-energy quasi-particle states of H(λ0) to
those of H(λ1) (again up to short-distance properties).
From the perspective of the CFT at λ∗, U therefore acts
as a Z2 symmetry, resulting in a minimal symmetry group
G × Z2 at the critical point. The trivial and non-trivial
SPT phases are obtained by turning on a relevant per-
turbation that explicitly breaks this Z2 symmetry. We
emphasize that in the RG fixed point theory U acts as
a symmetry and not as a duality, as a duality does not
map local operators to local operators.
An important property of the symmetry group G×Z2
at the critical point is that it is realized in an intrinsi-
cally non-local way, as we now explain. Of course, G
by itself is implemented locally via the on-site symmetry
action U(g). However, because H(λ1) realizes a non-
trivial SPT phase, we know that [U , U(g)⊗N ] = 0 can-
not be true with open boundaries, because of the non-
trivial edge physics of SPT phases. To see this, note that
the trivial ground state has both short-range correlations
and short-range entanglement along the edge or bound-
ary, while the non-trivial SPT ground state either has
off-diagonal long-range order, algebraic decay of correla-
tions or anyonic excitations on a symmetric boundary.
So we conclude that the commutator [U , U(g)⊗N ] = 0
cannot be realized locally. There are two main possi-
bilities for why the commutator [U , U(g)⊗N ] is non-zero
with open boundary conditions. In the first possibility,
U is a finite-depth quantum circuit, meaning that it is of
the form
U =
D∏
α=1
Uα , (3)
where each Uα is a layer of non-overlapping unitaries with
strictly local support, called ‘gates’, and D is a system-
size independent number called the ‘depth’ of the cir-
cuit. The non-locality comes from the fact that although
U commutes with G, it is impossible to find individual
gates that commute with G. So in this case, it is possible
to restrict U to a finite region R while preserving unitar-
ity by simply keeping only those gates that lie entirely
within R, but the restricted U no longer commutes with
the global symmetry. This scenario is believed to apply
to symmetry-protected phases classified by group coho-
mology [6, 48]. The second possibility is that U is non-
trivial as a locality-preserving unitary, meaning that it
cannot be represented by a finite-depth quantum circuit.
In Ref. [58] the authors presented strong arguments that
this second scenario applies to beyond-cohomology [27–
30] SPT phases. In this work, we will restrict ourselves to
transitions between group cohomology SPT phases and
defer the beyond-cohomology phases to future studies.
Because the symmetry group G × Z2 is realized in an
intrinsically non-local way on the lattice, it can poten-
tially have a mixed anomaly, meaning that no short-range
entangled state can be invariant under the G× Z2 sym-
metry action. In fact, we expect this to be the case al-
most by definition because any G-symmetric short-range
entangled state is the ground state of a particular G-
SPT phase, while U maps different G-SPT phases to each
other.
In order to make the identification of the mixed
anomaly more precise, we recall that Hd+2[G×Z2, U(1)],
the (d + 2)-th Borel cohomology group with U(1) coef-
ficients, labels global symmetry anomalies in d spatial
dimensions [6, 26, 59]. Using the Künneth formula [60],
we can write the cohomology group of a product group
G×H as
Hn[G×H,U(1)] =
n⊕
k=0
Hk[H,Hd−k[G,U(1)]] (4)
The mixed anomaly of the symmetry group G × Z2 at
the critical point corresponds to a non-trivial element of
H1[Z2,Hd+1[G,U(1)]] , (5)
4which labels the homomorphisms from Z2 to
Hd+1[G,U(1)]. Because we assumed that the SPT
phase under consideration squares to the trivial phase,
Hd+1[G,U(1)] has a Z2 subgroup, which is the image
of the homomorphism corresponding to the non-trivial
class in H1[Z2,Hd+1[G,U(1)]] responsible for the mixed
anomaly. Note that Eq. (5) is also the element of
Hd+2[G × Z2, U(1)] classifying (d + 1)-dimensional
cohomology SPT phases that can be obtained via the
decorated domain wall construction [61].
In Ref. [62], the following explicit representation for
the n-cocycles of G×H was given:
ωn((g1,h1), . . . , (gn,hn)) =
n∏
k=0
νk(h1, . . . ,hk;gk+1, . . . ,gn) , (6)
where (g,h) with g ∈ G, h ∈ H represents a general
group element of G × H, and each νk satisfies the n-
cocycle relation dνk = 1 [63]. For H = Z2, the (d + 2)-
cocycle that is a representative of the mixed anomaly
class in H1[Z2,Hd+1[G,U(1)]] is given by ν1, for which
the (d+ 2)-cocycle relation takes the following form [62]:
ν1(h2;g3, . . . ,gd+3)ν
(−1)d+3
1 (h1;g2, . . . ,gd+2)
×
d+2∏
q=2
ν
(−1)q
1 (h1;g2, . . . ,gqgq+1, . . . ,gd+3)
×ν−11 (h1h2;g3, . . . ,gd+3) = 1 (7)
This expression allows us to obtain a representa-
tive (d + 2)-cocycle for the mixed anomaly class in
H1[Z2,Hd+1[G,U(1)]], given a representative (d + 1)-
cocycle of the class in Hd+1[G,U(1)] corresponding
to the non-trivial SPT phase. Indeed, if we take
ν1(h1;g2 . . . ,gd+2) with h1 fixed to be a (d+ 1)-cocycle
of G, then Eq. (7) reduces to
ν1(h2;g3, . . . ,gd+2)ν1(h1;g3 . . . ,gd+2)
×ν−11 (h1h2;g3, . . . ,gd+2) = 1 (8)
If a cohomology class [ω] ∈ Hd+1[G,U(1)] squares to
the trivial class, then every representative (d+1)-cocycle
ωd+1 ∈ [ω] satisfies ω2d+1 = dβd, where βd is a d-cochain
[63]. There always exists a coboundary transformation
ωd+1 → ω′d+1 = ωd+1dβ−1/2d such that
(
ω′d+1
)2 ≡ 1.
So given a representative (d + 1)-cocyle ωd+1 of any
cohomology class [ω] ∈ Hd+1[G,U(1)] squaring to the
trivial class, we can always construct a (d + 2)-cocycle
of G × Z2 by applying the coboundary transforma-
tion ωd+1 → ω′d+1, and defining ν1(h,g1, . . . ,gd+2) ≡
ω′d+1(g1, . . . ,gd+2) if h is the non-trivial group element
of Z2 and ν1(h,g1, . . . ,gd+2) ≡ 1 otherwise. With this
definition, one can check that Eq. (8) is satisfied. In
the supplementary material we explicitly verify for d = 1
that ν1 defined in this way is indeed a representative co-
cycle for the cohomology class associated with the mixed
G×Z2 anomaly at the critical point, using a generaliza-
tion of the dimensional reduction procedure developed in
Ref. [64].
III. TRANSITIONS TO GENERAL SPT PHASES
In the previous section, we crucially relied on the as-
sumption that a certain non-trivial SPT phase squares to
the trivial phase in order to arrive at the conclusion that
there is an emergent G×Z2 symmetry at a critical point
separating this SPT phase from the trivial phase. In this
section, we will discuss how to generalize this conclusion
to cases where the non-trivial SPT does not square to
the trivial phase.
We again consider a one-parameter family of local
Hamiltonians H(λ) (λ ∈ [0, 1]) with global symmetry
G, where H(0) realizes a trivial SPT phase and H(1)
a non-trivial SPT phase, which now does not square to
the trivial phase. As before, we assume that both quan-
tum phases are separated by a single critical point at
λ = λ∗. For bosonic SPT phases, complex conjugation
‘inverts’ the quantum phase, meaning that the local spin
or boson Hamiltonians H and H∗ realize phases which
are each others inverse under the stacking operation (if
they have short-range entangled ground states). This
motivates us to consider locality-preserving unitaries U
commuting with U(g)⊗N that would map the complex
conjugate ground state of H(λ0) to the ground state of
H(λ1), where as before H(λ0) and H(λ1) are two Hamil-
tonians at the same distance from the critical point with
λ0 < λ
∗ < λ1. Let us again denote the ground state of
H(λ0) (H(λ1)) as |ψ0〉 (|ψ1〉). The reason for including
the complex conjugation is that iterating this operation
twice on |ψ0〉 gives UU∗|ψ0〉, which is also a trivial SPT
ground state. So using the same logic as in the previous
section, we would now like to conclude that at the critical
point there is an additional anti-unitary Z2 symmetry.
However, in order to make this statement there remains
one important point we need to take into account. In
general, it is not guaranteed that |ψ0〉∗ is invariant un-
der U(g)⊗N . If |ψ0〉∗ is not invariant under U(g)⊗N ,
the equality |ψ1〉 = U|ψ0〉∗ obviously cannot be true if
U commutes with the global symmetry action. In order
to address this issue, additional information about the
type of local symmetry representation U(g) is required.
Below, we consider two different scenarios depending on
the properties of U(g), and discuss how the symmetry
group at criticality differs in both cases.
A. Real and pseudo-real symmetry representations
Let us here assume that the local symmetry represen-
tation U(g) is either real or pseudo-real, implying that
5there exists a unitary matrix T such that:
U(g)∗ = T †U(g)T , (9)
Using T , let us now define the following anti-unitary
locality-preserving operator
Uˆ = UT⊗NK , (10)
where K denotes complex conjugation, and, as before, U
is a locality-preserving unitary commuting with G, which
we choose such that Uˆ |ψ0〉 = |ψ1〉. By construction, Uˆ
satisfies
[Uˆ , U(g)⊗N ] = 0 , (11)
and Uˆ2|ψ0〉 is a trivial SPT ground state. From this we
conclude that the CFT describing the critical point will
have a G×ZT2 symmetry, where we use the notation ZT2
to denote a Z2 group where the non-trivial group element
is anti-unitary.
In the previous section, we argued that when the
non-trivial SPT phase squares to the trivial phase, the
G × Z2 symmetry at the critical point always has a
mixed anomaly. In the present case, with symmetry
group G×ZT2 at criticality, the same can happen because
[Uˆ , U(g)⊗N ] is again realized in an intrinsically non-local
way. However, now the action of Uˆ on the group of
G-SPT phases is different as compared to the previous
section: it first maps a G-SPT phase to its inverse via
the complex conjugation, and then multiplies it with the
non-trivial SPT phase realized by H(λ1). In this case it
is possible for this action to have a short-range entangled
G-SPT fixed point. If we denote the G-SPT phase real-
ized by H(λ1) by its cohomology class [ω], then in order
for a G-SPT phase [ω˜] to be a fixed point of Uˆ , it should
satisfy [ω] · [ω˜]−1 = [ω˜], which is possible if [ω] = [ω˜]2.
This is the ‘(non-) double stacking condition’ identified
previously in Ref. [11]. So when [ω] = [ω˜]2, we do not
expect the symmetry group G × ZT2 to have a mixed
anomaly, as there is a potential short-range entangled
G-SPT phase that can be invariant under it.
The relevant G × ZT2 anomalies in d spatial dimen-
sions correspond to elements of the cohomology group
Hd+2[G × ZT2 , U(1)∗], where U(1)∗ means that ZT2 acts
non-trivially on the U(1) coefficients of the cohomology
group [6]. Because of this non-trivial action on the U(1)
coefficients, we cannot use the Künneth formula to de-
compose Hd+2[G×ZT2 , U(1)∗]. However, we can still use
the explicit representation for the n-cocycles of G × ZT2
given in Ref. [62]. In particular, we can again write a
G × ZT2 n-cocycle ωn as a product of νk as in Eq. (6),
where each νk now satisfies the n-cocycle relation with
the appropriate action on the U(1) coefficients. As be-
fore, the (d + 2)-cocycle corresponding to the possible
mixed anomaly at the critical point corresponds to ν1,
for which the (d+ 2)-cocycle relation now takes the form
ν
γ(h1)
1 (h2;g3, . . . ,gd+3)ν
(−1)d+3
1 (h1;g2, . . . ,gd+2)
×
d+2∏
q=2
ν
(−1)q
1 (h1;g2, . . . ,gqgq+1, . . . ,gd+3)
×ν−11 (h1h2;g3, . . . ,gd+3) = 1 (12)
Here we have introduced the following notation to denote
whether a group element is unitary or anti-unitary:
γ(h) =
{
1, h is unitary
−1, h is anti-unitary (13)
In the present context, H = ZT2 , such that γ = −1 for
the non-trivial group element, and γ = 1 for the identity
group element. The advantage of the explicit form for ν1
is again that it allows us to construct a (d+ 2)-cocycle of
G×ZT2 given a (d+ 1)-cocycle of G. Indeed, if we define
ν1 similarly as before as
ν1(h1;g2, . . . ,gd+2) = ω
(1−γ(h1))/2
d+1 (g2, . . . ,gd+2) , (14)
where ωd+1 is any (d+ 1)-cocycle of G, then we see that
the (d + 2)-cocycle relation in Eq. (12) is identically
satisfied. Based on the arguments above, we now expect
that ν1 defined in Eq. (14) is trivial when ωd+1 = ω˜2d+1,
where ω˜d+1 is itself a (d + 1)-cocycle. Indeed, let us in
this case define
βd+1((g1,h1), . . . , (gd+1,hd+1)) = ω˜
−1
d+1(g1, . . . ,gd+1)
(15)
One can check that with this definition, ν1 can be written
as
ν1(h1;g2, . . . ,gd+2) =
β
γ(h1)
d+1 ((g2,h2), . . . , (gd+2,hd+2))
×β(−1)d+2d+1 ((g1,h1), . . . , (gd+1,hd+1))
d+2∏
q=2
β
(−1)q−1
d+1 (. . . , (gq−1gq,hq−1hq), . . . , (gd+2,hd+2))
(16)
implying it is a trivial (d + 2)-cocycle of G × ZT2 . Note
in particular that this implies that ν1 is a trivial (d+ 2)-
cocycle if ωd+1 is a trivial (d+ 1)-cocycle, as in that case
one can always take the square root of ωd+1 and still
satisfy the (d + 1)-cocycle relation. It is not hard to see
that the opposite implication is also true, i.e. if ν1 is
trivial, then ωd+1 = ω˜2d+1 for some (d+ 1)-cocycle ω˜d+1.
To arrive at this conclusion, assume that Eq. (16) holds,
with ν1 defined as in Eq. (14). This immediately implies
that β can only be a function of the group elements of G.
By taking h1 to be the trivial group element such that
γ(h1) = 1, one finds that β is a (d+ 1)-cocycle of G. By
taking h1 to be the non-trivial group element of ZT2 it
then follows that ω = β−2.
6B. Complex symmetry representations
In this section we consider the case where the on-site
symmetry representation of G is neither real nor pseudo-
real. We instead assume that the local symmetry repre-
sentation of G satisfies
U(g)∗ = T †U(pi(g))T , (17)
where T is again a unitary matrix and pi is an automor-
phism of G. As before, we define Uˆ = UT⊗NK, with U
a locality-preserving unitary commuting with U(g)⊗N ,
such that Uˆ |ψ0〉 = |ψ1〉 and Uˆ2|ψ0〉 is a trivial SPT
ground state. The difference with the previous section
is that now Uˆ does not commute with U(g)⊗N , but it
instead implements the automorphism pi.
Let us define h 7→ pih to be a homomorphism from H
to the automorphism group of G, meaning that it satisfies
pih(g1)pih(g2) = pih(g1g2) (18)
pih1(g)pih2(g) = pih1h2(g) (19)
We will consider the case where H = Z2, such that the
automorphism corresponding to the non-trivial group el-
ement of H is given by pi as in Eq. (17). Because of the
non-trivial automorphism induced by Uˆ , the symmetry
group at the critical point will be G o ZT2 , where the
group elements, denoted as (g,h), satisfy the multiplica-
tion rule
(g1,h1)(g2,h2) = (g1pih1(g2),h1h2) (20)
Also with a non-trivial homomorphism pi, Uˆ still acts
on the group of G-SPT phases as [ω˜]→ [ω] · [ω˜]−1, with
[ω] the G-SPT phase corresponding to H(λ1). So we ex-
pect a mixed anomaly when there exists no [ω˜] such that
[ω] = [ω˜]2. Using our experience developed in the previ-
ous sections, we can construct a representative (d + 2)-
cocycle ωd+2 of the class inHd+2[GoZT2 , U(1)∗pi] underly-
ing the mixed anomaly. Here, the notation U(1)∗pi means
that ZT2 acts on the Go ZT2 cochains as
h ◦ ωd+2((g1,h1), . . . , (gd+2,hd+2)) = (21)
ω
γ(h)
d+2 ((pih(g1),h1), . . . , (pih(gd+2),hd+2)) (22)
We write the representative (d+2)-cocycle ωd+2 ofGoZT2
as
ωd+2((g1,h1), . . . , (gd+2,hd+2)) =
ν1(h1;g2, pih2(g3), pih2h3(g4), . . . , pih2...hd+1(gd+2)) (23)
If we take ν1, with h1 fixed, to be a (d+ 1)-cocycle of G,
then the (d+ 2)-cocycle relation for ωd+2 becomes
1 = h1 ◦ ν(h2;g3, pih3(g4), . . . , pih3...hd+2(gd+3))
×ν−1(h1h2;g3, pih3(g4), . . . , pih3...hd+2(gd+3))
×ν(h1;pih2(g3), pih2h3(g4), . . . , pih2h3...hd+2(gd+3)) (24)
This equation can be identically satisfied if we define ν1
using the (d+ 1)-cocycle ωd+1 of G as
ν1(h1;g2, pih2(g3), . . . , pih2...hd+1(gd+2) =
ω
(1−γ(h1))/2
d+1 (pih1(g2), pih1h2(g3), . . . , pih1h2...hd+1(gd+2))
(25)
To show that ωd+2 = ν1 is a trivial cocycle iff ωd+1 =
ω˜2d+1, with ω˜d+1 another (d+ 1)-cocycle of G, we follow
the same steps as in previous section. Assuming ωd+1 =
ω˜2d+1, we define
βd+1((g1,h1), . . . , (gd+1,hd+1))
= ω˜−1d+1(g1, pih1(g2), . . . , pih1...hd(gd+1)) (26)
With this definition, we can write ν1 as
ν1(h1;g2, pih2(g3), . . . , pih2...hd+1gd+2) =
h1 ◦ βd+1((g2,h2), . . . , (gd+2,hd+2))
×β(−1)d+2d+1 ((g1,h1), . . . , (gd+1,hd+1))
d+2∏
q=2
β
(−1)q−1
d+1 (. . . , (gq−1pihq−1(gq),hq−1hq), . . . ) , (27)
from which it follows that ν1 is a trivial (d + 2)-cocycle
of GoZT2 . Using the same arguments as in the previous
section, we also arrive at the opposite implication that if
ν1 is a trivial (d+ 2)-cocycle, then ωd+1 = ω˜2d+1.
IV. EXAMPLES
Above we have argued that there always exists a
locality-preserving unitary U (or anti-unitary Uˆ) that
maps short-range entangled ground states across a quan-
tum critical point between a trivial and non-trivial SPT
phase, leading to an additional unitary or anti-unitary Z2
symmetry at criticality. In general, it is quasi-impossible
to explicitely construct this unitary. However, in some
special cases the locality-preserving unitary U or anti-
unitary Uˆ takes a simple form, as in the examples dis-
cussed below. All the models considered here are well-
known and have been discussed previously in the litera-
ture, but we revisit them with an emphasis on the con-
nections to the general formalism discussed above.
7A. Spin-1/2 chain
Let us first consider the classic example of an anti-
ferromagnetic spin-1/2 chain with Hamiltonian
H =
∑
j
J ~S2j · ~S2j+1 + J ′~S2j+1 · ~S2j+2 . (28)
In general, J 6= J ′ and this Hamiltonian is only invariant
under translation by two sites. We choose our unit cells
to be the pairs of spins (2j, 2j + 1). Note in particular
that there is a total integer spin per unit cell, so the
internal rotation symmetry group is SO(3). For J 
J ′, the ground state will consist of spin singlets within
each unit cell, which corresponds to the trivial phase.
If J ′  J , on the other hand, the spin singlets form
between neighboring unit cells, so the model will be in
the Haldane phase.
A translation by one site interchanges J with J ′, so
in this example the locality preserving unitary U inter-
changing the trivial with the non-trivial SPT is simply
the translation operator. When J = J ′, the model is
the spin-1/2 Heisenberg anti-ferromagnet, which is gap-
less and belongs to the SU(2)1 universality class. At the
critical point, translation by one site is a symmetry, and
the mixed anomaly between translation symmetry and
the on-site spin rotation symmetry was recently shown to
underly the Lieb-Schultz-Mattis-Oshikawa-Hastings the-
orem [62, 65–71].
This mixed anomaly also has a well-known manifesta-
tion in the so-called ‘superspin’ description of the SU(2)1
field theory [72]. By writing the SU(2) matrix field g as
g = n0 + i~n · ~σ, where ~σ are the Pauli matrices and
nˆ = (n0, ~n) is a four-component unit vector field, we can
write the SU(2)1 action of the critical point at J = J ′ as
an O(4) non-linear sigma model
S = S0 + iSWZW (29)
S0 =
ρs
2
∫
dτdx ∂µnˆ · ∂µnˆ
SWZW =
1
6pi
∫
dτdxdu µνλabcdn
a∂µn
b∂νn
c∂λn
d ,
where as usual, to define the Wess-Zumino-Witten term
one extends the vector field nˆ(x, τ) defined with spherical
boundary conditions to the solid sphere with coordinates
(x, τ, u) and u ∈ [0, 1], such that nˆ(x, τ, 0) = nˆ(x, τ) and
nˆ(x, τ, 1) = (1, 0, 0, 0). The three-vector ~n has a physi-
cal interpretation in terms of the order parameter field
of the spin rotation symmetry, while n0 is the VBS or-
der parameter, i.e. the order parameter of translation
symmetry. Because of the Wess-Zumino-Witten term, a
VBS domain wall binds a spin-1/2. The trivial and Hal-
dane phase in Eq. (28) are obtained by explicitly break-
ing translation symmetry, so this spin-1/2 is exactly the
gapless boundary spin of the Haldane phase.
B. Cluster state
The Haldane phase is protected even if we break the
SO(3) spin rotation symmetry down to a Z2 × Z2 sub-
group consisting of pi rotations around orthogonal axis.
Here, we consider the cluster Hamiltonian [73], which is
a simpler one-dimensional qubit model that also realizes
the SPT phase corresponding to the non-trivial element
of H2[Z2 × Z2, U(1)] = Z2 [74]. The advantage of the
cluster Hamiltonian is that we can explicitly write down
a simple finite depth quantum circuit U mapping it to
a trivial SPT Hamiltonian, whereas for the SO(3) spin-
1/2 chain discussed above U was the translation operator
and could therefore not be witten as a finite depth quan-
tum circuit. The cluster model corresponds to a spin-1/2
chain, where we distinguish between the σ-spins, defined
to live on the integer lattice sites, and the τ -spins, which
live on half-integer lattice sites. The unit cells of the clus-
ter model, indexed by the integers, therefore contain both
a σ- and a τ -spin. The Hamiltonian takes the following
form
HC = −J
∑
j
σzj τ
x
j+1/2σ
z
j+1 + τ
z
j−1/2σ
x
j τ
z
j+1/2 (30)
It has a Z2×Z2 symmetry generated by X1 =
∏
j σ
x
j and
X2 =
∏
j τ
x
j−1/2. We can now define the quantum circuit
U with depth two as
U =
∏
j
CZj,j+1/2CZj+1/2,j+1 , (31)
where the matrix CZj,j′ acts on the spins labeled by j
and j′, and is defined by
CZ = |00〉〈00|+ |01〉〈01|+ |10〉〈10| − |11〉〈11| (32)
Using CZ(σx ⊗ 1)CZ = σx ⊗ σz and CZ(1⊗ σx)CZ =
σz⊗σx, one quickly sees that with closed boundary con-
ditions
U†HCU = −J
∑
j
τxj+1/2 + σ
x
j , (33)
which is just a trivial paramagnet (see also Ref. [75]).
Again with periodic boundary conditions, one also finds
that U†X1U = X1 and U†X2U = X2. We now define the
following Hamiltonian path H(λ):
H(λ) = (1− λ)U†HCU + λHC (34)
Using U2 = 1, one sees that this Hamiltonian path satis-
fies UH(λ)U† = H(1−λ). It follows that at the transition
point λ∗ = 1/2, the Hamiltonian has an exact anomalous
Z32 symmetry, generated by X1, X2 and U . The transi-
tion from the trivial to non-trivial Z2×Z2-SPT phase was
studied in Ref. [11, 18], and was found to be described
by the c = 1 CFT, similarly to the SO(3) invariant case.
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FIG. 2. The choice of branching structure to define a finite
group cohomology fixed point wave function. As explained
in the main text, the arrows on the links of the triangular
lattice induce a local ordering on the sites around each pla-
quette. To obtain the non-trivial G-SPT ground state wave
function one assigns a phase factor ω3 or ω−13 to each pla-
quette, depending on the choice of branching structure. With
our choice, upward pointing triangles get assigned a factor ω3
and downward pointing triangles a factor ω−13 .
C. Finite group cohomology fixed point models
We can generalize the previous discussion of the clus-
ter Hamiltonian to the entire family of cohomology fixed
point models for discrete symmetry groups G [11], in-
troduced in Ref. [6]. Although this generalization holds
independent of the spatial dimension, in this section we
restrict to d = 2 for notational simplicity. In the Hamil-
tonian formalism, the fixed point models are defined on a
triangular lattice, such that on each site there is a Hilbert
space with basis states {|g〉,g ∈ G}. So the local Hilbert
space is |G|-dimensional, where |G| is the order of the
group. The local symmetry representation is defined to
be the left regular representation: U(g1)|g2〉 = |g1g2〉.
The trivial paramagnet ground state is then simply given
by
|ψ0〉 =
 1√|G|∑
g∈G
|g〉
⊗N (35)
The non-trivial G-SPT ground state corresponding to
[ω] ∈ H3[G,U(1)], is obtained by acting on |ψ0〉 with
a quantum circuit U of depth six. The circuit is de-
fined by picking a representative three-cocycle ω3 ∈ [ω]
and a branching structure on the triangular lattice. The
branching structure adopted here is shown on the left
of Fig. 2 by a decoration of the lattice links by arrows.
These arrows induce a local ordering on the three sites
of each plaquette: the first site has two outgoing ar-
rows, the second has only one outgoing arrow and the
third site has none. Using this ordering, the circuit U
is defined by its matrix elements in the group basis as
U{gi,g′i} = δ{gi},{g′i} [U ]{gi}, where
[U ]{gi} =
∏
4
ω3(g1,g
−1
1 g2,g
−1
2 g3)
∏
5
ω−13 (g1,g
−1
1 g2,g
−1
2 g3)
(36)
c n c n c n c n
2y 2y + 1 2y + 2 2y + 3
t
t′
FIG. 3. Coupled wire construction to study the trivial to
BIQH transition. Each wire labeled by y is a non-chiral Lut-
tinger liquid where one chiral boson field is charged under the
U(1) symmetry (denoted by c), while the field with opposite
chirality is neutral (n). Each unit cell consists of two wires
labeled by (2y, 2y+1), and the intra- and inter-unit cell cou-
pling strength between the wires is given by respectively t and
t′.
So U is diagonal in the group basis, and only changes
the phases of the coefficients of |ψ0〉 in this basis. In
the notation above, g1 (g2,g3) labels the basis vector on
the first (second,third) site in the upward or downward
pointing triangle plaquette. Using the three-cocycle rela-
tion, one can check that with closed boundary conditions,
U defined in this way commutes with the global symme-
try action. We can therefore now write the non-trivial
G-SPT ground state as
|ψ1〉 = U|ψ0〉 (37)
By taking one’s favorite Hamiltonian H0 stabilizing the
trivial paramagnetic ground state |ψ0〉, one can construct
the Hamiltonian path
H(λ) = (1− λ)H0 + λU†H0U , (38)
which interpolates between the trivial and non-trivial G-
SPT. Because UU∗ = 1 and the left regular representa-
tion is real, the Hamiltonian H(λ) in Eq. (38) at the
transition point λ∗ = 1/2 has the anti-unitary symmetry
Uˆ = UK which commutes with the global symmetry G.
As discussed above, if the non-trivial G-SPT phase [ω]
has no square root, the symmetry group G × ZT2 at the
transition point has a mixed anomaly. If [ω]2 = 1, then
U = U∗, so H(λ∗) has a bigger symmetry G× Z2 × ZK2 ,
where Z2 is generated by U , and ZK2 by K. The symme-
try group G× Z2 always has a mixed anomaly, irrespec-
tive of whether [ω] has a square root or not.
D. Bosonic integer quantum Hall transition
As a final example, let us consider the well-studied
bosonic integer quantum Hall (BIQH) transition [7, 9,
910, 17, 76–78]. The relevant symmetry group of the
BIQH state is simply U(1) charge conservation. With
only charge conservation, the group of bosonic U(1)-SPT
phases in two spatial dimensions is Z, and each SPT
phase is uniquely charachterized by its electric Hall con-
ductance σxy = 2n, n ∈ Z [76–78]. In this section we
focus on the transition between the trivial σxy = 0 phase
and σxy = 2 BIQH phase.
Because complex conjugation of the charge conserva-
tion symmetry acts as U(θ)∗ = U(−θ), the automor-
phism pi is non-trivial here and acts on the angular vari-
able labeling the U(1) group elements as pi(θ) = −θ. So
we expect a U(1)oZT2 symmetry at any critical point be-
tween the trivial phase and the BIQH phase with σxy = 2.
This symmetry will have a mixed anomaly because the
σxy = 2 BIQH phase cannot be obtained by stacking two
copies of another U(1)-SPT. In fact, this already follows
from the results of Ref. [7], where it was pointed out that
in analogy to the free fermion case, the gapless boundary
theory of the 3D bosonic topological insulator is also the
critical theory separating the σxy = 0 and σxy = 2 BIQH
phases.
To investigate the U(1) o ZT2 symmetry and the as-
sociated anomaly in more detail we use a coupled wire
approach, as in Refs. [7, 34, 76, 79, 80]. The starting
Hamiltonian is of the form H =
∑
yHy, where each Hy
describes a one-dimensional (non-chiral) Luttinger liquid
at the self-dual radius. We define the unit cells to con-
tain the pairs of wires (2y, 2y + 1). The U(1) symmetry
is taken to act on each wire as it does on the edge of the
bosonic integer quantum Hall state, meaning that one
chiral boson field has charge one, while the boson field
with opposite chirality is charge neutral [76–78]. For this
reason, we denote the chiral boson fields by φc,y and φn,y,
where c and n refer to ‘charged’ and ‘neutral’ and y is
the wire label. The charge conservation symmetry then
acts on the chiral boson fields as
φc,y → φc,y + θ , φn,y → φn,y (39)
Importantly, we have to ensure that within one unit cell
the U(1) symmetry can be implemented locally by taking
φc,2y and φc,2y+1 to have opposite chirality. Having fixed
the notation, we can now write down the Hamiltonian of
the wire labeled by y as
Hy =
1
2pi
∫
dx (∂xφc,y)
2 + (∂xφn,y)
2 , (40)
where the chiral boson fields φc,y and φn,y satisfy the
commutation relations
[φc,y(x), φc,y′(x
′)] = (−1)yδyy′ipi
2
sgn(x− x′) (41)
[φn,y(x), φn,y′(x
′)] = (−1)y+1δyy′ipi
2
sgn(x− x′) (42)
[φc,y(x), φn,y′(x
′)] = 0 (43)
We now couple the wires with the following U(1)-
symmetry respecting boson hopping:
−
∑
y
[
t
(
e−iφc,2yeiφc,2y+1 + e−iφn,2yeiφn,2y+1
)
+
t′
(
e−iφc,2y+1eiφc,2y+2 + e−iφn,2y+1eiφn,2y+2
)
+ h.c.
]
(44)
So t is the coupling strength between wires within the
same unit cell, while t′ is the coupling strength between
wires in neighboring unit cells. See also Fig. 3 for a
schematic representation of the coupled wire construc-
tion. For t  t′, the intra-unit cell backscattering dom-
inates and the system will form a trivial insulator. For
t′  t on the other hand, the backscattering between
wires in neighboring cells dominates. In analogy to the
spin-1/2 chain discussed above, this will lead to the non-
trivial σxy = 2 SPT. This can be understood from the
fact that with open boundaries, there will be one un-
paired Luttinger liquid along the boundary, which is the
gapless edge mode of the BIQH phase [7].
When t 6= t′, the coupled wire system is clearly not
invariant under a translation by one site (or wire). As
can be seen from the commutation relations in Eq. (B2),
the following anti-unitary operation interchanges t with
t′:
φc/n,y → −φc/n,y+1 , i→ −i (45)
It therefore maps the trivial phase to the BIQH phase
and vice versa. So it is implemented by the locality pre-
serving anti-unitary operator Uˆ introduced in the previ-
ous sections. It follows that the transition between the
trivial phase and the BIQH phase occurs at t = t′, at
which point the anti-unitary map in Eq. (45) becomes a
symmetry.
To see how the ZT2 is implemented on the level of the
field theory describing the transition, we first go to the
SU(2)1 description of the self-dual compact boson. So let
us define the non-chiral boson fields
ϕy(x) = φc,y + φn,y (46)
θy(x) = φc,y − φn,y , (47)
and use these to construct the following SU(2) matrix:
Uy =
1√
2
(
eiϕy eiθy
−e−iθy e−iϕy
)
(48)
The SU(2)1 action for each wire can then be written as
Sy = Sy,0 + iSy,WZW (49)
Sy,0 =
ρs
2
∫
dτdx tr
(
∂µU
†
y∂
µUy
)
(50)
Sy,WZW =
1
12pi
∫
dτdxdu µνλtr
(
U†y∂µUyU
†
y∂νUyU
†
y∂λUy
)
,
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where as before, the Wess-Zumino-Witten term is defined
by extending the matrix field Uy onto a solid sphere with
additional coordinate u. The problem of obtaining a (2+
1)-d continuum field theory for the coupled SU(2)1 wires
with t = t′ was solved in Ref. [72]. The slowly varying
field describing the long-wavelength modes in the (2+1)-
d system is obtained by defining gy as
gy =
{
Uy, y = 2n
U†y , y = 2n+ 1
(51)
and then promoting y to a continuum variable to arrive
at the SU(2) matrix field g(τ, x, y) = gy(τ, x). By again
writing the matrix field in terms of a four-component unit
vector field nˆ as g = n0 + i~n · ~σ, the authors of Ref. [72]
arrived at the following (2 + 1)-d O(4) non-linear sigma
model
S = S0 + iΘS1 (52)
S0 =
ρs
2
∫
dτd2x ∂µnˆ · ∂µnˆ (53)
S1 =
1
12pi2
∫
dτd2x µνλabcdn
a∂µn
b∂νn
c∂λn
d , (54)
with Θ = pi. The ZT2 symmetry (45) acts on Uy as Uy →
Uy+1. So from Eq. (51), we see that it acts on the (2 +
1)-d continuum fields as g → g† and (n0, n1, n2, n3) →
(n0,−n1,−n2,−n3).
The O(4) sigma model with a theta term at Θ =
pi has a dual description in terms of Nf = 2 QED3
[23, 37, 72, 81], which has been proposed to describe the
BIQH transition in Refs. [9, 10]. To obtain this fermionic
description in the coupled wire formalism, we follow Refs.
[34, 79, 82] in their derivation of the fermionic particle-
vortex duality [31–33, 83], and define following dual bo-
son field φ˜c,y
φ˜c,y =
∑
y′ 6=y
sgn(y − y′)(−1)y′φc,y′ (55)
This dual boson field is also chiral, but with opposite
chirality, as can be seen from its commutation relations
[φ˜c,y(x), φ˜c,y′(x
′)] = −[φc,y(x), φc,y′(x′)] (56)
Interestingly, the dual field φ˜c,y is neutral under the
global U(1) symmetry. By applying the linear transfor-
mation
φ±,y = φ˜c,y ± φn,y (57)
we can now define the chiral fermion fields
ψ±,y(x) = η±,yeiφ±,y(x) , (58)
where η±,y are Klein factors to ensure that the differ-
ent fermion species, and also fermion fields on differ-
ent wires, anti-commute. Because of the duality trans-
formation in Eq. (55), the Lagrangian of the coupled-
wire system becomes non-local in terms of the fermion
fields. However, it was shown by the authors of Ref. [34]
that one can recover locality by introducing a gauge field
aµ. By defining the two-component fermions Ψ±(x, y) =
(ψ±,2y(x) , ψ±,2y+1(x))
T and again promoting y to a con-
tinuum variable, one finds the non-compact Nf = 2
QED3 continuum theory [9, 10, 34, 82]
L =
∑
τ=±
Ψ¯τγ
µ (−i∂µ + aµ) Ψτ (59)
+
1
2pi
µνλAµ∂νaλ − 1
4pi
µνλAµ∂νAλ
where Ψ¯ = Ψ†γ0 and the 2× 2 Dirac matrices are given
by {γ0, γ1, γ2} = {σx,−iσy, iσz}. We have also added
a probe gauge field Aµ for the global U(1) symmetry, to
emphasize that the fermion fields are charge neutral and
that the global symmetry charge is carried by the vortices
of the dynamical gauge field aµ [31–33, 83].
The ZT2 symmetry (45) acts on the dual chiral boson
field as φ˜c,y → φ˜c,y+1, from which its action on the fields
φ±,y follows:
φ±,y → φ∓,y+1 , i→ −i (60)
So we see that ZT2 acts as a particle-hole symmetry on
the fermion fields which also interchanges the two fermion
flavors. Defining Ψ = (Ψ+ , Ψ−)
T , we can therefore write
the ZT2 action as
Ψ→ τxσxΨ† , i→ −i (61)
From the Lagrangian in Eq. (59) we see that ZT2 is a CT
symmetry, where C is gauge-charge conjugation and T is
time-reversal.
Our choice of applying the duality transformation (55)
on φc,y was arbitrary, and we could instead have applied
it on the charge neutral boson fields φn,y. From Eq.
(57), we see that in this case the fermions Ψ± will be
charged under the global U(1) symmetry, but the two
flavors will have opposite gauge charge. After a particle-
hole symmetry on one of the flavors, we recover Nf = 2
QED3, but with the two fermion flavors having opposite
global U(1) charge. This is the self-duality of Nf = 2
QED3 [23, 34–37, 79, 84]. The ZT2 symmetry acts in the
same way on the dual fermions as in Eq. (61), which is
consistent with the global U(θ) = eiθτ
z
symmetry action
as this indeed forms a representation of U(1)o ZT2 .
Before turning to the final section, we note that the
Θ = pi O(4) sigma model and Nf = 2 QED3 have been
discussed in great detail in the context of deconfined
quantum criticality in Refs. [23, 24]. It was also pointed
out that these field theories describe a critical point be-
tween bosonic SPT phases, which can be obtained by
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adding a relevant operator that breaks an anomalous
symmetry [23, 24].
V. DISCUSSION
We have argued that at critical points between a trivial
and non-trivial bosonic G-SPT phase there is a minimal
symmetry group G × Z2, G × ZT2 or G o ZT2 , depend-
ing on whether the G-SPT phase squares to the trivial
phase, and the type of local symmetry representation.
For bosonic SPT phases described by group cohomology,
we have identified when the symmetry group at critical-
ity has a mixed global symmetry anomaly. When such
a mixed symmetry anomaly is present, this provides a
non-trivial consistency check on any field theory which
in the IR is supposed to flow to the CFT describing the
critical point.
If there is no mixed anomaly, then an analog of the
symmetric mass generation (SMG) transition is possible
[20, 38–45]. Consider a two-parameter phase diagram
where an anomaly-free critical line between two bosonic
SPT phases ends at a multi-critical point, and assume
that all the gapped phases surrounding this multi-critical
point are all short-range entangled. See Fig. 4 for an il-
lustration of this scenario. In this case, the multi-critical
point can be interpreted as a SMG point, where there
is a transition from the anomaly-free critical theory to
a short-range entangled symmetric phase. In Ref. [20],
it was shown that this scenario occurs for the critical
theory separating two bosonic SO(4)-SPT phases which
are each others inverse. In that case, the phase transi-
tion between the SPT phases is described by eight Dirac
cones, which can generate a mass without breaking any
symmetries. The transition from the semi-metal to the
featureless symmetric phase was proposed to be described
by a SU(4) QCD-Higgs theory [20, 45]. To see how this
relates to our findings, recall that we showed that the
critical theory separating the trivial phase and the G-
SPT [ω]2 has no mixed anomaly (if [ω]4 6= 1). So let us
consider the scenario where the anomaly-free critical line
ends at at multi-critical point, where we enter the G-SPT
phase [ω], which is exactly the G-SPT phase correspond-
ing to the fixed point of the Uˆ operator. This is shown
on the left of Fig. 4. As mentioned in the introduction,
we can stack a G-SPT phase [ω]−1 on top of the entire
phase diagram without changing the critical fluctuations.
Now the anomaly-free critical line separates the phases
labeled by [ω]−1 and [ω], and ends in the trivial phase.
See the right-hand side of Fig. 4 for an illustration. This
is exactly the type of phase diagram with SMG explored
in Ref. [20].
An important open question is how to generalize our
results to interacting fermion SPT phases. We expect
that at least part of our reasoning can also be applied
[ω]2
[ω]
[ω][ω]−1
Trivial
SMG
Non-anomalous G× ZT2 or Go ZT2 symmetry
Trivial
FIG. 4. An illustration of the symmetric mass generation
(SMG) transition. The multi-critical point depicted by a red
circle can be interpreted as a SMG transition because the
trivial-[ω]2 critical line is anomaly-free. By stacking the phase
diagram with the G-SPT [ω]−1, the anomaly-free critical line
separates the G-SPT phases [ω]−1 and [ω]. This is the SMG
scenario discussed in Ref. [20].
to fermionic SPT phases, because just as in the bosonic
case they only have short-range entanglement. To mo-
tivate this expectation, see in particular Refs. [54] and
[85]. In Ref. [54], one-dimensional fermionic locality-
presering unitaries are studied. A particularly interesting
example of such a fermionic locality-preserving unitary is
the ‘Majorana translation operator’, which maps a triv-
ial one-dimensional fermion chain to the Majorana chain
and vice versa. In Ref. [85], an explicit procedure was
given to disentangle supercohomology [86] SPT ground
states in two spatial dimensions. The corresponding ‘dis-
entangling operator’ was found to be a quantum circuit,
and is therefore another example of a fermionic locality-
preserving unitary that maps a trivial state to an SPT
ground state.
One potential problem for a naive generalization of our
approach is that complex conjugation no longer acts as
the inverse on the group of fermionic SPT phases. Also,
fermionic systems can be subject to different types of
symmetry anomalies which do not occur in bosonic sys-
tems, see for example Refs. [87–90]. Based on our expe-
rience with bosonic SPT phases, we expect that also in
the fermionic case the recently constructed exactly solv-
able fixed-point Hamiltonians [91–94] can be of great use
for gaining insights on how to proceed in this matter.
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Appendix A: Group cohomology review
Given a discrete symmetry group G and an abelian
group M , we define n-cochains ωn to be maps from G×n
to M . The set of n-cochains, denoted by Cn(G,M),
forms an abelian group with multiplication
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(ωn · ω′n)(g1, . . . ,gn) = ωn(g1, . . . ,gn)ω′n(g1, . . . ,gn)
(A1)
and identity ωn ≡ 1, where 1 is the identity group el-
ement of M . Given an action of G on Cn(G,M), de-
noted as g◦ωn, we can now define a coboundary operator
d : Cn(G,M)→ Cn+1(G,M) as follows
dωn(g1, . . . ,gn+1) = g1 ◦ ωn(g2, . . . ,gn+1) (A2)
n∏
j=1
ω(−1)
j
n (g1, . . . ,gj−1,gjgj+1, . . . ,gn+1)
ω(−1)
n+1
n (g1, . . . ,gn) (A3)
Provided that g1 ◦ (g2 ◦ωn) = (g1g2) ◦ωn, the cobound-
ary map has the important property that ddωn ≡ 1. We
define a n-cocycle to be an element ωn of Cn(G,M) sat-
isfying dωn = 1. The set of n-cocycles is denoted as
Zn(G,M◦), where the notation M◦ reminds us of the
action of G on the cochains.
If a n-cochain ωn can be written as ωn = dωn−1, we
say that ωn is a n-coboundary. Because ddωn = 1,
every n-coboundary is also a n-cocycle. The set of n-
coboundaries is denoted as Bn(G,M◦).
If we now require that (g◦ωn) · (g◦ω′n) = g◦ (ωn ·ω′n),
it holds that dωn · dω′n = d(ωn · ω′n), such that both
Zn(G,M◦) and Bn(G,M◦) form abelian groups. One can
easily recognize Bn(G,M◦) to be a normal subgroup of
Zn(G,M◦), and so we define the n-th cohomology group
as
Hn[G,M◦] = Zn(G,M◦)/Bn(G,M◦) (A4)
This means that the cohomology group labels equivalence
classes of n-cocyles that differ by a n-coboundary. The
algebraic definition of group cohomology can be general-
ized to continuous groups, by imposing continuity condi-
tions on the cocycles.
Appendix B: Dimensional reduction procedure
In this appendix, we use a generalization of the di-
mensional reduction procedure presented in Ref. [64],
to show that H1[Z2,H2[G,U(1)]] indeed describes the
mixed anomaly at a critical point between the trivial
phase in one spatial dimension and a non-trivial G-SPT
phase which squares to the trivial phase.
We first define for h ∈ H = Z2
Uh =
{
1 , h is the identity group element
U , h is the non-trivial group element , (B1)
where as in the main text, U is the locality-preserving
unitary mapping the trivial SPT to the non-trivial SPT.
The symmetry group at criticality isG×Z2, and a general
group element is represented as (g,h) = Uˆ(g)Uh, where
Uˆ(g) is the tensor product of the local symmetry action
U(g) over all the lattice sites. Let us work on an infinite
chain, and define Uˆ(g)
∣∣
L
to be the symmetry action on
the half-infinite chain left of the lattice site at position
x = 0. Because U is locality-preserving and U commutes
with Uˆ(g), we expect that
Uh†Uˆ(g)∣∣
L
Uh = Uˆ(g)∣∣
L
Vh(g) , (B2)
where Vh(g) is a unitary operator with support on a finite
region around x = 0. We have no proof that this is the
most general possibility, but we will assume this here.
Clearly, Vh(g) ≡ 1 when h is the identity group element.
The left-hand side of Eq. (B2) also forms a represen-
tation of G. Because we are working on a half-infinite
chain, the right-hand side of Eq. (B2) can satisfy the
group multiplication rule up to a phase (a more rigorous
way to approach this would be to start with a restriction
of Uˆ(g) to a finite interval and then take the length of
the interval to infinity). This phase ambiguity is impor-
tant here. Because U maps a trivial state to a G-SPT
ground state, Vh(g) will be a non-trivial projective rep-
resentation of G when h is the non-trivial group element
of Z2.
We can also interpret Eq. (B2) as saying that with
Uˆ(g) restricted to a half-infinite chain, the G ×H mul-
tiplication rules are satisfied up to a boundary operator
in the following way
(
Uˆ(g1)
∣∣
L
Uh1
)(
Uˆ(g2)
∣∣
L
Uh2
)
= (B3)(
Uˆ(g1g2)
∣∣
L
Uh1Uh2
)
Ω((g1,h1), (g2,h2)) ,
where it follows from Eq. (B2) that Ω takes the form
Ω((g1,h1), (g2,h2)) = Uh2†V †h1(g2)Uh2 (B4)
Because Uh2 is locality preserving, Ω is indeed a bound-
ary operator supported only on a finite region around
x = 0. Equation (B3) is exactly the starting point of the
dimensional reduction procedure of Ref. [64], but the
difference between our approach and that of Ref. [64] is
that here we do not restrict Uh. We can nevertheless pro-
ceed in analogy to Ref. [64], and study the associativity
properties of the restricted symmetry operators. To this
end, let us consider
(
Uˆ(g1)
∣∣
L
Uh1
)(
Uˆ(g2)
∣∣
L
Uh2
)(
Uˆ(g3)
∣∣
L
Uh3
)
, (B5)
and evaluate the product in two different ways. In the
first way of evaluating the product (B5), one finds
Uˆ(g1g2g3)
∣∣
L
Uh1V †h1(g3)V
†
h1
(g2)Uh2V †h2(g3)Uh3 (B6)
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The second way of evaluating (B5) gives
Uˆ(g1g2g3)
∣∣
L
Uh1V †h1(g2g3)Uh2V
†
h2
(g3)Uh3 (B7)
Now because Vh1(g) is a projective representation when
h1 is the non-trivial group element of Z2, we find that
Eq. (B6) is equal to Eq. (B7) up to the phase fac-
tor ω3((g1,h1), (g2,h2), (g3,h3)) = ν1(h1,g2,g3), where
ν1(h1,g2,g3) with fixed non-trivial h1 is a representative
2-cocycle of the non-trivialG-SPT, and ν1(h1,g2,g3) = 1
when h1 is the identity group element.
Note that at up to now we did not make use of the fact
that the non-trivial G-SPT phase squares to the trivial
phase. And even with the G-SPT phase squaring to the
trivial phase, it is important to remember that Uh does
not actually form a representation of Z2, i.e. in gen-
eral Uh1Uh2 6= Uh1h2 . But as we just learned, this does
not stop us from defining the phase factor ν1(h1,g2,g3).
However, in order to show that ν1 is a 3-cocycle of G×Z2,
the fact that theG-SPT phase squares to the trivial phase
is crucial. One can attempt to repeat the proof of Ref.
[64] in order to show that ν1 satisfies the 3-cocycle rela-
tion, but this will produce the result that ν1 is a 3-cocycle
of G × Z, because Uh is not a representation of Z2. In
order to arrive at a 3-cocycle of G×Z2, one first iterates
Eq. (B2) twice to obtain
Uh2†Uh1†Uˆ(g)∣∣
L
Uh1Uh2 =
Uˆ(g)
∣∣
L
[
Vh2(g)Uh2†Vh1(g)Uh2
]
(B8)
Using the same logic as before, and the fact that the non-
trivial G-SPT phase squares to the trivial phase, the op-
erator between brackets in the second line will be a linear
(projective) representation of G when h1h2 is the iden-
tity (non-trivial) group element of Z2. This fact has to be
used to show that there exists a 2-coboundary transfor-
mation (the same discussed in the main text) that turns
ν1 into a 3-cocycle of G× Z2.
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