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Abstract
A realistic description of ionization in intense laser fields is implemented into the Non-
Adiabatic Quantum Molecular Dynamics (NA-QMD) formalism. First, the error of a finite
basis expansion is considered and a new measure is proposed for time-dependent calculations.
This is used to investigate systematically the influence of the used basis set in calculations
on the hydrogen atom in intense laser fields. Second, absorbing boundary conditions in basis
expansion are introduced via an imaginary potential into the effective single-particle Hamil-
tonian. It is shown that the used form of the absorber potential is valid in many-electron
time-dependent density functional theory calculations, i.e. that only ionized states are af-
fected by the absorbing potential. The absorber is then tested on reference calculations that
exist for H and aligned H+2 in intense laser fields. Excellent agreement is found. Additionally,
an approximative treatment of the missing electron-nuclear correlations is proposed. It is
found in calculations on H+2 that a qualitative improvement of the description of nuclear
dynamics results.
The extension of the NA-QMD formalism is then used to investigate the alignment be-
havior of diatomic molecules. Recent experiments on H+2 and H2 are reviewed and explained.
It is found that dynamic alignment, i.e. the laser induced rotation of the molecule, plays a
central role. The alignment behavior of H+2 and H2 and its intensity dependence is inves-
tigated after that. A drastic difference between H+2 and H2 is found in NA-QMD as well
as model calculations. Then, the focus is on an astonishing new effect that has been found
in N2 calculations. This effect which is called “rotational destabilization” is studied on the
model system H+2 . Yet, it might be observable only in heavy dimers and might have already
been found in an experiment on I2.
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1 Introduction
The investigation of the interaction of atoms and molecules with intense laser fields repre-
sents one of the most interesting fields of the current research. Very different effects like high
harmonic generation (HHG) [1–3], above threshold ionization (ATI) [4–6] or stabilization
against ionization [6–9] have been found in atoms. The first effect, HHG, is the response of
the atom to the intense laser field by emitting photons with multiples of the laser frequency.
The HHG spectra of atoms exhibit a plateau and a sharp cut-off. High harmonics produced
by atoms have recently been used to produce the first attosecond (as) laser pulses [10, 11].
These attosecond laser pulses are short enough for pump-probe investigations of electron dy-
namics. The second effect, ATI, means that electrons absorb more photons than necessary
for ionization while the third is the stabilization of the atom against ionization at sufficiently
high intensities.
In molecules, due to the additional nuclear degrees of freedom (DOF), further effects
occur. Some can be understood with Floquet theory [12,13, and references therein] and have
been found in H+2 like molecular stabilization against dissociation [14–16], bond softening [12,
17–20], where the molecular bond is weakened and dissociation is thus enhanced, and above
threshold dissociation [20–22], where the molecule absorbs more photons than necessary for
the fragmentation.
More general effects found in diatomic molecules are, e.g., the enhanced ionization (see
section 1.2), the molecular alignment (see section 1.3) and the occurrence of interference
effects in the HHG in molecules [23–31]. The first effect, enhanced ionization, is explained in
detail in section 1.2. The second effect, molecular alignment, is of special importance since it
alters the measured results concerning all other molecular effects. It is introduced in detail
in section 1.3. HHG is not only expected to be more efficient in diatomic molecules than in
atoms [32], but it has also been found theoretically, that the HHG is sensitive to the molecular
orientation [23–28,28–31]. Most of the orientation dependence is due to an interference effect
which can lead to a complete suppression of harmonics [26, 28]. The interference is simple
in molecular hydrogen [26, 28] but more complicated in larger molecules due to the more
complicated electronic structure (see e.g. [30]). Thus, a direct experimental verification of
this interference effect, which would have to be made on H2, does not exist to date. Yet, the
effect is implicitly used in the tomographic reconstruction applied by the Corkum group to
measure the highest occupied molecular orbital (HOMO) of N2 [33]. Furthermore, Itatani et
al. measured a strong dependence of the harmonic yield on the molecular orientation in N2
and O2 [34]. Consequently, HHG is now being developed into a tool to probe electron [33]
and vibrational [35] dynamics on an attosecond time-scale.
The theoretical description of all these phenomena does in principle require the solution
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of the time-dependent Schro¨dinger equation (TDSE) for all electrons and all nuclear degrees
of freedom (DOF). However, approximations are necessary due to the exponential scaling of
the computational effort with the number of DOF. Only for the smallest systems, atomic
hydrogen [36,37], atomic helium [38,39], laser aligned H+2 [40] and laser aligned H2 with fixed
nuclei [41,42] numerical solutions of the TDSE exist. Usually, approximations of some kind
are used. All these approximations aim at either reducing the dimensionality of the problem
or at the exponential scaling with the number of DOF in quantum mechanics. A standard
solution is to use a classical description for the nuclei (see e.g. [43]) or to fix the nuclear
positions (see e.g. [26, 28]). Then, one might make assumptions for the electron dynamics
and simplify the problem at hand further (see e.g. [44,45]) or include the electron dynamics
only through parameters (see e.g. [43]). Alternatively, one might restrain the description to
a model system of reduced dimension (see e.g. [26,28]). Also, a Thomas-Fermi approach had
been used to model the electron dynamics [46].
A very accurate method is the combination of time-dependent density functional the-
ory [47] (TDDFT) and a classical description of the nuclei [48–55]. Such an approach allows
to treat all nuclear and electronic DOF. Its applicability is, however, limited owing to the
classical description of the nuclei (see also section 2.3). Most of the approaches use a rep-
resentation of the Kohn-Sham (KS) functions on a grid to solve the time-dependent KS
equations [51–55]. The first of these grid based approaches has been developed by Reinhard
et al. [51–53] and is mainly applied to the description of sodium clusters [56–60]. More
recently, Dundas [54] and Castro et al. [55] have also developed such methods.
In contrast, a basis expansion of the KS orbitals with local basis functions is used in the
Non-Adiabatic Quantum Molecular Dynamics (NA-QMD) 1 method developed in the group
of Ru¨diger Schmidt. The development started with the work of Saalmann and Schmidt who
derived the equations of motion from energy conservation [48]. A more general derivation was
later given by Kunert and Schmidt [49] (see also section 1.4). It has been successfully applied
so far to very different non-adiabatic processes, like atom-cluster collisions [61–68], ion-
fullerene collisions [69,70], laser induced excitation and fragmentation of molecules [50,70,71]
or fragmentation and isomerization of organic molecules in laser fields [72,73].
The advantage of a basis expansion using local basis functions is that strongly bound
core electrons, valence electrons and excited electrons can be treated on the same footing
while a realistic description of core electrons is more difficult in grid based methods. The
disadvantage is that it is much harder to describe ionization with local basis functions than
in grid based methods. However, ionization is central if one wants to investigate current
problems in molecular physics.
Therefore, it is crucial to include a realistic description of ionization in the NA-QMD
formalism. This is the main aim of this work. Furthermore, a phenomenological model based
on microscopically calculated parameters is developed in order to do a statistical analysis.
In addition, a new approximative correction of the missing electron-nuclear correlations
is proposed. These methods are then applied to systematically study molecular alignment.
Please note, that most of the studies are performed with such laser parameters that ionization
is a dominant process and has to be accurately accounted for. It is therefore absolutely
1The name NA-QMD is sometimes also used for grid-based methods, see e.g. [54].
9necessary to use the methods that are presented in the first part of this work. The ionization
behavior of dimers itself is, however, not the main subject of this work.
The outline of this thesis is as follows: First, the central role of fragmentation is discussed
in section 1.1. Present theoretical and experimental results regarding the ionization of dimers
are introduced in section 1.2 and the molecular alignment effect is described in section 1.3.
Subsequently, a short review of the NA-QMD is given in section 1.4.
Then, the error made by using a finite basis expansion is presented and a new measure
is proposed for time-dependent calculations in section 2.1. Thus, it can be studied how to
build a basis set, which would describe time-dependent and, especially, ionization processes.
Still, it is necessary to introduce absorbing boundary conditions in basis expansion which
is done in section 2.2. For the first time, absorbing boundary conditions are introduced
in calculations using a basis expansion. Furthermore, it is shown how absorbing boundary
conditions have to be build in many-electron calculations using the NA-QMD formalism.
This absorber is tested on the hydrogen atom and the hydrogen molecular ion in intense
laser fields, and the results are compared to available benchmark calculations.
After that, an approximative correction of the missing electron-nuclear correlation in the
NA-QMD formalism is introduced in section 2.3. Standard solutions for this problem like
the Tully-hopping [74, 75] are not applicable since excited (and in general) many-electron
states in laser fields with varying shape are not known. Yet, it is shown that the rather
simple separation of the ionized channel from the bound channel qualitatively improves the
description of nuclear dynamics. A model for the description of molecular dynamics, in
particular the alignment behavior, in intense laser fields is introduced in section 2.4. In
contrast to previous works using similar models, the model relies on an ab-initio calculation
of all parameters with the NA-QMD formalism.
The presentation of the results to the molecular alignment starts in section 3.1. In this
section, it is shown how angular distributions of fragments are calculated with the NA-QMD
method, and that the results agree well with experimental values. These results are then
discussed, and it is shown how the interplay of the different alignment mechanisms leads to
the strongly aligned fragments observed. This is followed by a review of the recent alignment
experiments on H+2 and H2 in section 3.2. These calculations clarify the role of the H2
precursor in one group of considered experiments and explain why contradictory alignment
behavior was observed in the existing H+2 experiments though very similar laser systems were
used. Predictions of a very different alignment behavior of cold H2 and cold H
+
2 are shown
in section 3.3. The alignment behavior and its intensity dependence is studied with the
NA-QMD and the model introduced in section 2.4. An unexpected new effect is presented
in section 3.4: Initially unaligned molecules may fragment at smaller laser intensities than
initially aligned molecules. This effect appears just above the onset of fragmentation in the
NA-QMD calculations. In short, the angular momentum, that is gained during the laser
pulse by molecules that are initially unaligned, leads to a small stretch of the molecule.
Thus, the fragmentation of initially unaligned molecules is enhanced in comparison to those
that are initially aligned, because the probabilities for excitation and ionization are strongly
dependent on the internuclear distance in dimers.
Finally, conclusions are drawn and an outlook is given in chapter 4.
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1.1 Fragmentation
Fragmentation is central for the detection of all molecular effects as only nuclear fragments
are measured in most experiments (see e.g. [76–83]), i.e. only the angular orientation, kinetic
energy and charge state of the ionic fragments are recorded.
It is possible to detect also the ionized electrons using a new experimental technique
called Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS) [84, 85]. However,
also in this case only fragmented molecules are detected.
Therefore, it is necessary to consider fragmentation processes to compare with experi-
mental data concerning ionization or molecular alignment.
1.2 Ionization
The first found ionization effect is the so-called enhanced ionization [20,86–92] (called charge
resonance enhanced ionization (CREI) in H+2 [87, 92]). Its discovery was triggered by the
experimental finding, that the kinetic energy of ionized fragments is smaller than expected
for a Coulomb explosion from the equilibrium internuclear distance [93–95]. Theoretical
investigations [87,88] and simple considerations for the field ionization [86] led to the finding
that ionization mainly takes place at intermediate internuclear distances that are much larger
than the equilibrium internuclear distance.
Strongly linked to this is the angular dependence of single ionization of diatomic molecules
which is still an open topic for investigation [96–98].
Furthermore, some interesting experimental results on the ionization of molecules are not
fully understood today. In experiments, the ionization of diatomic molecules was compared to
their companion atoms, i.e. atoms with roughly the same ionization potential. A suppression
of the molecular ionization rate in comparison to the atomic rate was measured for D2:Ar [99,
100] and O2:Xe [100–103] while no suppression was observed for N2:Ar [100, 102, 103] and
F2:Ar [100,103].
Theoretical calculations to this phenomenon were either performed using molecular ex-
tensions [104–106] of the Keldysh-Faisal-Reiss atomic theory [107–109] or with a molecular
tunneling theory [44] which is an extension of the atomic Ammosov-Delone-Krainov (ADK)
tunneling theory [110]. All these approaches fail to predict one or the other experimental
result (see [111] for a review on this). An interesting explanation for the observed suppres-
sion is made in [105] where the suppression is linked to antibonding symmetry (e.g. σu, πg)
of the HOMO while no suppression is predicted for bonding symmetry (e.g. σg, πu).
The deduced prediction of suppression for F2:Ar was, however, not observed experimen-
tally. The reason for the missing suppression in F2 has been found in a very recent paper
by Dundas and Rost [112] using x-only LDA on a grid to calculate the response of N2, O2
and F2 to the laser field. They found that the symmetry argument given by Muth-Bo¨hm et
al. [105] is still valid for F2 but must be applied to the orbital that is predominantly ionized
by the laser. This orbital is not the HOMO in F2. Yet, this symmetry argument cannot
explain the suppression in D2:Ar.
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1.3 Molecular Alignment
Dimers exposed to high-intensity laser radiation show very different behavior depending on
the angle between the molecular axis and the electric field vector of the laser. This was
first measured for N2 [113] and similar results were obtained in ensuing experiments for
other dimers [114, 115]. The first angle resolved measurements of the fragments showed a
noticeable narrowing of the angular distribution in comparison to an isotropic distribution
of the fragments [76–78]. More recent experiments investigated this with varying intensity
[79] or pulse length [116], with double-pulse measurements [80–83] and elliptically polarized
lasers [117].
The amount of alignment is quantified with different measures.
(i), the cosn fit: Experimentally, a cosnΘ fit of the angular distribution of fragments (see
e.g. [19]) is often used to characterize the amount of alignment. The angle Θ is the angle
between laser polarization axis and molecular axis. It is zero if the molecule is oriented
parallel to the laser field. n > 2 is usually linked to molecular alignment. This is based
on the expectation that a cos2Θ distribution of the fragments indicates no alignment. Two
assumptions have been made for this: First, the fragmentation probability is proportional
to the intensity of the laser. And second, only the intensity parallel to the molecular axis,
i.e. I cos2Θ, is relevant for the excitation and fragmentation process.
(ii), FWHM: The full width at half maximum (FWHM) is also frequently used to charac-
terize the experimental results (see e.g. [79]), sometimes combined with a Gaussian fit 2 (see
e.g. [116]). The FWHM and the n introduced above are equivalent since cosn(FWHM/2) =
1/2.
(iii), 〈cos2Θ〉: It is convenient to use the expectation value of cos2Θ [118] in theoretical
calculations. This quantity is 1/3 for an isotropic distribution, i.e.
1
4π
∫ π
0
sinΘdΘ
∫ 2π
0
dφ cos2Θ =
1
3
. (1.1)
〈cos2Θ〉 is 1 for a perfectly aligned distribution (the angular part of the nuclear wavefunction
is Ψ(Θ, φ) = lim
n→∞Nn cos
nΘ with Nn the norm constant).
The observed angular distributions are explained with the two complementary mecha-
nisms of dynamic and geometric alignment [79]:
(i) Geometric alignment: Excitation and ionization and therefore also fragmentation is
favored for molecules that are initially oriented parallel to the electric field of the laser. This
is closely linked to the effect of Enhanced Ionization [86–88]. Geometric alignment might also
lead to angular distributions of the fragments that are broader than a cos2 distribution [79].
(ii) Dynamic alignment: The electric field of the laser couples to the permanent or laser-
induced dipole moment of the molecule and thus generates an effective torque toward the
laser polarization axis (see e.g. [119]). The molecules are therefore turned towards the laser
polarization axis. Quantum mechanically, the laser pumps the angular part of the nuclear
wave function into states of higher angular momentum, and, thus, the angular distribution
narrows [118].
2For large n the cosn and Gaussian fit are equivalent.
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In general, one has to expect a combination of both mechanisms, i.e. the interplay of dynamic
and geometric alignment.
The theoretical understanding of these processes is rather limited until now. Usually
only the angular part of the nuclear wavefunction has been treated explicitly [120–124]. The
internuclear distance was kept fixed and the electron(s) were included through parameters like
the polarizability or the (permanent) dipole moment. Also, purely classical calculations [43,
125] and calculations using a classical model for the nuclei combined with a Thomas-Fermi
model for the electrons [46] have been performed. More complex calculations exist for the
simplest molecule H+2 , where the dynamics on two-dimensional Floquet-surfaces were studied
for the two lowest molecular orbitals (1sσ and 2pσ) [13,126,127]. Therefore, and also in order
to clarify the experimental situation, realistic microscopic calculations are needed. These
calculations are performed in this work with the NA-QMD formalism which is introduced in
the next section.
1.4 Non-Adiabatic Quantum Molecular Dynamics
In the following a short recapitulation of the Non-Adiabatic Quantum Molecular Dynamics
(NA-QMD) [49,128] approach, which is used throughout this work, is given. The NA-QMD
couples a quantum mechanical treatment of the electrons with a classical description of the
nuclei.
The Ni classical particles are described by their trajectories ~R(t) ≡ {~R1(t), . . . , ~RNi(t)}.
The trajectories are determined by the interaction with a system of Ne = N
↑+N↓ interacting
quantum mechanical electrons and by the explicitly time-dependent potential U(~R, t)
U(~R, t) =
Bi∑
A<B
ZAZB
|~RA − ~RB |
−
Ni∑
A=1
ZAVL(~RA, t) , (1.2)
which consists of the Coulomb interaction of the nuclei and the external laser field.
The action In order to derive equations of motion for the coupled system [49] one starts
from the action, which can be written as the sum of a classical and a quantum mechanical
part
A = Ac +Aq (1.3)
with the classical component
Ac =
∫ t1
t0
{
Ni∑
A
MA
2
~˙RA(t)
2 − U(~R, t)
}
dt . (1.4)
The spin and time-dependent electronic density is
ρσ(~r, t) =
Nσ∑
j=1
Ψjσ∗(~r, t)Ψjσ(~r, t) σ =↑, ↓ (1.5)
with the spin-dependent Kohn-Sham functions Ψjσ, j = 1, ...,Nσ . Previous applications (see
e.g. [48, 49, 61, 69]) have used time-dependent density functional theory (TDDFT) which
1.4 Non-Adiabatic Quantum Molecular Dynamics 13
is in principle exact. Yet, its accuracy is limited in practical calculations by the available
approximations for the exchange-correlation potential. A generalization using the density
matrix
γσ(~r,~r ′, t) =
Nσ∑
j=1
Ψjσ(~r, t)Ψjσ∗(~r ′, t) (1.6)
allows one to use a much extended set of available functionals, such as the correct Hartree-
Fock exchange energy. Using the density matrix, the resulting single particle potential op-
erator Vˆ σs is not necessarily local. However, this poses no problem if the calculations are
performed in basis expansion.
The quantum mechanical part of the action (1.3) is then
Aq =
∫ t1
t0
∫ ∑
σ=↑,↓
Nσ∑
j=1
Ψjσ(~r, t)
(
i
∂
∂t
− tˆ
)
Ψjσ∗(~r, t) d3r dt −Apot (1.7)
with tˆ = −∆2 and the potential part
Apot =
∫ t1
t0
∫
ρ(~r, t)
(
V (~r, ~R, t) +
1
2
∫
ρ(~r ′, t)
|~r − ~r ′| d
3r′
)
d3r dt +Axc[γ
↑, γ↓] (1.8)
which contains the exchange-correlation contribution Axc. The external potential
V (~r, ~R, t) = Vint(~r, ~R) + VL(~r, t) (1.9)
is composed of the laser field VL(~r, t) and the electron-ion interaction
Vint(~r, ~R) = −
Ni∑
A=1
ZA
|~RA − ~r|
(1.10)
with the nuclear charges ZA.
The time-dependent single-particle functions are expanded in a local basis
Ψjσ(~r, t) =
Nb∑
α=1
ajσα (t)φα(~r − ~RAα) , (1.11)
and only the expansion coefficients ajσα (t) are explicitly time-dependent. The symbol Aα
denotes the atom to which the atomic basis function φα is attached. The Nb basis functions
are either located at the (in general) moving nuclei or are located at fixed positions in space.
With the ansatz (1.11) the spin-dependent density matrix in basis representation is given
by
γσβα(t) =
Nσ∑
j=1
ajσ∗α (t)a
jσ
β (t) (1.12)
and the total density matrix is
γβα = γ
↑
βα + γ
↓
βα . (1.13)
Using these definitions and the ansatz (1.11) the quantum mechanical action (1.7) can
be cast into the form
Aq =
∫ t1
t0
∑
σ=↑,↓
Nσ∑
j=1
Nb∑
αβ
ajσ∗α
[
(iBαβ − Tαβ)ajσβ + iSαβ
d
dt
ajσβ
]
dt−Apot . (1.14)
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with the overlap matrix
Sαβ = 〈φα |φβ 〉 , (1.15)
the non-adiabatic coupling matrix
Bαβ =
〈
φα
∣∣∣∣ ddtφβ
〉
, (1.16)
and the matrix of the kinetic energy
Tαβ =
〈
φα
∣∣∣∣−∆2
∣∣∣∣φβ
〉
. (1.17)
Single-particle equations of motion The final equations of motion are now obtained by
independent variation of the total action with respect to ajσ∗α (t) and ~RA(t). The former
yields the single-particle equations of motion for the electrons (EOM) in basis representation
d
dt
ajσα = −
Nb∑
βγ
(
S−1
)
αβ
(
iHσβγ +Bβγ
)
ajσγ j = 1, . . . ,N
σ (1.18)
with the Hamilton matrix
Hσαβ = Tαβ + V
σ
sαβ . (1.19)
The single particle potential matrix can be decomposed into
V σsαβ =
∫
φ∗α(~r)
(
V (~r, ~R, t) +
∫
ρ(~r ′, t)
|~r − ~r ′| d
3r′
)
φβ(~r) d
3r +
δAxc
δγσβα
. (1.20)
The xc-term is the matrix of a local potential
δAxc[ρ
↑, ρ↓]
δγσβα
= V σxcαβ =
∫
φ∗α(~r)V
σ
xc(~r)φβ(~r) d
3r (1.21)
with
V σxc(~r) =
δAxc[ρ
↑, ρ↓]
δρσ(~r)
(1.22)
if the xc-action Axc = Axc[ρ
↑, ρ↓] depends only on the densities ρ↑ and ρ↓. In all other cases
the xc-potential is non-local. In general, the matrix elements of this operator have to be
written as
V σxcαβ =
∫
φ∗α(~r)V
σ
xc(~r,~r
′)φβ(~r ′) d3r d3r′ (1.23)
with an integral kernel
V σxc(~r,~r
′) =
δAxc
δγσ(~r ′, ~r)
. (1.24)
This kernel is
V HFσxc (~r,~r
′) = −γ
σ(~r,~r ′)
|~r − ~r ′| (1.25)
for the special case of Hartree-Fock.
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Classical equations of motion The variation of the total action with respect to the classical
coordinates ~RA(t) yields the Newton equation for the nuclei
MA ~¨RA = −∂E(t)
∂ ~RA
+ ~F basisA (
~R, ~˙R) . (1.26)
The first term on the right hand side of (1.26) represents the expected gradient of the total
energy. The additional force F basisA is a correction due to the moving basis functions [49]. It
vanishes if a complete basis is used or if the basis does not depend on the nuclear positions.
The energy E
E(γ, ~R, ~˙R, t) = U(~R, t) +Enuckin (
~˙R, t) +Eelkin(γ,
~R, t) +Eext(γ, ~R, t) +EQ(γ, ~R, t) +Exc(γ, ~R, t)
(1.27)
contains the potential energy of the nuclei U(~R, t), the kinetic energy of the nuclei
Enuckin =
Ni∑
A=1
MA
2
~˙R2A , (1.28)
the kinetic energy of the electrons
Eelkin =
Nb∑
αβ
γβαTαβ , (1.29)
the external field interaction energy
Eext =
Nb∑
αβ
γβαVαβ (1.30)
with
Vαβ = 〈φα|V (~r, ~R, t)|φβ〉 , (1.31)
the Coulomb energy
EQ =
1
2
∫
ρ(~r)ρ(~r ′)
|~r − ~r ′| d
3rd3r′ =
1
2
Nb∑
αβγδ
Qαβγδγβαγδγ (1.32)
with
Qαβγδ =
∫
φ∗α(~r)φβ(~r)φ∗γ(~r ′)φδ(~r ′)
|~r − ~r ′| d
3rd3r′ (1.33)
and the exchange and correlation energy Exc.
Energy balance The energy balance is also repeated since it will be needed in section 2.2.2.
The time derivative of the total energy (1.27) is (cf. [49,128])
d
dt
E =
∫
ρ(~r, t)
∂VL(~r, t)
∂t
d3r −
Ni∑
A=1
ZA
∂VL(~RA, t)
∂t
+
Ni∑
A=1
∂E
∂ ~RA
~˙RA +
Ni∑
A=1
MA ~˙RA ~¨RA +
∑
σ=↑,↓
Nb∑
αβ
∂E
∂γσβα
d
dt
γσβα . (1.34)
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Using the Newton equation (1.26) and the explicit form of the force correction F basisA [49,128]
the first two terms on the second line of (1.34) can be written as
Ni∑
A=1
∂E
∂ ~RA
~˙RA +
Ni∑
A=1
MA ~˙RA ~¨RA =
∑
σ=↑,↓
Nb∑
αβγδ
(
B+αγ
(
S−1
)
γδ
Hσδβ +H
σ
αγ
(
S−1
)
γδ
Bδβ
)
γσβα .
(1.35)
The last term of (1.34) can with the single-particle EOM (1.18) be cast into the form
∑
σ=↑,↓
Nb∑
αβ
∂E
∂γσβα
d
dt
γσβα =
∑
σ=↑,↓
Nb∑
αβ
Hσαβ
d
dt
Ne∑
j=1
ajσ∗α a
jσ
β (1.36)
= −
∑
σ=↑,↓
Nb∑
αβγδ
Ne∑
j=1
((
S−1
)
αγ
(
−iHσγδHσαβ +B+δγHσαβ
)
ajσ∗δ a
jσ
β
+
(
S−1
)
βγ
(
iHσγδH
σ
αβ +BγδH
σ
αβ
)
ajσδ a
jσ∗
α
)
(1.37)
= −
∑
σ=↑,↓
Nb∑
αβγδ
(
B+αγ
(
S−1
)
γδ
Hσδβ +H
σ
αγ
(
S−1
)
γδ
Bδβ
)
γσβα .(1.38)
Obviously, the force corrections in equation (1.35) and the corrections due to the moving
basis functions in equation (1.38) cancel out, and it results in
d
dt
E =
∫
ρ(~r, t)
∂VL(~r, t)
∂t
d3r −
Ni∑
A=1
ZA
∂VL(~RA, t)
∂t
. (1.39)
This is the expected result: the energy is only changed by time-dependent external (laser)
fields.
2 Theory
In this chapter extensions to the NA-QMD method and new approaches are presented.
First, it is investigated how a basis set suitable for the description of ionization has to be
built using Gaussian functions in section 2.1. A new measure for the error of a finite basis
expansion in time-dependent calculations is introduced for this. Second, absorbing boundary
conditions are introduced in section 2.2 and tested against benchmark calculations. Thus,
it is possible to investigate molecular dynamics in intense laser fields where the ionization
process cannot be neglected. Third, an approximative treatment of electron-nuclear corre-
lations is proposed in section 2.3. Finally, a phenomenological model for the investigation
of molecular dynamics, in particular molecular alignment, is presented in section 2.4. This
model differs from previously presented similar approaches by the fact that all parameters
are calculated using the NA-QMD formalism.
2.1 The error of a finite basis expansion in time-dependent
calculations of atom-laser interaction
The choice of a proper basis set is crucial for the quality and validity of the obtained results
for methods like the NA-QMD that employ a basis expansion of the wave functions. The
standard solution for finding a basis expansion is to increase the basis size until the results
can be called converged (see e.g. [37]). However, this is not a satisfactory solution as one
does in general not know what kind of basis functions must be added and when the solution
is converged.
Shortly after the development of quantum mechanics the situation was even worse. Then
only very small basis sets could be used and the aim was to find an approximation for the
lower bound of the calculated groundstate energy [129–132, and references therein]. These
studies were continued and extended two decades later [133–139, and references therein]
even with the aim to derive error bounds for general expectation values [140,141, and refer-
ences therein]. The method of Bazley and Fox [140, 142] is nowadays standard in quantum
chemistry (see e.g. [143, p. 94]).
The evaluation of the error made with a finite basis expansion in time-dependent scat-
tering calculations was discussed shortly after [144–148, and references therein] and used e.g.
for the charge transfer in H+H+ collisions [149, 150]. Further works used this as a basis to
develop a formalism for obtaining optimal translation factors (see e.g. [151,152]).
One of the most sophisticated methods is a formalism for the calculation of an optimized
basis [153]. The so-called basis generator method (BGM) is numerically very demanding.
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The time-dependent basis functions are generated by multiplying the functions of the initial
basis with powers of all occurring potentials. Therefore, all matrix elements have to be
calculated numerically. Until now, it has mainly been applied to ion-atom collisions excluding
dynamical electron-electron interactions [154–157].
The aim of this section is to show how a local basis set has to be constructed for the
description of ionization dynamics in intense laser fields. This is done on the hydrogen atom
which is the optimal test system as the choice of a proper basis set is the only approximation
that has to be made. Furthermore, reference calculations [36, 37] exist. At first, a measure
for the quality of the results obtained with a certain basis set is defined for the Schro¨dinger
theory and its properties are discussed in section 2.1.1. A new estimate that allows to
quantitavely compare the results of time-dependent calculations using different basis sets
is introduced in sec. 2.1.2. The extension to the NA-QMD case is sketched in sec. 2.1.3.
Thereafter, the results are shown and discussed also in comparison to the calculations of
Hansen et al. [37] in sec. 2.1.4. Finally, conclusions are presented in sec. 2.1.5.
2.1.1 The basic quantity ∆
In this section we introduce the basis quantity ∆ which has been used to obtain estimates
for the accuracy of time-independent as well as time-dependent calculations.
Time-dependent Schro¨dinger equation (TDSE)
A solution of the TDSE
i
∂
∂t
|Ψ〉 = Hˆ |Ψ〉 (2.1)
is sought. The Hamiltonian
Hˆ = −∇
2
2
+ V (2.2)
consists of the kinetic energy −∇22 and an external potential V (atomic units are used
throughout this work). A finite basis expansion is used to find an approximate solution
|Ψ′〉 =
Nb∑
α=1
aα|φα〉 (2.3)
to the exact solution |Ψ〉. Nb is the number of used basis functions. In general, the basis
functions |φα〉 are not eigenfunctions to Hˆ. The basis is assumed to be orthonormal, i.e.
〈φα|φβ〉 = δαβ . This assumption does not restrict the general applicability since every basis
set can be diagonalized. Putting the basis expansion (2.3) into the TDSE (2.1) results in
i
d
dt
Nb∑
α=1
aα|φα〉 = Hˆ
Nb∑
α=1
aα|φα〉 . (2.4)
By multiplying (2.4) with 〈φβ | it is found that
i
d
dt
aβ =
Nb∑
α=1
Hβαaα (2.5)
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where Hαβ is the Hamilton matrix
Hαβ =
〈
φα
∣∣∣Hˆ∣∣∣φβ〉 . (2.6)
Equation (2.5) is the TDSE in basis expansion. Now a condition for the case that the solution
of (2.5) is also a solution of (2.1) is derived. Equation (2.5) is multiplied with |φβ〉 and one
obtains
i
d
dt
Nb∑
β=1
aβ|φβ〉 =
Nb∑
αβ
|φβ〉Hβαaα . (2.7)
Equation (2.7) is satisfied by solutions of (2.5). (2.7) can be written as
i
∂
∂t
|Ψ′〉 = Pˆ Hˆ|Ψ′〉 (2.8)
with (2.3) and
Pˆ =
Nb∑
β=1
|φβ〉〈φβ | . (2.9)
Therefore, solutions of (2.5) represent solutions of (2.1) if
Hˆ|Ψ′〉 = Pˆ Hˆ|Ψ′〉 . (2.10)
This is satisfied e.g. for the case of a complete basis set, Pˆ = 1. However, equation (2.10)
can also be satisfied if incomplete basis sets are used (e.g. a basis that contains only eigen-
functions to Hˆ). In general, (2.10) is not satisfied and solutions of (2.5) do not represent
solutions of (2.1). Using Pˆ |Ψ′〉 = |Ψ′〉 and the abbreviation
Xˆ = Pˆ HˆPˆ − Hˆ (2.11)
equation (2.10) is equivalent to Xˆ|Ψ′〉 = 0. Therefore, the measure ∆ is defined
∆(t) =
∣∣∣Xˆ(t)|Ψ′(t)〉∣∣∣2 (2.12)
= 〈Ψ′(t)|Xˆ2(t)|Ψ′(t)〉 (2.13)
= 〈Ψ′(t)| Hˆ2 − HˆPˆ Hˆ |Ψ′(t)〉 . (2.14)
The quantity ∆ has been used in time-independent calculations for a long time to obtain
lower bounds for obtained expectation values [129–133, 135–139, and references therein]. ∆
integrated over time, i.e.
∫∞
−∞∆(t)dt, has been used in time-dependent scattering calcula-
tions to compute errors of transition amplitudes [144–146,150, and references therein] or to
obtain optimal translations factors (see e.g. [151,152]).
The use of ∆(t) as a direct measure of the quality of time-dependent calculations is
discussed in section 2.1.4. There, it is also shown that in general it is not possible to use
∆ integrated over time (used e.g. in [145, 146, 150–152]) to estimate the error made with a
finite basis expansion.
The properties of ∆ are addressed in the remainder of this section. A new estimate for the
time-dependent case is proposed in section 2.1.2. Please note, that parts of the discussion, in
particular in the time-independent case, were already given elsewhere [129–139,145–148, and
references therein] and are included for completeness, here too.
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The generalization of the measure ∆ for the NA-QMD is shown in section 2.1.3.
A solution of the TDSE in basis expansion (2.5) solves the exact TDSE (2.1) if and only
if ∆(t) = 0 for all times t which has to be proved. To do this, equation (2.8)
i
d
dt
|Ψ′〉 = Hˆ ′|Ψ′〉 (2.15)
with Hˆ ′ = Pˆ HˆPˆ , which is equivalent to (2.5), is used as a starting point. Equation (2.15) is
equivalent to
i
d
dt
|Ψ′〉 = Hˆ|Ψ′〉 (2.16)
if and only if ∆(t) = 0 because Hˆ ′|Ψ′〉 = Hˆ|Ψ′〉 if and only if ∆(t) = 0. This is the usual
TDSE. Therefore, |Ψ(t)〉 = |Ψ′(t)〉 for all times t if and only if
∆(t) = 〈Ψ′(t)|(Hˆ ′(t)− Hˆ(t))2|Ψ′(t)〉 = 0 (2.17)
for all times t and
|Ψ(tinitial)〉 = |Ψ′(tinitial)〉 . (2.18)
In basis expansion (2.3) the quantity ∆ is
∆(t) =
Nb∑
αβ
a∗αH
2
αβaβ −
Nb∑
αβγ
a∗αHαγ Hγβaβ (2.19)
with the abbreviation
H2αβ = 〈φα|Hˆ2|φβ〉 . (2.20)
The challenging part of the numerical evaluation of (2.14) is the calculation of H2αβ which
will be discussed in section 2.1.4.
Time-independent Schro¨dinger equation (TISE)
Before a time-dependent calculation is done a good description of the initial state has to be
found. Therefore, the properties of the measure ∆ are discussed also for the time-independent
case. The TISE in basis expansion is
Nb∑
β=1
Hαβaβ = E
′aα . (2.21)
Solutions of (2.21) solve the TISE
Hˆ|Ψ′〉 = E|Ψ′〉 (2.22)
if and only if
∆[Ψ′] = 0 . (2.23)
The first part of the proof is (2.22) → (2.23). First, Pˆ acts on (2.22) and Pˆ |Ψ′〉 = |Ψ′〉 is
used:
Pˆ HˆPˆ |Ψ′〉 = E|Ψ′〉 . (2.24)
With (2.22)
Pˆ HˆPˆ |Ψ′〉 = Hˆ|Ψ′〉 (2.25)
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is obtained. This yields (2.23) immediately. To show (2.23)→ (2.22) one starts with ∆[Ψ′] =
0 which is equivalent to (2.25). Using (2.3) and (2.9) it is obtained that
Pˆ HˆPˆ |Ψ′〉 =
∑
αβ
|φα〉Hαβaβ . (2.26)
With (2.25) and (2.21) this is (2.22) with E′ = E:
Hˆ|Ψ′〉 =
∑
α
|φα〉aαE′ = E′|Ψ′〉 . (2.27)
Thus, (2.22) ↔ (2.23) has been shown.
In real calculations the eigenstate |Ψ′〉 to Hˆ ′ is only close to the corresponding eigenstate
to Hˆ. Now, an upper limit for the deviations of |Ψ′〉 and E′ from the exact solutions |φ0〉
and E0 is given. In general, |φ0〉 is not the groundstate. Using (2.3) and (2.9) the TISE in
basis expansion (2.21) can be written as
Hˆ ′|Ψ′〉 = E′|Ψ′〉 (2.28)
with
Hˆ ′ = Pˆ HˆPˆ . (2.29)
The measure ∆ for the error of |Ψ′〉 is
∆ = 〈Ψ′|(Hˆ ′ − Hˆ)2|Ψ′〉 = 〈Ψ′|(E′ − Hˆ)2|Ψ′〉 . (2.30)
|Ψ′〉 can now be written as a linear combination of the eigenstates |φk〉 to Hˆ,
|Ψ′〉 =
∞∑
k=0
ck|φk〉 . (2.31)
The states |φk〉 have been sorted in such a way that
|E′ − E0| ≤ |E′ − E1| ≤ |E′ − E2| < . . . , (2.32)
where Ek is the eigenenergy of |φk〉 to Hˆ
Hˆ|φk〉 = Ek|φk〉 . (2.33)
The state |φ0〉 is the eigenstate to Hˆ that is approximated with |Ψ′〉. In general, |φ0〉 is not
the groundstate and E0 is not the groundstate energy. ∆ (2.30) is then
∆ =
∞∑
k=0
|ck|2(E′ − Ek)2 . (2.34)
The right hand side can be estimated as
∞∑
k=0
|ck|2(E′ − Ek)2 ≥
∞∑
k=0
|ck|2(E′ − E0)2 = (E′ −E0)2 . (2.35)
In (2.35) the inequality (2.32) and
∑∞
k=0 |ck|2 = 1 have been used. Thus,
∆ ≥ (E′ −E0)2 (2.36)
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is found. The square of the energy difference is always less than or equal to ∆. Another
estimate can be derived from equation (2.34). Now, the first term of the sum in (2.34) is left
out in the first step and the Ek with k ≥ 1 are replaced by E1 in the second step:
∆ =
∞∑
k=0
|ck|2(E′ −Ek)2 ≥
∞∑
k=1
|ck|2(E′ − Ek)2 ≥
∞∑
k=1
|ck|2(E′ − E1)2 . (2.37)
The occupation of the eigenstate |φ0〉 in |Ψ′〉 is
P0 = |c0|2 = 1−
∞∑
k=1
|ck|2 . (2.38)
Therefore we find that
∆ ≥ (1− P0)δE2 (2.39)
where δE = E′ − E1. From this the population of the eigenstate to Hˆ can be estimated
when the eigenstate in basis expansion has been determined,
P0 ≥ 1− ∆
δE2
. (2.40)
The level distance δE is not known exactly but can usually be approximated using the results
of the basis calculation. Equations (2.36) and (2.40) provide an estimate of the accuracy of
the basis expansion without any knowledge of the correct solution. These equations prove
that ∆ can be used as a direct measure for the quality of time-independent calculations. If
the aim is to calculate lower boundaries for the calculated energies (or expectation values)
better estimates are available [129–142, and references therein].
2.1.2 The estimate Y
Storm and Rapp [150] and Riera [151] had used the integrated quantity ∆, i.e.
∫∞
−∞∆(t)dt, as
a measure for the quality of their time-dependent calculations, which is, in general, problem-
atic as will be shown in sec. 2.1.4. Here a new estimate of the error made in time-dependent
calculations is presented. The starting point is
y(t) = 1−
∣∣〈Ψ(t)|Ψ′(t)〉∣∣ . (2.41)
This quantity is zero for the exact solution and 1 if |Ψ〉 and |Ψ′〉 are orthogonal. The time
derivative of y can be estimated as
d
dt
y = − d
dt
∣∣〈Ψ|Ψ′〉∣∣ ≤ ∣∣∣∣ ddt
∣∣〈Ψ|Ψ′〉∣∣∣∣∣∣ ≤
∣∣∣∣ ddt〈Ψ|Ψ′〉
∣∣∣∣ . (2.42)
By substituting the time-derivatives with the Schro¨dinger equations (2.1) and (2.8) one
obtains
d
dt
y ≤
∣∣∣〈Ψ|Hˆ ′ − Hˆ|Ψ′〉∣∣∣ . (2.43)
Now, the projector
Pˆ ′ = |Ψ′〉〈Ψ′| (2.44)
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is defined. In the next step, the fact that
〈Ψ|Pˆ ′
(
Hˆ ′ − Hˆ
)
|Ψ′〉 = 〈Ψ|Ψ′〉〈Ψ′|
(
Hˆ ′ − Hˆ
)
|Ψ′〉
= 〈Ψ|Ψ′〉〈Ψ′|Pˆ
(
Hˆ ′ − Hˆ
)
Pˆ |Ψ′〉
= 〈Ψ|Ψ′〉〈Ψ′|
(
Hˆ ′ − Pˆ HˆPˆ
)
|Ψ′〉
= 0 (2.45)
is employed. In (2.45) the identity Pˆ |Ψ′〉 = |Ψ′〉 has been used. With (2.45)∣∣∣〈Ψ|Hˆ ′ − Hˆ|Ψ′〉∣∣∣ = ∣∣∣〈Ψ|(1− Pˆ ′)(Hˆ ′ − Hˆ) |Ψ′〉∣∣∣ (2.46)
is substituted in (2.43). Now, Schwartz’s inequality is used to obtain
d
dt
y ≤
∣∣∣(1− Pˆ ′) |Ψ〉∣∣∣ ∣∣∣(Hˆ ′ − Hˆ) |Ψ′〉∣∣∣ . (2.47)
Using
〈Ψ|
(
1− Pˆ ′
)
|Ψ〉 = 1− ∣∣〈Ψ|Ψ′〉∣∣2 = 2y − y2 (2.48)
and ∣∣∣(Hˆ ′ − Hˆ) |Ψ′〉∣∣∣ = √∆ (2.49)
the inequality
d
dt
y(t) ≤
√
2y(t)− y(t)2
√
∆(t) (2.50)
is derived. The differential equation
d
dt
Y (t) =
√
2Y (t)− Y (t)2
√
∆(t) (2.51)
results for the upper bound Y (Y (t) ≥ y(t) for all times t). Equation (2.51) can be solved
easily by numerical propagation3 for a given ∆(t). The final basis estimate Y (t) is an upper
limit to the accuracy of the time-dependent wave function at time t. This can be used to
prove the correctness of a particular solution when Y (t) is small. The opposite is of course
not true, i.e. a large Y is not sufficient to conclude bad accuracy. Note, in contrast to
y(t) (2.41), the estimate Y (t) can become larger than one (Y ≤ 2). In addition, in contrast
to the measure ∆(t) (2.14), the estimate Y (t) is always monotonic increasing which has
advantages in the analysis of the calculated data (cf. sec. 2.1.4).
Thus, Y (t) is a new measure for the accuracy of a time-dependent calculation. It can
be used to judge the quality of time-dependent calculations as well as to compare different
basis sets. This is demonstrated in section 2.1.4.
2.1.3 The quantity ∆ in the NA-QMD theory
In [49, 128] the operator Xˆ has been given for the case of implicitly time-dependent basis
functions and TDDFT. It is4
Xˆ = Pˆ HˆPˆ − Hˆ + i(1− Pˆ )Bˆ − iBˆ+(1− Pˆ ) (2.52)
3The singular solution Y (t) = 0 for Y (t = 0) = 0 has to be avoided.
4The spin and electron indices are omitted for simplicity in the following.
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with the projectors
Pˆ =
Nb∑
αβ
|φα〉
(
S−1
)
αβ
〈φβ | (2.53)
Bˆ =
Nb∑
αβ
| d
dt
φα〉
(
S−1
)
αβ
〈φβ | (2.54)
and
(
S−1
)
αβ
the inverse of the overlap matrix
Sαβ = 〈φα |φβ 〉 . (2.55)
This operator Xˆ accounts for the difference between the full Hamiltonian Hˆ and the model
Hamiltonian Hˆ ′ constrained by the finite basis,
Hˆ = Hˆ ′ − Xˆ . (2.56)
Inserting equation (2.56) into the right hand side of the single-particle EOM
i
∂
∂t
|Ψ〉 = Hˆ |Ψ〉 (2.57)
this right hand side is split
Hˆ|Ψ〉 = Hˆ ′|Ψ〉 − Xˆ|Ψ〉 . (2.58)
The wave function |Ψ〉 has to be expanded in the local basis since the calculations are
performed in basis expansion. This implies that an accurate approximation to the initial state
has to be found before the time-dependent calculations can be performed. Only the first term,
Hˆ ′|Ψ〉, is used in the propagation with the single-particle EOM in basis expansion (1.18)
i
d
dt
aα =
∑
βγ
(
S−1
)
αβ
(Hβγ − iBβγ)aγ . (2.59)
The abbreviations (1.16) for the nonadiabatic coupling matrix and (1.19) for the Hamil-
ton matrix have been used. The second term of (2.58), Xˆ |Ψ〉, is neglected in (2.59) since
〈φα|Xˆ |Ψ〉 = 0 for all |φα〉. Thus, the basic quantity ∆ at a certain time can again be defined
as
∆(t) = 〈Ψ(t)|Xˆ2|Ψ(t)〉 . (2.60)
With (2.11) eq. (2.14) becomes
∆(t) = 〈Ψ(t)| Hˆ2 − HˆPˆ Hˆ − iHˆ(1− Pˆ )Bˆ + iBˆ+(1− Pˆ )Hˆ + Bˆ+(1− Pˆ )Bˆ |Ψ(t)〉 . (2.61)
2.1.4 Application to the hydrogen atom
The formalism to estimate the error of a finite basis expansion is in this section applied to
the hydrogen atom. As already stated above hydrogen is the optimal test system as the
choice of the basis is the only approximation that has to be made.
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The calculation of the matrix elements
The Hamiltonian is
Hˆ = Tˆ + Vˆ (2.62)
with Tˆ = −∆2 and Vˆ = −1r . Its square is
Hˆ2 = Tˆ 2 + Vˆ 2 + Tˆ Vˆ + Vˆ Tˆ . (2.63)
Thus
Sαβ = 〈φα|φβ〉 , (2.64)
Tαβ = 〈φα|Tˆ |φβ〉 , (2.65)
Vαβ = 〈φα|Vˆ |φβ〉 , (2.66)
T 2αβ = 〈φα|Tˆ 2|φβ〉 , (2.67)
V 2αβ = 〈φα|Vˆ 2|φβ〉 , (2.68)
TVαβ = 〈φα|Tˆ Vˆ |φβ〉 , (2.69)
V Tαβ = 〈φα|Vˆ Tˆ |φβ〉 (2.70)
have to be evaluated. The matrix elements are given for s-type Gaussians
φα(~r) =
(
2
πσ2α
) 3
4
e
− (~r−~Rα)2
σ2α (2.71)
centered at arbitrary points ~Rα. The matrix elements of Gaussians with angular momenta
l > 0 can be calculated from these matrix elements (see below).
The Hamilton and the Overlap matrix These matrix elements do not have to be calculated
again but can be taken from [128,158]. They are
Sαβ =
(
2σασβ
σ2α + σ
2
β
) 3
2
e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β , (2.72)
Tαβ =
(
2σασβ
σ2α + σ
2
β
) 3
2 3(σ2α + σ
2
β)− 2(~Rα − ~Rβ)2
(σ2α + σ
2
β)
2
e
− (
~Rα−~Rβ )
2
σ2α+σ
2
β , (2.73)
Vαβ =
(2σασβ)
3
2√
σ2α + σ
2
β |σ2α ~Rβ + σ2β ~Rα|
erf

 |σ2α ~Rβ + σ2β ~Rα|√
σ2α + σ
2
βσασβ

 e− (
~Rα−~Rβ)
2
σ2α+σ
2
β
(2.74)
The last matrix element is
V
|σ2α ~Rβ+σ2β ~Rα|→0
αβ = 4
√
2σασβ
π
1
σ2α + σ
2
β
e
− (
~Rα−~Rβ )
2
σ2α+σ
2
β (2.75)
for the marginal case |σ2α ~Rβ + σ2β ~Rα| → 0.
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The Hˆ2 matrix elements The matrix elements of
Hˆ2 = Tˆ 2 + Vˆ 2 + Tˆ Vˆ + Vˆ Tˆ (2.76)
have to be calculated. The following abbreviations are used,
~Rγ =
σ2α ~Rβ + σ
2
β
~Rα
σ2α + σ
2
β
, (2.77)
σγ =
σασβ√
σ2α + σ
2
β
, (2.78)
R′α,z =
~R2ασ
2
β +
~Rα ~Rβσ
2
α
|σ2α ~Rβ + σ2β ~Rα|
. (2.79)
The matrix element for Tˆ 2 is
T 2αβ = 〈φα|
∆2
4
|φβ〉
=
(2σασβ)
3
2
(σ2α + σ
2
β)
11
2
e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β (2.80)
×
[
15(σ2α + σ
2
β)
2 + 4(~Rα − ~Rβ)4 − 20(~Rα − ~Rβ)2(σ2α + σ2β)
]
.
The matrix element for Vˆ 2 is
V 2αβ = 〈φα|
1
~r2
|φβ〉
=
(
2
σασβ
) 3
2 σ2γ
√
π
Rγ
e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β e
−
~R2γ
σ2γ erfi
(
Rγ
σγ
)
. (2.81)
The term e
−
~R2γ
σ2γ erfi
(
Rγ
σγ
)
is equivalent to 2√
π
times the Dawson-Function of
Rγ
σγ
. erfi is the
imaginary error function defined as
erfi(x) =
2√
π
∫ x
0
dtet
2
. (2.82)
In the case of Rγ = 0 the matrix element is
V 2αβ(Rγ → 0) =
(
2
σασβ
) 3
2
2σγ e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β . (2.83)
The matrix element for Tˆ Vˆ is
TVαβ = 〈φα|∆
2
1
~r
|φβ〉
= −
(
2
σασβπ
) 3
2
e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β
σ3γ
~R2γσ
4
α
(2.84)
×
[(
3σ2αRγ − 2R3γ − 2R′α,zσ2γ − 2~R2αRγ −Rγσ2γ + 4R′α,zR2γ
)
π
3
2 erf
(
Rγ
σγ
)
+
(
4R′α,zRγσγ − 2R2γσγ
)
πe
−R
2
γ
σ2γ
]
. (2.85)
2.1 The error of a finite basis expansion in time-dependent calculations of atom-laser interaction27
In the case of Rγ = 0 the matrix element becomes
TVαβ(Rγ → 0) = −
(
2
σασβπ
) 3
2
e
− (
~Rα−~Rβ )
2
σ2α+σ
2
β
2πσ2γ(3σ
2
α − 2σ2γ − 2~R2α)
σ4α
. (2.86)
The matrix element for Vˆ Tˆ is
V Tαβ = TVβα (2.87)
since the basis functions are real.
Higher angular momenta In the following treatment of the error of a basis expansion
for the hydrogen atom higher angular momenta are generated by multiplying the s-type
Gaussians with factors zl 5. The matrix elements between the basis functions with l > 0 can
be calculated iteratively from the matrix elements of the s-type Gaussians [160], i.e. those
with l = 0. It is convenient to expand the Coulomb potential with Gaussian functions for the
iteration of H2αβ. The evaluation of all matrix elements containing the Coulomb potential is
thus simplified dramatically without an appreciable loss of accuracy.
The matrix element for the potential is then
Vαβ =
∑
i
αi
(
1
σiπ2
) 3
2
〈φα| exp
(
−(~r −
~RC)
2
σ2i
)
|φβ〉
=
∑
i
αiSαβi (2.88)
with
Sαβi =
(
2
σασβσ
2
i π
) 3
2
σ3δe
− (
~Rα−~Rβ )
2
σ2α+σ
2
β e
− (~Rγ−~RC )
2
σ2
i
+σ2γ , (2.89)
σδ =
σασβσi√
σ2ασ
2
β + σ
2
ασ
2
i + σ
2
βσ
2
i
. (2.90)
Accordingly the V 2αβ matrix element is a combination of four-center overlaps
Sαβij =
(
1
σiσjπ
)3( 2
σασβ
) 3
2
σ3ǫ e
− (
~Rα−~Rβ)
2
σ2α+σ
2
β e
− (~RC−~RD)
2
σ2
i
+σ2
j e
− (~Rγ−~RK)
2
σ2
K
+σ2γ (2.91)
where the Gaussians in which the potentials have been expanded are located at ~RC/D and
have the widths σi/j . The new abbreviations are
~RK =
σ2i
~RD + σ
2
j
~RC
σ2i + σ
2
j
, (2.92)
σK =
σiσj√
σ2i + σ
2
j
, (2.93)
σǫ =
σασβσiσj√
σ2ασ
2
βσ
2
i + σ
2
ασ
2
βσ
2
j + σ
2
ασ
2
i σ
2
j + σ
2
βσ
2
i σ
2
j
. (2.94)
5This is different from the dymol implementation [159] which is used for molecular calculations.
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The groundstate error of the hydrogen atom
As a first test, results of the calculation of the hydrogen groundstate are presented. It
was shown in section 2.1.1 that the quantity ∆ of a state is only zero when the state is an
eigenstate. Furthermore, it was shown that ∆ is a measure for the accuracy of the calculated
eigenstate in basis expansion 6.
In the following, the groundstate of the hydrogen atom is determined from a basis of
s-type Gaussians. The usual approach to the construction of a new basis set is to start with
an even tempered basis, i.e. the exponents form a geometric series
σi = σ1 f
i−1 (1 ≤ i ≤ N) . (2.95)
With this ansatz three parameters occur, N the number of basis functions, σ1 the smallest
width used and f the factor determining the spacing between the σi. It is convenient to
replace the parameter N with σmax which is a lower bound for the largest occurring σ. N is
then determined in such a way that σN ≥ σmax.
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Figure 2.1: Energy (top) and the measure ∆ (bottom) as a function of the number of basis functions
for f = 1.5 (black, full symbols) and f = 5 (red, half-filled symbols) and σ1 = 10
−5 a.u.
In fig. 2.1 the variation of the basis size is shown for two different factors f . The smallest
σ is kept constant and the basis size is gradually increased. Groundstate energy as well
as ∆ converge with increasing basis size. Convergence has been reached when 33 or 9
basis functions are used. Gaussians with larger σ’s do not contribute to the groundstate.
However, the benefit of using ∆ is evident. The groundstate energy converges in both cases,
6Please note, that efficient measures to determine the accuracy and the speed of convergence of stationary
states have been developed already in quantum chemistry (see e.g. [161–165])
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the measure ∆ of the converged result is 6.2 × 10−6 and 0.18 a.u., respectively. Using the
estimate (2.40) a population of the exact groundstate of at least 99% would result in a
maximum ∆ of 1.4 × 10−3 a.u. One can thus judge the quality of the obtained results
without knowing the converged result, i.e. the calculation with f = 5 is completely wrong
although convergence has been reached. The calculation with f = 1.5 results in the at least
99.9956% correct groundstate7.
In fig. 2.2 the smallest occurring σ was varied, in fig. 2.3 the factor f was changed.
In both cases the energy converges earlier than the measure ∆. As already demonstrated
above, the quality of the found solution can be controlled with the measure ∆. Furthermore,
convergence has not to be reached to obtain a groundstate of a certain quality. An at least
99% correct groundstate has been found when ∆ is less than 1.4 × 10−3 a.u. 8 This would
be reached, e.g., with f = 2, σ1 = 10
−5 a.u. and σmax = 50 a.u. Furthermore, the influence
of the expansion of the Coulomb-potential can be seen in figure 2.3: The final difference of
the groundstate energy to the real hydrogen groundstate is 7× 10−6 a.u.
The parameters f = 1.5, σ1 = 10
−5 a.u., and σmax = 50 a.u. are used for the construction
of LCAO (linear combination of atomic orbitals) bases for the remainder of the section.
Interaction with intense laser fields
The hydrogen atom is now exposed to a laser field of the form
E(t) = E0f(t) sin(ωt+ ϕ) (2.96)
The shape function f(t) is given by
f(t) =
{
sin2
(
π
2T t
)
for 0 < t < 2T
0 otherwise
, (2.97)
where T is the duration of the laser pulse, ω the frequency, ϕ the phase and E0 the amplitude.
The hydrogen atom is exposed to a 2T = 4.8 fs laser pulse with a wavelength of 253 nm
and an intensity of 1.0 × 1014 W
cm2
. In fig. 2.4, the energy 〈Ψ| − ∇22 + V |Ψ〉, the part of the
electronic density in states with positive energy, the measure ∆(t) and the estimate Y (t)
(see eq. (2.51)) are shown as a function of time for different basis sets.
Three basis sets have been used. The first basis consists only of the 1s functions. 2s
and 2pz have been added for the second basis. The third and largest basis set contains
all eigenfunctions (resulting from the chosen primary basis) up to an energy of 1 a.u. (≈
27.21 eV). It is clear, that the use of the third basis set leads to the best description of the
ongoing dynamics and the use of the first basis serves as a limiting case.
In this first case, 1s only, the energy and PE>0 are constant because no exciation is
possible. The measure ∆(t) has a small but finite value at the beginning and at the end of
the laser pulse which represents the error of the groundstate. During the laser pulse, ∆(t)
grows almost by a factor of 1000 because excitation is not possible. Accordingly, the estimate
Y (t) swiftly rises towards unity and the calculated approximate solution is only close to the
exact solution for times t < 1 fs.
7The overlap of the exact groundstate with the approximate groundstate is more than 0.999956.
8These numbers refer to the hydrogen atom.
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In the second case, 1s, 2s and 2pz, the measure ∆(t) stays smaller than in the first case
at the beginning of the laser pulse due to the better representation of the initial excitation.
However, for later times it is again as high as with the first basis set because further exci-
tation would occur and more states are needed to describe the ongoing dynamics correctly.
Correspondingly, the rise of the estimate Y (t) is delayed in comparison to the 1s-only basis.
In the last case, the largest basis set, the measure ∆(t) stays nearly at its initial value
during the first period of the laser. Afterwards it rises but remains smaller than that of the
two smaller basis sets up to 3 fs. However, the measure ∆(t) is around 3 orders of magnitude
larger after the laser pulse as compared to that of the other two cases. The reason for this is
the bad description of ionized states which cannot be represented exactly using a local basis.
This also leads to a fast increase of Y after around 2 fs. Up to that time, the calculation
using this large LCAO basis set is close to the exact solution as the overlap between the exact
solution and the calculated approximated solution is larger than 0.96 (see equations (2.51)
and (2.41)).
It is obvious, that the use of the integration of ∆(t) over time, i.e.
∫ tmax
t0
∆(t)dt, as a
measure for the quality of the calculation (as e.g. done in [149–151]) would lead to the
conclusion that the largest of the three basis sets produces the least reliable results. This
conclusion is simply wrong since the largest basis set contains the basis functions used in
each of the smaller ones. Therefore, it is in general not possible to use ∆(t) integrated over
time as a measure for the quality of the calculation.
On the other side, the estimate Y (t) does allow to compare different basis sets and judge
which produces more reliable results. As seen in figure 2.4, Y (t) is smallest for the largest
basis set at any time (in accordance with intuition and in striking contrast to the behavior
of ∆(t)). The advantage of Y (t) is that this quantity can easily be used as a measure for
the quality of the results at a given time t. In contrast, it is not possible to use the measure
∆(t) at a certain time t to judge the quality of the used basis (cf. the oscillating values of
∆(t) in figure 2.4).
In figure 2.5, the calculation with the largest LCAO basis from above is compared to
that of a qualitatively different type of basis expansion. In this expansion a small LCAO
basis (1s, 2s and 2pz) is extended with s-type Gaussian functions laid out chainlike along the
laser polarization axis [50]. These functions are defined by the width σ of each Gaussian,
σ [a.u.] d [a.u.] n
3.57 2.47 9
4.58 3.41 9
5.25 3.76 7
6.31 4.40 7
7.70 8.32 5
Table 2.1: The parameters (σ of the respective chain, distance between neighboring functions of
the same chain and number of Gaussians used in that chain) of the 5 chains of s-type
Gaussians laid out along the laser polarization axis bases are shown. All chains were
positioned to have the hydrogen atom in the center.
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the distance d between neighboring Gaussians with the same σ and the number of Gaussians
n. The parameters of this basis are given in table 2.1. These additional basis functions are
referred to as “chains” in the following. Both basis sets have nearly the same size Nb = 48
and Nb = 40, respectively. Their geometric properties, however, are qualitatively different.
The resulting total energies E are almost identical in both calculations (see figure 2.5).
However, the total populations in states with positive energy PE>0, i.e. the ionization
probabilities, differ slightly for times later than 3.5 fs. In that case, both quantities ∆(t) and
Y (t) indicate that the chain like basis will lead to more reliable results.
Comparison with other calculations
However, in contrast to the oscillating behavior of ∆(t) in figure 2.5 , the monotonic and
nearly equal estimates Y (t) for both basis sets at small times (t ≤ 1.5 fs) allow to predict equal
results for both basis sets for short or weak laser pulses, i.e. for small ionization probabilities.
For longer pulses the chain like basis is expected to provide better results. In addition, a
small value of Y (t)≪ 1 guarentees a relatively high accuracy of the results and, thus, allows
to reduce drastically the basis size in actual calculations. To demonstrate both aspects we
compare the results of our calculations with the high precision data of Hansen et al. [37].
In these calculations [37] nearly 3000 basis functions were used which is about two orders of
magnitude larger as compared to our sizes (48 respectively 40 basis functions). In figure 2.6,
the calculated populations of states with positive energy (i.e. the ionization probabilities)
are plotted as functions of the laser duration T for two frequencies (ω = 0.55 a.u. and
ω = 0.18 a.u.) and two intensities (I = 3.8 × 1015 W/cm2 and I = 8.78 × 1013 W/cm2).
Evidently, as long as the laser pulses are quite short and/or the intensity is low, the agreement
between our results obtained with both basis sets and those of Hansen et al. is good. Good
agreement is found also for ω = 0.18 a.u. (λ = 253 nm) for long pulse lengths when the chain
basis is used, as expected from the discussion above. The differences between our calculations
and that of Hansen et al. [37] for the large frequency ω = 0.55 a.u. at high intensities are
due to the fact that our relatively small basis does not contain enough energetically high
lying states.
2.1.5 Conclusions
A new method to evaluate the error made with a finite basis expansion has been proposed.
To this end, the estimate Y (t) has been defined. The method was applied to the hydrogen
atom in intense laser fields and it was shown that it can be used to compare different basis
sets without knowing the converged result. Furthermore, we have shown that in general it
is not possible to use ∆ integrated over time as an estimate.
The method was then used to find relatively small basis sets suitable for the description of
ionization dynamics for which in addition all matrix elements can be calculated analytically.
The requirements on the basis set could be studied and the following conclusions can be
drawn,
(i) the initial ionization dynamics can by described with a sufficiently large LCAO basis,
i.e. with lmax ≥ 4,
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(ii) the addition of the so-called chains leads to a further improvement of the results, allows
to use smaller LCAO basis sets and is an alternative to the use of basis functions with
high angular momenta and
(iii) it is in any case necessary to introduce absorbing boundary conditions to extend the
description to longer times.
Absorbing boundary conditions in basis expansion are introduced in the next section. In the
subsequent molecular calculations a large basis of Gaussian functions or a large LCAO basis
located at the nuclei is combined with additional basis functions located at other points in
space. However, in contrast to the LCAO basis used in this section only basis functions
with l ≤ 2 will be used in the following molecular calculations 9. The parameters for the
additional basis functions were obtained on the hydrogen atom using the measure ∆(t) and
the estimate Y (t) for all calculations presented in this work.
9It is necessary for the rotation of the matrix elements to use spherical harmonics with all possible m
values for a given l (see [128]). This is in principle not necessary in calculations in which the molecule does
not rotate and where therefore no rotation of the matrix elements needs to be performed. Yet, l ≤ 2 is always
used to change the atomic basis sets as little as possible. The problems are the following: First, the basis size
rapidly increases with increased lmax since one Gaussian for the radial function leads to 3 basis functions for
l = 1 but already to 9 for l = 4. And second, the basis functions located at either nucleus overlap and the
overlap matrix becomes “more singular”, i.e. the smallest eigenvalue becomes smaller, with increasing basis
size. This eventually generates numerical problems.
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2.2 Absorbing boundary conditions in basis expansion
As noted in the preceding section the description of ionization processes with a local basis is
limited in the sense that very large basis sets are necessary to obtain a good approximation
for the outgoing electron for long times and in large distances from the nuclei. E.g., a basis
set of nearly three thousand functions has been used for the description of the ionization
of the hydrogen atom [37]. In fact, the dynamics of the outgoing electrons are not even
of interest here once the electrons have left the vicinity of the nuclei since the molecular
dynamics are not influenced by electronic density which is that far away from the nuclei.
Therefore and in analogy to calculations on grids (see e.g. [40,166,167]) absorbing boundary
conditions are introduced in this section. In [50] the coefficients of the electronic wavefunction
were manipulated directly. Instead of such an ad-hoc manipulation of the coefficients an
imaginary potential will be defined this time. Due to this potential electronic density is
absorbed in states with positive energy. This potential is first introduced for the Schro¨dinger
case in section 2.2.1. It is then shown in section 2.2.2 that the same formalism has to be
applied in many-electron calculations using TDDFT or the density matrix formulation given
in section 1.4. Afterwards the absorber is tested on the hydrogen atom in intense laser fields
in section 2.2.4 and on aligned H+2 in intense laser fields in section 2.2.5. In both cases the
results are compared to existing reference calculations [37,40].
2.2.1 The Schro¨dinger equation and basic idea
First, absorbing boundary conditions are introduced for the general case of the Schro¨dinger
equation
i
∂
∂t
|Ψ〉 = Hˆ(t) |Ψ〉 (2.98)
where the Hamiltonian
Hˆ(t) = Tˆ + Vˆ (t) (2.99)
consists of the operator for the kinetic energy Tˆ and the potential Vˆ which includes the two-
body interaction. Thus, |Ψ〉 represents the, in general, many-particle wave function. The
absorbing boundary conditions are incorporated via an imaginary potential. The Hamilto-
nian is thus modified,
Hˆabs(t) = Hˆ(t)− iVˆabs(t) (2.100)
where Vˆabs is the absorbing potential. With a hermitian Vˆabs such an operator Hˆabs is not
hermitian and therefore the norm is not conserved, i.e.
d
dt
〈Ψ|Ψ〉 = 〈Ψ|iHˆ∗abs − iHˆabs|Ψ〉
= −2〈Ψ|Vˆabs|Ψ〉 . (2.101)
A semi-positive definite Vˆabs leads to the desired effect of norm reduction, i.e. the derivative
in (2.101) is negative or zero.
The balance of the total energy
E(t) = 〈Ψ(t)|Hˆ(t)|Ψ(t)〉 (2.102)
36 2 Theory
is changed if the absorber potential is used in the propagation of |Ψ〉, i.e.
d
dt
E = 〈Ψ| d
dt
Vˆ |Ψ〉+∆abs (2.103)
with
∆abs = −〈Ψ|VˆabsHˆ + HˆVˆabs|Ψ〉 . (2.104)
The additional term is due to the absorber potential and changes the energy balance. Its
actual effect depends on the definition of the potential Vˆabs.
Introducing the time-dependent eigenfunctions |χa〉 to Hˆ
Hˆ(t)|χa(t)〉 = Ea(t)|χa(t)〉 (2.105)
an absorbing potential can be defined as
Vˆabs =
∞∑
a=1
fa|χa〉〈χa| . (2.106)
The states |χa〉, sometimes called “field-following” adiabatic states [168, 169], form an or-
thonormal set. With the definition of Vˆabs these states |χa〉 are also eigenstates to Hˆabs
Hˆabs(t)|χa(t)〉 = (Ea(t)− ifa)|χa(t)〉 (2.107)
but lead to imaginary eigenenergies, i.e. finite lifetimes. The factors fa determine the
strength of the absorber at a certain energy and are discussed in section 2.2.3. The wave
function |Ψ(t)〉 is now expanded also in these eigenfunctions
|Ψ〉 =
∞∑
a=1
aa|χa〉 . (2.108)
Inserted into the time-derivative of the norm (2.101) this yields
d
dt
〈Ψ|Ψ〉 = −2
∞∑
a=1
|aa|2 fa (2.109)
and the additional term ∆abs (2.104) of the energy balance becomes
∆abs = −2
∞∑
a=1
|aa|2 faEa . (2.110)
From equation (2.109), one can see that the absorber potential decreases the norm of ar-
bitrary wave functions |Ψ〉 only, if all fa ≥ 0. Furthermore, it has to be guaranteed that
electronic density in bound states is not affected by the absorbing potential. In calcula-
tions on spatial grids this is approximately satisfied by applying the absorbing boundary
conditions far away from the nuclei (see e.g. [40, 166, 167]). In basis expansion (2.108), this
condition can naturally be fulfilled if the time-dependent eigenvalues fa of Vˆabs (2.106) are
chosen to be
fa =
{
fa = 0 if Ea ≤ 0
fa > 0 if Ea > 0
, (2.111)
i.e. the absorbing potential acts only on states in the continuum. Thus, ∆abs is always zero
or negative if the potential is defined as in (2.106) and if the fa meet the criterion (2.111).
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2.2.2 The absorber in the NA-QMD
So far it has been shown, how to introduce absorbing boundary conditions, if the Schro¨dinger
equation is used. In the following, it is demonstrated how to introduce an absorbing potential
within the NA-QMD formalism.
Again an imaginary potential is added to the (in this case) effective Hamiltonian. The
single-particle EOM (1.18) is thus modified to
d
dt
ajσα = −
Nb∑
βγ
(
S−1
)
αβ
(
iHσβγ + V
σ
abs,βγ +Bβγ
)
ajσγ j = 1, . . . ,N
σ (2.112)
with
V σabs,αβ =
〈
φα
∣∣∣Vˆ σabs∣∣∣φβ〉 (2.113)
the matrix element of the additional absorber potential introduced here and still to be defined
(see below).
Please note, that the EOM (2.112) are exactly the same for TDDFT [49,128] and time-
dependent density matrix theory (see section 1.4 and [72,128]). The difference between both
approaches consists in the calculation of the matrix elements Hσαβ. Thus, the whole following
discussions and derivations belong simultaneously to both approaches.
First, the time-dependence of the norm (i.e. the total number of electrons in this case)
d
dt
N =
d
dt
∑
σ=↑, ↓
Nσe∑
j=1
Nb∑
αβ=1
ajσ∗α a
jσ
β Sαβ =
∑
jσαβ
(
dajσ∗α
dt
ajσβ Sαβ + a
jσ∗
α
dajσβ
dt
Sαβ + a
jσ∗
α a
jσ
β
dSαβ
dt
)
(2.114)
is considered. Replacing ddta
jσ∗
α and
d
dta
jσ
β by equation (2.112) and its complex conjugate
and using
dSαβ
dt
=
〈
d
dt
φα |φβ
〉
+
〈
φα
∣∣∣∣ ddtφβ
〉
= B+αβ +Bαβ (2.115)
equation (2.114) can be cast into the form
d
dt
N = −
∑
jσαβγδ
(
S−1
)
αγ
(
−iHσγδ + V σabs,γδ +B+γδ
)
ajσ∗δ a
jσ
β Sαβ
−
∑
jσαβγδ
(
S−1
)
βγ
(
iHσγδ + V
σ
abs,γδ +Bγδ
)
ajσ∗α a
jσ
δ Sαβ
+
∑
jσαβ
(
Bαβ +B
+
αβ
)
ajσ∗α a
jσ
β . (2.116)
After some index arithmetics it results
d
dt
N =
∑
jσαβ
(
−2V σabs,αβ −B+αβ −Bαβ +Bαβ +B+αβ
)
ajσ∗α a
jσ
β
= −2
∑
jσαβ
V σabs,αβγ
σ
βα . (2.117)
The time derivative (1.34) of the total energy (1.27) can be evaluated as in section 1.4
but the additional term in (2.112) leads to an additional term in equations (1.37) and (1.38),
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i.e.
∑
σ=↑,↓
Nb∑
αβ
∂E
∂γσβα
dγσβα
dt
= −
∑
σ=↑,↓
Nb∑
αβγδ
Ne∑
j=1
(
(
S−1
)
αγ
(
−iHσγδHσαβ + V σabs, γδHσαβ +B+δγHσαβ
)
ajσ∗δ a
jσ
β
+
(
S−1
)
βγ
(
iHσγδH
σ
αβ + V
σ
abs, αβH
σ
γδ +BγδH
σ
αβ
)
ajσδ a
jσ∗
α
)
(2.118)
= −
∑
σ=↑,↓
Nb∑
αβγδ
(
V σabs, αγ
(
S−1
)
γδ
Hσδβ +H
σ
αγ
(
S−1
)
γδ
V σabs, δβ
)
γσβα
−
∑
σ=↑,↓
Nb∑
αβγδ
(
B+αγ
(
S−1
)
γδ
Hσδβ +H
σ
αγ
(
S−1
)
γδ
Bδβ
)
γσβα . (2.119)
Therefore, a new term emerges also in the time derivative of the total energy (1.39)
d
dt
E =
∫
ρ(~r, t)
∂VL(~r, t)
∂t
d3r −
Ni∑
A=1
ZA
∂VL(~RA, t)
∂t
+∆abs (2.120)
with
∆abs = −
∑
σ=↑,↓
Nb∑
αβγδ
(
V σabs, αγ
(
S−1
)
γδ
Hσδβ +H
σ
αγ
(
S−1
)
γδ
V σabs, δβ
)
γσβα . (2.121)
The last term ∆abs in (2.120) is evidently induced by the imaginary potential and arises only
from the electronic part of the total energy. It is noted explicitely, that the non-adiabatic
coupling matrix Bαβ (1.16), which at first glance seems to act equivalently to the absorbing
part V σabs, αβ in (2.112), does not affect the energy balance because these terms are canceled
out in the calculation of dEdt due to the classical EOM as it should be and as it is shown
in [49,128].
The general results (2.117) and (2.121) are equivalent to (2.101) and (2.104). They are
valid for any absorbing potential Vˆ σabs and any basis set {|φα〉}. The same holds for the
EOM (2.112). However, physically, any choice of Vˆ σabs must guarantee that the absorption is
only applied to that part of the density which belongs to the continuum. This is equivalent
to the requirement that norm and energy are decreased for any arbitrary density (cf. also
with section 2.2.1), i.e. that
∆abs ≤ 0 and d
dt
N ≤ 0 ∀ ajσα . (2.122)
In order to realize that, the general idea presented in section 2.2.1 is used.
To this end, the single-particle wave functions |Ψjσ〉 are expanded in the, now, effective
single-particle “field-following” adiabatic states, i.e. (cf. equation (2.108))
|Ψjσ〉(t) =
Nb∑
a=1
ajσa (t)|χa〉(t)) with j = 1 . . . Nσe , σ =↑, ↓ . (2.123)
with |χσa(t)〉 defined as (cf. equation (2.105))
〈χσa(t)|χσb 〉(t) = δab , (2.124)
〈χσa(t)|Hˆσeff(t)|χσb 〉(t) = ǫσa(t)δab . (2.125)
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The absorber potential is formally constructed as before (cf. equation (2.106))
Vˆ σabs =
Nb∑
a=1
fσa |χσa〉〈χσa | . (2.126)
In principle, the expansion coefficients ajσa can be obtained from the EOM (2.112) written for
the basis (2.123). In this case, the basis functions themselves would depend on the effective
Hamiltonian Hˆσeff. Alternatively, and this is done in the present work, one may also determine
the coefficients ajσa by solving (2.125) as a generalized eigenvalue problem and making use
of transformations between the basis sets (2.123) and (1.11) (see appendix A).
In the basis (2.123) and with the absorber (2.126) the derivative of the norm (2.117)
becomes
d
dt
N = −2
∑
σ=↑,↓
Nσe∑
j=1
Nb∑
a=1
V σabs, aa
∣∣ajσa ∣∣2 (2.127)
and the additional term (2.121) of the energy balance (2.120) is
∆abs = −2
∑
σ=↑,↓
Nσe∑
j=1
Nb∑
i=a
V σabs, aaǫ
σ
a
∣∣ajσa ∣∣2 . (2.128)
Thus, both quantities are always zero or negative if
V σabs, aa = f
σ
a =
{
0 for ǫσa ≤ 0
≥ 0 for ǫσa > 0
. (2.129)
Apparently, this choice of the absorber potential guarantees the physical requirement, namely,
that density is removed only from states which contribute to the continuum. The eigenvalues
fa have still to be determined which will be done in the next section.
2.2.3 The parameters of the absorber
The fa are directly connected to the lifetime τa of the states |χa〉 if the Hamiltonian Hˆ is
time-independent, i.e.
fa = +
1
2τa
. (2.130)
The quantities τa are used here for an appropriate parameterization of fa. It is natural to as-
sume that the lifetimes increase smoothly with energy. Thus, the lifetimes are parameterized
according to
τa =


∞ ǫa ≤ 0 a.u.
τmin
sin2
“
ǫaπ
2Eref
” 0 < ǫa < Eref
τmin ǫa ≥ Eref

 (2.131)
where the ǫa are the “field-following” time-dependent energies (2.125) and τmin and Eref are
two parameters still to be determined.
Before using the absorbing potential in calculations, the parameters of the absorber are
discussed. In figure 2.7 the resulting τ(E) (see eq. (2.131)) are plotted for different parameter
pairs. τ is the time that would be needed to reduce the otherwise unperturbed population
in a state to 1/e. It is therefore a direct measure for the strength of the absorber at a certain
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energy: The smaller the τ the stronger the absorption is. First, the reference energy Eref is
kept constant and only the minimal decay time τmin is varied. It is observed that changing
τmin directly changes the strength of the absorber. From (2.131) it is apparent that a change
of τmin applies the same proportional change to the absorption in all states. The variation of
the reference energy Eref with a constant τmin is shown on the right hand side of figure 2.7.
Eref determines the energy range in which the absorbing potential is “switched on”. Thus,
an increased Eref in general means less absorption.
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Figure 2.7: τ(E) (see eq. (2.131)) as a function of the energy for different values of the parameters
Eref and τmin and with constant Eref (left) and constant τmin (right).
The hydrogen atom is now exposed to a sin2 laser pulse (eq. (2.97), p. 30). In figure 2.8
the norm of the electron is shown when different parameters for the absorber are used.
Figure 2.9 shows the population of states with positive energy for the same calculations.
For Eref = 1 a.u. most absorption, i.e. the lowest final norm, is found for the smallest
τmin. In this case also the residual population in states with positive energy PE>0 after the
calculation shows the same order: almost no population is left when the smallest τmin is
used, and increasing τmin leads to an increasing residual population in ionized states. It can
be concluded that a large population in states with positive energy after the laser pulse is a
signature of a overly weak absorber.
Now, τmin = 0.1 a.u. and Eref = 0 . . . 1 a.u. is considered. The absorption is in principle
stronger if Eref is smaller (compare with figure 2.7). However, a contrary behavior is observed.
Namely, less electronic density is absorbed and the final norm increases if Eref is decreased.
Yet, the residual population PE>0 after the laser pulse is in these cases (within the precision
of the calculations) zero. The same behavior is also observed for τmin = 1 a.u. and Eref ≤
0.3 a.u. In these cases a suppression of excitation due to a too strong absorber is observed.
To illustrate this somewhat exceptional, quantum mechanical property a two level system
i
d
dt
a1(t) = E1(t)a1(t) +H12(t)a2(t) , (2.132)
i
d
dt
a2(t) = E2(t)a2(t) +H12(t)a1(t) (2.133)
is considered, where a1/2 are the expansion coefficients of the two states, E1/2 the energies
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Figure 2.8: Norm as a function of time for a 2.4 fs laser pulse with a frequency of 0.18 a.u. (∼
253 nm), an intensity of 1 · 1014 W
cm2
for different absorber parameters. The chain basis
given in tab. 2.1, p. 32 has been used for these calculations. The orange arrow indicates
the peak, i.e. the middle, of the laser pulse.
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Figure 2.9: Population in states with positive energy for the calculations of figure 2.8
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and H12 is the coupling matrix element. It is assumed without loss of generality that the
basis states |Φ1〉 and |Φ2〉 are orthogonal. The population of the first state |a1|2 is constant
if the absorption in the second state is so strong that a2 = 0 for all times, i.e.
d
dt
|a1(t)|2 = iH12(t)(a2(t)∗a1(t)− a1(t)∗a2(t)) = 0 if a2(t) = 0 ∀t . (2.134)
Obviously, in this case, the absorber completely prevents any excitation.
The requirements for the absorber parameters can now be formulated: (i) The absorption
has to be strong enough so that the residual population in states with positive energy at the
end of the calculation is small. (ii) It should also be strong enough to avoid modifications of
the electron dynamics by the boundary of the Hilbert space that is described with the finite
basis set. (iii) The absorber should be weak enough so that the electron dynamics are only
modified in such a way that the ionized part of the density is absorbed. These conditions are
similar to those that have to be satisfied by absorbing boundary conditions on spatial grids.
There, the absorber has to be strong enough to prevent the reflection of electronic density at
the boundary of the grid but gentle enough to prevent reflection at the absorber [170]. From
figures 2.8 and 2.9 it can be concluded that a large range of τmin/Eref combinations might
be used in practical calculations. For the laser parameters of figures 2.8 and 2.9 a final norm
between 0.924 and 0.932 is found. Thus, the error of the calculated ionization probability
(7.4 ± 0.4 %) can be estimated to ≈ 1/18 ≈ 5 %.
Eref is chosen to be 0.3 a.u. in the following because the energy spectra in typical
molecular calculations (see e.g. section 2.2.5) are dense up to this energy. As a next step the
τmin has to be chosen. It is obvious from figure 2.9 that 1 a.u. ≤ τmin ≤ 5 a.u. To be on the
safe side, i.e. to rather make the absorber a bit to weak, a τmin of 4.76 a.u. has been chosen.
However, usually longer pulse durations than in the calculations shown in figures 2.8 and 2.9
will be used and the small residual population can then be expected to be even smaller.
2.2.4 The atomic benchmark system: The hydrogen atom
As a next step the calculations from section 2.1.4 are repeated with the absorbing poten-
tial. In fig. 2.10 the resulting ionization probabilities are plotted as a function of the pulse
duration. The ionization probability is now defined as
Pion = 1−N(tfinal) (2.135)
where N(tfinal) is the norm of the electron at the end of the calculation with tfinal = 2T +
500 a.u. The additional time interval of 500 a.u. ensures that the norm has definitely
reached its plateau after the laser pulse (compare with fig. 2.8). The agreement between
the present calculations and those of Hansen et al. [37] is extremely good. In comparison to
the calculations without absorbing boundary conditions (fig. 2.6, p. 34), where reasonable
results were only obtained for short or weak laser pulses, the absorber has greatly extended
the range of validity of the calculations.
Thus, it is possible to use a small basis set together with absorbing boundary conditions
instead of an accurate treatment of the continuum. This is of special importance for molec-
ular many-electron calculations. For these systems it is essential to use small basis sets and,
thus, to introduce absorbing boundary conditions.
2.2 Absorbing boundary conditions in basis expansion 43
10-3
10-2
10-1
100
io
ni
za
tio
n 
pr
ob
ab
ili
ty
Hansen et al. (2936)
1s-2p & 5 chains (40)
l
max
=4, E
max
=1 a.u. (48)
10 100
T [a.u.]
10-3
10-2
10-1
100
io
ni
za
tio
n 
pr
ob
ab
ili
ty
I=8.78x1013 W/cm2
I=3.8x1015 W/cm2
ω=0.18
I=8.78x1013 W/cm2
I=3.8x1015 W/cm2
ω=0.55
Figure 2.10: Ionization probability of H(1s) as function of laser duration for ω = 0.55 a.u. (top)
and ω = 0.18 a.u. (bottom) and two laser intensities (8.78 × 1013 W
cm2
(lower curves)
and 3.8×1015 W
cm2
(upper curves)). The results of Hansen et al. [37] have been included
for comparison. The parameters of the basis sets were chosen as in fig. 2.6, p. 34. The
parameters of the absorber are τmin = 4.76 a.u. and Eref = 0.3 a.u. The numbers in
brackets in the legend denote the basis size.
2.2.5 The molecular benchmark system: The aligned hydrogen molecular ion
H+2
Next, the absorber is tested on the molecular benchmark system, pre-aligned H+2 , i.e. the
molecular axis is oriented parallel to the electric field of the laser and, thus, the nuclear
motion is restricted to this axis. Full quantum mechanical calculations have been performed
by Chelkowski et al. [40] for this system and a comparison with these results can be made.
The basis set that is used in the H+2 calculations is, again, a combination of a local basis
centered at each of the two nuclei and a chain of additional s-type Gaussians located along
the laser polarization axis. As basis functions Gaussians are used,
φAilm(~r
′) = N Ylm(θ′, φ′) e
− r′2
σ2
i . (2.136)
In (2.136) Ylm are the spherical harmonics, N is a norm constant, σi, l and m are parameters
of the basis functions and ~r ′ = ~r − ~RA where ~RA is the center of the basis function (see
e.g. [128]). At each of the two nuclei a basis set that consists of such Gaussians is located.
The σi have been calculated according to eq. (2.95), p. 28. The used parameters are given in
tab. 2.2. With this basis set the atomic as well as the molecular groundstate are described
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extremely well. Furthermore, a good description of the excited states of H+2 is achieved with
this basis set (see fig. 2.11). Unfortunately, the use of this and other uncontracted basis sets
leads also to high energetic artifacts that prolong time-dependent calculations. It is shown
in appendix B how to bypass this problem.
l f σ1 [a.u.] σmax [a.u.] N
0 1.7 0.05 3.487 9
1 1.7 0.8473 4.162 4
2 1.7 1.7191 4.968 3
Table 2.2: Gaussian basis centered at each of the protons of H+2 . The parameters given are those
of equation (2.95), p. 28.
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Figure 2.11: Eigenstates of the hydrogen atom (left) and hydrogen molecular ion at a internuclear
distance R = 2 a.u. (right) obtained by diagonalization of the Hamilton matrix. A
LCAO basis with σ1 = 10
−3 a.u., σmax = 50 a.u., f = 1.6 and lmax = 2 has been used
for the reference calculation. The number of basis functions located at each proton is
225 in the reference calculation and 36 for the basis given in tab. 2.2.
The parameters of the additional chain of s-type Gaussians, that is laid out symmetrically
to the origin along the z-axis, are given in tab. 2.3. These additional functions have nearly
no influence on the already excellent description of the groundstate and the lowest excited
states. They do, however, improve the description of highly excited and ionized electronic
states (see fig. 2.12) and a dense level structure around E = 0 results.
The groundstate surface is given in fig. 2.13. The minimum of the potential is at R0 =
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Figure 2.12: Electronic eigenenergies of H+2 as a function of the internuclear distance
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Figure 2.13: Groundstate curve of H+2 (black) and vibrational levels (thin red lines, thick blue line
for ν = 6)
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σ [a.u.] d [a.u.] n
5.54 3.7 21
Table 2.3: Parameters of the chain of s-type Gaussians laid out along the z axis, see also tab. 2.1,
p. 32.
1.9975 a.u. and E0 = −0.60246 a.u. It is necessary to introduce vibrational levels because
the calculations of Chelkowski et al. [40] had been performed with the H+2 initially in the
6th vibrationally excited state. This is done with the Bohr-Sommerfeld formula∮
pdx = (n+ n0)× h (2.137)
where n is the quantum number, h is Plancks constant and n0 is a constant that depends
on the potential. This constant is known to be nharm. osc.0 = 0.5 for the harmonic oscillator.
This value is used because the groundstate surface is harmonic near the minimum. The
vibrational levels that were calculated using (2.137) have been included in fig. 2.13.
The H+2 is now exposed to the quasi-cw laser from [40]. This laser has a short turn-on of
1 fs. The shape is afterwards kept constant. The frequency is ω = 0.21 a.u = 5.71 eV and
the intensity is 3.5 × 1013 W/cm2. Very efficient molecular stabilization had been proposed
using Floquet theory [171] for a cw-laser with these parameters. To obtain probabilities
1000 trajectories were calculated and the results were averaged. The initial conditions of
the trajectories were chosen in such a way that initially the classical distance distribution in
the 6th vibrationally excited state was reproduced 10. Probabilities are always defined as an
average over the respective quantity for a single trajectory, i.e.
P<quantity> =
1
n
n∑
i=1
P i<quantity> . (2.138)
The ionization probability for one trajectory is defined as the missing part of the norm, i.e.
P iion(t) = 1−Ni(t) . (2.139)
This definition differs from the definition in [40] where the ionization probability was defined
as the amount of electronic density outside a cylinder of |z| < 32 a.u. Cylinder-coordinates
(z, ρ, φ) have been used in [40] to exploit the symmetry of the problem and z is the coordinate
in the direction of the electric field. Additionally, a fragmentation probability is defined
P ifrag(t) =
{
0 for R(t) < RD
1 otherwise
. (2.140)
RD = 9.5 a.u. has been taken from [40]. In accordance with Chelkowski et al. a dissociation
probability, i.e. fragmentation without ionization, is defined
P idiss(t) = (1− P iion(t))P ifrag(t) . (2.141)
10Without laser field this distribution would stay constant for in principle arbitrarily long times.
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Figure 2.14: Ionization probability averaged over 1000 trajectories for H+2 exposed to a quasi-cw
laser (see [40, 158]) of an intensity of 3.5 × 1013 W/cm2, a wavelength of 212 nm
(ω = 0.21 a.u.) and a turn-on time of 1 fs as a function of time.
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Figure 2.15: Dissociation probability for the same laser parameters and averaging procedure as
figure 2.14.
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In figure 2.14 the resulting ionization probability is shown in comparison to the full
quantum mechanical results of Chelkowski et al. [40]. The present calculations result in an
ionization probability that is slightly higher than the full quantum mechanical result. This is
due to the different definitions of the ionization probability. The above defined absorber can
act also in the vicinity of the nuclei, while electronic density can only be counted as ionized
in large distances from the center of the system in full quantum mechanical calculations on
grids [40]. Therefore, the onset of ionization is earlier in the present calculation, and the
ionization probability must be higher than the result of Chelkowski et al. After 12 fs the
ionization probabilities have a nearly linear slope and the NA-QMD curve is nearly parallel
to the curve from [40]. Regarding the uncertainties resulting from the different definitions
of absorbing boundary conditions, all in all, very good agreement between the present and
the full quantum mechanical calculation is found.
In figure 2.15 the associated dissociation probability is shown. Due to the classical
description of the nuclei, the onset of fragmentation is delayed in the NA-QMD calculation
in comparison to the full quantum mechanical results. Afterwards, the same behavior is
observed, i.e. first a steep rise and after 18 fs the dissociation probability seems to run into
a plateau. In spite of this qualitative agreement, the present calculation overestimates the
dissociation probability by 0.08. This might be due to the classical initial distribution of the
internuclear distance (see also section 2.3).
2.2.6 Conclusions
Absorbing boundary conditions in basis expansion have been introduced in this section. A
condition for the absorbing boundary conditions in many-electron calculations was presented
and used to define an absorbing potential for many-electron calculations. The absorbing
boundary conditions have been tested on two system for which reference calculations exist.
In the first case, atomic hydrogen, excellent agreement with the reference calculations is
found. In the second case, laser aligned H+2 , the ionization probabilities are in very good
agreement. Furthermore, the difference in the ionization probability between the present NA-
QMD calculations and the full quantum mechanical reference calculations can be assumed
to (at least partly) originate from the different definitions of the ionization probability.
In the following, the absorber is used in molecular calculations.
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2.3 Approximative electron-nuclear correlations in mixed
classical-quantum calculations
The results of the NA-QMD calculations presented in the last section agree excellently with
available benchmark calculations. In particular, the classical description of the nuclei used in
the NA-QMD provides a good approximation in high energetic collisions and in calculations
to laser induced dynamics for short times. However, the nuclear dynamics depend strongly
on the used basis set if the H+2 calculations of the last section are repeated for longer times.
In particular, very efficient molecular stabilization is found when a minimal basis set is
used [49,158], while stabilization is only indicated in calculations using a large basis set (see
e.g. [158]). The reason for this might be the electron-nuclear correlations, which are missing
in the NA-QMD formalism.
Numerous approaches to include the missing electron-nuclear correlations into mixed
classical-quantum methods have been made. The first was the so-called Tully-hopping [74,
75]. In this approach the nuclear system is propagated on one Born-Oppenheimer (BO) sur-
face until it reaches a region of sufficiently strong interaction and is then either split into one
trajectory on each surface or randomly set onto one of the surfaces. This approach has e.g.
been applied to ion-atom collisions [74] or collisions on surfaces [75]. A very similar approach
has been made by Martinez et al. [172] with the so-called ab-initio multiple spawning. How-
ever, the electronic surfaces are there calculated on-the-fly with ab-initio quantum chemistry
methods and the nuclei are represented with Gaussian wavepackets. This method has e.g.
been applied to the theoretical description of Raman-spectroscopy [172]. An alternative ap-
proach is the ab-initio path integral formalism [173], where the path-integral formalism for
the nuclei is combined with ab-initio quantum chemistry methods for the electronic system.
It has e.g. been used for the examination of the proton transfer in water [174]. Even a refor-
mulation of the mixed classical-quantum description using the Bohmian particle [175, 176]
or an explicit yet approximate treatment of the electron-nuclear correlation [177] has been
used.
In this section, an extension of the NA-QMD (section 1.4) is presented with the aim
to improve the description of nuclear dynamics for long times when treating molecules in
intense laser fields. The problem with the approaches listed above is that they either do not
fit into the existing NA-QMD framework or that they would require the knowledge of excited
(in general many-electron) states in intense laser fields. These so-called Floquet-states can
be determined for H+2 and cw-lasers (see [13, and references therein]). However, there exists
no solution for this problem when more electrons and laser pulses with varying shape (like
experimentally used pulses) are considered.
The extension to the NA-QMD is motivated and described in section 2.3.1. A comparison
with full quantum mechanical calculations is made in section 2.3.2. The calculations of
Chelkowski et al. [40] have been repeated for longer times for this [178].
2.3.1 Electron-nuclear correlation
To illustrate the approximations made with a mixed classical-quantum description of an
atomic many-body system the derivation of the equations of motion (EOM) for such a
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system from a fully quantum mechanical approach is shown. As the first step, the total
wavefunction of the system is written as a product wavefunction
χ(~R01, . . . ,
~R0Ni , ~r1, . . . , ~rNe , σ1, . . . , σNe , t) =
= ϕ(~R01, . . . ,
~R0Ni , t)×Ψ(~r1, . . . , ~rNe , σ1, . . . , σNe , t) (2.142)
with ~R0A the nuclear coordinates of the Ni nuclei, ~ra the electronic coordinates and σa the
spins of the Ne electrons. Then, the nuclear wavefunction ϕ is again written as a product
ϕ(~R01, . . . , ~R
0
Ni , t) = ϕ1(
~R01, t) . . . ϕNi(
~R0Ni , t) (2.143)
and the nuclear wavefunctions ϕA are specified as
ϕA(~R
0
A, t) = gA(~R
0
A − ~RA(t))× exp
{
i~PA(t)(~R
0
A − ~RA(t))
}
(2.144)
where now only the centers of the nuclear wavefunction ~RA and the momenta ~PA are time
dependent. The functions gA are e.g. Gaussians with a fixed width. The total wavefunction
of the system is then
χ = G× E ×Ψ (2.145)
with the abbreviations
G = g1(~R
0
1 − ~R1(t))× · · · × gNi(~R0Ni − ~RNi(t)) (2.146)
E = exp
{
i
Ni∑
A=1
~PA(t)(~R
0
A − ~RA(t))
}
(2.147)
Ψ = Ψ(~r1, . . . , ~rNe , σ1, . . . , σNe , t) . (2.148)
The Hamiltonian
Hˆ =
Ni∑
A=1
− 1
2MA
∂2
∂ ~R0A
2
+
Ne∑
a=1
−1
2
∂2
∂~r2a
+ VR(~R
0
{A}, t) + V (~R
0
{A}, ~r{a}, t) (2.149)
is split into the Hamilton operator for the nuclei
HˆR =
Ni∑
A=1
− 1
2MA
∂2
∂ ~R0A
2
+ VR(~R
0
{A}, t) (2.150)
and the electronic rest
Hˆe =
Ne∑
a=1
−1
2
∂2
∂~r2a
+ V (~R0{A}, ~r{a}, t) . (2.151)
The potential VR(~R
0
{A}, t) contains the nuclear-nuclear repulsion and external potentials
acting on the nuclei. All potentials acting on the electrons are contained in V (~R0{A}, ~r{a}, t).
The EOM are derived from the action
A =
∫ t2
t1
dt 〈χ| i ∂
∂t
− HˆR − Hˆe |χ〉
=
∫ t2
t1
dt
∫
d~R0{A}
∫
d~r{a}GΨ∗
×
[
iG
∂Ψ
∂t
+
(
−VˆR − Hˆe +
Ni∑
A=1
(
~PA ~˙RA +
1
2MA
∂2
∂ ~R0A
2
−
~P 2A
2MA
))
GΨ
]
(2.152)
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by variation with respect to ~PA, ~RA and Ψ
∗,
δA
δ ~PA
= ~˙RA −
~PA
MA
= 0 , (2.153)
δA
δ ~RA
= − ~˙PA − ∂
∂ ~RA
〈χ|VR + Hˆe |χ〉 = 0 , (2.154)
δA
δΨ∗
= i
∂Ψ
∂t
+
[
Ni∑
A=1
(
~P 2A
2MA
+
〈
G
∣∣∣∣∣ ∂
2
∂ ~R0A
2
G
〉)
−
〈
G
∣∣∣(VR + Hˆe)G〉
]
Ψ = 0(2.155)
where the terms in the sum in equation (2.155) are purely time-dependent phase factors.
Now, leaving out these phase factors and replacing
g2A(~R
0
A − ~RA)→ δ(~R0A − ~RA) (2.156)
the mixed classical quantum EOM are obtained
MA ~¨RA = − ∂
∂ ~RA
VR(~R{A}(t))−
∂
∂ ~RA
〈Ψ| Hˆe |Ψ〉 , (2.157)
i
∂Ψ
∂t
= HˆeΨ . (2.158)
The EOM of the NA-QMD can be derived the same way by introducing the finite basis
expansion (see section 1.4, p. 12).
The approximations that enter a mixed classical-quantum description of atomic many-
body systems can be named easily from the derivation shown above:
1. Electron-nuclear correlations are neglected due to the product wavefunction in equa-
tion (2.142).
2. Nuclear-nuclear exchange and correlation are neglected due to the product wavefunc-
tion in equation (2.143).
3. The nuclear density distribution is assumed to be strongly localized. Therefore, the
nuclear wavefunctions can be replaced by localized wavefunctions in equation (2.144)
and the nuclear density can be replaced by δ-functions in equation (2.156).
The third point can be accounted for approximately within mixed classical-quantum cal-
culations by sampling nuclear degrees of freedom (DOF) of interest with trajectories that
initially reproduce the classical distribution in the given potential [49,50]. Nuclear exchange
and correlation, i.e. the second approximation, can be neglected usually since the nuclei are
well separated.
Unfortunately, this cannot be said about electron-nuclear correlations (the first approx-
imation), i.e. the fact that the nuclear system evolves differently for a differently excited
electronic system. When calculating atomic many-body systems like molecules the system
might Coulomb-explode, dissociate or stay bound depending on whether the electrons are
partially ionized, excited or in binding states. Using equations (2.112) (or (1.18)) and (1.26)
the electrons are spread over all possible states, and the nuclear motion follows the mean-field
of the electrons 11.
11The missing electron-nuclear correlations are therefore also called the mean-field problem of mixed
classical-quantum methods [175,179].
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To approximately correct this behavior, it is proposed to split the different ionization
channels from the bound channels. This is explained for simplicity on a one-electron system
where, within this approach, only two channels, the bound and the ionized channel, exist.
The extension of this approximative electron-nuclear correlation (AENC) to many-electron
problems is straightforward.
Equations (2.112) and (1.26) are used for the propagation and analyzed at fixed times
tn = n∆tAENC. The norm N(t) of the wave function is between zero and one due to the
absorbing boundary conditions, that are incorporated in equation (2.112). Thus, at any time
t the probability, that the molecule is in the bound or in the ionized channel, can be given.
The first probability is Pbound = N(t), the latter Pionized = 1 − N(t). These probabilities
are used to randomly determine whether the molecular system is propagated in the bound
or in the ionized channel 12. In the first case, the population of all states is rescaled so that
the norm of the wave function is again one 13. In the second case, the molecule Coulomb
explodes.
Clearly, it is necessary to calculate a large number of trajectories using such an approach.
The energy balance (2.120) is then only given in the ensemble average over many trajectories
where each trajectory has the same weight.
In comparison to the well-known Tully-Hopping [74] basic differences must be noted.
First and most important, neither BO-surfaces nor excited (in general many-electron) states
in laser fields with varying shape have to be known. This is of special importance since time-
dependent electronic eigenstates in laser fields with varying shape are not known. These
states have only been calculated for the one-electron system H+2 in cw-lasers [13, and refer-
ences therein]. Second, momentum corrections at the hop are not necessary since the system
is not artificially kept on one surface. Third, it is neither necessary nor for intense laser fields
in general possible to define interaction regions. In general the intense laser will excite and
de-excite the electronic system for nearly all geometries. And finally, the approach presented
here does in contrast to Tully’s approach not split the trajectories into all possible chan-
nels but retains to mixing over all bound states and only separates the different ionization
channels and the bound channels from each other.
2.3.2 Results
The details of the NA-QMD calculation like basis set or laser parameters and the definition of
the used probabilities have been given already in section 2.2.5 on page 43ff. The NA-QMD
calculations without AENC have been shown there for the shorter time span calculated
by Chelkowski et al. [40]. A thousand trajectories have been calculated for each of the
calculations as in section 2.2.5.
The fragmentation probability is shown in figure 2.16 as a function of time. Both cal-
culations coincide up to 20 fs. This is the maximal time for which Chelkowski et al. [40]
performed their full quantum mechanical calculation. Differences are only found for later
times. In particular, the calculation without AENC predicts a short plateau between 20 and
12This determination is only done if δAENC = 1−N(t) is larger than a given threshold.
13The coefficients aα are rescaled by multiplying all coefficients with the factor 1/
√
N where N is the norm.
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30 fs and a swift rise of the fragmentation probability towards 1 after that. In contrast to
that, a very moderate and nearly constant rise is predicted by the calculations with AENC.
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Figure 2.16: Fragmentation probability as function of time for H+2 , which is initially in the
6th vibrationally excited state, exposed to a quasi-cw laser with an intensity of
3.5 × 1013 W/cm2, a frequency of 0.21 a.u. and a turn-on time of 1 fs for NA-QMD
calculations without and with approximative electron-nuclear correlations (AENC)
and the full quantum mechanical calculation. The parameters of the absorber were
chosen to be Eref = 0.62 a.u. and τmin = 4.76 a.u. The parameters for AENC were
∆tAENC = 10 a.u. = 0.242 fs and δAENC = 10
−4.
This rise is directly linked to the rise in the ionization probability which is plotted in
figure 2.17. The calculations with and without AENC lead to a different behavior of the ion-
ization probabilities as well. While the ionization probability stays nearly constant without
AENC after 30 fs, it still rises in the calculation with AENC. However, both calculations
agree well with the full quantum mechanical calculation (see also appendix C): The ion-
ization probability calculated with the NA-QMD is higher (see also section 2.2.5) than the
full quantum mechanical results due to the fact that the absorber defined in section 2.2 acts
while the electronic density is still in the vicinity of the nuclei, whereas grid based methods
like in [40] can count and/or absorb the ionized part of the density only in large distances
to the nuclei.
At this point it is still not clear, whether the separation of the Coulomb-explosion channel
from the rest has improved the obtained results. To study this, the dissociation probability
is plotted in figure 2.18. Again the results of the calculations with and without AENC differ.
The calculation with AENC shows a large plateau after 20 fs which is also predicted by the full
quantum mechanical calculation. Clearly, the separation of the Coulomb-explosion from the
other channels has significantly improved the description of the nuclear dynamics. Still, both
mixed classical-quantum calculations overestimate the dissociation probability after 20 fs.
This might originate from the classical distance distribution used for the sampling of the
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Figure 2.17: Ionization probability as a function of time for the calculations shown in figure 2.16
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Figure 2.18: Dissociation probability as function of time for the calculations shown in figure 2.16
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initial vibration as the different initial distances lead to completely different behavior [49,50].
2.3.3 Conclusions
To conclude, an extension to the NA-QMD formalism has been presented, in which the
propagation of the ionized channels is split from the bound channel. The efficiency of this
approach lies in the fact, that neither excited (in general many-electron) states nor states
in the laser field, i.e. Floquet states, have to be known. Nevertheless, the comparison
with full quantum mechanical results showed that this extension qualitatively improves the
results obtained for long times with mixed classical-quantum methods like the NA-QMD.
Furthermore, the computation time needed for the calculations with and without approxi-
mative electron-nuclear correlations was comparable as no additional trajectories had to be
calculated. Yet, if one is only interested in properties like the fragmentation probability or
〈cos2Θ〉, it is necessary to calculate only a small number of trajectories if NA-QMD formal-
ism is used without the extension. Using the extension it is always necessary to calculate a
large number of trajectories. Therefore, the presented extension is not used in the NA-QMD
calculations shown in this work. Yet, the model which is introduced in the next section uses
a similar approach to the nuclear dynamics and thus by-passes the mean-field problem.
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2.4 A model for molecular calculations
In this section a phenomenological model based on microscopically calculated parameters
is developed. This model is based on other works, especially [43] by Springate et al. In
contrast to [43], however, all parameters are calculated on an ab-initio level. Especially, the
use of distance dependent dynamic polarizabilities and ionization rates greatly improves the
model.
Such a model allows to calculate a large number of trajectories very efficiently, and
thus to do statistics for a large set of laser parameters. Furthermore, geometric as well as
dynamic alignment can be switched off easily, and the influence of either mechanism can be
determined.
Equations of motion
The aim is to avoid an explicit description of the electron dynamics and to explicitly de-
scribe only the nuclear dynamics. We use an angular potential that has already been given
elsewhere [43,118]. The potential of the nuclei of the the i times ionized molecule is
V i(R,Θ) = −1
4
ǫ0(t)
2
(
αi‖(R) cos
2Θ+ αi⊥(R) sin
2Θ
)
+ V i(R) (2.159)
with V i(R) the potential surface, αi‖ and α
i
⊥ the dynamic polarizabilities of the i-times
ionized molecule in parallel and perpendicular orientation, respectively, and ǫ0(t) the shape
of the laser field. The coordinate R is the internuclear distance. Θ is the angle of the
molecular axis with respect to the electric field. Θ = 0 means that molecule and electric
field are parallel. The angular part of the potential has been averaged over one laser period.
Such an averaged potential may be used for optical (or higher) frequencies for the nuclear
propagation since the electronic quiver motion is for these frequencies too fast for the nuclei
to follow.
The potential Vi(R) is in this case either the groundstate surface of H2 or H
+
2 or the first
excited energy surface of H+2 . The excited surface has to be included, because fragmentation
of H+2 starts usually on this surface, and ionization takes place at internuclear distances
much larger than the equilibrium internuclear distance (see e.g. [87]). This is shown for two
trajectories that were calculated with the NA-QMD formalism in figure 2.19. In both cases
the fragmentation starts when the ionization probability is small. Ionization is (in these
examples) predominantly taking place at intermediate internuclear distances between 4 and
6 a.u.
The equations of motion (EOM) for R and Θ are derived by variation of the action
A =
∫ t1
t0
dt
(µ
2
R˙2 +
µ
2
R2Θ˙2 − V i(R,Θ)
)
(2.160)
with respect to R and Θ. The Newton equations
R¨ = 2RΘ˙2 − 1
µ
∂V i(R,Θ)
∂R
, (2.161)
Θ¨ = − 1
µR2
∂V i(R,Θ)
∂Θ
− 2R˙
R
Θ˙ (2.162)
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Figure 2.19: Internuclear distance (top) and ionization probability (bottom) as a function of time
for a trajectory that starts in parallel orientation and two different laser intensities.
The wavelength is 266 nm, the pulse length 50 fs.
follow. These EOM are used for the propagation of the molecule. The molecule is initially
assumed to be in the electronic groundstate of either H+2 or H2.
The biggest problem in using such an approach in model calculations is that the (dy-
namic) polarizabilities and especially their variation with the internuclear distance are usu-
ally unknown. The (static) polarizability at the equilibrium internuclear distance is then
used [43]. In contrast, the dynamic polarizabilities are in this work extracted from ab-initio
calculations using the NA-QMD [49,72,180]. Furthermore, instead of restricting the nuclear
motion of the initial molecule to the angular direction as was e.g. done in [43] the vibrational
motion in the groundstate surface is treated explicitly.
Ionization is included as a statistical process, i.e. the ionization rates calculated with
the NA-QMD [49, 72, 180] are used to randomly determine whether and when a molecule
is ionized. This is also different from recent approaches (see e.g. [43]) where thresholds for
over-the-barrier ionization [45] were used. At each time-step the distance, orientation and
field strength dependent ionization rate is used to calculate a probability for the ionization
of each electron
P jion(t) = 1− exp
{−Γij (R,Θ, ǫ0(t))∆t} . (2.163)
Γij is the ionization rate of the jth electron in the ith ionization stage of the molecule. ∆t is
the time-step of the propagation. This ionization probability is then compared to a random
number between 0 and 1. If the random number is smaller than the ionization probability
the electron is removed and the nuclear system is set onto the groundstate surface of the
molecule with the new charge.
In H+2 also the first excited state has to be treated (see discussion above). The popula-
tions of the ground and first excited surface of H+2 are calculated with the time-dependent
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Schro¨dinger equation in basis expansion(
a˙0
a˙1
)
= −i
(
V 10 (R) ǫ(t)L(R) cos Θ
ǫ(t)L(R) cos Θ V 11 (R)
)(
a0
a1
)
(2.164)
with V 10 and V
1
1 the electronic energies of the ground respectively first excited surface of H
+
2 ,
ǫ(t) the time-dependent electric field of the laser and L the dipole matrix element in parallel
orientation. The populations of the ground P0 = |a0|2 and first excited state P1 = |a1|2 are
then used to randomly determine whether the system hops to the other surface (cf. [74]).
The parameters that enter the model calculations are given in section 3.3.2 where the
model is applied to the investigation of the alignment behaviour of H+2 and H2.
3 Applications
The methods presented in the last chapter are now applied to the investigation of molec-
ular dynamics. First, the interplay of dynamic and geometric alignment is studied in sec-
tion 3.1 and it is shown how this interplay leads to the strongly aligned fragments that are
observed experimentally. Second, recent alignment experiments on H+2 and H2 are analyzed
in section 3.2. The controversial experimental situation is clarified by these calculations.
Third, the alignment behaviour of cold H+2 and H2 and its intensity dependence is systemat-
ically investigated in section 3.3. Striking differences in the alignment behaviour are found
in NA-QMD as well as model calculations. Finally, an unexpected new effect is presented
in section 3.4: Initially unaligned molecules may fragment at smaller laser intensities than
initially aligned molecules. This is called “rotational destabilization”.
3.1 The interplay of dynamic and geometric alignment
Molecular alignment has been explained with the two complementary mechanisms of dynamic
and geometric alignment (see section 1.3, p. 11). The understanding of the interplay between
both mechanisms is crucial for the understanding of experimental and theoretical results. In
this section the interplay will be investigated on the simplest molecular system H+2 . However,
first it is shown in section 3.1.1 how probabilities are calculated, i.e. how the initial conditions
are chosen and how the individual trajectories are weighted in the averaging. This is then
used in section 3.1.2 to show how the interplay of dynamic and geometric alignment leads
to the strongly aligned fragments that are observed in experiments. Finally, the intensity
dependence of geometric and dynamic alignment is discussed in section 3.1.3 respectively
3.1.4.
3.1.1 The calculation of probabilities
The initial conditions, i.e. the angular and vibronic distribution, and the weights of the
individual trajectories have to be specified when calculating the alignment behavior with
classical trajectories. The procedure described in section 2.2.5 is used for the vibronic distri-
bution and only the sampling of the angular distribution and the calculation of the angular
weights is described in this section.
The sampling can be restricted to a plane spanned by the electric field of the laser (in
this work the z-axis) and a vector perpendicular to that (in this work the y-axis) if the initial
angular distribution is isotropic, i.e. the angular part of the quantum mechanical nuclear
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wavefunction is Y00 =
1
4π . This implies in spherical coordinates

x
y
z

 = r


sinΘ cosφ
sinΘ sinφ
cosΘ

 , 0 ≤ Θ ≤ π
0 ≤ φ < 2π (3.1)
that Θ is the angle between laser polarization axis and molecular axis and φ = π/2. It
is convenient to use evenly spaced initial angles Θinitial, i.e. Θ
n
initial = n∆Θinitial with the
integer n chosen in such a way that 0 ≤ Θinitial ≤ π/2. Each of the trajectories with
0 < Θinitial < π/2 has then a weight of sinΘ
initial and the trajectories with Θinitial = 0 or
π/2 have a weight of 12 sinΘ
initial. When a property is calculated for which all fragments or
all molecules have to be considered this weight has to be used. So, the average cos2Θ (see
section 1.3, p. 11) is
〈cos2Θ〉 =
∑
i fi sinΘ
initial
i cos
2Θfinali∑
i fi sinΘ
initial
i
(3.2)
where Θfinali is the final angle (e.g. after the fragmentation) or the angle at the moment when
the average is calculated and
fi =
{
1
2 for Θinitial = 0 or Θinitial =
π
2
1 otherwise
. (3.3)
The average cos2 of the fragments can thus be calculated by using only fragmented trajec-
tories and the denominator can be used to calculate the fragmentation probability.
In experiments the angular distributions are measured with a detector of finite size and
thus only a part of the fragments is detected. This situation is depicted in fig. 3.1. If the
detector area is small it can be written as
dAD = dsφ dsΘ (3.4)
with
dsφ = |d~sφ| = |r sinΘdφ~eφ| = r sinΘdφ , (3.5)
dsΘ = |d~sΘ| = |rdΘ~eΘ| = rdΘ . (3.6)
At the same time, the detector area is
dAD = lDφ l
D
Θ (3.7)
where lφ and lΘ are the extensions of the detector in either direction. Of interest are now
the implications for the measured φ range since φ is not sampled with different trajectories.
The measured φ range can be calculated with equations (3.4),(3.5) and (3.7) as
∆φD(Θfinal) =
lDφ
r sinΘfinal
. (3.8)
The measured φ range ∆φD is identical to the initial range ∆φinitial since the angle φ is not
changed during the laser molecule interaction. Therefore, it is found that
linitialφ = r sinΘ
initial∆φD(Θfinal) = lDφ
sinΘinitial
sinΘfinal
(3.9)
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Figure 3.1: Schematic representation of a measurement in which only the fragments that hit the
area dA are detected.
where linitialφ is the initial extension of the detected φ range. The weight of each trajectory
has to be proportional to linitialφ , i.e.
sinΘinitial
sinΘfinal
might be used. However, for small Θfinal
equation (3.8) leads to ∆φD > 2π. In this case the complete φ range is detected and the
initial extension is
linitial, Sφ = 2π r sinΘ
initial . (3.10)
The connection between equations (3.9) and (3.10) is made at the final angle ΘfinalS where
both weights are identical and it is found that
lDφ = 2π r sinΘ
final
S . (3.11)
The weight of a single trajectory can now be written as
wi =


sinΘinitiali for 0 ≤ Θfinali ≤ ΘfinalS
sinΘfinalS
sinΘinitiali
sinΘfinali
for ΘfinalS ≤ Θfinali ≤ π2
(3.12)
since r is the same for all trajectories.
Equation (3.12) has consequences for the comparison of experimental data. This com-
parison can only be made, if the experimental data were obtained with a similar detector
arrangement, e.g. with the same apparatus. This means that absolute values for the align-
ment can only be given if all fragments have been detected. In all other cases only relative
statements can be made, i.e. the alignment can be compared for different intensities, pulse
length or laser frequencies but not with measurements using other detectors.
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3.1.2 Alignment of the model system H+2
The formalism (i.e. the NA-QMD with the extended basis set and the absorber potential)
is first applied to the hydrogen molecular ion to gain a deeper insight into the molecular
alignment. The used basis is again composed of a Gaussian basis set located at each of the
two nuclei (see table 2.2, p. 44) which is, similar to before, extended with Gaussians located
at different positions in space. It is in the following calculations necessary to fill the used
y-z plane with these additional centers, because the angle between molecular and laser axis
is varied and no preference for the parallel orientation should be included. The additional
centers are located on a hexagonal grid in the y-z plane,

xij
yij
zij

 =


0(
i− N12
)
d
2(
j − N22
)√
3d+
∣∣(i− N12 )mod2∣∣ √32 d

 (3.13)
with
0 ≤ i < N1 and
0 ≤ j < N2 − 1 if N1 + i even or
0 ≤ j < N2 if N1 + i odd .
The parameters of the two hexagonal grids and the one chain are given in table 3.1. The
last set of Gaussians positioned at different positions has such a large width and therefore
also a large spacing that it is not necessary to build a hexagonal grid for these Gaussians.
σ [a.u.] d [a.u.] N1 N2
5.74 5.2 9 7
7.81 10.38 5 3
16.62 18.68 - 3
Table 3.1: Parameters of the hexagonal grids (first two lines) and chain (bottom line) of s-type
Gaussians laid out in the y-z plane.
In figure 3.2 the resulting groundstate surface with the vibrational groundstate deter-
mined with the Bohr-Sommerfeld quantization ((2.137), p. 46), the angular dependence of
the molecular groundstate energy and the electronic eigenenergies as a function of the in-
ternuclear distance are plotted. As in section 2.2.5 the groundstate is described excellently.
This is the expected behavior because the basis sets located at the two nuclei are identical
to the basis sets used in section 2.2.5. In the second plot of figure 3.2, the dependence of
the groundstate energy at the equilibrium internuclear distance on the orientation of the
molecule with respect to the additional basis functions is shown. The small variation of
the order 10−7 a.u. is caused by the anisotropy of the basis set du to the additional basis
functions. Finally, as before, a dense level structure around and above E = 0 is found, and
thus ionization can be described.
The H+2 is now exposed to sin
2 pulse (eq. (2.97), p. 30) with a half width of T = 50 fs,
a wavelength of λ = 266 nm and intensities of I = 3 × 1014 W/cm2 and 5 × 1014 W/cm2.
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Figure 3.2: Groundstate curve at Θ = 0◦ as function of internuclear distance (top), groundstate
curve at equilibrium distance Req = 1.99741 a.u. as function of the angle Θ (middle),
i.e. for different orientations with respect to the grid of additional basis functions, and
electronic eigenenergies at Θ = 0◦ as obtained from diagonalization of the Hamilton
matrix (bottom) for H+2 . The molecule lies in z-direction if Θ = 0
◦.
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The molecular ion was assumed to be initially vibrationally cold, i.e. to be initially in the
vibrational groundstate. To obtain angular distributions 460 trajectories were calculated for
each intensity. Each trajectory was calculated either up to a time tmax = 6000 a.u. or up to
the time when the internuclear distance was larger than 12 a.u. At this distance the angular
velocity Θ˙ is still noticeably different from 0 when the calculation is stopped. The data from
each fragmenting trajectory were therefore propagated using energy and angular momentum
conservation until the internuclear distance was larger than 100 a.u. The sampling was done
in such a way that 46 initial angles (∆Θinitial = 2◦) were used. 10 trajectories were calculated
for each angle to sample the initial vibrational state. ΘfinalS = 1
◦ (see equation (3.11), p. 61)
was used for the calculation of the angular distribution from the trajectories. Similar results
are obtained for other ΘfinalS which are also in the range of a few degree. The resulting data
are plotted in figure 3.3. Also given are the cosn fits which are typically used in experiments,
〈cos2Θ〉 and the fragmentation probability Pfrag (see (3.2), p. 60). The angular distribution
of the fragments is centered around Θ = 0 for both intensities and the fragments are strongly
aligned, i.e. the n is much larger than 2 and the 〈cos2Θ〉 is much larger than 13 .
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Figure 3.3: Angular distribution of the fragments of H+2 exposed to a 50 fs, 266 nm laser with a sin
2
shape and intensities of 3×1014 W/cm2 (left) and 5×1014 W/cm2. The H+2 was initially
in the vibronic groundstate (GS). 460 trajectories (46 angles Θ and 10 trajectories per
angle to sample the vibronic GS) have been used. The detector was assumed to be of
such a size that ΘfinalS = 1
◦. The broken line is the cosn fit with n given in the upper
right corner of the respective plot.
Furthermore, it is found that the fragments are stronger aligned for the lower intensity.
The fragmentation probability is not 1 for this intensity, i.e. in some of the calculations
the molecule stays bound. As will be seen below, these are the molecules that are initially
oriented perpendicular or nearly perpendicular to the electric field of the laser. The frag-
mentation probability is 1 for the higher intensity and the fragmentation is saturated. This
situation is similar to the H2 experiments of Thompson et al. [181] were the fragments were
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found to be less aligned for the higher intensity. This behavior was related to the saturation
of the fragmentation process in the ensuing experiment of Posthumus et al. [79].
To understand how the strongly aligned fragments are produced individual trajectories
have to be studied. Some of the trajectories, that were used for the calculation of the angular
distributions in figure 3.3, are plotted in figure 3.4 for the intensity 3× 1014 W/cm2 and in
figure 3.5 for the intensity 5× 1014 W/cm2.
No change of the angle Θ is observed in the calculations that start with parallel or
perpendicular orientation (0◦ or 90◦). This is expected since no torque is generated by
the coupling of the electric field to the induced dipole moment at these angles. Then, a
hierarchy is found for both intensities: First the parallel orientation breaks up and the other
orientations are sorted by their initial angle. Additionally, the molecules (with initial angles
Θ between 0◦ and 90◦) are always rotated towards the axis of the electric field (0◦) before they
fragment. And finally, this fragmentation takes place only in a small angular range around
the parallel orientation. Only this combination of dynamic alignment (i.e. the rotation) and
geometric alignment (i.e. the angular range) leads to the strongly aligned fragments that
are found.
If one is interested in the intensity dependence of the found alignment the competition of
both mechanisms has to be regarded. The general trend is intuitively clear, dynamic align-
ment should increase with increasing intensity while geometric alignment should decrease.
Simple models and ab-initio calculations using the NA-QMD formalism allow to shed light
on the intensity dependence of the individual effects.
3.1.3 The intensity dependence of geometric alignment
As already stated above the excitation and ionization processes strongly depend on the
orientation of the molecule. In figure 3.6 the ionization probability of H+2 is shown for
different orientations of the molecule. In these calculations the nuclei were fixed to prevent
the molecules from rotating. The direct consequence of the orientation dependent ionization
probability is an orientation dependence of the fragmentation probability. A qualitative
analysis can be made when the orientation dependent fragmentation probability is assumed
to be
Pfrag(Θ) = I
(
a‖ cos2Θ+ a⊥ sin2Θ
)
(3.14)
where I a‖ is the fragmentation probability at a given intensity I for parallel oriented
molecules and I a⊥ for molecules oriented perpendicular to the electric field.
A linear dependence between fragmentation probability and laser intensity is assumed in
(3.14). This had e.g. been found experimentally in [19]. Furthermore, experimental evidence
of the angular dependence given in (3.14) exists [96, 97]. Yet, this angular dependence is
still in the focus of experimental and theoretical work (see also sections 3.3 and 3.4). The
saturation of the fragmentation probability in (3.14) has to be regarded for high intensities,
i.e. if Pfrag is larger than 1 then it has to be replaced with 1.
In figure 3.7 the angular dependence of the fragmentation probability is shown for dif-
ferent intensities. In this case the parameters were chosen in such a way that the fragmen-
tation saturates at an intensity of 1 × 1014 W/cm2 for parallel oriented molecules and at
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Figure 3.4: Trajectories used for the averaged results of figure 3.3 for four initial angles (Θinitial =
0, 30, 60, 90◦ from top to bottom) and the intensity of 3×1014 W/cm2. The internuclear
distance (left) and the angle Θ (right) are plotted as a function of time. The vertical
broken line indicates the maximum of the laser field. Please note, that Θ is constant if
the molecule is initially aligned parallel (Θ = 0◦) or perpendicular (Θ = 90◦).
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Figure 3.5: Trajectories used for the averaged results of figure 3.3 for some initial angles (Θinitial =
0, 30, 60, 90◦ from top to bottom) and the intensity of 5×1014 W/cm2. The internuclear
distance (left) and the angle Θ (right) are plotted as a function of time. The vertical
broken line indicates the maximum of the laser field. Please note, that Θ is constant if
the molecule is initially aligned parallel (Θ = 0◦) or perpendicular (Θ = 90◦).
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Figure 3.6: Ionization probability as a function of time for H+2 fixed at the equilibrium internuclear
distance and different angles Θ between the axis of the electric field of the laser and
the molecular axis. The H+2 is exposed to a 50 fs, 266 nm laser with an intensity of
5× 1014 W/cm2. The vertical broken line indicates the maximum of the laser field.
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Figure 3.7: Fragmentation probability as a function of the angle Θ calculated with (3.14) for dif-
ferent intensities. a‖ = 10
−14 cm2/W and a⊥ = 2× 10−15 cm2/W have been used.
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5× 1014 W/cm2 for the perpendicular orientation. The known alignment behavior is found
for intensities up to 1 × 1014 W/cm2, i.e. the fragments are preferentially aligned parallel.
However, the difference to the “old” experimental expectation cos2 is evident. This cos2
dependence can only be found if a⊥ = 0. In all other cases, equation (3.14) leads to a
angular distribution of the fragments that can not be fitted with a cosnΘ and even if one
does the n will be smaller than 2. At this point two things should be noted: First, the fact
that geometric alignment might lead to angular distributions that are broader than a cos2
has already been found experimentally [79]. And second, since no dynamical reorientation
is considered the weights given in section 3.1.1 can be neglected.
The fragmentation probability is 1 for all angles Θ for intensities larger than the perpen-
dicular saturation intensity. One finds a smooth transition from the not saturated case to the
completely saturated case for the intensities between 1× 1014 W/cm2 and 5× 1014 W/cm2.
The angular range where no orientation dependence can be found increases with increasing
intensity in this intensity range.
3.1.4 The intensity dependence of dynamic alignment
Before studying the intensity dependence of the dynamic alignment on the model molecule
H+2 a few considerations are made with the simple “rigid rotor” model (see e.g. [119]). The
situation is sketched in figure 3.8. The two nuclei are assumed to be at a fixed internuclear
distance R and only the angle α may change.
Figure 3.8: The rigid rotor model with the nuclei (mass m, charge Q, internuclear distance R) in
green and the electron (or the electronic dipole moment; charge q, distance d to the
center of the molecule) in blue. The angle α is in this case the angle between the y-axis
(i.e. the axis of the electric field) and the molecular axis. The angles β1/2 (only one is
included in the figure) are the angles between the y-axis and the connecting line between
charge q and either nucleus.
The effective torque
M = qQ
R
2
(
sin(β1 − α)
R2
4 − dR cosα+ d2
− sin(β2 − α)
R2
4 + dR cosα+ d
2
)
(3.15)
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with
tan β1 =
R sinα
R cosα− 2d (3.16)
tan β2 =
R sinα
R cosα+ 2d
(3.17)
can be derived for the situation shown in figure 3.8. With equation (3.15) the dependence of
the torque on the oscillation of the electronic density can be examined. First, the assumption
is made that this oscillation is so fast that the nuclei only feel an averaged position of the
electron. This is a good assumption for optical frequencies (see e.g. [119]). As a next step
the average electron position is related to the intensity. From the quiver amplitude, α0 =
E0
ω2
with E0 the maximal electric field and ω the frequency of the laser, it can be followed that
d ∼ √I .
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Figure 3.9: Effective torque (3.15) as a function of the intensity. Included are the linear and the
1/I fits for low respectively high intensities. The angle α = 45◦ and the scaling of the
intensity is such that I = 1 represents the intensity where d = R/2.
Now, the effective torque is plotted as a function of the laser intensity in figure 3.9. The
constants have been absorbed into the units of the plotted quantities. The effective torque
becomes zero for vanishing or infinitely strong external field. Between these limiting cases
a maximum of the torque is calculated for the intensity at which d ≈ R/2. A linear rise is
observed for small intensities and a 1/I decrease of the torque can be seen for high intensities.
The question is now whether this simple picture is valid also if the laser is pulsed and the
electron dynamics are calculated with ab-initio methods. It is known already for very long
laser pulses that the slow, adiabatic turn-on and turn-off of the laser leads to the population
of so-called pendular states during the laser duration and that the molecule is not rotationally
excited after the laser pulse (see e.g. [118,128,182]). However, for short pulses the molecule
can gain large amounts of angular momentum and the considerations from above might
be valid. To verify this the angular momentum of the H+2 molecule is calculated after the
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interaction with a short laser pulse. In figure 3.10 the angular momentum of the nuclear
system after the 5 fs laser pulse is plotted as a function of the laser intensity. Fractional
angular momenta occur because the nuclei are described classically. However, the H+2 is at
this point only used as a model system to improve the understanding of molecular alignment.
The linear dependence of the gained angular momentum from the laser intensity that can be
proposed with the simple rigid rotor model is conserved in ab-initio calculations performed
with the NA-QMD formalism with short laser pulses. The 1/I decay for large intensities is
not observed since the molecules start to fragment before the maximum found in figure 3.9
is reached.
Figure 3.11 shows the same plot for the interaction of H+2 with a 50 fs laser. A dramat-
ically different behavior is observed for this longer pulse. Again the linear dependence of
the acquired angular momentum from the intensity is observed for small intensities. This
is, in contrast to the 5 fs pulse, followed by a dip around the intensity where fragmentation
sets in. This dip is not reproduced if the maximal angular momentum, that is acquired
by the molecule during the laser pulse, is considered. Clearly, some rotational deexcitation
must take place and the laser pulse might already be long enough to see the onset of the
population of pendular states. In the classical picture the pendular states correspond to an
oscillation of the angle Θ around Θ = 0◦ (see [128]). The onset would thus correspond to
the case where the molecule has passed the parallel orientation and the molecular rotation
is slowed by the effective torque. In figure 3.12 some trajectories used for figure 3.11 are
shown. The molecules pass the parallel orientation for both shown intensities and are thus
decelerated. The amount of deceleration is determined by the time when the deceleration
starts, i.e. by the strength the laser still has at that time. Therefore, the deceleration is
most pronounced in the calculation with Θinitial = 15
◦.
The angular momentum after the laser pulse (see figure 3.11) is again nearly as high as
the maximal angular momentum acquired during the laser pulse for higher intensities. The
fragmentation sets in early enough to prevent that Θ = 0◦ is passed for these intensities.
3.1.5 Conclusions
In this section it was shown that the interplay of dynamic and geometric alignment causes
the strongly aligned fragments that are observed in experiments. The weight of each of the
two processes is determined by the molecular species (i.e. polarizabilities, nuclear masses,
etc.) and the experimental conditions (i.e. laser frequency, pulse duration, intensity, etc.). It
was also found that both mechanisms have a completely different intensity dependence: The
geometric alignment is within a simple picture independent of the intensity for low intensities.
Once the intensity is larger than the intensity at which the fragmentation saturates for the
parallel orientation, the amount of geometric alignment decreases with increasing intensity.
The geometric alignment no longer exists for intensities larger than the intensity at which
the fragmentation saturates (in perpendicular orientation). On the other hand, dynamic
alignment is strongly intensity dependent. The linear dependence of the acquired angular
momentum is in the present calculations destroyed only, when the intensity is high enough
for fragmentation to set in or when the laser pulse is long enough for the onset of pendular
motion. However, this onset of pendular motion is still linked with highly aligned fragments.
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Figure 3.10: Angular momentum of the H+2 molecule after the interaction with a 5 fs, 266 nm
laser pulse as a function of the laser intensity. The open symbols denote the cases
where the molecule fragments. Please note, that fractional angular momenta and even
angular momenta smaller than one occur due to the classical description of the nuclei.
However, H+2 is at this point used only as a model system. (see text)
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Figure 3.11: Angular momentum of the H+2 molecule after the interaction with a 50 fs, 266 nm laser
pulse as a function of the laser intensity. The open symbols denote the cases where
the molecule fragments. The broken lines indicate the maximal angular momentum
acquired during the laser pulse. Please note, that fractional angular momenta and
even angular momenta smaller than one occur due to the classical description of the
nuclei. However, H+2 is at this point used only as a model system. (see text)
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Figure 3.12: Trajectories used for figure 3.11. Shown is the angle Θ as a function of time. The
peak of the laser pulse is indicated by the broken vertical line. The orientation of the
electric field of the laser is shown as the grey line.
3.2 Calculations to existing H2 and H
+
2 alignment experiments
In this section, the focus will be on the explanation of existing experiments made either on
H2 or on H
+
2 . Four experiments have been chosen, two have been performed with H2, the
other two with H+2 .
In the H2 experiment of Thompson et al. strong alignment was found [181]. However,
in contrast to the intuitive expectation from the idea of dynamic alignment, the amount of
alignment decreased with increasing intensity. This was related to the saturation of frag-
mentation in a consecutive experiment by Posthumus et al. [79]. The expected behavior, i.e.
increased alignment with increased intensity, was found for intensities below the saturation
intensity for fragmentation. Orthogonal alignment was observed [183] in another H2 experi-
ment. A laser with a shorter wavelength as compared to other experiments [19,20,79,181] was
used in this experiment. The orthogonal alignment was assigned to the H+2 that is produced
in the laser field. The open question in those two (and in principle all other H2) experiments
is, to what extend the neutral precursor H2 contributes to the alignment behavior that is
finally detected. To answer this question, calculations starting with H2 and vibrationally
excited H+2 with the laser parameters used by Thompson et al. [181] respectively Frasinski
et al. [183] have been performed.
All uncertainties connected to the role of the precursor H2 are avoided if the experiments
are performed with H+2 . Such experiments have been carried out recently [19,20]. The results
differ dramatically although the laser systems used in both experiments were very similar,
i.e. in both cases a TiSa laser had been used. In particular, Sa¨ndig et al. [19] found vibra-
tional state dependent alignment, i.e. strongly aligned fragments for low initial vibrational
excitation and unaligned fragments for high initial vibrational excitation. Furthermore, the
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authors argued that since the found alignment was nearly independent from the pulse dura-
tion that dynamic alignment might not play a role. This assumption is tested in this section
with full 3D calculations. In contrast to that, Williams et al. [20] found no alignment at all.
The reason for this difference is clarified in the last part of this section.
3.2.1 Details of the calculation
The calculations in this section are performed without absorbing boundary conditions (see
section 2.2). The reason for this is, that a comparison between the H2 and H
+
2 effects can
only be made if it is ensured that the H2 is not ionized. Furthermore, the dynamics of
the H+2 are determined by the electronic excitation at intensities such as those used in the
experiments. Ionization is only important if the laser intensity of Williams et al. [20] is used.
However, the difference to the calculations with the laser parameters of Sa¨ndig et al. [19]
is in this case so striking, that more accurate calculations are not necessary to explain the
experimentally found differences.
A contracted or LCAO basis was used for the calculations of this section. In the first step,
the atomic eigenstates were calculated from a Gaussian basis set. This Gaussian basis set
was built according to equation (2.95), p. 28. The parameters are given in table 3.2. Then,
the lowest 54 atomic eigenstates were taken and used as the basis set for the molecular
calculations. The bound eigenstates of H and H+2 that result are shown in figure 3.13. A
good description of the bound spectrum is made for the atomic as well as for the molecular
case with the LCAO basis used here. The description of the bound spectrum is much better
than with the uncontracted Gaussian basis set introduced in section 2.2.5 (cf. figure 2.11,
p. 44) because the uncontracted Gaussian basis set from section 2.2.5 is always extended
with chain functions that improve the description of highly excited states.
l f σ1 [a.u.] σmax [a.u.] N
0 2 0.1 51.2 10
1 2 0.126 64.5 10
2 2 0.159 81.3 10
Table 3.2: Gaussian basis used for the construction of the H eigenstates. The parameters given are
those of equation (2.95), p. 28.
It is also reasonable to use a basis set for the density in the H2 calculations. The “exact”
density, i.e. the sum over the absolute square of the single-particle functions, is expanded
in this density basis to accelerate the calculation of Coulomb and xc matrix elements [128].
The parameters of the density basis used in the H2 calculations are given in table 3.3. This
density basis had not been transformed, i.e. the uncontracted Gaussians were used. Please
note, that the norm of the density basis functions is different from the usual L2(R
3) norm
(see [128]).
The groundstate curves of H+2 and H2 are shown in figure 3.14. The exchange-correlation
potential for Hartee-Fock had been used (see equation (1.25), p. 14 and [128]) for the calcu-
lations on H2. The vibrational groundstate of H2 and the vibrational spectrum of H
+
2 are
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l f σ1 [a.u.] σmax [a.u.] N
0 2 0.1 51.2 10
Table 3.3: Gaussian basis used as the H density basis. The parameters given are those of equa-
tion (2.95), p. 28.
shown also. Both were again determined with the Bohr-Sommerfeld quantization (2.137),
p. 46. The Franck-Condon region is also indicated. The population of the individual vi-
brational states follows the Franck-Condon principle if the molecular ions are produced by
electric discharge like in the H+2 experiments. However, this is no longer the case if H2 is
ionized by an intense fs laser pulse, which was shown in a recent experimental and theoretical
study [184]. The vibrational distribution is then narrower and the vibrational states of H+2
with ν = 2 . . . 4 are primarily populated after the ionization process.
Furthermore, the first excited surface of H+2 shifted down by one photon has been in-
cluded in figure 3.14 for two wavelengths. The one-photon resonances are given by the inter-
nuclear distances at which this curve crosses the groundstate curve. During the laser pulse
so called dressed-states form. An avoided crossing opens at the position of the one-photon
resonance [12,13, and references therein] when these states are calculated with Floquet the-
ory [185]. This avoided crossing and the connected gap between the two dressed-states
directly influence the ongoing dynamics [12, and references therein]. Three cases can be
separated:
(i) Rapid dissociation with the absorption of one photon through the gap for vibrational
states that lie in the gap (i.e. bond softening),
(ii) possible trapping in the potential well of the excited dressed-state for vibrational states
that are above the gap (i.e. molecular stabilization or bond hardening) and
(iii) fragmentation with the effective absorption of two or more photons for vibrational
states that are well below the gap.
Beside the numerous H2 experiments that found these effects but could not distinguish
whether they originated from H2 or from H
+
2 , two direct verifications on H
+
2 (Sa¨ndig et
al. [19] and Williams et al. [20]) exist. The implications for the alignment are discussed
below.
3.2.2 Calculations for H2 experiments
First, the focus is on the H2 experiments where the main question is to what extend the
H2 influences the measured alignment behavior. In figure 3.15 H2 is exposed to a laser field
with the parameters of Thompson et al. [181]. The internuclear distance R and the angle Θ
between the electric field of the laser and the molecular axis are shown for trajectories
that start in the vibrational groundstate of H2. In all calculations, the molecule stays
bound but is rotationally excited by the laser pulse. The normal dynamic alignment, i.e. a
rotation towards the axis of the electric field, is observed. The H2 is ionized to H
+
2 in the
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Figure 3.13: Eigenstates of the hydrogen atom (left) and hydrogen molecular ion at a internuclear
distance R = 2 a.u. (right) obtained by diagonalization of the Hamilton matrix. An
uncontracted Gaussian basis with σ1 = 10
−3 a.u., σmax = 50 a.u., f = 1.6 and lmax = 2
has been used for the reference calculation. The number of basis functions located at
each proton is 225 in the reference calculation and 54 for the basis given in tab. 3.2.
experiment. This is not included in the calculation to be able to distinguish between H2 and
H+2 effects. It is known from a recent study that the vibrational [184] levels with ν = 2 . . . 4
are predominantly populated after the ionization by a fs laser pulse.
In figure 3.16 trajectories that start in the first vibrationally excited state of H+2 are
shown. The molecular ion is exposed to a laser like the one used by Thompson et al. [181].
The molecules are rotated towards the laser polarization axis before they fragment with
nearly parallel orientation in all cases. Still, the fragmentation is not saturated at this laser
intensity, i.e. some molecules stay bound. Only the evolution of the angle Θ is shown for
higher vibrational excitation (ν = 2 . . . 4 and ν = 6) in figure 3.17. The same behavior as
for ν = 1 is found for ν = 2 . . . 4 and ν = 6: All molecules are rotated towards the axis of
the electric field before they fragment. All these vibrational states lie energetically below
the avoided crossing in the Floquet spectrum. So, in the present calculations with the laser
parameters of Thompson et al. very strong dynamic alignment is observed for H2 as well as
for H+2 in the different vibrational states.
Now, the experiment of Frasinski et al. [183] is studied. In this experiment counter-
intuitive alignment was found, i.e. fragments that came out perpendicular to the electric field
axis. Frasinski et al. attributed this to a trapping of H+2 in the first excited Floquet surface.
This surface has its potential minimum at Θ = 90◦ where the gap in the Floquet spectrum
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Figure 3.14: Groundstate potential curves for H+2 (top) and H2 (bottom, calculated using the
Hartree-Fock approximation). The horizontal lines illustrate the vibrational levels
of H+2 . The vertical dotted lines indicate the Franck-Condon region. The broken lines
refer to the first excited surface of H+2 shifted down by the energy of one photon for
two different wavelengths.
is closed [13]. The H+2 is thus rotated towards this potential minimum and fragments are
observed perpendicular to the electric field axis of the laser. This mechanism had already
been predicted by Numico et al. [13]. However, Numico et al. had connected this only to
a broadening of the angular distribution of the fragments. The open question of the H2
experiment of Frasinski et al. is whether the observed counter-intuitive alignment has to be
attributed to H+2 or whether a mechanism exists in H2 that would also lead to the observed
counter-intuitive alignment.
To answer this question the laser induced dynamics of H2 (figure 3.18) and H
+
2 (fig-
ure 3.19) exposed to a laser with the parameters of the experiment have been investigated.
As before, no fragmentation is observed for the H2 due to the small laser intensity. And
again, the H2 is rotationally excited by the laser pulse and the normal dynamic alignment is
observed. The expectation for H+2 (cf. figure 3.14) is to find trapping in the upper Floquet
state accompanied with perpendicular alignment for vibrational levels above the crossing,
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Figure 3.15: Trajectories for H2 starting at the inner turning point of the vibrational groundstate
of H2. Shown are the internuclear distance (left) and the angle Θ between electric
field and molecular axis (right) as a function of time. The laser parameters are those
of Thompson et al. [181], i.e. λ = 750 nm, T = 85 fs and I = 1.8× 1014 W/cm2.
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Figure 3.16: Trajectories for H+2 starting at the inner (top) or outer (bottom) turning point of the
first vibrationally excited state of H+2 . Shown are the internuclear distance (left) and
the angle Θ between electric field and molecular axis (right) as a function of time. The
laser parameters are those of Thompson et al. [181], i.e. λ = 750 nm, T = 85 fs and
I = 1.8× 1014 W/cm2.
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Figure 3.17: Angle Θ as a function of time for different initial vibrational excitations. The full
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tively outer turning point. The laser parameters are the same as in figure 3.16.
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Figure 3.18: Trajectories for H2 starting at the inner turning point of the vibrational groundstate
of H2. Shown are the internuclear distance (left) and the angle Θ between electric
field and molecular axis (right) as a function of time. The laser parameters are those
of Frasinski et al. [183], i.e. λ = 266 nm, T = 250 fs and I = 5× 1013 W/cm2.
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i.e. ν > 2. The normal dynamic alignment is expected for vibrational levels ν ≤ 2. This
is exactly what is observed in the calculations (figure 3.19): The molecules are rotated to
sufficiently small angles Θ before they fragment through the gap in the Floquet spectrum
for ν ≤ 2, which is larger for smaller angles Θ. Rotation towards Θ = 90◦ is observed for
ν > 2. It can therefore be concluded that the counter-intuitive alignment found by Frasinski
et al. [183] is solely due to H+2 .
3.2.3 Calculations for H+2 experiments
The uncertainties concerning the role of the H2 precursor were removed in the H
+
2 experi-
ments of Sa¨ndig et al. [19] and Williams et al. [20]. As already noted above the alignment
behavior observed in these two experiments was contrary although very similar lasers had
been used.
First, the experiment of Sa¨ndig et al. [19] is investigated. In this experiment very strong
alignment had been found for low initial vibrational excitation (e.g. ν = 6) and no alignment
was found for high initial vibrational excitation (e.g. ν = 9). In figures 3.20 respectively
3.21 the evolution of trajectories that start in ν = 6 respectively ν = 9 is shown. Similar
to the experiment, very strong alignment is observed in the present calculations for ν = 6.
However, in contrast to the assumption in [19] that dynamic alignment might not play a role
in their experiment 14, very strong dynamic alignment is observed in the calculations. No
ordinary dynamic alignment is found for ν = 9 (figure 3.21). Instead fragmentation without
reorientation or with rotation towards Θ = 90◦ is observed. This is due to the fact that
the 9th vibrationally excited state is directly above the avoided crossing for λ = 785 nm
and thus lies energetically either directly in the opening gap or just above it. Therefore,
either direct fragmentation through the opening gap or the trapping in the potential well of
the first excited Floquet surface is observed. This leads to a fragment distribution which is
broader than a cos2 distribution. And actually a small deviation from the cos2 distribution
can also be seen in figure 4a of [19].
In the experiment of Williams et al. [20] much shorter and much more intense laser pulses
had been used. When these laser parameters are used in the calculations much less alignment
is seen for ν = 6 (figure 3.22) and no alignment is seen for ν = 9 (figure 3.23). This is due
to the much (2 orders of magnitude) higher laser intensity and the much (factor 10) shorter
laser pulse as compared to that of Sa¨ndig et al. Therefore, the gap in the Floquet spectrum
does not only open more but also much faster than in the experiment of Sa¨ndig et al. [19].
And thus a fast dissociation through the opening gap is possible for ν = 9 and all initial
orientations. The gap is sufficiently opened for ν = 6 for direct dissociation in a wide range
of orientations. One could thus expect to see weakly aligned fragments for ν = 6. However,
Williams et al. were not able to resolve individual vibrational states like Sa¨ndig et al. and
thus no alignment could be seen in their experiment [20].
14This assumption was based on the observation that the angular distribution of the fragments was nearly
independent of the pulse length.
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Figure 3.19: Trajectories for H+2 starting at the inner turning point of the given vibrationally excited
state of H+2 . Shown are the internuclear distance (left) and the angle Θ between electric
field and molecular axis (right) as a function of time. The laser parameters are those
of Frasinski et al. [183], i.e. λ = 266 nm, T = 250 fs and I = 5× 1013 W/cm2.
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Figure 3.20: Trajectories for H+2 starting at the inner (top) or outer (bottom) turning point of the
6th vibrationally excited state of H+2 . Shown are the internuclear distance (left) and
the angle Θ between electric field and molecular axis (right) as a function of time.
The laser parameters are those of Sa¨ndig et al. [19], i.e. λ = 785 nm, T = 575 fs and
I = 3.5× 1013 W/cm2.
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Figure 3.21: Same as above but for 9th vibrationally excited state of H+2
3.2 Calculations to existing H2 and H
+
2 alignment experiments 83
0
5
10
15
20
R
 [a
.u.
]
0
30
60
90
Θ
 
[°]
0 10 20 30 40 50 60
t [fs]
0
5
10
15
20
R
 [a
.u.
]
0 10 20 30 40 50 60
t [fs]
0
30
60
90
Θ
 
[°]
inner turning point inner turning point
outer turning point outer turning point
Figure 3.22: Trajectories for H+2 starting at the inner (top) or outer (bottom) turning point of the
6th vibrationally excited state of H+2 . Shown are the internuclear distance (left) and
the angle Θ between electric field and molecular axis (right) as a function of time.
The laser parameters are those of Williams et al. [20], i.e. λ = 790 nm, T = 65 fs and
I = 3× 1015 W/cm2.
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Figure 3.23: Same as above but for 9th vibrationally excited state of H+2
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3.2.4 Conclusions
With the calculations shown above the role of the precursor in the H2 experiments is clarified.
In both cases the normal dynamic alignment is found for H2. Interesting phenomena like
the counter-intuitive alignment are only due to the vibrationally excited H+2 that is formed
during the laser-molecule interaction. In particular, strongly vibrational state dependent
alignment is observed for H+2 , i.e.
(i) the normal dynamic alignment is found for vibrational states that lie below the gap in
the Floquet spectrum,
(ii) direct dissociation without alignment is found for vibrational states in the gap and
(iii) trapping in the potential well of the upper Floquet surface and perpendicular alignment
is observed for vibrational states that lie above the gap.
These three different regimes were already assumed from the Floquet-picture and partly
verified in the experiments of Sa¨ndig et al. [19]. However, a direct link between the ex-
perimental findings and the theoretical understanding of the results has not been possible
without the full 3D calculations presented here. Furthermore, the calculations show the
central role of the dynamic alignment in the experiments of Sa¨ndig et al. [19] and Thompson
et al. [181] although Sa¨ndig et al. speculated that dynamic alignment might not play a
role in their experiments. In addition, it is shown that the orthogonal alignment measured
in the H2 experiments of Frasinski et al. [183] is only due to the H
+
2 produced during the
laser-molecule interaction. And, it is also explained why no alignment could be observed in
the H+2
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3.3 Comparison of H+2 and H2
The alignment behavior of cold H2 and cold H
+
2 is compared in this section. Striking differ-
ences are found in ab-initio calculations (section 3.3.1) as well as in model calculations that
are based on ab-initio data (section 3.3.2).
3.3.1 Alignment of H+2 and H2 fragments in NA-QMD calculations
Basis sets and other details
The H+2 calculations were performed as those in section 3.1.2, p. 62, i.e. the same basis set was
used and the initial conditions (initial geometry and molecular vibration) were determined
the same way. Concurrently, the absorber potential is used in all NA-QMD calculations
presented in this section.
The same φ basis set, which is given in tables 2.2 , p. 44 for the hydrogen atoms and 3.1,
p. 62 for the additional centers of basis functions, is used for H2. The density basis located
on the hydrogen atoms is built according to the parameters given in table 3.4. The density
basis at the additional centers is given in table 3.5.
l f σ1 [a.u.] σmax [a.u.] N
0 1.7 0.035355339 2.46 9
Table 3.4: Gaussian basis used as the H density basis. The parameters given are those of equa-
tion (2.95), p. 28.
σ [a.u.] σdens [a.u.] d [a.u.] N1 N2
5.74 4.0588 5.2 9 7
7.81 5.5225 10.38 5 3
16.62 11.7521 18.68 - 3
Table 3.5: Parameters of the hexagonal grids (first two lines) and chain (bottom line) of s-type
Gaussians laid out in the y-z plane used in the H2 calculations. The parameters are
explained in section 3.1.2, p. 62.
In figure 3.24 the resulting H2 groundstate surface with the vibrational groundstate
determined with the Bohr-Sommerfeld quantization ((2.137), p. 46), the angular dependence
of the molecular groundstate energy (which is caused by the anisotropy of φ basis and
density basis) and the eigenvalues of the single-particle Hamilton matrix as a function of the
internuclear distance are plotted. The same data are given in figure 3.2, p. 63 for H+2 . The
groundstate is worse for H2 than for H
+
2 . This is due to the two additional approximations,
density basis and xc functional, that have to be made for the description of H2. Still, the
groundstate is described very well with the equilibrium distance being R0 = 1.39384 a.u.
and the potential minimum of E0 = −1.13608 a.u. The variation of the groundstate as a
function of the angle Θ is now nearly an order of magnitude larger than for H+2 but still very
small with a value of ≈ 5× 10−6 a.u. The eigenvalues of the single-particle Hamilton matrix
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Figure 3.24: Groundstate curve at Θ = 0◦ as function of internuclear distance (top), groundstate
curve at equilibrium distance Req = 1.39384 a.u. as function of the angle Θ (middle),
i.e. for different orientations with respect to the grid of additional basis functions, and
eigenvalues of the single-particle Hamiltonmatrix (bottom) at for H2. The molecule
lies in z-direction if Θ = 0◦.
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form a dense spectrum around E = 0. This indicates that the used basis set leads to a good
description of excited and free states as in the H+2 case.
Results
Now, the amount of alignment of the fragments is calculated for H+2 and H2 as a function
of the laser intensity when the molecules are exposed to a 266 nm and 50 fs sin2 laser pulse
(eq. (2.97), p. 30). Nineteen different initial angles, i.e. Θinitial = 0
◦, 5◦, . . . , 85◦, 90◦, were
used for each molecular species and each intensity. The vibrational groundstate was sampled
for each initial angle with 5 trajectories for H+2 and with 3 trajectories for H2. Thus, a total
number of 95 respectively 57 trajectories per intensity was used for H+2 respectively for H2.
Please note, that both molecules are ionized by the laser. Therefore, H+2 might occur also if
one has started with H2.
The resulting average 〈cos2Θ〉 and fragmentation probabilities (see (3.2), p. 60) are
plotted in figure 3.25. The fragments are strongly aligned, i.e. 〈cos2Θ〉 ≈ 1, for H+2 as well
as H2 just above the fragmentation threshold. And also the decline of 〈cos2Θ〉 towards the
isotropic limit of 13 with increasing intensity can be seen for both molecules and intensities
above 3 × 1014 W/cm2. However, for these intensities the alignment of the fragments is
much stronger for H+2 than for H2. A striking difference is found for intermediate intensities:
While the alignment of the fragments from H2 is high only directly above the fragmentation
threshold and then swiftly decreases with increasing intensity, a plateau in 〈cos2Θ〉 between
1× 1014 and 2× 1014 W/cm2 is found for the fragments when H+2 is used.
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Figure 3.25: Average 〈cos2Θ〉 of the fragments (left) and fragmentation probability (right) as a
function of the laser intensity for H+2 and H2 exposed to a 266 nm, 50 fs laser pulse.
The origin of these differences is the greater anisotropy of geometric and dynamic align-
ment in H+2 in comparison to H2. First, the threshold intensity for fragmentation of molecules
that are oriented parallel and perpendicular to the laser field can be extracted in figure 3.25.
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The threshold intensity for the fragmentation of the parallel orientation is given by the onset
of fragmentation. The threshold for the perpendicular orientation is given by the intensity
at which the fragmentation probability saturates. The ratio of these threshold intensities is
nearly five for H+2 and only around 1.5 for H2. The geometric alignment effect is therefore
much smaller in H2 than in H
+
2 . Furthermore, the ratio between the dynamic polarizability
in parallel and perpendicular orientation at the equilibrium internuclear distance is
α‖
α⊥
= 3.2
in H+2 and only 1.2 in H2 (see also next subsection). The combination of both facts leads
then to the found difference: Not only are the H2 molecules turned less by the laser field
than the H+2 molecules, they also have to be turned less towards the axis of the electric field
than the H+2 molecules before they can absorb enough energy to fragment.
However, the ab-initio calculations using NA-QMD do not allow to distinguish the influ-
ence of the geometric and the dynamic effect. Furthermore, the NA-QMD formalism has the
well known mean-field problem, i.e. the classical nuclei always feel the potential generated
by an electronic density that is spread over different electronic states (see e.g. [175, 179]).
Although the effect can be understood with electronic properties (i.e. dynamic polarizabili-
ties and excitation and ionization probabilities) and can, thus, not be merely an error of the
classical description, it is still interesting to compare the found difference to (with respect
to the description of the nuclear dynamics) more accurate calculations. Both problems are
addressed with the model that has been presented in section 2.4 and that is used in the next
subsection.
3.3.2 Model calculations
In the following the above found alignment behavior is analyzed in more detail. The model,
which is used for this analysis, has been introduced in section 2.4. First, the parameters that
enter the model are specified. After that the model is applied to the alignment of H+2 and
H2.
Parameters
The parameters of the model were calculated with the dymol-implementation of the NA-
QMD formalism. The basis sets used in the first part of this section (see section 3.3.1,
page 85) were used for these calculations. Potential surfaces (figure 3.26) were obtained
in groundstate calculations. The dipole matrix element L (figure 3.27) needed for the H+2
calculations was also extracted in these calculations.
Dynamic polarizabilities (figure 3.28) and ionization rates (figures 3.29 and 3.30) were
calculated from the results of time-dependent calculations. In these calculations the molecule
(either H2 or H
+
2 ) was exposed to a cw-laser with a three-cycle turn-on. The nuclear positions
were fixed.
The polarizability α is defined as the ratio between the dipole moment and the electric
field while considering the phase shift of the dipole moment with respect to the electric
field. This ratio has to be constant for all times. The polarizabilities were determined
as follows: First, a weak intensity of 1 × 1011 W/cm2 was used for determining the time-
dependent dipole moment of the molecule at different geometries. Then, the curve of the
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Figure 3.26: Energy surfaces of H2 and H
+
2 .
electric field of the laser and of the dipole moment of the molecule as a function of time were
Fourier transformed. The polarizability was then calculated as the ratio of the 1ω peak of
the transformed dipole moment to the 1ω peak of the transformed laser. Thus, the phase
shift between dipole moment and electric field of the laser has not to be considered when
calculating the polarizabilities.
Furthermore, the calculations were also carried out with higher laser intensities. No traces
of hyperpolarizabilities (see also [186]), i.e. a dipole motion proportional to the square of
the electric field, could be seen in the data.
The ionization rates Γ (see figures 3.29 and 3.30 for examples) were calculated by fitting
the norm with an exponential function
N(t) = exp (−(α+ Γt)) . (3.18)
For H2, the norm of the single-particle wave functions has been used. In fully quantum me-
chanical calculations of ionization rates in H2 the norm of the fully correlated wave function is
used to calculate ionization rates [41,42,187–189]. Within the single-particle approximation,
the ionization rate determined in this work is half the rate determined with the full wave func-
tion. The obtained ionization rates were then fitted with a ΓO(R,E0) = a1, O(R)E
a2, O(R)
0
function, which leads to good fits of the ionization rates, where E0 is the maximal electric
field of the laser, a1, O and a2, O are parameters and O =‖ or ⊥.
Cubic spline fits are used to interpolate all parameters except the ionization rates. The
variation of the parameters a1 and a2 with the internuclear distance is so strong for the
ionization rates, that a linear interpolation of neighboring ionization rates is used. The ion-
ization rate at a certain angle Θ is the weighted sum of the rates in parallel and perpendicular
orientation,
Γ(R(t),Θ(t), ǫ0(t)) = Γ‖(R(t), ǫ0(t)) cos2Θ(t) + Γ⊥(R(t), ǫ0(t)) sin2Θ(t) . (3.19)
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Figure 3.27: Dipole matrix element for the transition from the ground to the first excited state of
H+2 .
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Figure 3.28: Dynamic polarizabilities α of H+2 (left) and H2 (right) as a function of the internuclear
distance and a laser wavelength of 266 nm.
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Figure 3.29: Ionization rates Γ for each of the electrons as function of the internuclear distance for
H2 at a laser wavelength of 266 nm and the given intensity.
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Figure 3.30: Ionization rates Γ as function of the internuclear distance for H+2 at a laser wavelength
of 266 nm and the given intensity.
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However, it is in general not clear whether the angular dependence of the ionization probabil-
ity is as in (3.19). The angular dependence of ionization is still in the focus of experimental
and theoretical work (see e.g. [96,97]). In [96] two parameterizations
Π1(Θ) =
(
cos2Θ+ ǫ2 sin2Θ
)− 1
2 , (3.20)
Π2(Θ) =
(
ǫ cos2Θ+ 1
)
/(ǫ+ 1) (3.21)
were used to fit the experimental data. The parameter ǫ is in the first case (3.20) the
ratio of the ionization probability in parallel orientation P‖ to the ionization probability
in perpendicular orientation P⊥. The angular dependence in the second equation (3.21) is
equivalent to the angular dependence given in (3.19). The parameter ǫ is then ǫ = P‖/P⊥−1.
Equations (3.20) and (3.21) both provided good fits for the N2 data of [96]. Although the
measurements of Alnaser et al. [97] gave a similar result for N2 the angular dependence found
for O2 was completely different, i.e. a maximum was found at 40
◦.
The angular dependence of the ionization probability is now calculated for H+2 and H2 to
check whether equation (3.19) may be used. The results are plotted in figure 3.31. The nuclei
were fixed and the molecules were exposed to a 50 fs, 266 nm laser pulse with an intensity of
5×1014 W/cm2 in all calculations shown in figure 3.31. The upper plot shows the ionization
probability of H+2 as a function of the angle Θ. The data are fitted with equations (3.20)
and (3.21). Both fits provide a good approximation of the angular dependence. The same
was done for (1−N1/2) and H2 in the middle plot and for the single and double ionization
probabilities of H2 in the lower plot. The single and double ionization probabilities are
obtained via the single-particle approximation [190,191]
Psingle = (1−N1)N2 +N1(1−N2) , (3.22)
Pdouble = (1−N1)(1−N2) . (3.23)
N1/2 are the norms of the single-particle wave functions of the two electrons. Please note,
that N1(t) = N2(t) for all times in the case of H2. Again, equations (3.20) and (3.21) provide
good fits. It is therefore sensible to use equation (3.19) for the model calculations with H2
and H+2 .
Results of model calculations
First, a single trajectory calculated with the model is compared to the corresponding ab-
initio results. The direct comparison is only possible in the case where neither ionization nor
electronic excitation take place. The results cannot be compared in all other cases as the
excitation schemes in the model (i.e. a statistical approach) and the ab-initio calculations
are too different. In figure 3.32 the response of H+2 to a 50 fs, 266 nm laser pulse with an
intensity of 1014 W/cm2 is shown. The molecule is stretched during the interaction with the
laser and remains vibrationally excited after the laser pulse in the model as well as in the
ab-initio calculation. The evolution of the angle Θ is in both cases governed by the kick the
molecule receives from the laser and the free rotation afterwards. Although some differences
between the two calculations are observed (e.g. the molecule rotates faster and is stretched
further in the model calculations) the overall agreement is very good. Please note, that the
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Figure 3.31: Ionization probability (top and bottom) and missing part of the norm of each single-
particle function (middle) after a 50 fs laser pulse with a wavelength of 266 nm and an
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stretch of the molecule is not only induced by the 2RΘ˙2 term of the EOM (2.161) but also
originates from the distance dependence of the polarizabilities and the gradient this causes
in the potential (2.159) when the laser is switched on.
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Figure 3.32: Internuclear distance (left) and the angle Θ between laser polarization and molecular
axis (right) as a function of time for H+2 that is initially in the geometric groundstate
and then exposed to a 266 nm, 50 fs laser pulse with an intensity of 1014 W/cm2.
The full curves were calculated using the dymol-implementation of the NA-QMD, the
broken curves with the model presented in this section. The peak of the laser is
indicated by the vertical dotted line.
Now, the model is used for the calculation of probabilities. The molecules start in the
vibronic groundstate which is as before determined with the Bohr-Sommerfeld quantization
(equation (2.137), p. 46). The statistical nature of the excitation process used in the model
makes it necessary to calculate a much larger number of trajectories than with the ab-initio
calculations. 181 initial angles Θ between 0 and 90◦ were used for the present calculations.
As before the molecule was assumed to be initially rotationally cold, i.e. Θ˙ = 0 for all
trajectories. 100 (for H+2 ) or 200 (for H2) trajectories were used for each initial angle to
sample the vibrational groundstate. As before the initial conditions of these trajectories were
chosen in such a way that the classical distance distribution in the groundstate potential is
reproduced initially. Thus, in total 18100 respectively 36200 trajectories were calculated for
each set of laser parameters for H+2 respectively H2. The resulting average 〈cos2Θ〉 and the
fragmentation probability are given as a function of the laser intensity and for the different
fragmentation channels in figure 3.33. The laser has a sin2 shape (eq. (2.97), p. 30), a
half-width of 50 fs and a wavelength of 266 nm.
The results are discussed for the case of all fragments and for the different fragmentation
channels in the following.
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Figure 3.33: Average 〈cos2Θ〉 (left) and fragmentation probability (right) as a function of the
laser intensity of all fragments (top), the dissociative channel H+H+ (middle) and
the Coulomb explosion channel H++H+ (bottom) for H+2 and H2 which are initially
in the vibronic groundstate exposed to a 50 fs, 266 nm laser. The data marked with
the ∗ have a large error due to the small number of fragmenting trajectories that enter
the averaging in these cases.
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All fragments: The fragments that originate from H2 are as in the ab-initio calculations
(figure 3.25) less aligned than the fragments from H+2 . However, the model does in contrast to
the NA-QMD calculations not predict highly aligned fragments for H2 at low intensities. In
fact, the intensity dependence has completely changed: The fragments are at low intensities
much less aligned for H2 than in the calculations presented in section 3.3.1. Additionally,
a hump is now calculated at 3 × 1014 W/cm2 in H2 while a monotonic decrease of 〈cos2Θ〉
is predicted in section 3.3.1. The fragments are highly aligned only for small intensities
and H+2 . Shortly above the “onset” of fragmentation a hump is calculated for H
+
2 and the
alignment of the fragments decreases with increasing intensities after that. The plateau,
that was found in the NA-QMD calculations, is less pronounced in the model calculations.
Also, the difference between the average 〈cos2Θ〉 of the H2 and H+2 fragments decreases with
increasing intensity while the NA-QMD calculation predicts a nearly constant difference for
high intensities.
The found alignment of the fragments is in comparison to the ab-initio calculations (see
section 3.3.1) higher in figure 3.33 when higher laser intensities (> 4×1014 W/cm2) are used.
It is lower than that found with the NA-QMD calculations for intermediate and small laser
intensities (3×1013 . . . 3×1014 W/cm2). The origin for this difference is the mean-field nature
of the NA-QMD approach, i.e. the electron(s) always populate a number of energy levels
and the nuclei only move in an averaged potential. This leads directly to a higher amount of
alignment for low and intermediate intensities where the missing electron-nuclear correlations
lead to a “delayed” fragmentation. This is meant in the sense, that molecules would already
break up before this can happen in the mixed classical-quantum calculation. These molecules
would be less aligned and the overall alignment of the fragments would be smaller. The effect
is reversed for higher intensities , i.e. the NA-QMD then fails to predict trajectories that
stay bound after the NA-QMD trajectory has fragmented. These trajectories would lead to
more strongly aligned fragments and to an overall higher 〈cos2Θ〉. A further source for this
difference is the fact that the model calculations only use groundstates and the first excited
state of H+2 . This restriction causes in itself an error of the model calculations. Furthermore,
the polarizabilities and ionization rates calculated for the groundstate of H+2 are used also
for the first excited state.
However, the fragmentation probabilities found in the model calculations are similar
to the fragmentation probabilities found in the NA-QMD calculation. The fragmentation
probability of H+2 rises first steeper than that of H2. Therefore, the fragmentation probability
of H+2 is higher than that of H2 for intensities of up to 4× 1014 W/cm2. The fragmentation
saturates at higher intensities than in the NA-QMD calculations for both molecular species.
Dissociation channel H+H+: First of all, the dissociation channel is only open for intensi-
ties up to 5×1014 W/cm2. Still, the fragmentation starts usually on the dissociating surface
and ionization takes place at intermediate internuclear distances (cf. also figure 2.19 and
3.30). The difference in the alignment of the fragments from H2 and H
+
2 is in the dissociative
channel larger than when all fragments are considered.
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Coulomb explosion (CE) channel H++H+: The alignment of the fragments and the frag-
mentation probability follow the results obtained for all fragments closely for both molecules.
The maximum of 〈cos2Θ〉 of the H2 fragments at 3 × 1014 W/cm2, that is found when all
fragments are considered, originates from the CE channel where the same maximum is found.
Interestingly, this maximum is in good qualitative agreement with the results of Posthumus
et al. [79] although the experiment on H2 was performed with a 790 nm laser.
Switching off geometric and/or dynamic alignment
Now, geometric and/or dynamic alignment are switched off in the model calculations to
determine the influence of either alignment mechanism. To switch off dynamic alignment
the rotation must be avoided. This can be easily done by keeping Θ constant. More care
has to be taken if the geometric effect is to be switched off. First, any angular dependence
of ionization rates (2.163) and the dipole matrix element L (2.164) has to be removed. Still,
the polarizabilities and the derivative of the polarizabilities with respect to the internuclear
distance R depend on the angle Θ. The latter contributes to the geometric alignment effect
because the stretch of the molecules caused by ∂V
i(R,Θ)
∂R is still orientation dependent and
the strong dependence of excitation and ionization on the internuclear distance thus leads
to an orientation dependent excitation and ionization probability. Isotropic polarizabilities
would lead also to a complete suppression of dynamic alignment. Therefore, only the angular
dependence of the derivative ∂V
i(R,Θ)
∂R is removed if geometric alignment is turned off. This is
done in such a way that the ionization rates, dipole matrix element and derivative ∂V
i(R,Θ)
∂R
are taken at Θ = 0◦.
Clearly, an isotropic distribution of the fragments should result if both alignment mech-
anisms are switched off. This has been done in the calculations shown in figure 3.34. And
actually, the average 〈cos2Θ〉 of the fragments is 13 for both molecules and for both fragmenta-
tion channels. Interestingly, the fragmentation probabilities and their intensity dependences
resemble the data shown in figure 3.33. But the saturation has been shifted to smaller inten-
sities since unaligned molecules fragment at smaller intensities if the geometric alignment is
switched off the way described above.
Either dynamic or geometric alignment have been switched off in figures 3.35 and 3.36.
The results are discussed for the different fragmentation channels also in comparison to the
calculations shown in figure 3.33.
All fragments: A suppression of alignment is observed for both molecules if either align-
ment mechanism is amiss. Clearly, both mechanisms contribute significantly to the observed
alignment of the fragments. However, the intensity dependence of 〈cos2Θ〉 is completely
different depending on which alignment mechanism has been switched of.
The alignment of fragments from H+2 shows the same intensity dependence if the dynamic
alignment is switched off (figure 3.35) as in the full model calculations of figure 3.33. The
difference of the 〈cos2Θ〉 in the full model calculations and the calculations without dynamic
alignment is for H+2 small for low intensities. However, the calculations without dynamic
alignment predict an isotropic distribution of the fragments from H+2 for intensities above
1015 W/cm2 and only the dynamic effect can cause the aligned fragments for intensities
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Figure 3.34: Average 〈cos2Θ〉 (left) and fragmentation probability (right) as a function of the
laser intensity of all fragments (top), the dissociative channel H+H+ (middle) and
the Coulomb explosion channel H++H+ (bottom) for H+2 and H2 which are initially
in the vibronic groundstate exposed to a 50 fs, 266 nm laser. The data marked with
the ∗ have a large error due to the small number of fragmenting trajectories that enter
the averaging in these cases. Geometric and dynamic have been artificially switched
off for these calculations.
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Figure 3.35: Average 〈cos2Θ〉 (left) and fragmentation probability (right) as a function of the
laser intensity of all fragments (top), the dissociative channel H+H+ (middle) and
the Coulomb explosion channel H++H+ (bottom) for H+2 and H2 which are initially
in the vibronic groundstate exposed to a 50 fs, 266 nm laser. The data marked with
the ∗ have a large error due to the small number of fragmenting trajectories that enter
the averaging in these cases. Dynamic alignment has been artificially switched off for
these calculations.
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Figure 3.36: Average 〈cos2Θ〉 (left) and fragmentation probability (right) as a function of the
laser intensity of all fragments (top), the dissociative channel H+H+ (middle) and
the Coulomb explosion channel H++H+ (bottom) for H+2 and H2 which are initially
in the vibronic groundstate exposed to a 50 fs, 266 nm laser. The data marked with
the ∗ have a large error due to the small number of trajectories that enter the aver-
aging in these cases. Geometric alignment has been artificially switched off for these
calculations.
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above the saturation intensity. Yet, the dynamic effect alone (figure 3.36) is by no means
sufficient to understand the highly aligned fragments from H+2 . The intensity dependence of
〈cos2Θ〉 for H+2 exhibits a hump at 1× 1014 W/cm2 if geometric alignment is switched off.
The intensity dependence then resembles that found for H2 in figure 3.33.
In contrast, the intensity dependence of 〈cos2Θ〉 for H2 is identical, although at a lower
level, to the full model calculations (figure 3.33) if the geometric effect is removed (fig-
ure 3.36). The geometric alignment alone (figure 3.35) can in this case neither explain the
amount of alignment of the fragments nor the intensity dependence with the maximum for
intensities around 3× 1014 W/cm2. It can therefore be concluded that the intensity depen-
dence of 〈cos2Θ〉 is mainly governed by the intensity dependence of the geometric respectively
dynamic effect if one starts with H+2 respectively H2.
The fragmentation probability shows the expected behavior, i.e. a saturation at smaller
intensities if the geometric alignment is switched off and a less steep increase with increasing
intensity if the dynamic alignment is switched off. Yet, the comparison of H+2 and H2 is again
interesting. Nearly identical fragmentation probabilities are observed for both molecules if
the dynamic effect is omitted and the difference is much larger than in the full model calcu-
lations (figure 3.33) if only the geometric effect is neglected. It can therefore be concluded
that the difference in the intensity dependence of the fragmentation probability is mainly
due to the more efficient reorientation if one starts with H+2 .
Dissociation channel H+H+: The intensity dependence of 〈cos2Θ〉 is for H2 similar, al-
though suppressed, to the full model calculations if the geometric alignment is turned off
(figure 3.36). In contrast, the intensity dependence of 〈cos2Θ〉 is better reproduced for H+2
in the calculations without dynamic alignment (figure 3.35). As above, this is especially the
case for small intensities, i.e. below 1014 W/cm2. The trend of 〈cos2Θ〉 → 0 with increas-
ing intensity is observed in the calculations without dynamic alignment for both molecules.
This behavior is produced by those molecules that are oriented nearly perpendicular to the
laser and are not ionized during the dissociation. Clearly, those molecules would be turned
towards the smaller angles Θ if reorientation would be possible. Therefore, such a behavior
cannot be observed in the full model calculations shown in figure 3.33.
The fragmentation probabilities are nearly identical, although suppressed, for both molecules
if the dynamic alignment is switched off. Even, the maxima are at the same intensities. The
suppression is stronger if one starts with H+2 than with H2. Clearly, the absence of reori-
entation leads to a less probable excitation of the H+2 in the groundstate and thus to a
strong suppression. This is less pronounced in H2 because the anisotropy of the ionization
rates in H2 is smaller than in H
+
2 and because vibrationally excited H
+
2 is produced during
the ionization of H2. The suppression is not observed for H
+
2 if only dynamic alignment is
considered. Additionally a shift towards smaller intensities is observed for both molecules
if only dynamic alignment is included in the calculations. Both observations are caused by
the higher excitation and ionization probability for unaligned molecules due to the removal
of geometric effects.
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CE channel H++H+: The CE channel dominates the observed behavior of all fragments if
dynamic (figure 3.35) or geometric alignment (figure 3.36) is switched off. This is as in the
model calculations with dynamic and geometric alignment (figure 3.33). Concurrently, the
intensity dependence of 〈cos2Θ〉 of all fragments is determined by the intensity dependence
of 〈cos2Θ〉 in the CE channel. Therefore, the discussion made above in the paragraph “All
fragments” applies for the CE channel.
3.3.3 Conclusions
To summarize, a striking difference in the alignment behavior of H2 and H
+
2 is found in
ab-initio as well as in model calculations. The fragments that result from H2 are less aligned
than those from H+2 for all intensities and both fragmentation channels. This is caused by
two effects: First, the polarizabilities of H+2 are much more anisotropic than those of H2 and
the dynamic alignment effect is therefore much stronger in H+2 . And second, the geometric
effect is also much stronger in H+2 since excitation and ionization depend more strongly
on the orientation in H+2 than in H2. Furthermore, only the combination of dynamic and
geometric alignment leads to the highly aligned fragments that are calculated. The intensity
dependence of the alignment follows that of geometric alignment in the case of H+2 and
that of the dynamic alignment in H2. One could speculate whether this is a general trend,
i.e. whether molecules with a very strong geometric effect show the intensity dependence
of geometric alignment, while those with very weak geometric alignment show the intensity
dependence of dynamic alignment.
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3.4 Rotational destabilization
In this section an astonishing new effect found in calculations on N2 and later also on H
+
2 is
presented. This effect which is called “rotational destabilization” occurs at intensities just
above the onset of fragmentation in the NA-QMD calculations. It is studied on the model
system H+2 although considerations of the validity of the results suggest that this effect plays
a role mainly in heavy dimers. And actually, an experiment on I2 exists where this effect
might have been observed.
This section is arranged as follows. First, the technical details of the NA-QMD calcu-
lations are given in section 3.4.1. Then the effect is introduced in section 3.4.2. Finally,
conclusions are drawn and the validity of the results is discussed in section 3.4.3.
3.4.1 Details of the NA-QMD calculations
The H+2 calculations of this section are performed with the same basis set as those in sec-
tion 3.1.2 on page 62. Concurrently, the absorber potential is used in all NA-QMD calcula-
tions presented in this section.
The basis for N2 is assembled of a contracted part to describe the core orbital and
uncontracted Gaussians as before. Again, the atomic basis is extended with additional basis
functions arranged grid-like in the y-z plane. The basis function for the core orbital has been
extracted from an atomic groundstate calculation using the local spin density approximation
(LSDA) [192]. The LSDA integration was (in all nitrogen calculations) performed on a spatial
grid with the parameters (see appendix D, p. 125) Ngrid = 40, αgrid = 3, βgrid = 3, γgrid = 1.2,
li,grid = 50, Nx = 11, ∆x = 1.5, Ny = 45, ∆y = 0.67, Nz = 89 and ∆z = 0.714137871.
Table 3.6 lists the parameters employed for building the s-type Gaussians that are used for
the description of the core orbital of nitrogen. p-type Gaussians have to be included in the
N groundstate calculation as well but do not contribute to the core orbital. The parameters
for the p-type Gaussians are identical to those of the s-type Gaussians except for σ1 which
is 0.01 ×√1.8.
l f σ1 [a.u.] σmax [a.u.] N
0 1.8 0.01 5 12
Table 3.6: Gaussian basis used for the description of the core orbital of N. The parameters given
are those of equation (2.95), p. 28.
The parameters of uncontracted Gaussian basis located at each of the nitrogen atoms is
given in table 3.7. The basis for the density is build according to the parameters in table 3.8.
Finally, a hexagonal grid (see section 3.1.2, p. 62) of additional basis functions is added. The
parameters are given in table 3.9. Two density basis functions with σρ =
4.6867
2i
and i = 0, 1
are pinned to each of the additional centers. In contrast to the H+2 and H2 calculations
only one sort of additional basis functions is used (cf. tables 3.9 and 3.1, p. 104). Three
different additional basis functions on different grids and especially the necessary functions
for the density basis lead to a problem with the LSDA integration: The timestep which is
automatically determined by CVODE [193] becomes very small, i.e. ≪ 1500 a.u., and thus
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the calculations are unnecessarily prolongated. Yet, small timesteps occur also in the N2
calculations shown here. However, the problem would be even bigger if three additional
centers for basis functions would be used.
l f σ1 [a.u.] σmax [a.u.] N
0 1.8 0.0324 6.426 10
1 1.8 0.413738433 7.817 6
2 1.8 0.905918661 9.509 5
Table 3.7: Gaussian basis centered at each of the nuclei of N2. The parameters given are those of
equation (2.95), p. 28.
l f σ1 [a.u.] σmax [a.u.] N
0 1.8 0.009783529424497 3.493 11
1 1.8 0.2480243576708 4.686 6
Table 3.8: Gaussian density basis centered at each of the nuclei of N2. The parameters given are
those of equation (2.95), p. 28.
σ [a.u.] d [a.u.] N1 N2
6.653 5.36 9 7
Table 3.9: Parameters of the hexagonal grid of s-type Gaussians laid out in the y-z plane used in
the N2 calculations.
The resulting groundstate surface of N2 is plotted in figure 3.37. The potential minimum
of E0 = −108.623 a.u. is at an internuclear distance of R0 = 2.05994 a.u. This is in excellent
agreement with the experimental value of RN−N = 2.0744 a.u. [194] since the experiment
measured the average internuclear distance in the vibrational groundstate. This has to be
larger than the distance at the potential minimum R0 because the groundstate potential is
not symmetric. The vibrational levels in the groundstate surface have been included also in
figure 3.37. The vibrational motion in the groundstate is reduced in comparison to H+2 due to
the much larger (factor 14) reduced mass of N2. Furthermore, many more vibrational states
are calculated. The vibrational groundstate is obtained at an energy of Eν=0 = −108.619 a.u.
and the calculated groundstate energy of N is EN = −54.172 a.u. Thus, a dissociation
energy of Ediss = 0.275 a.u. results. This is still well below the experimental value of
Eexpdiss = 0.36 a.u. [194,195] but extremely good in comparison to other calculated values [194,
cf. Calculated data, heat of atomization].
The variation of the groundstate energy of N2 for different orientations is shown in
figure 3.38. This variation is much larger than in the H+2 or H2 calculations (cf. figures 3.2,
p. 63 and 3.24, p. 86) due to the larger errors that occur in the LSDA integration. Yet,
test trajectories that started with angles Θ of 15◦ and 75◦ stayed nearly at these initial
angles when no laser was used, i.e. the final angles after a time of 1000 a.u. were 15.063◦
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Figure 3.37: Groundstate potential curve for N2 calculated using the LSDA approximation for
exchange and correlation. The vibrational levels which were again calculated using
the Bohr-Sommerfeld quantization (equation 2.137, p. 46) are included as broken lines.
The vibrational groundstate is marked.
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Figure 3.38: Variation of the N2 groundstate energy for different orientations of the molecule with
respect to the grid of additional basis functions. The molecule lies in z-direction if
Θ = 0◦.
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and 75.040◦. This reorientation is caused by three factors: (i) The basis set is not isotropic
and thus small differences in the groundstate energy result for different orientations. This
is the only error in H+2 (cf. figure 3.2, p. 63). (ii) The Coulomb energy shows an angular
dependence due to the anisotropy of the density basis. This is the second error that occurs
in H2 calculations (cf. figure 3.24, p. 86). (iii) Finally, the LSDA integration leads to a
third angular dependence. The reorientation without laser occurs also in the H+2 and H2
calculations. However, the turning that is caused by the errors of basis, density basis and
LSDA integration is in all cases much smaller than the reorientation caused by the laser.
Figure 3.39 shows the norm of the individual Kohn-Sham (KS) functions after the inter-
action with a 50 fs, 266 nm laser pulse with an intensity of 5×1014 W/cm2. The nuclei have
been fixed in these calculations. Obviously, the final norm can in all cases be fitted with a
n‖ cos2Θ + n⊥ sin2Θ function. Interestingly, the maximum of the ionization, i.e. the mini-
mum of the norm, is for orbitals with σ symmetry always at Θ = 0◦ while it is at Θ = 90◦
for the π orbital that is in the direction of the electric field at 90◦.
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Figure 3.39: Final norms of the individual KS functions with the given symmetry after the laser
pulse with 266 nm, 50 fs and 5× 1014 W/cm2. The symbols are the calculated data,
the lines are fits with a n‖ cos
2Θ+ n⊥ sin
2Θ function.
3.4.2 Rotational destabilization
Trajectories that start in the geometric groundstate of N2 are plotted in figure 3.40. The
wavelength of the laser is λ = 266 nm, the pulse duration T = 50 fs. The laser intensity is such
that the calculations are performed shortly above the onset of fragmentation in the NA-QMD
calculation. Fragmentation is observed only for the trajectories that start with Θinitial = 30
◦
and 45◦. This is in clear contrast to the intuitive expectation that fragmentation sets in
first for the parallel orientation. Yet, this unexpected behavior was observed in calculations
with very different basis sets and for a relatively large intensity range above the onset of
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fragmentation.
The same effect can be found also in the model system H+2 calculations (figures 3.41 and
3.42). However, the fragmentation of trajectories with intermediate initial orientations while
parallel oriented molecules stay bound is in H+2 observed only directly above the onset of
fragmentation.
The only found difference that can explain these results is the angular momentum that is
acquired during the laser pulse. It is plotted for the calculations of figure 3.42 in figure 3.43.
The angular momentum can also be written as an additional term in the radial potential
Veff(R) = V (R) +
L2
2µR2
(3.24)
with L the angular momentum of the nuclear system and µ the reduced mass. This additional
term distorts the radial groundstate potential. A stretch of the molecule is thus induced.
This stretch can have dramatic consequences directly above the onset of fragmentation since
excitation and ionization depend strongly on the internuclear distance (see e.g. section 3.3.2
on page 88 or [87]).
Now, the 0◦ calculation of figure 3.42 is repeated with the additional term in the radial
potential (cf. equation (3.24)) and the maximal angular momentum acquired in the 45◦ and
60◦ calculations to test whether the observed destabilization of unaligned molecules is due to
the gained angular momentum. The laser parameters of figure 3.42 have been chosen because
the peak in the angular momentum (see figure 3.43) of the 45◦ trajectory coincides with the
peak of the laser. This peak of the angular momentum is related to the passage through
the parallel orientation. It is of special importance to chose a trajectory for which the peak
of the angular momentum and of the laser pulse coincide because excitation and ionization
probabilities are highly anisotropic in H+2 . Therefore, a close resemblance of the internuclear
distance of the 45◦ trajectory and the 0◦ trajectory with the additional angular momentum
is expected. However, an exact match is unlikely because the maximal angular momentum
has been added during the whole calculation. The results are shown in figure 3.44.
Both angular momenta lead to the fragmentation of the 0◦ trajectory. And the internu-
clear distance as a function of time is in both cases very close to the 45◦ respectively 60◦
trajectory. Yet, the 0◦ trajectory with the higher angular momentum fragments a bit earlier
than the 60◦ because the maximum of the angular momentum (figure 3.43) is in this case
shortly after the peak of the laser pulse.
Clearly, the behavior observed in figures 3.40, 3.41 and 3.42 is caused by a rotational
destabilization of the molecule. The molecules that are not oriented parallel to the laser
field are stretched due to the angular momentum that is gained during the laser pulse. This
increases the probability for excitation and ionization since both increase if the internuclear
distance is increased from the equilibrium distance. It is important to note that the molecule
does not stay cold while it fragments but absorbs a substantial amount of energy.
The angular distribution (see section 3.1) of the fragments has been calculated for H+2
and one set of laser parameters to illustrate the implications of this effect for the angular
distributions of the fragments. The starting point was to determine the angular range in
which fragmentation occurs. This is of special importance since the fragmentation probability
directly above the onset of fragmentation is small and because stable trajectories (which do
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Figure 3.40: Internuclear distance (left) and the angle Θ (right) as a function of time for trajectories
of N2 that start in the geometric groundstate and with different orientations. The
parameters of the laser are: I = 8 × 1014 W/cm2, T = 50 fs and λ = 266 nm. The
horizontal line denotes the peak of the laser in both plots. Full/broken lines correspond
to fragmenting/stable trajectories.
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Figure 3.41: Same as above for H+2 , I = 1.66× 1014 W/cm2, T = 50 fs and λ = 266 nm.
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Figure 3.42: Same as above for H+2 , I = 1.58× 1014 W/cm2, T = 70 fs and λ = 266 nm.
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Figure 3.43: Angular momenta of the trajectories of figure 3.42.
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Figure 3.44: Internuclear distance for trajectories from figure 3.42. Additionally, the calculation
with initial parallel orientation had been repeated with an additional term in the
radial potential to account for the angular momentum. The L are the maximal angular
momenta acquired by the 45◦ and 60◦ during the laser pulse.
not enter the averaging) cost more computation time than fragmenting trajectories. So,
the calculations were performed for angles Θinitial of 0
◦, 5◦, 10◦, . . . , 85◦ and 90◦. 10
trajectories were calculated for each initial angle to sample the vibrational groundstate of
H+2 . The finding was that no fragmentation occurs for angles Θinitial ≤ 25◦ and Θinitial ≥ 70◦.
Interestingly, the fragmentation probability was relatively high for large initial angles (see
table 3.10).
The data plotted in figure 3.45 were now calculated as follows. First, the initial angles
were chosen to be Θinitial = 20
◦, 20.5◦, 21◦, 21.5◦, . . . , 74.5◦, 75◦, i.e. in total 111 initial
angles were explicitly considered. No fragmentation is expected for the other initial angles
from the preceding calculations (cf. table 3.10). Again, 10 trajectories were calculated for
each initial angle. Thus a total number of 1110 trajectories was calculated for the averaged
results shown in figure 3.45. The angular distribution of the fragments shows a large angular
range around the parallel orientation where no fragments are observed. Still, the alignment
of the fragments is very high as is indicated by the average cos2Θ.
Something similar had already been seen in experiments on I2 [116] when very short laser
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Θinitial [
◦] 0. . . 25 30 35 40 45 50 55 60 65 70. . . 90
no. fragmenting traj. 0 1 2 3 4 4 4 4 4 0
Table 3.10: Numbers of trajectories that fragment for a given initial angle, H+2 and a 266 nm, 70 fs
and 1014 W/cm2 laser pulse. 10 trajectories were used for each initial angle to sample
the vibronic groundstate.
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Figure 3.45: Angular distribution of the fragments of H+2 exposed to a 70 fs, 266 nm laser with a
sin2 shape and an intensity of 1× 1014 W/cm2. The H+2 was initially in the vibronic
groundstate (GS). 1110 trajectories (111 angles Θ (see text) and 10 trajectories per
angle to sample the vibronic GS) have been used. The detector was assumed to be of
such a size that ΘfinalS = 1
◦.
pulses were used. The observation by Rosca-Pruna et al. was an unexpected minimum in the
angular distribution of the fragments for the parallel orientation for which an explanation
was given in the subsequent theoretical paper by the same group [43]. The origin of this
minimum might, however, have been, at least partly, the rotational destabilization.
Furthermore, indications of this effect have also been found in another theoretical work [46].
Brewczyk and Rza¸z˙ewski used a Thomas Fermi model for the electrons and a classical de-
scription for the nuclei to investigate the alignment of Cl2. The authors found so called magic
angles around 10◦. The kinetic energy of the fragments was maximal for these initial angles
and not for the parallel oriented molecules. Brewczyk and Rza¸z˙ewski suspected complicated
electron dynamics to cause this effect. However, it might be the rotational destabilization
effect.
3.4.3 Conclusions
An astonishing new effect has been found in NA-QMD calculations to laser induced alignment
of N2 and H
+
2 and is called “rotational destabilization”. The mechanism is the following:
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The laser induced rotation of the molecule is accompanied by a stretch of the molecule due
to the gained angular momentum. Therefore, the internuclear distance of molecules that are
initially unaligned is increased. Additionally, the probabilities for excitation and ionization
do strongly depend on the internuclear distance, i.e. they are small near the equilibrium
internuclear distance and increase with increasing internuclear distance. Consequently, the
excitation and ionization probability of the molecules is increased according to the amount of
angular momentum that is gained and an enhanced fragmentation of molecules with initial
angles Θ > 0◦ results. This effect manifests itself in measurements as a suppression of
fragmentation in parallel orientation. The angular distribution of the fragments might even
exhibit a minimum at Θ = 0◦ if the geometric alignment effect is weak.
Such an angular distribution had already been measured by Rosca-Pruna et al. on I2
with 80 fs laser pulses [116]. The measurements were accompanied by theoretical investiga-
tions [43], in which the suppression of fragments in parallel orientation was related to the
geometric alignment effect, i.e. molecules that are oriented parallel to the laser polarization
are ionized much more efficiently and thus a minimum of the angular fragment distribution
at Θ = 0◦ is found for lower charge channels. However, the rotational destabilization might
have been observed also in this experiment. In particular, the signatures of the rotational
destabilization and the geometric effect proposed by Springate et al. [43] are different. So,
the latter manifests itself as a minimum in the angular distribution of fragments, that de-
creases with increasing charge state of the fragments and does not appear for the highest
occuring charge state of the fragments. In contrast, the rotational destabilization leads to a
suppression of fragmentation in parallel direction for all fragments and also for the highest
charge states. It should, therefore, be possible to distinguish both effects.
Unfortunately, the classical description of the nuclei and especially of the angular degree
of freedom that is employed in the NA-QMD formalism might not always be justified. Yet,
the classical limit should be obtained if the quantum number, i.e. the angular momentum
of the nuclear system, becomes large enough. This corresponds to the case of large nuclear
mass and short, intense laser pulses. Furthermore, the rotational destabilization effect is
pronounced in the NA-QMD calculations because of the missing electron-nuclear correla-
tions (see also section 2.3). Therefore, each trajectory can either fragment or not and the
destabilization effect is enhanced at the fragmentation threshold in the NA-QMD calcula-
tions. Thus, the effect will be much less pronounced in measurements than in figure 3.45. It
can even be expected that the effect disappears in H+2 because it is very weak, i.e. the rota-
tional destabilization is only found in a small intensity range. Yet, the proposal is that the
rotational destabilization occurs if heavy dimers are exposed to short, intense laser pulses.
To shortly summarize, the experimental signature of this effect is a minimum in the
angular distribution of fragments that is found in the highest observed charge states and if
all fragments are considered. The effect should disappear with increasing pulse length as this
is accompanied by the formation of pendular states. And, the effect should also disappear
above the saturation intensity for fragmentation as then only the (normal) dynamic alignment
alters the angular fragment distribution. Furthermore, the effect should be more pronounced
if the geometric alignment effect is weak, i.e. if excitation and ionization are only weakly
orientation dependent.
4 Conclusions
The main aim of this work was to include a realistic description of ionization into the
NA-QMD formalism [49] and to investigate the alignment dynamics of diatomic molecules.
Please note, that the former is necessary to do the latter, because the used laser parameters
were in most cases such, that ionization is a dominant process and has to be accurately
included in the calculations. The ionization behavior of dimers itself has, however, not been
the main subject of this work.
To achieve the first aim basically two things had to be done. First, an appropriate
basis expansion had to be found. Several requirements have to be met by this basis set.
Most important was that all matrix elements can be calculated analytically because also
three-center matrix elements are needed during the calculation and these matrix elements
cannot be tabulated in advance of calculations. Therefore, Gaussian functions are used as
basis functions. Yet, one has great freedoms in choosing the parameters of a Gaussian basis.
Therefore, the error of a finite basis expansion was introduced in section 2.1 and a new
measure has been given. These were then applied to the hydrogen atom in intense laser
fields. And, it could be studied how a basis set suitable for the description of ionization has
to be built. The results were that a large LCAO basis (which is constructed from a primary
Gaussian basis set) can be used to accurately describe excitation and initial ionization, i.e.
as long as the ionization probability is rather small (a few percent) and the ionized electronic
density is still close to the nucleus. The basis functions of this large LCAO basis had angular
momenta of up to l = 4. To extend this to cases where larger ionization probabilities occur
or to longer times it is necessary to include basis functions with even larger angular momenta
(cf. e.g. [37]). Although such a treatment is feasible for atoms, it is problematic in molecules,
because the basis size dramatically increases if large l values are used, and because the use
of very large atomic basis sets leads to numerical problems if the nuclei approach each other.
Alternatively, a rather small atomic basis set, i.e. with angular momenta only up to l = 2,
extended with additional basis functions arranged chain-like or in a hexagonal grid may be
used. The parameters of these additional basis functions, i.e. the width of the Gaussian,
the distance between neighboring basis functions and the length, were obtained evaluating
the basis error. With such a basis set, i.e. an atomic basis set located at the nuclei and
additional centers laid out in the vicinity of the nuclei, a very good description of excitation
and initial ionization is achieved.
Yet, to extend the description to arbitrarily long times, when the ionized electronic
density moves arbitrarily far away from the nucleus, either an arbitrarily large basis set
must be used or absorbing boundary conditions have to be introduced. The latter has been
done in section 2.2. The absorber has been introduced as an imaginary potential into the
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effective single-particle Hamiltonian. It has been shown that the used form of the potential
leads to a reduction of the total energy. This is equivalent to a depopulation of states with
positive energy, i.e. ionized states. The absorber was tested against reference calculations,
which exist for the hydrogen atom and for the hydrogen molecular ion. Excellent agreement
is observed in both cases.
Next, an approximate treatment of the missing electron-nuclear correlations in the NA-
QMD formalism has been proposed in section 2.3. It has been shown that the rather simple
separation of the ionized channels from the bound channel leads to a qualitative improvement
of the description of nuclear dynamics if long times are considered. In contrast to other
approaches like the well-known Tully-hopping [74, 75], no knowledge of excited, in general
many electron states in intense laser fields with varying shape is necessary. Yet, this extension
requires that a large number of trajectories is calculated. Therefore, this extension has not
been used in the NA-QMD calculations of this work. However, the model which has been
presented in section 2.4 uses a very similar approach for the nuclear dynamics.
After that, calculations for the alignment of diatomic molecules have been presented
in chapter 3. An accurate description of ionization, i.e. atomic basis sets extended with
additional basis functions and absorbing boundary conditions, has been used and has been
necessary in all calculations presented in chapter 3 except in the calculations of section 3.2.
The laser parameters used in section 3.2 are such that ionization is only a secondary process.
Furthermore, one aim of section 3.2 was to investigate the influence of H2 and H
+
2 on the
experimentally observed alignment in H2 experiments. It was therefore absolutely necessary
to exclude absorbing boundary conditions in section 3.2.
First, it has been shown in section 3.1 how the experimentally observed angular distribu-
tions of fragments result from an effective combination of dynamic and geometric alignment.
Then, the intensity dependence of either alignment mechanism has been discussed, and it
has been found that geometric alignment is nearly independent of the intensity for a large
range of intensities, decreases with intensity in the intensity range between the saturation
intensity for fragmentation in parallel and perpendicular orientation and does not exist for
intensities above that. In contrast, it has been found that the dynamic alignment effect
gets stronger with increasing intensity until the fragmentation probability saturates. Then,
the dynamic alignment gets weaker with increasing intensity as the laser pulse is effectively
shortened, i.e. the fragmentation saturates ever earlier during the pulse. The combination of
both alignment mechanisms leads to the strongly aligned fragments observed, yet, the weight
of either mechanism and therefore also the intensity dependence of the alignment depends
crucially on the molecular species at hand.
In the next section, 3.2, recent alignment experiments performed on H2 and H
+
2 have
been reviewed. In the first case, H2, the question is to what extend do the results originate
from H2 or H
+
2 . It could be shown that the perpendicular alignment observed by Frasinski
et al. [183] is only due to H+2 while the usual dynamic alignment is found for H2. The
dynamic alignment observed in the experiment of Thompson et al. [181] is due to the strong
dynamic alignment of H2 and H
+
2 . In the second case, H
+
2 , the main question is why the
results of Sa¨ndig et al. [19] and Williams et al. [20] differ so strongly although very similar
laser systems had been used in the experiments. The performed calculations reproduced the
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result of Sa¨ndig et al., i.e. strongly aligned fragments for low initial vibrational excitation
and unaligned fragments for high initial vibrational excitation. The strong alignment of the
fragments for low initial vibrational excitation nearly vanished when the laser intensity was
increased up to the value used by Williams et al. Clearly, no alignment could be seen in
the experiment of Williams et al. because the used laser intensity was too high and because
they were not able to resolve individual vibrational states like Sa¨ndig et al. Furthermore,
the calculations clearly show the central role of dynamic alignment in the experiments of
Sa¨ndig et al. although the authors speculated that dynamic alignment might not play a role
in their experiment.
Then, the alignment behavior of cold H+2 and cold H2 and its intensity dependence has
been investigated in section 3.3. A dramatic difference has been found in NA-QMD as
well as model calculations. The fragments from cold H+2 are much more aligned than those
from H2 for all intensities. Furthermore, the intensity dependence is completely different.
In particular, the intensity dependence of the alignment from fragments from H+2 follows
that of geometric alignment, i.e. it decreases with increasing intensity, while that of H2
follows that of dynamic alignment and shows a distinct maximum at 3× 1014 W/cm2. This
is in qualitative agreement with the H2 experiments of Posthumus et al. [79] although the
experiment was performed with a 790 nm laser.
Section 3.4 focused on an effect discovered in N2 calculations that was later also found
in H+2 calculations: Shortly above the onset of fragmentation in the NA-QMD calculations,
fragmentation is observed for initially unaligned molecules while initially aligned molecules
stay bound. This is caused by the additional 15 stretch of the molecule due to the gained
angular momentum. This stretch leads to an enhanced fragmentation for those molecules
with the largest angular momenta since the probabilities for excitation and ionization are
strongly internuclear distance dependent. The signature of this effect is a distinct minimum
at Θ = 0◦ in the angular distribution of the fragments of all charge channels and of the
highest charge channel. However, the effect should be less pronounced if the geometric
alignment effect is strong, i.e. if excitation and ionization are strongly orientation dependent.
Considerations of the validity of a classical description of nuclei suggest that this effect might
only exist for heavy dimers. Additionally, it might have been measured already by Rosca-
Pruna et al. [116].
Outlook Several possibilities to proceed exist.
First, one can investigate the alignment behavior of diatomic molecules further. It might,
e.g., be of interest to investigate and compare the alignment behavior of N2, O2 and Na2 as
those have nearly identical nuclear masses but completely different dissociation energies and
also a completely different electronic structure. The results can be used as a starting point
to investigate the influence of the electronic structure on the alignment behavior by e.g. also
considering F2 or Cl2.
Second, it is still of interest to investigate the ionization behavior of unaligned dimers
(see also chapter 1). It is, for example, not clear why a suppression of ionization is observed
for D2 in comparison to its companion atom Ar. This could be linked to an investigation
15The molecule is also stretched by the deflection of the electron cloud by the laser.
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of the angular dependence of single or double ionization of diatomic molecules. It is known
already that the ionization rate of orbitals with σ symmetry exhibits a maximum in parallel
orientation while a maximum in perpendicular orientation is found for some orbitals with π
symmetry. It is probably possible to shift the ionization from orbitals with σ symmetry to
those with π symmetry and to control the angular distribution of ionization.
Third, it is possible to extend the ionization formalism to the study of collisions.
It is in any case necessary to obtain a measure for the quality of the density basis (the
basis in which the density is expanded) and to control its influence on the time-step of the
propagation. Furthermore, it is in all cases desirable to use the approximative electron-
nuclear correlations presented in chapter 2.3 to obtain results that can be compared to
experimental results more easily and to obtain more accurate results at all. Yet, this strongly
depends on the computational facilities available.
Appendix A Basis transformations
In order to solve the time-dependent eigenvalue problem (2.125)
Hˆσ(t)|χσa〉(t) = ǫσa(t)|χσa〉(t) (A.1)
the effective single-particle “field-following” adiabatic states are expanded in the basis {|φα〉} (1.11)
|χσa〉 =
Nb∑
β=1
Uσaβ |φβ〉 . (A.2)
Multiplying |φα〉 with
∑
a |χσa〉〈χσa | the expansion of |φα〉 in the basis {|χσa〉} results
|φα〉 =
Nb∑
aβ
SαβU
σ+
βa |χσa〉 . (A.3)
Please note, that
∑
a |χσa〉〈χσa | can be used like an identity because the basis sets {|φα〉} and
{|χa〉} span exactly the same part of the Hilbert space. Furthermore, the property
Nb∑
a=1
Uσ+βa U
σ
aγ =
(
S−1
)
βγ
(A.4)
is obtained by using (A.2) and (A.3). Therefore, the transformation Uˆσ is unitary only if
both basis sets are orthogonal, i.e. if also
(
S−1
)
βγ
= δβγ .
Inserting (A.2) into (A.1) and multiplying with 〈φα| results in the generalized eigenvalue
problem
Nb∑
β=1
(
〈φα|Hˆσ|φβ〉 − ǫσa〈φα|φβ〉
)
Uσaβ = 0 . (A.5)
The effective single-particle energies ǫσa and the transformation Uˆ
σ are obtained by solv-
ing (A.5).
The effective single-particle wave function |Ψjσ〉 (1.11) can either be expanded in the
basis {|φα〉} or in the basis {|χa〉}
|Ψjσ〉(t) =
Nb∑
α=1
ajσα (t)|φα〉(t)) =
Nb∑
a=1
ajσa (t)|χa〉(t)) with j = 1 . . . Nσe , σ =↑, ↓ . (A.6)
Using equations (A.2) and (A.6) the transformations for the coefficients ajσα and a
jσ
a
ajσa = 〈χσa |Ψjσ〉 =
Nb∑
αβ
Uσ+αa a
jσ
β Sαβ , (A.7)
ajσα =
Nb∑
a=1
Uσaαa
jσ
a (A.8)
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and a general matrix Oσαβ and O
σ
ab
Oσab = 〈χa|Oˆ|χb〉 =
Nb∑
αβ
Uσ+αa O
σ
αβU
σ
bβ , (A.9)
Oσαβ = 〈φα|Oˆ|φβ〉 =
Nb∑
abγδ
SαγU
σ
aγO
σ
abU
σ+
δb Sδβ (A.10)
are obtained. The last transformation is used to calculate the matrix elements V σabs, αβ which
are used in practical calculations.
Appendix B Maximal energy
Eigenfunctions |χi〉 with large energy eigenvalues Ei result if, e.g., uncontracted basis
functions |φα〉 are used in atomic or molecular calculations. These large eigenvalues pose
a problem in time-dependent calculations since the rotation of the wave function in the
complex plane has a period proportional to 1/Ei and a new time scale is thus introduced in
practical calculations. Solvers for partial differential equations like CVODE [193, 196] will
always adapt the time step of the numerical propagation to this new time scale.
However, these states are artifacts of the chosen basis set and have no physical meaning
as they are at least hundreds of photon energies (or other typical excitation energies) sepa-
rated from the relevant part of the spectrum. Even more, these states cannot be effectively
populated if an absorbing potential is used in the calculations as they lie in the energy range
where the absorber is strongest. Yet, computational noise leads to decreasing time steps and
thus to an unnecessary prolongation of the calculation. It is therefore desirable to get rid of
these unphysical artifacts in time-dependent calculations.
The proposed strategy is to “cut” them out of the matrices, i.e. to manipulate the Hamil-
ton matrix in such a way that these artifacts cannot be populated during the calculation.
This is done in such a way that the Hamilton matrix is multiplied with a mask
H ′ab = HabMab (B.1)
where Hab is the Hamilton matrix in eigenstate representation and Mab is the mask. The
eigenstates |χa〉 are determined by diagonalization of the Hamilton matrix H0αβ represented
in the non-orthogonal basis set {|φα〉}. The superscript 0 hereby denotes that the laser
has been left out in the diagonalization. The states |χa〉 and |φα〉 are connected via the
transformation Uiα (cf. appendix A)
|χa〉 =
Nb∑
α=1
Uaα|φα〉 , (B.2)
|φα〉 =
Nb∑
aβ
SαβU
+
βa|χa〉 (B.3)
where Nb is the number of used basis functions and Sαβ = 〈φα|φβ〉 the overlap matrix.
(Throughout this chapter the convention is that greek indices refer to the non-orthogonal
basis set while latin indices refer to the eigenbasis.) The transformation of matrices can thus
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be given (cf. appendix A)
Hab = 〈χa|Hˆ|χb〉 =
Nb∑
αβ
U∗aα〈φα|Hˆ|φβ〉Ubβ (B.4)
Hαβ = 〈φα|Hˆ|φβ〉 =
Nb∑
abγδ
UaγSαγHabU
∗
bδSδβ (B.5)
where Hˆ is the Hamiltonian. Therefore, such a cut can be done with a sensible choice of
Mab. However, the transformation U usually varies slower with time than the dipole term in
the Hamiltonian. It is therefore sensible to avoid the transformation of the Hamilton matrix
to the eigenbasis and back. Now, the abbreviation
Aaα =
Nb∑
γ=1
UaγSαγ (B.6)
is introduced and the inverse B of A is defined, i.e.
Nb∑
α=1
AaαBbα = δab (B.7)
Nb∑
a=1
AaαBaβ = δαβ . (B.8)
H ′αβ can thus be cast into the form
H ′αβ =
Nb∑
ab
AaαHabMabAbβ (B.9)
=
Nb∑
abcd
AaαHab δac δbdMabAbβ (B.10)
=
Nb∑
abcd
AcαHab δac δbdMcdAdβ (B.11)
=
Nb∑
abcd
AcαHab

 Nb∑
γ=1
Aaγ Bcγ

( Nb∑
δ=1
Abδ Bdδ
)
McdAdβ (B.12)
=
Nb∑
cdγδ
(
Nb∑
ab
Aaγ HabAbδ
)
AcαBcγMcdAdβ Bdδ . (B.13)
The term in parentheses in (B.13) is Hγδ, i.e. the Hamilton matrix represented in the non-
orthogonal basis set. The last line is close to the final result, i.e. the Hamilton matrix needs
not to be transformed to apply the mask. Yet, equation (B.13) contains a four-dimensional
object, i.e. AcαBcγMcdAdβ Bdδ , that has to be separated for practical purposes. Now, the
mask Mab is calculated from the vector ma which is given by
ma =
{
1 if Ea < Ethreshold
0 otherwise
. (B.14)
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Mab is then given by
Mab = mamb (B.15)
and equation (B.13) is simplified to
H ′αβ =
Nb∑
γδ
Hγδ
(
Nb∑
c
AcαBcγmc
)(
Nb∑
d
mdAdβ Bdδ
)
. (B.16)
The final mask can be defined
mαγ =
Nb∑
c=1
AcαBcγmc (B.17)
and the Hamilton matrix without artifacts can be calculated without transforming Hαβ ,
H ′αβ =
Nb∑
γδ
mαγ Hγδmβδ . (B.18)
The formalism is demonstrated on H+2 in intense laser fields. The basis set and the
parameters of the absorbing boundary conditions are described in detail in section 2.2. Four
different values for Ethreshold have been used. The largest one corresponds to the case that no
states are cut off, i.e. represents the original results. In all four calculations nearly identical
norms result. Only for the smallest Ethreshold, a small difference to the other results is visible
as a broadening of the line after t = 300 a.u. in figure B.1.
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Figure B.1: The norm of the electron in H+2 if the molecule is exposed to a 5 fs laser pulse of a
wavelength of 228 nm and an intensity of 5×1014 W/cm2. Different values for Etreshold
have been used. The inset shows the electronic spectrum of H+2 with the used basis
set. The largest Ethreshold thus corresponds to the case that no states are cut off.
However, small differences to the results of the original (Ethreshold = 2000 a.u.) calcula-
tions can be found also for larger Ethreshold if the final norm is investigated in more detail
(cf. table B.1). Nevertheless, all these deviations are much smaller than the error of the
absorbing boundary conditions (see section 2.2). Furthermore, the number of time steps
necessary for the numerical integration decreases dramatically, i.e. in this case by a factor
of 458, if the formalism described above is used. It is therefore sensible to cut off unwanted
artifacts of the used basis sets and thus to accelerate the calculations noticably.
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Ethreshold N(tmax) time steps
2 0.9208569958 7969
20 0.9212000829 23270
200 0.9211938471 268941
2000 0.9211937555 3650197
Table B.1: Final norms and the number of time steps of the calculations shown in figure B.1.
Appendix C Details of the full quantum
mechanical calculations
In section 2.3 NA-QMD results are compared to the results of a full quantum mechanical
calculation [178]. This calculation has been done the same way as the that of Chelkowski
et al. [40]. However, the aim was to extend the study of Chelkowski et al. to longer times.
Therefore, some parameters had to be changed. Furthermore, absorbing boundary conditions
were not specified in [40] but have to be used. In this appendix the parameters of the
calculation are given.
Electronic and nuclear grid are built the same way as described in [40]. The electronic
grid is laid out from −32 a.u. to 32 a.u. with a spacing of ∆z = 0.125 a.u. (cf. [40]). The
Bessel expansion of the ρ variable is also performed like in [40]. The absorber has been
introduced as an imaginary potential with the functional form
Vabs =
{
0 for |z| < zabs, min
Aabs (|z| − zabs, min)2 for |z| ≤ zabs, min
(C.1)
with the parameters Aabs = 0.005 and zabs, min = 24.
The nuclear grid has been extended to larger R to allow to calculate the behavior of
the system for longer times. The parameters are Rmin = 0.38 a.u., Rmax = 45 a.u. and
∆R = 0.087319 a.u. Now, Rmax/2 is nearly as large as zmax and it has to be guaranteed
that dissociating parts of the wave function are not affected by the absorbing boundary
condition. In figure C.1 the probability density integrated over ρ, i.e. |Ψ(R, z)|2, is shown
for t = 604.15 a.u.= 14.61 fs and t = 1300.47 a.u.= 31.46 fs, i.e the end of the calculation.
In both pictures the leading edge of the dissociating part of the wave function is marked.
Clearly, this part is still well away from the absorber, which starts at zabs, min = 24 a.u., at
the end of the calculation (t = 1300.47 a.u.= 31.46 fs).
All probabilities have been calculated as described in [40].
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Figure C.1: Snapshots of the probability density integrated over the ρ-variable |Ψ(R, z)|2 in the
full quantum mechanical calculation at t = 604.15 a.u.= 14.61 fs (top) and t =
1300.47 a.u.= 31.46 fs (bottom). The color denotes the density at a given (R, z)
coordinate in logarithmic scaling. Red (white in b/w) marks highest density, purple
the lowest. The red rectangles indicate the leading edge of the dissociating wave packet.
Appendix D The LDA/LSDA grid
The LSDA functional has to be determined on a real space grid since no formalism for
the calculation in basis expansion exists (cf. also [128]). Furthermore, it is even for the LDA
sensible to use the LDA integration on a grid because this grid based determination of the
functionals is numerically more stable. The LDA grid is composed of two parts, (i) atomic
grids that can be located at each nucleus and (ii) a simple cubic grid that extends the atomic
grids.
D.1 The atomic grid
The atomic grid points are arranged in shells around the nucleus. The distance of the ith
shell from the center is given by
ri = −αgrid log
(
1−
(
i
Ngrid
)βgrid)
. (D.1)
The parameters that have to be specified in actual calculations are the stretching factor
αgrid, the number of shells Ngrid and the exponent βgrid. The standard values used in the
dymol implementation [159] are αgrid = 3, Ngrid = 30 and βgrid = 3.
For each shell an angular grid is laid out. This angular grid is determined by the maximal
l of spherical harmonics for which the angular integration on this grid is exact (see [128] and
references therein for details). This l is determined from the radial density of points ri/∆ri
with
∆ri =
βgridαgrid
(
i
Ngrid
)βgrid−1
N
(
1−
(
i
Ngrid
)βgrid) . (D.2)
The maximal li,grid of the ith shell is then
li,grid =
{ [
ri
∆ri
γgrid
√
8π
]
− 1 if result ≤ lmaxgrid
lmaxgrid otherwise
. (D.3)
Two further parameters occur, γgrid the ratio of angular and radial point density and l
max
grid the
maximal possible li,grid. The standard parameters in dymol are γgrid = 0.8 and li,grid = 50.
D.2 The simple cubic grid
Although the atomic grid is very useful in calculations where only excitation takes place
a different solution has to be found for calculations where ionization processes are treated.
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This has two reasons, (i) a simple extension of the atomic grids on the nuclei would lead
to extremely large LDA grids that would slow down the entire calculation and (ii) it is not
sensible to locate atomic grids on the additional centers for basis functions since these atomic
grids would have to be quite large to prevent unphysical rotations due to the bad LDA grid.
The alternative is to place a simple cubic (sc) grid in real space. This grid is in all
three dimensions symmetric to the origin and each direction is determined by the number
of points in that direction Nx/y/z and the spacing between points ∆x/y/z. Please note,
that the numbers have to be odd to obtain symmetric grids and that it is sensible to choose
∆x/y/z in such a way that the ratio of ∆x/y/z and the spacing of the additional centers of
basis functions in that direction is rational, i.e. that the sc-grid looks the same from every
additional basis function. This implies also that atomic grids must still be placed on the
nuclei. The total sc grid size is then given by NxNyNz.
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